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Electron energy transfer (EET) through nanostructured assemblies plays a crucial role in
a wide range of emerging technologies such as quantum dot solar cells, quantum computing,
molecular electronics, excitonic transistors, and light emitting diodes. These technologies
are very dependent on excitonic lifetimes which are short on the order of a nanosecond. In
order to efficiently use this short time scale, EET needs to be as fast as possible. This leads
to an interest in the application of coherent exciton transfer. To examine the possibility of
coherent transfer, we ask a simple question:
How rapidly do coherent superpositions of excitonic states
dephase between quantum dots?
We assume that the major source of decoherence at room temperature is from the internal
phonon modes of silicon quantum dots. The question is then addressed using a combination
of ab initio calculations and a master equation formulation for the evolution of the electronic
density operator for a dimer of interacting two-level systems coupled to a shared bath of
harmonic oscillators [1–3]. A combination of density functional theory (DFT) and frozen
phonon method (FPM) analysis was used to obtain exciton-phonon coupling in various sizes
of silicon quantum dots. As expected, coherent EET is faster in comparison to incoher-
ent EET in assemblies of identical nanostructures. In cases of non-identical assemblies of
nanostructures, the low energy regions act as trap states for the exciton. In this case, a
combination of coherent and incoherent transport leads to the fastest transport rate.
iii
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A great deal of recent research has been focused on the synthesis and application of
quantum dot (QD) materials as constituents of next generation solar cell materials [4, 5].
QDs are particularly interesting to solar cell technologies because quantum confinement
and surface effects allow their optoelectronic properties to be tailored, which is especially
intriguing when applied to solar cell development. Small silicon QDs (SiQDs), in the range of
1-2 nanometers in diameter, exhibit many interesting properties that make them even more
useful for solar cell technologies, than their larger counterparts. When compared, these
smaller QDs have a more pronounced effect from quantum confinement and surface ligands,
a more efficient incoherent electron energy transfer (EET) [6], and a higher absorption cross-
section for incoming photons. These smaller QDs can be created nearly free of defects and
are resistant to oxidation [7]. In addition, the smaller QDs show a greater promise in multiple
exciton generation and hot carrier collection paradigms [8]. They also get a better use out
of their slice of the solar spectrum [9, 10] and they exhibit a higher electronic coupling for
the same surface-to-surface distance [6]. These small QDs can be plasma synthesized into
thin films with a wide range of functional ligands. This makes them promising for a broad
range of solar applications.
All of these interesting properties make silicon QD solar cells with small QDs very promis-
ing. The major issue with QD solar cells is transferring energy out of the QD assembly. Due
to the high binding energy of excitons in QDs, room temperature thermal energy is not
enough to separate the electron and hole as it is in bulk solar cells. This means that within
QD solar cells the exciton needs to be transported over long distances to semiconductor
junctions in order to separate the electron and hole. Some of the major issues with exciton
transport include slow random walk transport, a short exciton lifetime due to photolumi-
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nescence, and rapid localization of the exciton. We chose to investigate the possibility of
inciting coherent exciton transport in quantum dot assemblies and to analyze its effects on
the exciton transport rate. To achieve this we asked ourselves, how rapidly do excitons de-
phase between quantum dots in a simple ring structure and how does the dephasing process
affect the exciton’s behavior? To answer these questions, we need to create a method to
solve for the decoherence rate of a given system using ab initio methods, then use this new
method to understand the exciton transport in silicon quantum dot assemblies.
Coherent transport, also known as ballistic transport, is considerably faster than a ran-
dom walk dissipation for the same transfer rate between two sites. Recent interest has arisen
in photosynthetic systems as researchers have found partially coherent exciton transport [11–
14] is critical to the photosynthetic process. The question arises that since partially coherent
transport is observed in organic systems, is it then logical to assume that under the right
conditions it may be possible to make inorganic systems that also exhibit partially coherent
excitonic transport? For coherent transport to occur over long distances, the excitonic wave
functions have to remain in phase with one another over longer time scales than the rate
of transfer between the quantum dots. As far as we have found, most coherent transport
literature focuses around organic systems and there has been no investigation of coherent
transport in inorganic quantum dot assemblies.
1.1 Background
The development of a fundamental approach to theoretically derive the time evolution
of a quantum system interacting with an environment of states, which forms a basis to the
current decoherence theory, began in the early days of quantum mechanics. The base of the
theory of decoherence can be traced to the scientific community developing and refining an
understanding of the effects of entanglement as found in seminal works such as the Einstein,
Podolsky and Rosen (EPR) paper [15] in 1935. The scientific community did not look at
the effects of entanglement when dealing with an environment of states for another forty
years. This lack of interest may have stemmed from the mental confinement of the ideas of
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entanglement to the realm of laboratory experiments and an incomplete understanding of
the strength that even minimal environmental entanglement could have on a system. The
effects of environmental entanglement began to be examined with work done by H. D. Zeh
on the interpretation of quantum measurement.
This interpretation of measurement may also explain certain “superselection
rules” which state, for example, that superpositions of states with different
charge cannot occur. It is very plausible that any measurement performed with
such a system must necessarily also be a measurement of the charge.
Superpositions of states with different charge therefore cannot be observed for
similar reasons as those valid for superpositions of macroscopically different
states: They cannot be dynamically stable because of the significantly different
interaction of their components with their environment. [16]
The significant point, which H. D. Zeh made, is that the interaction with an environment
will make any system superpositions “unstable”. In a later paper with Olaf Kübler, the
destruction of the phase relation between states in a charged coupled harmonic oscillator
and two particles in a magnetic field were studied [17]. His continued work did not attract
much interest until Wojciech H. Zurek released two major papers in 1981 and 1982 on the
preferred basis problem [18, 19]. The first of these papers outlines the existence of pointer
states. These are states that are selected by the measurement apparatus used to measure
the system. In the second paper, the work was extended to the pointer states of a given
environment with which the system interacts. This work developed the initial framework
for a later understanding of decoherence in terms of a given environment. This work was
expanded by the pursuits of Joos and Zeh, whose efforts included numerical calculations of
the decoherence caused by scattering events from a given environment. These calculations
led to the first calculations of decoherence times associated with various objects and showed
the extremely rapid decoherence of large macroscopic objects into their classical nature.
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In recent years, there has been an increased interest in decoherence and its relation to
photosynthesis [11–14]. This plethora of work was initiated by Engel et al. [11] which
identified the existence of partially coherent transport through the Fenna-Matthews-Olson
(FMO) complex, a collection of chlorophyll molecules inside a protein cover. Over a decade
earlier, in 1996, two sets of independent papers predicted the possibility of coherent transfer
in photosynthetic systems [20, 21]. A year later it was also indirectly observed by looking at
optical anisotropies in the FMO complex by Sergei Savikhin et al. [22].
1.2 Decoherence
Decoherence can be viewed as the loss of quantum information from an isolated system
into its surrounding environment. This is of vital importance to the understanding of the
quantum-to-classical transition. The theory of decoherence allows us to explain the loss
of quantum mechanical superpositions when a system interacts with a reservoir of states,
often idealized as a phonon bath. The environment forces the selection of a given set of
pointer states. These pointer states are the probabilistic classical outcomes, such that they
do not exhibit quantum mechanical entanglement. The theory of decoherence explains why
only specific states are selected as the outcome of wave function collapse. In this way, it
also explains the emergence of classical behavior from quantum mechanical systems at large
scales. However, the theory of decoherence does not deal with nor explain in any way wave
function collapse itself. In other words, decoherence theory does not explain why a system
chooses a given pointer state over the other possible pointer states.
An important distinction that should be made is the difference between decoherence and
dephasing. Dephasing is the process of the various phases in a given system separating from
one another. Decoherence, on the other hand, is the movement of this phase coherence out
of an individual system. There are cases where dephasing does not lead to decoherence, the







Figure 1.1: This thesis chooses to look at decoherence when an exciton is passing through a
set of two level sites. Each site has a set of internal phonon modes that pull phase information
from the electronic state. This leads to a dephasing of the state relative to states on other
sites. This type of dephasing leads to the movement of phase coherence out of given site into
the phonon bath which is decoherence.
Within this thesis, decoherence is characterized as a chain of two level systems linked
with exciton-electron Coulomb coupling. Exciton-electron Coulomb coupling is the electron-
electron coupling between the excited state on one site and a ground state on a neighboring
site. The excited state of each two level system represents the excitonic state. These two
level sites interact with a set of internal phonon modes of the site as well as neighboring sites
through the electron-electron Coulomb interaction. In this type of system the decoherence
occurs as the phase coherence is removed from the sites due to the effect of the internal
phonon modes of the site.
1.2.1 Incoherence Arising from Exciton-Phonon Interaction
Incoherence can arise from the interaction of an electronic system with a reservoir of
phonons. This forces the coherence between states to exponentially decay. One can think
of this process as the quantum states of the phonons nudging the phase relation between
the electronic states. These phonon induced incoherent dynamics are predominant when the
system-environment interaction Hamiltonian defines the evolution of the quantum system.
In this limit, the system component of the interaction defines the systems eigenstates and
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these eigenstates are also known as the pointer states. Under the effect of a measurement,
the system will collapse to a mixture of these given pointer states. We can think of this
interaction as the environment measuring the observable associated with the system’s inter-
action with the environment. For example, in the system that we will be considering, the
system’s interaction with the environment can be represented as the number operator for
a set of excitonic states. This indicates that the environment is measuring the occupation
probability for the excitonic state, which in the given system is a measure of which site the
exciton is on at a given point in time. This will cause the exciton to evolve into a mixture
of probabilities on each site with a negligible value in the off-diagonals of the density matrix
between states. In the system, there exists two limits to the system’s evolution. In the limit
in which the interaction Hamiltonian is negligible relative to the system’s Hamiltonian, the
dynamics of the system are driven by the system Hamiltonian. This allows the system to
evolve into a coherent state with the sites around the initial site and this leads to a co-
herent transfer between sites. This coherent transfer continues until the driving force from
the system Hamiltonian starts to have an equivalent effect as the interaction Hamiltonian.
The other evolution limit is when the system Hamiltonian is negligible to the interaction
Hamiltonian even in the initial state. This leads to the environment over measuring the
system. This measurement by the environment causes a selection of the pointer state over
the transfer dynamics of the system Hamiltonian. This is called “freezing” of a quantum
system and it is a description of the quantum Zeno effect [23].
1.2.2 Incoherence Arising from Exciton-Electron Interaction
We look at a simple system consisting of one initial electron state interacting with a large
number of final states equally spaced from one another above and below the initial state
energy. The net sum of all the transitions at different frequencies leads to a net outcome
similar to the random phase approximation. The random phase approximation including a
finite set of random phases will lead to a coherent result. The coherent result will approximate
the incoherent result over time scales much shorter than the revival time. The revival time
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is the length of time that it takes for the wave function to start to combine back into the
initial state. With a large finite set of random phases, the revival time becomes extremely
long relative to the other important time scales of the system. After this set time, the wave
function will start to reconstruct itself on the original site. For short time periods relative
to the revival time, the system acts incoherently with a transfer rate given by the Fermi’s
golden rule. This calculation does not directly involve decoherence theory because the system
still contains all the information about the system’s quantum state. There is not a loss of
information just a division of information. In real systems this is an entropically favored
process that does decohere from the initial state by interacting with an environment. This
occurs after the system has undergone the effect of the system Hamiltonian which transferred
the exciton to a large number of final states but before the system is affected by the revival
time. This requires that the system Hamiltonian dominates the system dynamics when the
system has not reached the equilibrium state. The interaction Hamiltonian dominates when
the system has approached the equilibrium state. Theoretically, we can talk about systems
where this is not true, but real room temperature systems seem to follow Fermi’s golden
rule in most cases. We focus on the use of a particularly simple version of this master
equation, known as the Redfield equation, which results from making a series of simplifying
assumptions [24].
1.3 Overview
This thesis will develop a method to take an assembly of nanostructures and solve for
the decoherence rate of a superposition of excitonic states over multiple nanostructures. In
order to examine this problem, we will take a simplified two level model of the nanostructures
and examine the phase correlation between various sites. The phase correlations are solved
using the master equation formalism which is formally derived in chapter 2. In chapter 2,
the mathematical framework for decoherence will be developed including the development of
the Born-Markov approximation of the master equation as well as associated assumptions.
Chapter 2 also includes a set of simplifying approximations for the system, such as limiting
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the system to a set of two level sites that allow the Born-Markov approximation of the master
equation to be reduced to a more manageable mathematical system, shown by Schlosshauer
[1] in his Born-Markov approximation of the master equation for the spin-boson model. In
chapter 2, there will be sections on the background behind major computational algorithms,
such as density functional theory (DFT), frozen phonon method (FPM) among others, that
were used to solve for important system properties. In chapter 3, the coupling between
the system and the environment are solved for in terms of a set of parameters that can be
calculated using ab initio methods. This connects the simplified master equation developed
for this system to parameters the are calculated using DFT and FPM. In chapter 4, the
process is verified to be similar to decoherence observed in Polyphenylene vinylene (PPV), a
common organic system. Afterwards, this method is applied to SiQDs of various sizes, from
Si29H24 to Si87H76. The data is taken and analyzed, while possible methods to increase
coherence length are sought. In chapter 5, a wider view of the effects of coherent and
partially coherent transport in assemblies of QDs is considered. This includes looking at the
loss of coherence as the exciton travels from site to site. In addition, small energy fluctuations
were approximated for the various sites to analyze the Anderson localization effect in the
cases of coherent transfer, partially coherent transfer and incoherent transfer.
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CHAPTER 2
EXCITON DYNAMICS USING A MASTER EQUATION FORMALISM
The Born-Markov approximation of the master equation, also known as the Redfield
equation, can be used to solve for the effect of a continuous environment of phonon states
interacting with the electronic system. In the Born-Markov formalism, the environmental in-
fluence reduces into a few key terms. The correlation between these environmental influences
becomes important to discuss in its relation to testing the environment’s non-Markovian dy-
namics and to make certain that the interaction with the environment remains sufficiently
weak to apply the Markov approximation.
The Redfield equation will be derived in this chapter, and this will be followed by a
brief review of density functional theory (DFT) which will be used to obtain the parameters
employed in the Redfield equation. The DFT sketch includes a discussion of vibrational
analysis and the frozen phonon method used to quantify the strength of exciton-phonon
coupling, an important parameter in the master equation.
2.1 Mathematical Background
We seek to derive a master equation for the electron density operator, and our starting





with the Hamiltonian decomposed into system (S), environment (E) and interaction (I)
components:
Ĥ =ĤS + ĤE + Ĥint (2.2)
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It will sometimes be convenient to group the system and environment contributions together
as Ĥ0 := ĤS + ĤE. Since the environment will to be considered explicitly, the system state
(wave function) must include an environmental component along with the more standard
system wave function: |ψ〉 = |system〉⊗|environment〉. While seemingly straightforward, it
is not computationally tractable to explicitly solve the Schrödinger equations for this entire
wave function. The actual environment has an extremely large (in practice uncountably
infinite) number of environmental states. As a first step in attacking this problem, the
Schrödinger equation can be recast as an evolution equation for the density operator, defined
as the outer product of the total wave function, ρ̂ = |ψ〉〈ψ|. A simple manipulation of the





= [Ĥ, ρ̂] (2.3)
The total density operator here includes both the system and any environment and so
there is no computational savings yet. Generally speaking, though, the environment will be
in an unknown state. In most circumstances the environment can only be described as a
statistical distribution of states at a given temperature. The density operator can be written
as a density matrix, ρij(t), when given an orthogonal basis set of wave functions:









where |ψi〉are a chosen basis set in which to represent the density matrix. If the basis
is chosen to be time independent, all the time dependent effects can be moved into the
coefficients, ci and cj. This allows for the construction of a total density matrix composed of
these coefficients: ρij(t) = ci(t)c
∗
j(t). This matrix still includes the system and environment,
of course. However, the density matrix structure gives insight into population transfer as
well as decoherence. The main diagonal represents the probabilities of finding the system in
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basis states and the off-diagonals represent the phase relationship between these states.
In real systems, it is not possible to know everything about the environmental states with
which the system is interacting. All that is known is the statistical distribution of states at
a given temperature. In order to deal with the environment, its effects can be averaged over
all possible states. In practice, this is carried out via a partial trace operation, so it will
be useful to review the trace operation itself. The trace of a matrix is simply the sum of
its diagonal elements and is invariant to the choice of basis. This finds immediate utility in





This takes the average value over the system and the environment. A slight modification of
the trace, called a partial trace, is limited to taking the trace over only a chosen subset of
space. For the purposes of this thesis, the partial trace is used to sum over the environmental





where E represents the vector space of environmental states. The partial trace would allow
the averaging over all the effects that the environmental states could have on the system.
The partial trace is used throughout decoherence theory.
2.2 Born-Markov Approximation
As stated previously, decoherence amounts to a loss of phase information. This is math-
ematically represented as the decay of the off-diagonal terms of the density matrix in a
pointer state basis. With this understanding, the decay rate of the off-diagonal terms may
be accurately viewed as the decoherence rate. Our approach relies on the use of two key
simplifying assumptions that make the quantum Liouville equation much easier to utilize.
The result is the Born-Markov approximation of the master equation, and its derivation will
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now be sketched by closely tracking the approach taken by Schlosshauer [1]. The two key
simplifying assumptions are based on the Born and Markov approximations.
The Born Approximation assumes that the full density operator, ρ̂(t), is approximately
equal to the tensor product of the system’s time dependent density operator with the
environment’s initial density operator [1].
ρ̂(t) ≈ ρ̂S(t)⊗ ρ̂E (2.7)
Physically, this means that the environment must be weakly coupled with the system
and that the environment is reasonably large so that the temporal dependence of the
environment has a negligible effect on the total density operator, thus allowing the
use of the environment’s initial density operator instead of a time dependent operator.
Another method of viewing this is through reorganization energy. Reorganization
energy is the change in energy caused by the system’s internal phonon modes relaxing
to a new equilibrium after an excitonic excitation. When the reorganization energy
is small, which indicates that the phonon mode’s equilibrium state is not strongly
correlated with the excitonic state thereby indicating that the environment is weakly
coupled with the system, the Born approximation can be applied.
The Markov Approximation assumes that any self-correlations in the environment, which
are caused by the existence of the system, decay rapidly enough relative to the vari-
ations within the system [1]. One can think of this as the environment having no
memory effects. The present state is the only information that is needed to predict
the next state. If there are self-correlations, the next state would also depend on the
previous states as well as the present one.






Ŝα ⊗ Êα (2.8)
Intuitively, this can be thought of as being a physical observable of the system, Ŝα, and
that the observable is being “measured” by the environment, Êα. This class of Hamiltonians
can be used to simplify the quantum Liouville equation, and this turns out to be most
conveniently carried out in the interaction basis, wherein the interaction density operator is
defined in the standard way:
ρ̂(I)(t) = eiĤ0tρ̂(t)e−iĤ0t (2.9)






This equation can be formally integrated to obtain
































The first term can be set to zero by absorbing interaction energy at the initial time into the
system Hamiltonian. The equation is still a formally exact representation of the dynamics
of the system. The next step is to add in the equation 2.8 and impose the Born and Markov
approximations. The Born approximation removes the environmental time dependence of
ρ̂(I)(t) inside the integration. The Markov approximation removes a history dependence
from the evolution allowing the integro-differential equation to be written in local form. The
resulting Born-Markov approximation of the master equation defines the evolution of the
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α (t) is denoted with an (I), which represents that the operator is in the interaction
picture. Cαβ(τ) are the auto correlation functions for the environment. From here forward,
this will be assumed for all time-dependent operators other than the density operator for
which it will be explicitly notated. In equation 2.16, the bra-ket notation represents taking
an average over the initial state, ρ̂E, leading to what is known as the environment self-
correlation functions. The environment self-correlation functions represent the correlation
between the environmental operators initially and at some other time, τ . In other words,
the environment self-correlation functions are a quantification of the amount of information
held at a given time,τ, in the environment about the system-environment interaction. The
Markov approximation can be tested by comparing the decay time of the environment self-
correlation functions to the relevant times in the system.
A special case of the Born-Markov approximation of the master equation is called the
Lindblad master equation which further assumes the positivity of 〈ψ|ρ̂S(t)|ψ〉. A form of
the equation 2.13 can be made through the application of the rotating-wave approximation
as long as the time scales associated with the evolution of the system are shorter than the











γαβ{[Ŝα, ρ̂S(t)Ŝ†β] + [Ŝαρ̂S(t), Ŝ
†
β]} (2.17)



















Here L̂µ are the Lindblad operators, sometimes known as the Lindblad generators, which
are a linear combination of the system components of the system-environmental operators.
Ŝα. Ĥ
′
S is a renormalization Hamiltonian of the system. For more on the Lindblad operator,
check out [1, 2]. In the next section, we will return to the Born-Markov equation with its
more general description of the system dynamics.
2.2.1 System Hamiltonian
The master equation formalism can be applied by providing a Hamiltonian for both the
system and the environment. The main components of the system that need to be captured
are:
Electronic System: The system needs electronic sites to transfer between and to interact
with the bath. To simplify the model as much as possible, we chose to represent the
quantum dots (QDs) as two state systems. In this case, the states correspond to the
highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital
(LUMO) levels, but in theory they could be any two states.
Electronic Energy Transfer (EET): There needs to be some form of energy transfer
dynamics between electrons on different sites within the system. We will examine the
two site example and use that information to scale up the model. Later, we will define
this transfer as being the Coulomb coupling between electronic states on separate sites.
For now, we can leave it as general as possible to include any form of remote exciton-
electron interaction.
Harmonic Bath: The system needs to interact with a bath of harmonic oscillators. Later,
this will be focused on internal phonon modes but for now we leave the statement as
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general as possible. We treat this as a sum of harmonic potentials with prescribed
frequencies.
Interaction: This is an interaction between the system and its environment. In this case,
it is between the electronic states and the harmonic oscillators which make up the
environmental bath. This will allow for the dissipation of information away from the
system into the bath.
The model does not include:
Charge Transfer: The model does not include any form of electron transfer between the
systems. Each electronic state will start and end with a single electron. We are
modeling only energy transfer, so we do not include any form of charge transfer.
Excitonic Creation and Annihilation: We do not include a term that corresponds to
excitonic creation and annihilation which would lead to physical phenomena such as
photoluminescence and thermal creation of excitons. This would be a very interesting
process to model and examine as there is coherent/partially coherent electronic energy
transfer but due to time constraints, we chose to not add the extra complexity.
These considerations led us to adopt the Displaced Harmonic Oscillator model as extended
to a coupled two-level system with a single excited state. Two level sites greatly simplify the
Born-Markov approximation of the master equation and has been solved within this setting
in references such as [1, 3]. This allows for the examination of the exciton dynamics without
including the complications of the addition of multilevel energy potentials.
The full system is a ring of two level sites each connected to an individual bath shown in
Figure 2.1. The two level sites are composed of a low energy ground state and a higher energy
excitonic state. Each two level site is connected to each neighboring site in the ring structure
through a Coulomb interaction as seen in Figure 2.2. The Coulomb interaction between sites
will be discussed more in chapter 3, but is represented in the Hamiltonian mathematically
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Figure 2.1: A ring system of sites with a single exciton. Initially the exciton is localized on
a single site, but subsequently it migrates amongst all the sites. This is only a schematic
representation of the system. Our calculations were done with hundreds of sites on a ring
structure.
Internal Phonon Modes
Si QDSi QD Si QD
Figure 2.2: A diagram of a single monomer from the ring system. This figure shows the
transfer interaction, ∆0, and the exciton-phonon coupling strength, J(ω).
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as ∆0. Each two level site interacts with a bath of displaced harmonic oscillators which
represent the various phonons that interact with the site and interact with a strength given
by the exciton-phonon coupling strength, J (ω).
In this thesis, all of the energy levels are assumed equivalent, except when stated other-
wise. Assuming identical energy levels was needed to keep the Born-Markov approximation
of the master equation relatively simple to solve and interpret. We use ring systems for two
reasons. The first is that ring systems are one-dimensional and as such are simple to model.
The second reason is to look at the dynamics of the exciton interfering with itself on the
other side of the ring. This gave insight into how the coherence had remained in the system
after transferring over all the sites. It was assumed that there is a single exciton at all times.
This takes out the modeling of photoluminescence or any other form of excitonic creation
or annihilation. This narrows the model to just the transfer of the exciton from one site to
another. In the process of simplification of the Born-Markov approximation of the master
equation, it is assumed that the phonon modes cannot be created or annihilated. This only
allows a phase interaction between the system and the environment. The energy transfer
between the exciton and its environment was not modeled only the loss of information into
those phonon modes.
The Hamiltonian for a displaced harmonic oscillator model as extended to a ring of N ,



























k + bk)︸ ︷︷ ︸
System-Environmental Interaction Hamiltonian
Here a†i is the creation operator for exciting an electron on site, i. The summations are
cyclic such that N + 1→ 1. b†k is the creation operator for a phonon in state, k. The system





















One component is for the transfer of energy between sites. The other component is the energy
of an excited state on a particular site. The Hamiltonian for the environment is simply the






The system-environmental interaction Hamiltonian has two components. The first compo-
nent represents the system’s contribution to the system-environmental interaction. This
can be thought of as the observable through which the environment is being measured in
the system, although Ŝ does not necessarily have to be an observable. The second part
is the environment’s component of the system-environmental interaction. This is a linear
combination of all the phonon positions.









2mk~ωk q̂k︷ ︸︸ ︷
(b†k + bk)︸ ︷︷ ︸
Ê
(2.22)
Application of the Hamiltonian given in equation 2.19 to the Born-Markov equation, 2.13,
leads to the following for the evolution of the density operator of the system in the case of









































2.2.2 Evaluation of the Excitonic Decoherence Rate in a Quantum Dot Dimer
This thesis focuses on the evaluation of the decoherence term, specifically the value of R.
To find R, the environmental correlation is needed. To get the environmental correlation,
the environmental component of the system-environmental interaction is used in equation














) cos(ωiτ)− i sin(ωiτ)
)
(2.24)
Equation 2.24 assumes that there is no creation or annihilation of phonons in the environ-
ment, but only an interaction with existing phonons. This simplifies the result and forces the
system to not exchange energy with the environment. Now assume a continuum of phonon
states to interact with the system. The real part of the environmental correlation can be
simplified by assuming that the system-environmental interaction can be well-approximated
using a continuous coupling function, J(~ω, T ):










δ(~ω − ~ωk) (2.25)









dω (J(~ω, T ) cos (ωτ)) cos (∆0τ)
)
(2.26)
This is the expression that is used to analyze decoherence in our quantum dot assembly.
2.3 Environmental Correlation Test
One test of the assumptions that is required by the derivation of the Born-Markov ap-
proximation of the master equation is to examine decay of the environmental auto correlation
terms. These terms represent the strength of the temporal correlation between the various
components of the environment. The simplified system of interest within this thesis only con-
tains a single environmental operator. Therefore, the operator’s temporal correlation with
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itself is the only relevant environmental correlation to consider. The Markov approximation
requires that any memory effects in the environment are negligible to the system, that is the
environment is only dependent on the infinitesimal time before the present, not any other
time frames. According to the Markov approximation, the environment cannot have any
correlation with itself on the relevant time scales of the system; otherwise, the system is
dependent on a range of times before the present and not just the infinitesimal time previous
to the present. To test this assumption, we can look at how the correlation terms behave in
relation to the system’s parameters. For the system of interest to this thesis, the following
is the environmental correlation term:










) cos(ωτ) + i sin(ωτ)
)]
(2.27)
The decay of the environmental auto correlation function is dependent on the chosen dis-
tribution of the exciton-phonon coupling, J(ω). Our investigation has led us to conclude
that the correlation function decays quickly so long as the exciton-phonon coupling function
decays quickly. At issue is whether the decay is quick enough, relative to the character-
istic time scale of the transfer dynamics in these systems. This has to be determined by
computational analysis.
In the systems of interest, being small quantum dots with heavy confinement, the exci-
tonic effects will be large. In order to simplify the thesis to a manageable level, we chose to
assume that the difference between HOMO and LUMO, as the calculated form of the DFT,
are a reasonable approximation of the excitonic energy.
2.4 Density Functional Theory
Density functional theory (DFT) is a process that is able to self-consistently model the
ground state electronic structure of materials. In the thesis, DFT is used to find the energy
of the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital
(LUMO) of the quantum dots being considered. This is used as a rough approximation of the
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excitonic energy, understanding that this approximation ignores all excitonic effects. In order
to expand upon the ground state calculations from DFT, excitonic effects would need to be
included with the GW approximation or the Bethe-Salpeter equation (BSE) and doing so
would require a major increase in computational power. For this thesis, we chose to assume
that the excitonic effects are negligible and to use DFT calculations for HOMO and LUMO
energies as the excitonic energies. This greatly simplifies the computation requirement for
the calculations. Understand that in the systems of interest, a full BSE calculation is needed
as excitonic effects are very important and will play a key role in the dynamics of the system.
For more information on the results from both GW and BSE calculations on quantum dot
structures see [6]. DFT was outlined by the Kohn-Sham equation formulated in the seminal
work [25]. DFT is an iterative technique that takes the initial wave function to calculate
an initial electron density. This density is then applied to generate the next wave function





∇2 + veff (r)
)
ψi (r) = εiψi (r) (2.28)
This is simply a variant of the Schrödinger equation. The Hamiltonian is replaced with
a kinetic energy component of the electron and an effective potential caused by the other
components of the system. This effective potential is:







+ vxc (r) (2.29)







corresponds to the interaction of a given electron with the other electrons in the system.
This uses a generalized electron density, n (r), given by the previous wave function iteration.






The functional used depends on the type of DFT calculation. The two most commonly
used functionals are local density approximation (LDA) and generalized gradient approxi-
mation (GGA). In this thesis, all calculations are done using the LDA functional. The below
functional form is used:
Exc (r) '
ˆ
drn (r) εxc (n (r)) (2.31)
where n (r) is the electron density εxc, which is the exchange-correlation for a uniform electron
gas of the density given by the function n (r). Take note that DFT calculations do not take
excitonic effects into account. This is only a ground state calculation. For additional reading
material on DFT, look at the following sources [25–27].
2.5 Modal Analysis
The vibrational analysis of atomic systems can be carried out using DFT wherein the
effect of the electrons is treated as a classical potential energy function, that is using the
Hellmann-Feynman Theorem [28]. Through the Born approximation, we assume that the
time scales associated with the movement of the nuclei are orders of magnitude larger than
time scales associated with the movement of the electrons that bind them. This indicates
that the positions of the nuclei are measured by the electrons and lead to the nuclei acting
in a classical nature.
Much of the following derivation can be found in classical mechanics textbooks such as























The partial derivative of the kinetic energy in terms of a generalized coordinate is zero












The potential energy term can be expanded into the matrix form as:
U (x) = U0 (x) + J (x) ∆x +
1
2
∆x>H (x) ∆x (2.36)
Here J is the Jacobian and from this equation, all elements are zero. H is the Hessian
matrix. U0 (x) is the potential energy at point x, around which we are Taylor expanding.
The potential energy at this point is assumed zero by redefining the energy. This can be done
because energies have not been defined according to any universal reference point. Assume















= 0 = ∆x>HU (x)−∆ẍ>HT (ẋ) (2.39)
0 = a
(
HU (x)− ω2HT (ẋ)
)
(2.40)
where HU (x) is the Hessian matrix of the potential energy in terms of all the chosen coor-
dinates of the system and HT (x) is the Hessian matrix of the kinetic energy in terms of the
velocity in the chosen coordinates. This now becomes an eigenvalue problem. The eigenval-
ues lead to the characteristic eigenfrequencies of the system. These are the frequencies of
the phonon modes related to a given eigenvector, which represents the movement of all the
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coordinates into a phonon mode of the system.
2.6 Frozen Phonon Method
The Frozen Phonon Method (FPM) is used to quantify exciton-phonon coupling [31]
which represents the interaction between the electronic system and its phonon environment.











Information about the phonon mode, i, comes from the classical modal analysis. The ions
in the crystal structure are displaced in the direction of the phonon with a magnitude, ∆Qi,
which is a dimensionless parameter. The change in energy of the µth electronic state is ∆εµ
due to the perturbation in the phonon mode. In this thesis, we are interested in the difference
in couplings between excitonic modes. This leads to being interested in:
























where λ is the band gap of the two level system. A simple DFT calculation can solve for the
band gap of the new perturbed system. This calculation of band gap needs to be repeated
for all the phonon modes in the system.
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CHAPTER 3
POPULATION OF THE MASTER EQUATION MODEL
The Born-Markov approximation of the master equation can be used to determine the
rate of exciton decoherence in a quantum dot dimer, but this requires that it be populated
with appropriate physical property data first. Density functional theory (DFT) can be used
to obtain the key parameters required: the exciton-electron interaction between sites; the
exciton-phonon coupling between states on a single site; and the vibrational frequencies of
the internal phonon bath. This data, combined with the HOMO and LUMO energy levels
of the dots, can also be used to calculate the decoherence rate.


















DFT will be used to determine ∆0 as well as the gk’s and ωk’s.
3.1 Exciton-electron Coupling
The first term to be evaluated is the exciton-electron coupling, ∆0. This parameter con-
trols the strength of the interaction between electrons on neighboring sites. The interaction
is mediated by the exchange interaction between the excited state wave function of one dot
and the ground state wave function on a neighboring dot. The transfer energy calculation
can be solved by direct integration over the exchange interaction terms. Within a simple
hydrogenic model, the change in the energy eigenstates caused by the Coulomb and exchange
interactions can be written as:





where E(0) is the energy without including exchange or Coulomb interactions. B is the
overlap integral, which we take to be zero under the assumption that quantum dots are
sufficiently well separated. C is the Coulomb integral between the two electrons on different
sites. We assume this term also vanishes due to the neutrality of states on each site when
transferring from the initial to final state. The last part is Jex, the exchange interaction
between electrons which is proportional to the exciton-electron coupling [27]. In the current












Screening effects are not included in the model to simplify the problem.
Si35H36 was chosen to analyze whether the exciton-electron coupling is significant enough
to be included in the calculation for internal phonon decoherence. The center-to-center
distance varied between 2-5 nanometers. This range of distances takes the Si35H36 QDs











Table 3.1: Values of exciton-electron coupling between the HOMO state on a Si35H36 and the
LUMO state of another Si35H36 separated by a given center-to-center distance. Understand
that at 2 nm separation distance, the Si35H36 are nearly touching. The exciton-electron
coupling is more than three orders of magnitude less than the lowest energy phonon mode
in the quantum dot structures studied.
As seen in Figure 3.1 and Table 3.1 even at 2 nm, at which point the two QDs are almost































Center-to-center Site Separation in Nanometers






Figure 3.1: The exciton-electron coupling is shown as a function of center-to-center distance.
Notice that all of these interaction values are orders of magnitude lower in energy than the
expected energy of the lowest order phonon mode for these inorganic structures. The data
is plotted with a superimposed linear interpolation.
orders of magnitude, than the lowest order phonon energy for our quantum dot structures,
thereby allowing us to conclude that the electron interaction can be assumed to be zero
as long as the change in the exciton-phonon coupling around zero is linear. It would seem
logical that a jump could be made to infer that all inorganic structures will have a similar
difference between the lowest order phonon mode and the exciton-electron coupling. This is
due to the distance between sites, which is limited by the structure’s size and the fact that
excitations are net neutral in charge. Neutral charge excitations lead to only the dipole and
higher order terms. These dipole terms are known to decay on the order of r−3. This leads
to a rapid decay in the interaction strength as the center to center distance increases.
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3.2 Exciton-phonon Coupling
The second important parameter is the exciton-phonon couplings, gk, which will need to
be converted into the continuous function, J(~ω, T ). Exciton-phonon coupling is the strength
of the interaction between the electrons on each site with a bath of phonon modes. The
magnitude of this interaction is dependent on two factors, the coupling and the occupation.
The occupation component assumes that the phonon bath is in a Bose-Einstein distribution
of states [1].









































The last component is a broadening term which replaces the delta function and accounts for
a degree of variance in the phonon energy of 1
2
kbT . This may be viewed as an approximate
accounting of line broadening due to the phonon doppler effect [32]. The addition of this
term assumes that all of the random effects, which affect the system, average out to a normal
distribution effect, i.e., the Central Limit Theorem [33]. The strength of the exciton-phonon
energy can be solved by examining the change in the energy of the electronic states as the












The phonon modal analysis solves for the phonon energies and orthogonal normal modes of
the phonons. The frozen phonon method uses the normal modes to perturb the system and
solve for the perturbed electronic energies. With these values, the strength of the exciton-
phonon coupling can be solved.








































With a switch in the order of integration, a cosine Fourier transform can be formed. This
leads to the formation of delta functions that pick out phonon energies equal to the transfer
energy. If there was not a broadening term in the exciton-phonon coupling function, deco-
herence would only occur if the energies aligned together. Only the δ(ω − ∆0~ ) was chosen

















































This is the decoherence rate written in terms that can be obtained directly from DFT.
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CHAPTER 4
DECOHERENCE RATE IN SILICON QUANTUM DOT ASSEMBLIES
With the derivation of the Born-Markov approximation of the master equation and a
methodology developed for determining its parameters, we are now in a position to estimate
the rate of exciton decoherence on a quantum dot dimer within a two-level approximation.
The resulting decoherence rate can then be compared to the exciton hopping rate predicted
by Fermi’s golden rule (FGR) in order to determine whether or not it is valid to assume that
FGR can be used to quantify exciton transport in this setting.
4.1 Validation of Approach using an Organic Molecular Dimer
In order to build confidence in the approach that has been developed, the method is
tested on a simple system for which the exciton decoherence rate has been experimentally
determined. Polyphenylene vinylene (PPV) is a simple conjugated polymer for which ex-
citon interchain and intrachain transport have been studied extensively [34–38]. There are
two types of transport because these polymer chains are composed of monomers shown in
Figure 4.1 which tend to kink, thus dividing the chain into subcomponents. Each of these
subcomponents, we will refer to as EET sites, in order to distinguish it from the polymer
chain’s monomer segments. Intrachain transport focuses on the rate at which excitons move
Figure 4.1: A depiction of the chemical structure of a monomer of Polyphenylene vinylene
(PPV) [39].
from one EET site to another down the chain; whereas interchain transport focuses on the
rate at which excitons move from one EET site to an adjacent nearby EET site not directly
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linked in the chain. For the sake of simplicity, this interchain transfer of an exciton between
two EET sites was chosen for this validation study. The reason intrachain EET was not
selected is two fold. First, there exists low energy intersystem intrachain phonon modes
that stretch along the chain between several EET sites. Secondly, the intrachain EET sites
in experiments are across extremely long sets of monomers in the polymer chain. In the
case of interchain EET, the experimental systems consist of a tight ball of polymer chains.
This means that the interchain EET sites are very short relative to the EET sites in intra-
chain EET, and that there are few low energy intersystem intrachain phonon modes. Each
monomer was idealized as a two-level system using DFT HOMO and LUMO levels that
we calculated. An assumption was made that only the Coulomb and exchange interaction
mediates EET between sections. Assuming that PPV exhibits interaction strengths that are
similar to Si35H36 quantum dots, the interaction strength is orders of magnitude smaller
than the relevant phonon energies and an assumption can be made that the interaction is
approximately zero. This means that the orientation or distance between EET sites has a
negligible effect on the decoherence rate and as such can be ignored.
The Figure 4.2 above depicts the exciton-phonon coupling between the DFT HOMO and
LUMO states and a given phonon mode. In this case, the vast majority of the decoherence
is caused by the lowest energy mode. This is due to the unusually high phonon energies.
All of the phonon modes, except the first, are nearly five times higher than the thermal
energy at room temperature, which means that they are very unlikely to be excited in a
room temperature environment.
The results show 180 femtoseconds coherence time at room temperature. In experiments,
the room temperature interchain decoherence time of PPV has been measured to be 10 fem-
toseconds [37] and, from a different source, 10-100 femtoseconds [34] at room temperature.
The predicted rate of decoherence is therefore an order of magnitude slower than the mea-




















































































Figure 4.2: A depiction of phonon mode couplings with the pseudo-excitonic state generated
by DFT HOMO and LUMO levels on the left axis. On the right axis and in the color filled
area are the associated decoherence rates as a sum of the effects starting with the lowest
energy phonon mode and progressing to the highest energy phonon mode. For PPV at room
temperature, the lowest energy phonon mode dominates the decoherence from the system.
There are at least three computational/theoretical reasons that may be contributing to
this discrepancy. We have separated phonon modes into two categories. Intrasystem phonon
modes which are phonon modes contained within each EET site and intersystem phonon
modes which are phonon vibrations that involve the correlated vibration in and between
EET sites. The first is our decision to restrict attention to intrasystem phonon modes
only. This implies that any other sources of decoherence, such as intersystem phonons,
black-body photons, neutrino interactions and other sources are not included. These other
sources will only increase the decoherence rate leading to shorter coherence times. The
second possible source of error derives from our assumption that the interaction strength is
negligible relative to the lowest energy phonon mode. Any other interactions included will
increase the interaction strength and in turn lead to energies closer to the lowest energy
phonon mode and larger decoherence rate. Interactions of structures with overlapping wave
functions were not addressed in this thesis. A third conceivable source of error is that the
PPV chain that we studied is only two monomers long. In physical systems, the size of the
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Figure 4.3: Prediction for the decoherence rate of EET between two monomers on a single
PPV chain as a function of temperature.
EET sites are variable. The EET sites when interchain transport was studied were relativity
small due to the bundling of the PPV chains. To approximate actual chains, longer systems
to include a larger range of the phonon mode spectrum need to be made. By increasing
the length of the system, lower energy phonon modes are introduced which will increase the
computational estimate for the decoherence rate.
This validation study is considered to be sufficiently successful as to give confidence
about applying our approach to a quantum dot dimer. This is carried out in the subsequent
sections of this chapter.
4.2 Decoherence Rates for Quantum Dot Dimers
The methodology that has been developed in previous sections will now be applied to
SiQDs. This is an important starting point to move to other more complex inorganic nanos-
tructures. We will examine the decoherence rate in a series of SiQDs of various size and
surface construction. In order to do this, we developed a method to solve for the decoherence
rate from ab initio values using equation 3.13 derivied from the Born-Markov approximation
of the master equation 2.13. We also assume that the exciton-electron coupling is zero. This
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is due to our numerical results on the exciton-electron coupling, ∆0, between the HOMO
and LUMO states on different Si35H36 QDs in section 3.1. This leaves the analysis of the
exciton-phonon coupling data for these EET sites, which in this case is considered to be
composed of a single QD. The result is a decoherence rate of a given EET site as a function
of temperature.
Preliminary predictions can be made by examining the effect of the lowest energy phonon
mode. Due to the normal distribution broadening in the energy spectrum around each
phonon mode, an increase in the phonon energy causes an exponential change in the exciton-
phonon coupling at a given exciton-electron coupling energy. This can be seen predominantly
at low temperatures as the width of the distribution is directly dependent on the temperature
of the system. This creates an exponential change in the decoherence rate. Changing the
exciton-phonon interaction strength leads to a linear effect on the decoherence rate. This
indicates that one should look for structures that raise the energy of the lowest energy phonon
mode as this will have a larger effect on the decoherence rate.
One major system parameter for the QD is size. As the QD size increases, the lowest
phonon mode energy decreases and the number of phonon modes increase but the exciton-
phonon coupling strength decreases. This means that small QDs should minimize the deco-
herence rate. However, this is an approximation based solely on the lowest energy phonon
mode. This approximation works well in the low temperature regime where the width of
the normal distribution broadening is extremely small relative to the energy difference be-
tween the exciton-electron coupling energy and the lowest energy phonon mode. An array
of different sized quantum dots were examined to look for a trend in the decoherence rate.
At the low temperature regime, the correlation between the size of the SiQD and the
rate of decoherence becomes evident. As the lowest energy phonon mode decreases the
decoherence rate rises exponentially as can be seen in Table 4.1 and Figure 4.4. There also
exists a distinct correlation between increasing size of the quantum dot and decreasing lowest
energy phonon mode energy.
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Table 4.1: Values of decoherence for SiQDs of various sizes at 10K and 293K. Note: the Si29H24 has a reconstructed surface.












], in log 10
Si29H24 0.55 13.9 201.38 -221
Si35H36 0.57 9.44 209.81 -104
Si66H64 0.70 7.99 506.41 -73
Si78H64 0.78 7.55 162.82 -66
Si87H76 0.83 6.88 222.27 -53
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Figure 4.4: Decoherence rate as a function of temperature for a variety of QD sizes at low
temperatures.
Notice that in Figure 4.4 and Table 4.1, the silicon QDs are ordered in terms of size,
where the largest QD has the largest decoherence rate. This is the trend given by the lowest
order phonon mode approximation. One has to remember at these low temperatures that
other forms of decoherence may dominate over phonon decoherence.
At room temperature the trend is much less obvious, as can be seen in either Table 4.1
or Figure 4.5. This is due to the action of other phonon modes. The lowest order phonon
energy is dependent on size but the location of the second and third phonon modes is not
necessarily size dependent. This means that if these modes are close to the first order mode
then they will have a distinct effect on the decoherence rate. This can be seen in the various
tables of decoherence rate caused by each mode. In these figures and tables, the decoherence
data was separated into the individual components of the sum and displayed separately.
This allows the ability to find out how much a given phonon mode is contributing to the net
decoherence rate. The decoherence rate from various phonon modes at room temperature
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Figure 4.5: Decoherence rate as a function of temperature for a variety of QD sizes.
is usually determined by a combination of modes that have either low phonon energy, high
exciton-phonon coupling strength or a combination of those two traits. Each of these traits
dominates in a given limit of temperature. In the low temperature limit, the width of
the normal distribution is extremely small. This leads to the low energy phonon modes
predominating the decoherence rate. In the high temperature limit, the normal distribution
is nearly flat across the energies of interest. This makes the effect of the phonon energy
negligible and the exciton-phonon coupling strength predominates.
In Si35H36, the effect of the lowest energy phonon mode on decoherence is large at low
temperature even though the coupling strength is relatively weak as shown in Table 4.2. This
is an example of the major effect that the phonon mode energy has on the decoherence rate.
The lowest energy phonon mode predominates when the second lowest energy phonon mode is
orders of magnitude larger then the standard deviation of the temperature distribution, 1
2
kT .
This is contrasted by the room temperature case where several modes have a significant role in
the process of decoherence. For example, Figure 4.6 shows, that unlike in low temperatures,
the decoherence is mostly caused by peaks with strong exciton-phonon coupling. The effect
of these large peaks diminish when their phonon energies significantly exceed the standard
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deviation of the temperature distribution, 1
2
kT . This same effect can be seen in all of the










































































Figure 4.6: A depiction of non-zero phonon mode couplings in Si35H36 with the pseudo-
excitonic state generated by DFT HOMO and LUMO levels on the left axis. On the right
axis and in the color filled area are the associated decoherence rates at room temperature
as a sum of the effects starting with the lowest energy phonon mode and progressing to the
highest energy phonon mode.
In the case of Si66H64, there is a very large exciton-phonon coupling in the 0.00959 eV
modes. In order to minimize decoherence at room temperature, the QDs need to be con-
structed to avoid large exciton-phonon coupling such as this. It is evident from Figure 4.5
and Figure 4.7 as well as Table 4.1 that Si66H64 has an unusually high decoherence rate
and it is due to the interaction of the exciton with these high coupling, low energy phonon
modes.
Si78H64 similar to Si35H36 has the lowest energy modes that have a weak exciton-phonon
coupling but are predominate at low temperature as shown in Table 4.4. Sites that do not
couple well with the lowest energy phonon mode lead to a decreased decoherence rate at
room temperature as shown in Figure 4.5 and Table 4.1. This minimizes the effect of the
lowest energy phonon mode and leads to the primary source of decoherence which must come
from higher energy phonon modes. This effect is negligible at low temperatures due to the
39
Phonon mode energy Exciton-phonon
coupling
Calculated decoherence rate due





[meV ]3[ps] arbitrary low
temperature,




9.44 76.1 0.580 -104 0.173
9.44 76.1 0.580 -104 0.173
9.44 76.1 0.580 -104 0.173
10.5 84.3 134.05 -125 34.00
10.5 84.3 151.34 -125 38.39
12.0 96.5 7.32 -166 1.46
12.0 96.5 7.32 -166 1.46
12.0 96.5 7.32 -166 1.46
15.0 121 105.35 -261 13.11
15.0 121 105.35 -261 13.11
15.0 121 93.32 -261 11.61
15.8 127 167.57 -290 18.40
15.8 127 252.40 -290 27.71
15.8 127 311.60 -290 34.22
Table 4.2: Values of exciton-phonon coupling from intrasystem phonon modes in Si35H36.
All modes whose exciton-phonon coupling is less than 5.0×10−9 [eV ]3[picosec] are not shown

















































































Figure 4.7: A depiction of non-zero phonon mode couplings in Si66H64 with the pseudo-
excitonic state generated by DFT HOMO and LUMO levels on the left axis. On the right
axis and in the color filled area are the associated decoherence rates at room temperature
as a sum of the effects starting with the lowest energy phonon mode and progressing to the
highest energy phonon mode.
Phonon mode energy Exciton-phonon
coupling
Calculated decoherence rate due





[meV ]3[ps] arbitrary low
temperature,




7.99 64.4 24.68 -72.9 9.40
7.99 64.4 17.14 -73.0 6.52
8.70 70.2 30.81 -86.8 10.38
8.70 70.2 30.81 -86.8 10.38
8.70 70.2 30.81 -86.8 10.38
9.59 77.3 185.03 -105 53.93
9.59 77.3 447.72 -104 130.51
10.8 87.3 50.57 -135 12.09
10.8 87.3 61.18 -135 14.63
10.8 87.3 61.18 -135 14.63
12.4 99.8 113.23 -177 21.26
12.4 99.8 159.68 -177 29.98
12.4 99.8 195.06 -177 36.63
Table 4.3: Values of exciton-phonon coupling from intrasystem phonon modes in Si66H64.
All modes whose exciton-phonon coupling is less than 5.0×10−9 [eV ]3[picosec] are not shown.
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Figure 4.8: A depiction of non-zero phonon mode couplings in Si78H64 with the pseudo-
excitonic state generated by DFT HOMO and LUMO levels on the left axis. On the right
axis and in the color filled area are the associated decoherence rates at room temperature
as a sum of the effects starting with the lowest energy phonon mode and progressing to the
highest energy phonon mode.
Larger dots such as the Si87H76 have reduced exciton-phonon coupling when compared
to the smaller dots, but they have lower energy modes and have an even distribution of
exciton-phonon couplings across all the modes instead of having the decoherence focused on
a few key modes as seen in Table 4.5.
Si29H24 is different from the other SiQDs presented previously. The surface has been
reconstructed. Instead of passivising all free bonds of a diamond silicon surface with hydrogen
as done for the other quantum dots, the surface silicon in this reconstructed dot have been
bonded to each other when possible reducing the number of hydrogen passivated surface sites.
These reconstructed dots increase the structural strength leading to increasing the energy of
the lowest energy phonon mode. This decreased the decoherence rate at low temperatures
as shown in Figure 4.4 and Table 4.1. At room temperature, it performed similarly to the
other QDs, as the lowest energy phonon mode has an extraordinarily large exciton-phonon
coupling strength as seen in Figure 4.5 and Table 4.1.
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Phonon mode energy Exciton-phonon
coupling
Calculated decoherence rate due





[meV ]3[ps] arbitrary low
temperature,




7.55 60.9 0.725 -66.5 0.298
7.55 60.9 0.725 -66.5 0.298
7.55 60.9 0.725 -66.5 0.298
9.10 73.4 86.60 -94.6 27.32
9.10 73.4 72.77 -94.7 22.96
9.46 76.3 9.26 -103 2.75
9.46 76.3 9.26 -103 2.75
11.8 95.0 29.74 -161 6.13
11.8 95.0 29.74 -161 6.13
11.8 95.0 29.74 -161 6.13
12.7 102 124.10 -188 21.99
Table 4.4: Values of exciton-phonon coupling from intrasystem phonon modes in Si78H64.
All modes whose exciton-phonon coupling is less than 5.0×10−9 [eV ]3[picosec] are not shown








































































Figure 4.9: A depiction of non-zero phonon mode couplings in Si87H76 with the pseudo-
excitonic state generated by DFT HOMO and LUMO levels on the left axis. On the right
axis and in the color filled area are the associated decoherence rates at room temperature
as a sum of the effects starting with the lowest energy phonon mode and progressing to the
highest energy phonon mode.
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Phonon mode energy Exciton-phonon
coupling
Calculated decoherence rate due





[meV ]3[ps] arbitrary low
temperature,




6.88 55.5 12.73 -54.0 5.91
6.88 55.5 12.73 -54.0 5.91
6.88 55.5 12.73 -54.0 5.91
7.35 59.3 11.91 -61.8 5.07
7.35 59.3 11.91 -61.8 5.07
8.43 68.0 23.37 -81.5 8.24
8.43 68.0 23.37 -81.5 8.24
9.34 75.3 28.73 -100 8.72
9.34 75.3 47.49 -100 14.41
9.88 79.7 27.14 -112 7.54
9.88 79.7 27.14 -112 7.54
9.88 79.7 27.14 -112 7.54
Table 4.5: Values of exciton-phonon coupling from intrasystem phonon modes in Si87H76.
All modes whose exciton-phonon coupling is less than 5.0×10−9 [eV ]3[picosec] are not shown.
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Figure 4.10: A depiction of non-zero phonon mode couplings in Si29H24 with the pseudo-
excitonic state generated by DFT HOMO and LUMO levels on the left axis. On the right
axis and in the color filled area are the associated decoherence rates at room temperature
as a sum of the effects starting with the lowest energy phonon mode and progressing to the
highest energy phonon mode.
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Phonon mode energy Exciton-phonon
coupling
Calculated decoherence rate due





[meV ]3[ps] arbitrary low
temperature,




13.9 112 632.32 -221 94.41
15.6 126 113.60 -283 12.87
15.6 126 68.72 -283 7.79
16.4 133 133.26 -313 13.26
16.4 133 161.25 -313 16.04
16.4 133 146.92 -313 14.62
17.1 138 11.49 -343 1.02
17.1 138 11.49 -343 1.02
17.1 138 11.49 -343 1.02
18.4 148 10.72 -394 0.778
23.8 192 38.84 -662 1.09
23.8 192 66.41 -662 1.86
24.7 199 26.87 -709 0.643
25.7 207 431.22 -770 8.43
25.7 207 470.40 -770 9.20
25.7 207 532.36 -770 10.41
Table 4.6: Values of exciton-phonon coupling from intersystem phonon modes in Si29H24.
All modes whose exciton-phonon coupling is less than 5.0×10−9 [eV ]3[picosec] are not shown.
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4.3 Comparison to Fermi’s Golden Rule Results
When originally pursuing this thesis, we believed that the assumptions and application of
the Born-Markov approximation of the master equation without the inclusion of reorganiza-
tion energy would lead to a similar result as Fermi’s golden rule (FGR). When we attempted
to examine our solution for exciton transfer in various limiting cases, we found that our
predictions did not follow the expected results as given by FGR. As shown by Ishizaki and
Fleming [40, 41], the Born-Markov equations without the inclusion of reorganization energy
does not include all the correlations needed to derive a similar result as from FGR. In order
to directly solve for the results of FGR with coherence, a more inclusive master equation
that includes the effects from reorganization energy is needed such as outlined in [41]. As
the effects of reorganization energy is explicitly non-Markovian in nature because Marko-
vian dynamics require that the phonons are in equilibrium even under the exciton-phonon
interaction.
One of the goals of this thesis was to find out when coherent EET becomes significant
relative to the EET rate predicted by FGR. In order to develop a broad approximation of
the regimes in which each may be applicable, we examined coherence time from coherent
transport calculated with the Born-Markov approximation of the master equation and the
hopping time calculated using FGR as in [6]. Our computational results, above, for SiQD
coherence times range from 1-10 femtoseconds. The expected value of the FGR EET hopping
time is well above 10,000 femtoseconds, that is three to four orders of magnitude above the
coherence times [6]. Since the exciton is coherent for a negligibly short time relative to the
hopping time as calculated from FGR, then FGR will dominate the behavior. Coherent EET
requires low temperatures to lengthen the coherence time or an interaction strength that is
orders of magnitude larger than that in unconnected SiQDs. This is required for the systems
to transfer excitons faster than the coherence time in order to avoid the strong decoherence
which comes from internal phonon modes. To avoid the effects from internal phonon modes,
the SiQDs need to be cooled to below 70 Kelvin. At these temperatures, the decoherence rate
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caused by internal phonon modes drops drastically. Other forms of decoherence may play
a pivotal role at this point and would need to be addressed using other calculations. If all
other forms of decoherence are assumed negligible, the coherence time of SiQD assemblies
will be on the same order of magnitude as FGR transfer rate at about 70 Kelvin. This
represents the maximum temperature that coherent transfer within the nanostructure could
be expected to occur under the two level system approximation. This temperature can be
increased through the strengthening of the silicon structure, thereby raising the energy of
the low energy phonon modes that leads to decoherence. One possible method to strengthen
the structure is to reconstruct the surface of the SiQD.
The other possible path to inciting coherent transfer is to bridge the nanostructures
connecting the QD in a larger covalently bonded structure. This would increase the transfer
rate allowing for transfers that occur faster than the decoherence rate. This would also open
up very low energy phonon modes that would increase decoherence. A balance between
reducing the coupling with these low energy phonon modes, while still allowing for fast




EXCITON TRANSPORT ON A RING OF SILICON QUANTUM DOTS
The chapters preceding this one have allowed us to elucidate the rate of decoherence of
a superposition of exciton states on neighboring quantum dots. The methodology can be
extended to consider the dynamics of such a superposition on a ring of Si QDs. This will allow
us to identify a transition from coherent transport to incoherent exciton hopping regimes.
It is the partially coherent transport in this transitional region that is of particular interest.
Systems that support a measure of sustainable, partial coherence are thought to play an
important role in efficiently moving energy through photosynthetic complexes [11–14].
5.1 Coherent Versus Incoherent Exciton Transport












− R̂ρ̂S(t)︸ ︷︷ ︸
Decoherence
(5.1)
The eigenstates were assumed to be made of a single exciton, this precludes the creation
or annihilation of the exciton within the system as a whole. The R̂ matrix is made up of
the decoherence rate in the off-diagonal elements and zero along the main diagonal. This
is a representation of the decay of the correlation terms between sites. This form comes
originally from an expanded form of equation 2.23 with no decay terms. This is similar to
the Lindblad equation with the rotating wave approximation included in equation 2.18.










Where N is the number of sites in the ring, Ĥk is the Hamiltonian associated with
the kth site and V̂k,k+1 is the interaction Hamiltonian between sites k and k + 1. k is a
cyclic set so that N + 1 → 1 in order to represent the ring structure of the sites. The
Lindblad equation 5.1 can be further simplified using the two level nature of sites and the
system Hamiltonian in equation 5.2 when all sites are identical that is they have the same
energy separation and same interaction strength with one another. We approximate the
Rnm = 〈ψn|R̂|ψm〉 = R(1− Inm) where I is the identity matrix. This generates all terms in








ρn+j,m − ρn,m+j)−R(1− Inm)ρnm(t) (5.3)
In this equation V is the interaction strength.
We need to be able to mathematically differentiate incoherent EET from coherent EET.
One method to mathematically distinguish these two transfer dynamics is by examining the
expected value of the position squared, 〈X̂2〉, where the position represents the number of
sites away from the initial state that the exciton has traveled. The expected value of the
position squared for incoherent dynamics is linear in time due to its random walk. The
dynamics of coherent transfer on the other hand are quadratic in time. With this knowledge
we can look at a plot of the expected value of the position squared, and determine where
coherent dynamics give way to incoherent transfer.
Using these fits, we can examine the process of decoherence for a given set of master equa-
tion parameters. As the decoherence rate is increased, the transition from coherent dynamics
to incoherent dynamics is accelerated, but the transfer rate for the exciton continues to slow
down. This is from the exciton-phonon interaction as described later. Using Figure 5.1, we
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Figure 5.1: The mean squared displacement of an exciton along a theoretical ring of two level
wells. The decoherence parameter, R, was increased to shorten the coherence time and lead
to a larger decoherence rate. We fitted the plot with a quadratic approximation for short
coherent time scales and fitted the plot with a linear function over the incoherent regime.
The simulation was stopped before the exciton wave functions overlapped on the other side
of the ring structure.
can define the coherence length of a given transfer state. This incoherence can develop from
any interaction with a random phase of the external Hamiltonian. Two possible sources of
interest are the exciton-electron interaction given within the system Hamiltonian and the
exciton-phonon interaction given by the interaction Hamiltonian.
5.2 Partial Coherence
In the ideal model, we have energy levels that are equivalent across the one dimensional
ring structure. This leads to coherent, wave-like, transfer to be the most efficient transfer
mechanism when compared to other transfer mechanisms caused by varying the interaction
with the phonon environment. Coherent transfer is fastest because the exciton continues to
travel down a direct path instead of diffusing into a random walk. This form of EET is also












































Figure 5.2: Plot of the mean-squared transfer distance of an exciton in an ideal system
without energy variations. This leads to a quadratic case of zero decoherence traveling the
fastest. This is due to the lack of diffusive, random walk, behavior. As the decoherence rate
is increased, the transfer becomes linear which is incoherent in nature.
If all energy levels in a given system are identical, coherent transfer is the fastest form
of transfer but real systems are not perfectly identical. In real systems we have to deal with
sites that have varying energy levels. In order to study these systems without remaking the
original model, which assumed identical sites, we add the variation in energy levels to the
system Hamiltonian without changing the interaction with the environment. This assumes
that the energy level difference does not interact strongly with the environment’s phonon
modes. This will allow us to picture some of the effects that will appear in real systems
without rederiving a new set of master equations. This model displays an effect called
Anderson localization. Anderson localization is caused by waves scattering off of impurities
in a crystal. In this case, the energy levels that are abnormally above or below average lead
to scattering sites.
While working towards this goal of simulating transfer dynamics in systems with energy
variations, we have generated a large ring of two level sites that have a random energy
dispersal. In the simulation the decoherence term has not been changed from earlier theory
calculations. This means that the time dependence of the system that factors into the
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decoherence term has not been accounted, but it still provides a reasonable approximation.












































Figure 5.3: Plot of the mean-squared transfer distance of an exciton in a non-ideal system
with some energy variations. Adding some energy variation causes the coherent case to
localize around local energy minima. The incoherent cases allow the exciton to hop over
energy barriers that will not happen in the coherent case. This is an example which shows
that partial coherence improves the transfer rate.
In the coherent transfer case, the exciton localizes at an energy local minimum site and
oscillates between a few sites within this local energy minimum. This localization stops
transfer across the structure. This leads to the conclusion that partially coherent transfer is
far more efficient at transferring an exciton over hundreds of sites. Notice even in the case
shown in Figure 5.3 the mean-squared distance only corresponds to approximately 3 sites.
This indicates that the exciton travels over a span of 6 spaces within the whole structure
and is localized at local energy minima.
Figure 5.4 depicts the propagation of an exciton through a set of sites which have an
extreme variation in energy level. The exciton drives toward the local minimum and then
it cannot leave this site without decohering with the environment. This leads to a complete











































Figure 5.4: Plot of the mean-squared transfer distance of an exciton in a non-ideal system
with a large energy variation. This leads to a localization on the first few sites in the form
of a harmonic oscillation between nearby sites. Notice that this is a complete reversal of
Figure 5.2 where the fastest decoherence rate is preferred.
with the environment is required for exciton transfer. We can look at this as the energy
variation portion of the Hamiltonian overpowering any of the system transfer dynamics
or the environmental dynamics, unless the interaction Hamiltonian is raised an order of




The goal of this thesis was threefold: first, to derive an expression for the decoherence
rate of a given system using ab initio parameters; secondly, to find the decoherence time
of EET between SiQDs; and finally, to use these values and this understanding to examine
the possibility of developing SiQD structures that minimize the decoherence rate at given
temperature regimes in order to increase the exciton transfer rate.
We chose to study SiQDs because both QDs and silicon offer a variety of useful properties
for photovoltaic technologies. The features of QDs include the ability to vary the QD size
and surface ligands to change their absorption properties. In addition, their small size allows
the defects to quickly move to the surface. This allows for the use of lower purity silicon that
is significantly cheaper. Crystaline silicon proves to be a great candidate for the material as
it absorbs light of equal or greater energy than infrared light when in bulk material. When
crystalline silicon is made into QDs it will raise the optical energy gap into the optical band,
leading to the creation of very efficient multijunction photovoltaic cells.
In order to accomplish these objectives, we created an idealized dimer of two-level sites as
the simplest model in which to examine EET. In order to start, we created a Hamiltonian for
this dimer system and used that Hamiltonian in the quantum Liouville equation. After using
the Born and Markov assumptions, the quantum Liouville equation became the formalism of
decoherence. The Born-Markov approximation of the master equation is used to determine
the rate of decoherence which was solved for in terms of the system parameters of exciton-
electron coupling strength, exciton-phonon coupling strengths and phonon energies. The
system parameters were solved for in terms of values from ab initio methods. In order to
solve for real systems, DFT was used in conjunction with modal analysis and the frozen
phonon method to solve for the system parameters. After this foundational work was done,
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we validated the procedure on a model PPV system. Coherence in organics such as PPV
has been studied and we compared the results from our calculations to those from literature.
The results were an order of magnitude longer than the literature values for PPV. This can
come from multiple causes such as other forms of decoherence, but they all increase the rate
of decoherence. Our values act as a minimum to the value of decoherence in these structures
and as a model of how to reduce intrasystem phonon decoherence. Calculations were then
expanded to include inorganic SiQD structures. We chose to examine how size and QD
surface affects the decoherence rate.
In order to see the effect of coherent transfer in large systems, we looked at the effects
of decoherence on the transfer of an exciton along a ring of sites. To accomplish this, the
Born-Markov approximation of the master equation was reduced to a form that resembles
the Lindblad master equation. To achieve this the decay terms had to be assumed to be
negligible. This master equation was used to look at the dynamics at various levels of
decoherence and with a slight variation in the energy of the two-level sites.
From this work, it can be concluded that there exists two important factors to decoherence
caused by an individual intrasystem phonon mode. The first is the magnitude of the exciton-
phonon coupling between the excited state on one site and the ground state on a neighboring
site. This has a linear effect on the strength of decoherence. The second factor is the phonon
energy, which has an exponential effect when the exciton-electron coupling energy is far away
from the phonon energy relative to the thermal energy of the system. For low temperature
coherence, the dominant factor is the energy of the lowest energy phonon mode. This means
smaller more rigid QDs are preferred. For room temperature coherence, structures needed
to be developed with low coupling in the lowest energy phonon modes.
Originally in this thesis, we wanted to examine the regimes of coherent, ballistic, transport
and Fermi’s golden rule (FGR) dissipative transport. Over the course of this thesis we found
that the original assumptions of the Markov approximation restricted our ability to include
the reorganization energy. The inclusion of reorganization energy is vital to the development
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formalism that is able to include FGR and coherent transport as done in [41]. By comparing
the coherence time and the hopping rate, we are able to gain some insights about the ring
system.
Coherent EET is possible in unconnected SiQD assemblies but it is restricted to low
temperatures due to internal phonon modes. The computational results of coherence times in
these SiQD assemblies is in the range of 1-10 femtoseconds. This is four orders of magnitude
smaller than the calculated transfer times for FGR, which indicates that the process of
decoherence is extremely fast relative to the rate of transfer. For coherent EET to dominate
the behavior, the transfer rate must be faster than the decoherence rate of the system.
The decoherence rate caused by internal phonon modes rapidly increases as one increases
temperatures around 100 Kelvin. This opens up the possibility of avoiding the decohering
effects caused by the internal phonon modes by lowering the temperature to below 70 Kelvin
at which point the effect of internal phonons is negligible. Understand that this is only the
effect of the internal phonon modes. Other sources of decoherence may not be affected by
temperature and may become dominant in the low temperature regime.
We have shown that coherent EET is faster than incoherent EET in sets of identical
systems. In real systems, though, localization sites created by defects in the lattice lead
to strong localization effects. In order to overcome these effects, the exciton needs to be
partially decoherent. The amount of decoherence is dependent on the strength and number
of localization sites. The maximum EET rate can be achieved by tuning the decoherence
through structural changes to the QDs. Computational methods will be one cornerstone to
the understanding of the methods used to tune the decoherence rate. Any system of interest
that is made up of a mixture of various QDs can be computationally solved with little effort
once the framework of properties for possible QDs are solved using the methods given in this
thesis.
This work is limited by several distinct assumptions. First, we assumed that our system
contained a single exciton that was not allowed to decay. This limits any study of photolumi-
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nescence. The system was assumed to be two-level which rarely approximates real systems
except for in some low temperature cases. In assuming the Born approximation, we limited
our scope to systems with low exciton-phonon coupling so as to be able to write the system
and environment as a tensor product of states. We also assumed the Markov approximation
that does not allow any form of temporal memory effects caused by the environment. The
interaction Hamiltonian limited the interaction to be between the position of the phonons
and the number operator of the exciton on a given site. This forced the system to only
interact with an environment of phonons. We only included the modes associated with a
single QD and not intersite modes. All of this limited the decoherence to that caused by in-
trasystem phonon modes, eliminating nuclear spin, neutrino, intersystem phonon modes and
other sources of decoherence. In the derivation of the dimer decoherence rate, the creation
and annihilation of phonons was removed. This means that the system could not transfer
any energy into the environmental bath, only phase information. Lastly, we have used DFT
calculations for the system parameters. This means that all excitonic effects are not included
in these calculations.
Coherent EET and partially coherent EET opens the path for faster EET rates to move
energy out of important systems such as nanostructured solar cells, light emitting diodes
and many other applications that require efficient EET. These forms of transfer also allow
for ingenious and novel methods of transport over long distances using the interference of
the coherent wave function with itself. With time this thesis can be extended in multiple
ways: There exists other interesting structures on which we can apply the procedure to
find rates of decoherence. These structures include bridged QDs, quantum wires and other
nanostructures as well as numerous possible passivations of these structures. Another avenue
of extending this research is by using GW or Bethe–Salpeter equation (BSE) calculations to
solve for excitonic effects. The addition of other sources of decoherence, such as intersystem
phonon modes could increase the accuracy of these calculations. Lastly, it would be possible
to do a similar derivation but remain in the context of the Redfield equation. This would
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include more correlations and increase the accuracy. This would also open up the analysis of
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APPENDIX - SUPPLEMENTAL ELECTRONIC FILES
Included with this thesis, there is a set of supplemental files that contain the data used
in the figures in chapters 4 and 5. These figures are ordered as they appear in the thesis.
This data is contained in an archived file that includes several comma separated files. These
comma separated files have a header that gives the basic information about each column.
The x-axis data is presented in the first column and the subsequent columns contain the
y-axis data for various plots on the same figure. When exponential notation is required, we
used Fortran exponential format as described in Readme.txt file.
Figure 4-2.csv A comma separated value file encoded in UTF-8 contains
the data for the polyphenylene vinylene phonon coupling
strength and the decoherence rate at room temperature for
all phonon coupling peaks. This data is expressed in
Figure 4.2.
Figure 4-3.csv A comma separated value file encoded in UTF-8 contains
the data for the polyphenylene vinylene decoherence rate as
a function of temperature from 1-500 Kelvin in increments
of one Kelvin. This data is expressed in Figure 4.3.
Figure 4-5.csv A comma separated value file encoded in UTF-8 contains
the data for the decoherence rate of various Silicon
quantum dots as a function of temperature from 1-500
Kelvin in increments of one Kelvin. This data is expressed
in Figure 4.4 for low temperatures and Figure 4.5 for the
whole range.
Figure 4-6.csv A comma separated value file encoded in UTF-8 contains
the data for Si35H36 quantum dot phonon coupling
strength and the decoherence rate at room temperature for
all phonon coupling peaks. This data is expressed in
Figure 4.6 and in a condensed form in Table 4.2.
Figure 4-7.csv A comma separated value file encoded in UTF-8 contains
the data for Si66H64 quantum dot phonon coupling
strength and the decoherence rate at room temperature for
all phonon coupling peaks. This data is expressed in
Figure 4.6 and in a condensed form in Table 4.2.
63
Figure 4-8.csv A comma separated value file encoded in UTF-8 contains
the data for Si78H64 quantum dot phonon coupling
strength and the decoherence rate at room temperature for
all phonon coupling peaks. This data is expressed in
Figure 4.6 and in a condensed form in Table 4.2.
Figure 4-9.csv A comma separated value file encoded in UTF-8 contains
the data for Si87H76 quantum dot phonon coupling
strength and the decoherence rate at room temperature for
all phonon coupling peaks. This data is expressed in
Figure 4.6 and in a condensed form in Table 4.2.
Figure 4-10.csv A comma separated value file encoded in UTF-8 contains
the data for restructured Si29H24 quantum dot phonon
coupling strength and the decoherence rate at room
temperature for all phonon coupling peaks. This data is
expressed in Figure 4.6 and in a condensed form in
Table 4.2.
Figure 5-2.csv A comma separated value file encoded in UTF-8 contains
the data for the mean squared displacement solved from
equation 5.3 for a theoretical ring of quantum dots which
has no energy variation. See Readme.txt for more details
associated with calculation of this data.
Figure 5-3.csv A comma separated value file encoded in UTF-8 contains
the data for the mean squared displacement solved from
equation 5.3 for a theoretical ring of quantum dots whose
energy variation is (−1, 1). See Readme.txt for more
details associated with the calculation of this data.
Figure 5-4.csv A comma separated value file encoded in UTF-8 contains
the data for the mean squared displacement solved from
equation 5.3 for a theoretical ring of quantum dots whose
energy variation is (−10, 10). See Readme.txt for more
details associated with the calculation of this data.
Readme.txt A text file that contains extra information pertaining to the
other data files.
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