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Abstract
Mobile platforms such as Unmanned Aerial Vehicles (UAVs) equipped with
video cameras are a flexible and efficient support to ensure both civil and
military safety and security. Some prominent potential applications include
the detection of criminal or terroristic activities, traffic monitoring, search
and rescue, disaster relief, or environmental monitoring. However, analyzing
aerial surveillance video data is a difficult task for human operators due to
fatigue resulting from the large amount of visual data. Appropriate computer
vision algorithms such as image stabilization, image stitching, automatic
object detection and tracking, or activity and behavior recognition can as-
sist the operator. In scene understanding and situation awareness, moving
objects play a key role and have to be detected and tracked as accurately and
precisely as possible. This can be a challenging task due to the large distance
between camera and objects, simultaneous object and camera motion, low
contrast due to weak illumination, or shadows. As a result, small-sized ob-
jects in the image often cannot be detected and tracked reliably. In scenarios
where vehicles are driving on busy urban streets, this is even more chal-
lenging and often results in merged or missing detections. Although many
approaches for moving object detection in aerial video surveillance data
exist in the literature, state-of-the-art methods are often lacking reliability,
robustness, transferability, or real-time capability.
In this thesis, a video processing chain is presented for moving object
detection in remote aerial video surveillance with a moving camera. In
contrast to wide area surveillance or wide area motion imagery, remote
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aerial surveillance videos provide a smaller observation area but higher
frame rate. Novel approaches are proposed that improve the performance
and robustness of multiple object detection, segmentation, and tracking.
Compensation for camera motion is achieved by image registration. Subse-
quently, motion is detected that is independent of the camera motion and
can thus originate from objects. In contrast to most existing approaches,
a Track-Before-Detect algorithm is applied for detection and clustering
of independent motion instead of difference images. Image stacking is a
preprocessing step considering temporal information at a level between
independent motion detection and object detection to remove the station-
ary background from the motion clusters. In this way, short occlusions or
street texture disturbing the detection and segmentation process can be
handled. Due to the small size of objects in the image which can be as small
as 5×10 pixels per object, three novel or modified algorithms are presented
for detection and segmentation of such small objects. The first one imple-
ments clustering of edge pixels that are determined with a novel approach
for noise resistant gradient calculation based on Local Binary Patterns (LBP).
The second approach uses clustering of relative connectivity that can be
interpreted as a simple hand designed object model. Finally, the third one is
a modification of the popular sliding window approach. Significant search
space reduction is achieved and therefore the robustness for object detec-
tion is improved. In top view videos, the sliding window clearly outperforms
the other two methods while clustering of edge pixels performs best in case
of a variable camera angle. Multiple object tracking is introduced in order
to utilize temporal information and reach higher reliability and robustness
for object detection. By fusion of independent motion and object detection,
effective split and merge handling is achieved and both detection accuracy
and precision are improved.
In summary, the standard Track-Before-Detect algorithm taken as baseline
is improved significantly by the proposed methods. Furthermore, existing
approaches for object detection and segmentation taken from the literature
are outperformed with respect to detection accuracy and precision. This is
demonstrated in a quantitative and qualitative evaluation for sample videos
coming from different aerial surveillance datasets.
Zusammenfassung
Der Einsatz mobiler Videokameras, die von unbemannten fliegenden Platt-
formen (UAVs) getragen werden, kann eine flexible und daher effiziente
Unterstützung dabei darstellen, sowohl zivile als auch militärische Sicher-
heit zu gewährleisten. Bereits bestehende und potentielle Anwendungs-
gebiete umfassen beispielsweise die Entdeckung krimineller oder terror-
istischer Aktivitäten, Verkehrsüberwachung, Suche und Rettung, Katastro-
phenhilfe oder Umweltüberwachung. Die Analyse von Überwachungsdaten
luftgetragener Kameras ist für den Menschen jedoch ein schwieriges Unter-
fangen, da Aufmerksamkeit und Konzentration bei einer derartig großen
Menge an Bilddaten binnen Minuten nachlassen. Videoverarbeitungsalgo-
rithmen wie beispielsweise Bildstabilisierung und Bildmosaikierung sowie
automatische Verfahren zur Detektion und Verfolgung von Objekten oder
zur Erkennung von Aktivitäten und Verhalten können den Menschen bei
seinen Aufgaben unterstützen. Eine Schlüsselrolle für das Verständnis und
Einschätzen bestimmter Situationen spielen sich bewegende Objekte. Sie
müssen daher so präzise wie möglich detektiert und verfolgt werden. Dies
kann aufgrund von hoher Distanz zwischen Kamera und Objekten, simul-
taner Kamera- und Objektbewegung, schwacher Beleuchtung oder Schat-
tenwurf eine herausfordernde Aufgabe darstellen. Vor allem kleine Objekte
im Bild können aus diesen Gründen oftmals nicht zuverlässig detektiert und
verfolgt werden. Eine noch größere Herausforderung stellen verschmolzene
oder fehlende Detektionen dar, wie sie oft bei dichtem städtischen Straßen-
verkehr auftreten können. Obwohl ein umfangreicher Literaturbestand
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über die Detektion sich bewegender Objekte in Überwachungsdaten luft-
getragener Kameras existiert, fehlt es Methoden, die dem Stand der Tech-
nik entsprechen, oft an Zuverlässigkeit, Robustheit, Übertragbarkeit oder
Echtzeitfähigkeit.
Im Rahmen dieser Arbeit wird eine Videoverarbeitungskette für die Detek-
tion sich bewegender Objekte zur Fernüberwachung mit einer luftgetrage-
nen, sich bewegenden Kamera präsentiert. Im Gegensatz zur weiträumigen
Überwachung bieten Fernüberwachungsvideos einen geringeren Beobach-
tungsbereich, dafür aber eine höhere Bildwiederholrate. Neue Ansätze wer-
den beschrieben, die sowohl Leistung als auch Robustheit von Detektion,
Segmentierung und Verfolgung sich bewegender Objekte verbessern.
Durch Bildregistration wird die Kamerabewegung kompensiert. Im An-
schluss wird Bewegung detektiert, die von der Kamerabewegung unab-
hängig ist und daher von Objekten stammen kann. Im Gegensatz zu den
meisten existierenden Ansätzen wird anstelle von Differenzbildern ein Ver-
fahren zur Objektverfolgung vor der eigentlichen Detektion genutzt, um
unabhängige Bewegung zu detektieren und zu gruppieren. Zwischen der
Bewegungs- und Objektdetektion werden zeitlich gefilterte Bildstapel einge-
setzt, um kurzzeitige Verdeckungen zu überrücken oder Straßentexturen zu
entfernen, die den Detektionsprozess beeinträchtigen können. Aufgrund
der geringen Objektgröße von bis zu 5×10 Pixeln werden drei neue Algorith-
men zur Detektion und Segmentierung derartig kleiner Objekte präsentiert.
Der erste Ansatz basiert auf der Gruppierung von Kantenpixeln. Diese wer-
den mit einem neuartigen und rauschresistenten Verfahren mit lokalen
Binärmustern, den sogenannten Local Binary Patterns (LBP), berechnet.
Beim zweiten Ansatz wird anhand von Expertenwissen manuell ein ein-
faches Objektmodell erstellt, das auf der Berechnung relativer Konnektiv-
ität aufbaut. Der dritte Algorithmus schließlich nutzt eine Modifikation
des sogenannten gleitenden Fensters oder auch sliding window. Hierbei
wird durch signifikante Einschränkung des Suchraumes die Robustheit des
Verfahrens bei der Objektdetektion erhöht. Das gleitende Fenster erreicht
die höchsten Detektionsraten für Videos in Draufsicht, während die Grup-
pierung von Kantenpixeln bei variablem Kameraaufnahmewinkel die beste
Leistung erzielt. Die Robustheit und Zuverlässigkeit der Objektdetektion
kann über die Berücksichtigung temporalen Kontextes mit Multiobjektver-
folgung zusätzlich verbessert werden. Durch die Fusion von Bewegungs-
vund Objektdetektion kann zudem eine effektive Behandlung zerfallener und
verschmolzener Detektionen und damit eine Verbesserung der Detektions-
genauigkeit erreicht werden.
Der Standardansatz zur Objektverfolgung vor der Detektion dient als Ver-
gleichsbasis und kann durch die vorgeschlagenen Verfahren signifikant
verbessert werden. Des Weiteren können gängige Verfahren zur Objektde-
tektion und -segmentierung aus der Literatur in ihrer Detektionsgenauigkeit
übertroffen werden. Dies wird anhand von Beispielvideos verschiedener
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The global threat of asymmetric warfare was raised to a new level during the
last decade. In spite of significantly different relative military power, novel
strategies of the weaker belligerent can cause severe damage to the stronger
one [Ste08] leading to more and more conflict victories [AT01]. In recent
years, the networks behind such attacks became even more organized with
advanced hiding, communication, and planning methods [Kyd06, Pol10]. As
a result, well-conceived assassination attempts, hostage-taking, or terrorist
arracks threaten civil, military, and economic security. In order to prevent
such criminal activities in the future, their preparation has to be detected as
early as possible. Electronic eavesdropping [Lan11], computer surveillance,
or social media analysis [Fuc09] are popular methods nowadays for early
detection during the planning stage. But even if these methods fail, mobile
surveillance and reconnaissance platforms and devices can still help to
detect and immediately avoid criminal or terroristic activities right before
or during their execution.
Surveillance data can be acquired by a variety of sensors such as acoustic,
laser, radar, ultrasonic, or imaging sensors. Each sensor type has its advan-
tages and disadvantages. Hence, it depends on the specific application to
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decide which sensor or sensor combination should be used [Hal08]. How-
ever, analyzing the acquired surveillance data is a difficult job for human
operators due to fatigue or boredom as a result of the large amount of in-
formation in the data [Gar07]. Appropriate algorithms for automatic data
processing can assist the operator, but in most applications it is still a chal-
lenge to guarantee low error rates and high confidence of the algorithms
and at the same time meet real-time capabilities.
This thesis focuses on analyzing video data coming from airborne visual-
optical (VIS) cameras. In particular, it deals with detection, segmentation,
and tracking of moving objects. These signal processing steps are necessary
in order to pave the way for automatic scene understanding and situation
awareness. By using higher level information fusion methods, abnormal
behavior of or suspicious interaction between persons or vehicles can be
modeled and detected to recognize criminal activities earlier and more reli-
ably [Kim10]. This could be a driving vehicle deviating from the dominant
traffic flow, a car chase in dense traffic, a digging person, or a person walking
in a restricted area. Image and video based methods offer high potential to
cope with such tasks since many properties of detected objects can be de-
rived directly from the data such as object position, size, shape, appearance,
motion, or class.
In most modern applications, surveillance is performed with stationary
cameras near the ground. Buildings, public places, private properties, or
restricted areas are to be protected against criminal activities. However, this
also means that only a limited area is observed and it can be difficult to
determine the situation context. The solution is to use either stationary cam-
era networks [Col01, Uki01, Mon11] or cameras with small focal length for
large area surveillance. In the first approach, single objects can be analyzed
well as they appear larger in the images but the network of cameras has to
be arranged and organized. In the second, the context can be determined
well since many objects and their interactions are captured by one camera.
Surveillance of a wide area is difficult to achieve with stationary cameras due
to the limited field of view, the large number of cameras needed to enlarge
this field of view, and the required infrastructure for their installation and op-
eration. Thus, moving platforms such as Unmanned Aerial Vehicles (UAVs)
as shown in Fig. 1.1 are a beneficial support. A single UAV can perform
tasks such as detection of changes in an infrastructure or along a road, ob-
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servation of restricted areas, single object tracking, or tracking of multiple
objects in a large area for several minutes or hours in a flexible and efficient
way. At the same time, no ground personnel is needed in the observed area
and data can be acquired safely. As a result, the fields of application for
UAVs outside surveillance and reconnaissance are growing rapidly. Search
and rescue [Rud08, Mor10], disaster relief [Net12, Eze14], traffic monitor-
ing [Hei07a, Pur08], environmental monitoring [Arn10, Arn13], or archeol-
ogy [Lin11] are among the applications where UAVs have proven themselves
as useful support. The terms Wide Area Surveillance (WAS) [Rei10a] and
Wide Area Motion Imagery (WAMI) [Pro13] denote aerial video surveillance
with coverage of several square kilometers per image usually at a low frame
rate of 1–2 Hz. This thesis, however, focuses on remote aerial video surveil-
lance which is defined by analyzing videos with a high frame rate of 15–30 Hz
and coverage of up to 0.5 km2 per image. Since only a limited amount of
data can presently be processed in real-time, there exists a tradeoff between
coverage and frame rate.
In order to process data from a moving camera, one needs a chain consist-
ing of several modules for different subtasks to solve the main task. There
are many different ways to design such a processing chain, but the common
aim is to solve the main task as reliably and precisely as possible, often with
the additional constraint of short processing time. The processing chain
proposed in this thesis is not novel with respect to its design but several
novel approaches are introduced to the separate modules in order to im-






Figure 1.1: Luna UAV with a VIS camera and one example for an acquired
aerial image.
1.2 Challenges
Remote video surveillance with moving cameras to detect, segment, and
track moving objects is a challenging task especially when small UAVs with
strictly limited payloads are used. These challenges can be categorized with
respect to the occurrence time and processing step:
1. Image/video acquisition
• Limited quality of the image material can originate from the
application of light-weight sensors. Such sensors have to be used
since limited payload of small UAVs leads to strong constraints
on sensor size and weight.
• Shaking videos can be the result of missing active hardware
sensor stabilization due to weight or cost constraints. Hence,
especially small and light UAVs are affected by engine vibration
or winds during flight.
• Sensor/image noise is a random deviation from optimal image
pixel intensity values. Depending on the sensor, noise can be
modeled in most cases either as additive, multiplicative (speckle),
or impulsive (salt-and-pepper) deviation from the expected pixel
value [Bro05].
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• Weak contrast is mainly the result of environmental conditions.
This can be weather effects such as mist, fog, or clouds as well as
weak illumination during dawn, dusk, or night.
• Blurred images can occur due to fast sensor/object motion. This
is especially occurring in case of weak illumination leading to
longer camera exposure times.
2. Image/video transfer
• Strong artifacts or evenmissing images can be caused by a dis-
turbed wireless connection.
• Compression artifacts such as typical block-like appearances as
result of MPEG compression [Wat04] can significantly decrease
the image and processing quality.
3. Image/video processing and exploitation
• Independent camera and objectmotion can be challenging for
object detection and segmentation. Image registration and warp-
ing [Zit03] is widely used to compensate for camera motion.
Then, moving objects can be detected as they move relative to
the stationary background. However, stationary objects closer
to the camera such as tall buildings or towers appear to move
faster than the more distant ground plane. Such kind of apparent
motion is the result of a continuously changing line of sight of
the camera and can be mistaken for object motion if a planar
ground is assumed. This displacement in the apparent posi-
tion of an object viewed along different lines of sight is called
parallax [May12].
• Small object size of only few pixels is the result of the large dis-
tance between camera and object. Object detection and classifi-
cation becomes very difficult under such conditions since there
is only little information available about object appearance or
shape. In aerial surveillance videos, there can be hundreds or
even thousands of objects in one image with only about 50 pixels
per object [Sal13]. When objects move spatially close to each
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other, merged detections are likely to occur where several small
objects are mistaken for one large object.
• Object shadows appear due to sunlight from the side mainly
during morning or afternoon hours. This can lead to impre-
cise object boundary determination especially in gray-value
aerial images where objects and shadows often have a similar
appearance and, thus, merge together. Effective shadow han-
dling or removal is possible even in gray-value images [Fin06]
but in aerial videos it has been done only for color images up to
now [Tsa06, Chu09, Li14].
• Utilization of temporal information in videos can provide im-
portant and helpful context knowledge about object motion,
appearance change, or the stationary background. Furthermore,
short-term occlusions of moving objects due to trees, buildings,
or bridges can be handled. However, it is challenging to find a
suitable way of utilizing this information for given applications.
• Generality and transferability of the algorithms enable higher
robustness against variations in the data. One example appli-
cation in which this robustness plays a key role is the deter-
mination of an object’s class such as vehicle. Machine learn-
ing approaches [Mit97] can be used to learn the appearance of
vehicles in contrast to non-vehicles from given samples. The
learned model should be able to distinguish between these two
classes for new, previously unseen samples. However, there are
many variations of vehicles regarding color, shape, or size. Gen-
erality is the ability of the model to compensate for this intra-
class variability while still being specific enough to reject non-
vehicles [Hal06]. Intra-class variability in the context of this
thesis is mainly caused by changes in camera perspective, illumi-
nation, or environmental conditions. Transferability denotes the
robustness to dataset biases in case of machine learning where
training data looks different than test data [Tor11].
• Real-time requirements have to be met in many applications.
While new images in a video sequence are acquired, the process-
ing of one image has to be finished before the next image arrives.
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A typical frame rate is 25 Hz. Thus, about 40ms are available to
extract and process the current image information.
The overall task of detection, segmentation, and tracking of moving ob-
jects is difficult due to many challenges such as those summarized above.
This thesis only addresses the challenges of image/video processing and
exploitation, excluding the problem of object shadows. Image noise, weak
contrast, motion blur, or compression artifacts are difficult problems in im-
age processing, too, since decreasing image quality directly impairs the per-
formance of image/video processing algorithms. Image denoising [Sha14],
image deblurring [Che08, Zha13], image restoration [Wei98, Por03], tempo-
ral filtering [Mül10], and superresolution [Far04] are common methods to
explicitly handle the mentioned problems. In this thesis, poor image quality
is handled only implicitly by considering and incorporating noise resistance
during algorithm development.
The typical problems in image/video processing and exploitation are
illustrated in Fig. 1.2. Each image comes from an aerial VIS video. The
task of detecting moving objects in spite of a moving camera is visualized
in Fig. 1.2 (a). The red vectors represent the displacement of single points
in the stationary background between two consecutive images. Since the
camera is turning, the vectors have a higher magnitude in the left half of the
image compared to the right one. This local displacement is used to estimate
the camera motion. After the sequence is compensated for camera motion,
objects which are moving independently of the camera can be detected.
Again, this is done by considering the displacement of selected object points
between the two images. The resulting vectors of this independent motion
are depicted in yellow color. Some object vectors have similar magnitude
and direction as some of the background vectors. This makes it difficult to
detect them reliably. In Fig. 1.2 (b), the challenge of large distance between
camera and objects is presented. The red square shows a zoomed area
of five vehicles driving on a street. Since the camera is at the distance of
approximately 400 m, each vehicle only covers between 50 and 200 pixels
in the image. Modeling the appearance of vehicles at this scale is tough as
there is only little texture information. During overtaking, the vehicles drive
close to each other in the same direction. In such situations, the detection of
individual vehicles is difficult as object boundaries become blurred. Object
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shadows are visualized in Fig. 1.2 (c). As the shadows of moving objects are
moving, too, it is probable that they are detected and misleadingly treated
as part of the objects or even as individual objects, also known as False
Positive (FP) detections. This can be a problem especially when multiple
vehicles are driving in a group one behind the other with shadows between
them. The detection algorithm may interpret this group of objects moving
in-line as a single object. The potential benefit of temporal information is
shown in Fig. 1.2 (d). Two trucks are driving next to each other. At time step
t , a tree next to the street is partially occluding the right truck. A missed
detection, also known as False Negative (FN) detection, is likely to occur in
this situation. There is no occlusion at time step t −20 and both trucks are
clearly visible. Learning this information can help to handle the occlusion
situation in time step t . While five of the images (a, b, c, d, and f) come from
datasets collected by the Luna UAV, Fig. 1.2 (e) originates from the VIVID
dataset [Col05]. In this sequence, six vehicles drive one behind the other on a
runway. Significantly different altitude and camera view angles lead to large
deviations in vehicle appearance. A vehicle detection algorithm is supposed
to be general enough to compensate for this intra-class variability while still
being specific enough to reject non-vehicles [Hal06]. Transferability is then
given by applying the same method with good performance for both Luna
and VIVID videos. Finally, in Fig. 1.2 (f), a scene is shown with 17 vehicles
driving on a busy urban street. Each vehicle is manually labeled with a red
bounding box. Such kind of manual labeling is called Ground Truth (GT)
and can be used to evaluate automatic detection approaches. In order to
meet real-time requirements, all vehicles have to be detected and tracked in
parallel with a processing time of less than 40 ms per image. Consequently,
a multiple-step processing chain solving these tasks must therefore employ
very efficient algorithms.
Several approaches that have been proposed to meet these challenges
are discussed in the literature review in Chapter 2. However, there is high







Figure 1.2: One example for each mentioned challenge of moving object
detection and tracking with a moving camera: (a) camera and object motion,
(b) large distance to objects, (c) object shadows, (d) utilization of temporal
information, (e) generality and transferability, and (f) real-time processing.
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1.3 Contributions
The aim of the work presented in this thesis is the design of a video process-
ing chain consisting of individual modules for detection, segmentation, and
tracking of moving objects with a moving airborne camera. The video data is
coming from a single camera with no color information but only gray-value
images at a frame rate of 25 Hz. The principal dataset for evaluation was
collected by Luna UAV in top camera view as seen in Fig. 1.2. The main
contributions are made in the areas of object detection and segmentation:
• Image stacking [Teu12b] utilizes temporal information in a novel man-
ner. Occlusions or nearby stationary structures such as parked ve-
hicles or buildings can disturb the detection and segmentation of
moving objects, and are handled before object tracking is applied.
• Two new approaches for object segmentation are introduced. They
are based on clustering of object edge pixels. While the first method
uses noise resistant Local Binary Pattern (LBP) gradient calculation
to determine edge pixels [Teu13a], the second approach uses relative
connectivity [Teu11e]. The two algorithms are especially designed to
detect small objects covering only few pixels in the image and achieve
better performance compared to existing approaches in both aerial
VIS surveillance data [Teu12a, Teu14a] and spaceborne Synthetic Aper-
ture Radar (SAR)1 surveillance data [Teu11d, Teu11c].
• The popular sliding window approach for object detection is improved
by considering object motion [Teu14a]. The search space for this
algorithm can be reduced significantly and thus both processing time
and the amount of detection errors are reduced compared to the
traditional approach.
• A novel object classification algorithm is introduced to detect objects
across different datasets despite of partial occlusions [Teu14b]. This
1 SAR is an active radar sensor used for wide area surveillance with airplanes and satel-
lites [Sau10, Bru11, Sau11]. Metallic objects and structures can be detected from large
distances nearly independent of environmental conditions such as clouds or illumination.
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classifier outperforms existing approaches with respect to generality
and transferability across several ground-level infrared (IR) surveil-
lance datasets [Teu13b, Teu14b].
• A new approach to fuse position, size, and motion information of ob-
jects is introduced to improve multiple object tracking [Teu11a]. As
it is challenging to separately detect moving objects overtaking each
other due to blurred boundaries, temporal information can be used
to detect individual object in such situations. With the proposed im-
provement for multiple object tracking, many objects can be tracked
in parallel more reliably compared to existing approaches. This ap-
proach proved to work well with both ground-level IR surveillance
data [Teu11a] and aerial VIS surveillance data [Teu12a].
Better performance in the context of this thesis generally means the capa-
bility of an algorithm to detect more objects and produce less FPs and FNs
compared to other applicable methods.
1.4 Outline
This thesis is organized as follows: existing literature and related work is
reviewed in Chapter 2. There are articles either covering whole processing
chains or improving only selected modules. In the interest of greater clarity,
the chapter is subdivided in sections covering single modules of a poten-
tial processing chain and all articles are integrated into this structure. In
Chapter 3, the concept of the processing chain is introduced. Similarities
and differences compared to other concepts are identified and discussed.
The three single modules independent motion detection, object detection
and segmentation, and multiple object tracking are described in detail in
Chapters 4, 5, and 6, respectively. In Chapter 7, all modules are evaluated
individually and in context of the entire processing chain. The data for the
experiments mainly comes from Luna UAV, but also a subset of the VIVID
dataset is used. The comparison between the proposed algorithms and
existing methods is performed by a quantitative and qualitative evaluation.
While the aim of the quantitative evaluation is to analyze the performance
of the processing chain with respect to certain measures from the literature,
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the qualitative evaluation shows the effectiveness directly in the images by
visualizing the results of different methods. Conclusions and an outlook to
potential future work are given in Chapter 8.
2
Related Work
This chapter covers related work on similar processing chains or single mod-
ules applied to similar surveillance datasets and facing the same challenges
as in this thesis to analyze moving objects in large distance with a moving
camera. The focus of the literature review will be on aerial imagery, while the
considered tasks will be limited to detection, segmentation, and tracking.
Aerial image and video data considered in the literature under review are
coming from UAVs or airplanes flying at different altitudes and equipped
with VIS cameras. The camera angle varies between perpendicular top
view [Lav10, Cao11a, Xia10, Luo12] and oblique front view [Yao08, Cao11b,
Che12d, Sia12a] for remote surveillance, wide area surveillance [Per06b,
Rei10a, Sal13], or surveillance in low-altitude aerial videos [Kan05, Yua07].
Many authors use their own collected datasets [Kum01, Sha05b, Li09a, Ibr10,
Lav10, Cao11a, Xia10, Luo12] since only few public datasets exist for aerial
surveillance. The Defense Advanced Research Projects Agency (DARPA)
VIVID dataset [Col05] is widely used for remote surveillance [Yal05, Yao08,
Xia08, Yu09, Cao11a, Che12c, Che12d, Mun12, Sia12a] with less than 10 ob-
jects per scene and high frame rate of 15–30 Hz. The Columbus Large Image
Format (CLIF) dataset [USA06, USA07] and the Wright-Patterson Air Force
Base (WPAFB) dataset [USA09] are often evaluated for wide area surveil-
lance [Rei10a, Lia12, Pel12, Pol12, Pro12, Shi12, Kec13, Sal13, Pro14] with
13
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Figure 2.1: Example images taken from the VIVID dataset [Col05] (left) and
the WPAFB dataset [USA09] (right). While remote aerial video surveillance
(VIVID) covers about 0.5 km2 with an image size of 640×480 pixels and a frame
rate of 30 Hz, wide area aerial surveillance (WPAFB) covers several km2 with
about 30,000×23,000 pixels and 1.2 Hz.
thousands of vehicles per image in dense traffic and low frame rate of 1–2 Hz.
Several example images taken from the VIVID and the WPAFB dataset are
shown in Fig. 2.1. Few authors process satellite images [Wan11, Zhe13] for
vehicle detection which look very similar to top view high altitude aerial
image data.
Processing chains as discussed in this thesis can be subdivided in several
modules which do not necessarily have to be arranged in a sequence as
presented here. The structure of this subsection is based on this sequence
of modules and organized as follows: compensation for camera motion
is discussed in Section 2.1, independent motion detection is presented in
Section 2.2, object detection and segmentation is covered in Section 2.3,
and multi-object tracking is presented in Section 2.4. Table 2.1 and 2.2 give
an overview of the reviewed literature. Except for Xiao et al. [Xia08], no
article covers all modules but, without loss of generality, each article can be
integrated into the mentioned structure.
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Kumar et al. [Kum01] × × ×
Zhao & Nevatia [Zha01] ×
Jones et al. [Jon05] × × × ×
Kang et al. [Kan05] × × ×
Shastry & × × ×Schowengerdt [Sha05b]
Yalcin et al. [Yal05] × × ×
Perera et al. [Per06b] × × ×
Tanaka & Saji [Tan06] ×
Nguyen et al. [Ngu07] ×
Tanaka & Saji [Tan07] × ×
Xiao et al. [Xia08] × × × × ×
Yao et al. [Yao08] × × ×
Li et al. [Li09a] × × ×
Lin et al. [Lin09] × × × ×
Wu et al. [Wu09] ×
Yu & Medioni [Yu09] × × ×
Ibrahim et al. [Ibr10] × × × ×
Iwashita et al. [Iwa10] ×
Lavigne et al. [Lav10] × ×
Oreifej et al. [Ore10] × ×
Reilly et al. [Rei10a] × × ×
Reilly et al. [Rei10b] ×
Xiao et al. [Xia10] × × × ×
Cao et al. [Cao11a] × × × ×
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Cao et al. [Cao11b] × ×
Gaszczak et al. [Gas11] × ×
Gleason et al. [Gle11] × ×
Prokaj et al. [Pro11] × × ×
Cheng et al. [Che12c] × ×
Cheraghi & × ×Sheikh [Che12d]
Liang et al. [Lia12] × ×
Luo et al. [Luo12] × × ×
Mundhenk et al. [Mun12] × × × ×
Pelapur et al. [Pel12] × ×
Pollard & Antone [Pol12] × × ×
Prokaj et al. [Pro12] × × ×
Shi et al. [Shi12] × ×
Siam & ElHelw [Sia12a] × × ×
Siam et al. [Sia12b] × × ×
Keck et al. [Kec13] × × ×
Saleemi & Shah [Sal13] × × ×
Shen et al. [She13a] ×
Shen et al. [She13b] × ×
Türmer et al. [Tür13] × ×
Zheng et al. [Zhe13] ×
Prokaj & Medoni [Pro14] × × ×
Zhu et al. [Zhu14] × ×
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2.1 Compensation for Camera Motion
Before moving objects can be detected, segmented, and tracked, the cam-
era motion has to be compensated. This is necessary since not only the
moving objects but the entire scene seems to move in videos recorded dur-
ing a UAV flight. Registration of one or more images to a reference image
is a suitable approach to estimate the relative motion between the cam-
era and the static scene background [Kum01]. Since the variation of the
scene elevations is small relative to the distance of the observing camera,
the scene can be approximated by a ground plane [Har04]. The processing
steps for image registration can be characterized as follows: local image
features such as corners or edges are detected and tracked. Kanade-Lucas-
Tomasi (KLT) feature tracking [Luc81, Tom91, Shi94] is the most commonly
used method [Jon05, Sha05b, Yal05, Per06b, Cao11a, Che12d], but also Har-
ris corners [Rei10b, Luo12, Pol12, Sia12a], Scale Invariant Features Trans-
form (SIFT) [Low04] or Speeded Up Robust Features (SURF) [Bay06][Ibr10,
Rei10a, Shi12], and other optical flow based approaches [Kum01, Xia08,
Yao08, Yu09, Sia12a] are widely used. Usually, sparsely distributed local
image features [Yal05] are sufficient to estimate the parameters of a global
motion model (homography) [Har04]. Affine transformations [Jon05, Kan05,
Sha05b, Yal05, Xia08, Yao08, Yu09, Shi12] described by six parameters or pro-
jective transformations [Sia12a, Mül07] described by eight parameters are
most frequently applied. Outliers in local image feature tracking are pro-
duced by moving objects or parallax effects and disturb the estimation of
the global motion model. These outliers can be removed using Random
Sample Consensus (RANSAC) [Jon05, Yal05, Yu09, Ibr10, Rei10b, Pol12] or
Least Median Of Squares (LMedS) [Yao08, Sia12a]. Further detection and
removal of parallax effects can be achieved by the introduction of epipolar
constraints [Kan05, Sia12a] or structural consistency constraints [Kan05].
It should be mentioned, that the presented methods work well, if the over-
lapping area of the considered images is large enough and mainly covered
by stationary background. Further improvement and refinement is neces-
sary in presence of strong parallax effects [Kan05, Per06b, Yua07] caused
by tall buildings or when the UAV is moving at a relatively low altitude. Us-
ing a 3D model as additional information can improve image registration
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significantly [Tür13]. Further applications of image registration can be
found in image stabilization [Cen99, Hei08], image stitching or mosaick-
ing [Hei08, Rei10a], superresolution [Far04], or 3D model estimation with
Structure From Motion (SFM) [Dou10].
2.2 Independent Motion Detection
After the camera motion has been compensated for, one may proceed to the
detection of motion that is independent of the camera motion. This can be
achieved either by calculating difference images, background learning and
foreground segmentation, or clustering of moving local features.
Difference images are the most popular approach [Kum01, Sha05b, Xia08,
Yao08, Ibr10, Xia10, Cao11a, Che12d, Pol12, Sal13]. The intensity value dif-
ference D at pixel (x,y) in the overlapping area Ao of two registered images
I1 and I2 is calculated by
D(x,y)=
{
|I1(x,y)− I2(x,y)|, if (x,y) ∈ Ao
0, else.
(2.1)
High difference values D stand for strong local appearance changes caused
by either moving objects or imprecise image registration. Depending on
the moving object velocity, the camera frame rate, and the UAV velocity
and altitude, it can be expedient to use two or more registered images to
calculate the difference image. In case of low camera frame rate of 2 Hz and
high UAV altitude, two consecutive images are sufficient since object motion
produces prominent motion blobs in the difference image and noise due
to parallax effects can be minimized [Sal13]. Even in medium UAV altitude
videos with higher frame rate of 25 Hz, two images can be sufficient [Yao08,
Cao11a, Che12d] but slowly moving objects may not be distinguishable
from noise in the difference image. More prominent motion blobs can be
reached by dropping some frames of the image sequence and considering
only every n-th image for difference image calculation [Sha05b]. A general
problem when using only two images for independent motion detection is
ghosting. This means that each moving object produces two motion blobs in
the difference image: one at its position in the first and one at its position in
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the second image. Ghosting can be handled implicitly by the registration of
three images [Kum01, Xia10, Kec13] or explicitly by rejecting motion blobs
with low gray-value intensity standard deviation and low average gradient
magnitude [Sal13]. According to Keck et al. [Kec13], difference image D
can be calculated for three consecutive registered images I1, I2, and I3 with
overlap area Ao by
D(x,y)=
{
min(|I1(x,y)− I2(x,y)|, |I2(x,y)− I3(x,y)|), if (x,y) ∈ Ao
0, else.
(2.2)
Additional reduction of parallax errors is achieved by using blurred images
for the difference image calculation [Ibr10] or using optical flow to detect
parallax areas and subtracting them from the difference image [Xia08]. Pol-
lard et al. [Pol12] additionally propose to use minimum differences of pixel
values in small neighborhoods to suppress registration errors. Strong paral-
lax is handled by weakening the assumption of a planar ground surface and
using a set of evenly spaced planes parallel to the ground. In a final process-
ing step, detected motion is verified by implying temporal consistency.
Background learning and subtraction to detect foreground objects was
originally developed for video surveillance using stationary cameras [Pic04,
Bou08, Bou11]. The approach works well, if as many images as possible
with a large overlapping area are available to learn the background and only
few moving objects are present during the learning process. However, the
camera is moving and there can be hundreds of moving objects in UAV video
data. So, well-known algorithms such as Stauffer-Grimson probabilistic
background modeling [Sta99] are difficult to apply since either the back-
ground model contains foreground objects if only few images are used for
modelling or the overlapping area becomes progressively smaller if many
images are used. Furthermore, parallax effects and imprecise image registra-
tion impair the quality of the background model. In the task of observing
the same highway junction for several minutes, Perera et al. [Per06b] use
30 successive images for Stauffer-Grimson background modeling. A similar
approach in Hue Saturation Value (HSV) color space is implemented by
Jones et al. [Jon05]. To avoid impreciseness of the learned background due
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to large number of moving objects, the pixelwise intensity median of 10
consecutive images [Rei10a, Lia12] or 16 subsequent images [Pro11, Pro12]
can be used instead. Since the camera is moving and background learning
is only possible in the overlap area Ao of all considered images, a larger
number of images causes a smaller background model. Motion blobs are de-
tected by registration of the current image I and the learned background IBG,




|I (x,y)− IBG(x,y)|, if (x,y) ∈ Ao
0, else.
(2.3)
The noise in the difference image coming from parallax effects in the back-
ground model can be reduced by subtracting the background gradient mag-
nitudes from the difference image [Rei10a]. In addition to difference images,
background subtraction can be used to detect stopped vehicles [Xia10].
Fig. 2.2 depicts the comparison of 10-frame background learning [Rei10a],
3-frame difference image [Xia10], and 2-frame difference image with ex-
plicit handling of ghosting [Sal13]. The example image which covers only a
350×350 pixel image section of the 30,000×23,000 pixel full image shows a
busy intersection originating from the WPAFB dataset [USA09]. The green
dots visualize the manually labeled GT moving vehicles while the red ar-
eas represent the overlay of the difference image in the red color channel
of the original image. Even slowly driving vehicles can be detected with
background learning. Ghosting cannot be fully avoided when using 3-frame
compared to 2-frame difference images and can lead to FP detections. In
contrast, explicit handling of ghosting avoids FP detections but is prone to
produce FN detections.
Clustering of moving local features is a completely different method to
detect motion areas. Outliers removed during image registration by RANSAC
or LMedS are usually coming either from moving objects or originate from
the parallax. If the tracked local features for image registration are not
sparsely distributed, each moving object is expected to produce several
moving local features. Tracking and clustering of these moving local features
together with spatial and motion constraints can be used to extract motion
areas in the image [Yal05, Cao11a, Luo12, Sia12a]. While object detection
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Figure 2.2: Comparison of background learning and difference images for
moving object detection. Background learning needs several seconds to
calculate the background model but is able to detect even slowly driving
vehicles. 2/3-frame difference images can be calculated much faster and are
less affected by parallax effects but produce more FP or FN detections.
in difference images and subsequent tracking is a typical example for a
Detect-Before-Track (DBT) algorithm [Liu05, Bug08], clustering of moving
local features is a Track-Before-Detect (TBD) approach [Dav08, Taj09]. TBD
is the concept of simultaneous detection and tracking and was originally
developed for object detection and tracking in radar data in order to handle
the presence of strong noise and clutter which usually dominate the radar
signals [Bla99, Ris04]. This is exactly the motivation why TBD is used in













green dots = GT
red areas = difference image
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motion and object motion is only a minor part [Fra05, Hos12, Pap13]. Some
advantages compared to difference images are the avoidance of ghosting due
to temporal information of the tracked local features and less processing
time for clustering. As potential disadvantages, one may point out the
longer processing time in order to densely detect and track local features
and missing features leading to imprecisely segmented motion areas. In
particular, the need for densely distributed tracked local features makes this
approach impractical for wide area surveillance videos with thousands of
vehicles per image and a usual image size of 30,000×25,000 pixels. However,
remote surveillance such as in the VIVID dataset is a good field of application
for this method. This can be seen in Fig. 2.3 in an example taken from Siam
et al. [Sia12b]. Slowly moving objects create blobs in the difference image
that are difficult to separate from noise coming from parallax effects or
inaccuracies in image registration. In this case, tracking and clustering of
moving Harris corners performs better. The same effect was discovered by
Heinze et al. [Hei08].
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clustering of moving local features difference image
Figure 2.3: Comparison of motion vector clustering and difference im-
ages [Sia12b]. While motion clustering is able to detect all objects, slowly
moving objects can hardly be seen in the difference image.
2.3 Object Detection and Segmentation
The detection of independent motion areas does not necessarily imply the
detection of single moving objects. One motion area can contain exactly
one moving object. This is the desired case. However, it can also contain
only a part of an object, multiple merged objects, or no object at all, if
the motion area is the outcome of imprecise image registration or parallax
effects. Although object segmentation and object detection are two different
topics in computer vision, they can be used to solve the same problem in
the context of this thesis: improved object localization and object boundary
determination. The motion areas define the search space in the image.
Segmentation subdivides an image into connected sets of pixels [Gon08].
The connection of pixels inside the same segment is determined based on
criteria such as similar intensity, similar color, or similar geometrical struc-
tures [Aza07, Bey12]. Segments are found either by clustering or by fitting a
model [For03]. Clustering can be performed by grouping of edge pixels or
pixels with high intensity values in difference images. Model fitting is usu-
ally done with rather simple models such as line segments, curve segments,
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or Hough transform [Dud72]. Object segmentation and object detection
converge as soon as machine learning is introduced in order to learn a more
sophisticated model and separate objects from the background. In object
detection, the image is usually scanned for one specific object class such as
vehicle and all positions in the image where matches occurred are marked by
bounding boxes [Sze11]. The terms object detection and object recognition
are often used as synonyms [Jai95, dS01, Gon08, Tre10]. Few authors, how-
ever, equate object recognition with object classification [Shr12]. Machine
learning approaches are applied in object classification, too, but only to
determine the presence of a specific object and not its position in the image.
While the challenge in object detection is to find all positions of a specific
object class as precisely as possible, the challenge in object classification is
to distinguish between a large number of different classes or categories. Mul-
ticlass object detection tries to solve both problems simultaneously [Tor06].
Classification should not be mistaken with object identification. The aim
of identification is to re-identify one specific individual object or a specific
group of objects. Especially re-identification of persons across different
cameras and environments is a challenging problem [Gon14].
Motion clusters can be considered as a search space reduction since only
a part of the image has to be processed inside a few small regions. Search
space reduction is important since it can reduce the processing time and
the number of FP detections significantly [Fer08]. Based on the assumption
that vehicles drive on roads, some authors limit the search space for vehicle
detection by automatic road detection [Tan07, Li09a, Lin09, Rei10a, Luo12]
or using context knowledge about road positions such as Geographic Infor-
mation System (GIS) [Xia10, Zhe13].
2.3.1 Object Segmentation
One typical way to segment moving objects is to cluster independent mo-
tion pixels coming from difference images or background subtraction and
consider clusters as single object hypotheses. The latter can be tracked or
verified by object classification. In order to separate moving and stationary
pixels, several different methods are applicable such as simple pixel inten-
sity thresholding [Sha05b, Per06b, Ibr10, Cao11a], Otsu’s method [Ots79]
used by Cheraghi and Sheikh [Che12d] and Saleemi and Shah [Sal13], Gaus-
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sian Mixture Model (GMM) learning [Lee05] in combination with graph
cuts [Boy01] for shape estimation as proposed by Ibrahim et al. [Ibr10],
graph cuts [Xia08], or mean shift kernel density estimation [Com02] used by
Mundhenk et al. [Mun12].
In case of object segmentation without preceding independent motion
detection, color based segmentation algorithms and clustering of local
features such as corners and edges are used for initial detections. Image
based road or background segmentation is usually achieved by color his-
tograms [Tan07, Li09a, Lin09, Che12c]. If roads are straight, the Hough trans-
form [Dud72] can be used for lane detection [Luo12]. Road markings which
are potential FPs can be detected and removed using connected component
labeling [Dil92] of edge pixels [Tan07] or morphological operations in dif-
ference images [Li09a]. In order to detect vehicles, Tanaka and Saji [Tan06]
propose parallelogram detection with Hough transform assuming that vehi-
cles have a rectangular appearance in top view UAV images. Li et al. [Li09a]
detect object pixels based on color value deviation from the background
pixel values. Zheng et al. [Zhe13] propose to use the black and white tophat
transform [Dou92] in road areas and Otsu’s thresholding method to detect
objects. Shen et al. [She13a, She13b] extract spatiotemporal saliency for
object detection in street regions. Cheng et al. [Che12c] detect and cluster
Harris corners and Canny edges [Can86] in areas of foreground color. Fi-
nally, Gleason et al. [Gle11] apply clustering of densely distributed Harris
corners and refine the cluster areas using color segmentation. It should be
mentioned that in contrast to independent motion detection no temporal
context is used. So, moving and stationary objects can be segmented with
the presented approaches.
The resulting moving and stationary object blobs can be refined by apply-
ing morphological operations to fill holes [Per06b, Yao08, Cao11a, Che12c]
and by applying additional constraints such as color [Lin09, Ibr10], size
[Tan07, Xia08, Lin09, Cao11a, Sal13, Zhe13], shape [Per06b, Xia08, Ibr10], or
eccentricity [Ibr10, Sal13].
2.3.2 Vehicle Detection
Object classification is a good way to verify segmented areas since the as-
sumption that all moving blobs of acceptable size, shape, or eccentricity are
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vehicles can be violated. The segmented object could come from parallax
effects or birds flying between the UAV and the ground. Usually, appear-
ance features of objects such as color, shape, or texture are learned in a
training stage and stored in a model which is then applied in the operating
stage by classifiers such as the Support Vector Machine (SVM) [Vap98], Ran-
dom Forest (RF) [Bre01], or boosting [Fre97]. Classification starts as soon
as any kind of model knowledge such as blob motion [Che12d], blob size
or shape [Ibr10, Zhe13], object edge orientations [Li09a], or shape template
matching [Tan07] is used to verify detections or tracks even without machine
learning algorithms. Instead of a training stage, expert knowledge can be
used to set up the parameters of a Bayesian Network (BN) to recognize vehi-
cles. However, human experts may not consider every part of the problem
domain due to the complexity and the high number of examples [Zha01].
There is no strict separation between detection, tracking, and classifica-
tion. Lavigne et al. [Lav10] use machine learning before vehicle detection:
local SIFT features are detected, classified with an SVM for being part of
a vehicle or not, and clustered with an Unsupervised Affinity Propagation
Clustering (UAPC) algorithm [Fre07].
A very common combination of detection and recognition is the sliding
window approach [Pap00, Wei10], which has been applied successfully to
face detection [Vio04] and human detection [Dal05]. A search window of
certain size is shifted across the entire image. At each window position,
features are calculated and a classifier returns a decision value representing
its certainty that the image area inside the window contains an object. In
order to detect objects at different scales, either the window size is varied
or the image is rescaled between the minimum and maximum expected
size of an object in the image. The naïve approach uses no image rescaling
and N different window sizes with one separately trained classifier model
for each size. This is time-consuming and requires many training samples.
The traditional approach takes one fixed window size with one classifier
model at N different image scales [Dal05, Dol09], where N is usually around
50 [Ben12]. In order to achieve a high speed-up with similar object detec-
tion performance, either nearby image scales are approximated while using
one classifier model [Dol10] or classifier decisions can be approximated
across scales using few classifier models and only one image scale [Ben12].
After the calculation of all decision values, objects are detected by apply-
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ing Non-Maximum Suppression (NMS) to the decision values and using
a minimum classifier certainty threshold. In contrast to part based mod-
els such as Implicit Shape Models (ISMs) [Lei08] or Deformable Part Mod-
els (DPMs) [Fel10] which search for object parts and combine them to whole
objects, the sliding window approach uses a holistic object representation by
modeling the object in its entirety. Holistic representation is usually better
for small objects in the image since it is difficult to detect even smaller object
parts reliably.
Similar to Dalal’s method [Dal05], Türmer et al. [Tür13] apply the sliding
window approach with Histogram of Oriented Gradients (HOG) features and
SVM to find stationary and moving vehicles. Gaszczak et al. [Gas11] detect
vehicles using sliding window with Haar features und cascaded AdaBoost
which is very similar to the Viola-Jones [Vio01] approach. Since vehicle
orientation may vary, four discretized orientations are specified and one
classifier is trained for each orientation. Nguyen et al. [Ngu07] use sliding
windows with Haar features, orientation histograms, and LBP as vehicle
decriptors and Discrete AdaBoost [Fre97] for classification. Since multiple
detections appear for each object due to the sliding window shift, kernel
density estimation and mean-shift clustering [Gra05] are applied to suppress
them. Cao et al. [Cao11b] propose a boosting light and pyramid sampling
histogram of oriented gradients (bLPS-HOG) feature extraction method
together with a linear SVM. Pelapur et al. [Pel12] use sliding window to
generate likelihood maps for vehicle presence in order to introduce a TBD
approach [Boe08, Dav08]. In this way, sliding window is not applied to make
a hard decision (vehicle or non-vehicle) but a soft decision (likelihood).
Sliding window object detection is an exhaustive search also referred to as
brute force approach as the entire image has to be scanned at different scales.
Applying the sliding window only to areas where independent motion was
detected can reduce the search space and, thus, shorten the processing time
and reduce the number of FPs significantly. After the detection of indepen-
dent motion areas, Lin et al. [Lin09] use scale normalization, Haar features,
and cascaded AdaBoost to classify vehicles in these areas. In areas with de-
tected local features such as corners or edges, Cheng et al. [Che12c] suggest
to perform a color transform [Tsa07] and use an SVM to distinguish between
vehicle and nonvehicle colors. Vehicles are then recognized with a pixelwise
Dynamic Bayesian Network (DBN) [Rus03], morphological operations, and
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connected component labeling. Shi et al. [Shi12] propose a two stage SVM
using size features in the first and HOG features in the second stage. The FP
rate is reduced by road estimation from object trajectories. After initial de-
tection and tracking, Xiao et al [Xia08] separate vehicles and persons using
HOG features and view-pose-based SVM classifiers. Gleason et al. [Gle11]
extract HOG features and histograms of Gabor coefficients [Zeh06] from
initial detections and test three different classifiers: SVM, RF, and k-Nearest
Neighbors (k-NN). The combination of Gabor coefficients and RF works
best. Liang et al. [Lia12] calculate HOG and Haar features in independent
motion areas detected by short-term background subtraction. A Generalized
Multiple Kernel Learning (GMKL) that combines these features outperforms
single HOG or Haar features.
2.3.3 Person Detection
In contrast to ground imagery [Enz09, Ger10, Dol12], only few authors detect
persons specifically in aerial imagery. One reason is that with an oblique
camera view the same methods can be applied for ground and aerial imagery
since person appearance does not change significantly. Another reason is
that with a top camera view persons can hardly be detected or recognized
since usually their appearance is not only very small (e.g., less than 10 pixels)
but also very similar to the appearance of shadows as seen in Fig. 2.4.
Zhu et al. [Zhu14] extract Multi-Scale Intrinsic Motion Structure (MIMS)
features from walking persons’ motion patterns. These features contain
location, velocity, and motion trajectory and are integrated into an Ada-
Boost classification algorithm. Xiao et al. [Xia08] use HOG features and
view-pose-based SVM classifiers to classify persons after Regions of Inter-
est (ROIs) have been extracted with difference images and graph cuts. Oreifej
et al. [Ore10] aim to identify persons and initially detect them with a slid-
ing window approach using HOG features and an SVM classifier. Precise
segmentation is achieved with joint foreground background kernel density
estimation. Iwashita et al. [Iwa10] detect persons only by their shadows.
Obviously, shadow based approaches are applicable only if good lighting
and weather conditions are given. After background subtraction, shadow
silhouette normalization is performed using metadata such as time, sun
position, and camera position. Shadow features are calculated and analyzed.
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persons
Figure 2.4: Appearance of persons in top view aerial videos.
Finally, Reilly et al. [Rei10b] use gradients, geometric constraints (metadata),
and the object shadow relationship for initial detections. In order to verify
these detections as humans, Haar features are calculated and used for SVM
classification with a Radial Basis Function (RBF) kernel.
2.4 Multiple Object Tracking
Object tracking is the process of using sensor measurements to determine
the location of one or more objects over time [Mag11]. It is an essential re-
quirement for surveillance systems to interpret the environment [Bla99].
Sensor measurements in the context of this thesis are the resulting bounding
boxes of object detection and segmentation. Besides the location, further
object characteristics such as path, positions, velocity, and other features
can result from object tracking [Cha11]. Furthermore, temporally and spa-
tially stable tracks confirm object detection and segmentation results, while
the rejection of instable tracks can reduce the number of FP or FN detec-
tions [Mag11]. A good survey of different tracking approaches is provided by
Yilmaz et al. [Yil06] and a more recent survey together with a comprehensive
experimental study is given by Smeulders et al. [Sme13]. In addition to video
surveillance, robot vision [Che12b] and driver assistance [Sun06] are impor-
tant fields of research and application for multiple object tracking with a
moving camera. The typical components of object tracking are (1) object
representation such as point, bounding box, ellipse, contour, or silhouette,
(2) tracking features such as color, edges, optical flow, or texture, (3) object
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detection based on approaches discussed in the previous section, and (4) an
object tracking algorithm such as point tracking, kernel tracking, or silhou-
ette tracking [Yil06]. After the association, optimal filter methods such as
Kalman filter [Kal60] or particle filter [Kit87] are usually applied to update
the tracks with the associated detections. One big challenge in tracking mul-
tiple and extended objects is the association of multiple, potentially split or
merged detections to multiple already existing tracks [Cha11]. A detection
is split if there is more than one detection for one object and, vice versa,
a detection is merged if there is more than one object for one detection.
Tracking of extended objects represented by bounding boxes or silhouettes
can be further improved by additional split and merge handling [Kum06].
The complexity of tracking algorithms depends on the complexity of the
processed data. If for example less than about 10–20 objects are visible and
only few split and merge situations occur, rather simple tracking approaches
can be used. One simple but effective and fast approach is to assign tracked
and clustered KLT features to detected motion blobs [Cao11a]. This way,
motion (KLT features) and spatial (blobs) information is fused. If motion
areas are considered as local features per se, they can be tracked using KLT
feature tracking [Sha05b, Xia08].
If point tracking is desired, extended objects can be converted to a point-
like representation [Jon05]. The position of the object center or centroid in
combination with object velocity are commonly used features for point track-
ing [Per06b, Sia12a, Sal13]. In extended object tracking, vehicles are usually
represented by bounding boxes [Li09a, Wu10, Cao11b], ellipses [Wu09], or
blobs [Ibr10]. Contour tracking is less popular since vehicles are rigid objects
and rectangles usually represent vehicle shape in top view images well.
Depending on the scene complexity, the association problem for point-
like representation can be solved by simple nearest neighbor [Per06b], graph
matching [Sha05a], Multiple Hypothesis Tracking (MHT) [Sal13], or Joint
Probabilistic Data Association Filter (JPDAF) [Kan05, Wu09], if multiple
point representations are possible for a single object. For extended objects,
the association problem can be solved by checking the overlap of bounding
boxes [Sia12a]. In the literature, this criterion is also known as Intersection
over Union (IoU) or Jaccard index (JI) [Gri13]. Further approaches to solve
the association problem for extended objects include feature based object
re-identification between two time steps using similarity measures, or graph
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matching. While blob appearance similarity can be checked with graph
cuts [Xia08], color and spatial similarity is evaluated by Yao et al. [Yao08]
and Cao et al. [Cao11b]. Ibrahim et al. [Ibr10] take blob centroid, area,
orientation, eccentricity, and color composition as object representation
and similarity measures for these blob features in order to associate cur-
rent detections to existing tracks. Mundhenk et al. [Mun12] propose to
use spatial entropy and color features represented by a Generalized Linear
Model (GLM) [Nel72] to associate detections to tracks with Kullback-Leibler
divergence (KL) [Kul51]. Xiao et al. [Xia10] model color, appearance, spa-
tial, and shape features in a graph framework and associate detections
with tracks by joint probabilistic relation graph matching [Zas08]. Prokaj
et al. [Pro11] use blob position and appearance to generate tracklets which
are combined to multiple object tracks. This approach is extended in a later
article [Pro14] by a regression tracking algorithm that is used to learn the
object appearance simultaneously to the detection based tracking algorithm.
Pollard et al. [Pol12] combine kinematic information (position, velocity) and
appearance (shape, pattern).
Handling of occlusions or split and merged detections can be achieved by
template based normalized cross correlation [Sia12a], object fingerprinting
and re-identification [Guo05, Ali07, Mun12], or modeling bipartite graphs
[Yao08, Rei10a, Sal13] and solving them with Hungarian algorithm [Kuh55].
Bipartite graphs are suitable especially for complex scenarios in wide area
surveillance with several hundreds of objects. Association probabilities
are propagated over time and decisions are made at a specific time step
with maximum a posteriori probability (MAP) estimation. Usually, con-
straints reduce the complexity of such decisions to distinct one-to-one
decisions [Yao08, Rei10a]. Furthermore, road constraints and driver be-
havior constraints can be used including road orientation and object con-
text [Rei10a], motion patterns [Pro12], object-to-object distance and traffic
flow distributions [Xia10], or the tendency of drivers to follow each other
and to avoid lane changes [Sal13].
After the association problem is solved, the tracks can be updated using
tracking algorithms such as Kalman filter [Per06b, Sia12a] or particle filter
in case of point-like representation and mean shift [Li09a, Zhu10, She13b]
or Expectation Maximization (EM) algorithm solving a MAP estimation for
object representations with motion, appearance, and shape [Kum01] for
32 2 Related Work
extended objects. Yao et al. [Yao08] use the Kalman filter to predict the
motion of occluded objects with no detection.
An approach that significantly deviates from the previously mentioned
ones is TBD [Yu09]. Moving local features coming from optical flow are
tracked for a long time to calculate motion flow represented by 4D vectors
consisting of point position and velocity. Tensor voting [Tan01] is performed
as local, nonparametric estimation of the geometric structure at each sample
position. Finally, motion patterns are segmented in this 4D space using a
flood fill algorithm. Pelapur et al. [Pel12] introduce a Likelihood of Features
Tracking (LoFT) system for single object tracking. Likelihood maps are
calculated with a sliding window using histogram and correlation features.
A weighted sum Bayesian fusion is used to implement a TBD scheme.
Further topics in tracking which will not be discussed here are track link-




The overall concept of the developed processing chain is visualized in Fig. 3.1.
It consists of three modules, implementing independent motion detection,
object detection and segmentation, and multiple object tracking. Rounded
rectangles denote data types and straight rectangles represent algorithms.
Each module has its specific color that will be used in all subsequent visual-
izations of concepts (Fig. 3.1 upper row) or image examples with bounding
boxes (Fig. 3.1 lower row) in this thesis. Furthermore, each module with its
concepts and algorithms will be described in detail in the following chapters
of this thesis.
Image sequences are the input data of the processing chain. These se-
quences are coming from one visual-optical camera in top view that pro-
duces 25 gray-value images per second. The typical UAV flight altitude is
approximately 400 m and the Ground Sampling Distance (GSD) is about 0.3
meters per pixel. GSD is the size of an area in the scene that is mapped to
one pixel in the image and is given by meters per pixel. This means, that a
standard car covers only about 15×6 pixels in the image. Usually, there are
no more than 30 moving objects per image. Independent motion detection
is used to compensate the image sequence for camera motion and to gener-
ate motion clusters as initial object hypotheses. Pixels that exhibit motion
inconsistent with that of camera are visualized in yellow vectors and cyan
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Figure 3.1: The overall concept of the processing chain.
bounding boxes depict motion clusters which are the result of clustering
vectors with similar position and motion. The calculation of these motion
clusters is fast but can be imprecise since split and merged detections are
likely to occur. Object detection and segmentation is introduced to find
object boundaries and to handle split and merged detections.Three different
novel methods for object detection and segmentation that exploit object
contour and shape features are presented and discussed. These approaches
range from simple edge pixel clustering to rather complex object detection
technique using machine learning. Figure 3.2 shows the difference between
the two mentioned methods. The red bounding boxes represent the result-




















with a trained classifier, object segmentation algorithms usually avoid mak-
ing assumptions about object appearance. Instead, clustering of pixels with
similar gray-value or prominent gradients is applied as well as simple thresh-
olding of object blob features such as size or eccentricity. Therefore, the
classifier only detects objects fitting to its appearance model. Additionally,
object detection with machine learning can be applied to reject FP detec-
tions coming from parallax effects or to determine the object class such as
vehicle, motorcycle, or person. Since the classifier in Fig. 3.2 (c) is trained
for vehicles only, bicycles or motorcycles are not detected although their
motion has been detected and clustered. Finally, multiple object tracking is
used in order to take advantage of the temporal context between consecu-
tive images. Split and merged detections can be avoided by fusing motion
vectors (green and yellow dots in Fig. 3.1) and tracks (green boxes in Fig. 3.1).
This kind of concept is not new for moving object detection and track-
ing. Other authors have also pooled similar tasks in well-isolated mod-
ules [Kum01, Ali06, Lin09, Ibr10, Mun12, Pel12, Shi12]. However, there are
two significant differences between most of the cited concepts and the
proposed one:
1. Nearly all authors use difference images in order to detect motion.
This method works well for wide area surveillance data with high
UAV altitude and low frame rate such as 1 Hz, where the same ground
area is surveilled for at least several seconds and object motion is
fast enough to produce prominent motion blobs in the difference
image. For lower altitude UAVs with higher camera frame rate such
as 25 Hz, this may not be an appropriate approach since each lo-
cal area is surveilled for only a few seconds or less and slow object
motion might not be prominent enough to be detected [Teu14a]. Fur-
thermore, due to parallax effects and misalignment during image
registration, distinguishing between motion and noise in the differ-
ence image becomes even more difficult [Sia12b]. While object de-
tection in difference images and subsequent tracking is a typical ex-
ample for a DBT algorithm, motion clustering as proposed by a few
authors [Cao11a, Luo12, Sia12b] and the author of this thesis is a TBD
approach. The yellow motion vectors in Fig. 3.1 are the result of short
time tracking of local image features such as corners [Shi94]. Tracking
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Figure 3.2: Difference between object segmentation and detection. Since
object detection uses an appearance model trained for vehicles only, bicycles
or motorcycles are ignored.
of those features starts simultaneously or even before the related mov-
ing object is detected. Compared to using difference images, a TBD
approach (1) produces less noise, and (2) delivers additional informa-
tion such as object’s orientation and motion. The main disadvantage
is the increased processing time. Since all objects in the scene are to be
detected, a very large number of motion vectors has to be calculated to
ensure that there are enough vectors for each object. This is possible
for low altitude UAV data as usually no more than 30 moving objects
are visible at the same time. For wide area surveillance with hundreds
or thousands of objects per image, this can be very time-consuming.
However, parallax effects are still a problem for both difference images
and TBD. The presented processing chain in this thesis is built on this
TBD approach and utilizes certain properties of the motion vectors.
2. Moving object detection in aerial videos is a difficult task due to the
small object size, strongly varying object velocities, and potentially
dense traffic. Independent motion detection is usually not sufficient
to reliably detect moving objects and avoid missed, split, and merged
detections at the same time. A common solution to this problem is
multiple object tracking. Point tracking of blob centroids coming from





difference images [Per06b, Rei10a, Sal13] can have good performance
in general but bad detection performance cannot be fully compen-
sated by tracking. Another way to solve the problem is clustering of
motion vectors [Cao11a, Sia12a, Sia12b] to introduce a spatial object
representation such as bounding boxes before tracking. As seen in the
example image for independent motion detection in Fig. 3.1, this does
not work in dense traffic due to merged detections for objects driving
one behind the other. Thus, additional object detection and segmen-
tation algorithms are introduced in this thesis to determine a more
reliable spatial object representation. Some authors propose to use
machine learning to verify motion clusters [Xia08, Lin09, Lia12, Shi12].
However, the fusion of motion clusters and the sliding window algo-
rithm as proposed in this thesis is a novel approach.
The order of the modules in the processing chain is not fixed. Especially
in the module providing object detection and segmentation, submodules
can be skipped, permuted, applied sequentially, or even combined by using
the sliding window approach. Object classification after object tracking is
possible, too, but does make sense only if (1) a model is trained for each
specific object for advanced tracking using online learning [Gra08, Bab11] or
persistent tracking [Pel12, Pro14], or (2) if objects change their appearance
during motion such as walking pedestrians [Vio05]. In this thesis, advanced
tracking is not considered and mainly rigid objects such as vehicles are
observed in top camera view.
Just as in most implementations described in the reviewed literature, the
data flow of the proposed processing chain is unidirectional. Few authors
use feedback of information to update parameters of background learn-
ing [Xia08], update classification parameters [Shi12], or support track man-
agement in multiple object tracking [Pel12]. Feedback between modules is
not considered here but can help to reduce the search space for independent






Independent motion detection is used to detect image regions that move
independently of the camera. These regions usually represent moving ob-
jects such as vehicles or persons. Parallax effects or inaccuracies in image
registration can be detected as independent motion as well. However, they
originate from the stationary background and are thus considered as noise
or FP detections. In order to detect independent motion, it is crucial to com-
pensate the image sequence for camera motion first. In the context of this
thesis, this is done by using the images of the video sequence only and with-
out additional meta-information such as camera calibration parameters,
Digital Elevation Models (DEMs), or UAV flight parameters. This chapter
will be kept short since the module has not been developed by the author
of this thesis. Hence, the performance of independent motion detection is
evaluated with respect to object detection accuracy only and the precision
of image registration is neglected. The remainder of this chapter is mainly
based on the work of Krüger et al. [Kru99, Mül07, Hei08, Teu11b, Teu12a].
4.1 Concept
The structure of the independent motion detection module is shown in
Fig. 4.1. Local image features also referred to as keypoints or local interest
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Figure 4.1: Concept of independent motion detection and clustering.
points [Mik05, Hei12, Bek13] are detected and tracked. These local features
are used to estimate the frame-to-frame homographies and the respective
camera motion. Local features which do not fit to the homography are
assumed to be part of moving objects. Since these features have been tracked
for a few frames, they can be represented not only by their positions but
by motion vectors. Similar motion vectors are grouped to motion clusters.
As its output, the independent motion detection module delivers a set of
motion vectors and motion clusters.
4.2 Approach
The image sequence is compensated for camera motion by the application
of image registration [Zit03]. Förstner-Harris corners [För87, Har88] are
detected with sub-pixel accuracy and tracked over time [Shi94]. A corner is
defined by an image position with two dominant and different edge direc-
tions in a local neighborhood. Two large eigenvalues of the structure tensor
indicate the existence of a corner [Bla10]. In order to track corners, each
corner has to be retrieved in the subsequent images. Therefore, gradient de-
scent is applied in a local search area [Shi94] in contrast to feature matching
using descriptors such as SIFT or SURF [Rei10a]. This is possible since the
displacement of a corner between two consecutive images is typically not
larger than a few pixels in UAV videos with high frame rate. Corresponding
corners between subsequent images are used to estimate homographies
as global image transformations to register images [Har04]. Therefore, a
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projective transformation with eight parameters is estimated using the cor-
responding corners between subsequent images. Outlier correspondences
are removed by applying RANSAC [Fis81] with subsequent refinement. Us-
ing homographies is possible since the depth differences in the evaluated
scenes are small compared to the distance of the observing camera and the
scene can therefore be approximated well with a ground plane. For higher
precision of image registration and to avoid the assumption of a planar
ground, plane and parallax decompositions with multiple-view geometric
constraints [Har04, Kan05, Yua07] can be used. After compensation for cam-
era motion, velocities relative to the static background of the observed scene
are detected for each corner track. Relative velocities exceeding a certain
threshold are assumed to originate from moving objects and are considered
as independent motion vectors. The final step of independent motion detec-
tion is to group these motion vectors. Single-linkage clustering is performed
based on position and velocity of the motion vectors. The choice of distance
thresholds is based on the known GSD and the expected size of objects. This
approach does not require camera calibration and is largely independent of
object appearance.
For the evaluated UAV video data with medium UAV altitude and high
frame rate of 25 Hz, motion vector clustering is a better choice than back-
ground learning [Sta99, Rei10a] or difference images [Xia10, Sal13]. Fig-
ure 4.2 shows the comparison of motion vector clustering (a) and difference
images (b-d). Three options of difference images are considered: 2-frame
difference with a small gap of three images (b) and a large gap of six images
(c) as well as 3-frame difference (d). Therefore, the images It−3 and It−6
at time t − 3 and t − 6 are registered to It and warped. Areas outside of
the common overlap area of the warped images are visualized in red color.
Bright vehicles with high contrast to the background produce prominent
blobs in the difference image (b). These blobs are even stronger if the time
gap between the two images is increased (c). Concurrently, noise in the
difference image coming from parallax effects and registration mistakes
becomes stronger as well. In such difference images, it is difficult to distin-
guish between noise and moving objects with low velocity or weak contrast.
So, further processing is necessary in order to suppress parallax effects and
inaccurate image registration [Rei10a]. However, there is another source
of noise in this example that cannot be suppressed: the parked vehicles in
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(c) 2-frame difference (d) 3-frame difference







Figure 4.2: Comparison of motion vector clustering and difference images.
While motion clustering detects all moving objects (yellow vectors), parallax
effects and sun reflections cause strong noise in the difference images. The
offset between the frames is visualized in red color.
the upper left image corner produce blobs of similar brightness as some
moving vehicles. The reason is that sun reflections in the car windows cause
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wide variations of the pixel intensity between two images. Since these local
brightness changes belong to the stationary background and, hence, are
not moving, no independent motion vectors appear. By contrast, motion
vector clustering detects all moving vehicles and motorcycles correctly (a).
As already mentioned, object detection in difference images is a DBT ap-
proach while motion vector clustering is TBD. For a moving camera, the
entire scene seems to be in motion. After compensation for camera motion,
noise can occur in the difference image due to parallax effects or inaccurate
image registration as seen in Fig. 4.2. As the noise level increases, indepen-
dent motion detection becomes more and more challenging. This is the
motivation to use TBD in in the context of this thesis in order to detect small
moving objects despite of potentially inaccurate image registration. One
drawback of motion vector clustering is the necessity to perform short-term
tracking of corners. Each corner has to be tracked for a certain amount of
time such as 5 subsequent images. Then it is considered to be stable and
used for clustering. This leads to a short delay of about 0.2 seconds for object
detection. However, additional information such as motion magnitude and
direction can be used in further processing steps.
Figure 4.3 shows example images for the estimation of camera motion
as well as independent motion detection and clustering. Each red vector
in Fig. 4.3 (b) visualizes the displacement of one detected and tracked cor-
ner between two consecutive images. The red dots in Fig. 4.3 (c) depict
stationary corners used for homography estimation while independent mo-
tion vectors are visualized in yellow color and scaled by factor 5 for better
visibility. Motion vector clustering is visualized in cyan bounding boxes in
Fig. 4.3 (d). The clustering algorithm based on motion direction, motion
magnitude, and motion vector distances works well here since nearly all
moving objects have an adequate distance between each other or significant
relative velocities. In total, there are 6,934 tracked corners. From these tracks,
283 are correctly classified as coming from moving objects. Tracked corners
at parking vehicles are correctly classified as part of the static background.
The histogram in Fig. 4.4 (b) shows the distribution for the magnitudes of
the relative velocities estimated for the 283 motion vectors in Fig. 4.4 (a).
The measuring unit of the velocities is pixels per frame. It can be seen that
independent motion detection is able to reliably estimate and classify sub-
pixel relative motion. The mean object velocity is approximately 1.4 pixels
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Figure 4.3: Examples for independent motion detection and clustering.
Stationary corners are visualized in red color and motion vectors moving
independently of the camera motion are displayed in yellow. Motion clusters
are depicted as cyan boxes.
per frame. For a GSD of 0.345 meters per pixel and a frame rate of 25 Hz,
this corresponds to a mean velocity of approximately 43 kilometers per hour.
For urban traffic this is a plausible value.
(a) original image (b) camera motion estimation
(d) motion vector clustering(c) independent motion detection
4.2 Approach 45
Figure 4.4: Distribution of motion vector magnitudes (velocities relative to
camera motion) for an example image in pixels per frame.
Current state-of-the-art approaches stop here [Luo12, Sia12a] since object
detection is sufficiently solved for videos with low traffic such as in the
VIVID scene. However, motion vector clustering can lead to a large number
of merged and split detections for more challenging scenes with dense traffic
as seen in Fig. 4.5. The GT objects in this scene are shown in Fig. 4.5 (a),
while Fig. 4.5 (b) depicts the result of motion clustering. Merged detections
appear for vehicles driving with the same velocity in the same direction
closely one behind the other. Split detections can occur for example for
long vehicles such as trucks or buses since there is a large distance with no
image texture between the corners found in the front and in the back of the
vehicle. In Chapter 5, solutions are presented to improve the performance
of object detection by object segmentation and machine learning. Object
detection by motion vector clustering as described in this chapter is the
baseline algorithm for the evaluation of the proposed algorithms presented
in Chapter 7.
(b) histogram of relative velocities
magnitude of relative velocities [pixels per frame]
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Figure 4.5: The main problems of independent motion detection and clus-
tering are merged and split detections for objects moving one behind the
other or overtaking each other.








As already mentioned, independent motion detection and clustering is not
sufficient to reliably detect and segment moving objects that drive on busy
streets in aerial videos. While some authors try to solve this problem by
transferring it to multiple object tracking [Per06b, Sia12b, Sal13], the author
of this thesis proposes to improve detection before tracking by introducing a
separate object detection and segmentation module. The main motivation
is that not all problems of object detection can be solved by object tracking.
Missing, merged, or split detections can decrease the tracking performance
and, usually, tracking performance increases with a better detection perfor-
mance. The aim is to handle merged, split, partial, and FP detections by the
implementation of separate object detection and segmentation algorithms.
Multiple objects in one motion cluster are separated while single objects
with multiple split detections are fused. Motion clusters are considered
initial object segmentation hypotheses and define the search space. Appear-
ance features such as edges are analyzed. Before object detection and seg-
mentation is applied, the motion clusters are extended in motion direction
in order to handle split and partial detections. The content of this chapter is
mainly based on the work of Teutsch and Krüger [Teu12b, Teu12a, Teu14a].
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5.1 Motivation
Why do we need to develop new approaches for object detection and seg-
mentation for the UAV video data analyzed in this thesis? Why are existing
methods not sufficient? The main reason is the image quality. Due to the
large distance between the camera and the observed objects and due to
variable illumination, several challenges have to be faced such as weak
contrast, blurry object edges, image noise, or compression artifacts. When
considering an average object size of only 10×20 pixels in the image, such de-
terioration in the image quality is even more significant. Many approaches
for detection and segmentation exist in the literature, but only few of them
are applicable to the analyzed video data. In order to illustrate the challeng-
ing task of contour detection and segmentation, two state-of-the-art image
segmentation methods have been applied to an example motion cluster
as seen in Fig. 5.1. Three vehicles are driving one behind the other and,
hence, are grouped in a merged detection. The size of the motion cluster
is 15×100 pixels. Next to the original image the manually labeled GT and
the result of the proposed local sliding window approach are depicted. The
two state-of-the-art approaches for image segmentation are global Probabil-
ity of boundary (gPb) [Arb11] and Simple Linear Iterative Clustering (SLIC)
superpixels [Ach12]. gPb detects contours by calculating multi-scale local
cues of difference in local image brightness, color, and texture channels for
different orientations followed by spectral clustering. Segmentation is per-
formed by Oriented Watershed Transform (OWT) and Ultrametric Contour
Map (UCM) [Arb06]. k is a scale parameter that can be used to set a prefer-
ence for component size. Superpixel segmentation partitions an image into
a set of equally sized, non-overlapping and homogeneous regions called su-
perpixels. The segmentation of the image is guided by a similarity measure
by which the pixels are grouped [Sch14]. One of the most important prop-
erties is that superpixels should adhere well to image boundaries [Arb11].
SLIC superpixels is one of the most popular approaches. SP is the desired
number of superpixels in the image, but the actual number may be lower as
seen in Fig. 5.1.
Superpixels have already been used successfully for vehicle segmentation
in aerial images with color information [Sah11, Meu13]. However, none
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global Pb [Arb11] SLIC superpixels [Ach12]




Figure 5.1: Motivation for object detection and segmentation. Neither gPb
nor superpixels achieve a sufficient result for object segmentation.
of the two methods is able to capture the boundaries of all three objects
well. There are cuts through the objects and object areas are merged with
the background. In the example image, this happens since parts of the
object contour are blurry either due to direct sunlight for bright objects
or due to shadows for dark objects. Other well-known methods such as
watershed segmentation [Roe00] or graph cuts [Boy01] have to deal with the
same problems. Especially for the uppermost object in Fig. 5.1, it is nearly
impossible even for a human to separate the object from the shadow. In
general, shadows or curbs can have even more prominent edges than the
objects. However, shadow handling or removal [Tsa06, Chu09, Guo13, Li14,
Son14] is very difficult since (1) shading varies severely during the day, (2)
each object casts a shadow of different shape, (3) reliable shadow detection
is nearly impossible in gray-value images but necessary for removal, and (4)
the appearances of dark objects and shadows are very similar.
Among the few methods that are able to handle the mentioned problems
are edge based approaches such as parallelogram detection with Hough
transform [Tan06] or Canny edge detection [Che12c], blob based approaches
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such as Maximally Stable Extremal Regions (MSER) [Mat02] or the tophat
transform [Zhe13], and machine learning approaches such as sliding win-
dow [Gas11, Tür13]. The proposed method presented in Section 5.4.3 is a
modified version of the sliding window approach.
5.2 Concept






























Figure 5.2: The concept of object detection and segmentation.
As seen in Fig. 5.2, the concept of independent motion detection and cluster-
ing module (indicated with yellow color on the scheme) has been extended
by a new layer for object detection and segmentation (depicted in red color).
Inside this layer there are three main modules: image stacking, detection
and segmentation algorithm, and outlier and duplicate removal. Image
stacking is an optional pre-processing step to improve the motion clusters
coming from independent motion detection by a deeper analysis of the
motion vectors. The resulting motion ROIs are analyzed with three differ-
ent detection and segmentation algorithms in order to handle merged and
split detections. Since each object can have multiple detections after these
processing steps, duplicate detections have to be discovered and removed.
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Furthermore, detections at stationary objects inside the motion ROIs are
considered as outlier detections and are rejected, too.
5.3 Image Stacking
Object segmentation aims at determining object boundaries in the image.
Therefore, pixels with large gradient magnitudes can be used. However,
there are three effects that can change the object appearance and decrease
the segmentation performance by either inaccurate object boundaries or
even producing FP or FN detections: (1) partial occlusions by trees, power
supply lines, or buildings, (2) stationary objects close to the observed object
such as parked vehicles or buildings, and (3) street textures such as cobble-
stones or road markings. In order to suppress these effects, image stacking
is introduced to mask and blur the stationary background around a moving
object. Several motion ROIs of the same object in several subsequent images
are registered and aligned using motion vectors. Each aligned motion ROI
is a layer of the image stack. By calculating the pixelwise mean or median
pixel value, the stationary background and even other moving objects with
a non-zero relative velocity compared to the observed object are blurred.
The gradient magnitudes at blurred image areas decrease and the observed
object becomes more prominent for the segmentation algorithm. At the
same time the focused object must be well-registered to avoid blurring of its
own appearance. This idea is not entirely new since image stacking is also
applied for temporal median filtering [Kle94, Mül10], moving object detec-
tion using background models [Mig05, Rei10a], or superresolution of small
moving objects [Let08, van10]. However, to the author’s best knowledge,
so far there is no published approach where image stacking is proposed to
improve moving object segmentation with a moving camera.
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Figure 5.3: Motivation for image stacking. The left part of each image shows
the zoomed original area around the red cross rotated upright and the right
part shows the stacked image.
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Tracked moving corners (motion vectors) are used to generate an image
stack as seen in Fig. 5.3. The red cross is a moving corner that is tracked for
250 consecutive images. The image region (stack region) used for stacking
is specified by the motion direction and predetermined values for width
and length of the stack area. This stack region is zoomed and visualized
without stacking in the left and with stacking in the right area of each image.
The center of the stack region is fixed by the position of the moving corner
(red cross). After that, the stack region, which is oriented in the motion
vector direction in the original image, is rotated upright and added to the
stack. Visualized in Fig. 5.3 is the pixelwise mean image of the whole stack.
For a pixel position (x,y) in the stack S and in each aligned image Ih with






H is the total number of stack regions added to the image stack and is
called the stack height. Since the motion direction of single motion vectors
fluctuates slightly, the direction of each motion vector can be smoothed by
using the direction of the related motion cluster. This is important to avoid
blurring of the edges of the observed object. After 28 images the stationary
background is fully masked while the overtaking vehicle disappears later
after 58 images due to its smaller velocity compared to the observed object.
Parked vehicles or buildings can be very close to the observed object as seen
in image 28, but image stacking successfully masks the building and thus
facilitates the segmentation of the object.
The implementation of image stacking in a fast and efficient way is not
easy. In a feasibility study [Teu12b], it was demonstrated that generating a
stack for each motion vector in the image can lead to hundreds of detec-
tions per object, but adequate duplicate removal of sufficiently overlapping
bounding boxes improves the performance of object segmentation with
respect to detection rate and precision. However, this method is highly
ineffective with respect to processing time and needs to be improved for
implementation. Therefore, the concept depicted in Fig. 5.4 is proposed.
The main difference between the feasibility study and the concept is the in-
troduction of master vectors as representatives for clusters of motion vectors.























Figure 5.4: The concept of the image stacking module.
Each master vector is a virtual motion vector and owns exactly one image
stack. Thus, the total number of image stacks decreases from several hun-
dred to less than 50. The master vector lies in the center of its image stack.
New image stacks are initialized either by using motion vectors or detections.
New motion vectors are associated to existing stacks based on position and
motion. Image stacks are updated by adding the corresponding image area
of the current image to the stack. Finally, image stacks are associated with
motion clusters and replace them for the application of the object detection
and segmentation algorithms. The result is called motion ROIs and replaces
the motion clusters to provide better image information for object detection
and segmentation.
5.3.1 Image Stack Initialization
In order to initialize an image stack, one has to detect a cluster of similar
motion vectors. This cluster can be different from the motion clusters which
are the result of independent motion detection and clustering. The reason is
that moving objects driving with a small relative velocity close to each other
may be clustered together in the same motion cluster while image stacking
aims at initializing at least one stack per object. Only in this way it is possible
to benefit from the blurring effect since the first object is assumed to be
focused and sharp in the first stack while the second object gets blurred
over time due to its velocity difference and, vice versa, the second object
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Figure 5.5: Image stacks for two vehicles with small relative velocity of about
10 km/h (about 0.4 pixels per frame). The first vehicle is sharp and the sec-
ond is blurred in the first stack while the first vehicle is blurred and the sec-
ond is sharp in the second stack.
stays sharp in the second stack while the first object is blurred. If only one
stack is initialized for two objects, the blurred object may be missed by the
detection and segmentation algorithm. This effect is visualized in Fig. 5.5
with two vehicles overtaking each other. Each master vector is visualized
with a colored cross and has between 3 and 50 related motion vectors. These
related motion vectors are represented by dots in the same color as their
master vector. The blue master vector is not in the center of its cluster since
it was initialized while both objects were merged in one large bounding
box. In contrast, the magenta master vector was initialized later when both
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objects were detected separately. After one second or 25 stacked images, the
pixelwise mean image shows that usually only one object stays sharp per
stack. Two strategies have been implemented for image stack initialization:
1. The results of object detection and segmentation are called detections.
These detections are assumed to have a higher detection rate com-
pared to the motion clusters. By using them as feedback information
to initialize stacks, the ratio of stacks to objects is close to 1 which
is most efficient. Even for merged detections there will be separate
image stacks, if each single object has been correctly detected at least
once. Immediately after that, the individual stacks are initialized. This
is the case in Fig. 5.5. The blue master vector is not in the center of
its cluster as it was initialized while both objects were merged in one
large bounding box. The magenta master vector was initialized later
when both objects were detected separately for at least one time step.
In order to avoid any information loss, the blue master vector is kept
and not reinitialized. However, objects that cannot be detected and
segmented separately at all end up in a common image stack. In such
a case, the blurring effect is assumed to be weak for each object and
detection performance is similar to using no image stacks.
2. A weak detection performance can lead to the initialization of image
stacks for merged detections. In this way, image stacking may even
decrease the overall detection performance. In order to use the mo-
tion vectors and motion clusters instead of the detections, k-means
clustering [Har75, Bra00] is introduced. k is the number of clusters
after clustering and can be chosen based on the known standard vehi-
cle size and the size of the related motion cluster. Then, the motion
vectors are grouped using position and motion. This approach is less
efficient since usually more stacks than objects are initialized and the
calculation of k-means is time-consuming.
Both approaches will be evaluated in Chapter 7.
5.3.2 Association of Motion Vectors to Image Stacks
Due to occlusions or varying object appearance, existing motion vectors
can disappear and new motion vectors can appear at any time in the image
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sequence. A master vector is deleted if it loses all related motion vectors.
While each master vector can have many related motion vectors, each mo-
tion vector can be related to only one master vector. A new motion vector is
associated to a master vector by applying a k-NN algorithm [Eve11]. k-NN
is a voting algorithm searching for the k nearest motion vectors in the image
area around the new motion vector. Each neighbor votes for its master
vector and the new motion vector is associated to the master vector with the
most votes. The search space can be significantly reduced by only consider-
ing motion vectors in the same motion cluster. A typical value for k is 3. This
process is shown in Fig. 5.6. Each master vector (image stack) is visualized
with a cross in a different color. The associated motion vectors are displayed
as dots in the same color as their related master vectors. After k-NN using
the motion vectors and clusters, the new motion vectors are associated to
master vectors.
5.3.3 Image Stack Update
With each new incoming image, image stacks are updated in two steps: (1)
the position of the master vector is updated and (2) the current stack area is
added as a new layer to the image stack. Since the master vector is a virtual
motion vector, its position and orientation can only be updated by its related
motion vectors. Each related motion vector stores its relative position and
orientation to the master vector right after it has been associated. This way,
it can suggest a position and orientation of its related master vector in the
current image. The final master vector position and orientation is deter-
mined by calculating the median of all suggested positions and orientations.
Hence, even few incorrectly tracked related motion vectors will not affect
the final master vector.
The stack area surrounding the updated master vector is rotated in upright
position and added to the image stack as depicted in Fig. 5.7. There are two
considered strategies to arrange the image stack:
1. Accumulation image: One image with the size of the rotated stack
area is initialized. Each pixel value is zero. In order to append a
new stack area, it is rotated in upright position and each pixel value
of the rotated stack area is added to the accumulation image. The
58 5 Object Detection and Segmentation
Figure 5.6: Association of new motion vectors to master vectors (colored
crosses). Associated motion vectors are visualized as dots in the color of its
master vector.
stack height is stored by incrementing a counter variable with each
appended stack area. The accumulation image is a very efficient way
to arrange the image stack since only one image has to be kept in the
memory and new layers are simply added to this image. The motion
ROI can be calculated very fast by dividing each pixel by the stack
height. This is the mean pixel value of all stack areas appended to
the stack just as described by Eq. 5.1. The main disadvantage of this
approach is that a slightly varying object appearance due to changes
in the camera angle or UAV altitude will strongly affect the resulting
motion ROI by blurring the observed object.
master vectors and related
motion vectors before
association of new vectors
master vectors and related
motion vectors after
association of new vectorsmotion vectors & clusters
new associated
motion vectors















Figure 5.7: Image stack update and stack arrangement either as accumula-
tion image or circular buffer.
2. Circular buffer: In order to avoid this self-blurring effect, old stack
areas can be replaced after a certain time and, hence, the stack can
be arranged as a circular buffer. The size of the circular buffer directly
corresponds to the stack height. It is fixed and determined a priori. In
this way, the maximum number of stack areas in the stack is limited.
New stack areas are added to the buffer and as soon as the buffer is
full, the oldest stack area is replaced by the new one. The motion
ROI is calculated either by the pixelwise mean or median pixel value
of all stack areas. This is much more time-consuming than the first
approach with the accumulation image. Figure 5.7 shows a circular
buffer with stack height H = 5 and where the stack area at position
4 is replaced. The standard buffer size used in this thesis is H = 50
since all stationary objects and most objects moving relative to the
observed object disappear in the motion ROI.
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The comparison and evaluation of both approaches will be presented in
Chapter 7. An image stack is initialized as soon as the master vector is initial-
ized. Hence, a region of the stack area can be outside of the image borders.
In order to add the whole area to the stack but minimize the influence of the
outer region for the calculation of motion ROIs, the pixels in these regions
are set to the mean of the gray-value range. In the context of this thesis, this
value is 127.
5.3.4 Replacement of Motion Clusters by Image Stacks
The replacement of motion clusters by motion ROIs that are provided by
image stacking is optional. Motion ROIs are used, if suitable stacks are
available, and motion clusters are used otherwise. A suitable image stack
has to fulfil the following four criteria:
1. The velocity and the direction of the master vector have to be close to
the velocity and the direction of the motion cluster.
2. The extended motion cluster has to be fully inside the stack area.
3. The master vector has to be inside the motion cluster.
4. The stack height has to exceed a minimum threshold Hmin.
This process of finding suitable image stacks is shown in Fig. 5.8. Image
stacks shall be found for the lower motion cluster (cyan rectangle). The
extended motion cluster is visualized with a dashed cyan rectangle. There
are two vehicles inside the motion cluster and for each vehicle an image
stack has been initialized (shown in magenta and blue color). For both stacks
all four criteria are fulfilled, so two suitable image stacks have been found.
These image stacks replace the original motion cluster by replacing the
original image with the stacked image. This stacked image can be calculated
using the pixelwise mean of all images in the accumulation image or all
images in the circular buffer as described in Eq. 5.1 or the pixelwise median




5.3 Image Stacking 61
Figure 5.8: Replacement of motion clusters by image stacks (motion ROIs).
Two suitable image stacks are found for the extended motion cluster (dashed
cyan recangle) and replace the original image of the motion cluster.
where S is the stacked image and Ih the h-th original image in the stack at
pixel position (x,y). H is the size of the circular buffer with h ∈ {1, . . . ,H }.
5.3.5 Discussion
Image stacking is introduced to improve the object detection performance
by considering temporal context. Since only motion vectors and no object
representations are used, image stacking takes place on feature level before
multiple object tracking is applied on object level. Object detection and
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the original image motion cluster is discarded, if suitable image stacks have
been found. As soon as a motion cluster has been replaced by suitable image
stacks, the aim is to detect only the sharp object in each stack and, thus,
avoid a potential merged detection containing background structures or
several moving objects. If a blurred object is detected, too, this detection
should be suppressed by the outlier and duplicate removal module. In con-
trast to the first implementation of image stacking [Teu12b], the approach
presented here can be processed in real-time. The runtime will be analyzed
in detail in Chapter 7.
Figure 5.9 shows examples for each of the three situations where image
stacking improves object detection as mentioned in the beginning of Sec-
tion 5.3. This is (1) partial occlusion by a tree in Fig. 5.9 (a), (2) a parked
vehicle close to the observed moving vehicle in Fig. 5.9 (b) and (c), and (3)
disturbing street textures in Fig. 5.9 (d). The observed object is located in
the center of each image. Since image stacking will improve object detec-
tion and segmentation only in such situations, no significant improvement
of detection performance is expected. Furthermore, image stacking can
even cause additional false detections if moving objects with small relative
motion merge due to blurring. This effect becomes apparent in Fig 5.5.











original image stacked image original image stacked image
original image stacked image original image stacked image
(a) (b)
(d)(c)
Figure 5.9: Examples for successful application of image stacking. The ob-
served object is located in the center of each image.
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Important parameters for image stacking are the size of the stack area A, the
minimum stack height Hmin, and the stacking strategy. A has to be chosen
large enough so that the stack region fully covers even large objects such as
trucks. Hmin is the threshold of stack height H that has to be exceeded before
a stack is returned as motion ROI. This is important since small stacks of
H = 10 or less are prone to cause objects merging due to blurring. If Hmin is
too large (e.g., 50 or 100), fewer image stacks are used and potential benefit
decreases as objects may already be outside of the camera view before
Hmin is exceeded and the motion ROI is returned. Good results have been
achieved with A = 100×300 pixels, Hmin = 25, and circular buffer instead of
accumulation image. The influence of varying these parameters for object
detection and segmentation is analyzed in Chapter 7.
There are several potential applications for image stacking besides im-
proved object detection. Among these applications is superresolution for
moving objects, generating appearance templates without background for
object tracking or re-identification, or temporal filtering to suppress image
noise, compression artifacts, or artifacts of a disturbed wireless connection.
5.4 Detection and Segmentation Algorithms
Clustering of motion vectors works well in scenes with a few moving objects
and sufficient spatial distance between them as seen in the VIVID dataset
for example [Sia12b]. However, merged detections in particular are likely to
occur in situations where objects drive in groups on busy streets. Not only
similar motion of these objects makes it difficult to separate them, but also
the presence of object shadows. The shadows of moving objects are moving,
too, and the moving corners appear also in shadow areas, enlarge the motion
clusters, and may even cause their merge. Although these enlarged motion
clusters are correct results of independent motion detection, the shadow
area belongs to the background and causes object undersegmentation, i.e. a
situation when a bounding box is significantly larger than the object inside.
If shadows appear right between moving objects, the spatial distance be-
tween these objects becomes even smaller due to the larger motion clusters.
Shadow handling is challenging as dark objects and shadows have similar
appearance and, hence, cannot be distinguished reliably. Image stacking
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cannot remove shadows for objects that move along straight paths but only
for turning objects where the relative position of object and shadow varies.
Since standard object segmentation approaches such as superpixels, gPb,
watershed, or graph cuts do not work well with the UAV video data analyzed
in this thesis, new methods need to be proposed. Furthermore, split detec-
tions can occur for weakly textured objects such as buses or trucks. Corners
are detected and tracked at the front and the back of the objects but not in
the center area. In this case, two separate motion clusters appear: one in the
front and one in the back. In order to handle split detections, each motion
cluster is extended by factor 2 in motion direction and by factor 1.25 in the
direction perpendicular to the motion direction. The proposed methods in
this section work best, if two basic assumptions are met:
1. The object motion direction corresponds to its orientation. Thus,
orientation normalization is achieved by rotating the motion ROI
upwards based on the motion direction. If this assumption of corre-
sponding motion direction and object orientation is not valid, the ori-
entation of object and bounding box will be different and the bound-
ing box can be oversized.
2. The object background is homogeneous. This is usually fulfilled since
vehicles mostly drive on streets. Furthermore, image stacking can
be used to remove road markings or partial occlusions by trees. If
this assumption of a homogeneous object background is not valid,
the bounding box can be oversized and merged detections are likely
to occur since all approaches presented in this section are based on
gradient information.
In the remainder of this section, different methods based on gradient and
edge information are analyzed. These approaches are assumed to work
better than methods based on blob detection [Mat02, Zhe13] since objects
with inner texture occur regularly and do not appear as prominent blobs.
The remainder of this section is based on five publications of the author of
this thesis [Teu11e, Teu13a, Teu12b, Teu14a, Teu14b].
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Figure 5.10: Concept of gradient based object segmentation.
5.4.1 Gradient Based Object Segmentation
Gradient calculation and edge detection are topics still worthy of a discus-
sion since many image processing applications such as surveillance and
reconnaissance have to deal with input images affected by noise or blur.
Although not all object edges may be clearly visible and detectable due to
weak contrast, gradients are promising features. The Canny edge detec-
tor [Can86] is a common method for gradient based edge detection. After
noise reduction using a Gaussian filter, gradients can be calculated with the
well-known Sobel filter for example. In order to get edges with a width of
one pixel, directed NMS is applied in the dominant gradient orientation
of a local pixel neighborhood. Finally, edge pixels are detected and edges
are traced by hysteresis thresholding. The first two steps, noise reduction
and gradient calculation, can be combined by using the first derivative of a
two-dimensional Gaussian function. The variance σ2 is used as parameter
for noise reduction. Cheng et al. [Che12c] propose to use clustered Harris
corners and Canny edges followed by foreground color classification for
object segmentation. This method will be evaluated in Chapter 7 without
foreground color classification since the UAV videos considered here do not
provide color information.
In this thesis, a slightly different approach is proposed. It is visualized
in Fig. 5.10. Gradients are calculated with a novel approach using LBP in
order to achieve higher robustness to noise and blur compared to existing
methods [Teu13a]. The gradient magnitudes are separated in object and
non-object pixels by quantile based thresholding. Finally, morphological
closing and connected-component labeling are applied to determine the
object’s bounding box.
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LBP Gradient Calculation
The application of LBP is widely used in image processing research. Some
examples are texture classification [Oja02, Guo10], face detection [Had04],
face recognition [Aho06], background modeling [Hei06], or designing a
SIFT descriptor [Hei09]. LBP describe a unique encoding for local pixel
neighborhood. They are easy to implement, fast to compute, and charac-
terized as high-performance and robust features in the abovementioned
approaches [Pie11]. Furthermore, they are well-suited for implementation
on a Graphics Processing Unit (GPU) in order to achieve significant speed-
up in processing time [Teu13c]. In Fig. 5.11 (a), the typical way of LBP
computation is shown. The gray-value of the central pixel is compared to
each of the eight neighbors. In case of a higher or equal gray-value, its posi-
tion will be indicated with 1 and, thus, considered for the LBP computation.
LBP encoding is calculated by multiplying all indicated positions with their
related weights and summing them up afterwards. The result is a value
between 0 and 255 describing a specific neighbor constellation. There are
two basic design parameters: number of neighbors P and radius R, since





s(gp − gc )2p , where s(g ) :=
{
1, if g ≥ 0
0, if g < 0. (5.3)
A specialization of LBP, which is important for edge detection, is the set of
rotation invariant, uniform LBP
LBPriu2P,R :=
{∑P−1
p=0 s(gp − gc ), if U (LBPP,R )≤ 2
P +1, otherwise, (5.4)
where
U (LBPP,R ) :=
P−1∑
p=0
|s(gp − gc )− s(gp+1− gc )|. (5.5)
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(a) basic LBP calculation (b) texture primitives
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Figure 5.11: Calculation and interpretation of LBP [Mäe03].
According to Mäenpää [Mäe03], LBPriu2P,R can be interpreted as texture prim-
itives as seen in Fig. 5.11 (b). The description riu2 stands for rotation in-
variance and uniformity measure U of 2 or less. U is the number of bitwise
0/1 and 1/0 transitions in an LBP. With P = 8 and U ≤ 2, only the 58 texture
primitives among the 256 LBP are considered.
Rotation invariance is achieved by assigning all potential rotations of a
uniform LBP to the same equivalence class, for example edge, bright corner,
or dark corner. As seen in Fig. 5.11 (c), there are nine equivalence classes
(class 0-8) and eight LBP in each class, each LBP corresponding to a rotation
in steps of 45◦. An exception is given by the classes bright spot and dark spot,
each having only one representative. The tenth class (class 9) contains all 198
LBP which are not texture primitives. LBP are gray-scale invariant [Oja02] as
only the sign of the gray-value difference is considered.
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More information is available in the neighbor’s gray-values. To extract this










Ojala et al. [Oja02] point out that the combination of LBP and VAR is a
powerful descriptor for texture classification. Thus, gradient calculation and
edge detection using LBP is a crossover between texture analysis and edge
detection. But why should LBP be suitable for gradient calculation? The





















Figure 5.12: Motivation to use LBP for gradient calculation: image noise
models visualized by LBP distributions. In a synthetic image without any
texture, mainly LBPriu2P,R classes 0, 1, and 9 appear in presence of noise.
In particular, image areas with low illumination and weak contrast are ex-
pected to be affected by image noise. The two most common ways to model
noise are additive and multiplicative [Bro05]. In Fig. 5.12 left, a synthetic
image without any texture or edges is visualized and artificially impaired by
four different kinds of noise: Gaussian additive, uniform additive, speckle
multiplicative, and salt-and-pepper. The right side shows the histogram of
the appearing rotation-invariant uniform LBP. For additive and multiplica-
tive noise, the classes 2–8 have significantly lower probability to appear in
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presence of noise compared to the classes 0, 1, and 9. In Fig. 5.13, three
images are artificially impaired by Gaussian additive noise which is probably
the most frequently occurring noise [Bro05]. Besides an image coming from
the UAV video data in the lower row, a synthetic image with edges and well-
known Lena image are analyzed. Gaussian noise in three different levels is
added to the original images. The Peak-Signal-To-Noise Ratio (PSNR), which
is widely used to calculate the difference between original and noisy image
in decibel (dB) [Hou02], is approximately 38 dB for weak, 28 dB for moder-
ate, and 22 dB for severe noise. In natural images, the amount of texture
primitives such as corners or edges is much larger compared to the synthetic
image. Since the spot-like LBP classes 0, 1, 7, 8 represent flat image areas,
gradients should not be calculated there. Instead, the remaining corners
and edges of LBP classes 2-6 can be used since they contain prominent edge
information and a significant amount of them remains even in presence of
severe noise.
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Figure 5.13: LBPriu2P,R of classes 2–6 contain prominent edge information and
many of them remain even in presence of severe noise. Hence, noise resis-
tance can be achieved by calculating gradients only at their pixel positions.
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Therefore, the basic idea in using LBP for gradient calculation is to generate
a filter rejecting pixel positions which are either irrelevant for gradient calcu-
lation or likely to be produced by noise. After that, gradient magnitudes are
calculated only for pixel positions assumed to be noiseless by using the local
variance measure VAR. The first step to design such a filter is to enhance
the robustness of the standard LBP. Following Heikkilä et al. [Hei06], the




s(gp − gc −T )2p . (5.7)
In this way, weak noise is suppressed especially in flat image areas with
similar gray-values.
At that point, the contribution of the author of this thesis begins: a binary
decision function d is defined and applied pixelwise to all image pixel posi-
tions c = (x, y). d only accepts pixels with related LBP, which fulfill the three
criteria
U (LBPP,R,T )= 2, (5.8)
LBPP,R,T 6= 2p , p ∈P = {0, . . . ,P −1}, (5.9)
LBPP,R,T 6= 2P −1−2p , p ∈P . (5.10)
This means, only LBPriu2P,R of classes 2–6 are accepted, which are not spots
(5.8) or spotlike (5.9), (5.10). The assumption is that all non-uniform LBP
and all uniform LBP violating one of the three criteria are the result of noise.
Thus, they should be suppressed before gradients are calculated. This leads
to the following formulation of d for each pixel position c:
d(c) :=
{
1, if (5.8) and (5.9) and (5.10)
0,otherwise.
(5.11)
Only pixel positions with d(c) = 1 are considered for the calculation of
gradient magnitudes. A similar filter function can be used to emphasize
object contours in SAR imagery [Teu11d, Teu11c] and to adapt the size of a
Gaussian filter for edge preserving image smoothing [Teu13c].
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The convolution of the image with Sobel, Prewitt or other filters is an approx-
imation of partial derivatives. Here, VARP,R,T and LBPP,R,T are used instead.
The gradient magnitudes G(c) for each pixel position c are calculated by
G(c)=
{√
VARP,R,T , if d(c)= 1
0, otherwise.
(5.12)
Since variance tends to focus too much on bright objects, standard deviation
is used instead of variance as it produces more homogeneous edge images.
The robustness against noise can be increased significantly using multi-
resolution LBP [Oja02]. In the literature, they are also known as multi-scale
LBP. For the same pixel position c , several LBP are calculated varying the pa-
rameters P and R. In this thesis, only the variation of radius R is considered






VARP,r,T , if d(c)= 1
0, otherwise.
(5.13)
This approach can be embedded to the Canny edge detection processing
chain. The Gaussian filter for noise reduction is replaced by filter function d
and gradient magnitudes are calculated using function G(c) or G˜(c). It is also
possible to use LBP for a directed NMS since the LBP encoding implicitly
includes the local orientation. This modified processing chain shows similar
results as the Canny edge detector for images with high PSNR but performs
better in presence of noise [Teu13a].
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(2) LBP gradient (proposed) (3) gradient w/o noise suppression




(2) (3) (4) (5) (1) (2) (3) (4) (5)
(a) vehicle (b) person
(c) merged vehicles (d) merged vehicles
(1) (2) (3) (4) (5)(1) (2) (3) (4) (5)
Figure 5.14: Comparison of four different gradient calculation approaches
for object segmentation embedded to the processing chain in Fig. 5.10. LBP
visually work best for object separation in all four examples. This is high-
lighted by red circles for the merged vehicles in the lower row.
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One reason of this behavior is that the LBP approach is prone to produce
FN edge pixels while the original Canny algorithm produces FPs. For the
considered UAV video data with an object size as small as 5×10 pixels, no
NMS is applied to the gradient magnitudes in order to keep as much edge
and contour information as possible. Hence, the presence of FN rather
than FP edge pixels helps to avoid object undersegmentation and merged
detections. This effect is visualized with four examples in Fig. 5.14. In
addition to the proposed LBP approach (2), gradients are calculated without
noise reduction using the simple filter matricesMx = ( 1 −1 ) andMy = ( 1 −1 )T
(3), Canny gradient with σ2 = 0.5 (4), and morphological gradient [Lee87]
with a structuring element se of size 3×3 pixels (5). While (3) and (4) are linear
methods for gradient calculation, (2) and (5) are non-linear. For all four
examples there is less noise in the gradient magnitude image when using LBP
instead of the other approaches. Thus, the occurrence of undersegmentation
for the examples vehicle and person in Fig. 5.14 (a) and (b) is less likely. In
Fig. 5.14 (c) and (d), potential situations for merged detections are shown
where gradient magnitudes of multiple moving objects and moving shadows
grow together. As highlighted by red circles, LBP visually work best for object
separation in this qualitative evaluation. The quantitative evaluation in
context of the entire processing chain is presented in Chapter 7.
From Gradients to Objects
Gradient calculation is applied in order to emphasize the object’s contour.
Usually, the contour of a vehicle in top view appears as a bright rectangle in
the gradient magnitude image as seen in Fig. 5.14. The gradient magnitudes
have to be further processed for getting connected edge pixels. However, it
cannot be assumed that each edge of the object contour is clearly visible
since blurry edges can occur due to sunlight or shadow. Even if only three
out of four edges of a vehicle are visible, the approach still has to be able
to segment the object correctly. Furthermore, the method has to be robust
against outlier edge pixels coming from curbs or road markings that cannot
be removed by image stacking.
The entire process is visualized in Fig. 5.15. Right after gradient calcula-
tion with LBP, high gradient magnitudes are binarized using quantile based
thresholding [Shi10]. This is an adaptive thresholding technique where the











Figure 5.15: From gradients to objects.
threshold Tq is chosen based on the pixel gray-value distribution in the
current motion ROI. All gray-values of the gradient magnitude image are
collected in a histogram as depicted in Fig. 5.16. The quantile value q is
between 0 and 1 and separates the histogram in a brighter and a darker
gray-value part. A typical value for the quantile is 0.15. This means, that
15 % of the brightest pixels in the gradient magnitude image are kept in a
binary image after thresholding. If the quantile is set too low, objects with
weak contrast are missed, and if it is set too high, merged detections occur.
Given the gradient magnitude image G , the thresholded binary image B at
pixel position (x,y) is then calculated by
B(x,y) :=
{
1, if G(x,y)≥ Tq
0, if G(x,y)< Tq .
(5.14)
This approach is based on the assumption that there must be an object
inside the motion ROI even if the contrast is weak. The performance in this
context is better compared to fixed value or hysteresis thresholding [Can86].
Since there can be small holes and gaps in the object contours, morpholog-
ical closing [Dou92, Bey12] with a structuring element se of size 3×3 pixels
is applied. Connected areas are determined with a standard connected-
component labeling algorithm [Dil92]. These connected components are
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Figure 5.16: Calculation of quantile based thresholding.
represented by bounding boxes that are paraxial to the motion ROI in order
to keep the motion direction. An alternative method is the detection of
peaks in row/column gray-value histograms [Teu11c, Teu11d]. However,
undersegmentation is likely to occur for blurred object edges. Finally, a size
constraint is used to reject bounding boxes with an area less than 10 pixels.
The resulting red boxes in Fig. 5.15 fully contain the two upper objects. The
lowest object is partially detected due to weak contrast.
5.4.2 Object Segmentation using Relative Connectivity
While gradient based object segmentation is hardly using any assumptions
about object shape and appearance, the local sliding window approach
presented in Section 5.4.3 is automatically learning an appearance model
from object and non-object training samples. The approach described in
this section is somewhere in between. Human expert knowledge is used to
model basic relations between object edges. The main assumption is that
each object can be described by pairs of opposing edges with opposite orien-
tations in both horizontal and vertical direction. This is the case for objects
both brighter and darker than the background. However, inner structures

















Figure 5.17: Comparison of gradient based object segmentation and object
segmentation using relative connectivity. Bright and dark object regions are
emphasized with relative connectivity and provide a more precise segmenta-
tion result compared to LBP gradient.
such as the windshield and the rear window of vehicles as well as other
kinds of textures can lead to split detections. Relative connectivity [Yip94] is
introduced to handle this problem. Figure 5.17 shows that contours of bright
and dark areas are emphasized with this method and some merged and split
detections can be handled well compared to the LBP gradient approach. In
the follow-up, these contours are processed in a similar way as presented in
the previous section.
Relative Connectivity
The Hough transform [Dud72] is a commonly used method for line seg-
mentation due to its easy implementation and good performance. For a
binary image containing edge pixels, the pixel positions are mapped to the
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parameter space of potential straight lines. This parameter space is called
Hough accumulator and straight lines are detected by finding maxima in
this accumulator. However, there are some demanding challenges:
1. Similarity: maxima in the Hough accumulator close to each other lead
to similar straight lines.
2. Connectivity: collinear and contiguous points inside an image create
maxima in Hough accumulator space, but may not be part of the same
line segment.
3. Start/Endpoints: maxima in Hough accumulator represent straight
lines of undefined length. If line segments are to be detected, they
have to be extracted subsequently.
In his paper, Yip [Yip94] deals with the mentioned problems. He proposes to
use a modified Hough transform, namely the Line Patterns Hough transform
(LPHT), to directly extract potential start and end points of line segments.
Therefore, he uses the principle of relative connectivity of points along a
line segment instead of straight lines. Relative connectivity is defined as
the relationship of a set of collinear and equidistant points with regard to
contiguity [Yip94]. Input image I is scanned pixel by pixel in all possible
directions for points potentially belonging to a line segment. If pixel intensity
I (x, y) at position (x, y) exceeds a specific intensity threshold Trc, the pixel
is assumed to belong to a line. Using the mean gray-value µI and standard
deviation σI of image I , this intensity threshold can be adaptively set to
Trc :=µI +σI . This leads to the binary belonging function fb :
fb(x,y) :=
{
1, if I (x,y)≥ Trc
0, if I (x,y)< Trc.
(5.15)
For a set of collinear and equidistant points Pi (xi , yi ) with i ∈ {1, . . . ,n} and
∀i : fb(xi ,yi )= 1, the relative displacement (∆x,∆y) is given by
∆x = x2−x1 (5.16)
∆y = y2− y1. (5.17)
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In order to be a start point, P1 has to satisfy the constraint
fb(x1,y1)= 1 and fb(x1−∆x, y1−∆y)= 0. (5.18)
The definition of Pn that may be an end point is by analogy
fb(xn ,yn)= 1 and fb(xn +∆x, yn +∆y)= 0. (5.19)
Here, n is the connectivity number, since
fb(xn +∆x, yn +∆y)= fb(x1+n ·∆x, y1+n ·∆y)= 0 (5.20)
and
fb(x1+ i ·∆x, y1+ i ·∆y)= 1 ∀i ∈ {0, . . . ,n−1}. (5.21)
To store this found relative connectivity, n is added at start and end point
position (x1, y1) and (xn , yn) to the LPHT accumulator image AI which has
same dimension as I . Initially, AI (x,y)= 0 for all positions (x,y). Noise in AI
can be avoided by defining a minimum number of points Tm to describe a
line and adding n to AI only if n ≥ Tm . A typical value is Tm = 3.
LPHT can be used for object segmentation in noisy and blurry images.
Therefore, LPHT is not applied to edge pixels but directly to a natural im-
age I such as the original image in Fig. 5.17. The estimated complexity for
calculating relative connectivity with the original LPHT algorithm [Yip94] is
O(M ·N · log M · log N ) for an input image of size M ×N . For only few edge
pixels in an image satisfying fb , this is not a problem. However, for a natural
image, this can be very time-consuming. In order to reduce the complex-
ity, the original algorithm for two-dimensional images can be modified to
process one-dimensional arrays with a complexity of O(N · log N ) for array
size N [Teu11e]. In this thesis, another modification is used to process two-
dimensional natural images with a complexity of O(M ·N · log(max(M ,N )).
Since objects are oriented along the direction of their motion, the object
edges run parallel to the image borders. In order to detect opposing edge
pairs with relative connectivity, it is sufficient to scan the image row by row
and column by column instead of a full two-dimensional scan. Start and
end points are detected in each row and column separately and stored in the
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LPHT accumulator. Algorithm 1 describes horizontal row-by-row scanning
and Fig. 5.18 visualizes the entire method. According to Yip [Yip94], M−x1Tm−1
is the size of the search space for an end point given a start point. The con-
tours of bright and dark object areas are detected separately and combined
afterwards to fill gaps and holes in the object texture. In contrast to gradient
based object segmentation, opposing edge pairs get the same intensity value
even if one edge is blurred.
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Algorithm 1 Horizontal scanning to calculate relative connectivity.
/* let R be one row in the input image with R ∈ {0, . . . ,N −1} */
for x1 = 0 to M −1 do
if I (x1,R)≥ Trc then
for x2 = x1+1 to x1+ M−x1Tm−1 do
if I (x2,R)≥ Trc then
∆x = x2−x1
if I (x1−∆x,R)< Trc then




while ready = 0 do
if I (xn +∆x,R)≥ Trc then
/* found another line point */
n = n+1
xn = xn +∆x
else




if n ≥ Tm then
/* found enough line points */
/* add start and end point to accumulator */
AI [x1,R]= AI [x1,R]+n
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Figure 5.18: Proposed algorithm for calculating relative connectivity. The im-
age is scanned separately in horizontal and vertical direction. Start and end
points are detected along each scan line and stored in the LPHT accumulator
image. By inverting the image, contours of bright and dark image regions can
be extracted. They are fused to fill gaps and holes in the object texture.
84 5 Object Detection and Segmentation





















Figure 5.19: Concept of object segmentation using relative connectivity.
From Relative Connectivity to Objects
Similarly to gradient based object segmentation, the object contour is em-
phasized by calculating relative connectivity and further processing is nec-
essary to segment individual objects. The concept is depicted in Fig. 5.19.
Relative connectivity is calculated separately for bright and dark image areas.
These partial results are fused using the max-operator right after separate
hysteresis thresholding and morphological closing. Hence, the fused binary
image B at pixel position (x,y) is calculated by
B(x,y)=max(BBA(x,y),BDA(x,y)), (5.22)
where BBA is the thresholded binary image for bright and BDA for dark
image areas. Finally, individual objects are segmented using connected-
component labeling. Hysteresis thresholding is the standard method to
separate edge and background pixels in the Canny edge detection algo-
rithm [Can86]. Two thresholds are defined: the lower threshold Tl and the
upper threshold Tu . Given the LPHT accumulator image AI , a pixel at po-
sition (x,y) is considered to be strong, if AI (x,y) ≥ Tu . Strong pixels are
considered to belong to an edge or contour and, thus, are accepted for the
thresholded binary image B . Positions of weak pixels with AI (x,y)< Tl are
directly rejected. All other pixels are candidates. A candidate is accepted if
it belongs to a set I of connected pixels (xi , yi ) with AI (xi ,yi ) ≥ Tl and at
least one pixel (x j , y j ) ∈ I with AI (x j ,y j )≥ Tu . In combination with relative
connectivity, hysteresis thresholding achieves higher object detection rates


















Figure 5.20: From relative connectivity to objects.
compared to quantile based thresholding. The entire process is depicted in
Fig. 5.20. Apart from object segmentation in aerial VIS images, this approach
appeared to be very effective for line and object segmentation in IR and SAR
images [Teu11e] affected by strong speckle noise.
5.4.3 Object Detection using Local Sliding Window
Machine learning is introduced in this section by using a local sliding win-
dow approach. The concept is depicted in Fig. 5.21. Sliding window is a
widely used method for object detection by scanning an image in a search
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Figure 5.21: Concept of object detection using local sliding window.
for instances of a certain object class such as vehicle or person. Therefore,
a search window is shifted in both horizontal and vertical direction across
the image. In order to detect objects of different sizes, either the image or
the window can be rescaled. At each window position, a classifier returns a
decision value representing its certainty that the current window contains
an object or not. Based on these decision values, the first NMS rejects all po-
sitions of windows with lower certainty compared to their neighbors. Each
remaining local maximum stands for one object hypothesis represented by
a bounding box with size and position of the current window. If there is
sufficient overlap with another local maximum based on the IoU criterion,
it is likely that these bounding boxes come from the same object. Then, a
second NMS is applied to keep the one with highest certainty and reject the
others. Finally, a decision threshold is used to reject weak local maxima. In
the remainder of this section, the local sliding window is described, appro-
priate object descriptors and classifiers and presented and discussed, and
finally, a novel classifier is introduced.
Local Sliding Window
The standard sliding window is a global approach where the entire image
is scanned without any constraints. In this thesis, a local sliding window
is applied only in image areas of detected independent motion. Hence,
instead of the entire image, each extended motion ROI is scanned for objects.
Further search space reduction can be achieved since the orientation of
objects inside the motion cluster is assumed to be known. As the length of
usual vehicles is larger than their width, the sliding window size is adapted
to this condition and set to 16×32 pixels. The classifier is only trained for
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Figure 5.22: Example for object detection using local sliding window.
vehicles since other moving objects such as motorcycles, bicycles, or persons
do not have a distinguishable appearance in the data used in this thesis. As
already mentioned in Section 2.3.2, there are two main methods to scan
for vehicles of different sizes in the image: while N different window sizes
with N classifier models (one per window size) and no image rescaling are
considered in the first method, one fixed window size with one classifier
model and N different rescaled images are used in the second. Here, the
second method is used that is inspired by the work of Dollár et al. [Dol09].
This means that one classifier model is trained and each motion ROI is
scanned at different scales with a sliding window of fixed size.
This procedure is depicted in Fig. 5.22. The sliding window is visualized by
a green rectangle that is oriented in motion direction. The decision values
for one scale of the motion ROI are represented by red dots. Each dot is
located at the center of one sliding window and as the window is shifted
pixel by pixel in both horizontal and vertical direction, a dense decision
function appears. Lighter red stands for higher certainty of the classifier.
The first NMS is applied in order to find local maxima in this decision func-
tion but usually many object hypotheses are left across all image scales. Red
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high classifier certainty. Subsequently, a second NMS is used to keep the
strongest hypothesis in a set of overlapping boxes. Therefore, a minimum
overlap threshold value1 Tdov has to be defined. The remaining local max-
ima are further reduced by rejecting all hypotheses with a weak classifier
certainty using a decision threshold Td . In this example, all moving vehicles
are correctly detected. Vehicles that have not been detected are stationary.
Usually, about 50 different image scales are used for person detection in
ground level images [Ben12]. This is due to the highly variable size of persons
in the image depending on the distance to the camera. Since the distance
between object and camera is nearly fixed in UAV data that is evaluated in
this thesis, the number of different image scales can be significantly reduced.
However, it has to be considered that the vehicle size can vary strongly:
while the width of different vehicles is nearly constant, the length ranges
between 4–5 meters for a standard car and 15–20 meters for buses or trucks.
So, three different scales are introduced to the sliding window approach by
keeping image width stable and varying image length as shown in Fig. 5.23.
This is different compared to person detection where the ratio of width and
length is fixed during image rescaling. By using only three different image
scales, the search space for the sliding window is reduced. Not only can a
lot of processing time be saved, but also the occurrence of additional FPs is
avoided. The reason is that a vehicle model in top view and at low resolution
of 16×32 pixels does not have the discriminative power of a person model
in side view and at high resolution of 64×128 pixels. Since gradients are the
most important information for modelling an object’s shape, it is worth to
examine their potential for a classifier model of high discriminative power.
Therefore, the mean gradient magnitude images for persons [Dal05] and
four different datasets of vehicle samples (see Fig. 7.4 and 7.5) are depicted
in Fig. 5.24. While head, shoulders, torso, and legs provide good features
for a model of high discriminative power, vehicles can be described only by
their rectangular shape. Not even inner textures such as windshield or trunk
are helpful since they vary strongly from vehicle to vehicle. The influence of
such a weakly discriminative classifier model, image rescaling, and overlap
threshold Tdov to the robustness of the sliding window approach is visualized
1 The abbreviation dov stands for detection overlap.
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original scale (standard cars)
mid scale (large cars, small trucks)
small scale (busses, trucks)
Figure 5.23: Image rescaling for detection of differently sized objects using
local sliding window.
in Fig. 5.25. In this sequence, four vehicles drive close to each other in the
same motion direction. In addition to the scale of the original image, one
smaller and one larger scale are calculated with variable image width and
fixed image length. Sliding window is applied first to the combination of
smaller and original scale, and then to the combination of original and
larger scale. For each combination, Tdov is set to both 0.2 and 0.3. Again,
light red colored bounding boxes indicate higher classifier certainty. For
each case, the detection result is different demonstrating the sensitivity
of the approach with respect to these parameters. In each case, there is
a false positive detection at the area between the vehicles. The reason is
that the edges of two vehicles and the curb generate a rectangular shape
similar to the appearance of a vehicle. Blurry edges, shadows, and inner
textures of vehicles make vehicles look different compared to the samples in
Fig. 5.24 that were used for classifier training. As a result, there is a higher












Figure 5.24: Comparison of average gradient magnitudes: persons in side
view and at high resolution provide shape features for a classifier model of
higher discriminative power than vehicles in top view and at low resolution.
certainty for the area between the vehicles than for the vehicles themselves.
A similar effect was discovered by Türmer et al. [Tür13] where dormers or
chimneys of buildings were misclassified as vehicles due to their rectangular
shape. This problem is handled by using SFM and rejecting detections
with significantly lower distance to the camera than the ground plane. In
this thesis, only three image scale levels are introduced as presented in
Fig. 5.23 in order to mitigate this problem. The effectiveness of this approach
is demonstrated in Section 7.3.3 together with the optimization of Tdov.
Retraining the classifier with vehicle samples from the used UAV videos
would probably improve object detection performance since the specificity
of the classifier is increased for this dataset, but at the same time generality
and transferability are decreased this way.
Object Descriptors and Classifiers
The choice of the object descriptor and classifier is crucial for the perfor-
mance of the sliding window approach. The trained classifier model should
be able to separate objects and non-objects by a large margin in the feature
space. Then, it is possible to find a value for decision threshold Td that mini-
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Figure 5.25: Influence of a weakly discriminative classifier model, image
rescaling, and overlap threshold Tdov to the performance of the sliding win-
dow approach.
mizes the number of FPs and FNs while still being able to provide generality
and transferability.
Only few descriptors are promising to model the appearance of small
vehicles in top view. Color features cannot be used as color is not available
in the considered UAV videos. Part based models such as DPM or ISM are
not expected to perform well due to the small object size in the image. As
seen in Fig. 5.24, no specific inner texture can be assumed for vehicles. Thus,
the focus lies on contour and shape features. The following descriptors are
taken from the literature for evaluation:
• MOMENTS [Teu13b]: This descriptor is a feature mix consisting of
Hu moments, central moments, and Haralick features. The idea is to
original scale larger scalesmaller scale
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represent the object blob shape in the motion ROI by a few sophisti-
cated features in a low dimensional feature space. The dimension of
the descriptor is 178.
• Discrete Cosine Transform (DCT) [Eke05]: Since the environmental
conditions, object motion, and shadows cause blurred edges that
affect the object appearance, a local DCT based descriptor is applied
to handle these effects. DCT is calculated in 8×8 pixel blocks and
only the first 21 DCT coefficients are kept. Higher DCT coefficients
represent high frequencies in the image that are assumed to be the
result of image noise. The block stride is 4 pixels in order to have
overlapping blocks. The final descriptor is set up by concatenation of
the DCT coefficients of each block. The descriptor size is 441.
• Histogram of Oriented Gradients (HOG) [Dal05]: HOG is one of the
most common descriptors to represent object shape and widely used
in combination with an SVM classifier for object detection. In this
thesis, HOGs are calculated in overlapping blocks of 8×8 pixels in
size, with 4 pixels block stride, and 9 histogram bins per block. The
descriptor dimension is 756.
• Integral Channel Features (ChnFtrs) [Dol09]: ChnFtrs describe ob-
ject shape and have become very common features for object detec-
tion in recent years [Dol10, Ben12, Ben13, Dol14]. This is mainly due
to easy implementation, short processing time, and good optimiza-
tion opportunities. Gradient magnitudes are calculated and subdi-
vided in several gradient orientation images (channels). As shown
in Fig. 5.26 (a), seven channels are chosen here. While channel 0
contains all magnitudes, the other six channels contain only the mag-
nitudes of specific gradient orientations. Local sums are calculated in
randomly picked rectangular regions across all seven channels and
concatenated to set up the descriptor. These local sums are called
first-order features [Dol09] and visualized by green boxes in Fig. 5.26.
Haar-like features are a subset of ChnFtrs and called second-order
features. In this thesis, however, better results are achieved by using
only first-order features. Usually, an AdaBoost classifier is chosen for
both feature selection and classification. The first four features se-
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lected by the classifier are depicted in Fig. 5.26 (b). The vehicle’s lateral
areas seem to provide useful information for separation of objects and
non-objects. The decision values for the sliding window examples
in Fig. 5.22, 5.23, and 5.25 are calculated with ChnFtrs and AdaBoost
classifier. The descriptor consists of 2,000 features.
• Multi-LBP [Hen12]: Multi-LBP is the only evaluated texture descriptor.
LBP are calculated in four different kinds of quantization. 8×8 pixels
are chosen for block size and 8 for block stride. Thus, blocks are non-
overlapping as proposed by Heng et al. [Hen12]. Blocks of smaller size
cause strong locality of the features leading to worse generality. In the
original paper, the combination of Multi-LBP together with boosting
achieves very good results for the low resolution Daimler-Chrysler VIS
pedestrian classification dataset [Mun06]. The descriptor size is 8,192.
Besides the evaluation of established classifiers such as SVM, AdaBoost, and
Random Forest, the modified version of a Random Naïve Bayes (RNB) classi-
fier [Pri07] is analyzed. Originally, it was developed for person detection in
ground-level long wave infrared (LWIR) video data where it outperformed
the mentioned classifiers [Teu14b]. The motivation is to achieve high gener-
ality across different datasets and to be robust against slight appearance vari-
ations such as blurry edges or object shadow. If these issues are ignored, one
consequence can be that not all features may still fit to the learned model.
This can lead to poorer classification performance if the feature space is
considered as a whole, which is the case for SVMs. Decision trees as used by
classification meta-algorithms such as boosting [Fre97] or bagging [Bre01]
provide better generality since features are considered separately. However,
non-optimal depth values can lead to overfitting or underfitting, feature
selection and splitting values may be biased, and there is oversensitivity to
the training set, to irrelevant attributes, and to noise [Qui92].
The Naïve Bayes (NB) classifier can provide good classification perfor-
mance and generality across different datasets even when the assumption
of conditional independence of the used features is obviously violated by a
wide margin [Dom97]. Actually, it can even be an advantage that NB consid-
ers features independently: even if few features do not fit to the model at all,
the classifier decision may still be correct since these features will cause low
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channel 0vehicle sample channel 1 channel 2
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(a) integral channel features calculation
(b) first four features chosen by AdaBoost
channel 2channel 1channel 4channel 4
Figure 5.26: Calculation of Integral Channel Features (ChnFtrs) and the first
four selected features by AdaBoost classifier.
likelihoods for both object and non-object and, thus, do not significantly
affect the classification decision. Instead, the classifier will focus more on
the features fitting to its model. Note that this happens on-line.
The NB classification decision is given by
classNB(f) = argmax
i
{P (ci ) ·
n∏
j=1
P ( f j | ci )}, (5.23)
where f = ( f1, . . . , fn)T is the feature vector, P (ci ) is the prior probability
for class ci with i ∈ {0,1} and P ( f j | ci ) is the likelihood for feature f j with
j ∈ {1, . . . ,n} given class ci . The product∏ of these likelihoods is based on
the naïve assumption that the features f j of a descriptor are conditionally
independent. Many different likelihood models can be used depending on
5.4 Detection and Segmentation Algorithms 95
the distribution of the training samples for each feature. Since standard
distributions such as Gaussian or Log-Gaussian do not fit well to the dis-
tributions of many of the evaluated features, best results are achieved by
using normalized, smoothed class-conditional histograms h(ci )j as likelihood
model for each feature f j . Another promising option is to use multivariate
Gaussians instead of histograms.
In order to weaken the violated assumption of conditional independence
of the features, Independent Component Analysis (ICA) [Hyv01] can be
applied to the feature vector prior to classification. Since the unsuper-
vised training of ICA can lead to poorer class separability when using the
transformed feature vectors, Bressan and Vitria [Bre02] propose to use
Class-Conditional Independent Component Analysis (CC-ICA). This idea is
adopted here leading to the formalization
classNB(Wi f) = argmax
i
{P (ci ) ·
n∏
j=1
h(ci )j ( f
(Wi )
j )}, (5.24)
where Wi is the class-conditional unmixing matrix and f
(Wi )
j denotes the
feature f j transformed by Wi . FastICA [Hyv01] is chosen to calculate Wi .
When it comes to the idea of using NB as weak classifier for classification
meta-algorithms, the classification performance compared to one single NB
is not improved significantly by AdaBoost [Tin03] but by approaches similar
to RF [Pri07, God10]. Thus, a RF framework is used with few adoptions from
boosting as seen in Algorithm 2. For training of each weak classifier, standard
RNB or RF meta-algorithms use random selection of features, bootstrap
aggregation for selection of training samples, and majority voting for the
final decision [Bre01]. The Out-Of-Bag (OOB) set of not selected training
samples for each weak classifier can be used to reject the current classifier
if it is too weak. These techniques are adopted here and further extended:
CC-ICA is trained for each bootstrap and applied to each weak classifier. The
overall decision is calculated by the sum of weighted posteriors instead of
majority voting. The weight wk for each classifer NBk is calculated similarly
to AdaBoost but by using the OOB set only instead of the entire training
data. While majority voting would cause a discrete decision function, the
posteriors Pk induce a continuous decision function.
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Algorithm 2 Modified Random Naïve Bayes classifier
1: for k = 1 to K do
2: Generate bootstrap B from training set T
3: Choose F features randomly
4: Calculate W(k)i with CC-ICA using B
5: Train weak classifier NBk using B after CC-ICA
6: Calculate error ek with OOB set T \B
7: Set classifier weight wk = 12 · ln
(1−ek )
ek
8: if ek > Ta then
9: Reject classifier NBk
10: k = k−1
11: end if
12: end for
13: return argmaxi {
∑K
k=1 wk ·Pk (ci |W(k)i f)}
A typical parameter setup is K = 1000 weak classifiers, F = 10 features per
weak classifier, Ta = 0.6 as acceptance threshold (see Algorithm 2), and
P (ci )= 0.5 for i ∈ {0,1} as prior probability.
Several other descriptors, classifiers, and feature space reduction methods
such as Sequential Forward Selection (SFS), PCA, Linear Discriminant Analy-
sis (LDA), and ICA were evaluated with different kinds of data [Sau10, Teu10,
Teu11d, Teu11c, Teu11b, Teu13b] but did not perform promising enough to
be considered in this thesis.
5.5 Outlier and Duplicate Removal
Duplicate and outlier detections cause FPs that can decrease the perfor-
mance of object detection and segmentation severely. Although duplicates
and outliers represent different problems, they both occur due to the ex-
tension of the motion clusters before object detection and segmentation is
applied. Motion clusters have to be extended, however, in order to handle
split detections. In the following sections, effective methods are presented
to remove duplicate and outlier detections.
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5.5.1 Rejection of Duplicate Detections
Duplicate detections are defined as multiple detections for one object that
cannot be associated to any other object. They emerge from detections in
adjacent motion clusters which overlap with each other after they have been
extended. As seen in Fig. 5.27, motion cluster extension is important to
handle split detections. As the large vehicle does not have any inner struc-
ture, moving corners are detected and tracked only at the front and the rear.
Thus, two separate motion clusters appear causing a split detection. Since
object detection and segmentation is applied to each extended motion clus-
ter individually, the vehicle in this overlap area is detected twice. After the
detections of each motion cluster are collected and added to the detections
of the entire image, duplicate detections are recognized as bounding boxes
with similar orientation and strong overlap. Different removal strategies are
used for object segmentation and object detection.
• Duplicate removal for object segmentation is implemented by fusing
all detections sufficiently overlapping each other into one single de-
tection. The bounding box of this fused detection is the union of all
duplicates’ bounding boxes. The reason for choosing this approach
is the following: assumed that a moving object is not fully inside the
overlap area of two motion clusters, there can be one correct and one
partial detection for this object. There is no applicable criterion to ro-
bustly suppress the partial detection and keep the correct one. Hence,
fusion by bounding box union is an appropriate removal method
although it can facilitate merged detections.
• Duplicate removal for object detection is done by NMS. Partial detec-
tions do usually not occur in the object detection approach presented
in Section 5.4.3 since the sliding window size is fixed. However, if they
do occur, the decision value is expected to be lower than the one for
the correct detection. Due to its robustness against merged detections,
suppression of duplicates is more effective compared to fusion for
object detection.
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Figure 5.27: Example for emergence and removal of duplicate detections.
5.5.2 Rejection of Outlier Detections
Outliers are detections at image regions where no independent motion was
detected. Emergence and rejection of outlier detections is visualized in
Fig. 5.28. The motion cluster is extended in order to search for objects. In
addition to moving objects, both object detection and segmentation can
detect stationary objects such as parked vehicles at the roadside. Since
this thesis focuses on moving objects only, detections at stationary objects
are undesired and considered FPs. To eliminate them, the number of mo-
tion vectors inside the detection bounding box is checked. A detection is
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In Fig. 5.28 two out of the four objects detected by the local sliding window
approach are obviously stationary since there are no motion vectors inside
the detection bounding boxes. So, they are removed from the final detection
result. On the other hand, gradient based object segmentation merges two
nearby objects due to their prominent gradients and, hence, detects only
three objects. While one FP detection at a parked car can be rejected using
the motion vectors, the merged detection cannot be resolved. It is not
counted as FP but the detection precision, which is the overlap of the GT
and the detection bounding box, is decreased. However, image stacking can
be used to handle such situations. As object detection implicitly segments
objects due to the fixed size of the search window, it is expected that rejection
of outlier detections is more effective for object detection, while object
segmentation benefits from both image stacking and outlier removal.
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Figure 5.28: Example for emergence and removal of outlier detections. In



























Multiple object tracking is a large field of research in radar signal process-
ing [Bar88, Bla99] and computer vision [Yil06, Sme13]. In the context of
this thesis, however, this topic is only briefly discussed. The intention is to
demonstrate that (1) the performance of object detection and segmentation
can be further improved by considering temporal information, and that
(2) multiple object tracking can be implemented and processed efficiently
when object detection is assumed to achieve a high detection rate with only
few FPs and FNs. In contrast to existing TBD [Cao11a, Luo12, Sia12b] or
DBT [Per06b, Rei10a, Sal13] methods, the fusion of detections and motion
vectors is proposed here in order to handle split and merge situations both
effectively and efficiently. This is the main contribution of the presented
tracking approach. Actually, the benefit of multiple object tracking is lower
when it is applied to the motion clusters directly since especially detec-
tions merged over several consecutive frames cannot be handled at all. The
four object tracking components as presented in Section 2.4 are chosen as
follows:
1. Object representation: since all object detection and segmentation ap-
proaches discussed in this thesis provide bounding boxes as detection
results, bounding boxes are used as object representation.
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2. Tracking features: position, size, orientation, and motion of the detec-
tions are chosen as tracking features.
3. Object detection: objects are detected and segmented with the meth-
ods presented in Chapter 5.
4. Object tracking algorithm: point tracking is applied using the Kalman
filter. Therefore, the tracking features are organized as a vector that is
one point in the tracking feature space.
The remainder of this chapter is based on two of the author’s publica-
tions [Teu11a, Teu12a].
6.1 Concept
The concept of multiple object tracking in the context of the processing
chain is visualized in Fig. 6.1. Main input is the detections provided by the
object detection and segmentation module. They are associated to existing
tracks or used to initialize new tracks. Motion vectors are associated to
tracks, too, in order to support split and merge handling. Track management
is responsible for the initialization and deletion of tracks. The Kalman filter
is chosen as tracking algorithm and applied for track prediction and update
using the existing tracks, the associated detections, and the camera motion.
As the result, the multiple object tracking module outputs updated tracks.
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Figure 6.1: Concept of multiple object tracking.
6.2 The Association Problem
The association problem is probably the most important problem that has
to be solved in multiple object tracking. Detections have to be associated
to existing tracks in order to update and confirm the tracks. This is difficult
in scenes with many tracks since there can be ambiguous associations and
incorrect associations can lead to track fragmentation or even track loss.
Complex association methods such as graph matching or MHT [Mag11] are
not considered here since (1) objects are represented in a simple way by
bounding boxes, (2) the number of objects tracked simultaneously is limited
to about 30 in this thesis, and (3) processing time is limited.
104 6 Multiple Object Tracking
6.2.1 Association between Detections and Tracks
The fundament for multiple object tracking in this thesis is the association
of detections and tracks. Both detections and tracks are represented by
bounding boxes. The overlap of these boxes based on the IoU criterion
can be used to solve the association problem in an efficient way [Sia12a].
An association is accepted if the overlap area of the bounding boxes of
detection and predicted track exceeds the minimum threshold1 Ttov. Since
large overlap is expected due to the high frame rate, a usual value is Ttov = 0.5.
Acceptance and rejection can be represented by an overlap matrix Mtov for
fast detection of split, merged, or missed associations. For m detections
and n tracks with detection bounding boxes Di for i ∈ {1, . . . ,m} and track
bounding boxes T j for j ∈ {1, . . . ,n}, the overlap matrix is defined by
Mtov = (mi j ), with mi j =
{
1, if
|Di ⋂T j |
|Di ⋃T j | ≥ Ttov
0, else.
(6.1)
This representation is also called validation matrix [Cha84] and can be inter-
preted as a kind of validation gating [Bar75]. Examples for initialization and
interpretation of Mtov are given in Fig. 6.2. Bounding boxes of detections
are depicted in red color, while tracks are visualized by green boxes. The
first case shows an unambiguous association as each detection is associated
to exactly one track. This is the desired case. In the second example, a
merged detection occurs and is associated to both tracks. This critical case
is detected in matrix Mtov since two 1s appear in one column. Analogously,
there would be two 1s in one row in case of a split detection. Such situations
are resolved by split and merge handling. A missed detection is visualized in
the third example and recognized by one row in Mtov with only 0s. Further-
more, only 0s in one column represent a detection with no associated track.
Missing detections or tracks are handled by track management.
Instead of bounding box overlap, the calculation of distance measures
such as Euclidian distance or Mahalanobis distance is a common method in
order to apply validation gating [Mag11].
1 The abbreviation tov stands for track overlap.
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Figure 6.2: Association of detections and tracks using overlap matrix Mtov.
6.2.2 Association between Motion Vectors and Tracks
As detections are the fundament for multiple object tracking, the association
of motion vectors to tracks is optional. The idea is to use them as support for
split and merge handling [Gri10]. Four criteria have to be fulfilled in order
to associate a motion vector to a track:
1. The motion vector is not associated to another track.
2. The motion vector is located inside the bounding box of the predicted
track.
3. The motion vector is not located inside the bounding box of another
predicted track (overlap area). In this way, ambiguous associations
are avoided.
4. The motion vector and the track have similar motion direction and
velocity.
An example for motion vector association is given in Fig. 6.3. Motion vectors
are depicted by yellow and green dots, detections by red bounding boxes,
detections tracks
unambiguous association merged detection
detections tracks detections tracks
missed detection
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Figure 6.3: Association of motion vectors (dots) to tracks (green bounding
boxes). Green dots represent associated motion vectors, while unassociated
motion vectors are visualized in yellow color.
and tracks by green boxes. For the sake of clarity, motion vectors are visual-
ized by dots instead of vectors. Green motion vectors are associated to the
tracks in which they are located, while yellow vectors are unassociated.
For each associated motion vector, the related track’s identifier (ID) as well
as the position of the motion vector relative to the track’s bounding box are
stored. This information is needed for split and merge handling. Each track
can list up to 20 associated motion vectors. Outlier vectors with respect to
the related track’s position or motion are removed from this list.
6.3 Split and Merge Handling
Splitting and merging in the context of multiple object tracking describe the
situation when two detections associated to one track and one detection
associated to two tracks, respectively. Without any further knowledge, the
best fitting association would be accepted, while the unassociated detection
is ignored and the unassociated track is kept alive by track prediction using
motion information from previous time steps. In this section, however, the
associated motion vectors are used to guide tracks through situations of
split, merged, or missed detections. The basic assumption in order to make
this approach work is that object detection and segmentation provide good
detection performance with a high rate of correct detections and only few
FPs and FNs. Then, short periods of split, merged, or missed detections
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Figure 6.4: Lifetime (yellow color) and association time (green color) of
5,401 motion vectors in a sequence of 370 frames (see Fig. 6.3) visualized by
histograms.
can be bridged by using detections reconstructed by the associated motion
vectors. Hence, the average times of successful tracking (lifetime) and suc-
cessful association (association time) of motion vectors have to be longer
than potential detection gaps of about 3–10 consecutive frames.
5,401 motion vectors detected and tracked in a video sequence of 370
frames as seen in Fig. 6.3 are analyzed for their lifetime and association
time in Fig. 6.4. The first bin of each of the two histograms contains the
number of motion vectors with a lifetime (yellow color) or association time
(green color) of 10 frames or less, the second bin represents a time period
of 11 to 50 frames, and so on. For better visualization, the vertical axis
scale is logarithmic. There are 221 features with a lifetime of at least 100
frames and the average lifetime of each motion vector is about 21.46 frames.
Furthermore, 44 motion vectors were associated to a track for at least 100
frames. There are 20 object tracks in this sequence with a lifetime of at least
100 frames. Each of these long tracks has 15.57 associated motion vectors
and 2.3 new and removed associations per frame on average. In summary,
it can be said that associated motion vectors are applicable to handle split
and merge situations.
With the recognition of a split, merged, or missing detection using matrix
Mtov, it is assumed that detections in the current time step are not reliable.
Inspired by Feature-Based Probabilistic Data Association (FBPDA) [Gri09],
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Figure 6.5: Example for reconstuction of detections R1 and R2 for a merged
detection D1 by using associated motion vectors (green dots).
the track’s bounding box can be reconstructed, since for each associated mo-
tion vector both the relative position inside the track’s bounding box and the
size and the orientation of the box are available. This process is visualized for
merged detection D1 in Fig. 6.5. The sets of boxes R
(i )
1 with i ∈ {1, . . . ,m} and
R( j )2 with j ∈ {1, . . . ,n} reconstructed by the associated motion vectors are
used to generate new bounding boxes R1 and R2 by calculating the median
position, size, and orientation of all R(i )1 and R
( j )
2 , respectively. R1 and R2
are then considered as detections in the current time step. In contrast to
simple track prediction based on previous motion information it is possible
to consider changes in motion direction and velocity during split and merge
situations. However, reconstruction of detections is limited to 10 consec-
utive frames in order to delete and reinitialize tracks that were initialized
by split or merged detections. If there are no motion vectors available for
an occluded object or a track involved in a split or merge situation, simple
track prediction is applied. The effectiveness of this approach compared
to split and merge handling without motion vectors is demonstrated in
Section 7.3.6.
merged detection
detections tracks detections tracks
unambiguous associationdetection reconstruction
by the motion vectors
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6.4 Track Management
Tracks are initialized and deleted by the track management. Since motion
vectors can originate from parallax effects or outliers of the compensation for
camera motion, they are not considered for track initialization or deletion.
Instead, tracks can exist only if there are associated detections. Different
thresholds for track lifetime are applied to verify whether a track is (1) still
new and, thus, not reliable, (2) existing long enough to be considered as
reliable, or (3) missing long enough to be deleted.
Multiple object tracking as presented here does not provide any approach
for identification and reinitialization of previously lost track. In particular,
this means that tracks of objects, which are stopping at an intersection or
due to traffic jam, get lost. Methods for persistent tracking can be introduced
to address this problem [Pel12, Pro14].
6.5 Tracking Algorithm
The bounding box parameters for object position (x,y), size (w,l ), and orien-
tation α are chosen for tracking. As the moving objects are tracked directly
in the image, all parameters are considered in reference to the image coordi-
nate system. This leads to the state vector s= (x, y, w, l ,α). Both camera and
object motion are assumed to be linear and affected by Gaussian noise. In
this case, the Kalman filter is an optimal state estimator with respect to the
minimum mean square error on the state estimate [Mag11]. Its implementa-
tion is easy and the processing time is faster compared to other approaches
such as particle filter. Thus, the Kalman filter is chosen as filter for point
tracking of state vector s.
The process of multiple object tracking is visualized as a flowchart in
Fig. 6.6. Motion vectors and detections are given as input in each time
step. The prediction step of the Kalman filter is applied to each existing
track in order to determine a new state vector for the current time step
based on information of the previous time step only. Subsequently, the
detections are associated to the predicted tracks as described in Section 6.2.1.
If there was no association possible for a detection, this detection is used to
initialize a new track. Now all available motion vectors are associated to the


































Figure 6.6: Flowchart of the multiple object tracking algorithm.
tracks either by using their ID for already associated vectors or by checking
the four criteria introduced in Section 6.2.2. If split or merge situations
occur according to the overlap matrix Mtov, the involved detections are
reconstructed by the motion vectors as presented in Section 6.3. Then, the
update step of Kalman filtering improves the predicted tracks with the new
information of the current time step given by the associated detections.
Associated motion vectors are updated for their new relative position inside
the associated track’s bounding box. Tracks without any associated detection
for a certain period of time are deleted. The final result of the multiple object
tracking module is a set of updated and confirmed tracks.
7
Evaluation of the Proposed
Methods
In this chapter, the approaches introduced in Chapters 4, 5, and 6, are
evaluated individually and in the context of the entire processing chain.
Existing algorithms taken from the literature are compared to the proposed
methods in a qualitative and quantitative evaluation. In Section 7.1, the
applied evaluation measures and methods are described. An introduction
to the datasets is given in Section 7.2. Since each approach is dependent
on several parameters, a systematic parameter optimization is employed
and discussed in Section 7.3. The processing chain is evaluated module by
module in Section 7.4. This is necessary to demonstrate the impact of each
module on the overall performance. An evaluation and comparison of the
processing times is provided in Section 7.5 and, finally, a summary is given
in Section 7.6.
7.1 Evaluation Measures and Methods
In the literature, a large variety of different evaluation measures and meth-
ods exists to evaluate object detection and tracking [Mar02, Per06a, Ber08,
Kas09, Jap11, Mil13, Sme13]. In this thesis, some of the most common ones
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Figure 7.1: Visualization of ground truth as well as true positive, false posi-
tive, false negative, and true negative detections.
are employed to analyze the performance of the algorithms proposed in this
thesis. In Fig. 7.1, the definition of correct and incorrect detection of an object
is visualized. Usually, algorithms are compared against GT. In order to eval-
uate a moving object detection algorithm, all moving objects in a scene have
to be labeled. Labeling is done manually or (semi-)automatically [Kim13]
by tagging each object with a point or a bounding box. Bounding boxes
are used in this thesis. Each object automatically detected by the algorithm
is tagged analogously and bounding boxes coming from GT and detection
algorithm are compared. A True Positive (TP) detection is a bounding box
coming from the detection algorithm at the position of a GT object. This is a
correct detection. There are two options for incorrect detections: FP, if no
object is visible inside the algorithm’s bounding box, and FN, if an object
is visible but not detected. For some evaluations, True Negative (TN) detec-
tions are considered: no object is present and thus no object is detected. The
aim of object detection algorithm development is to maximize the number
of TP detections while minimizing the number of FP and FN detection at
the same time.
7.1.1 Evaluation Measures for Object Detection
Since objects are represented by bounding boxes, the overlap of detection
and GT bounding box based on the IoU criterion is an important measure
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to determine TPs, FPs, and FNs. For a given overlap threshold Tov, detection




|Di ⋃Gi | ≥ Tov, (7.1)
where Di and Gi is the i -th mapped pair of detection and GT. According
to the PASCAL criterion [Eve10], Smeulders et al. [Sme13] propose to use
Tov = 0.5. For larger objects in an image covering several thousands of pixels,
this is a suitable threshold. However, for small objects covering only 50–200
pixels even small deviations in size or position of the detection bounding
box from the GT bounding box can induce a significantly lower overlap.
These deviations can be caused by split, merged, and partial detections or
object shadow. In order to demonstrate the impact of the overlap threshold
Tov to the performance evaluation, Tov is varied between the values 0.1 and
0.3 in this chapter.
In addition to Fig. 7.1, the distribution of TPs, FPs, and FNs is demon-
strated for different detections in Fig. 7.2. For this example, Tov is set to 0.2.
GT is visualized by filled red rectangles and OV represents the maximum
overlap of detection and GT bounding box. The upper row shows examples
for imprecise object detection due to the object shadow (2–6). While precise
detection usually has an overlap of at least 0.7 (2), the merged detection of
object and shadow immediately reduces the overlap to 0.5 or even 0.3 (3–4).
Separate detections for object and shadow cause a FP (5) and the detection
of the shadow only generates one FP and one FN due to the small overlap of
detection and GT (6). In the lower row, the approach of counting TPs, FPs,
and FNs for merged and split detections is depicted (8–12). Both vehicles are
detected correctly even if the bounding boxes partially overlap each other
(8). A missed vehicle causes a FN (9). In case of a merged detection (10), each
GT object can have only one associated detection. The GT bounding box
is associated to the detection with larger overlap while the other detection
becomes a FN. Even a detection between two objects (11) can produce a TP
if OV ≥ Tov. Finally, an example for split detection is shown (12). Since both
detections have an overlap smaller than Tov, two FPs and two FNs occur.
With this knowledge about TPs, TNs, FPs, and FNs, further evaluation
measures can be defined. Most of these measures evaluate the detection
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Figure 7.2: How to determine TPs, FPs, and FNs for the evaluation of object
detection. In these examples, the overlap threshold is Tov = 0.2.
accuracy which is the ratio between the correct detections and the detection
errors. The True Positive Rate (TPR)
TPR := |TP||TP|+ |FN | (7.2)
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and the False Positive Rate (FPR)
FPR := |FP||FP|+ |TN | (7.3)
can be used to evaluate the performance of a classifier, for example. Usually,
a set of positive and negative samples is classified and with a fixed threshold
for the classifier decision value, the TPR and the FPR can be calculated.
The range of value is between 0 and 1 for both measures. By varying this
threshold, many different pairs of values appear for TPR and FPR. They
can be arranged in a Receiver Operating Characteristic (ROC) curve [Faw06,
Jap11] where the TPR is plotted on the vertical and the FPR on the horizontal
axis. Perfect classification is represented by the point (0,1) and a ROC curve
getting close to this point indicates a well performing classifier. The Area
Under the Curve (AUC) can be used as a compact representation of a ROC
curve. It should be mentioned, that the number of TNs is known here since
training and test set cover positive and negative samples.
In more realistic experiments, there is usually no knowledge about TNs.
An object detector using a sliding window cannot produce TNs but aims at
having a higher classifier decision value if the wanted object class is present
and a low decision value otherwise. The most common measures to evaluate
the performance of such an object detector are
precision := |TP||TP|+ |FP| (7.4)
and
recall := |TP||TP|+ |FN | . (7.5)
TPR and recall are identical. The
f -score := 2 · |TP|
2 · |TP|+ |FP|+ |FN | (7.6)
is the harmonic mean of precision and recall. In the literature, it is also
known as f measure [Jap11]. The range of the value is between 0 and 1 for all
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three measures. Depending on the application, it can be more important to
avoid either FPs or FNs. In such cases, either precision or recall is maximized.
Maximizing the f-score achieves a good balance of both.
In addition to the detection accuracy, the CLEAR metrics [Ber08] also
consider the precision of a detection system in a separate score [Kas09].
The accuracy aspect answers the question, whether an object was detected
or not. Actually, all presented measures up to now consider the accuracy
aspect only. This is the same for the Normalized Multiple Object Detection
Accuracy (N-MODA) that is defined by
N-MODA := 1− cm(|FN |)+ c f (|FP )||TP|+ |FN | , (7.7)
where cm and c f are cost functions to individually weight FNs and FPs
depending on the application. In this thesis, cm(x) = c f (x) = x is used as
value for the weighting functions. While MODA is originally defined for
single frames, N-MODA is normalized to the entire sequence.
In contrast, the precision aspect evaluates the overlap of detection and
GT bounding boxes. The Normalized Multiple Object Detection Precision








where i ∈ {1, . . . , |TP| } denotes all mapped pairs of TP detection Di and GT
Gi .
There are several other evaluation measures for object detection [Mar02,
Kas09], but only ROC curves, AUC, precision, recall, f-score, N-MODA, and
N-MODP will be used for the experiments in this chapter.
7.1.2 Evaluation Measures for Object Tracking
Multiple object tracking adds temporal context to detections. Typical track-
ing mistakes such as ID switches or track interrupts need to be also included
in the global evaluation measure along with the detection precision and
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accuracy. An extension of the CLEAR metrics for object tracking is given
by the Multiple Object Tracking Accuracy (MOTA) and the Multiple Object
Tracking Precision (MOTP). MOTA is defined by
MOTA := 1− cm(|FN |)+ c f (|FP|)+ cs (|ID|)|TP|+ |FN | , (7.9)
where |I D| is the number of ID switches in the sequence and cs is the weight-
ing function for ID switches. While Kasturi et al. [Kas09] propose to use
cs (x) = log10(x), Bernardin and Stiefelhagen [Ber08] suggest cs (x) = x. In
this thesis, cs (x)= x is used as otherwise ID switches are hardly penalized








The only difference is that GT tracks and automatically acquired tracks are
compared instead of detections. However, if a track candidate is considered
to be a confirmed track starting from the first associated detection, then one
has N-MODP =MOTP.
Further metrics used in this thesis are trajectory based measures [Wu06].
They are applied to evaluate tracking performance on entire trajectories
instead of counting mistakes frame by frame [Mil13]. An object is considered
to be mostly tracked (MT), if at least 80 % of its GT trajectory is found. It is
mostly lost (MLT)1, if is tracked correctly in less than 20 % of its presence.
In all other cases, it is denoted as partially tracked (PT). Finally, each time
a track’s state changes from tracked to not tracked, the number of track
fragmentations (FMs) is incremented to count how often the track is lost.
The presented measures are used to evaluate the performance of the
multiple object tracking in Section 7.4. Further measures are described and
discussed by Kasturi et al. [Kas09] and by Milan et al. [Mil13].
1 In the original paper [Li09b], the abbreviation ML is introduced for mostly lost. Since ML
can be mistaken for machine learning or maximum likelihood, mostly lost is abbreviated by
MLT in this thesis.
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7.2 Datasets
Three videos are evaluated in the experiments as shown in Fig. 7.3. Two se-
quences, SEQ 1 and SEQ 2, coming from Luna UAV in top view and sequence
EgTest01 of the VIVID dataset [Col05] in top and slight oblique view. Fur-
ther sequences of the VIVID dataset are not used as the camera view is
different compared to the Luna UAV videos and there is a large number of
frame drops severely affecting independent motion detection. Since the
Luna UAV videos do not provide color information, the EgTest01 sequence
is converted to gray-values. The GT was generated manually by tagging all
moving objects with bounding boxes. There are moving trucks, cars, motor-
cycles, bicycles, and persons appearing in the scenes. Furthermore, tracks
of moving objects were annotated manually as well. In order to compare
object segmentation and object detection approaches, only cars and trucks
are considered for the evaluation. They are denoted by vehicles in the re-
mainder of this section. The reason is that object segmentation focuses on
edges only and can detect all kinds of moving objects, while object detection
methods learn an appearance model of one specific object class and thus
cannot detect objects of other classes. Vehicles for example have a different
appearance compared to motorcycles and persons. It is possible to train
separate object detectors for persons or motorcycles in addition to the ve-
hicle detector, but since there is only little information available about the
appearance of motorcycles and persons as seen in Fig. 2.4 and 3.2, object de-
tection is prone to produce FPs. This would distort the evaluation. Instead,
GT objects have been annotated for being either vehicle or non-vehicle. Any
detection of a moving non-vehicle will not be included in the evaluation
process. In this way, the detection of non-vehicles is not unintentionally
penalized but simply ignored.
In SEQ 1, a busy urban street is shown. The sequence consists of 401 single
images with a frame rate of 25 Hz. There are between 5 to 20 moving objects
per image. With a GSD of about 0.345 m/pixel, a standard car covers an area
of approximately 8×15 pixels in the image. In total, 4,785 moving objects in
42 tracks are labeled as GT of which 4,731 in 40 tracks are vehicles. Among
the main challenges of this sequence are many vehicles closely driving one
behind the other or overtaking each other.
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SEQ 2 comprises 201 single images with a frame rate of 25 Hz and shows
another busy urban street. The GSD is about 0.284 m/pixel and a normal car
covers 10×20 pixels. There are many persons and motorcycles in this scene,
so out of the 2,662 moving objects in 39 tracks only 1,373 GT objects in 18
tracks are vehicles. Partial occlusions by trees next to the street, large object
shadows, and a large variance in different vehicle appearances represent
some of the challenges of this scene.
The video EgTest01 is taken from the VIVID dataset and consists of 1,821
single images with a frame rate of 30 Hz. A runway is shown with six vehicles
turning and driving one behind the other at low velocity. In total, there are
6,866 moving objects in 6 tracks. A standard vehicle covers about 20×40
pixels. So, the video is downscaled from 640×480 to 320×240 pixels in order
to keep the object size stable compared to the Luna UAV sequences. This
scenario is actually irrelevant for urban surveillance due to the low velocity
and the runway environment without any buildings or trees. However, it
is the only dataset which is publicly available and has been evaluated in
the literature [Ers12, Sia12b, She13a]. In the original GT, only one object is
labeled in order to perform single object tracking. So, the GT was extended
manually to all six vehicles. In this scene, the GT bounding boxes are not
rotated in the direction of object’s motion but remain parallel to the image
boundaries.
An overview of the most important statistics of the three sequences is
given in Table 7.1.




frames moving object moving vehicle
objects tracks vehicles tracks
SEQ 1 401 25 Hz 4,785 42 4,731 40
SEQ 2 201 25 Hz 2,662 39 1,373 18
EgTest01 1,821 30 Hz 6,866 6 6,866 6
For object detection using local sliding window, classifier models have
to be trained before they can be applied. Therefore, negative samples of
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non-vehicles and positive samples of vehicles are necessary. The vehicles in
four wide area aerial images are manually labeled in order to generate four
training and test datasets. While the training data are used to train the classi-
fier models, the classifier performance is evaluated with the test data. Each
vehicle sample is cut out, rotated in horizontal position, and scaled to 16×32
pixels. Negative samples are generated in the same way at random positions
in the background where no vehicles are visible. The four resulting datasets
are denoted by VEH-01, VEH-02, VEH-03, and VEH-04 and some samples are
depicted in Fig. 7.4 and 7.5. While the wide area aerial images considered for
VEH-01 and VEH-02 were acquired by the same camera, different cameras
were used for VEH-03 and VEH-04. The cameras used to capture the three
videos SEQ 1, SEQ 2, and EgTest01 are different, too, but the camera angle
is similar compared to the wide area aerial images. By using data that comes
from different cameras at slightly different camera angles, generality and
transferability of the trained classifier models is evaluated implicitly. Each
classifier can be trained on one dataset and evaluated with the other three.
In Table 7.2, the numbers of training and test samples for each image are
presented. A similar amount of positive and negative samples is extracted
for training in order to avoid biased learning or overfitting but a much larger
set of negative samples is used for evaluation.
Table 7.2: Statistics of the wide area aerial images used for classifier training
and evaluation.
image
training samples test samples
non-vehicle vehicle non-vehicle vehicle
VEH-01 780 790 20,000 790
VEH-02 680 664 20,000 664
VEH-03 – – 20,000 1,301
VEH-04 – – 20,000 679
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VIVID
frame 96 frame 378
frame 77 frame 1363
frame 11 frame 130
Figure 7.3: Aerial videos used for the experiments. GT objects are repre-
sented by bounding boxes. While the red color stands for vehicles, orange
color indicates motorcycles, bicycles, or persons. The upper two sequences
are coming from Luna UAV and the lower one from the VIVID dataset [Col05].
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vehicle samplesnon-vehicle samples
vehicle samplesnon-vehicle samples
Figure 7.4: Samples of non-vehicles and vehicles are extracted from different




Figure 7.5: Samples of non-vehicles and vehicles are extracted from different
wide area aerial images and used for classifier training and evaluation.
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7.3 Parameter Estimation and Optimization
The performance of the algorithms presented in this thesis is influenced
by few parameters. These parameters can be either continuous such as
thresholds or the size of a considered ROI, or discrete such as the choice of a
specific subroutine. The aim of this section is to determine parameter values
that are maximizing the performance of the presented approaches. SEQ 1
is used for optimization and the determined values are applied in further
experiments with all sequences in Section 7.4. Parameters are optimized
in the context of the entire processing chain but presented here for each
module individually. Maximization of the f-score for SEQ 1 is chosen as
optimization criterion.
7.3.1 Gradient Based Object Segmentation
For this experiment, all modules of the processing chain are active except
for image stacking and multiple object tracking. Two parameters are cho-
sen for optimization: the choice of the approach for gradient calculation
and the adaptive threshold Tq for quantile based thresholding of gradient
magnitudes. These two parameters are expected to have the highest impact
to the performance of this method. Four different methods to calculate
gradients were introduced in Section 5.4.1: the novel LBP gradient, gradient
calculation without noise suppression, Canny gradient, and morphological
gradient. Tq is used to determine the gradient magnitudes accepted as edge
pixels as seen in Fig. 5.16. For example, the 15 % largest gradient magnitudes
are accepted for q = 0.15. The higher the value of quantile q , the more pixels
are accepted.
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Figure 7.6: Parameter optimization for gradient based object segmentation.
In Fig. 7.6, the optimization results are visualized. Fig. 7.6 (a) gives an
overview for a large parameter range of 0.05 ≤ q ≤ 0.5. Precision, recall,































.05 .10 .15 .20 .25 .30 .35 .40 .45 .50
LBP gradient


























.91.10 .11 .12 .13 .14 .16 .17 .18 .19 .20.15
(a) overview (                              ) (b) detail (                          )
126 7 Evaluation of the Proposed Methods
overlap threshold Tov = 0.1. The decreasing precision shows that more
and more FP detections appear with increasing q . This is expected as Tq
decreases and more edge pixels are accepted. By contrast, recall has a clear
maximum in the range 0.15≤ q ≤ 0.2. FN detections occur for low q since
only few edge pixels are accepted. The number of FNs decreases until the
maximum is reached and increases again for q > 0.2. This happens because
with decreasing Tq more and more merged detections appear which leads
to more FNs. The best f-score is reached for the range 0.1 ≤ q ≤ 0.2 and
LBP gradient seems to be the best performing method. In order to confirm
this assumption, a detailed visualization of this range is given in Fig. 7.6 (b).
The three diagrams show the f-score for different overlap thresholds Tov ∈
{0.1,0.2,0.3}. By averaging the performance of each method over the three
values of Tov, a more general and robust value for q can be determined. An
example is given for the LBP gradient: for Tov = 0.1, there are two maxima at
q = 0.12 and q = 0.17. Although the maximum at 0.17 is higher, the mean
f-score over all three values of Tov is 0.918 for q = 0.12 and 0.895 for q = 0.17.
The f-score difference of 0.023 may look small but it actually represents a
difference of 25 FPs and FNs in the entire sequence SEQ 1.
With the optimized values for q , all four approaches for gradient calcu-
lation are compared with respect to the evaluation measures presented in
Section 7.1.1. This comparison is done for each of the three videos and
visualized in Table 7.3. The best performance for each evaluation measure
is highlighted in red color. The most important measures f-score, N-MODA,
and N-MODP are additionally underlined. In each sequence, the LBP gra-
dient approach achieves the best results in both accuracy and precision
although the performance difference is small compared to the other ap-
proaches and may not be statistically significant. Nevertheless, for further
experiments in this section, LBP gradient with q = 0.12 is chosen for gradient
based object segmentation. The f-score shows that sequence EgTest01 is
well processed with only 181 mistakes but 6,811 correct detections. SEQ 1
and SEQ 2 are more challenging as they represent realistic urban traffic sce-
narios. N-MODP is significantly lower for all approaches in EgTest01 as
the GT bounding boxes are not oriented in motion direction and, thus, less
overlap between detection and GT is achieved.
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Table 7.3: Comparison of the gradient calculation approaches for each of the










































































TP 4,322 4,349 4,322 4,332
FP 223 282 242 252
FN 409 382 409 421
precision 0.953 0.939 0.947 0.945
recall 0.914 0.919 0.914 0.916
f-score 0.932 0.929 0.930 0.930
N-MODA 0.866 0.859 0.862 0.862
N-MODP 0.621 0.606 0.594 0.598
SEQ 2
TP 1,265 1,259 1,252 1,248
FP 190 197 178 188
FN 108 114 121 125
precision 0.869 0.865 0.876 0.869
recall 0.921 0.917 0.912 0.909
f-score 0.895 0.890 0.893 0.889
N-MODA 0.783 0.773 0.781 0.772
N-MODP 0.573 0.552 0.544 0.540
EgTest01
TP 6,811 6,807 6,804 6,802
FP 126 139 112 118
FN 55 59 62 64
precision 0.982 0.980 0.983 0.983
recall 0.992 0.991 0.991 0.991
f-score 0.987 0.986 0.987 0.987
N-MODA 0.974 0.971 0.974 0.973
N-MODP 0.515 0.493 0.483 0.491
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7.3.2 Object Segmentation using Relative Connectivity
The processing chain modules image stacking and multiple object tracking
are deactivated for this experiment, too. Three parameters are optimized:
threshold Trc for determining start and end points as well as the two hystere-
sis thresholds Tu and Tl . Trc is an adaptive threshold using the gray-value
mean µ and standard deviation σ of the considered image by Trc =µ+a ·σ.
Actually, the parameter a is optimized in order to find a good weighting fac-
tor of the standard deviation. In hysteresis thresholding, the upper threshold
Tu is usually given as a multiple of the lower threshold Tl by Tu = b ·Tl . In
the follow-up, b and Tl are optimized jointly.
In Fig. 7.7, the optimization result is visualized. Figure 7.7 (a) shows the
f-score for parameter a with fixed hysteresis thresholds Tl = 50 and b = 2.5.
Reasonable performance is achieved even for a = 0.0 since µ is already a
good initialization value for Trc. The maximum, however, is reached between
1.0≤ a ≤ 1.5 and a is set to 1.2. In Fig. 7.7 (b), the joint optimization of Tl
and b is depicted. Tl is plotted against the f-score for five different values of
b. The best f-score is achieved for Tl = 40 and b = 2.0.
Figure 7.7: Parameter optimization for object segmentation using relative
connectivity.
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7.3.3 Object Detection using Local Sliding Window
Again, the processing chain modules image stacking and multiple object
tracking are deactivated in this subsection. In the first experiment, the most
promising descriptor/classifier combinations are determined. Therefore,
the five descriptors presented in Section 5.4.3 are applied in combination
with different classifiers and evaluated for their AUC values. Six classifiers are
used for the evaluation: (1) SVM with RBF kernel and 3-fold cross validation,
(2) Gentle AdaBoost with 1,000 decision trees of depth 2, (3) RF with 1,000
decision trees, and the proposed RNB classifier (4) without ICA, (5) with
ICA, and (6) with CC-ICA. Classifier training is fully supervised using the
classification evaluation datasets VEH-01, VEH-02, VEH-03, and VEH-04. For
each classifier, two separate models are trained with VEH-01 and VEH-02,
and evaluated with the remaining three datasets. So, for each combination
of descriptor and classifier there are six test cases with one ROC curve as
result per test case. In order to achieve a compact representation of the
results, AUC mean and standard deviation are calculated as seen in Table 7.4.
Performance differences can be significant even in the fourth decimal place
of the AUC values. This is demonstrated by using the two-matched-samples
t-test [Jap11] that is a method to prove the statistical significance of the
performance difference of two competing classifiers. Hill and Lewicki [Hil07]
provide a detailed description of the t-test. The parameters of the t-test are
chosen so that the null hypothesis, which indicates that the results of two
classifiers are coming from the same distribution and, thus, the performance
difference is not statistically significant, can be rejected with a probability of
at least 0.95.
In Table 7.4, the t-test is applied to the AUC means of each row, which
means constant classifier and variable descriptor, and each column, which
means constant descriptor and variable classifier. For most t-tests, the
descriptors MOMENTS and DCT are outperformed significantly by HOG,
ChnFtrs, and Multi-LBP nearly independent of the classifier. Thus, MO-
MENTS and DCT are not considered for further experiments anymore. For
the remaining three descriptors, the AUC means of CC-ICA + RNB are con-
sistently higher compared to RNB, ICA + RNB, and RF. These performance
differences are statistically significant for HOG and ChnFtrs descriptor. This
shows that the proposed CC-ICA + RNB classifier is able to outperform other
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bagging based approaches in terms of AUC. Furthermore, the results con-
firm the conclusions of Bressan and Vitria [Bre02], Fan and Poh [Fan07], and
Teutsch et al. [Teu14b] that CC-ICA can improve NB classifier performance.
Table 7.4: Comparison of AUC mean and standard deviation for 5 descriptors
and 6 classifiers. Two models were trained for each classifier with VEH-01
and VEH-02, and evaluated with the other three classification datasets. The
highest AUC value for each descriptor is highlighted in red color.
classifier
descriptor
MOMENTS DCT HOG ChnFtrs Multi-LBP
SVM
0.9878 0.9369 0.9993 0.9908 0.9981
±0.0109 ±0.0574 ±0.0004 ±0.0041 ±0.0014
AdaBoost
0.9795 0.9841 0.9991 0.9967 0.9983
±0.0198 ±0.0171 ±0.0004 ±0.0033 ±0.0014
RF
0.9490 0.9552 0.9983 0.9858 0.9960
±0.0483 ±0.0480 ±0.0004 ±0.0136 ±0.0034
RNB
0.9456 0.9468 0.9991 0.9805 0.9971
±0.0496 ±0.0595 ±0.0003 ±0.0195 ±0.0008
ICA 0.9699 0.9405 0.9991 0.9698 0.9970
+ RNB ±0.0304 ±0.0653 ±0.0003 ±0.0311 ±0.0008
CC-ICA 0.9745 0.9347 0.9993 0.9897 0.9973
+ RNB ±0.0263 ±0.0753 ±0.0002 ±0.0109 ±0.0012
In the second experiment, the sliding window thresholds Td and Tdov are
optimized jointly using precision-recall-curves. Each classifier has a dif-
ferent decision function and a comparison between classifiers is difficult
as range and scale of the decision values usually do not fit. Variation of
the decision threshold Td and plotting the resulting values for precision
and recall to common graphs as seen in Fig. 7.8 is a way to overcome this
problem. The first five graphs show five different promising combinations
of descriptors and classifiers. For each combination, best performance is
achieved for sliding window overlap threshold Tdov = 0.1. In the sixth graph,
the five combinations of descriptors and classifiers are compared to each
other. ChnFtrs clearly outperform the other descriptors and further combi-
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nations such as HOG + RNB or Multi-LBP + SVM did not affect this result.
RF and RNB achieve similar results but AdaBoost achieves by far the best
values for precision and recall.

































































varying classifier decision threshold and overlap threshold 
132 7 Evaluation of the Proposed Methods
It is particularly noticeable that the descriptors HOG, ChnFtrs, and Multi-
LBP achieve similar performance in Table 7.4, but obviously different perfor-
mance in Fig. 7.8, where ChnFtrs clearly outperform HOG and Multi-LBP.
There are two explanations: (1) According to Benenson et al. [Ben12], the
automatic feature selection of AdaBoost contributes the most compared
to hand designed descriptors such as HOG and Multi-LBP: while all HOG
and Multi-LBP blocks are located at fixed positions with fixed size and uni-
formly distributed weights, the AdaBoost classifier chooses features with
largest discriminative power without such limitations. These features can
be located between blocks and do not have fixed size. (2) Large AUC values
only prove the existence of a decision threshold Td that provides good class
separability for each individual test dataset. However, in order to achieve
good object detection performance, it is important that the intra-class vari-
ance is minimized while the inter-class variance is maximized at the same
time. Then, a value for Td can be determined that provides good generality
and transferability. Some examples for decision functions of different de-
scriptor/classifier combinations are visualized in Fig. 7.9. While HOG and
Multi-LBP generate ambiguous local decision value maxima indicating a
lower discriminative power than ChnFtrs, the margin of CC-ICA + RNB is
much smaller compared to AdaBoost and RF. The performance difference
between AdaBoost and RF can be a result of the different feature selection
strategies: greedy feature selection for AdaBoost and random feature selec-
tion for RF.
In the third and final experiment, the impact of the amount of different
image scales on object detection is analyzed. As already mentioned in
Section 5.4.3, the classifier model for vehicles in top view does not have high
discriminative power and, thus, the amount of FPs can increase faster than
the decrease of FNs when using many image scales. This is demonstrated
in Table 7.5. For both HOG + SVM and ChnFtrs + AdaBoost, three different
cases of image rescaling are evaluated. Case 1 is the baseline approach
as it is inspired by image rescaling for person detection: eleven different
scale factors si are used to rescale the original motion ROI of width w0 and
length l0. For the i -th rescaled motion ROI, width wi = si ·w0 and length
li = si · l0 are rescaled jointly. In case 2, width wi = w0 is constant while
only length li = si · l0 is rescaled by eleven scale factors si . Finally, case 3
is the proposed approach of Section 5.4.3 and similar to case 2 but with
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ChnFtrs + AdaBoost
motion ROI HOG + SVM Multi-LBP + AdaBoost
ChnFtrs + CC-ICA + RNB ChnFtrs + RF
Figure 7.9: Decision values of different descriptor/classifier combinations in
the sliding window approach. Each dot represents the center of one sliding
window and light red indicates a high classifier decision value.
three scale factors instead of eleven. Rescaling the length of the motion ROI
only is outperforming the baseline approach, but even larger improvement
is achieved by using only three different scales. This is visible for both
HOG + SVM and ChnFtrs + AdaBoost. The application of more scale levels
reduces the amount of FNs but increases the amount of FPs much more at
the same time since more object shadows or other rectangular non-vehicle
appearances are detected.
In summary, the chosen parameters for the local sliding window approach
are ChnFtrs as features, AdaBoost as classifier, Tdov = 0.1 for the window
overlap threshold, and three levels of image rescaling in length direction of
the motion ROI.
7.3.4 Image Stacking
Although image stacking is the first algorithm of the module object detection
and segmentation, it is an optional preprocessing step for the subsequent
detection and segmentation algorithms. So, the parameters of these algo-
rithms have to be optimized first in order to determine if image stacking
is really able to improve the optimal detection and segmentation results.
All processing chain modules are active except for multiple object tracking.
Gradient based object segmentation is used as detection and segmentation
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Table 7.5: Evaluation of different image rescaling approaches for object de-
tection using local sliding window. While 11 scale levels are applied in order
to rescale the motion ROI width and length jointly in case 1, width is constant
and length is rescaled by 11 and 3 levels for case 2 and 3, respectively. The














































































































TP 4,486 4,473 4,125 4,501 4,487 4,463
FP 889 780 190 357 283 83
FN 245 258 606 230 244 268
precision 0.835 0.852 0.956 0.972 0.941 0.982
recall 0.948 0.945 0.872 0.951 0.948 0.943
f-score 0.888 0.896 0.912 0.939 0.945 0.962
algorithm in this subsection since image stacking is removing background
gradients and, thus, larger improvement is expected compared to model
based approaches such as relative connectivity or local sliding window. Four
parameters are selected for optimization: minimum stack height Hmin and
stack area A are continuous parameters while stack initialization and stack
arrangement are discrete parameters. The height of a stack has to exceed
Hmin before the motion cluster is replaced by the stack for object detection
and segmentation. If Hmin is not exceeded, the motion cluster is used in-
stead. A is the spatial extent of a stacked area in the image. With a larger
size, it is more likely that extended motion clusters are inside the stack area
and can be replaced by stacks. Two approaches for stack initialization are
presented in Section 5.3.1: initialization by k-means clustering of moving
corners and initialization by detections. Finally, two different methods are
introduced for stack arrangement in Section 5.3.3: accumulation image and
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Figure 7.10: Parameter optimization for image stacking.
circular buffer. The stack image of a circular buffer can be calculated by
pixelwise mean or median. Both approaches are analyzed.
The optimization results are visualized in Fig. 7.10. In Fig. 7.10 (a), the
f-score of Hmin for all three stack arrangement methods is depicted. 10 ≤
Hmin ≤ 250 is the chosen range clearly demonstrating that Hmin = 25 is
the best value for each method. Figure 7.10 (b) shows the optimization
for stack area A. The f-score of the three stack arrangement approaches is
plotted against the stack area size in pixels. With 1 : 2 and 1 : 3, two different
ratios of width to length of A are evaluated. The variance of the f-score is
smaller for ratio 1 : 3 compared to 1 : 2, so 1 : 3 is further considered. 115×345












































(b) stack area 
with width/length ratio 1:2
82  164 114  228 145  290 177  35450  100
with width/length ratio 1:3
66  198 90  270 115  345 140  42041  123
10
(c) stack initialization
136 7 Evaluation of the Proposed Methods
Figure 7.11: Parameter optimization for outlier removal.
f-score anymore for larger values. In all evaluations, the accumulation image
achieves a worse maximum f-score than the circular buffer. Eventually, the
circular buffer with pixelwise median image is chosen since it performs
slightly better compared to the pixelwise mean image. Stack initialization
is evaluated for gradient based object segmentation, segmentation using
relative connectivity, and object detection using local sliding window in
Fig. 7.10 (c). For all three detection and segmentation algorithms, k-means
clustering performs worse compared to initialization by detections, so the
latter one is chosen in order to initialize stacks.
7.3.5 Duplicate and Outlier Removal
The processing chain modules image stacking and multiple object track-
ing of the processing chain are deactivated again for this experiment. As
there are no parameters for duplicate removal, just the minimum threshold
Tout for outlier removal is optimized. The detection of a moving object is
accepted only if the minimum number of motion vectors that are located
inside the detection bounding box is not lower than Tout . Otherwise, the
detection is considered to belong to the stationary background. The opti-
mization result is visualized in Fig. 7.11. The f-score is plotted against the
minimum number of motion vectors inside the detection. For each object
minimum outlier threshold          
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Figure 7.12: Parameter optimization for multiple object tracking.
detection and segmentation approach the maximum f-score is achieved for
Tout = 4. Thus, this value is chosen for all further experiments.
7.3.6 Multiple Object Tracking
With deactivated processing chain module image stacking, two parameters
of multiple object tracking are evaluated: the minimum overlap threshold
Ttov and split and merge handling with and without support by associated
motion vectors. The results are visualized in Fig. 7.12. Ttov is used to solve
the association problem. A detection is associated to a track only, if the
overlap of the detection bounding box and the track bounding box exceeds
Ttov. The tracking performance is represented by the f-score in this experi-
ment. Object detection using local sliding window and gradient based object
segmentation reach a maximum at Ttov = 0.5, while object segmentation
using relative connectivity achieves the highest f-score for Ttov = 0.6. Split
and merge handling can be supported by motion vectors that are associated
to existing tracks as described in Section 6.3. On the contrary, it is also
possible to handle split and merge situations without motion vectors by
track prediction using the Kalman filter instead. The performance increases
significantly, if motion vectors are used as support. This is demonstrated for


















0.1 0.2 0.4 0.5 0.70.3 0.6
.92
.94










(a) min. tracking overlap threshold 
138 7 Evaluation of the Proposed Methods
the follow-up, the value Ttov = 0.5 and split and merge handling supported
by motion vectors are chosen.
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7.4 Experiments and Evaluation
With optimized parameters, the methods proposed in this thesis are com-
pared to approaches taken from the literature. The same measures are used
for evaluation as presented in Section 7.1. Object detection and segmenta-
tion, image stacking, and multiple object tracking are evaluated individually.
7.4.1 Object Detection and Segmentation
In addition to the three proposed methods, three object segmentation ap-
proaches from the literature were implemented and integrated into the
processing chain. This means that independent motion detection as well
as outlier and duplicate removal are applied just as presented in Section 5.
The concepts for all three algorithms are depicted in Fig. 7.13. Similar to
the proposed methods, the primary idea is to find regions brighter or darker
than the background assuming that they come from objects on the street.
While one method is based on contour extraction [Che12c], the two other
algorithms perform blob extraction [Mat02, Zhe13]. The parameters of each
method are optimized in a similar way as in Section 7.3. The first solution
introduced by Zheng et al. [Zhe13] uses the morphological operation black
and white tophat transform [Dou92] to detect dark and bright image regions.
Knowing about the GSD, the size of the structuring element can be chosen
depending on the size of a standard vehicle in the image. The influence
of background textures such as road markings is reduced by applying mor-
phological closing and opening prior to the tophat transform. Objects are
segmented by Otsu thresholding and connected-component labeling. The
second method is based on blob detection using MSER [Mat02]. Connected
regions brighter or darker than the background are the result of this algo-
rithm. By applying size and eccentricity constraints, FP detections in the
background are reduced. Finally, Cheng et al. [Che12c] apply clustering of
Canny edge pixels and Harris corners. Morphological closing and connected-
component labeling are used to segment objects. Further developments
include color classification with a DBN to detect object pixels in areas of
motion and edges. This part is skipped here since there is no color in the
videos considered in this thesis.
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Figure 7.13: Concepts of the implemented algorithms from the literature.
They are used for comparison with the methods proposed in this thesis.
A quick overview of the f-score of all object detection and segmentation
methods and all three videos is visualized as bar diagram in Fig. 7.14. This
overview creates the impression that the local sliding window provides the
best overall performance and that most object detection and segmentation
methods work well for video EgTest01. When analyzing the detailed quanti-
tative evaluation as shown in Table 7.6 and 7.7, this impression gets stronger.
Again, for each video the best result for each measure is highlighted in red
color and the most important measures f-score, N-MODA, and N-MODP are
underlined. Together with motion vector clustering as baseline algorithm
and the three proposed methods for object detection and segmentation,
seven approaches are compared in total for each of the three videos. In
SEQ 1, all object detection and segmentation methods significantly improve
the baseline approach except for MSER. The local sliding window clearly















Canny + Harris corners [Che12c]
motion clustering + tracking [Sia12a]
Figure 7.14: Evaluation of the f-score as quick overview of the performance
of object detection and segmentation for the three videos SEQ 1, SEQ 2, and
EgTest01. Most considered algorithms work well for video EgTest01. The
local sliding window (dark red color) provides the best overall performance.
outperforms all other methods with respect to all evaluation measures. The
second best approach is gradient based object segmentation with 281 more
FPs and FNs as well as 0.075 less N-MODP. As N-MODP describes the mean
overlap of GT bounding box and detection for all TPs, this means that about
7.5 % less overlap was achieved in average. However, these two approaches
clearly outperform the algorithms taken from the literature. Object seg-
mentation using relative connectivity is the second worst among the object
detection and segmentation methods.
In SEQ 2, nearly all evaluation measures for each approach decrease. Large
and strong object shadows and some partial occlusions by trees cause impre-
cise segmentation or even FPs. The baseline algorithm reaches the highest
amount of TPs together with the largest number of FPs. All evaluated meth-
ods improve the baseline approach. The performance difference between
the different object detection and segmentation algorithms is similar to
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SEQ 1 with the exception that MSER achieves much better results in com-
parison. The local sliding window performs best followed by gradient based
object segmentation with 59 more FPs and FNs.
Although many authors evaluate their methods with the video EgTest01
from the VIVID dataset [Xia08, Yao08, Yu09, Che12d, Mun12], they use the
original GT where only one object is labeled and has to be tracked over the
entire sequence. Some authors extended the GT to all visible moving ob-
jects in order to evaluate object detection and segmentation. Of these, two
methods are added to the quantitative evaluation of the EgTest01 scene.
Siam et al. [Sia12a] use motion vector clustering and tracking in a similar
way as presented in this thesis. Shen et al. [She13b] detect spatiotemporal
saliency for moving object segmentation. The numbers for precision, re-
call, and f-score presented in Table 7.7 are directly taken from their papers.
EgTest01 differs from the other two videos with respect to camera angle
and environment. The camera angle is between top and oblique view. There
is no disturbing background in the video and only six vehicles are driving
in a row with a quite large distance between each other compared to SEQ 1
and SEQ 2. So, object detection and segmentation is easier here. This can
be seen in Fig. 7.14, Table 7.6, and Table 7.7 since by far the best values
for f-score and N-MODA are reached. N-MODP is generally lower as the
GT bounding boxes are not oriented in motion direction and, thus, there
is less overlap between GT and detections. The baseline approach already
achieves high performance and detects 6,844 out of 6,866 correctly. The
large number of 487 FPs occurs due to the turning vehicles in the beginning
of the video where front and back of the vehicles seem to move in different
directions. These FPs can be reduced to 73 by the local sliding window, but
due to the variation of the camera angle the trained classifier model does not
fit to the vehicle appearance anymore and 140 FNs occur. Gradient based
object segmentation is able to reduce the number of FPs to 128 while only
54 FNs appear. Similar performance is achieved by the approach of Cheng
et al. which is based on Canny edge detection. Altogether, gradient based
approaches perform best in this video followed by the local sliding window.
The qualitative evaluation is depicted in Fig. 7.15 and 7.16. Four image
sections are chosen from SEQ 1 and SEQ 2 where missed, merged, and split
detections are likely to occur. Six object detection and segmentation ap-
proaches are applied and the results are visualized with red bounding boxes.
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Cyan bounding boxes represent motion vector clustering and are plotted
to each example image in order to demonstrate how object detection and
segmentation improves the baseline approach. While the first example in
Fig. 7.15 (a) can be solved well by most methods, more and more FNs and
FPs appear for each method except for the local sliding window. The last
example in Fig. 7.15 (d) is the most challenging. Three vehicles move very
close to each other and their shadows are overlapping. Only the local slid-
ing window is able to detect each object although only the shadow of the
leftmost object is detected. This is a typical problem of the sliding window
approach that occurs when the shadow has the same size as the object but
stronger contrast. Then, both object and shadow are detected and the NMS
decides for the shadow while suppressing the object. Instead, gradient based
approaches merge object and shadow and produce one large bounding box
as seen in Fig. 7.15 and 7.16. Cyan boxes where no object was detected by the
local sliding window come from moving motorcycles, bicycles, or persons
which are considered to be irrelevant for vehicle detection.
Overall, it can be said that the local sliding window performs best for top
view videos followed by the gradient based methods. Especially in complex
urban scenarios with many objects overtaking each other the sliding window
clearly outperforms the other approaches. This is not only due to the trained
vehicle appearance model but also due to the fixed size of the sliding window
and the reduced search space. However, the performance of the sliding
window decreases with a changing camera view. This is expected since only
top view samples were used to train the classifier. Re-training the classifier
with vehicle samples similar to the ones in EgTest01 may improve the
results but this was not tested. As gradient based approaches do not use
any shape or appearance model, they are more robust against changes in
camera angle. Relative connectivity and algorithms based on blob extraction
achieve the worst performance. They are prone to produce FPs due to blurry
object edges. Although relative connectivity is well applicable for object
segmentation in SAR imagery [Teu11e], it seems to be inappropriate for VIS
images. So, for the next experiments, only the local sliding window and the
gradient based object segmentation are considered.
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Table 7.6: Quantitative evaluation for the three proposed object detection










































































TP 4,070 4,322 4,267 4,463
FP 807 223 453 83
FN 661 409 464 268
precision 0.835 0.952 0.904 0.982
recall 0.860 0.913 0.902 0.943
f-score 0.847 0.931 0.903 0.962
N-MODA 0.689 0.866 0.806 0.925




TP 1,289 1,265 1,216 1,181
FP 579 190 414 47
FN 84 108 157 192
precision 0.690 0.869 0.746 0.961
recall 0.939 0.921 0.886 0.860
f-score 0.795 0.894 0.810 0.908
N-MODA 0.517 0.782 0.584 0.825





TP 6,844 6,812 6,142 6,726
FP 487 128 1,836 73
FN 22 54 724 140
precision 0.934 0.982 0.770 0.989
recall 0.997 0.992 0.895 0.980
f-score 0.964 0.987 0.828 0.984
N-MODA 0.925 0.973 0.627 0.968
N-MODP 0.448 0.549 0.493 0.526
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Table 7.7: Quantitative evaluation for further object detection and segmenta-






































































286 113 136 – – FP
478 1,336 590 – – FN
0.937 0.968 0.968 – – precision
0.899 0.718 0.875 – – recall
0.918 0.824 0.919 – – f-score
0.838 0.693 0.846 – – N-MODA
0.530 0.482 0.526 – – N-MODP




334 142 157 – – FP
97 173 166 – – FN
0.793 0.894 0.885 – – precision
0.929 0.874 0.879 – – recall
0.856 0.884 0.882 – – f-score
0.686 0.770 0.765 – – N-MODA
0.590 0.473 0.499 – – N-MODP





1,231 195 100 – – FP
84 163 81 – – FN
0.846 0.972 0.985 0.996 0.735 precision
0.988 0.976 0.988 0.961 0.725 recall
0.912 0.974 0.987 0.978 0.730 f-score
0.808 0.947 0.973 – – N-MODA
0.489 0.497 0.527 – – N-MODP
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Figure 7.15: Qualitative evaluation for the three proposed object detection
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Figure 7.16: Qualitative evaluation for further object detection and segmen-
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7.4.2 Image Stacking
In this experiment, the two proposed object detection and segmentation
approaches gradient based object segmentation and local sliding window
are evaluated with and without image stacking for each of the three aerial
videos. The aim is to determine the situations in which the application of
image stacking is beneficial and to measure the potential improvement. The
quantitative evaluation is presented in Table 7.8. In SEQ 1, image stacking
reduces the number of FPs and FNs by 76 for the gradient approach and
by 14 for the local sliding window, respectively. A similar result is achieved
for SEQ 2, where the number of FPs and FNs is decreased by 29 and 19. The
improvement of the f-score is between 0.002 and 0.011. In general, there
is stronger enhancement of gradient based object segmentation by image
stacking compared to the local sliding window. The reason is that outlier
removal is able to cover most situations where stacking can improve the
local sliding window: due to the fixed size of the sliding window, usually no
undersegmentation occurs in case of merged detections. Instead, objects
are either missed or FP detections appear. These FP detections are reduced
by both image stacking and outlier removal. At the same time, underseg-
mentation as occurring regularly in gradient based segmentation cannot be
handled well by outlier removal but only by image stacking.
However, image stacking does not improve the results for the EgTest01
video. The number of FPs and FNs is reduced by only 15 for gradient based
segmentation. In this video, there are no merged detections, no partial
occlusions, and only few disturbing street textures. At the same time, the
performance of the local sliding window is even decreased. Image stacking
works well as long as the object appearance is stable. If this is not the case,
the object gets blurred or deformed in the image stack. As mentioned earlier
in Section 7.4.1, the camera angle and, thus, the vehicle appearance are
varying in EgTest01. This is difficult to handle for the classifier that was only
trained with top view samples. It is even more challenging, when the turning
vehicles at the beginning of the scene get deformed during image stacking
as demonstrated by two examples in Fig. 7.17. The impaired appearance
reduces the certainty of the classifier and more FNs occur.
The qualitative evaluation is done separately for gradient based object
segmentation in Fig. 7.18 and local sliding window in Fig. 7.19. Four image
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image stack image stack
Figure 7.17: Image stacking as proposed does not work for turning vehicles
and changing camera angle. The stacked object is blurred and its shape is
deformed. This causes more FNs for the local sliding window in EgTest01.
sections are chosen for each of the two methods. GT is visualized in the left
column, while the approach without and with image stacking are depicted in
the center and right column. Orange GT bounding boxes represent moving
motorcycles, bicycles, or persons that are not considered for evaluation. The
red arrows point at the improvement by image stacking. In Fig. 7.18 (a) and
(b), typical merge situations are shown where two objects drive close to
each other and cause undersegmentation. They can be separated by image
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stacking since each object has its own stack without disturbing background.
The right truck in Fig. 7.18 (c) is partially occluded by a tree, while there is
disturbing street texture in Fig. 7.18 (d). Object segmentation is still possible
but imprecise. Image stacking compensates for the occlusion and the street
texture leading to more precise segmentation results. In Fig. 7.19, merged
detections (a), FPs (b), and FNs (c) occur for the sliding window approach. In
these cases, image stacking helps since the classifier certainty is higher inside
the stacks with exactly one sharp object per stack and either no background
at all or only blurred objects that achieve lower classifier certainty. The
partial occlusion in Fig. 7.19 (d) is successfully handled with image stacking
although only the shadow is detected for the left truck.
In summary, image stacking improves both gradient based object seg-
mentation and the local sliding window. There is less benefit for the sliding
window since both image stacking and outlier removal handle similar prob-
lems and, thus, complement each other.
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TP 4,322 4,389 4,463 4,461
FP 223 214 83 67
FN 409 342 268 270
precision 0.952 0.954 0.982 0.985
recall 0.913 0.928 0.943 0.943
f-score 0.931 0.940 0.962 0.964
N-MODA 0.866 0.882 0.925 0.928




TP 1,265 1,274 1,181 1,196
FP 190 170 47 43
FN 108 99 192 177
precision 0.869 0.882 0.961 0.965
recall 0.921 0.928 0.860 0.871
f-score 0.894 0.905 0.908 0.916
N-MODA 0.782 0.804 0.825 0.839





TP 6,812 6,807 6,726 6,677
FP 128 108 73 69
FN 54 59 140 189
precision 0.982 0.984 0.989 0.990
recall 0.992 0.991 0.980 0.972
f-score 0.987 0.988 0.984 0.981
N-MODA 0.973 0.976 0.968 0.962
N-MODP 0.527 0.544 0.526 0.518
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Figure 7.18: Qualitative evaluation for image stacking with gradient based
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Figure 7.19: Qualitative evaluation for image stacking with local sliding
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7.4.3 Multiple Object Tracking
Multiple object tracking is evaluated in this section. The quantitative results
are shown in Table 7.9 and 7.10. Motion clustering + tracking is the baseline
approach. In Table 7.9, gradient based object segmentation + image stacking
and object detection by local sliding window + image stacking are applied
with and without multiple object tracking and compared with each other.
Therefore, the tracking evaluation measures presented in Section 7.1.2 are
used. In SEQ 1, tracking improves the performance of all approaches by
reducing the amount of FNs by about 50 %. The reason is that merged and
missed detections can be reconstructed by the associated motion vectors.
Thus, the f-score is improved significantly. The local sliding window ap-
proach performs best and achieves 36 mostly tracked, 4 partially tracked,
and no mostly lost tracks. There are 41 track fragmentations which is the
best value among the three compared methods.
In SEQ 2, the results show that tracking performance strongly depends
on detection performance. Actually, tracking increases the amount of both
FPs and FNs for motion clustering and gradient based object segmentation.
This is due to the weak detection and segmentation performance as seen
in Fig. 7.20 (b): since there are more merged detections than TP detections
occurring for several consecutive frames, the track believes that the merged
detection is correct. Then, TP detections are mistaken for split detections
and the merged detection is reconstructed. In this case, the fixed size of the
local sliding window approach avoids this problem and tracking improves
the detection performance. Motion clustering + tracking achieves the largest
number of MT tracks. The problem, however, is that at the same time the
amount of ID switches is large and leads to a weak MOTA compared to
the object detection and segmentation methods. Overall, the local sliding
window approach achieves the best tracking performance.
The quantitative results for the VIVID sequence EgTest01 are shown in
Table 7.10. Multiple object tracking is evaluated for motion clustering, gradi-
ent based object segmentation, and the local sliding window approach. No
image stacking is applied to the local sliding window as it significantly de-
creases the detection performance due to strong variations in camera angle
as demonstrated in the previous section. The f-score is improved for each
approach with a maximum of 0.991 for gradient based object segmentation
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+ image stacking. Four out of the six tracks are MT, while two are PT. This
is the same for all approaches since tracks are prone to get lost in the area
of image boundaries. The reason is that the oriented detection bounding
boxes are rejected as soon as they are partially located outside of the image
and FNs occur. In contrast, GT bounding boxes remain longer in the image
as they are smaller and paraxial to the image boundaries.
In addition, two methods taken from the literature are compared: Siam
et al. [Sia12b] propose tracking of motion clusters similar to the baseline
approach, Shen et al. [She13a] improve their approach for moving object
detection based on spatiotemporal saliency [She13b] by tracking of salient
image regions. Precision, recall, and f-score are taken directly from their
papers. In summary, gradient based object detection + image stacking +
tracking achieves the best performance in this video.
The qualitative evaluation is depicted in Fig. 7.20. For each of the two
object detection and segmentation methods, three frames are taken from
both sequences SEQ 1 and SEQ 2 and a small image section is shown for each
frame. Detections are represented by red bounding boxes and tracks are
visualized by green boxes. The red arrows point at tracks where missing
detections, merged detections, or FPs occur. While tracking is successfully
handling merged and missed detections for gradient based object segmen-
tation in frame 51 and frame 104 of example (a), it is not possible to separate
the two undersegmented objects in example (b) and more FNs occur than
without tracking. Furthermore, tracking improves the local sliding window
approach by handling merged detections as in frame 35 and FP as in frame
46 of example (c). However, the large shadows in SEQ 2 are regularly mis-
taken for objects in frame 10, 73, and 81 of example (d). This causes the
additional amount of FPs as seen in Table 7.9.
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TP 4,427 4,389 4,588 4,461 4,582
FP 1040 214 238 67 72
FN 304 342 143 270 149
precision 0.810 0.954 0.951 0.985 0.985
recall 0.936 0.928 0.970 0.943 0.969
f-score 0.868 0.940 0.960 0.964 0.976
MOTA 0.688 – 0.916 – 0.950
MOTP 0.541 – 0.642 – 0.715
MT 33 – 36 – 36
PT 4 – 2 – 4
MLT 3 – 2 – 0




TP 1,281 1,274 1,263 1,196 1,258
FP 900 170 184 43 81
FN 92 99 110 177 115
precision 0.587 0.882 0.873 0.965 0.939
recall 0.933 0.928 0.920 0.871 0.916
f-score 0.721 0.905 0.896 0.916 0.928
MOTA 0.240 – 0.774 – 0.845
MOTP 0.513 – 0.570 – 0.624
MT 15 – 12 – 13
PT 3 – 6 – 4
MLT 0 – 0 – 1
FM 31 – 52 – 28
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TP 6,866 6,813 6,821 – –
FP 320 73 87 – –
FN 0 53 45 – –
precision 0.955 0.989 0.987 0.991 0.770
recall 1.000 0.992 0.993 0.971 0.790
f-score 0.977 0.991 0.990 0.980 0.780
MOTA 0.951 0.981 0.980 – –
MOTP 0.446 0.536 0.508 – –
MT 4 4 4 – –
PT 2 2 2 – –
MLT 0 0 0 – –
FM 9 13 13 – –
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Figure 7.20: Qualitative evaluation for multiple object tracking. The red
arrows point at the improvement in (a) and (c) or drawback in (b) and (d).
frame 25 frame 51
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7.5 Processing Time and Optimization
In addition to high object detection and tracking accuracy and precision,
the proposed methods should be able to run in real-time. For a frame rate
of 25 Hz, there is one image acquired every 40 ms and the entire processing
chain consisting of independent motion detection, moving object detection
and segmentation, and multiple object tracked has to be finished before the
next image is acquired in order to meet real-time requirements. The pro-
posed methods’ runtimes are presented in Table 7.11. The runtime for each
method is calculated for 125 consecutive frame of SEQ 1. In order to avoid
the influence of initialization time, the first 25 frames are not considered
for runtime calculation. The processing times per frame as presented in
Table 7.11 are average times of the remaining 100 frames. There are about
15 moving objects per frame. Except for independent motion detection and
clustering, the proposed methods are not optimized at all.
The processing times for image stacking vary severely dependent on the
choice of the stack arrangement: while stack initialization and association
of motion vectors to stacks, and replacement of motion clusters by stacks
take less than 20 ms altogether, stack update claims between 60 % of the
processing time, if the accumulation image is used, and even 98 %, if the
stack is arranged as a circular buffer. Optimization can be achieved by fast,
approximated, or incremental calculation of the median pixel values in the
circular buffer [Tib08, Cad12].
Object segmentation is calculated in around 20 ms while object detection
takes about 700 ms. 95 % of the time for object detection is needed to cal-
culate the descriptors and classifier decision values. However, the sliding
window approach using ChnFtrs + AdaBoost is already significantly faster
compared to HOG + SVM or other descriptors and classifiers. There is still
high potential for runtime optimization of the proposed object detection and
segmentation methods. Parallel processing of the motion ROIs on multiple
CPU cores can be the first step and is easy to implement. Then, the com-
bination of independent motion detection and clustering, gradient based
object segmentation, and multiple object tracking can be processed in real-
time. In the literature, several approaches are proposed in order to optimize
the sliding window approach such as fast pre-scanning to detect promising
160 7 Evaluation of the Proposed Methods




(~22,000 motion vectors per image)
image stacking
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(~18 stacks per image)
gradient based object
20.8 mssegmentation
(~14 detections per image)
object segmentation using
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(~15 tracks per image)
hypotheses [Che14, Zit14], scale space approximation [Ben12, Dol14], prob-
abilistic search space reduction [Gua12], or speeding up the AdaBoost clas-
sification process [Ben12]. Assumed that a frame rate of 100 Hz [Ben12] can
be achieved for the local sliding window, the runtime of object detection
can be reduced to 10 ms. Then, in combination with independent motion
detection and clustering and multiple object tracking, the overall runtime is
38.5 ms and real-time processing is achieved. However, further optimization




Finally, it is worth to discuss, which combination of methods should be used
to implement the processing chain. The TBD algorithm is a good choice for
independent motion detection and clustering as long as the video frame
rate is higher than 10 Hz. Best performance for object detection and seg-
mentation in the Luna UAV videos is achieved by the proposed local sliding
window approach with ChnFtrs and AdaBoost classifier. If a large varia-
tion of the camera angle is expected such as in the VIVID dataset, gradient
based object segmentation can be a better choice as no assumptions are
made about object appearance and, thus, the amount of FNs can be reduced
compared to the local sliding window. Image stacking slightly improves
the results but severely increases the processing time. Learning individual
object appearance models for regression tracking [Pro14] can be a better
choice instead. Duplicate and outlier removal is a very important processing
step as it significantly reduces the amount of FP detections. Multiple object
tracking is able to further reduce the amount of FPs and FNs by introducing
track prediction for missing detections as well as split and merge handling.
By implementing the optimization approaches presented in the previous
subsection, it is possible to achieve real-time processing.
A quick overview of the f-score of the proposed methods in the context of
the entire processing chain is given in Fig. 7.21. Motion vector clustering
as presented in Chapter 4 is the baseline approach. The f-score is clearly
improved by the introduction of gradient based object segmentation as
seen in Fig. 7.21 (a) and object detection using the local sliding window as
visualized in Fig. 7.21 (b). Image stacking and multiple object tracking can
further improve the performance.
Some examples for object detection and tracking are shown in Fig. 7.22.
Two frames are taken from each video. Green bounding boxes represent
object tracks. Here, the local sliding window approach is used with duplicate
and outlier removal but without image stacking. The related GT for the
chosen frames is depicted in Fig. 7.3.




1.0 motion vector clustering (baseline)local sliding window
local sliding window + image stacking
local sliding window + stacking + tracking






motion vector clustering (baseline)
gradient segmentation
gradient seg. + image stacking
gradient seg. + stacking + tracking











(b) performance of the local sliding window
(a) performance of the gradient segmentation
Figure 7.21: Evaluation of the entire processing chain. The f-score of inde-
pendent motion detection (IMD) and clustering is clearly improved by the
introduction of object segmentation (a) and object detection (b).
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Figure 7.22: Some examples for the local sliding window approach taken
from SEQ 1, SEQ 2, and VIVID EgTest01. Related GT is depicted in Fig. 7.3.
frame 378
frame 77 frame 1362







In this thesis, approaches are presented to improve the performance and
robustness of object detection in remote video surveillance with moving
cameras. The focus lies on moving vehicle detection in aerial VIS videos ac-
quired by UAVs or airplanes. Compensation for camera motion is achieved
by image registration using local corner features and homography estima-
tion. Then, motion is detected that is independent of the camera motion.
In contrast to many other existing approaches, a TBD algorithm is applied
for independent motion detection and clustering instead of difference im-
ages. For the analyzed aerial videos with high frame rate of 15–30 Hz, TBD
achieves higher detection rates and robustness due to consideration of tem-
poral context. In scenes with dense traffic, the segmentation of individual
objects inside motion clusters is challenging as partial detections of large
objects such as trucks or merged detections of multiple objects with similar
motion can occur. Most contributions in this thesis are made in order to
handle such effects and, thus, improve object detection and segmentation.
Image stacking is a preprocessing step that incorporates temporal informa-
tion at a level between independent motion detection and object detection
to remove the stationary background from the motion clusters. This way,
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short occlusions or street texture disturbing the detection and segmentation
process can be removed.
Due to the large distance between camera and objects, the objects appear
small in the image with a usual size of 10×20 pixels per object. Three novel or
modified algorithms are presented for detection and segmentation of such
small objects. The first one implements clustering of edge pixels that are
determined with a novel approach for noise resistant gradient calculation
based on LBP. The second approach uses clustering of relative connectivity
that can be interpreted as a simple hand designed object model. Finally,
the third one is a modification of the sliding window approach. Significant
search space reduction is achieved and therefore the robustness for object
detection is improved. In top view videos, the sliding window clearly out-
performs the other two methods while clustering of edge pixels performs
best in case of a variable camera angle. One important conclusion for the
sliding window approach is that learning a highly discriminative classifier
model in order to separate objects and non-objects is difficult. The shape of
a person in lateral view is for example much more unique than the shape
of a vehicle in top view. Especially across different datasets, the shape of a
vehicle can only be represented by a rectangle with variable length. Integral
channel features in combination with AdaBoost classifier appeared to be the
best choice for object description and classification. Even the introduction
of a novel modified RNB classifier did not provide improvement in terms of
generality and transferability.
Multiple object tracking is introduced in order to utilize temporal informa-
tion and reach higher robustness and stability for object detection. By fusion
of object motion and detection results, effective split and merge handling is
achieved. Detection accuracy and precision is improved consistently.
In summary, the standard TBD algorithm taken as baseline is improved
significantly by the proposed methods. Furthermore, existing approaches
for object detection and segmentation taken from the literature are outper-
formed with respect to detection accuracy and precision. This is demon-
strated in a quantitative and qualitative evaluation for three different videos.
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8.2 Outlook
Although the proposed methods achieve good results with respect to object
detection accuracy, there is still high potential for enhancement. Especially
shadow handling, multiple object tracking, and processing time are among
the most promising topics in order to improve the current processing chain.
Explicit handling of object shadows is not considered at all in this thesis.
As a result, object detection precision given by overlap of GT and detection
bounding boxes is only between 50 and 70 % in the evaluated videos. In
some cases, even the shadow is detected instead of the related object or
detections jump between the object and its shadow. This problem is to
some extend ignored for the calculation of object detection accuracy as the
overlap threshold for accepting a detection as TP is set to 10 % only. This
is justified because objects are not detected by chance but just imprecisely
due to their shadows. Shadow removal for gray-value images [Fin06] can
improve both detection accuracy and precision significantly but is difficult to
apply as shadows and many dark objects have similar appearance. Shadow
estimation for bright objects can serve as a basis to learn a shadow model
directly from the images. Meta information such as camera angle, camera
position, daytime, and weather can help to improve this shadow model.
The multiple object tracking algorithm presented in this thesis can also be
further improved. There is effective split and merge handling but objects get
lost as soon as they stop at intersections, traffic lights, or in traffic jam. This
can be handled by the implementation of persistent tracking [Pel12, Pro14]
where an appearance model is learned for each tracked object in order to
re-identify it as soon as it starts moving again. Further improvement can
be achieved by the introduction of MHT: multiple detection hypotheses
together with their classifier decision values can be passed to the tracking
module to choose the detection best fitting to the track in terms of position,
size, or appearance. Especially detections jumping between object and its
shadow can cause the initialization of FP tracks which can be avoided by
applying NMS to overlapping tracks.
All proposed methods are suitable for real-time processing. The entire
processing chain, however, is not running in real-time, yet. There are mainly
two bottlenecks: image registration and the local sliding window approach.
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While image registration can be speeded up by transferring processing steps
such as the detection of corner features to the GPU, several effective methods
exist for the optimization of the sliding window [Dol10, Ben12].
Finally, there are some more visionary ideas. The generality and trans-
ferability of object detection using the sliding window approach could be
enhanced with respect to variations of camera angle or object’s orientation
as seen in the VIVID sequence EgTest01. One option is generating a model
with more discriminative power. This could be achieved by applying super-
resolution to each moving object in order to make inner object structures
visible such as windows, engine cover lid, or trunklid. Furthermore, the
information flow between the single modules of the processing chain is
unidirectional so far. Information feedback offers high potential to improve
both detection accuracy and processing time: (1) tracks can serve as priors
for object detection. (2) Tracks or detections can be used as priors for in-
dependent motion detection in order to speed up image registration: the
detection of a large number of moving corner features is time-consuming
but crucial for independent motion detection as there must be a sufficient
number of features for each motion cluster. In contrast, image registration
only needs few features located uniformly distributed at the stationary back-
ground. So, image regions could be determined where independent motion
is not expected and, hence, few features are detected. (3) Reinforcement
learning can be applied to adjust the parameters of processing chain mod-
ules by evaluating the results of subsequent modules. For example, tracks
that get lost regularly can induce a lower decision value threshold for the
classifier used in object detection.
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Mobile platforms such as Unmanned Aerial Vehicles equipped with video 
cameras are a flexible and efficient support to ensure both civil and military 
safety and security. Some prominent surveillance applications include the de-
tection of criminal or terroristic activities, traffic monitoring, or border protec-
tion. In order to recognize abnormal behavior or achieve scene understanding 
and situation awareness, moving objects such as vehicles play a key role and 
have to be detected and tracked as precisely as possible. This is a challenging 
task due to the large distance between camera and objects, simultaneous 
object and camera motion, weak illumination, or shadows. As a result, small-
sized objects in the image often cannot be detected and tracked reliably. 
State-of-the-art methods are lacking reliability, robustness, transferability, or 
real-time capability. In this thesis, a video processing chain is presented for 
moving object detection in aerial surveillance videos. Motion that is independ-
ent of the camera motion is detected by applying a Track-Before-Detect 
algorithm instead of the commonly used difference images. Novel approaches 
are proposed that improve the performance and robustness of multiple object 
detection, segmentation, and tracking. Existing approaches taken from the 
literature are outperformed with respect to detection accuracy and precision. 
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