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Referat
Ein Großteil der Masse des troposphärischen Aerosols wird vielerorts durch organische
Aerosolbestandteile gebildet. Ferner bestehen feine Aerosolpartikel bis zur Hälfte aus
sekundär gebildetem organischen Aerosol (SOA). Jedoch wird die SOA-Massenkonzen-
tration derzeit häufig durch numerische Modelle unterschätzt. Deshalb war das Ziel der
vorliegenden Arbeit, die Beschreibung der SOA-Bildung durch Gas-zu-Partikel-Konversion
in atmosphärischen Modellen zu verbessern, um ein besseres Verständnis der ablaufenden
Prozesse und bestimmenden Parameter zu erlangen. Im hierfür verwendeten Boxmodell
SPACCIM (SPectral Aerosol Cloud Chemistry Interaction Model) wurde bisher der Massen-
transfer zwischen der Gasphase und der organischen Partikelphase nicht beschrieben. In der
vorliegenden Arbeit wurde deshalb das Modell sowohl um einen absorptiven als auch einen
kinetischen Partitionierungsansatz erweitert. Wesentliche Vorteile des kinetischen Parti-
tionierungsansatzes sind zum einen die Berücksichtigung von Eigenschaften der Aerosol-
phase (wie Größe und Phasenzustand der Partikel) und zum anderen Reaktionen in der
Partikelphase mit einzubeziehen. Innerhalb der Arbeit wurde dieser Partitionierungsansatz
weiterentwickelt, um die von der Zusammensetzung abhängige Diffusivität der Partikel-
phase und reversible Partikelreaktionen abbilden zu können. Weiterhin wurde das 3-D
Chemie-Transport-Modell COSMO-MUSCAT (COnsortium for Small-scale MOdeling und
MUlti-Scale Chemistry Aerosol Transport) mit dem kinetischen Partitionierungsansatz er-
weitert, um eine verbesserte Beschreibung der SOA-Bildung zu erreichen. Die Bildung von
hochoxidierten, wenig flüchtigen organischen Reaktionsprodukten wurde in den jeweiligen
Gasphasen-Chemiemechanismen beider Modelle implementiert.
Unter Verwendung von SPACCIM mit dem absorptiven Partitionierungsansatz wurden
(i) Sensitivitäten und Limitierungen der SOA-Bildung untersucht, (ii) Aerosolkammerstu-
dien der Ozonolyse von α- und β-Pinen simuliert und (iii) der Einfluss von Wandverlust-
en bestimmt. Detaillierte Sensitivitätsstudien für den kinetischen Partitionierungsansatz
machen deutlich, dass die Partikelreaktivität ein Schlüsselparameter ist, mit dem die SOA-
Masse flüssiger Aerosolpartikel um den Faktor vier erhöht werden konnte. Weiterhin
konnte gezeigt werden, dass die Partikeldiffusivität und, für halbfeste Partikel, die Par-
tikelgröße ebenfalls bestimmende Modellparameter sind. Für Simulationen von Kammer-
experimenten der Ozonolyse von α-Pinen mit mäßig schnellen Reaktionen in der Par-
tikelphase konnte eine gute Übereinstimmung mit den gemessenen SOA-Konzentrationen
erzielt werden. Dies stellt eine Verbesserung im Vergleich zum absorptiven Partition-
ierungsansatz dar. Des Weiteren wurde ein Experiment der AIDA-Aerosolkammer unter
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Verwendung einer monodispersen und einer unimodalen Aerosolverteilung simuliert. Dabei
wurde, unter Berücksichtigung von mäßig schnellen oder reversiblen Reaktionen in der
Partikelphase, eine gute Übereinstimmung mit den Messergebnissen für beide Verteilungen
erzielt. Die Sensitivitätsstudien für den kinetischen Partitionierungsansatz haben jedoch
deutlich gezeigt, dass die wichtigsten Modellparameter noch genauer aus Labormessungen
charakterisiert werden müssen.
Die Modellergebnisse der COSMO-MUSCAT Simulationen mit dem absorptiven Partitio-
nierungsansatz zeigten, dass die Berücksichtigung von hochoxidierten, organischen wenig
flüchtigen Reaktionsprodukten zu erhöhten SOA-Massenkonzentrationen führt und die
Vaporisierungsenthalpie die SOA-Bildung deutlich beeinflusst. Außerdem wurde die An-
wendbarkeit des Modellsystems mit dem kinetischen Partitionierungsansatz gezeigt und
mittels einer nicht-reaktiven Partikelphase vergleichbare Ergebnisse zum absorptiven Par-
titionierungsansatz erzielt. Der Vergleich mit Messungen von 6 Messstationen zeigte,
dass COSMO-MUSCAT in der Lage ist den zeitlichen Trend der beobachteten organischen
Massenkonzentration abzubilden. Eine detailliertere Analyse für den Messort
Melpitz offenbarte jedoch die zeitweise Unterschätzung der Konzentrationen von monoter-
penoiden Vorläufersubstanzen insbesondere in den Nachtstunden. Dies könnte die gleich-
zeitig auftretende Unterschätzung der SOA-Massenkonzentration durch das Modell erklä-
ren. Die zusätzliche Berücksichtigung von Partikelphasenreaktionen erhöht zwar die SOA-
Massenkonzentration in diesen Fällen, jedoch werden zuverlässige kinetische Labordaten
zur Spezifizierung des jetzigen Modells und für weiterführende Studien benötigt.
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Abstract
In many locations, organic matter represents the largest fraction of the aerosol mass,
where the aerosol fine fraction consists of up to about one-half of secondary organic
aerosol (SOA). However, the SOA mass is still often underpredicted by models. Therefore,
this thesis was aimed at an advanced description of SOA formation from gas-to-particle
conversion in a parcel model and a 3-D chemistry transport model (CTM) to gain a better
process understanding. Since the utilized parcel model SPACCIM (SPectral Aerosol Cloud
Chemistry Interaction Model) has not originally comprised gas-to-particle mass transfer,
this framework was further developed by both an absorptive and a kinetic partitioning
approach. The latter one has the advantages to be based on aerosol bulk properties, so that
particle size and phase state are considered, and to include particle reactivity. Moreover,
this approach has been enhanced by a composition-dependent particle-phase diffusivity and
reversible particle-phase reactions. The 3-D CTM COSMO-MUSCAT (COnsortium for
Small-scale MOdeling and MUlti-Scale Chemistry Aerosol Transport) has been improved
by the kinetic partitioning approach to achieve an advanced treatment of SOA formation
for process studies. For both models, the respective gas-phase chemistry mechanisms were
modified to consider the formation of HOMs (highly oxygenated molecules).
For SPACCIM using the absorptive partitioning approach, sensitivities and limitations have
been explored, aerosol chamber studies for α- and β-pinene ozonolysis have been simulated,
and the impact of wall losses have been examined. Using the kinetic partitioning approach,
extensive sensitivity studies have revealed the particle-phase reactivity as key parameter,
with a 4-times increased SOA mass for liquid particles, followed by the particle-phase bulk
diffusivity and, for semi-solid particles, the particle size. Consideration of moderate fast
particle-phase reactions for the simulation of α-pinene ozonolysis exhibits an improvement
to the absorptive partitioning approach because the formed SOA mass is similar to the
measurements. Moreover, an AIDA chamber experiment was simulated for a monodis-
perse and a unimodal treatment of the aerosol distribution. For both distributions, high
similarity to the measurement results have been achieved for moderate fast or reversible
particle-phase reactions. Nevertheless, the sensitivity studies have been shown that the
kinetic partitioning approach requires more input from laboratory studies for an appropriate
characterization of the key model parameters.
The model results of COSMO-MUSCAT using the absorptive partitioning approach have
shown that the consideration of HOMs increases the simulated SOA mass and the enthalpy
of vaporization markedly influences the formation of SOA. Moreover, the applicability of
the kinetic partitioning framework has been established and, for a non-reactive particle
phase, almost similar results as for the absorptive partitioning approach are achieved.
Comparison with measurements from six field sites has revealed that COSMO-MUSCAT
can capture the temporal course of the observed organic mass concentrations. A more
detailed analysis for the field site at Melpitz has indicated a partly underestimation of
measured monoterpenoid precursor concentrations particularly at nighttime, which might
caused the coincident underprediction of the SOA mass concentration. The considera-
tion of particle-phase reactions increase the SOA formation in such cases, but for a final
conclusion reliable kinetic measurement data are needed as model input.
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1 Introduction
The Earth’s radiative budget is directly and indirectly influenced by atmospheric aerosols
due to scattering and absorption of solar as well as terrestrial radiation (Haywood and
Boucher, 2000; IPCC, 2013). Additionally, atmospheric aerosols affect cloud formation
and provide an interface for heterogeneous chemical reactions (Andreae and Crutzen,
1997). Aerosols also markedly influence human health: in particular, respiratory and car-
diovascular systems can be damaged due to exposure to aerosol particles (Harrison and
Yin, 2000; Pope and Dockery, 2006). In many locations, organic matter represents the
largest fraction of the aerosol mass, where the aerosol fine fraction consists of up to about
one-half of secondary organic aerosol (SOA, Jimenez et al., 2009; Hallquist et al., 2009).
SOA can be divided into two main types: gasSOA (Hallquist et al., 2009) that is formed
from gas-to-particle conversion and aqSOA (Ervens et al., 2011) that is formed from
aqueous-phase processes. This work investigates only gasSOA and will solely be referred
to as SOA henceforth.
SOA is formed via the oxidation of gas-phase organic precursor compounds by ozone,
hydroxyl radical, nitrate radical, or photolysis (Hallquist et al., 2009). Thereby, the func-
tionalization and binding ability of the product molecules result in decreased volatility
(Donahue et al., 2012). If the vapor pressure of the oxidized organic compounds is low
enough, they condense on a pre-existing particle surface or form new particles through
nucleation. SOA formation is very complex because of the variety of organic precursor
compounds in the atmosphere and numerous atmospheric degradation pathways. Due to
the complexity, no comprehensive mechanistic knowledge, including a complete particle
product distribution, exists (Goldstein and Galbally, 2007). The modeling approach, which
is mainly utilized for gas- to particle-phase partitioning of semi-volatile organic compounds,
based on gas–particle equilibrium for these compounds, was proposed by Pankow (1994a).
The phase states of SOA particles have been investigated in more detail by a wide variety
of measurement techniques recently. The first indications of an amorphous (semi-)solid
state for biogenic SOA particles were deduced by Virtanen et al. (2010) and were es-
tablished in subsequent studies (Virtanen et al., 2011; Cappa and Wilson, 2011; Vaden
et al., 2011; Saukko et al., 2012; Zelenyuk et al., 2012). These studies have provided
1
CHAPTER 1 Introduction 2
a first qualitative estimate of the particle-phase state; however, quantitative values such
as the particle-phase bulk diffusion coefficients are essential for model description. For
this purpose, new measurement techniques of particle viscosity for small sample masses
have been developed and verified (Zelenyuk et al., 2012; Renbaum-Wolff et al., 2013b,a;
Kuimova, 2012; Hosny et al., 2013). Bulk viscosity measurements demonstrate that SOA
particles only exist at a high relative humidity (RH> 75%) in a liquid state (Renbaum-
Wolff et al., 2013a; Kidd et al., 2014). At a lower relative humidity, the organic particles
exhibit a higher viscosity indicating a semi-solid or glassy phase state (Renbaum-Wolff
et al., 2013a; Abramson et al., 2013; Pajunoja et al., 2014; Zhang et al., 2015; Grayson
et al., 2016). Additionally, Grayson et al. (2016) have shown that viscosity increases
when the production mass concentration of SOA decreases; however, the experimentally
formed SOA mass exceeded atmospheric mass concentrations. Recently, microviscosity
measurements of SOA particles have revealed a high intra-molecular heterogeneity of SOA
particles concerning their phase state (Hosny et al., 2016). The measured microviscosity
values provided by Hosny et al. (2016) are lower than the results of bulk measurements
reported by Renbaum-Wolff et al. (2013a), Zhang et al. (2015), and Grayson et al. (2016).
However, the data by Hosny et al. (2016) fit well with particle-phase diffusion coefficient
measurements by Price et al. (2015), which were converted by the Stokes–Einstein (SE)
relation to viscosity. The breakdown of the SE relation for supercooled liquids and glasses
is well known from the literature (Tarjus and Kivelson, 1995; Mendoza et al., 2015). This
fact is also reported near the glass transition temperature for sugars (Champion et al.,
1997; Rampp et al., 2000; Zhu et al., 2011; Power et al., 2013) and protein (Shiraiwa
et al., 2011). All measurements indicate that the viscosity of SOA particles increases
with decreasing relative humidity and that a semi-solid phase state is very likely achieved.
Therefore, absorptive partitioning approaches, which are based on steady equilibrium be-
tween gas and particle phase (Pankow, 1994a), may indirectly overestimate particle-phase
diffusion and, thus, the SOA formation due to continuous partitioning.
Significant progress in the development of non-equilibrium partitioning models has been
made in recent years, where the particle phase is resolved in different ways. Shiraiwa et al.
(2010) presented KM-SUB (kinetic multi-layer model of aerosol surface and bulk chem-
istry), a novel model approach to resolve the particle phase in multiple layers and interface
the gas phase and particle phase with the introduction of a sorption layer and a surface
layer. For the description of the fluxes between the many layers of the particle, diffusion
coefficients for the gas phase and the particle phase are necessary. Thus, the phase state
of the aerosol particles will influence the partitioning of gaseous compounds. The model
was further developed to KM-GAP (kinetic multi-layer model for gas-particle interactions
in aerosols and clouds, Shiraiwa et al., 2012, 2013a,b). Later, Roldin et al. (2014) pro-
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chemistry model for laboratory CHAMber studies), which has a similar layer structure to
KM-SUB/KM-GAP and has been developed for the simulation of chamber studies. Both
models are very detailed and induce a certain complexity due to their layer structure that
needs to be characterized. Consequently, advanced measurements are needed to describe
the properties of the individual layers and, further, to evaluate the model results. There-
fore, within this work an approach based on bulk properties is preferred that is not only
limited to application in box model frameworks. The utilized kinetic model approach is
based on previous studies of Schwartz and Freiberg (1981); Schwartz (1986); Shi and Se-
infeld (1991); Sander (1999); Seinfeld and Pandis (2006) and Zaveri et al. (2014), which
describe the uptake of solutes in (aqueous) aerosol particles and related processes. Briefly,
the model considers gas-phase diffusion, interfacial mass transfer, particle-phase diffusion,
and particle-phase reactions. Even this approach increases the degree of freedom for the
phase transfer compared to the basic absorptive partitioning approach and measurements
characterizing the particle bulk are needed.
Within this work two model frameworks are further developed with respect to SOA for-
mation: i) a box model and ii) a 3-D chemical transport model (CTM). First, the existing
parcel model SPACCIM (SPectral Aerosol Cloud Chemistry Interaction Model, Wolke et al.,
2005) was basically developed concerning SOA formation because in the initial state gas-
to-particle partitioning for the organic phase was not considered. For this purpose, the
absorptive partitioning approach of Pankow (1994a) was implemented to comprise a basic
description of SOA formation and application have been achieved for chamber studies. In
a second step, the kinetic partitioning approach was implemented in SPACCIM to enable
a more physical description of SOA formation. Subsequently, the kinetic approach was
tested and applied. In a study of Zaveri et al. (2014), a related approach was investigated,
but only applied to some test systems consisting of a gaseous compound that condenses on
polydisperse aerosol. Therefore, within this work the kinetic partitioning approach was de-
ployed the first time to a comprehensive gas-phase chemistry mechanism concerning SOA
formation and box model simulations have been achieved for sensitivity and chamber stud-
ies as well as parcel studies under atmospheric conditions. Since the kinetic partitioning
is a more complex approach than the absorptive partitioning (Pankow, 1994a); extensive
sensitivity studies have been conducted to explore the influence of the individual parame-
ters on SOA formation first. Particularly, particle-phase bulk diffusion coefficients, mass
accommodation coefficients, and rate constants for particle-phase reactions in the way of
oligomerization are uncertain or less characterized for SOA particles. Therefore, sensitivity
studies were conducted to reveal their influence on SOA formation. Secondly, sensitivity
studies related to the multi-phase chemical mechanism and application for chamber studies
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were performed. In more detail, investigations were carried out to study the influence of
highly oxygenated molecules (HOMs), a composition-dependent particle-phase bulk dif-
fusion coefficient, and reversible particle-phase reactions. HOMs have been successfully
identified in laboratory and field studies recently (Ehn et al., 2012, 2014; Zhao et al.,
2013; Jokinen et al., 2014; Mentel et al., 2015; Mutzel et al., 2015; Berndt et al., 2016b).
Their possible existence was already proposed in 1998 (Kulmala et al., 1998), but their
influence on the early growth of fresh SOA particles is the subject of ongoing investigations
(Riipinen et al., 2012; Donahue et al., 2012, 2013). The consideration of HOMs from
monoterpenoids in gas-phase chemistry mechanisms seems to be indispensable, e.g. the
total molar HOM yield from the reactions of α-pinene with OH as well as O3 is about
6% (Berndt et al., 2016b); also, the predicted vapor pressures of HOMs are rather low
(Kurtén et al., 2016). Thus, one goal of this work was to extend the utilized gas-phase
chemistry mechanisms to include the measured HOM yields. For α-pinene ozonolysis, this
was done for the sensitivity studies, to examine their influence on the initial formation of
SOA and the overall SOA yield. The second investigation focuses on the importance of
the particle-phase bulk diffusion coefficient of SOA particles for the total SOA mass con-
centration. The particle-phase bulk diffusion coefficient might be composition-dependent
rather than constant and, due to a lower self-diffusion coefficient of the organic mate-
rial, increasing organic matter in the particle phase decreases the weighted particle-phase
bulk diffusion coefficient. This investigation is also important for modeling of chamber
experiments where wet seed aerosols are often used, and atmospheric applications, where
the relative humidity is high, because water is known to have a plasticizer effect on SOA
(O’Meara et al., 2016). The implementation of a composition-dependent particle-phase
bulk diffusion coefficient within the utilized kinetic approach constitutes a further devel-
opment of the basic approach. The second further development of the kinetic approach
concerns the particle-phase reactivity. Additional backward reactions in the particle phase
have been considered to enable a treatment of reversible particle-phase reactions under
formation of a reaction equilibrium. The effect of this process is also the subject of the
extensive sensitivity studies. After characterization and further development of the kinetic
partitioning approach, chamber studies for α- and β-pinene have been simulated with the
parcel model and compared with measurements. Since the second part of the work com-
prises implementation and application of the kinetic partitioning approach in a 3-D model,
finally atmospheric test scenarios have been performed with the parcel model. Thereby,
the atmospheric gas-phase chemistry mechanism combined with the absorptive as well
as the kinetic partitioning approach have been tested and a few sensitivities examined to
derive implications for application in the 3-D model.
For the second part of the work, the 3-D chemical transport model COSMO-MUSCAT
5(COnsortium for Small-scale MOdeling and MUlti-Scale Chemistry Aerosol Transport,
Schättler et al., 2013; Wolke et al., 2012) have been utilized. Originally, SOA forma-
tion in the 3-D model framework is described with SORGAM (Secondary organic aerosol
model, Schell et al., 2001), which is based on absorptive partitioning. The approach was
implemented in that way, that partitioning is only diagnostically achieved if needed and,
otherwise, the SOA compounds are transported and deposited according their total con-
centration. Thus, for implementation of the kinetic partitioning approach, a further devel-
opment concerning the partitioning and the separate treatment of gas- and particle-phase
compounds had to take place. After successful implementation and testing of the kinetic
partitioning approach, several simulations have been performed with COSMO-MUSCAT
using both partitioning approaches. Firstly, the different phase change parametrizations
of SORGAM/SORGAM-TIN (Schell et al., 2001; Li et al., 2013) have been applied and
the influence of considered HOMs have been investigated. Furthermore, simulations with
the kinetic model have been performed without and with enabled particle-phase reactivity.
Simulation results are step-wise compared with each other and, further, evaluated with
measurements from selected field sites. Finally, an extended comparison was done for the
TROPOS (Leibniz Institute for Tropospheric Research) field site Melpitz because of the
existence of advanced measurement data for this location. From this detailed evaluation,
possible shortcomings of the model framework for this process study have been derived. Up
to now, the application of a kinetic partitioning approach with reversible SOA formation in
a 3-D model and the results of the related process studies are a novelty. The treatment of
separate gas- and particle-phases with reversible condensation of the SOA compounds in
a 3-D model study is currently under discussion in a peer-reviewed journal (Stadtler et al.,
2017).

2 Theoretical background
This chapter will provide an overview of the most important background information re-
quired to understand the results in Chapts. 4 and 5. After a general introduction into
the topic of SOA in Sect. 2.1, more detailed information about modeling SOA formation
and related processes are given in Sect. 2.2. This section is divided into two parts. The
first part provides information about the description of chemical reactions related to SOA
formation within gas-phase chemistry mechanisms (see Sect. 2.2.1) and the second part
gives an overview of the different methods for handling the gas-to-particle mass transfer
for SOA formation (see Sect. 2.2.2).
2.1 Secondary organic aerosol
SOA was the first time mentioned by Haagen-Smit (1952) and Went (1960). The two
publications refer to both possible classes of SOA, anthropogenic and biogenic SOA. In
Haagen-Smit (1952), hydrocarbons and nitrogen oxides were proposed as the two main
sources of air pollution in Los Angeles. The article indicates how air pollution reduce the
standard of living in cities, accompanied by negative health effects, and plant damage. Even
an early form of a smog chamber was described, which was utilized to oxidize hydrocarbons
like cyclohexane, indene, and dicyclopentadiene by different oxidants. At this early state
of knowledge, the reduction of visibility was attributed to the production of non-volatile
oxidation products, caused by ring opening of the precursors.
The work of Went (1960) refers to the observed biogenic secondary organic aerosol for
natural countrysides. Thereby, SOA is denoted as ’blue heat’ or ’summer haze’, which
evolves on sunny and windless days over the whole countryside. Typical countrysides for
this natural phenomenon are the ’Blue Mountains’, Australia, caused by emissions of euca-
lyptus forests and the ’Blue Ridges’, Tennessee (near the well-known Smoky Mountains).
For example, this phenomenon can be observed while an airplane flight at a few thousand
feet altitude.
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2.1.1 Volatile organic compounds
Volatile organic compounds (VOCs) are the collective term for organic, therefore, car-
bonaceous substances, which have the property to evaporate very easy (be volatile) or
existing already at low temperature (e.g., room temperature) in the gas phase. Often
methane is excluded from the VOC budget. In general, VOCs can be distinguished into two
main groups, biogenic (BVOCs) and anthropogenic volatile organic compounds (AVOCs).
Thereby, BVOC emissions dominate global VOC emissions with about 500 – 1130TgC yr−1
compared to 100 – 150TgC yr−1 AVOC emissions (Müller, 1992; Goldstein and Galbally,
2007; Hallquist et al., 2009). AVOC emissions are mainly caused in polluted regions by
aromatic compounds, higher alkanes, and higher alkenes (Volkamer et al., 2006; Kroll and
Seinfeld, 2005). Therefore, fossil fuel combustion for road transport, power generation,
and industry are identified as main cause of anthropogenic VOC emissions and are pro-
vided, e.g. by the Emission Database for Global Atmospheric Research (EDGAR, Olivier
et al., 1999b,a).
Biochemical processes in soils, vegetation, and oceans can cause the release of biogenic
volatile organic compounds, whereby terrestrial vegetation provides 90% of the total at-
mospheric VOC emissons (Guenther et al., 1995). Table 2.1 summarizes BVOC sources.
The emitted BVOC flux of plants depends in general on the light intensity, ambient ozone
concentration, soil moisture, and the leaf temperature (Hartikainen et al., 2009). For
isoprene, also a dependence on CO2 concentration may exist (Heald et al., 2009). Some
of these dependencies are utilized in emission schemes like MEGAN (Model of Emissions
of Gases and Aerosols from Nature, Guenther et al., 1995) to estimate the global BVOC
burden. Isoprene and monoterpenes represent the most abundant BVOC species (see
Table 2.1, Kesselmeier and Staudt, 1999; Guenther et al., 2012), which is confirmed by
Table 2.1: Global BVOC emission rate estimates by Guenther et al. (1995), sorted by
source and class of compound, given in Tg yr−1.
Source Isoprene Monoterpenes ORVOC† Total VOC
Woods 372 95 177 821
Crops 24 6 45 120
Shrub 103 25 33 194
Ocean 0 0 2.5 5
Other 4 1 2 9
Total§ 503 127 260 1150
† Other reactive biogenic VOCs (ORVOC). § These totals include additional non-reactive VOCs
not reflected in the columns to the left.
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Figure 2.1: Relative contribution of individual monoterpenoid species to annual global
emissions averaged over 30 years (1980 – 2010) based on the emission scheme
MEGAN; taken from Sindelarova et al. (2014).
newly emission scheme results of MEGAN for a 30 year average period (Sindelarova et al.,
2014). Especially isoprene delivers, with 70% of the biogenic VOC emissions (Sindelarova
et al., 2014), the major part and contributes to the formation of secondary organic aerosol
(Karl et al., 2004, 2006; Claeys et al., 2004a,b). An overview of the contribution of in-
dividual biogenic species to the total BVOC emissions is given by Table 2.2. The second
highest contribution to the BVOC emissions is provided by the group of monoterpenes
with 11% and the distribution of the individual species can be seen in the pie chart of
Fig. 2.1 (Sindelarova et al., 2014). The pie chart reveals that α-pinene and β-pinene are
the main contributors of monoterpene emissions. Overall, the broad variety of existent
VOCs complicates it to investigate in precursors and their SOA yield, because 10 000
to 100 000 different organic compunds exist in the atmosphere (Goldstein and Galbally,
2007). In general, one key point for the importance of the biogenic hydrocarbons is their
much higher reactivity towards atmospheric oxidants (see Sect. 2.1.2, Atkinson, 2000).
This affects, besides their abundance in the Earth’s atmosphere, the formation of organic
particulate matter (PM) formed from these compounds. In this work, mainly SOA for-
mation from biogenic VOCs is investigated, focused on α- and β-pinene for the chamber
studies, and the enhancement of the utilized gas-phase chemistry mechanisms by additional
compounds.
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Table 2.2: Annual global BVOC emissions and their standard deviations (σ) for selected
species as average over 30 years (1980 – 2010), their relative contribution to the
global BVOC emissions (expressed as emission of carbon), maximal and minimal
value within the 30 years. Values are estimated by the MEGAN emission scheme
by Sindelarova et al. (2014). The sum of monoterpenes already comprises the
emissions of α- and β-pinene (additionally listed in italics).
Global totals
Mean value Rel. contribution Minimum Maximum
Species Tg (species) yr−1 in % Tg yr−1 Tg yr−1
isoprene 594±34 69.2 520 672
sum of monoterpenes 95±3 10.9 89 103
α-pinene 32±1 3.7 30 34
β-pinene 16.7±0.6 1.9 15.6 17.9
sesquiterpenes 20±1 2.4 18 23
methanol 130±4 6.4 121 138
acetone 37±1 3.0 35 40
ethanol 19±1 1.3 17 21
acetaldehyde 19±1 1.3 17 21
ethene 18.1±0.5 2.0 17.1 19.2
propene 15.0±0.4 1.7 14.1 15.9
formaldehyde 4.6±0.2 0.2 4.3 5.1
formic acid 3.5±0.2 0.1 3.2 3.8
acetic acid 3.5±0.2 0.1 3.2 3.8
2-methyl-3-buten-2-ol 1.6±0.1 0.1 1.4 1.8
toluene 1.5±0.1 0.2 1.4 1.6
other VOC species 8.5±0.3 0.8 7.9 9.0
2.1.2 Atmospheric oxidants
The hydroxyl (OH) and nitrate (NO3) radical as well as ozone (O3) are the major oxidants
in the Earth’s atmosphere. Photooxidation, e.g. by sunlight, is a fourth possible pathway
to oxidize VOCs.
Hydroxyl radical (OH)
Oxidation by OH radical is the dominant oxidation pathway at daytime in the troposphere
because of its high reactivity. It is formed by the photolysis of O3 in the presence of water
vapor. Otherwise, OH radicals result from the photolysis of nitrous acid (HONO) and
hydrogen peroxide (H2O2), which is more relevant in anthropogenic areas. Another two
pathways of OH radical generation are the reaction of hydroperoxy radicals (HO2) with
nitrogen monoxide (NO) and the ozonolysis of alkenes. Overall, the global average OH
radical concentration is valued to 106 molecules cm−3 (Platt et al., 1988; Perner et al.,
1987). OH radicals have a very high reactivity, which lead to a prompt reaction with the
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majority of the VOCs. Therefore, the OH radical plays an important role in the atmospheric
chemistry in the lower troposphere.
Nitrate radical (NO3)
NO3 radical reactions are important mainly at night-time, with NO3 mixing ratios ranging
up to 300 ppt in the urban boundary layer (Seinfeld and Pandis, 2006). At daytime, the
concentration of NO3 is promptly reduced by photolysis. During the daytime, NO3 is
only observed in polluted regions under special conditions (Geyer et al., 2001). The NO3
concentration is generally higher in urban areas than in rural or remote sites (Ng et al.,
2017). Seinfeld and Pandis (2006) present boundary-layer NOx mixing ratios for different
regions, whereby NOx mixing ratios between urban areas and remote regions can differ more
than 3 orders of magnitude. Thus, NOx mixing ratios are a marker for NO3 concentrations.
The main pathway for the NO3 radical formation is the reaction of nitrogen dioxide (NO2)
with ozone.
Ozone (O3)
Ozone was discovered in 1840 by C. F. Schönbein (Seinfeld and Pandis, 2006). In the
troposphere, O3 is produced naturally in trace amounts from the photolysis of nitrogen
dioxide (NO2). In this reaction triplet oxygen O(3P) results and the subsequent reaction
of O(3P) with oxygen (O2) forms ozone. Otherwise, ozone is formed from the reaction
of OH radicals with carbon monoxide (CO), methane (CH4), and VOCs (Seinfeld and
Pandis, 2006). The global background mixing ratio in the troposphere amounts to about
40 ppb (= 10·1011 molecules cm−3, Percy et al., 2003; Oltmans et al., 2013; Sicard et al.,
2017), but have increased over the last decades (Janach, 1989; Oltmans et al., 2006). The
increased ozone concentrations are mainly attributed to the industrialization and economic
growth, which causes growing emissions of hydrocarbons and nitrogen oxides NOx. The
latter one thereby acts as catalyst and influences the photochemical production process of
ozone (Janach, 1989).
2.1.3 Formation of SOA
Aerosol particles can be separated into two major classes depending on their formation
processes. Primary particles are directly emitted in the atmosphere from either biogenic or
anthropogenic sources. For secondary particles, a conversion of gas phase compounds to
the particle phase have to take place. As conversion processes, nucleation, condensation,
heterogeneous reactions, and multiphase chemical reactions have to be considered.
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Figure 2.2: Simplified atmospheric oxidation mechanism for a generic VOC; taken from
Kroll and Seinfeld (2008). Reactions denoted with a thick black arrow can
lead to a substantial volatility decrease. Gray arrows indicate reactions, which
can yield higher volatile products. Alkene ozonolysis is here not depicted, but
is described in more detail by Kroll and Seinfeld (2008).
First, the oxidation of gas-phase precursors, which are introduced in Sect. 2.1.1 as VOCs,
by atmospheric oxidants have to occur. In general, each VOC can undergo a considerable
number of chemical degradation processes in the atmosphere leading to a variety of ox-
idized products. Figure 2.2 summarizes the possible main oxidation pathways of VOCs.
From this figure, three major branching points can be identified: (1) the alkyl radical
as the first product after initial oxidation; (2) the reactions of the alkoxy radical (RO·),
and (3) the organic peroxy radical (RO2·), which might be the main branch point. The
overview shows different functional groups comprised in the reaction products, which in-
fluence their volatility and the water solubility. Table 2.3 provides an overview of possible
formed functional groups and their theoretical influence on the volatility of the corre-
sponding compounds (estimations by the SIMPOL group contribution method, Pankow
and Asher, 2008). Due to further oxidation of the "first-generation" products to the
"second-generation" and subsequent generations more functional groups are integrated in
the molecules. The volatility of the organic compounds decreases with increasing func-
tionalization as well as increased binding ability. Consequently, a decreased vapor pressure
of the organic compounds induces nucleation, to form new particles, or condensation on
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Table 2.3: Changes to vapor pressure due to addition of functional groups or extension of
chain size according to the SIMPOL group contribution method of Pankow and
Asher (2008).
Functional group Structure Change in vapor pressure
(at 298K)a
Ketone –C(=O) – 0.10
Aldehyde –C(=O)H 0.085
Hydoxyl –OH 5.7E-3
Hydroperoxyl –OOH 2.5E-3
Nitrate –ONO2 6.8E-3
Carboxylic acid – C(=O)OH 3.1E-4
Peroxyacid – C(=O)OOH 3.2E-3
Acyl peroxynitrate – C(=O)OONO2 2.7E-3
Extra carbonb –CH2 –, etc. 0.35
a Multiplicative factor.
b For comparison between the effect of extension of the carbon skeleton and changes in the polarity
or O/C ratio.
pre-existing particles1. The latter one may dominate the production of particle mass, but
the particle number must not be affected by this (Hallquist et al., 2009). The SOA forma-
tion process under natural conditions is very complicated because of the high number of
organic precursor species contained in the Earth’s atmosphere and, therefore, a multitude
of oxidized species is generated (Goldstein and Galbally, 2007). Thus, identification of
species in the gas as well as in the particle phase is not complete up to now (Hallquist
et al., 2009; Herckes et al., 2013). Most of the oxidized organic compounds are classified
as semi-volatile organic compounds (SVOCs) because of their vapor pressure.
Over a long period, modeling of SOA formation was predominantly treated by an ab-
sorptive partitioning approach assuming gas-particle equilibrium partitioning of the organic
compounds (see Sect. 2.2.2, Pankow, 1994a; Odum et al., 1996; Hallquist et al., 2009).
In this approach, the vapor pressure of the individual compounds is the most important
parameter affecting gas/particle partitioning, besides the need for absorbing organic mass
in the particle phase. However, the estimation of the vapor pressures for the organic com-
pounds is quite complicated and the available group contribution methods for this purpose
deviate over several orders of magnitude from each other and from existing measurements
(O’Meara et al., 2014; Kurtén et al., 2016). Over the last years, an advanced classification
of the oxidized VOCs (OVOCs) was evolved related to their volatility, which is also taken
in advantage of model development (Donahue et al., 2006). Due to the introduction of
1At least it is to mention that by-products of higher volatility than the precursor (e.g., CO2, CH2O, HCHO,
etc.) can result additionally due to oxidation.
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lumped compound groups and partitioning of organic mass via a predefined volatility bin
structure, the consideration of single compounds and reactions can be avoided in model
approaches (see Sect. 2.2.2.4, Stanier and Pandis, 2004; Stanier et al., 2008; Donahue
et al., 2006; Robinson et al., 2007; Jathar et al., 2012; Murphy et al., 2011).
A new compound group comprising organic compounds with increased functionalization,
caused by a high oxidation, was recently found. The possible existence of such compounds
was already proposed in the late 90’s (Kulmala et al., 1998), but their influence on the
early growth of fresh SOA particles is the subject of ongoing research (Riipinen et al.,
2012; Donahue et al., 2012, 2013). After their first evidence in chamber and ambient
air, these oxidation products are named highly oxidized multifunctional organic compounds
(HOMs) and their volatility was assumed to be extremely low (Ehn et al., 2012). A fur-
ther study by Zhao et al. (2013) indicates the existence of higher weight products, which
initialize the SOA formation. A follow-up study of Ehn et al. (2014) termed the highly
oxidized compounds (O/C ratios around unity) as extremely low-volatility organic com-
pounds (ELVOCs) related to their treatment in the volatility based model approach of
Donahue et al. (2012). The molar yields from α-pinene ozonolysis were estimated to 6 –
8% in the gas phase and this causes an organic mass yield of 14% in the particle phase
(Ehn et al., 2014). A further study on monoterpene ELVOCs indicates their existence
in the gas phase and their importance for SOA formation (Jokinen et al., 2014). The
formation of the highly oxidized compounds is the result of autoxidation of the organic
compounds in the atmosphere (Crounse et al., 2013; Mentel et al., 2015; Berndt et al.,
2015). Up to now, laboratory as well as field studies confirm the existence of HOMs in
the gas and the particle phase (Mutzel et al., 2015; Yan et al., 2016; Brüggemann et al.,
2017). Further, recent studies investigate in the molar yields of HOMs in the gas phase
for different precursors (Berndt et al., 2016b,a; Richters et al., 2016; D’Ambro et al.,
2017) and other studies propose their importance for nucleation or early aerosol growth
(Kirkby et al., 2016; Tröstl et al., 2016; Bianchi et al., 2016). A study by Kurtén et al.
(2016) reveal that the vapor pressures of HOMs estimated by group contribution meth-
ods deviate highly from each other and might be underestimated especially for the most
oxidized/functionalized compounds. However, Kurtén et al. (2016) infer that from the re-
sults of the different group contribution methods the classification of HOMs as extremely
low-volatile compounds, requiring vapor pressures around or below about 10−14 bar, is not
appropriate. The estimated vapor pressures are in the range of low-volatile organic com-
pounds (10−10 – 10−14 bar) which is important for organic mass growth, but not induces
nucleation (Kurtén et al., 2016). In a perspective of Ehn et al. (2017), the new group of
compounds from atmospheric autoxidation is termed highly oxygenated molecules using
the already known abbreviation HOMs. In this perspective an overview of HOM forma-
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tion, detection, and abundance is given as well as the challenges are pointed out for further
investigations on HOMs.
The SOA formation via nucleation or the gas to particle conversion are not the only sources
of SOA. In the year 2000, an alternative formation mechanism of SOA in the aqueous phase
was hypothesized by Blando and Turpin (2000), due to a "plausibility study" on the dilute
aqueous phase (droplets). Briefly, the OVOCs are dissolved in water droplets, e.g. fog or
cloud droplets, because of their increased solubility and are further oxidized in the aqueous
phase. Therefore, SOA is formed and after water evaporation from the droplet the organic
compounds remain in the particle phase. The SOA produced via this pathway is termed
aqSOA (Ervens et al., 2011). Volkamer et al. (2007) suggested that even the aerosol
water of hygroscopic particles is sufficient for an efficient aqSOA production. Ervens et al.
(2011) conclude in their review on aqSOA that over identical time scales both SOA and
aqSOA formation processes are comparably important in the atmosphere. A further reason
that aqSOA might contribute significantly to the total SOA mass is the higher oxidation
status of aqSOA. In the aqueous phase a complex chemistry, comprising functionalization
and accretion processes (e.g., acid formation, oligomerization), can occur to the water
soluble and polar precursors and, therefore, aqSOA contains more oxygen than SOA formed
from gas phase oxidation (Ervens et al., 2011; Ervens, 2015; Herrmann et al., 2015).
Additionally, the breakage of the carbon structure and loss of small carbon containing
molecules as reaction by-products is avoided in the aqueous phase. Figure 2.3 summarizes
schematically both gasSOA and aqSOA formation pathways. Investigations according to
the partitioning of oxidized VOCs into the aqueous phase are described in Mouchel-Vallon
et al. (2013). Modeling studies concerning aqSOA formation are performed by Tilgner
et al. (2013) and Hoffmann et al. (2016).
2.1.4 Viscosity and diffusivity of SOA
The most partitioning approaches for gasSOA formation assume an equilibrium between
the gas and the condensed phase (Pankow, 1994a; Odum et al., 1996). This condition
might be not generally fulfilled because the phase state of the SOA particles might not
allow fast enough diffusion of condensed gases into the particles, when they are not liquid.
Since a few years, it has been suggested that the viscosity of SOA particles is higher than
previously thought and that SOA particles can exist in an amorphous (semi-)solid phase
state (Virtanen et al., 2010, 2011; Cappa and Wilson, 2011; Vaden et al., 2011; Saukko
et al., 2012; Zelenyuk et al., 2012).
First hints concerning the semi-solid phase state of SOA were given by Virtanen et al.
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Figure 2.3: Schematic overview of SOA formation pathways in the gas and the aqueous
phase leading to gasSOA and aqSOA, respectively. The dashed arrows repre-
sent oxidation reactions; taken from Ervens et al. (2011).
(2010), who investigate in particle bounce behavior of SOA produced under different
conditions. When particles bounce in a cascade impactor, larger particles are transferred
to lower stages and leads to a manipulated size distribution. Particles bounces when
their rebound energy exceeds the adhesion energy (Virtanen et al., 2010). The bounce
probability is increased for harder aerosol material (e.g., solid particles) and larger particles,
but also by some technical reasons like greater impact velocity (Stein et al., 1994). As well
the roughness of the collecting plates influences the bounce probability (Rogers and Reed,
1984). Thus, semi-solid aerosol particles can cause the described bounce effect at the
impactor plates because they do not stick like liquid particles (see Fig. 2.4b, c). Virtanen
et al. (2010) determined a so called "bounce factor" to compare the bounce behavior of
different aerosol types. Thus, the excess current in the lowest impactor stages are defined
as "bounce factor", which corresponds to the aerosol fraction in the lowest impactor stages
with cut-off diameters < 30 nm (and additionally the content of the back-up filter, Virtanen
et al., 2010). In Fig. 2.4 the results of the bounce factors for different aerosol material is
summarized. For dioctyl sebacate quite small bounce factors are observed independent of
the particle size. Dioctyl sebacate is an organic compound that is oily and liquid, thus, it is
often utilized as plasticizer. Since dioctyl sebacate has lower bounce factors than the rest
17 2.1 Secondary organic aerosol
The plant chamber experiments were carried out using living Scots
pine seedlings as natural sourcesof biogenic VOCs, because terpenoids
emitted from living plants are more representative of natural atmo-
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Figure 2.4: Results and interpretation of the particle bounce of SOA and different reference
particles. a) Observations in dependence on the geometric mean diameter
for: SOA particles generated in the chamber by utilizing Scots pine seedlings
(blue circles) and OH-initiated (with additional SO2, open blue circles) as well
as O3-initiated oxidation (solid blue circles), atmospheric SOA collected in
Hyytiälä (green solid circles) and as reference dioctyl sebacate (red circles),
crystalline ammonium sulfate (black squares) as well amorphous polysterene
particles (black circles); b) Schematic for bounce behavior of solid particles c)
and liquid particles; taken from Virtanen et al. (2010).
of the sampled material, it serves as reference for liquid particles. As seen in Fig. 2.4, the
bounce factors of the two different produced SOA particles are lying in between the bounce
factors of crystalline ammonium sulfate and amorphous polysterene, which are reference
substances for solid particles. Hence, from the higher bounce factors of SOA particles it is
inferred that their viscosity is higher than for liquids and that organic-rich aerosol particles
are in an amorphous solid state (Virtanen et al., 2010).
The fresh nucleated SOA particles have a lower bounce factor than the larger particles,
which are grown under consumption of organic compounds (cf. Fig. 2.4a). In the context
of the derived SOA viscosity, the relative humidity of the ambient air plays an important
role. In the study of Virtanen et al. (2010), for the chamber experiments 30± 5% RH
and for the atmospheric particles 10 – 20% RH were sampled. Thus, SOA formation takes
place under rather low relative humidities. The relative humidity was found in subsequent
studies to affect also the viscosity of SOA particles (Saukko et al., 2012; Renbaum-Wolff
et al., 2013a). Nevertheless, Virtanen et al. (2010) provide the first evidence that earlier
suggestions by Zobrist et al. (2008), Murray (2008), and Mikhailov et al. (2009) of amor-
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Figure 2.5: Atmospheric implications of SOA/SOM-phase state (secondary organic ma-
terial) for a) SOA growth conditioned by limited mass transfer of SVOCs,
b) heterogeneous oxidation in the particle phase by ozone c) climate effects
due to particles and there changed properties due to higher viscosity; modified
picture according to Renbaum-Wolff et al. (2013a).
phous solid organic particles are correct and the "bounce factor" serves as a method for
a qualitative estimation of the particle-phase state.
Saukko et al. (2012) investigated also in bounce factors of SOA aerosol under different
relative humidities as well as various O/C ratios. Therein, it was found that SOA particles
are amorphous semi-solid or solid for RH. 60%. Under addition of hygroscopic sulfuric
acid, the particles were liquefied at low RH (Saukko et al., 2012), which is similar to the
results of Virtanen et al. (2011) and investigations on glass transition temperatures from
Koop et al. (2011). In Saukko et al. (2012), it is also reported that the changes in the
phase state induced by humidity modifications could be related to the decreased averaged
molar mass due to the water addition. This result is also consistent with model results
concerning the glass transition temperature (Tg) from Koop et al. (2011). Therefore, it is
inferred that the changed viscosity values are caused by the change in the molar mass of
the probed SOA. The humidity-induced changes of the phase state of the SOA particles
are not correlated with the O/C ratios or the CCN activity in this study (Saukko et al.,
2012).
Atmospheric implications of these investigations are farreaching (cf. Fig. 2.5). The phase
state of SOA particles influences the timescales for mass transfer (cf. Fig. 2.5a) as well as
heterogeneous reactions within the particle phase (cf. Fig. 2.5b, Cappa and Wilson, 2011;
Vaden et al., 2011; Shiraiwa et al., 2011). Since the above mentioned environmental
impacts of the particle-phase state of organic rich particles are known, the quantitative
determination of the viscosity of SOA particles is investigated more intensively. This in-
vestigation progress was especially important for model development and parametrization.
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Figure 2.6: a) Results for SOA viscosity (primary y-axis), the diffusivity (secondary y-axis),
and the mixing time (tertiary y-axis) derived from the bead mobility technique
(denoted by black squares and triangles) and the poke-(and-)flow technique
(denoted by |—| and |—I); b) Relevant relative humidity ranges for chamber
and atmospheric measurements; taken from Renbaum-Wolff et al. (2013a).
The opportunity is given to verify if the assumed equilibrium conditions between gas and
particle phase are fulfilled. For a reasonable implementation of the phase state in mod-
els, a quantitative determination of the viscosity of SOA particles is necessary. Hence,
new measurement techniques for particle viscosity determination are developed (Zelenyuk
et al., 2012; Renbaum-Wolff et al., 2013b,a; Hosny et al., 2013; Zhang et al., 2015)
because viscometers cannot be applied to such small sample volumes typically for atmo-
spheric and laboratory SOA particles. Renbaum-Wolff et al. (2013a) presented results
of two specific measurement techniques for the estimation of the bulk viscosity for the
water-soluble amount of α-pinene SOA (cf. Fig. 2.6). In this publication, the RH de-
pendent results and applicability of the "bead-mobility" technique and the "poke-flow"
technique (the latter one is denoted as "poke-and-flow" technique in a follow-up study by
Grayson et al., 2016) are provided. The bead-mobility technique relies on insoluble beads,
which are inserted in the SOA material. Due to shear stress (introduced by gas flow of
nitrogen and water vapor) on the particle surface, a movement of the beads in the particle
bulk were initiated. The bead circulation was tracked by microscope records and due to
calibration curves of the bead speeds the viscosities can be derived. This technique is only
for RH≥ 70% applicable because for a lower relative humidity the rate of bead circulation
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becomes too slow for observation (Renbaum-Wolff et al., 2013a). Therefore, the second
technique "poke-(and-)flow" were applied for higher viscous particles under RH values be-
tween 40 – 70% as well as lower limits were derived for RH 25 – 30% (cf. Fig. 2.6a). The
poke-(and-)flow technique is based on poking the particle with a sharp needle, where this
method basically stem from Murray et al. (2012), and is extended due to estimation of
flow rates to restore a spherical cap after poking (Renbaum-Wolff et al., 2013a). The
results of Renbaum-Wolff et al. (2013a) for both techniques are depicted in Fig. 2.6. The
measurement data indicate that at a relative humidity of about 75%, a phase transfer from
liquid to semi-solid appears for SOA particles. Thus, with decreasing relative humidity the
viscosity of the particles increases over some orders of magnitude. Particles present in the
atmosphere can be liquid due to higher ambient relative humidity (cf. Fig. 2.6a, b). For
the most chamber studies, the organic particles will be semi-solid or solid, when consider-
ing the measurements by Renbaum-Wolff et al. (2013a) for a relative humidity lower than
70% (cf. Fig. 2.6a, b). Next to the primary y-axis of Fig. 2.6a, several daily materials are
depicted that have a certain viscosity and give an imagination of the texture of the sam-
pled particles1. The measurements seem to capture the phase transition for SOA particles
due to probing the particles at different relative humidity. However, an important fact for
the discussion of these results might be that for the applied measurement techniques a
sample SOA mass of 1 – 5mg is necessary. Consequently, the particle sizes of the probed
particles (e.g., 30 – 50µm lateral diameter, Renbaum-Wolff et al., 2013a) are larger than
atmospheric particles. The therein provided viscosity measurements are estimated for SOA
particles, which are collected at the end of a chamber experiment. Therefore, the viscosity
might be only valid for the final state of SOA formation. Thus, for fresh SOA or early SOA
formation, a lower viscosity can be observed as already inferred from the bounce behavior
of smaller particles (< 30 nm) in Virtanen et al. (2010) (cf. Fig. 2.4a). Water indeed serves
as a plasticizer in such mixed particles; hence, a theoretical model study as well as con-
siderations from other studies exist (O’Meara et al., 2016; Mikhailov et al., 2009; Zobrist
et al., 2011; Koop et al., 2011; Shiraiwa et al., 2011). Thus, for mixed aerosol particles
containing water, the viscosity might be lower especially for the early SOA formation, due
to the lower amount of organic mass solved in the aqueous particles. Figure 2.6a also
includes diffusivity estimates at the (first) secondary y-axis, which are derived from vis-
cosity measurements by application of the Stokes-Einstein (SE) relation (Einstein, 1956).
This conversion induces a high uncertainty because even for supercooled liquids the SE
relation breaks down (Tarjus and Kivelson, 1995; Mendoza et al., 2015). Mendoza et al.
(2015) explain that at short times, where intra-cage diffusion is the governing process,
the confining forces inhibit that the particle velocities reach their equilibrium distribution
1The link between viscosity and daily materials is first provided in this context by Koop et al. (2011).
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Figure 2.7: Summary of α-pinene SOA viscosity measurements in dependence of relative
humidity measured by Zhang et al. (2015) (denoted by "This Study Part I
and II") and results from former experiments (Renbaum-Wolff et al., 2013a;
Abramson et al., 2013; Pajunoja et al., 2014; Bateman et al., 2015). The
secondary y-axis provides mixing times for low volatility molecules with sizes of
100 nm. Part I means shape factor measurements for 310 s residence time and
part II contains data for 45 s residence time. Taken from Zhang et al. (2015).
and this modifies the SE relation. The long-time breakdown of the SE relation is caused
due to the formation of temporary clusters, which induce dynamic arrest (Mendoza et al.,
2015). In Koop et al. (2011), the breakdown of the SE relation is limited to the vicinity
of the glass transition region, with the link to the publication of Champion et al. (2000).
However, the region of a supercooled liquid begins when the temperature is lower than the
melting temperature (Tm). Thus, already for the transition zone between a liquid and an
amorphous solid (glass), the SE relation is not valid anymore. Further references indicate
that also the size of the diffusing molecule plays a role for the applicability of the SE
relation (Champion et al., 1997; Rampp et al., 2000; Zhu et al., 2011; Power et al., 2013;
Shiraiwa et al., 2011). It is proposed that near the glass transition temperature the SE
relation breaks down in sugars (Champion et al., 1997; Rampp et al., 2000; Zhu et al.,
2011; Power et al., 2013) as well as in proteins (Shiraiwa et al., 2011) considering larger
and smaller molecules than the "host" molecules of the substance. Thus, the diffusion
coefficients estimated by conversion of the measured viscosity might be truncated in the
semi-solid range of Fig. 2.6a because of the utilized SE relation.
Several additional investigations on the SOA-phase state exist with different measurement
techniques for the viscosity. For example, Zhang et al. (2015) measured the particle
viscosity based on observation of changes of the particle shape from aspherical to spherical
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as a function of RH and exposure time on elevated RH (see Fig. 2.7). The sampled SOA is
generated from α-pinene ozonolysis and they sampled not only water soluble part but also
water insoluble part. The results for the viscosity measurements are in the range of the
results from former studies, with lower viscosity values in the low RH range (cf. Fig. 2.7),
where Renbaum-Wolff et al. (2013a) can only provide lower limits estimated with the
poke-(and-)flow technique.
A further study concerning SOA viscosity estimated by the poke-and-flow technique, is
provided by Grayson et al. (2016). The novelty of this publication is that the viscosity
measurements have been additionally related to the produced SOA mass concentration for
the different experiments. Figure 2.8 demonstrates that the viscosity increases with de-
creasing production mass concentration, when considering the results from the poke-and-
flow technique for flow tube and chamber samples. The viscosity estimates from the study
by Saleh et al. (2013), not confirm this trend and the values provided by Cappa and Wilson
(2011) as well as Perraud et al. (2012) generally extend over a wide range (cf. Fig. 2.8).
Figure 2.8: Summary of viscosity measurements in dependence of production mass con-
centration. The black and red squares indicate upper (open squares) and lower
(filled squares) limits of the viscosity estimates by Grayson et al. (2016) for
SOA produced via ozonolysis of α-pinene, studied at RH < 5%. The shaded
areas are included to guide the eye. The other viscosity values are taken from
studies of Cappa and Wilson (2011); Perraud et al. (2012); Saleh et al. (2013);
Abramson et al. (2013); Renbaum-Wolff et al. (2013a); Robinson et al. (2013)
and Zhang et al. (2015). Hint that in the legend Saleh et al. 2012 is men-
tioned, which has to be corrected to Saleh et al. (2013). Figure taken from
the supplementary material of Grayson et al. (2016).
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The above reviewed viscosity measurements are valid for the aerosol bulk, which means
that a mean viscosity for the whole aerosol is estimated with the methods. Hosny et al.
(2016) provide results for microscopic viscosity measurements, from application of the
fluorescence lifetime imaging (FLIM) technique on aerosol particles. The FLIM technique
with molecular rotors is introduced for application on atmospheric aerosols by Hosny et al.
(2013). Therein, the methodology was tested on droplets formed of organic and inorganic
standard compounds with sizes in the µm-range to proof atmospheric applicability. The
quantitative estimation of the microviscosity by fluorescence detection from molecular ro-
tors (small molecules) is first described by Kuimova (2012). The microviscosity is valid for
the micrometer length scale because it enables single particle tracking during the diffusion
process. Therefore, microviscosity and viscosity might be not directly comparable and
there exists no general (computational) relation between both properties. The results of
microviscosity concerning SOA from the ozonolysis of α-pinene and mycrene reveal hetero-
geneities inside the aerosol particles (cf. Fig. 2.9a, b), besides the known viscosity increase
for decreased RH (cf. Fig. 2.9d). A quite interesting detail for the particle heterogeneities
is that for the impactor samples (cf. Fig. 2.9a) the intra-particle heterogeneity is higher
than for the water extracted SOA sample. However, the latter one exhibits the highest
inter-particle viscosity spread (cf. Fig. 2.9b). Hosny et al. (2016) stated that the higher
number of preparation steps for the water extracted SOA sample can cause differences in
the analytical results. Therefore, a sample preparation without extraction is highly rec-
ommended to conserve the original particle properties. Nevertheless, Hosny et al. (2016)
compare the microviscosity measurements with the viscosity measurements from Zhang
et al. (2015) (cf. Fig. 2.9d, please note the difference in the unit for the viscosity Pa s
and mPa s), where microviscosity of the FLIM measurements is lower. This indicate that
more effective diffusion in the particle might take place because microviscosity is linked
to the diffusion coefficient (Gulnov et al., 2016). In the study of Hosny et al. (2016)
the viscosity is not converted to the diffusivity. Another interesting detail of the study is
proposed concerning the size dependent particle viscosity. Hosny et al. (2016) can resolve,
with their fluorescence technique, the aging of SOA particles with various size due to O3
oxidation. For smaller particles, the viscosity increases faster under the ozone exposure,
but all particles reach the same final viscosity independent of the particle size. Hence,
these kinetic effects can be ascribed to surface uptake limitations for ozone, which was
previously discussed by Pfrang et al. (2011) and Shiraiwa et al. (2010). The final viscosity
is nevertheless dependent on the initiated ozone concentration.
Concerning the particle viscosity a review paper by Reid et al. (2018) was recently pub-
lished and provides an overview of viscosity measurement techniques as well as predictive
methods. Furthermore, also the diffusion coefficients of particles are determined by differ-
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ent techniques, e.g. for sugar in aqueous solution (Price et al., 2016) or for trace/small
amounts of organics in sucrose-water solutions (Chenyakin et al., 2017; Bastelberger et al.,
2017). The comparison of diffusivity with viscosity data of aqueous sucrose shows a break-
down of the Stokes-Einstein relation for PEG-4 molecules at high sucrose mole fractions
in the study of Bastelberger et al. (2017).
Figure 2.9: Microviscosity measurements of oxidized mycrene SOA for changing RH. Fluo-
rescence lifetime images of a) Water soluble SOA fraction collected on Teflon
filters (water extracted); b) Whole SOA collected directly with an impactor
(the scale bar indicates 40µm); c) Averaged fluorescence lifetimes for various
RHs summarized for both collection methods: water soluble SOA (blue) and
impactor SOA (red); d) Viscosity values derived from fluorescence lifetimes via
calibration for the measuring points inside the calibration range (see plot c).
Taken from Hosny et al. (2016).
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In general, modeling of SOA formation is conducted by a model framework which consists
of a multiphase chemistry mechanism and a linked partitioning approach. Thus, the mul-
tiphase chemistry mechanism comprises all chemical reactions of the considered species in
the gas, aqueous, and particle phase. Accordingly, the partitioning approach describes the
mass transfer from the species which are assumed to partition between the gas and the
particle/aqueous phase because of their physical properties. Due to the focus on gasSOA
formation of this work, the following sections provides an overview limited on gas-phase
chemistry mechanisms and gas-to particle-phase partitioning approaches.
2.2.1 Gas-phase chemistry mechanisms
2.2.1.1 Overview
Gas-phase chemistry mechanisms (GCMs) comprise the relevant chemical reactions of the
troposphere and the degradation pathways of VOCs initialized in the gas phase. Photol-
ysis, radical attack (the attack of the hydroxyl radical dominates), non-radical oxidation
(e.g., ozonolysis of unsaturated compounds), and unimolecular decay are the most im-
portant atmospheric degradation processes, which have to be comprised by the GCM.
Roughly, two different main types of gas-phase chemistry mechanisms exist; condensed
(see Sect. 2.2.1.2) and explicit (see Sect. 2.2.1.3) GCMs. At the beginning of model-
ing the atmospheric degradation of VOCs, condensed gas-phase chemistry mechanisms
only include a few compounds and a computationally manageable amount of reactions.
Therein, the pioneer work has been done in the late 70’s and the early 80’s. For ex-
ample, the GCM proposed by Dodge (1977), aims to create a control strategy for the
reduction of urban ozone. The intention of this gas-phase chemistry mechanism was to
derive ozone-precursor relationships. Later, Whitten et al. (1980) provided a carbon-bond
mechanism, which was specified for the simulation of photochemical oxidant formation.
This type of a gas-phase chemistry mechanism comprises a lumping for similar bonded
carbon atoms that react regardless of the molecules they are contained. This GCM was
already applied to smog chamber studies and to urban air masses in a larger model frame-
work (Whitten et al., 1980). Another early gas-phase chemistry mechanism for selected
hydrocarbon/NOx/SO2 photo-oxidations was introduced by Atkinson et al. (1982). The
mechanism was also applied to smog chamber studies, but the work further includes a
simplification method to simulate urban environments with this reaction framework.
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Explicit GCMs have the claim to describe the chemical reaction system fully, with all inter-
mediate products and stable reaction products. Due to the development of advanced at-
mospheric models, which are able to handle computationally-intensive processing steps, ex-
plicit or near-explicit gas-phase chemistry mechanisms find their application in box-models.
Therefore, the support of powerful computers using efficient numerical methods is neces-
sary. Early developed explicit gas-phase chemistry mechanisms have to be simplified. For
example the GCM of Madronich and Calvert (1990), with the aim to describe permutation
reactions of peroxy radicals in the troposphere including 22 413 explicit permutation reac-
tions. At this time, the time integration to solve such a chemical mechanism requires too
much computational resources. Another early near explicit GCM was applied by Derwent
et al. (1996) in a photochemical trajectory model. The mechanism describes the oxidation
of organics, methane, 95 additional hydrocarbons, carbon monoxide, sulfur dioxide, and
NOx, with the goal to investigate ozone production in an air parcel arriving the British
Isles from north west Europe (Derwent et al., 1996). The mechanism neglects reaction
intermediates that are redundant as well as peroxy radical intermediates. This mechanism
comprises 515 chemical species in total. At the time of their development, the two com-
plex GCMs require a large computational effort in relation to the numerical state-of-the-art
and, therefore, their application was limited.
In the following, the most common condensed gas-phase chemistry mechanisms are de-
scribed in more detail in Sect. 2.2.1.2 as well as two (near-)explicit gas-phase chemistry
mechanisms are introduced in Sect. 2.2.1.3.
2.2.1.2 Condensed gas-phase chemistry mechanisms
In general, three different lumping techniques have been evolved to simplify the degradation
of organics in gas-phase chemistry mechanisms (Stockwell et al., 1990):
i) surrogate species (Dodge, 1977)
ii) lumped structure (Whitten et al., 1980)
iii) lumped molecule (Atkinson et al., 1982).
Surrogate species represent a whole compound class in very simplified gas-phase chem-
istry mechanisms. Dodge (1977) utilized propylene and n-butene as surrogate species
in order to derive ozone-precursor relationships. At that time, investigations on control
strategies for urban ozone reduction were of great interest. These days, it is still a present
issue for the conurbations of developing countries.
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The lumped structure technique has been introduced by Whitten et al. (1980) in their
carbon bond mechanism (CBM). The most carbon atoms, with similar bonding, are treated
in the same way, regardless of the molecules in which they are contained. Four different
reaction types of carbon atoms were distinguished in Whitten et al. (1980): ’single-bonded
carbon atoms (PAR), "fast" or relatively reactive double bonds (OLE), slow double bonds
(ARO), and carbonyl groups (CAR)’. Whereby, PAR not only includes paraffin hydrocar-
bons because the single-bonded carbon atoms of aldehydes, olefins, and aromatics are also
contained therein. For example, propene contains one alkyl group (single-bonded carbon
atom) and a relatively reactive carbon double bond. Accordingly, it is represented as 1
PAR and 1 OLE. Whereas, n-pentane with 5 alkyl groups yields 5 PAR for the carbon
bond technique. The advantage of this approach is that no molecular weights of con-
tained hydrocarbons in the different classes is needed, the carbon mass is preserved, and
the range of rate constants to be averaged is narrowed due to the grouped carbon atoms
(Whitten et al., 1980). The CBM was successfully applied in various model studies and has
been updated several times. The latest version of the carbon bond mechanism was CB05
(Yarwood et al., 2005), wherein, the toluene scheme was updated (together CB05-TU)
and evaluated against several chamber study results (Whitten et al., 2010).
The lumped molecule technique is the most utilized method for condensed gas-phase
chemistry mechanisms. Therein, compound classes summarize compounds with a similar
structure. Accordingly, rate constants are synthesized for every lumped compound group.
Since this method is preferred for the condensed mechanism development, various mecha-
nisms with a different number of compound classes and reactions have been evolved over
the time. Among one of the first gas-phase mechanisms utilizing the lumped molecule
technique was the Regional Acid Deposition Model (RADM), published by (Stockwell,
1986). This mechanism was updated to RADM2 by Stockwell et al. (1990). Later on,
the mechanism was renamed to "Regional Atmospheric Chemistry Mechanism" and up-
dated (RACM, Stockwell et al., 1997), and the most recent version is now RACM2 (Goliff
et al., 2013). RACM2 comprises 46 inorganic reactions for 17 stable and 4 intermediate
species. The number of organic species increased from 32 stable organic and 24 inter-
mediate species in RACM to 54 stable organic and 42 organic intermediate species in
RACM2 (Goliff et al., 2013). In total, 363 reactions describe the atmospheric chemistry
under remote or polluted conditions. RACM2 includes more organic species because of
the improved knowledge of the organic decomposition mechanisms and extended compu-
tational resources. Further noteworthy mechanisms with the same condensation approach
are the Caltech Atmospheric Chemistry Mechanism (CACM) by Griffin et al. (2002b) and
the Statewide Air Pollution Research Center (SAPRC) chemical mechanism by Carter
(1990). The first of these mechanisms, CACM, comprises 191 compounds and 361 re-
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actions and was developed with the scope of an improved description of SOA in models.
Therefore in Pun et al. (2003), a thermodynamic partitioning approach for SOA formation
for the coupling with the chemistry mechanism is described and in Griffin et al. (2002a)
the application of both in a regional scale model for a smog period in the South Coast
Air Basin of California (SoCAB) was achieved. However, the most comprehensive mech-
anism, utilizing the lumped molecule technique, is the SAPRC mechanism. The latest
version, which was also published in a peer-reviewed journal, is the SAPRC-07 mechanism
(Carter, 2010a). This mechanism was condensed (named CS07A) to a similar size of
the CB05 mechanism (Carter, 2010b). Thus, CS07A can be applied for studies, which
priority is to investigate in O3 formation. The SAPRC mechanism is mainly evaluated
by chamber experiments. A more recent update of the SAPRC mechanism including
the description of aromatics (SAPRC-11) has been published on the SAPRC Website
(http://www.engr.ucr.edu/~carter/SAPRC/, Carter, 2013).
2.2.1.3 Explicit and near-explicit gas-phase chemistry mechanisms
The Generator of Explicit Chemistry and Kinetics of Organics in the Atmosphere
(GECKO-A) is the largest chemistry mechanism of organic compounds described in the
literature (Aumont et al., 2005). A special feature of GECKO-A is the self-generation
of the mechanism, depending on the carbon number of the reagent. GECKO-A can
theoretically produce explicit mechanisms of molecules with 24 carbon atoms (Aumont
et al., 2012). The number of the contained species Ω in the mechanism is estimated by
Ω ≈∑kj=2 12 (11)2(7)j−2, where k denotes the carbon number of the reagent. The number
of reactions in the chemistry mechanism is about 10-times the number of reactive species
(≈10×Ω). As an example, 25×106 reactions are contained in the chemistry mechanism of
octane (C8). Thus, for high carbon numbers, an enormous number of species and reactions
are generated by GECKO-A. High computational effort is necessary to apply a fully explicit
GECKO-A chemistry mechanism in a model system since the number of species increases
exponentially (growth factor 5.6) for each additional carbon atom (Aumont et al., 2005).
This circumstance leads to a limitation of 2.5 million species according to 25 million reac-
tions contained in a fully explicit GECKO-A chemistry mechanism (Aumont et al., 2005).
Thus, for hydrocarbons with C> 8 only a reduced GECKO-A chemistry mechanism can
be applied (Valorso et al., 2011).
A near-explicit mechanism, which is widely used for the description of VOC degradation is
the Master Chemical Mechanism (MCM, http://mcm.leeds.ac.uk/MCM/). The develop-
ment of MCM is based on structure-activity relationships (SARs, Atkinson, 1987), which
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indicate possible reaction channels as well as their relative importance. The first MCM ver-
sion was published in 1997 and contained the parametrized representation of 500 reactions
for non-aromatic VOCs (Jenkin et al., 1997). For an explicit description, 12 500 reactions
have to be included. At this time, a reduction was essential to apply the mechanism in
box models. The MCM was updated several times. Saunders et al. (2003) provided an
updated non-aromatic VOC degradation mechanism, Jenkin et al. (2003) and Bloss et al.
(2005) describe and evaluate an aromatic MCM version. Recent updates of the MCM
comprises a β-caryophyllene (Jenkin et al., 2012) and an isoprene (Jenkin et al., 2015)
degradation scheme. The latest version is MCM v3.3.1, which describes the degradation
of 143 emitted VOCs. Therefore, 6 700 primary, secondary, and radical species are taken
into account and 17 000 elementary reactions are included. Furthermore, a reduced MCM
scheme for application in 3-D models is provided under the name "Common Representa-
tive Intermediates" (CRI) mechanism (Jenkin et al., 2008), with latest version 2 (CRI v2,
http://mcm.leeds.ac.uk/CRI/). This mechanism takes into account the degradation of
116 VOCs, considering 434 species and 1 183 reactions. An additional simplification of the
CRI mechanism was achieved by systematically redistributing mass emissions of selected
emitted anthropogenic VOCs (Watson et al., 2008). Through this lumping of emissions,
5 different reduced mechanisms were constructed, which comprise 196 species and 555
reactions.
2.2.2 Partitioning approaches
2.2.2.1 Overview
A variety of different partitioning approaches have been developed over the years to de-
scribe the gas-to-particle mass transfer of OVOCs contributing to SOA formation. The
abundance of different approaches for describing the partitioning of OVOCs, can be ex-
plained by their application in various kind of models (model types, box model or 3-D
local/regional or global model). The first model approach concerning SOA formation was
proposed by Pankow (1994a) and is based on absorptive partitioning (see Sect. 2.2.2.2 for
details). Besides the aspect that prior considerations were often based on adsorptive parti-
tioning of semi-volatile compounds (Pankow, 1987), Pankow (1994a) also introduces the
innovation that the gaseous organic compounds can condense on existing particle surfaces
even if their present vapor pressure is below the saturation vapor pressure. This effect is
caused by the introduction of an absorptive organic medium whose concentration is con-
sidered in the partitioning approach and induces condensation of SVOCs, before saturation
is achieved. The main assumption of the absorptive partitioning is that the particle phase
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has a high diffusivity, which implies that the phase state is liquid and, therefore, the equi-
librium absorption of the organic gases takes place. The absorptive partitioning approach
is often utilized to simulate SOA formation of smog chamber studies (e.g., Bowman et al.,
1997; Pankow et al., 2001; Bowman and Karamalegos, 2002; Pankow, 2003; Griffin et al.,
2003; Jenkin, 2004; Colville and Griffin, 2004; Chen and Griffin, 2005; Dzepina et al.,
2011; Xia et al., 2008; Camredon et al., 2010; Zhang et al., 2014). Later, the absorptive
partitioning approach was specified for two products from every precursor which partition
into the particle phase (Odum et al. (1996), see Sect. 2.2.2.3). The product yields for this
"two-product model" are determined from chamber studies (Odum et al., 1996, 1997b;
Hoffmann et al., 1997; Griffin et al., 1999), with the goal to apply them also in atmospheric
models for ambient simulations. Schell et al. (2001) utilized an absorptive partitioning ap-
proach, which mostly takes into account two products from every precursor (group) for
their 3-D model studies. One issue of modeling SOA formation with this approach is the
temperature dependence of the vapor pressures of the OVOCs. This relation is estimated
by the Clausius-Clapeyron equation in Schell et al. (2001). Another profound issue is the
temperature dependence of the product yields (Odum et al., 1996), which are only valid
for a narrow temperature range. Li et al. (2013) overcome this issue by the introduction
of a temperature correction function for the product yields.
Another difficulty in simulating SOA is the variety of SOA precursors and possible degra-
dation pathways (Goldstein and Galbally, 2007), where only 10 – 30% of the measured
organic particle mass can be identified to the molecular level (Decesari et al., 2006).
Therefore, Donahue et al. (2006) introduced the volatility basis set (VBS) approach,
which takes not into account the partitioning of specific organic species. The VBS ap-
proach is proposed as "a unifying framework for OA2 modeling" because it considers SOA
formation and primary aerosol emissions (Donahue et al., 2006). In this framework, the
organic material is only divided into volatile and non-volatile fractions. The gas-to-particle
transfer is based on absorptive partitioning and the OVOCs are parameterized according
to their bulk volatility in more than two classes. Therein, the VBS approach is based on
the so-called effective saturation concentration C∗ (µgm−3, Donahue et al., 2006), whose
range is divided into fixed logarithmically spaced bins (e.g., 0.01µgm−3 to 106 µgm−3 sep-
arated by powers of 10; see Sect. 2.2.2.4 for more explanations). The organic mass from a
precursor is split into these bins according to the volatility of the reaction products/OVOCs
without treatment of specific organic compounds. In general, functionalization lowers the
volatility and fragmentation increases the volatility of the compounds in the VBS approach.
Thus, the organic mass of a precursor belongs to a higher volatility bin and due to the
oxidation, the mass is shifted into volatility bins related to lower volatility. The classical
2Organic aerosol
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VBS approach proposed by Donahue et al. (2006) is already further developed considering
SOA aging in different ways, concerning mass shifts of the organic mass due to reactions
(Robinson et al., 2007; Jathar et al., 2012) or regarding the oxygen to carbon, O:C, ra-
tio as a useful metric for SOA aging (Donahue et al., 2011, 2012; Murphy et al., 2012;
Chuang and Donahue, 2016).
Nevertheless, Perraud et al. (2012) state that equilibrium partitioning might be question-
able. They observed non-equilibrium partitioning of nitrate on particulate material in the
way of an irreversible, kinetically determined uptake behavior of the gaseous nitrates on
existing particles (Perraud et al., 2012). This circumstance is caused by a semi-solid phase
of the aerosol particles rather than a liquid phase state. Further, Perraud et al. (2012)
point out that the partitioning of organic compounds into the particle phase might be
kinetically limited and equilibrium partitioning assumed in the most atmospheric models
might overestimate the uptake of organic compounds. However, the SOA mass is still
often underpredicted by models (Volkamer et al., 2006). All the before mentioned par-
titioning approaches are based on the absorptive partitioning, which assumes equilibrium
absorption of the gaseous organic compounds into the particle phase. Therefore, some
recent models have been developed to model SOA formation and related processes utilizing
a kinetic partitioning approach to take account of the particle-phase state. Shiraiwa et al.
(2010) introduced with KM-SUB (kinetic multi-layer model of aerosol surface and bulk
chemistry), a novel approach, which is based on kinetic partitioning. The uptake of the
organic compounds is described with reversible adsorption. The particle phase consists of
multiple layers, which are characterized, inter alia, by the bulk diffusion coefficient. The
bulk diffusion coefficient is considered for the transport of the adsorbed compounds into
the particle phase (Shiraiwa et al., 2010). The model was further developed to KM-GAP
(kinetic multi-layer model for gas-particle interactions in aerosols and clouds), wherein
gas- and particle-phase chemistry is treated, and is suitable for the simulation of aerosol
chamber studies (Shiraiwa et al., 2012). Additional details about the model are provided
in Sect. 2.2.2.5. Roldin et al. (2014) provide with ADCHAM (Aerosol Dynamics, gas-
and particle-phase chemistry model for laboratory CHAMber studies) a very similar model
framework to KM-GAP. The particle phase is also in a multi-layer structure and the bulk
diffusion coefficient is utilized for the transport into the particle within ADCHAM. In con-
trast to KM-GAP, ADCHAM treats the uptake of semi-volatile compounds via absorption
with a condensation/evaporation approach (Roldin et al., 2014). Further differences and
model properties are summarized in Sect. 2.2.2.5. However, both model frameworks are
developed for the simulation of chamber studies or similar systems in order to simulate
particle and chamber processes (Shiraiwa et al., 2010, 2012; Roldin et al., 2014). A third
model framework with a kinetic treatment of the gas-to-particle mass transfer is proposed
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by Zaveri et al. (2014). The particle phase is not divided into layers, but is also charac-
terized by a bulk diffusion coefficient and the organic solutes can further react within the
particle phase. Further, in the work of Zaveri et al. (2014), a kinetic partitioning model is
provided for usage in a Lagrangian box model in case of a "closed system" and additionally
an approach for the application in 3-D Eulerian atmospheric models is described. Detailed
information concerning this model framework are given in Sect. 2.2.2.5. The implemen-
tation of a related kinetic partitioning approach in the box model SPACCIM as well as the
3-D model framework COSMO-MUSCAT are outlined in Chap. 3.
2.2.2.2 Absorptive partitioning
In the most models, the absorptive partitioning approach is utilized to describe the phase-
transfer of OVOCs between the gas and the particle phase to simulate SOA formation
(Hallquist et al., 2009; Kanakidou et al., 2005). In Pankow (1994a), SOA formation via
the absorptive partitioning of OVOCs to organic material was described the first time.
Prior to that, Pankow (1994b) figured out, that the gas/particle partitioning of organic
compounds in the atmosphere can not only ascribed to adsorption of gas molecules on solid
particle surfaces. Up to this time, the following basic equation was successfully applied
to parameterize gas/particle partitioning (Yamasaki et al., 1982; Pankow, 1991, 1992,
1994b; Pankow and Bidleman, 1992):
Kp,i =
Ca,i/TSP
Cg,i∗
. (2.1)
Therein, Kp,i is the partitioning constant (m3 µg−1), Ca,i (µgm−3) is the concentration
that is associated with suspended particles of compound i , TSP is the concentration of
total suspended particulate matter (µgm−3), and Cg,i∗ (µgm−3) means the gas-phase
concentration of a compound i∗. Henceforth, i∗ denotes the gas-phase species and i the
corresponding particle-phase species. Based on Eq. (2.1), Pankow (1994b) derived an
equation considering both processes, adsorption and absorption of organic gas molecules,
and pointed out their relative importance depending on the different conditions:
Kp,i =
1
pl,i106
[
NsatspT exp ((Hdes −Hvap)/RT )
16
+
fomRT
MWomγi
]
, (2.2)
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with:
Kp,i . . . partitioning constant in m3 µg−1 ,
pl,i . . . is the liquid vapor pressure of compound i in atm ,
Ns . . . surface concentration of sorption sites for adsorbing surfaces in sitesm−2 ,
atsp . . . specific surface area of suspended particles in m2 g−1 ,
T . . . the ambient temperature in K ,
Hdes . . . enthalpy of desorption from the adsorbing surface in Jmol−1 ,
Hvap . . . the enthalpy of vaporization of the pure liquid in Jmol−1 ,
R . . . the universal gas constant with 8.2057 · 10−5 m3 atmmol−1 K−1 ,
fom . . . weight fraction of the total suspended particulate matter (TSP ) that is the
absorbing organic material phase (dimensionless) ,
MWom . . . mean molecular weight of the absorbing organic material in gmol−1 ,
γi . . . activity coefficient of compound i in the organic material phase on the mole
fraction scale (dimensionless).
The first term on the right site of Eq. (2.2) refers to the adsorption of organic molecules on
solid particle surfaces. Whereas, the second term on the right site of Eq. (2.2) describes the
absorptive partitioning of organic molecules into the organic phase. In the investigations
of Pankow (1994a) concerning SOA formation only the second term of Eq. (2.2) is taken
into account:
Kp,i =
fomRT
pl,iMWomγi106
. (2.3)
Pankow (1994a) assumes that when effective SOA formation occurs and the temperature
is warm enough, the organic phase is a diffusively well-mixed liquid. Under these conditions
it seems possible that SOA formation might be controlled largely by equilibrium absorption
into an organic phase. Furthermore, the equilibrium partitioning is mainly controlled by
the liquid vapor pressure of the individual organic compound pl,i . The absorptive approach
enables the partitioning of the compound i into the particle phase, even if the gas-phase
concentration of i is at a level below its saturation vapor pressure (Pankow, 1994a). The
organic particulate matter (fom) serves as absorptive medium for the organic gas molecules
to condense. Equation (2.3) implies, that an initial amount of particulate organic mass
is needed to enable partitioning into the particle phase. At the early stages of SOA
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Figure 2.10: Schematic of the absorptive partitioning approach of Pankow (1994a) for a
compound P1 that partitions between the gas phase and the organic particle
phase according to the related partitioning coefficient Kp,1.
formation, the partitioning coefficient will alter rapidly when organic material is absorbed
into the particle phase and the absorptive medium increases. At a certain time, the gas
and the particle phase of a compound i reaches the equilibrium state. This means that the
number of molecules reaching the particle phase from the gas phase and leaving the particle
phase to the gas phase are equivalent. This results in a constant partitioning coefficient
and, therefore, in steady partitioning between both phases. If this condition is fulfilled for
every compound i , the increase of organic mass in the particle phase stops at this point.
Figure 2.10 depicts a schematic of the absorptive partitioning principle. Thus, it becomes
obvious that physical properties like the particle size and number are not relevant for this
approach because only the organic amount of the aerosol particles (fom) characterizes the
particle phase.
2.2.2.3 Two-product approach
The two-product approach is based on the absorptive partitioning approach explained
before and was first introduced by Odum et al. (1996). The idea was to extrapolate smog
chamber SOA yield data of hydrocarbons (HC) to the atmosphere in order to identify the
important ambient sources of environmental SOA formation. Therefore, experimentally
estimated fractional aerosol yields (Y ) are utilized in atmospheric models (Odum et al.,
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1996):
Y =
∆Mo
∆HC
. (2.4)
In Eq. (2.4), ∆Mo denotes the organic aerosol mass concentration (µgm−3) that is formed
for a given amount of hydrocarbon reacted ∆HC (µgm−3). In the study of Odum et al.
(1996), such fractional aerosol yields are determined from smog chamber data of 30
hydrocarbon experiments and 3 experiments with mixtures of hydrocarbons. In order to
link the fractional aerosol yield to the absorptive partitioning approach of Pankow (1994a),
Odum et al. (1996) proposed a partitioning coefficient Kom,i for a species i based on
Eq. (2.3):
Kom,i =
Ca,i
Cg,i∗Mo
=
Kp,i
fom
. (2.5)
Therein, Kom,i as well as Kp,i have both units of (m3 µg−1) and Mo is introduced as
absorbing organic mass concentration (µgm−3). Ca,i is the concentration of compound i
(µgm−3) in the absorbing organic particle phase and Cg,i∗ is the gas-phase concentration
of the corresponding compound i∗ (µgm−3). Further, it is assumed that the variety of
products formed from the oxidation of a HC are proportional to the reacted amount of
the HC in the following way (Odum et al., 1996):
αi∆HC = Ctot,i . (2.6)
In this context, αi is a proportionality constant that relates the concentration of the reacted
HC (∆HC) to the total (gas and particle phase, Cg,i∗ and Ca,i , respectively) concentration
(Ctot,i) of the product i . The constant αi already considers that the reacted HC and
the products might have different molecular weights. Thus, αi is the product of the
stoichiometric factor for the reaction forming product i and the ratio of the molecular
weights of the product i and the precursor HC (Odum et al., 1996). When multiplying the
aerosol yield (Y ) with the total mass of reacted HC, the total mass of products contained
in the particle phase results (Odum et al., 1996):
Y (Vc∆HC) =
∑
i
(Ca,iVc) . (2.7)
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Therein, Vc denotes the volume in which the reaction takes place. Considering the mass
balance approach Ctot,i = Cg,i∗ + Ca,i and combining Eqs. (2.5) to (2.7), the yield of an
individual product is derived as follows (Odum et al., 1996):
Yi = Mo
(
αiKom,i
1 +Kom,iMo
)
. (2.8)
The expression for all reaction products describing the total SOA yield can be formulated
in the following way:
Y =
∑
i
Yi = Mo
∑
i
(
αiKom,i
1 +Kom,iMo
)
. (2.9)
Eqs. (2.8) and (2.9) indicate, that the SOA yield directly depends on the absorbing organic
massMo. For non-volatile products or for large organic mass concentrations, the individual
product yields will nearly equal αi , thus, Mo less influences the product yields (Odum et al.,
1996). Moreover, the vapor pressures of reaction products depends on the temperature
and this influences the product yields of the more semi-volatile compounds markedly.
Odum et al. (1996) investigated experimentally the SOA formation of aromatics (m-xylene,
1,2,4-trimethylbenzene) and the monoterpene α-pinene. They found a strong dependence
of the SOA yield Y of a HC to the absorbing aerosol mass Mo. To describe this behavior
with a function, they conducted least squares fits for the different HCs. As an insight
they found that two products are sufficient to describe the SOA yield of a HC, that
leads to the name two-product approach for this method. Accordingly, they estimated
α1, α2, Kom,1, and Kom,2 for the three experimentally investigated HCs. Subsequent, they
evaluated the fit parameters for the single HCs with the experimental data from the HC
mixtures and achieved good agreement. However, Odum et al. (1996) mentioned that the
αi and Kom,i values have no physical meaning because of the variety of organic products
in the particle phase, which cannot be covered by this parametrization. One restriction
for the fractional aerosol yields is the temperature dependence of the vapor pressures,
which indicates that the aerosol yield Y is a strong function of temperature. Overall, the
absorptive approach with two products appears to be correct for the parametrization of
SOA formation from smog chamber studies (Odum et al., 1996). A following study of
Odum et al. (1997b) investigated the SOA formation of 17 individual aromatic species
and derived the parameters for the two-product model. Further studies concerning this
two-product approach are from Griffin et al. (1999) for 14 biogenic organic precursors and
Hoffmann et al. (1997) for the photooxidation of 8 biogenic compounds. The two-product
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approach is applied for example, in a 3-D model framework by Schell et al. (2001) within
SORGAM (Secondary Organic Aerosol Model). Because SORGAM is also utilized in this
work, Sect. 3.3.1 provides more details on this approach.
2.2.2.4 VBS approach
Donahue et al. (2006) introduced the volatility basis set (VBS) approach, which considers
SOA formation and primary aerosol emissions (Donahue et al., 2006). In this frame-
work the organic material is divided into volatile and non-volatile fractions and, therefore,
the approach takes not into account the partitioning of specific compounds. The basic
assumption concerning the gas-to-particle mass transfer is also based on absorptive par-
titioning (Pankow, 1994a). However, the products from the oxidation of the precursors
are not estimated by using two surrogate species like in Odum et al. (1996). Instead, the
semi-volatile compounds are parameterized according to their bulk volatility in more than
two classes. The VBS approach is based on the effective saturation concentration C∗
(Donahue et al., 2006), which is nearly the inverse of the partitioning coefficient provided
by Pankow (1994a):
C∗i =
Cg,i∗Mo
Ca,i
=
MWiγ
′
ipl,i
RT
. (2.10)
From the ratio of the gas-phase concentration Cg,i∗ (µgm−3), the total organic aerosol
concentration Mo (µgm−3), and the particle-phase concentration Ca,i (µgm−3) the ef-
fective saturation concentration C∗ is calculated. As for the partitioning coefficient, also
the saturation concentration depends on the ambient temperature T (K), the activity γ ′i
(herein based on the molality), the vapor pressure of the pure compound at the ambient
temperature pl,i (atm), and the gas constant R (m3 atmmol−1 K−1) and is therefore not
constant. However, the effective saturation concentration is calculated under utilization of
the molecular weight of the considered compound MWi (gmol−1) and this is a difference
to the partitioning approach of Pankow (1994a), where the average molecular mass of the
organic condensed phase is considered (Barley et al., 2009). According to this approach,
the equilibrium between the gas and the particle phase is treated for every compound and
this causes slight differences to the traditional definition of Pankow (1994a) as outlined by
Barley et al. (2009). Furthermore, the saturation concentration C∗ describes a Hinshel-
wood saturation curve, which is divided into fixed logarithmically spaced bins for a range
of 0.01µgm−3 to 106 µgm−3 (Donahue et al., 2006). The bins are separated by powers
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of 10 and mostly 8 bins are proposed:
{C∗i } = {0.01, 0.1, 1, 10, 100, 1000, 10 000, 100 000}µg m−3 . (2.11)
Accordingly, the in Eq. (2.11) given range is composed of low volatile organic compounds
(LVOCs) with {C∗i } = {0.01, 0.1, 1}µg m−3, semi-volatile organic compounds (SVOCs)
{C∗i } = {10, 100, 1000}µg m−3, and intermediate volatile organic compounds (IVOCs)
{C∗i } = {10 000, 100 000}µg m−3. So that the organic mass from a precursor is split
into these 8 bins according to the volatility of the reaction products/OVOCs. No specific
organic compounds are required because only the distribution of organic mass in the dif-
ferent volatility bins is considered in the VBS approach. Additionally, the precursors are
lumped into precursor groups, which simplifies the treatment of the organic compounds.
The fraction ηi of compound i found in the particle phase can be derived by (Donahue
et al., 2006):
ηi =
(
1 +
C∗i
Mo
)−1
; Mo =
∑
i
Ctot,iηi , (2.12)
where Ctot,i = Cg,i∗ + Ca,i is the total concentration of compound i (gas and particle
phase) and Mo is the total organic mass concentration both in µgm−3. Figure 2.11
shows as an example the VBS approach derived for α-pinene ozonolysis. Functionalization
lowers the volatility and fragmentation increases the volatility of the compounds in the VBS
approach. Thus, the organic mass of the precursor range contained in a higher volatility
bin, is due to oxidation shifted to the left, which means into volatility bins related to lower
volatility. Accordingly, SOA mass is predominantly formed from the lower volatility bins.
The classical VBS approach proposed by Donahue et al. (2006) is applied in many studies
(e.g., Donahue, 2008; Stanier et al., 2008; Donahue et al., 2009; Murphy and Pandis,
2010; Donahue et al., 2011; Chen et al., 2011; Ahmadov et al., 2012; Athanasopoulou
et al., 2013). The VBS approach is further developed considering SOA aging in the way
of a single organic mass shift in the next lower VBS bin (Robinson et al., 2007) or an
organic mass shift from one bin in four different bins starting from the third lower VBS
bin (Jathar et al., 2012). Another further development is the 2D-VBS approach, which
considers additionally the oxidation state of the organic compounds (therein the ratio of
elemental oxygen to carbon, O:C ratio) to utilize a useful metric for SOA aging (Donahue
et al., 2011, 2012; Murphy et al., 2012; Chuang and Donahue, 2016).
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Figure 2.11: SOA formation from α-pinene ozonolysis according to the VBS approach.
The y-axis indicates the aerosol mass fraction with unit density (1 g cm−3).
The red bar shows the initial mass of the precursor (here α-pinene), which
is assumed to be unity (normalization). The green bars display the masses
considered in the VBS approach after oxidation of the precursor. The light
green bars are estimated from measurements and the dark green bars are as-
sumed from the system mass balance. The grey points denote measurement
data; Taken from Donahue et al. (2009).
2.2.2.5 Kinetic partitioning
In the last years more investigations concerning the phase state of SOA particles have been
achieved (see Sect. 2.1.4), which scrutinize the assumed instantaneous thermodynamic
equilibrium partitioning. Perraud et al. (2012) state that a kinetically limited mechanism
for SOA formation and growth describe their experimental data at best and accordingly
recommend the revision of the treatment of SOA in models. A significant progress in the
development of non-equilibrium partitioning models has been made in recent years. How-
ever, this advancement is not yet applied to 3-D models. The particle phase is described
in different ways in this kinetic model approaches.
Shiraiwa et al. (2010) presented firstly KM-SUB, which is based on the PRA framework
(Pöschl-Rudich-Ammann, 2007) by Pöschl et al. (2007) for gas-particle interactions. This
novel approach takes into account reversible adsorption, surface reactions and surface-
bulk-exchange for the gas-to-particle mass transfer as well as bulk diffusion and reaction in
the particle phase (Shiraiwa et al., 2010). The model was further developed to KM-GAP
(Shiraiwa et al., 2012) under consideration of condensation, evaporation, and heat transfer
of semi-volatile species. Additionally, a basic gas- and particle-phase chemistry (Shiraiwa
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Figure 2.12: Structure of the kinetic multi-layer model (KM-GAP): a) In KM-GAP consid-
ered phase compartments and layers therein with associated distances from
particle center (r , with rp the particle radius), corresponding surface areas
(A) and volumes (V ); λZi indicates the mean free path of the semi-volatile
compound Zi in the gas phase; δZi is the thickness of the sorption layer. b)
Transport fluxes J...,... (green arrows) and chemical reactions between two
compounds Zi and Zj (red arrows). The black arrows indicate that every
bulk layer can additionally grow or shrink. Taken from Shiraiwa et al. (2012).
et al., 2013b) is implemented. A schematic of the KM-GAP structure with respect to
the phase compartments and fluxes, is displayed in Fig. 2.12. This figure depicts the two
model compartments, gas and particle phase, as well as a complex layer structure, which
interface the gas and particle phase with introducing a sorption layer and a quasi-static
surface layer. Each layer of the particle (bulk 1 – bulk n in Fig. 2.12) is assumed to be
homogeneously mixed. This assumption can be handled by adjusting the right number
of bulk layers for the particle. For (semi-)solid particles the number of layers have to be
chosen n > 10 and for liquid particles less layers, n < 10, are adequate (Shiraiwa et al.,
2012). The bulk layers can additionally shrink or grow depending on the mass transport
as well as chemical reactions in the particle. The lower limit for the layer thickness is
the molecular diameter of the chemically considered species (Shiraiwa et al., 2012). For
the description of the fluxes between the many layers of the particle, knowledge of the
bulk diffusion coefficients for the particle phase are necessary. For the transport of the
semi-volatile species Zi between the the sorption and the quasi-static surface layer (Js,ss,Zi
and Jss,s,Zi in Fig. 2.12b), first order transport rate coefficients are derived from the bulk
diffusion coefficients and the distance δZi , which have to be traveled to reach the quasi-
static surface layer (Shiraiwa et al., 2012). Thus, the phase state of the aerosol particles
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will influence the uptake of gaseous compounds. Shiraiwa et al. (2012) mentioned that
there is no need to predefine steady-state conditions or simplifying assumptions about
radial mixing for this model approach.
Later on, Roldin et al. (2014) provided a second multi-layer model named ADCHAM,
which has a similar layer structure as KM-SUB/ KM-GAP and has been developed for the
simulation of chamber studies. ADCHAM is composed of a detailed gas-phase chemistry
mechanism, MCMv3.2 (Jenkin et al., 2003), and ADCHEM (2-D Lagrangian model for
Aerosol Dynamics, gas-phase CHEMistry and radiative transfer, Roldin et al., 2011). The
aerosol dynamics code considers Brownian coagulation, homogeneous nucleation, deposi-
tion on chamber walls, and a detailed condensation/evaporation algorithm (Roldin et al.,
2011). Additional to that, a novel particle-phase chemistry module is implemented in AD-
CHAM (Roldin et al., 2014). Furthermore, ADCHAM is a multilayer model that handles
the diffusion of compounds between the particle surface and several bulk layers similar to
KM-GAP (Shiraiwa et al., 2012). Thereby, ADCHAM explicitly considers the bulk diffu-
sion of all compounds (including also oxidation agents Zox as OH, O3, and NO2) between
the bulk layers and bulk reactions in every layer (Roldin et al., 2014). A major difference
to the KM-GAP model of Shiraiwa et al. (2012) is that ADCHAM considers the gas-
surface partitioning of all compounds except the oxidation agents Zox as absorption with a
condensation/evaporation approach according to Jacobson (2005). In contrast, KM-GAP
considers for all compounds reversible adsorption for the gas-surface partitioning (Shiraiwa
et al., 2012). However, Roldin et al. (2014) state that ADCHAM in principle can handle
the gas-particle partitioning of organic and inorganic compounds also as reversible ad-
sorption according to KM-GAP (Shiraiwa et al., 2012). ADCHAM treats the diffusion of
organic and inorganic compounds in the particle phase separately from the oxidation agents
because of the shorter time scale for diffusion of gases in the particle. Another difference
occurs in the treatment of the bulk layer number. In KM-GAP an adequate number of
bulk layers is fixed and they can grow or shrink (Shiraiwa et al., 2012). In ADCHAM the
number of bulk layers increases when the particles grow (Roldin et al., 2014)3. The vapor
pressures of the organic compounds are estimated by SIMPOL (Pankow and Asher, 2008)
or the method of Nannoolal et al. (2008).
A third model approach with a kinetic description of OVOC partitioning, suitable for
3For example, when the depth of the surface-bulk layer becomes larger than 1.1 nm, material is moved to
the first particle bulk layer till the surface-bulk layer is 1 nm thick. If the first bulk layer has grown to a
certain value (default 3 nm), the bulk layer is parted into a first and a second bulk layer with the same
composition and thickness of 1 nm and a 2 nm, respectively (Roldin et al., 2014). If evaporation takes
place and the particle shrinks where the first bulk layer decreases to less than a certain value (default
setting is 0.8 nm), this layer is merged together with the second bulk layer. The rest of the comprised
particle layers inside the bulk have a variable width, which depends on the mass flux and the chemical
reactions into the particle phase (Roldin et al., 2014).
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regional and global atmospheric models, has been recently proposed by Zaveri et al. (2014).
It was verified in MOSAIC (Model for Simulating Aerosol Interactions and Chemistry). In
this approach, the particle phase is not resolved in different layers, but bulk particle-phase
diffusion is considered for the solute semi-volatile species. Zaveri et al. (2014) based the
description of the diffusive flux of a solute in the particle phase via Fick’s second law and
extended them by a particle-phase reaction of the solute:
∂Ca,i(r, t)
∂t
= Db,i
1
r 2
∂
∂r
(
r 2
∂Ca,i(r, t)
∂r
)
− kc,iCa,i(r, t) . (2.13)
where the utilized parameters are the particle-phase concentration of the solute Ca,i as a
function of the radius r and the time t, the particle-phase bulk diffusion coefficient of the
solute Db,i , and the chemical reaction rate constant of the solute within the particle phase
kc,i . Equation (2.13) is given in spherical coordinates. As a fundamental simplification the
diffusion coefficient is assumed to be constant and, therefore, an overall particle-phase bulk
diffusion coefficient Db,i is introduced. This assumption simplifies the calculation of the
solution of Eq. (2.13). In Zaveri et al. (2014) two solutions of Eq. (2.13) are described.
The first solution presented in Zaveri et al. (2014) is only for usage in a Lagrangian box
models in case of a "closed system". This means that an initial concentration of the
gaseous species (at time t = 0 s) can be determined, which then partitions to the particle
phase as a function of time. Further, this organic compound is not subjected to emissions,
dilution, and loss due to gas-phase oxidation. In the case of a non-reactive particle-phase,
the organic compound will eventually reach equilibrium with the particle phase. Due to a
reactive particle phase, the concentration of the organic compound in the gas phase might
decrease to zero. The second approach is applicable to "general systems" treated with 3-D
Eulerian models, where the gaseous organic compound concentration at a given location
may continuously change by emissions, dilution, and gas-phase chemistry. Further, the
distinction of two reaction regimes concerning their reaction rates and the application of
the two-film theory (Lewis and Whitman, 1924) in case of slow reactions is utilized. A
related kinetic partitioning approach is implemented, tested, and applied in this work in
a box model and a 3-D model and, thus, Chap. 3 provides a detailed description of the
utilized approach.
3 Model development
As explained in Sect. 2.2, modeling of SOA formation comprises two modules. First,
the gas-phase chemistry mechanism, and second, the partitioning approach have to be
comprised in the model. Therefore, the utilized gas-phase chemistry mechanisms are briefly
introduced and the modifications made to adapt as well as enhance the mechanisms as
explained in Sect. 3.1. The description of the implementation of the partitioning modules,
in the parcel model SPACCIM and the 3-D CTM MUSCAT, are given in Sect. 3.2 and
Sect. 3.3, respectively.
3.1 Adaptation and enhancement of the gas-phase
chemistry mechanisms
3.1.1 Gas-phase chemistry mechanism for chamber studies
The simulations of the chamber studies for α- and β-pinene oxidation are conducted with
a semi-explicit gas-phase chemistry mechanism from Chen and Griffin (2005). Originally,
the gas-phase chemistry mechanism of Chen and Griffin (2005) was developed to describe
the oxidation of α-pinene, β-pinene, and limonene in the Caltech Atmospheric Chemistry
Mechanism (CACM, Griffin et al., 2002b; Pun et al., 2003) in more detail and was linked to
an absorptive partitioning approach. Chen and Griffin (2005) evaluate their model results
with measurements from laboratory chambers (Griffin et al., 1999).
The oxidation mechanisms take into account the organic degradation protocol established
by Jenkin et al. (1997), as well as experimental results and formation pathways of SVOCs
(Jenkin et al., 2000; Winterhalter et al., 2000). The oxidation mechanism for α- and β-
pinene degradation underlies a number of simplifications to reduce the amount of species
and associated reactions in the model. The reduced computing time allows the use of
this mechanism also in 3-D model studies. Therefore, the mechanism does not include
the reactions on the carbon positions in hydrocarbon skeletons that are less likely to be
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attacked by the OH radical (Chen and Griffin, 2005). Peroxy radicals (RO2) are explicitly
denoted in the mechanism, if their further chemical reactions can lead to the formation
of multifunctional carbonyl compounds that may form SVOCs (Chen and Griffin, 2005;
Griffin et al., 2002b). Moreover, peroxy radicals are summed up in the model to sim-
plify RO2 cross permutations and self-reactions. Further details concerning the gas-phase
chemistry mechanism are provided in the publication of Chen and Griffin (2005). The
utilized chemical degradation reactions for α- and β-pinene are compared with the MCM
v3.3.1 (Master Chemical Mechanism) and the reaction rate coefficients have been updated
if necessary. Additionally, the recently measured HOM yields (Berndt et al., 2016b) have
been implemented in the existing gas-phase chemistry mechanism, recalculating the former
branching ratios for the sensitivity studies concerning the impact of HOMs on SOA for-
mation and the chamber studies. The adapted degradation reactions for α- and β-pinene
are summarized in Table A.2 and Table A.4 in the Appendix, respectively. To incorporate
this reactions for α- and β-pinene degradation in the existent 3-D gas-phase chemistry
mechanism, a similar lumping technique has to be utilized in both mechanisms. However,
the lumping is different and the RACM mechanism has to be replaced by the mechanism of
Griffin et al. (2002b) or better the lumping in the mechanism of Chen and Griffin (2005)
has to be adjusted to the RACM framework and explicit reactions have to be adopted.
The mechanism development is not part of this work because the mechanism of Chen and
Griffin (2005) is tested and evaluated with chamber studies for now.
The vapor pressures of the OVOCs, which are assumed to partition into the particle
phase, have been estimated with the group contribution method called EVAPORATION
(Compernolle et al., 2011). The tool is available online under the following URL: http:
//tropo.aeronomie.be/models/evaporation\_run.htm. The vapor pressures of the HOMs
from the reaction of α-pinene with OH are provided by Berndt et al. (2016b) and were
therein calculated with the COSMO-RS approach (The conductor like screening model for
real solvents, Eckert and Klamt, 2002) as well as compared with estimates from SIMPOL
(Pankow and Asher, 2008). Additional to that, HOM vapor pressures are calculated with
EVAPORATION for comparison with the COSMO-RS and SIMPOL values (see Table
A.6 in the Appendix for details). Up to now, the structural formulas of the HOMs from
the α-pinene ozonolysis are not known from quantum chemical calculations. The HOM
compounds formed from the reaction of α-pinene with O3 might contain more functional
groups than for the reaction of α-pinene with OH. Therefore, the HOMs from the ozone
reaction pathway might have lower vapor pressures, as indicated in the study of Kurtén
et al. (2016) concerning vapor pressures of HOMs. The average value of the vapor
pressures, provided by Berndt et al. (2016b), for HOMs from α-pinene oxidation with OH,
is utilized as an estimate for the vapor pressure of the HOM compound class of this work.
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3.1.2 Gas-phase chemistry mechanism for 3-D studies
For the simulations with the 3-D model framework COSMO-MUSCAT, a condensed gas-
phase chemistry mechanism is needed to reduce the computational effort. For this purpose,
the gas-phase chemistry mechanism is basically composed of RACM (Stockwell et al.,
1997), which is previously described in Sect. 2.2.1.2, and extended by MIM2 (Mainz Iso-
prene Mechanism 2, Karl et al., 2006). The chemical reactions concerning SOA formation
are described by SORGAM (Schell et al., 2001), which has been mainly implemented in
the updated version of Li et al. (2013) with further additions by Karl et al. (2009) for
the reactions of sesquiterpenes. The HOM yields have been incorporated in the exist-
ing gas-phase chemistry mechanism for α- and β-pinene, limonene, mycrence (Jokinen
et al., 2015; Berndt et al., 2016b), for three sesquiterpenes (α-cedrene, β-caryophyllene,
and α-humulene, Richters et al., 2016), and for isoprene (Berndt et al., 2016a). The
associated chemical reactions of SORGAM are tabulated in Appendix B within Table
B.2 and the modifications caused by consideration of HOM yields are presented in Table
B.3. Further details concerning the general implementation of the SORGAM module in
COSMO-MUSCAT and comprised partitioning species are provided in Sect. 3.3.1.
Before application of the kinetic approach in the 3-D model framework COSMO-MUSCAT,
the partitioning approach was combined with the RACM gas-phase chemistry mechanism in
SPACCIM and parcel studies under atmospheric conditions were conducted. The results of
these simulations and the derived implications for further application in COSMO-MUSCAT
are described in Sect. 4.2.5.
3.2 Enhancement of the box model framework SPACCIM
For the investigations of this work, the SPectral Aerosol Cloud Chemistry Interaction
Model (SPACCIM, Wolke et al., 2005) is used and has been extended by implementing two
different gas-to-particle partitioning approaches. First, an absorptive partitioning approach
was implemented as a basic description of SOA formation (see Sect. 3.2.2). For a more
detailed description of SOA processes, a kinetic partitioning approach (e.g., investigated
in Schwartz and Freiberg, 1981; Shi and Seinfeld, 1991; Sander, 1999) was adapted in the
SPACCIM framework (see Sect. 3.2.3). The implementation of two different partitioning
approaches entail the advantage, that an intercomparison for the results of the SOA
formation within the same model framework is possible and limitations of the different
approaches can be investigated (see Sect. 4.2.3).
CHAPTER 3 Model development 46
3.2.1 Original/Initial state of SPACCIM
The original SPACCIM version published by Wolke et al. (2005) is an adiabatic air parcel
model whereby the considered air parcel can follow real or artificial trajectories. SPACCIM
incorporates a complex size-resolved cloud microphysical model and a multiphase chem-
istry model. The microphysics scheme of the SPACCIM model framework is based on the
work of Simmel and Wurzler (2006) and Simmel et al. (2005). The cloud microphysical
model describes the growth and shrinking processes of aerosol particles by water vapor
diffusion as well as nucleation and growth/evaporation of cloud droplets or deliquescent
particles. Other microphysical processes such as impaction of aerosol particles and col-
lision/coalescence of droplets are also explicitly considered. The implementation of the
dynamic growth rate in the condensation/evaporation processes and the droplet activa-
tion is implemented based on the Köhler theory (Köhler, 1936). The size-resolved cloud
microphysics of deliquesced particles and droplets including cloud droplet formation, evo-
lution, and evaporation is considered using a one-dimensional sectional approach. The
implemented multiphase chemical model applies a high-order implicit scheme, which uti-
lizes the specific sparse structure of the model equations (Wolke and Knoth, 2002). In this
work, two different multiphase-chemistry mechanisms are applied in SPACCIM, using the
reactions summarized in Sect. 3.1.1 (see also Table A.2 and Table A.4 in the Appendix)
and Sect. 3.1.2, for simulating chamber studies and parcel studies under atmospheric
conditions, respectively. In case of spectral model simulations, the concentrations of the
individual compounds are separately determined for every size section (particle/droplet
class). The number of species can vary between the gas, particle, and aqueous phase.
The concentration of every compound is updated in each time step according to the
chemical source and loss fluxes. Additionally for photolysis reactions, the species-specific
rates are calculated and the corresponding compound concentration is adjusted. Further,
SPACCIM already considers the phase transfer between the gas and the aqueous phase
with the kinetic approach of Schwartz (1986). This approach comprises three steps to
realize the mass transfer from the gas to the aqueous phase. First, the gas-phase diffusion
coefficient (Dg) regulates the transport of the compound to the surface of the droplet.
Nevertheless, not all molecules which reach the droplet’s surface will enter the bulk of
the droplet. This process follows a function, which depends on the mass accommodation
coefficient αaq,i for every species i . In the bulk of the droplet, the diffusion coefficient of
the aqueous phase describes the mixing of the absorbed species and additional solution
effects as well as aqueous chemistry influence the further uptake of molecules from this
species.
Since the microphysical and chemical processes happen simultaneously in the atmosphere
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Figure 3.1: Coupling scheme of the microphysics and multiphase chemistry modules within
SPACCIM. Here, T means temperature, LWC the liquid water content, and q
the specific humidity; modified figure from Wolke et al. (2005).
and interaction of both processes exists, a coupling is also necessary in SPACCIM. The
liquid water content or the particle/droplet size, influence uptake processes and, therefore,
these microphysical parameters affect the multiphase chemistry and the chemical compo-
sition. On the other hand, the chemical composition affect the surface tension, which
influences droplet activation. Therefore, interaction between both models is implemented
by a coupling scheme (cf. Fig. 3.1). The implemented coupling enables both models to run
independently, as far as possible, and to apply their own time step control (Wolke et al.,
2005). The coupling scheme uses the operator splitting technique. Thus, a strict separa-
tion of all microphysical and chemical variables is necessary, when utilizing this technique.
The exchange of information happens within a fixed coupling step, which is set to 5 s in
the current model studies. The advantage of this technique, is the continuous interaction
of distinct processes, which request different numerical costs depending on their individual
complexity.
3.2.2 Implementation of an absorptive partitioning approach
For the description of the mass transfer of organic compounds between the gas and
the particle phase, an absorptive partitioning approach according to Pankow (1994a)
(cf. Sect. 2.2.2.2) was implemented in the SPACCIM framework. The partitioning co-
efficient Kom,i for the organic species is considered in the following form:
Kom,i =
Ca,i
Cg,i∗Mo
=
RT
MWomγipl,i
. (3.1)
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The partitioning coefficient Kom,i (m3 µg−1) for a species i describes the ratio between the
aerosol-phase concentration Ca,i (µgm−3) and the gas-phase concentration Cg,i∗ (µgm−3)
multiplied with the total aerosol-phase organic mass concentrationMo (µgm−3). This rela-
tionship can be further described using the ideal gas constant R
(8.2057·10−5 m3 atmmol−1 K−1), the temperature T (K), the average molecular weight
of the organic phase MWom (µgmol−1), the activity coefficient γi (dimensionless), and
the sub-cooled liquid vapor pressure pl,i (atm) of the species i . Under the assumption of
an ideal solution, the activity coefficient γi is treated as unity for all species in this work.
The sub-cooled liquid vapor pressures pl,i of the condensing species are estimated by the
group contribution method EVAPORATION (Compernolle et al., 2011) or partly taken
from tabulated values as described in Sect. 3.1.1.
With the implementation of the gas-to-particle transfer, utilizing the absorptive approach
(Eq. 3.1), the mass balance equation for the gas phase of SPACCIM results to:
dCg,i∗
dt
=Rg,i∗
(
t, Cg,1, . . . , Cg,Ng
)︸ ︷︷ ︸
I: gas−phase
chemistry
−κi
M∑
m=1
Lmkt,i ,m
[
Cg,i∗ − Ca,i ,m
Hi
]
︸ ︷︷ ︸
II: gas−to−aqueous−phase
mass transfer
− ψikp,i
M∑
m=1
[
Cg,i∗ − Ca,i ,m
Kom,iMo
]
︸ ︷︷ ︸
III: gas−to−particle−phase
mass transfer
+µ
[
Cg,i∗ − Cg,ent
]
︸ ︷︷ ︸
IV: entrainment/
outflow
, (3.2)
i∗ = 1, . . . , Ng; i = 1, . . . , Naq, Naq+1, . . . , Na; m = 1, . . . ,M .
The mass balance equation for the particle phase is given by:
dCa,i
dt
=LmRa,i
(
t, Ca,1, . . . , Ca,Naq, Ca,Naq+1, . . . , Ca,Na
)︸ ︷︷ ︸
I: aqueous− and particle−phase chemistry
+κiLmkt,i ,m
[
Cg,i∗ − Ca,i ,m
Hi
]
︸ ︷︷ ︸
II: gas−to−aqueous−phase
mass transfer
+ ψikp,i
[
Cg,i∗ − Ca,i ,m
Kom,iMo
]
︸ ︷︷ ︸
III: gas−to−particle−phase
mass transfer
+F (Ca,i ,1 − Ca,i ,M)︸ ︷︷ ︸
IV: mass transfer
by microphysics
+µ
[
Ca,i ,m − Ca,i ,ment
]
︸ ︷︷ ︸
V: entrainment/
outflow
.
(3.3)
SPACCIM is a spectral model and, therefore, Eq. (3.2) and Eq. (3.3) are notated in the
polydisperse form considering the size-section m, with M the number of size sections.
Therein, Rg,i∗ stands for all chemical reactions, which take place in the gas phase (com-
pounds i∗ = 1, . . . , Ng), and Ra,i for chemical reactions in the aerosol phase that comprises
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aqueous i = 1, . . . , Naq and particulate i = Naq+1, . . . , Na species. These two terms are di-
rectly linked to the multiphase-chemistry mechanism, which is described in Sect. 3.1.1 and
comprises the reactions in the gas, aerosol, and aqueous phase. Furthermore, i∗ denotes
the corresponding gas-phase species to the species i in the aerosol phase. The second
term on the right side of Eq. (3.2) and Eq. (3.3) describes the mass transfer into the
aqueous phase (compounds i = 1, . . . , Naq) utilizing the Schwartz approach (Schwartz,
1986), with the dimensionless Henry’s law coefficient Hi and the mass transfer coefficient
kt,i ,m:
kt,i ,m =
(
r 2p,m
3Dg,i∗
+
4rp,m
3ναaq,i
)−1
. (3.4)
Where, Dg,i∗ denotes the gas-phase diffusion coefficient, rp,m the particle radius in the
size section m, ν the molecular speed, and αaq,i the mass accommodation coefficient for
the aqueous compounds (0≤ αaq,i ≤ 1). The factor κi of the Henry term (term II in
Eqs. (3.2) and (3.3)) denotes the solubility index of the aqueous solute (1 means soluble
and 0 insoluble). Lm indicates the volume fraction [Vm/ Vbox] of the m-th droplet class
inside the box volume and Ca,i ,m denotes the corresponding aqueous-phase concentration
in the m-th droplet class. The parameters in the gas-to-particle transfer term (term III)
are introduced in Eq. (3.1), whereby similar to the solubility index a partitioning index ψi
(1 for partitioning in the particle phase and 0 for staying in the gas phase) is introduced
for the individual compounds (i = Naq+1, . . . , Na). Furthermore, similar to the mass
transfer coefficient for the aqueous compounds, a pseudo-mass-transfer coefficient kp,i is
introduced to treat the partitioning into the organic phase.
Further, within SPACCIM there is the possibility to describe time-dependent entrain-
ment/detrainment by the rate µi for the different gas-phase (Eq. 3.2, term IV) and
aerosol-phase (Eq. 3.3, term V) species (denoted by index "ent"). For the aerosol species,
a mass transfer between the different droplet classes is also possible due to microphysical
processes (e.g., by aggregation, break up, and condensation) which is described by F in
Eq. (3.3, term IV). The terms of entrainment/detrainment in Eq. (3.2) and Eq. (3.3) can
be neglected in case of model studies considering a closed system, e.g. for the simulation
of LEAK chamber studies. For the simulation of the AIDA chamber experiment, the en-
trainment term was used to simulate the multiple addition of α-pinene and ozone during
the course of the experiment. Further, the multimodal simulations with SPACCIM, using
atmospheric conditions, are conducted with the entrainment term to simulate emissions.
However, the terms of the gas-to-aqueous-phase mass transfer (Eqs. 3.2 and 3.3, term
II) are not considered because aqSOA formation is not treated in this work.
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Figure 3.2: Resistances of mass transfer included in SPACCIM for partitioning of organic
species. The determination of the characteristic time scales for gas-phase
diffusion τDg, interfacial mass transfer τint, particle-phase diffusion τDp, and
chemical reactions τkc are described below.
3.2.3 Implementation of a kinetic partitioning approach
In a second step, a kinetic partitioning approach has been implemented in SPACCIM that
considers particle-phase bulk properties for a more physical description of SOA formation.
This kinetic model approach is based on previous studies of Schwartz and Freiberg (1981);
Schwartz (1986); Shi and Seinfeld (1991); Sander (1999); Seinfeld and Pandis (2006) and
Zaveri et al. (2014), which describe the uptake of solutes in (aqueous) aerosol particles
and related processes. Briefly, the model considers gas-phase diffusion, interfacial mass
transfer, particle-phase diffusion, and particle-phase reactions. Each of this processes
induces a resistance for the uptake of organic solutes in the particle phase and is therefore
described by their associated mass transfer coefficient. An overview of the comprised
processes is depicted in Fig. 3.2.
Starting from the gas phase, it is assumed that organic molecules diffuse within the gas
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phase to the spherical aerosol particles. When the particles are big in comparison to the
mean free path of the suspended gas molecules (inferring Knudsen numbers Kn  1), the
continuous regime is achieved. Thus, the aerosol particles are embedded in a continuous
flow of gas molecules around them. The diffusive flux of a species i∗ within the gas phase
Jg,i∗ can be expressed with Fick’s first law:
Jg,i∗ =
1
Ap
dni∗
dt
= −Dg,i∗ dCg,i
∗
dx
. (3.5)
In general, the flux Jg,i∗ (molm−2 s−1) specifies the amount of a substance ni∗ (mol),
which passes the area Ap (m2) in the time t (s). Using Fick’s first law, the flux can
be calculated using the diffusion coefficient Dg,i∗ (here for the gas phase, in m2 s−1) and
the concentration gradient for species i∗ in the gas phase dCg,i∗/dx . Thus, x is the path
along which diffusion takes place and applied for a spherical aerosol particle, x is in radial
direction x = r . The area through which the mass transport takes place is given by
Ap = 4pix
2 = 4pir 2p with rp the particle radius. Equation (3.5) infers that the flux increases
with decreasing distance to the particle. Once a stationary concentration profile has been
reached, the flow J˜g,i∗ = dn∗i /dt (mol s
−1) will be independent of x :
J˜g,i∗ =
dni∗
dt
Jg,i∗Ap = −Dg,i∗4pix2 dCg,i
∗
dx
. (3.6)
Differentiation in x under the assumption of steady state a constant diffusion coefficient
yields:
dJ˜g,i∗
dx
= −4piDg,i∗d
(
x2dCg,i∗
dx
)
/dx = 2x
dCg,i∗
dx
+ x2
d2Cg,i∗
dx2
= 0 . (3.7)
The differential equation (Eq. 3.7) has the solutions:
Cg,i∗(x) = A+
B
x
, (3.8)
where the integration constants A and B are derived from the boundary conditions. The
first condition deduces from the fact that at large distances from the droplet the back-
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ground concentration of the species i∗ present in the ambient gas phase is reached:
lim
x→∞
Cg,i∗(x) = Cg,i∗,∞ . (3.9)
Thus, the first constant is determined by A = Cg,i∗,∞. The second condition is inferred
from the concentration at the particle surface, for x = rp: Cg,i∗(rp) = Cg,i∗,surf . Considering
additionally Eq. (3.8) and the first boundary condition it can be written:
Cg,i∗(rp) = Cg,i∗,surf = Cg,i∗,∞ +
B
rp
, (3.10)
and the second integration constant can be derived:
B = (Cg,i∗,surf − Cg,i∗,∞)rp . (3.11)
Inserting A and B in Eq. (3.8) yields:
Cg,i∗(x) = Cg,i∗,∞ + (Cg,i∗,∞ − Cg,i∗,surf)rp
x
. (3.12)
Regarding atmospheric conditions, the distance x between two aerosol particles is much
larger than their radii. Thus, for an average location in the gas phase, the distance x to
the nearest aerosol particle is assumed to hold x  rp and this implies Cg,i∗(x) = Cg,i∗,∞.
With this assumption, the deviation from the ambient background concentration only has
to be considered close to the aerosol surface. The gradient of the concentration profile
from Eq. (3.12) can be written as:
dCg,i∗
dx
= (Cg,i∗,∞ − Cg,i∗,surf) rp
x2
, (3.13)
and at the aerosol surface it holds:
(
dCg,i∗
dx
)
x=rp
=
Cg,i∗,∞ − Cg,i∗,surf
rp
. (3.14)
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Using the expression of Eq. (3.14) to determine the flux in Eq. (3.5) provides:
Jg,i∗ =
1
Ap
dni∗
dt
= −Dg,i∗Cg,i
∗,∞ − Cg,i∗,surf
rp
. (3.15)
With the incoming flux from the gas phase, the temporal concentration change for the
particle phase can be deduced:
dCa,i
dt
= − J˜g,i∗
Vp
= −Ap
Vp
Jg,i∗ , (3.16)
where Ap = 4pir 2p and Vp =
4
3
pir 3p are the surface area and the volume of the aerosol
particle, respectively. Substitution of both in Eq. (3.16) finally yields:
dCa,i
dt
=
3Dg,i∗
r 2p
(Cg,i∗,∞ − Cg,i∗,surf) . (3.17)
From Eq. (3.17) the gas-side mass transfer coefficient kg,i∗ (s−1) is found to be:
kg,i∗ =
3Dg,i∗
r 2p
. (3.18)
The gas-side mass transfer coefficient represents that resistance, which comprises that
the organic molecule first has to diffuse to the aerosol surface before it can be absorbed in
the aerosol. This can also be seen in Fig. 3.2. Further, Eq. (3.18) infers the characteristic
time for diffusion in the gas phase (Schwartz, 1986; Seinfeld and Pandis, 2006; Sander,
1999):
τDg,i∗ =
1
kg,i∗
=
r 2p
3Dg,i∗
. (3.19)
Evaluation of this characteristic time for a particle of rp = 35 nm size and a gas-phase
diffusion coefficient of Dg,i∗ = 5 · 10−6 m2 s−1 yields τDg,i∗ = 8.17 · 10−11 s. For larger
particles of rp = 1µm, the characteristic time is naturally increased: τDg,i∗ = 6.67 · 10−8 s.
However, the diffusion takes place in fractions of a second and the limitation is small.
After the molecules have been diffused towards the surface of the aerosol particles they
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have to overcome the interface between the gas and the particle phase. An important pa-
rameter for this process is the mass accommodation coefficient αg,i∗ (Seinfeld and Pandis,
2006):
αg,i∗ =
number of molecules entering the aerosol phase
number of molecular collisions with the surface
, (3.20)
where generally 0 ≤ αg,i∗ ≤ 1. Thus, αg,i∗ describes the probability of a phase transition
between the gas and the aerosol phase and can therefore limit the uptake into the particle
phase. Considering the mass accommodation coefficient, the flux towards the particle
surface Js,i∗ has to be multiplied with αg,i∗ to obtain the interfacial flux into the particle
Jintgp,i∗:
Jintgp,i∗ =
1
Ap
dni∗
dt
= αg,i∗Js,i∗ . (3.21)
The flux Js,i∗ calculates from the gas-phase concentration at the surface and the mean
molecular velocity in radial direction νg,r,i∗ (m s−1):
Js,i∗ = Cg,i∗,surfνg,r,i∗ , (3.22)
whereby, νg,r,i∗ is determined from Maxwell-Boltzmann distribution of velocity:
νg,r,i∗ = −νg,i
∗
4
= −1
4
√
8RT
piMWi∗
. (3.23)
Here, νg,i∗ denotes the mean molecular velocity (m s−1), which is calculated from the
universal gas constant R (here: 8.314 kgm2 s−2 K−1 mol−1), the temperature T (K), and
the molecular weight of the considered solute MWi∗ (gmol−1). The negative sign in
Eq. (3.23) specifies that the flux is directed in the particle center (r = 0). Thus, Jintgp,i∗
yields to:
Jintgp,i∗ = −
νg,i∗αg,i∗
4
Cg,i∗,surf , (3.24)
but the opposite directed flux forced from the particle surface has to be considered in the
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same way:
Jintpg,i =
νp,iαp,i
4
Ca,i ,surf , (3.25)
where νp,i indicates the mean molecular velocity and αp,i the mass accommodation coef-
ficient in the particle phase. Thus, the net interfacial mass flux Jint,i1 calculates to:
Jint,i = Jintpg,i + Jintgp,i∗ =
νp,iαp,i
4
Ca,i ,surf − νg,i
∗αg,i∗
4
Cg,i∗,surf . (3.26)
If equilibrium between the gas and the particle phase is achieved, Jint,i = 0 and, therefore,
Ceqa,i ,surf/C
eq
g,i∗,surf = Kom,iMo. The partitioning coefficient Kom,i (m
3 µg−1) and the total
aerosol-phase organic mass concentrationMo (µgm−3) are already introduced in Eq. (3.1).
Inserting this conditions in Eq. (3.26) yields:
νp,iαp,i
4
Ceqa,i ,surf =
νg,i∗αg,i∗
4
Ceqg,i∗,surf ⇔
Ceqa,i ,surf
Ceqg,i∗,surf
=
νg,i∗αg,i∗
νp,iαp,i
= Kom,iMo . (3.27)
Substitution of "νp,i · αp,i" in Eq. (3.26) under utilization of Eq. (3.27) gives for the
interfacial flux:
Jint,i =
νg,i∗αg,i∗
4
(
Ca,i ,surf
Kom,iMo
− Cg,i∗,surf
)
. (3.28)
With the knowledge of the interfacial flux also the temporal change of the particle-phase
concentration can be determined:
dCa,i
dt
= −Ap
Vp
Jint,i , (3.29)
= − 4pir
2
p
4/3pir 3p
νg,i∗αg,i∗
4
(
Ca,i ,surf
Kom,iMo
− Cg,i∗,surf
)
, (3.30)
=
3νg,i∗αg,i∗
4rp
(
Cg,i∗,surf − Ca,i ,surf
Kom,iMo
)
. (3.31)
1Please consider that i and i∗ are corresponding species in the particle and the gas phase, respectively.
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From Eq. (3.31) the interfacial mass transfer coefficient kint,i∗ is given by:
kint,i∗ =
3νg,i∗αg,i∗
4rp
, (3.32)
and the characteristic time for interfacial mass transfer is inferred (Schwartz, 1986; Sander,
1999):
τint,i∗ =
1
kint,i∗
=
4rp
3νg,i∗αg,i∗
. (3.33)
In Fig. 3.2 the resistance associated with the interfacial mass transfer coefficient is dis-
played and in the following a short approximation of the characteristic time is provided.
For an organic solute with a molecular weight of MWi∗ = 180 gmol−1 and a mass accom-
modation coefficient of αg,i∗, the characteristic time to reach equilibrium with a particle of
size rp = 35 nm calculates to τint,i∗ = 2.5 ·10−10 s. For particles with the size of rp = 1µm,
the characteristic time is slightly higher with τint,i∗ = 7.1 · 10−9 s. Even for a mass accom-
modation coefficient of αg,i∗ = 10−3, the characteristic time for interfacial mass transfer
calculates to τint,i∗ < 10−6 s. Consequently, the mass transfer at the interface is achieved
within fractions of a second and might not the limiting factor for small particles as well as
accommodation coefficients near unity.
The gas-phase and the interfacial mass transfer coefficients have been introduced sep-
arately as resistances, but as displayed in Fig. 3.2 both resulting fluxes are linked. To
achieve a stationary concentration profile at the surface, both fluxes have to be identical2.
Combining Eq. (3.17) and Eq. (3.31):
Jg,i∗ = Jint,i (3.34)
=
3Dg,i∗
r 2p
(Cg,i∗,∞ − Cg,i∗,surf) = 3νg,i
∗αg,i∗
4rp
(
Cg,i∗,surf − Ca,i ,surf
Kom,iMo
)
, (3.35)
=
Dg,i∗
rp
(Cg,i∗,∞ − Cg,i∗,surf) = νg,i
∗αg,i∗
4
(
Cg,i∗,surf − Ca,i ,surf
Kom,iMo
)
, (3.36)
2Otherwise Cg,i∗,surf would change.
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yields after rearrangement an expression for Cg,i∗,surf :
Cg,i∗,surf =
Dg,i∗Cg,i∗,∞
rp
+
νg,i∗αg,i∗
4
Ca,i ,surf
Kom,iMo
Dg,i∗
rp
+
νg,i∗αg,i∗
4
. (3.37)
Inserting the term from Eq. (3.37) in Eq. (3.17) or Eq. (3.31) provides a related rep-
resentation of the temporal concentration change in the particle phase (Schwartz, 1986;
Sander, 1999):
dCa,i
dt
=
(
r 2p
3Dg,i∗
+
4rp
3νg,i∗αg,i∗
)−1(
Cg,i∗,∞ − Ca,i ,surf
Kom,iMo
)
, (3.38)
= kg+int,i∗
(
Cg,i∗,∞ − Ca,i ,surf
Kom,iMo
)
. (3.39)
Therein, kg+int,i∗ (s−1) is the combined mass transfer coefficient from the gas-phase and
the interface:
kg+int,i∗ =
(
1
kg,i∗
+
1
kint,i∗
)−1
. (3.40)
After the organic compounds have passed the phase border, the processes in the particle
phase will determine their further fate (cf. Fig. 3.2). First, the diffusion coefficient in the
particle phase will be lower than that in the gas phase and, therefore, distribution of the
organic compounds in the aerosol particle might not reached within fractions of seconds
for every phase-state (e.g., higher viscous aerosol particles). In the absence of chemical
reactions and moderate particle sizes, the concentration in the particle might be similar to
that in the particle surface: Ca,i(r) ≈ Ca,i ,surf . However, for fast particle-phase reactions
happening to the organic solutes, diffusion might be not fast enough to uniformly distribute
the solutes in the aerosol particle. Thus, for fast chemical reactions the concentration
profile might deviate from a flat profile in that way, that Ca,i decreases in direction of the
particle center as well as Ca,i < Ca,i ,surf . To evaluate the occurrence/possibility for such a
uniform concentration profile, the characteristic times for particle-phase diffusion τDb,i (in
s; Schwartz, 1986; Shi and Seinfeld, 1991; Seinfeld and Pandis, 2006):
τDb,i =
r 2p
pi2Db,i
, (3.41)
CHAPTER 3 Model development 58
Table 3.1: Comparison of characteristic reaction and diffusion times in the particle phase.
Db,i τDb,i in s kc,i τkc,i
in m2 s−1 with rp = 35 nm with rp = 1 µm in s−1 in s
10−9 1.24 · 10−7 1.01 · 10−4 1 1
10−14 1.24 · 10−2 1.01 · 101 10−2 102
10−18 1.24 · 102 1.01 · 105 10−4 104
10−19 1.24 · 103 1.01 · 106 10−6 106
10−21 1.24 · 105 1.01 · 108 10−8 108
and for chemical reaction τkc,i (in s; Schwartz, 1986; Shi and Seinfeld, 1991; Seinfeld and
Pandis, 2006):
τkc,i = (kc,i)
−1 . (3.42)
Where, Db,i is the particle-phase bulk diffusion coefficient and kc,i is the particle-phase
reaction rate constant for a first-order reaction. Table 3.1 provides characteristic times
for various particle-phase diffusion coefficients and chemical reaction rate constants. From
studies investigating in solubility of chemical compounds in aqueous droplets, it is inferred
that τDb,i  τkc,i have to be fulfilled to prevent too high dilution of the solute i at the sur-
face (Schwartz and Freiberg, 1981; Schwartz, 1986). For small particles (rp = 35 nm), this
condition is satisfied for particle-phase bulk diffusion coefficients Db,i ≤ 10−19 m2 s−1 com-
bined with first-order rate constants kc,i ≤ 10−3 s−1 (cf. Table 3.1). For larger semi-solid
particles (rp = 1µm, Db,i = 10−19 m2 s−1), the first-order rate constant have to be small
kc,i < 10
−6 s−1 (cf. Table 3.1) to reduce the effect of dilution on the surface concentra-
tion. As already mentioned, the average concentration of the solute i in the particle phase
Ca,i might deviate from the concentration at the particle surface Ca,i ,surf (cf. Fig. 3.2).
In general, the diffusive flux of a solute in the particle phase under consideration of a
first-order particle-phase reaction can be described via Fick’s second law:
∂Ca,i(r, t)
∂t
= Db,i
1
r 2
∂
∂r
(
r 2
∂Ca,i(r, t)
∂r
)
− kc,iCa,i(r, t) . (3.43)
Thereby, the particle-phase concentration Ca,i of the solute i is a function of the radius
r as well as the time t, and depends both on the particle-phase bulk diffusion coefficient
of the solute Db,i , and the chemical reaction rate constant kc,i of the solute within the
particle phase. Equation (3.43) is given in spherical coordinates and already considers
the fundamental simplification of a constant diffusion coefficient. To solve Eq. (3.43),
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the initial and boundary conditions have to be defined. Initially, it is assumed that the
concentration of the solute i is zero in the particle phase (cf. Eq. 3.44a). The concentration
of the organic solute i in the particle phase at r = rp equals for t > 0 the concentration
at the particle surface (cf. Eq. 3.44b). Furthermore, it is assumed that the particle is for
the whole simulation time spherically symmetrical regarding the concentration profiles of
the organic solutes in the particle phase. Consequently, the concentration gradient at the
center of the particle is always zero (cf. Eq. 3.44c). The mentioned initial and boundary
conditions can be summarized as follows:
Initial condition : Ca,i(r, 0) = 0 , (3.44a)
Boundary condition 1 : Ca,i(rp, t) = Ca,i ,surf , (3.44b)
Boundary condition 2 :
∂Ca,i(0, t)
∂r
= 0 . (3.44c)
To solve Eq. (3.43), it is first analytically solved by means of Eq. (3.44a) to (3.44c)
without consideration of the chemical reaction (Carslaw and Jaeger, 1959; Crank, 1975).
The solution for taking account of a first-order chemical reaction in the particle phase is
provided by Danckwarts (1951) and was already considered for droplets by Schwartz and
Freiberg (1981):
Ca,i(r, t)
Ca,i ,surf
=
rp
r
sinh (qi r/rp)
sinh (qi)
(3.45)
+
2rp
pir
· exp (−kc,it) ·
∞∑
n=1
(−1)nn sin (npir/rp) exp
[− kc,it(npi/qi)2]
(qi/pi)2 + n2
.
Therein, qi = rp
√
kc,i/Db,i is a dimensionless diffusion-reaction parameter, which is the
square root of the second Damköhler number (DaII; Cussler, 2009). The second Damköh-
ler number is utilized in discussions of mass transfer and can be written in physical terms
(Cussler, 2009):
DaII =
diffusion time
reaction time
=
kcl
2
D
=
[
l2/D
1/kc
]
, (3.46)
where, kc denotes the reaction rate constant (s−1), D is the diffusion coefficient (m2 s−1),
and l indicates a characteristic length (m). The right-hand side of Eq. (3.45) comprises two
terms. The first term determines the concentration profile in the particle phase at steady-
state and the second term comprises the temporal evolution of the concentration profile
(Schwartz and Freiberg, 1981). Figure 3.3a depicts the values of qi , which calculates from
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Figure 3.3: a) Dimensionless diffusion-reaction parameter qi for a range of particle-phase
reaction rate constants kc,i as well as particle-phase bulk diffusion coefficients
Db,i (from semi-solid to liquid) and b) particle-phase concentration profiles
r/rp at steady state (Ca,i(r)/Ca,i ,surf)ss for various qi as indicated by Eq. (3.45).
Both figures are created for a particle radius of rp = 35 nm.
combinations of the particle-phase diffusion coefficients with the particle-phase reaction
rate constants. For about two-thirds of the depicted combinations, qi ≤ 1. However,
when the particle-phase bulk diffusivity is quite low, Db,i ≤ 10−18 m2 s−1, and the particle-
phase reaction rate constant is fast, kc,i ≥ 10−3 s−1, the dimensionless diffusion-reaction
parameter increases to values qi > 10. Furthermore, Fig. 3.3b shows the corresponding
particle-phase concentration profiles for the steady state. It is inferred that for qi ≤ 0.1 the
concentration profile can be assumed to be uniform in the particle phase. For qi = 1, the
concentration in the particle center deviates about 15% from the surface concentration.
This case is achieved, e.g. for semi-solid particles (Db,i ≈ 10−21 m2 s−1) combined with
slow reaction rate constants (kc,i = 10−6 s−1) or nearby the transition region between
liquid and semi-solid particles (Db,i ≈ 10−15 m2 s−1) in combination with fast reaction rate
constants (kc,i ≥ 10−1 s−1). For increasing values of qi , the concentration profile in the
particle-phase becomes more non-uniform and already for qi = 5 less than 10% of the
surface concentration is contained in the particle center. For qi ≥ 10, the solute will
not diffuse into the particle center (cf. Fig. 3.3b) and the penetration depth decreases
to about 1% of the particle radius for qi = 350. From Eq. (3.45) it can be seen that
the concentration profile depends on "sinh qi" and since lim
qi→∞
(sinh qi)→∞, the resulting
concentration profile for the maximum value of qi cannot be depicted because of numerical
limitations within the visualization software.
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Integration of Eq. (3.45) yields the average particle-phase concentration Ca,i(t):
Ca,i(t)
Ca,i ,surf
=
∫ rp
0
4pir 2
Ca,i (r,t)
Ca,i ,surf
dr
4
3
pir 3p
= Qi − Ui(t) , (3.47)
where
Qi = 3
(
qi coth qi − 1
q2i
)
, (3.48)
Ui(t) =
6
pi2
· exp (−kc,it)
∞∑
n=1
exp
[− kc,it(npi/qi)2]
(qi/pi)2 + n2
. (3.49)
Equation (3.47) contains also terms, Qi as steady state term and Ui(t) as transient term
(Schwartz and Freiberg, 1981; Zaveri et al., 2014). The values for the steady-state term
Qi for various particle-phase reaction rate constants and bulk diffusion coefficients are
displayed in Fig. 3.4a. Thus, Qi approaches for the most combinations of kc,i and Db,i
a value of one. For very large values of qi (cf. Fig. 3.3a), Qi becomes very small (see
Fig. 3.4a) and this implies a higher resistance of organic solutes to partition into the particle
phase. At t = 0, the transient term Ui(t) equals Qi and decreases exponentially to zero
when t →∞. However, t denotes here the time since start, which can only be monitored
in a Lagrangian box model for a "closed system". Schwartz and Freiberg (1981) discuss
the effect of the transient term with respect to qi . For small values of qi , the steady state
is quite rapidly achieved compared to the characteristic time of reaction (kc,i)−1. However,
when qi increases the deviation from the steady-state solution persists for a longer period.
Schwartz and Freiberg (1981) estimated this deviation with the following relation:
Ca,ss,i − Ca,i(t)
Ca,ss,i
≤ exp (−kc,it) · exp
[− kc,it(pi/qi)2] (3.50)
≡ exp
[
− t
(
kc,i +
pi2Db,i
r 2p
)]
. (3.51)
Insertion of the characteristic times for particle-phase diffusion (Eq. 3.41) and reaction
(Eq. 3.42) in Eq. (3.51) leads to:
Ca,ss,i − Ca,i(t)
Ca,ss,i
≤ exp [−t(τkc,i )−1] · exp [−t(τDb,i )−1] . (3.52)
From Eq. (3.52) it becomes obvious that both particle-phase reaction and diffusion influ-
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ence the achievement of the steady-state concentration profile according to the reciprocal
of their characteristic times. As already mentioned, investigations on aqueous aerosols
indicate that τDb,i  τkc,i have to be fulfilled to prevent too high dilution of the solute
i at the particle surface (Schwartz and Freiberg, 1981; Schwartz, 1986). Otherwise, a
strong limitation of the mass transfer will occur. This condition would also implicate
that at large qi mainly the characteristic time of reaction influences the achievement
of the steady-state concentration profiles (Schwartz and Freiberg, 1981). However, for
(semi-)solid aerosol particles and slow chemical reactions, also the characteristic time of
diffusion has a considerable influence on the transient term (see Table 3.1). Schwartz
and Freiberg (1981) showed, that the transient term can be only neglected when the
relation t ≥ 2 · max (τDb,i , τkc,i ) is complied. The time after which Ui(t) = Qi/3 holds,
can be denoted as quasi-steady-state timescale τQSS (Zaveri et al., 2014). Thus, τQSS is
utilized to evaluate the influence of the particle-phase reaction rate constant and the bulk
diffusion coefficient on the transient term and the achievement of the steady state can
be estimated. Figure 3.4b shows τQSS for various kc,i and Db,i and reveals that for low
particle-phase bulk diffusion coefficients combined with slow particle-phase reaction rate
constants τQSS is highest. Under these conditions the highest characteristic timescales for
reaction and diffusion occur and Ui(t) is very persistent. Related to the values of Qi from
Fig. 3.4a, τQSS seems to be almost sensitive to the particle-phase reactions when Qi ≤ 0.6.
Furthermore, the quasi steady state times depend also on the particle size because higher
diffusion times are achieved in larger particles. This circumstance is depicted in Fig. C.1 in
the Appendix C.1 and illustrates the increased quasi steady-state times for particles with
rp = 240 nm.
Based on Eq. (3.39), absorption of organic solutes into the particle phase and subsequent
reaction is described by the following ordinary differential equation:
dCa,i
dt
= kg+int,i∗
(
Cg,i∗,∞ − Ca,i ,surf
Kom,iMo
)
− kc,iCa,i . (3.53)
Since Ca,i ,surf is not resolved in a bulk particle-phase model, the surface concentration is
derived from the concentration profile given in Eq. (3.47) and Eq. (3.53) can be rewritten:
dCa,i
dt
= kg+int,i∗
(
Cg,i∗,∞ − Ca,i
[Qi − Ui(t)]Kom,iMo
)
− kc,iCa,i . (3.54)
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Figure 3.4: a) Steady-state term Qi and b) timescale to reach quasi steady-state τQSS
for various particle-phase reaction rate constants kc as well as bulk diffusion
coefficients Db. Both figures are created for a particle radius of rp = 35 nm.
The quasi steady-state timescale τQSS is calculated under consideration of
Eq. (3.61) and is therefore an approximation compared to the solution of
Zaveri et al. (2014).
Under the assumption that steady state is achieved Ui = 0, Eq. (3.54) simplifies to:
dCa,i
dt
= kg+int,i∗
(
Cg,i∗,∞ − Ca,i
QiKom,iMo
)
− kc,iCa,i . (3.55)
However, from the characteristic times listed in Table 3.1 and the discussion of their effect
on the transient term Ui(t), this term have to be considered, e.g. for semi-solid particles.
The implementation of a series like Ui(t) (cf. Eq. 3.49) in a numerical model induces i)
enhanced numerical costs as well as ii) uncertainty when it is prematurely aborted (n ∞).
Thus, an approximation of Ui(t) have to be derived and, for this purpose, the convergence
of Ui(t) have to be shown. Equation (3.49) can be rearranged to:
Ui(t) =
6
pi2
· exp (−kc,it)
∞∑
n=1
exp
[(
−Db,ipi2n2
r2p
)
t
]
(qi/pi)2 + n2
, (3.56)
and then the comparison test have to be applied on Ui(t) to verify the convergence of the
series. The comparison test implies that if the infinite series
∑∞
n=1 cn, with cn not negative
real summands, is absolutely convergent and |an| ≤ cn for all sufficiently large n, then
the infinite series
∑∞
n=1 an is also absolutely convergent. Here,
∑∞
n=1 an is represented by
Ui(t) and the series
∑∞
n=1 cn have to be found. If only the part of Ui(t) is considered that
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depends on n, it is inferred:
|an| =
∣∣∣∣∣∣∣∣
exp
[(
−Db,ipi2n2
r2p
)
t
]
(qi/pi)2 + n2
∣∣∣∣∣∣∣∣ , (3.57)
whereby, the counter of Eq. (3.57) for n = 1 reaches their maximum and, thus,
cn =
exp
[(
−Db,ipi2
r2p
)
t
]
(qi/pi)2 + n2
, (3.58)
it holds:
∣∣∣∣∣∣∣∣
exp
[(
−Db,ipi2n2
r2p
)
t
]
(qi/pi)2 + n2
∣∣∣∣∣∣∣∣ ≤
exp
[(
−Db,ipi2
r2p
)
t
]
(qi/pi)2 + n2
. (3.59)
The series
∑∞
n=1 cn can be approximated as follows:
∞∑
n=1
exp
[(
−Db,ipi2
r2p
)
t
]
(qi/pi)2 + n2
=
pi2(qi coth qi − 1)
2q2i
· exp
(
−Db,ipi
2t
r 2p
)
, (3.60)
and, therefore, convergence is shown. Consequently, the following relation is induced:
Ui(t) ≤ 3(qi coth qi − 1)
q2i
· exp (−kc,it) · exp
(
−Db,ipi
2t
r 2p
)
,
≤ Qi · exp
[
−
(
kc,i +
Db,ipi
2
r 2p
)
t
]
= U˜i(t) , (3.61)
and Eq. (3.54) can be reformulated:
dCa,i
dt
= kg+int,i∗
(
Cg,i∗,∞ − Ca,i
[Qi − U˜i(t)]Kom,iMo
)
− kc,iCa,i . (3.62)
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The above equations are derived for a single aerosol particle and can be transferred in
equations valid for polydisperse aerosol populations by means of a sectional approach.
With the knowledge of the aerosol number Nm in the size-section m and the corresponding
particle radius rp,m it follows:
C
tot
a,i ,m =
4
3
pir 3p,mNmCa,i . (3.63)
Considering this relation, the polydisperse equations for the gas phase:
dCg,i∗,∞
dt
= −
M∑
m=1
4
3
pir 3p,mNmkg+int,i∗,m
(
Cg,i∗,∞ − Ca,i ,m
[Qi ,m − U˜i ,m(t)]Kom,i ,mMo,m
)
,
(3.64)
and the aerosol phase:
dC
tot
a,i
dt
=
4
3
pir 3p,mNmkg+int,i∗,m
(
Cg,i∗,∞ − Ca,i ,m
[Qi ,m − U˜i ,m(t)]Kom,i ,mMo,m
)
− kc,iCa,i ,m ,
(3.65)
are obtained. For a better overview and to enable comparison with Sect. 3.2.2, the mass
balance equations after implementation of the kinetic partitioning approach are provided.
For the gas phase the following mass balance equation results:
dCg,i∗,∞
dt
= Rg,i∗
(
t, Cg,1,∞, . . . , Cg,Ng,∞
)︸ ︷︷ ︸
I: gas-phase
chemistry
−κi
M∑
m=1
Lmkt,i ,m
[
Cg,i∗,∞ − Ca,i ,m
Hi
]
︸ ︷︷ ︸
II: gas-to-aqueous-phase
mass transfer
− ψi
M∑
m=1
ξmkg+int,i∗,m
[
Cg,i∗ − Ca,i ,m
[Qi ,m − U˜i ,m(t)]Kom,i ,mMo,m
]
︸ ︷︷ ︸
III: gas-to-particle-phase
mass transfer
+ µ
[
Cg,i∗,∞ − Cg,ent,∞
]
︸ ︷︷ ︸
IV: entrainment/
outflow
, (3.66)
i∗ = 1, . . . , Ng; i = 1, . . . , Naq, Naq+1, . . . , Na; m = 1, . . . ,M ,
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with
ξm =
4
3
pir 3p,mNm , (3.67)
and for the particle phase it gives:
dC
tot
a,i ,m
dt
= LmRa,i
(
t, Ca,1, . . . , Ca,Naq, Ca,Naq+1, . . . , Ca,Na
)︸ ︷︷ ︸
I: aqueous- and particle-phase chemistry
+κiLmkt,i ,m
[
Cg,i∗,∞ − Ca,i ,m
Hi
]
︸ ︷︷ ︸
II: gas-to-aqueous-phase
mass transfer
+ ψiξmkg+int,i∗,m
[
Cg,i∗,∞ − Ca,i ,m
[Qi ,m − U˜i ,m(t)]Kom,i ,mMo,m
]
︸ ︷︷ ︸
III: gas-to-particle-phase
mass transfer
+ F
(
Ca,i ,1 − Ca,i ,M
)︸ ︷︷ ︸
IV: mass transfer
by microphysics
+µ
[
Ca,i ,m − Ca,i ,ment
]
︸ ︷︷ ︸
V: entrainment/
outflow
. (3.68)
Here, Rg,i∗ stands for all chemical reactions which take place in the gas phase (compounds
i∗ = 1, . . . , Ng) and Ra,i for chemical reactions in the aerosol phase, which comprises aque-
ous i = 1, . . . , Naq and particulate i = Naq+1, . . . , Na species. The second term on the right
side of Eq. (3.66) describes the mass transfer in the aqueous aerosol phase (compounds
i = 1, . . . , Naq) utilizing the Schwartz approach (Schwartz, 1986) with the dimensionless
Henry’s law coefficient Hi and the mass transfer coefficient kt,i ,m (cf. Eq. 3.4). The pref-
actor κi of the Henry term denotes the solubility index (1 means soluble and 0 insoluble)
of the aqueous solute. Lm indicates the volume fraction [Vm/ Vbox] of the mth droplet
class inside the box volume and Ca,i ,m denotes the corresponding aqueous aerosol-phase
concentration in the mth droplet class. The parameters in the gas-to-particle transfer
term are described above, where, similarly to the solubility index, a partitioning index ψi (1
for partitioning in the particle phase and 0 for staying in the gas phase) is introduced for
the individual compounds (i = Naq+1, . . . , Na). There is the possibility of describing time-
dependent entrainment/detrainment by the rate µi for the different gas-phase (Eq. 3.66,
term IV) and aerosol-phase (Eq. 3.68, term V) species (denoted by index "ent"). These
two terms can be utilized to describe time-dependent natural and anthropogenic emissions
in both phases, which is contained in Sect. 4.2.5 as the kinetic partitioning approach is
applied on parcel studies under atmospheric conditions. For the aerosol species, a mass
transfer between the different droplet classes is also possible due to microphysical processes
(e.g., by aggregation, break-up, and condensation), which is described by F in Eq. (3.68,
term IV).
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3.3 Enhancement of the 3-D model framework
COSMO-MUSCAT
3.3.1 Original/Initial state of COSMO-MUSCAT
COSMO-MUSCAT is a state-of-the-art multiscale model system developed by the mod-
eling department of TROPOS (Wolke et al., 2012), which is qualified for process studies
in local and regional areas. The coupled model system COSMO-MUSCAT comprises the
numerical weather forecast model of the German Weather Service (DWD) COSMO (COn-
sortium for Small-scale MOdeling, Schättler et al., 2013; Baldauf et al., 2011) and the
chemistry transport model MUSCAT (MUlti-Scale Chemistry Aerosol Transport, Wolke
and Knoth, 2000; Wolke et al., 2004, 2012). The model was applied to different in-
vestigations, e.g. air quality studies treating local as well as regional areas (Hinneburg
et al., 2009; Renner and Wolke, 2010), influence of Saharan dust on aerosol properties
(Heinold et al., 2007, 2011a,b), and the radiative forcing of aerosol particles over Europe
(Meier et al., 2012a,b). Although COSMO-MUSCAT considers the formation of SOA,
modeling studies exclusively focusing on SOA processes are not achieved until now. In
COSMO-MUSCAT the description of SOA formation happens by means of SORGAM
(Schell et al., 2001), whereby several modifications partly owing to an updated SORGAM
version (SORGAM-TIN, Li et al., 2013) are already considered in the reaction mecha-
nism. In the following section, a short overview of the COSMO-MUSCAT model structure
is provided before the pre-existing SOA implementation is explained in more detail.
An overview of the coupling between COSMO and MUSCAT as well as the most im-
portant modules are depicted by Fig. 3.5. This figure shows that the model system
consists of two online-coupled codes. The non-hydrostatic and compressible meteoro-
logical model COSMO, used as meteorological driver, and the chemistry transport model
MUSCAT, comprising the transport as well as chemical transformations of gas-phase and
particle-phase species. The forecast model COSMO is based on the primitive hydro-
thermodynamical equations describing a compressible non-hydrostatic flow in a moist at-
mosphere (Schättler et al., 2013). A staggered Arakawa C-grid on a rotated geographical
coordinate system and a hybrid terrain-following vertical coordinate are exploited in the
model. Therefore, COSMO needs information of the underlying orography and land-use.
COSMO is capable of capturing atmospheric processes that occur between the meso- and
the micro-scale, where grid resolutions from 50 km to 50m can be adjusted. However,
COSMO has a limited domain size and, hence, boundary data of all meteorological fields
have to be initialized. The utilized initial fields and boundary conditions can be derived
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Figure 3.5: Overview of the COSMO-MUSCAT model framework.
from a simulation with a wider domain size or appropriate re-analysis data. As depicted
in Fig. 3.5, COSMO provides MUSCAT via online coupling the required meteorological
fields, for example: temperature, wind, relative humidity, liquid water content, and precipi-
tation. Under consideration of the meteorological data, MUSCAT calculates the transport
(advection, diffusion) of particles and trace gases in the air as well as their physical or
chemical interactions in the atmosphere. In a chemistry transport model, the descrip-
tion of such processes is based on mass balances that are formulated as time-dependent,
three-dimensional advection-diffusion-reaction equations:
∂ci
∂t
+
∂
∂x
(uci) +
∂
∂y
(vci) +
∂
∂z
(wci) =
∂
∂z
(
ρaKz
∂(ci/ρa)
∂z
)
(3.69)
+ vd,ici + Ei + Gi(c1, . . . , cK, t) ,
with i = 1, . . . , K the number of species. In Eq. (3.69) ci = ci(x, y , z, t) are the species
mass concentrations (molm−3), u = u(x, y , z, t), v = v(x, y , z, t), w = w(x, y , z, t)
are the spatial components of the wind field (m s−1), ρa = ρa(x, y , z, t) the density of
the air (kgm−3), Kz = Kz(x, y , z, t) the vertical diffusion coefficient (m2 s−1). Further,
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vd,i = vd,i(x, y , z, t) denotes the deposition velocity (m s−1), where dry deposition occurs
only at the surface layer and wet deposition in the whole air column. The latter one
is distinguished in washout and rainout in the model. Ei = Ei(x, y , z, t) is the time-
dependent emission flux (molm−3 s−1) and Gi = Gi(c1, . . . , cK, t) is the conversion term
(molm−3 s−1), which comprises the chemical reactions of the species. The meteorolog-
ical fields (e.g., wind, temperature, relative humidity, air density, and vertical diffusion
coefficient) are provided by COSMO and MUSCAT calculates the concentration changes
according to Eq. (3.69).
MUSCAT can resolve the aerosols either with a mass-based approach or a modal approach.
Here, the mass-based approach is utilized for the performed studies. The chemical reac-
tions are given in ASCII data files that are read and interpreted by a pre-processor in
the way of data structures. This data structures comprises the chemical reaction terms
and corresponding entries in the Jacobian matrix. This method gives the opportunity to
change the chemical mechanism without recompiling the model code. This is a difference
to the KPP kinetic pre-processor that translates a specification of the chemical mechanism
into Fortran or C simulation code (Damian et al., 2002). The emission fluxes are calcu-
lated under consideration of the meteorological circumstances. For example, the biogenic
VOC emissions are computed following the emission scheme of Steinbrecher et al. (2009).
Within this approach the biogenic VOC emissions depend on the land-use class, solar ra-
diation, temperature, and biomass (leaf area index, LAI). Therefore, the meteorological
conditions influence the source strength of the biogenic VOC emissions. The anthro-
pogenic emissions are derived from emission databases (e.g., MACC emission database3),
which only provide an annual burden/rate. The annual emission values are temporal disag-
gregated depending on the current month, day of the week, and time of day (Pouliot et al.,
2012). Anthropogenic emissions can result from area, line, and point sources in MUSCAT
and are classified according the SNAP-codes (Selected Nomenclature of Air Pollution)
for their different source types (e.g., energy transformation, industrial combustion, road
transport, agriculture).
Further, MUSCAT uses a multi-block approach (Wolke et al., 2004), which means that
different horizontal resolutions can be used for individual subdomains. The parallelization of
the code operates in distributing these blocks on the available processors. The advantage
of the multi-block approach is that for urban areas and around large point sources a finer
resolution can be utilized to describe the dispersion of trace gases and aerosols in MUSCAT.
The structure is based on an equidistant horizontal grid, here the meteorological grid from
COSMO, that is divided in rectangular blocks of different size. The individual blocks can
3http://gmes-atmosphere.eu/about/project_structure/input_data/d_emis/
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Figure 3.6: Functional principle of the implicit-explicit (IMEX) time integration scheme
in COSMO-MUSCAT (taken from Schrödner, 2015). In the sketch, "CFL"
means the Courant-Friedrichs-Lewy condition, which is the necessary criterion
for convergence when solving a partial differential equation numerically with a
finite difference method.
be refined or coarsened by using a refinement level based on halving or doubling the initial
grid size. However, two restrictions for the refinement of blocks exist. First, the refinement
level of neighboring blocks are only allowed to differ by one level and a fixed number of
columns limits the maximum size of the refined/coarsened blocks. The vertical grid is not
modified in MUSCAT and, therefore, predefined by COSMO. Equation (3.69) is solved via
an implicit-explicit (IMEX) time integration scheme in MUSCAT (Knoth and Wolke, 1998;
Wolke and Knoth, 2000).The time integration can be split into an explicit and implicit
method due to the IMEX scheme and, therefore, an individual treatment of slow and fast
processes is enabled. Slow processes, like horizontal advection, are integrated by an explicit
Runge-Kutta-scheme (IMEX-Heun2 method, Wolke and Knoth, 2000) under consideration
of the CFL (Courant-Friedrichs-Lewy) condition for the step-size (cf. Fig. 3.6). Fast
processes, e.g. chemical reactions, vertical diffusion, vertical advection, and deposition,
are treated with an implicit BDF-scheme (backward differential formula) that comprises a
step-size control for the smaller time steps. From Fig. 3.6 it can be seen that the coupling
is carried out over a full explicit time step. Thus, the horizontal advection flux is calculated
first by the explicit scheme. Subsequent interpolation is achieved for the potential shorter
implicit time steps, the updated concentration fields are calculated, and the consequent
fields are utilized in the next explicit time step.
From Fig. 3.5 it follows that SOA formation and associated processes are described in
MUSCAT. At this point an overview of the basic SOA description is provided for pur-
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poses of comparison with the model enhancement described in Sect. 3.3.2. The utilized
SOA module is composed of a chemistry mechanism and partitioning approach. Basi-
cally, MUSCAT utilizes the RACM-MIM2 gas-phase chemistry mechanism (cf. Fig. 3.5 and
Sect. 3.1.2; Stockwell et al., 1997; Karl et al., 2006). This gas-phase chemistry mechanism
comprises lumped SOA precursors (biogenic and anthropogenic VOCs) and their chemical
reactions with atmospheric oxidants (e.g., due to the OH and NO3 radical, O3, as well as
photolysis). The partitioning OVOCs from SORGAM and SORGAM-TIN (Schell et al.,
2001; Li et al., 2013) are incorporated in the RACM-MIM2 mechanism under recalculation
of the branching ratios. The associated chemical reactions of SORGAM/SORGAM-TIN
are summarized in Table B.2 of Appendix B. Further, also the partitioning approach from
SORGAM is adapted in MUSCAT, which is based on absorptive partitioning (Schell et al.,
2001). Table 3.2 provides an overview of the precursor classes and the related OVOC
classes in MUSCAT as well as their physical properties considered for partitioning. The
vapor pressure dependency on the ambient temperature is calculated with the Clausius-
Clapeyron equation (Schell et al., 2001):
pl,i = pr,i · exp
[
− ∆Hvap
R
(
1
T
− 1
Tr
)]
. (3.70)
Therein, the current vapor pressure pl,i (atm) of compound i at ambient temperature T (K)
is calculated using the reference vapor pressure pr,i (atm) of this compound at the reference
temperature Tr (K), the enthalpy of vaporization ∆Hvap (Jmol−1), and the universal gas
constant R (8.314 Jmol−1 K−1). In Table 3.2 the reference vapor pressure at Tr =298K
and the enthalpy of vaporization are listed for the SOA classes contained in MUSCAT.
The enthalpy of vaporization are important to calculate the temperature dependence of
the vapor pressure for the compound groups. The SORGAM version of Schell et al. (2001)
utilizes enthalpies of vaporization based on data from Tao and McMurry (1989), Schell
et al. (1999), and Strader et al. (1999). The SORGAM-TIN module of Li et al. (2013)
modifies the enthalpy of vaporization for the products of α-pinene and limonene according
to values estimated from model studies of Saathoff et al. (2009). In COSMO-MUSCAT
the SOA formation from isoprene was already considered as proposed by Karl et al. (2009)
and, therefore, this formation pathway was only updated according to Li et al. (2013).
Therein, the enthalpy of vaporization and the molecular weight of the reaction products
from isoprene oxidation are based on data from Kleindienst et al. (2009) and Carlton et al.
(2010). Further, the work of Karl et al. (2009) includes SOA formation pathways from
sesquiterpenes and these products are also considered in COSMO-MUSCAT (cf. Table
3.2).
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Table 3.2: Precursor and SOA classes comprised by SORGAM (Schell et al., 2001) and
SORGAM-TIN (Li et al., 2013) with the corresponding model parameters: mo-
lar weight (MWi), liquid-vapor pressure (pr,i at 298K), and enthalpy of va-
porization (∆Hvap,i) utilized in COSMO-MUSCAT. The related species of the
precursor abbreviations are given in Table B.1 in Appendix B.
Precursor OVOC MWi in pr,i ∆Hvap,i in kJmol−1
∗
Class Class gmol−1 in atm Schell et al. (2001) Li et al. (2013)
TOL, XYL, CVARO1 150 5.6 · 10−10 156 156
CSL† CVARO2 150 1.6 · 10−8 156 156
HC$ CVALK1 140 4.9 · 10−11 156 156
OLT, OLI CVOLE1 140 4.9 · 10−11 156 156
API† CVAPI1 184 3.9 · 10−11 156 24
CVAPI2 184 1.7 · 10−9 156 59
LIM† CVLIM1 200 2.5 · 10−10 156 25
CVLIM2 200 1.2 · 10−9 156 55
ISO†,‡ CVISOP1‡,§ 130‡/96§ 1.5 · 10−9 42‡ 39
CVISOP2‡,§ 130‡/96§ 7.9 · 10−11 42‡ 39
SQT†,‡ CVBCARP1‡ 252 1.9 · 10−9 72.7
CVBCARP2‡ 236 1.0 · 10−5 72.7
CVBCARP3‡ 238 1.7 · 10−9 72.7
∗Please hint the deviating unit. †Two-product approach is assumed. $HC is representative for HC3,
HC5, HC8. ‡These SOA formation pathways were proposed by Karl et al. (2009). CVBCARP1 and
CVBCARP2 come from the two-product approach and CVBCARP3 is a low volatile product of further
CVBCARP2 oxidation. §This SOA formation pathway was updated according to Li et al. (2013).
The SORGAM approach is based on absorptive partitioning (Pankow, 1994a) of the
gaseous organic compounds into the organic particulate mass, whereby a quasi-ideal so-
lution is formed by all compounds. Under the assumption of a quasi-ideal solution, the
saturation concentration Csat,i of compound i is given by (Schell et al., 2001):
Csat,i = Xom,i
γipl,iMWi
RT
, (3.71)
= Xom,iC
∗
sat,i (3.72)
= Xom,i
1
K∗om,i
. (3.73)
Here, Xom,i is the mole fraction (dimensionless), γi is the activity coefficient (dimension-
less), pl,i the vapor pressure (atm), and MWi the molecular weight of compound i , as
well as R is the universal gas constant (here 8.2057m3 atmK−1 mol−1), and T is the am-
bient temperature. The fraction on the right site of Eq. (3.71) denotes the saturation
concentration C∗sat,i (µgm
−3) of the pure compound i , but is different from the effective
saturation concentration (C∗i ) described in the VBS approach because of the the activity
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coefficient4. Furthermore, C∗sat,i is the inverse of a partitioning coefficient K
∗
om,i (Eq. 3.72)
that deviates due to the usage of the molecular weight of the individual species from the
partitioning coefficient (Kom,i) of Pankow (1994a) because therein the mean molecular
weight of the organic particulate matter is utilized. The knowledge about the activity
coefficient is only limited and is assumed in the approach as γi = 1 for all compounds.
The mole fraction of compound i in the particle phase can be calculated with:
Xom,i =
Ca,i/MWi∑Nom
j=1 (Ca,j/MWj) + C0/MW0
, (3.74)
where Nom is the number of compounds in the absorbing organic particle phase. Ca,i
denotes the concentration of compound i in the particle phase (molm−3),
∑Nom
j=1 (Ca,j/MWj)
means the total organic particle mass concentration of the partitioning compounds, MWj
are the species molecular weights (gmol−1), and C0 is the initial absorbing organic particle
concentration (molm−3), e.g. caused by primary organic aerosol. Thus, MW0 is the
related average molecular weight of the initial organic particulate matter in gmol−1. The
denominator of Eq. (3.74) indicates the total absorbing organic mass in the particle phase.
However, this absorbing mass is not known a priori. For every compound, the mass balance
can be written as:
Ctot,i = Cg,i∗ + Ca,i , (3.75)
where, Ctot,i (molm−3) is the total concentration of compound i . From Eq. (3.72) the
relation between the gas-phase concentration and the saturation concentration under the
condition of thermodynamic equilibrium can be derived (Schell et al., 2001):
Cg,i∗ = Csat,i = Xom,iC
∗
sat,i . (3.76)
When combining Eqs. (3.74), (3.75), and (3.76) the particle-phase concentration of com-
pound i can determined by:
Ca,i = Ctot,i − C∗sat,i
Ca,i/MWi∑Nom
j=1 (Ca,j/MWj) + C0/MW0
. (3.77)
4For the VBS approach, an activity coefficient based on molality is applied.
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From Eq. (3.77) it is obvious that the particle-phase concentration Ca,i of compound i
depends on the other Nom particle-phase concentrations (see denominator of Eq. 3.77).
Thus, the total absorbing organic mass in the particle phase is not known a priori, and a
coupled set of nonlinear equations have to be considered. In MUSCAT the simultaneous
equations are solved by using Newton’s method for simple line search to find the descent
direction in order to derive the local minimum (Burden and Faires, 1989). With this
method the total organic mass in the particle phase as well as the individual compound
contributions can be calculated. Moreover, it has to be noted that no individual treatment
of transport and deposition processes for the gas and the particle phase is implemented
for the OVOCs in COSMO-MUSCAT. This means, transport and deposition of the SOA
compounds is treated under consideration of the total compound concentration Ctot,i . The
particle-phase concentration is only diagnostically derived when it is required (e.g., for the
output or radiation feedback).
3.3.2 Implementation of a kinetic partitioning approach
The kinetic partitioning approach introduced in Sect. 3.2.3 was implemented in
COSMO-MUSCAT for an improved description of SOA formation and related processes.
However, the general model approach have to undergo some simplifications for the treat-
ment in a Eulerian 3-D model. The first limitation originates from the treatment of the
transient term Ui(t) in an open system. The calculation of the transient term requires
the knowledge of the time since start t (cf. Eq.3.49). Simulating a closed system in a
Lagrangian box model the time since start can be defined by the initial concentrations of
the organic solutes at time t = 0, where they only exist in the gas phase. In contrast
to that, emissions, gas-phase chemistry, deposition, and dilution will occur to the organic
solute in the atmosphere. Thus, the time since start can not uniformly defined when con-
sidering a 3-D model domain with spatial-temporal emissions and a gas-phase chemistry
applying on these compounds. Therefore, for the application of the kinetic approach in
COSMO-MUSCAT, it is assumed that the quasi steady-state times τQSS are small and the
simplified steady-state equations are utilized for the gas phase:
dCg,i∗,∞
dt
= −4
3
pir 3pNkg+int,i∗
(
Cg,i∗,∞ − Ca,i
QiKom,iMo
)
, (3.78)
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and the aerosol phase:
dC
tot
a,i
dt
=
4
3
pir 3pNkg+int,i∗
(
Cg,i∗,∞ − Ca,i
QiKom,iMo
)
− kc,iCa,i . (3.79)
For the performed simulations, the mass based approach have been considered. Therefore,
the aerosol size and number are not resolved and assumptions of these parameters have to
be made. A fixed particle number of N = 109 m−3 have been utilized and a particle radius
of rp = 1µm have been assumed for first process studies. For this reason, Eqs. (3.78)
and 3.79 are already formulated for a single size section. Particles with the size of 1µm
are representative for the accumulation mode (particle sizes of 0.1 to about 2.5µm),
which accounts for the most of the aerosol surface area. It is known, that particles in
the accumulation mode are formed from coagulation of particles in the nuclei mode as
well as condensation of vapors on pre-existing particle surfaces and that particles in this
mode are at least efficient removed. Therefore, this aerosol size might be representative
for SOA and constitutes the size fraction where condensation of vapors is most probable.
Further, in COSMO-MUSCAT it is assumed that the inorganic species, except sulfur,
exist in the smaller size sections, namely PM1 and PM2.5. Primary organic aerosol is
obtained from the MACC emission database without any size classification, so that the
particle sizes from PM1 and PM10 are included. SOA is known to condense for the
most part on pre-existing aerosol surfaces and the model implementation presume that
organics contained in these particles. Thus, condensation of organic compounds on POA
is implied and aerosol sizes between PM1 and PM10 are inferred. The condensation of
organic compounds on the aerosol particles is not considered in the way of aerosol growth
and, therefore, a slightly larger initial particle radius might be satisfied. However, the
assumptions of particle size and number will directly influence the formed SOA mass in
COSMO-MUSCAT and, therefore, an evaluation of their influence on the partitioning
have been done under application of the box model framework on parcel studies under
atmospheric conditions in Sect. 4.2.5. Improved simulations with the modal approach infers
the knowledge of the aerosol distribution. For the calculation of the particle radius from
the aerosol mass, the particle density ρp and the aerosol number have to be known. The
particle density depends strongly on the aerosol composition. The reported "dry" particle
densities range from ρOC = 1.0 g cm−3 for organic carbon up to ρEC = 2.0 g cm−3 for
elemental carbon, where intermediate values for ammonium sulfate ρAS = 1.78 g cm−3 and
ammonium nitrate ρAN = 1.73 g cm−3 and increased values for soil dust ρSD = 2.3 g cm−3
have to be considered (Stein et al., 1994). The effective particle density depends then
not only on the composition of the different aerosol constituents, but also on the relative
CHAPTER 3 Model development 76
humidity of the aerosol particles. Therefore, simulations with the modal approach will be
subject of future projects.
The gas-phase chemistry mechanism as introduced in Sect. 3.1.2 is also applied for the
simulations with the kinetic partitioning approach and according to this the lumped par-
titioning species as summarized in Sect. 3.3.1 are further considered. Furthermore, the
temperature dependent vapor pressures of the organic compounds are calculated as indi-
cated by the Clausius-Clapeyron equation (cf. Eq. 3.70) and with the compound specific
parameters from Table 3.2 according to Schell et al. (2001), Karl et al. (2009), and Li
et al. (2013). With the kinetic partitioning approach the SOA compounds are able to
evaporate in the gas phase under distinct conditions. The separate treatment of the gas
and the particle phases of the SOA compounds in a 3-D model study using a VBS approach
is currently under discussion in a peer-reviewed journal (Stadtler et al., 2017). However,
the application of a kinetic partitioning approach with reversible SOA formation in a 3-D
model investigated in the present work is a novelty.
4 Results SPACCIM
4.1 Results for the absorptive partitioning approach
4.1.1 Test results on SOA formation
In this section, results concerning the sensitivity of the absorptive partitioning approach
(cf. Sect. 3.2.2) for α-pinene ozonolysis are shown. For this purpose, the gas-phase chem-
istry mechanism presented in Sect. 3.1.1 (for details see Table A.2) has been utilized. An
important parameter of the absorptive partitioning approach is the total aerosol-phase
organic mass concentration Mo (see Eq. 3.1), which affects the partitioning coefficient
Kom,i . The organic mass, which is contained in the aerosol phase, serves as the organic
medium on which the organic gas-phase compounds can condense. Application of the
absorptive partitioning approach of Pankow (1994a) requires that an organic phase exists
in the initialized aerosol particles. For comparison, in a simplified approach of Zuend et al.
(2010) all solved compounds in the particle phase are considered as absorptive medium
when phase separation is not treated. For modeling, the initialized particulate organic
mass concentration OM0 affects the partitioning of the gaseous compounds. Therefore,
Fig. 4.1a shows the sensitivity of the partitioning approach on OM0. A delayed partition-
ing of gaseous organic compounds into the particle phase is simulated for a small initial
organic mass concentration (OM0 = 10−3 g g−1). This is the lowest initial organic mass
concentration for which the model can simulate SOA formation. The second initial or-
ganic mass concentration of OM0 = 5.8 · 10−2 g g−1, is adequate to the inorganic seed
aerosol mass initialized in chamber studies and leads to a faster SOA formation within the
first 30min of the simulation (cf. Fig. 4.1b). This study reveals also the impact of the
initially contained organic aerosol mass in smog chambers. The increased initial organic
aerosol mass leads to a faster SOA formation and higher SOA mass concentrations at
the beginning of the simulation (cf. Fig. 4.1a). However, the total SOA mass simulated
is equal for the different initial organic mass concentrations (about 30µgm−3 after 24 h,
cf. Fig. 4.1b).
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Figure 4.1: Simulated SOA mass with the absorptive partitioning approach for two different
values of initial organic mass OM0 a) for the first 2 h of the simulation time
and b) for 24 h simulation time.
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Figure 4.2: Simulated SOA mass with the absorptive partitioning approach with and with-
out consideration of HOMs a) for the first 2 h of the simulation time and b) for
24 h simulation time. Both simulations are conducted with the lowest initial
organic aerosol mass concentration OM0 = 10−3 g g−1.
As already indicated in Sect. 3.1.1, a modification of the gas-phase chemistry mechanism
was implemented for the consideration of the recently found HOMs. To account the
effect of HOMs on SOA formation, the SOA mass for the different gas-phase chemistry
mechanisms is compared in Fig. 4.2. Under consideration of HOMs the partitioning in the
particle phase starts slightly earlier and, therefore, the organic mass increases faster (see
Fig. 4.2a). Moreover, Fig. 4.2a shows that the total SOA mass is increased due to the
consideration of HOMs. At the beginning of the simulation time, HOMs provide about
68% of the formed SOA mass (see Fig. 4.3a). Due to their low vapor pressure, HOMs
partition quite fast into the particle phase and serve as organic medium for the existing
SVOCs to condense. After 24 h, the relative contribution of HOMs amounts about 31%
of the organic mass and the total SOA mass is increased by about 42% with respect to
the simulation without HOMs (cf. Fig. 4.2b).
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Figure 4.3: Relative contribution of HOMs and SVOCs to the organic mass in the particle
phase for the absorptive partitioning approach for the first 4 h of the simulation
time with an initial organic aerosol mass concentration OM0 = 10−3 g g−1.
4.1.2 Simulation of the LEAK chamber experiments
4.1.2.1 Design of the LEAK chamber experiments
α- and β-pinene ozonolysis experiments were carried out in the LEAK (Leipziger Aerosol-
kammer) aerosol chamber. A detailed description of the LEAK chamber together with the
available equipment can be found in Iinuma et al. (2009) and Mutzel et al. (2016). Briefly,
LEAK is a cylindrical, 19m3 Teflon bag with a surface-to-volume ratio of 2m−1. The ex-
periments were performed in the presence of deliquesced ammonium sulfate seed particles,
whose aerosol size distribution spans a narrow range around a mean particle radius of
35 nm. O3 was generated by UV irradiation of O2 using an O2 flow rate of 3 Lmin−1.
α- and β-Pinene were injected into the LEAK chamber with a microliter syringe. The
oxidation of the monoterpenes were carried out under about 55% relative humidity (RH).
Carbon monoxide (CO) was used during the α-pinene oxidation experiment as an OH scav-
enger. The hydrocarbon consumption was monitored with a proton-transfer-reaction mass
spectrometer (PTR-MS) over the reaction time. Throughout the chamber experiment,
the particle-size distribution was measured every 11.5min with a scanning mobility particle
sizer (SMPS). Ozone was monitored with a 60 s time resolution. An average density of
1 g cm−3 was applied to calculate the produced organic particle mass (∆OM). The particle
phase was sampled on filters at the end of the experiments and analyzed afterwards by
Ultra Performance Liquid Chromatography coupled to an Electrospray Ionisation Time-
of-Flight Mass Spectrometer (UPLC/ESI(-)-TOFMS, Waters, MA, USA); 1.8m3 of the
chamber volume was collected on a PTFE filter (borosilicate glass fiber filter coated with
fluorocarbon, 47mm in diameter, PALLFLEX T60A20, PALL, NY, USA), which was con-
nected to a denuder (URG-2000-30B5, URG Corporation, Chapel Hill, NC, USA, Kahnt
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Figure 4.4: Particle wall loss rate coefficient ω in dependence on the particle radius rp as
provided by Schwantes et al. (2017).
et al., 2011) to avoid gas-phase artifacts. Furthermore, PTR-MS measurements were
performed in order to monitor the key oxidation products of the α-pinene ozonolysis, such
as pinonaldehyde. The initial concentrations and key conditions for the individual oxidation
experiment are summarized in Tables 4.2 and 4.3 for α- and β-pinene, respectively.
Furthermore, LEAK was characterized with respect to wall losses in different investigations.
In general, wall loss can occur because of particle deposition and vapor deposition on
chamber walls (Schwantes et al., 2017). The wall loss due to particle deposition can be
described with the following relation:
Nm(t) = Nm,0 · exp (ωmt) . (4.1)
Where the particle number (Nm(t)) in size bin m at time t can be calculated with the
knowledge of the initial particle number Nm,0 in this size bin and the size-dependent wall
loss rate coefficient ωm. Figure 4.4 shows the size-dependent particle wall loss deposition
rate coefficient for a wide range of particle sizes determined by Schwantes et al. (2017)
for the Caltech chamber (Teflon chamber). Measurements of the particle deposition in
the LEAK chamber have been confirmed the deposition rates provided by Schwantes et al.
(2017). Therefore, the particle deposition have been implemented in SPACCIM according
to Eq. (4.1) and the values of ωm displayed in Fig. 4.4. The particles with rp ≤ 70 nm
exhibit the fastest deposition.
81 4.1 Results for the absorptive partitioning approach
For the vapor deposition, no full characterization is available for the LEAK aerosol cham-
ber. For few compounds, wall loss constants kw have been determined (cf. Table 4.1).
However, the tabulated hydrocarbons and also the first order products are characterized
by a comparatively high volatility and from simulations it is known that they do not effec-
tively partition into the particle phase. Consequently, they may also stick almost with a
negligible extent on the chamber walls. Some oxidation products of α- and β-pinene have
vapor pressures about 10−10 atm and might exhibit higher wall loss rates. In a study of
Zhang et al. (2014), the first order wall loss rate of kw = 2.5 · 10−4 s−1 for OVOCs in the
24m3 Caltech chamber1 with Teflon walls has been reported. Thus, the vapor wall loss
rates suggested by Zhang et al. (2014) have been applied for the simulations of the LEAK
chamber experiments.
Table 4.1: Wall loss constants (kw) for vapor deposition of α- and β-pinene, pinonaldehyde,
and nopinone determined by Mutzel (2013) for the LEAK aerosol chamber. The
corresponding vapor pressures have been estimated with the group contribution
method EVAPORATION (Compernolle et al., 2011).
Compound kw in s−1 Vapor pressure in atm
α-Pinene 2.5 · 10−5 4.4 · 10−3
Pinonaldehyde 4.0 · 10−5 1.9 · 10−5
β-Pinene 1.9 · 10−5 4.4 · 10−3
Nopinone 1.6 · 10−5 4.0 · 10−4
4.1.2.2 α-Pinene ozonolysis
For the evaluation of the implemented absorptive partitioning approach, a α-pinene ozonol-
ysis experiment conducted in the aerosol chamber LEAK was chosen. The main informa-
tion according to this experiment is summarized in Table 4.2. Due to the utilized OH
scavenger, carbon monoxide (CO), in the LEAK experiment, the gas-phase chemistry
mechanism was extended by the reaction for carbon monoxide as OH scavenger proposed
by Keywood et al. (2004):
OH + CO (+O2)→ HO2 + CO2 , (4.2)
1Here, the new Caltech dual 24m−3 environmental chamber is intended, in which the temperature and
relative humidity are automatically controlled. "Environmental" means that the chamber is used in
batch mode and not under continuous flow conditions (Schwantes et al., 2017). The historical Caltech
chamber was a dual 28m−3 environmental chamber.
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Table 4.2: Initial reactant concentrations and ambient conditions for the α-pinene ozonol-
ysis experiment in the LEAK aerosol chamber.
Parameter Value Additional information
α-Pinene concentration 59.3 ppb Monitored by PTR-MS
Ozone concentration 38.2 ppb Monitored by 49c Ozone Analyzer, Thermo
Scientific, USA
Carbon monoxide concentration 110.0 ppm Utilized as OH scavenger
Temperature 292K Constant over experiment duration
Relative humidity 55% Constant over experiment duration
Initial seed mass 28µgm−3 Ammonium sulfate
Experiment duration 125min
with a rate coefficient of 2.8·10−12 cm3 molecule−1 s3. Further, inorganic seed particles are
contained in the experiment, which comprises ammonium sulfate dissolved in water. For
this purpose, the model have been initialized with 55% relative humidity and 28.0µgm−3
ammonium sulfate ((NH4)2SO4) is allocated to a monodisperse aerosol distribution with
N1 = 8.81·10−10 m−3 particles with a particle size of r p = 35 nm. The initial concentrations
of α-pinene and ozone have been set according to the experiment conditions (cf. Table
4.2). The simulations have been conducted with and without consideration of HOMs in
the gas-phase chemistry mechanism (cf. Table A.22) to evaluate their effect in comparison
with the results from the LEAK chamber experiment.
At first, the results for the simulations without consideration of the wall losses for particles
and gaseous organic vapors are shown to evaluate in a second step the impact of the cham-
ber walls. Figure 4.5 compares the simulated gas-phase concentrations of the reactants
and of one first-order product neglecting wall loss to the measured concentrations, where
the influence of considered HOMs is shown. Figure 4.5a depicts the gas-phase results for
the α-pinene ozonolysis. The simulated decrease of α-pinene is in very good agreement
with the measured time course of the α-pinene concentration. Thus, the conversion of the
hydrocarbon is captured by the model. The depletion of ozone is slightly overestimated by
the model (cf. Fig. 4.5b). After half an hour, the measured ozone concentration did not
decrease so fast as initially started. Ozone is measured with an ozone monitor (49c Ozone
Analyzer, Thermo Scientific, USA) in the chamber experiment and this device is based
on measuring absorption on characteristic wavelengths. The reaction of α-pinene with
ozone produces hydroperoxides as described in Docherty et al. (2005). These hydroper-
oxides can interfere the absorption signal at the wavelength utilized for ozone monitoring.
Therefore, with the increase of the hydroperoxide concentration over the experiment time
the overestimation of the ozone concentration by the monitoring system might increase
2Reactions 1a and 3a without HOMs and 1b and 3b with HOMs, where, reactions 1a and 1b can be
neglected because of the injected OH scavenger.
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and the underestimation by the model can be caused. Further, the utilized rate coeffi-
cient for the reaction of α-pinene with ozone is evaluated for this reason (cf. Fig. 4.5).
In the gas-phase chemistry mechanism of Chen and Griffin (2005), the reaction rate
constant stated by Atkinson (1997), k = 1.01 · 10−15 exp (−732/T ) cm3 molecule−1 s−1,
have been utilized. Due to an updated preferred reaction rate coefficient in the IU-
PAC data base3 of k = 8.05 · 10−16 exp (−640/T ) cm3 molecule−1 s−1, which is also
utilized in MCMv3.3.14, this relation have been considered in the gas-phase chemistry
mechanism for the present studies. However, this relation yields a slightly higher reac-
tion rate coefficient for 292.55K than the originally utilized relation of Atkinson (1997):
k = 1.01 · 10−15 exp (−732/T ) cm3 molecule−1 s−1 (see Fig. 4.5d). Nevertheless, further
relations exist, which deviate also from the measurements of Atkinson (1997) and sug-
gest reaction rate coefficients that are higher (MCMv3.2, Khamaganov and Hites, 2001)
or smaller (Atkinson et al., 1982; Khamaganov and Hites, 2001), which complicates the
selection of a most probable reaction rate.
Additionally, the formation of a first-order product named pinonaldehyde is investigated.
The concentration of pinonaldehyde is underestimated by the model as illustrated in
Fig. 4.5c. This underestimation cannot be caused by excessive partitioning of pinonalde-
hyde into the particle phase because pinonaldehyde is characterized by a high saturation
vapor pressure and there is no effective partitioning into the particle phase. However, the
formation of pinonaldehyde is measured by a PTR-MS at m/z 169 ([M +H]+). With this
measurement technique only the concentration for a distinct mass-to-charge-ratio can be
quantified and, therefore, other species or compounds with m/z 169 can contribute to this
signal. This circumstance can cause an overestimation of the gas-phase concentration of
pinonaldehyde with the applied measurement technique (cf. Fig. 4.5c). The consideration
of HOMs only slightly reduces the simulated pinonaldehyde concentration.
With taking into account the wall losses in the simulation with HOMs, the course of
the gas-phase concentrations for α-pinene and pinonaldehyde was changed. After half
an hour experiment time the simulated α-pinene concentration now also underestimates
the measured concentration (cf. Fig. 4.6a). This circumstance occurs at the same time
as the overestimated depletion for ozone (cf. Fig. 4.5b). Thus, a smaller reaction rate
coefficient for the reaction of α-pinene with ozone might result in a slower reduction
that correlate better with the measurements. The variation of reaction rate coefficients
has been already depicted in Fig. 4.5d and the here considered rate coefficient have been
discussed. Furthermore, the simulated concentrations of pinonaldehyde are reduced due to
the wall loss (see Fig. 4.6b), which slightly increases the underestimation of pinonaldehyde
3http://iupac.pole-ether.fr/htdocs/datasheets/pdf/Ox_VOC8_O3_apinene.pdf
4http://mcm.leeds.ac.uk/MCM/
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Figure 4.5: Simulation results for the gas-phase concentrations using the absorptive parti-
tioning approach neglecting wall losses without (solid red line) and with (dashed
blue line) consideration of HOMs in the gas-phase chemistry mechanism in
comparison with measurements from LEAK (black dots). Gas-phase concen-
trations for the reactants a) α-pinene and b) ozone are shown as well as a first-
order reaction product c) pinonaldehyde. d) Rate coefficients for the reaction
of α-pinene with ozone from MCMv3.3.1 (http://mcm.leeds.ac.uk/MCM/,
blue line), MCMv3.2 (red line), Atkinson et al. (1982) (black line), Atkinson
(1997) (purple line), Tillmann et al. (2009) (dashed red line), and Khamaganov
and Hites (2001) (dashed blue line valid for 288K≤T≤ 363K and black line
valid for 288K≤T≤ 343K).
by the model. The branching ratios within the utilized gas-phase chemistry mechanism
might be improved because higher pinonaldehyde gas yields have been measured by Berndt
et al. (2003). It is shown that the consideration of the vapor wall loss has a significant
impact on the simulated gas-phase concentrations of α-pinene.
After evaluation of the gas-phase concentrations, the simulated SOA mass was compared
to the measured SOA mass from the LEAK experiment. Figure 4.7a shows the simulated
SOA mass with and without consideration of HOMs to evaluate the modification on the
gas-phase chemistry mechanism with measurements. For this simulations, a low initial
organic aerosol mass concentration (OM0 = 10−3 g g−1) has been initialized as indicated
in Sect. 4.1.1. Without consideration of HOMs, the initial increase of the SOA mass at the
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Figure 4.6: Simulation results using the absorptive partitioning approach with wall losses
for the gas-phase concentrations with consideration of HOMs (solid blue line)
in the gas-phase chemistry mechanism in comparison with measurements from
LEAK (black dots). Gas-phase concentrations for a) the reactant α-pinene
and b) the first-order reaction product pinonaldehyde.
beginning of the experiment is not captured by the model. The SOA mass increases with a
time delay and at the end of the simulation time, the simulated SOA mass nearly reaches
a value included in the 5% measurement uncertainty of the experimental determined SOA
mass. However, the time course of the simulated SOA mass increase is not similar to the
experimentally observed values. The simulation under consideration of HOMs leads to a
slightly earlier organic mass increase than without consideration of HOMs (see Fig. 4.7a).
Additionally, the increase of the SOA mass is faster. After 1 h of simulation time, the
simulated SOA mass exceeds the measured values despite the considered measurement
uncertainty for the LEAK experiment. The overestimation of the SOA mass by the model
persists till the end of the experiment time. Thus, for the simulation under consideration
of HOMs an improvement of the early SOA mass formation is achieved, but overall the
SOA mass is overestimated by about 5µgm−3 (≈ 30% overprediction with regard to the
measured SOA mass). Supplementary to that, the relative contribution of HOMs to the
total SOA mass is investigated. Figure 4.8a shows that at the beginning of the simulation
time, HOMs provide about 68% of the formed SOA mass. Due to their low vapor pressure,
HOMs partition quite fast into the particle phase and serve as organic medium for the
existing SVOCs to condense. At 2.5 h simulation time, the relative contribution of HOMs
amounts about 30% of the organic mass and the remaining 70% are provided by the
SVOCs (cf. Fig. 4.8a).
In a second step, the influence of the wall losses on the simulation results have been
examined. For this purpose, only the gas-phase chemistry mechanism with HOMs is
applied because otherwise the wall losses will solely result in an increased underprediction
of the SOA mass. Figure 4.7b shows the simulated SOA mass with consideration of
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Figure 4.7: Simulation of the SOA mass for α-pinene ozonolysis in the LEAK chamber
experiment with and without wall loss for the absorptive partitioning approach;
a) SOA mass simulated with and without consideration of HOMs neglecting
wall loss compared to the measured SOA mass from the LEAK experiment.
b) SOA mass with consideration of HOMs, but including wall loss for particles
and gaseous organic compounds. All simulations have been performed with
an initial particulate organic mass concentrations OM0 = 10−3 g g−1. The
error bars for the LEAK measurements of the SOA mass present the 5%
measurement uncertainty.
wall losses. Only 54% of the originally simulated SOA mass are formed after 3 h when
wall losses are considered. The impact of the wall losses markedly appears after about
45min experiment time (cf. Fig. 4.7b) because the SOA mass deviates significantly from
the simulation without wall losses, where the observed values have been overpredicted
at this time (cf. Fig. 4.7a). Within the ongoing simulation with included wall losses,
an asymptotical course of the SOA mass is reached until 2 h of experiment time and
then the concentration decreases by about 1µgm−3 within the last hour. The simulated
SOA mass covers about 63% of the measured organic mass concentration (cf. Fig. 4.7b)
and, therefore, underestimates the observed SOA mass though HOMs are considered.
Generally, the wall losses constitute an important sink of organic vapors and particles,
where for LEAK the deposition of particles represents the major part. The simulations
have been shown that wall losses have to be included for the simulation of chamber studies.
This finding is consistent with investigations of Zhang et al. (2014); La et al. (2016) and
Schwantes et al. (2017), which also recommend a detailed characterization of the wall
losses by measurements.
The SOA growth in the LEAK chamber experiment is seen more directly by plotting
the SOA mass (∆Mo) as a function of the hydrocarbon reacted (∆HC) over the course
of the experiment (known as time-dependent growth curve, e.g. Ng et al. (2006), see
Fig. 4.8b). From the measurements a direct formation of organic mass can be obtained
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Figure 4.8: a) Relative contribution of HOMs and SVOCs to the SOA mass and b) growth
curves (∆M0 versus ∆HC) for simulating α-pinene ozonolysis for a LEAK cham-
ber study.
because with reacted hydrocarbon the organic mass immediately increases. In contrast,
the model simulations does not resolve this behavior as the increase of the simulated
organic mass occurs after consumption of 20µgm−3 hydrocarbon. Without consideration
of wall losses, the slope of ∆Mo vs. ∆HC is sharper than that from the experimental
results (cf. Fig. 4.8b). Otherwise, the increase of ∆Mo vs. ∆HC is underestimated when
considering the wall losses in the model. Figure 4.8b might indicate for the simulation, that
the consumed hydrocarbon is converted in reaction products that not effectively enough
partition into the particle phase.
4.1.2.3 β-Pinene ozonolysis
For further evaluation of the absorptive partitioning approach, a β-pinene ozonolysis ex-
periment in LEAK was chosen without an OH scavenger. The main information for this
experiment is summarized in Table 4.3 and is considered in the initialization of the model
for the concentrations, inorganic seed mass, temperature, and humidity. The simulations
have been conducted with and without consideration of HOMs in the gas-phase chem-
istry mechanism (see Table A.4, reactions 1a and 3a without HOMs and 1b and 3b with
HOMs) to investigate their effect in comparison with the results from the LEAK chamber
experiment.
Figure 4.9a shows the results for the SOA mass formation. The measured SOA mass
for the LEAK chamber experiment is not captured by the model simulations. For the
simulations neglecting wall losses, the SOA formation starts after about 1 h of simulation
time regardless of the consideration of HOMs. For the simulation under consideration of
the HOM compounds, about 3µgm−3 SOA is formed in 3.5 h. Without consideration of
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Table 4.3: Initial reactant concentrations and ambient conditions for the α-pinene ozonol-
ysis experiment in the LEAK aerosol chamber.
Parameter Value Additional information
β-Pinene concentration 100.0 ppb Monitored by PTR-MS
Ozone concentration 58.8 ppb Monitored by 49c Ozone Analyzer, Thermo
Scientific, USA
Temperature 293K Constant over experiment duration
Relative humidity 54% Constant over experiment duration
Initial seed mass 40µgm−3 Ammonium sulfate
Experiment duration 210min
HOMs about 2.5µgm−3 organic mass is formed, thus, 20% more organic mass is simu-
lated, when the gas-phase chemistry mechanism comprises HOMs. Figure 4.9b displays
the relative contribution of HOMs to the organic mass and at the early SOA formation,
HOMs contribute 90% to the organic particle mass. After this short initial peak, the
contribution of this compound group decreases quite sharp to a value below 20%. The
temporal course of the relative contribution of the HOMs to the organic mass deviates
from that observed for α-pinene (cf. Fig. 4.8 in Sect. 4.1.2.2). For HOMs of β-pinene
oxidation, the initial relative contribution is higher and decreases faster to a lower value
than the relative contribution of HOMs for α-pinene ozonolysis. However, the effect is the
same as indicated before, the HOMs partition first into the particle phase and provide an
organic medium for the SVOCs. Compared to the HOMs, the SVOCs enter time-delayed
the particle phase, but predominantly contribute to the organic aerosol mass. However, as
the simulations demonstrate, HOMs do not have the same impact for β-pinene ozonolysis
as seen for α-pinene ozonolysis. This result is supported by the results of the study from
Tu and Johnston (2017), which has investigated the molecular composition of SOA formed
from β-pinene ozonolysis. The analysis of the SOA particles have shown that ELVOCs5
are inefficiently produced for the ozonolysis of β-pinene. This fact might be caused due
to the exocyclic double bond contained in the β-pinene molecules. Ehn et al. (2014)
already proposed that the HOM yield is lower for β-pinene than that for α-pinene. Tu
and Johnston (2017) further state, that the most products from the β-pinene ozonolysis
are volatile or semi-volatile and that oligomerization in the particle phase is more likely
than effective contribution of HOMs. However, the oligomerization in the particle phase
might only start as a certain particle size is reached. Oligomer products with more than 18
carbon atoms indicate the existence of particle-phase reactions (Tu and Johnston, 2017).
The accretion chemistry is a volume limited process and the related reaction rates are not
5Within the publication of Tu and Johnston (2017), the highly oxygenated molecules are denoted as
ELVOCs and the term HOMs is not utilized. At the moment, both terms are used parallel in the literature
to describe such compounds with a high state of functionalization, although the work of Kurtén et al.
(2016) indicates that the HOMs might not be extremely low volatile.
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Figure 4.9: Simulation of the SOA mass using the absorptive partitioning approach for
β-pinene ozonolysis in the LEAK chamber experiment; a) SOA mass sim-
ulated with (blue solid line) and without consideration (red solid line) of
HOMs neglecting wall losses and with HOMS as well as considered wall losses
(purple solid line) for an initial particulate organic mass concentrations of
OM0 = 10
−3 g g−1. The results are compared to the measured SOA mass
from the LEAK experiment, where the error bars for SOA mass present the
5% measurement uncertainty; b) Relative contribution of HOMs and SVOCs
to the SOA mass for simulating β-pinene ozonolysis for the simulation neglect-
ing wall losses.
well investigated until now. Nevertheless, the measured organic mass for the β-pinene
ozonolysis of about 20µgm−3 is highly underestimated by the model. When considering
the wall losses of particles and organic vapors in the simulation of the β-pinene ozonolysis
chamber study, almost no SOA formation is simulated (cf. Fig. 4.9a) because deposition
of particles as well as vapors on the chamber walls consume this amount. Moreover, the
quite low or negligible simulated organic aerosol mass might be inferred from the vapor
pressure estimates for the SVOCs that results in no effective partitioning into the particle
phase. The underestimation of the SOA mass by the model, seems to be caused by not
sufficient formation of low volatile or semi-volatile compounds in the gas-phase. There-
fore, the equilibrium between the gas and the particle is reached already for a low SOA
mass and the simulations underestimate the observed values. Jaoui and Kamens (2003)
provide an overview of reaction products for β-pinene ozonolysis where the formation of
10-hydroxypinonic acid and 1-hydroxynopinone are proposed additional to the products in
the utilized gas-phase chemistry mechanism. 10-Hydroxypinonic acid is only contained in
the gas-phase chemistry mechanism for α-pinene and is due to its low vapor pressure likely
to partition into the particle phase. The consideration of one additional compound might
not close the gap between the simulations and the measurements, but is an indication
for possible enhancements of the chemical reactions in the gas-phase. Additional to that,
the particle reactivity as indicated by Tu and Johnston (2017) as well as particle surface
processes caused by the ambient relative humidity (von Hessberg et al., 2009) might affect
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Figure 4.10: Simulation results for the gas-phase concentrations using the absorptive par-
titioning approach without (solid blue line) and with (dashed purple line) con-
sideration of wall losses in comparison with measurements from LEAK (black
dots) with 5% measurement uncertainty (gray shaded area). Both simula-
tions have been performed with consideration of HOMs. Gas-phase concen-
trations for the reactants a) β-pinene and b) ozone as well as a first-order
reaction product c) nopinone are shown. d) Rate coefficients for the reaction
of β-pinene with ozone from MCMv3.3.1 (http://mcm.leeds.ac.uk/MCM/,
red line) and Khamaganov and Hites (2001) (blue line).
SOA formation.
Additionally, the simulated gas-phase concentrations of β-pinene, ozone, and the first-order
product nopinone are compared to the measured concentrations. Figure 4.10 displays the
model results of the gas-phase concentrations for the three compounds from the simula-
tions with and without wall losses in comparison with the measurements from the LEAK
chamber study. Neglecting the wall losses, the simulated depletion of β-pinene is in quite
good agreement with the measured concentrations (see Fig. 4.10a). However under con-
sideration of the wall losses, the simulated β-pinene concentration decreases faster than
the measured values. This behavior is very pronounced after 1 h of simulation time. This
effect of the wall losses was also observed for α-pinene in Sect. 4.1.2.2. The reduction
of ozone is slightly slower for the simulated concentrations than observed for the chamber
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experiment (see Fig. 4.10b) and becomes more distinct for the simulation with wall losses.
This can be explained by the lower concentrations of β-pinene and SVOCs, which causes
less reaction with ozone. However, the simulated concentrations for β-pinene and ozone
deviate in different directions from the measurements and this complicates the search of
the reason for this discrepancy. On the one hand, the vapor wall loss of β-pinene can be
overestimated and can cause both differences. A further reason for the deviation could
be the utilized rate coefficient for the reaction of β-pinene with ozone. In the gas-phase
chemistry mechanism of Chen and Griffin (2005), a constant value have been chosen,
k = 1.5 · 10−17 cm3 molecule−1 s−1, according to Atkinson (1997). This value was also
utilized in MCMv3.26. The preferred relation of the IUPAC data base7, which is also
utilized in MCMv3.3.1, is k = 1.35 · 10−15 exp (−1270/T ) cm3 molecule−1 s−1 within the
temperature range of 290 – 370K (see Fig. 4.10d). The updated relation was utilized in
this work and yields k = 1.77 · 10−17 cm3 molecule−1 s−1 for 293.15K, which is slightly
higher than the value of Atkinson (1997). An alternative relation is indicated by Kham-
aganov and Hites (2001) with k = 1.63 · 10−15 exp [(−1273± 84)/T ] cm3 molecule−1 s−1,
valid for a temperature range of 298 – 363K. This relation yields a rate coefficient of
k = 2.12 · 10−17 +7.03·10−18−5.28·10−18 cm3 molecule−1 s−1 for 293.15K, where the upper value is higher
than that for the recommended value from the IUPAC database. However, the proposed
relation of Khamaganov and Hites (2001) is not valid for the experiment temperature and
for this reason, the value from the IUPAC database is utilized. Moreover, the updated
rate coefficient already improved the results for the ozone concentration compared to the
value of Atkinson (1997) (not shown here). However, the underestimated β-pinene con-
centration will not be improved by the increased reaction rate coefficient for the reaction
with ozone.
The measured concentrations of nopinone are underestimated after half an hour (see
Fig. 4.10c) and the final underestimation is larger for the simulation with wall losses.
Nopinone has a high vapor pressure and, therefore, not effectively partitions into the
particle phase. Consequently, the particle phase is not a sink for nopinone in the model.
In the chamber experiment, the nopinone concentration is measured by a PTR-MS at
m/z 139 ([M + H]+). With this measurement technique, only the concentration for a
distinct mass-to-charge-ratio can be quantified and, thus, also other species or compound
fragments with m/z 139 can contribute to this signal. Nopinone is a first-order product
and is formed at the beginning of the experiment. Interfering compounds or fragments
might formed later and can cause the underestimation of the gas-phase concentration of
nopinone by the model after 0.5 h (see Fig. 4.10c). The consideration of HOMs causes
6http://mcm.leeds.ac.uk/MCM/
7http://iupac.pole-ether.fr/htdocs/datasheets/pdf/Ox_VOC19_O3_bpinene.pdf
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only a slight reduction of the nopinone concentration and the β-pinene as well as ozone
concentrations is unchanged. Therefore, the gas-phase concentrations for the simulation
without HOMs are not shown here.
4.2 Results for the kinetic partitioning approach
4.2.1 Sensitivity studies on SOA formation
4.2.1.1 Overview of performed sensitivity studies
According to Eq. (3.65) the formed SOA mass predominantly depends on the following
parameters: particle-phase bulk diffusion coefficient Db, pseudo-first-order rate constant
for particle-phase reactions kc, particle radius rp, initial particle-phase organic mass concen-
tration OM0, and the mass accommodation coefficient αg. Sensitivity studies have been
performed to characterize the influence of these five parameters on the SOA formation.
The sensitivity studies have been limited to a single size section m of particles. Unimodal
and mutlimodal simulations have been performed later in this work (see Sects. 4.2.4 and
4.2.5), respectively, but for the conducted sensitivity studies, the consideration of a poly-
disperse or multimodal aerosol distribution will increase the degree of freedom as well as
the complexity. Furthermore, for the subsequent simulation of the LEAK chamber studies,
this feature was not required because of the nearly monodisperse aerosol spectrum existent
within this experiment. An overview of the parameters evaluated in the sensitivity studies is
given in Table 4.4. For all case studies except for case studies 5 and 8 of Table 4.4, the par-
ticles are formed by an organic compound P1 with a molar mass of MWP1 = 132 gmol
−1
(that means OM0 = 1 g g−1). Case study 6 of Table 4.4 refer to the consideration of
HOMs in the gas-phase chemistry mechanism. Case study 7 and 8 of Table 4.4 indicate
further developments of the kinetic partitioning approach by backward reactions and a
composition-dependent bulk diffusion coefficient in the particle phase, respectively. The
concept of the performed sensitivity studies is based on the studies contained in Gatzsche
et al. (2017b), where the kinetic partitioning approach of Zaveri et al. (2014) have been
utilized. In the present study, the transient term is additionally considered and, therefore,
the case differentiation according to the particle reactivity is not required as in Gatzsche
et al. (2017b). Consequently, the treatment of the partitioning of the organic compounds
in the particle phase is now consistent to the interchange between the gas and aqueous
phase.
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Table 4.4: Varied model parameters in the sensitivity studies, where some cross-checks
concerning the sensitivity have been conducted.
# Main param.
varied
Range Additional
param. varied
Adjusted values Remarks
1 Db in m2 s−1 10−9 – 10−21 kc in s−1 1, 10−2, 10−4, 10−6 rp = 100 nm
2 kc in s−1 1 – 10−6 Db in m2 s−1 10−12, 10−14, 10−18 rp = 100 nm
3a αg 1 – 10−2 Db in m2 s−1 & 10−12, 10−18 rp = 100 nm
3b kc in s−1 1, 10−2, 10−4 rp = 100 nm
4a rp in nm 20 – 240 kc in s−1 & 1, 10−4
4b Db in m2 s−1 10−12, 10−18
5a OM0 in g g−1 10−2 – 1.0 kc in s−1 & 1, 10−6 rp = 100 nm
5b Db in m2 s−1 10−12, 10−18
6a HOMs kc in s−1 & 1, 10−2, 10−4, 10−6 rp = 100 nm
6b considered† Db in m2 s−1 10−12, 10−14, 10−18
7 kb in s−1 ∗ 1 – 10−6 kc in s−1 1, 10−2, 10−4 Db = 10−12 m2 s−1,
rp = 100 nm
8a Dorg in m2 s−1 ‡ kc in s−1 1, 10−2, 10−4, 10−6 rp = 100 nm
8b rp = 35 nm
All studies have been performed with a particle number of N = 5 · 109 m−3
† See reactions 1b and 3b in Table A.2 in Appendix A.3
∗ Implementation of backward reactions in the particle phase, for more details see Sect. 4.2.1.8
‡ Implementation of a composition-dependent particle-phase bulk diffusion coefficient, for more details
see Sect. 4.2.1.9
4.2.1.2 Impact of the particle-phase bulk diffusion coefficient Db
To investigate the influence of the particle-phase state on SOA formation, the particle-
phase bulk diffusion coefficient Db was varied from 10−9 to 10−21 m2 s−1 (see Table 4.4,
study 1). This range covers liquid particles, e.g., droplets with dissolved salts associ-
ated with Db = 10−9 m2 s−1, and semi-solid/viscous particles starting at about Db <
10−15 m2 s−1 and ending up with Db = 10−21 m2 s−1. The latter value corresponds to a par-
ticle with the texture of pitch (Koop et al., 2011). The model results for the variation of Db
are shown in Fig. 4.11. For fast particle-phase reactions kc = 1 s−1, the highest SOA mass
is observed in liquid particles, 10−9 m2 s−1 ≥ Db ≥ 10−15 m2 s−1 (cf. Fig. 4.11a). Further,
a rapid SOA formation is achieved and an equilibrium with the gas phase occur within 24 h.
Semi-solid particles, with bulk diffusion coefficients 10−16 m2 s−1 ≥ Db ≥ 10−18 m2 s−1,
form a similar SOA mass as liquid particles under the considered reaction regime, but the
partitioning into the particle phase is slightly slower. Particles with bulk diffusion coeffi-
cientsDb ≤ 10−19 m2 s−1 exhibit a markedly delayed SOA formation and a lower total SOA
mass compared to liquid particles (see Fig. 4.11a). For particles with Db = 10−21 m2 s−1,
the SOA mass is reduced by about 45% compared to liquid particles. For slow particle-
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Figure 4.11: Simulated SOA mass for different particle-phase bulk diffusion coefficients
in the range of Db: 10−9–10−21 m2 s−1 (model case 1 of Table 4.4) using a
particle reaction rate constant of a) kc = 1 s−1 and b) kc = 10−6 s−1.
phase reactions, different results for the variation of the particle-phase bulk diffusion co-
efficient are achieved (compare Fig. 4.11b). For Db ≥ 10−18 m2 s−1, the highest SOA
mass is formed, whereby partitioning is performed equally quickly. For Db = 10−19 m2 s−1,
slightly slower partitioning with a similar SOA mass yield, compared to the more diffu-
sive particles, is observed. However, for Db < 10−19 m2 s−1 slower partitioning takes
place and the SOA mass reduced by about 26% for Db = 10−21 m2 s−1. The results for
both reaction regimes can be explained with consideration of Figs. 4.12a and 4.12b. The
rate of the partitioning organic mass is limited by the term "Qi − U˜i(t)" (cf. Eq. 3.65).
Thereby, Fig. 4.12b indicates how long the approximated transient term U˜i(t) influences
the partitioning flux. It is inferred that U˜i(t) becomes negligible within less than 1 h for
Db ≥ 10−18 m2 s−1 or kc ≥ 5 · 10−4 s−1. If Db ≥ 10−17 m2 s−1 or kc ≥ 10−3 s−1, U˜i(t)
disappears already within 10min. After passing these times, only the steady-state term Qi
influences the partitioning flux and from Fig. 4.12a the relevant values can be obtained.
For slow particle-phase reactions kc = 10−6 s−1 and Db > 10−19 m2 s−1, it holds Qi = 1.0
and, therefore, similar SOA mass yields are observed in Fig. 4.11b under these conditions.
For fast particle-phase reactions kc = 1 s−1 and Db ≥ 10−13 m2 s−1, the steady-state
term reaches unity and infers the similar SOA mass yields for these parameters depicted
in Fig. 4.11a.
Viscosity measurements have mostly shown that organic aerosols become semi-solid when
relative humidity drops below ≈ 80% (Renbaum-Wolff et al., 2013a; Zhang et al., 2015;
Grayson et al., 2015). Afterwards, measured viscosity values were converted in diffu-
sion coefficients via the Stokes–Einstein relation (Einstein, 1956). As a result, calculated
particle-phase bulk diffusion coefficients for RH< 80% are lower than 5 · 10−14 m2 s−1
(Renbaum-Wolff et al., 2013a), which implies semi-solid organic aerosols. Diffusivity mea-
surements of volatile organics in single sucrose aerosol particles of Bastelberger et al.
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Figure 4.12: a) Steady-state term Qi and b) timescale to reach quasi steady-state τQSS
for various particle-phase reaction rate constants kc as well as bulk diffusion
coefficients Db. Both figures are created for a particle radius of rp = 100 nm.
The quasi steady-state timescale τQSS is calculated under consideration of
Eq. (3.61).
(2017) result in particle-phase bulk diffusion coefficients of about Db = 8 · 10−16 m2 s−1
for a water activity of about aw = 0.44. When comparing this value to the measurements of
Renbaum-Wolff et al. (2013a) at 45% relative humidity8, the lower limits of bulk viscosity
and, therefore, the upper limits of bulk diffusivity, determined by poke-flow measurements,
are similar to that from the diffusivity measurements. For about aw = 0.26, the diffusivity
measurements of Bastelberger et al. (2017) yields about Db = 2 ·10−19 m2 s−1, which also
corresponds to the upper diffusivity values inferred from Renbaum-Wolff et al. (2013a) for
a similar relative humidity. However, the diffusivity measurements by Bastelberger et al.
(2017) might be seen almost as an approximation because the particle matrix is formed
of sucrose and not of organics. Transferring the bulk diffusion coefficients of sucrose par-
ticles on SOA particles assumes that their molecular properties are comparable. At least
both measurements seem to overlap in the comparable range of relative humidity, whereby
large measurement uncertainties and conversion inaccuracies have to keep in mind for the
results from Renbaum-Wolff et al. (2013a). Generally, both methods might reflect the
situation for finished SOA formation and especially for chamber studies under utilization
of deliquescent seed particles, the initial particle-phase bulk diffusion coefficient might be
orders of magnitude larger.
8Activity coefficients are not known for the study of Renbaum-Wolff et al. (2013a).
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4.2.1.3 Importance of the pseudo-first-order rate constant of particle-phase
reactions kc
The pseudo-first-order rate constant of particle-phase reactions kc has been varied from 1
to 10−6 s−1 to examine the influence of high and low particle-phase reactivity on SOA for-
mation in the second sensitivity study (see Table 4.4, study 2). As indicated in Eq. (3.43),
the organic compounds, which are partitioned from the gas phase into the particle phase,
can further react in the particle phase according to a constant reaction rate constant
kc. The organic compounds partitioned from the gas into the particle phase are named p-
products. The products, which have been caused due to the reactions in the particle phase,
are termed r-products. The r-products do not stay in equilibrium with the gas-phase com-
pounds and, therefore, cannot evaporate from the particle phase. The r-products comprise
particle-phase compounds resulting from aging of the condensed organic compounds (e.g.,
dimers, trimers, or oligomers). Figure 4.13 depicts the results of the particle-phase rate
constant variation for liquid and semi-solid particles. A higher rate constant leads to an
increased SOA mass independent of the phase state. The pseudo-first-order rate constant
can also be understood as a reactive SOA uptake. The efficiency of this reactive uptake
is different for liquid and semi-solid particles. For liquid particles (Db = 10−12 m2 s−1), the
mass enhancement factor is about 4 for a particle-phase reaction rate constant 7 orders
of magnitude higher (cf. Fig. 4.13a). This means that the SOA mass is increased due to a
higher particle-phase reactivity, since the organic mass is shifted more effectively from the
partitioning products (p-products) to the reacted products (r-products). For semi-solid
particles, the kinetic partitioning approach is predominantly sensitive for particle-phase
reactions as indicated in Fig. 4.12. The particle-phase-diffusion-limited partitioning for
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Figure 4.13: Simulated SOA mass for different pseudo-first-order rate constants of
particle-phase reactions kc (model case 2 of Table 4.4) using particle-phase
bulk diffusion coefficients for a) liquid (Db = 10−12 m2 s−1) and b) semi-solid
(Db = 10−18 m2 s−1) aerosol particles.
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the viscous aerosol particles has been step-wise raised due to the increased particle-phase
reaction rate constant (see Fig. 4.13b). The mass enhancement factor is about 3 for a re-
activity 7 orders of magnitude higher. As a result, a higher pseudo-first-order rate constant
for a chemical particle-phase reaction leads to a distinct increase in SOA mass. Processes
such as dimerization, oligomerization, or other SOA aging processes can be represented
in SOA models by means of particle-phase reactions. Rate constants for oligomerization
processes are not well characterized and only estimates from product studies exist. For ex-
ample, Hosny et al. (2016) simulated the evolution of oleic acid droplets with the KM-SUB
kinetic multilayer model (Shiraiwa et al., 2010) including monomer to tetramer products
for the ozonolysis of oleic acid, comparing the results with experimental data.
4.2.1.4 Influence of the particle radius rp
The effect of the variation of the particle radius rp in the range from 20 to 240 nm on
SOA formation is analyzed in this subsection. Additionally, the particle-phase bulk diffusion
coefficient and the particle-phase reaction rate constant have been varied to characterize
the influence of the different parameters on the SOA formation for different particle sizes
(see Table 4.4, model studies 4a and 4b). The influence of the particle radius on the SOA
formation is moderate for liquid aerosol particles (Db = 10−12 m2 s−1) when particle-phase
reactions are fast (Fig. 4.14a). For a particle about 12-fold larger, the total SOA mass
increase is less than 5%. Considering moderate particle-phase reactions, the increase in
SOA mass caused by the larger particle size is about 54% (see Fig. 4.14b). For semi-solid
particles and moderate particle-phase reactions, a similar trend is observed (see Fig. C.2b
in Appendix C.2). Also for fast particle-phase reactions and semi-solid aerosol particles,
the mass increase is about 50% (cf. Fig. C.2b in Appendix C).
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Figure 4.14: Model results of SOA mass for the variation of the particle radius rp in liq-
uid aerosol particles (Db = 10−12 m2 s−1, case 4a of Table 4.4) for a) fast
(kc = 1 s−1) and b) moderate (kc = 10−4 s−1) particle-phase reaction rate
constants.
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Figure 4.15: Normalized increase in organic mass for the variation of the particle radius rp
in liquid aerosol particles (Db = 10−12 m2 s−1, case 4a of Table 4.4) for a) fast
(kc = 1 s−1) and b) moderate (kc = 10−4 s−1) particle-phase reaction rate
constants. M0 indicates the initial organic aerosol concentration in µgm−3.
Furthermore, the normalized increase in organic mass is highest for the smallest particles
independent of particle-phase diffusivity and reactivity (Fig. 4.15 and Fig. C.3 in Appendix
C.2). This means smaller particles are characterized by a more effective uptake of organic
mass related to the initial organic aerosol mass. This finding agrees with the surface
ratio between smaller and larger particles. The influence of the particle radius rp on SOA
formation is characterized as moderate but noticeable for liquid aerosol particles and fast
particle-phase reactions. However, for a moderate particle-phase reactivity as well as semi-
solid particles, the increase of the SOA mass by larger particle sizes is about 50%. The
influence of the particle size is smaller compared to the particle-phase reactivity.
4.2.1.5 Impact of the initial organic mass concentration in the particle phase OM0
Organic material in the aerosol phase serves as an absorptive medium for organic gaseous
compounds (see Eq. 3.65, Mo(t = 0) = M0 in µgm−3). In order to investigate the
dependency of the SOA formation from the initial organic aerosol mass concentration
OM0, the initial value has been varied from 10−2 to 1.0 g g−1 (see Table 4.4, model studies
5a and 5b). Which means that the organic amount of the aerosol mass varies between
1% and 100% for this sensitivity study. Figure 4.16 shows the results for the variation
of the initial organic mass for liquid particles, Db = 10−12 m2 s−1, and a varied particle-
phase reactivity. For liquid particles with a high particle-phase reactivity (cf. Fig. 4.16a),
the initial organic mass concentration has a marginal influence on the formed total SOA
mass. Overall high organic mass concentrations occur regardless of the initialized organic
mass concentration. Using OM0 = 10−2 g g−1, the SOA mass increases slightly delayed in
comparison to the other simulations. When the particle-phase reactions become negligible
(kc = 10−6 s−1), the influence of the initial organic mass concentration on the formed
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SOA mass increases. Thus, the partitioning is delayed for smaller initial organic mass
concentrations not only, but also the total formed SOA mass is decreased (cf. Fig. 4.16a).
Considering OM0 = 10−2 g g−1, only about 70% of the SOA mass of that using OM0 =
1 g g−1 is simulated. For semi-solid aerosol particles and the slow particle-phase reactions,
the same trend can be observed (see Fig. C.4b in Appendix C.2). Furthermore, semi-solid
particles with fast particle-phase reactions exhibit a noticeable sensitivity on the initial
organic aerosol mass concentration (see Fig. C.4a in Appendix C.2). Only 60% of the
maximal SOA mass are formed when OM0 = 10−2 g g−1 is used and the partitioning is
markedly delayed. Generally, it is noted that a small initial organic particle mass is required
for the computation of the equilibrium term, otherwise the partitioning term cannot be
calculated (see Eq. 3.65). This approach is appropriate under ambient conditions where
organic aerosol emissions are considered. From Eq. (3.65) also the delayed partitioning
due to small values of M0 can be explained. Combined with values of Qi < 1 the effect of
the reduced initial organic aerosol mass concentration is more pronounced than for Qi = 1.
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Figure 4.16: Simulated SOA mass formation for different initial particle phase organic
mass concentrations OM0 (model case 5a of Table 1) for liquid aerosol
particles (Db = 10−12 m2 s−1) using a) fast (kc = 1 s−1) and b) negligible
(kc = 10−6 s−1) particle-phase reactions.
4.2.1.6 Influence of the gas-phase mass accomodation coefficient αg
An additional parameter influencing the SOA formation represents the gas-phase mass
accommodation coefficient (see Eq. 3.38), which is is the ratio of number of the molecules
entering the aerosol phase to the number of molecular collisions with the surface (Seinfeld
and Pandis, 2006). This section investigates the sensitivity of SOA formation on the
applied mass accommodation coefficient αg of the gas phase. In the literature different
values for the mass accommodation coefficient have been proposed for the uptake of
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organic compounds in organic particles/on organic surfaces. Experimental studies show
different results than model studies. Saleh et al. (2012) propose an approximate value
of αg = 0.4 from evaporation studies for semi-volatile organic aerosols. In the review
of Davidovits et al. (2006) concerning measured mass accommodation coefficients, the
uptake values of organic species (e.g., acetic acid, α-pinene, γ-terpinene, p-cymene, and
2-methyl-2-hexanol) on 1-octanol surfaces are summarized. The mass accommodation
coefficients are in the range of 0.12 and 0.4 for 265K, where for α-pinene only a lower
limit with αg > 0.1 is given. Moreover, Julin et al. (2014) have been combined expansion
chamber measurements and molecular dynamics simulations for the determination of the
mass accommodation coefficient, where bulk and surface mass accommodation coefficients
have been distinguished. The probed organic substances were in liquid, semi-solid or
solid phase state. Julin et al. (2014) report surface accommodation coefficients near
unity (0.96 ≤ αs ≤ 1) and the bulk mass accommodation coefficients in the range of
0.14 ≤ αb ≤ 1. However, Julin et al. (2014) state that the conservative lower limits of the
bulk mass accommodation coefficients are not very likely, due to the short simulation time
scales. For the calculation of the lower limit for the bulk mass accommodation coefficient,
Julin et al. (2014) assumed that adsorbed molecules will never enter the particle bulk, and
therefore, only absorbed molecules reach the particle bulk. Whereas, the near unity values
are calculated via using the standard definition of the mass accommodation coefficient.
According to this wide spread of reported values of the mass accommodation coefficient,
αg have been varied from 1 to 10−2 for all organic compounds. Further, these sensitiv-
ity studies have been investigated for different particle-phase bulk diffusion coefficients
and pseudo-first-order rate constants (see model cases 3a and 3b in Table 4.4). Figure
4.17 shows the results of SOA formation for different mass accommodation coefficients
for liquid aerosol particles. The total SOA mass after 6 h simulation time is equal for
the different gas-phase mass accommodation coefficients regardless of particle-phase re-
activity. For αg = 10−1, no difference to the simulation with αg = 1 is observed for
the whole simulation time (cf. Fig. 4.17). For αg = 10−2 small deviations occur at the
beginning of the simulation time and the SOA mass is slightly smaller. However, after
3 h of simulation time this concentration difference is diminished. For semi-solid aerosol
particles (Db = 10−18 m2 s−1, see Fig. C.5 in Appendix C.2), a similar trend is observed,
where the concentration differences between the simulations using αg = 10−2 to that
using αg = 1/10−1 are slightly smaller. As already mentioned in Sect. 3.2.3, an approx-
imation of the interfacial mass accommodation coefficient have been considered for the
implemented partitioning approach, which might become significant at Kn ≈ 1 (resulting
in 15% relative deviation, Sander, 1999). Furthermore, Sander (1999) also provides a
relation between the herein utilized mass transfer coefficient kg+int and the correct mass
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transfer coefficient (kFSg+int) provided by Fuchs and Sutugin (1971)
kFSg+int − kg+int
kFSg+int
=
0.62(
1 +
rp
λ
) (
1 + 4λ
3αgrp
) . (4.3)
Therein, λ is the mean free path of the vapor molecules. From Eq. (4.3) it can be con-
cluded that the utilized mass transfer coefficient for the gas-phase and the interfacial
transport is always underestimated. Which infers an underestimation of the SOA mass, if
the system is limited by one of both processes here. For particles with rp = 100 nm and
λ = 68 nm (consideration of normal pressure p = 1013.25 hPa and a molecule number
of Nmol = 2.7 · 1019 cm−3), the Knudsen number calculates to Kn = 0.68 and the rela-
tive underestimation of the mass transfer coefficient is 13% for αg = 1.0. Considering
αg = 10
−2 the underestimation reduces to 0.2%. Thus, this might be the reason for the
observed very small differences in the SOA mass for the variation of the gas-phase mass
accommodation coefficient. Furthermore, the characteristic times for the interfacial pro-
cess for particles of rp = 100 nm and molecules with a molar weight of MWi = 180 gmol−1
range from about τint,i : 7 · 10−10 s to 7 · 10−8 s for αg: 1 – 10−2, which infers that in a
fraction of a second interfacial mass transfer is achieved.
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Figure 4.17: Simulated SOA mass for different mass accommodation coefficients for liq-
uid particles (Db = 10−12 m2 s−1, model case 3a of Table 1) using a) fast
particle-phase reactions (kc = 1 s−1) and b) moderate particle-phase reactions
(kc = 10−4 s−1).
4.2.1.7 Importance of HOMs for SOA formation
Recently, ELVOCs (Ehn et al., 2014; Jokinen et al., 2015) and HOMs (Mutzel et al.,
2015; Berndt et al., 2016b) have been found to play a major role in aerosol formation
CHAPTER 4 Results SPACCIM 102
from monoterpenes. Mutzel et al. (2015) have demonstrated the existence of HOMs
during LEAK chamber experiments and ambient measurements at the TROPOS field site
Melpitz. Laboratory measurements of Berndt et al. (2016b) provide molar yields of HOMs
for the α-pinene ozonolysis and α-pinene OH oxidation of 3.4% and 2.4%, respectively.
The existing gas-phase chemistry mechanism of Chen and Griffin (2005) does not consider
the formation of HOMs. Therefore, the mechanism of Chen and Griffin (2005) has been
updated with HOM formation from α-pinene implementing the yields measured by Berndt
et al. (2016b). HOM compounds are lumped to one compound group and added to the
gas-phase chemistry mechanism (see Table A.2, Reactions 1b and 3b). As an estimate for
the vapor pressure of this compound group, the average vapor pressure of the compounds
listed in Table A.6 in Appendix A.3 from COSMO-RS has been taken. To investigate the
influence of HOMs on the SOA mass, the pseudo-first-order rate constant of particle-
phase reactions and the particle-phase bulk diffusion coefficient have been varied (see
Table 4.4, model cases 6a and 6b, for details). Thus, the effect of HOMs is characterized
under different particle-phase conditions and reaction regimes. Here, HOMs are considered
to also react in the particle phase. Recently, they were characterized with almost short
persistence times and the further fate in the particle phase is not known (Krapf et al.,
2016).
The simulation results of Sect. 4.2.1.3 have been chosen as a reference case to character-
ize the influence of HOMs on the formed SOA mass. In Fig. 4.18 the formed SOA mass is
compared for simulations with and without consideration of HOMs under additional varia-
tion of the pseudo-first-order rate constant of particle-phase reactions. For both depicted
phase states, liquid (Db = 10−12 m2 s−1, cf. Fig. 4.18a) and semi-solid (Db = 10−18 m2 s−1,
cf. Fig. 4.18b) the formed SOA mass is always increased due to the consideration of HOMs.
A rapid condensation of HOMs occurs due to their low vapor pressures, which is inferred
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Figure 4.18: Simulated SOA mass including HOMs and additional variation of the pseudo-
first-order rate constant of particle reactions kc (cases 6a and 6b of Table 4.4)
for a) liquid (Db = 10−12 m2 s−1), b) semi-solid (Db = 10−18 m2 s−1) aerosol
particles.
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from their relative contribution to the SOA mass (cf. Fig. 4.19). This circumstance leads
to an effective SOA formation immediately with oxidation of α-pinene, also for semi-solid
particles (Fig. 4.19b). For liquid particles, the initial relative contribution is estimated
to 45% and decreases to 24% till the end of the simulation time (Fig. 4.19a). For
semi-solid particles, the initial relative contribution starts at about 72% and decreases in
the first 30min to 30%. However, also for the semi-solid particles the final contribution
achieve 22% (cf. Fig. 4.19a). In general, HOMs provide about 22% of the simulated
total SOA mass and initiate together with a further low volatile compound (pinic acid,
here not shown) the SOA mass formation. Consequently, condensed HOMs serve as an
organic medium on the particles and support the subsequent condensation of SVOCs on
the particle surfaces. For the chosen pseudo-first-order rate constant of particle reactions
kc = 10
−4 s−1, the remaining SOA mass is contained to about 44% in the p-products and
to 34% in the r-products. Figure 4.19 shows that the mass contributed by the r-products
increases slowly over time. In Gatzsche et al. (2017b) the impact of the different group
contribution methods (SIMPOL, EVAPORATION) on the simulated SOA mass has been
investigated additionally. It was found that the total SOA mass deviates maximally by
11% from the SOA mass formed with COSMO-RS vapor pressure estimates.
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Figure 4.19: Relative contribution of the individual product classes to the simulated or-
ganic mass considering moderate particle-phase reactions, kc = 10−4 s−1, for
a) liquid (Db = 10−12 m2 s−1), b) semi-solid (Db = 10−18 m2 s−1) aerosol par-
ticles. Therein, p-products represent compounds which are partitioned from
the gas phase into the particle phase, and the r-phase includes compounds
which are chemically processed by particle-phase reactions.
4.2.1.8 Representation of reversible SOA formation pathways and their implications
An additional backward reaction for every partitioned species has been implemented to
further improve/refine the approach of pseudo-first-order rate constants and, thus, in-
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vestigate the influence of particle-phase chemical reactions in more detail. Backward
reactions describe the reaction from the aged organic particle-phase compounds to the
original partitioned organic compounds that exchange directly with the gas phase. Or-
ganic aerosol-phase reactions can be irreversible reactions such as oxidation reactions or
reversible reactions such as for instance dimerization/oligomerization (Hallquist et al.,
2009; Ziemann and Atkinson, 2012). For the observed particle-phase dimerization, dif-
ferent possible reaction mechanisms can be found in the literature: (i) hemiacetal for-
mation due to reactions between alcohols and aldehydes or carbonyl compounds (Iinuma
et al., 2004; Ziemann and Atkinson, 2012; Carey and Sundberg, 2007), (ii) peroxyhemi-
acetal formation between hydroperoxides and carbonyl compounds (Tobias and Ziemann,
2000; Ziemann and Atkinson, 2012), (iii) aldol reaction products from the acid-catalyzed
dimerization of a ketone or aldehyde (Carey and Sundberg, 2007; Casale et al., 2007),
and (iv) esterfication due to reactions of carboxylic acids with alcohols (Surratt et al.,
2006; Ziemann and Atkinson, 2012; Carey and Sundberg, 2007). Thermodynamic calcu-
lations indicate ester formation and peroxyhemiacetal formation as most likely (Barsanti
and Pankow, 2006; DePalma et al., 2013) and suggest hemiacetal formation as thermody-
namically unfavorable (Barsanti and Pankow, 2004; DePalma et al., 2013). Therefore, an
irreversible representation of the aerosol chemistry might lead to an overprediction of the
formed SOA mass, which means that it can only be considered as an upper limit approach.
The formed oligomers are complex compounds, which consist of a few monomer units.
The oligomer equilibrium can be influenced by ambient conditions such as the temperature,
relative humidity, and chemical composition of the aerosol. A reversible representation of
oligomerization reactions can be considered by means of an implemented backward reac-
tion. For example, Roldin et al. (2014) also treat the kinetics of the reversible dimerization
with two separate reactions. An advanced kinetic treatment of particle-phase reactions is
utilized considering monomer concentrations combined with second-order rate constants
and dimer first-order degradation rates separated for bulk and surface layers. However,
measurement data concerning dimerization reaction rates are scarce for condensed organic
compounds and vary over several orders of magnitude (Antonovskii and Terent’ev, 1967).
For the sensitivity study concerning the influence of the backward reactions on the pre-
dicted SOA mass, a simplified approach is tested. Therefore, different backward reaction
rate constants for particle-phase reactions have been considered (see Table 4.4, case 7)
in addition to the pseudo-first-order rate constants. The implemented reactions are given
in Table A.5 (reactions 68 – 84) in Appendix A.1. Figure 4.20 shows the influence of the
backward reactions in the liquid particle phase on the formation of SOA. For a backward
reaction rate of kb = 10−6 s−1, the SOA formation is almost equal to the cases without
a backward reaction. The formed SOA concentrations decrease for the cases with fast
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Figure 4.20: Simulated SOA mass including chemical backward reactions with different
rate constants kb in the particle phase for liquid (Db = 10−12 m2 s−1) aerosol
particles (case 7 of Table 4.4) with a) fast chemical reactions in the particle
phase kc = 1 s−1 and b) reduced particle-phase rate constants kc = 10−2 s−1.
The reference simulations for the respective kc without backward reactions
(indicated by “no kb” in the key) are shown with dashed lines.
backward reactions kb ≥ 10−3 s−1. This value is lower than for the reference case with a
10-fold lower chemical rate constant (see Fig. 4.20a and b). Fast particle-phase reactions
(kc =1 s−1, see Fig. 4.20a) combined with backward reactions kb ≥10−2 s−1 induce slower
SOA formation and decrease SOA concentrations with respect to a second reference case
(kc =10−1 s−1). The SOA formation was faster than the base case with kc = 10−1 s−1
at the beginning, when kc = 1 s−1 combined with kb = 10−3 s−1 (cf. Fig. 4.20a). How-
ever, for the model run considering these backward reactions, the formed total SOA mass
is lower than for the reference case without backward reactions. Figure 4.20b reveals a
similar SOA formation for a more moderate chemical rate constant in the particle-phase
kc = 10
−2 s−1 in comparison to the previous results using fast reactions. In combination
with the slowest backward reactions kb = 10−6 s−1, the formed SOA mass is almost equal
to the reference case with kc = 10−2 s−1 and no backward reactions. Model simulations
using backward reaction rate constants of kb ≥10−3 s−1 show lowered SOA production.
The formed SOA mass is lower than the reference case using kc = 10−3 s−1. During the
first hour of the simulation, the SOA formation evolves almost in the same way for all
different cases. Afterwards, the three cases with a slow backward reaction kb = 10−6 –
10−4 s−1 follow the SOA formation of the reference case with kc = 10−2 s−1. The SOA
formation for backward reactions with kb = 10−2 s−1 and kb = 10−3 s−1 behaves in the
same way as described above for fast particle-phase reactions (see Fig. 4.20b).
The implementation of backward particle-phase reactions has the advantage that the ratio
between the organic mass contained in the p- and r-phase (pSOA and rSOA, respectively)
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can be predefined for the stationary case:
kcpSOA = kbrSOA , (4.4)
rSOA =
kc
kb
pSOA . (4.5)
From Eq. 4.4 it can be derived that for equal rates in both directions, the similar amount
of organic mass is contained in both phases. Furthermore, it can be deduced from Eq. 4.4
that 10-times more organic mass is contained in the r-phase than in the p-phase for the
combination of a 10-times faster forward than backward particle-phase reaction. Due
to the circumstance that the kinetic data of the particle-phase reactions is scarce, this
method gives the opportunity to limit the amount contained in the r-phase as well as
consider measured monomer/oligomer amounts. Moreover, investigations of Hall IV and
Johnston (2011) and Gao et al. (2004) indicate that over 50% of the SOA mass is
covered by oligomers as well as a theoretical study of DePalma et al. (2013) based on
thermodynamic calculations predict decomposition of oligomers for significant increased
temperature. Therefore, reversible particle-phase reactions might be needed to resolve
such processes. At least, the implementation of a sufficiently fast backward reaction
related to the forward reaction, preserves an asymptotic curve shape of the SOA mass
for proceeding simulation times. This behavior is also observed during chamber studies
(Ng et al., 2006), which indicate an equilibrium state of the gas and the particle phase
after a proceeding oxidation time and concomitant consumption of the hydrocarbon. For
atmospheric chambers this asymptotic curve shape can be also caused by the wall loss
(gases and particles, Zhang et al., 2014), but this might not be sufficient for fast particle-
phase reactions (see Sect. 4.2.2.1).
4.2.1.9 Impact of a composition-dependent particle-phase bulk diffusion coefficient
This subsection examines the particle-phase bulk diffusion coefficient extensively, namely
the influence of the effective particle-phase bulk diffusion coefficient on SOA formation.
Additional to the implementation and application of a composition-dependent particle-
phase bulk diffusion coefficient, another two aspects which might affect their impact on
SOA formation are investigated. Thus, the particle size and the initial particle composition
are also altered stepwise in this section. For a better comparability with the previous stud-
ies, an organic aerosol particle with a particle radius of rp = 100 nm have been chosen for
first sensitivity studies. Regarding the conditions in the aerosol chamber LEAK, particles
composed of ammonium sulfate with a particle radius rp = 35 nm have to be considered.
107 4.2 Results for the kinetic partitioning approach
Which means, that only a very small amount of organic material (0.01 g g−1 of the aerosol
dry mass) is initialized in the particle phase, to avoid numerical issues. Thus, differing from
the previous studies, the most of the following simulations are initialized with inorganic
seed particles containing water and dissolved ammonium sulfate, with a particle radius of
rp = 35 nm. A relative humidity of 55% leads in combination with the dissolved ammo-
nium sulfate to the following mole fractions xinorg = 0.43 and xwater = 0.57. With this
approach typical conditions of LEAK chamber experiments are adapted because inorganic
seed is usually utilized for chamber experiments (see Tables 4.2 and 4.3). For water and
ionic molecules in concentrated aqueous solutions, diffusion coefficients are well known. A
temperature-dependent self-diffusion coefficient for water is provided by Holz et al. (2000):
Dwater = D0[(T/TS)− 1]ϑ , (4.6)
with:
D0 = (1.635 · 10−8 ± 2.242 · 10−11) m2 s−1 , (4.7)
TS = (215.05± 1.20) K , (4.8)
ϑ = 2.063± 0.051 . (4.9)
The self diffusion coefficients of dissolved ions are tabulated in Cussler (2009), DNH+4 =
1.96 · 10−9 m2 s−1 and DSO2−4 = 1.06 · 10−9 m2 s−1. However, directly measured diffusion
coefficients for organic compounds are rather rare. A few literature data are available for
bulk viscosity values of SOA under different RH conditions (Renbaum-Wolff et al., 2013a;
Zhang et al., 2015; Grayson et al., 2016). These measurements represent the phase
state of processed SOA particles after several hours in the chamber and various treatment
steps. Also, the conversion of viscosity to diffusion coefficients is an uncertainty factor,
as outlined by Marshall et al. (2016). Recent diffusivity measurements of levitated single
sucrose aerosol particles provide particle-phase bulk diffusion coefficients dependent on
temperature and water activity (Bastelberger et al., 2017). Therein, the diffusivity ranges
from Dorg = 8 · 10−16 – 3 · 10−19 m2 s−1 for the water activity between aw = 0.44 – 0.26.
The main goal of this sensitivity study is to calculate a composition-dependent particle-
phase bulk diffusion coefficient Dm for the particles over the entire simulation time. For
this purpose, the individual diffusion coefficients are weighted by applying a Vignes-type
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rule (Vignes, 1966; Wesselingh and Bollen, 1997):
Dm =
[
Dxorgorg
] · [Dxinorginorg] · [Dxwaterwater] . (4.10)
Equation (4.10) describes the calculation of a mean or weighted particle-phase bulk dif-
fusion coefficient Dm under consideration of the compound-specific diffusion coefficients
for water Dwater, dissolved ions Dinorg (here ammonium sulfate), and organic compounds
Dorg including their corresponding mole fractions xwater, xinorg, and xorg, respectively. How-
ever, the diffusion coefficient of the pure organic compound mixture is not known from
measurements or tabulated for the single compounds. For first basic sensitivity tests
Dorg = 10
−12, 10−14, and 10−18 m2 s−1 have been chosen. Furthermore, diffusivities from
Bastelberger et al. (2017) have been utilized to estimate Dorg related to measurements.
According to this measurements, two sensitivity studies have been conducted, one with
Dorg = 3 ·10−19 m2 s−1, which is the bulk diffusivity measured for the lowest water activity,
aw = 0.26 at 20 ◦C, and the second with Dorg = 10−23 m2 s−1, which is extrapolated from
the data for aw = 0.00 at 20 ◦C.
First of all, the results for the basic sensitivity tests are presented, where an organic
aerosol particle with rp = 100 nm is initialized. Figure 4.21 displays the results for ap-
plication of Dorg = 10−14 m2 s−1 and Dorg = 10−18 m2 s−1. For Dorg = 10−14 m2 s−1,
no difference to the simulated SOA mass using a constant particle-phase bulk diffusion
coefficient of Db = 10−14 m2 s−1 could be observed. This result was already expected
from the sensitivity studies in Sect. 4.11 and the therein included Fig. 4.12a. Whereas
for Dorg = 10−18 m2 s−1, more SOA mass is formed for the weighted particle-phase bulk
diffusion coefficient using a fast particle-phase reaction than for the reference case with
a constant bulk diffusion coefficient of Db = 10−18 m2 s−1 (cf. Fig. 4.21b). This behavior
can also be explained with the help of Fig. 4.12 because the steady-state term depends
on the combination of the particle-phase diffusivity and reactivity. For the composition-
dependent case, the diffusion coefficient is in the order of 10−11 m2 s−1, which is distinct
larger than Db = 10−18 m2 s−1 and, therefore, the steady-state term Qi reaches one and
the transient term becomes negligible in a fraction of a second. For moderate and slow
particle-phase reactions, no difference for the simulated SOA mass using diffusivities in the
range of Db = 10−9 – 10−18 m2 s−1 are already observed in Sect. 4.11. Thus, the similar
results for the weighted and the constant particle-phase bulk diffusion coefficients observed
in Fig. 4.21 are consistent with the previous findings.
Furthermore, the two diffusivities derived from the study of Bastelberger et al. (2017)
have been applied and the results are depicted in Fig. 4.22. Using the diffusivity measured
for particles with the lowest water activity, namely Dorg = 3 · 10−19 m2 s−1, more total
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Figure 4.21: Simulated SOA mass under consideration of a composition-dependent
particle-phase bulk diffusion coefficient Dm using different particle-phase re-
action rate constants for a) Dorg = 10−14 m2 s−1 and b) Dorg = 10−18 m2 s−1
with rp = 100 nm (case 8a of Table 4.4). The dashed lines indicate
the reference simulations with a constant bulk diffusion coefficient of a)
Db = 10
−14 m2 s−1 and b) Db = 10−18 m2 s−1.
SOA mass is formed for the approach with the weighted particle-phase bulk diffusion
coefficient except for slow particle-phase reactions (cf. Fig. 4.22a). This circumstance can
be explained when Fig. 4.12 is considered. For Db = 3 · 10−19 m2 s−1 and kc = 10−6 s−1,
the steady-state term is about Qi = 0.99 and the transient term persists around 1.5 h. The
marginally less partitioning due to the transient term can also be recognized in Fig. 4.22a,
where the SOA mass for the composition-dependent case is slightly above located for the
first 1.5 h. Utilizing the lowest self-diffusion coefficient for the organic material, Dorg =
10−23 m2 s−1, the SOA mass for the composition-dependent particle-phase bulk diffusion
coefficient is always higher than for the constant particle-phase bulk diffusion coefficient,
Db = 10
−23 m2 s−1, regardless of the particle-phase reaction rate constant (cf. Fig. 4.22b).
For Db = 10−23 m2 s−1, the steady-state term can maximal reach Qi = 0.3 and the
transient term persists over the whole simulation time (cf. Fig. 4.12). Therefore, the
partitioning is markedly reduced and slowed down forDb = 10−23 m2 s−1. The composition-
dependent particle-phase bulk diffusion coefficient is in the order of 10−15 m2 s−1, which
slightly reduces the steady-state term for fast reactions (Qi = 0.9). However, the effect
of the transient term disappears within 1 s. Under consideration of these conditions, it
becomes logical that more SOA mass is formed for the composition-dependent particle-
phase bulk diffusion coefficient.
In the next step of the adaption of the chamber conditions the particle radius was re-
duced to rp = 35 nm. Further, the initial organic mass concentration for the simulation
with the composition-dependent particle-phase bulk diffusion coefficient was reduced to
OM0 = 0.01 g g−1 of the aerosol dry mass and the rest of the particle consists of am-
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Figure 4.22: Simulated SOA mass under consideration of a composition-dependent
particle-phase bulk diffusion coefficient Dm using different particle-phase reac-
tion rate constants for a) Dorg = 3 · 10−19 m2 s−1 and b) Dorg = 10−23 m2 s−1
with rp = 100 nm (case 8a of Table 4.4). The dashed lines indicate
the reference simulations with a constant bulk diffusion coefficient of a)
Db = 3 · 10−19 m2 s−1 and b) Db = 10−23 m2 s−1.
monium sulfate9. Under these conditions more SOA mass is formed for the constant
particle-phase bulk diffusion coefficient using Db = 10−12 m2 s−1 and Db = 10−14 m2 s−1
when compared to the composition-dependent particle-phase bulk diffusion coefficient with
Dorg = 10
−12 m2 s−1 and Dorg = 10−14 m2 s−1, respectively (cf. Fig. 4.23a). However, for
Db = 10
−18 m2 s−1 and Db = 3 · 10−19 m2 s−1 the results become different for the simu-
lations with fast particle-phase reactions. Thus, for Db = 10−18 m2 s−1 and kc = 1 s−1,
distinctively less SOA mass is formed than for the composition-dependent particle-phase
bulk diffusion coefficient using Dorg = 10−18 m2 s−1 (cf. Fig. C.6a). Using kc = 10−2 s−1,
both approaches reach equal SOA mass concentrations after 6 h simulation time. This
circumstance might be caused by the low initial organic mass concentration for the sim-
ulations with the composition-dependent particle-phase bulk diffusion coefficient, which
induces a delayed partitioning of the organic compounds into the particle phase. With the
slightly reduced diffusivity of Db = 3 · 10−19 m2 s−1, the simulations with the composition-
dependent bulk diffusion coefficient yield for kc = 1 s−1 and kc = 10−2 s−1 more SOA mass
(cf. Fig. C.6b). Consequently, the steady-state term Qi is for the constant bulk-diffusion
coefficient reduced and more strongly affects the partitioning than the reduced initial or-
ganic mass concentration. Furthermore, simulations with the lowest diffusion coefficient
Db/Dorg = 10
−23 m2 s−1 were conducted and the results clearly indicate that more SOA
mass is formed for the consideration of a composition-dependent bulk diffusion coefficient
regardless of the choice of particle-phase reactivity (cf. Fig. 4.23b). As already described
in the in the last preceding paragraph, the reduction of the steady-state term Qi and the
9Hint: The reference simulations with the constant particle-phase bulk diffusion coefficient also using a
particle size of rp = 35 nm, but the particle still contains OM0 = 1.0 g g−1.
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Figure 4.23: Simulated SOA mass under consideration of a composition-dependent
particle-phase bulk diffusion coefficient Dm using different particle-phase re-
action rate constants for a) Dorg = 10−14 m2 s−1 and b) Dorg = 10−23 m2 s−1
with rp = 35 nm (case 8b of Table 4.4). The dashed lines indicate the
reference simulations with a constant bulk diffusion coefficient of a) Db =
10−14 m2 s−1 and b) Db = 10−23 m2 s−1, where the aerosol particles consists
of organic compounds (OM0 = 1.0 g g−1).
persistent transient term in case of Db = 10−23 m2 s−1 leads to the comparatively low SOA
mass.
In a last step particles with uniform initial aerosol properties were compared, which means
a particle size of rp = 35 nm and an initial organic mass concentration of OM0 = 0.01 g g−1
(regarding the aerosol dry mass). The only difference in this simulation study is the applica-
tion of a constant and a composition-dependent particle-phase bulk diffusion coefficient.
For Db/Dorg = 10−14 m2 s−1, the formed SOA mass is for both simulations equal (not
shown here). This result is consistent to the first study of this section, where it was al-
ready obtained for entire organic particles with sizes of rp = 100 nm. Applying a constant
particle-phase bulk diffusion coefficient of Db = 10−18 m2 s−1 or Db = 3 · 10−19 m2 s−1
yields less SOA mass for fast particle-phase reactions, kc = 1 s−1 and kc = 10−2 s−1,
when compared to the composition-dependent particle-phase bulk diffusion coefficient
with Dorg = 10−18 m2 s−1 and Dorg = 3 · 10−19 m2 s−1, respectively (cf. Fig. C.7). For
Db/Dorg = 3 · 10−19 m2 s−1, the difference in the formed SOA mass is more pronounced.
The main reason for this finding can be explained with the reduction of the steady-state
term Qi for the simulations with a constant particle-phase bulk diffusion coefficient. Com-
paring the SOA mass concentrations for Dorg/Db = 10−23 m2 s−1, a quite impressive result
is obtained (cf. Fig. 4.24a). The SOA mass formation using the constant particle-phase
bulk diffusion coefficient Db = 10−23 m2 s−1 is completely or partly suppressed. From the
first study of this section, it is known that the steady-state term can maximally reach
a value of Qi = 0.3 and that the transient term will persists for the whole simulation
time. A further reduction of the partitioning effectiveness is induced by the low initial
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Figure 4.24: a) Simulated SOA mass under consideration of a composition dependent
particle-phase bulk diffusion coefficient Dm using different particle-phase re-
action rate constants for Dorg = 10−23 m2 s−1 and b) the development of
the composition-dependent particle-phase bulk diffusion coefficient Dm us-
ing Dorg = 10−18/10−23 m2 s−1 for fast particle-phase reactions (kc = 1 s−1).
The dashed lines in a) indicate the reference simulations with a constant bulk
diffusion coefficient of Db = 10−23 m2 s−1. All simulations are initialized with
particles of rp = 35 nm and comprising an organic mass concentration of
OM0 = 0.01 g g−1 (case 8b of Table 4.4).
organic mass concentration, which additionally amplifies the two previously stated effects
(compare Eq. 3.65). For kc = 1 s−1, the SOA formation is suppressed for 45min and for
kc = 10
−2 s−1, it takes 2.5 h before the SOA mass slowly develops. After this late start
of the partitioning of organic mass in the particle phase, almost the SOA mass concen-
trations for the composition-dependent particle-phase bulk diffusion coefficient with mod-
erate, kc = 10−4 s−1, and slow, kc = 10−6 s−1, particle-phase reactions are reached (com-
pare Fig. 4.24a). Consequently, the SOA mass simulated with the composition-dependent
particle-phase bulk diffusion coefficient is larger than with the constant particle-phase bulk
diffusion coefficient regardless of the particle-phase reactivity. However, the results of
the SOA mass for the utilization of a composition-dependent particle-phase bulk diffu-
sion coefficient applying a self-diffusion coefficient in the range of Dorg = 10−18 m2 s−1
to Dorg = 10−23 m2 s−1 not differ from each other. This result requires a more detailed
investigation of the weighted particle-phase bulk diffusion coefficient, which can be ob-
tained from Fig. 4.24b. The composition-dependent particle-phase bulk diffusion coeffi-
cient Dm maximally drops to 2.47 · 10−13 m2 s−1, when using Dorg = 10−18 m2 s−1 and to
2.04 · 10−15 m2 s−1, when using Dorg = 10−23 m2 s−1. Thus, the steady-state term is only
at the end of the simulation reduced to Qi = 0.9 for very fast particle-phase reactions,
kc ≥ 10−1 s−1), and to Qi = 0.99 for fast particle-phase reactions, 10−1 ≥ kc ≥ 10−2 s−1
(cf. Fig. 3.4a). The organic compounds account for 88% of the final aerosol dry mass,
however for 55% relative humidity the mole fraction of water amounts for xwater = 0.57
of the particle and this explains the moderate influence of the organic compounds on the
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weighted particle-phase bulk diffusion coefficient.
4.2.2 Simulation of the LEAK chamber experiments
4.2.2.1 α-Pinene ozonolysis
In this section, simulation results of the LEAK chamber experiment introduced in
Sect. 4.1.2.2 under consideration of the wall loss rates from Sect. 4.1.2.1 are provided.
For this purpose, the composition-dependent particle-phase bulk diffusion coefficient Dm,
using Dorg = 10−23 m2 s−1 for the organic mole fraction, is applied because of the uti-
lization of wet ammonium sulfate particles in the chamber experiment. The gas-phase
chemistry mechanism with HOMs is utilzed. Figure 4.25a compares the measured with
the simulated SOA mass concentration for different particle-phase reaction rate constants.
Firstly, it can be seen that the wall losses have a high impact on the simulations because
for the simulations with a moderate or less reactive particle phase the SOA mass con-
centrations slightly decrease after 2 h of the experiment. For fast particle-phase reactions
(kc = 1 – 10−2 s−1), at least an asymptotic course of the SOA mass concentration is ob-
served within the simulated 2.5 h. Due to the general scarce measurement data for organic
particle-phase reaction rate constants, this parameter is not fixed within this simulation
study. From the comparison with the measured SOA mass, only an assumption of the
particle-phase rate constant can be made that is limited to i) the current chamber study
and ii) the adjustment of the remaining model parameters. Thus, this study does not
aim in the deduction of a uniform particle-phase reaction constant. The model results of
Fig. 4.25a reveal a strong overestimation of the SOA mass for application of particle-phase
reaction rate constants of kc = 1 s−1. The curve shape of the simulated SOA mass is also
different to that curve derived from the measured values. The best correlation of the
curve shape and the individual SOA mass concentrations can be observed for the simula-
tion with kc = 10−2 s−1 (cf. Fig. 4.25a). The measured SOA mass is indeed overpredicted
for the most of the time, but this overestimation decreases from about 20 to 0% until
the end of the simulation time. Furthermore, the curve shape of the simulations with the
moderate and less reactive particle phase (kc = 10−4/10−6 s−1) are comparable to that of
the observed SOA mass concentration curve. The simulated SOA mass within the first
45min, is for both particle-phase rate constants very similar to the measurements and
the individual values are almost by about 10% underestimated (cf. Fig. 4.25a). However,
the deposition of particles increasingly affects these simulations after 1 h simulation time
and causes a stagnant SOA mass concentration after 1.5 h of the simulation time. Only
vague conclusions on the particle-phase reaction rate constant can be made from these
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Figure 4.25: Simulation of a LEAK chamber study for α-pinene ozonolysis with the ki-
netic partitioning approach under consideration of a composition-dependent
particle-phase bulk diffusion coefficient with Dorg = 10−23 m2 s−1 using differ-
ent particle-phase reaction rate constants, where the initial aerosol particles
consists of ammonium sulfate dissolved in water. Comparison of measure-
ments and simulations for a) SOA mass, b) α-pinene concentration, c) ozone,
and d) pinonaldehyde concentration. The simulated gas-phase concentrations
are depicted for the simulation with kc = 10−4 s−1.
simulation results. Very fast particle-phase reactions seem to be unlikely from the high
overestmation of measured SOA mass concentrations. Particle-reaction rate constants
between 10−6 ≤ kc ≤ 10−2 s−1 are more likely, where here no preferred value can be given.
It is also conceivable that the organic compounds in the particle phase react not only to
another compound but also with at least one additional compound, which reaction rate
and underlying processes cannot covered with a pseudo-first order rate constant. More-
over, the individual compounds will have different particle-phase reactivities and that will
induce modifications in the simulated SOA mass concentration compared to the simplified
assumption of uniform reactivity. Investigations on the role of oligomers on SOA forma-
tion indicate that over one half of the aerosol mass is formed by oligomers (Hall IV and
Johnston, 2011). The distribution of oligomeric molecules is complex, often encompassing
more than a thousand distinct formulas even when formed from a single precursor (Heaton
et al., 2009). This complexity and the existent difficulties of experimental characterization
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of these molecules (Lee and Kamens, 2005; Wiley A. and Johnston, 2012) complicates
the studying of the impact of oligomers on SOA formation and reactivity. However, a
more theoretical thermodynamic study of DePalma et al. (2013) shows that most of the
dimers favorable to form in the gas phase can also be formed preferably in the particle
phase and supports the finding, that oligomers decompose when α-pinene SOA is heated
in a thermal denuder (Wiley A. and Johnston, 2012). A study by Gao et al. (2004) reveals
that regardless of the seed acidity similar oligomers are contained in SOA particles. Acid
or base catalyzed heterogeneous reactions might be possible. Furthermore, oligomers are
comparable to, and in some cases, exceed the monomer species in ion intensities, which
is consistent to the findings of Hall IV and Johnston (2011). Both studies investigated
on SOA formed from α-pinene ozonolysis. From Fig. C.8 it can be inferred for the per-
formed chamber study, that the particle-phase reaction rate constant might be between
10−4 ≤ kc ≤ 10−2 s−1, that about the half of the SOA mass is comprised in the r-phase to
cover the oligomer content. Nearly all cited studies indicate that the oligomer formation
might be caused due to the higher hydrocarbon and oxidant (ozone) concentrations in
chamber studies, where investigations of Tolocka et al. (2004) show that under ambient
conditions the observed oligomers differ from that of the chamber studies. So that gener-
ally no implications concerning the particle-phase rate constants can be given for the later
3-D model studies. Furthermore, the study of Hall IV and Johnston (2011) results that
80% of the formed SOA mass was water soluble. From this circumstance, it might be
possible to adapt some reaction pathways known for aqSOA formation in the liquid phase
(Ervens et al., 2011) for the condensed compounds.
Besides the investigations concerning the formed SOA mass, the simulated gas-phase con-
centrations of the reactants (α-pinene and ozone) and of one first-order product (pinon-
aldehyde) are compared to measured concentrations in Figs. 4.25b – d. The simulated
gas-phase concentrations for α-pinene and ozone are similar between the kinetic and the
absorptive partitioning approach. The analysis of the model deviations was already de-
tailed described in Sect. 4.1.2.2 and for the sake of avoiding repetitions no further inter-
pretation of these results is provided. For pinonaldehyde, similar results in the gas phase
are obtained for moderate particle-phase reaction rate constants (compare Fig. 4.25d
for kc = 10−4 s−1). Due to the increased partitioning for fast particle-phase reaction
rate constants, the underestimation of the gaseous pinonaldehyde concentration has been
increased. Nevertheless, the main aspects highlighted in Sect. 4.1.2.2 remain also for
the kinetic partitioning approach because the kinetic data for the gas-phase chemistry
mechanism stay unchanged and only partitioning is increased for pinonaldehyde, when the
particle-phase reaction rate coefficients are high.
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4.2.2.2 β-Pinene ozonolysis
This section contains the simulation results of a β-pinene ozonolysis experiment in the
LEAK chamber performed with the experiment conditions and wall loss rates provided
in Sects. 4.1.2.3 and 4.1.2.1, respectively. The model set-up was similar to that in
Sect. 4.2.2.1 concerning the composition-dependent bulk diffusion coefficient, consider-
ation of HOMs, and particle-phase reactivity. As already known from Sect. 4.1.2.3, the
simulation of the β-pinene ozonolysis experiment was characterized by a strong under-
estimation of the SOA mass by the model. Here, the sensitivity of the SOA mass on
the application of different particle-phase reactions is examined because Tu and Johnston
(2017) stated their influence on SOA formation for β-pinene. Figure 4.26a depicts the
comparison of the simulations and the measurements for the SOA mass. It can be seen,
that the SOA mass is sensitive to the increased particle-phase reaction rate constants,
however the measured values cannot reproduced by the model. Even for fast particle-
phase reaction rate constants of kc = 1 s−1, only 33% of the measured organic mass
is captured by the model. Furthermore, the time course of the simulated SOA mass is
not similar to that measured in the experiment. For comparison, in Sect. 4.2.2.1 it was
shown that this high particle-phase reactivity for α-pinene ozonolyis leads to a 2.5-times
overestimated SOA mass. Furthermore, application of moderate and low particle-phase
reaction rate constants for β-pinene ozonolysis do not induce efficient SOA formation.
In general, the application of particle-phase reaction rate constants not significantly im-
proved the results of SOA formation for β-pinene ozonolysis and, therefore, the already in
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Figure 4.26: Simulation of a LEAK chamber study for β-pinene ozonolysis with the ki-
netic partitioning approach under consideration of a composition-dependent
particle-phase bulk diffusion coefficient with Dorg = 10−23 m2 s−1 using differ-
ent particle-phase reaction rate constants, where the initial aerosol particles
consists of ammonium sulfate dissolved in water. Comparison of measure-
ments and simulations for a) SOA mass and b) nopinone concentration for
the simulation with kc = 1 s−1 and kc = 10−6 s−1.
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Sect. 4.1.2.3 stated reasons caused by the incomplete gas-phase chemistry mechanism be-
come more likely. Additionally, Fig. 4.26b pronounces that volatile compounds as nopinone
stay predominantly in the gas phase though the particle-phase reaction rate constant is
increased. The gas-phase concentration of nopinone is only slightly changed by the six
orders of magnitude larger particle-phase reactivity and this is the same for the most of
the contained organic compounds in the applied gas-phase chemistry mechanism. Thus,
for efficient SOA formation a sufficient amount of semi- or low volatile organic compounds
is needed regardless of their fate in the particle phase.
4.2.3 Comparison between the kinetic and the absorptive
partitioning approach
In this section, a brief intercomparison between the kinetic and the absorptive partitioning
approach for the two LEAK chamber studies limited on the SOA mass is provided. For
the gas-phase concentrations of the precursors, oxidant, and selected first-order reaction
products, it was already in Sects. 4.1.2 and 4.2.2 shown that no significant differences oc-
cur between both approaches because the kinetics of the gas-phase reactions are still the
same. Figure 4.27 depicts the main model results of both approaches and the measure-
ments for the LEAK chamber studies of α- and β-pinene ozonolysis. It can be seen that
both approaches can simulate very similar results, when the particle-phase reactivity is neg-
ligible (kc = 10−6 s−1) and the particle-phase bulk diffusion coefficient has no significant
influence on the SOA mass for the kinetic partitioning approach. However, the kinetic par-
titioning approach enables to include particle-phase reaction rate constants and the SOA
mass is very sensitive on this parameter. This parameter should not serve as fitting pa-
rameter and, therefore, more kinetic measurements according the particle-phase reactions
are needed. For this point of comparison, the absorptive partitioning approach seems to
have the advantage that for a negligible influence of the particle-phase state (e.g., liquid
particles), without determination of reactivity, size, and number gas-to-particle partition-
ing of organic compounds can be simulated with similar results as the kinetic partitioning
approach. Since the particle-phase state is of high interest of recent investigations, it
will be adequately defined in the future. Consequently, if the particle-phase bulk diffusion
coefficient might be lower than previously thought it implies a further limitation factor,
which is not considered in the absorptive partitioning approach. Furthermore, the kinetic
partitioning approach considers the aerosol size as well as number and both are important
in unimodal/multimodal aerosol studies (see Sects. 4.2.4 and 4.2.5). Aerosol distributions
are often well characterized for chamber or process studies, thus these parameters induce
not a large uncertainty factor. A further feature of SPACCIM is to resolve the influence
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Figure 4.27: Comparison of the simulated SOA mass for the absorptive and the kinetic
partitioning approach for a) α- and b) β-pinene ozonolysis in LEAK cham-
ber experiments. Both approaches take into account HOMs and the same
initial particulate organic mass concentration of OM0 = 10−3 g g−1 is uti-
lized. For the kinetic partitioning approach, a composition-dependent particle-
phase bulk diffusion coefficient (Dorg = 10−23 m2 s−1, particle-phase reactions
(kc = 10−2 s−1 and kc = 10−6 s−1) have been considered.
of condensation/evaporation of species on the aerosol size distribution by mass feedback.
With the kinetic partitioning approach this aspect can directly influence the partitioning
of organic species, but this might be investigated in subsequent studies. Overall, the
enhanced SPACCIM model system with the kinetic partitioning approach provides a very
useful tool for further development, e.g. coupling with aqSOA formation for the liquid-
phase (Schwartz approach using Henry constants; Schwartz, 1986), and the investigation
of chemical and microphysical processes related to SOA formation, e.g. non ideality, phase
separation, aerosol growth. Moreover, the examined sensitivity studies are useful to char-
acterize important parameters and influencing factors for SOA formation and serve as an
advantage compared to the classical absorptive partitioning approach.
For both approaches the Kelvin effect is not considered for simplicity and, therefore, an
discussion for this treatment is given. The Kelvin effect describes the change of the
vapor pressure due to a curved liquid-vapor interface and is especially important for small
particles because of their higher curvature (Seinfeld and Pandis, 2006; Pruppacher and
Klett, 2010). pl,i (atm) can be related to the vapor pressure over a flat surface pl,i (atm)
with the following equation (Riipinen et al., 2010):
pl,i = xiγipl,i exp
(
4MWiσp
RTpρpdp
)
= xiγipl,i exp ζ (4.11)
The exponential term of Eq. (4.11) describes the Kelvin effect, whereas the multiplication
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with the mole fraction xi and the activity coefficient γi owes to Raoult’s law. Further, MWi
is the molar weight (gmol−1) of the species i in the particle with the diameter dp (m), ρp
(kgm−3) the density, and σp (Nm−1) the surface tension of the particle. The particle tem-
perature Tp and the universal gas constant R (8.314 Jmol−1 K−1) are included. The vapor
pressure over a curved interface always exceeds the vapor pressure over a flat surface con-
sidering the same species. Furthermore, dissolution of additional compounds in water alter
its surface tension. Salts increase the surface tension of the droplet (Seinfeld and Pandis,
2006). In contrast to that, organics decrease the surface tension of a droplet because their
surface tension is lower than that of pure water. For pure saturated organic liquids, the
surface tensions alter between 20 and 40mNm−1 in the temperature range 280 – 320K
(Jasper, 1972; Seinfeld and Pandis, 2006; Butt et al., 2004). In aerosol particles, water,
dissolved inorganic salts, and organics are mixed and together affect the resulting surface
tension. Different investigations on the surface tension of mixed aerosols/cloud droplets
exist (Facchini et al., 1999; Hitzenberger et al., 2002; Ervens et al., 2004, 2005). Facchini
et al. (1999) proposed a specific relation between the surface tension and the dissolved or-
ganic carbon concentration. Ervens et al. (2004) state that the application of this relation
is only appropriate for higher molecular weight organic compounds because of the huge
overestimation of the surface tension effect of small dicarboxylic acids (Shulman et al.,
1996). The value of the surface tension for a complex mixed aerosol particle/droplet is
not definitely known. However, the Kelvin effect is a correction to the vapor pressures
over a flat surface, which are utilized in this work. If only organic droplets are considered,
the correction term is for particles smaller than 10 nm and surface tensions higher than
30mNm−1 greater than 2 (see Fig. 4.28a). For water containing ammonium sulfate, the
Kelvin term reaches greater values for particles with rp ≤ 10 nm, which might imply a larger
effect for the first organic compounds that condense on small particles (see Fig. 4.28b).
Thus, only for the smallest particles in the sensitivity studies (rp = 20 nm) the Kelvin ef-
fect might affect the initial condensation of the organic compounds on the particles (see
Fig. 4.28a, b). Nevertheless in this work, a group contribution method (EVAPORATION,
Compernolle et al., 2011) is applied to estimate the liquid vapor pressures of the condens-
ing organic species because no accurate measurements for the compounds are available
as well as it is impracticable to measure the vapor pressures for the variety of compounds.
An investigation of O’Meara et al. (2014) reveals that the vapor pressure estimates from
the different group contribution methods vary from each other and deviate from existing
measurements up to six orders of magnitude. Additionally, Kurtén et al. (2016) show the
differences between the vapor pressures estimated by three different group contribution
methods and COSMO-RS (Eckert and Klamt, 2002). Therein, 8 orders of magnitude
lower vapor pressures are estimated by using group contribution methods than COSMO-
RS for some highly oxygenated monomer molecules. Therefore, the correction of the
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vapor pressure by the Kelvin effect might be in the order of the error range of the applied
group contribution method. For this reason, the Kelvin effect is not included in this work
for now.
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Figure 4.28: Kelvin term (exp ζ in Eq. 4.11) depending on the surface tension σp and the
particle radius rp for a) a typical surface tension range for organic compounds
and b) a typical surface tension range for water with ammonium sulfate.
4.2.4 Simulation of an AIDA chamber experiment
To further evaluate the kinetic partitioning approach with chamber measurements, a
data set from the AIDA aerosol and cloud chamber of the Forschungszentrum Karlsruhe
(Saathoff et al., 2003) was downloaded from the EUROCHAMP data server 10. The uti-
lized data set is also tabulated in Saathoff et al. (2009) under the designation "SOA05-12".
Table 4.5 summarizes all main information according to this AIDA chamber experiment.
The experiment was carried out without an OH scavenger. α-Pinene is three times injected
and ozone twice during the experiment (see Table 4.5). SPACCIM can only consider initial
concentrations or continuous addition of species in the way of emissions, thus, for the sim-
ulation of temporary sources multiple temporary entrainment of gases was implemented in
the model for the addition of hydrocarbon and ozone.
The simulation of the AIDA chamber experiment is simulated under application of the
weighted particle-phase bulk diffusion coefficient, with Dorg = 10−23 m2 s−1. As given
in Table 4.5, in the AIDA experiment no inorganic seed particles are added. However,
particles are already contained at the beginning of the experiment, which can be derived
from the SMPS data and is explained in Saathoff et al. (2009) by new particle formation.
10http://eurochamp-database.es/
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SPACCIM is not capable to simulate new particle formation and, therefore, the initially
measured aerosol size distribution is utilized for the initialization of the simulation with
organic aerosols (compare Fig. C.9). For this purpose, two different methods have been
applied: initialization with i) a monodisperse aerosol distribution based on the mean radius
of the measured aerosol mass distribution and ii) a unimodal aerosol distribution based
on the mean radius for the aerosol size distribution. The unimodal aerosol distribution is
discretized regarding the particle radius in the model. For the simulation of the experiment,
two different setups for the particle-phase reactivity were applied. The first setup is similar
to the simulation of the LEAK chamber study for α-pinene, where the final SOA mass was
captured using kc = 10−2 s−1. In order to consider the effect of the increased gas-phase
concentrations of α-pinene and ozone on SOA formation, particle reactions, and aging,
an increased particle-phase reactivity was assumed for the second setup with kc = 1 s−1
and kb = 10−3 s−1.
Furthermore, the publication of Saathoff et al. (2009) contains several chamber study
simulations with the model COSIMA (COmputer SIMulation of Aerosols; Naumann, 2003).
The K-α approach (Seinfeld and Pankow, 2003) is chosen to simulate SOA formation and
the parameters utilized for this model approach are obtained from fits to the measurements.
For α-pinene, two partitioning products are considered in this context. Further, it is stated
in Saathoff et al. (2009) that wall loss of gases is a quite important process for the AIDA
chamber due to the aluminum walls. The particle wall loss takes only a minor influence
as shown by simulations of Saathoff et al. (2009). The main loss is caused due to the
wall loss of the semi-volatile compounds to the chamber walls. This process was modeled
Table 4.5: Initial reactant concentrations and ambient conditions for the α-pinene ozonol-
ysis experiment in the AIDA aerosol chamber as given in the experiment de-
scription in the EUROCHAMP data sheet.
Step∗ Parameter Value Additional information
1 α-Pinene concentration 93±9 ppb Monitored by PTR-MS
2 95±9 ppb Injection after 140min
3 188±19 ppb Injection after 268min
1 Ozone concentration 296±15 ppb Monitored by O3-41M, Environment
4 296±15 ppb Injection after 323min
/ Temperature 203.2±0.2K
/ Relative humidity 44 – 43% Constant over experiment duration
/ Initial seed mass / No seed injected
/ Experiment duration 415min
/ Density assumed 1.25 g cm−3 Utilized to convert SMPS data
to particle mass
∗ Denotes the injection steps of α-pinene and ozone, where the first step indicates the
experiment start and the time of the further steps are provided in the last column.
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with first-order loss rates, which are estimated for the two utilized products valid for the
individual experiments. For the low volatile product 1, the minimum and maximum wall
loss rates kw1 were estimated to 1 · 10−4 s−1 and 3 · 10−4 s−1, respectively. For the semi-
volatile product 2, a higher maximum wall loss rate kw2 was assumed, with kw2 ranged
from 1 · 10−4 s−1 to 7 · 10−4 s−1 (Saathoff et al., 2009). According to this information,
the gas wall loss has been additionally considered in the model simulations. However,
for simplicity the particle wall loss has been neglected because of the examined marginal
effect. The applied wall loss rates for the individual smog chamber experiments are not
provided by Saathoff et al. (2009). Therefore, one simulation has been achieved with the
lower value for both kw1 and kw2, which is 1 ·10−4 s−1, for all partitioning compounds in the
chemistry mechanism. A second simulation has been performed with kw2 = 7 · 10−4 s−1
for the semi-volatile compounds and kw1 = 3 · 10−4 s−1 for the low volatile compounds in
the chemistry mechanism.
The simulation results of the SOA mass for the two particle-phase reactivity setups under
initialization of a unimodal aerosol size distribution are displayed in Fig. 4.29. Due to the
repeated injection of α-pinene, three different periods of SOA formation are observed.
The main difference between the simulations with the different particle-phase reactivity
is that for kc = 10−2 s−1, the initial SOA formation and the SOA mass increase caused
by the additional α-pinene injection is smoother (see Fig. 4.29). The simulations without
consideration of the vapor wall loss overestimate the measured final SOA mass also under
consideration of the stated measurement uncertainty. With the reversible particle-phase
reactions, kc = 1 s−1 and kb = 10−3 s−1, the SOA mass has been already overpredicted
after the second injection of α-pinene. This overprediction occurs one hour later in the
experiment for the simulation with kc = 10−2 s−1. The consideration of the lower cham-
ber wall loss rates reduces the simulated SOA mass markedly after the second α-pinene
injection (≈ 2.25 h). Thus, the measured final SOA mass has been only slightly over-
estimated (kc = 10−2 s−1, cf. Fig. 4.29a) or reached (kc = 1 s−1 and kb = 10−3 s−1,
cf. Fig. 4.29b) within the measurement uncertainty by the simulations. For the reversible
particle-phase reactions, the simulated SOA mass correlates almost over the whole exper-
iment time with the upper value of measurement range. The overestimation of the SOA
mass with irreversible particle-phase reactions (kc = 10−2 s−1) occurs from the last hour
of the experiment on. Application of the high wall loss rates results for both reactivity
setups in the best accordance with the measurements (cf. Fig. 4.29). Both simulations
capture the measured final SOA mass and were consistent within the range of the mea-
surement uncertainty for nearly the whole simulation time. Here, the simulation with the
reversible particle-phase reactions is very similar to the SOA mass measurements and the
increase of the organic mass is captured for the whole simulation time. This circumstance
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Figure 4.29: Unimodal simulation of the SOA mass for α-pinene ozonolysis in the AIDA
chamber experiment "SOA05-12" (Saathoff et al., 2009) under consideration
of HOMs with a) kc = 10−2 s−1 and b) kc = 1 s−1 and kb = 10−3 s−1, where
both simulations are achieved without consideration of vapor wall loss (solid
red line). Furthermore, related simulations under consideration of the minimal
wall loss rates kw1/2 = 10−4 s−1 (dashed red line), and maximal wall loss rates
kw1/2 = 3/7 · 10−4 s−1 (dotted red line) are depicted. The mass lost to
the chamber walls is displayed according to the respective wall loss rates
kw1/2 = 10
−4 s−1 (dashed purple line) and kw1/2 = 3/7 · 10−4 s−1 (dotted
purple line). Measurements of the SOA mass for the AIDA experiment are
displayed under consideration of 30% measurement uncertainty (black dots).
The light blue vertical lines indicate the injection time of α-pinene in the
experiment.
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might be caused by the fast forward particle-phase reaction, which initially leads to a fast
SOA formation that is with increasing concentration limited by the backward reactions
(asymptotical course within the last experiment hour, cf. Fig. 4.29b). For the bit slower
but irreversible particle-phase reactions, the initial SOA mass increase is not so sharp and
continuously proceeds till the end of the simulation. Overall, the simulations with the high
wall loss rates capture the observed SOA mass formation regardless of the applied reac-
tivity. The simulations with the monodisperse aerosol distribution leads to slightly larger
SOA mass concentrations, but no significant differences occur to the simulations with the
unimodal aerosol distribution (cf. Fig. C.10 in Appendix C.3). Thus, the approximation of
this narrow aerosol distribution using the mean radius for the aerosol mass distribution is
appropriate.
Furthermore, from Fig. 4.29 it is shown that the wall loss of low and semi-volatile organic
compounds is important for the AIDA chamber. The final mass consumed by the chamber
walls is larger than that condensed on the particles (simulations with wall loss). The main
effect of the wall loss can be recognized after 2 h of simulation time, where the temporal
course of SOA mass markedly deviates from that without consideration of wall loss. Espe-
cially for the higher wall loss rates of kw1 = 3·10−4 s−1 and kw2 = 7·10−4 s−1, the temporal
course of the SOA mass becomes asymptotic about 1 h after the additional injection of α-
pinene in the second experiment stage (compare Fig. 4.29 at about 3 h experiment time).
The final SOA mass is reduced to 85/88% using the minimum wall loss rates and 57/63%
using the maximum wall loss rates for the irreversible and reversible particle-phase reac-
tions, respectively. The mass lost to the walls amounts about 175/170µgm−3 and about
345/340µgm−3 for the irreversible and reversible particle-phase reactions, respectively.
The latter value is related to the high wall loss rates, and is extraordinary high because the
wall loss increases quite sharp already after 1 h of the simulation time. The time course of
the wall loss mass exhibits for both simulations three distinctive periods and the strongest
increase occurs subsequent to the third injection of α-pinene (see Fig. 4.29). From the
two simulations of Saathoff et al. (2009) concerning α-pinene ozonolysis, the net gas
wall loss mass is simulated to about 150µgm−3 for 243K (experiment "SOA05-10") and
about 160µgm−3 for 303K (experiment "SOA05-2") after 10 h and 11 h simulation time,
respectively. The experiments "SOA05-10" and "SOA05-2" included 4 and 5 α-pinene
injections, respectively, indicating higher hydrocarbon concentrations than available in the
present experiment. The wall loss for these experiments simulated with COSIMA is dis-
tinct lower than that simulated with SPACCIM, utilizing the proposed wall loss rates of
Saathoff et al. (2009). However, it is difficult to draw conclusions about the simulated wall
loss in the SPACCIM model studies. The loss rates were basically estimated for the K –α
approach under consideration of two partitioning products within the studies of Saathoff
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et al. (2009). For the chemistry mechanism utilized within SPACCIM, not only first-order
products partition into the particle phase and, therefore, the wall loss rates are applied for
all products independent of the product-stage. Application of the wall loss rates adjusted
for a two product approach might lead to deviating net wall loss for a more explicit chem-
istry mechanism. However, the consideration of wall loss rates appears to be appropriate
because of the improved temporal course of the simulated SOA mass. Due to the wall
loss, the SOA mass seem to converge about 1 h/2 h after the second/third injection of
α-pinene, which is in conjunction with the measurements (cf. Fig. 4.29). In contrast to the
LEAK chamber studies, the organic mass deposited on the chamber walls more strongly
affects the simulated SOA mass and can be seen as an important uncertainty factor of
the simulations.
The simulated gas-phase concentrations of α-pinene and ozone of the AIDA chamber
experiment are also compared with measurements (cf. Fig. 4.30). For α-pinene, three
periods can be distinguished (cf. Fig. 4.30a). For the additional injections of α-pinene at
140min and 268min, the fast mixing time cannot reproduced by SPACCIM. Therefore,
the two observed concentration maxima related to the α-pinene injection are not fully
captured by the model because the utilized method via entrainment takes slightly longer
to increase the concentration. The observed depletion after the initial α-pinene injection
is slower than simulated. From the available data sheet of the experiment, no indication
for a delayed injection of ozone for the experiment is mentioned. Due to the simultaneous
initiation of ozone in the simulation, the α-pinene depletion starts earlier and, therefore, the
observed α-pinene concentration decreases with the initial delay. However, the simulated
α-pinene depletion subsequent to the additional injections is in quite good agreement
with the measurements. Even the observed deceleration of the α-pinene depletion half
an hour after the hydrocarbon injection is captured by the model. Overall, the simulated
depletion of α-pinene is in good agreement with the measurements. Further, the simulated
concentration of ozone is compared to the measurements (cf. Fig. 4.30b). Ozone is
injected a second time after 323min in the AIDA smog chamber experiment and this
is also considered in the simulations. In Saathoff et al. (2009), it is provided that for
ozone also a wall loss have to be included, which is in the order of (3.9±2.1) ·10−5 s−1
at 303K. This wall loss rate is considered for the model simulations. As displayed in
Fig. 4.30, the simulated ozone depletion is quite similar to the measured values in the
chamber experiment. After 5 h of the simulation, the ozone concentration is slightly lower
than the observed values. Subsequent to the additional injection of ozone (at about 5.4 h
simulation time), the model reproduces the depletion of ozone in an appropriate way till
the end of the simulation. Thus, the ozone concentration is quite well captured with the
reaction rate coefficient and the additional wall loss rate for the AIDA chamber experiment.
CHAPTER 4 Results SPACCIM 126
0
2.0E11
4.0E11
6.0E11
8.0E11
1.0E12
 0  1  2  3  4  5  6  7
α
- P
i n e
n e
 i n
 m
o l e
c .  
c m
- 3
Time in h
Model
Measurements
a)
1.0E12
2.0E12
3.0E12
4.0E12
5.0E12
6.0E12
 0  1  2  3  4  5  6  7
O z
o n
e  
i n  
m
o l e
c .  
c m
- 3
Time in h
Measurements
Model
b)
Figure 4.30: Simulation of the gas-phase concentrations of a) α-pinene and b) ozone for
α-pinene ozonolysis in the AIDA chamber experiment "SOA05-12" (Saathoff
et al., 2009) and respective measurements (black dots) with 5% measure-
ment uncertainty (gray shaded range). Model results are indicated by the solid
red line and measurements by black dots. The light blue vertical lines indicate
the injection time of α-pinene (in a) and ozone (in b) in the experiment.
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4.2.5 Parcel simulations under atmospheric conditions using the
modified RACM-MIM2 mechanism
The parcel model SPACCIM provides an appropriate framework for the test and analysis
of new model approaches for simplified atmospheric model scenarios. This framework
was utilized to study the kinetic partitioning approach applying the gas-phase chemistry
mechanism RACM-MIM2 (cf. Sect. 3.1.2) mainly used for 3-D applications. The aims of
the performed studies, were to test the influence of the particle number size distributions
(PNSDs) on SOA formation for the kinetic partitioning approach, comparison of the results
with the absorptive partitioning approach, and to derive implications for further studies in
COSMO-MUSCAT. In order to consider PNSDs, comparable with atmospheric conditions
for a remote and an urban case, tabulated PNSDs were utilized (Poppe et al., 2001,
2000). These PNSDs are provided in Table 4.6 and depicted in Fig. D.1 in Appendix D.1.
The emissions, initial concentrations, and deposition rates for the abundant gas-phase
species in case of remote and urban conditions are taken from Ervens et al. (2003). The
utilized concentration and gas deposition values are listed in Table D.1 in Appendix D.1.
Particle deposition is not treated in these simulations. For both simulation scenarios, a
relative humidity of 70% was considered, which is a typical average value estimated from
COSMO-MUSCAT simulations for Melpitz (TROPOS research site, rural background).
With respect to the following 3-D model process studies, simulations with the remote and
urban emissions combined with a monodisperse particle distribution using a particle size of
rp = 1µm and number of N = 109 m−3 were conducted. The objective is to evaluate the
deviation of the simulated SOA mass caused by this "artificial" size distribution related to
measured PNSDs (Poppe et al., 2001, 2000).
First, the kinetic partitioning approach was compared to the absorptive partitioning ap-
proach for the two measured PNSDs. For this purpose, the particle-phase bulk diffusion
coefficient was set to Db = 10−9 m2 s−1, which assumes a liquid phase state, and the par-
ticle phase is non-reactive (kc = 0 s−1). These conditions seem to be most comparable to
Table 4.6: Particle number size distributions† as tabulated in Poppe et al. (2000).
Mode I Mode II Mode III
Type N in
cm−3
rm in
nm
σ N in
cm−3
rm in
nm
σ N in
cm−3
rm in
nm
σ
Urban 111,572 7.0 1.8 31,269 27.0 2.16 2.33 430.0 2.21
Remote 13,641 7.5 1.7 5,312 38.0 2.00 1.07 510.0 2.16
†The PNSD is calculated as: dNd log (r) =
N√
(2pi) ln (σ)
exp
{
[ln (r)−ln (rm)]2
2 ln (σ2)
}
.
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the basic absorptive partitioning approach of Pankow (1994a) because therein no additional
particle-phase reactions are considered and a well-mixed liquid organic matter is assumed
as absorptive medium. Furthermore, three different parameter setups for the kinetic par-
titioning approach were conducted to derive implications for the subsequent application
in COSMO-MUSCAT. Equal particle-phase forward and backward reactions, a composi-
tion dependent particle-phase diffusion coefficient, and a monodisperse aerosol distribution
have been considered. Figure 4.31 displays the simulated SOA mass for the urban and the
remote model scenarios. For both cases, the simulated SOA mass is almost similar for
the absorptive partitioning approach and the kinetic partitioning approach assuming a non-
reactive as well as liquid particle-phase. However, for the remote case with the kinetic par-
titioning approach marginally less SOA mass is formed than for the absorptive partitioning
approach. Combining the remote gas-phase conditions with the urban PNSD yields a simi-
lar SOA mass for both partitioning approaches (see Fig. D.2b in Appendix D.2). Thus, the
increased particle number and the slightly larger mean radii of the aerosol modes leads to a
more effective partitioning for the kinetic partitioning approach, which becomes conclusive
when considering Eq. (3.65). The kinetic partitioning approach enables the treatment of
particle-phase reactions for the organic compounds. Here, reversible particle-phase reac-
tions have been included (kc = 10−2 s−1 and kb = 10−2 s−1) in the simulations. Figure 4.31
reveals that the SOA mass is increased to the base case without particle-phase reactions
(about 8% and 9% relative increase within 5 days for the remote and urban scenario,
respectively). Furthermore, the influence of the particle-phase bulk diffusion coefficient is
reviewed for these two scenarios. Using a lower particle-phase bulk diffusion coefficient
related to viscous aerosol particles, Db = 10−14 m2 s−1, do not affect the simulated SOA
mass compared to that of liquid aerosols (cf. Fig. D.2 in Appendix D.2). The additional
consideration of a composition dependent particle-phase diffusion coefficient has also not
affected the simulated SOA mass (cf. Fig. 4.31), although the lowest self-diffusion coeffi-
cient for the organic compounds is utilized, Dorg = 10−23 m2 s−1, that was already applied
in Sect. 4.2.1.9. This result can be explained under calculation of the relative amount of
the organic mass on the total aerosol mass. For the remote case, the following values can
be calculated. At the beginning 30% of the dry mass is formed by organic compounds and
the remaining 70% by ammonium sulfate. Further, the organic compounds built 2% of
the initial total aerosol mass, which includes also water. At the end of the simulation (after
5 days), the organic matter provides 68/70% of the dry mass and 8/8.5% of the total
aerosol mass (without/with particle-phase reactions considered, respectively). The urban
case has the same initial values, but yields different amounts after 5 days of simulation:
Without/With particle-phase reactions considered, organic matter accounts for 80/81%
of the dry mass and 14/15% of the total aerosol mass. However, with respect to these
values, the mean particle-phase bulk diffusion coefficient can be derived from Fig. 4.32.
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Figure 4.31: Simulated SOA mass for multimodal SPACCIM simulations using the gas-
phase chemistry mechanism RACM-MIM2 combined with SORGAM for typi-
cal PNSDs as well as gas-phase concentrations of a) a remote and b) an urban
area. Simulations were conducted with an absorptive partitioning approach
(black dashed line) and with a kinetic partitioning approach: for liquid particles
(Db = 10−9 m2 s−1) with a non-reactive (solid red line) and a reactive (blue
line) particle phase and a composition-dependent particle-phase bulk diffusion
coefficient (using Dorg = 10−23 m2 s−1, yellow dashed line). Furthermore, an
"artificial" monodisperse aerosol distribution (rp = 1µm, N = 109 m−3) has
been combined with the remote and urban emission inventories using liq-
uid particles (Db = 10−9 m2 s−1) with a non-reactive particle-phase (crimson
dashed line).
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Figure 4.32: Mean particle-phase diffusivity in dependence of the organic mole fraction
(xorg) and the self-diffusion coefficient for the organic compounds (Dorg).
It becomes obvious that the aerosol particles are even liquid under a maximum organic
amount of 15% and the weighted particle-phase bulk diffusion coefficient drops for Dorg =
10−23 m2 s−1 to a final value of aboutDm = 10−11 m2 s−1. Due to the high relative humidity
and the remaining dissolved ammonium sulfate in the aerosol water, the aerosol particles
might stay liquid under these conditions. Therefore, no influence on the partitioning is
inferred from the simulations with the composition-dependent particle-phase bulk diffusion
coefficient. For the simulations in the 3-D model COSMO-MUSCAT, it can be taken
advantage of this finding in the way that a composition-dependent particle-phase diffusion
coefficient is only required if the relative humidity drops sharply for a longer period or the
organic proportion in the particles is predominant.
Furthermore, the comparison between the urban and the remote model scenario results
in 4-times more formed SOA mass under urban conditions (cf. Fig. 4.31). As already
mentioned before, the increased number of particles and the slightly larger mean radii
for the three aerosol modes contribute to a minor extent to this result. When analyzing
Table D.1 of Appendix D.1 two things can be noticed. For the urban case, the initial
concentrations of the biogenic species (API, ISO, LIM, SQT)11 are zero and that of the
anthropogenic species (KET, PAN, TOL, XYL, HC3, HC5, HC8) are higher than for
the remote scenario. Especially, the potential SOA precursors HC8, TOL, and XYL are
11Related species according to the abbreviations can be found in Table B.1 in Appendix B
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distinct higher. Additional to that, the emissions of the anthropogenic SOA precursors
(HC3, HC5, HC8, OLT, TOL, XYL) are about one or two orders higher in magnitude.
The most biogenic SOA precursors (API, ISO, LIM) are reduced by one order of magnitude
towards the remote conditions and sesquiterpenes (SQT) are not emitted. Thus, in the
urban scenario, no SOA caused by sesquiterpenes is contained and the biogenic SOA
is one order of magnitude lower than for the remote scenario. However, SOA induced
by isoprene is not very different for both scenarios. The main differences arise from the
anthropogenic SOA concentrations, which are increased by two orders of magnitude for the
urban scenario. Consequently, the differences in the emissions and initial concentrations
affect the final SOA mass, which explains the distinct higher SOA mass in the urban case.
Finally, the effect of the monodisperse particle size number distribution (rp = 1µm and N =
109 m−3) for later application in COSMO-MUSCAT is analyzed. Figure 4.31 depicts the
simulation results for liquid particles (Db = 10−9 m2 s−1) without particle-phase reactions.
For both emission inventories, remote and urban, the simulated SOA mass is increased by
about 20% due to application of the "artificial" aerosol distribution within 5 days. The
influence of the increased particle surface area is larger than that for reversible particle-
phase reactions. Due to the larger particles, indirectly the total initial particulate organic
mass is increased because the percentage amount of the organic fraction is fixed per
particle mass. However, it might be taken into account that these simplified simulations
did not comprise mass feedback in the way of particle growth. This is also the case for the
later presented 3-D model studies. When the condensed organic mass will be considered
in particle growth, the particle surface area will raise over the simulation time and, thus,
the partitioning will be increased for the kinetic partitioning approach. Consequently, the
induced overestimation of the simulated SOA mass by the simplified monodisperse particle
distribution maximally accounts for 20% and might be less with consideration of growing
particles for the multimodal studies.

5 Results COSMO-MUSCAT
5.1 Overview of the model setup, meteorological
conditions, and evaluation field sites
Due to the huge complexity of the 3-D model simulations, as a preliminary point, addi-
tional information on the model procedure and settings, weather conditions in the selected
simulation period, and the measurement stations in the modeled region, especially for the
TROPOS field site Melpitz, is provided. The information enables detailed analysis of the
model results as well as of the differences to measurements.
5.1.1 General overview of the simulation setup
Model simulations with COSMO-MUSCAT have been performed for a period of 21 April
2014 till 01 June 2014 for a model domain centered over north Germany and with a
resolution of 0.0625 ◦ × 0.0625 ◦ (≈ 7 km × 7 km). Figure 5.1 displays the domains of
COSMO-MUSCAT, where "N2" is utilized for the current simulations. The simulations
were performed without any data assimilation and nudging only by forcing via the bound-
aries. To keep the long-term evolution of meteorological fields close as possible nearby
observations, the integration period has been subdivided into overlapping short term cycles
(cf. Fig. 5.2). Each of these cycles consists of a one-day COSMO pre-run for spin-up of
the meteorological fields followed by a two-day run with the online-coupled model system
COSMO-MUSCAT. The COSMO pre-run of all cycles was always initialized and forced
with COSMO-DE re-analysis data provided by the German weather service (DWD, Offen-
bach). MUSCAT is restarted with the final chemical concentration fields of the previous
cycle. The chemical boundary values were generated by COSMO-MUSCAT runs on the
European domain "N1". Due to the required spin-up time, the simulations start 10 days
before the interested period.
As outlined in Sect. 1, two different partitioning approaches are applied within COSMO-MUSCAT
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Figure 5.1: COSMO-MUSCAT model domains.
and different parametrizations are tested. However, the different model runs are all calcu-
lated independently, which means that they all start with the COSMO-DE initialization of
the pre-run on 20 April 2014 and the first coupled cycle on 21 April 2014. This means,
no initialization of the concentration fields after a distinct time with the simulations of a
"N2" reference simulation is carried out. Instead, the comparison period for all model runs
is defined from 01 to 31 May 2014. With this procedure, five cycles, simulated by the
coupled COSMO-MUSCAT framework, serve as spin-up time for the concentration fields,
before the different simulations are compared. Nevertheless, initialization of the chemical
concentration fields at the domain boundaries is achieved with the results from the same
"N1" COSMO-MUSCAT simulation because a uniform initialization at the boundaries was
intended. The "N1" simulation was performed using SORGAM with the parametrization
of Schell et al. (2001) and the additional reactions of Karl et al. (2009) for SOA forma-
tion from isoprene as well as sesquiterpenes (cf. Table 3.2). Within this model set-up, the
formation of HOMs and the related SOA mass was not comprised.
All simulations with the kinetic partitioning approach utilize a particle-phase bulk diffusion
coefficient of Db = 10−9 m2 s−1. Thus, the particle-phase state is assumed as liquid,
which was indicated by the parcel studies under atmospheric conditions for a wide range of
the relative humidity and organic amount of the particles (cf. Sect. 4.2.5). Furthermore
within this work, a comparison with the absorptive approach is done and, for this purpose,
equal assumptions concerning particle-phase reactivity and diffusivity have to be made for
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Figure 5.2: Scheme of the COSMO-MUSCAT simulation cycle procedure as applied in the
current investigations. Figure is modified from Wolke et al. (2012).
intercomparison. Due to the initialization with the "N1" simulation of COSMO-MUSCAT
using SORGAM, there is no knowledge of the particle-phase concentration fields of the
SOA compounds using the kinetic partitioning approach. Thus, the concentrations of the
SOA compounds in the particle phase have to be defined at the domain boundaries in this
case because for SORGAM only the total concentration of the gas and the particle phase
is known. In order to avoid boundary effects, the particle-phase concentrations have been
set at zero at the domain boundaries. If only the particle-phase concentration gradient
is set to zero, boundary effects can occur, e.g. a SOA plume located across the domain
boundary can act as a continuous source if the flow is directed to the inside of the domain.
A further adjustment of the model framework for the application of the kinetic parti-
tioning approach was made for the sesquiterpenoid reaction products. From Table 3.2,
three partitioning SOA compounds are obtained for the oxidation of sesquiterpenes. For
the product named BCARP2, it was found in previous model studies that the volatility is
not low enough to cause an effective partitioning into the particle phase. Thus, in the
simulations with the kinetic partitioning approach, BCARP2 functioned only as the inter-
mediate product of BCARP3 in the gas-phase chemistry mechanism without the option
to partition. BCARP3 is known to effectively partition into the particle phase.
Moreover, the model versions of the absorptive (SORGAM) and the kinetic partitioning
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approach differ in the treatment of the heterogeneous hydrolysis of N2O5. Basically, the
heterogeneous hydrolysis of N2O5 was parametrized according to Riemer et al. (2003)
in COSMO-MUSCAT and was therefore applied for the model version using SORGAM.
During a recent project at TROPOS, the representation of the heterogeneous hydrolysis
of N2O5 was improved (Chen et al., 2018) and this setup was applied in the model version
utilized for the implementation of the kinetic partitioning approach. The improvement
concerns the applied parametrization to calculate the rate constants for the heterogeneous
hydrolysis of N2O5. Consequently, the changed treatment of N2O5 might cause some
differences in the balance of the oxidants. Because it is known that the heterogeneous
hydrolysis of N2O5 leads to a strong increase of ozone under high-NOx conditions and to
a decrease of ozone under low-NOx conditions (Riemer et al., 2003).
5.1.2 Weather conditions in the simulation period
In this section, a brief overview of the weather conditions shortly before the simulated
time period, end of April 2014, and for May 2014 is provided. The weather situation
mainly influences the development of the vegetation and the dynamics of the air masses,
which advect the aerosols. Thus, the weather conditions are important for the analysis of
emission sources, SOA formation, and related processes.
After a cut-off low developed southward from the upper-level trough located above Ger-
many on 18 April 2014, the warm air from Poland and the Ukraine reached the east of
Germany. Therefore, a significant warming occurred on 19 April 2014 and 20 ◦C was
reached on 20 April 2014. The weather situation were nearly constant in the following
week. Due to the wet air masses and the associated labile atmospheric stratification above
Germany, local rain showers were observed frequently in this week. This conditions were
strengthened by a slight flow from the south on 23 April 2014 that caused warm and
labile air masses. However, the maximum temperatures reach about 27 ◦C in the west
of Germany and 24 ◦C in the east of Germany with drier air masses. On 27 April 2014,
heavy rain showers and thunderstorms occurred in the west of Germany and past a too dry
period. In the north-east of Germany, 20 – 24 ◦C were observed and no rain has fallen in
the eastern part. Thus, an air mass boundary developed above Germany, which remained
till the end of April. In the west of Germany, cold air masses and rain showers dominated
and in the east/north-east of Germany a warm, dry, and stable air mass characterized the
synoptic conditions. In the east of Germany, the phenology reveals, with the earlier started
apple and lilac blossom, that the vegetation was 3 weeks ahead of time. Especially in the
north and north-east of Germany, a dry period was observed. Overall, April 2014 was too
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warm with respect of the current CLINO period1 from 1961 – 1990, e.g. +3.5K for Berlin.
On 01 May 2014, warm weather conditions were observed in Germany with a maximum
temperature of 22 ◦C, except for southwest Germany where rain showers occurred. On
02 May 2014, the low-pressure trough brought rain nearly for whole Germany, only in
the north-east of Germany the day was sunny and dry. However, in the night to 03 May
2014 cold advection lead to a distinct temperature drop of 15K in the east of Germany.
The temperature in the north and north-east of Germany only reached about 10 – 11 ◦C
on 03 May 2014 and solely in the south and south-west 16 – 18 ◦C were measured. The
responsible high pressure system moved slowly towards the east and, therefore, the air
masses of sub-polar origin expand over Germany on 04 and 05 May 2014. Cold night
temperatures between 0 – 5 ◦C were observed in these period. After the high pressure
system moved on 06 May 2014 to the Balkans, the temperature increased in Germany and
about 20 ◦C were observed in the Rhine region. Also on the 06 May 2014, the maximum
temperature ranged from 17 to 23 ◦C, but rain showers above west and north Germany
introduce a longer period of short-wave troughs. Thus, from 08 to 19 May 2014 cyclonic
west wind weather dominated Germany. In this period, the weather was changeable, rainy,
and the observed maximum temperatures were 15 – 17 ◦C. The night temperatures often
dropped to 0 – 4 ◦C in this colder period of time. Usually, the "Ice Saints" occur between
the 11 and 15 May 2014. Due to this singularity, the course of warm temperatures since
begin of May is interrupted and nocturnal ground frost can arise. Thus, 14 May 2014 was
coldest within this cyclonic characterized period with measured daytime temperatures of
about 7 – 15 ◦C, it was seen as occurrence of the "Ice Saints". However, the whole period
was 2K colder than the normally observed average temperature in this time. The few
exceptions were observed on 11, 18, and 19 May 2014, were local maximum temperatures
of 20 – 21 ◦C were observed because of embedded sunny periods. On 19 May 2014, the last
low pressure system of this changeable weather period crossed Germany with a westward
developing area of rain.
On 20 May 2014, the inflow of subtropical air masses from the south and related clear up
processes led to a distinct temperature increase in the south and southwest of Germany.
In the northeasterly regions of Germany, almost 16 – 17 ◦C were observed, where the max-
imum temperatures of 20 – 25 ◦C occurred in the far southern regions of Germany and in
the Rhine region. Already on 21 May 2014, nearly nationwide temperatures above 25 ◦C
were observed and, therefore, the first meteorological summer day in 2014 occurred. On
the next two days, the advection of subtropical warm air strengthened and the tempera-
ture increased up to 30 and 31 ◦C on these two days. On 24 May 2014, thunderstorms
1climate normal period
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propagating from the Czech Republic reached the east of Germany and caused heavy rain.
Also in some westerly parts of Germany, rain were observed and generally the warm air
moved to Poland. However, maximum temperatures of 28 ◦C were recognized. The 25
May 2014 was locally very different because a cold front above Germany regionally led to
thunderstorms and rain (temperature about 14 ◦C). However, partly longer sunny periods
occurred due to clear up processes caused by subsidence (maximum temperature 24 ◦C).
The intermediate high pressure system above Germany caused a sunny and dry 26 May
2014 with a 2K increased temperature level. The 27 May 2014 was in the north-east of
Germany very sunny (13 h of sun) with temperatures of about 20 – 22 ◦C and, in the south-
west of Germany, a low pressure system caused heavy clouds as well as rain (T < 20 ◦C).
Heavy thunderstorms in the north-east of Germany caused above average rainfall for May
(e.g., 154% in Berlin) and colder temperatures (about 12 – 22 ◦C) on 28 May 2014. The
rainfall also influenced Germany on 29 May 2014 (T about 11 – 12 ◦C) and only locally
on the Upper Rhine fair weather with 20 ◦C was observed. The colder temperatures were
caused by an advection of cool air masses of polar origin and the clear up processes in the
night led to nocturnal temperatures about 1 – 4 ◦C. On the 30 May 2014, a slight warming
due to the sunshine occurred in the north-easterly parts accompanied by the formation
of flat cumulus clouds. The south-westerly regions observed temperatures between 17
and 21 ◦C. Due to sunny weather in the north-east of Germany on 31 May 2014 with
10 – 15 h of sun, a maximum temperature of 20 ◦C was reached. However, the air was
labile stratified, which caused heavy clouds and rainfall in the southern part of Germany.
The night temperatures lay between 2 – 9 ◦C because of clear up processes, which cause
strong cooling.
The average temperature for Germany of May 2014 was related to the current CLINO
period (1961 – 1990) 0.4 K too warm, but compared to the 30-year period of 1981 – 2010
0.5K too cold. Due to the often heavy, rainy periods in May 2014 the Germany-wide
precipitation average was 22% too wet. However, April and March 2014 were very dry
and in total spring 2014 was 21% too dry, when considering a Germany-wide average.
The average spring temperature was 2.4 K too warm related to the current CLINO period
(1961 – 1990). Both caused the two weeks earlier started apple blossom in the second
period of April.
5.1.3 Overview of the field sites for evaluation
For evaluation of the model simulations, six measurement stations in Germany were avail-
able: Neuglobsow, Waldhof, Burg (Spree Forest), Collmberg, Schmücke, and Melpitz.
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The latter is the TROPOS field site and is in more detail described in Sect. 5.1.4 because
of the extensive model evaluation performed for this experimental site. An overview of the
location of all stations are provided in Fig. 5.3. The measurement stations are prevailing
situated in the east and the middle of Germany. The station at Neuglobsow is located in
northern Brandenburg, at the southerly border of the Mecklenburg lake district. Where the
station is next to the lakeside of the lake "Stechlinsee" and lies in a low hilled but flat area
of a natural reserve. The incoming/probed air masses are characteristic for the eastern
part of North Germany. About 200 km westward and a bit southerly of Neuglobsow, the
measurement station Waldhof is located. The experimental site Waldhof is situated in the
east of the Lueneburg Heath on Lower Saxony territory. The next village, "Langenbrügge",
lies 3 km westward of the experimental site. The measured air masses are representative
for the north German lowlands. The measurement station at the municipality Burg in the
Spree Forest, is characterized as rural background station. The station is built next to
a dike that separates forest from agricultural field. The Spree Forest is a lowland field
interspersed with river arms of the Spree. Large areas are vegetated with deciduous and
coniferous forest, where alders and pines are dominating the stand. The measurement
site at Collmberg is located on the identically named small mountain, which is about
313m a.s.l. located near the village Collm and 6 km westerly of the town Oschatz. The
Collmberg mountain is vegetated with deciduous and coniferous forest and is surrounded
by agricultural fields. The Collmberg mountain is characterized as local weather divide.
Further, this station lies only 30 km southward apart from the Melpitz field site. Thus,
similar air masses can be monitored with this background station, which can have a conti-
nental origin from the east (Poland, Czech Republic, Belarus, and Ukraine) or for westerly
winds reaching the station from Western Europe. The experimental site Schmücke is a
summit station at 937m a.s.l. in the mountain crest of the Thuringian Forest. The station
is about 7 km north-easterly of the town Suhl located. In the middle of Germany situated,
the Schmücke station is representative of German low mountain landscape and captures
long-range transported air masses from the easterly as well as Western Europe.
The measurement stations in Neuglobsow, Waldhof, and Schmücke are maintained by
the federal agency for environment (so called "Umweltbundesamt") and utilize a Digitel
PM2.5 sampler for the measurements of suspended particles. At the stations in Burg
(Spree Forest) and Collmberg, PM10 is measured by the state agencies of the federal
states of Brandenburg and Saxony, respectively. At both stations, Digitel filter samplers
are utilized for the PM10 measurements. All filter measurements have to undergo further
analysis in the laboratory, to derive the amount of OC (organic carbon) contained in the
samples. The filters are analyzed with a thermo-optical method according to the VDI
protocol (VDI, 2017; Karanasiou et al., 2015), which determines the heat up process and
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Figure 5.3: Overview of the six selected field sites for evaluation of the model results.
©Google Maps, 2018, All Rights Reserved.
the optical analysis of the filter samples. Furthermore, some trace gas measurements are
achieved at the measurement stations. All stations monitor hourly O3, NO, and NO2
concentrations. For Neuglobsow, Waldhof, and Schmücke, additionally the SO2 concen-
tration is hourly measured. Unfortunately, meteorological parameters were not available
for the measurement stations, except for the Schmücke station where the temperature
data was provided by the German Weather Service (DWD). Therefore, the meteorological
conditions have to be roughly estimated from the weather overview in Sect. 5.1.2.
5.1.4 Description of the research field site Melpitz
Field measurements of the TROPOS site near the village of Melpitz (12◦56’E, 51 ◦32’N,
86m a.s.l.) are available for different time resolutions and time periods for May 2014.
Therefore, a short overview of this field site is provided here. Melpitz is situated in the
vicinity of the city of Torgau in the river Elbe valley in North Saxony (Germany). This
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rural field site is located on a flat meadow which is surrounded by agricultural and forested
areas (cf. Fig. 5.4; Spindler et al., 2004; Stieger et al., 2017). Around the field site, no
wind obstacles are located within a distance of at least 1 km in all directions except for
a sector in the east, where data acquisition containers and the village of Melpitz in a
distance of 65 and 500m are situated, respectively (Spindler et al., 2004). The grassland
is semi-natural and the surface of the field site is covered by more than 95% by plants.
There is no pest control on the field site, but the grassland is fertilized once in spring
with 70 kgN ha−1 (for more details see Spindler et al., 2004). Furthermore, a federal main
road (B 87) connecting the cities, Leipzig and Torgau, passes the field site in a minimum
distance of 1.5 km in northern direction. Furthermore, the edges of forests, Dübener
Heide and Dahlener Heide, are located in 2.5 km to the north and 1 km to the south,
respectively (Spindler et al., 2004). The Melpitz site is mainly influenced by two different
wind directions (Spindler et al., 2004; Stieger et al., 2017). Under the dominating westerly
winds, the air-masses reaches the Melpitz station after crossing a large part of Western
Europe and the city of Leipzig. Leipzig is located in about 50 km distance to Melpitz.
These air masses can be characterized by marine origin. The second main wind direction
is from the east and, therefore, of continental origin. Due to high-pressure conditions,
dry air masses with source regions in Poland, Belarus, Ukraine, and the north of Czech
Republic are reaching the field site. In these source areas, coal-heated power plants with
little exhaust treatment, old industry, and old cars still exist that consequently cause the
anthropogenically polluted air masses (Spindler et al., 2004; Stieger et al., 2017; Spindler
et al., 2013).
In a study by Foken et al. (1997), the Melpitz field site is categorized as non-homogeneous
terrain relating to the roughness using a classification scheme of de Bruin et al. (1991).
Measurements conducted in this summer campaign reveal that weakly developing internal
boundary layers are caused by the inhomogeneities of roughness (Foken et al., 1997). This
circumstance might also affect the concentrations of the chemical substances measured
at the Melpitz field site and, thus, might induce under certain conditions complications in
the comparison with the model results. A land use map of Melpitz and the adjacent areas
is provided in Fig. 5.4a to show the patchiness of the landscape around the experimental
field site as well as a topographic map, which indicates a flat direct surrounding of the
field site.
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Figure 5.4: a) Land use map with a resolution of 500m and b) topographic map with a
resolution of 100m of the Melpitz area (both courtesy of Michael Jähn). The
triangle "4" indicates the location of the TROPOS field site and UTM denotes
the universal transverse mercator conformal projection of the coordinates.
5.2 Intercomparison of results from model enhancement
In this work, the different modifications of the SOA module have been achieved stepwise.
First, COSMO-MUSCAT was further developed due some modifications on the existent
description with SORGAM. After these implementations have been tested, the kinetic
partitioning approach was included in COSMO-MUSCAT. For this approach, application
with different particle-phase rate constants have performed to investigate the sensitivity
of the model on this parameter and the influence on the aerosol dynamics. The present
section is divided into different subsections for a stepwise analysis of the model modifica-
tions and comparison of the results between the different model versions. First, a general
model comparison based on the monthly average concentrations for the domain is shown
and, second, the simulations are evaluated with measurements for the selected stations.
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5.2.1 Modifications of SORGAM
5.2.1.1 Influence of HOMs on SOA formation
After investigation of the influence of HOMs on SOA formation from α- and β-pinene in
the box model framework, their formation is also considered in the 3-D model simulations.
Therefore, the gas-phase chemistry mechanism is slightly modified as summarized in Table
B.3 in Appendix B. In difference to Gatzsche et al. (2017a), the present study also
considers HOM formation from isoprende oxidation. For HOMs, the knowledge of vapor
pressures and their temperature dependence is very scarce. Only for HOMs from α-
pinene and isoprene, expected molecule structure information are provided by Berndt et al.
(2016b) and Berndt et al. (2016a), respectively. For α-pinene HOM molecules, the vapor
pressures estimated with COSMO-RS were stated by Berndt et al. (2016b) and were
utilized here. Thus, for α-pinene, an average vapor pressure from three molecule structures
for the reaction with OH (cf. Table A.6) have been calculated as given in Table 5.1.
This average vapor pressure is also assumed for HOMs from limonene and sesquiterpene
oxidation because no structural information have been indicated. For isoprene HOMs (1,2-
and 3,4-ISOPOOH), the vapor pressures were estimated according to the given structures
in Berndt et al. (2016a). Furthermore, assumptions of the enthalpy of vaporization for the
HOMs have to be made. From the literature, the enthalpy of vaporization is known for
some VOCs (Chickos and Acree Jr., 2003). Table B.4 in Appendix B provides an overview
of selected biogenic SOA precursors. From this data, a slight trend of increasing enthalpy
of vaporization with increasing molecule chain length and contained molecule functionality
can be derived. The availability of data for SOA compounds is scarce and, particularly,
for the recently found HOMs molecule structures are already not fully known as well as
the enthalpy of vaporization is not tabulated. Further, HOMs are known to condense very
fast and effective because of their low volatility (Kurtén et al., 2016). Within the present
study, it is assumed that the enthalpy of vaporization for HOMs is not lower than that of
Table 5.1: HOM classes comprised in the modified gas-phase chemistry mechanism and the
corresponding model parameters: molar weight (MWi), reference liquid-vapor
pressure (pr,i at 298K), and enthalpy of vaporization (∆Hvap,i).
Precursor OVOC MWi pr,i ∆Hvap Reference
Class Class in gmol−1 in atm in kJmol−1
API HOMAPI 250 3.6 · 10−10 156 1
LIM HOMLIM 250 3.6 · 10−10 156 1
SQT HOMSQT 250 3.6 · 10−10 156 1
ISO HOMISO 168 2.0 · 10−10 156 2
1 Berndt et al. (2016b), 2Berndt et al. (2016a)
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the anthropogenic compounds, ∆Hvap=156 kJmol−1 (cf. Tables 3.2 and 5.1). Thus, it is
assumed that the temperature dependence of HOMs is not more pronounced than that of
the anthropogenic VOCs. Furthermore, in the basic SORGAM description (Schell et al.,
2001) equal enthalpy of vaporization, ∆Hvap=156 kJmol−1, were assumed for all SOA
compounds. However, an additional approximation of the enthalpies of vaporization for
HOMs of α-pinene and isoprene oxidation have been done using the SIMPOL (Pankow and
Asher, 2008) for comparison purposes. The results are provided in Table B.5 in Appendix
B. The estimated enthalpies of vaporization vary between about 75 – 84 kJmol−1, where
for the HOMs of α-pinene the larger values are calculated. In comparison to the assumed
value of 156 kJmol−1, which was based on the former monoterpenoid parametrization
in SORGAM of Schell et al. (2001), lower enthalpies of vaporization are estimated using
SIMPOL. On the other hand, the values for the monoterpenoid and isoprenoid SOA classes
assumed in SORGAM-TIN might be too low to assign them for HOMs because of their
high functionalization. Moreover, the results of the SIMPOL method for the estimation of
the enthalpy of vaporization are not yet evaluated for such complex molecule structures,
where multiple functionalities occur. Comparison for molecules where experimental values
exist, yield satisfying results (Pankow and Asher, 2008) and the methodology can be also
derived from a related approach (Capouet and Müller, 2006).
For the investigation of the effect of considering HOMs on SOA formation, the SORGAM
description of Schell et al. (2001) is used as basis for both performed model runs. Thus,
the only difference for the simulation with HOMs is an extended gas-phase chemistry
mechanism (cf. Table B.3 in Appendix B) with the related phase change parametrization
(cf. Table 5.1). In the following, monthly average concentrations of May 2014 are utilized
for analysis. Figure 5.5 shows that the SOA mass formation is markedly increased due to
consideration of HOMs. The maximum SOA mass concentration is for both simulations
above east Germany and Poland located. For this area, the difference between the two
simulations for the SOA mass concentration is more pronounced. The absolute difference
is calculated from the average SOA mass concentration of the simulation with HOMs
(SOAHOMs) minus the average SOA mass of the simulation without HOMs (SOAno HOMs):
∆SOA = SOAHOMs − SOAno HOMs . (5.1)
Figure 5.6a depicts this absolute concentration difference, where the maximum absolute
difference of the average SOA mass of about 2.2µgm−3 is located above the east of
Germany (Brandenburg) and Poland. Furthermore, significant SOA mass concentration
differences (∆SOA ≈ 1.9µgm−3) occur above the Czech Republic and the south-east of
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Figure 5.5: Average SOA mass concentrations for May 2014 for SORGAM a) without and
b) with consideration of HOMs. Both figures depict the SOA mass concen-
trations in the surface layer.
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Figure 5.6: a) Absolute difference of the average SOA mass concentrations for May
2014 (∆SOA), which is defined as ∆SOA = SOAHOMs − SOAno HOMs and
b) relative difference of the average SOA mass concentrations for May 2014
∆SOA/SOA∗, where SOA∗ = SOAno HOMs. Both figures depict the concentra-
tion differences in the surface layer.
Germany, Bavaria, (cf. Fig. 5.6a). For the remaining model domain, the average SOA
mass is increased by about 1.1 – 1.6µgm−3 due to consideration of HOMs. The relative
increase of SOA mass formation varies between about 31 – 52% for the monthly average
related to the simulation without HOMs (cf. Fig. 5.6b). For Fig. 5.6b, the variation of the
effect of HOMs between the western and the eastern part of the model domain becomes
more pronounced. Furthermore, this figure shows more distinct that for some conurbations
(e.g., Berlin, Hamburg, Bremen, the Ruhr region, and Prague) the SOA mass formation
is not increased by the same amount as for the surrounding rural regions. This aspect is
further analyzed at the end of this section.
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Figure 5.7: a) Absolute difference of the average monoterpenoid SOA mass con-
centrations for May 2014 (∆monoterp. SOA), which is defined as
∆monoterp. SOA = monoterp. SOAHOMs −monoterp. SOAno HOMs and
b) relative difference of the average monoterpenoid SOA mass con-
centrations for May 2014 ∆monoterp. SOA/(monoterp. SOA)∗, where
(monoterp. SOA)∗ = monoterp. SOAno HOMs. Both figures depict the
concentration differences in the surface layer.
Figure 5.7a reveals that the monoterpenoid SOA is significantly increased by the consid-
eration of HOMs. With respect to Fig. 5.6a, a similar east-west pattern for the absolute
difference of the average concentration is observed and the maximum values in the east-
ern regions reach about 1.9µgm−3. In the western part of Germany and above France,
about 1.0µgm−3 more SOA mass is simulated. Thus, the increase of SOA mass is
mainly caused by the HOMs of monoterpenoid origin. This circumstance has two reasons:
i) the pronounced abundance of monoterpene emissions in the considered model domain
(cf. Figs. 5.8) and ii) the relatively high molar HOM yields of monoterpenoid BVOCs com-
pared to the other considered SOA precursors. In Central Europe, monoterpenes make
up the largest part of the emitted BVOCs and they are widespread distributed. However,
the maximum of the monoterpene emissions for the model simulations concentrates over
the east of Germany (mainly North Saxony and Brandenburg) and Poland (cf. Fig. 5.8)
that correlates with the abundance of coniferous forest in this regions in the applied lan-
duse map. Combined with the distinct molar HOM yields and the high reactivity of the
monoterpenoid precursors2, the large increase of SOA formation can be explained for
monoterpenoids. Furthermore, the relative difference of the average monoterpenoid SOA
mass concentration is enormous (cf. Fig. 5.7b). The relative difference varies between
about 74 – 123% related to the simulation without HOMs. The maximum values occur
above the Czech republic and the surrounding parts of Germany (Saxony and Thuringia)
2Especially for ozononlysis, the reactivity of monoterpenes is higher compared to isoprene. Due to the high
abundance of ozone (cf. Fig. E.4 in Appendix E.3) and the considered HOM yields for the ozonolysis of
monoterpenoids, this might be the major source of additional SOA formation.
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Figure 5.8: a) Average α-pinene and b) average limonene emission fluxes for May 2014 in
µgm−2 s−1. Both figures depict the emission fluxes in the surface layer.
as well as southern Germany (Bavaria and Baden-Wuerttemberg). It is quite impressive
that the increase of the monoterpenoid SOA mass due to considered HOMs is larger than
the formed monoterpenoid SOA mass without HOMs. In some conurbations (e.g., Berlin,
Hamburg, Bremen, Prague, and the Ruhr region), the relative increase of the monoter-
penoid SOA mass concentration is minimal.
Furthermore, the absolute differences of the average isoprenoid and sesquiterpenoid SOA
mass maximal account for about 0.20µgm−3 and 0.10µgm−3, respectively (see Fig. E.5a
and Fig. E.6a in Appendix E.3). For sesquiterpenes, the absolute increase of SOA mass
is largest for southern Germany as well as the south of the Czech Republic and is larger
for the east of the model domain, which is similar to the increase of SOA formation
for the monoterpenes (cf. Fig. E.6a). This result is linked to the geographical distribu-
tion of sesquiterpene sources, which emit predominantly in the before mentioned regions
(cf. Fig. E.3a in Appendix E.2). Moreover, the pattern of the markedly less SOA mass
increase for distinct conurbations is observed for both the absolute and the relative dif-
ference of SOA mass concentrations (e.g., Berlin, Hamburg, Bremen, Prague, the Ruhr
region, Brussels, and Lorraine; cf. Fig. E.6). For isoprene, the maximum increase concen-
trates over France (cf. Fig. E.5a) because there are areal emissions of isoprene simulated
with a flux comparable to that of α-pinene (cf. Fig. E.2a in Appendix E.2). The relative
increase for isoprene amounts between about 44 – 52% and for sesquiterpenes between
about 7 – 28%, each related to the formed precursor specific SOA mass for the simulation
without HOMs (cf. Fig. E.5b and Fig. E.6b in Appendix E.3).
As already indicated, the increase of the SOA mass due to HOMs is lower in conurba-
tions and for the majority of the biogenic SOA compounds a less pronounced SOA mass
accretion occurred. Considering the average anthropogenic SOA mass concentrations for
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Figure 5.9: a) Absolute difference of the average anthropogenic SOA mass
concentrations for May 2014 (∆anthrop. SOA), which is defined
as ∆anthrop. SOA = anthrop. SOAHOMs − anthrop. SOAno HOMs and
b) relative difference of the average anthropogenic SOA mass con-
centrations for May 2014 ∆anthrop. SOA/(anthrop. SOA)∗, where
(anthrop. SOA)∗ = anthrop. SOAno HOMs. Both figures depict the con-
centration differences in the surface layer.
May 2014, a slight decrease is observed for distinct conurbations, e.g.Berlin, Hamburg,
Bremen, Prague, the Ruhr region, Brussels, and Lorraine. The absolute differences of
average anthropogenic SOA mass vary between about -0.02 – 0.05µgm−3, which corre-
sponds to -1 – 3% relative SOA mass concentration differences (cf. Figs. 5.9a and 5.9b).
This minor deviations are not really significant to draw a conclusion. A possible explanation
might be the increased biogenic SOA mass formation that changes the balance between
anthropogenic and biogenic SOA because more biogenic compounds are able to condense
on the existing organic particulate mass.
5.2.1.2 Update of vaporization enthalpies and molar weights
In Sect. 3.3.1, an overview of the enthalpies of vaporization and the molar weights for the
SOA compounds in SORGAM is provided. The original SORGAM version of Schell et al.
(2001) uniformly considers 156 kJmol−1 as enthalpy of vaporization for all compounds.
In the updated SORGAM-TIN version from Li et al. (2013), markedly lower enthalpies
ofvaporization for the products from monoterpene oxidation are suggested based on inves-
tigations of Saathoff et al. (2009). Further, isoprene oxidation products are considered for
SOA formation with a product specific molar weight and enthalpy of vaporization (cf. Ta-
ble 3.2 in Sect. 3.3.1). However, SOA formation from isoprene oxidation was already
implemented according to Karl et al. (2009) and the update to SORGAM-TIN caused
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Figure 5.10: Average SOA mass concentrations for May 2014 of the absorptive partitioning
approach utilizing enthalpies of vaporization/molar weights according to a)
SORGAM and b) SORGAM-TIN (cf. Table 3.2 in Sect. 3.3.1). Both figures
depict the SOA mass concentrations in the surface layer.
mainly a change of the molar weight because the difference in the vaporization enthalpy
was from minor extend (∆Hvap = 3 kJmol−1). The reduced molar weight of the isoprene
products might continuously affect the SOA mass, as in this case more amount of the
substance is needed to form the same mass. The influence of the modified vaporization
enthalpies depend on the ambient temperature and for the original parametrization the
SOA compounds have a lower volatility than for the new setup. The following compari-
son refers only to the changed vaporization enthalpies and molar weights. The chemistry
mechanism and the partitioning products are the same.
Figure 5.10 shows the average SOA mass of May 2014 for both simulations and reveals
that with the original parametrization of Schell et al. (2001) for monoterpenes and iso-
prene more SOA mass was formed. The maximum SOA mass is for both parametrizations
observed in the east of Germany, especially over Brandenburg, and Poland. For a better
characterization of the SOA mass concentration differences, the differences of the aver-
age concentration fields are calculated and depicted. Figure 5.11a shows the absolute
difference of the average SOA mass concentrations for May 2014 (∆SOA), where the av-
erage SOA mass concentration of the simulation with the SORGAM-TIN parametrization
(SOASORGAM−TIN) was subtracted from the average SOA mass of the simulation with the
basic SORGAM parametrization (SOASORGAM):
∆SOA = SOASORGAM − SOASORGAM−TIN . (5.2)
Further, Fig. 5.11b depicts the relative difference of the average SOA mass concentrations
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Figure 5.11: a) Absolute difference of the average SOA mass concentrations for May 2014
(∆SOA), which is defined as ∆SOA = SOASORGAM − SOASORGAM−TIN and b)
relative difference of the average SOA mass concentrations for May 2014
∆SOA/SOA∗, where SOA∗ = SOASORGAM−TIN. Both figures depict the con-
centration differences in the surface layer.
for May 2014 ∆SOA/SOA∗, where SOA∗ = SOASORGAM−TIN was set. This means, the
concentration difference is related to the SORGAM-TIN parametrization. Figure 5.11a
reveals that for the basic SORGAM parametrization about 0.5 – 1.5µgm−3 more SOA
mass has been simulated in average for May 2014. The maximum of the concentration
difference occurs in the east of Germany (Brandenburg) and Poland, where already the
highest SOA mass concentrations have been observed. The relative difference of the
average SOA mass concentrations for May 2014 varies between about 15 – 25%, with the
maximum values mainly reached above the east of Germany and Poland (cf. Fig. 5.11b).
As already described in Sect. 5.1.2, the mean temperature for May 2014 was in some
eastern regions (North Saxony, Saxony-Anhalt, Brandenburg, Poland, and some parts of
the Czech Republic) about 2 – 3K warmer than in the west of the domain (cf. Fig. E.1a
in Appendix E.1). Thus, due to the reduced enthalpies of vaporization, pronounced SOA
mass differences might occur in this warmer regions. The impact of modifications of the
phase change parametrization can be traced back with the knowledge of the concentration
differences in the individual SOA classes. The major part of the concentration differences
is caused by the precursor class of monoterpenes (API and LIM), where enthalpies of
vaporization have been reduced to values between 37 – 15% of their initial values. The
higher reduction is valid for the low volatile SOA compounds of monoterpenes. However,
the lowest enthalpies of vaporization are less than the enthalpies of vaporization of their
related precursors (cf. Table B.4 in Appendix B). Due to the scarce measurement values
for the enthalpy of vaporization, evaluation of the estimated values in SORGAM-TIN
by Saathoff et al. (2009) is difficult. This uncertainty additionally influences the vapor
pressures of the OVOCs, which already substantially varies with the applied estimation
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Figure 5.12: a) Absolute difference of the average monoterpenoid SOA mass con-
centrations for May 2014 (∆monoterp. SOA), which is defined as
∆monoterp. SOA = monoterp. SOASORGAM −monoterp. SOASORGAM−TIN
and b) relative difference of the average monoterpenoid SOA mass con-
centrations for May 2014 ∆monoterp. SOA/(monoterp. SOA)∗, where
(monoterp. SOA)∗ = monoterp. SOASORGAM−TIN. Both figures depict the
concentration differences in the surface layer.
method (O’Meara et al., 2014; Kurtén et al., 2016). Figure 5.12 shows the absolute
and relative differences of the average SOA mass concentrations for May 2014 related
to monoterpenoid precursors. Absolute concentration differences of monoterpenoid SOA
are positive for the whole domain and varies between about 0.75 – 1.5µgm−3, where the
maximum mainly concentrates over the east of Germany and Poland (cf. Fig. 5.12a). This
corresponds to relative differences of monoterpenoid SOA for May 2014 between about
40 – 57% related to the results of the SORGAM-TIN simulation (cf. Fig. 5.12b). Thus,
the reduced enthalpies of vaporization for SORGAM-TIN caused a significant reduction
of SOA mass formation in the warmer regions where the monoterpenoid emissions are
prevailing (cf. Figs. E.1 and 5.8).
Minor effects on the SOA mass differences are caused by isoprene induced SOA forma-
tion. The average isoprenoid SOA mass concentration is reduced between about 0.05 –
0.15µgm−3 for May 2014, which corresponds to a relative difference between about
-0.25 – -0.15% related to the isoprenoid SOA mass for SORGAM-TIN (cf. Fig. 5.13).
This means a slight increase of isoprenoid SOA mass due to the modified parametrization
of isoprene SOA mass formation for SORGAM-TIN. This might be caused by the reduced
molecular weight of isoprenoid OVOCs that indirectly induces slightly more molecules to
partition into the particle phase before equilibrium has been reached with the gas phase.
Comparing absolute differences, the isoprenoid SOA mass change accounts for about one-
tenth of the monoterpenoid SOA mass difference, but this makes up already 25% of the
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Figure 5.13: a) Absolute difference of the average isoprenoid SOA mass con-
centrations for May 2014 (∆isopren. SOA), which is defined as
∆isopren. SOA = isopren. SOASORGAM − isopren. SOASORGAM−TIN and
b) relative difference of the average isoprenoid SOA mass con-
centrations for May 2014 ∆isopren. SOA/(isopren. SOA)∗, where
(isopren. SOA)∗ = isopren. SOASORGAM−TIN. Both figures depict the
concentration differences in the surface layer.
SOA mass caused by isoprenoids. Further, some marginal changes (absolute differences of
the average SOA mass concentrations lower than 0.05µgm−3) of the sesquiterpenoid and
anthropogenic SOA mass occurred (cf. Fig.E.7 and Fig. E.8 in Appendix E.4), which might
be induced by the changed particulate organic mass concentrations. When the organic
mass concentration in the particle phase slightly varies, the partitioning coefficients are
modified and this can lead to such small differences for all compounds.
5.2.2 Application and testing of the kinetic partitioning approach
5.2.2.1 Kinetic partitioning approach with a non-reactive particle
phase – comparison to SORGAM
After successful implementation of the kinetic partitioning approach in COSMO-MUSCAT,
application without particle-phase reactions have been performed (denoted by "SOAkin.,kc0").
These simulation results are compared within this section to the results from
COSMO-MUSCAT achieved with the absorptive partitioning approach using the
SORGAM-TIN parametrization (denoted by "SOAabsorpt."). For the kinetic partitioning
approach, the vapor pressure is also implemented as temperature dependent and, there-
fore, the enthalpies of vaporization from the SORGAM-TIN setup have been utilized. First
of all, the average SOA mass simulated for May 2014 of both approaches is depicted in
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Figure 5.14: Average SOA mass concentrations for May 2014 using the a) absorptive and
b) the kinetic partitioning approach without consideration of particle-phase
reactions, kc = 0 s−1. Both figures depict the SOA mass in the surface layer.
Fig. 5.14. The SOA mass distribution is very similar for both approaches and only slight
concentration differences can be observed. For the already identified region of maximum
SOA mass in the eastern part of the model domain, the kinetic partitioning approach
forms more SOA and this effect also extends to the south of Germany (Bavaria). On the
other hand, the SOA mass is slightly lower at the domain borders for the kinetic partition-
ing approach. From Fig. 5.15, these variations between the two partitioning approaches
becomes more clear. Predominantly at the domain borders, above the North and Baltic
Sea, as well as above the north-eastern part of France, more SOA mass for the absorp-
tive partitioning approach is simulated (indicated by positive values in Fig. 5.15). With
more distance to the borders, the differences firstly vanish and than evolve in the opposite
direction. Thus, above the Czech Republic, the east of Poland, Brandenburg, Saxony,
Bavaria, and Thuringia the increase of the SOA formation due to the kinetic partitioning
approach is strengthened. Thereby, the absolute differences of the average SOA mass
for May 2014 (∆SOA = SOAabsorpt. − SOAkin.,kc0) vary between about -0.54 – 0.60µgm−3
(cf. Fig. 5.15a). Using the kinetic partitioning approach with kc = 0 s−1, the SOA mass
decrease on the domain borders is slightly higher than the SOA formation increase above
the regions where the highest SOA concentrations occur. The relative differences of the
average SOA mass concentration for May 2014 lie in between -11 – 14% related to the
SOA mass simulated with the kinetic partitioning approach (kc = 0 s−1, cf. Fig. 5.15b).
The pattern of the relative SOA mass concentration differences correlate with that from
the absolute SOA mass concentration differences. In general, the application of the kinetic
partitioning approach without particle-phase reactions seems to influence the monthly av-
erage SOA mass concentration field not very markedly and the concentration differences
are nearly uniformly spatial distributed. However, the domain borders built an exception to
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Figure 5.15: a) Absolute differences of the average SOA mass concentrations for May
2014 (∆SOA), which is defined as ∆SOA = SOAabsorpt. − SOAkin.,kc0 and
b) relative differences of the average SOA mass concentrations for May 2014
∆SOA/SOA∗, where SOA∗ = SOAkin.,kc0. Both figures depict the concentra-
tion differences in the surface layer.
that and with increasing distance directed to the inside, the positive differences quickly van-
ishes, especially over the land. The effect on the domain borders can be explained due to
the adjusted boundary values of the particle-phase concentrations for the kinetic approach,
as described in Sect. 5.1.1. Therefore, the concentrations in the particle-phase have to
be rebuilt within the model domain and this needs of course some time for the formation
process. To avoid this effect on the domain borders in future studies, the simulations for
the larger "N1" domain should ideally be performed with the kinetic partitioning approach
so that gas- and particle-phase concentrations are known at the domain boundaries. If
only the total compound concentrations for the "N1" domain exist, the particle-phase
concentrations at the boundaries can be derived by solving the partitioning equation. This
is an alternative approach to the here applied method.
The absolute and relative differences of the monoterpenoid, sesquiterpenoid, and anthro-
pogenic SOA mass concentrations show a similar spatial distribution as the absolute and
relative differences for the total SOA mass (cf. Figs. E.9, E.10, and E.11 in Appendix
E.5). The absolute differences vary between -0.31 – 0.41µgm−3 for the monoterpenoid,
-0.04 – 0.04µgm−3 for the sequiterpenoid, and -0.40 – 0.01µgm−3 for the anthropogenic
average SOA mass. Thus, the largest absolute average concentration differences occur for
monoterpenes, which are also most abundant in the modeling domain (cf. Figs. 5.8, E.2,
and E.3). The absolute and relative differences for SOA formation from sesquiterpenes
are quite small (cf. Fig. E.10). These slight differences might be a result of the omission
of BCARP2 as partitioning product for the kinetic partitioning approach, as indicated in
Sect. 5.1.1. For the simulation with the absorptive partitioning approach, in a first ox-
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Figure 5.16: a) Absolute differences of the average isoprenoid SOA mass con-
centrations for May 2014 (∆isopren. SOA), which is defined
as ∆isopren. SOA = isopren. SOAabsorpt. − isopren. SOAkin.,kc0 and
b) relative differences of the average isoprenoid SOA mass con-
centrations for May 2014 ∆isopren. SOA/(isopren. SOA)∗, where
(isopren.SOA)∗ = isopren. SOAkin.,kc0. Both figures depict the concen-
tration differences in the surface layer.
idation step, the SOA products BCARP1 and BCARP2 are formed. Already BCARP2
can partition into the particle phase or it is in a second step oxidized in the gas phase to
a lower volatile product named BCARP3, which consequently more effectively partitions.
However, previous studies have been shown that BCARP2 not markedly partitions into
the particle phase. Therefore, the oxidation steps are the same for the kinetic partition-
ing approach, but only BCARP1 and BCARP3 are enabled to partition. The quite small
concentration differences reveal that the simplified treatment is reasonable. Furthermore,
the results for isoprenoid SOA formation deviate from the other SOA classes because the
kinetic partitioning approach uniformly result in lower SOA mass concentrations compared
to the absorptive partitioning. The absolute differences lie between 0.18 – 0.28µgm−3
(cf. Fig. 5.16a) and this accounts for about 54 – 88% relative difference of the isoprenoid
SOA mass simulated with the kinetic partitioning approach (cf. Fig. 5.16b). Thus, for the
SOA formation from isoprene, the largest variations occur between the two partitioning
approaches. A possible explanation might be the longer accumulation time of reaction
products and their spatial distribution for the absorptive partitioning approach because
the partitioning equations are only solved at every output step3. Whereas, for the kinetic
partitioning approach for every time step partitioning is achieved and the instantaneous
gas-phase concentrations might be lower. Due to the circumstance that monoterpenoids
are characterized by a higher reactivity for O3 and NO3 compared to isoprene (Atkinson
3In this work, the output is achieved every half hour for all simulations, except for the absorptive partitioning
approach using SORGAM without consideration of HOMs.
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and Arey, 2003), the monoterpenoid reaction products might more effectively partition
into the particle phase. Overall, the comparison of the results from both approaches show
the applicability of the advanced framework with kinetic partitioning. Smaller differences
due to assumptions on the domain boundaries can be avoided in further studies as described
above.
5.2.2.2 Kinetic partitioning approach with a reactive particle phase – comparison to
the non-reactive case
In this section, the sensitivity to particle-phase reactions and their influence on the SOA
mass concentration is investigated. Therefore, three different simulations with a changed
particle-phase reactivity were performed. First, a simulation with a moderate particle-phase
reactivity, kc = 10−4 s−1 (denoted by "SOAkin.(kc = 10−4 s−1)"), have been performed.
Further, two simulations with considered backward reactions have been conducted: i)
kc = kb = 10
−2 s−1 and ii) kc = 10−3 s−1 combined with kb = 10−4 s−1 (denoted by
"SOAkin.(kc = kb = 10−2 s−1)" and "SOAkin.(kc = 10−4 s−1)", respectively). Already the
box model simulations in Sect. 4.2.1.8 indicate the importance of additional backward
reactions to consider reversible SOA formation and the earlier establishment of an equi-
librium between the gas and the particle phase. The results of these three simulations
are compared to the base case with a non-reactive particle phase, to evaluate the SOA
mass increase due to the particle-phase reactivity. For an overview, the SOA mass for
the four simulations with the kinetic partitioning approach are provided in Fig. 5.17. It is
obvious, that the SOA mass has been increased due to the consideration of particle-phase
reactions. For the simulation without particle-phase reactivity (kc = 0 s−1), the average
SOA mass concentration varies between about 3.53 – 5.80µgm−3, where the maximum
values concentrate over the east of the model domain and the lowest values occur at the
domain borders and over the North Sea (cf. Fig. 5.17a). This pattern is the same for
all simulations with the kinetic partitioning approach due to the chosen boundary condi-
tions (see Sect. 5.1.1), but the SOA mass concentrations differ according to the reactivity
(cf. Fig. 5.17). For the simulation with equivalent rate constants of forward and back-
ward particle-phase reactions (kc = kb = 10−2 s−1), slightly increased average SOA mass
concentrations between about 4.06 – 6.97µgm−3 are simulated (cf. Fig. 5.17c). The
growth of the SOA mass is larger for the regions were already the highest SOA mass
concentrations have been obtained. Simulations with a moderate particle-phase reactivity,
kc = 10
−4 s−1, and with forward and backward reactions at the ratio of kc/kb = 10, using
kc = 10
−3 s−1 and kb = 10−4 s−1, approximately yield similar results (compare Fig. 5.17b
with 5.17d). With kc = 10−4 s−1, the average SOA mass concentration varies between
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Figure 5.17: Average SOA mass concentrations for May 2014 of the kinetic partitioning ap-
proach for different particle-phase reactivities a) kc = 0 s−1, b) kc = 10−4 s−1,
c) kc = kb = 10−2 s−1 and d) kc = 10−3 s−1 combined with kb = 10−4 s−1. All
figures depict the SOA mass concentrations in the surface layer.
4.05 – 7.94µgm−3, while application of kc = 10−3 s−1 and kb = 10−4 s−1 yields slightly
higher average SOA mass concentrations of about 4.18 – 8.04µgm−3. The lower lim-
its of the formed SOA mass are nearly similar for the three simulations with considered
particle-phase reactions and the SOA mass is about 0.5µgm−3 increased at the boundaries
compared to the non-reactive case.
The distribution of the absolute differences of the average SOA mass of May 2014 are
depicted in Fig. E.12 in Appendix E.6. Accordingly, the relative differences for the
average SOA mass concentrations calculate to about 13 – 24% for kc = kb = 10−2 s−1,
19 – 50% for kc = 10−3 s−1 combined with kb = 10−4 s−1, and 15 – 49% for kc = 10−4 s−1
(cf. Fig. 5.18a – c, respectively), where the SOA mass of the simulation with kc = 0 s−1
serves as reference value. The lower relative differences occur mainly at the domain
boundaries and for the simulations with considered backward reactions, their distribution
to the inside is far smaller (cf. Fig. 5.18a and b with Fig. 5.18c). Thus, almost one cell
is influenced for these two simulations and between two and three boundary cells for the
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Figure 5.18: Relative differences of the average SOA mass concentrations (∆SOA)
for Mai 2014 comparing the kinetic partitioning approach with different
reactivities a) ∆SOA = SOAkin.(kc = kb = 10−2 s−1)− SOAkin.(kc = 0 s−1),
b) ∆SOA = SOAkin.(kc = 10−3 s−1, kb = 10−4 s−1)− SOAkin.(kc = 0 s−1),
and c) ∆SOA = SOAkin.(kc = 10−4 s−1)− SOAkin.(kc = 0 s−1), where in all
cases SOA∗ = SOAkin.(kc = 0 s−1). All figures depict the concentration
differences in the surface layer.
simulations with kc = 10−4 s−1. However, this effect is caused by the chosen boundary
conditions and might be avoidable, if the boundary values of the particle phase can be
obtained from a simulation with the kinetic approach for the "N1" domain. Furthermore,
less relative differences occur above the mountain ranges of the model domain (e.g., Erz
Mountains, Giant Mountains, Harz Mountains, and Thuringian Forest). This might be
correlated to the less intense monoterpene emissions in this regions (cf. Fig. 5.8). The
main constituents of the SOA formation are anthropogenic and monoterpenoid precursors
followed by sesquiterpenoid precursors and lastly isoprene. The relative differences are
largest for monoterpenoid SOA and surprisingly sesquiterpenoid SOA (cf. Figs. E.14 and
E.16), however this might linked to their short lifetimes in the troposphere (Atkinson and
Arey, 2003). The related absolute differences for the average SOA mass concentrations
are depicted in Figs. E.13 and E.15 in Appendix E.6. Furthermore, Appendix E.6 contains
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for the sake of completeness also the absolute and relative differences of the SOA mass
concentrations from isoprene and anthropogenic precursors (cf. Figs. E.17 – E.20).
5.3 Model evaluation by measurements
5.3.1 Comparison to OC filter and trace gas measurements
In this section, the simulated and measured organic mass concentrations are compared and
the obtained differences are further investigated. As already described in Sects. 5.1.3 and
5.1.4, OC data for six measurement stations were available. The measured OC have to be
converted into organic mass. The conversion factors were matter of debate (Turpin et al.,
2000; Brown et al., 2013). Within this work, a conversion factor of 2.0 was uniformly used
for PM10, PM2.5, and PM1, which was indicated in a study of Spindler et al. (2013) for
the Melpitz field site. Because all measurement stations are located in rural areas and mea-
sure aerosol background concentrations, the conversion factor derived for Melpitz might
be applicable to these stations. For comparison, the time resolution of the measurements
and the model have to be kept in mind. The filter measurements are an average value of
one day, which has been sampled, and the resolution is weekly or every three days. For Mel-
pitz, daily values of the filter measurements are available. However, the model data are in
half-hourly and hourly (only simulation without consideration of HOMs) resolution, where
current particle-phase concentration values are used for model output. Further, trace gas
concentrations are compared for the measurement stations and for the Schmücke station,
additionally the air temperature. Here, the measurements have a hourly time resolution
and the model data is half-hourly/hourly given out. The model output corresponds to the
current gas-phase concentrations. In the following, an overview of the measured organic
mass compared to selected simulations for the different measurement stations is given. Af-
ter evaluation with measurements, the variability of the different model setups will be briefly
illustrated. Figure 5.19 shows the comparison between simulated and measured organic
mass for the six indicated stations. At all stations, a different number (No) of OC filters
were collected, where the data availability is best for Melpitz (No = 31), followed by Wald-
hof (No = 14), Burg (Spree Forest, No = 10), and Neuglobsow (No = 7). For Collmberg
and Schmücke (both No = 5), only one measurement per week was performed. Especially
for the stations with a higher number of samples, a rough trend for the organic mass can be
obtained. In early May 2014, moderate organic mass concentrations have been observed,
which drop after the 7 May 2014 and reach their minimum around 13 of May 2014 (related
to cyclonic west wind weather, see Sect. 5.1.2). With the warmer air masses reaching
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Figure 5.19: Comparison of measured and simulated organic mass for the absorptive parti-
tioning approach with the phase change parametrization according to Li et al.
(2013), indicated by SORGAM-TIN (purple solid line), the kinetic partition-
ing approach without particle-phase reactions (kc = 0 s−1, pink dashed line)
as well as with moderate particle-phase reactions (kc = 10−4 s−1, light blue
dashed line), and the filter measurements for PM10 or PM2.5 (black bars)
at a) Neuglobsow (No = 7), b) Waldhof (No = 14), c) Burg (Spree Forest,
No = 10), d) Melpitz (No = 31), e) Collmberg (No = 5), and f) Schmücke
(No = 5), with No the number of OC filter measurements. All depicted sim-
ulation results consider HOMs. The organic mass is calculated as sum of
POA and SOA for the simulations. Please note the different ranges of the
ordinate.
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Germany from the south-west on 20 May 2014 and nationwide 25 ◦C on 21 May 2014
the organic mass concentrations raised and reach their maximum values (cf. Fig. 5.19).
After that maximum, the organic mass concentrations variate between moderate and
high values. However, on 28 May low organic mass concentrations have been observed
(cf. Figs. 5.19a, b, c, d, and f) because heavy thunderstorms in the north-east of Germany
caused enormous rainfall and a temperature decrease (cf. Sect. 5.1.2). This trend is also
reproduced by the model regardless of the utilized partitioning approach and the reactivity
(only kinetic partitioning approach, cf. Fig. 5.19).
As already indicated in Sect. 5.2.2.1, slight differences between the results for the absorp-
tive partitioning approach (SORGAM-TIN) and the kinetic partitioning approach with-
out particle-phase reactions (kc = 0 s−1) occur for the monthly average of organic mass
(cf. Fig. 5.19). At some days, the organic mass for the simulation with absorptive par-
titioning approach (SORGAM-TIN) show a stronger concentration decrease as simulated
with the kinetic partitioning approach (kc = 0 s−1). This circumstance is particularly pro-
nounced for the stations Burg (Spree Forest), Melpitz, Collmberg, and Schmücke, e.g. on
1 – 3 May, 18/19 May, 27 – 29 May (cf. Figs. 5.19c – f). These temporary differences
might be caused due to some dynamical effects or more precise, due to the fact that for
the absorptive partitioning approach the SOA mass is only diagnostically calculated for the
output. Thus, larger variations in the gas phase for the considered SOA compounds can
results in such distinct modifications of the SOA mass and consequently of the organic
mass4. For Melpitz, the differences between both partitioning approaches correlate very
well with the occurrence of rainfall and a drop in the air temperature (cf. Fig. 5.27c and
a). At the same time, the monoterpenoid BVOC and ozone concentrations are lower
(cf. Fig. 5.29 and 5.28b). Consequently, less SOA products can be formed and this can
cause the distinct drop of the organic mass concentration for the absorptive partitioning
approach (cf. Figs. 5.19d) because the formed SOA mass strongly depends on the current
gas-phase concentrations of the SOA compounds. Moreover, the simulations with the
absorptive partitioning approach consider wet deposition for the total concentrations of
the OVOCs (sum of gas and particle phase) and this will cause also a reduced SOA mass
in case of precipitation.
Figure 5.19 also depicts the temporal course of the organic mass concentration for the
kinetic partitioning approach with considered moderate particle-phase reactivity (kc =
10−4 s−1) that correlates strongly to the simulation with the kinetic partitioning approach
without particle-phase reactions (kc = 0 s−1). The SOA mass and, consequently the or-
ganic mass, is increased by a certain amount due to the particle-phase reactions. This
4The splitting of the simulated organic mass in POA and SOA for all stations is depicted in Fig. E.21. It
becomes obvious, that the major part of the organic mass is formed by SOA for all stations.
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Figure 5.20: SOA mass concentration using the kinetic partitioning approach with a non-
reactive particle phase on the 22 May 2014 at 19 UTC a) in the surface layer
and b) for the vertical section (same scaling) from south to north passing
through the Schmücke station as indicated by the white line in a).
relative increase of the SOA mass concentration quantitatively makes up: 43% for Neu-
globsow, 45% for Waldhof as well as Burg (Spree Forest), 47% for Melpitz, 46% for
Collmberg, and 34% for Schmücke (cf. Figs. 5.19a – f, respectively). For the summit sta-
tion Schmücke, the relative increase is about 10% less than the average relative increase
for the other stations and this fact was already indicated in Sect. 5.2.2.2. In Fig. 5.20a
the SOA mass concentration on the 22 May 2014 at 19 UTC is shown. At this time, the
Schmücke station is located in a region where high SOA mass concentrations occur and this
is also confirmed by the filter measurements for the 22 May 2014 (cf. Fig. 5.19f). How-
ever, considering a vertical section passing the Schmücke and the Harz Mountains, lower
SOA mass concentrations on the mountaintops are obtained by the model (cf. Fig. 5.20b).
Possible reasons for this occurrence are indicated at the end of this section, when the air
temperature for the Schmücke station is analyzed.
Further attention is given to the different PM sizes of the utilized measurements. For
Neuglobsow, Waldhof, and Schmücke, the organic mass for PM2.5 measurements is shown
and for Burg (Spree Forest), Melpitz, and Collmberg, organic mass from PM10 is depicted
in Fig. 5.19. For the Melpitz field site, filter measurements for PM1, PM2.5, and PM10
have been conducted and the different organic mass concentrations according to the PM
sizes are depicted in Fig. E.22 in Appendix E.7. The major differences of the organic mass
concentration occur between PM2.5 and PM10, with about 36% more organic mass for
PM10 in May 2014 for Melpitz. Comparing PM1 and PM2.5, only 3% more organic
mass is averagely observed for PM2.5 for the same data set. If this observation can be
roughly applied to the stations at Neuglobsow, Waldhof, and Schmücke, the organic mass
for PM10 is expected to be about one third higher than the depicted values for PM2.5.
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Under this assumption, some individual measurement values might slightly fit better to the
simulated organic mass concentrations. Since the model outputs are current concentration
values and the measurements are daily means, the comparison of distinct values might be
less convincing. Although, on some days the daily means of the model will exceed the
measured values, the model widely seems to capture the temporal trend of the amplitudes
of the organic mass concentration.
After the comparison of the two base model simulations and the simulation with moderate
particle-phase reactivity to the measured organic mass, the variety between all performed
model simulations is investigated. In Fig. 5.21, the different parametrizations for the ab-
sorptive partitioning with SORGAM are depicted. As already indicated in Sect. 5.2.1.1,
the consideration of HOMs leads to an increase in SOA formation and, therefore, more
organic mass is comprised. This circumstance is also indicated by Fig. 5.21 for all consid-
ered measurement stations. Additionally, Fig. 5.21 shows that despite the lower enthalpy
of vaporization values applied in SORGAM-TIN the organic mass is mostly larger than for
the SORGAM simulation without HOMs. However, the effect of the changed enthalpies of
vaporization on the SOA formation are more significant than the consideration of HOMs
at each considered station (cf. Fig. 5.21 and compare SORGAM with SORGAM-TIN).
This fact further emphasizes the importance of the vapor pressure and the knowledge of
its temperature dependence for SOA formation. Consequently, the uncertainty of these
parameters might induce the largest variations in the simulated SOA mass concentrations
(McFiggans et al., 2010; O’Meara et al., 2014).
Figure 5.22 depicts the differences in the SOA mass concentration due to a changed
particle-phase reactivity for the kinetic partitioning approach. Between the non-reactive
case, kc = 0 s−1, and the consideration of a moderate particle-phase reactivity, kc =
10−4 s−1, average relative SOA mass concentration differences of about 34 – 47% occur.
Thus, slightly depending on the regarding site the SOA mass concentration is increased
by between one third and one half with respect to the simulation without particle-phase
reactions. For the simulation using kc = 10−3 s−1 and kb = 10−4 s−1, almost the same
increase in SOA mass formation is observed as for considering only forward reactions with
a moderate rate constant (kc = 10−4 s−1). Furthermore, the temporal course of the SOA
mass concentration for both simulations correlates very well. The simulation where forward
and backward particle-phase reaction rates are equivalent, kc = kb = 10−2 s−1, results in
a moderately increased SOA formation: 22% for Burg (Spree Forest) and Melpitz; 21%
for Collmberg, Neuglobsow, and Waldhof; and 18% for Schmücke. From Fig. 5.22, it
can be also seen that the amplitude of the sharp peaks of the SOA mass concentration
are often almost similar for the three simulations with considered particle-phase reactivity.
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Figure 5.21: Comparison of simulated organic mass for different phase change parametriza-
tions of the absorptive partitioning approach: i) SORGAM without HOMs
Schell et al. (2001) (red solid line), ii) SORGAM with HOMs (blue solid
line), iii) SORGAM-TIN Li et al. (2013) (purple solid line) at a) Neuglob-
sow, b) Waldhof, c) Burg (Spree Forest), d) Melpitz, e) Collmberg, and f)
Schmücke. The organic mass is calculated as sum of POA and SOA for the
simulations. Please note the different ranges of the ordinate.
However, for cases where the SOA mass concentration drops down, the simulation using
kc = kb = 10
−2 s−1 tends to correlate with the non-reactive case, but with a slightly
less distinct amplitude. Generally, the selection of equal forward and backward reaction
rates has a damping effect on the simulated SOA mass concentration. This aspect be-
comes obvious for periods, where the SOA mass concentration fluctuates quite often
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Figure 5.22: Comparison of simulated organic mass for different particle-phase reactiv-
ities of the kinetic partitioning approach: i) without particle-phase reac-
tions (kc = 0 s−1, pink dashed line), ii) with moderate particle-phase reactions
(kc = 10−4 s−1, light blue dashed line), iii) with similar forward and backward
particle-phase reactions (kc = kb = 10−2 s−1, orange solid line), iv) with faster
forward particle-phase reactions than the backward particle-phase reactions
(kc = 10−3 s−1, kb = 10−4 s−1, blue solid line) at a) Neuglobsow, b) Waldhof,
c) Burg (Spree Forest), d) Melpitz, e) Collmberg, and f) Schmücke. The or-
ganic mass is calculated as sum of POA and SOA for the simulations. Please
note the different ranges of the ordinate.
and no distinct diurnal cycle is developed, e.g. compare Figs. 5.22a, b, d, and e between
9 – 15 May and 27 – 29 May. Figure 5.23 exemplarily shows for the station at Burg (Spree
Forest) the amount of SOA mass contained in the p-phase (partitioning phase) and in the
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Figure 5.23: Phase composition of simulated SOA mass for different particle-phase reac-
tivities of the kinetic partitioning approach for the station at Burg (Spree
Forest): a) without particle-phase reactions (kc = 0 s−1, b) with moderate
particle-phase reactions (kc = 10−4 s−1), c) with equal forward and backward
particle-phase reactions (kc = kb = 10−2 s−1), d) with faster forward particle-
phase reactions than the backward particle-phase reactions (kc = 10−3 s−1,
kb = 10
−4 s−1).
r-phase (reacted phase, non-volatile). For the different reactivities, the amount contained
in the r-phase is increased and, thus, in the p-phase decreased. Especially, for the simu-
lations with kc = 10−4 s−1 as well as kc = 10−3 s−1 and kb = 10−4 s−1, the major amount
of the SOA mass is comprised in the r-phase (cf. Fig. 5.23b and d, respectively). Slightly
more SOA mass remains in the p-phase for the simulation with the moderate particle-phase
reactivity (kc = 10−4 s−1). Equal amounts are contained in both phases for the simula-
tion using equivalent forward and backward reaction rate constants (kc = kb = 10−2 s−1,
cf. Fig. 5.23c). This result becomes logical, when considering Eqs. (4.4) and (4.5) from
Sect. 4.2.1.8. From Eq. (4.4), it can be derived that for equal rates in both directions,
the similar amount of organic mass is contained in the phases. Furthermore, it can be
deduced from Eq. (4.5) that 10-times more organic mass is contained in the r-phase than
in the p-phase for the combination of kc = 10−3 s−1 with kb = 10−4 s−1. This splitting
of the SOA mass in a phase, which stays in equilibrium with the gas-phase compounds,
and in a further phase, which comprises non-volatile compounds, induces a higher "base
167 5.3 Model evaluation by measurements
level" of organic mass contained in the particle phase. Thus, for periods of less abundant
gaseous SOA compounds not immediately a sharp reduction of the SOA mass will occur.
Nevertheless, the particle-phase reaction rate constants are a further degree of freedom
for the simulation of SOA formation and as already discussed in Sect. 4.2.1.8 kinetic mea-
surement data for the particle-phase are scarce. Particularly for ambient concentrations,
oligomer formation is less investigated and, therefore, the application of different particle-
phase reaction rate constants has been conducted in order to analyze the sensitivity of the
SOA mass.
Furthermore, the concentration of some trace gases are evaluated with the measurements
of the field stations. Figure 5.24 shows the results for the station at Neuglobsow, where
SO2, O3, NO, and NO2 have been measured. The simulation results contained in Fig. 5.24
are valid for all simulations performed with the absorptive partitioning approach, where the
basic N2O5 parametrization of Riemer et al. (2003) was utilized. All trace gases are sim-
ulated nearly with the same accordance to the measurements, which consists of capturing
the predominant temporal course and the order of magnitude of the trace gas concentra-
tions. For SO2, some concentration peaks are over- or underestimated and sometimes not
captured by the model (cf. Fig. 5.24a). The simulations of the ozone concentration tend
to overestimate mainly the nocturnal concentrations for cases where a strong decrease of
the ozone concentration is observed (cf. Fig. 5.24b). The concentrations of nitric oxide are
very small, but mostly the occurring concentration peaks are appropriate covered by the
model simulation (cf. Fig. 5.24c). The nitrogen dioxide concentration exhibits a distinct
diurnal pattern, which is adequately reproduced by the simulation and with the exception
of some peaks, their amplitude is appropriately simulated (cf. Fig. 5.24c). The comparison
of the simulation results with the updated N2O5 parametrization are depicted in Fig. E.23.
Unfortunately, the changed set-up did not improve the simualtion results for NO and NO2
at Neuglobsow. It can be seen that the NO and NO2 concentrations are increased and,
therefore, overestimate more often the measured concentrations (cf. Fig. E.23c). This
effect occurs also to the simulated ozone concentrations, where for the second half of
May (19 – 31 May 2014), the measured ozone concentration is steadily overestimated
(cf. Fig. E.23b). For the stations at Collmberg, Schmücke, and Waldhof similar results
are achieved with the improved N2O5 scheme. Additionally, for the Schmücke station a
longer period (07 – 19 May) appeared, where the model markedly overestimates for both
simulation setups the SO2 concentration (not shown here). Because this station is situ-
ated at the mountain crest, the resolution for the "N2" domain of the model is not high
enough and causes this discrepancy.
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Figure 5.24: Comparison of measured and simulated trace gas concentrations at Neuglob-
sow for the simulations using the absorptive partitioning approach.
However, for the station at Burg (Spree Forest), the NO and NO2 concentrations are
sometimes underestimated despite the larger simulated concentrations for the adjusted
N2O5 scheme (cf. Fig. E.24c). A possible explanation for this circumstance might be that
this measurement station is placed next to a agricultural field. The distinct peaks in the NO
and NO2 concentration can be caused by fertilization. For the Melpitz field site, also partly
improvement of the trace gas simulations is achieved with the adjusted parametrization,
but these results are presented and analyzed in Sect. 5.3.2 (cf. Fig. 5.28c).
At the summit station Schmücke, the air temperature was additionally measured and
Fig. E.25 shows the comparison with the simulated air temperature. The meteorology was
not changed due to the modifications in the MUSCAT framework, thus, only one simulated
temperature profile is depicted in Fig. E.25. Until 17 May 2014, the daily maximum
temperature is often about 2K overestimated by the model. For the subsequent warmer
period, the maximum air temperature is better captured (cf. Fig. E.25). Nevertheless,
some amplitudes of the strong nocturnal temperature decreases are not completely resolved
by the model. The differences might be caused by the situation of the measurement
station at the mountain crest, which is not resolved in the applied model resolution. With
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the knowledge of the observed air temperature at the summit station Schmücke, the
comparatively low organic mass concentrations from Fig. 5.19f becomes conclusive. Until
the 17 May 2014, the measured organic mass not exceeds 3µgm−3. In this period,
nocturnal air temperatures between 0 ◦C and 4 ◦C are predominantly observed and the
maximum temperatures alternate around 10 ◦C. Consequently, the vegetation development
around the summit station Schmücke will lag behind the evolution of the vegetation of the
other field sites. This will cause lower BVOC emissions and a reduced SOA formation5.
From Fig. 5.19f, it can be seen that the model simulations already consider the lowered
SOA formation and the difference between the results for the absorptive and the kinetic
partitioning approach becomes smaller (especially 7 – 17 May 2014).
5.3.2 More detailed comparison for Melpitz
A more comprehensive comparison of field measurements to model results should be
achieved in this section. For this purpose, not only improved particle-phase measurements
are presented for a better comparison with the simulated organic mass concentrations.
Measurements of BVOC gas-phase concentrations and meteorological data will help to
analyze, which conditions can cause differences between the simulated and the measured
organic mass concentration.
Firstly, some complementary measurements of the organic mass concentration at the field
site Melpitz are depicted in Fig. 5.25. Additionally the routinely obtained daily filter mea-
surements of PM1, PM2.5, and PM10 at Melpitz that were analyzed according to the
VDI protocol (Verein Deutscher Verein Deutscher Ingenieure that means "Association of
German Engineers", VDI, 2017; Karanasiou et al., 2015), the PM10 filter samples were
heated up according to the EUSAAR2 protocol (European Supersites for Atmospheric
Aerosol Research, Cavalli et al., 2010; Karanasiou et al., 2015) and subsequent the trans-
mission of the filters was measured to derive the amount of OC. The EUSAAR2 protocol
aims in improving the accuracy of the discrimination between OC and EC, e.g. by re-
duction of the pyrolysis to a minimum by favoring volatilization of OC (Cavalli et al.,
2010). Consequently, the loss of OC due to heating should be reduced and more organic
mass can be derived from the filter probes. The difference between both methods can
be clearly seen in Fig. 5.25a in the subsequent derived organic mass concentration. An-
alyzing the same filter samples from Melpitz, 82% more organic mass is derived when
the samples are heated up with the EUSAAR2 protocol. This is already a significant
5The reduced air temperature might be also the reason for the lowered SOA formation simulated at
mountains in the domain.
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Figure 5.25: Comparison of the organic mass concentration measured with different tech-
niques at the field site Melpitz. a) Comparison of routinely filter measure-
ments (Digitel, PM10), which were analyzed in the laboratory according to
the VDI protocol indicated by "VDI" and the EUSAAR2 protocol indicated
by "EUS" and a second Digitel filter sampler (Digitel2, PM10), which took
samples twice a day and was analyzed according to the EUSAAR2 protocol;
b) Comparison of filter measurements (PM10) from both Digitel samplers
(analyzed according to the EUSAAR2 standard) with online measurements
(PM1) from the AMS and ACSM measurement systems.
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increase of organic mass, but filter samples collected twice a day and analyzed in the
same way6, yield still more organic mass (cf. Fig. 5.25a). These additional PM10 filter
samples have been collected with a second Digitel particle sampler, which was operating
because of a measurement campaign between 6 – 31 May 2014 at the TROPOS field
site. Within this time period, also two online measurement systems were conducted: i)
an Aerodyne High Resolution Time-of-Flight Aerosol Mass Spectrometer (HR-TOF-AMS,
Aerodyne, Inc., DeCarlo et al., 2006) and ii) an Aerosol Chemical Speciation Monitor
(ACSM, Aerodyne, Inc., Ng et al., 2011). Both online methods provide hourly organic
mass concentrations for PM1. The ACSM sampled every half hour and the AMS every 15
minutes. Thus, this might be one reason for the differing measurement results. Generally,
the results from the online method are similar to the filter measurements with respect to
the temporal course. However, some differences in the concentration values occur and
the different particle sizes have to be considered. Especially for the high organic mass
concentrations between 20 – 26 May 2014, the values derived by the AMS and ACSM
(hint: PM1) are larger than that from the filter samples (PM10). The results from both
online methods are more consistent with that from the Digitel2 filter measurements, which
provides two measurements per day (cf. Fig. 5.25b). Furthermore, the results from the
online techniques are compared to the routine PM1 filter measurements (VDI and EU-
SAAR2 protocol) in Fig. E.26. Generally, a good correlation between the Digitel PM1
measurements, analyzed according to the EUSAAR2 protocol, and the ACSM data can
be observed. In the time periods between 20 – 23 May and 26/27 May, the ACSM and
especially the AMS data indicate much higher organic mass concentrations compared to
the filter measurements (cf. Fig. E.26). This fact might be caused due to the existence of
some more volatile compounds that can evaporate from the filters or reactive compounds
that form evaporable compounds. Since every measurement method has advantages and
drawbacks, it is not possible to prefer one method or define one method as more reli-
able. Nevertheless, the various organic mass concentrations resulting from the different
measurement techniques are here demonstrated to get an insight about the measure-
ment spread. This is also important with respect to the evaluation of the model results
that have been shown to variate between the applied partitioning approach and reactiv-
ity. For this purpose, a comparison of the simulated organic mass concentration with
a selection of the filter measurements and with the online measurements is depicted in
Figs. 5.26a and b, respectively. Both figures indicate for the largest part of May 2014
a similarity between the measured and simulated organic mass concentrations. For the
online measurements, overestimation of the organic aerosol mass concentration by the
model occurs between 8 – 13 May 2014 (cf. Fig. 5.26b) that might be caused due to the
6Namely, filter samples are heated up according to the EUSAAR2 protocol and subsequently transmission
is measured.
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Figure 5.26: Comparison of the measured organic mass concentration from a) daily and
twice per day sampled Digitel filters (PM10) that were analyzed according
to the EUSAAR2 protocol and b) the AMS and ACSM monitoring sys-
tems (PM1) with model results for the absorptive partitioning approach
(SORGAM-TIN) as well as the kinetic partitioning approach (non-reactive,
kc = 0 s
−1, and moderate reactive, kc = 10−4 s−1, particle phase).
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differences in the considered particle size. This means, the AMS and ACSM measurements
are representative for PM1 and the simulated organic mass refers to PM10. As already
shown in Fig. 5.25b, the organic mass concentrations between the online PM1 and filter
PM10 measurements deviate in this period, whereby a good agreement of PM1 filter and
online measurements is obtained from Fig. E.26 in this period. Thus, these deviations
might ascribed to the distribution of organic mass to the different particle sizes. More
significant seems the underestimation of the organic mass concentration by the model for
other distinct periods: 6/7 May, 19 –23May, and 25/26 May 2014 (cf. Fig. 5.26). Within
these periods, the underestimation is indicated by more than one measurement system.
In the following, the related meteorological conditions, trace gas concentrations, and emis-
sions are analyzed to get some indications for the reasons of deviating model results. On
the 6/7 May 2014, the model underestimates the organic mass concentrations measured
with the filter measurements (cf. Fig. 5.26a), where the highest organic mass concentra-
tions occur in the night of the 6 to 7 May. Due to considered particle-phase reactions,
the underestimation is less pronounced. From the meteorological conditions depicted in
Fig. 5.27, it can be derived that the air temperature was about 25 ◦C and the relative
humidity dropped to about 35% at the daytime of 6 May 2014. This conditions were
captured by the model, where slightly too less relative humidity (≈ 35%) has been simu-
lated. Furthermore, the model underestimates the measured daytime ozone concentration
of about 200µgm−3 by about 70µgm−3 (cf. Fig. 5.28b). Thus, the stress level for the
vegetation at this day might be increased due to the warm and dry conditions with in-
creased ozone concentrations (Hartikainen et al., 2009) as well as reactive potential for
oxidation of the BVOCs (especially for the monoterpenoid BVOCs) is given. For the esti-
mation of the BVOC emissions, only the air temperature and the photosynthetically active
radiation (PAR) is considered in the emission scheme implemented in COSMO-MUSCAT
(Steinbrecher et al., 2009). Additional factors, such as the air and soil moisture or the
ambient ozone concentration, are not considered for the estimation of VOC emissions
from the plant canopy. However, these factors can markedly increase the BVOC emissions
(Hartikainen et al., 2009) and, consequently, the SOA formation. In the considered period,
the wind comes from westerly directions (see Fig. E.28b) where mixed forest is situated
(cf. Fig. 5.4a). Unfortunately, no BVOC concentration measurements were conducted in
this time period for a better characterization.
The second period of distinct underestimation of the organic mass concentration occurs
between the 19 – 23May 2014 and can be seen from both the filter as well as the online
measurements (cf. Fig. 5.26). In this period, the maximum air temperatures increased
above 25 ◦C and nearly reached 30 ◦C on 22 May (cf. Fig. 5.27a). The air temperature
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Figure 5.27: Comparison of the measured and simulated meteorological conditions at the
field site Melpitz. a) Air temperature, b) relative humidity, and c) precipita-
tion, where solid lines indicate measurements and dashed lines indicate model
results.
is almost reproduced by the model. The daytime minimum relative humidity evolves from
about 50% on 19 May to 30% on 20 and 21 May and to 40% on 22 May 2014, where
the nocturnal relative humidity lay between 80 – 100%. These fluctuations in the relative
humidity are well captured by the model (cf. Fig. 5.27b). In the considered time period, the
ozone concentrations increased from day to day. On 19 May, 175µgm−3 was measured,
on 20 May, 200µgm−3 was reached, and on 21 as well as 22 May, 225µgm−3 ozone
was observed. The peaks of the ozone concentration have partly captured by the model
because only on 19 May, the simulated ozone concentration is similar to the observed
value (cf. Fig. 5.28b). On the following three days, the maximum ozone concentration is
underestimated by about 50µgm−3 and, additionally, the nocturnal decrease of the ozone
concentration is not covered in the nights from 19 to 20 and 21 to 22 May (deviations
of about 125µgm−3). The daytime ozone concentrations observed on 20, 21, 22 May
2014, are the highest concentrations measured in the considered month. This could be the
result of the sunny days occurring on 20, 21, 22 May with at maximum about 900Wm−2
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Figure 5.28: Comparison of the measured and simulated trace gases at the field site Mel-
pitz. a) Sulfur dioxide (SO2), b) ozone (O3), and c) nitric oxide and ni-
trogen dioxide (NO and NO2), where solid lines indicate measurements and
dashed lines indicate model results from the adjusted N2O5 simulation setup
of COSMO-MUSCAT.
global radiation measured (cf. Fig. E.28c). Furthermore, some sulfur dioxide and nitric
oxide concentration peaks have been observed within this time period (cf. Figs. 5.28a
and c, respectively), which magnitudes are highly underestimated by the model. Nitric
oxide influences the ozone and the hydroxyl radical concentrations in the atmosphere
and, thus, affect SOA formation. Sulfur dioxide can lead to an increased particle acidity
that can induce the formation of organosulfates in the particle phase, which have been
already observed in a highly oxidized state at Melpitz (Mutzel et al., 2015). Consequently,
individual deviations between simulated and measured trace gases can cause differences in
the SOA mass concentration.
Due to the small measurement campaign in the second half of May 2014, also measure-
ments of BVOC concentrations have been conducted. Figure 5.29 depicts the simulation
results for two lumped groups: i) "API" that covers monoterpenes with one double bond,
e.g. α-pinene, β-pinene, 3-carene, sabinene, camphene, 1,8-cineole, a-terpineole, thujene,
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Figure 5.29: Comparison of the measured and simulated monoterpenoid concentrations
at the field site Melpitz. a/b) Monoterpenes with one double bond lumped
in the group "API" (i.e., α-pinene), please note the different scaling for a)
and b); c) monoterpenes with two double bonds lumped in the group "LIM"
(i.e., limonene). Solid lines indicate measurements and dashed lines indicate
model results.
and ii) "LIM" that comprises monoterpenes with two double bonds, e.g. limonene, ter-
pinene, phellandrene, terpinolene. The measured BVOCs (α- and β-pinene, camphene,
3-carene, α-phellandrene, mycrene, limonene, 1,8-cineole, p-cymene) were also classified
according to this scheme. For the period between 19 – 21 May, such high BVOC concen-
trations have been observed in both classes that they are not captured by the model. In
the night from 20 to 21 May 2014, the maximum monoterpenoid VOC concentrations
("API" as well as "LIM") of the measuring period occurred (cf. Fig. 5.29), where almost
the warmest air temperature, the lowest relative humidity, and the highest ozone con-
centration are observed. That these three parameters markedly effect the magnitude of
BVOC emissions is already stated in Lamb et al. (1985). Between 19 – 21 May 2014,
3-times higher concentrations are observed than simulated for "LIM" (cf. Fig. 5.29c) and
for "API", daily values 10- or 20-times larger than the simulated concentrations have been
measured (cf. Fig. 5.29a/b). The measured BVOC concentration peaks appear in the sec-
ond half of the day and are very long lasting over the night. The simulated monoterpenoid
peaks are of short duration and do not remain during the nighttime hours by contrast. The
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diurnal cycle of the BVOCs might be strongly affected by the boundary layer height (BLH)
at the Melpitz site. Figure E.29 depicts the comparison of the estimated and the simulated
BLHs. The observations reveal, that a shallow nocturnal boundary layer developed almost
every night. Therefore, the BVOCs and also the SOA compounds accumulate during the
nighttime. As the sun rises, the boundary layer gradually lifts up and the BVOCs and SOA
are diluted. This leads to lower BVOC and SOA concentrations with the increased BLH.
However, the differences between the daytime and nighttime concentrations are not linear
to the differences in the height of the boundary layer because of the continuous emission
and degradation of BVOCs, and the formation and deposition of SOA. The model already
capture the diurnal cycle of the BLH, but often the observed heights are underestimated at
daytime and in the second half of May also at nighttime (cf. Fig. E.29). The observed BLH
is derived from Ceilometer measurements and might be truncated by several factors. The
estimated BLH might be systematically higher than values obtained from the temperature
method or sodar measurements. This could be caused by aerosols, used for detection,
that are transported into the stable or inversion layer by convective plumes (Seibert et al.,
2000). Moreover, aerosols can be trapped within the stable capping inversion or free at-
mosphere (Seibert et al., 2000). This overestimation occurs often in the afternoon hours
(Münkel et al., 2007). In Fig. E.29 on 18, 20, and 22 May extreme high measured BLHs
are depicted that might indicate aerosols trapped within the free troposphere. Further-
more, the aerosol concentrations in nocturnal surface inversions is often too weak and
dominated by high residual layers (Münkel et al., 2007). Thus, detection of the BLH at
nighttime is often difficult because additional to that boundary layers below 100m cannot
be captured by the ceilometer (Seibert et al., 2000). When considering all these factors,
the underestimated BLH by the model might not overstated. At first glance, the under-
prediction of the boundary layer height will not cause the underestimation of BVOC or
SOA mass concentrations because less dilution occur to these compounds. Nevertheless,
the BLH also constitutes a measure of the vertical mixing of the considered air masses.
This process is important for the inflow of the oxidants for VOC degradation near the
ground and can also influence the occurrence of chemical reactions, when considering the
Damköhler number as shown in a study by Foken et al. (2012). Internal boundary layers
at Melpitz (Foken et al., 1997) serve as a further reason for differences and can not be
captured by a 3-D CTM with the applied resolution (≈ 7 km × 7 km). However, the not
considered influence of high ozone concentrations and low relative humidity in the biogenic
emission scheme might be more reasonable to cause less effective SOA formation for this
framework. The underestimated concentrations of the monoterpenoid VOCs and daytime
ozone could cause the underprediction of the SOA formation and, consequently, the too
low organic mass concentrations within this period. In addition to that, the BVOC mea-
surements revealed that the three most abundant monoterpenes were α-pinene accounting
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for over 40% of the total detected monoterpenoids, followed by 30% of 3-carene, and
10 – 15% of β-pinene. 3-Carene is known to be strongly emitted from Scots pine (Pinus
sylvestris L.) with a certain chemotype (Yassaa et al., 2012). Unfortunately, no infor-
mation is available about the exact tree species in the surrounding boreal forests at the
Melpitz field site. However, it is very likely that scots pine is one of the dominant species
in these forests as it is one of most commonly grown boreal forest species throughout
northern Europe. In the time period of the high BVOC emissions between 19 – 21 May,
first baﬄing wind was observed and on 21 May, wind of easterly directions are prevailing
(cf. Fig. E.28b). From the land use map depicted in Fig. 5.4a, it is known that Melpitz is
surrounded by forests and in the west and east of the field site mixed forests exist, where
Scots pine might be contained. Figure E.30 reveals that the simulated SOA formation
steadily evolves after sunset on the 20 May and the maximum SOA mass concentration is
reached on 21 May 00 UTC for Melpitz. Furthermore, the model captures the advection
of SOA from easterly directions and the subsequent outflow of the SOA plume to the
north (cf. Fig. E.30).
The last period, where the organic mass concentration is markedly underestimated by the
model, is between the 25 and 26 May 2014 (cf. Fig. 5.26). The 25 May was sunny and at
the maximum 900Wm−2 global radiation was measured, but 26. May was slightly cloudy
with at the maximum 800Wm−2 global radiation observed (cf. Fig. E.28c). Figure 5.27
shows that the air temperature was about 25 ◦C on 25/26 May and the relative humidity
decreased to about 35% as well as 40% on 25 and 26, respectively. Moreover, the
second highest ozone concentration in May 2014 has been measured on both 25 and 26
May with about 200µgm−3 (cf. Fig. 5.28b). The concentration peaks are underestimated
by about 50µgm−3 and the nocturnal concentration decrease from 25 to 26 May is not
captured by the model. From Fig. 5.29, it becomes obvious that from 25 to 26 May
2014, the second highest monoterpenoid concentrations ("API" and "LIM") were observed
and in the night from 26 to 27 May the BVOC concentrations were also considerable.
Both concentration magnitudes were not covered by the model and the simulated time of
occurrence of that concentration peaks not correlates with the observations. The wind
comes from northerly directions, see Fig. E.28b, where deciduous forest and shrubland
are located (cf. Fig. 5.4a). The deviations of the organic mass concentration might also
in this period caused by the underestimation of monoterpenoid VOCs and ozone by the
model, which might by traced back to the emission scheme. Subsequently from 27 to 29
May, rain occurred, accompanied by an increasing relative humidity, colder air temperature
(7 – 13 ◦C, cf. Fig. 5.27), and ozone concentrations lower than 100µgm−3 (cf. Fig. 5.28b).
The meteorological conditions are very well covered by the model except the precipitation
rate, which is overpredicted. Further, the ozone concentrations are overestimated in the
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simulations.
For the long period from 7 to 19 May 2014, where the measured and simulated organic
mass concentrations are almost similar, no extreme meteorological conditions and ozone
concentrations can be observed. That time period was characterized by cyclonic weather,
with air temperatures almost lower than 20 ◦C, and a minimum relative humidity of about
50% (cf. Figs. 5.27a and b). These conditions are mainly captured by the model, never-
theless, the relative humidity is sometimes to low for the simulation results. The ozone
concentrations range around 100±50µgm−3 and are captured in a good way by the model
by about two-thirds of the time period (cf. Fig. 5.28b). From Fig. E.28c, it can be con-
cluded that clouds passed trough because small declines are included in the global radiation
curves. Under these conditions, the monoterpenoid concentrations are rather low and only
between 15 and 17 May 2014 distinct concentration peaks developed (cf. Fig. 5.29). The
related organic mass concentrations are appropriate simulated also for the period with the
increased monoterpenoid concentrations (cf. Fig. 5.26).
With respect to the particle-phase reactivity no final conclusion can be made from that
process study. Within the three indicated periods, where the organic mass concentration
has been underpredicted by the model, the simulations with the considered particle-phase
reactions are more consistent with the measurements (cf. Fig. E.27). Moreover, in that pe-
riods the increase of the SOA mass by the particle-phase reactions is more distinct. During
the long period with lower organic mass concentrations, the difference between simulations
with a non-reactive and a reactive particle phase are not very pronounced and already the
base simulation without particle-phase reactions correlates with the measurements. Thus,
the particle-phase reactions might preferably occur under increased ozone and hydrocar-
bon concentrations and, further, correlate with an effective SOA mass formation. Due to
the fact that the particle-phase reactivity is less characterized by measurement data, this
implication is quite uncertain, but gives an indication for further investigations and model
development.
At least, the trace gas concentrations are briefly analyzed. As already mentioned in the
preceding text, the simulated ozone concentrations are not always similar to the measure-
ments (cf. Fig. 5.28b). Especially at the beginning of May (3 – 5 May 2014), the diurnal
cycle of ozone is not appropriate resolved by the model. Furthermore, the amplitude of
the diurnal variation is underestimated for the period where the maximum ozone concen-
trations in May 2014 have been observed (19 – 27 May 2014, cf. Fig. 5.28b). Further, the
sulfur dioxide concentration is the most of the time adequately simulated by the model,
except of some sporadic concentration peaks that are not considered or underestimated
in their magnitude (cf. Fig. 5.28a). Since larger nitric oxide and nitrogen dioxide con-
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centrations have been observed at the Melpitz field site, compared to the rural stations
Neuglobsow and Schmücke, the adjusted N2O5 scheme caused an improved simulation of
these compounds for the Melpitz field site. Nevertheless, some temporary strong nitro-
gen dioxide peaks are not captured by the model (e.g., on 15 and 16 May) and within
other time periods the nitrogen dioxide concentration is overestimated (10 – 13May), but
generally the simulated concentrations correlate with the observed values (cf. Fig. 5.28c).
Furthermore, distinct peaks of nitric oxide are observed, which are not resolved by the
model (5, 20 – 21 May 2014, cf. Fig. 5.28c). With these exceptions, the simulated and
measured nitric oxide concentrations are very similar. As the Melpitz site is located in the
middle of an agricultural field, it is indirectly impacted from production practices such as
tillage, nutrient management, and pest controls. In terms of nutrient management, am-
monium salts or urea are often used as a nitrogen rich fertiliser, and this might influence
the nitrogen balance.
6 Summary, conclusions and outlook
This work aimed at improving the representation of SOA formation and related processes
in atmospheric models, in order to gain an advanced understanding of atmospheric organic
aerosol and its processing in the troposphere. Particularly, a refined model framework
based on a kinetic description of the gas-to-particle partitioning of organic compounds
was intended. To achieve the projected goals, the work has been structured in five parts:
i) box model enhancement, ii) sensitivity studies, iii) parcel model application to chamber
studies and parcel studies under atmospheric conditions, iv) 3-D model enhancement, and
v) application of the 3-D model and comparison with measurements for process studies.
In this work, the parcel model SPACCIM and the 3-D CTM COSMO-MUSCAT were
improved.
Box model enhancement
In order to further develop the parcel model SPACCIM by the description of SOA forma-
tion, an absorptive partitioning approach was implemented for a simplified representation
of gas-to-particle mass transfer for the organic phase. After successful implementation
and testing of this approach, application to chamber studies followed and the limitations
were investigated. Subsequently, a kinetic partitioning approach was implemented to en-
able a more physical description of SOA formation. Within this approach, the particles
are treated with their bulk properties: radius, mass accommodation coefficient, particle-
phase bulk diffusion coefficient and reactivity, and particulate organic mass concentration.
Obviously, the increased number of parameters for the treatment of the phase transfer
raised the degree of freedom in the model. Nevertheless, the kinetic description of the
phase transfer led to an improved representation of SOA formation in the model. With
the ongoing progress of particle measurements, the parametrization will be further speci-
fied. Additionally, the kinetic partitioning approach was further developed to comprise both
a composition-dependent particle-phase bulk diffusion coefficient and reversible particle-
phase reactions. Overall, the advanced SPACCIM model presents a useful framework for
the subsequently performed detailed SOA modeling studies.
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Box model sensitivity studies for α-pinene ozonolysis
The sensitivity studies revealed that the SOA mass yield highly depends on the particle-
phase reactivity, which can increase the SOA mass up to 4-times for liquid particles. Fur-
thermore, the particle-phase bulk diffusion coefficient mainly affects the formed SOA mass
(about a factor of two for reactive particles) and the timescale on which SOA formation
occurs. The particle size has a minor impact for liquid particles with fast particle-phase
reactions. However, for moderate particle-phase reactions or semi-solid particles, the par-
ticle size is equally important as the particle-phase bulk diffusion coefficient. Moreover,
the normalized increase of organic mass is generally largest for the smallest particles. This
finding agrees with the surface ratio between smaller and larger particles. The initial
particulate organic mass concentration has been shown to affect the formed SOA mass
and the rate of SOA formation, where the effect becomes more pronounced for reduced
particle-phase reactivities and bulk diffusion coefficients. Negligible impact on the SOA
mass yield has been obtained from the variation of the mass accommodation coefficient,
which might be caused due to the utilized approximation of the interfacial phase transfer.
The consideration of HOMs in the gas-phase chemistry mechanism for α-pinene has been
shown to increase the formed SOA mass regardless of the particle-phase state and their
contribution to the condensed phase is more important for fresh SOA formation. The
final contribution of HOMs to the total SOA mass is about 22%. This is quite enormous
related to the molar yields of HOMs in the gas phase (here 3.4% for α-pinene ozonoly-
sis with OH scavenger). Backward particle-phase reactions have been considered in the
model causing an establishment of an equilibrium between the gas and particle phase if
backward reactions are fast enough related to forward reactions. As a consequence, the
SOA mass yield and the amount of organic mass in the r-phase are reduced by the back-
ward particle-phase reactions. The equilibrium constant (ratio of forward and backward
particle-phase reaction rates) determines the ratio of organic mass contained in the r- and
the p-phase. Finally, sensitivity studies with a composition-dependent particle-phase bulk
diffusion coefficient have been performed to evaluate the influence of the less diffusive
organic compounds on the whole aerosol particle. Interestingly, the effect of the organic
compounds on partitioning is only noticeable, if the bulk diffusion coefficient of the mixture
approaches or deceedDm = 10−18 m2 s−1. First, the influence of the reduced particle-phase
bulk diffusion coefficient becomes noticeable, when fast particle-phase reaction rates are
assumed because the steady-state term is lower than one in that case. However, the
largest differences occur for the comparison of simulated chamber studies with a constant
particle-phase bulk diffusion coefficient in the range of 10−23 ≤ Db ≤ 10−18 m2 s−1 and a
composition-dependent particle-phase bulk diffusion coefficient (using a self-diffusion co-
efficient of the organic fraction between 10−23 ≤ Dorg ≤ 10−18 m2 s−1). Due to the initial
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composition of the seed particles (water and dissolved ions) and the relative humidity ad-
justed for chamber studies, the reduction of the particle-phase bulk diffusion coefficient
only slightly affects the phase partitioning of the organic compounds. Moreover, for a
composition-dependent particle-phase bulk diffusion coefficient, SOA formation is faster
and more effective. Therefore, the assumption of a constant particle-phase bulk diffusion
coefficient representing a semi-solid particle-phase state might lead to an underestimation
of the SOA mass under these conditions. Nevertheless, for a very low relative humidity and
an almost organic particle phase, the partitioning of organic compounds might be affected
more distinctively.
Generally, the strongest effect on the SOA mass yield is caused by the selection of the
particle-phase rate constants. However, this parameter is not yet well characterized by
measurements. The obtained values for the performed simulations might be limited to
the individual chamber studies and might be not generally applicable. Furthermore, the
impact of the steady-state term on the partitioning is larger and constant over the time
compared to that of the transient term. For the simulation of chamber experiments, the
individual effects interact and, therefore, the extensive sensitivity studies serve for an easier
assessment of the results from more complex simulations.
Parcel model application to chamber experiments and atmospheric conditions
Different chamber studies have been simulated with SPACCIM, wherefore various model
setups have been required.
i) LEAK chamber studies
Simulating α-pinene ozonolysis with the absorptive partitioning approach, the simu-
lated SOA mass underestimated the measurements. The simulations have confirmed
that wall losses (gases and particles) are important factors which need to be con-
sidered for chamber studies because of a distinct amount of organic mass lost to
the Teflon chamber walls. The simulation of β-pinene ozonolysis is characterized by
a strong underestimation of the measured SOA mass. Consideration of HOMs not
markedly increased the simulated SOA mass because of the low molar yield compared
to that for α-pinene.
Utilizing the kinetic partitioning approach with a composition-dependent particle-
phase bulk diffusion coefficient and moderate fast particle-phase rate constants (kc =
10−2 s−1), the measured SOA mass for the α-pinene ozonolysis experiment can be
reproduced by the model. Here, the wall loss was also a significant factor to establish
the asymptotic course of the SOA mass after about 1 hour. The simulation of
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the β-pinene ozonolysis experiment was not improved by the kinetic partitioning
approach and the measured SOA mass is underestimated regardless of the choice
of particle-phase reaction rate constants. Consequently, the cause of the markedly
underpredicted SOA mass for β-pinene ozonolysis might be traced back to drawbacks
in the gas-phase chemistry mechanism or uninvestigated processes occurring on the
particle surface or in the particle bulk.
ii) AIDA chamber studies
The AIDA chamber has aluminum walls, which induces enormous wall loss for ozone
and semi-volatile organic species. The chamber experiment included three injection
phases for α-pinene and two injection phases for ozone. The gas-phase concen-
trations for ozone and α-pinene were resolved in an appropriate way by the model.
Generally, the measured SOA mass have been reproduced within the measurement
uncertainty under the assumption of reversible and moderate fast particle-phase re-
actions (kc = 1 s−1 combined with kb = 10−3 s−1 and kc = 10−2 s−1, respectively).
This is partly equal to the parametrization for the LEAK chamber simulations. How-
ever, the 3-times longer AIDA chamber experiment was conducted with a cumulative
higher α-pinene concentration and a 5.5-times higher ozone concentration, where
no OH scavenger was utilized. Therefore, reaction products as well as SOA forma-
tion processes can differ between the two experiments and might cause variations
in the particle-phase reactivity. The composition-dependent particle-phase bulk dif-
fusion coefficient only slightly influenced the SOA formation in the last experiment
period though higher organic mass concentrations have been formed. The AIDA
chamber experiment has been simulated with both a monodisperse and a unimodal
aerosol size distribution. The results of both simulations were almost similar, thus
the approximation with a monodisperse aerosol distribution was applicable.
In preparation for the 3-D model simulations, the absorptive and kinetic partitioning ap-
proach combined with the RACM-MIM2 gas-phase chemistry mechanism have been ap-
plied to atmospheric aerosol size distributions and emissions for an urban and remote
environmental case. The simulations for both partitioning approaches1 lead to almost
similar results, except for the remote case where slightly less SOA mass was formed at-
tributable to the aerosol size distribution. The simulation for the urban case nearly yields
4-times more SOA mass in the same time period. Consideration of reversible particle-
phase reactions, with equal reaction rate constants for forward and backward reactions
(kc = kb = 10−2 s−1), caused at the maximum about 9% SOA mass increase. Further-
more, the particulate organic mass did not influence the partitioning of the organic species
1This refers to the simulations without particle-phase reactions for the kinetic partitioning approach.
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when a composition-dependent particle-phase bulk diffusion coefficient was applied, even
for the case with reversible particle-phase reactions. The parcel studies indicated that
under atmospheric conditions the amount of organic mass in mixed aerosol particles is too
small to markedly reduce the particle-phase bulk diffusivity of the whole particle. Conse-
quently, it seems to be appropriate to perform the 3-D process studies in this work without
consideration of the composition-dependent particle-phase bulk diffusion coefficient. The
application of the "artificial" monodisperse particle number size distribution (rp = 1µm,
N = 109 m−3) increased the organic mass concentration by 20% during five days of sim-
ulation time. Consideration of particle growth for the multimodal particle number size
distributions might decrease this difference. Thus, application of the "artificial" distribu-
tion in the 3-D model for first process studies with the mass based approach might be
reasonable.
3-D model enhancement
The kinetic partitioning approach was also implemented in COSMO-MUSCAT model
framework. For this purpose, some simplifications and assumptions were necessary be-
cause not all required information is directly available in a 3-D CTM. Since a starting
time is not well-defined for a regional simulation and cannot traced back for every air
parcel, the transient term had to be neglected. This simplification is by means of the
quasi steady-state times reasonable for liquid particles. Furthermore, the particle size or
a particle distribution is not resolved in the 3-D model for the mass based approach. For
the development of a kinetic model framework and execution of first process studies ap-
plying this framework, a fixed particle size of 1µm and a particle number of 109 m−3 have
been assumed. The mean aerosol size might be overestimated with this method, how-
ever, according to the attribution of the different aerosol constituents to PM sizes, the
assumed particle size is reasonable as implied by the achieved parcel studies. Application
of a sectional approach requires the calculation of the aerosol size from the total particle
mass under assumption of compound specific densities and a particle number. In further
advanced studies, the values for aerosol size and number might be improved/adjusted from
appropriate measurements to minimize the possible overestimation of the particle surface.
The computation time is increased by 64% when utilizing the kinetic partitioning approach
for the process studies. Overall, the enhanced COSMO-MUSCAT model system provides
a very useful tool for further development and investigation of SOA formation. First, the
up-to-date physical description of the gas-to-particle mass transfer enables the adjust-
ment of the selected parameters with the ongoing progress of related measurements. For
advanced process studies with resolved particle size, the particle radius will affect the sim-
ulated SOA mass. The separate treatment of the gas and the particle phase in the model
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simplifies the implementation of specific deposition rates and processes which occur only
in one phase (e.g., sedimentation of coarse particles). Nevertheless, the kinetic treatment
of the gas-to-particle mass transfer for SOA formation in a regional model is a novelty and
the development of such an advanced framework is a stepwise progress.
Application of the 3-D model and comparison with measurements
Application of the absorptive partitioning approach with different phase change parametriza-
tions (SORGAM/SORGAM-TIN) revealed that the enthalpy of vaporization markedly in-
fluences the formed SOA mass. Moreover, considered HOMs lead to a SOA mass increase,
but this effect is less than that of the modified enthalpies of vaporization. This fact pro-
nounces the need of reliable vapor pressures and enthalpies of vaporization to predict SOA
formation. The simulations comparing the absorptive and the kinetic partitioning approach
without particle-phase reactions, show almost similar results, with slightly higher average
SOA mass concentrations for the kinetic partitioning approach. The temporal course of
the organic mass concentration at the field sites is comparable for both approaches though
the SOA mass for the absorptive partitioning approach decreased when the ambient con-
ditions caused low BVOC emissions or rain occurred (different wet deposition handling).
Thus, the treatment of SOA in a separate particle phase sometimes reduced the vari-
ability of organic mass. Furthermore, the application of different particle-phase reactions
increased the formed SOA mass and their distribution in the p- and r-phase showed that
already for moderate particle-phase reaction rate constants the major part of the SOA
mass is contained in the r-phase. With consideration of an additional backward reaction,
the ratio between both phases can be most widely predefined. This seems to be useful to
not overestimate the amount in the r-phase and establish an equilibrium between the gas
and the particle phase. The extended comparison for the Melpitz site indicate the largest
differences in the organic mass concentration between measurements and simulations for
periods with coincident high organic mass and monoterpenoid concentrations. The latter
one were highly underestimated by the model within distinct periods. The underestimation
of the SOA mass could be caused by the underpredicted BVOC concentrations and, there-
fore, consideration of ozone concentrations as well as relative humidity in the emission
scheme might be useful. Additionally, the maximum ozone concentrations are underesti-
mated by the model within these periods, which can result also in less SOA formation.
Overall, the differences for the monoterpenoid concentrations were much more pronounced
within the periods of high organic mass concentration deviations. The considered particle-
phase reactions partly showed an improvement of the correlation between measurements
and simulations. However, reliable kinetic measurement data for particle-phase reactions
are required to make use of this parameter in the simulations and reduce the uncertainty
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related to the application of the reaction rate constants. By means of the similar results
for the advanced model approach, comparison and successful application of the kinetic
partitioning approach also with considered particle-phase reactivity, the 3-D applicability
of the newly developed COSMO-MUSCAT version was demonstrated. The application of
a kinetic partitioning approach for SOA formation in a regional model for process studies is
a novelty and up to now no publications are available investigating comparable simulations.
Outlook
Future investigations with the kinetic partitioning approach in SPACCIM will focus on
multimodal aerosol distributions considering mass feedback. From this studies, the influ-
ence of the aerosol growth on SOA formation and related microphysical processes can
be examined. The mass feedback will also affect the composition-dependent bulk diffu-
sion coefficient and will result in more precise findings concerning the phase state of SOA
particles. Moreover, aerosol growth and particle diffusivity might competitively influence
SOA formation. In an internal TROPOS project, the importance of gasSOA and aqSOA
formation related to the total SOA mass will be investigated and compound specific con-
clusions (effect of volatility vs. solubility) can be drawn. Therefore, SPACCIM will be
further enhanced to couple both formation pathways. Another important topics are the
treatment of non-ideality also for the organic compounds, taking into account the Kelvin
effect, and the consideration of particle morphology with respect of phase separation.
For COSMO-MUSCAT, the vertical distribution of SOA can be investigated in more detail
already for the present simulations. The knowledge of the SOA mass above the surface
level could be important for mixing processes or with respect to microphysical processes,
e.g. cloud formation because liquid organic aerosol can act as cloud condensation nuclei.
The model have to be further enhanced, to treat dry and wet deposition separately for
gaseous and particulate organic compounds in an appropriate way. Subsequently, the
impact on SOA formation and the organic mass concentration can be studied. In a further
step, the kinetic partitioning approach will be also tested with the sectional approach to
consider the influence of the aerosol size distribution and particle growth in process studies.
Overall, this work have been shown that the kinetic partitioning approach is an advanced
model component with a higher degree of freedom than the absorptive partitioning ap-
proach. To use the advantages of this detailed physical description, more input from
measurements is needed for an appropriate characterization of the key model parameters
identified in the this work. Nevertheless, the developed model already represents a useful
framework to support chamber studies and help with the interpretation of the measure-
ment data. However, the improvement of 3-D CTMs cannot only arise from chamber
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measurements and box model simulations because of the different reagent concentrations
in laboratory studies and the limited model complexity. Effective 3-D model development
requires, by implication, more comprehensive field measurements to fully characterize the
gas- and particle-phase concentrations, particle distributions, and micrometeorological con-
ditions for initialization and evaluation of process studies. A better understanding of the
relevant processes will not only improve the accuracy of SOA formation and air pollution
modeling, but contribute also to a better knowledge about their influence on climate, air
quality, atmospheric processes, and human health.
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MUSCAT MUlti-scale Chemistry Aerosol Transport
N1,N2 Model domains of COSMO-MUSCAT
OA Organic aerosol
OC Organic carbon
O/C ratio Oxygen to carbon ratio
ORVOC Other reactive biogenic volatile organic compounds
OVOC Oxidized volatile organic compound
PM Particulate matter
PM1 Particulate matter with an aerodynamic diameter less than
1µm
PM2.5 Particulate matter with an aerodynamic diameter less than
2.5µm
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PM10 Particulate matter with an aerodynamic diameter less than
10µm
PNSD Particle number size distribution
PRA Pöschl-Rudich-Ammann, 2007
PTR-MS Proton-transfer-reaction mass spectrometer
RACM Regional Atmospheric Chemistry Mechanism
RADM Regional Acid Deposition Model
RH Relative humidity
RO2 Peroxy radical
SAPRC Statewide Air Pollution Research Center
SAR Structure-activity relationships
SE Stokes-Einstein
SIMPOL Group contribution method to estimate vapor pressure and
enthalpy of vaporization by Pankow and Asher (2008)
SMPS Scanning mobility particle sizer
SNAP Selected Nomenclature of Air Pollution
SOA Secondary organic aerosol
SOM Secondary organic material
SoCAB South Coast Air Basin of California
SORGAM Secondary organic aerosol model
SORGAM-TIN Secondary organic aerosol model modified by Li et al. (2013)
SPACCIM Spectral Aerosol Cloud Chemistry Model
SVOC Semi-volatile organic compound
TROPOS Leibniz Institute for Tropospheric Research
UTM Universal transverse mercator (coordinate system)
VBS Volatility basis set
VDI Verein Deutscher Ingenieure, that means "Association of Ger-
man Engineers"
VOC Volatile organic compound
WSOC Water-soluble organic compound
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Latin letters
A,B Integration constants
an, cn Summands of a series
atsp Specific surface area of suspended particles in m2 g−1
aw Water activity (dimensionless)
Ap Particle surface area in m2
c = c(x, y , z, t) Species concentrations in molm−3
C∗ Effective saturation concentration in µgm−3
Ca Aerosol-phase (aqueous/organic) concentration in molm−3
Ca Average aerosol-phase (aqueous/organic) concentration in
molm−3
Ca,ss Aerosol-phase (aqueous/organic) concentration at steady
state in molm−3
Ca,surf Aerosol-phase concentration at the particle surface in molm−3
Ceqa,surf Aerosol-phase concentration at the particle surface at equilib-
rium with the gas phase in molm−3
Ctota Total aerosol-phase concentration (related to a size section)
in molm−3
Cg Gas-phase concentration in molm−3
Cg,∞ Background gas-phase concentration in molm−3
Cg,surf Gas-phase concentration on the particle surface in molm−3
Ceqg,surf Gas-phase concentration on the particle surface at equilibrium
with the particle phase in molm−3
Csat Saturation concentration in a quasi-ideal solution in molm−3
C∗sat Saturation concentration of the pure compound in molm
−3
Ctot Total concentration of a compound (Ctot = Cg + Ca) in
molm−3
C0 Initial absorbing organic particle concentration in molm−3
dp Particle diameter in m
D Diffusion coefficient in m2 s−1
Db Particle-phase bulk diffusion coefficient in m2 s−1
Dg Gas-phase diffusion coefficient in m2 s−1
Dm Composition-dependent diffusion coefficient in m2 s−1
Dinorg Self-diffusion coefficient of the inorganic fraction in m2 s−1
Dorg Self-diffusion coefficient of the organic fraction in m2 s−1
DNH+4 Self-diffusion coefficient of the ammonium ion in m
2 s−1
DSO2−4 Self-diffusion coefficient of the sulfate ion in m
2 s−1
241 List of Symbols
Dwater Self-diffusion coefficient of water in m2 s−1
D0 Self-diffusion coefficient of water at reference temperature Ts
in m2 s−1
DaII Second Damköhler number (dimensionless)
E Emission flux in molm−3 s−1
F Mass transfer term in molm−3 s−1
G Conversion term in molm−3 s−1
fom Organic weight fraction of total suspended particulate matter
H Dimensionless Henry’s law coefficient
Hdes Enthalpy of desorption from the adsorbing surface in Jmol−1
Hvap Enthalpy of vaporization of the pure liquid in Jmol−1
i∗ Index for gas-phase species
i Index for the corresponding aerosol-phase (organic, liquid)
species
j Index for the estimation of species in GECKO-A
Jg Diffusive flux in the gas phase in molm−2 s−1
J˜g Diffusive flow in the gas phase in mol s−1
Jint Interfacial flux in molm−2 s−1
Jintgp Interfacial flux into the particle phase in molm
−2 s−1
Jintpg Interfacial flux out of the particle phase in molm
−2 s−1
Js Flux towards the particle surface in molm−2 s−1
k Carbon number of reagent for the estimation of species in
GECKO-A
kb Pseudo first-order rate constant for a backward particle-phase
reaction in s−1
kc Pseudo first-order rate constant for a particle-phase reaction
in s−1
kg Gas-side mass transfer coefficient in s−1
kg+int Combined mass transfer coefficient (gas and interface) in s−1
kFSg+int Combined mass transfer coefficient (gas and interface) ac-
cording to Fuchs and Sutugin (1971) in s−1
kint Interfacial mass transfer coefficient in s−1
kp,i Pseudo-mass-transfer coefficient for the absorptive partition-
ing approach in s−1
kw Wall loss rate coefficient of gases in s−1
kt Mass transfer coefficient for the gas-to-aqueous phase in s−1
K Number of species in MUSCAT
Kom Organic partitioning coefficient in m3 µg−1
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Kz Vertical diffusion coefficient in m2 s−1
Kp Partitioning coefficient in m3 µg−1
Kn Knudsen number (dimensionless)
l Characteristic length in m
Lm Volume fraction (Vm/Vbox) of the m-th droplet class (dimen-
sionless)
m Size section
M Number of size sections
Mo Total organic aerosol concentration in µgm−3
M0 Initial organic aerosol concentration in µgm−3
MW Molecular weight in gmol−1
MWom Mean molecular weight of the absorbing organic material in
gmol−1
MW0 Mean molecular weight of the initial absorbing organic material
(C0) in gmol−1
n Amount of substance in mol
N Particle number in m−3
Ng Number of gas-phase compounds
Naq Number of aqueous-phase compounds
Na Number of aerosol-phase compounds
Nm(t) Particle number in size bin m at time t in m−3
Nm,0 Initial particle number in size bin m in m−3
Nmol Molecule number in cm−3
No Number of OC filter measurements
Nom Number of organic particle-phase species
Ns Surface concentration of sorption sites for adsorbing surfaces
in sitesm−2
OM0 Initial organic mass concentration (chamber studies) in g g−1
p Pressure in hPa
pl Liquid vapor pressure over a flat surface in atm
pl Liquid vapor pressure over a curved surface in atm
pr Reference liquid vapor pressure at 298K in atm
pSOA SOA concentration in the "partitioning phase" in molm−3
q Dimensionless diffusion-reaction parameter
Q Steady state term (dimensionless)
r Radial direction
r p Mean particle radius in nm
rm Mean particle radius of a mode from a PNSD in nm
243 List of Symbols
rp Particle radius in m
rSOA SOA concentration in the "reacted phase" in molm−3
R Universal gas constant with 8.2057 ·10−5 m3 atmmol−1 K−1 =
8.314 Jmol−1 K−1
Rg,i∗ Chemical reaction term in the gas-phase in molm−3 s−1
Ra,i Chemical reaction term in the aerosol-phase in molm−3 s−1
t Time in s
T Ambient temperature in K
Tg Glass transition temperature in K
Tm Melting temperature in K
Tr Reference temperature in K
Ts Reference temperature for calculation of diffusivity in K
TSP Concentration of total suspended particulate matter in µgm−3
u = (u, v , w) Wind vector in m s−1
U Transient term (dimensionless)
U˜ Approximation of the transient term (dimensionless)
vd Deposition velocity in m s−1
Vm Volume of the m-th droplet class in m3
Vbox Volume of the box in m3
Vc Reaction volume in m3
Vp Particle surface volume in m3
x Path where diffusion takes place
xinorg Mole fraction of inorganic amount (dimensionless)
xorg Mole fraction of organic amount (dimensionless)
xwater Mole fraction of water (dimensionless)
Y Fractional aerosol mass yield (dimensionless)
Greek letters
α Proportionality constant used in two-product approach
(dimensionless)
αaq Aqueous-side mass accommodation coefficient
(dimensionless)
αg Gas-side mass accommodation coefficient (dimensionless)
αp Particle-side mass accommodation coefficient (dimensionless)
γ Activity coefficient of a compound in the organic phase based
on the mole fraction (dimensionless)
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γ ′ Activity coefficient of a compound in the organic phase based
on the molality (dimensionless)
δZ Thickness of the sorption layer in KM-GAP in m
∆HC Amount of hydrocarbon reacted in µgm−3
∆Hvap Enthalpy of vaporization in Jmol−1
∆Mo Increase in organic mass concentration in µgm−3
∆SOA Absolute difference in SOA mass concentration in µgm−3
ζ Kelvin term (dimensionless)
η Fraction of a compound found in the condensed phase (VBS
approach)
ϑ Exponent for calculation of self-diffusion coefficient of water
(dimensionless)
κ Solubility index (1 soluble, 0 insoluble)
λ Mean free path of gas molecules in nm
µ Entrainment/detrainment rate for gas-phase and aerosol-
phase species in molm−3 s−1
ν Molecular velocity in m s−1
νg Mean molecular velocity in the gas-phase in m s−1
νg,r Mean molecular velocity in the gas-phase in radial direction in
m s−1
ξ Particle volume (related to a size section) in m3
ρa Density of the air in kgm−3
ρp Density of the particle in kgm−3
ρAN Density of ammounium nitrate in g cm−3
ρAS Density of ammounium sulfate in g cm−3
ρEC Density of elemental carbon in g cm−3
ρOC Density of organic carbon in g cm−3
ρSO Density of soil dust in g cm−3
σ2 Variance of the particle number size distribution
(dimensionless)
σp Surface tension of the particle in Nm−1
τDg Characteristic time for gas-phase diffusion in s
τDb Characteristic time for particle-phase diffusion in s
τint Characteristic time for interfacial mass transfer in s
τkc Characteristic time for particle-phase reaction in s
τQSS Characteristic time for quasi-steady-state in s
ψ Partitioning index (1 partitioning, 0 not partitioning)
ω Wall loss rate coefficient of particles in s−1
245 List of Symbols
Ω Number of contained species in GECKO-A
List of Symbols 246
3-D simulation case names
SOAno HOMs SOA simulated with SORGAM without con-
sideration of HOMs
SOAHOMs =SOASORGAM SOA simulated with SORGAM with consid-
eration of HOMs
SOASORGAM−TIN =SOAabsorpt. SOA simulated with SORGAM-TIN with
consideration of HOMs
SOAkin.,kc0 =SOAkin.(kc = 0 s
−1) SOA simulated with the kinetic approach
with a non-reactive particle phase
(kc = 0 s−1).∗
SOAkin.(kc = 10−4 s−1) SOA simulated with the kinetic approach
with a moderate reactive particle phase
(kc = 10−4 s−1).∗
SOAkin.(kc = kb = 10−2 s−1) SOA simulated with the kinetic approach
with equal forward and backward particle-
phase reaction rate constants
(kc = kb = 10−2 s−1).∗
SOAkin.(kc = 10−3 s−1, kb = 10−4 s−1) SOA simulated with the kinetic approach
with more effective forward than backward
particle-phase reaction rate constants
(kc = 10−3 s−1 and kb = 10−4 s−1).∗
∗Molar weights and enthalpies of vaporization according to SORGAM-TIN are utilized
and HOMs are considered.
A Gas-phase chemistry mechanism for
α- and β-pinene oxidation
A.1 Gas-phase chemistry mechanisms for α-pinene
oxidation
Table A.1: Abbreviations and full names of the chemical species included in the α-pinene
oxidation mechanism.
Term Description
Reactive, fully integrated species
APIN α-Pinene
PINA Pinonaldehyde
NRPA Norpinonaldehyde
AP101 2-Nitrato-3-hydroxy-pinane
AP102 2-Nitrato-3-oxo-pinane
AP103 2,2-Dimethyl-3-acetyl-cyclobutyl-methyl-nitrate
AP104 2,2-Dimethyl-3-acetyl-cyclobutyl-nitrate
HOM Highly oxygenated molecule
PAN101 Peroxy 2,2-dimethyl-3-acetyl-cyclobutyl-acetyl-nitrate
PAN102 Peroxy 2,2-dimethyl-3-acetyl-cyclobutyl-formyl-nitrate
PAN103 Peroxy 2,2-dimethyl-3-formylmethyl-cyclobutyl-formyl-nitrate
RP101 Pinalic-3-acid
RP102 1-Hydroxy-pinonaldehyde
RP103 10-Hydroxy-pinonaldehyde
Nonreacting, fully integrated species
UR101 Pinonic acid
UR102 Norpinonic acid
UR103 2,3-Pinane-epoxide
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UR104 Pinic acid
UR105 10-Hydroxy-pinonic acid
UR106 1-Hydroxy-pinonic acid
UR107 2,3-Dihydroxy-pinane
UR108 2-(2,2-Dimethyl-3-formylmethyl-cyclobutyl)-2-keto-acetaldehyde
Reactive, organic pseudo-steady species
RO2101 Hydroxy alkyl peroxy radical from oxidation of α-pinene (2-peroxy-3-hydroxy-pinane)
RO2102 Nitrato alkyl peroxy radical from oxidation of α-pinene
(65% is 2-peroxy-3-nitrato-pinane, 35% is 2-nitrato-3-peroxy-pinane)
RO2103 Cyclic keto alkyl peroxy radical from oxidation of α-pinene (C4 cycle,
1-methyl peroxy, 2,2-dimethyl, 3-acetyl)
RO2104 Cyclic keto aldehydic peroxy radical from oxidation of α-pinene (C4 cycle,
1-peroxy, 1-acetyl, 2,2-dimethyl, 3-formylmethyl)
RO2105 Cyclic keto alkyl peroxy radical from oxidation of α-pinene (C4 cycle,
1-(1-keto-ethyl peroxy), 2,2-dimethyl, 3-formylmethyl)
RO2106 Acyl peroxy radical from aldehydic H abstraction of pinonaldehyde
RO2107 Acyl peroxy radical from aldehydic H abstraction of norpinonaldehyde
RO2108 Cyclic keto alkyl peroxy radical from oxidation of α-pinene (C4 cycle, 1-peroxy,
2,2-dimethyl, 3-acetyl)
RO2109 Acyl peroxy radical from oxidation of α-pinene (C4 cycle, 1-formyl peroxy,
2,2-dimethyl, 3-formylmethyl)
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A.2 Gas-phase chemistry mechanisms for β-pinene
oxidation
Table A.3: Abbreviations and full names of the chemical species included in the β-pinene
oxidation mechanism.
Term Description
Reactive, fully integrated species
BPIN β-Pinene
NOPI Nopinone
AP201 2-Nitrato-10-hydroxy-pinane
AP202 2-Formyl-2-nitrato-6-dimethyl-norpinane
Nonreacting, fully integrated species
UR201 2,10-Pinane-epoxide
UR202 2,10-Hydroxy-pinane
UR203 2,10-Dinitrato-pinane
UR204 3-Hydroxy-nopinone
UR205 3-Oxo-nopinone
Reactive, organic pseudo-steady species
RO2201 Hydroxy alkyl peroxy radical from oxidation of β-pinene
(2-Peroxy-10-hydroxy-pinane)
RO2202 nitrato alkyl peroxy radical from oxidation of β-pinene
(80% is 2-peroxy-10-nitrato-pinane, 20% is 2-nitrato-10-peroxy-pinane)
RO2203 Keto alkyl peroxy radical from oxidation of nopinone (3-peroxy-2-norpinone)
† See additionally Table A.1 for the products formed from reactions of RO2109.
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Table A.5: Considered particle-phase reactions for α- and β-pinene oxidized products re-
quired for the kinetic approach and added to the reaction mechanisms presented
in Tables A.2 and A.4.
# Reactants Products Rate constant in s−1
51 pPINA → rPINA 1 – 1·10−6
52 pRP101 → rRP101 1 – 1·10−6
53 pUR104 → rUR104 1 – 1·10−6
54 pNRPA → rNRPA 1 – 1·10−6
55 pRP102 → rRP102 1 – 1·10−6
56 pRP103 → rRP103 1 – 1·10−6
57 pUR101 → rUR101 1 – 1·10−6
58 pUR102 → rUR102 1 – 1·10−6
59 pUR105 → rUR105 1 – 1·10−6
60 pUR106 → rUR106 1 – 1·10−6
61 pAP101 → rAP101 1 – 1·10−6
62 pAP102 → rAP102 1 – 1·10−6
63 pPAN101 → rPAN101 1 – 1·10−6
64 pPAN102 → rPAN102 1 – 1·10−6
65 pPAN103 → rPAN103 1 – 1·10−6
66 pNOPI → rNOPI 1 – 1·10−6
67 pHOM → rHOM 1– 1·10−6
68 rPINA → pPINA 1 – 1·10−6
69 rRP101 → pRP101 1 – 1·10−6
70 rUR104 → pUR104 1 – 1·10−6
71 rNRPA → pNRPA 1 – 1·10−6
72 rRP102 → pRP102 1 – 1·10−6
73 rRP103 → pRP103 1 – 1·10−6
74 rUR101 → pUR101 1 – 1·10−6
75 rUR102 → pUR102 1 – 1·10−6
76 rUR105 → pUR105 1 – 1·10−6
77 rUR106 → pUR106 1 – 1·10−6
78 rAP101 → pAP101 1 – 1·10−6
79 rAP102 → pAP102 1 – 1·10−6
80 rPAN101 → pPAN101 1 – 10−6
81 rPAN102 → pPAN102 1 – 1·10−6
82 rPAN103 → pPAN103 1 – 1·10−6
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83 rNOPI → pNOPI 1 – 1·10−6
84 rHOM → pHOM 1– 1·10−6
Remarks: Reactions 68 – 84 describe the backward reactions considered for the sensitivity studies.
A.3 Estimated vapor pressures of HOMs
Table A.6: Estimated vapor pressure of HOMs from the reaction of α-pinene with OH for
different estimation methods at 295K in atm.
Substance SIMPOL COSMO-RS∗ EVAPORATION
HO-C10H15(OO)(OOH)2 8.82E-11 9.9E-11 5.52E-13
HO-C10H15(OO)(OOH)ONO2 1.59E-10 8.1E-10 7.00E-11
HO-C10H15(OO)(OOH)OH 1.58E-10 2.0E-10 6.23E-12
∗ Estimates of COSMO-RS according to Berndt et al. (2016b)
B SORGAM chemistry mechanism
Table B.1: Species abbreviations and comprised species as defined in RACM-MIM2 and
SORGAM/SORGAM-TIN.
Abbreviation Species
Alkanes
CH4 Methane
ETH Ethane
HC3 Alkanes, alcohols, esters, and alkynes with OH rate constant
less than 3.4 · 10−12 cm−3 s−1 (for 298K, 1 atm)
HC5 Alkanes, alcohols, esters, and alkynes with OH rate constant
between 3.4 · 10−12 and 6.8 · 10−12 cm−3 s−1 (for 298K, 1 atm)
HC8 Alkanes, alcohols, esters, and alkynes with OH rate constant
greater than 6.8 · 10−12 cm−3 s−1 (for 298K, 1 atm)
Alkenes
ETE Ethene
OLT Terminal alkenes
OLI Internal alkenes
DIEN Butadiene and other anthropogenic dienes
Stable biogenic alkanes
ISO Isoprene
API α-Pinene and other cyclic terpenes with one double bond
LIM d-Limonene and other cyclic diene-terpenes
SQT Sesquiterpenes
Aromatics
TOL Toluene and less reactive aromatics
XYL Xylene and more reactive aromatics
CSL Cresol and other hydroxy substituted aromatics
Carbonyl
HCHO Formaldehyde
ALD Acetaldehyde and higher aldehydes
KET Ketones
GLY Glyoxal
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MGLY Methylglyoxal and other α-carbonyl aldehydes
MVK Methyl vinyl ketone
CAR4 3-Methyl furane hydroxy carbonyls and hydroxy methyl vinyl ketone
Organic nitrogen
PAN Peroxyacetyl nitrate and higher saturated PANs
Organic peroxides
OP1 Methyl hydrogen peroxide
OP2 Higher organic peroxides
PAA Peroxyacetic acid and higher analogs
Organic acids
ORA1 Formic Acid
ORA2 Acetic Acid and higher acids
ISHP β-Hydroxy hydroperoxide formed from ISOP + HO2
Peroxy radicals from alkanes
MO2 Methyl peroxy radical
SORGAM/SORGAM-TIN species
CVARO1/CVARO2 Reaction products of aromatic precursors
CVALK1/CVALK2 Reaction products of higher alkanes
CVOLE1 Reaction products of higher alkenes
CVAPI1/CVAPI2 Reaction products of α-pinene
CVLIM1/CVLIM2 Reaction products of limonene
CVISOP1/CVISOP2 Reaction products of isoprene
Additional species
CVBCARP1/
CVBCARP2/
CVBCARP3
Reaction products of sesquiterpenes
HOMAPI HOM from α-pinene oxidation
HOMLIM HOM from limonene oxidation
HOMSQT HOM from sesquiterpene oxidation
HOMISO HOM from isoprene oxidation
ISHPX Peroxy radicals formed from ISHP
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Table B.2: SORGAM reaction mechanism as stated by Schell et al. (2001) with additional
reactions and modified branching ratios proposed by Li et al. (2013).
# Reactant Products Reference
1 TOL + OH → 0.039 CVARO1 + 0.108 CVARO2 1, 5
2 XYL + OH → 0.039 CVARO1 + 0.108 CVARO2 1, 5
3 CSL + OH → 0.039 CVARO1 + 0.108 CVARO2 1, 5
4 CSL + NO3 → 0.039 CVARO1 + 0.108 CVARO2 1, 5
5 HC‡ + OH → 0.048 CVALK1 2, 5
6 OLT + OH → 0.008 CVOLE1 2, 5
7 OLT + NO3 → 0.008 CVOLE1 2, 5
8 OLT + O3 → 0.008 CVOLE1 2, 5
9 OLI + OH → 0.008 CVOLE1 2, 5
10 OLI + NO3 → 0.008 CVOLE1 2, 5
11 OLI + O3 → 0.008 CVOLE1 2, 5
12 API + OH → fOH· (0.028 CVAPI1 + 0.241 CVAPI2)† 3, 5
13a∗ API + NO3 → fNO3 · (0.028 CVAPI1 + 0.241 CVAPI2)† 3, 5
13b§ API + NO3 → 0.5 CVAPI1 + 0.5 CVAPI2 7, 3, 9
14 API + O3 → fO3 · (0.028 CVAPI1 + 0.241 CVAPI2)† 3, 5
15 LIM + OH → fOH· (0163 CVLIM1 + 0.247 CVLIM2)† 4, 5
16a∗ LIM + NO3 → fNO3 · (0163 CVLIM1 + 0.247 CVLIM2)† 4, 5
16b§ LIM + NO3 → 0.5 CVLIM1 + 0.5 CVLIM2 7, 3, 9
17 LIM + O3 → fO3 · (0163 CVLIM1 + 0.247 CVLIM2)† 4, 5
18 ISO + OH → 0.0288 CVISOP1 + 0.232 CVISOP2 6, 9
19 ISO + NO3 → 0.217 CVISOP1 + 0.217 CVISOP2 7, 8, 9
20 SQT + O3 → 0.1617 CVBCARP1 + 0.6905 CVBCARP2 10
21 CVBCARP2 + OH → 0.992 CVBCARP3 10
22 CVBCARP2 + O3 → 0.992 CVBCARP3 10
23 CVBCARP2 + NO3 → 0.992 CVBCARP3 10
‡ HC is representative for HC3, HC5, HC8.
† fOH = 0.228, fNO3 = 0.0, fO3 = 0.772
∗ These reactions are proposed by Schell et al. (2001) and have been replaced by the reactions
suggested by Li et al. (2013) §.
1 Odum et al. (1997a), 2 Moucheron and Milford (1996), 3 Hoffmann et al. (1997), 4 Griffin
et al. (1999) 5 Schell et al. (2001), 6 Henze and Seinfeld (2006), 7 Pye et al. (2010), 8 Ng
et al. (2008), 9 Li et al. (2013), 10 Karl et al. (2009)
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Table B.3: Modified and addtional reactions of RACM-MIM2 and SORGAM concerning
the consideration of HOMs.
# Reactant Products Ref.
1 API + OH → 0.006384CVAPI1 + 0.056316CVAPI2 + 0.024HOMAPI 1, 2
2 API + O3 → 0.021616CVAPI1 + 0.186052CVAPI2 + 0.034HOMAPI 1
3 LIM + O3 → 0.037164CVLIM1 + 0.056316CVLIM2 + 0.0283HOMLIM 1
4 SQT + O3 → 0.1617CVBCARP1 + 0.6905CVBCARP2 + 0.038HOMSQT 3
5 ISHP + OH → 0.92 CAR4 + 0.92OH + 0.08 ISHPX 4
6 ISHP + HO2 → HOMISO 4, 5
7 ISHP + NO → MVK + HCHO + HO2 4
8 ISHP + NO3 → MVK + HCHO + HO2 4
9 ISHP + MO2 → MVK + 2 HCHO + HO2 4
1 Jokinen et al. (2015), 2 Berndt et al. (2016b), 3 Richters et al. (2016)
4 MCM: http://mcm.leeds.ac.uk/MCM/, 5 Berndt et al. (2016a)
Table B.4: Estimated enthalpies of vaporization for selected SOA precursors
and for one oxidation product, α-pinene oxide, as tabulated in
Chickos and Acree Jr. (2003) and according to the NIST database
(http://webbook.nist.gov/chemistry/name-ser/).
Molecular formula Compound ∆Hvap in kJmol−1 Tm in K
C5H8 Isoprene 26.4 298
C10H16 Limonene 49.6 298
C10H16 β-Mycrene 47.0 318
C10H16 α-Pinene 44.6 298
C10H16 β-Pinene 45.8 298
C10H16 Camphene 44.0 335
C10H18O 1,4-Cineole 53.2 298
C10H16O α-Pinene oxide 53.6 298
C15H24 Caryophyllene 65.5 413
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Table B.5: Estimated enthalpies of vaporization of HOMs from the reaction of α-pinene
with OH as well as the reaction of isoprene with HO2 for 298K using SIMPOL.
Substance ∆Hvap in kJmol−1
HO-C10H15(OO)(OOH)2 78.4
HO-C10H15(OO)(OOH)ONO2 75.7
HO-C10H15(OO)(OOH)OH 83.8
OCC(C)(OO)C=C† 74.9
† This compound is known as ISOPBOOH from MCM: http://mcm.leeds.ac.uk/MCM/

C Additions to the kinetic partitioning
approach
C.1 Timescales for reaching quasi steady-state
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Figure C.1: Timescale to reach quasi steady-state (τQSS) for various particle-phase reac-
tion rate constants (kc) and diffusion coefficients (Db) for a particle radius
of rp = 240 nm. The quasi steady-state timescale τQSS is calculated under
consideration of Eq. (3.61) and is therefore an approximation compared to the
solution of Zaveri et al. (2014).
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C.2 Further results of the sensitivity studies
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Figure C.2: Model results of SOA mass for the variation of the particle radius rp in semi-
solid aerosol particles (Db = 10−18 m2 s−1, case 4b of Table 4.4) for a) fast
(kc = 1 s−1) and b) moderate (kc = 10−4 s−1) particle-phase reaction rate
constants.
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Figure C.3: Normalized increase in organic mass for the variation of the particle radius rp
in semi-solid aerosol particles (Db = 10−18 m2 s−1, case 4b of Table 4.4) for
a) fast (kc = 1 s−1) and b) moderate (kc = 10−4 s−1) particle-phase reac-
tion rate constants. M0 indicates the initial organic aerosol concentration in
µgm−3.
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Figure C.4: Simulated SOA mass formation for different initial particle phase organic mass
concentrations OM0 (model case 5b of Table 1) for semi-solid aerosol particles
Db = 10
−18 m2 s−1 using a) fast (kc = 1 s−1) and b) negligible (kc = 10−6 s−1)
particle-phase reactions.
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Figure C.5: Simulated SOA mass for different mass accommodation coefficients for semi-
solid aerosol particles (Db = 10−18 m2 s−1, model case 3b of Table 1) using
a) fast particle-phase reactions (kc = 1 s−1) and b) moderate particle-phase
reactions (kc = 10−4 s−1).
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Figure C.6: Simulated SOA mass under consideration of a composition dependent particle-
phase bulk diffusion coefficient (Dm) using different particle-phase reaction
rate constants for a) Dorg = 10−18 m2 s−1 and b) Dorg = 3 · 10−19 m2 s−1 with
rp = 35 nm (case 8b of Table 4.4). The dashed lines indicate the reference
simulations with a constant bulk diffusion coefficient of a) Db = 10−18 m2 s−1
and b) Db = 3 · 10−19 m2 s−1. All simulations are initialized with particles
comprising an organic mass concentration of OM0 = 1 g g−1.
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Figure C.7: Simulated SOA mass under consideration of a composition-dependent particle-
phase bulk diffusion coefficient (Dm) using different particle-phase reaction
rate constants for a) Dorg = 10−18 m2 s−1 and b) Dorg = 3 · 10−19 m2 s−1 with
rp = 35 nm (case 8b of Table 4.4). The dashed lines indicate the reference
simulations with a constant bulk diffusion coefficient of a) Db = 10−18 m2 s−1
and b) Db = 3 · 10−19 m2 s−1. All simulations are initialized with particles
comprising an organic mass concentration of OM0 = 0.01 g g−1.
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Figure C.8: Distribution of organic mass in the p- and the r-phase simulating a LEAK
chamber study for α-pinene ozonolysis with the kinetic approach for a) kc =
10−2 s−1 and b) kc = 10−4 s−1.
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Figure C.9: Measured a) particle number size distribution and b) mass distribution of the
AIDA chamber experiment.
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Figure C.10: Monodisperse simulations of the SOA mass for α-pinene ozonolysis in the
AIDA chamber experiment "SOA05-12" (Saathoff et al., 2009) under consid-
eration of HOMs with a) kc = 10−2 s−1 and b) kc = 1 s−1 and kb = 10−3 s−1,
where both simulations are achieved without consideration of vapor wall loss
(solid red line). Furthermore, related simulations under consideration of the
minimal wall loss rates kw1/2 = 10−4 s−1 (dashed red line), and maximal wall
loss rates kw1/2 = 3/7 · 10−4 s−1 (dotted red line) are depicted. The mass
lost to the chamber walls is displayed according to the respective wall loss
rates kw1/2 = 10−4 s−1 (dashed purple line) and kw1/2 = 3/7·10−4 s−1 (dotted
purple line). Measurements of the SOA mass for the AIDA experiment are
displayed under consideration of 30% measurement uncertainty (black dots
and error bars). The light blue lines indicate the injection time of α-pinene
in the experiment.
D Additions to the parcel simulations
under atmospheric conditions
D.1 Initialized particle number size distributions and
gas-phase concentrations
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Figure D.1: Particle number size distributions for a remote (solid lines) and an urban area
(dotted lines) according to Poppe et al. (2001) and Poppe et al. (2000). For
both cases, mode III is scaled with a factor of 5·103 for an improved depiction.
The corresponding parameters for the distributions are provided in Table 4.6.
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Table D.1: Emissions, initial concentrations, and deposition rates for the abundant gas-
phase species used for the simulation of remote and urban parcel studies ac-
cording to Ervens et al. (2003). The species abbreviations are already explained
in Table B.1.
Type and unit Species Remote Urban
Emission in molec cm−3 s−1 ALD 1.45·103 5.93·105
Emission in molec cm−3 s−1 API 1.88·105 1.93·104
Emission in molec cm−3 s−1 CO 3.70·106 8.99·107
Emission in molec cm−3 s−1 CSL 2.88·104 1.82·106
Emission in molec cm−3 s−1 DIEN 1.55·104 1.24·106
Emission in molec cm−3 s−1 ETE 4.54·104 2.61·106
Emission in molec cm−3 s−1 ETH 1.50·104 1.54·106
Emission in molec cm−3 s−1 HC3 1.53·104 2.76·106
Emission in molec cm−3 s−1 HC5 5.023·104 4.90·106
Emission in molec cm−3 s−1 HC8 3.79·104 2.99·106
Emission in molec cm−3 s−1 HCHO 3.028·103 2.58·105
Emission in molec cm−3 s−1 ISO 1.50·106 1.54·105
Emission in molec cm−3 s−1 KET 1.338·103 9.90·105
Emission in molec cm−3 s−1 LIM 1.88·105 1.93·104
Emission in molec cm−3 s−1 NO 2.86·105 1.01·107
Emission in molec cm−3 s−1 OLT 7.95·103 4.94·105
Emission in molec cm−3 s−1 ORA2 3.50·101 8.44·104
Emission in molec cm−3 s−1 SO2 2.91·105 3.27·106
Emission in molec cm−3 s−1 SQT 1.88·104 0.0
Emission in molec cm−3 s−1 TOL 2.108·104 1.70·106
Emission in molec cm−3 s−1 XYL 1.13·104 9.88·105
Initial conc. in molec cm−3 ALD 1.199·109 2.55·109
Initial conc. in molec cm−3 API 1.20·109 0.0
Initial conc. in molec cm−3 CH4 4.33·1013 4.33·1013
Initial conc. in molec cm−3 CO 3.83·1012 7.65·1012
Initial conc. in molec cm−3 CO2 9.10·1015 9.10·1015
Initial conc. in molec cm−3 CSL 2.55·107 2.55·107
Initial conc. in molec cm−3 ETE 1.28·1010 2.55·1010
Initial conc. in molec cm−3 ETH 3.83·1010 6.12·1010
Initial conc. in molec cm−3 GLY 2.55·109 2.55·109
Initial conc. in molec cm−3 H2 1.275·1013 1.275·1013
Initial conc. in molec cm−3 HC3 2.55·1010 6.12·1010
Initial conc. in molec cm−3 HC5 1.019·1010 2.55·1010
Initial conc. in molec cm−3 HC8 0.0 2.55·109
Initial conc. in molec cm−3 HCHO 1.275·1010 2.55·1010
Initial conc. in molec cm−3 H2O2 2.55·1010 2.55·1010
Initial conc. in molec cm−3 HNO3 7.56·109 2.55·1012
Initial conc. in molec cm−3 ISO 2.55·1010 0.0
Initial conc. in molec cm−3 KET 1.148·109 2.55·1010
Initial conc. in molec cm−3 LIM 5.10·108 0.0
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Initial conc. in molec cm−3 MGLY 2.55·109 2.55·109
Initial conc. in molec cm−3 NO2 3.83·1010 1.15·1011
Initial conc. in molec cm−3 O3 1.02·1012 2.29·1012
Initial conc. in molec cm−3 OLT 2.55·109 2.55·109
Initial conc. in molec cm−3 OP1 2.55·107 2.55·1010
Initial conc. in molec cm−3 OP2 2.55·109 2.55·109
Initial conc. in molec cm−3 PAA 2.55·107 2.55·107
Initial conc. in molec cm−3 PAN 2.55·108 1.275·1010
Initial conc. in molec cm−3 SO2 2.55·1010 1.275·1011
Initial conc. in molec cm−3 SQT 1.20·108 0.0
Initial conc. in molec cm−3 TOL 2.55·108 2.55·109
Initial conc. in molec cm−3 XYL 2.55·108 2.55·109
Initial conc. in molec cm−3 [H2O] 5.10·1017 5.10·1017
Initial conc. in molec cm−3 [N2] 1.96·1019 1.96·1019
Initial conc. in molec cm−3 [O2] 5.10·1018 5.10·1018
Deposition in s−1 CO 1.00·106 1.00·106
Deposition in s−1 HCHO 1.00·105 1.00·105
Deposition in s−1 H2O2 1.00·105 1.00·105
Deposition in s−1 HNO3 2.00·105 2.00·105
Deposition in s−1 H2SO4 2.00·105 2.00·105
Deposition in s−1 N2O5 2.00·105 2.00·105
Deposition in s−1 NO2 4.00·106 4.00·106
Deposition in s−1 O3 4.00·106 4.00·106
Deposition in s−1 OP1 5.00·106 5.00·106
Deposition in s−1 ORA1 1.00·105 1.00·105
Deposition in s−1 SO2 1.00·105 1.00·105
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Figure D.2: Simulated SOA mass for multimodal SPACCIM simulations using the gas-
phase chemistry mechanism RACM-MIM2 combined with SORGAM for gas-
phase concentrations of a remote area combined with typical particle number
size distributions under a) remote and b) urban conditions. Simulations were
conducted with the absorptive partitioning approach (black dashed line) and
with the kinetic partitioning approach: for liquid particles (Db = 10−9 m2 s−1)
with a non-reactive (solid red line) and a reactive (blue line) particle phase as
well as for viscous particles (Db = 10−14 m2 s−1, purple dashed line) with a
reactive particle phase.
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E.1 Meteorological results
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Figure E.1: a) Average temperature (T in K) and b) average relative humidity (RH in %)
for May 2014. Both figures depict the parameters in the surface layer.
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E.2 BVOC emissions
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Figure E.2: Average isoprene emission flux for May 2014 in µgm−2 s−1. a) Full range of
the flux and b) the 0.00 – 0.10µgm−2 s−1 flux segment. Both figures depict
the emission fluxes in the surface layer.
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Figure E.3: Average sesquiterpene emission flux for May 2014 in µgm−2 s−1 in the surface
layer.
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Figure E.4: a) Average ozone concentration and b) average primary organic aerosol (POA)
concentration for May 2014 in µgm−3. Both figures depict the concentrations
in the surface layer.
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Figure E.5: a) Absolute difference of the average isoprenoid SOA mass con-
centrations for May 2014 (∆isopren. SOA), which is defined as
∆isopren. SOA = isopren. SOAHOMs − isopren. SOAno HOMs and
b) relative difference of the average isoprenoid SOA mass con-
centrations for May 2014 ∆isopren. SOA/(isopren. SOA)∗, where
(isopren. SOA)∗ = isopren. SOAno HOMs. Both figures depict the con-
centration differences in the surface layer.
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Figure E.6: a) Absolute difference of the average sesquiterpenoid SOA mass con-
centrations for May 2014 (∆sesquiterp. SOA), which is defined as
∆sesquiterp. SOA = sesquiterp. SOAHOMs − sesquiterp. SOAno HOMs and
b) relative difference of the average sesquiterpenoid SOA mass con-
centrations for May 2014 ∆sesquiterp. SOA/(sesquiterp. SOA)∗, where
(sesquiterp. SOA)∗ = sesquiterp. SOAno HOMs. Both figures depict the con-
centration differences in the surface layer.
E.4 Phase change parametrization
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Figure E.7: a) Absolute difference of the average sesquiterpenoid SOA mass con-
centrations for May 2014 (∆sesquiterp. SOA), which is defined as
∆sesquiterp. SOA = sesquiterp. SOASORGAM − sesquiterp. SOASORGAM−TIN
and b) relative difference of the average sesquiterpenoid SOA mass
concentrations for May 2014 ∆sesquiterp. SOA/(sesquiterp. SOA)∗, where
(sesquiterp. SOA)∗ = sesquiterp. SOASORGAM−TIN. Both figures depict the
concentration differences in the surface layer.
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Figure E.8: a) Absolute difference of the average anthropogenic SOA mass con-
centrations for May 2014 (∆anthrop. SOA), which is defined as
∆anthrop. SOA = anthrop. SOASORGAM − anthrop. SOASORGAM−TIN and
b) relative difference of the average anthropogenic SOA mass con-
centrations for May 2014 ∆anthrop. SOA/(anthrop. SOA)∗, where
(anthrop. SOA)∗ = anthrop. SOASORGAM−TIN. Both figures depict the
concentration differences in the surface layer.
E.5 Application of the kinetic partitioning approach with
kc = 0 s−1
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Figure E.9: a) Absolute difference of the average monoterpenoid SOA mass con-
centrations for May 2014 (∆monoterp. SOA), which is defined as
∆monoterp. SOA = monoterp. SOAabsorpt. −monoterp. SOAkin.,kc0 and b) rel-
ative difference of the average monoterpenoid SOA mass concentrations for
May 2014 ∆monoterp. SOA/(monoterp. SOA)∗, where (monoterp. SOA)∗ =
monoterp. SOAkin.,kc0. The index "kin., kc0" indicates the kinetic partitioning
approach without considered particle-phase reactions (kc = 0 s−1). Both fig-
ures depict the concentration differences in the surface layer.
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Figure E.10: a) Absolute difference of the average sesquiterpenoid SOA mass con-
centrations for May 2014 (∆sesquiterp. SOA), which is defined as
∆sesquiterp. SOA = sesquiterp. SOAabsorpt. − sesquiterp. SOAkin.,kc0 and
b) relative difference of the average sesquiterpenoid SOA mass con-
centrations for May 2014 ∆sesquiterp. SOA/(sesquiterp. SOA)∗, where
(sesquiterp.SOA)∗ = sesquiterp. SOAkin.,kc0. The index "kin., kc0" indicates
the kinetic partitioning approach without considered particle-phase reactions
(kc = 0 s−1). Both figures depict the concentration differences in the surface
layer.
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Figure E.11: a) Absolute difference of the average anthropogenic SOA mass con-
centrations for May 2014 (∆anthrop. SOA), which is defined as
∆anthrop. SOA = anthrop. SOAabsorpt. − anthrop. SOAkin.,kc0 and
b) relative difference of the average anthropogenic SOA mass con-
centrations for May 2014 ∆anthrop. SOA/(anthrop. SOA)∗, where
(anthrop.SOA)∗ = anthrop. SOAkin.,kc0. The index "kin., kc0" indicates the
kinetic partitioning approach without considered particle-phase reactions
(kc = 0 s−1). Both figures depict the concentration differences in the surface
layer.
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Figure E.12: Absolute differences of the average SOA mass concentrations (∆SOA) for
May 2014 comparing the kinetic partitioning approach with different reac-
tivities a) ∆SOA = SOAkin.(kc = kb = 10−2 s−1) − SOAkin.(kc = 0 s−1),
b) ∆SOA = SOAkin.(kc = 10−3 s−1, kb = 10−4 s−1) − SOAkin.(kc = 0 s−1),
and c) ∆SOA = SOAkin.(kc = 10−4 s−1) − SOAkin.(kc = 0 s−1). All figures
depict the concentration differences in the surface layer.
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Figure E.13: Absolute differences of the average monoterpenoid SOA mass concen-
trations (∆monoterp. SOA) for May 2014 comparing the kinetic par-
titioning approach with different reactivities a) ∆monoterp. SOA =
monoterp. SOAkin.(kc = kb = 10
−2 s−1) − monoterp. SOAkin.(kc =
0 s−1), b) ∆monoterp. SOA = monoterp. SOAkin.(kc = 10−3 s−1, kb =
10−4 s−1) − monoterp. SOAkin.(kc = 0 s−1), and c) ∆monoterp. SOA =
monoterp. SOAkin.(kc = 10
−4 s−1) −monoterp. SOAkin.(kc = 0 s−1). All fig-
ures depict the concentration differences in the surface layer.
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Figure E.14: Relative differences of the average monoterpenoid SOA mass concentrations
(∆monoterp. SOA) for May 2014 comparing the kinetic partitioning approach
with different reactivities a) ∆monoterp. SOA = monoterp. SOAkin.(kc =
kb = 10
−2 s−1) − monoterp. SOAkin.(kc = 0 s−1), b) ∆monoterp. SOA =
monoterp. SOAkin.(kc = 10
−3 s−1, kb = 10−4 s−1) − monoterp. SOAkin.(kc =
0 s−1), and c) ∆monoterp. SOA = monoterp. SOAkin.(kc = 10−4 s−1) −
monoterp. SOAkin.(kc = 0 s
−1), where in all cases (monoterp. SOA)∗ =
monoterp. SOAkin.(kc = 0 s
−1). All figures depict the concentration differ-
ences in the surface layer.
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Figure E.15: Absolute differences of the average sesquiterpenoid SOA mass concen-
trations (∆sesquiterp. SOA) for May 2014 comparing the kinetic par-
titioning approach with different reactivities a) ∆sesquiterp. SOA =
sesquiterp. SOAkin.(kc = kb = 10
−2 s−1) − sesquiterp. SOAkin.(kc =
0 s−1), b) ∆sesquiterp. SOA = sesquiterp. SOAkin.(kc = 10−3 s−1, kb =
10−4 s−1) − sesquiterp. SOAkin.(kc = 0 s−1), and c) ∆sesquiterp. SOA =
sesquiterp. SOAkin.(kc = 10
−4 s−1) − sesquiterp. SOAkin.(kc = 0 s−1). All
figures depict the concentration differences in the surface layer.
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Figure E.16: Relative differences of the average sesquiterpenoid SOA mass concen-
trations (∆sesquiterp. SOA) for May 2014 comparing the kinetic par-
titioning approach with different reactivities a) ∆sesquiterp. SOA =
sesquiterp. SOAkin.(kc = kb = 10
−2 s−1) − sesquiterp. SOAkin.(kc =
0 s−1), b) ∆sesquiterp. SOA = sesquiterp. SOAkin.(kc = 10−3 s−1, kb =
10−4 s−1) − sesquiterp. SOAkin.(kc = 0 s−1), and c) ∆sesquiterp. SOA =
sesquiterp. SOAkin.(kc = 10
−4 s−1) − sesquiterp. SOAkin.(kc = 0 s−1), where
in all cases (sesquiterp. SOA)∗ = sesquiterp. SOAkin.(kc = 0 s−1). All figures
depict the concentration differences in the surface layer.
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Figure E.17: Absolute differences of the average isoprenoid SOA mass concentrations
(∆isopren. SOA) for May 2014 comparing the kinetic partitioning ap-
proach with different reactivities a) ∆isopren. SOA = isopren. SOAkin.(kc =
kb = 10
−2 s−1) − isopren. SOAkin.(kc = 0 s−1), b) ∆isopren. SOA =
isopren. SOAkin.(kc = 10
−3 s−1, kb = 10−4 s−1) − isopren. SOAkin.(kc =
0 s−1), and c) ∆isopren. SOA = isopren. SOAkin.(kc = 10−4 s−1) −
isopren. SOAkin.(kc = 0 s
−1). All figures depict the concentration differences
in the surface layer.
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Figure E.18: Relative differences of the average isoprenoid SOA mass concentrations
(∆isopren. SOA) for May 2014 comparing the kinetic partitioning ap-
proach with different reactivities a) ∆isopren. SOA = isopren. SOAkin.(kc =
kb = 10
−2 s−1) − isopren. SOAkin.(kc = 0 s−1), b) ∆isopren. SOA =
isopren. SOAkin.(kc = 10
−3 s−1, kb = 10−4 s−1) − isopren. SOAkin.(kc =
0 s−1), and c) ∆isopren. SOA = isopren. SOAkin.(kc = 10−4 s−1) −
isopren. SOAkin.(kc = 0 s
−1), where in all cases (isopren. SOA)∗ =
isopren. SOAkin.(kc = 0 s
−1). All figures depict the concentration differences
in the surface layer.
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Figure E.19: Absolute differences of the average anthropogenic SOA mass concentra-
tions (∆anthrop. SOA) for May 2014 comparing the kinetic partitioning ap-
proach with different reactivities a) ∆anthrop. SOA = anthrop. SOAkin.(kc =
kb = 10
−2 s−1) − anthrop. SOAkin.(kc = 0 s−1), b) ∆anthrop. SOA =
anthrop. SOAkin.(kc = 10
−3 s−1, kb = 10−4 s−1) − anthrop. SOAkin.(kc =
0 s−1), and c) ∆anthrop. SOA = anthrop. SOAkin.(kc = 10−4 s−1) −
anthrop. SOAkin.(kc = 0 s
−1). All figures depict the concentration differences
in the surface layer.
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Figure E.20: Relative differences of the average anthropogenic SOA mass concentra-
tions (∆anthrop. SOA) for May 2014 comparing the kinetic partitioning ap-
proach with different reactivities a) ∆anthrop. SOA = anthrop. SOAkin.(kc =
kb = 10
−2 s−1) − anthrop. SOAkin.(kc = 0 s−1), b) ∆anthrop. SOA =
anthrop. SOAkin.(kc = 10
−3 s−1, kb = 10−4 s−1) − anthrop. SOAkin.(kc =
0 s−1), and c) ∆anthrop. SOA = anthrop. SOAkin.(kc = 10−4 s−1) −
anthrop. SOAkin.(kc = 0 s
−1), where in all cases (anthrop. SOA)∗ =
anthrop. SOAkin.(kc = 0 s
−1). All figures depict the concentration differences
in the surface layer.
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E.7 Comparison to field measurements
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Figure E.21: Comparison of the measured organic mass as well as the simulated SOA and
POA mass concentrations for the absorptive approach with the phase change
parametrization according to Li et al. (2013), indicated by SORGAM-TIN
(purple solid line), the kinetic partitioning approach without particle-phase re-
actions (kc = 0 s−1, pink dashed line) as well as with moderate particle-phase
reactions (kc = 10−4 s−1, light blue dashed line), and the filter measurements
for PM10 or PM2.5 (black bars) at a) Neuglobsow, b) Waldhof, c) Burg
(Spree Forest), d) Melpitz, e) Collmberg, and f) Schmücke. All depicted
simulation results have been considered HOMs. POA (solid gray line) is the
same for all the simulations. Please note the different ranges of the ordinate.
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Figure E.22: Comparison of the measured and simulated organic mass for the absorptive
approach with the phase change parametrization according to Li et al. (2013)
indicated by SORGAM-TIN (purple solid line), the kinetic partitioning ap-
proach without particle-phase reactions (kc = 0 s−1, pink dashed line) as well
as with moderate particle-phase reactions (kc = 10−4 s−1, light blue dashed
line), and the filter measurements for PM1 (black dashed bars), PM2.5 (grey
bars), and PM10 (black bars) at Melpitz. All depicted simulation results have
been considered HOMs. The organic mass is calculated as sum of POA and
SOA for the simulations.
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Figure E.23: Comparison of the measured and simulated trace gas concentrations at Neu-
globsow for the simulations using the kinetic partitioning approach: a) Sulfur
dioxide (SO2), b) ozone (O3), and c) nitric oxide and nitrogen dioxide (NO
and NO2), where solid lines indicate measurements and dashed lines indicate
model results.
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Figure E.24: Comparison of the measured and simulated trace gas concentrations at Burg
(Spreewald) for the simulations using the kinetic partitioning approach: a)
Sulfur dioxide (SO2), b) ozone (O3), and c) nitric oxide and nitrogen dioxide
(NO and NO2), where solid lines indicate measurements and dashed lines
indicate model results.
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Figure E.25: Comparison of the measured and simulated temperature at the Schmücke
summit station.
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Figure E.26: Comparison of the organic mass (PM1) derived from routinely filter measure-
ments (Digitel) according to the VDI protocol indicated by "VDI" and the
EUSAAR2 protocol and online measurement techniques, AMS and ACSM,
at the field site Melpitz.
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Figure E.27: Comparison of the organic mass daily and twice (Digitel2) per day mea-
sured with Digitel filter samplers (PM10) and analyzed according to the
EUSAAR2 protocol with model results for the kinetic approach: i) with-
out particle-phase reactions (kc = 0 s−1), ii) with moderate particle-phase
reactions (kc = 10−4 s−1), iii) with similar forward and backward particle-
phase reactions (kc = kb = 10−2 s−1), iv) and with faster forward particle-
phase reactions than the backward particle-phase reactions (kc = 10−3 s−1,
kb = 10
−4 s−1) at the field site Melpitz.
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Figure E.28: Overview of the observed meteorological conditions at the field site Melpitz
for May 2014. a) Air temperature (T ) and relative humidity (RH), b) wind
velocity and direction (v and vd , respectively), and c) global radiation (QS)
and precipitation (Precip.).
 0
 2000
 4000
 6000
 8000
 10000
 12000
01 03 05 07 09 11 13 15 17 19 21 23 25 27 29 31
H e
i g h
t  i n
 m
Day of May 2014
BLH
BLH model
Figure E.29: Comparison of the observed (derived from Ceilometer) and the simulated
boundary layer height (BLH) at the field site Melpitz.
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Figure E.30: Average SOA mass concentration from 20 to 21 May 2014 using the ki-
netic partitioning approach with a non-reactive particle phase, kc = 0 s−1.
a) 20 May 17 UTC, b) 20 May 19 UTC, c) 21 May 00 UTC, and d) 21 May
06 UTC. All figures depict the SOA mass concentrations in the surface layer.
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