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ABSTRACT
Survivability of data in datacenters, when a fault occurs, is turning into an upcoming chal-
lenge in planning cloud-based applications. At the point when such a disaster happens,
a particular geological range is disrupted, and units of transmission systems (e.g., nodes
and fibers) within the disrupted region end up faulty, leading to the loss of one or more
demands. To deal with such a circumstance, a resilient communication code is required, so
arrangements can be made to accommodate an alternative disaster-free path when a fault
upsets the path utilized for data requests before the failure happens. In this work, we have
shown a new approach to deal with this issue, on account of the static Route and Wave-
length Assignment (RWA) in Wavelength Division Multiplexing (WDM) systems. In our
approach, a set of communication demands can be handled only if it is feasible to i) Find
the datacenter node ii) a primary lightpath that minimizes the effect of disasters that may
disrupt lightpaths and iii) (for every disaster that upsets the primary lightpath), a backup
lightpath that handles the disaster. We have presented, implemented and examined an effi-
cient heuristic to solve this issue.
iv
DEDICATION
In loving memory of my parents
Vipulkumar & Urmila Shah,
v
ACKNOWLEDGMENT
This thesis owes its experience to the help, support, and inspiration of several people.
Firstly, I would like to express my sincere appreciation and gratitude to Dr. Subir Band-
hyopadhyay and Dr. Arunita Jaekel, for their guidance during my research. Their support
and inspiring suggestions have been precious for the development of this thesis.
I would also like to thank my thesis committee members Dr. Jagdish Pathak and Dr. Dan
Wu for their valuable comments and suggestions for writing this thesis. A special thanks
goes to Ms. Saja Al Mamoori, she has been the fundamental support throughout my work.
Finally, my deepest gratitude goes to my family and friends for their unconditional love
and support throughout my life and my studies.
vi
TABLE OF CONTENTS
DECLARATION OF ORIGINALITY . . . . . . . . . . . . . . . . . . . . . . iii
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
ACKNOWLEDGMENT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
LIST OF SYMBOLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Wavelength Division Multiplexing Networks . . . . . . . . . . . . 2
1.3 Problem Statement & Solution Outline . . . . . . . . . . . . . . . 3
1.4 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 REVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Optical Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Wavelength Division Multiplexing . . . . . . . . . . . . . . . . . . 8
2.3 Routing and Wavelength Assignment . . . . . . . . . . . . . . . . 9
2.4 Lightpath . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Datacenter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.6 Replication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.7 Physical and Logical Topology . . . . . . . . . . . . . . . . . . . . 14
2.8 Different Lightpath Allocation Schemes . . . . . . . . . . . . . . . 15
2.8.1 Static Lightpath Demands (SLD) . . . . . . . . . . . . . . . . 16
2.8.2 Dynamic Lightpath Demands (DLD) . . . . . . . . . . . . . . 16
2.9 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.10 Summary of Literature Review . . . . . . . . . . . . . . . . . . . . 18
3 STATIC RWA FOR DATACENTER NETWORKS . . . . . . . . . . . . . 20
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 The notion of dominant disasters . . . . . . . . . . . . . . . . . . . 22
3.3 A strategy for handling disasters . . . . . . . . . . . . . . . . . . . 23
3.4 The heuristic to be studied . . . . . . . . . . . . . . . . . . . . . . 25
3.5 Concept of Virtual Node . . . . . . . . . . . . . . . . . . . . . . . 27
3.6 Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.7 Integer Linear Programming (ILP) . . . . . . . . . . . . . . . . . . 29
3.7.1 Formulation of ILP-1 . . . . . . . . . . . . . . . . . . . . . . 31
3.7.2 Justification of ILP-1 . . . . . . . . . . . . . . . . . . . . . . 32
3.7.3 The formulation of ILP-2 . . . . . . . . . . . . . . . . . . . . 34
3.7.4 Justification of ILP-2 . . . . . . . . . . . . . . . . . . . . . . 35
3.7.5 Analysis of the ILP . . . . . . . . . . . . . . . . . . . . . . . 36
4 EXPERIMENTATION AND RESULT . . . . . . . . . . . . . . . . . . . . 37
4.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.1 Network Setup . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.2 Algorithm inputs . . . . . . . . . . . . . . . . . . . . . . . . 39
vii
4.2 Performance evaluation of proposed approach . . . . . . . . . . . . 39
4.3 Comparison with previous work . . . . . . . . . . . . . . . . . . . 44
5 CONCLUSIONS AND FUTURE WORK . . . . . . . . . . . . . . . . . . 47
5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
VITA AUCTORIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
viii
LIST OF TABLES
2.1 Literature Review Summary . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Analysis of binary variables on various topologies . . . . . . . . . . . . . . 36
4.1 Comparison of resource usage in 11-Node network (8 channels) . . . . . . 40
4.2 Comparison of resource usage in 11-Node network (16 channels) . . . . . . 40
4.3 Comparison of resource usage in 14-Node network (8 channels) . . . . . . 42
4.4 Comparison of resource usage in 14-Node network (16 channels) . . . . . . 42
4.5 Comparison of resource usage in 24-Node network (8 channels) . . . . . . 43
4.6 Comparison of resource usage in 24-Node network (16 channels) . . . . . . 44
ix
LIST OF FIGURES
2.1 Optical Cable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Layers in an optical fiber . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Total Internal Reflection inside optical fiber . . . . . . . . . . . . . . . . . 7
2.4 Wavelength Division Multiplexing System . . . . . . . . . . . . . . . . . . 8
2.5 Routing Wavelength Assignment . . . . . . . . . . . . . . . . . . . . . . . 9
2.6 Lightpath setup in a 5-node network . . . . . . . . . . . . . . . . . . . . . 11
2.7 Datacenter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.8 Nodes representing datacenters in a network . . . . . . . . . . . . . . . . . 13
2.9 Physical Topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.10 Logical Topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1 Establishment of backup lightpath . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Establishment of backup lightpath to handle disaster on an intermediate node 25
3.3 Concept of Virtual node . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.1 COST-239 network (11-node topology) . . . . . . . . . . . . . . . . . . . 37
4.2 NSFNET network (14-node topology) . . . . . . . . . . . . . . . . . . . . 38
4.3 USANET network (24-node topology) . . . . . . . . . . . . . . . . . . . . 38
4.4 Number of datacenters needed vs size of request set for 11-node network . . 41
4.5 Number of wavelength-links needed vs size of request set for 11-node net-
work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.6 Number of datacenters needed VS size of request set for 14-node network . 43
4.7 Number of wavelength-links needed VS size of request set for 14-node
network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.8 Number of datacenters needed vs size of request set for 24-node network . . 45
4.9 Number of wavelength-links needed vs size of request set for 24-node net-
work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.10 Wavelengths VS Requests (COST-239 ch-32) . . . . . . . . . . . . . . . . 46








DWDM Dense Wavelength Division Multiplexing
Gbps Giga Bytes per second
IDE Integrated Development Environment
ILP Integer Linear Program
LAN Local Area Network
MAN Metropolitan Area Network
MUX Multiplexer
NSFNET National Science Network
QoS Quality of Service
RWA Routing and Wavelength Assignment
SRG Shared Risk Group
Tbps Tera Bytes per second
USANET USA standard network topology
WAN Wide Area Network
WDM Wavelength Division Multiplexing





The increasing demand in communication networks such as e-mail, online interactive maps,
social networks, web search and video storage has become an essential part of life. Data-
center (DC) network is a facility composed of networked computers and storage business
of other organizations use to establish, develop, store and propagate large amounts of data,
low latency, high availability, and low cost which can be delivered by optical networks [1].
Researchers show that datacenter networks based application are developing the network
landscape, by replacing traditional hierarchical and connectivity-oriented Internet towards
a more meshed and service-oriented infrastructure, offering applications the promise of
scalability, availability, and responsiveness at very low costs [2, 3]. The risk of large-scale
failures in DC is increasing rapidly, and the large area is disrupted because of natural disas-
ters like earthquakes, hurricanes, tsunamis, atom bomb or deliberate attacks like Weapons
of Mass Destruction (WMD). We assume that the set of disastersD in the network is known
in advance. Each disaster d ∈D disrupts one or more edges and nodes in the network. Dis-
ruption of an edge means no communication is possible using that edge. Disruption of an
edge means that the affected node becomes inoperative so that we cannot use any edge
to/from the node.
Cloud services delivered by datacenter networks pose new opportunities to provide pro-
tection against disasters. Survivability against disasters, both natural and man-made at-
tacks, is becoming a major challenge. These events indicate that it is crucial to study and
develop robust connection schemes to handle requests for communication in the case of a
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disaster [2]. Such a robust communication scheme means that the network can handle re-
quests for communication even when any disaster d ∈D . In this thesis, we have developed
a heuristic based approach to the problem of designing robust Datacenter Network (DCN).
1.2 Wavelength Division Multiplexing Networks
The method of utilizing multiple optical signals on a single fiber is called Wavelength
Division Multiplexing (WDM). WDM in the optical system has made it possible to design
large communication system with high throughput. WDM has emerged a lot as the most
popular method for the optical network, because of its elasticity and robustness. Since
we can accommodate multiple wavelengths on a single fiber, a single fiber can carry great
amounts of data. A single fiber can support up to 320 wavelengths. Each wavelength can
have a capacity of 100 Gbps or more, ensuring in Tbps chunks of data flow through a fiber.
Lightpath: Signals travel through optical fibers as light. These signals are used to travel
from a source to a destination node. A lightpath is an optical connection from source node
to destination node. It begins from an end node, connects a number of fibers and router
nodes, and ends in another end node [2]. Lightpaths are used to carry data in the form of
optical signals. Several lightpaths can be transmitted on a single fiber using different carrier
wavelengths. One of the challenges involved in designing wavelength routed networks is
to develop efficient algorithms for establishing lightpaths in the optical network [4]. The
algorithms must be able to choose routes and assign wavelengths to connections in a way
which efficiently utilizes network resources (channels/wavelengths).
Routing and Wavelength Assignment (RWA): The problem of discovering a route for
a lightpath and appointing a wavelength and resources to lightpaths in WDM networks is
defined as the Routing and Wavelength Assignment. The RWA problems are considered
as the NP-complete problems [5]. The main objective of the RWA problem is to establish
as many lightpaths as possible, considering the resource limitations which minimizes the
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network operation cost and increases the network performance [6].
In numerous applications, the real location of the server remains hidden from the user as
it is not vital. In this case, it is possible to select the best source from the set of possible
source to execute a job. The source which is used for fulfilling the request is called as the
datacenter.
There are fundamentally two different demand allocations models for WDM optical net-
works. In static traffic model, the set of demands is fixed and known in advance. For
dynamic traffic, the setup time and the duration of the demands are not known in advance,
they are generated based on certain distributions.
1.3 Problem Statement & Solution Outline
The input to the problem is a set R of communication requests from users. A request
r ∈ R is to communicate some file fi to some node ti in the datacenter network. The
problem is to carry out the following tasks for each request r ∈R:
• find a suitable datacenter, say wi, to store a copy of file fi to handle case for
fault-free communication,
• find a suitable datacenter, say w j, to store a copy of file fi to handle case for
communication in the case of a disaster that affects the scheme used for fault-
free communication,
• find an appropriate route and channel to define the primary lightpath for han-
dling the request when the network is fault-free,
• find an appropriate route and channel to define the backup lightpath for han-
dling the request when the network encounters some disaster d ∈ D that dis-
rupts the primary lightpath. It is important to note that the same backup path
will be used for all disasters that disrupt the primary lightpath.
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Our objective is to solve the above problem such that the total number of copies of all
the files is as small as possible.
While finding out the primary path and backup path for a set of requests, we must assure
that the following conditions are fulfilled:
• The primary lightpath is from some datacenter wi in the network to any user
node ti requesting the file.
• The backup lightpath to handle disaster will be from any datacenter node, say
w j, to the user node ti. If the set of disasters D includes the source node wi of
the primary lightpath, w j must be distinct from wi.
• Each primary and backup lightpath needs to fulfill the wavelength continuity
constraint [7] wavelength clash constraint [8] and the optical reach constraint
[9]. This means that,
– on all edges along the path used by a lightpath (primary or backup),
the same carrier wavelength must be used.
– on any edge that is shared by more than one lightpath, the same
carrier wavelength cannot be used by more than one lightpath.
– the length of the path used by any lightpath must be less than the
maximum distance an optical signal can travel before the quality
of the optical signal degrades below acceptable limits.
As we are considering static requests for our problem, the problem is to consider all
the requests for communication request at the same time. This is a very complex task and
solving it takes an inordinate amount of time. To make the problem tractable, a heuristic
that relaxes some of the conditions needed to solve the problem optimally was proposed
by Ms. Saja Al Mamori, Dr. Arunita Jaekel and Dr. Subir Bandyopadhyay. The heuristic
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works within a reasonable time. The heuristic requires, as input, all the information about
the network under consideration, the set R of requests to be handled and the set D of
disasters to be handled. The heuristic uses an Integer Linear program (ILP).
In this thesis, we have studied the heuristic for solving the problem and have carried out
extensive studies on the feasibility of this heuristic.
1.4 Thesis Organization
The rest of this thesis is organized as follows: Chapter 2 provides a review of some
of the concepts and terminologies that are related to this work. It also includes a review
of some of the closely related work of other researchers. In Chapter 3, we have defined
the problem and presented the heuristic that we have studied. Chapter 4 discusses the
simulation results of our experimentation and analysis of our obtained results. In Chapter





An optical network connects personal computers or any other devices which can gener-
ate or accumulate information in electronic form using optical fibers. An optical network
comprises of numbers of nodes which are interdependent to each other to carry out commu-
nication across the network. Information is transmitted between sender and receiver node
in the form of light pulses. Optical fibers are long, thin strands of glass having a diameter
of a human hair. They are for the most part arranged in bundles, known as optical cables
and are used to transmit signals over long areas [10]. Figure 2.1 shows the optical cable
with the bundle of several optical fibers.
Figure 2.1: Optical Cable [11]
An optic fiber is comprised of three layers: core, cladding, and buffer. The cylindrical
center is the innermost layer and is made of a very high-quality glass (silica) or plastic.
The cladding is the external material covering the center and it is also made of glass. The
6
Figure 2.2: Layers in an optical fiber [12]
Figure 2.3: Total Internal Reflection inside optical fiber [13]
third layer i.e. buffer is known as the outer most layer of an optical fiber and is made up
of plastic such as nylon or acrylic. A buffer protects both the center and cladding from
any sort of physical harm. An optical signal goes through the center as light pulses and
bounces into cladding which again reflects the light back to the core. This idea is known as
total internal reflection and it results in lower light signal attenuation and less energy loss.
Figure 2.2 and 2.3 demonstrates a symbolic optical fiber and its three layers.
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2.2 Wavelength Division Multiplexing
The immense bandwidth requirements faced at present communication systems have
stimulated the enormous deployment of optical backbone networks. Wavelength-Division-
Multiplexing (WDM) has emerged as the most accepted technology for optical systems,
because of its adaptability and robustness. In a WDM network, an end-to-end link is set up
through a wavelength/channel, known as lightpath [5].
WDM system can exchange information on various channels by utilizing a single fiber.
In WDM networks light from various laser sources, each with a different wavelength is
joined into the single beam with the assistance of a multiplexer. At the receiving node, a
De-multiplexer (DEMUX) is put that isolates the wavelengths from the beam into sepa-
rate optical signals. Normally the transmitter comprises a laser and a modulator. The light
source creates an optical carrier signal at either established or tunable wavelength. The re-
ceiver consists of a photodiode detector which changes an optical signal to into an electrical
signal [14].
Figure 2.4: Wavelength Division Multiplexing System [15]
Figure 2.4 presents a WDM system with n channels (wavelengths). The sender node has
n transmitters, each tuned to a vary wavelengths from λ1 to λn.
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2.3 Routing and Wavelength Assignment
Each lightpath must be allocated a route over the physical network, and a specific chan-
nel on each fiber it travels. For increasing the efficiency of wavelength-routed all-optical
networks the issue of routing and wavelength assignment is crucial [16]. For a given phys-
ical system structure and the resource connection, the routing and wavelength assignment
(RWA) problem is to find and a perfect route and wavelength out of the many possible
choices for each connection so that no two paths sharing an edge have a similar wave-
length [16].
Figure 2.5: Routing Wavelength Assignment
The primary objective of the RWA problem is to establish as many lightpaths as possi-
ble, considering the resource limitations which minimizes the network operation cost and
increases the network performance [6]. As can be found in Figure 2.5, a lightpath is ac-
complished by deciding a path of physical edges between the source and destination edge
nodes, and reserving a specific wavelength on each of these edges for the lightpath.
There are three main constraints that should be fulfilled for a valid RWA:
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I. Wavelength continuity constraint
II. Wavelength clash constraint
III. Optical reach
Wavelength continuity constraint states that a lightpath must use the same wavelength on
all the links along its path from source to destination node [5]. Wavelength clash constraint
states that the same wavelength cannot be assigned to more than one lightpath on the same
link, at the same time. Optical reach [16] (also called as transmission reach [17]) is the
maximum distance an optical signal can travel before signal regeneration is needed.
2.4 Lightpath
A lightpath is an optical connection from one end node to another. It starts from an
end node, bridges several fibers and router nodes, and terminates in another end node [2].
A lightpath may or may not have multiple wavelengths from source to destination, which
depends on the wavelength conversion capability of the network [2, 18]. A lightpath in a
WDM network is a unidirectional optical connection between a source node and a destina-
tion node, which carries data in the form of encoded optical signals and may span multiple
fiber links and use one or multiple wavelengths [5]. Different lightpaths in WDM networks
can apply the same wavelength, as long as they do not share any common links. Because
of the WDM technology, multiple lightpaths can be set up on the same fiber using different
carrier wavelengths. A lightpath is established based on two criteria:
• Finding a route that utilizes resources on lightpath
• Assigning a unique wavelength to the lightpath on that route
In our work, we assume the wavelength continuity constraint and wavelength continuity
clash constraint, which requires that the same wavelength to be maintained along the entire
lightpath and not more than one wavelength can be assigned to lightpaths sharing a link.
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Figure 2.6: Lightpath setup in a 5-node network
Figure 2.6 shows the example of the physical topology with lightpaths. There are five
nodes in the network and each node is connected to one or more nodes in the network by
bi-directional links called edges. The lightpaths in the following examples are:
Lightpath 1: node 1→ node 4
Lightpath 2: node 1→ node 5
Lightpath 3: node 2→ node 1
Lightpath 4: node 2→ node 3
Lightpath 5: node 3→ node 4
Lightpath 6: node 3→ node 5
2.5 Datacenter
A datacenter can be pictured as a facility that utilized for storage, computing devices
and delivering a large amount of information. See Figures 2.7 and 2.8. The resources and
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information in a datacenter are served to clients through a network of datacenters, which
is referred to as the cloud [19]. With the growth in demand for cloud services, immense
amounts of digital content are being created and shared all the time over the system. The
content and services of datacenters are replicated over multiple datacenters, with the aim
that a client demand can be fulfilled by any datacenter that has the required content. This
replication strategy also takes care of the issue of data accessibility in the event of a disaster
(earthquake, tsunami, etc.), which may lead to failure of system components (failure if a
node or link in the network) [2]. The durability of datacenters against disasters, both natu-
Figure 2.7: Datacenter [20]
ral and man-made attacks are turning into a major threat in designing cloud-based services,
hence making cloud network design a significant issue. In our problem we consider that
the communication demands are static in nature. Thus we utilize the idea of static lightpath
allocation using path protection. When a communication demand for a specific file f , for
the destination D is received, our goal is to search for resources to build up two lightpaths
a primary lightpath and a backup lightpath.
Research has been started introducing backup datacenters following the anycast principle
to cut down bandwidth consumption [21,22]. Data protection is a major issue in datacenter
system, as the failure of a single datacenter should not cause the loss of any file from the
12
Figure 2.8: Nodes representing datacenters in a network
whole system. As per latest studies, it is crucial that the network supporting such services
is volatile to data loss or service interruption, hence making cloud network design a critical
issue. In [23] the importance of a certain replica is based on the popularity of data.
2.6 Replication
Cloud computing is a rising standard that gives computing communication and storage
resources as a service over a system. Communication resources frequently turn into a bot-
tleneck in service provisioning for many cloud applications. Thus, information replication
which brings data (e.g., databases) nearer to information users (e.g., cloud applications) is
seen as a promising result.
Keeping up replicas at multiple sites scales up the execution by reducing remote access
delay and mitigating single point of failure. However, several infrastructures, such as stor-
age devices and networking devices, are required to maintain data replicas [24]. Moreover,
new replicas need to be integrated and any updates made at one of the sites need to be
reflected at other locations.
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In our work, we are trying to minimize the number of datacenters so that we can utilize
the resources. This way, we can use as minimum replicas as possible and with respect to
that minimum lightpaths.
2.7 Physical and Logical Topology
Figure 2.9: Physical Topology
A physical topology refers to the physical connectivity, utilizing optical fibers, between
the nodes in the system. In Figure 2.9, we have shown a 5 node network, which shows
a map like a structure of the system segments being used in a network. This structure
demonstrates the relationship among different network items in which the circles shows the
nodes of the network and stable lines demonstrates an actual unidirectional fiber that acts as
the connection between two nodes. The physical topology of the network is demonstrated
by graph G [N, E], where N is the set of nodes in the network and E is the edges of the
network. Each edge of the system (i.e., the bi-directional connection between nodes) is
built utilizing two unidirectional links.
The logical topology is the method that is taken after for setting up communication be-
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Figure 2.10: Logical Topology
tween a source and a destination node in a network. In this case, the lightpaths are consid-
ered as the edges in the network connecting to the nodes in the physical topology. These
nodes are the same ones in the physical topology. However the lightpath between the
sources and the destination nodes are the logical edges, and this representation of a net-
work is known as a logical or virtual topology [2]. Figure 2.10 shows the logical topology
that is established over the physical topology in Figure 2.9.
2.8 Different Lightpath Allocation Schemes
Network traffic or lightpath requests can be largely divided into two categories: static
lightpath demands and dynamic lightpath demands. The primary difference between them
is the lifetime of these demands. In static lightpath allocation all the demands are known
ahead of time. This is also referred to as permanent (or semi-permanent) lightpath alloca-
tion, because once the request is initiated that lightpath is likely to continue for a compar-
atively long time, weeks, months or years. After some time, if the traffic design changes,
another lightpath can be built up. The RWA relating to a set of static lightpath demands is
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typically calculated offline.
However, in dynamic lightpath allocation the requests are not known in advance, they
are taken care of as and when they happen. These demands have a specific lifetime i.e.,
a begin time when the lightpath is set up and an end time when the lightpath is brought
down [25], which is generally of much shorter time compared to static lightpaths. These
demands are brought down when communication is finished, and the resources allocated
to the lightpath can be reused. The dynamic lightpath allocation is again divided into
scheduled lightpath demands and ad-hoc lightpath requests. The demands for which the
begin time and end time are known in advance (and are often periodic) are called Scheduled
Lightpath Demands (SLD). The requests, for which we neither know the begin time nor the
period of such requests in advance, are known as Ad-hoc Lightpath Demands (ALD) [26].
In our thesis we concentrate on static lightpath demands.
2.8.1 Static Lightpath Demands (SLD)
In static allocation all lightpaths are arranged ahead of time so either a particular light-
path is pre-assigned for every possible source destination pair or the whole set of lightpath
demands is known in advance and channel assignments are made for the requests as a
whole [27].
In such a scheme, all the requests have to be considered when creating lightpath to sup-
port all the user requests. A static scheme guarantees that communication from a source to
a destination will always be possible. The lightpaths are established in a way that all the
requests fulfilled. In static schemes, none of the requests should be blocked because if it is
blocked then we cannot have communication.
2.8.2 Dynamic Lightpath Demands (DLD)
In dynamic allocation, lightpaths are established on demand and are taken down when
the communication is finished, and the WDM channels utilized for this communication are
recovered for future use in some other communication [28, 29].
16
2.9 Literature Review
In this section, we discuss in detail, the papers that are directly related to our thesis.
In [1], the authors address the issue of path protection in datacenter systems that offer
cloud services. They also focus on the problem of content placement, routing path in the
network. The authors have proposed a new integrated Integer Linear Program (ILP) for-
mulation to outline an optical datacenter system. The disaster protection scheme proposed
in this paper uses anycast services and provides more security, yet uses less capacity than
dedicated single-link failure protection. The authors developed their problem of allotting
paths to high bandwidth connections, deciding content replica placement and providing
shared path protection against single disaster failure (i.e., multiple disasters caused by a
single disaster) for both paths and content. They also proposed the heuristic to derive a
solution for a request (s, d) from the LP relaxation of the original ILP because the ILP does
not scale well.
In [2], the authors resolve the issue of establishing the primary and backup path in dat-
acenter network with shared backup paths. They focus on the problem of minimizing the
average blocking probability (BP) for the new communication requests. For their problem,
they are taking dynamic lightpath allocation with pre-defined replicas of the requested files.
The authors developed a heuristic to ensure the survivability of a dynamic communication
request in the presence of a disaster. Their approach was to find a survivable solution in the
case of disaster to fulfill the user requests.
In [19], the authors show the solution for disaster-aware datacenter and content place-
ment problem that intent to minimize the total risk of a network in terms of expected loss
of file. They developed a dynamic content-management solution as an enhancement to the
initial placement to make the system adaptable to changing situations and disasters. They
have used a heuristic approach for solving the problem in datacenter network. They also
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considered QoS (Quality of Service)/latency constraints and network resource usage.
In [21], the authors address the issue of fast and composed information backup in ge-
ographically distributed optical inter-datacenter networks with a specific goal to enhance
the data-transfer efficiency of the regular datacenter backup. To avoid data loss in an opti-
cal inter-DC network, a cloud network usually uses different datacenters (DCs) for getting
sufficient data redundancy.
In [30], the authors proposed a provisioning scheme to deal with demands for communi-
cation that consider the possibility of disasters that may affect multiple edges, nodes, and
datacenters. They focussed to minimize the network resources, with respect to wavelength
links, used to handle requests that use backup paths in the event of disasters. They used
ILP method to share backup paths for communicating.
In [31], the authors considered (i) the issue of resource accommodation before disaster
and (ii) re-allotment of resources after a fault. The research used a probabilistic mode for
disaster ad proposed a proactive (i.e., before disaster) disaster-aware provisioning schemes
with the goal of minimizing the loss in the case of a disaster. The creators also explored a
reactive (i.e., after disaster) scheme for re-provisioning the network damaged by the system
component failures resulting from the fault.
In [28], the authors provided a unique framework to recognize vulnerable point(s), given
a WDM network. A one of a kind component of their framework is its capacity to adapt to
a wide range of probabilistic attack and failure models. Their algorithm points in the plane
that caused arbitrarily close to expected damage.
In [29], the authors represents joint design of datacenter network (DCN) placement.
They tried to minimize the total network cost by formulating joint optimization. They
minimized the cost by leveraging between the costs of DCNs and wavelengths.
2.10 Summary of Literature Review
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Table 2.1: Literature Review Summary
Reference Traffic Model Solution Approach Types of Failure addressed
Habib et al. [1] Static ILP Single Link Failure
Ruchisree et al. [2] Dynamic Heuristic Multi-Link Failure
Sifat et al. [19] Dynamic ILP/Heuristic Single Link Failure
Mukherjee et al. [21] Static ILP Single Link Failure
Saja et al. [30] Dynamic ILP Multi-Link Failure
Tornatore et al. [31] Static ILP Single Link Failure
Pankaj et al. [28] Static Probabilistic model Multi-Link Failure
Jie Xiao et al. [29] Static ILP/Heuristic Single Link Failure
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Chapter 3
STATIC RWA FOR DATACENTER NETWORKS
3.1 Introduction
This chapter introduces the heuristic method we have used to solve the datacenter network
design problem. The input to the heuristic is as follows:
1. The network topology defined by the graph G= (N,E) where N denotes the set
of nodes in the network including the datacenter nodes and other nodes from
which the users can send requests for files and E denotes the bidirectional edges
of the network, with each edge (i, j) representing a fiber link i↔ j between
nodes i and j of the network.
2. Other details of the network including the length of each link (i, j) ∈ E, the set
of channels K on each link in the network and the optical reach.
3. The set of requests, R, where each request includes the file fi requested and
the node t requesting the file. We assume that the set of files specified in R
consists of files f0, f1, . . . , fm.
4. the set of disastersD that need to be considered. Each disaster d ∈D is defined
as the set of nodes and edges that will become inoperative if the disaster occurs.
The output produced by the heuristic is as follows:
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1. For each file fi specified in the set of requests R, the set of datacenters which
will contain a copy of file fi.
2. For each request r ∈R, representing, say a request from node t for file fi, the
definition of a lightpath from a datacenter storing a copy of fi to t. Such a
lightpath will be defined by
• a path si→ . . .→ t,
• a channel number k ∈ K.
This lightpath will be called the primary lightpath and will be used for com-
munication when the path si→ . . .→ t is not affected by any disaster.
3. For each request r ∈R, the definition of a lightpath from a datacenter storing
a copy of fi to t. Such a lightpath will be defined by
• a path s j→ . . .→ t,
• a channel number k ∈ K.
This lightpath will be called the backup lightpath and will be used for com-
munication when the network encounters a disaster that interrupts the primary
lightpath.
Our objective is to reduce the total number of replications of files. In other words, we
are minimizing the total number of copies of all the files specified in the set of requestsR.
The primary and the backup lightpaths must satisfy the wavelength clash constraint, the
wavelength continuity constraint and the optical reach constraint.
In an optimal algorithm, we must simultaneously satisfy all the required constraints and
determine requested and obtain all the above solutions in an optimal solution. However,
with all the constraints and requests, the problem becomes too much complex, and it takes
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an enormous amount of time to get the solution. A heuristic1 to solve the problem is given
below.
3.2 The notion of dominant disasters
A disaster d is some event (e.g., earthquake, fire or sabotage) that is characterized by
a set of resources Sd = {r1,r2....,rp}, where each resource ri ∈ Sd is a component of the
network (e.g. fibers, nodes) that will become inoperative when the disaster occurs. We
assume that only one disaster can happen at any given point in time. WDM networks are
deployed as wide-area networks (such as the USANET) where the distance between a pair
of adjacent nodes is typically 100s of kilometers.
In most cases, disasters affect a local region (typically 1- 20 km). For instance, if nodes
i and j are connected by a fiber, realizing an edge i→ j of the network of length 100 km,
and a disaster occurs that affects a circular area of radius 10 km, we can have an infinite
number of disasters in radius of 10 km on the edge i→ j, each defining an area affected by a
disaster. However, these disasters are inextinguishable, so far as their effects are concerned
- the edge i→ j is not usable after any of these disasters and therefore these disasters are
equivalent, so far as network design is concerned.
We now consider two disasters d1 and d2. As before, d1 corresponds to any of the
disasters that only affects the edge i→ j, so that the set of affected network components
for d1 is {i→ j}. The site of disaster d2 is such that node i itself is affected by the disaster.
This means that node i becomes inoperative and we cannot use and edge to and from node
i. The set of components affected by d2 is the set of edges to/from i and the node i itself.
Disaster d2 is, in every sense, more catastrophic compared to d1 and any scheme to handle
disaster d2 will be sufficient to handle disaster d1.
1The heuristic was proposed by S. Al Mamoori, A. Jaekel, and S. Bandyopadhyay
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Definition
If the set of network components affected by disaster di is a superset of the set of network
components affected by disaster d j, then di is said to dominate d j.
In our example above, disaster d2 dominates d1. This definition leads to the concept of
dominant disaster.
Definition
If a disaster dk is such that no other disaster dominates dk, then disaster dk will be termed a
dominant disaster.
For simplicity let us consider a wide-area network where
• fibers do not overlap or cross each other,
• two fibers are affected by a single disaster can happen only if the affected fibers
are from/to a single node,
• all pairs of nodes are sufficiently far apart so that they are never affected by the
same disaster.
In this scenario, it can be readily seen that the dominant disasters are the disasters that
affect each node in the network. Our heuristic does not depend on how the dominant
disasters are defined. The above assumption makes it easier to generate sample network
scenarios of simulation and study.
3.3 A strategy for handling disasters
In our approach, we only deal with an approach to handle dominant disaster. The ap-
proach depends on which primary lightpath and which disaster we are considering. As
mentioned before, corresponding to every request for communication our algorithm will
generate a primary lightpath and a backup lightpath. We will use the idea of lightpath pro-
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tection so that the primary lightpath will be used when the network is fault-free. When, due
to a disaster, the primary lightpath is unusable, the backup lightpath will be used. In line
with the philosophy of path protection both the primary and the backup lightpath will be
provisioned at design time and all disasters requiring a backup lightpath will be handled by
the same backup lightpath. We now discuss the following cases that we need to incorporate
in our design.
Figure 3.1: Establishment of backup lightpath
1. A disaster may affect the source of the primary lightpath. If this is a possible
disaster, in order to handle it, the source of the backup lightpath must be differ-
ent from that of the primary lightpath. For instance, let the primary lightpath
uses the path 0→ 2→ 4. So to handle a disaster at node 0, a backup lightpath
path can be defined from 3→ 4 is feasible. As explained in Figure 3.1.
2. A disaster may affect the requesting node itself, i.e. a disaster at the destination
node for the backup/primary lightpath. In such a case, the communication
cannot proceed at all. In summary, we need not consider the case where a
disaster affects the requesting node.
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3. A disaster may affect an intermediate node in the path used by the primary
lightpath. An example is a disaster at node 2. To handle such a disaster, the
backup lightpath can be established from the same source node) but through
different intermediate nodes (completely avoiding any in-ongoing or out-going
link from the failed node in primary lightpath). For instance, if there can be no
disaster involving node 0, a possible path for the backup lightpath could use
the path 0→ 1→ 3→ 4. If however both node 0 and node 2 can be affected by
(possibly different) disasters, we must use a backup path such as 3→ 4 which
will avoid disasters affecting both nodes 0 and 2. This can be seen in Figure
3.2.
Figure 3.2: Establishment of backup lightpath to handle disaster on an intermediate node
3.4 The heuristic to be studied
In the heuristic we have assumed that the capacity of the datacenters are unlimited. This
means that the replication strategy for any file fi is independent of the replication strategy
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for any other file f j, i 6= j. We assume there is a database DB that will contains details of
the channels already in use by each edge (i, j) ∈ E. At the start, this database is empty
since the network is not initially supporting any lightpath. The steps of the heuristic are as
follows:
Step 1) Partition the requests in R into subsets R0,R1, . . . ,Rm of requests, so that subset
Ri contains all requests for file fi.
Step 2) Repeat Steps 3 – 6 for all i,0≤ i≤ m.
Step 3) Solve the RWA problem to find the RWA for the primary lightpaths to be used by
all the requests in subset Ri. This will also include solving the file placement
problem for file fi.
Step 4) Update the database DB with the channels and the paths corresponding to the
primary lightpaths to handle requests inRi.
Step 5) Solve the RWA problem to find the RWA for the backup lightpaths to be used by
all the requests in subset Ri. This will also include solving the file placement
problem for file fi, taking into account the existing locations of file fi fixed in
Step 3.
Step 6) Update the database DB with the channels and the paths corresponding to the
backup lightpaths to handle requests inRi.
After Step 3 is over, request r ∈Ri for communicating file fi to node t will have a com-
munication strategy to be used when the network is fault-free. This communication strategy
will involve a path s→ . . .→ t for the primary lightpath and means that this step will decide
to save one copy of file fi in datacenter s. The intent here is to minimize the number of
copies of file fi, so that, each copy of file fi will be used as the source of multiple primary
lightpaths. Since Step 3 is solved many times, once for each file considered, in general, the
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network is supporting a number of primary and backup lightpaths generated in previous
iterations. When Step 3 is carried out for the ith iteration, the RWA mentioned in Step 3
must take into account all channels allotted for the requests in sets R0,R1, . . . ,Ri−1 and
avoid wavelength class constraints. The RWA for all requests in Ri must avoid wavelength
clash constraints and the optical reach constraints mentioned earlier in Chapter 1. We do
this using the database DB.
After Step 5 is over, request r ∈ Ri for communicating file fi to node t will have a
communication strategy to be used when the network encounters a disaster that disrupts the
primary lightpath for request r. This communication strategy will involve a path sˆ→ . . .→ t
for the backup lightpath and means that this step will decide to save one copy of file fi in
datacenter sˆ. This step takes into account the placement strategy for file fi used in Step 3.
Since we intend is to minimize the total number of copies of file fi used for the primary
and the backup lightpaths, each copy of file fi will, in general, be used as the source of
multiple primary and backup lightpaths. If possible, the source sˆ for the backup lightpath
for request r will be a node that is already hosting a copy of fi. This is to allow us to reach
our objective of minimizing the total number of copies of file fi. The remaining comments
for Step 5 are similar to those mentioned for Step 3 above.
3.5 Concept of Virtual Node
One problem we encounter in this design is that the source of a lightpath is not specified
in the request. The request simply specifies the file fi to be retrieved. Our algorithm
has to determine which node will be the source of the lightpath and store a copy of the
requested file fi at that node. Potentially any node in the network may be a source for the
primary (or backup) lightpath for handling any request (r ∈R). This means that the well-
known network flow algorithm for single commodity network flow [32] is not immediately
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Figure 3.3: Concept of Virtual node
applicable.
The concept of virtual node is important in this context. In Step 3 of the ith iteration,
the objective is to set up primary lightpaths for file fi. At this point, any datacenter in the
network is a potential candidate. We visualize a virtual node v which does not exist as a
node in set N of nodes of the network. Node v is connected by a virtual edge of length 0 to
all nodes in the network. When considering request r ∈R to find a path v→ s→ . . .→ t
from some node s that must store a copy of file fi, we set up a path s→ . . .→ t from v to
t. Since all edges from this virtual node has length 0, it does not affect the optical reach
constraint. Simply by deleting the virtual edge v→ s, we can get path from s to t. This also
makes it possible for us to specify our objective (Reduce the number of copies of file fi)
For example, in Figure 3.3, there is a network of 5 physical (actually present in the
network) nodes (0, 1, 2, 3, and 4) and a virtual node v. The virtual node is not part of the
original network but is a concept to enable the use of a simple single commodity network
flow algorithm. Figure 3.3 shows that the virtual node is connected to all the nodes in the
network. One path from v to node 4 is v→ 0→ 2→ 4. If we select this path from virtual
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node v, it corresponds to the actual path 0→ 2→ 4.
3.6 Preamble
We now describe how we implemented our heuristic. The only steps which are compli-
cated are steps 3 and 5. The remaining steps are trivial that we will not discuss. In the ith
iteration, during Step 3, we set up, if possible, the primary lightpaths for set of requestsRi
for file fi. For this, we have developed an ILP formulation which we will call ILP-1.
During Step 5, we run the ILP formulation which we will call ILP-2 to set up the backup
lightpaths. As explained in the heuristic above, ILP-2 takes advantage of the sites which
already contain a copy of file fi. From now on, for simplicity, we will drop the subscript i
fromRi and fi.
3.7 Integer Linear Programming (ILP)
formulations used in heuristic In this section we outline the RWA algorithm that has been
proposed to find a feasible primary path in disaster free situation and feasible backup paths
to handle disaster d ∈ D. We will use the following notation in formulations ILP-I and
ILP-II:
N : the set of nodes (including the virtual node s).
E : the set of directed edges of the network. If i and j are nodes of the fiber network
(including the datacenters), edge (i→ j) ∈ E represents a fiber from node i to
node j. Set E also includes the virtual edges from the virtual node s to each
node in the network.
D : the predefined set of dominant disasters.
Dr : the set of dominant disasters that interrupts the primary lightpath for request r.
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( f , t) : a request for file f , where t is the node requesting file f .
R : the set of all requests for file f .
Er : the set of directed edges of the network which are not disrupted by disasters in Dr
dmax : the optical reach.
`i j : the length of the fiber (i, j) ∈ E.
K : set of channels per fiber.
Ed : the set of edges disrupted due to disaster d ∈ D.
cki j : a constant for all channel k ∈ K and edge (i, j) ∈ E where
cki j =

1 if channel k is used on edge (i, j), either for
a primary lightpath or for a backup lightpath
0 otherwise.
bi : a constant for all node i ∈ N where
bi =
 1 if node i is already used to save a copy of file f0 otherwise.
xri j : a binary variable for all edge (i, j) ∈ E and all request r ∈ R where
xri j =
 1 if edge (i, j) is used by the primary lightpath for request r,0 otherwise.
yri j : a binary variable for all edge (i, j) ∈ E and all request r ∈ R where
yri j =
 1 if edge (i, j) is used by the backup lightpath for request r,0 otherwise.
wi : a binary variable for all node i ∈ N where
wi =

1 if edge (0, i) is used by the primary lightpath, so that the first
internal node in any path from the virtual node is i
0 otherwise.
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µkr : a binary variable for all channel k ∈ K and all request r ∈ R where
µkr =
 1 if channel k is used by the primary lightpath for request r,0 otherwise.
µkri j : a bounded variable for all channel k ∈ K, all request r ∈ R and all edge (i, j) ∈ E
which is forced by the constraints in the ILP so that
µkri j =

1 if edge (i, j) and channel k is used
by the primary lightpath for request r,
0 otherwise.






1. Enforce, for all node i ∈ N and for all request r ∈ R, flow conservation on the
path used by the primary lightpath to handle the request r is to communicate







1 if i= s,
−1 if i= t,
0 otherwise.
(3.2)
2. Ensure that the length of the route used by each of the primary lightpaths is
less than the optical reach dmax.
∑
j:(i, j)∈E
`i j · xri j ≤ dmax ∀(i, j) ∈ E,r ∈ R (3.3)
3. Compute the weight wi for node i. In other words, determine whether node i
has to be the source of any communication.





4. Ensure that exactly one channel k is used for the primary lightpath for request
r ∈ R.
cki j · xri j+µkr ≤ 1 ∀(i, j) ∈ E,k ∈ K,r ∈ R (3.6)
∑
k
µkr = 1 ∀r ∈ R (3.7)
5. Determine the value of µkri j ,
µkri j ≤ µkr ∀k ∈ K,r ∈ R (3.8)
µkri j ≤ xri j ∀(i, j) ∈ E,r ∈ R (3.9)
µkri j ≥ µkr+ xri j−1 ∀(i, j) ∈ E,k ∈ K,r ∈ R (3.10)
6. If the primary lightpaths for requests r1 and r2 share any edge (i, j) ∈ E, then




i j ≤ 1 ∀(i, j) ∈ E,k ∈ K,r1,r2 ∈ R (3.11)
3.7.2 Justification of ILP-1
The objective is to minimize the total number of datacenters used for communicating the
requests from the user. This is calculated by summation of the number of datacenters (wi).
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Constraint 3.2, corresponds to the flow balance conservation rule [32] for the primary
path for the fault-free communication. xri j is a binary variable (0/1) and its value becomes 1
if the edge (i, j)∈ E used in the path for the primary lightpath corresponding to the request;
otherwise xri j is 0.
Constraint 3.3, ensures that the length of the route used by each of the primary lightpaths
is less than the optical reach dmax. This means that, summation of the lengths for all the
edges used for a request r ∈ R must not exceed the maximum distance optical signal can
travel.
Constraints 3.4 & 3.5, compute the weight wi for node i. That means we are measuring
whether node i is the source of any communication in the network.It is also a binary vari-
able. If our algorithm choose wi as a datacenter than for some request r xrsi = 1, so that
constraint 3.4 means wi ≥ 1. In that case, the RHS for constraint 3.4 is at least 1, so that
wi ≤ some positive number. Since wi is a binary variable, the only solution is wi = 1. If no
lightpath selects node i as the first node after s, constraints 3.4 & 3.5 become wi ≥ 0 and
wi ≤ 0. The value of wi in this case will be 0. In our heuristic we are trying to minimize
the weights of nodes so that we will utilize the resources.
Constraints 3.6 & 3.7, make sure that exactly one channel k is used for the primary
lightpath for a request r ∈ R. µkr is a binary variable (0/1) and its value becomes 1 if the
channel k is used for the request r ∈ R. Its value should be exactly one. That means we are
enforcing wavelength continuity constraint in our approach.
Constraints 3.8, 3.9 & 3.10, determine the value of µkri j . It simply states that if channel k
is used for the primary lightpath for request r (i.e., µkr = 1) and request r used edge i→ j,
(i.e., xri j = 1) then µkri j = 1; otherwise µ
kr
i j = 0. It is important to note that µ
kr
i j is bounded
variable, not a binary variable.
Constraint 3.11, enforces the wavelength clash constraint with bounded variable µkri j . It
states that if the primary lightpaths for requests r1 and r2 share any edge (i, j) ∈ E, then the
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channel allocated to request r1 must be different from the channel allocated to request r2.




wi · (1−bi) (3.12)
Subject to:
1. Enforce, for all node i ∈ N and for all request r ∈ R, flow conservation on the
path used by the backup lightpath to handle the request r is to communicate







1 if i= s,
−1 if i= t,
0 otherwise.
(3.13)
2. Ensure that the length of the route used by each of the backup lightpaths is less
than the optical reach dmax.
∑
j:(i, j)∈Er
`i j · yri j ≤ dmax ∀(i, j) ∈ Er,r ∈ R (3.14)
3. Compute the weight wi for node i. In other words, determine whether node i
has to be the source of any communication.




4. Ensure that exactly one channel k is used for the backup lightpath for request
r ∈ R.




µkr = 1 ∀r ∈ R (3.18)
5. Determine the value of µkri j ,
µkri j ≤ µkr ∀k ∈ K,r ∈ R (3.19)
µkri j ≤ yri j ∀(i, j) ∈ Er,r ∈ R (3.20)
µkri j ≥ µkr+ yri j−1 ∀(i, j) ∈ Er,k ∈ K,r ∈ R (3.21)
6. If the backup lightpaths for requests r1 and r2 share any edge (i, j) ∈ Er, then




i j ≤ 1 ∀(i, j) ∈ Er,k ∈ K,r1,r2 ∈ R (3.22)
3.7.4 Justification of ILP-2
The objective is to minimize the total number of datacenters used for communicating the
requests from the user for the backup lightpaths. This is calculated by summation of the
number of datacenters (wi). If node i already used by the primary lightpath, bi = 1. For
such nodes, the cost of using the node as a source for a backup lightpath is ignored by the
objective function.
Constraint 3.13, corresponds to the flow balance conservation rule for the backup path
for the fault-free communication. yri j is a binary variable (0/1) and its value becomes 1 if
the edge (i, j) ∈ Er used in the backup path for the accommodating request otherwise yri j is
0. In this constraint, the topology to be used is Er, the topology that survives after removing
all edges affected by all the disasters in Dr.
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The explanations for all the other constraints are omitted since these constraints are iden-
tical to those in ILP-I.
3.7.5 Analysis of the ILP
There are four binary variables in the ILP as follows:
There is one variable xri j(y
r
i j) for each edge (i, j) ∈ E (Er) and for a request r ∈ R for
primary(backup) lightpath. There is one variable wi for all nodes in the network where
i ∈ N. One more variable is µkr for each combination of where k ∈ K and r ∈ R. Hence,
the formulation has (2|R||E|+ |N|+ |R||K|) binary variables.
There is only one continuous variable in the ILP. That variable is µkri j for each combina-
tion of where each edge (i, j) ∈ E, channel k ∈ K and request r ∈ R. Thus the formulation
has (|R||K||E|) continuous variables.
Here notice that, the continuous variable is the crucial factor determining the complexity
of the algorithm.
Table 3.1: Analysis of binary variables on various topologies
Comparison of Binary and Continuous Variable
Nodes Edges Binary Variables Continuous Variables
11 63 4027 15120
14 56 3614 13440




In this section, network standards, simulation and outcomes achieved using the proposed
Heuristic method will be explained. Simulation results for the proposed methodology have
been shown under the various scenarios in the network system. Results noted in the tables
are the average of 3 different runs for every topology. The algorithm is capable of generat-
ing result for practical sized networks. All the experiments have been conducted on IBM
ILOG CPLEX [33], using Intel Core i7-4510U CPU 2 GHz processor.
4.1 Simulation Setup
4.1.1 Network Setup
Figure 4.1: COST-239 network (11-node topology)
Several well-known network topologies have been considered, ranging from 11 to 24
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nodes.
The topologies used for the experiment are as followed:
1. 11-node COST-239 network (Fig. 4.1)
2. 14-node NSFNET (Fig. 4.2)
3. 24-node USANET (Fig. 4.3)
Figure 4.2: NSFNET network (14-node topology)
Figure 4.3: USANET network (24-node topology)
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4.1.2 Algorithm inputs
The following parameters were given as input to our RWA calculation:
1. Network topology: The network topology comprises of a set of nodes (N) and
fiber links (E) associating the nodes of the network.
2. Request-file: The request-files are comprised of many communication re-
quests from a source to the destination node. The source is a document (file
fi) located at some datacenter node. On the other hand, a destination is a node
that requests a replica of files fi. Every request was created arbitrarily from the
arrangement of 3 files ( fi).
3. Disaster nodes: We consider all specified disasters at the same time. All the
edges entering or leaving from the specified disaster nodes are not accessible
for processing communication requests.
4.2 Performance evaluation of proposed approach
For the simulations discussed in this Section, the network topology, set of requests, num-
ber of channels and disaster scenarios have been provided as an input. For each topology,
we have considered 8 and 16 channels per edge, and two disasters occurring at node 1 and
node 9. We have taken different sets of requests ranging in size from 30 requests to 90
requests, for 3 different files. Each value reported in the Tables is achieved by taking the
average of 3 experimental runs.
Tables 4.1 and 4.2 show the simulation results for 11-node COST-239 topology (con-
sisting of 52 one-directional edges as well as 11 virtual edges) with 8 and 16 channels per
fiber respectively. The results for phase-1 indicate that the number of datacenters required
increase with the number of requests. This happens because our algorithm enforces the
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Table 4.1: Comparison of resource usage in 11-Node network (8 channels)
Primary Backup
Network Topology Disaster Files No. of request Datacenter Wavelength-link Datacenter Wavelength-link
11-node (Channel 8) [1,9]
File1 10 [5,9] 27 [5,7] 20
File2 10 [4,9] 15 [5,7] 12
File3 10 [6,8] 22 [5,11] 15
File1 15 [6,9] 36 [6,10] 18
File2 15 [6,9] 20 [8,10] 25
File3 15 [4,6] 25 [4,8] 14
File1 20 [4,6,9] 49 [5,7,8] 48
File2 20 [2,8,9] 34 [3,5,10] 38
File3 20 [3,5,9] 22 [5,8,10] 15
optical reach constraints for lightpath allocation. As more destination nodes are included
more datacenters are needed, since existing ones may not be within the optical reach new
destination nodes. We also note that it is possible to accommodate the same number of
requests with fewer datacenters, if we have more available channels per fiber. The number
of wavelength-links needed is higher with 16 channels, because having fewer datacenters
typically lead to longer paths for servicing each communication request.
Phase-2 is only run when some disaster is affecting one or more of the primary lightpaths.
In phase-2, we use the output of the phase-1 (wavelength-links database) and repeat for the
request sets of all the files. So some of the channels are already utilized by the phase-1. We
have reported that on average phase-2 also needs two to three additional datacenters.
Table 4.2: Comparison of resource usage in 11-Node network (16 channels)
Primary Backup
Network Topology Disaster Files No. of request Datacenter Wavelength-link Datacenter Wavelength-link
11-node (Channel 16) [1,9]
File1 15 [9] 37 [2,10] 31
File2 15 [9] 21 [4,5] 37
File3 15 [9] 24 [5,10] 25
File1 20 [6,9] 49 [5,10] 47
File2 20 [5,9] 26 [5,11] 25
File3 20 [7,9] 24 [5,11] 34
File1 30 [2,9] 69 [5,11] 68
File2 30 [5,9] 48 [5,11] 35
File3 30 [2,9] 40 [4,8] 60
Figure 4.4 shows how the number of datacenter nodes (DCNs) needed varies with the
request set size for the 11-not topology. The first two bars in each group indicates the
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Figure 4.4: Number of datacenters needed vs size of request set for 11-node network
Figure 4.5: Number of wavelength-links needed vs size of request set for 11-node network
number of DCNs needed for primary paths only using 8 and 16 channels. The last two bars
indicate the corresponding values when considering both primary and backup lightpaths.
Although with 16-channels there was usually a reduction in the DCNs, in some cases we
observed a slight increase. This likely due to the distribution of the destination nodes. The
number of wavelength-links required increased with the number of requests, as shown in
Figure 4.5.
Tables 4.3 and 4.4 show the results for the 14-node NSFNET topology with 8 and 16
channels per fiber respectively. For this topology, we considered the optical reach to be
3000 km as some of the links in the topology are more than 2000 km long. We note that
for some of the simulation cases, no additional resources were required to service backup
lightpaths. This is because in those cases none of the primary paths were affected by the
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Table 4.3: Comparison of resource usage in 14-Node network (8 channels)
Primary Backup
Network Topology Disaster Files No. of request Datacenter Wavelength-link Datacenter Wavelength-link
14-node (Channel 8) [1,9]
File1 10 [6,7] 25 - -
File2 10 [5,8] 25 [6,8] 22
File3 10 [3,10] 23 [5,12] 17
File1 15 [2,5,12] 39 - -
File2 15 [4,5,8] 44 [6,7,11] 45
File3 15 [3,5,9] 46 [4,5,8,11] 23
File1 20 [1,2,5,14] 81 [2,5,11,14] 55
File2 20 [3,6,7,10] 75 [3,4,7,12] 41
File3 20 [3,5,8,12] 32 [3,4,5,6,7,8,14] 17
specified disasters. It is possible that under a different set of disasters backup resources
would be needed for these communication requests. In other respects, the results followed
a similar pattern to the 11-node topology.
Table 4.4: Comparison of resource usage in 14-Node network (16 channels)
Primary Backup
Network Topology Disaster Files No. of request Datacenter Wavelength-link Datacenter Wavelength-link
14-node (Channel 16) [1,9]
File1 15 [6] 38 - -
File2 15 [6] 23 - -
File3 15 [6,14] 20 - -
File1 20 [2,8] 52 [8,10] 44
File2 20 [5,6] 50 [4,8] 36
File3 20 [5,7] 36 [6,10] 41
File1 30 [6,8] 64 - -
File2 30 [6,10] 57 - -
File3 30 [5,10] 62 - -
Figures 4.6 and 4.7 show the resource usage for the 14-node topology. For this topology,
there is a consistent reduction in the number of DCNs needed with 16 channels, compared
to 8 channels. The number of DCNs is expected to increase when backup lightpaths are also
considered. But we observe that in some cases, there was no such increase. This is because,
for these cases, none of the primary paths were affected by the specified disasters. Hence,
no backup lightpaths were needed. The number of wavelength links typically increased,
with a reduction in DCNs, for the same number of requests. However, there were a few
exceptions. This is because, with 8 channels, some of the shorter paths did not have any
available wavelengths.
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Figure 4.6: Number of datacenters needed VS size of request set for 14-node network
Table 4.5: Comparison of resource usage in 24-Node network (8 channels)
Primary Backup
Network Topology Disaster Files No. of request Datacenter Wavelength-link Datacenter Wavelength-link
24-node (Channel 8) [1,9]
File1 15 [7,16,17] 37 - -
File2 15 [2,16,23] 24 - -
File3 15 [7,13,21] 37 - -
File1 20 [3,13,21] 51 - -
File2 20 [7,16,21] 46 - -
File3 20 [7,12,17] 53 - -
File1 30 [7,9,18,21] 80 [2,11,13,21] 103
File2 30 [3,13,14,21] 11 - -
File3 30 [7,9,16,24] 58 [4,8,16,18] 54
Table 4.5 and 4.6 illustrate the simulation results for the 24-node topology with 8 chan-
nels and 16 channels respectively. The results for this topology follow the same patter as
for the 11-node and 14-node topologies.
Figures 4.8 and 4.9 show the DCN and wavelength-link usage for the 24-node topology.
For 45 requests we observed no differences in terms of the DCN, when increasing the
number of channels from 8 to 16. Also, none of the primary lightpaths were affected by
the specified disasters, so no additional resources were needed for backup lightpaths.
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Figure 4.7: Number of wavelength-links needed VS size of request set for 14-node network
Table 4.6: Comparison of resource usage in 24-Node network (16 channels)
Primary Backup
Network Topology Disaster Files No. of request Datacenter Wavelength-link Datacenter Wavelength-link
24-node (Channel 16) [1,9]
File1 15 [7,16,17] 35 - -
File2 15 [6,16] 28 - -
File3 15 [2,10,21] 35 - -
File1 20 [7,12,21] 49 - -
File2 20 [7,11,21] 47 - -
File3 20 [7,12,21] 39 - -
File1 30 [2,9,11] 77 [2,13,21] 52
File2 30 [5,13,21] 64 - -
File3 30 [7,9,22] 63 [7,13,17] 71
4.3 Comparison with previous work
We compared the results of our proposed approach to the disaster-zone failure (DZF)
ILP presented in [1], adapted for dedicated single link failure. We used the 11-node COST-
239 topology with 32 channels per fiber link and different request sets consisting of 20,
25 and 30 requests. Figures 4.10 and 4.11 show the results in terms of the number of
wavelength-links used and the number of DCNs needed respectively. We see that with 20
requests, the DZF requires 3 DCNs and 55 wavelength-links, while our proposed approach
uses more wavelength-links, but fewer DCNs. Simulation results demonstrate proposed
approach can achieve significant reduction in number of datacenters, compared to DZF
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Figure 4.8: Number of datacenters needed vs size of request set for 24-node network
Figure 4.9: Number of wavelength-links needed vs size of request set for 24-node network
(disaster-zone failure) based algorithm approach by approximately 20− 30%. The same
pattern is observed for the other request sets as well. We note that one of the factors
resulting in higher wavelength usage in our approach is that we enforce the wavelength
continuity constraint. This leads to more wavelengths being needed compared to networks
where this constraint is not enforced. Even though we use more wavelength-links, our
algorithm achieves lower cost because wavelength converters are not needed at every node.
Furthermore, we also consider the optical reach, so lightpaths longer than the optical reach
are not allowed. This eliminates the need for expensive optical regenerators.
45
Figure 4.10: Wavelengths VS Requests (COST-239 ch-32)
Figure 4.11: Datacenters VS Requests (COST-239 ch-32)
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Chapter 5
CONCLUSIONS AND FUTURE WORK
5.1 Conclusions
Storage of a large amount of important and sensitive information is heavily relied upon
datacenters (DC) and this data is then transmitted to end users through various commu-
nication channels. Catastrophic events and man-made attacks cause substantial harm to
these communication networks. During such disasters, various geographical areas get af-
fected, which leads to failure of communication networks either through a node failure
or broken optics cable. There is an ever-increasing need to have a communication net-
work that is more resilient to such disasters or responsive in such situations. Due to the
failure of specific sections of the network, more and more requests might need to be trans-
ferred/communicated, which results in increased traffic on channels. In our work here, we
have tried to apply a heuristic solution to the problem, which to the best of our knowledge
is the first attempt of this kind. Our aim is to minimize the total number of replicas of files
in a network when the network uses static lightpath allocation and has pre-defined optical
reach. In our scheme, backup lightpaths were only to be used in case of disaster occurs on
the primary lightpaths. Our simulations with different sets of communication requests ran




With frequent occurrences of natural disasters and increased directed attacks, network
vulnerability to multiple cascading and correlated failures has become a major concern.
Large portions of communication networks may be damaged by any disaster. With every-
thing from software to infrastructure being offered as a cloud service, we have cutting edge
opportunity to provide resilient datacenter based communication systems in a cost-effective
manner. Through our work, we have presented an efficient heuristic to ensure the surviv-
ability of a static set of communication requests in the presence of set of disasters. Our
objectives are to establish minimum no. of datacenters, minimum lightpaths, with wave-
length continuity constraint, wavelength clash constraint, and optical reach constraint. In a
fairly well-connected network, our approach is guaranteed to identify survivable solutions.
A possible direction to our future work might include, handling dynamic communication
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