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Abstract
Practitioners in diverse fields such as healthcare, economics and education are eager
to apply machine learning to improve decision making. The cost and impracticality of
performing experiments and a recent monumental increase in electronic record keeping
has brought attention to the problem of evaluating decisions based on non-experimental
observational data. This is the setting of this work. In particular, we study estimation
of individual-level causal effects, such as a single patient’s response to alternative medi-
cation, from recorded contexts, decisions and outcomes. We give generalization bounds
on the error in estimated effects based on distance measures between groups receiving
different treatments, allowing for sample re-weighting. We provide conditions under
which our bound is tight and show how it relates to results for unsupervised domain
adaptation. Led by our theoretical results, we devise representation learning algorithms
that minimize our bound, by regularizing the representation’s induced treatment group
distance, and encourage sharing of information between treatment groups. We extend
these algorithms to simultaneously learn a weighted representation to further reduce
treatment group distances. Finally, an experimental evaluation on real and synthetic
data shows the value of our proposed representation architecture and regularization
scheme.
1 Introduction
Evaluating intervention decisions is a key question in many diverse fields including medicine,
economics, and education. In medicine, an optimal choice of treatment for a patient in the
intensive care unit may mean the difference between life and death. In public policy, job
reforms have impact on the unemployment rate and the economy of a nation. To evaluate
such interventions, we must study their causal effect—the difference in an outcome of inter-
est under alternative choices of intervention. Since only one option may be carried out at
a time, any data to support such evaluations only reveals the outcome of the action taken
and never the outcome of the action not taken, which remains an unknown counterfactual.
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To estimate causal effects, we must therefore infer what would have happened had we made
another decision. Furthermore, to decide on personalized interventions, such as tailoring
treatments to patients, we must understand individual-level causal effects, conditioned on
the available information on an individual recorded prior to intervention.
In this work, we focus on estimating individual-level causal effects from non-experimental,
observational data. An observational dataset consists of historical records of interventions,
the contexts in which they were made, and the observed outcomes. Our running example is
that of patients represented by their medical history, the medication they were prescribed
and the outcome of treatment, such as mortality. An individual-level effect measures the
causal effect of medication choice, conditioned on what is known about the patient. Finally,
though we know which interventions took place, the policy by which interventions were
chosen in this data is typically unknown to us.
Working with observational data is our best bet when experiments such as random-
ized controlled trials (RCT) are infeasible, impractical or prohibitively expensive. While
cheaper and easier to implement, observational studies come with new, fundamental diffi-
culties. Perhaps the most challenging of these is confounding—influence of variables that
are causal of both the intervention and the outcome, and may introduce spurious, non-
causal correlations between the two. For example, richer patients might both have more
access to certain medications and have better outcomes regardless of medication, making
such medications appear better than they might be. Similarly, job training might only be
given to those motivated enough to seek it. Na¨ıve estimates of causal effects may therefore
be biased by subsuming the effect of confounding variables on the outcome. Here, we make
the common assumption that confounding variables, such as wealth or motivation in the
examples above, have been measured and can be adjusted for in our estimation. This, how-
ever, introduces another difficulty, which is contending with the systematic differences in
such variables between different treatment groups. Moreover, if these groups only partially
overlap in terms of variables causal of the outcome, consistent estimation of causal effects
(estimates that converge asymptotically to the true effect) may not always be guaranteed.
Causal estimation from observational data has been studied extensively in the statistics,
econometrics, and computer science literature, but has until fairly recently been focused on
average effects in a population or on simple models of heterogeneity such as linear regression.
With sights set on personalization based on rich data, more flexible models are required, and
machine learning is more often considered for the task. When we can no longer make strong
assumptions such as linearity or low dimensionality, new questions arise: How well will our
models generalize? How should we regularize them? What assumptions are necessary for
good performance guarantees or asymptotic consistency? What can be said when these
assumptions are not met? In this work, we begin to answer these questions.
Sample weighting plays an important role in methods for estimating both average and
individual-level (conditional) effects (Rosenbaum and Rubin, 1983). At the heart of such
approaches is the propensity score—the probability for a subject to receive treatment under
the observed policy, given their characteristics. In practice, the propensity score is typically
unknown.1 Replacing the propensity score with estimates thereof is prone to introduce
bias due to model misspecification or variance due to small sample sizes. In this work, we
1This has some notable exceptions such as in advertising, in which an existing policy for serving ads was
designed and known to the advertiser (Swaminathan and Joachims, 2015; Lefortier et al., 2016).
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attempt to bound the impact of these issues on our estimates.
In this work, we study estimation of potential outcomes under interventions and condi-
tional average treatment effects (CATE) by risk minimization over a flexible model class.
We show that this problem involves generalization of predictions under distributional shift
and how it can be improved using sample re-weighting. In contrast to most theoretical
results in this area, our results apply also to finite, misspecified classes of hypotheses. We
give upper bounds on the marginal risk of hypotheses in a given class, caused by model
misspecification, suboptimal sample weighting or lack of treatment group overlap, using
distributional measures of distance between treatment groups. We draw connections to un-
supervised domain adaptation and show that one solution to CATE estimation is to solve
two (possibly dependent) domain adaptation problems. In line with our theoretical results,
we devise representation learning algorithms that minimize distributional variance between
treatment groups in the representation space. We give conditions under which our algo-
rithms are consistent estimators of the causal effect. Finally, we evaluate our framework
on synthetic and real-world benchmark tasks and demonstrate the value of representation
learning, sample weighting and our proposed regularization scheme.
Parts of this work have been published in conference proceedings (Johansson et al.,
2016; Shalit et al., 2017; Johansson et al., 2019). This manuscript extends these works
considerably, foremost by developing generalization bounds and accompanying algorithms
that support re-weighting of the relevant risk and distributional distance. This is a signif-
icant conceptual change since it allows to give conditions under which our algorithms lead
to consistent estimation. In addition, we provide a longer, more self-contained theoretical
exposition and compare it to both older results and recent developments.
Notation and terminology
Random variables are denoted with capital roman letters A,B,C, . . . and observations
thereof with a corresponding indexed lower-case letter ai, bi, ci, . . . . The empirical density
of a draw of m samples from a density p is denoted pˆm. Unless stated otherwise, all random
variables are distributed according to a fixed distribution p(A,B, ...). Expectations over a
variable X distributed according to p(X) are denoted EX [·], and conditional expectations
over X given Y distributed according to p(X | Y ), EX|Y [ · | Y = t]. When expectations are
defined w.r.t. a density q, different from p, the notation EX∼q[·] is used.
2 Conditional Average Treatment Effects
We introduce the problem of estimating conditional average treatment effects (CATE) from
observational data. Throughout the paper, we adopt the running example of estimating
the effect of a medical treatment on a patient. This informs our choice of terminology and
notation and serves to give intuition for the mathematical quantities involved. However, the
applicability of the theory and algorithms described are in no way limited to this application.
We consider having a simple random sample with replacement of size m from a popu-
lation distributed according to p. Using the Neyman-Rubin potential outcome framework
(Imbens and Rubin, 2015), we associate each unit i = 1, . . . ,m with the following variables:
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τ (x)
(a) Outcomes and CATE
X
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∗
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p0 p1
(b) Misspecified models
X
µ1(x)
f ∗1 (p1)
p0(x)(µ1(x)− f ∗1 (x))
p0 p1
(c) Error and risk
Figure 1: Illustrative example of bias in regression adjustment of expected potential out-
comes µ0(x), µ1(x) and CATE τ(x). In (a), we show the two potential outcomes and the two
treatment groups p0, p1 in dashed blue and solid red lines, respectively, as well as samples of
each group. In (b), we show the best linear models mˆ1(p0), mˆ1(p1) of the potential outcome
under treatment µ1(x) fit to the potential outcome of the control group and treated group
respectively. In (c), we illustrate the difference in weighted error (bias) for the model fit to
the treated group mˆ1(p1) evaluated in the control group and treated group.
• An observed context Xi ∈ X ⊆ Rd, defined by all information observed about a patient
before the choice of treatment is determined. These covariates may influence both the
treatment choice and the outcome of an experiment. The context is represented as a
d-dimensional real-valued vector throughout this paper.
• An observed treatment Ti ∈ T = {0, 1}, which is an intervention performed in an
observed context. Treatments are assumed to be binary variables throughout this
paper, where Ti = 1 is usually referred to as “treatment” and Ti = 0 as “control.”
• An outcome Yi ∈ Y ⊆ R, measuring an aspect of interest of a patient, such as blood
pressure or mortality, after the administration of a treatment, represented by a real-
valued variable.
• Unobserved potential outcomes Yi(0), Yi(1) ∈ Y ⊆ R that correspond to the outcomes
that would have been observed for unit i under treatments Ti = 0 and Ti = 1, respec-
tively. We assume that Yi = Yi(Ti) throughout the paper, capturing both consistency
and non-interference, also known in conjunction as the stable unit treatment value
assumption (SUTVA), which is key to the existence of potential outcomes and the
relevance of this hypothetical construct to the actual data (Rubin, 2005).
We drop the subscript i when dealing with the distribution of any single such random
draw from this population. Note that since potential outcomes are unobserved, our data
consists just of (X1, T1, Y1), . . . , (Xm, Tm, Ym), and Y (0), Y (1) remain unobserved. These
data are assumed to be sampled iid from some population distribution p(X,T, Y ). Following
a long tradition, we refer to the conditional density p(X | T = 0) as the control group and
p(X | T = 1) as the treatment group. With slight abuse of terminology, we use these labels
also in reference to the empirical quantities. For convenience, for t ∈ {0, 1}, we introduce
the short-hands pt(X) := p(X | T = t) and pˆt(X) analogously.
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The potential outcome of the treatment not administered, Yi(1 − Ti), is an unobserved
counterfactual, which is the key impediment to assessing the individual treatment effect,
Yi(1) − Yi(0). That we do not observe what would have happened if we did something
differently is often termed the fundamental problem of causal inference. We are interested
in estimating the following quantities.
Definition 1. The expected potential outcomes µt, conditioned on X = x, is
µt(x) := EY (t)[Y (t) | X = x], for t ∈ {0, 1} , (1)
and the conditional average treatment effect (CATE) given a context x is
τ(x) := EY (0),Y (1)|X [Y (1)− Y (0) | X = x] = µ1(x)− µ0(x) . (2)
The CATE is an object of key interest as it tells us what is the best prediction of the effect on
an individual given only their context variables. This has a variety of uses. One important
use is the personalization of treatment to make sure that the treatment is effective for the
target. We illustrate µ0, µ1 and τ in Figure 1.
Aside: Individual treatment effect The conditional average treatment effect condi-
tioned on everything that is known about a subject captures the individual-level causal
effects rather the population-level causal effects; it is therefore sometimes called individual
treatment effect (ITE) (Johansson et al., 2016; Shalit et al., 2017). While this terminol-
ogy aligns with concepts used in machine learning, it overloads an existing definition in
causal inference of the ITE as the difference Yi(1) − Yi(0). The distinction between this
ITE and CATE is that ITE is unique to an individual and may not be described exactly
by any set of features X. For this reason, we adopt the more precise label CATE for the
feature-conditional treatment effect function τ(x).
2.1 Identifying assumptions
Potential outcomes and causal effects are said to be identifiable if they can be uniquely
computed from the distribution p(X,T, Y ) of the observed data. This is important because
that distribution is the most one could ever hope to learn from an iid sample from p, and so
anything that cannot be learned from the distribution cannot be learned from iid samples
from it. Without additional assumptions, τ(x) may not be identifiable. To see this, consider
an observational study where treatment was given only to subjects over the age of 30, and
the control group consists only of subjects under the age of 30. If age has an effect on the
outcome of interest, there is no guarantee that it can be estimated from such data.
Sufficient conditions for identification have been studied in both in very general set-
tings (Pearl, 2009; Rubin, 2005) and in special cases that are commonly accepted in real-
world applications. In parts of this work, we adopt and refer to the following assumptions.
Assumption 1 (Ignorability). The potential outcomes Y (0), Y (1) and the treatment T are
conditionally independent given X,
Y (0), Y (1)⊥ T | X .
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Ignorability is often imprecisely (see Remark 1) called the no unmeasured confounders
assumption as it holds only if all confounding variables, which affect both treatment and
potential outcomes, are included in the observed variable X.
Assumption 2 (Overlap). In any context x ∈ X , any treatment t ∈ {0, 1} has a non-zero
probability of being observed in the data
∀x ∈ X , t ∈ {0, 1} : p(T = t | X = x) > 0 .
Overlap is sufficient to ensure that knowledge of the outcomes in one treatment group
may be generalized to the opposite group given access to a large enough sample size. Note
that overlap only requires that the supports of the treatment groups are equal, not that
they have similar densities. The degree to which treatment group densities are equal on
this support is sometimes referred to as balance.
Under Assumptions 1 and 2 and SUTVA (Y = Y (T )), the conditional average treatment
effect is identifiable as can be seen by the simple identity
τ(x) = EY (0),Y (1)|X [Y (1)− Y (0) | X = x]
= EY |X [Y | X = x, T = 1]− EY |X [Y | X = x, T = 0] .
Remark 1 (Plausibility of the identifiability assumptions). Both ignorability and SUTVA
are assumptions that are fundamentally untestable given observational data alone. Despite
this, they are often made in practice to justify subsequent analysis, or make clear its poten-
tial limitations. A common heuristic motivation for ignorability is related to the richness
of the variable X. The richer the data, the more likely are they to cover all confound-
ing variables. It should be noted, that even if all confounders are measured, adjusting for
some of them may introduce additional estimation bias or variance nonetheless (Ding et al.,
2017). Furthermore, the overlap assumption becomes increasingly difficult to both satisfy
and check as the dimensionality of X grows (D’Amour et al., 2017).
3 Related work
Research into causal inference from observational data may be broadly grouped into two
distinct categories: causal discovery and causal effect estimation. In the former, the di-
rection and presence of causal relationships between observed variables is unknown, and
the task is to infer them from data (Geiger et al., 2015; Spirtes and Glymour, 1991; Hoyer
et al., 2009; Eberhardt, 2008; Hyttinen et al., 2014; Silva et al., 2006). In the latter, which
is the setting of this work, the structure of causal relationships is assumed to be known:
confounders X are causal of treatment T and outcome Y ; treatment T is causal of Y (un-
less the effect is 0); any unmeasured variable is causal only of either X, T or Y . We are
primarily interested in estimating the conditional average treatment effect of the treatment
T on the outcome Y conditioned on the context X (Johansson et al., 2016; Shalit et al.,
2017; Athey and Imbens, 2016; Wager and Athey, 2017; Pearl, 2017; Abrevaya et al., 2015;
Bertsimas et al., 2017; Green and Kern, 2010; Alaa and Schaar, 2018).
Estimation of causal effects from observational data is mostly performed under the
assumptions of ignorability, treatment group overlap and consistency, as they are otherwise
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generally unidentifiable. In this work, we are motivated by the ignorability assumption
throughout, but give several results that hold in its absence. For work on CATE estimation
without ignorability, see e.g., Kallus and Zhou (2018); Kallus et al. (2018b,a); Louizos et al.
(2017); Rosenbaum (2002). In contrast, we focus on the case where overlap is only partially
satisfied. Lack of overlap is widely acknowledged as a problem (D’Amour et al., 2017) but
estimation in this setting has received considerably less attention in the literature.
Under ignorability, CATE is given by the difference of two regressions: the expected
outcome among treated units given covariates minus the expected outcome among control
units given covariates. Estimating CATE by fitting two separate regressions is sometimes
known as “T-learner” (Ku¨nzel et al., 2017), where T stands for two. A simpler approach
is learning one regression model from the covariates X and the treatment T to the out-
come Y . CATE is then estimated by evaluating the difference between the prediction for
X,T = 1 and X,T = 0. This approach is known as “S-learner”, where S stands for single.
It has been argued that these methods are prone to compounding bias when applied in high-
dimensional, small-sample settings that require significant regularization (Nie and Wager,
2017). Rather than estimating these regressions jointly or separately, a variety of work has
studied directly estimating their difference, e.g. using trees (Athey and Imbens, 2016) and
forests (Wager and Athey, 2017). Other work has studied meta-learners that combine differ-
ent base learners for the underlying regression functions using methods which are different
from simple differencing (Robins et al., 2000; Ku¨nzel et al., 2017; Nie and Wager, 2017). A
large body of work has shown that under the assumption of having a well-specified (con-
sistent) model for each regression, CATE estimation is asymptotically consistent, efficient,
and/or asymptotically normal (Chernozhukov et al., 2017; Belloni et al., 2014).
Results proving asymptotic consistency provide little insight into the case of model
misspecification—what if we do not know a parametric class of functions that can exactly
fit the outcome in terms of high-dimensional baseline covariates and treatment? A line
of research that clearly addresses model misspecification in the setting of standard super-
vised learning is agnostic learning. Agnostic machine learning focuses on finding best-in-
class models and bounding the generalization error of any model, whether well-specified
or not (Vapnik, 2013; Cortes et al., 2010). However, in the causal inference setting, under
model misspecification, regression methods may suffer from additional bias when general-
izing across populations subject to different treatments. Our work addresses this issue by
extending specification-agnostic generalization bounds to the CATE estimation problem.
These bounds motivate our algorithms in the same way that standard supervised learning
generalization bounds motivate structural risk minimization (Vapnik, 1998).
A complement to regression estimation of CATE is importance sampling, where the goal
is to alleviate systematic differences in baseline covariates across treatment groups. This
idea is used in propensity-score methods (Austin, 2011; Rosenbaum and Rubin, 1983), that
use the observed treatment policy to re-weight samples for causal effect estimation, and
more generally in re-weighted regression, see e.g. (Freedman and Berk, 2008). Two major
drawbacks of these methods are the need to estimate the propensity score when it is un-
known, and the high variance introduced when the propensities are so that small estimation
errors lead to dividing by near-zeros. To address this, others (Gretton et al., 2009; Kallus,
2016, 2017), have proposed learning sample weights to minimize a distributional distance
between samples, but rely on specifying the data representation a priori, without regard
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for which aspects of the data matter for outcome prediction. We build on the importance
sampling literature by developing theory and algorithms for weighted risk minimization for
potential outcomes and CATE, both in a fixed representation and one learned from data.
Our work on representation learning has conceptual ties to the idea of the prognostic
score (Hansen, 2008). A prognostic score is any function Φ(X) of the context X that Markov
separates Y (0) and X, such that Y (0)⊥ X | Φ(X). An extreme example is Φ(X) = X. If
Y (0) follows a generalized liner model, then Φ(X) = E [Y (0)|X] is also a prognostic score.
The prognostic score is a form of dimension reduction which under certain assumptions is
sufficient for causal inference. Note that unlike the propensity score, the prognostic score
might very well be vector valued. One can view our approach as attempting to find approx-
imate non-linear prognostic functions for both Y (0) and Y (1). We stress the approximate,
because in fact we trade off how well our learned representation Φ(·) is sufficient to explain
the potential outcomes with a balancing objective which we show is important for good
finite-sample estimation of CATE.
4 Generalization bounds for CATE estimation
Our goal is to accurately estimate the CATE, τ in eq. (2), by an estimator τˆ that depends
on the data, without making parametric assumptions on the functional form of the true po-
tential outcomes. For this reason, we adopt the risk minimization approach to learning and
search for best-in-class hypotheses for τ , rather than striving for point identification. This
requires generalization of both the treated and control outcomes to the general population.
In this section, we derive bounds on the risk of such an estimator in the following steps:
1. We define prediction risk with respect to potential outcomes and relate it to the
expected error in estimates of CATE
2. We show how the risk on the observed distribution is a biased estimate of the desired
marginal risk and give sample re-weighting schemes that removes this bias
3. We give bounds on the expected risk under imperfect re-weighting schemes by placing
assumptions on the loss with respect to the true outcome
4. We derive finite-sample versions of these bounds and combine them to form a single
fully observable bound on the risk in estimates of potential outcomes and CATE.
Our main generalization bound does not depend on treatment group overlap (Assump-
tion 2). This diverges from most theoretical results for treatment effect estimation and
provides intuition for when we can expect extrapolation to succeed approximately. Con-
sistent non-parametric estimation, however, still requires overlap. In Section 5 we extend
these results to the representation learning setting.
4.1 Risk for hypotheses of potential outcomes and CATE
We study prediction of potential outcomes Y (t), for t ∈ {0, 1}, using hypotheses ft ∈ H,
for some class of hypotheses H. These hypotheses are then combined to form estimates
τˆ(x) = f1(x)− f0(x) .
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We note that while this is not the only way to estimate τ (see e.g., (Robins et al., 2000;
Ku¨nzel et al., 2017; Nie and Wager, 2017) for alternatives), it does allow us to leverage
separate bounds on the risk of hypotheses f0, f1 with respect to the potential outcomes, to
then bound the risk of τˆ . We define the risk of hypotheses f0, f1 below.
Definition 2. Let L : Y × Y → R+ be a loss function, such as the squared loss
L(y, y′) = (y − y′)2. The expected pointwise loss of a hypothesis ft at a point x is:
`ft(x) := EY |X [L(Y (t), ft(X)) | X = x] . (3)
The marginal risk of a hypothesis ft w.r.t. a population p is
R(ft) := EX [`ft(X)] , (4)
and the factual risk of ft w.r.t. treatment group p(X | T = t) is
Rt(ft) := EX|T [`ft(X) | T = t] . (5)
The counterfactual risk is R1−t(ft) := EX|T [`ft(X) | T = 1− t]. The subscript on
the risk Rt indicates the treatment group over which it is evaluated. Note that the
potential outcome against which the risk is evaluated is implicit in this notation—we
only consider evaluating ft against Y (t) or µt, τˆ against τ , et cetera.
In most of this work, we restrict our attention to the squared error loss but note that our
analysis generalizes to other convex loss functions, such as the mean absolute deviation.
Similar to potential outcomes, we assess the quality of an estimate τˆ of τ based on the
expectation of the loss function L over the marginal density of covariates, p(X),
R(τˆ) := EX [L(τ(X), τˆ(X))] . (6)
The marginal risk R(τˆ) is the overall expected error in estimating CATE, taken over
the entire population. However, R(τˆ) is not readily computable from data because neither
τ(X) nor p(X) are known. Moreover, we cannot make an empirical average estimate of it
because, again, neither τ(Xi) nor Yi(1) − Yi(0) are known. Instead, we will bound R(τˆ)
from above. The main challenge of computing the marginal risk for hypotheses of potential
outcomes is to quantify the counterfactual risk, and this is the primary concern of this work.
Unlike R(ft), R(τˆ) does not depend on the noise (conditional variance) in Y (t)
2. We
adopt this convention for R(τˆ) as it coincides with the Precision in Estimation of Het-
erogeneous Effects (PEHE) (Hill, 2011). However, similarly to L(Y (t), ft), L(τ, τˆ), is not
observed over p, as Y (1) is only observed for the treated group p1, and Y (0) only for the
control group p0. We return to this issue later, and begin instead by stating the following
result relating the risk of τˆ to those of f0 and f1, in the case of L the squared loss.
Lemma 1. Let L(y, y′) = (y − y′)2 be the squared loss function. For hypotheses f0, f1
of expected potential outcomes µ0, µ1, with marginal risks R(f0), R(f1), and τˆ = f1−f0,
2This is because that τ is defined in terms of expectations over the potential outcomes.
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there is a constant σY (defined in the proof below), such that
R(τˆ) ≤ 2 (R(f0) +R(f1))− 4σY . (7)
Similar results hold for metric losses, e.g., the absolute loss, L(y, y′) = |y − y′|.
Proof. Due to the relaxed triangle inequality for squared differences,
EX [(τ(X)− τˆ(X))2] = EX [(µ1(X)− µ0(X)− f1(X) + f0(X))2]
≤ 2 (EX [(µ1(X)− f1(X))2] + EX [(µ0(X)− f0(X))2])
Now, by the standard bias-noise decomposition,
R(ft) = EX,Y
[
((Y (t)− µt(x))2
]
+ EX
[
(µt(x)− ft(x)))2
]
.
Hence, for t ∈ {0, 1} with σY (t) = EX,Y
[
((Y (t)− µt(x))2
]
,
EX [(τ(X)− τˆ(X))2] = 2
(
R(f0)− σY (0) +R(f1)− σY (1)
)
and with σY = min(σY (0), σY (1)), we have our result.
Lemma 1 implies that small errors in hypotheses of potential outcomes guarantee small
errors in CATE. However, it is worth noting that this decomposition need not lead to the
best achievable bound in all cases. Even when Y (0) and Y (1) are complex functions, τ(x)
may be a simple function. In this work, we do not address this in our theoretical treatment
but find that sharing parameters in estimation of Y (0) and Y (1) lead to better results
empirically. We proceed to study estimation of R(f0) and R(f1) separately, in terms of
observable quantities, to later give a self-contained result for R(τˆ).
4.2 Importance-weighting hypotheses & propensity scores
We proceed to show how the marginal risk R in potential outcomes and CATE may be
computed by re-weighting the factual risk Rt. This approach is widely used within machine
learning (Shimodaira, 2000; Cortes et al., 2010) and statistics (Rosenbaum and Rubin,
1983). We note in passing that Rt is not observed directly but can be readily estimated
from an empirical sample. We return to this issue in later sections.
Due to the fundamental impossibility of observing counterfactual outcomes, each poten-
tial outcome Y (t) is only observed for subjects who were given treatment T = t, distributed
according to p(X | T = t). As a result, unless treatment is assigned randomly (indepen-
dently of X), Rt(ft) is a biased estimate of R(ft) in general. In particular, a minimizer f
∗
t
of Rt(ft) can be arbitrarily different from a minimizer of R(ft), depending on the difference
between p and pt. This bias can have large impact on treatment policies derived from f0, f1
and τ . We illustrate this problem in Figure 1.
To reduce the bias described above, a classical solution is to re-weight the observable
risk (Shimodaira, 2000) using a function w : X → Rn+, such that EX|T [w(X) | T = t] = 1,
Rwt (ft) := EX|T [w(X)`ft(X) | T = t] , (8)
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where w is chosen to skew the sample to mimic the distribution of the full population p.
Many common choices of weights are based on the family of balancing scores (Rosenbaum
and Rubin, 1983), of which the best known is the propensity score η(X) with respect to X,
η(x) := p(T = 1 | X = x) . (9)
We can now state the following result.
Lemma 2. For fixed t ∈ {0, 1}, under Assumption 2 (overlap), there exists a weighting
function w : X → R+, such that Rwt (ft) = R(ft). In particular, this holds for
w(x) :=
p(T = t)
(2t− 1)(η(x)− 1) + 1− t . (10)
More generally, it holds for (10) with η(φ(x)) for any φ such that `f ⊥ X | φ(X). We
refer to weights that satisfy (10) as balancing weights.
Proof. For any weighting function w,
Rwt (ft) =
∫
x∈X
w(x)`ft(x)pt(x)dx =
∫
x∈X
pt(x)
p(x)
w(x)`ft(x)p(x)dx = R
pt
p
w
(ft) .
With w(x) = p(x)/pt(x), the special case in (10) follows from Bayes theorem and the
definition of η(x). The second step uses Assumption 2 to ensure that pt(x)/p(x) is defined.
The more general statement follows from integration over φ and a change of variables.
Remark 2 (Violation of Assumptions 1 & 2). If overlap is only partially satisfied, Lemma 2
may still be applied to the expected risk over the subset of X for which overlap holds. More
generally, weights may be chosen to emphasize regions where treatment groups are more
similar (Li et al., 2018). If ignorability is violated, such as when unobserved confounders
exist, a consistent estimator could in theory be obtained by letting the weights w depend
also on Y . However, such weights are not identified from observed data. Instead, a worst-
case bound may be obtained by searching over a family of weighting functions in which these
optimal weights are members. This is the topic of sensitivity analysis (see e.g., Rosenbaum
(2002) for a comprehensive overview).
In practice, η(X) and balancing weights w are typically unknown and have to be esti-
mated from data. Moreover, even though weights based on η are optimal in expectation,
they can lead to poor finite-sample behavior (Swaminathan and Joachims, 2015). For these
reasons, even if we had knowledge of η(X), we are often interested in weighting functions
that do not satisfy Lemma 2. Next, we give bounds on the difference between the re-weighted
(factual) empirical risk, under arbitrary weightings, and the marginal risk.
4.3 Bounds on the risk of a re-weighted estimator
When overlap is not satisfied everywhere or the chosen weighting function w is not perfectly
balancing, the difference between the weighted factual risk Rwt (ft) and the marginal risk
R(ft) may be arbitrarily large, without further assumptions on the potential outcomes or
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Figure 2: Example illustrating assumptions on the pointwise loss `ft . In (a) we see the true
potential outcome µt and a hypothesis ft. The pointwise loss between them is plotted in
(b). In (c), we illustrate the difference between two densities p0 and p1 on {−1, 0, 1}. The
bottom panel shows the worst-case contribution of any loss function in an rbf-kernel RKHS
L to the difference in risk R0(ft) − R1(ft). The more similar p0, p1, or the smoother the
functions in L, the smaller the overall contribution.
the hypothesis class H. However, in many cases we have reason to make assumptions about
the worst-case loss in generalization, as is typical in statistical learning theory. In this
section, we give bounds on R(ft) under such assumptions.
Let L ⊂ {X → R+} be a space of pointwise loss functions with respect to the covariates
X endowed with a norm ‖ · ‖L. In this work, we assume that the expected conditional loss
`ft for each potential outcome belongs to such a family, i.e., that `ft ∈ L. A simple example
of such a family is the set of loss functions with bounded maximum value, LM = {` :→
R+ ; supx∈X `(x) ≤ M}. This assumption is satisfied without loss of generality as long
as the outcome Y is bounded. However, it is not very informative and will lead to loose
bounds in general. Instead, we may make assumptions about the functional properties of
`ft . Such assumptions include that `ft is C-Lipschitz or belongs to a reproducing-kernel
Hilbert space (RKHS). We illustrate the former with an example in Figures 2a–2b.
Now, consider the marginal distribution p and a re-weighted treatment group pwt on X .
Let ` ∈ L be a pointwise loss on X . Recall that R(ft) and Rwt (ft) denote the marginal and
re-weighted factual risks respectively. By definition,
R(`) = Rwt (`) +
∫
x∈X
`(x)(p(x)− pwt (x))dx
≤ Rwt (`) + sup
`′∈L
∣∣∣∣∫
x∈X
`′(x)(p(x)− pwt (x))dx
∣∣∣∣ . (11)
The second term on the right-hand side in (11) is known as the integral probability metric
distance (IPM) between p and pwt w.r.t. L, defined as follows (Mu¨ller, 1997) :
IPML(p, q) := sup
`∈L
|Ep[`(x)]− Eq[`(x)]| . (12)
Particular choices of L make the IPM equivalent to different well-known distances on distri-
butions: With L the family of functions in the norm-1 ball in a reproducing kernel Hilbert
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space (RKHS), IPML is the Maximum Mean Discrepancy (MMD) (Gretton et al., 2012);
When L is the family of functions with Lipschitz constant at most 1, we obtain the Wasser-
stein distance (Villani, 2008). As pointed out by e.g., Long et al. (2015), the IPM may
be viewed as the loss of a treatment group classifier, and adversarial losses may be consid-
ered in its place (Ganin et al., 2016). In Figure 2c, we illustrate the maximizer `∗ of the
supremum, in terms of its contribution to the expected difference in risk in the MMD case.
Before stating the final form of our bounds on R(ft)−Rwt (ft), we note that for t ∈ {0, 1},
with pit = p(T = t), we may decompose the population risk R as follows.
R(ft) = pitRt(ft)︸ ︷︷ ︸
Observable
+(1− pit) R1−t(ft)︸ ︷︷ ︸
Unobserved
. (13)
The factual risk Rt(ft) is identifiable under ignorability, as
`ft(X) = EY (t)|X [L(ft(X), Y (t)) | X] = EY |X [L(ft(X), Y ) | X,T = t]
For this reason, to bound the risk of ft on the whole population p it is sufficient for us to
bound the counterfactual risk R1−t(ft), and estimate Rt(ft) empirically.
Lemma 3. For a hypothesis f with expected point-wise loss `f (x) such that `f/‖`f‖L ∈
L and treatment groups p0, p1, there exists a re-weighting w such that,
R1(f)−Rw0 (f) ≤ ‖`f‖LIPML(p1, pw0 ) ≤ ‖`f‖LIPML(p1, p0) . (14)
The first inequality is tight under Assumption 2 for weights w(x) = p1(x)/p0(x). The
second is not tight for general f unless p0 = p1. An equivalent result holds for R0(f).
Proof. The result follows from the definition of IPMs.
R1(f)−Rw0 (f) = EX|T [`f (X) | T = 1]− EX|T [w(X)`f (X) | T = 0]
≤ ∣∣EX|T [`f (X) | T = 1]− EX|T [w(X)`f (X) | T = 0]∣∣
≤ ‖`f‖L sup
h∈L
∣∣EX|T [h(X) | T = 1]− EX|T [w(X)h(X) | T = 0]∣∣ (15)
= ‖`f‖LIPML(p1, pw0 ) .
Step (15) relies on that `/‖`‖L ∈ L. Further, for importance weights wIS(x) = p1(x)/p0(x),
for any h ∈ L, under Assumption 2 (overlap),
EX|T [h(X) | T = 1]− EX|T [wIS(x)h(x) | T = 0]
= EX|T [h(X) | T = 1]− EX|T
[
p1(x)
p0(x)
h(x) | T = 0
]
= 0
and the first inequality in (14) is tight, as IPML(p1, pw0 ) = 0. Given that IPM ≥ 0 in
general, the second inequality holds in this case as well. If overlap does not hold, the ratio
p1(x)
p0(x)
is not defined on the support of p1(x). The result for R0(f) follows analogously.
Corollary 1. Under the conditions of Lemma 3, with w˜(x) := pit + (1− pit)w(x),
R(ft) ≤ Rw˜t (ft) + (1− pit)‖`f‖LIPML(p1−t, pwt ) (16)
13
Proof. The result follows immediately from Lemma 3.
Remark 3 (Necessity of assumptions). Lemma 3 and Corollary 1 do not strictly speaking
depend on Assumption 1 (ignorability) due to the definitions of R(ft) and `ft being made
w.r.t. the potential outcomes Y (t). However, to estimate the right-hand side of (16) from
observational data, ignorability is required. Moreover, neither result depend on Assump-
tion 2 (overlap) as long as w(x) is defined everywhere on pt(x). For particular losses, we
can avoid making assumptions about `ft , by making assumptions on ft and the hypoth-
esis class H instead. This approach was taken by Ben-David et al. (2007), who used the
so-called triangle inequality for loss functions to give bounds on the risk in unsupervised
domain adaptation under assumptions on H. However, this leads to the rather unattractive
property that the resulting bounds are not tight even in the special case that p0 = p1.
4.4 Bounds based on finite samples
Adopting results from statistical learning theory, we bound the difference between empirical
estimates of Rwt (ft) and IPML(p1−t, pwt ) and their expected counterparts. These results are
then combined to form a bound on R(ft).
The re-weighted risk Rwt may be estimated, for a fixed weighting function w by the
standard Monte-Carlo method. Consider a sample D = {(x1, t1, y1), ..., (xn, tn, yn)} ∼
pn(X,T, Y ), with nt =
∑n
i=1 1[ti = t] and define the empirical weighed factual risk,
Rˆwt (ft) :=
1
nt
n∑
i=1
w(xi)L(ft(xi), yi) .
We aim to bound the difference
∆(ft) := R
w
t (ft)− Rˆwt (ft) .
To achieve this, we use a result from the literature which builds on the concept of pseudo-
dimension Pdim(H) of a function class H. For brevity, we refrain from stating its full
definition here and refer to Pollard (2012) as a reference.
Lemma 4 (Cortes et al. (2010)). Let `h = EY |X [L(h(x), Y ) | X = x] be the expectation
of the squared loss L(y, y′) = (y − y)2 of a hypothesis h ∈ H ⊆ {h′ : X → R}, let
d = Pdim({`h : h ∈ H}) and let σ2Y = EX,Y [L(Y,EY |X [Y | X])]. Then, for a weighting
function w(x) such that EX [w(X)] = 1, with probability at least 1 − δ over a sample
((x1, y1), ..., (xn, yn)), with empirical distribution pˆ,
Rw(h) ≤ Rˆw(h) + Vp,pˆ[w(x)l(x)] C
H
n
n3/8
+ σ2Y where CHn = 25/4
(
d log
2ne
d
+ log
4
δ
)3/8
and Vp,pˆ[w(x)l(x)] = max(
√
EX [w2(X)`2h(X)],
√
EX∼pˆ[w2(X)`2h(X)]).
Lemma 4 applies to any valid weighting function w, not only importance weights or weights
based on balancing scores. Used in conjunction with Corollary 1, Lemma 4 allows us to
separate the bias (the IPM-term) and variance (see above) introduced by w.
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The efficiency with which a sample may be used to estimate IPML depends on the
chosen function family L. In particular, the sample complexity of learning the Wasserstein
distance between two densities on X scales as O(d) with the dimension d of X , whereas the
kernel-based MMD has O(1) dependence. Below, we state a result bounding the sample
complexity for the MMD with universal kernels.
Lemma 5 (Sriperumbudur et al. (2009)). Let X be a measurable space. Suppose k is a
universal, measurable kernel such that supx∈X k(x, x) ≤ C ≤ ∞ and H the reproducing
kernel Hilbert space induced by k, with ν := supx∈X ,f∈H f(x) <∞. Then, with pˆ, qˆ the
empirical distributions of p, q from m and n samples, and with probability at least 1−δ,
|IPMH(p, q)− IPMH(pˆ, qˆ)| ≤
√
18ν2 log
4
δ
C
(
1√
m
+
1√
n
)
.
The Gaussian RBF kernel k(x, x′) = e−‖x−x′‖22/(2σ2), with bandwidth σ > 0, is an important
class of universal kernels to which Lemma 5 applies.
With Lemmas 3–5 in place, we can now state our main result.
Theorem 1. Assume that ignorability (Assumption 1) holds w.r.t. X. Given is a
sample (x1, t1, y1), ..., (xn, tn, yn)
i.i.d.∼ p(X,T, Y ) with empirical measure pˆ and nt :=∑n
i=1 1[ti = t] for t ∈ {0, 1}. Let ft(x) ∈ H be a hypothesis of E[Y (t) | X = x] and
`ft(x) := EY [L(ft(x), Y (t)) | X = x] where L(y, y′) = (y − y′)2. Assume that there
exists a constant B > 0 such that, `ft(x)/B ∈ L, where L is a reproducing kernel
Hilbert space of a kernel, k such that k(x, x) < ∞. Finally, let w : X → R+ be a
valid re-weighting of pt, E[w(X) | T = t] = 1, and let w˜(x) = pit + (1− pit)w(x), where
pit = p(T = t). With probability at least 1− 2δ,
R(ft) ≤ Rˆw˜pt(ft) +B(1− pit)IPML(pˆ1−t, pˆwtt )
+ Vpt(w˜, `ft)
CHnt,δ
n
3/8
t
+DLn0,n1,δ
(
1√
n0
+
1√
n1
)
+ σ2Y (t)
where CHn,δ is a function of the pseudo-dimension of H, DHn0,n1,δ a function of the kernel
norm of L, both only with logarithmic dependence on n and m, σ2Y (t) is the expected
variance in Y (t), and Vp(w, `ft) = max
(√
Ep[w˜2`2ft ],
√
Epˆ[w˜2`2f ]
)
. A similar bound
exists where L is the family of functions Lipschitz constant at most 1 and IPML the
Wasserstein distance, but with worse sample complexity.
Proof. The result follows from application Lemmas 4–5 to Lemma 3 and is given in larger
generality in Theorem 2.
We can also immediately state the following corollary.
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Corollary 2. Assume that the conditions of Theorem 1 hold. Let f(x, t) := ft(x) and
let Rˆwp (f) :=
∑n
i=1w(xi, ti)L(f(xi, ti), yi)/n represent the weighted empirical factual risk.
Then, with w˜(x, t) := wt(x)/pit, nmin = min(n0, n1) and σ
2 = max(σ2Y (0), σ
2
Y (1)) there is a
constant KL,H,w,δ,n0,n1 with at most logarithmic dependence on n0, n1, such that
R(τˆ)
2
≤ Rˆw˜tp (f) +B [pi0IPML(pˆ0, pˆw11 ) + pi1IPML(pˆ1, pˆw00 )] +
KL,H,w,δ,n0,n1
n
3/8
min
+ 2σ2 .
A tighter result may be obtained by decomposing the constant K.
Theorem 1 and Corollary 2 hint at several interesting dependencies between general-
ization error, treatment group imbalance, sample re-weighting schemes and the choice of
hypothesis class. We comment on these below.
Bounds with overlap and known propensity scores. If overlap is satisfied and
propensity scores known, applying importance weights wt(x) = p(T = t | X = x)/p(T =
1 − t | X = x) in Theorem 1 leads to a tight bound in the limit of infinite samples (IPM
and variance terms approach zero, re-weighted risk approaches desired population risk). A
special case of this is the randomized controlled trial (RCT), in which T has no dependence
on X. In this setting, the IPM-terms depend only on the finite-sample differences between
treatment groups—which may still be useful to characterize. It has been shown that under
overlap, in the asymptotic limit, the best achievable sample complexity is unrelated to the
imbalance of p0 and p1 (Alaa and Schaar, 2018). However, this setting is not our main
concern as we are specification agnostic and focus on the finite-sample case.
Bounds without overlap. Theorem 1 does not rely on treatment group overlap. Instead,
it relies on an assumption that the true loss (w.r.t. features X and potential outcome Y (t))
is a function in the given family L. Additionally, the bound requires that wt(x) is defined
everywhere on pt(x) for t ∈ 0, 1. In particular, if for some x0 ∈ X , p1−t(x) = 0 and
pt(x) > 0, importance weights are not defined everywhere. We return to the question of
overlap in the next section, following Theorem 2.
Bias and variance. The term Vpt(w˜, `ft) in Theorem 1 shows that a less uniform re-
weighting w leads to larger variance (dependence on n). However, if p0 and p1 are very
different, a non-uniform (balancing) w is required to ensure unbiasedness, e.g., by making
pwtt = p1−t. This indicates that w introduces a bias-variance trade-off on top of the one
typical for supervised learning. In particular, even if the true treatment propensity η is
known, a biased weighting scheme may lead to a smaller bound on the population risk
when p0 and p1 are far apart.
Imbalance in non-confounders. The size of the bounds in Theorem 1 and Corollary 2
clearly depends on the quality of the hypothesis f and the choice of re-weighting w. In
addition, the IPM terms depend heavily on the input space X . In particular, if variables
included in X are predictive of T but not predictive of Y , e.g., if they are instrumental
variables (Ding et al., 2017), they will contribute to the IPM term but not to the expected
16
risk, loosening the bound needlessly. If we can learn to ignore such information, we may
obtain a tighter bound. To this end, in the next section, we derive bounds for representations
Φ(X) of the original feature space.
Generalization under policy and domain shift. Predicting the conditional treatment
effect for an individual may be viewed as predicting the effect of a change in treatment policy
from one alternative to another. This notion may be generalized further by considering the
estimation of treatment effects for change in policy on a population that differs from the
one learned from. Specifically, this would involve a change not only in p(T | X) but in
p(X) as well. We studied this extended problem in Johansson et al. (2018), and referred to
changes in both policy p(T | X) and domain p(X) as a change in design. We do not cover
this setting in detail here.
5 Generalization bounds for representation learning
When the input space X increases in dimension, treatment groups pt(X) tend to grow
increasingly different (D’Amour et al., 2017) and, in general, this to lead to a looser bound
in Theorem 1. To some extent, this can be mitigated by appropriately chosen weights w, but
the additional finite-sample variance introduced by highly non-uniform weights may prevent
tightening of the bound. In this section, we introduce another tool for minimizing bounds
on the marginal risk in hypotheses that act on learned (potentially lower-dimensional)
representations of the covariates X. This allows hypotheses to focus their attention to
particular aspects of the covariate space, ignoring others.
In many applications, the input distribution p(X) is believed to be a low-dimensional
manifold embedded in a high-dimensional space X , for example, the space of portraits em-
bedded in the pixels of a photograph. In such settings, the best hypotheses are often simple
functions of low-dimensional representations Φ(X) of the input (Bengio et al., 2013). The
most famous examples of this are image and speech recognition for which representation
learning using convolutional and recurrent neural networks advanced each field tremen-
dously in only a few years (LeCun et al., 2015).
Let E ⊂ {X → Z} denote a family of representation functions (embeddings) of the
input space X in Z and let Φ ∈ E denote such an embedding function. Further, let
G ⊆ {h : Z → Y} denote a set of hypotheses h(Φ) operating on the representation Φ and
let H be the space of all such compositions, H = {f = h ◦ Φ : h ∈ G,Φ ∈ E}. Generalizing
our discussion up to this point, we consider learning of Φ(X) from data with the goal of
minimizing the marginal risk of hypotheses h ◦ Φ.
For CATE to be identifiable from observations of p(Φ(X), T, Y ), we need precisely the
same requirements on Φ as previously on X, ignorability and overlap,
∀t ∈ {0, 1} : Y (t)⊥ T | Φ(X)︸ ︷︷ ︸
Ignorability
and ∀z ∈ Z : p(T = t | Φ(X) = z) > 0︸ ︷︷ ︸
Overlap
. (17)
Verifying the assumptions in (17) for a given Φ, based on observational data alone,
is impossible, just as for X. To address this, we consider learning twice-differentiable,
invertible representations Φ : X → Z where Ψ : Z → X is the inverse representation, such
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that Ψ(Φ(x)) = x for all x. For treatment groups t ∈ {0, 1}, we let pΦ,t(z) be the distribution
induced by Φ over Z, with pwΦ,t(z, t) := pΦ,t(z)w(Ψ(z)) its re-weighted form and pˆwΦ,t its re-
weighted empirical form, following our previous notation. If Φ is invertible, ignorability and
overlap in X implies ignorability and overlap in Φ(X), as p(Φ(X) = z) = p(X = Ψ(z)).
Building on Section 4, we can now relate the expected margin risk R(h ◦ Φ) to the
(expected) re-weighted factual risk Rw(h ◦ Φ).
Lemma 6. Suppose that Φ is a twice-differentiable, invertible representation, that
ht(Φ) ∈ G is a hypothesis, and that ft(x) = ht(Φ(x)) ∈ H for t ∈ {0, 1}. Let `Φ,ht(z) :=
EY [L(ht(z), Y (t)) | X = Ψ(z)] be the expected pointwise loss given a representation z,
where L(y, y′) = (y−y′)2. Let AΦ be a constant such that ∀z ∈ Z : AΦ ≥ |JΨ(z)|, where
JΨ(z) is the Jacobian of the representation inverse Ψ, and assume that there exists a
constant BΦ > 0 such that, with CΦ := AΦBΦ, `Φ,ht/CΦ ∈ L ⊆ {` : Z → R+}. Finally,
let pit = p(T = t) and w be a valid re-weighting of pΦ,t. Then,
R(ft) ≤ pitRwt (ft) + (1− pit) CΦ · IPML(pΦ,1−t, pwΦ,t) . (18)
Proof. By (13), with `ft(x) := EY [L(ft(x), Y (t)) | X = x], we have that
R(ft) = pitR
w
t (ft) + (1− pit)
∫
x∈X
`ft(x) (p1−t(x)− pwt (x)) dx .
Then, by the standard change of variables, assuming that Φ is invertible, we have∫
x∈X
`ft(x) (p1−t(x)− pwt (x)) dx =
∫
z∈Z
`ft(Ψ(z)) (p1−t(z)− pwt (z)) |JΨ(z)|dz
≤ AΦ
∫
z∈Z
`Φ,ht(z) (p1−t(z)− pwt (z)) dz .
≤ CΦ · IPML(pΦ,1−t, pwΦ,t) .
Here, we have used the fact that, or invertible Φ, p(Z = Φ(x)) = p(X = x).
The scale of Φ and the factor CΦ. Comparing Lemma 6 (bound in representation) to
Lemma 3 (original space), we notice two immediate differences: the additional factor CΦ
and the change from measuring distributional distance in X to doing so in Z, via Φ. The
most illustrative example for why CΦ is necessary is when Φ simply reduces the scale of X,
i.e., when Φ(x) = x/a for a > 1. IPMs often vary with the scale of the space in which they
are applied and we could reduce the right-hand side of the bound simply by scaling down
X were it not for CΦ, which counteracts this reduction.
The influence of Φ on the IPM Measuring distributional distance in Φ with a fixed IPM
family L means that we may emphasize or de-emphasize part of the covariate space, even
when Φ is invertible. For example, if Φ is a linear function that scales down a component
X(d) of X significantly, and L is a family of linear functions with bounded norm, the
influence of distributional differences in X(d) on the IPM is reduced.
With Lemma 6 in place, we can now state the a result for the finite-sample case by
following the same steps as in Section 4.
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Theorem 2. Given is a sample (x1, t1, y1), ..., (xn, tn, yn)
i.i.d.∼ p(X,T, Y ) with empirical
measure pˆ. Assume that ignorability (Assumption 1) holds w.r.t. X. Suppose that Φ
is a twice-differentiable, invertible representation, that ht(Φ) is a hypothesis on Z, and
ft = ht(Φ(x)) ∈ H. Let `Φ,ht(z) := EY [L(ht(z), Y (t)) | X = Ψ(z)] where L(y, y′) =
(y − y′)2. Further, let AΦ be a constant such that ∀z ∈ Z : AΦ ≥ |JΨ(z)|, where JΨ(z)
is the Jacobian of the representation inverse Ψ, and assume that there exists a constant
BΦ > 0 such that, with CΦ := AΦBΦ, `Φ,ht/CΦ ∈ L, where L is a reproducing kernel
Hilbert space of a kernel, k such that k(x, x) <∞. Finally, let w be a valid re-weighting
of pΦ,t. Then, with probability at least 1− 2δ,
R1−t(ft) ≤ Rˆwt (ft) + CΦ · IPMH(pˆΦ,1−t, pˆwΦ,t)
+ Vpt(w, `ft)
CHnt,δ
n
3/8
t
+DΦ,Hn0,n1,δ
(
1√
n0
+
1√
n1
)
+ σ2Y (t)
where CHn,δ is a function of the pseudo-dimension of H, DHn0,n1,δ a function of the kernel
norm of L, both only with logarithmic dependence on n and m, σ2Y (t) is the expected
variance in Y (t), and Vp(w, `f ) = max
(√
Ep[w2`2f ],
√
Epˆ[w2`2f ]
)
. A similar bound
exists where L is the family of functions Lipschitz constant at most 1 and IPML the
Wasserstein distance, but with worse sample complexity.
Proof. The result follows from application Lemmas 4–5 to Lemma 6.
Overlap, ignorability and invertibility. Theorem 2 holds both with and without treat-
ment group overlap in X. It is important to note, however, that when we change the covari-
ate space from X to Φ, the assumption that `Φ,ht/CΦ ∈ L is not guaranteed, even for large
CΦ, since information on which ` depends may have been (approximately) removed. In
the context of risk minimization, information is only excluded from Φ if it is not predictive
of the outcome Y , in which case it is independent also of `. Thus, under the additional
assumption of overlap, the assumption that `Φ,ht/CΦ ∈ L is verifiable in the limit of in-
finite data. In Johansson et al. (2019), we expand on the effects of non-invertibility on
identifiability of the marginal risk in much greater detail. In particular, we show that for
non-invertible Φ, without overlap, the marginal risk may be bounded under the assumption
that information removed in Φ is as important to the risk of the factual outcome as to that
of the counterfactual. This assumption, however, is also unverifiable in general.
5.1 Relation to unsupervised domain adaptation
Connections between the problem of estimating causal effects and learning under distribu-
tional shift have been pointed out in several contexts (Tian and Pearl, 2001; Zhang et al.,
2013). In particular, Johansson et al. (2016) showed that estimating counterfactual out-
comes under ignorability is mathematically equivalent to unsupervised domain adaptation
between domains D ∈ {0, 1} under covariate shift. We make this connection precise below.
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Task Data Goal Assumption
Causal estimation
Factual Counterfactual Ignorability
(x, t, y) ∼ p(X,T, Y ) p(Y (1− T ) | X,T ) Y (t)⊥ T | X
Domain adaptation
Source domain Target label Covariate shift
(x, y) ∼ p(X,Y | D = 0) p(Y | X,D = 1) Y ⊥ D | X
The bounds we present in this work are related to a series of work on generalization the-
ory for unsupervised domain adaptation (Ben-David et al., 2007; Mansour et al., 2009; Long
et al., 2015), but differ in significant ways. Superficially, the bounds given in these papers
have a similar form using the sum of observed risk in the source domain and distributional
distance w.r.t. a function class H to bound the risk in the target domain:
RD=1(f) ≤ RD=0(f) + dH(p(X | D = 1), p(X | D = 0)) + λH.
Similarly, these bounds do not rely on overlap but cannot guarantee consistent estimation
in the general case. In fact, because they do not allow for re-weighting of domains, even
when source and target domains completely overlap, these bounds are often unnecessarily
loose. Furthermore, while they are used to motivate representation learning algorithms,
these bounds do not apply to learned representations without modification (Johansson
et al., 2019). In this work, we overcome this issue by requiring that representations Φ are
invertible.
6 Estimation
In this section, we derive learning objectives for estimating potential outcomes and CATE
grounded in the theoretical results of Sections 4–5. A downside of separately estimating the
two potential outcomes and subtract these to obtain an estimate of the treatment effect—a
so-called T-learner (Ku¨nzel et al., 2017)—is that the two estimators share no information
and may sustain compounding error if the biases of the estimators are opposing. In this
work, we use representation learning to improve on T-learning estimators in two ways: a)
by allowing estimators to share information through representation functions learned from
both treatment groups, b) by regularizing treatment group distance in representations to
enable better counterfactual generalization, as motivated by Section 5.
6.1 Learning objective and asymptotic consistency
Let D = {(x1, t1, y1), ..., (xn, tn, yn)} be a set of samples drawn iid from p(X,T, Y ) and let
each sample i be endowed with a weight wi = w(xi, ti) for some function w : X × {0, 1} →
R+. Further, let λ, α > 0 be hyperparameters controlling the strength of the regularization
of functional complexity, as measured by R, and distributional distance IPML respectively.
Recall that pˆwΦ,t is the re-weighted factual distribution of representations Φ under pt. Now,
we consider compositions (h◦Φ) ∈ F of hypotheses h(x, t) of potential outcomes Y (t), such
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that h ∈ G ⊆ {Z × {0, 1} → Y}, and representations Φ ∈ E ⊆ {X → Z}. Then, directly
motivated by Theorem 2, we propose to minimize the following learning objective.
O(h,Φ, λ, α) =
n∑
i=1
wi
n
L(h(Φ(xi), ti), yi)︸ ︷︷ ︸
Empirical (weighted) risk
+
λ√
n
R(h)︸ ︷︷ ︸
Regularization
+α IPML(pˆw0Φ,0, pˆ
w1
Φ,1)︸ ︷︷ ︸
Distributional distance
. (19)
Under Assumptions 1 (ignorability) and 2 (overlap), for balancing weights wi = p(T =
ti)/p(T = ti | X = xi), objective (19) reduces to inverse propensity-weighted regression in
the limit of infinite samples (Freedman and Berk, 2008). In the finite-sample regime, the
IPM does not vanish even if p0 = p1, because of sample variance. As pointed out previously,
the objective remains an upper bound on the CATE risk for other weights. Thus, in addition
to learning representations and hypotheses, we may consider learning the sample weights
w jointly, controlling the variance introduced by non-uniform weights by regularizing the
norm of w Johansson et al. (2018). With β = (α, λh, λw) a set of hyperparameters,
O(h,Φ, w;β) =
n∑
i=1
wi
n
L(h(Φ(xi), ti), yi) +
λh√
n
R(h)︸ ︷︷ ︸
Oh(h,Φ,w;D,α,λh)
+α IPML(pˆw0Φ,0, pˆ
w1
Φ,1) + λw
‖w‖2
n︸ ︷︷ ︸
Ow(Φ,w;D,α,λw)
(20)
A theoretical advantage of learning also the sample weights is that it allows for an explicit
tradeoff between bias and variance induced by the sample weights. In addition, it allows the
weights to be defined in terms of the learned representation. We proceed to give conditions
under which minimization of (19) leads to consistent estimation of CATE.
Theorem 3. Suppose F is a reproducing kernel Hilbert space given by a bounded kernel
k. Suppose weak overlap holds in that ∀t ∈ {0, 1} : EX [(pt(X)/p1−t(X))2] <∞. Then,
with O the objective defined in (20), and nt =
∑n
i=1 1[ti = t] for t ∈ {0, 1},
min
h,Φ,w
O(h,Φ, w;β) ≤ min
f∈F
R(f) +Op(1/
√
n0 + 1/
√
n1) .
Consequently, under the assumptions of Thm. 2, for sufficiently large α and λw, with
fˆn the minimizer of (20) for n samples,
R(fˆn) ≤ min
f∈F
R(f) +Op(1/n
3/8
0 + 1/n
3/8
1 ).
In words, the minimizers of (20) converge to the representation and hypothesis that
minimize the counterfactual risk, in the limit of infinite samples.
Theorem 3 may be generalized further to the case of estimating the value of an abritrary
treatment policy under a shift in marginal distribution p(X). See Appendix A for a proof
of Theorem 3 in this general setting.
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Figure 3: Estimator architectures for potential outcomes and conditional average treat-
ment effects. Green boxes indicate inputs, white boxes outputs and loss terms, yellow
boxes shared representations and blue/red boxes estimators of potential outcomes. Solid
lines indicate transformation part of the prediction function and dashed lines indicate com-
putations part of the learning procedure.
6.2 Representation learning estimators
Objectives (19) and (20) may be used to learn or select a representation Φ which trades
off treatment-group invariance and empirical risk. The two arguably most prominent ap-
proaches to representation learning in the literature are based on a) neural networks (Bengio
et al., 2013) or b) variable selection (Schneeweiss et al., 2009). As the latter does not satisfy
our assumption of invertibility, and may be viewed as a subset of the former, we restrict
our attention to parameterizations of Φ as neural networks. As this choice leaves a lot of
freedom in the design of estimators, we discuss alternatives from the literature below.
Described in Section 3, T-learner estimators fit potential outcomes entirely indepen-
dently. These may be viewed as operating in the representation space of the identity
transform, Φ(X) = X. While this does not allow for minimization of treatment group
variance, other than through re-weighting, T-learners serve as a natural baselines for other
architectures. A natural extension was proposed in the Treatment-Agnostic Representation
Network (TARNet) by Shalit et al. (2017). In TARNet, a T-learner architecture is appended
to a representation Φ shared between treatment groups (see Figure 3 for a comparison).
TARNet has the advantage of sharing samples between treatment groups in learning the
representation which may be useful when τ is a simpler function of X than Y (0), Y (1).
6.3 Regularizing distributional distance
In Section 4, we bound the generalization error in CATE using integral probability metrics
(IPM), a family of distances between distributions p, q based on the density difference p−q.
The idea of regularizing models to be invariant to changes in a variable, e.g., the treat-
ment indicator, is prevalent through-out machine learning (Ganin et al., 2016; Goodfellow
et al., 2014; Long et al., 2015). As a result, several families of distance metrics between
distributions have been used to impose such constraints. The most common of these are
f -divergences (e.g. the KL-divergence) (Nowozin et al., 2016), integral probability metrics
(e.g., the maximum-mean discrepancy) and adversarial discriminators (Ganin et al., 2016).
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Figure 4: Illustration of the Counterfactual Regression (CFR) estimator. Here, d represents
a distributional distance such as an IPM. The visual elements are described in Figure 3.
f -divergences are often ill-suited for comparing two empirical densities as they are based on
the density ratio which is undefined in any point outside of the support of either density. In
contrast, IPMs are based on the density difference which is defined everywhere. Adversar-
ial methods are based on the metric implied by a learned discriminator function which is
trained to distinguish samples from the two densities. The flexibility of this approach—that
it tailors the metric to observed data—is also its weakness since optimization of adversarial
discriminators is fraught with difficulty.
The TARNet architecture described above is well-suited for incorporating regularization
on the distributional distance in Φ according to Objective (19). In particular, we use the
empirical kernel MMD (Gretton et al., 2012) and the Wasserstein distance (Villani, 2008)
for this purpose. We dubbed the resulting estimator Counterfactual Regression (CFR) in
Shalit et al. (2017) (see Figure 4). In Johansson et al. (2018), we derived a further extension,
incorporating a learned sample re-weighting function minimizing (20), called Re-weighted
CFR (RCFR) and illustrated in Appendix C
Minimizing the maximum mean discrepancy. The maximum mean discrepancy
(MMD) was popularized in machine learning through its kernel-based incarnation in which
the associated function family is a reproducing kernel Hilberg space (RKHS) (Gretton et al.,
2012). We restrict our attention to this family here. An unbiased estimator of the MMD
distance between densities p, q on X , with respect to a kernel k, may be obtained from
samples x1, ..., xm ∼ p, x′1, ..., x′n ∼ q as follows.
ˆMMD
2
k(p, q) :=
1
m− 1
m∑
i=1
m∑
j=1
k(xi, xj)− 2
mn
m∑
i=1
n∑
j=1
k(xi, x
′
j) +
1
n− 1
m∑
i=1
m∑
j=1
k(x′i, x
′
j) .
By choosing a differentiable kernel k, such as the Gaussian RBF-kernel, we can ensure that
the MMD is amenable to gradient-based learning. In applications where the quadratic time
complexity w.r.t. sample size is prohibitively large, another unbiased estimator (but with
larger variance) may be obtained by sampling pairs of points (x1, x
′
1), ..., (x2n, x
′
2n) ∼ p× q
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and comparing only elements within pairs (Long et al., 2015),
ˆMMD
2
k(p, q) :=
1
n
n∑
i=1
[
k(x2i−1, x2i) + k(x′2i−1, x
′
2i)− k(x2i−1, x′2i)− k(x2i, x′2i−1)
]
.
Minimizing the Wasserstein distance. The Wasserstein distance is typically com-
puted as the solution to a linear program (LP). The gradient of this solution with respect
to the learned representation may be obtained through the KKT conditions of the problem
and the solution for the current representation (Amos and Kolter, 2017). However, solving
the LP at each gradient update is prohibitively expensive for many applications. Instead,
we minimize an approximation of the distance known as Sinkhorn distances (Cuturi, 2013),
computed using fixed-point iteration. In previous work (Shalit et al., 2017), we computed
the distance and its gradient by forward and backpropagation through a recurrent neural
network with transition matrix corresponding to the fixed-point update. For a full descrip-
tion, see Appendix D. Alternative methods for minimizing Wasserstein distances have been
developed in the context of generative adversarial networks (GANs) (Arjovsky et al., 2017).
7 Experiments
Evaluating estimates of potential outcomes and causal effects from observational data is no-
toriously difficult as ground-truth labels are hard or impossible to come by. Cross-validation
and other sample splitting schemes frequently used to evaluate supervised learning are not
immediately applicable to our setting for this reason. Moreover, the task of producing
the labels themselves is exactly the task we are attempting to solve. As a result, esti-
mation methods are often evaluated on synthetic or semi-synthetic data, where consistent
estimation or computation of the labels are guaranteed. Another alternative is using real-
world data where the treatment-assignment randomization is known, e.g. data from an
RCT. In this section, we give a suite of experimental results on synthetic, semi-synthetic
and real-world data. Our experiments are developed to separately highlight the impact of
architecture choice and the balancing regularization scheme.
7.1 Experimental setup & baselines
Recall that we refer to our algorithms, minimizing the objectives in (19) or (20), as Coun-
terfactual Regression (CFR). The version of CFR with penalty α = 0 is referred to as
Treatment Agnostic Representation Network (TARNet). We specify the function family
used in the IPM by a subscript, e.g., CFRMMD, and point out for which experiments the
weighting function is learned and for which it is set to the uniform weighting. All variants
of CFR were implemented as feed-forward neural networks with exponential-linear units
and architectures as described in Section 6. Ranges for hyperparameters, such as layer
sizes, learning rates et cetera, are described in Appendix B and specific values were selected
according to a procedure below. An implementation of CFR with uniform sample weights
may be found at https://github.com/clinicalml/cfrnet.
As our primary baseline, we use two variants of Ordinary Least Squares (linear regres-
sion). The first (OLS-S) adopts the S-learner paradigm and includes the treatment variable
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T as a feature in the regression. The second (OLS-T) is a T-learner where the outcome in
each treatment arm is modeled using a separate linear regression. Our other simple baseline
is a k-nearest neigbor regression which imputes counterfactual outcomes of a unit by the
average of its k-nearest neighbors with the opposite treatment assignment.
For a more challenging comparison, we use Targeted Maximum Likelihood, which is a
doubly robust method (TMLE) (Gruber and van der Laan, 2011) which uses an ensemble of
machine-learning methods. We also compare with a suite of tree-based estimators: First, we
use a Random Forest (Rand. For.) (Breiman, 2001) in the S-learner paradigm by including
T as a feature. Second, we include tree-based methods specifically designed or adapted
for causal effect estimation: Bayesian Additive Regression Trees (BART) (Chipman et al.,
2010; Chipman and McCulloch, 2016) and Causal Forests (Caus. For.) (Wager and Athey,
2015; Athey, 2016). Finally, we also compare with our earlier work on Balancing Linear
Regression (BLR) and Balancing Neural Network (BNN) (Johansson et al., 2016).
Evalutation criteria & hyperparameter selection
To assess the quality of CATE estimates, either knowledge of the propensity score or the
outcome function is required. Where labels are available, our primary criterion for evalu-
ation is the mean squared error in the imputed CATE as defined in (6). When only the
propensity score is available, such as in a randomized controlled trial or other experiments,
we instead estimate the policy risk as defined below.
A policy pi is any (possibly stochastic) function that maps from covariates x to treatment
decision t ∈ {0, 1}; we will only consider deterministic policies. The risk of a policy pi for
outcomes Y ∈ [0, 1], where large Y is considered beneficial, is
RPol(pi) := 1− EX [E(Y (0),Y (1)[Y (pi(x)) | X = x]] .
A good policy is one that for a given x will choose the potential outcome with the higher
conditional expectation given x. If we know the true propensity scores p∗(ti = 1|xi) used
in generating the dataset, then the risk of a deterministic policy Rpol(pi) may be estimated
using rejection sampling based on a sample (x1, t1, y1), . . . , (xm, tm, ym) and propensity
scores p∗(t1 = 1|x1), . . . , p∗(tm = 1|xm) by considering only the propensity re-weighted
effective sample on which the proposed policy agrees with the observed one:
RˆPol(pi) := 1−
∑m
i=1 yi1[pi(xi) = ti]
1
p∗(ti=pi(xi)|xi)∑m
i=1 1[pi(xi) = ti]
. (21)
A downside of this estimator is that it has very high variance for policies that are very
different from the observed policy. Note that in the case where the data was generated
by an RCT with equal probability of treatment and control, the propensity scores have a
particularly simple form: p(t = 1|x) = 0.5 for all x.
In our experiments, we evaluate the policy pif : X → T induced by an estimator f(x, t)
of potential outcomes and a threshold λ such that
pif (x) :=
{
1, if f(x, 1)− f(x, 0) > λ
0, otherwise
. (22)
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By varying λ from low to high we obtain a curve that interpolates between liberal and
conservative allocation of treatment.
In all experiments we fit a model on a training set and then evaluate on a held-out set.
We always report results both within-sample and out-of-sample. We wish to emphasize
that the within-sample results should not be thought of as training-loss in standard ML
problems. Even within-sample results include the challenging task of inferring unobserved
counterfactuals for the training samples.
Hyperparameter selection. We choose hyperparameters for all estimators in the same
way. As the ground truth potential outcomes are unavailable to us, we use pseudo-labels
for the true CATE imputed using a nearest-neighbor estimator. With j(i) the nearest
“counterfactual” neighbor of sample i in Euclidean distance, such that tj(i) 6= ti, we define
ˆMSEnn(f) :=
1
n
n∑
i=1
(
(1− 2ti)(yj(i) − yi)− (f(xi, 1)− f(xi, 0))
)2
and use its value on a held-out validation set as a surrogate for the true MSE in τˆ in hyper-
parameter section. This choice may bias selection of hyperparameters towards preferring
models close to a nearest-neighbor estimator, but we anticipate this effect to be mild as
ˆMSEnn is not used as a training objective. For neural network estimators, we perform early
stopping based on the training objective evaluated on a held-out validation set in the IHDP
study, and based on held-out policy risk in the Jobs study (both described below). Ranges
for hyperparameters for CFR are presented in Appendix B.
7.2 Synthesized outcome: IHDP
The Infant Health and Development Program (IHDP) dataset has been frequently used
to evaluate machine learning approaches to causal effect estimation in recent years (Hill,
2011). The orginal data comes from a randomized study of the impact on educational and
follow-up interventions on child cognitive development (Brooks-Gunn et al., 1992). Each
observation represents a single child in terms of 25 features of their birth and their mothers.
To introduce confounding, Hill (2011) removed a biased subset of the treatment group—all
treated children with nonwhite mothers—leaving 747 subjects in total. This induces not
only confounding, but also lack of overlap in variables strongly correlated with race (race
itself was removed from the feature set following the biased selection). To enable consistent
evaluation, the outcome of the IHDP dataset was synthesized according to several different
stochastic models on the observed feature set. In this way, ignorability is guaranteed, but
overlap is violated by design. Depending on the specific sample of the outcome model,
i.e., whether variables correlated with race have strong influence or not, the lack of overlap
varies in its impact on the results.
In our experiments, we use observations generated using setting “A” in the NPCI pack-
age (Dorie, 2016), corresponding to response surface (outcome function) “B” in Hill (2011).
This model follows an exponential-linear form for the outcome under treatment and a linear
form for the controls, ensuring that their difference, CATE, is a nonlinear function. Spar-
sity in the coefficients is introduced through random sampling with a probability 0.6 that
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Table 1: Mean squared error, and standard error over 1000 random draws of the outcome
model, in estimates of CATE and ATE on IHDP within-sample (left) and out-of-sample
(right). Lower is better. †Not applicable.
Within sample Out of sample
mse cate mse ate mse cate mse ate
OLS-S 5.8± 0.3 0.73± 0.04 5.8± 0.3 0.94± 0.06
OLS-T 2.4± 0.1 0.14± 0.01 2.5± 0.1 0.31± 0.02
BLR 5.8± 0.3 0.72± 0.04 5.8± 0.3 0.93± 0.05
k-NN 2.1± 0.1 0.14± 0.01 4.1± 0.2 0.79± 0.05
TMLE 5.0± 0.2 0.30± 0.01 † †
BART 2.1± 0.1 0.23± 0.01 2.3± 0.1 0.34± 0.02
R.For. 4.2± 0.2 0.73± 0.05 6.6± 0.3 0.96± 0.06
C.For. 3.8± 0.2 0.18± 0.01 3.8± 0.2 0.40± 0.03
BNN 2.2± 0.1 0.37± 0.03 2.1± 0.1 0.42± 0.03
TARNet 0.88± 0.02 0.26± 0.01 0.95± 0.02 0.28± 0.01
CFRMMD 0.73± 0.01 0.30± 0.01 0.78± 0.02 0.31± 0.01
CFRWass 0.71± 0.02 0.25± 0.01 0.76± 0.02 0.27± 0.01
a coefficient is exactly equal to 0. The full description of the model may be found in Hill
(2011), Section 4.1. The specific realizations (draws) used in our evaluation can be accessed
at http://www.mit.edu/~fredrikj/.
Results. The error in estimates of CATE on IHDP can be seen in Table 1. Here, we
present only the variants of CFRwith uniform weighting, and refer to Figure 5b for a com-
parison between learned and uniform weights. First, we note that all of the proposed neural
network estimators (TARNet and CFR variants) outperform the selected baselines. We at-
tribute this, to a large extent, to multi-layer neural networks being a suitable function class
for this dataset. CFR improves marginally over TARNet, indicating that regularizing dis-
tributional invariance is beneficial for prediction of CATE. We note also that, in general, the
S-learner estimators (OLS-S and BNN) perform worse than separate or partially separate
estimators (OLS-T, TARNet). The biggest differences between in-sample and out-of-sample
performance are attained by the k-NN and random forest estimators.
Increasing imbalance. In Figure 5a, we study the effect of increasing the imbalance be-
tween treatment groups through biased subsampling. To do this, we fit a logistic regression
propensity score model pˆ(T = 1 | X = x) and for a parameter q ≥ 0, we repeatedly remove
the control sample with largest estimated propensity with probability, q and a random con-
trol observation with probability 1− q, until 400 samples remain. For three values of q, we
estimate CATE using CFR with uniform sample weights for different values of the penalty
α of treatment group distance in the learned representation Φ. We see that for small α,
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Figure 5: Results for estimating CATE on IHDP with different variants of the CFR model.
In (a), we show results for the best performing architecture with uniform sample weights,
varying the imbalance regularization α. In (b), we show the results for a smaller architecture
and their dependence on the uniformity of learned weights.
as expected, the relative error is comparable to TARNet (α = 0), but that it decreases
until α ≈ 1. For α > 2, the performance deteriorates as the influence of the input on the
representation is constrained too heavily. As we’ll see below, this may be partially remedied
by sample weighting.
Learning the sample weights. In Figure 5b, we study the quality of CFR estimates
when sample weights are learned by minimizing objective (20). In this setting, the chosen
model is intentionally restricted to have representations Φ of two layers with 32 and 16
hidden units each and hypotheses h(Φ) of a single layer with 16 units. This choice was
made to emphasize the value of reweighting under model misspecification. The weighting
function was modeled using two layers of 32 units each. We see in Figure 5b that a model
using non-uniform sample weights (λw small) is less sensitive to excessively large penalties
α. This is because the IPM term may now be minimized also by learning the weights, rather
than only by constraining the capacity of Φ. In the small-α regime, the non-uniformity of
weights has almost no impact, as the incentive to reduce the IPM using the weights is too
small. In this experiment, the best results are attained for combination of a considerably
larger value of α and small penalty on the non-uniformity of weights. In general, we do not
observe any adverse effects of having a small value of λw. This is likely due to the choice of
architecture for the learned weighting function already constraining the weights.
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Figure 6: Policy risk as a function of treatment inclusion rate on Jobs. Lower is better.
Subjects are included in treatment in order of their estimated treatment effect given by the
various methods. CFR Wass is similar to CFR MMD and is omitted to avoid clutter
7.3 Partially randomized study: National Supported Work program.
LaLonde (1986) carried out a widely known experimental study of the effect of job training
on future income and employment status based on the National Supported Work (NSW)
program. Later, Smith and Todd (2005) combined the LaLonde study with observational
data to form a larger dataset which has been used frequently as a benchmark in the causal
inference community. The presence of the randomized subgroup allows for straightforward
estimation of average treatment effects and policy value.
The original study by Smith and Todd (2005) includes 8 covariates such as age and
education, as well as previous earnings. The treatment indicates participation in the NSW
job training program. By construction, all treated subjects belong to the LaLonde experi-
mental cohort; the observational cohort includes only controls. Additionally, the nature of
the observational cohort is such that overlap is minimal at best—the experimental cohort
may be separated from the observational using a linear classifier with 96% accuracy. This
means that global estimators of the control outcome applied to the treated, such as linear
models or difference-in-means estimators of causal effects are likely to suffer severe bias if
not re-weighted.
Based on the original outcome measuring yearly earnings at the end of the study, we
construct a binary classification task called Jobs, in which the goal is to predict unemploy-
ment. Following Dehejia and Wahba (2002), we use an expanded feature set that introduces
interaction terms between some of the covariates. The task is based on the cohort used by
Smith and Todd (2005) which combines the LaLonde experimental sample (297 treated,
425 control) and the “PSID” comparison group (2490 control). There were 482 (15%) sub-
jects unemployed by the end of the study. In our experiments, we average results over 10
train/validation/test splits of the full cohort with ratios 56/24/20. We train CFR methods
with uniform weighting, according to (19), selecting the imbalance parameter α according
to held-out policy risk.
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Table 2: Policy risk and mean squared error in estimates of ATT on Jobs within-sample
(left) and out-of-sample (right). Lower is better. †Not applicable.
Within sample Out of sample
RˆPol mse att RˆPol mse att
LR-S 0.22± 0.00 0.01± 0.00 0.23± 0.02 0.08± 0.04
LR-T 0.21± 0.00 0.01± 0.01 0.24± 0.01 0.08± 0.03
BLR 0.22± 0.01 0.01± 0.01 0.25± .02 0.08± 0.03
k-NN 0.02± 0.00 0.21± 0.01 0.26± 0.02 0.13± 0.05
TMLE 0.22± 0.00 0.02± 0.01 † †
BART 0.23± 0.00 0.02± 0.00 0.25± 0.02 0.08± 0.03
R.For. 0.23± 0.01 0.03± 0.01 0.28± 0.02 0.09± 0.04
C.For. 0.19± 0.00 0.03± 0.01 0.20± 0.02 0.07± 0.03
BNN 0.20± 0.01 0.04± 0.01 0.24± 0.02 0.09± 0.04
TARNet 0.17± 0.01 0.05± 0.02 0.21± 0.01 0.11± 0.04
CFRMMD 0.18± 0.00 0.04± 0.01 0.21± 0.01 0.08± 0.03
CFRWass 0.17± 0.01 0.04± 0.01 0.21± 0.01 0.09± 0.03
Results. In Table 2, we give the policy risk RˆPol evaluated over the randomized component
of Jobs, as defined in (21), and mean squared error in the estimated average treatment effect
on the treated (mse att). The policy we consider in the table assigns treatment to the
top subject for which the CATE is estimated to be positive (λ = 0). We can see from
the results that, despite the significant lack of overlap, the difference between linear and
non-linear estimators is much less pronounced than for IHDP. This is likely partly due to
the features used in the jobs dataset which have been handcrafted to predict the outcome
of interest well. In contrast, the IHDP outcome is non-linear by construction.
We also see that straightforward logistic regression does remarkably well in estimating
the ATT. However, being a linear model, logistic regression can only ascribe a uniform policy
– in this case, “treat everyone”. The more nuanced policies offered by non-linear methods
achieve lower policy risk, though this difference is less pronounced in the out of sample
case, indicating that part of the difference may be due to overfitting. The nearest-neighbor
estimator k-NN appears to perform incredibly well within-sample, but generalizes poorly
to the hold-out. Additionally, its estimate of the ATT is the worst among the baselines.
In Figure 6, we plot policy risk as a function of treatment threshold λ, as defined in (22).
This is described in the figure as varying the fraction of subjects treated in a policy that
treats only the subjects with the largest estimated CATE. Overall, the benefits of imbalance
regularization of the CFR models offer less advantage than on IHDP. This may be due to
the smaller covariate set of Jobs containing less redundant features than those in IHDP.
Recall that the IHDP outcome coefficients have 60% sparsity in the feature set, by design.
In contrast, the Jobs covariate set has been hand-picked to account for confounding. This
means that one of the benefits of imbalance-regularizations of representations—to exclude
variables only predictive of treatment—is likely to have a smaller effect in comparison.
30
8 Discussion
We have presented generalization bounds for estimation of potential outcomes and causal
effects from observational data. These bounds were used to derive learning objectives for
estimation algorithms that proved successful in empirical evaluation. The bounds do not
rely on the so-called treatment group overlap (or positivity) assumption, common to most
studies of causal effects from observational data. This assumptions states that for any
one observed subject, there is some probability that they were prescribed either treatment
option. Removing this assumption means that we cannot identify the causal effect non-
parametrically but, as we show in this work, we can still bound the expected error (risk) of
any hypothesis in a given class.
When can we expect overlap to not hold yet identification to be possible? One example
is when many of the covariates in the conditioning set X have a strong effect on treatment
but only a weak or non-existent effect on the outcome. For example, if some of the covariates
in X are actually instrumental variables, conditioning on them might substantially increase
variance and reduce overlap, with no gain in estimating the CATE function (Brookhart
et al., 2010; Shortreed and Ertefaie, 2017). We conjecture that this might often be the case
in high-dimensional cases: in aggregate, there might not be nominal overlap with respect
to the measured covariates, while at the same time many of them are actually only weak
confounders, or even not confounders at all; see also D’Amour et al. (2017).
Our results offer several new perspectives on causal effect estimation. In particular, they
bring together two hitherto separate approaches to dealing with treatment group shift—
representation learning and sample re-weighting—and give insight into when either approach
is likely to be more successful and when they should be used together. It is well known
that under the overlap and ignorability assumptions, ordinary risk minimization leads to
consistent estimation of causal effects (Pearl, 2009; Ben-David and Urner, 2012; Alaa and
Schaar, 2018) in the limit of infinite samples, but the hardness of the problem is less well
understood in the finite sample case, or when overlap is violated. Our results provide some
insight in this setting.
It is customary in machine learning to evaluate methodological progress based on per-
formance on a small number of benchmarks, such as MNIST (LeCun et al., 1998) or Im-
ageNet (Deng et al., 2009). Similarly, IHDP has become a de facto benchmark for causal
effect estimation (Hill, 2011; Shalit et al., 2017; Alaa and Schaar, 2018; Shi et al., 2019).
However, IHDP is smaller than most machine learning benchmarks and even more suscep-
tible to “test set overfitting”. Even disregarding the size discrepancy it may be argued that
benchmarks for causal effect estimation suffer even more from going stale as the strong as-
sumptions we make (or synthesize) need not hold in the tasks we wish to apply our models
to. Moreover, the relatively simple form of the outcome model, the small dimensionality,
and the structured fully observed nature of the data makes IHDP a much easier challenge
than what we may face in for example analysis of electronic healthcare records. Towards
understanding the behavior of different estimators, a dataset like IHDP provides but a sin-
gle sample of the problems we may encounter in applications. We believe it is of utmost
importance for the field as a whole to produce a larger set of benchmarks that reflect the
diversity of real-world observational studies, and that the recent ACIC challenge (Shimoni
et al., 2018) is a good step in this direction.
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A Proof of Theorem 3
We prove Theorem 3 in a generalized form. In particular, we consider the risk in predicting
the outcome Y in expectation over a treatment policy ppi(T | X) based on observations
from a policy pµ(T | X). The risk in predicting a single potential outcome t follows as a
special case of pi(T = t | X) = 1. With this in mind, let
Rpi = EX [ET |X∼ppi [`f (X,T )]] ,
where `f (x, t) = E[L(f(x, t), Y (t)) | X = x, T = t]. As previously, we consider hypotheses
f(x, t) = h(Φ(x), t) for functions h ∈ F and embeddings Φ ∈ E .
Theorem 3 (Restated). Suppose H is a reproducing kernel Hilbert space given by a
bounded kernel. Suppose weak overlap holds in that E[(ppi(x, t)/pµ(x, t))2] < ∞. Assume
that n labeled samples {(xi, ti, yi)}ni=1 ∼ pµ and m unlabeled samples {(xi, ti)}m+ni=n+1 ∼ ppi
are available. Then,
min
h,Φ,w
Rpi(h,Φ, w;β) ≤ min
f∈F
Rpi(f) +O(1/
√
n+ 1/
√
m) .
Proof. Let f∗ = Φ∗◦h∗ ∈ arg minf∈F Rpi(f) and let w∗(x, t) = ppi,Φ(Φ∗(x), t)/pµ,Φ(Φ∗(x), t).
Since minh,Φ,w Rpi(h,Φ, w;β) ≤ Rpi(h∗,Φ∗, w∗;β), it suffices to show that
Rpi(h
∗,Φ∗, w∗;β) = Rpi(f∗) +O(1/
√
n+ 1/
√
m) .
We will work term by term:
Rpi(h
∗,Φ∗, w∗;β) =
1
n
n∑
i=1
wi`h(Φ(xi), ti)︸ ︷︷ ︸
A
+ λh
R(h)√
n︸ ︷︷ ︸
B
+α IPMG(qˆΦ, pˆ
wk
Φ )︸ ︷︷ ︸
C
+λw
‖w‖2
n︸ ︷︷ ︸
D
.
For term D , letting w∗i = w
∗(xi, ti), we have that by weak overlap
D
2
=
1
n
× 1
n
n∑
i=1
(w∗i )
2 = Op(1/n),
so that D = Op(1/
√
n). For term A , under ignorability, each term in the sum in the
first term has expectation equal to Rpi(f
∗) and so, so by weak overlap and bounded second
moments of loss, we have A = Rpi(f
∗) + Op(1/
√
n). For term B , since h∗ is fixed we
have deterministically that B = O(1/
√
n).
Finally, we address term C , which when expanded can be written as
sup
‖h‖≤1
(
1
m
m∑
i=1
h(Φ∗(x′i), t
′
i)−
1
n
n∑
i=1
w∗i h(Φ
∗(xi), ti)).
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Let x′′i , t
′′
i for i = 1, . . . ,m and x
′′′
i , t
′′′
i for i = 1, . . . , n be new iid replicates of x
′
1, t
′
1, i.e.,
new ghost samples drawn from the target design. By Jensen’s inequality,
E[ C
2
] = E[ sup
‖h‖≤1
(
1
m
m∑
i=1
h(Φ∗(x′i), t
′
i)−
1
n
n∑
i=1
w∗i h(Φ
∗(xi), ti))2]
= E[ sup
‖h‖≤1
(
1
m
m∑
i=1
(h(Φ∗(x′i), t
′
i)− E[h(Φ∗(x′′i ), t′′i )])
− 1
n
n∑
i=1
(w∗i h(Φ
∗(xi), ti)− E[h(Φ∗(x′′′i ), t′′′i )]))2]
≤ E[ sup
‖h‖≤1
(
1
m
m∑
i=1
(h(Φ∗(x′i), t
′
i)− h(Φ∗(x′′i ), t′′i ))
− 1
n
n∑
i=1
(w∗i h(Φ
∗(xi), ti)− h(Φ∗(x′′′i ), t′′′i )))2]
≤ 2E[ sup
‖h‖≤1
(
1
m
m∑
i=1
(h(Φ∗(x′i), t
′
i)− h(Φ∗(x′′i ), t′′i )))2]
+ 2E[ sup
‖h‖≤1
(
1
n
n∑
i=1
(w∗i h(Φ
∗(xi), ti)− h(Φ∗(x′′′i ), t′′′i )))2]
Let ξi(h) = h(Φ
∗(x′i), t
′
i) − h(Φ∗(X ′qi ) and let ζi(h) = w∗i h(Φ∗(xi), ti) − h(Φ∗(x′′′i ), t′′′i ).
Note that for every h, E[ζi(h)] = E[ξi(h)] = 0. Moreover,
E[‖ζi‖2] ≤ 4E[K(Φ∗(x′i), t′i,Φ∗(x′i), t′i)] ≤M .
Similarly, E[‖ξi‖2] ≤ 2E[(w∗i )2]M + 2M ≤ M ′ < ∞ because of weak overlap. Let ζ ′i for
i = 1, . . . , n be iid replicates of ζi (ghost sample) and let i be iid Rademacher random
variables. Because H is a Hilbert space, we have that sup‖h‖≤1(A(h))2 = ‖A‖2 = 〈A,A〉.
Therefore, by Jensen’s inequality,
E[ sup
‖h‖≤1
(
1
n
n∑
i=1
(w∗i h(Φ
∗(xi), ti)− h(Φ∗(x′′′i ), t′′′i )))2]
= E[ sup
‖h‖≤1
(
1
n
n∑
i=1
ζi(h))
2]
= E[ sup
‖h‖≤1
(
1
n
n∑
i=1
(ζi(h)− E[ζ ′i(h)]))2]
≤ E[ sup
‖h‖≤1
(
1
n
n∑
i=1
(ζi(h)− ζ ′i(h)))2]
= E[ sup
‖h‖≤1
(
1
n
n∑
i=1
i(ζi(h)− ζ ′i(h)))2]
≤ 4
n2
E[ sup
‖h‖≤1
(
n∑
i=1
iζi(h))
2]
39
Table 3: Hyperparameters and ranges.
Parameter Range
Imbalance parameter, α {10k/2}6k=−10
Num. of representation layers {1, 2, 3}
Num. of hypothesis layers {1, 2, 3}
Dim. of representation layers {20, 50, 100, 200}
Dim. of hypothesis layers {20, 50, 100, 200}
Batch size {100, 200, 500, 700}
=
4
n2
E[‖
n∑
i=1
iζi‖2]
=
4
n2
E[
n∑
i,j=1
ij 〈ζi, ζj〉]
=
4
n2
E[
n∑
i=1
‖ζi‖2]
=
4
n2
n∑
i=1
E[‖ζi‖2]
≤ 4M
′
n
An analogous argument can be made of ξi’s, showing that E[ C
2
] = O(1/n) and hence
C = O(1/
√
n) by Markov’s inequality.
B Experiment details
See Table 3 for a description of hyperparameters and search ranges for TARNet, CFR Wass
and CFR MMD.
C Architecture for joint learning of sample weights
For an illustration of the re-weighed CFR estimator, see Figure 7.
D Minimization of approximate Wasserstein distances
Computing (and minimizing) the Wasserstein distance traditionally involves solving a lin-
ear program, which may be prohibitively expensive for many practical applications. Cuturi
(2013) showed that introducing entropic regularization in the optimization problem results
in an approximation computable through the Sinkhorn-Knopp matrix scaling algorithm, at
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Figure 7: Illustration of the Re-weighted Counterfactual Regression (RCFR) estimator.
Green boxes indicate inputs, white boxes outputs and loss terms, yellow boxes shared
representations and blue/red boxes estimators of potential outcomes. Solid lines indicate
transformation part of the prediction function and dashed lines indicate computations part
of the learning procedure.
Algorithm 1 Computing the stochastic gradient of the Wasserstein distance
1: Input: Factual (x1, t1, y1), . . . , (xn, tn, yn), representation network ΦW with current
weights by W
2: Randomly sample a mini-batch with m treated and m′ control units (xi1 , 0, yi1), . . . ,
(xim , 0, yim), (xim+1 , 1, yim+1), . . . , (xi2m , 1, yi2m)
3: Calculate the m×m pairwise distance matrix between all treatment and control pairs
M(ΦW):
Mkl(Φ) = ‖ΦW(xik)− ΦW(xim+l)‖
4: Calculate the approximate optimal transport matrix T ∗ using Algorithm 3 of Cuturi
and Doucet (2014), with input M(ΦW)
5: Calculate the gradient:
g1 = ∇W 〈T ∗,M(ΦW)〉
orders of magnitude faster speed. The approximation, called Sinkhorn distances, is com-
puted using a fixed-point iteration involving repeated multiplication with a kernel matrix
K. We use the algorithm of Cuturi (2013) in our framework by differentiating through the
iterations. See Algorithm 1 for an overview of how to compute the gradient g1 in Algo-
rithm 19. When computing g1, disregarding the gradient ∇WT ∗ amounts to minimizing an
upper bound on the Sinkhorn transport. More advanced ideas for stochastic optimization
of this distance have recently proposed by Aude et al. (2016), and might be used in future
work.
While our framework is agnostic to the parameterization of Φ, our experiments focus on
the case where Φ is a neural network. For convenience of implementation, we may represent
the fixed-point iterations of the Sinkhorn algorithm as a recurrent neural network, where
the states ut evolve according to
ut+1 = nt./(ncK(1./(u
>
t K)
>)) .
Here, K is a kernel matrix corresponding to a metric such as the euclidean distance, Kij =
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e−λ‖Φ(xi)−Φ(xj)‖2 , and nc, nt are the sizes of the control and treatment groups. In this
way, we can minimize our entire objective with most of the frameworks commonly used for
training neural networks, out of the box.
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