Approaching the Cramer-Rao Bound in Weak Lensing with PDF Symmetrization by Zhang, Jun et al.
Draft version October 13, 2018
Preprint typeset using LATEX style emulateapj v. 12/16/11
APPROACHING THE CRAME´R-RAO BOUND IN WEAK LENSING WITH PDF SYMMETRIZATION
Jun Zhang1∗, Pengjie Zhang1, Wentao Luo2
1Department of Physics and Astronomy, Shanghai Jiao Tong University, Shanghai 200240, China
2Key Laboratory for Research in Galaxies and Cosmology, Shanghai Astronomical Observatory, Shanghai 200030, China
Draft version October 13, 2018
ABSTRACT
Weak lensing statistics is typically measured as weighted sum of shear estimators or their products
(shear-shear correlation). The weighting schemes are designed in the hope of minimizing the statistical
error without introducing systematic errors. It would be ideal to approach the Crame´r-Rao bound
(the lower bound of the statistical uncertainty) in shear statistics, though it is generally difficult to
do so in practice. The reasons may include: difficulties in galaxy shape measurement, inaccurate
knowledge of the probability-distribution-function (PDF) of the shear estimator, misidentification of
point sources as galaxies, etc.. Using the shear estimators defined in Zhang et al. (2015), we show
that one can overcome all these problems, and allow shear measurement accuracy to approach the
Crame´r-Rao bound. This can be achieved by symmetrizing the PDF of the shear estimator, or the
joint PDF of shear estimator pairs (for shear-shear correlation), without any prior knowledge of the
PDF. Using simulated galaxy images, we demonstrate that under general observing conditions, this
idea works as expected: it minimizes the statistical uncertainty without introducing systematic error.
Subject headings: cosmology, large scale structure, gravitational lensing - methods, data analysis -
techniques, image processing
1. INTRODUCTION
Weak gravitational lensing refers to small but coherent
shape distortions (cosmic shear) of background galaxies
caused by gravity. It provides a direct way of prob-
ing the cosmic structures on large scales (Bartelmann
& Schneider 2001; Refregier 2003; Hoekstra & Jain 2008;
Kilbinger 2015). A number of ongoing galaxy surveys are
focusing on the measurement of weak lensing statistics
with a large ensemble of galaxy images, for the purpose
of better understanding the cosmic evolution history and
the nature of dark matter and dark energy (e.g. , DES1
, HSC2, KIDs3, LSST4, WFIRST5 ).
Currently, a great deal of efforts in the field of weak
lensing are on constructing unbiased cosmic shear esti-
mators. This is challenging due to a number of facts
involved in the image formation process of modern CCD
cameras, including the point spread function (PSF), the
pixelation effect, the photon noise, etc.. Many different
algorithms have been proposed, tested in recent open
tests, and used on real galaxy data (Mandelbaum et al.
2015). At this stage, it is timely to raise a related ques-
tion: what is the best way of taking the ensemble average
of the shear estimators, or their products (for shear-shear
correlation)?
Cosmic shear is typically estimated with galaxy ellip-
ticities. It is known that when the ensemble average of
shear estimators is taken, the statistical uncertainty on
the shear signal can be suppressed if larger ellipticities
are weighted less, as they contribute larger shape noises
than average. Bernstein & Jarvis 2002 (BJ02 hereafter)
*betajzhang@sjtu.edu.cn
1 http://www.darkenergysurvey.org/
2 http://www.naoj.org/Projects/HSC/
3 http://www.astro-wise.org/projects/KIDS/
4 http://www.lsst.org/lsst
5 http://wfirst.gsfc.nasa.gov/
shows that a weighting scheme based on the probability-
distribution-function (PDF) of the galaxy ellipticities can
be used to achieve optimal statistical uncertainty, or the
Crame´r-Rao bound (called C-R bound hereafter), given
that the shear response function is properly calculated
and multiplied on the ensemble average. Nevertheless,
a successful application of the BJ02 idea relies on ac-
curate measurement of galaxy ellipticities, which is un-
fortunately difficult in practice. For example, ellipticities
estimated in the model-fitting methods generally contain
biases due to noise and underfitting of galaxy morpholo-
gies (Voigt & Bridle 2010; Bernstein 2010; Refregier et
al. 2012).
Zhang et al.(2015) (ZLF15 hereafter) proposes an al-
ternative form of shear estimators using the multipole
moments of the galaxy power spectrum. The new
method does not make assumptions on the morphologies
of the galaxy or the PSF, therefore does not have the
underfitting problem. The contribution of background
noise to the shear estimator can be removed statisti-
cally using a neighboring noise image, and the Poisson
noise contribution can also be removed directly in Fourier
space. These features motivate us to understand how to
approach the C-R bound with the ZLF15 shear estima-
tors.
Instead of taking a weighted sum, we find that one can
recover the shear signal by symmetrizing the PDF of the
ZLF15 shear estimators, or the joint PDF of the shear
estimator pairs for measuring shear-shear correlations. It
turns out that the new method allows us to approach the
C-R bound without incuring systematic errors. This is
realized under very general observational conditions, and
without prior knowledge of the PDF. In §2, we introduce
the C-R bound, and a way of realizing it through nulling
of the PDF asymmetry. §3 shows how to apply the PDF
symmetrization method on shear estimators of ZLF15,
thereby to approach the C-R bound in shear statistics,
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including the recovery of constant shear and shear-shear
correlation. Numerical examples/proves are shown in §4
using mock galaxies of very general conditions. We con-
clude and discuss the application of this new method in
§5.
2. PDF SYMMETRIZATION METHOD
2.1. The Crame´r-Rao Bound
For simplicity, let us consider N random numbers xi
(i = 1, 2, · · · , N) with an intrinsically symmetric PDF
denoted as P (x). Each random number is shifted by a
small amount g( √〈x2i 〉). Note that this situation is
very similar to the case of shear estimator: xi is anal-
ogous to the galaxy ellipticity, and g can be regarded
as the cosmic shear signal. According to the Maximum
Likelihood Estimation, an estimator gˆ of g is given by:
0 =
d
dgˆ
∑
i
lnP (xi − gˆ) (1)
The C-R bound for the variance of gˆ is then given by:
σ−2gˆ = −
∑
i
∂2 lnP (xi − gˆ)
∂gˆ2
(2)
As a result, eq.(1) yields an estimate of g as:
gˆ =
∑
i P
′(xi)P (xi)−1∑
i [P
′′(xi)P (xi)−1 − P ′(xi)2P (xi)−2] (3)
It is straightforward to show that eq.(3) is unbiased.
Meanwhile, the C-R bound for the variance can be de-
rived from eq.(2) as:
σ−2gˆ =−
∑
i
P ′′(xi)P (xi)− P ′(xi)2
P (xi)2
(4)
=−N
∫
dx
P ′′(x)P (x)− P ′(x)2
P (x)
=N
∫
dx
P ′(x)2
P (x)
Note that here and in the rest of the paper, to simplify
the notation, an integration symbol without the lower
and upper limits refers to integration from negative in-
finity to positive infinity. The numerator in eq.(3) can
be regarded as a weighted sum of the data xi with the
weighting function given by P ′(xi)[P (xi)xi]−1, and the
denominator as the sum of the weighting function multi-
plied by a correction factor (or response function), sim-
ilar to the discussion in BJ02. However, to reach the
optimal statistical uncertainty given in eq.(4) and an un-
biased estimate of the signal g simultaneously, it requires
an accurate knowledge of the PDF of the data xi, which is
difficult if the amount of data is not large enough. More
importantly, if one thinks of xi as the galaxy ellipticity
plus some additional measurement errors, eq.(3) becomes
a biased estimator of g even when the measurement er-
ror has zero mean. Due to the nonlinearity of eq.(3),
the correction of such a bias must be complicated. It is
therefore interesting to ask if there is a way to approach
the C-R bound with less stringent requirements.
2.2. Nulling of the PDF Asymmetry
In the example of §2.1, g causes asymmetric distri-
bution of the measured values of xi with respect to
zero. This fact suggests that one can estimate g by ask-
ing how much we shall shift each xi to symmetrize the
PDF of the data. To be more specific, let us set up
bins for the data that are symmetrically placed around
zero. We define uj−1 and uj as the two boundaries of
the jth bin. For convenience, we let half of the bin
indices to take negative values, with uj = ∆ ∗ j for
j = −(M − 1), · · · ,−1, 0, 1, · · · ,M − 1, and u±M = ±∞,
where ∆ is the bin size, and 2M is the total bin number.
Assuming the shifted amount is gˆ, the number of data
xi − gˆ that fall to the jth bin on the right side of 0 is
defined as:
nj =
∑
i
H(xi − gˆ − uj−1)H(uj − xi + gˆ) (j > 0) (5)
where we have used the Heaviside step function H, and
the subindex i covers all data ID’s. The bins of negative
indices satisfy:
n−j =
∑
i
H(xi−gˆ−u−j)H(u−j+1−xi+gˆ) (j > 0) (6)
Note that to avoid confusion, we explicitly write out the
formulae for bins of positive and negative indices respec-
tively.
To estimate the value of gˆ that can maximally sym-
metrize the distribution of xi − gˆ with respect to zero,
we form the χ2 as follows:
χ2 =
1
2
∑
j>0
(nj − n−j)2
nj + n−j
(7)
where we assume that the fluctuation of nj obeys Pois-
son statistics, so that 〈(nj − n−j)2〉 ≈ nj + n−j . gˆ is
estimated by minimizing χ2. Let us now show that such
an estimator is unbiased. For this purpose, we assume
that the number of measurements is large, so that nj and
n−j can be written as integrations (j > 0):
nj = NT
∫ uj+∆g
uj−1+∆g
dxP (x) (8)
n−j = NT
∫ u−j+1+∆g
u−j+∆g
dxP (x)
where ∆g = gˆ−g, NT is the total number of data points,
and P (x) is the original (symmetric) PDF of x when
g = 0. With Taylor expansion, and keep terms up to the
second order in ∆g, we get:
nj
NT
=
∫ uj
uj−1
dxP (x) + [P (uj)− P (uj−1)] ∆g (9)
+
1
2
[P ′(uj)− P ′(uj−1)] ∆g2
n−j
NT
=
∫ u−j+1
u−j
dxP (x) + [P (u−j+1)− P (u−j)] ∆g
+
1
2
[P ′(u−j+1)− P ′(u−j)] ∆g2
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Since P (x) is a symmetric function, we must have
P (uj) = P (u−j) and P ′(uj) = −P ′(u−j). Therefore,
nj − n−j = 2NT [P (uj)− P (uj−1)] ∆g (10)
Consequently, we have:
χ2 = 2N2T
∑
j>0
[P (uj)− P (uj−1)]2 (gˆ − g)2
nj + n−j
(11)
which shows that when gˆ = g, χ2 reaches its minimum,
meaning that the best fit value of gˆ is an unbiased esti-
mator of g. χ2 can be rewritten as:
χ2 =
(gˆ − g)2
2σ2gˆ
(12)
where
σ−2gˆ = 4N
2
T
∑
j>0
[P (uj)− P (uj−1)]2
nj + n−j
(13)
In the limit of small bin size ∆, we have nj ≈ n−j ≈
NTP (uj)∆, therefore,
σ−2gˆ
NT
≈ 2
∑
j>0
[P (uj)− P (uj−1)]2
P (uj)∆
≈
∫
dx
P ′(x)2
P (x)
(14)
which recovers the C-R bound given in eq.(4) in the limit
of small bin size. The above calculation shows that one
can approach the C-R bound by symmetrizing the PDF
of the data. It only requires binning the data symmet-
rically with respect to zero, and a reasonably large bin
number.
As examples, we consider three different types of PDF:
P1(x) =
1√
2pi
exp
(
−x
2
2
)
(15)
P2(x) =
2
pi
(1 + x2)−2
P3(x) =
|x|−2/3
3
√
2pi
exp
(
−|x|
2/3
2
)
The C-R bounds (labelled as ’CR’) and the variances
σ21,2,3 using the direct averaging method (labelled as
’Ave’) can be worked out for the three cases respectively
as:
NTσ
2
1(Ave) = 1, NTσ
2
1(CR) = 1, (16)
NTσ
2
2(Ave) = 1, NTσ
2
2(CR) = 0.5,
NTσ
2
3(Ave) = 15, NTσ
2
3(CR)→ 0.
To test the PDF symmetrization method (called ’PDF-
SYM’ hereafter), we set the signal g = 0.01, and use 107
data points to recover the signal in each example. The
results are shown in table 1. Note that the number in
the parentheses at the end of each result refers to the
statistical error on the last digit. We use this format for
the notation of statistical uncertainty all through this
paper. The corresponding variances NTσ
2
1,2,3 in the two
methods are listed in table 2. The results in the tables
agree with our theoretical expectations. PDF-SYM can
indeed make the statistical uncertainty approach the C-R
bound when the bin number is large. In practice, 8− 10
bins are usually good enough for the purpose, unless the
PDF has a number of nonmonotonic features. The figure
shows that even 2 bins can be used in PDF-SYM. This is
useful when the number of data points is small ( ∼< 100).
Note that in making the bins, one should guarantee
that each bin to have more than roughly 100 samples, so
that χ2 has a smooth dependence on the assumed value
of the signal gˆ, leading to a reliable determination of the
χ2 minimum and the uncertainty of the recovered signal.
The boundaries between the bins can be determined by
sorting the samples according to their absolute values,
and making the sample number in each bin on the pos-
itive side of zero roughly the same. The bins on the
negative side are then symmetrically set up.
It is interesting to note that when the PDF has a sin-
gular behavior at the origin, such as P3(x) defined in
eq.(15), the C-R bound approaches zero. The results in
table 1 & 2 confirm this fact. Indeed, according to eq.(4),
this phenomenon can occur whenever the intrinsic PDF
contain sharp peaks, located either at zero, or symmet-
rically at the two sides of zero. This phenomenon has
been previously mentioned in BJ02. It is a very useful
feature in signal recovery.
As shown next, the PDF symmetrization procedure al-
lows us to approach the C-R bound in shear measurement
with shear estimators defined in ZLF15. The abovemen-
tioned advantages of the new method can be achieved
under very general observational conditions.
3. PDF-SYM IN SHEAR MEASUREMENT
3.1. Shear Estimator
Let us define the intrinsic galaxy surface brightness
distribution before lensing as fI(~x
I), the lensed galaxy
(before being processed by the PSF) as fL(~x
L), and the
observed image as fO(~x
O), where ~xS is the coordinate
in the source plane, and ~xL and ~xO are the positions in
the image plane (Zhang 2011). We have the following
relations:
fL(~x
L) = fI(~x
I), ~xI =M~xL,
fO(~x
O) =
∫
d2~xLWβ(~x
O − ~xL)fL(~xL), (17)
where Wβ is the isotropic Gaussian PSF defined as:
Wβ(~x) =
1
2piβ2
exp
(
−|~x|
2
2β2
)
. (18)
For now, let us only consider the case of isotropic Gaus-
sian PSF, and no noise. M is the lensing distortion ma-
trix typically defined as: Mij = δij − φij with φij =
δij−∂xIi /∂xLj being the spatial derivatives of the lensing
deflection angle. φij is often replaced by the convergence
κ [= (φ11 + φ22)/2] and the two shear components γ1
[= (φ11 − φ22)/2] and γ2 (= φ12). The reduced shears
are defined as g1,2 = γ1,2/(1 − κ). The multipole mo-
ments of the galaxy power spectrum are defined as:
Pij =
∫
d2~kki1k
j
2
∣∣∣f˜O(~k)∣∣∣2 ,
Dn=
∫
d2~k
∣∣∣~k∣∣∣n ∣∣∣f˜O(~k)∣∣∣2 . (19)
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TABLE 1
The results of signal recovery (input value is 0.01) for 107 data points of three types of PDF’s defined in eq.(15).
Results: Averaging PDF-SYM (2 bins) PDF-SYM (8 bins) PDF-SYM (16 bins) PDF-SYM (32 bins)
P1 0.0102(3) 0.0104(4) 0.0101(3) 0.0100(4) 0.0102(3)
P2 0.0099(3) 0.0101(2) 0.0101(2) 0.0100(2) 0.0101(2)
P3 0.011(1) 0.0099999998(2) 0.0099999998(1) 0.0099999998(1) 0.0099999999(2)
a
aThe number in the parentheses at the end of each result refers to the statistical error on the last digit.
TABLE 2
The measured average variances NT σ
2 of three types of PDF’s defined in eq.(15).
NT σ
2: Averaging PDF-SYM (2 bins) PDF-SYM (8 bins) PDF-SYM (16 bins) PDF-SYM (32 bins)
P1 1.0 1.6 1.1 1.2 0.96
P2 0.99 0.61 0.52 0.50 0.57
P3 15 5× 10−13 2× 10−13 2× 10−13 3× 10−13
The dependence of Pij on the cosmic shear can be worked
out directly as:
Pij = |det(M−1)|2
∫
d2~kki1k
j
2
∣∣∣W˜β(~k)f˜I(M−1~k)∣∣∣2 (20)
= |det(M−1)|
∫
d2~k(M~k)i1(M
~k)j2
∣∣∣W˜β(M~k)f˜I(~k)∣∣∣2 .
The last step is achieved by re-defining M−1~k as ~k. For
convenience in the rest of our calculation, we define the
galaxy multipole moments in the absence of lensing as:
P Iij =
∫
d2~kki1k
j
2
∣∣∣W˜β(~k)f˜I(~k)∣∣∣2 (21)
DIn=
∫
d2~k
∣∣∣~k∣∣∣n ∣∣∣W˜β(~k)f˜I(~k)∣∣∣2
Expanding eq.(20) up to the first order in
shear/convergence, we get:
P20 − P02 (22)
=P I20 − P I02 − 2g1DI2 + β2
[
g1D
I
4 + 2κ(P
I
40 − P I04)
+ g1(P
I
40 − 6P I22 + P I04) + 4g2(P I31 − P I13)
]
2P11 (23)
= 2P I11 − 2g2DI2 + β2
[
g2D
I
4 + 4κ(P
I
13 + P
I
31)
− g2(P I40 − 6P I22 + P I04) + 4g1(P I31 − P I13)
]
The shear estimators can therefore be defined as:
1
2
〈P20 − P02〉
〈D2 − β2D4/2〉 =−g1,
〈P11〉
〈D2 − β2D4/2〉 =−g2, (24)
The formulae are generalized in ZLF15 to take into ac-
count the conversion of the PSF form and the correction
of the noise contribution. Three components (G1, G2,
N) are defined as the multipole moments of the power
spectrum of the galaxy image in Fourier space:
G1 =−1
2
∫
d2~k(k2x − k2y)T (~k)M(~k) (25)
G2 =−
∫
d2~kkxkyT (~k)M(~k)
N =
∫
d2~k
[
k2 − β
2
2
k4
]
T (~k)M(~k)
where
T (~k) =
∣∣∣W˜β(~k)∣∣∣2 / ∣∣∣W˜PSF (~k)∣∣∣2 (26)
M(~k) =
∣∣∣f˜S(~k)∣∣∣2 − FS − ∣∣∣f˜B(~k)∣∣∣2 + FB
FS =
∫
|~k|>kc d
2~k
∣∣∣f˜S(~k)∣∣∣2∫
|~k|>kc d
2~k
, FB =
∫
|~k|>kc d
2~k
∣∣∣f˜B(~k)∣∣∣2∫
|~k|>kc d
2~k
(27)
and f˜S(~k) and f˜B(~k) are the Fourier transformations of
the galaxy image and a neighboring image of background
noise respectively. The two additional terms FS and FB
are estimates of the Poisson noise power spectra on the
source and background images respectively. The critical
wave number kc is chosen to be large enough to avoid
the regions dominated by the source power. The factor
T (~k) is used to convert the form of the PSF to the desired
isotropic Gaussian function for correcting the PSF effect.
β should be somewhat larger than the scale radius of the
original PSF to avoid singularities in the conversion. It is
shown in ZLF15 that the ensemble averages of the shear
estimators defined above do recover the shear values to
the second order in accuracy (assuming that the intrinsic
galaxy images are statistically isotropic), i.e. ,
〈G1〉
〈N〉 = g1 +O(g
3
1,2),
〈G2〉
〈N〉 = g2 +O(g
3
1,2) (28)
Note that the ensemble averages are taken for G1, G2,
and N separately (Zhang & Komatsu 2011).
3.2. Constant Shear Recovery with PDF-SYM
Eq.(28) uses unweighted sums of the unnormalized
galaxy moments. This is far from optimal, as the mea-
surement is dominated by bright galaxies (Bernstein et
al. 2016). Even if the shear estimators are normalized by
the galaxy flux (squared), as we will show later, there is
still space to further improve the statistical uncertainty.
We now show that the C-R bound can be approached by
symmetrizing the PDF’s of G1 and G2.
Intuitively, according to eq.(28), one may think that
the PDF’s of G1 − g1N and G2 − g2N are symmetric
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with respect to zero. However, as shown below, 〈Gi −
giN〉 = 0 does not guarantee that the PDF of Gi − giN
is symmetric. It is therefore necessary and interesting to
dig out some details in the shear estimators of ZLF15. To
do so, we should first understand the parity properties of
P20−P02 + g1(2D2−β2D4) and 2P11 + g2(2D2−β2D4).
The quantities of our interests can be worked out as:
P20 − P02 + g1(2D2 − β2D4) (29)
=P I20 − P I02 + β2
[
2κ(P I40 − P I04)
+ g1(P
I
40 − 6P I22 + P I04) + 4g2(P I31 − P I13)
]
2P11 + g2(2D2 − β2D4) (30)
= 2P I11 + β
2
[
4κ(P I31 + P
I
13)
− g2(P I40 − 6P I22 + P I04) + 4g1(P I31 − P I13)
]
The above equations indicate that the PDF of P20−P02+
g1(2D2 − β2D4) and 2P11 + g2(2D2 − β2D4) are not ex-
actly symmetric with respect to zero. This is due to the
presence of the P I40− 6P I22 +P I04 term in both equations.
The rest terms on the right sides of the equations have
symmetrized PDF assuming the intrinsic galaxy images
have parity symmetry statistically. It is straightforward
to show that the PDF’s of the following terms are sym-
metric:
P20 − P02 + g1[2D2 − β2(D4 + P40 − 6P22 + P04)]
and
2P11 + g2[2D2 − β2(D4 − P40 + 6P22 − P04)]
. In Appendix A, we show that the PDF’s of these
two quantities remain symmetric to the second order in
shear/convergence. Note that [P40− 6P22 +P04, 4(P31−
P13)] form a pair of spin-4 quantities under spatial rota-
tion. Their presence does not affect the ensemble aver-
age, but modifies the parity property of the PDF.
Based on the above calculation, we conclude that to use
PDF-SYM, we need to define two more terms in addition
to those in eq.(25):
U =−β
2
2
∫
d2~k
(
k4x − 6k2xk2y + k4y
)
T (~k)M(~k) (31)
V =−2β2
∫
d2~k
(
k3xky − kxk3y
)
T (~k)M(~k)
It is straightforward to show that the PDF’s of G1 −
g1(N+U) and G2−g2(N−U) are symmetric with respect
to zero. Note that V is kept for transforming U in case
of coordinate rotation in shear measurement.
Let us show how to measure, e.g., the first component
of shear, with PDF-SYM. For convenience, let us define
B = N+U , GS1 = G1−g1B, and the PDF as PS(GS1 , B),
with PS(G
S
1 , B) = PS(−GS1 , B). Note that B is an ob-
servable, but GS1 is not. An observable can be defined as
Gˆ1 = G1−gˆ1B, in which gˆ1 is the assumed (pseudo) value
of the shear component. Gˆ1 is related to G
S
1 through:
Gˆ1 = G
S
1 + (g1 − gˆ1)B (32)
Define the PDF of Gˆ1 as P (Gˆ1). We have the following
relation:
P (Gˆ1) (33)
=
∫
dB
∫
dGS1PS(G
S
1 , B)δD
[
Gˆ1 −GS1 − (g1 − gˆ1)B
]
=
∫
dBPS
[
Gˆ1 − (g1 − gˆ1)B,B
]
which is not symmetric as long as gˆ1 6= g1. This fact
allows us to find the unbiased estimate of g1 by searching
for the value of gˆ1 that can best symmetrize P (Gˆ1).
For this purpose, we can set up bins for Gˆ1’s of the
galaxies that are symmetrically placed with respect to
zero. The number of data that fall to the ith bin on the
right side of zero is defined as:
ni =
∑
j
H(Gˆj1 − ui−1)H(ui − Gˆj1) (i > 0) (34)
where ui−1 and ui are the two boundaries of the ith
bin, and the upper index j covers all galaxy ID’s. Sim-
ilar to the setup of §2.2, we let half of the bin in-
dices to take negative values, with ui = −u−i, and
i = −(M − 1), · · · ,−1, 0, 1, · · · ,M − 1, and u±M = ±∞,
assuming there are 2M bins in total. Bins of negative
indices satisfy:
n−i =
∑
j
H(Gˆj1 − u−i)H(u−i+1 − Gˆj1) (i > 0) (35)
To estimate the value of gˆ1 that can maximally sym-
metrize the distribution of Gˆj1 with respect to zero, we
form the χ2 as follows:
χ2 =
1
2
∑
i>0
(ni − n−i)2
ni + n−i
(36)
gˆ1 is estimated by minimizing χ
2. In Appendix B, we
show that minimizing χ2 defined in eq.(36) leads to an
unbiased estimate of cosmic shear, with a statistical un-
certainty that approaches the C-R bound in the limit of
small bin sizes.
3.3. Shear-Shear Correlation with PDF-SYM
Shear-shear correlation here refers to the correlation
between the shear components of two galaxies defined
along the line of their connection. For convenience, we
use the indices 1 and 2 to refer to the tangential (+) and
cross (×) components of the shear. To use PDF-SYM,
one may consider symmetrizing the PDF of the products
of two shear estimators. For example, one may define
the following quantity:
ξ11 = G1(~x)G1(~x+ ∆~x)− ξˆ11B(~x)B(~x+ ∆~x), (37)
and use ξˆ11 that can best symmetrize the PDF of ξ11 to
infer the correlation of g1(~x) and g1(~x+∆~x) as a function
of ∆~x. However, it turns out that this is not a correct
way, because the PDF of g1(~x)g1(~x+∆~x)−〈g1(~x)g1(~x+
∆~x)〉 is generally not symmetric with respect to zero. It
turns out that we need to consider the joint PDF of the
shear estimators of two galaxies.
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In the measurement of shear-shear correlation, the
shear components of galaxy pairs all have random (but
correlated) values. This is different from the constant
shear problem discussed in the last section. The solu-
tion is to examine the joint distribution of the corre-
lated shear estimators, which exhibits certain asymmet-
ric pattern. For example, fig.1 shows the distribution
of [G1(1), G1(2)] measured from many pairs of galaxies,
whose underlying shear components [g1(1), g1(2)] satisfy
a given joint Gaussian distribution with a positive corre-
lation. The index in the parentheses refers to the galaxy
ID. Note that the input shear correlation and amplitude
have been amplified here for the purpose of illustration.
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Fig. 1.— The joint PDF of shear estimators [G1(1), G1(2)] of two
galaxies whose underlying tangential shear-components are posi-
tively correlated.
We find that a way to apply PDF-SYM in the measure-
ment of shear correlation is to apply a set of pseudo shear
values generated in pairs according to an assumed Gaus-
sian PDF of cross-correlation ξˆ, and to find the value of ξˆ
that can bring the joint PDF of [G1(1), G1(2)] back to a
symmetric state. We can show that the resulting value of
ξˆ is an unbiased estimate of the opposite of the original
shear-shear correlation, as it brings back the symmetry
of the joint PDF. We give the details of the prove be-
low. For convenience, we only consider the measurement
of the correlation between the tangential shear compo-
nents.
Let us follow the notation of the last section. Suppose
the shear estimators of two galaxies are G1, B,G
′
1, B
′,
and the true underlying shear values are g1, g
′
1. Let us
also assume that the pseudo shear values are gˆ1, gˆ
′
1, and
therefore the shear estimators can be modified as:
Gˆ1 = G1 − gˆ1B = GS1 + (g1 − gˆ1)B (38)
Gˆ′1 = G
′
1 − gˆ′1B′ = G′S1 + (g′1 − gˆ′1)B′
where GS1 and G
′S
1 are the unlensed quantities that enjoy
a symmetric joint PDF6. Define PS(G
S
1 , B,G
′S
1 , B
′) as
6 Note that this point may not be true due to the presence of
intrinsic alignment of galaxy shapes. In this case, one should cor-
rect the recovered shear-shear correlation by removing the intrinsic
alignment contribution estimated using either close galaxy pairs or
computer simulations. These topics are beyond the scope of this
work.
the joint PDF of the unlensed quantities, which satisfy:
PS(G
S
1 , B,G
′S
1 , B
′) (39)
=PS(G
S
1 , B,−G′S1 , B′) = PS(−GS1 , B,G′S1 , B′)
We can then relate the PDF of the modified shear esti-
mators P (Gˆ1, Gˆ
′
1) to PS as:
P (Gˆ1, Gˆ
′
1) (40)
=
∫
dg1dg
′
1φ(g1, g
′
1)
∫
dgˆ1dgˆ
′
1φˆ(gˆ1, gˆ
′
1)
×
∫
dB
∫
dB′
∫
dGS1
∫
dG′S1PS(G
S
1 , B,G
′S
1 , B
′)
× δD
[
Gˆ1 −GS1 − (g1 − gˆ1)B
]
× δD
[
Gˆ′1 −G′S1 − (g′1 − gˆ′1)B′
]
=
∫
dg1dg
′
1φ(g1, g
′
1)
∫
dgˆ1dgˆ
′
1φˆ(gˆ1, gˆ
′
1)
∫
dB
∫
dB′
×PS
[
Gˆ1 − (g1 − gˆ1)B,B, Gˆ′1 − (g′1 − gˆ′1)B′, B′
]
where φ(g1, g
′
1) is the PDF of g1 and g
′
1, and φˆ(gˆ1, gˆ
′
1)
is the presumed PDF of the pseudo shears gˆ1 and gˆ
′
1.
As we will show, the form of φˆ is not important (does
not have to be the same as φ(g1, g
′
1), but usually chosen
to be Gaussian) in terms of determining the shear-shear
correlation. As the shear values are small, we can Taylor
expand PS to the second order in shear as:
PS
[
Gˆ1 − (g1 − gˆ1)B,B, Gˆ′1 − (g′1 − gˆ′1)B′, B′
]
(41)
=PS(Gˆ1, B, Gˆ
′
1, B
′)− (g1 − gˆ1)B∂Gˆ1PS
− (g′1 − gˆ′1)B′∂Gˆ′1PS +
1
2
(g1 − gˆ1)2B2∂2Gˆ1PS
+
1
2
(g′1 − gˆ′1)2B′2∂2Gˆ′1PS + (g1 − gˆ1)(g
′
1 − gˆ′1)BB′∂Gˆ1∂Gˆ′1PS
Integrating over all possible values of shear, Eq.(40) can
be rewritten as:
P (Gˆ1, Gˆ
′
1) (42)
=
∫
dB
∫
dB′
[
PS(Gˆ1, B, Gˆ
′
1, B
′)
+
1
2
(〈g21〉+ 〈gˆ21〉)
(
B2∂2
Gˆ1
PS +B
′2∂2
Gˆ′1
PS
)
+ (〈g1g′1〉+ 〈gˆ1gˆ′1〉)BB′∂Gˆ1∂Gˆ′1PS
]
in which we have set 〈g1〉, 〈g′1〉, 〈gˆ1〉, 〈gˆ′1〉, 〈g1gˆ1〉, 〈g′1gˆ′1〉,
〈g1gˆ′1〉, 〈g′1gˆ1〉 to zero, and 〈g21〉 = 〈g′21 〉, 〈gˆ21〉 = 〈gˆ′21 〉.
On the right side of eq.(42), it is clear that only the last
term has odd parity, which breaks the symmetry of the
joint PDF of the shear estimators. Therefore, to remove
the asymmetry, we must have 〈gˆ1gˆ′1〉 = −〈g1g′1〉, which
allows us to achieve an unbiased estimate of the shear-
shear correlation.
For this purpose, we can set up bins that are sym-
metrically placed in the four quadrants in the plane of
[Gˆ1, Gˆ
′
1], and each bin is labelled with two integers, as
shown in fig.2. The number of data that fall to bin (i, j)
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Fig. 2.— The configuration of bins used for symmetrization of
the joint PDF in shear-shear correlation measurement.
is denoted as ni,j , and can be calculated as:
ni,j =
∑
k
H(Gˆk1 − ui−1)H(ui − Gˆk1) (43)
×H(Gˆ′k1 − uj−1)H(uj − Gˆ′k1 ) (i, j > 0)
where ui−1, ui, uj−1, uj are the boundaries of bin (i, j),
and the upper index k is the index of galaxy pair. Again,
we let half of the bin indices to take negative values, with
ui = −u−i, and i = −(M − 1), · · · ,−1, 0, 1, · · · ,M − 1,
and u±M = ±∞, similar to the case of the last section.
The number of data in bins of negative indices can be
similarly defined.
To estimate the value of 〈gˆ1gˆ′1〉 that can maximally
symmetrize the distribution of the joint PDF of [Gˆ1, Gˆ
′
1],
we form the χ2 as follows:
χ2 =
1
2
∑
i,j>0
(ni,j + n−i,−j − n−i,j − ni,−j)2
ni,j + n−i,−j + n−i,j + ni,−j
(44)
Appendix C shows that minimizing χ2 leads to an un-
biased estimate of 〈g1g′1〉 (as −〈gˆ1gˆ′1〉), with a statistical
uncertainty approaching the C-R bound in the limit of
small bin sizes.
Note that in minimizing χ2, one should fix the vari-
ances 〈gˆ21〉 and 〈gˆ′21 〉 at the same value, the choice of
which could be somewhat arbitrary without affecting χ2
as long as it is larger than the absolute value of the co-
variance 〈gˆ1gˆ′1〉. The later can be roughly estimated by
the direct averaging method. Another thing to mention
is that since gˆ1 and gˆ
′
1 are drawn randomly for a given
value of 〈gˆ1gˆ′1〉, one may repeat it for several times for
each ni,j , so that the resulting χ
2 is less noisy, particu-
larly when the galaxy pair number is not large.
Finally, we shall point out that eq.(42) can be ex-
panded to include higher order terms in shear. It is not
hard to show that the next-leading-order terms that can
affect the PDF symmetry of our interest is on the order
of shear to the fourth power, which has been neglected
here.
4. NUMERICAL EXAMPLES
In this section, we present numerical examples to show
the accuracy and certain characteristics of PDF-SYM.
The general setup of our simulations are given in §4.1.
We discuss the case of constant shear measurement in
§4.2, and shear-shear correlation in §4.3.
4.1. General Setup
Each of our mock galaxies is made of a number of point
sources (Zhang 2008). There are a few advantages of
this setup: 1) the lensing effect can be added by sim-
ply changing the positions of the point sources; 2) con-
volution with PSF is straightforward; 3) the richness of
galaxy morphologies can be modified by changing the in-
trinsic distribution and the number of the point sources;
4) the image generation pipeline is very fast, suitable for
testing shear recovery accuracy with a large mock galaxy
ensemble. Each galaxy is placed at the center of a square
grid. The pixel size of the grid is set to be the length unit
in this paper. The stamp size is 48× 48.
The PSF has a truncated Moffat profile used in the
GREAT08 project (Bridle et al. 2009):
WPSF (r) ∝
[
1 +
(
r
rd
)2]−3.5
H(rc − r) (45)
The FWHM of this PSF is very close to rd. We set
rc = 3rd and rd = 3 in the simulations of this paper. In
our shear measurement method, the PSF is transformed
into the isotropic Gaussian form through reconvolution
in Fourier space. The scale radius (β) of the target PSF
is set to rd, so that the size of the target PSF is somewhat
larger than that of the original PSF.
4.2. Constant Shear
In this section, we study the recovery of a constant
shear from a large ensemble of galaxies.
4.2.1. Ring Galaxies
In our first example, all galaxies are generated as cir-
cular rings, each of which is made of 100 point sources
(of a fixed luminosity) homogeneously placed at a fixed
distance (4 in unit of the pixel size) from the galaxy cen-
ter. The positions of the points of a galaxy are projected
onto the source plane with a random projection angle,
followed by the lensing and PSF effect. We generate
10000 such galaxies, with g1 = −0.018 and g2 = 0.011
(κ = 0). The shear estimators are defined in eq.(25) and
eq.(31).
TABLE 3
The recovered shear values in different methods.
Method g1(−0.018) g2(0.011)
Direct Averaging −0.017(2) 0.011(2)
PDF-SYM (2 bins) −0.01798(3) 0.01100(2)
PDF-SYM (4 bins) −0.01799(2) 0.01102(2)
PDF-SYM (8 bins) −0.01800(2) 0.01101(2)
Table 3 shows the results for four different ways of
achieving the shear signals from the ensemble of shear es-
timators. The first method is to take the direct averages
of the shear estimators, as those defined in eq.(28). The
result is shown on the first row of the table. The other
three rows show the results from PDF-SYM introduced
in §3.2, with three different choices of bin number. In
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every case, the bins are symmetrically placed on the two
sides of zero. The boundaries between the bins are deter-
mined by evenly dividing the galaxies according to the
absolute values of G1 or G2, making the galaxy number
in different bins roughly the same. The results in the ta-
ble indicate that the PDF-SYM greatly reduces the sta-
tistical uncertainty of the recovered shear signals. Fig.3
shows the PDF’s of Gˆ1 before (blue) and after (green)
symmetrization. It is clear that with the recovered shear
value, the PDF of Gˆ1 is indeed symmetrized with respect
to zero.
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Fig. 3.— The PDF’s of Gˆ1 before (blue) and after (green) sym-
metrization for ring galaxies.
Note that in this example, the tiny statistical uncer-
tainty in PDF-SYM is caused by the sharp peak of the
PDF at zero, as shown in §2.2. This is consistent with the
prediction of BJ02, which discussed galaxies of pure 2D
disks with random projection angles, similar to our ring
galaxies. Even for the 2-bin case, the shear uncertainties
in the new technique are much smaller than those from
direct averaging.
4.2.2. Mixed Types of Galaxies
In shear measurement, among the ensemble of galaxies,
certain types of galaxies may be unusually sensitive to
cosmic shear, such as the ring/disk galaxies with random
projection angles shown in §4.2.1. Assuming they really
exist in nature, the question is how to maximally utilize
their advantages in shear recovery when their shear esti-
mators are mixed with those of other galaxies. We now
show that PDF-SYM provides a way.
Another type of galaxies we consider are generated by
2D random walks (called RW galaxies hereafter). Each
galaxy is made of 100 point sources (of constant lumi-
nosity), the positions of which are determined by a series
of random walks with random directions and step sizes
(between 0 and 1). When the point’s position from the
grid center is larger than 4, the random walk restarts
from the grid center and continues from there.
The input shear values are g1 = 0.02277, g2 =
−0.01386 (κ = 0.01). To recover shear, we generate 105
RW galaxies. The results from the averaging method and
PDF-SYM (8 bins) are shown in table 4. For RW galax-
ies, PDF-SYM does not seem to improve on the statisti-
cal uncertainties with respect to the averaging method.
This is very different from the case of ring galaxies. The
reason is that the shear estimators’ PDF shapes of the
two types of galaxies are significantly different. The
PDF’s of Gˆ1 of the RW galaxies before or after sym-
metrization are similar to Gaussian functions, as shown
in fig.4. They are much less peaked in the neighbourhood
of zero than those of the ring galaxies shown in fig.3. In
this case, as discussed in §2.2, direct averaging has a sim-
ilar performance as PDF-SYM (see the example of the
Gaussian PDF).
It becomes interesting when the two types of galaxies
are mixed. In the sample of RW galaxies, if 10% are re-
placed by 10000 ring galaxies, we find that shear recov-
ery accuracy of the averaging method almost does not
change, according to table 4. In contrast, in PDF-SYM,
the shear uncertainties are reduced by almost a factor
of 10, implying that the accurate shear information con-
tained in the ring galaxies is significantly utilized. Note
that this is achieved without separating the two types of
galaxies.
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Fig. 4.— The PDF’s of Gˆ1 before (blue) and after (green) sym-
metrization for RW galaxies.
4.2.3. Noise and Misidentified Stars
According to ZLF15, direct averaging of our shear es-
timators as defined in eq.(28) is accurate in the presence
of noise (both background noise and Poisson noise). It is
also interesting to note that the accuracy is immune to
possible misidentifications of stars as galaxies, because
on average, point sources contribute zero values to both
the numerators and the denumerators of eq.(28). This is
a very useful feature for handling faint sources. It turns
out that these good characters of the shear estimators
of ZLF15 remain valid in PDF-SYM. The noise and the
misidentified stars make the symmetrized PDF’s of the
shear estimators more noisy, but do not bias the best-fit
shear values. We give numerical examples below.
We still use the ring and RW galaxies defined in the
previous two sections. We add Poisson noise of a constant
amplitude to each galaxy stamp. The total galaxy flux is
random, leading to a distribution of the signal-to-noise-
ratios (SNR’s) of the galaxies shown in fig.5. 20% of the
sources are actually set to be stars (single-point sources).
We let the stars to have the same flux distribution as the
galaxies’. The input shear values are g1 = −0.01008,
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TABLE 4
The recovered shear values in two different methods. The input shear values are: g1 = 0.02277, g2 = −0.01386.
Results of [g1, g2]: 105 RW Galaxies 9× 104 RW+104 Ring
Averaging [0.0226(6),−0.0130(6)] [0.0231(6),−0.0132(6)]
PDF-SYM (8 bins) [0.0225(7),−0.0129(6)] [0.02278(8),−0.01392(7)]
g2 = −0.02016 (κ = −0.008). The shear recovery results
are shown in table 5.
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Fig. 5.— The distribution of SNR for the galaxy images with
noise used in the test of shear recovery in §4.2.3.
The results of table 5 indicate that through either di-
rect averaging or PDF-SYM, shear recovery is accurate
in the presence of noise and misidentified stars. The PDF
method once again shows an advantage over the averag-
ing method for the ring galaxies, and when galaxies of dif-
ferent types are mixed. Moreover, in this example, even
for pure RW galaxies, the PDF method yields a smaller
error than the averaging method. The reason is that
the galaxies have a range of SNR’s, and the correspond-
ing shear estimators have very different amplitudes. Di-
rect averaging of the shear estimators therefore under-
represents the contribution from faint galaxies. One can
try to weaken this problem by normalizing the shear es-
timators by the galaxy flux squared7. The results are
shown in table 5 as well. Normalization does help in re-
ducing the statistical error in the averaging method of
RW galaxies, but not so much in PDF-SYM, implying
that normalization of the shear estimators is not quite
necessary in PDF-SYM.
4.2.4. GalSim Galaxies
In this section, we further test the new method with
galaxy images generated by GalSim, which is a collabora-
tive and open-source project aiming at providing a soft-
ware library for image simulations in astronomy (Rowe
et al. 2015). We adopt LSST like observing condition for
our galaxy simulation. We set the PSF size to be 0.7”,
typical at the site of Cerro Tololo. For simplicity we
set the PSF ellipticity fixed for the whole galaxy sample
7 Assuming the sky background has been subtracted, our galaxy
flux is measured by summing over the absolute values of all the
pixel readouts. This is for stablizing the total flux of the faint
sources, which can be arbitrarily close to zero in principle due to
the presence of noise.
with e1 = 0.03 and e2 = 0.02. We simulate LSST r band
disk galaxies with Sersic index equals 2, and pixel scale
of 0.2”.
Two sets of simulated images are created. The first
one contains 10, 000 galaxies without noise. The intrin-
sic galaxy ellipticities are generated so that they mimic
randomly oriented disks. The shear recovery results are
shown in table 6. The results again confirms the advan-
tage of the PDF-SYM method.
In another example, we generate 106 galaxies with SNR
in the range of 20 − 100 to check the performance of
the new method for noisy galaxy images. The noise is
simulated using the Exposure Time Calculator (ETC;
http://lsst.org/etc). The distribution of SNR is shown
in fig.6. The results are shown in table 7, indicating
that for galaxies of smaller SNR, the performance of the
PDF-SYM method becomes comparable to direct aver-
aging. This is not surprising, as information is lost due
to the existence of noise. Numerically, this is because
the singular feature in the PDF of the shear estimators
is smeared out by noise.
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Fig. 6.— The distribution of SNR for the galaxy images generated
using GalSim in the test of shear recovery in §4.2.4.
4.3. Shear-Shear Correlation
To test the recovery of shear-shear correlation, we gen-
erate a large number of galaxy pairs whose underlying
shear values are correlated. To avoid cosmic variance,
the shear values of each galaxy pair are not drawn
from a shear field, but are generated with a coupled
Gaussian distribution directly. The direction of the
line connecting the two galaxies is taken to be random
with respect to the grid axes. The tangential and cross
components of the shear pairs are generated according
to the following covariance matrix:[
〈g(1)t g(1)t 〉 〈g(1)t g(2)t 〉
〈g(2)t g(1)t 〉 〈g(2)t g(2)t 〉
]
=
[
2× 10−4 10−4
10−4 2× 10−4
]
,
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TABLE 5
Shear recovery with noise and misidentified stars. The input shear values are g1 = −0.01008, g2 = −0.02016.
Results of [g1, g2]: 106 RW Galaxies 9× 105 RW+105 Ring
Averaging [−0.0091(5),−0.0201(5)] [−0.0100(5),−0.0208(5)]
PDF-SYM (8 bins) [−0.0101(3),−0.0207(3)] [−0.0100(1),−0.0203(1)]
Averaging (flux normalized) [−0.0102(2),−0.0203(2)] [−0.0100(2),−0.0204(2)]
PDF-SYM (flux normalized) [−0.0102(2),−0.0204(3)] [−0.01003(9),−0.02030(9)]
TABLE 6
Shear recovery with 10000 GalSim-generated noiseless galaxies.
The input shear values are g1 = 0.016, g2 = −0.003.
g1 g2
Averaging 0.017(1) −0.003(1)
PDF-SYM (8 bins) 0.0162(2) −0.0029(2)
TABLE 7
Shear recovery with 106 GalSim-generated galaxies with SNR in
the range of 20− 100. The input shear values are g1 = 0.007,
g2 = −0.008.
g1 g2
Averaging 0.0072(2) −0.0078(2)
PDF-SYM (8 bins) 0.0070(2) −0.0077(2)
[
〈g(1)× g(1)× 〉 〈g(1)× g(2)× 〉
〈g(2)× g(1)× 〉 〈g(2)× g(2)× 〉
]
=
[
2× 10−4 −10−4
−10−4 2× 10−4
]
.
Table 8 shows the results for the recovery of shear-
shear correlations. The first three rows show the results
achieved with 4 × 107 galaxy pairs, and different types
of galaxies and statistical methods. In these simulations,
we do not add point sources as misidentified galaxies,
neither any noise to the galaxy images. The last row
shows the results of another simulation, in which we use
1.6× 108 galaxy pairs to recover the shear-shear correla-
tions, with Poisson noise in every galaxy images (with
SNR distribution similar to that shown in fig.5), and
10% point sources as misidentified galaxies. We only
use ring galaxies in this experiment. The results confirm
the robustness of our shear measurement under general
conditions, and the advantage of PDF-SYM.
5. SUMMARY AND DISCUSSIONS
Weak lensing statistics, such as mean shear or shear-
shear correlation, are typically evaluated as the weighted
sum of the shear estimators or their products. Tradi-
tionally, galaxy ellipticities are used as shear estimators.
As discussed in BJ02, the weighting factor can be de-
signed as a function of the galaxy ellipticities, so that
the resulting statistical error can approach the Crame´r-
Rao bound. This weighting scheme is however hard to
realize in practice given the presence of noise and bias in
the measurement of galaxy ellipticities and their PDF.
Based on the shear estimators of ZLF15, we propose
to evaluate shear statistics by symmetrizing the PDF of
the shear estimator or the joint PDF of shear estimator
pairs (for shear-shear correlation). We find that this is
a way to approach the C-R bound without introducing
systematic errors, as shown analytically in §3.
In §4, we test shear recovery accuracy with large en-
sembles of galaxies or galaxy pairs (for the measurement
of shear-shear correlation). We find that both direct
averaging and PDF symmetrization can recover shear
or shear-shear correlation accurately in the presence of
noise and stars that are misidentified as galaxies, prov-
ing the robustness of both methods in practice. Note
that the allowance of stars in the galaxy ensemble is a
quite unusual and useful feature of the ZLF15 shear es-
timators. It is mostly due to the linearity of the shear
estimator form.
In our numerical experiment, we use two different types
of mock galaxies: 1. RW galaxies that are made of point
sources connected by 2D random walks; 2. Ring galaxies
that are made of point sources evenly distributed on a
circle, and projected to the plane of the sky with ran-
dom angles. With the method of PDF-SYM, we find
that on average, every ring galaxy contains much more
shear information than each RW galaxy. This is consis-
tent with the theoretical expectation regarding the C-R
bound, and agrees with BJ02, who concerns thin-disk
galaxies that are similar to our ring galaxies. The ad-
vantage of ring galaxies in shear recovery cannot be eas-
ily exploited in direct averaging of the shear estimators.
When these two types of galaxies are mixed in an en-
semble, we find that PDF-SYM can maximally utilize
the shape information in all galaxies, typically generat-
ing a much smaller statistical uncertainty than that by
direct averaging. This fact is again consistent with the
theory regarding the C-R bound.
It is interesting to note that PDF-SYM allows us to
approach the C-R bound in shear measurements without
prior knowledge of the PDF form of the shear estima-
tor. This is because of the monotonic dependence of the
shear estimator on its corresponding shear component in
the weak shear/convergence limit, implying that restor-
ing the PDF is equivalent to symmetrizing the PDF. This
fact has been proven useful for recovering the 1-point and
2-point shear statistics. Similar ideas may be developed
for the measurement of n-point shear statistics in a future
work.
It is straightforward to apply the new method in sev-
eral areas of weak lensing to optimize the statistical un-
certainty of the results, including: 1. shear-shear correla-
tion measurement binned in both angular separation and
redshift; 2. galaxy-shear cross correlation at a fixed 3D
relative position; 3. testing shear recovery accuracy. The
results of these measurements all correspond to explicit
theoretical expectation values, therefore are easy to in-
terpret. In measuring shear-shear correlation (e.g. , for
a survey of size larger than or comparable to CFHTlens
(Erben et al. 2013)), we find that there are typically a
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TABLE 8
The recovered shear-shear correlations. The inputs are 〈g(1)t g(2)t 〉 = 10−4 and 〈g(1)× g(2)× 〉 = −10−4.
Results of [〈g(1)t g(2)t 〉, 〈g(1)× g(2)× 〉](10−4) : Averaging PDF-SYM (8×8 bins)
4× 107 RW Gal. Pairs [1.09(8),−1.00(8)] [1.09(8),−1.01(9)]
4× 107 Ring Gal. Pairs [1.05(7),−1.08(7)] [1.002(5),−1.002(5)]
4× 107 Gal. Pairs with 90% RW and 10% Ring [1.09(8),−1.02(8)] [0.99(3),−1.00(3)]
1.6× 108 Ring Gal. Pairs with noise and 10% stars [0.97(4),−1.05(4)] [1.000(3),−1.001(3)]
large number of galaxy pairs for a given angular sep-
aration and two redshift bins, making the PDF-SYM
method an ideal tool to use. Note that when the num-
ber of galaxy pairs is too large, it is better to take the
average of the shear estimators in each spatial bin first,
and then measure the shear correlation with bin pairs of
given spatial separations. We will report the application
of the new method on the CFHTlens galaxy images in
separate papers8.
If the source galaxies in the ensemble cover a broad
redshift range, e.g. , in the recovery of 2D shear map, or
in the measurement of 2D shear-shear correlation, using
PDF-SYM becomes more complicated. Indeed, in this
case, the PDF of the shear estimators cannot be sym-
metrized at all in principle, though we can still use the χ2
formalism developed in §3.2 & §3.3, which would result in
a weighted sum of the shear signal or the shear-shear cor-
relation within the redshift range. The weighting func-
tion can be calculated, though it requires the PDF of
the shear estimator as a function of redshift. Appendix
D shows a derivation of the weighting function for shear
recovery. This problem will be studied more carefully in
a future work.
Overall, the performance of PDF-SYM depends on the
PDF form/galaxy type, distribution of galaxy SNR, and
other image distortion effects (Rhodes et al. 2010; Gruen
et al. 2015). We have only examined a few cases. More
work will be done to quantify the improvement with real
observational data.
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APPENDIX
A. SHEAR ESTIMATORS ACCURATE TO THE SECOND ORDER
To the second order in shear/convergence, we have:
P20 − P02 (A1)
= (1 + 2g21)(P
I
20 − P I02) + 4g1g2P I11 − 2g1DI2 + β2g1(1− 6κ)DI4 + β2(2κ− κ2 − 5g21 − g22)(P I40 − P I04)
+β2(1− 2κ) [g1(P I40 − 6P I22 + P I04) + 4g2(P I31 − P I13)]− 8β2g1g2(P I31 + P I13) + 2β4κg1DI6
+ 2β4g21(P
I
60 − 3P I42 + 3P I24 − P I06) + 8β4g22(P I42 − P I24) + 2β4κ2(P I60 + P I42 − P I24 − P I06)
+ 8β4g1g2(P
I
51 − 2P I33 + P I15) + 2β4κ
[
g1(P
I
60 − 5P I42 − 5P I24 + P I06) + 4g2(P I51 − P I15)
]
8 If the purpose is only to make shear-map, either 2D or 3D,
PDF-SYM may not be as good as direct averaging (with flux
normalized shear estimators of ZLF15), because in each grid, the
galaxy number may be too few (∼ 10 galaxies /arcmin2) for PDF-
SYM to use more than 2 bins in shear recovery within the grid
(e.g. , table 3)
12 Zhang et al.
2P11 (A2)
= (1 + 2g22)2P
I
11 + 2g1g2(P
I
20 − P I02)− 2g2DI2 + β2g2(1− 6κ)DI4 + 2β2(2κ− κ2 − g21 − 5g22)(P I13 + P I31)
−β2(1− 2κ) [g2(P I40 − 6P I22 + P I04)− 4g1(P I31 − P I13)]− 4β2g1g2(P I40 − P I04) + 2β4κg2DI6
+ 4β4g21(P
I
51 − 2P I33 + P I15) + 16β4g22P I33 + 4β4κ2(P I51 + 2P I33 + P I15) + 16β4g1g2(P I42 − P I24)
−2β4κ [g2(P I60 − 5P I42 − 5P I24 + P I06)− 4g1(P I51 − P I15)]
To the first order in shear/convergence, we have:
2D2 − β2D4 (A3)
= 2DI2 − β2(1− 6κ)DI4 − 2β4κDI6 − 4g1(P I20 − P I02)− 8g2P I11 + 4β2
[
2g1(P
I
40 − P I04) + 4g2(P I31 + P I13)
]
−2β4 [g1(P I60 + P I42 − P I24 − P I06) + 2g2(P I51 + 2P I33 + P I15)]
and
P40 − 6P22 + P04 (A4)
= (1− 2κ)(P I40 − 6P I22 + P I04) + 2κβ2(P I60 − 5P I42 − 5P I24 + P I06) + 2g1β2(P I60 − 7P I42 + 7P I24 − P I06)
−4g1(P I40 − P I04) + 4g2β2(P I51 − 6P I33 + P I15) + 8g2(P I31 + P I13)
Therefore, we have:
P20 − P02 + g1
[
2D2 − β2 (D4 + P40 − 6P22 + P04)
]
(A5)
= (1− 2g21)(P I20 − P I02)− 4g1g2P I11 + β2
[
(2κ− κ2 + 7g21 − g22)(P I40 − P I04) + 4g2(1− 2κ)(P I31 − P I13)
]
+β4
[−2g21(P I60 − 3P I42 + 3P I24 − P I06) + 8g22(P I42 − P I24) + 2κ2(P I60 + P I42 − P I24 − P I06) + 8κg2(P I51 − P I15)] ,
2P11 + g2
[
2D2 − β2 (D4 − P40 + 6P22 − P04)
]
(A6)
= (1− 2g22)2P I11 − 2g2g1(P I20 − P I02) + β2
[
(2κ− κ2 − g21 + 7g22)2(P I31 + P I13) + 4g1(1− 2κ)(P I31 − P I13)
]
+β4
[−16g22P I33 + 4g21(P I51 − 2P I33 + P I15) + 4κ2(P I51 + 2P I33 + P I15) + 8κg1(P I51 − P I15)]
It is easy to show that the PDF’s of the right sides of the above equations are symmetric with respect to zero
assuming the intrinsic galaxy images have parity symmetry.
B. PDF-SYM FOR CONSTANT SHEAR
Let us now show that minimizing χ2 defined in eq.(36) yields an estimate of shear that is unbiased, and the statistical
uncertainty approaches the C-R bound in the limit of small bin sizes. For this purpose, we assume that the number
of measurements is large, so that ni and n−i can be written as integrations (i > 0):
ni = NT
∫ ui
ui−1
dGˆ1P (Gˆ1) = NT
∫
dB
∫ ui
ui−1
dGˆ1PS
[
Gˆ1 − (g1 − gˆ1)B,B
]
= NT
∫
dB
∫ ui+B∆g
ui−1+B∆g
dAPS(A,B) (B1)
where ∆g = gˆ1 − g1. Similarly, we have:
n−i = NT
∫
dB
∫ u−i+1+B∆g
u−i+B∆g
dAPS(A,B) (B2)
Since PS(A,B) is an even function with respect to A, we must have PS(ui, B) = PS(u−i, B) and ∂APS(A,B)|A=ui =−∂APS(A,B)|A=u−i . Therefore,
ni − n−i = 2NT
∫
dB [PS(ui, B)− PS(ui−1, B)]B∆g (B3)
Consequently, we have:
χ2 = NT (gˆ1 − g1)2
∑
i>0
{∫
dB [PS(ui, B)− PS(ui−1, B)]B
}2∫
dB
∫ ui
ui−1
dAPS(A,B)
(B4)
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which shows that when gˆ1 = g1, χ
2 reaches its minimum, meaning that the best fit value of gˆ1 is an unbiased estimator
of g1. χ
2 can be rewritten as:
χ2 =
(gˆ1 − g1)2
2σ2gˆ1
(B5)
In the limit of small bin size ∆, we have:
σ−2gˆ1
NT
≈ 2
∑
i>0
{∫
dB [PS(ui, B)− PS(ui−1, B)]B
}2∫
dBPS(ui, B)∆
≈
∫
dA
[∫
dB∂APS(A,B)B
]2∫
dBPS(A,B)
(B6)
In comparison, let us work out the C-R bound of shear. The PDF of G1 for a gˆ1 is:
P (G1) =
∫
dB
∫
dGS1PS(G
S
1 , B)δD(G1 − g1B −GS1 ) =
∫
dBPS(G1 − g1B,B) (B7)
So that:
σ−2g1 (MLE) = −
∑
i
∂2 lnP (Gi1)
∂g21
= NT
∫
dA
[∫
dBB∂APS(A,B)
]2∫
dBPS(A,B)
(B8)
which agrees with the result of PDF-SYM in the limit of small bin size.
C. PDF-SYM FOR SHEAR-SHEAR CORRELATION
Assuming the number of measurements is large, so that ni,j can be expressed as integrations:
ni,j(>0) = NT
∫ ui
ui−1
dGˆ1
∫ uj
uj−1
dGˆ′1P (Gˆ1, Gˆ
′
1) (C1)
Using eq.(42), and the parity properties of the function PS , we can show:
(ni,j + n−i,−j − n−i,j − ni,−j)2 = 16N2T (〈g1g′1〉+ 〈gˆ1gˆ′1〉)2 (C2)
×
{∫
dB
∫
dB′(BB′) [PS(ui, B, uj , B′)− PS(ui, B, uj−1, B′)− PS(ui−1, B, uj , B′) + PS(ui−1, B, uj−1, B′)]
}2
and
ni,j + n−i,−j + n−i,j + ni,−j = 4NT
∫
dB
∫
dB′
∫ ui
ui−1
dA
∫ uj
uj−1
dA′PS(A,B,A′, B′) (C3)
Consequently, we have:
χ2 = 2NT (〈g1g′1〉+ 〈gˆ1gˆ′1〉)2
∑
i,j>0
[∫
dB
∫
dB′
∫ ui
ui−1
dA
∫ uj
uj−1
dA′PS(A,B,A′, B′)
]−1
(C4)
×
{∫
dB
∫
dB′(BB′) [PS(ui, B, uj , B′)− PS(ui, B, uj−1, B′)− PS(ui−1, B, uj , B′) + PS(ui−1, B, uj−1, B′)]
}2
When 〈gˆ1gˆ′1〉 = −〈g1g′1〉, χ2 reaches its minimum. χ2 can be rewritten as:
χ2 =
(〈gˆ1gˆ′1〉+ 〈g1g′1〉)2
2σ2〈gˆ1gˆ′1〉
(C5)
In the limit of small bin size ∆, we have:
σ−2〈gˆ1gˆ′1〉
NT
≈4∆2
∑
i,j>0
[∫
dB
∫
dB′(BB′)∂ui∂ujPS(ui, B, uj , B
′)
]2 [∫
dB
∫
dB′PS(ui, B, uj , B′)
]−1
(C6)
≈
∫
dA
∫
dA′
[∫
dB
∫
dB′(BB′)∂A∂A′PS(A,B,A′, B′)
]2∫
dB
∫
dB′PS(A,B,A′, B′)
In comparison, let us work out the C-R bound for the shear-shear correlation. The PDF of G1 for a gˆ1 is:
P (G1, G
′
1) =
∫
dg1
∫
dg′1φ(g1, g
′
1)
∫
dB
∫
dB′PS(G1 − g1B,B,G′1 − g′1B′, B′) (C7)
=
∫
dB
∫
dB′
[
PS(G1, B,G
′
1, B
′) +
1
2
〈g21〉B2∂2G1PS +
1
2
〈g′12〉B′2∂2G′1PS + 〈g1g
′
1〉BB′∂G1∂G′1PS
]
14 Zhang et al.
So that:
σ−2〈g1g′1〉(MLE) = −
∑
i
∂2 lnP (Gi1, G
′
1
i
)
∂〈g1g′1〉2
= NT
∫
dA
∫
dA′
[∫
dB
∫
dB′(BB′)∂A∂A′PS(A,B,A′, B′)
]2∫
dB
∫
dB′PS(A,B,A′, B′)
(C8)
which again agrees with the result of PDF-SYM in the limit of small bin size.
D. PDF-SYM FOR RECOVERY OF SHEAR COVERING A REDSHIFT RANGE
Let us consider the case in which the source galaxies inside a given angular region covers a certain redshift range.
Minimizing χ2 defined in eq.(36) then leads to an estimate of a weighted sum of the shear signal along the line of
sight. The weighting function can be calculated straightforwardly. For this purpose, we still assume that the number
of measurements is large, so that ni can be written as integrations (i > 0):
ni = NT
∫ ui
ui−1
dGˆ1P (Gˆ1) = NT
∫
dz
∫
dB
∫ ui
ui−1
dGˆ1PS
[
Gˆ1 − (g1(z)− gˆ1)B,B, z
]
(D1)
Note that we need to denote the PDF PS as a function of redshift in this case, because the image qualities of the
observed galaxies must have systematic dependence on the redshift. The difference between ni and n−i can be written
as:
ni − n−i = 2NT
∫
dz [gˆ1 − g1(z)]
∫
dBB [PS(ui, B, z)− PS(ui−1, B, z)] (D2)
Consequently, we get:
χ2 = NT
∑
i>0
{∫
dz [gˆ1 − g1(z)]
∫
dBB [PS(ui, B, z)− PS(ui−1, B, z)]
}2∫
dz
∫
dB
∫ ui
ui−1
dAPS(A,B, z)
(D3)
from which one can show that when χ2 reaches its minimum, i.e. , when dχ2/dgˆ1 = 0, the resulting gˆ1 corresponds to
the following weighted sum of g1(z):
gˆ1 =
∫
dzg1(z)ω(z) (D4)
where
ω(z) =
(
1∑
i>0E
2
i F
−1
i
)∑
i>0
EiF
−1
i
∫
dBB [PS(ui, B, z)− PS(ui−1, B, z)] (D5)
and
Ei=
∫
dz
∫
dBB [PS(ui, B, z)− PS(ui−1, B, z)] (D6)
Fi=
∫
dz
∫
dB
∫ ui
ui−1
dAPS(A,B, z)
