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Abstract
This thesis is intended to present a specific sub-problem of a larger one we call the
"Inverse Problem". We wish to estimate the velocity (speed and direction) of an edge of
light which is moving on the photoreceptor layer of a rabbit retinal patch. We make these
estimates based solely on the electrical responses measured from the retinal ganglion
cells (RGCs). To this end, we develop five novel algorithms. The first four of these are
least squares based and the fifth one employs a maximum likelihood approach. We
present a sensitivity analysis on the four least squares algorithms. We also develop a
novel method for reweighing these least squares algorithms so as to minimize a weighted
sum of the variances of our estimates. The fifth algorithm is significantly more complex
than the first four as it involves creating cell models through "training"; moreover, it uses
the entirety of each cell's response whereas the least squares algorithms use only first
order statistics of each cell's response. We present and compare the results of the top
performing least squares algorithm with the fifth algorithm on data recorded from a
retinal patch. Through simulations, we explore the effects of using a small number of
closely "clustered" cells on the performance of these two algorithms.
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Chapter 1
Introduction
Wisest is he who knows that he does not know...
-Socrates
When I started looking for a Master's thesis topic, I envisioned working on
cutting edge research project which involved rigorous mathematical analysis applied to
an interesting and inherently difficult problem whose solution would benefit humanity. I
am glad to say that this thesis, which is a branch of the Boston Retinal Implant Project,
was the ideal match for my vision, needs, and aspirations. Professor Wyatt offered me the
opportunity to work on a pioneering effort whose long term goal is to understand the
retinal neural code. The purpose of this thesis is to shed light on the field of retinal neural
coding by proposing, simulating, and testing algorithms which estimate motion
parameters of optical stimuli given an ensemble of Retinal Ganglion Cell (RGC)
responses to these stimuli. We are not asserting that any of these algorithms are used by
the brain to decode motion information obtained from the retina. Rather, we seek to
demonstrate that information about visual motion which is encoded in RGC spike train
responses can be decoded.
The Boston Retinal Implant Project serves as a springboard to study retinal neural
coding. Its objective is to restore partial vision in patients with Retinitis Pigmentosa and
age related Macular Degeneration. These particular conditions affect the retinal
photoreceptor layer, leaving it dysfunctional in most cases. However, these degenerative
diseases leave the ganglion cell layer almost entirely functional (Medeiros et al. 2001
[9]). The latter layer is responsible for transmitting the visual information to the brain
through the optic nerve. Hence, by electrically stimulating the ganglion cell layer, one
could presumably obtain visual perceptions in the brain.
In order to effectively code a retinal implant circuit's stimulating signals, the
structure of the stochastic map from optical signals to retinal ganglion cell firing patterns
would have to be understood. If this mapping can be modeled accurately, it will be
possible to produce a coding scheme that can be decoded by the brain. It is natural to
focus on the retinal ganglion cells as they are the only retinal cells that feed signals to the
brain; moreover, this connection is only feed-forward (Grossberg et al. 1997 [7]).
Theoretically, this implies that if we were able to replicate the spatio-temporal spiking
pattern caused by a specific light pattern in every single ganglion cell of a healthy retina
via electrode stimulation, the brain would perceive that specific light pattern. In other
words, we would be mimicking the behavior of each RGC's electrical response to a light
pattern thus enabling the brain to "decode" the stimulus.
A related problem which helps us understand the aforementioned problem is what
we call the "Inverse Problem". The statement of the Inverse Problem is as follows: given
a set of spatio-temporal RGC responses, what can we infer about the optical stimulus
video that was shown to the retina? In a sense, this process is the inverse of that carried
out to stimulate RGCs from a retinal implant. The logic of the Inverse Problem is
depicted in Figure 1-1. The aim of this thesis is to develop algorithms which solve the
Inverse Problem for a certain family of optical stimuli: moving edges of light. This will
be accomplished by suggesting and studying models that aid in finding estimates for the
parameters that describe a stimulus in a parameterized set. The overall problem which
will be addressed in this thesis is described in section 1.1; a description of typical RGC
responses to moving edges of light is given in 1.2; a description of each chapter and the
logical flow of this thesis are given in section 1.3.
Parameterized - Ganglion Cell Spike Parameter
Optical Stimulus Ganglion Responses Data Trains Estimation Estimates
Cells Analysis Algorithm
Figure 1-1: This figure depicts the process of estimating visual stimulus parameters from RGC recordings.
The optical stimulus elicits responses from the RGCs; these RGC responses are recorded and analyzed so
as to obtain a spike train for each RGC; a RGCs spike train signifies the times at which the cell "fired".
Estimation algorithms take these spike trains as inputs and output the parameters of interest of the visual
stimulus.
1.1 Problem Description
This thesis focuses on one of the simplest statements of an Inverse Problem. We wish to
make estimates of the speed and direction of moving edges of light which are presented
to a piece of rabbit retina. The speed and direction of these edges are constant throughout
their time of motion. These edges can be a dark to light transition (we call these ON
edges) or they can be a light to dark transition (we call these OFF edges). Note that the
luminance intensity is not altered throughout the time of motion. Moreover, each edge
can be wide (we call these curtains) or narrow (we call these bars). In the case of curtains,
they are either bright over a dark background or dark over a bright background. In the
case of bars, they are bright over a dark background and they are of finite length (i.e. they
have a leading and a trailing edge): thus, a single bar causes an ON effect followed by
and OFF effect on the retina. Graphical representations of these stimuli are presented in
figures 3-3 and 3-4 of chapter 3 of this thesis. For each cell, the occurrence times of the
action potentials produced are recorded; the set of all such occurrence times for a cell in
response to a stimulus is called a spike train. The algorithms we employ to estimate the
speed and direction of a moving edge take as input the spike train response of every cell.
There are two types of estimation algorithms we develop: the first type uses only first
order statistics of each cell's spike train response whereas the second type uses the
entirety of each cell's spike train response.
1.2 RGC Firing Patterns
There are four general categories of retinal ganglion cells which we use in our estimation
procedures:
OFF cells: these cells increase their firing rate above their spontaneous firing rate
when a light do dark stimulus is presented to them. They also decrease their firing
rate below their spontaneous firing rate when a dark to light stimulus is presented
to them. Thus, they fire vigorously when a light to dark edge passes over them;
their firing is inhibited when a dark to light edge is passed over them. An example
of the firing of such a cell in response to both ON and OFF curtains is given in
figure 1-2.
* ON cells: these cells increase their firing rate above their spontaneous firing rate
when a dark to light stimulus is presented to them. They also decrease their firing
rate below their spontaneous firing rate when a light to dark stimulus is presented
to them. Thus, they fire vigorously when a dark to light edge passes over them;
their firing is inhibited when a light to dark edge is passed over them. An example
of the firing of such a cell in response to both ON and OFF curtains is given in
figure 1-3.
* ON-OFF cells: these cells increase their firing rate above their spontaneous firing
rate when presented with either a dark to light or light to dark stimulus. Thus, they
fire vigorously in response to both a dark to light edge and a light to dark edge.
1.3 Thesis Layout
This thesis is an amalgamation of the research I pursued jointly with Adam Eisenman in
the academic year 2006-2007 and the research I pursued with the important input of
Jessica Wu and Shamim Nemati during the fall of 2007. Thus, this thesis is divided into
two parts: the first part (chapters 3 and 4) contains work that was done jointly with
Adam. The work in these chapters is based on estimation algorithms which use first order
statistics of RGC spike train responses: these algorithms are "least squares" algorithms.
Adam has graciously allowed me to use these chapter write-ups from his thesis; I give
him much kudos for writing them up in a clear and coherent manner. Although the work
was done jointly, Adam bore the grunt of writing it up and I thank him for this. Other
work which I did jointly with Adam is contained in chapters 5, 6, and 7 of Eisenman,
2007 [1]. However, I omit it from this thesis so as not to be repetitive. The second part
(chapters 5, 6, 7, and 8) contains work done during the fall of 2007 in collaboration with
Jessica Wu and Shamim Nemati. The work in these chapters is based on an algorithm
which uses the entirety of each cell's spike train response.
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Figure 1-2: This figure depicts the response of an OFF cell to a curtain moving in the 4 cardinal directions.
Panel A shows the Peri Stimulus Time Histogram (PSTH) computed over 10 trials of the response of an
OFF cell to the motion of an ON curtain in these 4 directions and the motion of an OFF curtain in these 4
directions. Yellow arrows represent the motion of an ON curtain. Black arrows represent the motion of an
OFF curtain. The green lines represent the times at which the curtains begin to move in each corresponding
direction, while the red lines represent the time at which the curtains stops moving. For example, let's
consider the first row of panel A: for the first 2000ms, the screen is dark. A bright curtain enters from the
left of the screen at 2000ms and moves rightwards across the screen until 5800ms. Between 5800ms and
8800ms, the screen is covered by the bright curtain. At 8800ms, the bright curtain moves leftwards until it
exits the screen at 12600ms. Panel B depicts the cell's response to the same stimulus repeated 10 times.
Each spike train corresponds to a single trial of a moving curtain. Each of the four PSTH's of panel A is
essentially the average firing of the cell over the ten trials depicted in the corresponding "row" of the plot in
panel B.
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Figure 1-3: This figure depicts the response of an ON cell to a curtain moving in the 4 cardinal directions.Note that these are the same stimuli as those in figure 1-2. Panel A shows the Peri Stimulus Time
Histogram (PSTH) computed over 10 trials of the response of an ON cell to the motion of an ON curtain in
these 4 directions and the motion of an OFF curtain in these 4 directions. Yellow arrows represent the
motion of an ON curtain. Black arrows represent the motion of an OFF curtain. For example, let's consider
the first row of panel A: for the first 2000ms, the screen is dark. A bright curtain enters from the left of the
screen at 2000ms and moves rightwards across the screen until 5800ms. Between 5800ms and 8800ms, the
screen is covered by the bright curtain. At 8800ms, the bright curtain moves leftwards until it exits the
screen at 12600ms. The green lines represent the times at which the curtains begin to move in each
corresponding direction, while the red lines represent the time at which the curtains stops moving. Panel Bdepicts the cell's response to the same stimulus repeated 10 times. Each spike train corresponds to a single
trial of a moving curtain. Each of the four PSTH's of panel A is essentially the average firing of the cell
over the ten trials depicted in the corresponding "row" of the plot in panel B.
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More specifically, chapter 3 describes the experimental set up in great detail;
Steven Stasheff and Shelley Fried were particularly helpful in teaching us to do the
experiments required to generate the data on which we test our algorithms' performance.
Chapter 4 contains the mathematical description of our problem. It also contains the
derivations of four least squares based estimation algorithms (the "Estimating Velocity
Vector Directly" algorithm, the "Global Firing Time Information Algorithm", the
"CosCos" algorithm, and the "Newton Raphson Minimization" algorithm). Furthermore,
for each algorithm, an analysis is performed of the noise sensitivities of the estimates as a
function of the noise in the measured parameters which we input to the algorithms.
Simulations and data testing of these algorithms can be found in chapters 5 and 7 of
Eisenman, 2007 [1 ]. Chapter 5 of this thesis presents a novel way of weighing least
squares so as to minimize a weighted sum of the variances of a set of parameter estimates
which we are interested in. At first glance, this chapter may seem like a digression from
the rest of this thesis; however, the goal of this work is to find a way to reweigh least
squares problems in which we are interested in the accuracy of some estimates more than
others. Chapter 6 develops an estimation algorithm which utilizes maximum likelihood
estimation: in contrast to the algorithms of chapter 4, this algorithm does not use least
squares. For each cell, a model is obtained through "training". The likelihood of each
cell's response is then computed and the joint likelihood of all cells' responses is
maximized. Chapter 7 compares the results of the "likelihood algorithm" of chapter 6 and
the global firing time information algorithm of chapter 4 on real data. Chapter 8 presents
and compares simulation results of both the likelihood and global firing time information
algorithms. It explores the effect of using a small number of cells as well as the effect of
using cells which are clustered closely in each algorithm. Chapter 9 reviews the
conclusions of this thesis and proposes further work to be done.
Chapter 2
Survey of the Current Literature
A survey of the current literature on the subjects of the Inverse Problem and Likelihood
Methods is presented in this chapter. It served as a guideline outlining methods that had
been used in the past and what had already been accomplished. It also provided insight
into what could be done differently to advance the field. Section 2.1 describes work that
is relevant to understanding retinal ganglion cell differentiation; section 2.2 presents work
relevant to the Inverse Problem; section 2.3 surveys how Likelihood Methods are
currently being used in neural decoding.
2.1 Ganglion Cell Types and Functions
Mammalian retinal ganglion cell morphological types are relatively well defined
(Rockhill et al. 2002 [9]); Rockhill found 11 types of morphologically distinct RGCs.
Moreover, RGCs have distinct physiological characteristics: some respond maximally to
an onset of bright light (ON cells), some respond maximally to an offset (OFF cells), and
some respond to both onsets and offsets (ON-OFF cells). Moreover, within each of the 3
groups described above, there exist subgroups: within each group, some cells are more
latent than others in their responses and some cells' responses have a higher duration than
others. Devries et al. 1997 [5] conducted anatomic and physiological studies on the
mammalian retina and showed that the receptive fields of several types of ganglion cells
tile the retinal surface. Carcieri et al. 2003 [4] clustered mouse retinal ganglion cells into
physiological types as follows: they project a flashing light onto a cell's receptive field in
such a way that it responds maximally. They used a cluster analysis approach from which
they found that mouse ganglion cells clustered into several groups based on 3 standard
response parameters: 1) response latency, 2) response duration, and 3) relative amplitude
of the ON and OFF responses.
2.2 The Inverse Problem
The problem of decoding the neural code of the retina has been studied in the past
(Stanley et al. 1997 [11], Frechette et al. 2005 [6], and Guillory et al. 2006 [8]). The
traditional way of estimating the stimulus that was shown to the retina has been to first
characterize the response properties of each cell in the ensemble using an optimal (in the
mean-square sense) LTI filter and then filter the subsequent response of these cells using
each of their filters to obtain a visual stimulus estimate. Stanley et al. 1997 [11] used a
linear decoding technique to reconstruct spatiotemporal visual inputs from ensemble
responses in the Lateral Geniculate Nucleus (LGN) of the cat. From the activity of
177 cells, they reconstructed natural scenes with recognizable moving objects. The
quality of reconstruction depended on the number of cells. For each point in space, the
quality of their reconstruction began to saturate at six to eight pairs of ON and OFF cells
which approached the estimated coverage factor in the LGN of the cat. The method above
however gives no information about how the geometrical layout of the cells used affects
the reconstruction. Moreover, the decoding method assumes that all information is coded
in the firing rates of neurons.
Frechette et al. 2005 [6] examine how speed of movement is encoded in the
population activity of magnocellular-projecting parasol retinal ganglion cells (RGCs) in
macaque monkey retina. They adopt a different approach as they record responses at the
level of the retina; in this manner, they take advantage of the cells' geometrical layout in
space because these positions roughly correspond to the location of the cells' receptive
fields. They propose a model which, by taking into account the delay between the
responses of pairs of cells, gives an estimate of the speed of a moving curtain. In essence,
they solve the problem of estimating a curtain's speed given that its direction of motion is
known. They pair cells up and estimate each cell pair's time difference of responses by
finding the peak of the cross-correlation of the two cells' spike train responses. Given
that they know the cells' locations, they are able to estimate speed. They conclude that
temporal structure in spike trains provides more precise speed estimates than time-
varying firing rates; moreover, correlated activity between RGCs has little effect on
speed estimates. The Inverse Problem which is proposed and solved through various
algorithms in this thesis is an extension of the one presented in Frechette et al. 2005 [6]
because we seek to estimate both the speed and direction of a moving edge
simultaneously: the fact that our problem is two-dimensional makes it much more
complicated than the one in Frechette et al. 2005 [6].
Guillory et al. 2006 [8] infer the color of a stimulus, given the activities of 18
retinal ganglion cells. They use a point-process framework consisting of an
inhomogeneous Poisson model of neural firing combined with a refractory renewal
period following each spike. The instantaneous rate function is taken to be the smoothed
PSTH for each cell. They decode via a likelihood framework; the inclusion of the
refractory behavior of neurons into their model only marginally (less than 1 percent)
improved the decoding performance.
2.3 Likelihood Methods
Likelihood methods have become popular in neural spike train decoding over the last 10-
15 years. Their main advantage is that they are extremely generalizeable. Brown et al.
1998 [2] tackles the problem of predicting the position of a freely foraging rat based on
the ensemble firing patterns of place cells recorded from the CA1 region of its
hippocampus. They develop a two-stage statistical paradigm for neural spike train
decoding: in the first stage, they model place cell spiking activity as an inhomogeneous
Poisson process whose instantaneous rate is a function of the animal's position in space
and phase of its theta rhythm. In the second stage, they use a Bayesian statistical
paradigm to derive a nonlinear recursive causal filter algorithm for predicting the position
of the animal from the place cell ensemble firing patterns. Of interest to us was their
model for place cells: the inhomogeneous Poisson rate parameter is position dependent
and modeled as a Gaussian function defined as:
A(t) = exp a - (x(t) - t)T W 1 (x(t) - t) (2.3.1)
where a is the place cell firing intensity parameter, x(t) = [x, (t), x 2 (t)]T is the vector
denoting the animal's position at time t, p. = [uP, ,P2 ]T is the vector whose coordinates are
2 °
the location of the place field center, and W = r is a scale matrix whose scale
parameters in the x, and x2 directions are 2 and 072 respectively. They set the off-
diagonal terms to 0 because they claim that those parameters are statistically
indistinguishable from 0. In chapter 6, we model the receptive fields of retinal ganglion
cells with a variant of the above model for place cells. However, our decoding stage is
non-Bayesian in nature as we obtain maximum likelihood estimates for our speed and
direction parameters.
Truccolo et al. 2004 [12] derive a point process framework for relating neural
spiking activity to spiking history, neural ensemble, and extrinsic covariate effects. Of
interest to us is the statistical framework they propose which is based on the point process
likelihood function: with this framework, they relate a neuron's spiking probability to
three typical covariates: the neuron's own spiking history, concurrent ensemble activity,
and extrinsic covariates such as stimuli or behavior. Their framework uses parametric
models of the conditional intensity function to define a neuron's spiking probability in
terms of the covariates. Their point process framework provides a flexible,
computationally efficient approach for maximum likelihood estimation, goodness-of-fit
assessment, residual analysis, model selection, and neural decoding. Of interest to us is
their definition of the conditional intensity function, which is exactly the inhomogeneous
Poisson rate. In chapter 6, we use an adaptation of their method in deriving the joint
likelihood function of a set of spike train responses.
2.4 Acknowledgements for Chapters 3 and 4
Before continuing, I would like to remind the reader that the next two chapters, chapter 3
(Experimental Procedures) and chapter 4 (Theoretical Developments on Least Squares
Algorithm) were joint work with Adam Eisenman but they were written up in Adam's
thesis; he has graciously allowed me to use them in this thesis and I thank him for this!
Of course, Professor John Wyatt has agreed to this as well.
Chapter 3
Experimental Procedures
The experiments that we found necessary for the completion of this thesis took place
in the Cellular Neurobiology Laboratory (Masland Lab) at Massachusetts General
Hospital (MGH) under the supervision of neurophysiologists Steven Stasheff, MD,
PhD, Shelley Fried, PhD, and Karl Farrow, PhD. More specifically, Dr. Shelley Fried
performed the surgery and dissection of the retinal piece, and Dr. Steven Stasheff
mounted the retinal piece onto his multi-electrode array (MEA) set-up. Dr. Karl
Farrow provided help with the system setup and debugging.
This chapter commences with a description of the procedures that took place in
order to prepare the rabbit retinal tissue on which we ran experiments. Next, we
describe the MEA set-up and its interface with the retinal piece. Subsequently, we
give a description of the visual stimuli that were presented to the retinal piece along
with the optical machinery required to perform the presentation task. Lastly, we
explicate the procedures for assigning spike times to each cell from which the MEA
recorded electrical activity.
With the purpose of having multiple trials on which to test our analysis, we
performed experiments on different days; each day on a retinal patch coming from
a different rabbit. On any given experimental day, we chose to run a subset of the
experiments described in this chapter.
3.1 Tissue Preparation
New Zealand white rabbits of either sex (3-5 kg) were anesthetized with xylazine
(5-10 mg/kg) and ketamine (30-100 mg/kg) to the point that the corneal reflex was
abolished. The animal was enucleated, the globe hemisected, and the vitreous re-
moved. The animal was killed with an overdose of ketamine, according to a protocol
approved by the Subcommittee on Research Animal Care of the Massachusetts Gen-
eral Hospital. Under infrared illumination to minimize exposure to visible light, using
a dissecting microscope (Leica Microsystems, Inc., Bannockburn, IL) with infrared
image intensifiers (BE Meyers, Inc., Redmond, WA), the retina was dissected from
the retinal pigmentary epithelium. Next, it was placed ganglion cell layer down onto
a multi-electrode recording array (10 um in diameter circular contacts spaced 200 pm
apart; Multichannel Systems, Reutlingen, Germany) in a recording chamber attached
to a microscope stage, and superfused at 2.5-3.5 mL/min with warm (33-370 C) Ames'
medium. Subsequently, the retina was allowed to sit in the dark for approximately
one hour so as to become less hyperactive and "settle down"; once we decided that
the retina was not hyperactive, we proceeded with our experiments.
3.2 Multi-electrode Recordings
A square (1.4mm side-length) MEA (seen in Figure 3-1 with 4 corner electrodes not
present; 10pm electrode diameter, spaced 200pm apart) followed by a 60-channel am-
plifier (Multi-channel Systems, Reutlingen, Germany) mounted on a microscope stage
(Zeiss Axioplan, Gbttingen, Germany) interfaced with digital sampling hardware and
software (Bionic Technologies, Inc., Salt Lake City, UT) for recording and analyzing
spike trains from each of the electrodes in the array. Digitized data initially were
streamed onto the computer's hard drive and further analyzed offline. After transfer
of the retina to the recording chamber, recordings were allowed to stabilize for at
least one hour, as evidenced by stable action potential amplitudes, number of cells
recorded, frequency of spontaneous firing, and consistency of light-evoked responses.
Figure 3-1: MEA and image projection area drawn to scale. The MEA's side has
a length of 1.4mm. Each electrode has a 10p/m diameter. The shape of the image
Projection Area is rectangular (height 2.038mm, width 2.718mm)
The MEA recording system samples waveforms at 30 kHz. If a digitized waveform
exceeds a user-defined threshold, it is stored in memory along with its occurrence
time. These thresholds (one for each channel/electrode) are set in such a way so as to
minimize the recording of events other than action potentials. In this manner, only
action potentials and their corresponding occurrence times are stored in memory;
faulty waveforms are discarded.
3.3 Visual Stimulation
In experiments with light stimulation, a miniature computer monitor (Lucivid, Micro-
BrightField, Colchester, VT) projected visual stimuli through a 5x objective; these
were focused onto the photoreceptor layer of the retina with the help of a mirror
(depicted in Figure 3-2). Luminance was calibrated via commercial software (Vi-
sionWorks, Vision Research Graphics, Durham, NH), using a photometer (Minolta,
Ramsey, NJ) and photodiode placed in the tissue plane. The refresh rate of the
monitor was 66 Hz. The same software controlled and recorded stimulus parameters,
passing synchronization pulses to the data acquisition computer via a parallel inter-
face with 10 usec precision. The purpose of these synchronization pulses was to give
us an indication of when the spikes occurred relative to what occurred on the image
plane.
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Figure 3-2: The image, produced by the image projector is deflected off of a flat
mirror which is inclined at 450. The image passes through the transparent (the effect
of the 10 pm non-transparent electrodes is very small) MEA, and focuses on the
photoreceptor layer of the retina. The MEA makes contact with the RGCs.
We stimulate the retinal piece with various stimuli which were crafted using com-
mercially available software (VisionWorks, Vision Research Graphics, Durham, NH).
The projected images are pixelated with 800 x 600 resolution. The following is a
description of the stimuli which we presented.
3.3.1 Bright and Dark Curtains Moving at Various Speeds
and Directions
A curtain is a moving edge of light (bright over a dark background or dark over
a bright background) which progressively covers the projection area. The edge of
light moves at a constant speed and direction. For the sake of clarity we describe
the sequence of events which define an ON curtain: 1) The background is dark, 2)
An edge (which separates dark from bright) comes onto the projection area, 3) The
portion on the bright side of the edge grows bigger and bigger until the projection area
is completely bright. An OFF curtain is defined similarly, except that the background
is initially bright and ends up being dark.
During a given experiment day we ran ON and OFF curtains in 4, 8, or 16 different
directions. The angles at which we run the curtains are evenly spaced over the range
of 3600. For example, motion in 16 directions occurs at 00, ±22.50, ±450, ±67.50,
±900 ±112.50, ±1350, ±157.50, and 1800. The curtains were designed to move along
two axes (horizontal and vertical). However, to obtain more than 4 directions we
rotated the projected image accordingly (seen in 3-3). On a given day we run the
curtains at a subset of the following speeds: 300, 357, 600, 714, 1200, 1428, 2400, and
2856 pm/sec. We repeated motion of each curtain at every contrast (ON or OFF),
speed, and direction 10 times. This is done so that we can do statistical analysis of
the cell firing patterns. We wait at least 2 seconds between the end of one curtain
and the beginning of the next curtain motion. Figure 3-3 depicts motion of ON and
OFF curtains in all 16 directions.
3.3.2 Finite Length Thin Bars Moving at Various Speeds and
Directions
Bright rectangular bars which are narrow compared to the size of the projection
area (height 2.038mm, width 2.718mm) were moved over a darker background. The
contrast between the bright bars and the darker background was the same as the
contrast described for the curtains. The dimensions of the bars were either 300pm x
900pm, or 357pm x 1071/m, depending on the experiment. A single bar causes ON
and OFF effects due to its leading and trailing edges, respectively. These bars were
moved across the retinal piece at various directions and speeds. The bar stimuli were
prepared in such a way that the whole projection area would be swept by the moving
bars.
Similar to the curtain stimuli, the bar stimuli were designed so that all motion
occurred along two axes (horizontal and vertical). The projected image would be
rotated accordingly (as was seen in the previous section, for curtains) depending on
the angle at which we wanted to move the bars. We ran the bars in 4, 8, or 16
directions depending on the experimental day. For example, motion in 16 directions
occurs at 0', ±22.5', ±450, ±67.50, ±900 ±112.50, ±1350, ±157.50, and 1800. On a
ON Curtains OFF Curtains
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Figure 3-3: The MEA is always fixed. The projected image is rotated with respect to
the MEA (by rotating the projection device) to obtain the effect of curtain motion in
various directions. The left half of the figure depicts motion of a bright curtain over a
darker background (ON effect). The right half depicts motion of a dark curtain over a
bright background (OFF effect). The directions of motion are 0', 180', ±22.50, ±45',
±67.5, 1±900 ±112.50, ±1350, and ±157.50. In addition, these curtains are moved
at various speeds, as described above. The order in which the different directions,
speeds and contrasts (ON or OFF curtain) were shown to the retinal piece vary from
one experimental day to another, but is explained in subsection 3.3.3
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given day we run the bars at a subset of the following speeds: 300, 357, 600, 714,
1200, 1428, 2400, and 2856 pm/sec. We repeated motion of each bar stimulus (given
speed and direction) 5 times.
We ran the bar stimuli with the purpose of estimating the speed and direction
of the moving bars. In addition, as mentioned in Chapter 1, we noticed that DS
cells lose much of their directional selectivity when stimulating them with curtains;
therefore, it was helpful to detect the presence of such cells using moving bars. We
make the bars overlap (by half a bar width) to obtain better resolution when locating
DS cells. Figure 3-4 depicts the bar stimuli for motion along both axes (horizontal
and vertical).
3.3.3 Visual Stimulation Protocol
As soon as the retinal firing had "settled down," we recorded 10 minutes of spon-
taneous activity. These recordings were used after the experiment to check for any
patterns of recognizable noise in the spontaneous firing patters of the RGCs.
Next, we proceeded with the retinal visual stimulation in one of two possible ways:
1. We ran curtains (at various speeds) and then various speeds of bars (10 and 5
times respectively) in 4 directions. If on the given experimental day we ran more
than 4 directions, we then rotated the projector and ran the curtains and then
the bars at the same speeds, 10 and 5 times respectively, in 4 new directions.
We proceeded with this protocol until we had finished with all the directions
that were run on a given experimental day.
2. We ran a set of curtains (at a single speed) and various speeds of bars in 4
directions, 1 time each. We then rotated the projector and ran the same set
of stimuli in 4 new directions. We then rotated back to the original projector
position, and started over. This was done 5 times to obtain 5 repetitions of
bars moving at various speeds in 8 directions and a set of curtains moving at a
single speed in 8 directions.
Horizontal Motion Vertical Motion
1st bar in sequence moving right 1st bar in sequence moving left
2no oar in sequence moving ngnt 2na oar in sequence moving left
1st bar in sequence moving down 1st bar in sequence moving up
10th bar in sequence moving right 10th bar in sequence moving left I 14th bar in sequence moving down 14th bar in sequence moving up
Figure 3-4: Horizontal Motion: The left half of the figure depicts the manner and
the order in which horizontal bars sweep the projection area. In words, the order
of events is as follows: A) First bar comes into the projection area along the top of
the screen, this bar keeps moving to the right at a constant speed until its back edge
reaches the end of the screen (now the screen has no bright elements on it), 3 waiting
seconds pass with no motion, B) The same bar comes back into the projection area
and moves along the same line (in the opposite direction) until what is now its back
edge reaches the end of the screen (the screen has no bright elements on it), 3 waiting
seconds pass with no motion, C) The next bar moves along a line half a bar width
under the line of motion of the first bar, D,E,F) This is repeated until all 10 bars have
moved back and forth. This way the screen is more than swept (the bars overlap by
a half bar width). Vertical Motion: The right half of the figure depicts a scenario
analogous to the one described for horizontal motion. In this picture we see that the
bars move along the vertical axis. Due to the rectangularity of the screen, we need
to move 14 bars instead of 10. The bars overlapped by half a bar width also, and
more than swept the screen. The order in which the different directions, and speeds
were shown to the retinal piece vary from one experimental day to another, but is
explained in subsection 3.3.3
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The purpose of running protocol #1 is to leave as little time as possible between
repetitive runs of each stimulus. However, if protocol #1 is run, there are big gaps
between the time in which a set of bars was run in one direction and some of the other
directions. This is problematic because the state of the retinal tissue is not constant
over time. Therefore, protocol #2 is necessary to make reliable DS polar plots1 .
3.4 Spike Waveform Analysis
Action potential (spike) waveforms accepted for further analysis were at least 60 IV
in amplitude and greater than 1.85 times the RMS of the background signal. To
distinguish responses from different cells that might appear on the same electrode,
PowerNap, a component of the data acquisition software (Bionic Technologies, Inc.,
Salt Lake City, UT), was used for supervised automated sorting of action potential
profiles according to a principle components analysis (PCA) paradigm. For each
electrode, the software displays all of the waveforms recorded in a window of length 1
msec. Each of these waveforms is decomposed into its first three principal components
and placed as a point in three-dimensional space. Principal components are the
eigenvectors computed from the correlation matrix of all the action potentials recorded
at each electrode [?]. We are able to view all three two-dimensional projections of
each waveform in the space defined by the first three principle components (Figure
3-5 shows the projection onto their space defined by the first two components).
The individual waveforms were partitioned iteratively into 1-5 clusters according
to an automated K-means paradigm [?], an algorithm used to minimize the total intra-
cluster variance. With the help of the K-means algorithm, followed by further manual
assignment of waveforms to specific clusters, we try to: 1) Maximize the similarity
among waveforms within a cluster; 2) Minimize the degree of overlap between clusters,
and 3) Maximize the distance between cluster centers and edges. In cases where an
optimal solution was not immediately distinguished on this basis, the data initially
1DS polar plots give a measure of how much a DS cell fired for motion over all experimented
directions.
Waveforms in Time Waveform PC Projection
Figure 3-5: On the left of the figure, we see the samples of action potential waveforms
coming from two different cells recorded on the same electrode. On the right, we see
the projection of each of these transformed vectors onto the 2-D space defined by the
first two principal components of the data on the electrode. It can be seen that the
yellow and white clusters are gracefully separate. In the time domain, it can be seen
that waveforms which were clustered together look very similar.
was segregated into a greater number of clusters than seemed the likely final solution.
This was followed by subsequent analysis of the corresponding spike trains (described
below), to determine which of these signals were generated by the same or distinct
sources. In the cases with broad and overlapping clusters, individual waveforms were
considered outliers and excluded if their projected point in PC space was distant
from the closest cluster's center by greater than 2.5-4.0 times the standard deviation
of the data within that cluster. Appropriate assignment of individual waveforms to
distinct cells was confirmed further by analysis of the corresponding spike trains.
Inter-spike interval (ISI) histograms were computed for each spike train by measuring
the intervals between spikes in the train for all possible spike pairs within a candidate
cluster, and then distributing these values in bins of 0.2 msec width. ISI histograms
from accepted data demonstrated a refractory period of at least 1 msec (typically
2-5 msec) and did not reflect any of the following patterns of recognizable noise: 60
Hz, very high frequency (> 10 kHz) transients, or waveforms distinct from those of
extracellular action potentials (e.g. sinusoidal oscillations).
Once the spike sorting for a particular experiment (e.g. curtains in a certain
direction, moving at a certain speed) was done, the results were used as a basis to
sort the rest of the experimental data files. For example, if a cell with a particular
action potential shape on electrode 55 was named unit 1, then it was verified that
for every other data file, unit 1 on electrode 55 had the same action potential shape.
This assures us that when we refer to the firing of a particular cell across two different
experiments (e.g. curtains in a given direction at two different speeds), we know that
we are referring to the same cell.
Chapter 4
Theoretical Developments on Least
Squares Algorithms
Initially, we are interested in estimating the speed (v) and direction (0) at which
a curtain of light is moving. The curtain moves at a constant speed and direction
during the time of motion. We wish to make these estimates solely by using the
times at which each cell in the ensemble fires action potentials. To do this, we model
each cell's location as a point in the plane representing the cell's receptive field (RF)
center. We imagine these cells as sensors which respond instantaneously to changes
in brightness. ON cells react to dark-then-bright changes, OFF cells react to bright-
then-dark changes and ON-OFF cells react to both types of brightness changes.
Given N such cells in the plane, we number them 1 through N and obtain noisy
measurements of each cell's RF center location. We denote cell i's RF center location
by (xi, ye). We also obtain noisy measurements of the time at which each cell fired
relative to the beginning of the recording interval and denote cell i's firing time by
til
In what follows, we present mathematical relationships between the parameters
we obtain from neural recordings (cell locations and firing times) and the speed and
direction of the moving edge. Subsequently, we study how the noise in each parameter
1A real cell generally fires multiple action potentials when an edge of light passes over its receptive
field. However, for simplicity of analysis, we model the cell as a sensor that fires at a single point in
time (when the edge is crossing over it's RF center).
affects our beliefs about what the speed and direction are. We do this by restricting
ourselves to a specific cell location set-up which is analytically tractable. Next, we
discuss possibilities of how to make the desired estimates by merging the information
that each cell contributes.
We find that when we observe the response of cells to motion of a thin bar (the
thickness of which is on the order of a cell's receptive field diameter), estimates of
speed and direction become much noisier. Due to this reason, we look for information
coming from DS cell firing, as DS cells have strong opinions about the direction in
which a thin bar is moving. We study the performance of algorithms that estimate
speed and direction of a thin moving bar under two scenarios: 1) The cells used are
all non-DS, 2) The cells used are a mix of DS and non-DS.
4.1 Equations Relating v, 0, (xi, yi)'s, and ti's
4.1.1 Extracting Information by Pairing Cells
One option is to make estimates of v and 0 based on pairwise information. To do
this, we draw a vector that points from cell i to cell j if ti < tj. We do this for all
(') cell pairings. We number the cell pairs using an index k = {i, j}. We denote the
magnitude of such a vector by dk and the angle by 9 k. In addition, for each cell pair
k, we define:
Atk it - tj (4.1)
For clarity, in Figure 4-1, we present a depiction of a bright edge moving to the
right over a dark background. In this picture, we draw the edge velocity vector
(defined to be orthogonal to the line defined by the moving edge, pointing in the
direction of motion) in both polar and rectangular coordinates. In polar coordinates,
the vector is denoted (v, 0), in rectangular coordinates, (u, w).
Now, given perfect measurements, we have that for cell pair k:
v= k cos(O - Ok) (4.2)
Figure 4-1: Depiction of cell pair, vector from cell i to cell j, time between cell i and
cell j, distance between cell i and cell j, and edge velocity vector.
If the measurements of dk, Ok and Atk were exact, we could find v and 0 exactly
using only three cells by forming two distinct pairs, which give us two equations. Note
that if the measurements are noisy and we wish to have two equations that involve
v and 9, where the errors in the measurements in one equation are independent from
the errors in the other equation, we require 4 cells. In general, for this to be the case
(independence in measurement errors between equations), given N cells, we can only
form at most [NJ pairs, though there are many ways to do so.
Alternatively, we can rewrite 4.2 in a form which relates the velocity vector v =
(u, w) to the measured parameters. Let cells i and j form cell pair k, and let Pk be
the vector which points from cell i to cell j. That is, Pk = (xj, yj) - (xi, yi). Then we
have that:
(u, w) - Atk V 2 + w2  (4.3)
Pk u2 +w 2
We see this because Pk" ) is the distance which the curtain must traverse
between cell i and cell j, where - represents the dot product operation.
4.1.2 Extracting Information by Looking at Ensemble Re-
sponse
We now shift our point of view and wish to extract information about the velocity
vector from the response of the cell ensemble as a whole. To do this, we wish to
find an equation which relates the velocity vector to each cell's measured parameters.
It is not enough to pay attention to one of these equations alone when solving for
v, however by using these equations jointly we will be able to find an estimate of
v. For the moment, we only present the equation, and not the estimation problem.
The ideas and equations which follow in this subsection were presented to us by Prof.
Berthold Horn.
The equation for the set of points (x, y) of a line orthogonal to a vector (u, w) at
a distance p (positive in the direction in which (u, w) points) from the origin is:
(u, w)(, ) = p (4.4)
x/u 2 -+ 
2
Further, the perpendicular distance d from an arbitrary point (x', y') in the plane
to the line above is:
d =(x',y') (u, w) (4.5)
where d > 0 if (x', y') is displaced from the line by a positive multiple of (u, w)
Now, if the edge moving with velocity (u, w) perpendicular to the edge crosses the
origin at time T, then at time t the distance of the line from the origin is p = v(t - T),
where v = u2 + w2. The perpendicular distance d(t) from a point (x', y') in the plane
to the nearest point on the moving edge at time t is:
d(t) = (x', y') (u, w) _ u2 + w 2(t - T) (4.6)fu2 +W 2
where d(t) > 0 until the edge crosses (x', y') and negative thereafter.
If we let (xi, Yi) be particular points (e.g., receptive field center locations), and ti be
the estimated crossing time, when the edge crosses (xi, yi), then (absent measurement
errors) d(ti) = 0.
4.2 Variance in v and 0 Estimates
We now focus on Equation 4.2 to understand how v and 0 change as we vary the
measured parameters from their true values. In other words, we wish to understand
how v and 0 vary from their true values as a function of variations in the number
of cell pairs used, the spatial extent in which the cells are located, the amount of
noise in the cell position measurements, and the amount of noise in the firing time
measurements.
The following set-up, suggested by Prof. Wyatt, is a bit artificial, but it captures a
lot of the qualities we wish to understand. We assume that we have 2N cells uniformly
placed on a circumference of radius R. N pairs of cells are formed by pairing each
cell up with the cell exactly opposite to it on the circumference. We wish to find
approximately how the squared error in v and 0 vary with these two parameters.
Figure 4-2 depicts our set-up.
Figure 4-2: 2N Cells uniformly placed on a circumference (Here N = 4). Each cell is
paired up with the cell which is a diameter across from it.
From 4.2 we have that:
dk COS( 0k - 0) = Atkv (4.7)
for perfect measurements dk, Ok, Atk and a curtain moving at a speed v and angle
0. Again, the angle of motion is defined to be the angle of the vector pointing in the
direction of motion.
We define the residual fk to be:
fk dk COS(Ok - 8) - Atkv (4.8)
We note that fk = 0 for perfect measurements of dk, Ok, and Atk. We perturb
the measured parameters dk, Ok, Atk to incorporate small parameter errors Jdk in
d(noisy) dtrue) k in knoisy) k(true) +Ok, and in At (noisy) = At(true) +6atk,
respectively. From now on we do not use the (noisy) label, and assume that we refer
to noisy parameters. For small perturbations (i.e., < 0 1) in these parameters, we
obtain the following linear approximation:
f(noisy) (true) Df (4.9)fk k D(4.9)
where D represents taking the first derivative of fk defined in 4.8 (with respect to
all parameters, organized in a vector A) evaluated at the true values of the parameters.
Since fktrue) = 0 we see that:
f(noisy) Dfk (4.10)fk (4.10)DA
Our objective is to choose v and 0 to minimize the sum of squares of the fk's. In
the following text we perform this linearization to show how v and 9 change as we
vary the measured parameters from their true values. Linearizing 4.7 gives:
cos(0k - O)6 dk - dk sin(Ok - 8)[6Ok - 60] = Atk6 + V6Atk (4.11)
where Ok, 8, dk, v, and Atk are the real (noise-free) values of those parameters,
and the S's are small deviations in the corresponding parameters.
We reorganize this equation to obtain:
dk sin(8k - 8) 6 0 - Atk6v = VJAtk + dk sin(Ok - 8)60k - COS(0k - 8) 6dk (4.12)
As we have N cell pairs, we wish to set up a system of equations:
-At dl sin(91 -9)
-AtN dNsin(ON - 0) e
Sad
6AtN
6eN
dN-
(4.13)
where 3 is a N x 3N matrix composed of N rows. The ith row of P is composed
of 3 -(i- 1) zeros followed by the row vector [ v di sin(i - ) - cos(i - ) ],then
followed by 3 - (N - i) zeros.
Since N is presumed to be greater than 2, this system is overdetermined. We can
find the Least Squares solution for 6 to be:
6S I = (ATA)-ATb (4.14)
Jo
-Ati dlsin(01 - 8)
where A = , and b
-AtN dN sin(ON - 9) j
Now,
e6ti
6,
Jdl
6tN
6sN
6dN
NATA = N=1
- E Atidi sin(0i - 0)
i=1
N
Y Atidi sin(0i - 0)
(4.15)
S d2 sin 2 (i - 0)
i=1
We can write Ati as dicos (O -) and observe that di = 2R, Vi.V
ATA as:
N
4R2 cos2i - 8)
i=1
N
2R 2 sin(20i- 20)
i=1
N
-2 sin(20i - 20)
i=1
N
4R 2 Y sin2 (Oi - 0)
We now write b as b = 36A, and then compute AT below:
S -Ativ -Atldl sin(0 1 --
dlv sin(0 1 - 0) d2 sin
2 (1 - 0)
9) At1 cos(0 1 - 0) ...
- sin(20 1 -20) ...
-- AtNV
dNvsin(ON - 0)
-AtNdN sin(ON 0- ) AtN cos(ON - )
d2 sin
2 (ON - ) - sin(20N 20)
(4.17)
We now compute A T/6A to be:
N N N
-v AtiAt- Atidi sin(i - 0)o6, + Ati cos(0i - )6d
N N i= sin(20 - 2)d N
v = di sin(0i - )At + di sin(0i - 0sin(2 - 20)6d
i=1 i=1 i=1
(4.18)
By replacing Ati with d cos(O-O) and each di with di = 2R once again, we then
rewrite AT0sA as:
N
-2R cos(0 - 0)6Ar
i=1
N
2R 2 N
- - ' sin(20i
2Rv 5 sin(0, - O)6at, + 4R 2 2 sin 2 (0
- 2)60s + 2 R cos2(o -
i=1
N
- 0)6i, - R sin(20/ - 20 )6d.
i=1
(4.19)
We then rewrite
AA = (4.16)
AT 0
2x3N
A T  =A
2X1
A T 06A =
1 di
Now, we would like to rewrite ATA by evaluating the sums it contains. However,
it is unclear what each Oi should be. By assumption, the line segments that connect
the cells that form a pair cut the circle into equal pieces. Nonetheless, 8i depends on
which cell in pair i the curtain hits first. Because the direction in which the curtain
is moving is a variable, it is not clear what value to assign to each Oi. It is worth
noting that each 9i can take one of two possible values, each of which are 1800 away
from each other. It turns out that for all the sums that we will evaluate, it does not
matter which of those two values 8i takes. Therefore, we will let 9i = Li from now
on.
N N N
sin(2i - 20) = ej2(0) 1 -j2(0i-)
Now,
N N N ej (N+1)
ej20j = j2-1ii = - 7 -1=0
i=1 i=1 = i=1N
N N
-- e-j2 = 0 sin(20 - 20) = 0
i=1 i=1
It is easy to see that
N
cos(20 - 20) = 0
i=1
as well, by following very similar steps.
Let's also evaluate:
N 2( ) = 1 - cos(28i 
- 20) N _ I N2 2 2  cos(20- 20) 2
i=1 i=1 i=1
Similarly, we see that
N N
cs 2(0, - ) = 1 + cos(20i - 20) NCo 2 2i=1 i=1
Now we can write:
2NR2
AA = V
0
0
2NR 2
2  0(AT A) -1 = 2NR2
0 2NR2
We now find that:
= (ATA) -AT 6A
N
-2R cos(0i 
- 8)sAt
i=1
N
2Rv E sin( - O)SAti
i= 1
2R 2 N
2R sin(20v
i=1 i=1
N N
+ 4R2 E sin2Oi - 0) - R E sin(20i - 2 0 )6 da,
(4.22)
- O)6Ati - sin(20i - 20)6, + cs 2(0 8 )6di
i=1
N
i=1
N
sin(20i 
- 20)6diSsin(0i - )6At, + 2 sin(i - o, - 2R
i=1 i=1 i=1
(4.23)
Before we proceed, let's evaluate the following sums which we will make use of in
calculating the variances of 6, and S0:
N N NN1 - cos(40i - 40) N 1 N
sin2(20i- 20) 2 2 2 cos(40i -40) 40) = 22 2 2 Ecos(4i- 40) =-i=1 i=1 i=1
N
where the last equality is established because E cos(40i - 40) = 0 by a similar
calculation to the one done to find that E cos(20i - 20) = 0. By a very similar
calculation it can be shown that L cos (20i - 20) = - as well.
Furthermore,
(4.20)
F 2
2NR 2
0
(4.21)
N2R N os2( )
- 28)6o, + cos 2(8 8dU
1
N
R cos (0
i=1
N
\ \
NCos4(0i 0)
i=-i
2 2N 1 + cos(20 - 20) 1 + cos(20i - 20)
=j 4 2 cos(20 - 20)+ 4 cos (20 - 20) =i= +i----18
N3N
And by a very similar argument it can be shown that sin 4 (i 0) = 3Nsin- aS
8i=1
well.
Now we wish to find the variance of 6, and 50 . To do this, we must first look at the
variances in the measured parameters. We assume that the noise in each coordinate
of each cell position is additive and zero-mean with variance orp2. Furthermore, the
noise in each coordinate of a particular cell is independent of the noise in the other
coordinate, and independent of the noise in each of the coordinates of the other cell
in the pair. We also assume that the noise in Atk is additive, zero-mean and has
variance Atr. The noise in each Atk, denoted 6atk, is independent of the noise in the
position measurements of all the cells.
Before we proceed, let us find an approximation of the variance of the noise in Ok,
Sok, as a function of . We have that
Ok = tan (AY) A
Ax
(4.24)
where Ay is the measured vertical distance separating the cells in pair k, and Ax
is the horizontal distance.
Then, to first order, the error in Ok, Sok, is
ago
6ok ~ 6Ay 4
for small errors SA, in Ay and 6Ax in Ax.
So we have:
ago
Ayx
Ay,Ax
6,x (4.25)
Ax 2ay - Ay4aX60 ' Ax 2 + Ay 2
Now, since 6A, and SA, are independent by assumption, we find the variance in
JOk to be:
2U(Ax2 + 2 2Ay2
2 (Ax2 + Ay2 )2 (4.27)
4.27 follows from 4.26 because the variances Sa and Ja_ are each twice the vari-
ance of the noise in each cell's position coordinates2 . We see that 4.27 reduces to:
2 2 2a2
a x ±2y 2  d- 0ak eloA 2 +A 2 -d 2
Now, let us also find the variance of kd, as a function of a2. We know that
dk = A 2 +Ay 2
By proceeding as we did in equation 4.25, to first order:
12 AX6AX + Ay6A&
Bdk (A 2 -- y2 )-1/ 2 [2AxzA, + 2Ay6Ay] = %/Ax2 + Ay2
By the independence of 6S, and 5bA we see that:
SA 2 2 A 22 AX+Ay 2
- 2u + d2 . 2au = 2u. = 2e'.0 -..T k 
- k
(4.28)
(4.29)
(4.30)
(4.31)
We now find it necessary to calculate any possible non-zero covariance that could
exist between 5dk and 60k. We will use this in computing Var(6,) and Var(Jo).
2This is because 6A and Say are each the subtraction of two position coordinates which have
noise of variance a 2 and are independent.
(4.26)
Cov(Sk, 6 ok) = E[Sdkek] since 6 dk and 6 Ok are zero-mean
_[(a 6__-_AY _Y_ AxAY - A A) -
E ( dk )( Ax 2 + Ay2
= A2 _ Ay2 )6 AX6AY + AxAy(62 - 6d2=E d3) =0
where the last approximate equality follows from equations 4.26 and 4.30. In the
last equality, the 6Ax and 6a, cross term disappears by independence and because
each of them is zero-mean. The last equality holds because E[6x] = E[6A].
6 0k and 6 dk are therefore, uncorrelated.
Now we have that the 6at,'s, 6e,'s, 6 d 's are all uncorrelated with each other. In
addition, all SAt,'s have a common variance a2, e6o's have a common variance 2
and 6 dk'S have a common variance oa. Now, from 4.21,
- - E cOs 2(0 -O )°' + v 2 E sin2 (20i - 20)a _ k COS4 4(, - 0)U
i=2 1 i= 1 i=1
(4.35)
V2 72 2 2 +3 v2 2 + 3
N 2R2 2 k 82 ~d 2R2 4R 2 4R2
(4.36)
2NR2 v 2 + 27) (4.37)
where ap2 is the variance in the x and y coordinates of each cell's position. The
penultimate equality follows from 4.27.
In addition, from 4.21 we see that,
(4.32)
(4.33)
(4.34)
Var(,) = a 2
Var(o) = ab 2 Zsin2 (i 
-
i=1
N N
+ 4 sin4 ( - ) + n(20 - 20)u
i=1 i= 1
1 v2 3 2 2
= R ( A-T + Ok + 8R2d)2 +-- + 4 2)N 2R 2 24R2 4R2
2NR2 + 2
(4.38)
(4.39)
(4.40)
(4.41)
4.3 Variances of the Residuals
We are interested in finding the variance of
fk dk CS(Ok - 0) - AtkV (4.42)
as a function of the variances of the noise in the position measurements of the cells that
form pair k and the noise in the measurement of the time between the moment the
curtain hits the first cell and the moment it hits the other cell in the pair. Presumably,
finding these variances will be useful towards assigning each equation an optimal
weight when estimating v and 0.
We find that, to first order, the change in fk, denoted 6 fk, due to noise in our
measured parameters is
(4.43)6fk 2 Cos(Ok - O)Sdk - dk sin(0k - 9)0k, - VSAtk
Let us first note that, to first order, 6fk is zero-mean, just as 5dk, 6 , and 6Atk
are zero-mean. If we are to find the variance in 6 fk as a function of v and 0, the
parameters that we are trying to estimate, how can we plug in for v and 0 to find the
variances? To do so, we assume that by first weighing the equations equally, we are
able to find estimates which are close enough to the true values. Then, we can plug
these estimates back in to obtain the approximate variance of each residual.
Since 60k and 6 dk are functions of the noise in each cell position coordinate, each
of which is independent of 6 tk, to find the variance of 6fk we must consider a possible
non-zero covariance between d,k and 6ek. We have shown in the previous section that
this covariance is zero.
Then, from 4.43, the variance ak becomes:
2a2
afk CAos 2 (k - 0) 2a + d2 sin 2 (k - 9) 2 - + v 2 a, = 2 + v 2 aT, (4.44)
k
Therefore, we notice that to first order, the variance in 6 fk does not depend on
the measured values of dk, Ok, or Atk.
Note: A similar procedure can be carried out by expanding 6fk to second order
and assuming that the additive noises are Gaussian. Doing so, we obtain:
cos 2 (9k - 0) . 8 4  (4.45)
4.4 Estimating Curtain Motion Parameters
In this section we present algorithms for estimating the speed and direction of a
moving curtain using ON, OFF, and ON-OFF cells. First, we attempt to estimate
the velocity vector directly by using information from two-pairings (an arrangement
of cells which provides two equations). Next, we attempt to estimate this vector by
using global firing time information. Lastly, we estimate the speed and direction of
the moving curtain by pairing cells up and taking advantage of the many equations
that arise. For each algorithm we provide a sensitivity analysis, i.e., we analyze how
the noise in the measured parameters, speed of the curtain, number of cells, and their
radial extent affect the estimates of the velocity vector.
4.4.1 Estimating Velocity Vector Directly
Since we are trying to estimate the velocity vector which describes the motion of a cur-
tain, naturally one would like to estimate this vector directly by obtaining equations
that involve the cell position and firing time parameters. As mentioned earlier, two
cells do not provide information to estimate these unknowns. However, a two-pairing
of cells does.
A two-pairing is a selection of a subset (of cardinality 3 or 4) from the set of all
cells, such that if the subset is of size 3, we form two cell pairs within the subset by
picking one cell which will be the only cell (out of the 3) which is a member of both
pairs. If the subset is of size 4, we form two cell pairs within the subset by pairing
each cell in the subset with only one other cell. For completeness, let us count all
possible ways to make different two-pairings given a set of N cells.
Given a set of N cells, we can choose a pair of cells in ( ) distinct ways, i.e.,
there are (N) distinct pairs that can be formed. Given these pairs, we
make a two-pairing by choosing two out of all the possible pairs3 . This can be done
(N 
N
in 2 ways. Therefore, given 
a set of N cells, there are TN A 
2
2 2
possible two-pairings.
From each such two-pairing we get a pair of equations:
Pi (, ) = At, W 2  P2 (, ) = At2  2 + w 2  (4.46)
where each pi is the vector drawn from the cell which fires first to the cell which
fires second, and each Ati is the time between the moments when the two cells in the
pair fire. Note that each equation arises because the component of pi in the direction
of (u, w) is equal to the time that it takes the edge to get from one cell to the other,
3 That is, out of the set of possible pairs chosen from the set of all cells, we choose two elements.
The two chosen pairs can have either no elements in common or a single element in common. If
they have no element in common, they form a two-pairing of cardinality 4; otherwise, they form a
two-pairing of cardinality 3.
multiplied by the speed of the edge. We can rewrite this pair of equations as:
(U, w) (U, 1P 2 + W2 t1 U2 2
We now invoke Prof. Horn's reflection trick and let
u2 72U 2w
(4.47)
I 2V
W U2 +W2
that is, we reflect (u, w) into the unit circle (if it is outside of it, otherwise we
reflect to the outside) and let (u', w') be the new coordinates. By doing so we obtain
two equations which are linear in u' and w' which we express as an easily solvable
matrix system:
a1
a 2
w At21 w a
1 a2
1
At 1
At2
(4.48)
where (al, bi) are the coordinates o
back to (u, w) by reflecting back to o
previously reflected outside).4 That is,
U,
-1
f pi. Once we find (u', w') we can transform
utside of the unit circle (or inside, if we had
U/ +/
We note that each two-pairing gives us estimates of (u', w') because the cell loca-
tions and At's are noisy. We would like to find an overall estimate by putting all the
two-pairing information together. We choose to minimize
2 TN
k=1
Ti
k=1
TN
1)2 +k
k=1
W)2 (4.49)
where u'k and w'k are the solution of the estimates of u' and w' from each of the
TN two-pairings, and u' and w' are the overall estimates we obtain by minimizing the
above sum. It is easy to see that this sum is minimized when:
4The matrix can not be inverted if the vector (al, bi) is a multiple of (a 2, b2) (i.e., if the 3 or 4
cells in the two-pairing lie on a line). In this case we don't have enough information to solve for
(u,w) using this particular two-pairing.
1 1
U/ = w W'k (4.50)
TN kITNk=1 k=1
This approach seems to minimize a quantity that makes natural sense but seems
very prone to be affected by outliers. It seems plausible to reduce the effect of
the outliers but still use the information they provide by weighing the estimates
differently. The weights could be assigned according to how sensitive the estimates
are to noise in the particular positions and firing times of cells in the two-pairing.
Estimates' Noise Sensitivity
We would like to understand how the estimates in u' and w' vary from their true values
as a function of the cell positions, the cell firing times, noise in the cell positions, and
the noise in the cell firing times. Given the variances of the estimates, we have the
option of reweighing the terms that go into the sums in 4.114.
For simplicity, we assume that each two-pairing is made up of 4 cells. Then, by
assumption, the noise in the measured parameters of one pair is independent of the
noise in the measured parameters of the other pair.
Given a particular two-pairing for which the matrix in 4.48 is invertible, we find
u' and w':
1 1
u' = (b2Ati - blAt 2 ) w'= (-a2Atl alAt2) (4.51)alb2 - a2bl a1 b2 - a2bl
First we would like to find u,, the perturbation in u', as a function of small
perturbations in a,, a2, bi, b2, At 1, and At 2. To first order:
, (b2At1 - bAt 2) [(ab-b 2  bl 6a2](alb2 - a2bi)2 (alb2 - a2b,) 2
[ At2 (a a2+22 (b2At1 - blAt 2)] 6 b
alb2 - a2bl (alb2 - a2bl) 2
+ tx a, 2 (b2At - b"At2) b2[alb2 - a2bl (a b2 - a2bl)
+ 1 (b26Atl - blaAt 2) (4.52)
a lb2 - a2b,
We notice that to first order, 6', is zero-mean. Next we find the variance of 6 ,
as a function of the variance of the measurement perturbations. We notice that the
noise in al, a2, bl, b2 , Atl, and At 2, i.e. the corresponding 6's, are all independent of
each other (by assuming that the two-pairing consists of 4 distinct cells). Therefore,
we see that the variance of 6 ,, a , is
Var(~,,) = , 2, [(b2 /tl - blAt 2 )2 4 bi + b2
U\ (al b2 - a2b )4
S At2 (ab a2 b2 (b2Atl - blAt 2)]2
alb2 - a2b (alb2 - 2bl) 2
+ At a (b2 At - biAt2) 2
alb 2 - a2b1  (alb2 - a2b1) 2
1 [ 1 (4.53)+ OA(alb 2 - a 2b)2
It is easily seen that the first order approximation of U2, will be
0-2 = Var(6',) = Var(65,) a1a-bi,a 2 -b 2  (4.54)
We choose to reweigh the terms which appear in the sums of 4.114 by 1 over
the variance of each corresponding estimate, and then re-normalize the sums. This
procedure gives more significance to estimates which have less variance. So 4.114
becomes:
1 U= K w = KTN (4.55)1 TN WT I
k=1 Uk k=1 k
where Ku = T - and K = TN1-
k= 1 ' k= ) 1
4.4.2 Estimating Velocity Vector Using Global Firing Time
Information
We now leave the picture of estimating the velocity vector by pairing up cells. Rather,
we look at the errors in the firing times of every cell as an ensemble. More specifically,
given the velocity vector, and all cell positions, we can calculate how erroneous the
firing times are compared to when each cell should have fired according to each of
their positions. In other words, we ignore the fact that the cell positions are noisy as
well, and minimize the sum of squared timing errors for each cell. If we assume that
all cells have comparable noise in their position and firing times, there is no reason
to weigh them differently in this minimization.
The ideas presented in this section follow from Prof. Horn's analysis. We refer
back to 4.6 and note that the difference in the time when cell i fired and when it
should have fired according to its position is l. This situation is depicted in Figure
4-3.
Now, we wish to minimize:
N 2 N 2
= (x y ) (ti- T) (4.56)
by suitable choice of the unknown parameters u, w, and T (the time at which the
edge crosses the origin). At first, it seems like the division by u2 + w2 forces us into
a non-linear least squares problem. We can, however, rewrite the sum of squares of
errors in the form
Figure 4-3: This is a picture taken at time ti (the moment at which cell i fires). It
can be seen that the edge is not over cell i's RF center at this moment. The timing
error in this picture is then d .V
(i= , y (u', w') - (t - T)
i=1
(4.57)
where
U 2 U
- U2_W 2
2. Ww U
2 + W2
So we are trying to minimize:
(4.58)
by suitable choice of u', w', and T. As in the previous subsection, we can later
recover u and w from u' and w' using
u=
-
U/
U - u 2 +W12
W = 2 2
Differentiating the error sum with respect to u', w', and T respectively and setting
the results equal to zero leads to:
- x + w,YI (t - T)
i= 1
N(u' + 'i - (ti - = 0
N
U ' i + ViW - (ti - i = 0 (4.59)
i= l
N
(U'Xi + w'yi - (ti - T)) = 0
i=t
which can be rewritten in the form of three linear equations in three unknown
parameters u', w', and T:
N N N N
u' Wi  E xyj + Ti E i =E tixi
i=1 i=1 i=1 i=1
N N N
u' xiyi + w'J y + T E Yi = E tjiy (4.60)
i=1 i=1 i=1 i=1
N N N
u'E xi + w'yE Yj + T .N = E ti
i=1 i=1 i=1
The symmetric 3 x 3 coefficient matrix depends only on the positions (xi, Yi) of the
cells, while the timing information affects only the right-hand-side vector. Assuming
that the coefficient matrix is non-singular s , we can easily solve for u', w', and T by
inverting this matrix and multiplying it by the right-hand-side vector. That is,
5 The matrix is singular iff the cells lie on a line.
Ni=-1
N
i=1
N
i=1
N
xiyi
i=1
N
i=1
N
i=1
N
i=1
N
Yi
i=1
N
N
Stixi
i=1
N
i=1
N
i= 1
(4.61)
Estimates' Noise Sensitivity
We would like to understand how the noise in the estimates of cell position, and cell
firing times affects the estimates of u and w. To do so, we first find the sensitivity
in the u' and w' estimates and then proceed from there to find the sensitivity in the
u and w estimates. We denote the variance of a cell's measured firing time error 6tk,
oak. It can easily be shown that uak = 2a2k.
Once again, to make the sensitivity calculations analytically tractable, we place
the N cells on a circumference of radius R. Then, from 4.61, we have that for 0i = -i
N
R2  cos 2(Oi)
i=1i-- 1
N 2 sin(20i)
i=1
N
R cos(0i)
i=1
R 2 N
2
0
0
0
R 2 N
2
0
R 2 sin(20i)
i=1
N
R 2  sin2(Oi)
i=1
N
R sin(Oi)
i=1
N
-
t i x i
i=1
N
i=1
N
ti
Si= 1
N
R cos(0)
i=1
N
R sin(Oi)
i=N
N
which gives:
N
tixi
N
tii
i= 1
i=1
(4.62)
2 N
U R2 N tix
i=l
WR2 2 N
i=1
We first find how the estimate of u' varies as a function of small variations 6t, and
6
_, from the true values of ti and xi, respectively:
N
2z x ijt
N
+ t ib) (4.64)
As Jt. and Sx, are independent by assumption, we have:
2 e.2 4 (N 2
i=1
N
i= 1
(4.65)
We now plug in ti = T + u'xi + w'yi, and xi = R cos(0) into the last equation and
get:
N R4N 2  t62 CS28i
N
+ (T2 +u2
i=1
0 0
4 2 2 2 +1 2)R4 T 2 + R 2N a(k V2
0
R 2 cos 2(0,) + w'2 R 2 sin 2(0i) + T R- )-
(4.66)
N
The last equality follows from the fact that cos 2 (0) =
i=1
cos(0i)
i=1
= sin(0i) = sin(20i) = 0.
i=1 i=1
N
sin2 (i) = --, and
i=1
In addition, it is easily seen by symmetry that a2, = a2,.
Before we proceed, for completeness, let us calculate the variance in ST, a:
6T = E St = Var(6T) = 2 = 1k (4.67)
We now find the variance in the estimates of u and w as a function of Oa, and
N
T = i
i= 1
(4.63)
°
a2,. To do so, we express the perturbation in u = 1 u' , as a function of small
perturbations in u' and w'. We get, to first order,
W12 _ U'2  -2U'w'
(u'2 + 2 )2  + (u' 2 + w)2 ' 2
= (w2 - u2 )6u, - 2uw6,,, (4.68)
Note that 6 ,w = 6 u,=,.
Before we proceed, we need to check for a possible non-zero covariance between
6,, and 6S,. Since they are both zero-mean, we calculate
4 E ]N N N N )]
E[6u'6w, R 4N 2 E xi6ti + ti6xi Yi6ti t -  tijyi
= E y6 = i °y 0 = 0 (4.69)
i=1 i=1
where the penultimate equality follows from the fact that the only 6's which have
non-zero correlation are S6t, Stj, for j = i.
We are now ready to establish
S(w 2 - u) 2 2, + 4u2 W2a ,, (4.70)
2 (u2 - w2) 2a,, + 4u2w 2a2, (4.71)
Variance of Residuals
We are interested in finding the variance of the residuals fk which enter into the sum
we are trying to minimize. If we were to find that the variance of fk depends on each
cell's position and firing time, we could try weighing each fk in the sum accordingly.
However, there is no intuitive reason why the variance should depend on anything
else than the curtain speed, the variance in position, and the variance in the firing
times. Therefore, we do not expect that when we minimize this sum any particular
cell should be given more significance than any other. Let us verify this. We have
that
fk U'k - w'yk - (tk - T) (4.72)
Then, for small perturbations 6Xk, 6k, and 6tk, we get an expression for the per-
turbation in fk to first order:
S
u'k UX + W k - 6 tk (4.73)
First, we see that bfk is zero-mean. We find the variance of fk to be
2 2-
Var( fk 5)+2  k 2 + +W= + + W2 + t )2] = 7; + 4)
(4.74)
which does not depend on anything else except the speed of the curtain, the
variance in position, and the variance in the firing times; as expected.
4.4.3 Estimating Speed and Direction by Extracting Pair-
wise Information
In this section, we propose and study two algorithms which make use of pairwise
information gathered from the cell ensemble firing times. To commence, we refer
back to 4.2 and write
vAtk = dk coS(O - Ok) (4.75)
Once again, if the parameters Atk, dk, and Ok were noise-free, this equation would
be solved by the true values of v and 0. However, these parameters come from physical
measurements which are subject to noise. In addition, Atk, dk, and Ok are subject to
additional uncertainty because they are each estimated to the best of our knowledge
from the data that we gather from experiment.
Given N equations of the form of 4.75, obtained by forming N distinct pairs
of cells, we would like to find estimates for v and 0 which are very close to their
true values. Each of these equations involves a nonlinear function of dk and 0k; and
therefore, it is not immediately apparent how to set-up the least squares problem.
The two following algorithms give a solution to this problem.
CosCos Algorithm
As previously stated, if the measurements of dk, Ok, and Atk were exact, we could
find v and 0 exactly using only three cells (looking at two pairs). Since these mea-
surements are noisy, we reformulate 4.75 to estimate v and 0 using linear regression.
When solving a linear regression, it is assumed that the independent variables (dk's
and Ok's) are noise-free, but this is not the case. However, we do know that our
estimates for them are better than our estimates for Atk. Thus, we perform least
squares estimates by first noting that cos(O - Ok) = cos(0) COS(Ok) + sin(O) sin(0k) and
rewrite 4.75 in the following form:
Atk = -k [cos(0) cos(k) + sin(O) sin(Ok)] (4.76)V
We now rewrite 4.76 in vector form:
cos()
Atk = dk os(k) dk sin(Ok) sin) (4.77)
We notice that this equation is equivalent to a single equation of the matrix system
in Equation 4.48. However, in this algorithm, instead of estimating v and 0 directly
by using every available two-pairing, we propose a solution using a least-squares
approach.
Now, our objective is to find the parameters a = ) and P = n which
minimize the squared error between the observed Atk's and the real ones. To carry
out the minimization, we have two options: 1) Use all available pairs and form N
equations (assuming there are a total of N pairs), 2) Select a subset of pairs which we
believe will give us better estimates. If we consider option 2, it is not obvious how to
choose these pairs (an active learning approach could be carried through effectively).
Assuming that we have chosen N pairs, we organize the Atk's corresponding to each
pair in a column vector t. We also compose a matrix, X, by making each of its
rows a row vector of the form [ dk COS(0k) dk Sin(Ok) ], corresponding to each pair.
To show that this linear relationship makes sense, Figure 4-4 depicts a set of points
found from the response of cells to downward motion at 714ipm/sec. These points
have coordinates of the form (dk COS(9 k), dk sin(0k), Atk).
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Figure 4-4: Location of points in 3D space. It can be seen that the points approxi-
mately lye in a hyperplane, as expected. This would be seen more easily if we were
able to rotate the axes.
Our least squares estimates are then given by
a] = (XTX)-IXTt (4.78)
The estimates of 0 and v are then found by enforcing that cos2(0) + sin 2(0) = 1,
which implies that a2 + ,2 I.6 Then v - , and 0 = cos-1 (a) or 0=
sin-l(3v). We pick the way to solve for 0 based on which of a or 3 is greater in
absolute value. Since the slopes of cos-'(x) and sin-l(x) are shallowest at x = 0, we
use the cos-l(x) equation if |al < IPl and the sin-'(x) equation otherwise.
CosCos Sensitivity Analysis
We are now interested in finding how sensitive the estimates for v and 0 are
when using this algorithm. In particular, we would like to understand how much the
estimates vary as we introduce firing time and position errors.
Using the CosCos algorithm we find v and 0 as a function of a = cos( andV
= ) by:
/1 = {-f cos-l(av) if la < 131
v 2 = _2_2 sin-l (3v) else
First, we need to understand how the estimates of v and 0 vary from the true
values as a function of variations in a and p. For small perturbations 6c and 6p in
the true values of a and 3 respectively, we have (by differentiating) that
6 1 -(a2 2+o 2)-3/2 [2a6c + 20/3p] (4.79)
1 [vj + a6v] if a I<I 1
Sv1- )2 (4.80)
1 [v6p + PS] else
Assuming that 6, and 6e are zero-mean (which we show later), we would like to
find Var(6v) and Var(6e). To do this, we need to express 6 a and 6S as a function of
small perturbations 6dk, 6Atk, and 6~ k in dk, Atk, and Ok respectively.
We have that
dk COS(0k)a + dk sin(Ok)3 = Atk (4.81)
6If the estimates of a and 3 are good, this is plausible.
We differentiate both sides of this equation with respect to all variables to get an
approximate equation relating small changes in each variable to each other. To first
order, we get
dk cos(0k) 6 +dk sin(Ok) 60+[cY Cos(Ok)+0 sin(Ok) ]dk -dka sin(Ok) dk Cos(Ok) ]60k = 6tk
(4.82)
Given N cell pairs, we set up the matrix system:
A- = CSA
-6 (4.83)
where
A =
di cos(01)
dN COS(ON)
dl sin(O1)
dN sin(ON)
and
6dN
ON
6tN
C is a N x 3N matrix composed of N rows. The ith row of C is composed of 3. (i-1) ze-
ros followed by the row vector [ -acos(i) - 0sin(0), diasin(i) - di cos(), 1 ],
then followed by 3 - (N - i) zeros.
Based on the equation above, with a least squares picture in mind, we make the
following approximation:
601
- (ATA)_lATCSA
53
We proceed by computing
(4.84)
Ni c 2 2i) 2d sin(20i)
ATA - i= 1= (4.85)
d2 sin(20i) 2 dfsin2 (0)
i=1 i=1
Once again, for simplicity, we assume that all cells are distributed uniformly on a
circumference of radius R. Each cell is paired with the cell which is a diameter across
from it. We have 2N cells, and therefore N cell pairs, as presumed above.
Using the trigonometric equalities established in Section 4.2 we simplify ATA to:
ATA = 2R2N
0
0 ] 1
-> (ATA) - 1  I22R2 N - 2R 2N
where I12 represents the 2 x 2 identity matrix.
Now we see that:
(AT1 [ di cos(01) ..
2R 2 N L d sin(01)
and
1 -d(a cos 2 (01) + P0 sin(201))
(A A)-'A C = 2R 2N 
-dl (a sin(201) +3 sin 2(01))2X3N L
. dN CoS(ON)
* dN Sin(ON) J
(4.86)
(4.87)
d2(a sin(201) - cos 2(01)) dlcos(01)
d (asin2(01) - 3 sin(201)) di sin(01)
(4.88)
Finally, we have that
(A TA)lA TC&)
1 - di(acoS ()+0 -sin(2 0 i)) 6 + d ?( sin(2i) co di cs(0i)At
[ i1 2--+I-i())d Z( sn(-) - i(2 ) e Zdsin()3
(4.89)
I
Plugging in di = 2R, Vi (since we have assumed that the cells are on a circumfer-
ence) we have:
N C N N
= 1 -2 E(acS2 Oi) + 3- sin(20i))d + 4R (a sin(2Oi ) - + cOs 2(Oi ))3 + 2 E cos(Oi)At
__ i=1 i=1 i=1
S -23(a 2 sin(20i) + 3 sin2 (i))d, + 4R (a sin2(8i) - P 2sin(20))6, + 2 sin(0j) 6Ats
i=1 i=1 i=1
(4.90)
First, note that E[6~] = E[Sp] = 0 because E[6Jk] = E[6ek] = E[6 Atk] = 0. Now,
we use the fact that 6dk, 6~k, and 6Atk are uncorrelated for all k and find Var(Ja) and
Var(Sp) to be
N N N2  
+ sin2 (20)) + 16R2 (C,2 sin2 (20) + 02 COS4(i))a2i + 4 Cos 2 (0i) a a t,
,02 4R2N 2  N-1 iN N
4 -(a2 sin2 (20j) +02sin4(0)) + 16R 2  2(o sin4( ) 2 sin2 (20j))a + 4 sin2 i)0
i=l i=1 i=1
(4.91)
Note that in the formula above, inside the sums, the cross terms that appear when
squaring the terms which multiply the ar2,s, disappear. This can be seen using simple
calculations similar to the ones done using the trigonometric identities presented in
Section 4.2.
Once again, we take advantage of the the cell location set-up and the pairing we
have enforced. We use the equalities established in Section 4.2 again to conclude:
a2 1 (4a 2 3N + 2 N)a + (4R 2 a 2 N + 16R22 3N)g2 + 4cN2 t
a 4R2 N 2  (a 2 N + 4 23N),2 + (162 2 3N 4R 2 2 N 2 2(a + 4 8 d ( + 4R )k +4 2At
(1 a 2 + 2)d + R 2(2a 2 + 63 2 )k + 2t(4.93)
4R 2N (a 2 + 3 P 2)o + R 2(6a 2 + )2  + 2
2Once gain, we replace
Once gain, we replace a2 with 2 , and a with P to obtain:
S2 1 (02
~~ (4.94)
a( R20N 2 2 J  2N ( 2 ± 0 2)02  + + ,72 J
1 2+A
1 [ 2 + (4.95)
R 2N L 2 1,2
where the last equality follows from the fact that a2 +f 2  2 s 2() _
Before we finalize the solution of a,2 and a , we need to check for a possible non-
zero covariance between 6, and 6,. We have that Cov(,, 6,) = E[6,63] since 6" and
Jp are zero-mean. So
Cov(3J,Gp) = E[6a5a]
1 E 4 (acOS2( ) + sin(20i)) (2 sin(2Oi) + 0 sin2 (Oi))52 4R N2a 4 (0) 2n, 2
+ 16R sin(20) - p cOS2 i)) ( Sin i) sin(20i))2i + 4 cos(0i) sin(Oj)5At2
i=l i=1
(4.96)
The expectation of all other cross terms (where i Z j in the resulting double sums)
go to zero by independence and because the 6's are zero-mean. Therefore, we don't
bother to write them.
By using the trigonometric equalities established in Section 4.2 once again, we see
that
Co(, ) N 2 (a + )  + 4R2( a 8 k (4.97)
R22 8 4 2 4 2 8 O
Now, we replace ga with 2 2 , and ak with 2-P to see that Cov(6 , P) = 0.
For completeness, let us note that since 6, and 6, are zero-mean, it follows that
6, is zero-mean too. Now, based on the above calculation, we easily establish (using
4.79) that:
a (02 +)2)-3 [a 2 or2 o2d = 4 + 2 2) (4.98)
as = a (shown in 4.95).
To find a2, the variance in Jo we first need to find Cov(6~, 6,) = E[656,] and
Cov(Jp, 6,) = E[JS,]. In the case that a < I1I, we only need to find the former.
We only find a2 for this case because the calculations for the case when jal 2 f01 are
very similar.
Cov(S6, 6u) = E[-(a2  + 2) - 3/2( + 6'~P6)]
= -(a2 + 2)-3/ 2aE[6] = -(a 2 + 32)-3/ 2au2  (4.99)
where the penultimate equality is due to the recently established fact that 6, and
b are uncorrelated.
Now, if lal < 131, from 4.80 we have that:
1
S [v 2  + ,2a 2  - 2V(a2  + -3/20r2]
1 - (av) - 2
1
2R 2 N (2O' + v2 oa,) (4.100)
where the last equality follows by plugging in a = cos() and 13 = s into the
previous one.
By symmetry, we expect a2 to be equal to the boxed expression in the case that
a > 1|31 as well.
Newton-Raphson Minimization of Residuals
In this subsection, we present and solve a non-linear minimization problem, which
provides us with estimates of v and 0. This approach and the problem solution was
suggested by Prof. Wyatt. We wish to minimize the sum-of-squares of the residuals
fk:
N
f(v, 0) A fi (4.101)
i=1
for fk as defined in 4.42, and for N the total number of cell pairs. One would hope
that by assigning the residuals different weights which depend on the measured pa-
rameters, we would get better estimates than by giving them equal weights. However,
as noted in Section 4.3, to first order, the variances in the residuals only depend on the
speed of the curtain, the variance in the position estimates, and the variance in the
firing times. Therefore, we wish to minimize the uniformly weighted sum-of-squares,
shown above.
We can find v* and 0*, the optimal v and 0 respectively, which minimize 4.101 by
finding where
)f (v,0) 0
d O0d f(v,6) (4.102)
We do this by assuming that we have an estimate (i, 6) which is close enough to
v* and 0*. We use this estimate as an initial value for a Newton-Raphson algorithmic
approach.
The Newton-Raphson algorithm leads to the optimal solution iteratively. The
updates are given by
n+l (2) ( - fd(n) + (4.103)
L O 1 _j L ( 90 &L
Newton-Raphson Sensitivity Analysis
We choose the estimates of v and 0 to be the arguments which minimize f(v, 0),
defined in 4.101. The location of this minimum (in the v - 0 plane) depends on
the values of 3N measured parameters (i.e., the vector (dl, 01, At 1 , ... , dN, ON, AtN)).
In other words, the minimum (vmin, ,in) is a function of this vector of measured
parameters. Precisely, the estimates of v and 0 are the values which solve 4.102. By
the implicit function theorem, we know that if the Jacobian Matrix [Jfd] is invertible,
then a solution exists in a neighborhood of the true values of v and 0 for small
perturbations of the vector of measured parameters. In addition, we can find how
v and 0 vary as a function of variations in the measured parameter vector in the
following manner:
N N N8v 9v Ov
6 Z d + + 0V d ti (4.104)
i=1 i=1 i= 1
N 0  N 0 N
6e - 6d i + E i i+ 6At (4.105)
i=1 i=1 i=1
where
9v 9v Ov af
d-- 0 tl "' 2[ 1 a 2) (4.106)
d 8D01 8A t1  " " Odi 801 aAt1  "
and the matrices on the right hand side are evaluated at the true values of v and
0 and the true values of the parameters.
By making the simplification of evenly distributing the cells on a circumference of
radius R, we see that the variance of 56 and So (found by using the equations above)
are exactly equal to what was obtained when finding the variance in v and 0 (in
Section 4.2), that is,
v2 (2 + v2at) (4.107)cT~2R2N(P+
a 1 2 1 (2u2 + v2a2) (4.108)
Therefore, we notice that the speed and direction estimate sensitivities for the
CosCos and Newton-Raphson algorithms are equal, to first order, for cells equally
distributed on a circumference and paired as we described.
4.5 Estimating Thin Bar Motion Parameters
We assume that for each DS cell we have a function hk : 0 -- I+ which approximates
the number of spikes that DS cell k fires for motion of a thin bar (moving exactly
over it's RF) in the direction 0. For each hk we define a corresponding residual gk:
gk(O) 4 hk(0) - Sk (4.109)
where Sk is the number of spikes that cell k actually fired when a particular bar
was moved over its receptive field.
Now, once again, we wish to minimize the sum-of-squares of the residuals. In
other words, we wish to minimize
N
g(0) a g2 (0) (4.110)
where N is the number of DS cells that we use to make the estimates of v and 0.
Given only DS cells, we can use their ON-OFF property alone (ignoring their
directional properties) to make the estimates exactly as described in Section 4.4. We
also have the option of making an estimate of 0 merely by using the directionality
property of the DS cells and minimizing 4.110. More interestingly, we can make the
estimates by merging the information from non-DS cells with the non-directional and
directional information from DS cells. We wish to do this by minimizing a weighted
sum-of-squares of residuals of the form
N M
q(v, 9) 4 K,9  g () + f (v, 9) (4.111)
i=1 i=1
where fk is defined as in Section 4.4.3, N is the number of DS cells that reacted
to the particular bar, and M is the number of cell pairs formed when observing the
ON/OFF response to the same bar.
We weigh the residuals differently mainly because of a difference in the units of
fk and gk. To do so, we must provide a manner of selecting Kg, the weight assigned
to the gk residuals.
4.5.1 Weighing the Residuals of DS and non-DS cells
Our goal is to find a value for Kg such that Kg Var(gk) is comparable to Var(fk).
By doing so, we give each term in the minimization coming from the DS directional
properties the same significance as the terms coming from non-directional ON/OFF
responses of DS and non-DS cells. If, for example, we would like to give DS cells more
significance to further refine direction estimates, then Kg would have to be larger than
the value we find in this subsection. It should also be noted that if there are many
terms in the minimization due to non-DS information (i.e. there are many non-DS
cells which fire) then it is also preferable to increase K,.
We invoke 4.44 which tells us that Var(fk) . 2a + v2a2. Judging by the
typical amount of noise in the time and positions estimates, it is reasonable to set
ap = 100Iam, and ant = 0.1sec. This gives Var(fk) e 20000(jim) 2 + v2 0.01sec2 . Let's
treat v as a random variable which takes a value in the range 300 - 3000/Lm/sec
uniformly'. Then E[Var(fk)] P 20000(4um)2 + 0.01E[v2]. We find:
7This is a reasonable assumption. We do not expect the cells to respond very well to speeds lower
than 300Om/sec, and we do not expect to be able to estimate speeds and directions accurately for
speeds greater than 3000pm/sec.
E[v2 ] = Var(v) + (E[v])2
27002
- 12 + (1650)2 = 33 - 105( m/sec) 212 (4.112)
We conclude that E[Var(fk)] f 53 -10.
Based on experimental data it is reasonable to assume that Var(gk) a 53. This
suggests that Kg = 103.
4.6 Algorithms and Sensitivities Summary
4.6.1 Sensitivities of v and 0 as a Function of Noisy Measured
Parameters
We base the following sensitivity calculations on Equation 4.2.
Assumptions: 2N cells are equally spaced on circumference. Each cell is paired
with the cell which is a diameter across from it; R is radius of circumference.
v
2
02 1(2 + v2U2,)
es a 2R2N (2u 2
4.6.2 Variance of residuals fk dk COS(Ok - 0) - Atkv:
2 2o, + v2oQ
4.6.3 Estimating Velocity Vector Directly in Rectangular Co-
ordinates (Adam's Method)
From each two-pairing of the cells (TN such two-pairings) we get:] [-1 -
u' a, bi At
w' JL a2 b2 J [ At2
where ai and bi are dicos(0) and disin(9O), respectively.
We choose to minimize
S[ = (uk - ) + E(wk w L ') (4.113)
k=1 k k=l k=
where U'k and w'k are the solution of the estimates of u' and w' from each of the
TN two-pairings, and u' and w' are the overall estimates we obtain by minimizing the
above sum. Our estimates our then:
1 1
' = ~ 'k W'k (4.114)
TN= TN =lk=1 k=1
Then we express the u and w estimates for this two-pairing, U^ and ti, as:
A U
U ,2 + ,2
w
',2 + w'2
Sensitivities
)2 [( 2 b ( +b2b42aP (b2A 1 - bAt2 )22 (a, b2- 2b )4
[ -At 2  a2Lab 2 - a2bl (alb2 - a2bl)2
[ At al (b2At
alb2 - a2bl (alb2 - a2bl) 2
2[ b2 + b2
± UL (aib2 - i2b)2
- biAt 2 )]2
- biAt 2)
, = Var (,) = Var(6,) al-bl,a2-*
4.6.4 Adam's Method Revisited - Weighted Average of Two-
Pairing Estimates
S= K T k
U TN E a 2
k=1 U'k
= u
TN 1
W, = Kw,
TN k=1 Wk
-1
crwwhere Ku = and K,, = (N
k = 1
4.6.5 Estimating Velocity Vector Using Global Firing Time
Information (Berthold's Method)
In this method cells are not paired up. Assuming we have N cells:
U'
W
T
m
N
i=1
N
N
Si=
L i=1
N
xiYi
i=1
N
i=l
N
i=1
N
xi
i=1
N
zy i
i=1
N
N
- tixi
N
N
i=
Var(6,) = o2,
We transform back to u and w as in Adam's Method.
Sensitivities
Assuming N cells (not cell pairs) are equally spaced on a circumference of radius R:
2 (w2 - u2)2 2, + 4u 2 2a 2
w t (U - w2)29, + 4u2w2 U
Variance of Residuals fk A U'Xk + w'yk - (tk - T):
As expected, the variance of each residual does not depend on anything else except
the speed of the curtain, the variance in position estimates, and the variance in the
firing time estimates.
12
Var(Sfk) ~=V + o
4.6.6 CosCos Algorithm
In this method cells are paired up. N refers to the number of pairs available. We
have equations of the form:
Atk dk [cos(0) COS(0k) + sin(O) sin(Ok)]V
Letting a = c and P = s
Assuming that we have chosen N pairs, we organize the Atk's corresponding to
each pair in a column vector t. We also compose a matrix, X, by making each of its
rows a row vector of the form [ dk COS(k) dk sin(Ok) ], corresponding to each pair.
Our least squares estimates are given by:
[ O I= (XTX)- XTt
Notice that a = u' and = w', and each equation formed by pairing cells is
equivalent to each of the two equations formed by a two-pairing in Adam's method.
We transform to v and 0 estimates from a and 3 as we did in Adam's method.
Sensitivities
v2 2
R (2N + v t
2 1
2 R2N (2p + v 2 t)
4.6.7 Newton-Raphson Algorithm (John's Method)
In this method cells are paired up. N refers to the number of cell pairs available. We
minimize
N
f(v, 0) A fi
i=1
where fk & dk cos(0k - 9) - Atkv. The solution of v and 0 which minimize f(v, 9)
is solved by Newton-Raphson minimization.
Sensitivities
2 2
u,2 v (2 2 + v 2 t)2 R2N Pt
1 2
S2R2N (2 + ±v )
Chapter 5
A Least Squares Method for Minimizing a Weighted
Sum of Variances
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In this chapter, we present a novel way of weighing least squares so as to
minimize a weighted sum of the variances of a set of estimates £ which we are interested
in. Although the derivations are done for a general case, it may be helpful for the reader
to think of the parameters which we are interested in estimating as the speed and angle of
motion of a moving edge. At first glance, this chapter may seem like a digression from
the rest of this thesis; however, the goal of this work is to find a way which we can
reweigh least squares problems in which we are interested in the accuracy of some
estimates more than others. For example, we may be more interested in the fidelity of the
angle estimate than that of the speed estimate.
Section 5.1 reviews the optimal weighted least squares solution for the case where
we are interested in minimizing the variance of a weighted sum of elements in ; this is
the Best Linear Unbiased Estimator (BLUE) as presented in Professor Strang's textbook
An Introduction to Applied Mathematics. Section 5.2 proves that the BLUE is optimal for
weighing least squares so as to minimize a weighted sum of the variances of a set of
estimates 2. Section 5.3 presents a novel method for finding a family of optimal weight
matrices; this family of optimal weight matrices leads to the BLUE. Section 5.4 presents
some examples on finding this optimal weight matrix. Section 5.5 is the appendix to this
chapter where all the proofs are presented.
5.1 The Best Linear Unbiased Estimator (BLUE)
5.1.1 The Setup:
We consider the equation:
Ax = b (5.1.1)
A E IR"~ where we consider A to be fixed and b to be variable. Suppose A has linearly
independent columns (ker {A} = {0}), x e R1', bE R e , m 2 f 21 ("m" stands for
many, "f' stands for few). We consider only "solutions" £ with the following 2
properties:
(i) £ is a linear operator on b, namely: £ = Lb for some L IRf".
(ii) For any bp in the range of A, LbP = x, is the exact solution to AxP = bp.
A stochastic interpretation is then possible. Suppose that b = bp + e where e e I(= is a
zero mean random vector of errors. Then, condition (i) implies that:
£ = Lb = L(bP + e) (5.1.2)
which implies that, since L is linear, £ is an unbiased estimator of x,, i.e.
E{£} = LbP = x.
The following lemmas lead to a constraint which the class of linear operators L
must satisfy in order for condition (ii) to hold and the estimator £ to be unbiased; their
proofs are given in the appendix of this chapter.
Lemma 5.1: Condition (ii) holds if and only if LA =L
Lemma 5.2: The linear estimator £ = Lb = L(bp + e) is an unbiased estimator of x, for
every bp E R"x' in the range of A if and only if LA=I.
Lemma 5.3: For any L E Rfx such that LA=I, let £ = L(bp + e) . Then, the covariance
matrix A of i is given by: Az = LAeL .
One class of linear operators L which fulfill conditions (i) and (ii) consists of the
weighted linear least squares solutions:
L = (AT WA)-' ATW (5.1.3)
for every positive definite symmetric matrix W e R" - . The least squares solution
£ = Lb minimizes:
(b - Ax)T W(b - Ax) (5.1.4)
5.1.2 The Best Linear Unbiased Estimator (BLUE)
Let Ae e R"' be the covariance matrix of the error vector e; we assume Ae is positive
definite. In his book Introduction to Applied Mathematics, Professor Strang shows that
the covariance matrix of the error in 2 (Al = E{(- x,)( -x,)T} ) is minimized in a
certain sense when L has the form of equation (5.1.3) with W = Ae'.
Lemma 5.4: The matrix L, = [(ATA e- A)-' AT Ae-'] e =Rfxm, fulfills the following criteria:
1. LoA=I ( £= Lob is unbiased).
2. Let L e Rxmbe any matrix that satisfies LA=I. Let £ = Lo (b + e) and
y = L(bp + e). Then, (A, - A,) is positive semidefinite for any choice of
bp E Range(A) . Furthermore, if L # Lo, then (Ay -A.) is nonzero.
In other words, A.(W) > Al(A'), in the partial ordering sense of matrices. The proof of
Lemma 5.4 is given in the appendix of this chapter. We call £ = Lob the best linear
unbiased estimator of x.
Corollary 5.1: Let a e Rf ; let L e Rfxmbe any matrix that satisfies LA =I. Let
, = Lo (b, + e) and y = L(bp + e). Then, aT y and a T are weighted sums of the elements
in y and £ respectively and it is easily shown that aTAa = var(aT y) and
a A t a = var(a T i). By Lemma 5.4, (A - A,) is positive semidefinite
=> aTAa > aTAa Va e Rm which means that the variance of the weighted sum of the
elements in y is at least as large as the variance of the weighted sum of the elements inS
when the same weights a are used for both. Furthermore, since (AT - A) 0 for any
L # Lo with LA=I, it follows that for any such L and any bp, Range(A) , there exists a
weight vector a e IR such that var(a y) > var(a X).
5.2 Our Problem and How It Relates to the BLUE
We now switch our attention from the variance of the weighted sum of the elements in 5
to the weighted sum of the variances of the elements in 5. More specifically, we wish to
find an unbiased linear estimator L that minimizes a weighted sum D of the variances of
the elements in 5:
f
S= p (5.2.1)
k=1
where the weights pk are positive but otherwise arbitrary. Let P e R V be a diagonal
positive definite matrix. Equation (5.2.1) can be rewritten as tr{PA } = tr{PLAeLT },
which holds as long as LA =I (by Lemma 5.4). So our objective is stated as follows:
min tr{PLAeLT  }
Lrf^x (5.2.2)
st LA = I
5.2.1 The Orthogonality Principle:
Before continuing, the abstract form of the orthogonality principle is presented as it will
be used later on; it has been adapted from the Functional Analysis (6.972) Class Notes of
Spring 2007.
Theorem 5.1: Let a : V -+ R be a quadratic form on a real vector space V Let
v1 e V and U c V be an element and a linear subspace of V Assume that the restriction
of a to U is positive semidefinite. Then, for every vector v* e v + U, the following
conditions are equivalent:
1. o(v) 2 a(v*)V v v + (
2. (v*,u), =0 Vu et
As shown in figure 5-1 below, the projection theorem can be interpreted in terms of the
"distance" and the "scalar product"
dist(v, u) = (v - )1/2, (v, u) = (v+u)-(v-u) (5.2.3)
4
in V, induced by the positive semidefinite quadratic form a . The theorem claims that a
vector v* ev + V has minimal "distance" to the origin 0 e V if and only if it is
"orthogonal" to every element in U.
Affine space v1+TU Subspace U
Figure 5-1: Graphical Representation of Theorem 5-1.
5.2.2: Finding the Conditions for an Optimal Solution to Our Problem
Theorem 5.2: Let PE Rfxf be a positive definite symmetric matrix. The only optimal
solution to:
min tr{PLAeLT }
Lr.RfXm (5.2.4)
st LA = I
is Lo = (ATA;'A)-' A A 1', and the minimum value of equation (5.2.4) is tr {P(AT Ae'A)-'}.
Proof:
We will first prove that L, = (AT A'A)- ATA e' is an optimal solution to equation (5.2.4);
we then will prove that it is unique.
Let us define an inner product that maps RIfmxlRfxm -+ R in the following way:
(L,M) = tr{LAeMT } (5.2.5)
where L Rfxm " and ME Rj" .Using equation (5.2.5), we can rewrite our minimization
problem as:
min tr{PLAef L = min tr{P/2LAeLP1 /2 } = min (P/2L,P1/2L)
LERfa LRf- LeRfxm (5.2.6)
st LA = I st LA = I st LA = I
where p/1 2 is the unique symmetric positive definite square root of P. Let Q = P1/2L;
Then, the constraint LA=I becomes QA = P 1/2 and the problem can be posed as follows:
min tr{QAeQT}
(5.2.7)st QA = p/2 
Let us define the following subspaces:
Ot {M eRfxm I M A = 0} (5.2.8)(5.2.8)
S A {Q c=R" I QA = p"2
The subspaces O and S are graphically illustrated in figure 5-2. Q* E S is an optimal
solution if and only if:
(Q*,M) = 0 VM E m (5.2.9)
EhL,, - ,irv .
L tra W
:e OL (all matrices
uch that MA=O)
Figure 5-2: Graphical Representation of the Optimal Q*. Let Q, ( fxm be any matrix' such that
Q1A = P1/2 . The set S of all matrices Q E R fX such that QA = p1/2 can be written as S = TX + Q1 .
We have thus established our optimality criteria on Q. By lemma 5.4, we know
that LoA=I and thus Q* A = p1/ 2 .We test to see if the Lo obtained by finding the BLUE of
x, in section 5.1 satisfies equation (5.2.9). We have Q* = P1/2L = P12 (ATAe'A)-' AT A e1
and thus:
(Q*,M) = tr{P1/2 (A T A e 'A) - 'A T  AeMT  (5.2.10)(5.2.10)
tr {P1 2 (ATA'A)-I(MA) T} = tr{0} = 0
and thus, equation (5.2.9) is satisfied by Q*.
We have shown that Q* = P' 2Lo is an optimal solution to the problem posed in
equation (5.2.7) and thus, Lo is an optimal solution to the problem posed in equation
(5.2.4). We now show that Q* is the unique optimal solution to the problem posed in
equation (5.2.7) and thus Lo is the unique optimal solution to the problem posed in
equation (5.2.4).
'There exists at least one such Q, since Q* = P/ 2L o = P1/2 (ATA~IA) - I ATA e' satisfies
Q* A = p"/2
We know that Q* e S; thus, all feasible solutions Q to (5.2.7) can be written as
Q = Q* +M. Let Q = Q* +M be any optimal solution to (5.2.7); we will show that
M, = 0 and thus, the only optimal solution to (5.2.7) is Q*. By the orthogonality
principle, since Q, is optimal:
(Q,M) = 0 VM E OM <* ((Q*+M,),M)= 0 VM E
Str{Q* Ae MT } +tr{MAeMT }=o VMe E (5.2.11)
<* (Q*,M) + (M 1,M) = 0 VM E M
However, from (5.2.10), we have that (Q*,M) =0 VM E M and thus, it must be the case
that:
(M1,M) = 0 VM E D (5.2.12)
Equation (5.2.12) implies that:
(M 1,M) = 0 <* tr{MIAeMI} = 0 (5.2.13)
Since MAeM[T is positive semidefinite and has a trace of zero, it must be the case that
MIAeM1  = 0. Since Ae is symmetric positive definite (ker{Ae} = ker{Ae} = {0}), we
can conclude the following:
MiAeMiT = 0 = Xr M AeMIT = 0 VX E Rf = MITX = 0 Vx ERf
(5.2.14)
MT =0== M =0
Since M = 0, all optimal solutions Q = Q*; thus, Q* is the unique optimal solution for
(5.2.7) meaning that L, is the unique optimal solution for (5.2.4). Plugging in
Lo = (ATA e A)- ATA e; into equation (5.2.4) gives a cost of:
tr{P(AT A e'A) -' } (5.2.15)
M
We have shown that the linear operator Lo minimizes both the variance of the
weighted sum of the elements in 2 (Corollary 5.1) and the weighted sum of the variances
of the elements in 2 (Theorem 5.2). Furthermore, it is unique in both cases. It is
important to realize the strength of theorem 5.2: it made no assumptions on the form of
the optimal linear operator L except that it fulfills the condition LA=I. In other words, it
did not assume that L was of the form (AT WA)-1 ATW for some weight matrix W:
however, out of all possible L which satisfy LA =I, the optimal L turns out to be of the
form (AT WA)-' ATW with W = Ae'. Section 5.3 will show that there exists a class of
optimal weight matrices W which lead to a least squares solution which minimizes the
weighted sum of the variances in 2. Through examples, it is shown that all such W lead
to the same optimal linear operator L,.
5.3 Deriving the Optimal Weight Matrix Wo
We consider the equation:
Ax= b, +e-b (5.3.1)
where A E IR" , x e Rfx, and be RWmx, and e is zero mean random vector of errors. The
weighted linear least squares solution is: ^ = Lb = Lw(bP + e) where L, is of the form:
L= (A T WA) - ' AT W (5.3.2)
As mentioned in the previous sections, we are interested in the weighted sum of the
variances of the elements in 2 . More specifically, we wish to find an unbiased linear
estimator L that minimizes a weighted sum of the variances of the elements in :
(p(W) = ±pao (5.3.3)
k=1
where the weights pkk are positive but otherwise arbitrary. Let P E Rfxf be a diagonal
positive definite matrix. Equation (5.3.3) can be rewritten as tr{PA} = tr{PLAeL},
which holds for all L of the form of equation (5.3.2) as well as any matrix
D E IRfxm which satisfies DA = I. So our objective is stated as follows:
min tr{PLwAeL,}
LER/ W (5.3.4)
st LwA = I
Our goal is to find the family of matrices Wwhich minimize equation (5.3.4). Since A
has linearly independent columns by assumption, 91(A) is an f-dimensional subspace of
Rm. We pick a basis {v1,v2,   , v } for 91(A) and extend it to a basis
{v1,v 2 , •V2 f 0f, v+ 1, • , vm} for Rm. Let R have any basis. In these bases, A has
the matrix representation:
A = - [ (5.3.5)
f
where M eRfxf is nonsingular. The block partition of W is with respect to the new basis
for R" is:
f { X Y
W= -f YT -IZ (5.3.6)
f m-f
where X e IRf and Z e R (m-f)x(m-f) are positive-definite symmetric (since W is). Recall
that any real, symmetric, positive definite matrix has a real, symmetric, positive definite
square root. We use this to factor Ae into:
Ae = FAF,; Ae,F e R"x m  (5.3.7)
Also, let L P 112L,F : then,
tr {PLwAeLw } = tr {LL } (5.3.8)
Let's decompose FAe into upper and lower blocks:
FA = - - (5.3.9)
m-f{ [H
m
In order to express Lw and L in terms of the matrices X, Y, Z, G, and H, note that:
(ATWA) - 1 = (M T XM ) - ' = M'X-'M',
A T WFA, = M T (XG + YH)
L = P"ZLFAe = P1/2(A T WA)-'A TWFA = P12M-X-MT-MT (XG+ YH) = (5.3.11)
P 1/2M-1 (G + KH)
where K = X-'Y, K R(f)x(m-f). Note that K is of the same dimension as Y. Moreover,
since X -' is positive definite and Y e RI )x(m-f) can range over allfx(m-) matrices,
K E R1 (f)x(m-) can range over alljfx(m-f) matrices. Also, note that for each K e RI(f)x(m-f
there correspond many pairs (X-' e Rfxf, Y e IR(f)xl-f)) such that K = X-Y . Thus,
finding an optimal Ko does not give a unique solution for Xo and Y and thus does not
give a unique solution for the optimal weight matrix W.
Now, our objective is the following:
min qp(W) = min tr {LL }
LeRfxm (5.3.12)
st LA = I st LA =I
Let us define an inner product Rfxmxfxm -) R in the following way:
(C,D) = tr{CDT } (5.3.13)
for all C Rf " and D e IRfx . Thus:
p(W) =II L Ij2= (L,L) = (P1/2M-'(G + KH),P1/2M- 1 (G + KH)) (5.3.14)
The expression given in equation (5.3.11) above is the sum of a fixed matrix and a linear
subspace of matrices. Thus, from the orthogonality principle, for any (candidate optimal)
choice of K e R(f x(m-f)
IP 1/ 2M- (G + KH)I < P1 /2M-' (G + KH) , VK e R(f)x(m-f)
(P1/2M- (G + KH), P1/2M-1KH)) =, VK E R(f)x(m- f) (5.3.15)
See figure 5-3 for an illustration of the orthogonality principle for equation (5.3.15).
Lm . L . . . dm _ ke -1") .-
V, +"pM-'i G
ce OX (all matrices
t ERfxm)
Figure 5-3: Let OX be the subspace of all matrices P 112M-'KH e Rfx. where K e Rfx(m-f) can vary
over all fx(m-f) matrices. Let S be the subspace defined by adding the matrix P 112M-1G e Rfxm to all
matrices in O. The matrix L* = P 112M-1 (G + KoH) which lies in S has the smallest norm compared to
all other L1 = P1/2M-(G + KH) where K # K o which lie in S.
Thus, by the orthogonality principle, the condition in equation (5.3.15) becomes:
tr{P1/21 M-(G + KoH)(PI/2M-1KH)T} =0 VK e R(f)x(m- f ) =>
tr{(P1/2M-'G + P1 2M-'KoH)HTKT(M-')TpI12} = 0 VK e ]R(f)x(m-f) (5.3.16)
tr{[(M-1)T PM-1GHT + (M-1)TPM-KoHH ] KT } =0 VK R(f)x(" -f)
R(fPX(m-f) R(f)P(mf) 
R(m-f)x(f)
Since the term in brackets in equation (5.3.16) lies in RI f)x(m-f) and (5.3.16) holds for all
K e R(f)x(m-f), it must be true that:
(M-') T PM-'GHT + !M-) T PM-1Ko HH = 0 (5.3.17)
where:
QA (M-')T PM'1 , y 2nGHT , 171 HHT (5.3.18)
Now, recall that P is symmetric positive definite and M has full rank (rank(M)=f) because
its columns are a basis of R ; thus, ker {Q} = 0 and 0 is invertible. Also, FA, is
symmetric positive definite which means that it has full row rank; thus, He IR(m- )xm has
full row rank which means that 1i = HHT E R(m- )x(' -f ) is invertible. Therefore, we can
solve for Ko:
K o = -'l-' X'lYo, = - {(Mp-M T )} {(M-') T PM-'GHT } {HHT }- '
KO= - z nWI
(5.3.19)
Equation (5.3.19) gives a rule for picking the optimal Xand Y entries of the weight matrix
W. Equation (5.3.19) also says that we are free to choose a positive definite Z so long as it
keeps Wpositive definite. Thus, we may take Z e IR(m- nx(m-f) to be any
(m - f) x (m - f) positive definite matrix that does not violate the positive-definiteness
requirement of W. One such Z is obtained by the Nystr6m approximation technique and
is given by:
= YTX- 1Y (5.3.20)
Thus, the class of weight matrices W which minimize equation (5.3.4) are of the form:
X Y
LT yTX-1y+AJ
f m-f
(5.3.21)
where A ER ( m-f)x(m-f) is chosen such that W is positive definite. If A = 0, Wo becomes
singular.
5.4 Examples of Optimal Weight Matrix Construction
In order to clarify the theory presented in sections 5.3, a series of examples will
be presented. The goal is to increase the reader's intuition about how the optimal weight
matrix for a weighted least squares estimator is determined. Moreover, these examples
empirically show that W = A' is in fact a special case of W of equation (5.3.21).
5.4.1: The 2x1 Case with Correlated Errors
5.4.1.1 Verification that BLUE Gives the Least Positive Definite A.
Consider the following setup:
a X P F": + [ el][ x, Lb2p e2]
AeR 2 xI b R
2
x
l eR 2xl
(5.4.1)
-f
m- f 
where x, is the exact solution to Ax, = b, . The error vector e is a zero mean random
vector of noise added to b,p ; Thus, Ae (the covariance matrix of the error vector e) is:
2
e e, ee2 (5.4.2)
%e2 2
where aee2 is the covariance between e, and e2 . We seek an unbiased estimator £ of x,
which satisfies the two conditions presented in section 5.1; such an ^ is of the form
X = Ld(bp + e) where:
Ld =[ d Vd eR (5.4.3)
Thus, we have the following relationship:
X£ =Ld(bp +e)= d]blp + el  1p +de2  (5.4.4)
a e2 a
We know that x, = ; thus, - xp =e + de2 and the covariance matrix of the error
a a
in £ takes the form:
-
2  dA = E{(-x , )-X, ) T(- x)}= l d 20 +2- e e2 (5.4.5)
a e2 a
Our first goal is to verify that Lemma 5.4 of section 5.1.2 holds for this example.
Consider the BLUE Lo = [(ATAe-'A)-' ATAe - 1] R1x2 . We call £* the estimate
Lo (b, + e) of x,. Substituting for the matrices in this example gives:
rL e2 (5.4.6)LO=[ 2&
This gives an £* of:
(*= Lo b +e) = b P  (5.4.7)
a a 2
Thus:
e  e 2 2
* , e - 0 2 (5.4.8)
a a2 a2 a22
Equation (5.4.5) gives the covariance matrix of the error - xp and equation (5.4.8) the
covariance matrix of the error £* -x, . Subtracting (5.4.8) from (5.4.5) leads to:
2
A - A = d2C2 + 2-e + e2 >0 Vd- ee2 (5.4.9)
aU ao aa
which means that A. 2 A, in the partial ordering sense of matrices; it is easy to establish
that d= - is a minimum of equation (5.4.9); for this value of d, £* = ^ and
aoe
,- An = 0. Thus, we conclude that the BLUE L = - satisfies Lemma 5.4
a ae2a
of section 5.1.2.
5.4.1.2 Optimal Weight Matrix Construction
Now, consider the class of estimators Lw = (ATWA)- 1 ATW presented in section 5.1.1. Our
goal is to find the class of weight matrices W of the form of equation (5.3.21) which
satisfy the constraint in equation (5.3.17). We then test to see if the BLUE
LO = e 2  is a part of that class. We must first define the matrices
P, G, and H for this example:
M, P, G, and H for this example:
M=a, P =p,>,
lxl 1xl
'Tel
F, eje2
2x2 ae
(5.4.10)
2
=e 0] and H= ele2  _e2
1x2 l e I
Thus, we have the following 0, 1, and H :
S=(M- 1) PM-l =
a2
Z=QGHT = 'ee 2 Pl
a2
1 -= o-
Therefore:
K o = Xo'Yo = -Q-1cI'-1 - ee2 (5.
e2
Equation (5.4.12) gives the optimal Ko ; note that there are many pairs (X o , Y ) with
X, > 0 that satisfy (5.4.12). Thus, all pairs ( Xo, Y ) are of the following form:
-= c'ae, 2 2=-C c>0 (5.
We then choose a scalar Zo to ensure that W is positive definite; the Nystrom
2
approximation given in equation (5.3.20) leads to Zo = ee2 + A, VA > 0 Thus:
2Cae2
(5.4.11)
4.12)
4.13)
F-I 2 -1 1
W l2 ee2 (5.4.14)
L e2
Therefore:
1 a
L =(Aa WaA)- 1 A ee2 (5.4.15)
a ace
Notice that Lw in equation (5.4.15) is exactly the BLUE Lo of equation (5.4.6). Thus, for
any choice of c>O, our optimal weight matrix W leads to the BLUE Lo .
5.4.2: The 3x1 Case with Correlated Errors
5.4.2.1 Verification that BLUE Gives the Least Positive Definite A.x
Consider the following setup:
al 0 b ] el
Sa2 pb2p + e2  (5.4.16)0 0 b3 e2
Sbp ~R
3
xI eeI
3
xl
where x, the exact solution to Ax, = bp. The error vector e is a zero mean random vector
of noise added to bp ; moreover, let e2 and e3 be correlated and let e, be uncorrelated with
both e2 and e3 . Thus, Ae (the covariance matrix of the error vector e) is:
62 0 0
Ae= 0 2 ee3 (5.4.17)
We seek an unbiased estimator £ of x, which satisfies the two conditions presented in
section 5.1.1; such an X^ is of the form i = Ld(b, +e) where:
1
Ld Vd, d 2 eRI
0
Note that i is unbiased for b3p = 0. Thus, we have the following relationship:
x = Ld(b, +e)=
We know that
0 d, b,, + e,
1 b2p e2=
a 2
1
a,
0
a
XP = 21 ; thus,
La2
a2
e
el + de 3
al
SX-X 2
a2
(5.4.19)
and the covariance matrix of the
error in ^ takes the form:
e2 1  e2 3
a a2
dd2 3  - e2e3a2
-2 22
a2 a2
Our first goal is to verify that Lemma 5.4 of section 5.1.2 holds for this example.
Consider the BLUE Lo = [(ATAe,-A)-' ATAe-'] R2 3 . We call j* the estimate
Lo(bP + e) of x,. Substituting for the matrices in this example gives:
1 0 0al
a2 2 -e3
(5.4.21)
(5.4.18)
(5.4.20)
r
0 di
1 d2
a
2
A = E {(£-xp)(£- Xp)T
This gives an £* of:
x* al
2 a2' e3
Therefore:
el
a,
*- e2 e-
ae a e3 3
2
e,
a
-:> A, =0
0
(5.4.23)
2 2 2
a2 a 2a
Equation (5.4.20) gives the covariance matrix of the error ^ - x, and equation (5.4.23) the
covariance matrix of the error £*-xP. Subtracting (5.4.23) from (5.4.20) leads to:
Al 
- A, =d
a2 'e
djddd 2  1 e2e3
d2 a 2 +e e3
a2 ez20
The matrix of equation (5.4.24) has the following eigenvalues:
=d 2 2, 2 =0C o;,,,
Since 1 , 2Z 2 0, A - A,, is symmetric positive semidefinite and we conclude that the
BLUE Lo =
1
a,
L
0 0
1 ae2e
a2 a 20a2 2 ez
satisfies Lemma 5.4 of section 5.1.2.
(5.4.22)
(5.4.24)
(5.4.25)
5.4.2.2 Optimal Weight Matrix Construction
Now, consider the class of estimators L, = (AT WA)-' ATW presented in section 5.1. Our
goal is to find the class of weight matrices W, of the form of equation (5.3.2 1) which
satisfy the constraint in equation (5.3.17). We then test to see if the BLUE
0 0
1 e2e3
a a2"2
a2 2 ej
is a part of that class. We must first define the matrices
M, P, G, and H for this example:
M = a222 0 a2
A3x3
3x3
0
e2
0 e2e3
e2
e2 Oand H
P 01:S>00 p 2
0
0
2 e2e 3a-
e3  20 2e2
= %'e2
100
1
a,
LO= 0
(5.4.26)
a]2 e2e3
e3  2
e2
G =ae
2A3 0
Thus, we have the following 0, E, and H :
0 = (M 1 )TPM-1 I= 1
I=QGH = e e3 p2  (5.4.27)
Sa 2
Therefore:
K, = -- lI-l-1 = - 0 (5.4.28)
Equation (5.4.28) gives the optimal K o; note that there are many pairs (Xo, Y ) where
X, is positive definite that satisfy (5.4.28). Let C E R2x2 be any positive definite
symmetric matrix with entries:
C = c c 2  (5.4.29)
then,2 3all pairs ( ) re of theollowing form:
then, all pairs (Xo, Y) are of the following form:
X, = c, c22 ]o
C2 C3
(5.4.30)
We then choose a scalar Zo to ensure that Wo is positive definite; the Nystrom
2C32
approximation given in equation (5.3.20) leads to Z, = ee+ A, VA > 0.
C2 e2  C3e2e3
2 2
0e3 e3
1
L = (ATWoA) - ATWo = Lo =
0
0 0
1 a 2e3
a a2
2 2oej
Notice that L w in equation (5.4.32) is exactly the BLUE Lo of equation (5.4.21). Thus,
for any choice of positive definite matrix C R2x2 , our optimal weight matrix W leads
to the BLUE L .
5.5 Appendix
This section contains the proofs for lemmas 5.1, 5.2, 5.3, and 5.4.
Proof of Lemma 5.1: If condition (ii) of section 5.1.1 holds,
then: LAxp = Lbp = x => LA = I. If LA=I, then Lbp = LAxp = x -
condition (ii) of section 5.1.1 holds.
Proof of Lemma 5.2:
Our goal is to find an estimator of x, that is linear and unbiased. For our estimator i to be
unbiased, we require that:
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Thus:
S=
C2 e2e3
2
e32
3e23 '
( 2 )2 +A
3)2
Therefore:
(5.4.31)
(5.4.32)
E{i-x} =0
which leads to:
E{LbP +Le- x } = E{LAxp + Le- x } = (LA - I)xp = 0
and thus we require that:
LA = I
Proof of Lemma 5.3: The covariance matrix of £ can be rewritten as:
Ai = E{{( - x,)(X- x,)'} = E{(Lbp + Le - x,)(Lbp + Le - x)T} =
E{[(LA -I)xp + Le][(LA -I)xp + Le]T } = LAeLT
(5.5.1)
(5.5.2)
(5.5.3)
(5.5.4)
where the last equality follows from the constraint LA =I.
Proof of Lemma 5.4:
1) Since the columns of A E RmX are independent and A 1' is positive definite, ATAe-'A is
invertible and thus, LoA = (A T Ae-' A ) - 1 A TA e - A = I.
2) We are trying to show that any L# Lo leads to the matrix (A, - A.) being positive
semidefinite. Let's write any L as follows:
L = L + (L - Lo) (5.5.5)
Substituting this into LAefT gives:
LAeL = LoAeLoT + (L - Lo)AeLoT + Le (L - L)T + (L - Lo)Ae(L - Lo)T (5.5.6)
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Now, (L - Lo)AeLo = (L -Lo)AeAA(A T AA)-' = 0 because AeA-1 = I and
(L - Lo)A = I - I = 0 for all L that satisfy the constraint LA =I. Moreover,
LoAe (L - Lo)T = 0 as it is just the transpose of (L - Lo)AeLoT . Thus, we are left with:
LAeLT = LoAeLoT + (L - Lo)Ae(L Lo)T  (5.5.7)
which is minimized when L=Lo. Moreover, notice that if L # Lo , LAe LT# LoAeLoT and
thus, (AY - A,) is nonzero. We have thus shown that Lo is the unique minimizer of A,.
Plugging in L=Lo in equation (5.5.7) gives us:
LAeLT  = LoAeLoT = (A TA;'A)-' (5.5.8)
and thus, A, = (ATA e;A)-1 .
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Chapter 6
A Likelihood Model for the Receptive Fields of ON/OFF
Cells
6.0 Acknowledgements and Introduction
Before beginning this chapter, I would like to acknowledge the help that my colleagues
gave me in developing the likelihood models described. Professor John L. Wyatt came up
with the idea of trying to estimate speed and angle via a likelihood approach and he gave
us the idea of creating a cell receptive field model which resembles a 2-D Gaussian;
moreover, he was always there to help with any problems that we had when trying to
figure out the specifics of the model and implement it. Jessica Wu and Shamim Nemati
collaborated with me in making the model work and implementing it. Shamim played an
important role in the numerical optimization of our model and Jessica was responsible for
obtaining the initial estimates of our model parameters. Moreover, Shamim and Jessica
coded a big chunk of the model implementation. Both Jessica and Shamim also played an
important role in dealing with the experimental data. As this effort was extremely
collaborative, it is hard to specifically say who did what exactly; however, their work was
extremely important for the development of this model.
The previous chapters have presented algorithms which estimate the speed and
angle of moving edges of light (curtains and bars). The model used in those algorithms
approximated each ON or OFF cell as a "sensor" which "fired" when an edge passed
over its center. In essence, these cells formed a sensor network in which each cell gave
information about when the edge passed over its center. In its simplicity, this model did
not account for the fact that ON and OFF cells have non-negligible receptive fields
which, when stimulated, produce firing patterns. Moreover, the model used in the
previous chapters assumed that there is no time lag between the stimulation of a cell and
its response to the stimulation. Furthermore, the model did not take into account firing
pattern differences between the cells used in the estimation algorithms. As described in
chapter 6 of Eisenman 2007 [1], the only information used in determining a cell's firing
time in response to a moving edge was the mean of its response spike train. With this
method, the time dynamics of a response spike train were lost.
In this chapter, we develop a likelihood based receptive field model for ON and
OFF cells. This statistical model for the receptive field is defined by representing the
spatial dependence of the cell firing on the location of the edge as an inhomogeneous
Poisson process. Here, the rate parameter of the inhomogeneous Poisson process is
modeled as a function of the edge's position with respect to the center of the cell. Section
6.1 describes the model details; section 6.2 describes how we obtain the model
parameters for each cell from real data via a maximum likelihood approach (this will be
termed the "forward problem"); section 6.3 describes how we estimate the speed and
angle of a moving edge via a maximum likelihood approach from a group of cell
responses (this will be termed the "inverse problem"). Figure 6-1 depicts a flowchart of
the steps taken in both the "forward" and "inverse" problems.
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For each cell, we input training
data consisting of responses to
moving edges of light with know
speed and angle.
vn Optimization of Parametric model
model parameters for each cell.forr each cell vian a
maximum likelihood
approach.
Cell 1 Cell 2 Cell N
model model model
i V I F IInput response of cell 1 to movingedge of light with unknown speed
and angle.
Input response of cell 2 to moving
edge of light with unknown speed
and angle.
Input response of cell N to moving
edge of light with unknown speed
and angle.
Estimated speed
and angle of edge.
Figure 6-1: Flow chart representation of the sequence of steps in the "forward" problem (panel A) and in
the "inverse" problem (panel B). In the "forward" problem, we train each cell's firing rate model by using
its responses to edges with known speeds and angles; this is done with a maximum likelihood approach. In
the "inverse" problem, we maximize the joint likelihood of all cell responses to an edge whose speed and
angle we are trying to estimate; the (V*, 9*) pair which maximizes this joint likelihood is our estimate of
the edge's speed and angle.
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6.1 Likelihood Model Description
6.1.1 Inhomogeneous Poisson Firing Rate Model
We model the receptive field of an ON (OFF) cell in response to a moving bright (dark)
1-D edge as a 2-dimensional Gaussian-shaped sensitivity function. We then assume that
the spike trains generated by an ON or OFF cell can be modeled as an inhomogeneous
Poisson process whose rate A(t) depends on the integral of the sensitivity function over
the 1-D edge in the plane; we also assume that the cell has a constant background firing
rate. To be concrete, let us assume we have a cell located at the coordinates m = (m, m,)
with a 2-D Gaussian receptive field of standard deviation o x in the x-direction and
standard deviation a, in the y-direction. Moreover, let W = - 1 be the inverse of
0 --O
the covariance matrix of this 2-D Gaussian sensitivity function; note that for simplicity,
we assume that the covariance is zero. Then,
(z-m)T W(z-m)
A(t) c + Ke (6.1.1)
1(t) 2;rax y
where c is the constant background firing rate of the cell and K is a measure of how
vigorously the cell fires and is a property of the cell that is not stimulus dependent. Thus,
A(t) is the integral of the 2-D sensitivity function over the 1-D edge. Note that 1(t) is the
equation of the edge boundary as a function of time and that z = (Zl, z2) contains the
coordinates of any point in the zi - z2 plane. Also note that the units of (t) are
spikes/second.
This model is specific for moving edge stimuli; for any moving 1-D edge
stimulus, we can integrate the Gaussian sensitivity function along that edge in order to
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determine the firing rate. A graphical representation of this setup is portrayed in figure 6-
2. Let us see in detail how equation (6.1.1) is used. We are interested in characterizing a
cell's response to a moving edge of light; note that these stimuli are essentially a
continuum of moving points arranged in a straight line. We assume that the spike train
generated by a cell in response to a moving edge of light over its receptive field is an
inhomogeneous Poisson process with rate 2(t); this 2(t) can be extracted by integrating the
2-D Gaussian receptive field model of (6.1.1) over the edge.
y
x
Figure 6-2: This figure graphically depicts a cell's 2-D Gaussian receptive field over which a l-D edge is
moving. The point m = (mx , my) is the center of the receptive field of the cell. Along each contour, the
height is constant.
We first derive the result for an edge with a velocity vector normal to the edge
having an angle of 0=00 (note that this is the same convention as that used in the previous
chapters) and then generalize it to an edge moving at any angle 0. For the case of an edge
moving at 0=00, we integrate along the y-direction as shown in figure 6-3. Thus,
(z-m)T W(z-m) (x(t)-mx)2
+ Ke 2 Ke 2 (6.1.2)(t) = c +- dz = c + (6.1.2)
-00 2;rou [ -iax
where x(t) is the x-coordinate of the edge location at time t.
For the case of an edge moving at any angle 6, we rotate the coordinate system by
0 as shown in figure 6-4; in this new u-v coordinate system, the edge is moving
horizontally and we thus integrate out the variable v.
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Before continuing, a review of coordinate rotation is presented. Let as assume that
we want to rotate our current coordinate system x-y by a counterclockwise angle 0 (we
will call this rotated coordinate system u-v). Note that the coordinates of any fixed vector
z in the rotated coordinate system (i.e. the u-v coordinate system) are now given by a
rotation matrix which is the matrix transpose of the fixed-axis rotation matrix and, as can
be seen in figure 6-4, is equivalent to rotating the vector z by an angle of-0 (this means a
clockwise rotation of 0) relative to a fixed set of axes. This is done by applying the
rotation matrix R:
R A cos(0) sin(9)]L -sin(O) cos(0)] (6.1.3)
There are two ways to view this R: 1) it rotates the coordinate system by 0. 2) it rotates
every vector of the old coordinate system (i.e. the x-y coordinate system) by -0. Note that
R- ' = RT and det(R) = 1. Thus, the relationship between the new coordinates (u,v) and
the old coordinates (x,y) is:
[u] = R[][ cos(O) sin(O) 1x (6.1.4)
Lv LY -sin(O) cos(O) LY
We thus substitute the following into equation (6.1.2):
z-m = R-'[u(t) - m =cos(O) -sin(O) u(t)- m,
zm R-LL] (6.1.5)Iv(t) - m sin(0) cos(0) Ilv(t) -m
where the point m = (mu, mv) is the representation of the center of the cell's receptive field
in the u-v coordinate system and w(t) = [u(t)- mu , v(t)- m,] is the representation of
the location of the edge in the u-v coordinate system at time t. Note that the relationship
between the cell center ii = (mu, m,) in the u-v coordinate system and the cell center
m = (mx, my) in the x-y coordinate system is the following:
[m, cos(O) sin() mx (6.1.6)
m - sin(0) cos(0) my
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Thus, in the u-v coordinate system, the argument of the integral in equation (6.1.2) can be
rewritten as follows:
(z(t)-m) W(z(t)-m) [R- 1(w(t)-i)] T W[R - 1(w(t)-f)]
Ke 2 Ke 2
= (6.1.7)
2 , o y 2 -x o y
and we can now integrate equation (6.1.7) over the variable v in the u-v coordinate
system.
Thus, the inhomogeneous Poisson rate for a given angle 0 now becomes:
[ R-'(w(t)-m)] W[R - ' (w(t)-m)] (u(t)-mu)2
0 IKe 2 Ke 2(. cs 2 (0)+o sin
2 (0))
A(t; 9) = c + dv = c+ (6.1.8)
-0 2 y 2r(o cos 2 (0) + o sin 2 ())
where u(t) - m, is the distance between the center of the cell and the horizontally moving
(in the u-v coordinates) edge. Proving that equation (6.1.8) holds is best done by a
geometric argument. After we have rotated the coordinates, we are now in the u-v
coordinate system; the layout is portrayed in figure 6-5. We are interested in integrating
out v: thus, we are integrating the 2-D Gaussian over v in the u-v coordinate system. The
only difference between this case and the 0=00 case of equation (6.1.2) is that the
"standard deviation" of the 2-D Gaussian along the v-axis is different. In fact, the
"standard deviation" along the v-axis is exactly (,2 cos 2 () + 2 sin2 ( 0)) . Thus, by
X Y
replacing the a2 in equation (6.1.2) with (a2 cos2 (0)+ 2 sin 2 (0)) , and keeping inX x y
mind that the x-coordinate in (6.1.2) is now the u-coordinate, we get the result of
equation (6.1.8).
Let V be the speed of the moving edge. If we define to as the time when the
curtain passes the origin, the distance ju(t) - m, is equal to 1(t - to)V - m, . Thus, equation
(6.1.8) can be rewritten as:
{ V(t-t o )-(cos(O )mx +sin(O)m, ) 12
, =e 2 (a2 cos 2 (0)+a- sin 2 (0))(t; V, 9) =) + sin ())
\/27(o cos 2() +o2 sin2 ))
(6.1.9)
Equation (6.1.9) gives us the instantaneous inhomogeneous Poisson firing rate of
the cell's spike train in response to an edge of constant velocity moving at an angle 0
across its receptive field. Let's define the start time of the edge's motion as 0 and the stop
time of its motion as T (i.e. the total time of movement of the edge from one end of the
screen to the other is T). Then, for a given angle of movement 0 and speed V, we have the
instantaneous inhomogeneous Poisson firing rate A(t; V, 0) at all times t e [0, T].
0=0
tY x
Figure 6-3: This figure depicts an edge moving horizontally. In order to get the firing rate A(t) in response
to this edge, we must integrate the 2-D Gaussian along the y-direction.
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Figure 6.4: When plotted in u-v coordinates, the picture in panel A takes on the appearance in panel B. The
angle of motion in the u-v coordinate system is D. Note that rotating the x-y coordinate system by 0 and
rotating a vector in the x-y coordinate system by -0 are equivalent.
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Figure 6-5: In the u-v coordinate system, the edge appears to move with a constant velocity V horizontally.
Its location at each time t is given by u(t). If we define to as the time which the curtain passes through the
origin, the distance Iu(t) - m is equal to -(t-to)V - m.. The start time of the edge motion is defined
as t=O0 (i.e. when it enters the screen from the left) and the end time of the edge motion is at t=T (i.e. when
it exits the screen from the right).
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6.1.2 The Likelihood of a Spike Train
In this section, we present the method for obtaining the likelihood of a spike train which
is a realization of an inhomogeneous Poisson process. The likelihood of a spike train is
essentially the probability of observing a spike train given the parameters of the model
which generated it. Viewed from a different perspective, the likelihood of a spike train is
equivalent to the probability of observing a sequence of inter-spike intervals (ISI's) given
the parameters of the model which generated them. The procedure for calculating the
likelihood of a spike train is best illustrated through an example. Consider the spike train
shown in figure 6-6. The time interval of interest is of length T and there are two spikes at
times t1 and t2 . The firing rate for the Poisson process is 2(t). One method of deriving the
likelihood of the spike train is given below; an alternative is given in the appendix to this
chapter.
A(t)
0 tl t2 T
ISI1 IS12 IS13
Figure 6-6: A hypothetical spike train is depicted with two spikes occurring at times t, and t2 . Each ISI is
an inter-spike interval. The inhomogeneous Poisson firing rate which generates the spike train is 2(t).
The likelihood of this spike train is defined as the joint probability density (i.e. it
is a pdf) of the following 3 events: a) inter-spike interval 1 is of length t1, b) inter-spike
interval 2 is of length t2 -t 1 , and c) no spikes occur between t2 and T. From Bayes rule,
we have the following (note that there is a slight abuse of notation):
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f {ISI = tl n ISI2 = t2 -tl nISI3 > T-t2 =
P{ISI3 > T-t 2 ISI, = t n ISIISI 2 = t -t} f {SI 2 = t -t ISI = tl} f {ISI = t }
where f{.} denotes a probability density function and P{.} denotes a probability. Let us
evaluate f{ISI, = t, }. Our objective is to find the cumulative density function FI, {t, };
then, f{ISI, = t, } = dFIsI, {t . We know that:
dt,
FJs {t}  AP{t < tj}= 1-P{t > tl} = 1-P{0 spikes in the interval [0,t,]} (6.1.11)
and since the process which generate these spikes is an inhomogeneous Poisson process:
-fA(t)dt
P {0 spikes in the interval [0O,t,]} = e (6.1.12)
Thus,
dFsI {t,} d(1-P{0 spikes in the interval [0,tl]})
dt, 
dt,
_tt(6.1.13)
d(1-eo ) -
= A(t,)e o
dt,
By a similar argument:
- A(t)dt
f{ISI2 = t2 -t ISI = t,} = A(t 2)e (6.1.14)
Moreover, since the spike train is generated by an inhomogeneous Poisson process:
T
-JA(t)dt
P{IS 3 > T-t 2 I ISI, = t nS =ISIt2 2-tl} = e '  (6.1.15)
Thus, substituting the results of equations (6.1.13), (6.1.14), and (6.1.15) into equation
(6.1.10) yields:
T
-f A(t)dt
f {ISI, = t, ISI t2 = 2-t,r ISI3> T- t2} = A (t 2)e 0 (6.1.16)
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This result can easily be generalized for a spike train of length T consisting of N spikes
which occur at times tl,t 2 ..... tN where t< t 2 <..... < tN <T. The likelihood of such a
spike train is:
T
-J2(t)dt
Likelihood = A2(Q )( 2)...2(tN)e 0 (6.1.17)
Note that if the rate 2(t) were constant, equation (6.1.17) would become:
Likelihood = ANe- T  (6.1.18)
which is the well known result for homogeneous Poisson processes.
6.1.3 Estimating the Lag in the Time Response of Each Cell
It is well known that there is a time lag between the time at which an edge passes over a
cell's receptive field and the time at which the cell responds. This is a characteristic of
the cell we wish to model in order for our likelihood model to be an accurate
representation of reality. We assume that lag is a characteristic of the cell and is not
stimulus dependent. Thus, the lag of a cell will be independent of the direction and speed
of a moving edge. Consider the situation below in figure 6-7; let us assume that the cell
fires only when the edge is passing over its receptive field. Let t = [t, t 2 ,..., tN ] be the
vector of spike times and assume t1 < t2 <,...,< tN. Moreover, at x=O, we define t=O.
Since the speed V is constant, there is a 1-1 correspondence between time and space.
Thus, x= Vt and we can represent the cell's receptive field length in space or time
coordinates. In both panels of figure 6-7, an edge is moving towards the right; the spikes
are plotted at the points in time where the edge was located at the moment that the cell
fired. If the cell has no lag in its response (panel A), each spike time occurs when the
edge is over the cell's receptive field; no spikes occur after the edge has exited the
receptive field. If the cell has a time lag A in its response (panel B), the spike train is
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shifted to the right by A; in other words, each spike is delayed and thus, some spike times
occur after the edge has exited the receptive field of the cell.
A B
No lag With lag
III IIIIIIIIIIIIIIII I  t III  1IIII111 11111 I 1 t
Cell receptive field in j Cell receptive field in
time coordinates, time coordinates.
Figure 6-7: In panel A, each spike time occurs when the edge is over the cell's receptive field; no spikes
occur after the edge has exited the receptive field. In panel B, the spike train is shifted to the right by A; in
other words, each spike is delayed and thus, some spike times occur after the edge has exited the receptive
field of the cell.
Since V is constant, we can view each spike train as a function of space; in particular,
each spike event occurs at a certain location along the axis of movement of the edge. This
point is illustrated in figure 6-8; the edge is moving towards the left (061800) with a
constant speed V. Panel A of figure 6-8 depicts the spike train as a function of time. Panel
B of figure 6-8 depicts the spike train as a function of space; notice that the x-axis has
been scaled by the speed V If the spike train is a sequence of times t, the spike train as a
function of space is a sequence of locations x = V(T-t)=[V(T-t), V(T-t 2) , ...., V(T-tN)],
where V(T-tl) > V(T-t 2) > .... > V(T-tN) since t <t 2 <,..., < tN < T (i.e. the spike times
have been "flipped" and "scaled"). Thus, the rightmost spike from the spike train in panel
A corresponds to the left most spike of the spike train in panel B (i.e. tN corresponds to
V(T - tN)); analogously, the left most spike of the spike train in panel A corresponds to
the right most spike of the spike train in panel B (i.e. t1 corresponds to V(T - t) ). The
lag in space of the spike train in panel B of figure 6-8 is VA.
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of time; the time lag of the response is A.
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Figure 6-8: The edge is moving with a velocity V towards the left (0=1800). In panel A, the spike train is
plotted as a function of time. In panel B, the spike train is plotted as a function of space; note that the x-axis
on the right has been scaled by V. Each spike from the spike train in panel B corresponds to a location in
space.
As our experimental data consists of edges moving in opposite directions (see
chapter 3 for details), we are able to estimate the lag of a cell. Since we assume that the
cell's lag is independent of the edge direction, we estimate the lag along each axis of
motion and then average the resulting lags to obtain the characteristic lag of the cell.
For a given axis of motion, our goal is to determine the cell's lag in that axis of
motion. We choose as our lag estimate the delay 6 that minimizes the (sample) variance
of the union of the spike trains in response to edges moving in opposite directions. The
cell's lag in that axis of motion is then 6/2. An illustration is given in figure 6-9 for the
case where the axis of motion is the x-axis. Let X, be the spike train corresponding to the
right moving edge and let N, be the number of spikes in X1. Let X 2 be the spike train
corresponding to the left moving edge and let N2 be the number of spikes in X 2 . Also, let
X(8) = {X1 u (X 2 - S)} ; note that this is the union of all elements in X1 with all elements
in X 2 shifted by J. As stated above, our goal is to determine the delay 5 that minimizes
the variance of X(6). Since var(X(8)) = E(X(5) 2) - (E(X(S))) 2. Thus, we must find an
expression for var(X(6)) and take its derivative with respect to J. We have that:
N, N, N, N,
2 X [n]+ (X, [n ]- 6)2 X [n ]+ X [n ]- 2 X [n ]+ N (6.1.19)
E X2] n= n+ N n=l n=1 n=lN,+N- N1 + NN
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Figure 6-9: The top spike train (XI) is the response in space of the cell to an edge moving towards the
right; UR is its mean. The bottom spike train (X2) is the response in space of the cell to an edge moving
towards the left; UL is its mean. The union of the two spike trains X(6) contains all of the spikes from spike
train X1 and all of the spike times from spike train X2 shifted by 6. Our goal is to find the 6 that minimizes
the variance of X(6). This 6 is equal to twice the lag of the cell for this axis of motion.
Thus,
N2
d var(X(8)) -2 X 2 [n]+ 2N29
dA N + N2
S=
N, N 2
2N2 -2N 2 (- X [n]+ X 2 [n])
n=l n=1
(N, + N 2 ) 2
N2  N 1
NI X 2 [n]-N 21 X, [n]
n=l n=l
NIN2
(6.1.21)
Thus, the delay 6 that minimizes the (sample) variance of X(6) is equal to t L -, ,.
Intuitively, this result means that the set Xhas the minimum variance if we shift the sets
X, and X2 so that their means are equal. Since we have assumed that the lag of a cell is
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and:
N "2 N 2
J n] + X '[n]
n--1 (n-1
(6.1.20)
11 1 
1
the same for any direction of the stimulus, it must be the case that the lag in space of the
cell along the x-axis is = L /PR and the lag in time of the cell is A - = L -/ R
2 2 2V 2V
Note that this means that all times that we observe have this lag; this means that if there
were no lag, each spike would have occurred -R seconds earlier. By repeating the
2V
above procedure for all axes of motion (for the data presented in chapter 8, we have 4
axes of motion), we get many estimates of the cell's lag; we then average these values to
obtain the cell's characteristic lag in response to moving edges.
If we incorporate lag into equation (6.1.9), we get the following expression for
A(t; V, ) :
{V(t-lAj-t o )-(cos(O)mx +sin(O)my )}2
Ke 2(a' Cos2 (0)+"2 Sin 2 (0))
c(t; V, S) = c+ (2 6.1.22)
2r( cos2 (8)+ o 2 sin2 (0))
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6.2 Likelihood Model Optimization
This section presents how we obtain our model parameters for a cell from the responses
of that cell to edges moving in 8 directions at a speed of V=714um/sec (this was the data
recorded on the experiment date 04/06/2007 as described in section 3.3.3); these
directions of motion were 00,+450,+900,+1350, and 1800. We train each cell by
presenting it with 2 trials of each possible (V, ) pair (8 pairs total). Section 6.2.1 contains
the derivation of the likelihood function we are trying to optimize; this function is highly
nonlinear and thus we proceed with numerical optimization. Section 6.2.2 describes how
we obtain initial estimates of the parameters we are trying to optimize over and section
6.2.3 describes the numerical optimization algorithm we use.
6.2.1 Derivation of Likelihood Function
The training data for a cell consists of 16 spike trains. Our goal is to choose parameters
for the cell model that maximize the likelihood of observing these sixteen spike trains.
Let L,, L2, ...... , L16 denote the likelihood functions of these 16 spike trains. We assume
that the likelihood of each spike train is independent from any other spike train. Then, the
overall likelihood L of observing these 16 spike trains is:
16
L = L (6.2.1)
i=1
We are interested in maximizing L with respect to the cell model parameters presented in
section 6.1; we denote these by the vector x where x = (Px u, x, > y, c, K). Maximizing
the likelihood function is equivalent to maximizing the natural logarithm of the likelihood
function. Thus, our goal is to maximize the "log-likelihood" function with respect to the
vector of model parameters x:
max{ln(L)} = max In(L) (6.2.2)
x x
Before continuing, the notation that will be used for the rest of this chapter is
presented. The total number of spikes in spike train i is denoted by N . The kth spike time
of spike train i is denoted by ti,k *
From equation (6.1.17), the likelihood Li of spike train i is:
-f A(t;V, )dtIn(L) = In A(ti.,; V, 0 ) (ti,2;V, Oi )...A(ti,N ,;V, Oq)e f6 2 3
(6.2.3)
Ni T
= ln (ti,k;V, O,)} - J(t;V, O)dt
k=1 0
As portrayed in figure 3-3 of the methods section, the cells we recorded from lay
within a square MEA of side 1.4mm. The projection area had a height of 2.718mm and a
width of 2.038mm; moreover, the projection area and the MEA shared the same center.
Thus, at t=O and t=T, the distance of the edge to any cell center was at least 314um; as
the typical diameter of RGC's is 300-400um, it is safe to assume that at the times t=O and
t=T, the edge is not stimulating any part of the receptive field of any cell from which we
recorded from. Thus, we can rewrite the second term of equation (6.2.3) as follows:
SV (t-A -to )-(cos(O ),u +sin(/ ),U )2
Tr t= Ke 2(ac cos 2 (Oi)+ Sin 2 (O))
j(t;V, Oi)dt = c+ 2 dt =
o t=0 V2r(a cos 2() + sin2(0))
T ig-Al-t o -(cos(0/)u x +sin(),VA )} 2
= K e 2(c cos2(Oi )+C2 sin
2 (0))
cT+ f 2 dg (6.2.4)
g=0 VVY sin 2 (0i))o  2'r(o cos2i)+O) y
{g-JAl-t o -(cos(0/),u x +sin(0) )")}2
cT Ke 2(o cos2 (oi )+o sin 2 (Oi))
cT + d Yg =cT +
-_ V 2(o cos 2 ()+ Oy sin2 (0i)) V
Thus, we can rewrite (6.2.3) as:
NiK
ln(L) = ln{2(tik;V,O9)}
- 
cT +- (6.2.5)
Therefore, our objective stated in equation (6.2.2) can now be posed as:k=
Therefore, our objective stated in equation (6.2.2) can now be posed as:
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max{ln(L)} = max {In {A(tik;Vi)}j -) cT + } (6.2.6)mx i=1  k=l
where:
:V(ti,k - oI-t)-(COS (0 )i zx +sin(O),uy )}2
Ke 2(a cos 2 (0i )+'yn 2 (0i ))
In {2A(tik; V,9 )}=ln c+ } sin (6.2.7)
Clearly, maximizing the log-likelihood over x = (X, /y, , cy,c, K) is a highly
nonlinear problem; thus, we must resort to a numerical optimization procedure. The
method we use is called Quasi-Newton optimization and is presented in section 6.2.3.
This optimization method requires initial estimates of x = (p~, ,, ,, c, K) which are
"close" to their true values.
6.2.2 Obtaining Initial Estimates of a Cell's Likelihood Model
Parameters
We seek to obtain initial estimates of the model parameters x = (, lu,, ox y, c, K) for a
cell. The reason for this is that we wish to perform numerical optimization in order to
maximize the joint likelihood and thus, we need good initial estimates of x. Recall that
,x and p, are the coordinates of the cell center, and o and o, are the standard
deviations of the cell's receptive field along the x-axis and y-axis respectively; moreover,
c is the cell's spontaneous firing rate (we assume it to be constant) and K is a measure
how vigorously the cell fires in response to a moving edge; a more detailed description of
what K is and how it can be estimated is given later in this section.
Figure 6-10 depicts the PSTH as a function of space of a cell's response to an
OFF edge (i.e. a light to dark transition) moving at 00, 1800, -90', and 900. For each row
(i.e. edge direction) in this figure, the firing pattern of the cell is shown as a function of
spatial location of the edge at the moment each spike occurred. For each row, the entire
field is bright at the far left and dark at the far right. For each of the four responses, we
define as the main response every point within three standard deviations of the mean; the
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background signal is defined as every point farther than three standard deviations from
the mean. The main response is the cell's response to the moving stimulus; the
background signal reflects the cell's spontaneous firing activity and does not depend on
the presence of a stimulus.
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Figure 6-10: This figure depicts a cell's response (PSTH) as a function of space to edges moving rightward
(top row), leftward (second row), downward (third row), and upward (fourth row). The axis on the top right
comer shows the coordinate system we are using; the center of the projection area is defined as the point
(0,0). The projection area has a height of 2038um and a width of 2718um. The spikes that have been circled
are the "outliers" used to get an initial estimate for c.
The background firing rate c (units are spikes/seconds) is determined by counting
the spikes of the background signal and dividing by the duration of the background
signal. Note that this is done for each direction and the results are averaged to obtain the
final c. The For example, in figure 6-10, for each row, the number of the "outlier" spikes
(circled spikes) is divided by the length of the background signal; the resulting value
(which has units of spikes/meter) is subsequently multiplied by V in order to get c. We
average the estimates of c that we get from each row (direction) to obtain our final
estimate of c.
The procedure of obtaining initial estimates for px and uy is made clear by
observing figure 6-10; the first two rows correspond to the responses of the cell to an
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edge moving at 00 and 1800 respectively. From each row, we omit the outlier spikes: we
define as outliers any spikes which lie outside of ±3 standard deviations from the mean.
As these plots have accounted for the lag in the cell's response, the initial estimate of p,
is the average of the means of the first two responses after outliers have been removed.
The last two rows of figure 6-10 correspond to the responses of the cell to an edge
moving at -900 and 900 respectively; the initial estimate of /,, is the average of the
means of these two responses after outliers have been removed.
The procedure of obtaining initial estimates for t, and a, is made clear by
observing figure 6-10. As the first two rows correspond to the responses of the cell to an
edge moving at 00 and 1800 respectively, the initial estimate of a. is the average of the
standard deviations of the first two responses after outliers have been removed. As the
last two rows of figure 6-10 correspond to the responses of the cell to an edge moving at
-90' and 900 respectively, the initial estimate of a, is the average of the means of these
two responses after outliers have been removed.
According to our likelihood model of the cell, all spiking activity for the duration
of the moving edge stimulus is due to two factors: the spontaneous firing rate of the cell
and the cell's response to the moving edge. Thus, for a given stimulus, the total number
of spikes over time T (the duration of the stimulus) is:
T K
Total spikes for a given direction ,i = fA(t;V, O)dt = cT+- (6.2.8)
0 V
Since we have already estimated c, we are in a position to estimate K for each direction of
movement of the edge. For each direction, we count the total number of spikes in the
cell's response and solve for K. We then average these estimates of K over all directions
to get the final estimate of K. Having obtained the initial estimates for
x = (P,/, , t, ,y, c, K), we are now able to start the numerical optimization procedure.
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6.2.3 Numerical Optimization of Cell Likelihood Model
In order to numerically optimize the likelihood model parameters for a cell, we
use Quasi-Newton optimization. Recall that the function which we are trying to maximize
is given by equation (6.2.6); maximizing In(L) is equivalent to minimizing - In(L); in
this section, we refer to - In(L) as the joint likelihood function. We assume that our initial
estimates of the likelihood model parameters are "close" to their true values. We also
assume that the joint likelihood function which we are trying to minimize can be
approximated by a quadratic near the region of our initial parameter estimates. Our goal
is the following:
1
min f(x) = min - x'Hx + a'x + b (6.2.9)
x x 2
where the Hessian matrix H is a positive definite symmetric matrix, a is a constant
vector, and b is a constant. The optimal solution x* for this problem occurs when the
gradient of x goes to zero:
Vf(x*) = Hx * +a = 0 <= x* = -H-'a (6.2.10)
Newton numerical optimization methods calculate H directly and proceed in a direction
of descent to locate the minimum after a number of iterations. However, calculating H
and inverting it numerically involves a large amount of computation. The Quasi-Newton
method avoids this by using the BFGS (Broyden 1970 [3]) rank two update formula for
the inverse Hessian matrix (the derivation of the rank two inverse formula is given in the
appendix of this chapter). The update formula is:
TBkqkTBT
Bk+1=Bk+ SkSk BkqkqlB[ (6.2.11)k 
- ST BkTqs~qk q B qk
where Bk _ Hg,', sk = Xk+l - Xk and qk = Vf(Xk+l) -Vf(xk) . At each major iteration k,
the algorithm performs a line search along the direction dk = -H'Vf (xk) ; the line
search method searches along the line containing the current point, Xk parallel to the
search direction dk ; that is, the method finds the next iterate xk+1 of the form:
Xk+ 1 = Xk + adk (6.2.12)
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where Xk denotes the current iterate and a is a scalar step length parameter. It should be
noted that the Hessian matrix H is always maintained to be positive definite so that the
direction of search d is always in a descent direction. This means that for some arbitrarily
small step a in the direction d, the objective function decreases in magnitude. We achieve
positive definiteness of H by ensuring that H is initialized to be positive definite and
thereafter q[sk is always positive. The term q'sk is a product of the line search step
length parameter ak and a combination of the search direction dk with gradient
evaluations at times k and k+l:
qksk = ak(Vf(xk+l) - Vf(xk)T )dk (6.2.13)
One can always achieve the condition that qisk is positive by performing a sufficiently
accurate line search. This is because the search direction dk is a descent direction and
thus, ak and -Vf(xk) T dk are always positive. Thus, the possible negative term
Vf(xk+)T dk can be made as small in magnitude as required by increasing the accuracy of
the line search.
Figure 6-11 depicts the results of the numerical optimization on each of the cells
which we used. Each cell's receptive field is portrayed by a 2-D Gaussian sensitivity
function of the same form as the one shown in figure 6-2; the square delineates the spatial
extent of the MEA which we recorded from. It should be noted that the likelihood model
parameters c and K are not plotted as they do not depend on space. It is interesting to
observe that the shape of the cells' receptive fields are approximately circular in most
cases; thus, the inclusion of a covariance term in the 2-D Gaussian sensitivity model is
not expected to significantly affect the results presented in the next chapters.
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-1o00
2-0 Gaussian Contours for Each Cell in Maximum Ukelihood Optimizaion
Figure 6-11: The receptive fields of the cells we modeled are depicted in this figure as 2-D Gaussian
sensitivities; these receptive fields are of the same form as the one portrayed in figure 6-2. For each cell,
three contours are depicted; the height of the sensitivity function along a contour is constant. The square
delineates the spatial extent of the MEA from which we were recording.
6.3 The Inverse Problem
This section describes the method from which we estimate the speed and angle of a
moving edge given the responses of the cells which we have modeled. We do this by
finding the speed and angle which maximize the joint likelihood of these responses.
Section 6.3.1 describes this procedure in detail.
6.3.1 Estimating V and 0 for Moving Edges via a Maximum Likelihood
Approach
Consider the following setup: we have K cells which are stimulated by a moving edge of
unknown direction and speed; the duration of this stimulus is T. Each cell's response is a
spike train of length T. The total number of spikes in spike train i is denoted by Ni. The
kth spike time of spike train i is denoted by ti,k .Our goal is to maximize the likelihood of
observing these K spike trains. Let L1,, L2......, LK denote the likelihood functions of these
K spike trains. We assume that the likelihood of each spike train is independent from the
likelihood of any other spike train. Then, the overall likelihood L of observing these K
spike trains is:
K
L = Li  (6.3.1)
i=1
We are interested in maximizing L with respect to V and 0. The (V, 0) pair which
maximizes L is our estimate of the speed and angle of the moving edge. Maximizing the
likelihood function is equivalent to maximizing the natural logarithm of the likelihood
function. Thus, our goal is to maximize the "log-likelihood" function with respect to the
pair (V,0):
max{ln(L)} = max Iln(L) (6.3.2)
V,9 V,O i=1
From equation (6.2.3), the likelihood Li of spike train i is:
-f A(t;xi)dt
In(L) = In {2(tl; x) A(ti,2; 1 ... A(tlN; x )e
SJ(6.3.3)
Ni T
= In((ti,k;Xi)} - A(t; xi)dt
k=1 0
where xi = (/p,,Ux y,i, -,i , ci, K) are the model parameters for cell i. With the help of
the result of (6.2.4), we can rewrite (6.3.3) as follows:
ln(L) = Z1n{(ti,k;>)}- T + (6.3.4)
k=1l
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Therefore, our objective stated in equation (6.3.2) can now be posed as:
max{In(L)} = max In l {2(tik - + (6.3.5)
V,6 L L V)JJ
where:
{V(ti.k -A I-to )-(cos(O)px,i +sin(O)p).j )}2
K 2(a i co s2 ()+ i sin 2 ( 9))
In A(tik; 2 sin(6.3.6)
As noted above, our objective is to maximize the log-likelihood function of equation
(6.3.5) with respect to the pair (V, 0); since we have "trained" the cells by the method
described in section 6.2, we already know the parameters xi = (Ix py,i, ox,  y,ic K,)
for each cell. Clearly, maximizing the log-likelihood over (V, 0) is a highly nonlinear
problem. As we are optimizing over only two variables, we resort to an exhaustive search
over (V,0). We search for 0 over the range 00 to 3590 and we search for V over the range
lum/sec to 2000um/sec, which is the physiologically normal range for speeds that we
observe in nature; rarely is it the case that we observe a speed of over 2000um/sec in
nature. The (V, ) pair which maximizes (6.3.5) is our estimate of the speed and angle of
the moving edge.
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6.4 Appendix
The derivation of the rank two update of the inverse of the Hessian matrix is presented in
this section; an alternative derivation for the likelihood of a spike train is also presented
in this section.
Rank two update of Hessian Inverse:
The Newton condition which holds at each iteration k of the algorithm is:
Xk+1 - Xk = Bk+l(Vf(xk+l) 
- Vf(Xk)) (6.4.1)
where Bk+ H-' is the inverse Hessian matrix. For notational simplicity, let us use the
following notation: sk = Xk+1 - Xk and qk = Vf(xk+l)- Vf(xk) . Then, equation (6.4.1)
becomes:
s k = Bk+lqk (6.4.2)
For some vectors u and w, the rank two update of the inverse Hessian matrix is:
Bk+1 = Bk + auuT + ,ww' (6.4.3)
where a and / are constants. Our objective is to find the u, w, a and P which satisfy
the Newton condition of equation (6.4.2):
Sk = Bk+lqk = (Bk + aUUk + wwT)q k  (6.4.4)
Let us set u = sk and w = Bkq k ; moreover, let us set the constants a and f in the
following manner:
au qk =1 and pw rT q k
1 1
=-1 <:> a = 1and =
uTqk Tqk
Then, the update formula in (6.4.3) can be rewritten as:
(6.4.5)
SkSI BkqkqkB[
Bk+1 = Bk+ UT + WWT = Bk+ Sk kq
k q k k k
(6.4.6)
which is exactly the same formula as that in equation (6.2.11).
Alternative derivation for the likelihood of a spike train:
Consider again the spike train of figure 6-6. We subdivide the time axis into K bins of
equal size; these bins are sufficiently small and thus we can either have 0 or 1 spikes in a
bin. The bin width is 6 = . The probability of observing the spike train of figure 6-6 is
K
the probability of observing k,1 empty bins before t1 and k2 empty bins after the bin
corresponding to t, and before the bin corresponding to t2 and k3 empty bins after the bin
corresponding to t2 . See figure 6-12 for an illustration:
t I t2
ki k2 k3
Figure 6-12: This figure illustrates the binned spike train of figure 6-6. There are k empty bins before t1;
there are k2 empty bins after the bin corresponding to t and before the bin corresponding to t 2 ; there are
k 3 empty bins after the bin corresponding to t2 .
The probability of the spike train is thus:
e-Alos1 As...e- Ak,S}s {t1}e - {(k+1) 8 }8 e -A(k +2 )} ... {t 2 }e - {(k++k2) } ... - A{(k,+l+k2+1+k)8 =
kl+1+k +1+k3
A{t, }A{t2} e i=o
(6.4.7)
If we take the limit of (6.4.7) as 6 -> 0, we obtain:
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-f A(t)dt
A(t)A(t2) e o (6.4.8)
This is the same expression as the one in equation (6.1.16).
133
Chapter 7
Experimental Results
7.0 Acknowledgements and Introduction
Before beginning this chapter, I would like to acknowledge the importance of Jessica's
and Shamim's role in processing the data and implementing and running the code
necessary to produce the results which are presented in this chapter; it was an immense
amount of work and I am grateful that we were able to collaborate so well.
In this chapter, we present the results of estimating the speed and direction of
moving edges by using the method presented in chapter 6; this method will be called the
"likelihood algorithm". Moreover, we compare these results to those obtained by using
the "global firing time information" algorithm presented in chapter 4 of this thesis.
We will present results based on data acquired on the experimental day of
04/06/07. On that day we ran 3 trials of edges moving at a single speed of 714um/sec in 8
distinct directions; these directions of motion were 00, +450, +900, +1350, and 1800. We
trained each cell by presenting it with 2 trials of each possible (V, 0) pair (8 pairs total).
The details of this experimental day are presented in section 3.3.3 of the methods section.
The results presented in this chapter use a total of nine OFF cells; we selected these cells
because they fired consistently across all three trials of the stimuli presentations. The
receptive fields of the cells which are used are depicted in figure 6-11.
Section 7.1 presents the relationship between our (V, 0) estimates and the number
of cells used in the estimation procedure; this relationship is presented for both the
likelihood and global firing time information algorithms. Section 7.2 presents the
relationship between our (V, 0) estimates and the spacing between the cells used in the
estimation procedure; this relationship is presented for both the likelihood and global
firing time information algorithms. To fully understand the dependence of the likelihood
model on the number of cells and the spacing between the cells used, we also create a
"simulated" retina in which we can control the number and the positioning of cells; the
results of these simulations are presented in chapter 8. Section 7.3 presents the fidelity of
our data: we make sure that the results do not change significantly depending on which
trials we train on. Moreover, we show that all speed and angle errors are zero mean and
establish that there is not an experimental imprecision.
7.1 Relationship Between (V,0) Estimates and Number of Cells
Used
As the likelihood algorithm involves optimization over a highly nonlinear and non-
quadratic likelihood function, it is infeasible to obtain closed form sensitivity equations
of the (V, 0) estimates as functions of the model parameters xi = (px,iu, xy,g1, ,  i, ct , K)
of each cell. However, we expect that as more cells are used in estimating (V, ) with the
likelihood algorithm, the errors in the estimates should decrease; this is because the
amount of "information" about the stimulus is increased as we use more cells. Figure 7-1
depicts the median of the absolute values of the errors in speed (panel A) and direction
(panel B) estimates as a function of the number of cells used. The dots and red line
represent experimental data. Each dot corresponds to a single value of N (the number of
cells used) and a single direction of edge motion. Each dot represents the median of the
absolute values of the errors in the estimate, averaged over 9 trials (all possible N-cell
combinations which can be picked from the set of nine cells). For example, suppose we
are looking at the results for N=5 in panel A. Each of the eight dots in that "column"
represents the median of the absolute values of the errors in speed for a certain direction
averaged over all possible choices of 5-cell combinations out of the 9 available cells
(there are 126 ways to choose 5-cell combinations out of 9 cells). The red line represents
the median value of the eight red dots (i.e. over edges in 8 distinct directions) in the
estimate as N is varied. The blue line represents the results from simulation: that is, for
each of the nine cells which we have modeled, we artificially generate a spike train in
response to each stimulus. As we have the inhomogeneous Poisson rate A(t; xi) for each
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cell, we are able to generate a spike train given a speed and angle; such a spike train is a
realization of an inhomogeneous Poisson process with rate a(t; xi). The green line
represents results from simulation where we have increased the c and K parameters of
each cell to 10 Oc and 10K respectively (intuitively, the cell will fire 10 times more
vigorously than before). From these modified cell models, we artificially generate a spike
train in response to each stimulus; the procedure is analogous to that used when obtaining
the results for the blue line.
Before continuing, the sources of the differences between the red line and the
other lines are discussed. In both the blue and green line simulations, we input the model
parameters; thus, there are no errors in determining any of the cell model parameters
x i = (px,i y, ,i, o ,i , c, K) because these parameters are specified; there is no data
fitting of the type as presented in section 6.2 involved. Thus, in the blue line simulations,
we generate spike trains according to an inhomogeneous Poisson process from cell
models which are perfectly "known"; we then solve the inverse problem as presented in
section 6.3. Thus, the differences between the red line and the blue line are due to the fact
that the real spike trains are not generated according to an inhomogeneous Poisson
process whereas the simulated spike trains are. Therefore, this difference is an upper
bound on the error resulting from our approximation of the cell generated spike trains as
instances of an inhomogeneous Poisson process; given that the gaps between the red and
blue lines are relatively small (on average, about 20um/sec in the speed estimates and
about 1o in the direction estimates), our model of inhomogeneous Poisson firing is a good
approximation to reality. Since the blue line simulation is essentially estimating the
model which we input, we would expect the speed and angle errors to be very close to 0.
However, this is not the case because we get a sparse sampling of the Poisson rate
2(t; x,); specifically, we generate spike trains according an inhomogeneous Poisson
process where we know each cell's 2(t; xi) perfectly; however, in the inverse problem, we
evaluate the likelihood of each spike train as presented in chapter 6. Clearly, this step
would be more accurate if we were able to observe more Poisson generated spikes; in
other words, we expect to get a better estimate of a cell's A(t; xi) if it fires more
vigorously. In order to test this hypothesis, we ran simulations in which we increased the
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c and K parameters of each cell to 10c and 10K. As is evident from figure 7-1, both the
speed and angle errors were pretty close to 0. In theory, we expect that if we continue
increasing c and K, we would get errors of 0. The difference between the blue and green
lines is that we have a less sparse sampling of each cell's )(t; xi) in the green line
simulation than in the blue line simulation.
As is evident from figure 7-1, both the speed and angle estimates improve as the
number of cells used increases; this is true for both the real spike train responses and the
simulated spike train responses. For the case where we are using three cells, the median
of the absolute values of the errors in speed over all stimuli is around 35um/sec (5% of
714um/sec); the median of the absolute values of the errors in angle over all stimuli is
around 30. However, for the case where we are using all nine cells, the median of the
absolute values of the errors in speed over all stimuli is around 20um/sec (3% of
714um/sec); the median of the absolute values of the errors in angle over all stimuli is
around 20. These estimates are very close to the truth. Even for a low number of cells, our
estimates are fairly close to the truth.
It is interesting to compare the results of the likelihood algorithm with those of the
global firing time information algorithm; note that delay is accounted for in both the
global firing time information and likelihood algorithms The simulation results in chapter
5 of Eisenman 2007 [1] suggest that the (V, 0) estimates of the global firing time
information algorithm are sensitive to the number of cells being used in the estimation.
Figure 7-2 depicts the median of the absolute values of the errors in speed (panel A) and
direction (panel B) estimates as a function of the number of cells used for the global
firing time information algorithm. The dots and red line represent experimental data.
Each dot corresponds to a single value of N (the number of cells used) and a single
direction of edge motion. Each dot represents the median of the absolute values of the
errors in the estimate, averaged over A9 trials (all possible N-cell combinations which
can be picked from the set of nine cells). For example, suppose we are looking at the
results for N=5 in panel A. Each of the eight dots in that "column" represents the median
of the absolute values of the errors in speed for a certain direction averaged over all
possible choices of 5-cell combinations out of the 9 available cells (there are 126 ways to
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choose 5-cell combinations out of 9 cells). The red line represents the median value of the
eight red dots (i.e. over edges in 8 distinct directions) in the estimate as N is varied. The
blue line represents the results from simulation: that is, for each of the nine cells which
we have modeled, we artificially generate a spike train in response to each stimulus. As
we have the inhomogeneous Poisson rate )(t; x,) for each cell, we are able to generate a
spike train given a speed and angle; such a spike train is a realization of an
inhomogeneous Poisson process with rate 2(t; xi). The green line represents results from
simulation where we have increased the c and K parameters of each cell to 10c and 10K
respectively (intuitively, the cell will fire 10 times more vigorously than before). From
these modified cell models, we artificially generate a spike train in response to each
stimulus; the procedure is analogous to that used when obtaining the results for the blue
line. It is clear from both figure 7-1 and 7-2 that more "sensitive" sensors (i.e. cells which
fir more vigorously) give better estimates.
As is evident from figure 7-2, both the speed and angle estimates improve as the
number of cells used increases; this is true for both the real spike train responses and the
simulated spike train responses. For the case where we are using three cells, the median
of the absolute values of the errors in speed over all stimuli is around 50um/sec (7% of
714um/sec); the median of the absolute values of the errors in angle over all stimuli is
around 4.5'. These estimates are worse than those from the likelihood algorithm. For the
case where we are using all nine cells, the median of the absolute values of the errors in
speed over all stimuli is around 30um/sec (4% of 714um/sec); the median of the absolute
values of the errors in angle over all stimuli is around 30. These estimates are slightly
poorer than those obtained via the likelihood algorithm. By comparing figures 7-1 and 7-
2, it is clear that the likelihood algorithm estimates are more robust to a low number of
cells than those of the global firing time information algorithm. For the latter algorithm,
there is a dramatic improvement as the number of cells being used increases. It should be
noted that the same sets of cells are used for creating the corresponding data points in the
likelihood and global firing time information algorithm plots. For example, for the data
point N=5, the same (9) 5-cell combinations are used in both the likelihood and global
firing time information algorithms This is the case in all data results plots of this chapter.
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Figure 7-1: A and B depict the median of the absolute values of the errors in speed and direction estimates,
respectively, vs. number of cells used for the likelihood algorithm. The dots and red line represent
experimental data. Each dot corresponds to a single value of N and a single direction of edge motion. Each
dot represents the median of the absolute values of the errors in the estimate, averaged over ) trials (all
possible N-cell combinations which can be picked from the set of nine cells). The red line represents the
median value of the eight red dots in the estimate as N is varied. The blue line represents the results from
simulation: that is, for each of the nine cells we have modeled, we artificially generate a spike train in
response to each stimulus. We subsequently solve the "inverse" problem by maximizing the joint likelihood
of these artificially generated spike trains from each cell. The green line represents the results from
simulation where we have increased each cell's c and K to 10c and 10K.
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Figure 7-2: A and B depict the median of the absolute values of the errors in speed and direction estimates,
respectively, vs. number of cells used for the global firing time information algorithm. The dots and red
line represent experimental data. Each dot corresponds to a single value of N and a single direction of edge
motion. Each dot represents the median of the absolute values of the errors in the estimate, averaged over
( trials (all possible N-cell combinations which can be picked from the set of nine cells). The red line
represents the median value of the eight red dots in the estimate as N is varied. The blue line represents the
results from simulation: that is, for each of the nine cells we have modeled, we artificially generate a spike
train in response to each stimulus. We subsequently solve the "inverse" problem by maximizing the joint
likelihood of these artificially generated spike trains from each cell. The green line represents the results
from simulation where we have increased each cell's c and K to 10c and 10K.
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7.2 Relationship Between (V,O) Estimates and the Spacing
Between the Cells Used
As presented in the simulations in chapter 5 of Eisenman 2007 [1], the global firing time
information algorithm estimates deteriorate as the distance between the cell pairs used
decreases; this is reasonable because as distance between cells decreases, the errors in the
location and crossing time estimations of a cell play a bigger role thus degrading the
estimates for (V, ). On the other hand, the likelihood algorithm uses the entire spike train
response of a cell and thus, we expect the (V, 8) estimates to be more robust to "clustered"
cells. Before continuing, we present the notion of "cell clustering" which we use in this
chapter.
7.2.1 The Minimum Bounding Circle
The minimum bounding circle for a set of N points is defined as the smallest circle which
encloses these N points; note that at least two of these points lie on the circumference of
their minimum bounding circle and that some of these N points may lie in the interior of
the minimum bounding circle. Figure 7-3 illustrates the concept of a minimum binding
circle for N=5 points. The smaller the minimum bounding circle is for N points, the more
"clustered" these points are.
Figure 7-3: This figure illustrates the concept of a minimum bounding circle for 5 points in the plane. Note
that the points in panel A and the points in panel B have the same minimum bounding circle.
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7.2.2 Relationship Between (V,) Estimates and the Minimum Bounding
Circle
As mentioned in section 7.2, for the likelihood algorithm, we do not expect worse
estimates from cells that are included in a smaller minimum bounding circle than cells
which are included in a bigger minimum bounding circle. Figure 7-4 depicts the median
of the absolute values of the errors in speed (panel A) and direction (panel B) estimates as
a function of the "clustering" of the cells used in the likelihood algorithm. The dots and
red line represent experimental data. Each "column" of dots corresponds to estimates
made using cells within a minimum bounding circle of the corresponding radius (denoted
r,) but outside a minimum bounding circle of the smaller radius to the left (denoted r- ).
Each dot corresponds to a single direction of edge motion and it represents the median of
the absolute values of the errors in the estimate in which all possible 3-cell combinations
are picked from the set of all cells that are enclosed between minimum bounding circles
of radius larger than r- , and smaller than r,. The red line represents the median value of
the eight red dots (i.e. over edges in 8 distinct directions) in the estimate as the radii of
the minimum bounding circles are varied. For example, suppose that we are looking at
the results for r=480um in panel A. Each of the eight dots in that "column" represents the
median of the absolute values of the errors in speed for a certain direction over all
possible choices of 3-cell combinations which lie within minimum bounding circles of
radii smaller than 480um and outside minimum bounding circles of radii larger than
440um. The blue line represents the results from simulation: that is, for each of the nine
cells which we have modeled, we artificially generate a spike train in response to each
stimulus.
As is evident from figure 7-4, both the speed and angle estimates do not vary
significantly as the radius of the minimum bounding circle is increased. The median of
the absolute values of the errors in speed over all stimuli is around 30um/sec (4% of
714um/sec); the median of the absolute values of the errors in angle over all stimuli is
around 3' . Thus, even for a small minimum bounding circle and a small number of cells,
our estimates are fairly close to the truth.
It is interesting to compare these results with those obtained via the global firing
time information algorithm. Figure 7-5 depicts the median of the absolute values of the
errors in speed (panel A) and direction (panel B) estimates as a function of the
"clustering" of the cells used in the global firing time information algorithm. The dots
and red line represent experimental data. Each "column" of blue dots corresponds to
estimates made using cells within a minimum bounding circle of the corresponding radius
(denoted r,) but outside a minimum bounding circle of the smaller radius to the left
(denoted r,_1 ). Each dot corresponds to a single direction of edge motion and it represents
the median of the absolute values of the errors in the estimate in which all possible 3-cell
combinations are picked from the set of all cells that are enclosed between minimum
bounding circles of radius larger than rn,_ and smaller than r,. The red line represents
the median value of the eight red dots (i.e. over edges in 8 distinct directions) in the
estimate as the radii of the minimum bounding circles are varied. For example, suppose
that we are looking at the results for r=480um in panel A. Each of the eight dots in that
"column" represents the median of the absolute values of the errors in speed for a certain
direction over all possible choices of 3-cell combinations which lie within minimum
bounding circles of radii smaller than 480um and outside minimum bounding circles of
radii larger than 440um. The blue line represents the results from simulation: that is, for
each of the nine cells which we have modeled, we artificially generate a spike train in
response to each stimulus.
As is evident from figure 7-5, the median of the absolute values of the errors in
speed slightly decrease as the "clustering" decreases; however, the errors in the angle
estimates do not vary significantly as the "clustering" decreases; moreover, for all radii of
the minimum bounding circles, the global firing time algorithm underperforms compared
to the likelihood algorithm. The median of the absolute values of the errors in speed over
all stimuli decreases from around 80um/sec (for cells inside minimum bounding circle
radii smaller than 350um) to around 50um/sec (for cells inside minimum bounding circles
with radii smaller than 650um and outside minimum bounding circles with radii larger
than 600um); the median of the absolute values of the errors in angle over all stimuli is
around 40. By comparing figures 7-4 and 7-5, it is clear that the likelihood algorithm
outperforms the global firing time information algorithm. Moreover, it is evident from
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figure 7-4 that the likelihood algorithm estimates are robust to small minimum bounding
circles.
Figure 7-6 depicts the median of the absolute values of the errors in speed and
direction estimates obtained via the likelihood algorithm vs. the radius of the minimum
bounding circles which enclose 5-cell combinations; note that it is exactly analogous to
figure 7-4 except that it uses 5-cell combinations instead of 3-cell combinations. Figure
7-7 depicts the median of the absolute values of the errors in speed and direction
estimates obtained via the global firing time information algorithm vs. the radius of the
minimum bounding circles which enclose 5-cell combinations; this is exactly analogous
to figure 7-5 except that it uses 5-cell combinations instead of 3-cell combinations.
For the likelihood algorithm which uses 5-cell combinations (figure 7-6), both the
speed and angle estimates do not vary significantly as the radius of the minimum
bounding circle is increased. The median of the absolute values of the errors in speed
over all stimuli is around 40um/sec (5.5% of 714um/sec); the median of the absolute
values of the errors in angle over all stimuli is around 3' . Thus, even for a small
minimum bounding circle, our estimates are very close to the truth. For the global firing
time information algorithm which uses 5-cell combinations (figure 7-7), both the speed
and angle estimates do not vary significantly as the radius of the minimum bounding
circle is increased; moreover, its estimates are very close to those of the likelihood
algorithm. The median of the absolute values of the errors in speed over all stimuli is
around 40um/sec (5.5% of 714um/sec); the median of the absolute values of the errors in
angle over all stimuli is around 3'.
From the results presented in this chapter, we can conclude that the likelihood
algorithm estimates are fairly robust to a small number of cells and to cells that are
"clustered", especially when compared to the global firing time information algorithm
estimates. This is as expected since the likelihood algorithm makes use of the entirety of
each cell's spike train responses whereas the global firing time information algorithm
uses only the first order statistics of each cell's spike train responses; thus, since the
likelihood algorithm uses more information than the global firing time information
algorithm, we expect the likelihood method to outperform the global firing time
information algorithm, especially when the number of cells being used is small. As the
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real data which we have is limiting, we further explore the behavior of the likelihood
algorithm through simulations which are presented in the next chapter and compare it to
the behavior of the global firing time information algorithm.
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Figure 7-4: 3-cell combinations: A and B depicts the median of the absolute values of the errors in speed
and direction estimates respectively as a function of the "clustering" of the cells used in the likelihood
algorithm. The dots and red line represent experimental data. Each "column" of red dots corresponds to
estimates made using cells within a minimum bounding circle of the corresponding radius (denoted n ) but
outside a minimum bounding circle of the smaller radius to the left (denoted r_-1 ). Each dot corresponds to
a single direction of edge motion and it represents the median of the absolute values of the errors in the
estimate in which all possible 3-cell combinations from the set of all cells that are enclosed between
minimum bounding circles of radii larger than r-1 and smaller than rn .The red line represents the median
value of the eight red dots (i.e. over edges in 8 distinct directions) in the estimate as the radii of the
minimum bounding circles are varied. The blue line represents the results from simulation.
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Figure 7-5: 3-cell combinations: A and B depicts the median of the absolute values of the errors in speed
and direction estimates respectively as a function of the "clustering" of the cells used in the global firing
time information algorithm. The dots and red line represent experimental data. Each "column" of red dots
corresponds to estimates made using cells within a minimum bounding circle of the corresponding radius
(denoted r ) but outside a minimum bounding circle of the smaller radius to the left (denoted r_1 ). Each
dot corresponds to a single direction of edge motion and it represents the median of the absolute values of
the errors in the estimate in which all possible 3-cell combinations from the set of all cells that are enclosed
between minimum bounding circles of radii larger than r_ and smaller than r . The red line represents
the median value of the eight red dots (i.e. over edges in 8 distinct directions) in the estimate as the radii of
the minimum bounding circles are varied. The blue line represents the results from simulation.
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Figure 7-6: 5-cell combinations: A and B depicts the median of the absolute values of the errors in speed
and direction estimates respectively as a function of the "clustering" of the cells used in the likelihood
algorithm. The dots and red line represent experimental data. Each "column" of red dots corresponds to
estimates made using cells within a minimum bounding circle of the corresponding radius (denoted r ) but
outside a minimum bounding circle of the smaller radius to the left (denoted 5_- ). Each dot corresponds to
a single direction of edge motion and it represents the median of the absolute values of the errors in the
estimate in which all possible 5-cell combinations from the set of all cells that are enclosed between
minimum bounding circles of radii larger than r,_ and smaller than r, . The red line represents the median
value of the eight red dots (i.e. over edges in 8 distinct directions) in the estimate as the radii of the
minimum bounding circles are varied. The blue line represents the results from simulation.
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Figure 7-7: 5-cell combinations: A and B depicts the median of the absolute values of the errors in speed
and direction estimates respectively as a function of the "clustering" of the cells used in the global firing
time information algorithm. The dots and red line represent experimental data. Each "column" of red dots
corresponds to estimates made using cells within a minimum bounding circle of the corresponding radius(denoted rn ) but outside a minimum bounding circle of the smaller radius to the left (denoted rn_ ). Each
dot corresponds to a single direction of edge motion and it represents the median of the absolute values of
the errors in the estimate in which all possible 5-cell combinations from the set of all cells that are enclosedbetween minimum bounding circles of radii larger than r,_ and smaller than r . The red line represents
the median value of the eight red dots (i.e. over edges in 8 distinct directions) in the estimate as the radii of
the minimum bounding circles are varied. The blue line represents the results from simulation.
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7.3 Data Fidelity
The results presented in the previous sections of this chapter were obtained by "training"
on the first two trials of each stimulus and "testing" on the third. In order to remove any
concern that our results might depend on which "testing" and "training" trials we are
using, we present the results for the likelihood algorithm of "training" on the first and
third trials and "testing" on the second trial as well as the results of "training" on the
second and third trials and "testing" on the first trial. A and B depict the median of the
absolute values of the errors in speed and direction estimates, respectively, vs. number of
cells used for the likelihood algorithm. Figure 7-8 depicts the median of the absolute
values of the errors in speed (panel A) and direction (panel B) estimates as a function of
the number of cells used for the likelihood algorithm. The green line in panel A (B) is the
median of the absolute values of the errors in speed (angle) as a result of "training" on
trials 1 and 2 and "testing" on trial 3; note that the green line in panel A (B) is exactly the
same line as the red line in panel A (B) of figure 7-1. The red line in panel A (B) of figure
7-8 is the median of the absolute values of the errors in speed (angle) as a result of
"training" on trials 2 and 3 and "testing" on trial 1; the blue line in panel A (B) of figure
7-8 is the median of the absolute values of the errors in speed (angle) as a result of
"training" on trials 1 and 3 and "testing" on trial 2. It is evident that the results are very
similar for all 3 cases; the median absolute values of the errors in speed and angle
estimates follow the same decreasing trend as the number of cells being used increases.
Thus, we are very confident that our results for the likelihood algorithm are independent
of which combination of "testing" and "training" trials we use.
Our next objective is to check whether there were any experimental biases present
in our data set. To this end, we examine whether the errors in the speed and angle
estimates are close to zero mean for the case where we are using all nine cells; moreover,
we "train" and "test" on the same trials because we are interested in getting the best
possible estimates of the actual speed and angle of each stimulus. For example, if the
angle estimate is always greater than the "real" angle, it may be the case that our stimulus
angle was different from what we though it was; such a finding would warrant some
statistical analysis so as to estimate any experimental bias that may exist. Figure 7-9
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presents errors in speed and direction estimates, respectively, for each of the eight edge
directions; these errors were obtained by using all 9 cells in the likelihood algorithm. For
each direction, the green data point represents the errors in speed (panel A) and direction
(panel B) estimates obtained by "training" and "testing" on trial 1; the blue data point
represents the errors in speed (panel A) and direction (panel B) estimates obtained by
"training" and "testing" on trial 2; the red data point represents the errors in speed (panel
A) and direction (panel B) estimates obtained by "training" and "testing" on trial 3. For
example, consider the data point for the direction of 1800 in panel B: if we "train" and
"test" on trial 1, the error obtained from the likelihood algorithm using all 9 cells is
around +1.20 (i.e. the algorithm gives an estimate of about 181.20); if we "train" and
"test" on trial 2, the error obtained from the likelihood algorithm using all 9 cells is also
around +10 (i.e. the algorithm gives an estimate of about 1810); if we "train" and "test"
on trial 3, the error obtained from the likelihood algorithm using all 9 cells is around
-0.2' (i.e. the algorithm gives an estimate of about 179.80). From figure 7-9, it is evident
that the errors in both speed and direction are not biased; some are positive and some are
negative. Furthermore, the deviations from the values we assume to be true (714um/sec
and 00,±450,+900,+1350, and 1800) are small and approximately zero mean. Thus, we
conclude with fair certainty that the experiment was not biased.
In the spirit of checking for experimental biases, we also checked whether the
"upper" red dots in figures 7-1, 7-2, 7-4, 7-5, 7-6, and 7-7 corresponded to the same
direction of motion; if for example the highest error always corresponded to the same
direction, this would raise questions about the accuracy of our knowledge of that
particular stimulus direction. However, we found that different stimuli corresponded to
different "upper" red dots and thus, we are fairly certain of the accuracy of our
knowledge about each stimulus' direction of motion.
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Figure 7-8: A and B depict the median of the absolute values of the errors in speed and direction estimates,
respectively, vs. number of cells used for the likelihood algorithm. The green line is the median of the
absolute values of the errors in speed (angle) as a result of "training" on trials 1 and 2 and "testing" on trial
3; note that the green line is exactly the same line as the red line of figure 7-1. The red line in this figure is
the median of the absolute values of the errors in speed (angle) as a result of "training" on trials 2 and 3 and
"testing" on trial 1; the blue line is the median of the absolute values of the errors in speed (angle) as a
result of "training" on trials 1 and 3 and "testing" on trial 2.
Direction of Motion
Figure 7-9: A and B depict the errors in speed and direction estimates, respectively, for each of the eight
edge directions; these errors were obtained by using all 9 cells in the likelihood algorithm. For each
direction, the green data point represents the errors in speed (panel A) and direction (panel B) estimates
obtained by "training" and "testing" on trial 1; the blue data point represents the errors in speed (panel A)
and direction (panel B) estimates obtained by "training" and "testing" on trial 2; the red data point
represents the errors in speed (panel A) and direction (panel B) estimates obtained by "training" and
"testing" on trial 3.
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Chapter 8
Likelihood Algorithm Simulations
8.0 Acknowledgements and Introduction
Before beginning this chapter, I would like to acknowledge the importance of Jessica's
role in implementing the simulation results which are presented in this chapter. I would
also like to acknowledge Shamim's help in revising the global firing time algorithm.
Their coding skills are truly extraordinary! I am grateful that we were able to collaborate
so well.
Given the experimental results of chapter 7, we were keen on further exploring
the behavior of the likelihood algorithm; specifically, we examined the fidelity of the
(V, 0) estimates as a function of the number of cells being used and as a function of the
"clustering" of the cells being used. In this chapter, we present simulation results of the
likelihood algorithm and compare them to simulation results of the global firing time
algorithm; in these simulations, we are able to control the number of cells and their
locations. In this chapter, we also hope to examine whether the results presented in
chapter 7 are consistent with the simulation results.
Section 8.1 presents the setup of the simulations; section 8.2 presents the results
of the simulations for both the likelihood and global firing time information algorithms;
section 8.3 compares the running time of the two algorithms.
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8.1 The Simulation Setup
In order to control the locations of each cell exactly, we do not randomly place them
within a disc; we place them uniformly on the circle that forms the boundary of the disc.
Thus, we are free to control the radius of the circle of which we place the cells, as well as
the number of cells we place on the circle; figure 8-1 below illustrates the setup:
A
Figure 8-1: This figure illustrates the variables over which we have control in the simulations. In panel A,
the number of cells on the circle is kept constant and the radius is varied. In panel B, the radius of the circle
is kept constant and the number of cells is varied.
The number of cells N on the periphery of a circle varied from 3 to 15; the radius R of
these circles varied from 100um to 800um. The model parameters c and K of the cells
were chosen to be the average values of those obtained from real data. As for the extent
of each cell's receptive fields, we imposed the condition that it be circular (i.e. crx = Y )
where ox and ay were chosen to be the average values of those obtained from real data.
For each (N,R) combination, we present 8 different edges moving at 714um/sec at 8
different angles (00,+450,+900,+1350, and 1800); for each of these edges, each of the N
cells responds by generating a spike train according to its model. We then estimate the
speed and angle of the edge by maximizing the joint likelihood of the spike train
responses of these N cells (in accordance with the method presented in section 6.3). For
each (N,R) combination, we repeat the above procedure 30 times: we then take the
median of the absolute value of the resulting 240 errors (8 different edges presented 30
times each).
8.2 Likelihood Algorithm Simulation Results
Figure 8-2 depicts the simulation results for the likelihood algorithm. The medians of the
absolute value of the errors in speed (panel A) and direction (panel B) are presented as
the number of cells N used and the radius of the circle R on whose periphery these cells
are placed are varied. For each (N,R) combination, we present 8 different edges moving
at 714um/sec at 8 distinct angles (00, +450 , +900, +1350, and 1800); we repeat this above
procedure 30 times For each (N,R) combination, the error which is plotted is the median
of the absolute value of the resulting 240 errors (8 different edges presented 30 times
each). For example, suppose that we are looking at the combination (N,R)=(5 cells,
200um) in panel B; the value of the 3-D graph at that point is obtained as follows: 5 cells
are uniformly spaced on a circle of radius 200um. We present each of our 8 edges 30
times and get 30 estimates of the angle of each edge; thus, for each edge's angle, we get
30 errors. We thus get a total of 240 errors for 8 edges. The value of the graph is the
median of the absolute value of these 240 errors.
As is evident from panels A and B of figure 8-2, the errors in the likelihood
algorithm decrease as the number of cells used increases and the radius of the circle
whose periphery they are placed on increases. However, this effect is not significant for
data points with both R greater than 400um and N greater than 7 simultaneously. It is also
noteworthy that the worst case errors in speed (40 um/sec, which is 5.5% of 714um/sec)
and direction (8), which occur for the combination (N,R)=(3 cells, 100um), are
relatively small. Moreover, if we examine the cross sections at N=3 and N=5 cells for
radii between 300um and 650um, the dependence of the (V,O) estimates on R is small and
non-monotonic. This observation is consistent with the results presented in figures 7-5
and 7-7 of chapter 7 of this thesis. Figure 8-3 depicts the data of figure 7-5 (3-cell
combination results for likelihood algorithm) overlaid with the cross section of figure 8-2
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where N=3 and R is between 300um and 650um. The blue (simulation with real cell
positions) and red (experimental data results) lines are exactly the ones of figure 7-5; the
green line is the cross section of interest described above from figure 8-2. It is evident
from both panels of figure 8-2 that the green line tracks the blue line closely. The effect
of increasing R is a little more pronounced in the green line than in the blue line. This
makes sense because for the green line, the cells lie uniformly spaced on a circle of radius
R whereas for the blue line, the cells lie within a circle of radius R. Thus, increasing R
increases all of the distances between the cells for the green line case; however, it may
not increase all of the distances between the cells for the blue line case.
Figure 8-4 depicts the data of figure 7-7 (5-cell combination results for likelihood
algorithm) overlaid with the cross section of figure 8-2 where N=5 and R is between
500um and 650um. The blue (simulation with real cell positions) and red (experimental
data results) lines are exactly the ones of figure 7-7; the green line is the cross section of
interest described above from figure 8-2. It is evident from both panels of figure 8-2 that
the green line tracks the blue line closely. However, in contrast to the situation in figure
8-3, the effect of increasing R is similar in both the green and blue line cases. This may
be due to the fact that the range of R is small. Indeed, in figure 8-2, for N=5, the
decreasing trend of the errors as R increases is evident. However, due to the restrictive
real cell locations (blue line), we are not able to explore a wider range of R values.
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Figure 8-2: A and B show the errors in estimating speed and direction, respectively, by using the
likelihood algorithm. The speed of the curtain is 714um/sec. For each N (number of cells) and R (radius of
circle) combination, we present 8 different edges moving at 714um/sec at 8 different angles
(00, 450, 900, +1350, and 1800); we repeat this above procedure 30 times For each (N,R) combination,
the error which is plotted is the median of the absolute value of the resulting 240 errors (8 different edges
presented 30 times each).
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Figure 8-3: N=3, 300um<R<650um: Panels A and B depict the cross section of the corresponding panels
of figure 8-2 where N=3 and R is between 300um and 650um (green line). These cross sections are overlaid
with the blue (simulation with real cell positions) and red (experimental data results) lines from figure 7-5
(3-cell combination results for likelihood algorithm).
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Figure 8-4: N=5, 500um<R<650um Panels A and B depict the cross section of the corresponding panels
of figure 8-2 where N=5 and R is between 500um and 650um (green line). These cross sections are overlaid
with the blue (simulation with real cell positions) and red (experimental data results) lines from figure 7-7
(5-cell combination results for likelihood algorithm).
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8.3 Global Firing Time Algorithm Simulation Results
Figure 8-5 depicts the simulation results for the global firing time information algorithm.
The medians of the absolute value of the errors in speed (panel A) and direction (panel B)
are presented as the number of cells N used and the radius of the circle R on whose
periphery these cells are placed are varied. For each (N,R) combination, we present 8
different edges moving at 714um/sec at 8 distinct angles (00,+450,_+900 , 1350, and 1800);
we repeat this above procedure 30 times For each (N,R) combination, the error which is
plotted is the median of the absolute value of the resulting 240 errors (8 different edges
presented 30 times each). For example, suppose that we are looking at the combination
(N,R)=(5 cells, 200um) in panel B; the value of the 3-D graph at that point is obtained as
follows: 5 cells are uniformly spaced on a circle of radius 200um. We present each of our
8 edges 30 times and get 30 estimates of the angle of each edge; thus, for each edge's
angle, we get 30 errors. We thus get a total of 240 errors for 8 edges. The value of the
graph is the median of the absolute value of these 240 errors.
As is evident from panels A and B of figure 8-5, the errors in the global firing
time information algorithm decrease as the number of cells used increases and the radius
of the circle whose periphery they are placed on increases. However, this effect is not
significant for data points with both R greater than 400um and N greater than 7
simultaneously. If we examine the cross sections at N=3 and N=5 cells for radii between
300um and 650um, the dependence of the (V, ) estimates on R is small and non-
monotonic. This observation is consistent with the results presented in figures 7-6 and 7-8
of chapter 7 of this thesis. Figure 8-6 depicts the data of figure 7-6 (3-cell combination
results for global firing time information algorithm) overlaid with the cross section of
figure 8-5 where N=3 and R is between 300um and 650um. The blue (simulation with
real cell positions) and red (experimental data results) lines are exactly the ones of figure
7-6; the green line is the cross section of interest described above from figure 8-5. It is
evident from both panels of figure 8-6 that the green line tracks the blue line closely. The
effect of increasing R is a little more pronounced in the green line than in the blue line.
This makes sense because for the green line, the cells lie uniformly spaced on a circle of
radius R whereas for the blue line, the cells lie within a circle of radius R. Thus,
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increasing R increases all of the distances between the cells for the green line case;
however, it may not increase all of the distances between the cells for the blue line case.
Figure 8-7 depicts the data of figure 7-8 (5-cell combination results for global
firing time information algorithm) overlaid with the cross section of figure 8-5 where
N=5 and R is between 500um and 650um. The blue (simulation with real cell positions)
and red (experimental data results) lines are exactly the ones of figure 7-8; the green line
is the cross section of interest described above from figure 8-5. It is evident from both
panels of figure 8-7 that the green line tracks the blue line closely. However, in contrast
to the situation in figure 8-6, the effect of increasing R is similar in both the green and
blue line cases. This may be due to the fact that the range of R is small. Indeed, in figure
8-5, for N=5, the decreasing trend of the errors as R increases is evident. However, due to
the restrictive real cell locations (blue line), we are not able to explore a wider range of R
values.
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Figure 8-5: A and B show the errors in estimating speed and direction, respectively, by using the global
firing time information algorithm. The speed of the curtain is 714um/sec. For each N (number of cells) and
R (radius of circle) combination, we present 8 different edges moving at 714um/sec at 8 different angles
(00, ±450, +90 , +1350, and 1800); we repeat this above procedure 30 times For each (N,R) combination,
the error which is plotted is the median of the absolute value of the resulting 240 errors (8 different edges
presented 30 times each).
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Figure 8-6: N=3, 300um<R<650um: Panels A and B depict the cross section of the corresponding panels
of figure 8-5 where N=3 and R is between 300um and 650um (green line). These cross sections are overlaid
with the blue (simulation with real cell positions) and red (experimental data results) lines from figure 7-6
(3-cell combination results for global firing time information algorithm).
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Figure 8-7: N=5, 500um<R<650um Panels A and B depict the cross section of the corresponding panels
of figure 8-5 where N=5 and R is between 500um and 650um (green line). These cross sections are overlaid
with the blue (simulation with real cell positions) and red (experimental data results) lines from figure 7-8
(5-cell combination results for global firing time information algorithm).
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8.4 Algorithm Performance Comparison
It is evident from figures 8-2 and 8-5 that the likelihood algorithm outperforms the global
firing time information algorithm for all N and R. Figure 8-8 compares the median of the
absolute values of errors in speed (panel A) and the median of the absolute values of
errors in direction (panel B) between the likelihood algorithm and the global firing time
information algorithm. Panel A (B) is essentially panel A (B) of figure 8-5 minus panel A
(B) of figure 8-2. In other words, for each (N,R) combination, the values in panel A (B)
of figure 8-8 are the corresponding values of the global firing time information minus the
corresponding values for the likelihood algorithm. For example, consider the point
(N,R)=(3 cells, 100um) in panel A of figure 8-8: the difference of the medians of the
absolute values of the speed errors at that point (approximately 90um/sec) is the median
of the absolute values of the speed errors obtained via the global firing time algorithm
(approximately 130um/sec) minus the median of the absolute values of the speed errors
obtained via the likelihood algorithm (approximately 40um/sec).
Figure 8-9 also divides the medians of the absolute values of errors in speed
(panel A) and the medians of the absolute values of errors in direction (panel B) between
the likelihood algorithm and the global firing time information algorithm. Panel A (B) is
essentially panel A (B) of figure 8-5 divided by panel A (B) of figure 8-2. In other words,
for each (N,R) combination, the values in panel A (B) of figure 8-9 are the corresponding
values of the global firing time information divided by the corresponding values for the
likelihood algorithm. A ratio greater than one corresponds to the global firing time
algorithm giving a larger error than the likelihood algorithm; a ratio less than one
corresponds to the global firing time algorithm giving a smaller error than the likelihood
algorithm. For example, consider the point (N,R)=(3 cells, 100um) in panel A of figure 8-
9: the ratio of the medians of the absolute values of the speed errors at that point
(approximately 3) is the median of the absolute values of the speed errors obtained via
the global firing time algorithm (approximately 130um/sec) divided by the median of the
absolute values of the speed errors obtained via the likelihood algorithm (approximately
40um/sec).
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It is noteworthy that for all (N,R) combinations, the errors in both speed and
direction obtained by the global firing time information algorithm are larger than those
obtained via the likelihood algorithm. Moreover, the likelihood algorithm significantly
outperforms the global firing time information algorithm for low values of R when
estimating speed and low values of N and R when estimating angle. For large values of N
and R, the difference between the two algorithms is very small. The above difference
between the two algorithms is consistent with our intuition: the likelihood algorithm uses
the entire spike train response of each cell whereas the global firing time information
algorithm uses only the median of each spike train response of each cell (as it only cares
about the time at which the edge passes over the center of each cell). Thus, the likelihood
algorithm uses much more information than the global firing time information algorithm;
this additional information is related to the size of the receptive field of each cell. Thus,
in the likelihood algorithm, each cell has an opinion about the relationship between V and
0. For example, let us consider the case where a cell has a circular receptive field
(o = o,): then, if the width of its spike train response is "wide", the cell "knows" that
the edge is moving slowly; conversely, if the width of its spike train response is
"narrow", the cell "knows" that the edge is moving fast. On the other hand, the global
firing time information algorithm only uses the median of a cell's spike train response
and thus cannot distinguish between a fast moving edge and a slow moving edge when
given information from a single cell. As another example, consider the case where the
cell has a very eccentric receptive field. In the likelihood algorithm, the cell has an
opinion about the relationship between V and 0: for example, if its spike train response is
"wide", the cell "knows" that the edge cannot both be moving fast and along its minor
axis. Thus, given the above, we expect the likelihood algorithm to significantly
outperform the global firing time information algorithm when a small number of cells are
used since in the likelihood algorithm, each individual cell has an opinion of the
relationship between V and 0. As shown in the simulations presented, this is indeed the
case.
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Figure 8-8: This figure compares the median of the absolute values of the errors in speed (panel A) and the
median of the absolute values of the errors in direction (panel B) between the likelihood algorithm and the
global firing time information algorithm. Panel A (B) is essentially panel A (B) of figure 8-5 minus panel A(B) of figure 8-2. In other words, for each (N,R) combination, the values in panel A and B are the
corresponding values of the global firing time information minus the corresponding values for the
likelihood algorithm.
o
.c
(n
a)
c) 3-
"o
v
a,
,2.5
cQ'- 2--
1,- .5--
w
c
.a 1-.
a)
0.5-
C-
C
5J
O2
Ratio of Median Error in Speed Between the Lilihood and Global Firing Time Algorithms
Edge Speed of 714 pmsec
800 15
Radius of Circle (pm) Number of Cells
Ratio of Median Error In Angle Between the Likelihood and Global Firing Time Algorithms
Edge Speed of 714 pm/sec
400 7
9
600 11
13
800 15
Radius of Circle (jpm)
Number of Cells
Figure 8-9: This figure depicts the comparison ratios of the median of the absolute values of the errors in
speed (panel A) and the median of the absolute values of the errors in direction (panel B) between the
likelihood algorithm and the global firing time information algorithm. Panel A (B) is essentially panel A
(B) of figure 8-5 divided by panel A (B) of figure 8-2. In other words, for each (N,R) combination, the
values in panel A and B are the corresponding values of the global firing time information divided by the
corresponding values for the likelihood algorithm.
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8.5 Comparison of Running Times
The simulations presented in the previous section show that the likelihood algorithm
gives better estimates of (V 6) than the global firing time information algorithm.
However, there is a tradeoff: as the likelihood algorithm uses the entire spike train
response of each cell, it is more computationally intensive than the global firing time
information algorithm. Figure 8-6 compares the running time of the likelihood (blue line)
and the global firing time information (green line) algorithms as a function of the number
of cells. Note that these running times are only for the Inverse Problem. Note also that the
computer used has a speed of 3.8GHz. The global firing time information algorithm is
approximately constant in time as a function of the number of cells being used whereas
the likelihood algorithm is approximately linear in time as a function of the number of
cells being used. Thus, if we are using a large number of cells, the global firing time
information algorithm is preferable to the likelihood algorithm as the global firing time
algorithm information runs in constant time and gives estimates very close to those
obtained by the likelihood algorithm.
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Figure 8-10: This figure compares the running time of the likelihood (blue line) and the global firing time
information (green line) algorithms as a function of the number of cells. The likelihood algorithm is
approximately linear in time as a function of the number of cells being used and the global firing time
information algorithm is approximately constant in time as a function of the number of cells being used.
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Chapter 9
Conclusions and Further Work
In this thesis, we have studied an instance of an Inverse Problem which involves
estimating the speed and direction of moving edges of light moving at fixed speeds and
directions on the photoreceptor layer of a rabbit retinal patch. We obtained retinal
ganglion cell responses by recording their action potentials in response to these moving
edges of light. After assigning each action potential to a specific cell, we obtained the set
of all action potential occurrence times (i.e. the spike train response). The algorithms we
employed to estimate the speed and direction of a moving edge take as input the spike
train response of every cell. We developed two types of estimation algorithms: the first
type of algorithms, presented in chapter 4, is based on a least squares approach. These
algorithms use only the first order statistics of each cell's spike train response. The logic
of these algorithms is based on the intuition that edge motion information can be inferred
from the relative response times of cells. The second type is developed in chapter 6: in
essence, it is an estimation algorithm which utilizes maximum likelihood estimation: in
contrast to the algorithms of chapter 4, this algorithm does not use least squares. For each
cell, a model is obtained through "training". The likelihood of each cell's response is then
computed and the joint likelihood of all cells' responses is maximized. In addition to
developing estimation algorithms, novel work on weighting least squares was done.
Professor Wyatt and I, with the input of Professor Megretski, found a method that
minimizes a weighted sum of the variances of a set of parameter estimates which we are
interested in. Section 9.1 summarizes the conclusions of each chapter of this thesis;
section 9.2 proposes relevant further work which could serve as a continuation of this
pioneering effort in understanding the retinal neural code.
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9.1 Main Conclusions of Thesis Chapters
This section summarizes the conclusions of this thesis. In chapter 4, four least squares
based algorithms were developed in order to estimate the speed and angle of a moving
edge. Three of these algorithms, the "CosCos", the "Newton-Raphson Minimization",
and the "Estimating Velocity Vector Directly" algorithms use information from cell pairs.
In these algorithms, each cell pair gives an "opinion" of the speed and angle of the
moving edge and the difference in "opinions" between the cell pairs is reconciled through
least squares. The "Global Firing Time Information" algorithm takes as input the time
which each cell "says" that the edge passed over it and compares it to the time at which
the edge "should have" passed over each cell. Thus, each cell's time discrepancy is an
"opinion" of the speed and angle of the moving edge: the difference in "opinions"
between the cells is reconciled through least squares. The main conclusion of chapter 4 is
that the speed and angle estimates for all four algorithms are sensitive to the "clustering"
of the cells and to the number of cells used. For the CosCos and Newton-Raphson
minimization algorithms, for the case where the cells lie uniformly spaced on the
circumference of a circle, it was analytically derived that the variance of the errors in
both speed and direction estimates is inversely proportional to both the number of cells
used and to the square of the radius of the circle on whose circumference the cells are
placed on.
In chapter 5, we proved that the BLUE estimator, in addition to minimizing the
variance of the weighted sum of the elements in our parameter estimates i, also
minimizes the weighted sum of the variances the elements in our parameter estimates i.
Moreover, we found a family of weight matrices Wwhich all lead to the BLUE estimator.
In chapter 6, we developed an estimation algorithm which uses the entirety of
each cell's spike train response to a moving edge. The algorithm consists of creating a
receptive field model for each cell through "training": the model parameters for a cell are
obtained by maximizing the likelihood over the model parameters of observing the cell's
responses to the training data. In order to estimate the speed and angle of an unknown
edge, we maximize the joint likelihood (with respect to the speed and angle) of the
responses of all cells which are stimulated by this edge.
166
In chapter 7, we tested the likelihood algorithm performance on real data;
moreover, we compared it to the performance of the global firing time information
algorithm. For the both algorithms, we observed that the errors in the estimates decreased
as the number of cells used increased. The worst errors for the likelihood and global
firing time information algorithms were for the case where 3 cells were used (5% and 7%
respectively in speed, 30 and 4.50 respectively in angle); the best case was when all 9
cells were used (3% and 4% respectively in speed, 20 and 30 respectively in angle). It is
encouraging that even when using only three cells, the errors were very small for both
algorithms. Also, for both algorithms, we observed that there was not much of a
dependence of the estimates on the "clustering" of the cells used. This is mainly due to
the limitations of the data. Presumably, if we could use more cells that were more
uniformly distributed on the MEA, we would be able to see the errors decrease as the cell
"clustering" decreased. Overall, the likelihood algorithm outperforms the global firing
time information algorithm for all cases. Another important conclusion from this chapter
is that the assumption of inhomogeneous Poisson firing is not very costly. This can be
seen by comparing the simulated spike train results (blue lines of figures 7-1 and 7-2) to
the real spike train results (red lines of figures 7-1 and 7-2). As explained in chapter 7,
the difference between the blue and red lines gives an upper bound on the error from the
inhomogeneous Poisson firing approximation.
In chapter 8, we explore the behavior of the two algorithms through a "simulated"
retina. We place the cells uniformly on the circumference of a circle where we are free to
vary the number of cells and the radius of the circle. Both algorithms' performance
increases as the radius of the circle is increased and as the number of cells being used
increases. Moreover, the likelihood algorithm slightly outperforms the global firing time
information algorithm in all cases. However, the computation time needed for the global
firing time information algorithm is much smaller than that of the likelihood algorithm.
The global firing time information algorithm is a constant time algorithm with respect to
the number of cells being used whereas the likelihood algorithm is linear in time with
respect to the number of cells being used.
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9.2 Further Work
This section is divided into short term further work goals (section 9.2.1) and long term
directions (section 9.2.2).
9.2.1 Short Term Further Work
The following topics (in no particular order) are worth exploring in the short term:
1. Develop cell models which include a covariance term.
2. Generate trials from cell models with 1000c and IO00K. The error should go to 0
as c and K are increased further.
3. Perform a sensitivity analysis on the likelihood algorithm. It would be nice to be
able to weigh each cell's spike train differently when maximizing the joint
likelihood. Find out what makes a spike train "good": should ones with more
spikes be trusted more than those with few spikes?
4. Create simulations analogous to those of chapter 8 where c, K, o x, and y, are
varied and explore these effects on the fidelity of the estimates.
5. Create a more realistic model for cells which incorporates the ON-center
excitatory and OFF-surround inhibitory effects.
6. Instead of estimating a cells lag with the method in section 6.1.3, make it a model
optimization parameter.
7. Create cell models for other cell types such as DS cells. Presumably, this could be
done by making the K parameter a function of the angle of edge motion.
8. Create a cell model analogous to the one in chapter 6 which can be used for
estimating the speed and direction of moving bars.
9. Apply the likelihood model results to the data of the experimental date 02/09/07.
The data quality is not as good as that of 04/06/07 but if no new data is obtained,
this data is workable. The 02/09/07 data has two usable curtain speeds. Note that
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the format of the triggers is different-some coding needs to be done to make it in
the same format as the data in 04/06/07.
9.2.2 Long Term Directions
Below, I have outlined the long term directions which I think that this pioneering
research should go down:
1. Create a generalized model which holds for all 13 ganglion cell types. The model
should help us be able to distinguish cell types according to a set of parameter
values. For example, in the cell model of chapter 6, if we train a cell and we get
large a, and y , and for another cell, we get small a, and ry, it is more likely
that the first cell is an alpha cell and the second cell is a beta cell.
2. Estimate more stimulus parameters. Contrast should be the next parameter added.
3. Explore whether cells near each other exhibit synchronous firing. Can we use cell
synchrony in our estimation process?
4. Stimulate the retina with images of moving balls and try to find ways of
estimating the number of balls being shown, their speed, and their direction of
movement.
5. Stimulate the retina with moving edges with a time varying speed and see if the
speed can be tracked.
6. Stimulate the retina with moving or still objects of different shape (i.e. triangles,
squares, circles, etc.) and devise algorithms which can distinguish between the
shapes. A first step would be to extend the model of chapter 6 to work for moving
bars and then stimulate the retina with moving bars of different widths. There
would then be 3 estimation parameters: the speed of the bar, its direction of
motion, and its width.
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