The band diagram, deformation potential and photoelastic tensor of silicon are calculated selfconsistently under uniaxial and shear strain by solving for the electronic wavefunctions with a finitedifference method. Many-body effects are accounted for by the local density approximation. In order to accommodate the large number of grid points required due to the diverging electrostatic potential near the atomic nuclei in an all-electron calculation, a non-uniform meshing is adopted. Internal displacements are taken into account by adding an additional coordinate transform to the method of Bir and Pikus. Good consistency of the calculated deformation potential and photoelastic coefficients is obtained with prior experimental and theoretical results, validating the numerical methods. Furthermore, it is shown that a slight correction of the multiplicative coefficient of the X α approximation for conduction bands results in good agreement with experiment for both the direct and indirect bandgaps.
Introduction
Recent developments in electronics and optoelectronics have led to a rekindled interest in the modeling of strained semiconductors. The best known device application is the improvement of carrier mobility in strained silicon that has allowed further scaling of Moore's law [1] . Strained semiconductors are also of great interest to photonics and optoelectronics: For example, applying strain to quantum wells is a well known technique to improve the performance of semiconductor lasers [2] . More recently, strained group IV semiconductors have gained in importance for the CMOS compatible fabrication of photonic circuits (Silicon Photonics [3] ). Inhomogeneously strained silicon has been shown to have a finite second order optical nonlinearity enabling photonic devices such as silicon based Pockels modulators and two photon converters [4, 5] . Highly n-doped germanium has been shown to support optical gain [6] . Further narrowing of the direct bandgap via tensile strain could further improve the material's gain and enable more efficient group IV light sources [7, 8] . The SiGeSn material system allows the realization of highly strained germanium and * Tel.: +49 2418020021; fax: +49 2418022212.
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GeSn quantum wells [9] and might pave the way towards practical devices.
We solve the Kohn-Sham equation [10] for strained cubic semiconductors with a finite-difference (FD) real-space all-electron approach and apply it to the case of strained silicon. In order to assess the method's suitability to the determination of the optical properties of strained semiconductors, we carefully benchmark it by calculating the deformation potential and the photoelastic coefficients of silicon under uniaxial and shear strain.
All-electron modeling can lead to more accurate results in problems that involve a high level of interaction between valence and lower orbital electrons [11, 12] , certain classes of problems that require treatment of lower orbitals [13, 14] , or the determination of absolute energies [15] and absolute deformation potentials [16] referenced against energy levels of lower orbitals. Our interest is to apply all-electron treatment to the modeling of novel effects such as the Pockels effect in inhomogeneously strained silicon for which pseudopotentials have not yet been carefully benchmarked. However, treatment of the diverging electrostatic potential around the nucleus and rapid oscillations of the wavefunctions in its vicinity result in a multi-scale numerical problem [17] that needs to be addressed, e.g., with hierarchical finite elements bases [18, 19] or realspace methods with grid refinements around the nucleus [20] [21] [22] [23] [24] . terms, which can be efficiently diagonalized with parallel computing algorithms.
A number of methods have been demonstrated to adapt FD algorithms to handle the diverging potential of the nucleus. In [20, 21] , a rectangular cartesian grid was successively refined in concentric regions around the nucleus. In [20] , orphan nodes were handled by generalizing the finite-difference expression of the Laplacian. In [21] the multi-grid problem was solved based on a V-cycle. In [22, 23] , a regular grid was used after applying a curvilinear spatial transformation, effectively increasing the number of grid points around the nucleus in the original coordinate system. In [24] , the wavefunction was solved on a coarse rectangular grid and subsequently interpolated on a fine grid around the nuclei prior to calculating overlap integrals with pseudopotentials. Finally, in [25] the wavefunctions were solved for on a coarse grid excluding the space regions within a muffin-tin radius in the immediate vicinity of the nuclei. These excluded regions were handled by applying a boundary condition to the grid points closest to the nuclei forcing the wavefunctions on the boundary to be a superposition of atomic-like solutions. Here, we apply successive cartesian grid refinements to concentric regions centered on the nuclei, similarly to [20, 21] , and extend the methodology to calculate the band diagram and dielectric constant of strained semiconductors. The nested grid refinements used here allow more straight forward control over the extent and range of the grid refinements relative to methods based on curvilinear transformations [17, 23] , but require special handling of the derivative operators at the subgrid boundaries [20] . Here, we express the numerical problem as a sparse matrix diagonalization that can be straightforwardly handled with the Lanczos algorithm implemented in standard numerical packages.
The deformation of the crystal lattice is handled by a curvilinear coordinate transform that maps the strained onto the unstrained lattice. This allows, e.g., for the computation of the effect of internal strain with finite differences without numerical artifacts resulting from displacements of the nuclei relative to the grid points and generally for a smooth treatment of the effect of strain. The coordinate system is deformed in order for individual nuclei to remain on the same grid points irrespectively of the lattice deformation. In addition to the deformation introduced by Bir and Pikus [26, 27] , an additional curvilinear coordinate transform is introduced in order to accommodate internal displacements inside the unit cell [28] .
Many-body effects are accounted for by using the X α approximation [10, 29, 30] in the framework of density functional theory [31] (DFT) and of the local density approximation (LDA). While the electrostatic and LDA potentials of inner shell electrons are fully taken into account, the shape of the inner orbitals are assumed to correspond to that of isolated silicon atoms (frozen core, all-electron approximation (FCAE)). While the numerical methods described here could easily be extended to the treatment of inner shell electrons, the frozen core approximation is adequate for the numerical studies reported here and is adopted to shorten computation time. The numerical methods used here could also be applied to other semiconductors or to materials of arbitrary shape following the path shown in [21] , thus providing high flexibility for the modeling of irregular shapes.
In order to validate the numerical methods, we calculate the strained band diagram, the deformation potential and the photoelastic coefficients of silicon under uniaxial and shear strain. Convergence and accuracy, as well as required computational resources are carefully benchmarked. The deformation potential is derived both directly and in the framework of perturbation theory with a linearized perturbation Hamiltonian. Numerical results for the deformation potential and the photoelastic coefficients of strained silicon are compared to the literature, with good agreement. Furthermore, in order to determine the primary factors affecting the deformation potential, the overall deformation potential is broken down in the framework of a perturbation theoretical approach into individual contributions from the LDA potential, nuclei induced dipoles, dipoles induced by valence electrons, electrostatic potential due to redistribution of the valence electron density and screening from inner shells.
Coordinate transformation
Given a strain ϵ ij , the method of Bir and Pikus starts by introducing the transformation
where x ′ i corresponds to the physical coordinates of the strained unit cell that are mapped to a new coordinate system x i . The latter corresponds to the unstrained unit cell, in that nuclei are located at their original position. There are two atoms in the unit cell of crystalline silicon. When shear strain is applied, in addition to the overall deformation of the unit cell, the two silicon atoms undergo an internal displacement relative to one another [28, 32] parameterized by a number typically denoted as ζ . When a shear strain is applied to the unit cell, the lengths of the atomic bonds between adjacent nuclei become unequal, subdividing them into two categories. This can be fully or partially compensated by the internal displacement. ζ = 0 corresponds to a total absence of internal displacement, i.e., the displacement of both atoms is predicted by Eq. In order to accommodate the internal displacement without creating numerical artifacts in the finite-difference solver resulting from a displacement of the nuclei relative to the grid, we introduce an additional term in the coordinate transform
This transformation maps the position of the nuclei in the unstrained unit cell to the position of the nuclei in the strained unit cell. Since the Hamiltonian will be described in the coordinate system of the unstrained lattice, x i , rather than in the physical coordinate system of the strained lattice, x ′ i , this results in a description of the problem where the nuclei are always located on the same grid points, irrespectively of the strain that is applied to the lattice and irrespectively of ζ .
The Laplace operator of the physical coordinate system can be expressed in the unstrained coordinates as
The perturbation Hamiltonian can then be written as
where m is the mass of the electron and e is the elementary electric 
Grid definition and differential operators
The unrefined grid consists in a rectangular grid with vertices spaced by a/32, i.e., with 8192 vertices in the unit cell. This grid is successively refined inside cubes centered on the nuclei (Fig. 1) . 64 (the grid refinements were first evaluated and optimized on a simpler 1D problem consisting in verifying the accuracy of higher orbital energies of isolated silicon atoms). This results in a total of 41 920 vertices, about 5 times the number of points of the unrefined grid. Even though this is a very large number of vertices, the eigensolutions can still be calculated in a short time with a desktop computer [33] using the Lanczos algorithm [34] since the Laplace operator results in a sparse matrix.
For a nucleus located at
At the boundary between a refined and a coarser grid, hanging nodes are missing one or two nearest neighbors. As a first step to derive the differential operators, these nearest neighbors are interpolated so as to subsequently allow the numerical evaluation of the differential operators (in practice the numerical problem reduces to the diagonalization of a matrix resulting from the product of an interpolation and a finite-difference operator). In Fig. 2(a) , the wavefunction is interpolated at points 11 and 14 as 
where p x− is the grid point immediately to the left of p 0 , p x+ is the point immediately to the right, δ x− is the distance between p x− and p 0 , and δ x+ is the distance between p 0 and p x+ . The single derivatives are calculated as
The lattice vectors of silicon are given by
, the points at z = 0 and at z = a are related by the relation
(equivalent relations relate the boundaries at y = 0 and y = a/2). These relations are taken into account to evaluate the derivative operators at the unit cell boundaries, thus taking into account the periodic boundary conditions of the eigenvalue problem.
Electrostatic potential and LDA correction
Many-body effects are taken into account with the local density approximation by adding Slater's exchange energy [29] to the electrostatic energy with a corrective factor α (X α approximation). Correlation effects [36] are much weaker than the exchange term [30] and are not explicitly taken into account. The exchange energy is given by
where ρ is the electron density of the valence electrons, ρ in is the electron density of the inner orbitals for a single atom centered on the kth nucleus, r k is the distance to the kth nucleus, and α is a parameter used to adjust the strength of the exchange potential. The parameter α was derived to be 2/3 by Kohn and Sham [10] in the framework of DFT. Eq. (11) is based on the exchange energy of the free electron gas. This exchange energy, as derived from the Hartree-Fock method, is dependent on the electron wave-vector with a proportionality constant given by
where η = k/k F is the ratio between the free electron wave-vector and the wave-vector at the Fermi level. This is a monotonically decreasing function equal to 4/3 at η = 0, to 2/3 at η = 1 and decaying to zero at large η. In the original derivation by Slater [29] , the exchange energy was averaged over all wave-vectors up to the Fermi level, resulting in α = 1. In the subsequent derivation by Kohn and Sham [10] done in the framework of DFT, α was derived as 2/3 and corresponds to the value of Eq. (12) at the Fermi level.
Since α = 2/3 results in smaller bandgaps than in experiment, it has been suggested [30] to adjust α empirically in order to recover the experimental bandgap. It was shown that increasing α leads to a larger indirect bandgap resulting from a flattening of the bands. However, as also pointed out in [30] , this is not fully satisfactory, since the discrepancy between theory and experiment remains essentially unchanged for the direct bandgap. Since the coefficient given by Eq. (12) is decreasing with η and since the wavefunctions of the conduction bands generally have a higher frequency content than the wavefunctions of the valence bands, it seems a natural correction to assume a lower α for the conduction bands than for the valence bands. This strictly breaks the framework of LDA, since the LDA potential is now dependent on the electronic band. As shown in Fig. 2(b) , this results however in a very good agreement between the calculated band diagram and a more accurate band diagram calculated with a non-local empirical pseudopotential method in close agreement with experiment [35] . The varying α can be justified both because the DFT theorem has only been proven for the ground state of the system, i.e., for the valence bands, and because LDA itself is an approximation that only partially reflects the true kernel of the non-local DFT potential. where the coefficient α has been reduced by 1/24th for the conduction band (N t as defined in Section 4.1 is equal to 6 and α = 5/6
for the valence band). The corresponding weakening of the conduction band exchange energy and the resulting increase in conduction band energy are sufficient to obtain good consistency for both the direct and the indirect bandgaps. The calculated indirect bandgap is 1.18 eV (versus 1.17 eV measured at 0 K [37] ) and the calculated direct bandgap between the upper valence band and the fourth conduction band (Γ 
Potential
The potential is calculated as the combination of the electrostatic potentials of the nuclei and of the electron distribution with the exchange potential given by Eq. (11) . Rather than obtaining the electrostatic potential by solving the Laplace equation, it is obtained by summing up individual contributions of the nuclei and electrons. While being a less computationally efficient method for periodic problems with a potential following a well known differential equation, it facilitates the extension of the method to aperiodic systems or to more general potentials. In particular, it is adapted here to the perturbative potential generated by a homogeneous lattice deformation and can be readily generalized to the perturbative potential generated by an inhomogeneous lattice deformation or other general potentials with a well known Green's function. The potential is calculated in the framework of the frozen core, all-electron approximation (FCAE), i.e., the electrostatic potentials and LDA correction of inner shell electrons are taken into account, but inner electrons are assumed to correspond to orbitals of isolated silicon atoms.
Spatially varying screening of the nuclei takes into account the electrostatic potential of inner electron shells. In order to compute the contribution of the valence electron density distribution to the electrostatic potential, the latter is approximated by a series of point charges distributed on a coarse grid with a grid size a/32 that is offset by (a/64, a/64, a/64 ) relative to the grid on which the wavefunction is calculated. While the kinetic term of the Hamiltonian and the electrostatic potential of the nuclei are computed on the refined grid, for the purpose of calculating the distance to the distributed electrons and deriving the electrostatic potential associated to the electron density distribution, the wavefunction grid is also snapped to its coarsest mesh (a/32). This ensures that no diverging terms occur, since the two grids are offset relative to each other and have no common vertices. Similarly, in order to truncate the divergence of the electrostatic potential created by the nuclei, distances to the nuclei smaller then 1/2 the finest grid size (smaller than a/4096) are rounded up to a/4096 (this applies to the points where the nuclei are located). In order to calculate the electrostatic potential with a finite sum over nuclei and distributed electron point charges, the infinite reach of the unscreened Coulomb potential is truncated by progressively ramping it down for radii larger than N t · a/2 and forcing it to zero for radii above (N t + 4) · a/2. In the following, results are reported for N t = 6.
The calculation of the electrostatic potential generated by the valence electron density distribution is a computationally intensive process. In order to accelerate the calculation, the grid-point to grid-point contributions are only directly taken into account for the electron density in a volume of 75 unit cells surrounding the computational domain. Farther electrons are taken into account by a multipole expansion of the electrostatic potential created by the unit cell, with a Taylor expansion of the generated potential to the third polynomial order (i.e., with terms scaling as δx i1
where (δx, δy, δz) is the displacement between the point where the electrostatic potential is applied and the center of the unit cell acting as the source of the potential and where i1, i2 and i3 are in-
Perturbative potential
The perturbative potential V ′ − V can be directly obtained by replacing each of the charges by an electrostatic dipole whose strength depends on the distance to the point at which the field is calculated, thus effectively linearizing the perturbation Hamiltonian as a function of strain. This method can be readily extended to aperiodic problems of a more general nature. Additional terms take into account modified screening of the nuclei, as well as the redistribution of the valence electron density distribution. The perturbative term arising from the LDA potential is derived by linearizing the strain induced changes of the local electron density.
Given a strain tensor ϵ, the strain induced displacement of a nucleus initially located at (x 0 , y 0 , z 0 ) relative to a point initially located at ( 
where q = Ze is the charge of the nucleus and ε 0 is the permittivity of free space. For hydrostatic strain ϵ = ϵ · Id, where Id is the 3 × 3 identity matrix, this expression takes the simple form of an additional electrostatic potential directly opposed to the unperturbed one
where r is the distance between the nucleus and the point where the field is calculated. A second perturbative term arises from the redistribution of the electron density distribution. The inner shells are assumed to simply shift with the position of the nucleus to which they are bound and can be taken into account by adjusting the screening of the nucleus
Here too, Eq. (16) takes a simplified form in the case of hydrostatic strain
where it should be noted that dZ /dr is a rapidly decaying negative function (the screened charge is constant and equal to 4e far from the nucleus).
The valence electron distribution in the strained unit cell (ρ ′ )
can be described as a function of the unstrained or the strained lattice coordinates, with corresponding normalizations given by
We introduceρ(x) = ρ ′ (x ′ (x))(1 + tr(ε)). This corresponds to the redistributed valence electron density described in the coordinate system and the normalization of the undistorted silicon lattice. If we note the volume element of the undistorted lattice as dv = d 3 x, the redistribution of the electron density function is taken into account by
The displacement of the electron density distribution due to the lattice deformation is taken into account by a potential δV 4 that takes the same form as Eq. (13) . Finally the variation of the exchange energy is taken into account by where r k and x k are respectively the distance to and the position of the kth nucleus. The first term in the bottom parenthesis corresponds to the redistribution of the valence electrons, the second term to the modification of the valence electron density due to the volume element change. The third and fourth terms arise from the displacement of the inner core electrons tracking the displacement of the nuclei to which they are bound.
Self-consistent electron density distribution
The self-consistent valence electron density distribution is iteratively calculated. The initial guess is obtained by adding the electron densities of sp3 bonds calculated in the strained lattice with restricted orbitals [39, 40] . The specific orbital restriction parameters are taken from an unpublished tight binding study in which they were optimized in view of getting a good agreement between the physical band diagram and the band energies back-calculated from the wavefunctions obtained with the third nearest neighbor tight binding coefficients published in [41] . We opt for an implicit orbital confinement [42] . The restricted orbital ψ r is obtained from the unrestricted orbital ψ via the transformation ψ r (r) = ψ  r ′  , where r ′ is obtained from r via a transformation parameterized by two radii r 1 (at which the restriction starts having an effect) and r 2 (the radius within which the orbital is fully confined). For r ≤ r 1 , r = r ′ . For r > r 1 the transformation is given by
For r approaching r 2 , r ′ → ∞ so that the orbitals are restricted to a maximum radius of r 2 . Parameter values r 1 = 2.9a 0 and r 2 = 4.9a 0 were used, where a 0 is the Bohr radius. As can be seen in the section on algorithmic convergence, this yields a reasonable initial estimate and the self-consistent electron density function converges to a high degree within five iterations.
In order to refine the electron density distribution, at each iteration wavefunctions for half the Brillouin cell are calculated, with regularly spaced reduced wave-vectors located on a grid with ∆k = 0.4π /a. Since homogeneous strain does not break the centrosymmetry of silicon, the rest of the Brillouin zone can be obtained by simple symmetry considerations resulting in an effective total of 424 k-space points. The squares of the wavefunctions are then summed over the entire Brillouin zone in order to obtain the electron density. As a final step, the electron density is normalized to yield a total of 8 valence electrons in the unit cell. This process is repeated iteratively in order to obtain the self-consistent electron density. Fig. 3 shows the electron density function at two crosssections through the unit cell with a smooth distribution even very close to the nucleus. The overall computation flow is summarized in Fig. 4(a) .
Numerical results for the deformation potential
This section summarizes the numerical results, including convergence of the self-consistent electron distribution, a comparison of the calculated deformation potential with literature values, as well as a detailed look at the influence of individual perturbative terms and of the internal displacement parameter ζ on the deformation potential.
Convergence study
Fig . 5 shows the convergence of the solver with the number of iterations applied to obtain the self-consistent electron distribution. It can be seen that the calculated deformation potentials converge quickly and are almost fully converged after 5 iterations. Table 1 shows a comparison of the calculated deformation potentials (5 iterations, N t = 6, α = 5/6) with literature [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] . ζ is assumed to be 0.53 as is also the case in [49, 50, 52, 56] and in close agreement with measured values [57] . Good agreement of the calculated deformation potentials can be seen with previously determined values, validating the numerical methods. a Γ −Γ refers to the deformation potential of the direct gap between the three upper valence bands and the fourth conduction band (Γ
Comparison to the literature
Fine tuning α has a rather small effect on the calculated deformation potentials. This is in line with the results reported in [53] where the enhancement of an LDA calculation with a calibrated external potential also resulted in relatively small corrections, on the order of 0.5 eV for Ξ
Compared to [53] , similar trends are seen between the plain LDA values and the deformation potentials obtained after enhancing the LDA method with an additional correction. However, the calculated corrections have an even smaller magnitude here.
Effect of individual perturbative terms and of the internal displacement
Fig . 6 shows the magnitude of the effect of individual perturbative terms on the deformation potential as well as the dependence of the shear strain energy shift at the conduction L-point (Ξ (L) u ) on the assumed internal displacement parameter ζ . The LDA potential has a comparatively weak effect on the deformation potential compared to kinetic effects or to the electrostatic potential of the nuclei (the perturbation theoretical approach is applied to wavefunctions that have already been calculated including LDA correction, i.e., this statement only refers to the additional energy shift induced by strain).
Due to the transformation described in Eq. (3), the nuclei remain on the same grid points irrespectively of the internal displacement. This is important to obtain a smooth dependence on ζ , since displacements of the nuclei relative to the grid points result in numerical artifacts.
Calculation of photoelastic coefficients
In this section we calculate the dependence of the dielectric constant of silicon on uniaxial and shear strain from the wavefunctions obtained in the previous sections. The dielectric constant is calculated with the method first devised by Adler and Wiser [58, 59] , but with a modified treatment of local field corrections. These are directly derived from the self-consistently calculated electron density perturbation induced by the application of the external electric field, with the dielectric constant given by
where E v and E c are respectively the energies of the valence and conduction states indexed by indices v and c, k n is a wave-vector sampled inside the 1st Brillouin zone, N is the number of sampled k-space points and ⃗ q = q⃗ e x is an infinitesimal vector oriented along the direction of the external E-field. V LF corresponds to the selfconsistently calculated electrostatic and exchange potential resulting from the redistribution of the valence electron density function caused by the externally applied electric field (local field correction). The prefactor of Eq. (24) already takes into account that each state is doubly degenerate due to electron spin, so that each valence and conduction band only needs to be accounted for once in the summation. When applying an externally applied electric field associated with an electrostatic potential sin(qx) q , the perturbation of the electron density distribution and the resulting potential are calculated self-consistently as functions ρ LF (x i ) cos (qx) and V LF (x i ) cos (qx), where ρ LF (x i ) and V LF (x i ) both have the same periodicity as the crystal lattice. Under the influence of the externally applied electric field and the induced internal potential (including the LDA correction), the valence electron wavefunctions are then transformed to the first order as
The equation only takes into account mixing with conduction band states, since only these contribute to the perturbation of the electron density function given by
where the prefactor again takes into account the dual degeneracy of the electron spin. Using
we make the transformation
validating the initial assumption on the functional form of the induced valence electrons redistribution. The first term of Eq. (27) corresponds to the reaction of the electron density function to the internal field, while the second term is the reaction of the electron density function to the external field. The perturbation of the electron density function ρ LF cos (qx) in turn results in the local field potential V LF cos (qx) as calculated with the methods described in the previous sections (based on Eq. (20) and an adapted version of Eq. (22)). In order to calculate the photoelastic coefficients of silicon, the local field potential is self-consistently calculated for both unstrained and uniaxially strained silicon.
In a material with a cubic symmetry, the general expression of the photoelastic tensor δ 
δε ij reduces to [56, 60, 61] 
A number of corrective factors have to be applied to Eq. (24) when it is evaluated in the transformed coordinates used in this paper. Indeed, in the transformed coordinates the volume of the unit cell remains a 3 , even though the physical volume under uniaxial strain is (1 + ϵ) a 3 . In addition, a physical E-field of magnitude E results in an E-field of magnitude (1 + ϵ) E in the transformed coordinate system when it is oriented along the uniaxial strain axis, 
when the E-field is oriented along a different axis than the uniaxial strain and
when the E-field is oriented along the same axis as the uniaxial strain. In both Eqs. (29) and (31) the factor 1+ϵ in the denominator takes into account the increased volume of the unit cell. In Eq. (31) the additional factor (1 + ϵ) 2 in the numerator takes into account that both the external field and the internal field are effectively 1 + ϵ stronger in the deformed cell described in the transformed coordinate system when the uniaxial strain and the external field are along the same axis.
In order to calculate p 44 
where V LF ,x and V LF ,y are respectively the local field potentials generated by a unit external E-field oriented along the x-and yaxes. After applying a shear strain ϵ xy Eq. (33) becomes ε xx + ε yy + 2ε xy − 1 = 
in the transformed coordinate system. Since Eqs. (30), (32) and (35) are evaluated with the wavefunctions of the strained lattice, care has to be taken to correctly normalize the wavefunctions as  ψ * ψd 3 x = 1 following either Eq.
(18) or Eq. (19) depending on whether they are expressed in the physical or the transformed coordinate system. The overall flow of the computation is summarized in Fig. 4(b) .
We evaluate Eqs. (24) and (29)- (34) with q = 0.01·2π /a, ζ = 0.53 and α = 5/6 for all the bands. As previously, the 1st Brillouin zone was effectively sampled with 424 k-space points spaced by ∆k = 0.4π /a. Summations were taken over the four valence bands corresponding to outer shell electrons and the first 30 conduction bands. Due to the non-uniform grid, the eigenproblem leading to the wavefunctions is slightly non-hermitian and the wavefunctions not perfectly orthogonal to each other, leading to numerical errors increasing with the number of conduction bands taken into account in the summations. These numerical errors were alleviated by orthogonalizing the wavefunctions prior to the dielectric constant calculations, leading to a satisfactory convergence of the calculated dielectric constants (the value calculated with inclusion of 10 conduction bands is within 0.005 of the value calculated with 30 conduction bands). The calculated dielectric constant of silicon is 13.1 prior to local field corrections and 12.4 after local field corrections. Both the calculated dielectric constant and the magnitude of the local field corrections are in line with prior LDA based calculations in the absence of additional refinements such as a scissor operator [62] [63] [64] . Table 2 summarizes the results for the photoelastic coefficients and 
Conclusion
We have developed a real-space eigensolver based on finite differences and a non-uniform grid for solving the wavefunctions and the band diagram of strained silicon with an all-electron potential. The numerical methods are validated by comparison of the calculated bandgaps, deformation potentials, dielectric constant and photoelastic coefficients with experiment and prior modeling results. Strain was handled by a curvilinear transformation including a treatment of internal displacement. The computational method is highly flexible and is intended to be adaptable to more general classes of problems.
