We present a setting for decoding of LDPC codes jointly with channel estimation, suitable for transmission over memoryless compound channels. We show that the performance of the combined scheme can be rigorously evaluated by means of density evolution, and focus on density evolution as a tool for designing a channel estimator that matches not only to the channel, but also to the LDPC ensemble as well.
I. INTRODUCTION
Low-density parity-check (LDPC) codes have proven themselves extremely useful for error protection in a memoryless noisy channel when the channel statistics are known [1] . Iterative decoding, either of LDPC codes or of Turbo codes, has been considered also in conjunction with certain unknown channel parameters, e.g., [2] , [3] , [4] that address iterative decoding and channel estimation for Turbo codes and Rayleigh fading channels, [5] that deals with blind turbo equalization, [6] that examines Turbo codes over an AWGN channel with unknown phase rotation and [7] , [8] , [9] , [10] that investigate LDPC decoding at the same channel conditions.
In this paper, decoding of LDPC codes over compound channels [11] is considered. Examples for such channels are: complex AWGN with phase uncertainty or frequency uncertainty (or both), block fading AWGN channel, BSC with unknown transition probability etc.
In the literature, several strategies are taken when parameters uncertainty exists. Among these strategies we can find the following non-exhaustive list: Schemes that improve their estimation from one coded-block to the next [6] , [12] , systems that patch SISO channel estimators to SISO decoders [6] , [13] , [14] and frameworks that use factor graphs to represent the channel parameter [8] , [9] , [10] . Numerical analysis of complete systems (joint decoding and estimation/equalization) appears to the best of our knowledge only in [8] , [15] , [16] . All other methods are analyzed via Monte-Carlo simulations.
The work most close in nature to the one presented in this paper is perhaps the work of Nuriyev and Anastasopoulos [8] . The authors of [8] present results for joint decoding and phase estimation when LDPC codes are used. Their setting, unlike the setting used in this paper, is Bayesian. In an AWGN, a constant phase, uniformly distributed over block-noncoherent AWGN channels, while our setting is general and may apply to any set of memoryless compound channels 1 . The structure of this paper is as follows: A short survey of LDPC codes and iterative decoding is given in Section II. Then, the problem is stated in Section III and a unified solution approach is presented at Section IV. The presented approach is a message-passing algorithm that is independent of the specific channel estimator in use. Section V, which is one of the main contributions of this paper, introduces a concept that allows for channel estimator design process such that the estimator is not only channel dependent but also code dependent. Some specific examples are then given in Section VI. Section VII concludes.
II. PRELIMINARIES
A bipartite graph is associated with each LDPC code (a detailed presentation can be found in [1] ). Variable nodes are associated with the codeword's symbols. Check nodes are associated with the code's parity-check equations. Let be a degree sequence, i.e.,
is a set of positive real numbers such that 3 % 4 % 5 7 6 . Let -ensemble of LDPC graphs (each graph is associated with a unique LDPC code) is an ensemble of bipartite graphs such that the fraction of edges that incident a variable (resp. check) node of degree B is C % (resp.
D %
). We restrict ourselves in this paper to binary LDPC codes only. Extension of the concept to symbols of larger alphabet are natural. Nevertheless, modulation by grouping several bits per symbol will be applied when appropriate.
The Sum-Product algorithm [17] , [18] is typically used for decoding LDPC codes. It operates on the associated LDPC graph and it is a message passing algorithm; that is, messages are passed along edges of the graph, where a message emanating from a node is a function of all messages received at this node along all its connected edges except for the edge over which the output message is passed. The following is a short description of the algorithm: . These messages also serve as the initial messages. 
The algorithm starts with an initialization, and then iterates back and forth between check nodes and variable nodes. Parallel schedule is assumed throughout this paper. When the graph on which the Sum-Product algorithm operates is a tree, the output messages,
, are in one-to-one relation with the posterior probability of a bit given all available measurements, hence the algorithm is optimal with respect to bit error probability. Over any sub-graph which is a tree the passed messages represent true log-likelihood ratio (LLR) values at the first iterations (until the first instant a message traverse a cycle). Hard decoding values can therefore be obtained by slicing at zero.
When a LDPC code is uniformly drawn from a given
ensemble, two important properties can be shown to hold [1] : a tree property and a concentration property. The tree property asserts that a randomly chosen edge in the graph spans a tree up to any fixed depth, with probability that approaches one as the block length approaches infinity. The concentration property asserts that after any finite m iterations, the performance of any message passing decoder over a randomly selected graph approaches the average performance over the ensemble in probability, and exponentially fast. The concentration property implies that for large block lengths, the ensemble average performance is a good indicator for the performance of any individual code in the ensemble.
The tree property in conjunction with a memoryless channel imply independence among input messages toward any node, asymptotically. With simple operations such as Equations (2)-(3), the (conditional) density of the output of any node is easily obtained as a function of the (conditional) densities at the input. This technique, called density evolution [1] allows analysis of performance to any finite iteration with asymptotically large block length. In fact, in [1] it is shown that the performance of the Sum-Product algorithm (as well as many other admissible algorithms) is independent of the transmitted codeword; this simplifies the density evolution process, as only a single conditional density (conditioned on transmission of the zero codeword) needs to be tracked.
III. PROBLEM FORMULATION
In this paper we are interested in the performance of iterative decoding of LDPC codes over memoryless compound channels [11] . A memoryless compound channel is a family of channels, , such that
is the channel input and G 2
is the channel output. Here, the decoder is ignorant of the specific channel over which transmission is carried out, but is fully informed with the class of channels, , to whom the channel belongs and of the code on which it operates. The encoder knows the specific channel and ignores the fact that the decoder is informed only with the set . Such a case may arise, for example, when the receiver itself introduces some uncertainty. Examples of compound channels are: BSC with unknown transition probability, AWGN channel with unknown noise variance, complex AWGN with unknown phase rotation etc. This paper does not address differential modulation techniques such as in [19] . Moreover, combination of blind iterative decoding and differential modulation in the presence of (perhaps partially) unknown channel should be carefully treated, as explained in [5, Sec. VII], but c.f. [20] .
A good decoding technique that is ignorant of the realization is now sought.
IV. UNIFIED STRUCTURE OF THE PROPOSED ALGORITHMS The concept to be presented in this paper is the following. A new definition of ensembles is presented, which incorporates "channel estimation" ensemble to LDPC ensemble. The new ensemble contains bipartite graphs with three types of nodes, arranged in three layers: check nodes, variable nodes and estimator nodes. A message passing algorithm is performing the decoding + channel estimation, and a concentration property asserts that the decoding performance of an individual in the ensemble is approaching the ensemble average in probability and exponentially fast. The ensemble average performance of the decoder is then rigorously evaluated using density evolution.
Definition 1: An ensemble of joint code-estimator (bipartite) graphs is defined by the quartet relate to the connectivity between variable nodes and check nodes. The degree sequence holds the fractions of edges between variable nodes and estimator nodes with respect to the estimator node degrees (i.e., a "left" degree sequence). Each variable node is connected to a single estimator node via a single edge (see also Fig. 2 ).
Three-layered graphs are previously used in the literature (e.g., see [21] , [22] ). However, as far as we are aware, these graphs can be classified into two types: Graphs in which the third layer represents the channel effects in a format of a "code" (e.g., [21] , [22] ) and graphs in which the third layer consist of one node which is used for operations such as estimation or demodulation (e.g., [10] ). The work of [8] utilizes many estimation nodes at the third layer, but only a single node for any single constant unknown parameter.
The fact that a variable node is connected to a single estimator node incurs no loss of generality; variable nodes connected to several estimator nodes are allowed to merge and the functionality of the merged node is at least as good as the functionality of the separation. Note also that if the degree sequence is independent of the block length, the number of estimator nodes grows linearly with the block length as does the number of check nodes. However, since with respect to estimator nodes there is no "rate" constraint, Definition 1 may allow dependence of the sequence on the block length. The estimation subgraph is uniformly drawn according to , independently of the drawn code subgraph, the latter is commonly uniformly drawn according to and 8 . Interestingly, the system proposed above can be presented as an iteration-varying channel estimator operating jointly with a LDPC simple decoder, as depicted by Fig. 1 . The main differences from the commonly known turbo iterations between a decoder and a channel estimator lie at the channel estimator "black-box". As expected, the estimator has as many outputs as inputs. However, the message-passing constraint renders each output to be a function of a few inputs, rather that a function of all inputs. Moreover, the transfer function employed by the estimator depends on the number of iteration and varies accordingly. Additionally, an interleaver may be placed between the LDPC decoder and the estimator. This interleaver is optional, and may be removed due to different considerations. However, it facilitates the density evolution analysis process, which is not bothered with the specific connectivity of the system.
The general structure of the suggested algorithm is the following: 
Algorithm 1:
The algorithm operates on the graph depicted in Fig. 2 . It starts with an initialization, and then iterates using a parallel scheduling: left-left-right-right.
E
Initialization: Given a measurement vector,
, set the measurement-to-variable messages as
for some functionḧ2
In general, the functionμ2
needs to be chosen according to the type of the compound channel. It is reasonable, though, to chooseÄ2 [1], so we may choose to use¤2
for the case of BIAWGN channel with zero-mean and unknown noise variance. Similarly, for a BSC and a
[1]) we may choose for the compound BSCÇ2
, where
. The function¨¯9 r i j @ shall be described later, but it is important to notice that¨¯9 e@ ensemble, where the maximal estimator node degree grows at most sub-polynomially with the block length. Then, a randomly chosen edge in the graph spans a tree up to any fixed depth, with probability that approaches one as the block length approaches infinity.
With this property, which is proven at Appendix I we can claim independence of incoming messages when the compound channel is memoryless. Such independence is a sufficient prerequisite for rigorous analysis via density evolution. For any channel realization, Y , the performance of the decoding process (which is done together with estimation steps) can be numerically evaluated. With the graph structure introduced above, this process can be carried out for any function employed by the estimation nodes. Note that in the graph associated with the constant phase model in [10] all variable nodes of a LDPC graph are attached to a single channel estimator node. There, a tree property does not exist, of course, but for a block length approaching infinity, the effect of a single message on the total vanishes. Thus, asymptotically, the approach taken in [10] may yield rigorous analysis; however, for any finite block length and any finite number of iterations, the analysis of [10] is an approximation, whereas the analysis presented in this paper is exact until first cycles are closed.
The following concentration property shows that for the ensemble defined in Definition1, any messagepassing algorithm whose variable-to-check messages relate to soft decisions of the symbols associated with the variable nodes has approximately the same performance. The property is proved at Appendix II. The proof technique, which was suggested in [1] (as an extension of [23] ), does not extend to the single-node graph constellation of [10] .
Proposition 1 (Concentration property):
The decoding performance of an individual in the ensemble, using a message passing decoder, is approaching the ensemble average in probability and exponentially fast.
Assume all channels, Y , are partially ordered by some order. For example, in [1] a relation of stochastic degradation [24, Eq. 14.201] was used as this order. Within each chain (which is well ordered) we define the chain threshold with respect to the decoder in use as the "best" channel that does not result in convergence to zero error probability. If the set is well ordered by itself, the threshold of is the (only-)chain threshold. The following compound channel examples are well ordered: BSC with unknown transition probability, AWGN channel with unknown noise variance, complex AWGN with unknown phase rotation.
With the definition above, the threshold always exists, but it is not clear how it is to be found. For the known channel case, monotonicity property was proven to hold for the Sum-Product decoder (relying on its optimality) and thus the threshold can be found up to any desired precision. In our case, monotonicity cannot rely on optimal decoding. Nevertheless, for any sampled grid of channels on a chain,
, monotonicity can be tested by density evolution. Indeed, over the compound BSC and the complex AWGN with unknown phase rotation, monotonicity was verified for all our selected grids so far for channels "under the threshold" (i.e., channels for which successful decoding is possible.)
V. DESIGN OF CHANNEL ESTIMATOR TRANSFER FUNCTIONS
The discussion above did not address the transfer function of the estimator nodes. Indeed, as long as estimator nodes are message-passing, performance can be tracked for any transfer function. We now ask, which transfer function,¨ o n w 9 v i § @
, is proper to be used? Before getting into details, we emphasize that the methods considered in this paper do not employ, essentially, pilot symbols or training sequences (e.g., [2] , [7] , [25] ). With respect to pilot symbols, two types of gains are conventionally sought for: improved channel estimation (see references before) and triggering convergence of iterative decoding [26] (even where the channel is fully known!); the term "code doping" is usually used for the latter task. It is interesting to observe that "hard" doping, where some bits that are fully known to the decoder are implanted into the codeword, is a redundant operation when LDPC codes are addressed (as opposed to Turbo codes for which doping was suggested at [26] ). To see this, think of a regular LDPC code where some of its bits are known to the decoder. At the decoding process, the variable nodes associated with the known values produce constant messages (over a known channel). Thus, the decoding performance is identical to the case where these nodes are removed from the graph along with their adjacent edges. With this process, an irregular graph is obtained from the regular graph. The same argument holds when an initial irregular graph is considered, of course. However, for LDPC codes, design methods such as in [27] are rigorous and should provide much better results than the heuristic doping process. Thus, for LDPC codes, pilot symbols serve only for channel estimation improvement. Their effect on performance is not within the scope of this paper, though this paper provides a comfortable neighborhood for the exploration of pilot symbols effect.
In general, several types of approaches may be suggested. is suitable for optimal decoding with the Sum-Product algorithm. The solution, however, yields an optimization that does not force the parameter, , to be the same for all symbols of the code, just as optimal per-symbol MAP algorithms does not necessarily outputs a legal codeword. Decoders that insist on constraining the parameter to be the same constant for all symbols typically operate on graph constructions such as in [10] . Here, analysis becomes rigor only for infinite block length.
An arbitrary model may be chosen for the estimator node's output message,
. Then, the estimator node is required only to calculate the model's parameters and use this model to update the output message. For example, a mixture of Gaussians model is suggested in [10] .
E
An empirical off-line relation can be used between the estimator node input messages and the identity of the realized channel. For example, in [6] a relation between a phase offset and the mean absolute value of the input LLR messages is found and used.
Approximations to the known channel LLR values may be used. For example, see [28] . . Then the estimator function
is a hard-decision based version of the probability estimator according to Krichevski and Trofimov [29] . The multiplication by sign9
relates the result to a LLR type output message. Example 2: One may generalize the Krichevski and Trofimov (KT) estimator to depend on soft values rather than hard decisions. The estimator
can be shown to minimize
is a Bernoulli source with parameter è that has to be fitted to a sequence of Bernoulli sources with parameters
, where a single true source
is estimated by fitting it to other Bernoulli sources with parameters
Other examples include the MMSE-like estimation proposed by [2] for flat-fading channels and the Gibbs sampler employed by [5] . The latter is an iteration-invariant function of the inputs and the channel measurements, which is used in this case for blind turbo equalization and decoding of Turbo codes. In addition to the proposed estimation methods described above, a new type of estimator is now suggested. This method utilizes density evolution not only for performance analysis but also for design of good channel estimators that are matched to both the channel and the given LDPC ensemble. Suppose thatμ2 R 9 r i j @ is fixed and
are given. Also, assume that some symmetry conditions are retained by all steps of the algorithm until iteration
, so that the performance of the algorithm is independent of the transmitted codeword and the all-zero codeword may be assumed to be transmitted; this latter assumption will be abandoned later. Let , densities (conditioned on transmission of the all-zero codeword) may be tracked by means of density evolution. Then, some statistics of the input messages is defined (e.g.,
). Denote its density as
for the considered channel Alternatively, a criterion of minimum probability of error at the next iteration may be used,
is the probability of error at the next iteration given í g l s at the current iteration and conditioned on the channel parameter . Any other reasonable criterion may be used as well. When
is decided its density,
, can be evaluated by a simple change of measures.
Finally, we define the function¨
as the log-likelihood ratio transformation of the measurement ). The true density of the output message is then simply the expectation of this conditional density over
is easily obtained. In the discussion above, we assumed that the all-zero codeword was transmitted, as some symmetry conditions similar to those in [1] were presumed to hold. However, for many compound channels the performance of the suggested decoder is not guaranteed to be independent of the transmitted codeword, mainly due to the adaptive design of the estimator function,¨¯9 v i § @
. As a remedy, we suggest utilizing a technique originally devised by Friedlander and Burshtein [16] , [30] for decoding LDPC codes over ISI channels. Here, instead of tracking a single density at each iteration, two conditional densities are to be tracked: one associated with code bits having the value 6 , and the other associated with code bits having the value ¡ . We call the first type of density a 6 -type density and the latter a ¡ -type density. With respect to messages passed from check nodes to variable nodes, the output density corresponds to convolutions of densities of the same type. With respect to messages passed from variable nodes to check nodes, the output density corresponds to a mixture of densities from both types, weighted by the fraction of possible combinations that yield a zero modulo-¥ sum. The same holds for estimator output message, except that the constrains associated with check equations are removed. In fact, tracking multiple densities may be extended beyond conditioning on a code bit as in [16] , [30] ; for example, when a complex channel is considered, densities associated with in-phase and quadrature-phase may be separately tracked.
An efficient implementation of the design process is possible by storing, for each -type densities. We also note that the approach of adapting the channel estimator to the LDPC code and to the channel 2 is in some sense dual to an approach presented in [31] . In [31] a concept of designing an LDPC code matched to a given equalizer is introduced. Also, as remarked there, both approaches may be applied to several other iterative signal processing techniques.
VI. EXAMPLES A. Compound BSC
A compound BSC is a binary symmetric channel with an unknown transition probability, . All messages are scalars. The following proposition simplifies the density evolution process by allowing the tracking of a single density (conditioned on the all-zero codeword).
Proposition 2: The performance of a message-passing algorithm that obeys the symmetry conditions stated below is independent of the transmitted codeword if the channel obeys the symmetry condition. The proof is almost identical to the proof in [1] and is thus omitted.
The symmetry conditions referred by Proposition 2 are: E Channel symmetry:
Check node symmetry: Considering a check node of degree . Then,
Additionally, the variable-to-estimator message,
, as a function of the ý check-to-variable messages,
Channel estimation node symmetry: An estimator node of degree
, is passing a message to a variable node,
, as a function of other variable-to-estimator messages
and the measurements,
, the initial assumed prior, is an anti-symmetric function of the measurement F W % . The following proposition shows a rather general structure of channel estimation functions that abide by the symmetry conditions above. The proof can be found at Appendix III.
Proposition 3:
, then a channel estimator that sends
is admissible with respect to the symmetry conditions imposed above, for any function , while safely relying on the all-zero codeword transmission assumption which simplifies computations.
In the example below we use the intermediate statistics with the iteration-invariant KT estimation function according to Equation (7) (note that this function obeys Proposition 3). The difference in performance is depicted in Fig. 4 . , is depicted. With 1 signs, the ML estimator is used for the first iterations, and then a switch to the KT estimator is done. The plain line describes the performance of decoding when only the KT estimator is used. At all cases, a BSC is used, and 2 4 3 stands for the true probability of transition.
B. Unknown phase complex AWGN
Consider a complex AWGN channel with a phase offset that is unknown to the receiver, .) 2) Use a binary alphabet, but expand the factor graph into three layers to have: check nodes, real variable nodes ( 's) and complex variable nodes ( 5 's). Every complex variable node has a unique couple of real variable nodes. This is a viewpoint of bit-interleaved coded modulation. Henceforth, the second approach is addressed. This is in fact a type of turbo decoding and demodulation. The update equations for the Sum-Product algorithm, which is optimal under the tree assumptions, are given at Appendix IV.
When the phase rotation is fixed but unknown, the second approach can still be used with some modifications. A three-layer graph is still sufficient here. Conceptually, a fourth layer should created, where estimator nodes are connected to complex symbol nodes. However, since a complex symbol node is connected only to a few variable nodes ( ¥ for QPSK), it is possible to directly connect the variable nodes to the estimator nodes while absorbing the functionality of the complex-symbol nodes in the associated estimator nodes. To retain the capabilities of the four-layer graph, the variables associated with the real part and the imaginary part of a complex symbol must both be connected to the same estimator node 3 . In accordance with the concept introduced in the previous sections, Algorithm 2 is proposed 4 for the complex AWGN channel with unknown phase rotation.
Algorithm 2:
In the absence of knowledge of the angle, , the algorithm rotates the phase by a quantity, è , after which it assumes that the phase offset is corrected. Therefore, the I component (real part) is surmised to be solely associated with 
may be a function designed by means of density evolution as proposed in Section V. 
where w is the set of even (resp. odd) numbers less than or equal to
for a type-¡ (resp. type-6 ) variable destiny. In fact, Equation (15) assumes that all
bits that participates in a certain parity-check constraint are independent and of equal probability. If the minimum check node degree is exactly the minimum distance of the dual code (in general it is an upper bound to the distance), then Theorem inputs are independent and equi-probable. However, for irregular codes this approach does not apply. Luckily, as shown by Wang et al [33, Th. 3] , the number of nodes whose input messages fail to obey this condition vanishes with the block length approaching infinity (i.e., the inputs approach i.i.d. in probability).
The variable-to-Estimator message density, , which is equal to , by the assistance of a two-dimensional FFT transformation. Note that with respect to storage complexity, the matrix size containing the convolution's output is no larger than 
To complete the round, the distribution of the messages 
The maximum-likelihood map (and many other types of maps too) thus obeys (11), is the expectations of densities like in Equations (13)- (14) . As the integrands are symmetric with respect to we conclude again that Proposition 4, using the property given by Equation (17), allows cutting in half the number of computations needed as only half the grid,
, must be used for the density evolution process that is required for the design of the estimator transfer function.
For the ensemble
) and the phase rotation grid
Figures 5-7 show the response to different phases as a function of the number of iteration. As can be seen, monotonicity with respect to bit error probability may be verified 6 . The threshold as a function of ® is depicted in Fig. 8 . It turns out that a wider phase grid may compromise the phase threshold function. For example, in the conditions depicted, at°y± . The results in this figure are slightly better than the results obtained by [6] . Additionally to the two curves associated with Algorithm 2, two curves are shown as a reference. The first is the performance of a decoder that simply assumes no phase rotation; for this dB. Finally, a natural generalization of the unknown phase approach is to include also an unknown noise variance into the grid of examined parameters, ë . Thus, block fading is immediately dealt with the tools introduced above. Also, channel models for which the parameter is fixed only during short sub-blocks (as in [8] ) can be treated using the tools introduced in this paper. Thus, for example, for frequency shift uncertainty many phase estimator nodes can do the work. Alternatively, for frequency shift uncertainty, many frequency shift estimators can be used, although the shift may be fixed throughout the block (as the phase was fixed in the above example).
VII. CONCLUSIONS A scheme for iterative joint decoding and channel estimation was proposed, suitable to many classes of channels. The scheme suggests a non-standard approach for the connection of the channel estimation stage and the decoding stage, allowing for rigorous numerical analysis of the bit error probability of the entire scheme by density evolution. Stemming out of this new capability is a concept of design of channel estimators that are adapted to the specific LDPC code ensemble in use, the number of iteration and the considered compound channel. The solution presented operates under a non-Baysian criterion, i.e., no distribution is assumed on the parameter that rules the realization of the channel. Numerical results show small gains over advanced techniques known in the literature for the same purpose, even for a non-optimized ensemble, and emphasize the importance of the selection of channel estimator. constant. Until now we have shown that the graph containing the mega-nodes is cycle-free up to any fixed depth, in probability. Since the sub-graph hidden inside a mega-node (one estimator node connected to several variable nodes) is itself a tree, we can safely conclude that the three-layered graph has the tree property as well.
APPENDIX II PROOF OF PROPOSITION 1
We illuminate only the minor changes required to the proof of [1, Theorem 2] to hold also for Proposition 1. Other than the changes mentioned below, the proofs are identical. 
Concentration Around Expected Value:
The edge exposure, which precedes the vertex exposure, contains also exposure of estimator-to-variable edges. The random variables considered still form a Doob's martingale process. The difference sequence is still bounded by terms associates only with the node degrees and the iteration number, and not with the block length; however, the bounding constants may be different.
APPENDIX III PROOF OF PROPOSITION 3
We have to show that the function in (9) obeys that channel estimation node symmetry condition in (8) . For any arbitrary APPENDIX V COMPLEXITY With respect to phase estimation over the complex AWGN, the following approach, which is theoretically valid, requires storage complexity that is basically unpractical.
We need to use the joint density of Performance of the proposed system (unlimited θ) Performance of the proposed system (θ<45) Performance of a system that assumes θ=0 Upper bound on the performance of a system that assumes θ=0 
