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BOUNDS BETWEEN LAPLACE AND STEKLOV EIGENVALUES
ON NONNEGATIVELY CURVED MANIFOLDS
MIKHAIL KARPUKHIN
Abstract. Consider a compact Riemannian manifold with boundary. In this
short note we prove that under certain positive curvature assumptions on the
manifold and its boundary the Steklov eigenvalues of the manifold are con-
trolled by the Laplace eigenvalues of the boundary. Additionally, in two di-
mensions we obtain an upper bound for these Steklov eigenvalues in terms of
topology of the surface without any curvature restrictions.
1. Introduction and main results
Let (M, g) be a smooth compact Riemannian manifold with smooth boundary.
We consider two elliptic self-adjoint operators defined on ∂M . The first is the
usual Laplace-Beltrami operator ∆ = ∆∂M acting on C∞(∂M) with respect to the
induced metric g|∂M . Since ∂M is compact, the spectrum of ∆ is discrete and
consists of eigenvalues which we denote by
0 = λ1 6 λ2 6 λ3 6 . . . ,
where eigenvalues are counted with multiplicities. Note that ∂M is not necessarily
connected, so eigenvalue 0 might not be simple. That is the reason why we start
our numeration with λ1 as opposed to λ0.
The second operator is Dirichlet-to-Neumann operator D, which is defined in
the following way. For any u ∈ C∞(∂M), there is a unique harmonic extension
uˆ ∈ C∞(M), i.e. there is a unique uˆ such that ∆M uˆ = 0 and uˆ|∂M = u. Then one
defines D(u) = ∂nuˆ, where n is an outward unit normal vector to ∂M . Similarly
to the Laplacian the operator D is elliptic self-adjoint with discrete spectrum. We
denote the corresponding sequence of eigenvalues by
0 = σ1 6 σ2 6 σ3 6 . . . ,
where eigenvalues are counted with multiplicities. Note again that the numera-
tion starts with σ1 as opposed to σ0. The numbers σi and the sequence {σi} are
sometimes refered to as Steklov eigenvalues of M and Steklov spectrum of M re-
spectively. The study of Steklov spectrum has become rather popular in the recent
years, see e.g. survey paper [6] and references therein.
The aim of this paper is to show that under certain curvature restrictions on
M and ∂M the sequence {σi} is majorated by the sequence {λi}. The precise
statement is the following.
Theorem 1.1. Let (M, g) be a compact Riemannian manifold of dimension n > 3
with boundary. Suppose that the Weitzenböck curvature on 2-forms W [2] is non-
negative and the lowest (n − 2)-curvature cn−2 of ∂M is bounded from below by a
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positive constant c. Then, if n > 4, for all m > 1 one has the inequality
(1) σm 6
n− 2
(n− 1)cλm.
Moreover, if n = 3 then for all m > b0(M)
σm <
2
3c
λm,
where b0(M) is the number of connected components of M .
In section 2 we define the Weitzenböck curvature on p-forms and the lowest
p-curvatures of the boundary for all p = 1, . . . , n. For now, let us mention that
convexity of ∂M is enough for boundedness of cp for all p, whereas nonnegativity
of the curvature operator suffices for nonnegativity of W [p] for all p.
Remark 1.2. Bound (1) is sharp for m = 2 on a Euclidean ball Bn( 1c ) of radius
1
c . Indeed, on the standard sphere S
n−1( 1c ) of radius
1
c all principal curvatures are
constant and equal to c, therefore, cn−2 = (n − 2)c (see definition in Section 2).
Additionally, it is well-known that σ2(Sn−1( 1c )) = c, while λ2(S(
1
c )) = (n − 1)c2.
Putting all these numbers together, one obtains an equality in (1). Moreover, both
those eigenvalues have multiplicity n, therefore, we have that inequality (1) is sharp
for all m 6 n + 1. However, as it follows from the remark after Theorem 3.2,
the equality in inequality (1) can only be achieved on a ball, i. e. for m > n + 1
inequality (1) is strict.
Remark 1.3. For a fixed manifoldM bound of the type (1), i.e. inequality bounding
σm in terms of a linear function of λm, can not possibly be sharp for all k. Indeed,
according to Weyl’s law (see e.g. [6]) σm ∼ m 1n−1 , whereas λm ∼ m 2n−1 .
A curious feature of the proof is that it uses the extension of the Dirichlet-to-
Neumann map to the space of differential forms of higher degree defined by Raulot
and Savo [13], whereas the final statement does not refer to differential forms.
In case M is a surface we have the following theorem.
Theorem 1.4. Let (M, g) be a connected oriented Riemannian surface. Then one
has
(2) σp+1σq+1L2(∂M) 6
{
pi2(p+ q + 2γ + 2k − 3)2 if p+ q ≡ 1
pi2(p+ q + 2γ + 2k − 2)2 if p+ q ≡ 0 (mod 2),
where L(∂M) is the length of ∂M , k is the number of boundary components and γ
is the genus of M . In particular, when p = q one obtains,
(3) σp+1L(∂M) 6 2pi(p+ γ + k − 1).
Remark 1.5. Theorem 1.4 is a consequence of Theorem 3.1 below. As it is ex-
plained in [18] Theorem 3.1 can be seen as a generalization of Hersh-Payne-Schiffer
inequality [9], which is inequality (2) for simply connected planar domains, i. e.
k = 1, γ = 0. Theorem 1.4 makes the connection more evident. A particular case
k = 1 of inequality (2) have already been pointed out in [18]. A similar inequality
was obtained by Girouard and Polterovich in [7]
σp+1σq+1L
2(∂M) 6
{
pi2(p+ q − 1)2(γ + k)2 if p+ q ≡ 1
pi2(p+ q)2(γ + k)2 if p+ q ≡ 0 (mod 2).
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However, one can easily see that inequality (2) yields a better upper bound unless
either γ = 0, k = 1 or (p, q) = (1, 1), (2, 1), when both inequalities yield the same
bound. Let us also mention a remarkable series of papers by Fraser and Schoen [3,
4], where the authors investigate the optimal upper bound of the form (3) for p = 1.
Note that in the mentioned papers the enumeration of Steklov eigenvalues starts
with σ0, which is compensated by the fact that we have p + 1 and q + 1 in the left
hand side of (2).
Remark 1.6. Bound (3) has an advantage of being linear in all the parameters
involved. In fact, Hassanezhad [8] proved that there exists a bound of the form
σp+1L(∂M) 6 Aγ +Bp
with implicit universal constants A and B. Thus, by introducing linear dependence
on k we are able to make the constants in the above bound explicit. Let us also
mention that for p = 1, Kokarev proved in [11] an upper bound
σ2L(∂M) 6 8pi
[
γ + 3
2
]
.
The paper is organized as follows. Section 2 contains necessary background from
differential geometry. In Section 3 we describe the extension of the operator D to
differential forms due to Raulot and Savo. Theorem 1.4 is proved in Section 4.
We prove Theorem 1.1 for orientable manifolds in Section 5 and in the subsequent
section we show how to generalise this proof to nonorientable manifolds. Finally in
the last section we compare our results to a similar result due to Wang and Xia [16].
2. Background in differential geometry
Let ∇ denote the Levi-Civita connection on M associated to the metric g. The
operator ∇ and the metric g have natural extensions to the bundle ∧p(T ∗M) of
differential p-forms on M for all p = 1, . . . , n, which will be denoted by the same
letters. Let ∇∗ be the formal adjoint of ∇. Then the Weitzenböck curvature W [p]
on p-forms is defined by the Bochner formula
(4) ∆Mω = ∇∗∇ω +W [p]ω,
where ω ∈ Ωp(M) = Γ(∧p(T ∗M)) and ∆ is the Hodge Laplacian on Ωp(M).
According to [12] the condition W [2] > 0 can be expressed in terms of Riemann
curvature tensor R(·, ·, ·, ·). In fact, non-negativity ofW [2] is equivalent to requiring
non-negativity of the following expressions:
• Second Ricci curvature:
(5) R(x, u, u, x) +R(y, u, u, y) > 0
for any orthonormal triplet x, u, y.
• Isotropic curvature:
R(x, u, u, x) +R(y, v, v, y) +R(x, v, v, x) +R(y, u, u, y) + 2R(x, y, u, v) > 0
for any orthonormal quadruplet x, u, y, v.
By summing inequality (5) over x, y from some orthonormal basis of u⊥ in the
tangent space of M , one obtains Ric(u, u) > 0, i. e. W [2] > 0 implies Ric > 0.
Note that the non-negativity of the curvature operator implies non-negativity of
W [p] for all p, see e.g. the same paper [12].
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The principal curvatures η1, . . . , ηn−1 of ∂M ⊂ M are defined as eigenvalues of
the second fundamental form of ∂M . Then the lowest p-curvature cp of ∂M is
defined as mini1,...,ip(ηi1 + . . . + ηip), where {i1, . . . , ip} range over all p-element
subsets of {1, . . . , n−1}. This way c1 > 0 is equivalent to the convexity of ∂M and
cn−1 is proportional to the mean curvature of ∂M in M .
3. Dirichlet-to-Neumann operator on differential forms
There are several definitions of Dirichlet-to-Neumann operator on forms, see
e.g. [1, 10, 13, 15]. Here we discuss the one due to Raulot and Savo. For ω ∈ Ωp(∂M)
there exists a unique differential form ωˆ ∈ Ωp(M), see e.g. [14], such that
∆ωˆ = 0, ωˆ|∂M = ω, inωˆ = 0,
where inωˆ stands for contraction of ωˆ with the unit outer normal vector field n, i.e.
ωˆ(·, ·, . . . , ·) = ωˆ(n, ·, . . . , ·), which (since n is only defined on the boundary) yields
a well-defined element of Ωp−1(∂M). Then the Dirichlet-to-Neumann operator
D(p) on Ωp(∂M) is defined as D(p)ω = indωˆ. Raulot and Savo proved that D(p)
is a positive elliptic self-adjoint operator and therefore its spectrum consists of a
sequence of eigenvalues
0 6 σ(p)1 6 σ
(p)
2 6 σ
(p)
3 6 . . . ,
where eigenvalues are written with multiplicities. Since D(0) = D, we sometimes in-
terchange notations σ(0)i and σi for the i-th eigenvalue of the Dirichlet-to-Neumann
operator on C∞(∂M). As in the case of D, the numbers σ(p)i are sometimes referred
to as Steklov eigenvalues of M on differential p-forms.
This particular definition of D(p) is of interest to us due to the following two
theorems.
Theorem 3.1 (Yang, Yu [18]). Let (M, g) be a compact oriented n-dimensional
Riemannian manifold with nonempty boundary. Let σ(p)m be the m-th Steklov eigen-
value on differential p-forms of M and λm be the m-th eigenvalue for the Laplacian
operator on ∂M . Then for any two positive integers m and r, one has
(6) σ(0)m σ
(n−2)
bn−2+r 6 λm+r+bn−1−1,
where bk is the k-th Betti number of M .
Theorem 3.2 (Raulot, Savo [13]). Let (M, g) be a compact n-dimensional Rie-
mannian manifold with nonempty boundary. Let p = 1, . . . , n− 1. Assume that M
satisfies W [p] > 0 and that cp > c > 0. Then if p < n2 one has the inequality
(7) σ(p)1 >
n− p+ 1
n− p c.
If p > n2 one has
(8) σ(p)1 >
p+ 1
p
c.
Remark 3.3. As it was pointed out in [13], dim kerD(p) = bp. Since σ(p)1 > 0 iff
dim kerD(p) = 0, it implies that under assumptions of the theorem one has bp = 0.
Remark 3.4. In the same paper [13] it is also proved that equality in (8) implies
that M is a Euclidean ball of radius 1c .
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4. Proof of Theorem 1.4
For a connected oriented surface n = 2 inequality (6) with m = p and r = q
reads
(9) σpσq+1 6 λp+q+(k+2γ−1)−1,
where k is the number of boundary components of M and γ is the genus of M .
In this section we would like to obtain an upper bound for σp independent of the
spectrum of the boundary. For simplicity of exposition let us only prove inequal-
ity (3). As one could see, the proof presented below can be easily modified to cover
inequality (2). Assume that p = q+ 1, then inequality (9) takes the following form
(10) σ2p+1 6 λ2(p+γ)+k−1
Let us introduce some notation. For each vector l = (l1, . . . , lk) ∈ (R>0)k we
introduce the sequence Sl in the following way. For each i = 1, . . . , k consider an
arithmetic progression Ti =
{
d
li
}∞
d=1
. Then Sl is a nondecreasing sequence obtained
by taking the union of sequences Ti and reordering the entries. The sequence Sl
in the context of Steklov problem first appeared in the paper [5]. It is easy to
see that the right hand side of (10) is 4pi2Sl[p + γ]2, where li is the length of the
i-th boundary component of M and A[n] denotes the n-th entry of a sequence A.
Denoting by |l| the L1 norm of l, i. e. |l| = l1 + . . .+ lk, inequality (10) implies
(11) σ2p+1|l|2 6 4pi2 sup
l
(|l|Sl[p+ γ])2.
Thus, in order to obtain a universal upper bound on σp+1 it is enough to evaluate
the right hand side of inequality (11).
Proposition 4.1. For any d ∈ N one has
sup
l
|l|Sl[d] = d+ k − 1.
Proof. Let us first assume that there exists a vector l = (l1, . . . , lk) maximizing the
fucntion |l|Sl[d] and let M denote the corresponding maximal value.
Claim 1. For each i = 1, . . . , k there is di ∈ N such that dili = M|l| . Indeed, let di
be the smallest integer, such that dili >
M
|l| . Assume that
di
li
is strictly greater than
M
|l| . We will show that in that case M is not a maximum. Indeed, by definition of
di it is easy to see that
S(l1,...,li,...,lk)[d] = S(l1,..., di|l|M ,...,lk)
[d] =
M
|l| .
At the same time, di|l|M > li, therefore the replacement li 7→ di|l|M increases the value
of the function |l|Sl[d]. We arrive at a contradiction.
Claim 2. S(l1,...,lk)[d] > S(l1,...,lk)[d−1]. The proof of this claim is similar to the
previous one. Indeed, by previous claim l1 =
d1|l|
M . Then, arguing by contradiction,
one has Sl[d] = Sl[d−1] = S(l′1,...,lk)[d], where l′1 =
(d1+1)|l|
M . Once again l
′
1 > l1 and
we arrive at a contradiction. The component l1 was chosen only for the notation
convenience, the same argument follows through for any li.
According to the first claim, li =
di|l|
M . Hence, for each i the sequence Ti has
exactly di − 1 entries less than Ml . Therefore, the sequence Sl contains Σ(di − 1)
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entries less than M|l| . Since Sl[d] =
M
|l| , Claim 2 implies
(12) d = Σki=1(di − 1) + 1.
At the same time, Σ li = |l|, which implies Σ di = M . Substituting this into
equality (12) one obtains M = d + k − 1. Additionally, note that this argument
provides an explicit formula for all maximizers. Namely, any maximizer l should
have the following form
l =
|l|
d+ k − 1(d1, . . . , dk),
where di ∈ N are such that Σ di = d+ k − 1. It is easy to see that any such vector
satisfies |l|Sl[d] = d+k−1. Regardless of the existence of maximizer the arguments
above prove that
(13) sup
l
|l|Sl[d] > d+ k − 1,
where one has equality provided the existence of a maximizer.
Let us turn to proving that the supremum is achieved. First, note that for
any positive constant λ > 0, one has Sλl = 1λSl, therefore the function |l|Sl[d] is
scale-invariant for any d. Therefore, without loss of generality we may assume that
|l| = l1 + . . . + lk = 1. Although the function Sl[d] is obviously continuous on Lk,
the space Lk of vectors l of unit length is not compact as li are required to be
positive. To circumvent this difficulty one needs to control the behaviour of the
functional Sl[d] near the boundary ∂Lk. To that end it is useful to note that Sl[d]
is bounded as it follows from the inequality Sl[d] 6 Ti[d] = dli which holds for all i.
Since |l| = 1 there exists an index i with li > 1k and, therefore,
(14) Sl[d] 6 kd.
The space Lk is an interior of a (k−1)-simplex whose boundary is a union of faces
L
(i)
k = {l | li = 0}. Consider an open neighbourhood U (i) ⊂ Lk of L(i)k defined by
U (i) = {l | 0 < li < 1kd}. Then one has Ti[1] > kd > Sl[d] by inequality (14). Thus,
the presence of that li does not affect Sl[d] and setting l(i) = (l1, . . . , lˆi, . . . , lk) ∈
Rk−1 (here we use the hat symbol to denote the omission) one has the following
inequality for all l ∈ U (i),
(15) Sl[d] = Sl(i) [d] =
1
1− li (|l
(i)|Sl(i) [d]) <
kd
kd− 1(|l
(i)|Sl(i) [d]).
Now we collect the facts to complete the proof. We proceed by induction on
the number of boundary components k. The base k = 1 is obvious since in that
case the space L1 is a single point. The step of induction guarantees that for
l′ ∈ (R>0)k−1 one has sup |l′|Sl′ [d] = d + k − 2. Combining it with the right hand
side of inequality (15) one obtains that for l ∈ U (i) the following inequality holds,
Sl[d] <
kd
kd− 1(k + d− 2) 6 k + d− 1 6 supl∈(R>0)k
|l|Sl[d] = sup
l∈Lk
Sl[d],
where we used inequality (13) and obvious observations d > 1 and k > 2. Therefore,
the supremum of Sl[d] over Lk coincides with the supremum of Sl[d] over compact
subset Lk\ ∪ki=1 U (i), i. e. supremum is achieved and is equal to d + k − 1 by
inequality (13). 
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Note that the above proposition is purely algebraic. Nevertheless, as a corollary
we obtain Theorem 1.4.
5. Proof of Theorem 1.1 in the orientable case
The proof is obtained by an easy combination of Theorem 3.1 and Theorem 3.2.
First of all, let us make a couple of observations.
Observation 1. Applying Hodge ∗-operator to both sides of formula (4) implies
that W [n−p]∗ = ∗W [p]. Indeed, both ∆ and ∇∗∇ are formally self-adjoint, which
implies that they commute with ∗, therefore so does W . Thus, nonnegativity of
W [p] is equivalent to nonnegativity of W [n−p].
Observation 2. Application of Theorem 3.2 for p = n−2 now yields that under
the conditions of Theorem 1.1 one has the inequality
σ
(n−2)
1 >
n− 1
n− 2c
if n > 4 and
σ
(1)
1 >
3
2
c
if n = 3. In particular, by the remark after Theorem 3.2 it yields bn−2 = 0.
Similarly, since W [2] > 0 implies Ric = W [1] > 0 and cn−2 > 0 implies cn−1 > 0,
we can apply Theorem 3.2 for p = n− 1 and conclude that bn−1 = 0.
Taking into account bn−2 = bn−1 = 0, an application of Theorem 3.1 for q = 1
yields the inequality
σmσ
(n−2)
1 6 λm.
Combining this inequality with inequlities from Observation 2, one completes the
proof of Theorem 1.1 for orientable manifolds.
6. Non-orientable manifolds
It is possible to generalize Theorem 3.1 to include the case of non-orientable
manifolds in a way that allows us to apply the arguments of the previous section.
Below we give the statement and the short outline of the argument.
Let us pass to an orientable double cover pi : M˜ → M and endow it with the
metric pi∗g such that the involution τ exchanging the leaves of pi is an isometry.
Then τ induces the decomposition of differential forms on M˜ into even and odd with
respect to τ which is compatible with Hodge-Morrey decomposition (for details on
Hodge-Morrey decomposition see [18]). Similarly, the eigenvalues of Dirichlet-to-
Neumann and Laplace operators are divided into those corresponding to odd and
even eigenforms respectively. If we denote by λi,even the i-th even eigenvalue of ∆
on C∞(∂M˜) and similarly by σ(p)j,odd the j-th odd Steklov eigenvalue on Ω
p(∂M˜),
then inequality (6) for M˜ becomes
(16) σ(0)m,evenσ
(n−2)
(bn−2(M˜)−bn−2(M))+r,odd 6 λm+r+bn−1(M)−1,even.
In order to prove (16) one follows the proof of Theorem 3.1 accounting for the
presence of τ . The key points are the following:
• differential d is compatible with the decomposition into odd and even forms;
• Hodge star operator sends odd forms to even and vice versa;
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• Since the kernel of D(p) consists of Neumann harmonic p-fields and even
Neumann harmonic fields on M˜ are the pullbacks of Neumann harmonic
fields on M , then dim(kerD(p) ∩ Ωpeven) = bp(M), dim(kerD(p) ∩ Ωpodd) =
bp(M˜)− bp(M).
To complete the proof of Theorem 1.1 one makes the following two observations.
First, local curvature conditions onM pass to M˜ , therefore Betti numbers disappear
from the inequality (16). Second, there is an obvious inequality σ(n−2)1,odd > σ
(n−2)
1 .
Since even eigenvalues of M˜ coincide with the eigenvalues ofM , the same arguments
as in Section 5 conclude the proof.
7. Comparison with earlier results
In this section we compare results of Theorem 1.1 with the following statement.
Theorem 7.1 (Wang, Xia [16]). Let (M, g) be an n-dimensional compact con-
nected Riemannian manifold with non-negative Ricci curvature and boundary ∂M .
Assume that the principal curvatures of ∂M are bounded from below by a positive
constant c. Then one has the inequality
(17) σ2(M) 6
√
λ2(∂M)
(n− 1)c
(√
λ2(∂M) +
√
λ2(∂M)− (n− 1)c2
)
.
We start our comparison with the case n = 3, where conditions of our theorem
coincide with conditions of Theorem 7.1 (sinceW [1] = ∗W [2]∗ = Ric). Theorem 1.1
yields for m = 2 and n = 3
(18) σ2(M) <
2
3c
λ2(∂M),
while inequality (17) for n = 3 becomes
(19) σ2(M) 6
√
λ2(∂M)
2c
(√
λ2(∂M) +
√
λ1(∂M)− 2c2
)
.
It is easy to see now that the inequality (18) yields a better bound once λ2(∂M) >
9
4c
2.
Example 7.2. Let M = {(x, y, z) ∈ R3∣∣ x2a2 + y2b2 + z2c2 6 1}. Then Ric(M) = 0
and M is convex, i.e. it satisfies the conditions of the theorem. If a > b > c the
lower bound for principal curvatures is ca2 while the lower bound K0 for Gaussian
curvature of ∂M is c
2
a2b2 . Using the classical bound λ2(∂M) > 2K0 (see e. g. p.
186 of [2]) one sees that the bound given by Theorem 1.1 is better once b2 6 89a2,
i.e. once the ellipsoid is oblong enough.
In case n > 4 our condition W [2] > 0 implies condition Ric > 0 of Theorem 7.1.
At the same time, the assumption "principle curvatures are bounded from below
by c > 0" of Theorem 7.1 implies the the lowest (n− 2)-curvature is bounded from
below by (n− 2)c. Thus, while our condition on the interior curvature is stronger,
the condition on the curvature of ∂M is weaker. Now, suppose that n > 4 and
(M, g) satisfies the conditions of both Theorem 1.1 and Theorem 7.1, i.e. W [2] > 0
and all principle curvatures of ∂M are bounded from below by c > 0, then the
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lowest (n − 2)-curvature is bounded from below by (n − 2)c. An application of
Theorem 7.1 yields inequality (17), which can be rewritten as
σ2 6
λ2
(n− 1)c +
√
λ2(λ2 − (n− 1)c2)
(n− 1)c ,
while Theorem 1.1 for m = 1 gives
σ2 6
λ2
(n− 1)c ,
which is clearly stronger. The right hand sides of those inequalities differ by an
expression, which is equal to zero iff λ2 = (n − 1)c2. According to the results of
Xia [17] the latter happens only ifM is a Euclidean ball of radius 1c . Therefore, our
estimate yields a better bound for any convex bounded domain of the Euclidean
space other than a ball. Moreover, our estimate can also be applied to nonconvex
domains, since our condition on the curvature of ∂M is only cn−2 > 0.
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