Abstract. Traditional classification algorithms often fail when the independent and identical distributed (i.i.d.) assumption does not hold, and the cross-domain learning emerges recently is to deal with this problem. Actually, we observe that though the trained model from training data may not perform well over all test data, it can give much better prediction results on a subset of the test data with high prediction confidence. Also this subset of data from test data set may have more similar distribution with the test data. In this study, we propose to construct the reliable data set with high prediction confidence, and use this reliable data as training data. Furthermore, we develop an EM algorithm to refine the model trained from the reliable data. The extensive experiments on text classification verify the effectiveness and efficiency of our methods. It is worth to mention that the model trained from the reliable data achieves a significant performance improvement compared with the one trained from the original training data, and our methods outperform all the baseline algorithms.
Introduction
Classification techniques play an important role in intelligent information process, such as the analysis of World-Wide-Web pages, images and so on. This requires the trained models from the training data (also referred as source domain) to give correct prediction or classification on unlabeled test data (also referred as target domain). Traditional classification techniques, e.g., Support Vector Machine (SVM) [2, 3] and Naïve Bayesian (NBC) [15, 19] and Logistical Regression (LR) [9] , are proved to perform very well when the training and test data are drawn from the independent and identical distribution (i.i.d.). However, this assumption always actually does not hold in realworld applications, since the test data usually come from the information sources with different distribution caused by the sample selection bias, concept drift and so on.
In recent years, cross-domain learning 1 [23] has attracted a great attention, which focuses on the model adaptation from source domain to target domain with distribution mismatch. These works include feature selection learning [4, 29, 21, 25] , transfer learning via dimensionality reduction [20, 7] , model combination [6, 30] and sample selection bias [26, 28] et al. Unlike previous research, our work is motivated by the observation that although the trained model from source domain may give poor performance over all the target domain data, it might perform well on an elaborately selected subset. Let's look at an intuitive example in Table 1 If we compute the prediction accuracy over all the test documents, we can only obtain a low accuracy 65%. However, if the samples with higher prediction probabilities are selected (e.g., higher than 0.96), we can get a much better performance 90% on this sub data set (e.g., d 1 ∼ d 10 ). Indeed, this coincides with the human sentiment that people always give higher confidence when they make sure of something, and vice versa they give lower confidence when not sure. Thus, we can trust the prediction results when the test samples with high prediction probabilities. Under these observations, in this paper we propose a two-step method for cross-domain text classification. First, we construct the reliable data set with high prediction confidence from target domain, and then use them as "labeled" data 2 to train a model. Second, we further propose an EM algorithm to refine the model trained from the reliable data set. This is an intuitively appealing fact, the model trained from reliable data set may perform much better than the one from source domain, since the reliable data are selected from target domain and with more similar distribution. The experimental results in Section 4 validate that.
A word for the outline of this paper. Section 2 survey some related works, and followed by the detailed description of the proposed method in Section 3. In Section 4, we evaluate our method on a large amount of experiments on text classification. Finally, we conclude the paper in Section 5.
Related Works
Here we summarize some previous works which are mostly related to this paper, including cross-domain learning and learning positive and unlabeled samples.
Cross-Domain Learning
Cross-domain Learning studies how to deal with the classification problem when the source and target domain data obey different distributions. There are many papers appear in recent years, and they can be grouped into three types of techniques used for knowledge transfer, namely feature selection based [11, 4, 29] , feature space mapping [20, 22, 7] , weight based [5, 6, 10] .
For the feature selection based methods, Jiang et al. [11] developed a two-step feature selection framework for domain adaptation. They first selected the general features to build a general classifier, and then considered the unlabeled target domain to select specific features for training target classifier. Dai et al. [4] proposed a Co-clustering based approach for this problem. In this method, they identified the word clusters among the source and target domains, via which the class information and knowledge propagated from source domain to target domain. Feature space mapping based methods are to map the original high-dimensional features into a low-dimensional feature space, under which the source and target domains comply with the same data distribution. Pan et al. [20] proposed a dimensionality reduction approach to find out this latent feature space, in which supervised learning algorithms can be applied to train classification models. Gu et al. [7] learnt the shared subspace among multiple domains for clustering and transductive transfer classification. In their problem formulation, all the domains have the same cluster centroid in the shared subspace. The label information can also be injected for classification tasks in this method. For the weight based methods, Jiang et al. [10] proposed a general instance weighting framework, which has been validated to work well on NLP tasks. Gao et al. [6] proposed a dynamic model weighting method for each test example according to the similarity between the model and the local structure of the test example in the target domain.
The most related work is [28] . Instead of selecting reliable data set from target domain, they used the labeled data from target domain to select useful data points in source domain, and then combined them with a few labeled data from target domain to build a good classifier. The main difference from our work is that, they needed some labeled data from target domain, while the target domain data in our problem are totally unlabeled.
Learning from Positive and Unlabeled Samples
The research of learning from positive and unlabeled (LPU) samples focuses on the application scenarios that there are only labeled positive samples but not any negative ones. Several techniques were proposed in [18, 14, 17, 16, 27, 8] .
Most of these methods take a two-step strategy. First, they adopted the techniques, e.g., Rocchio algorithm [24] , Support Vector Machine (SVM) [3] and Naïve Baysian method [19] et al., to extract some reliable negative examples from the unlabeled data set, and then used the positive and likely negative samples to train a model. Second, the EM algorithm or iterative SVM were used to update the model. For example, Liu et al. [18] proposed a S-EM method for LPU learning, in which they first selected some documents from positive samples as "spy" documents to select more reliable negative data, and then used EM algorithm to build the final classifier. Although we also develop a two-step method and is similar with the techniques in LPU learning, there are two main differences from LPU learning. 1) Our method is to find reliable data set from target domain data for cross-domain learning, in which there are not any labeled data from target domain and the distributions of labeled source domain and unlabeled target domain are different, also LPU learning aims to build a binary classifier; 2) In the second step of our approach, the prediction probabilities of all target domain data (including the reliable data set) are updated during the EM iteration, while in LPU learning the probabilities of labeled positive samples retain unchanged. We adapt S-EM method to select the reliable data for our problem setting, but the performance is poor. To the best of our knowledge this is the first time to construct reliable data set for cross-domain learning, and the experimental results verify its effectiveness.
Another related work is Co-training [1] . Co-training assumed there were two views of feature set for data instances, and either view of the examples would be sufficient for learning if given enough labeled data. Also in Co-training algorithm, the unlabeled samples were selected as labeled data according to the consensus prediction of the two classifiers learnt from two views of labeled data. Instead, in our method we select the unlabeled data with high confident prediction as reliable data set.
The Proposed Algorithms
In this paper we propose two-step approaches for cross-domain classification: the first step is to select the reliable data set from target domain data which are predicted with high confidence by the trained model from source domain; then secondly, an EM algorithm is used to refine the model trained on the reliable data.
It is worth to note that selecting reliable data set is very important for our method, so we adopt the state-of-the-art supervised classifiers Logistical Regression [9] and Naïve Baysian method [19] , which not only can produce probabilistic predictions, but also are approved to perform very well when the distributions between training and test data are the same.
Given in source domain, n s and n t are respectively the number of data instances in source and target domains. Our goal is to build a model that can predict target domain correctly.
The Techniques Used in Step I
We apply Logistical Regression [9] and Naïve Baysian method [19] to select reliable data set from the target domain according to the produced probabilistic predictions.
Logistical Regression. Logistic regression is an approach to learn functions of P (Y |X) in the case where Y is discrete-valued, and X is any vector containing discrete or continuous random variables. Logistic regression assumes a parametric form for the distribution P (Y |X), then directly estimates its parameters from the training data. The parametric model assumed by logistic regression in the case where Y is Boolean is
where w is the parameter of the model. Under the principle of Maximum A-Posteriori (MAP), w is estimated under the Laplacian prior. Given a data set
, we want to find the parameter w which maximizes:
After w is estimated, Equation (1) can be used to compute the probabilities of an instance belonging to the positive and negative classes. Though the Logistical Regression introduced here can only deal with two-class classification problem, it can be naturally extended to tackle multi-class case.
Naïve Baysian. Naïve Baysian is one of popular methods for text classification. Given a set of training documents
(n is the number of documents) with m distinct words, each document d i is considered an ordered list of words, and x i,k denotes the word in position k of x i . We also have a set of pre-defined classes C = {c 1 , · · · , c l } (l is the number of classes), and need to compute the posterior probability P (c j |d i ). Based on the Baysian probability and multinomial model, we have
and with Laplacian smoothing,
where O(w t , d i ) is the co-occurrence of word w t and document d i , m is the total number of words. Finally, we can compute the posterior probability P (c j |d i ) under the independent assumption of the probabilities of the words as follows,
The document d i is predicted as
When applying the trained model from source domain D s to the target domain D t , we can obtain the resultant prediction probability matrix A ∈ R nt×l + , where n t is the number of documents in target domain and l is the number of classes, R + denotes the set of nonnegative real numbers. Note that we normalize the elements in each row of A, l j=1 A i,j = 1. Then according to the probability matrix A, the class labels of documents can be predicted by Equation (6) . For the example in Table 1 20 } are predicted as c 2 . Finally, we sort the prediction probabilities of the documents in each class, and select a portion of documents with highest prediction probabilities as reliable data given a selecting rate r. E.g., r = 0.5, the selected documents in c 1 are {d 1 , d 2 , d 3 , d 4 , d 5 }, and the ones in c 2 are {d 6 10 }. Note that we select a portion of documents with highest prediction confidence from each class to construct reliable data is trying to ensure that we have "label" data for each class when training a classifier.
The EM Algorithm in Step II
In this step we develop an EM Algorithm to build a final model which can predict the target domain more correctly. Specifically, we iteratively retrain a model during the EM iterating process according to the prediction results produced by the model in last iteration.
The EM algorithm also contains two steps, the Expectation step (E step) and the Maximization step (M step). In our algorithm, the E step is to estimate the model, while M step is to maximize the posterior probability of target domain data. Our EM algorithm is based on the Naïve Baysian method, so the E step corresponds to Equations (3) and (4), and Equation (5) is for M step. The description of the proposed two-step method is detailed in Algorithm 1. Note that when the EM algorithm converges, the predicted labels of reliable data may be changed. The reason we update them is that they are not really labeled data, though there is high prediction accuracy on reliable data.
Algorithm 1. Effectively Constructing Reliable Data for Cross-domain Text Classification
Input: Given labeled source domain Ds and unlabeled target domain Dt. K, the number of iterations. r, the selecting rate. Output: the model can correctly predict target domain data.
1. Apply the supervised learning algorithm (e.g., NBC or LR) to train a model on source domain, and then predict the target domain Dt to obtain prediction probability matrix A. 2. Select the reliable data RD based on the prediction probability matrix A and the selecting rate r. 3. Use RD as "labeled" data set to train a model (e.g., NBC), and make a prediction on target domain Dt, we obtain the prediction results P (0) (cj |di).
Step 5. 8. Output the final model.
Experiments
We conduct experiments on a large amount of classification problems, and focus on binary classification.
Data Preparation 20Newsgroup
3 is one of the benchmark data sets for text categorization. Since the data set is not originally designed for cross-domain learning, we need to do some data preprocessing. The data set is partitioned evenly cross 20 different newsgroups, and some very related newsgroups are grouped into certain top category. For example, the top category sci contains four subcategories sci.crypt, sci.electronics, sci.med and sci.space.
We select three top-categories sci, talk and rec (they all have four sub-categories) to perform two-class classification experiments. Any two top categories can be selected to construct two-class classification problems, and we can construct three data sets sci vs. talk, rec vs. sci and rec vs. talk in the experimental setting. For the data set sci vs. talk, we randomly select one subcategory from sci and one subcategory from talk, which denote the positive and negative data, respectively. The test data set is similarly constructed as the training data set, except that they are from different subcategories. Thus, the constructed classification task is suitable for cross-domain learning due to the facts that 1) the training and test data are from different distributions since they are from different subcategories; 2) they are also related to each other since the positive (negative) instances in the training and test set are from the same top categories. For the data set sci vs. talk, we totally construct 144 (P 
Compared Approaches
In this paper, the supervised learning algorithms Naïve Bayesian (NBC) [19] and Logistical Regression (LR) [9] are used to select the reliable data set, thus we have two methods, called NBC R EM and LR R EM, respectively. The baseline methods include: 1) Using Naïve Bayesian (NBC) [19] and Logistic Regression (LR) [9] to learn classifiers; 2) Training the classifiers only on the selected reliable data set produced by NBC and LR, respectively denoted as NBC R and LR R.
3) The Transductive Support Vector Machine (TSVM) [12] and the state-of-the-art cross-domain classification method (CoCC) [4] .
Actually, we can combine and make full use of all the reliable data selected by NBC and LR, and train classifiers on this combination of reliable data 4 , denoted as Com R and Com R EM.
The baseline methods LG is implemented by the package 5 , and TSVM are given by SVM light6 . The parameter settings of CoCC is the same as their original paper. The selecting rates r 1 = 0.2 for NBC R EM and r 2 = 0.2 for LR R EM, the maximal number of EM iterations is 50. We use the classification accuracy on target domain data to evaluate all compared algorithms. 
Experimental Results
We evaluate all the compared approaches on three date sets sci vs. talk, rec vs. sci and rec vs. talk, and only list the detailed results of sci vs. talk due to the space limit. The results are shown in Figure 1 , and we have following findings: 1) In Figure 1(a) and 1(b) , the methods NBC R and LR R are better than NBC and LR, respectively, which indicates that the reliable data selected from target domain are very effective. Also NBC R EM outperforms NBC R and LR R EM outperforms LR R show the accuracy gains of EM algorithm in the second step. Moreover, NBC R EM (LR R EM) performs significantly better than NBC (LR), which notes that our proposed methods are more successful to handle cross-domain classification problems.
2) From Figure 1(c) , we can find that all the two-step methods outperform Com R. Also LR R EM is better than NBC R EM, which may indicate that the reliable data selected by LR is more informative. Though the results of combination Com R EM is very similar with LR R EM, it seems much more stable. So we can use Com R EM as the final classifier when we do not know which one of the classifiers NBC R EM and LR R EM is better.
3) The results in Figure 1(d) show our method Com R EM is also superior to TSVM and CoCC.
Furthermore, we record the average performance of all 144 problems from each data set in Table 1 , and the best values are marked with bold font. Our methods Com R EM, LR R EM, NBC R EM outperform all the baseline methods, except that on data set sci vs. talk CoCC is slightly better than NBC R EM. All these results again validate the advantage of the proposed methods. Figure 2 . The label "Reliable" in the figures stands for the prediction accuracy on reliable data set. For NBC in Figure 2 (a), all the values of "Reliable", NBC R and NBC R EM first increases then decreases with the increasing of selected rate r 1 . While for LR in Figure 2 (b), the value "Reliable" decreases along with the increasing of r 2 , and NBC R, NBC R EM keep stable when r 2 is large enough. From these results, to ensure the good performance of our methods we recommend that the selecting rate should not be set too large or too small, since too small value of selecting rate may not include sufficient information and too large value of selecting rate will introduce more false prediction results when constructing the reliable data set. Also, it is shown again that LR is more stable and much safer to select the reliable data than NBC. In this paper, we set r 1 = 0.2 and r 2 = 0.2, and Com R EM reaches its peak of performance in Figure 2 (c). Running Time. Since in each EM iteration, we essentially train a naïve baysian classifier. As you know, the training of naïve baysian classifier is very fast, so our method also can run very fast. Moreover, the EM algorithm can almost converge within 30 iterations on all the classification problems, which shows its efficiency.
Distribution Mismatch Investigation
In this subsection we study the distribution mismatch between the source domain and target domain data, and the reliable data and target domain data. K-L divergence [13] is one of the popular evaluation criteria to measure data distribution differences from different domains.
The K-L divergence [13] is computed as follows,
where P 1 (w) (P 2 (w)) is the estimation of word w on D 1 (D 2 ). If we randomly split the data set from the same domain into training data and test data, then the K-L divergence has a value of nearly zero. The K-L divergence values on three data sets are shown in Figure 3 , in which RD NBC and RD LR denote the reliable data set selected by NBC and LR models, respectively. From these results, we can find that the K-L divergence values between the source and target domain data are much larger than the ones between the reliable data and target domain data, which indicates that the selected reliable data are more similar with the target domain data. This is why the performance of models trained from reliable data are much better than the ones trained from source domain (i.e., see the results in Table 2 ). Also it can be seen that the K-L divergence values between RD LR and D t is smaller and more stable than the one between RD NBC and D t , which validates the findings in Section 4.3 and 4.4 that the reliable data selected by LR are much more informative and safer. 
Conclusions
In this paper we investigate the prediction results on target domain predicted by the model learnt from source domain, and find the model can give very good predictions on a certain subset of the target domain data with high prediction confidence. Along this line, we propose a new two-step method for cross-domain learning, in which, we first construct reliable data set with high prediction confidence, and then develop an EM algorithm to build the final classifier. Experimental results show that our methods can handle well the cross-domain classification problems.
