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ABSTRACT
The nanoflare paradigm of coronal heating has proven extremely promising for explaining the pres-
ence of hot, multi-million degree loops in the solar corona. In this paradigm, localized heating events
supply enough energy to heat the solar atmosphere to its observed temperatures. Rigorously modeling
this process, however, has proven difficult, since it requires an accurate treatment of both the magnetic
field dynamics and reconnection as well as the plasma’s response to magnetic perturbations. In this
paper, we combine fully 3D magnetohydrodynamic (MHD) simulations of coronal active region plasma
driven by photospheric motions with spatially-averaged, time-dependent hydrodynamic (HD) modeling
of coronal loops to obtain physically motivated observables that can be quantitatively compared with
observational measurements of active region cores. We take the behavior of reconnected field lines from
the MHD simulation and use them to populate the HD model to obtain the thermodynamic evolution
of the plasma and subsequently the emission measure distribution. We find the that the photospheric
driving of the MHD model produces only very low-frequency nanoflare heating which cannot account
for the full range of active region core observations as measured by the low-temperature emission mea-
sure slope. Additionally, we calculate the spatial and temporal distributions of field lines exhibiting
collective behavior, and argue that loops occur due to random energization occurring on clusters of
adjacent field lines.
Keywords: Sun: corona – Sun: nanoflares – Sun: magnetic fields
1. INTRODUCTION
The solar corona is well known to be comprised of ex-
tremely hot, thin magnetic loops that are driven at the
photospheric level by convective motions. The fact that
temperature tends to increase, rather than decrease,
with height along these loops was an important dis-
covery following the measurement of coronal tempera-
tures by Grotrian (1939). Explaining the energy source
for this temperature increase has been a major prob-
lem in solar physics. The energy losses measured in
active regions would cool the corona extremely quickly
if there was no additional energy being added to the
corona (Withbroe & Noyes 1977). One suggested en-
ergy source for coronal heating is photospheric motions,
which add stress and energy into the coronal magnetic
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field. The magnetic field then reconnects and converts
its stored magnetic energy into heat as a series of local-
ized, rapid heating events, termed ‘nanoflares’ (Parker
1983, 1988; Klimchuk 2006, 2015; Knizhnik et al. 2018,
2019; Knizhnik & Reep 2020).
The details of coronal heating are much more com-
plex than this simple picture would suggest. In reality,
the frequency of nanoflares on individual field lines is of
tremendous importance in understanding the underlying
heating mechanism and therefore in reproducing the ob-
served temperatures. On the one hand, if nanoflares oc-
cur constantly, almost continuously, the coronal plasma
will not have time to cool, producing a nearly isother-
mal temperature distribution in the corona, in direct
contrast to observations, which show a temperature dis-
tribution sharply peaked around 4 MK, but having a
narrow width (Winebarger et al. 2011; Warren et al.
2012). On the other hand, if nanoflares occur infre-
quently, then the distribution of temperatures in the
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corona will be far too broad match the observed distri-
bution (Bradshaw et al. 2012; Lo´pez Fuentes & Klim-
chuk 2015). The nanoflare frequency must be of order
the coronal loop cooling time, about 103 s (Cargill 2014;
Cargill et al. 2015; Klimchuk 2015), such that the plasma
is allowed cool sufficiently, but still maintain a relatively
narrow distribution of temperatures.
The difficulty is that these results, obtained via hydro-
dynamic (HD) models, require the temporal and energy
distribution of events which heat the plasma to be an ad
hoc input to the models because these HD models do not
self consistently model the interaction between the mag-
netic field and the plasma. Thus, these HD models vary
the nanoflare temporal and energy distributions until
they reproduce observations, but in fact these heating
parameters are often not physically motivated. One way
these inputs can be determined is from fully magnetohy-
drodynamic (MHD) models of the solar corona driven by
photospheric motions. In these models, individual field
lines can reconnect and release their energy, providing
a physical mechanism consistent with the imposed driv-
ing. If driving timescales are realistic, and the Poynting
flux injected by the driving motions is comparable to
measured values, then the time and energy scales of the
resulting reconnection should be representative of the
true solar values. Such MHD simulations are routinely
performed to study various aspects of coronal heating
(Rappazzo 2015; Rappazzo et al. 2017; Knizhnik et al.
2019). Unfortunately, the large separation of time and
spatial scales between the localized reconnection and
global heating processes prohibit solving the full MHD
equations, including all thermodynamic terms, at once
without certain unphysical assumptions. Thus, MHD
simulations are extremely useful for understanding the
behavior of stressed magnetic fields and volumetric heat-
ing, but are not as useful in understanding the flow of
energy between the different layers of the solar atmo-
sphere. In particular, it is exceedingly difficult, in prac-
tice, to identify and localize a single reconnection event
and determine the energy partition (i.e., magnetic, ki-
netic, thermal) in the region before, during, and after
the event. By tracing field lines, it can relatively eas-
ily be determined that reconnection has occurred, but
accurately identifying where it occurred depends on the
cadence of the field line tracing, which is often far less
frequent than the time scale of reconnection. Further-
more, the mixing of different temperature plasmas on
two reconnecting strands changes the thermal energy
on each strand without contributing to the total heat-
ing (Klimchuk 2015). Thus, even if a reconnection event
is identified and localized, determining the amount of
heating that occurs from that event is extremely chal-
lenging. The only quantity that can be determined in a
straightforward manner is the global heating from all of
the events in the simulation.
As a result, the situation is one in which MHD simula-
tions are able to accurately model the reconnection driv-
ing the coronal heating, but are unable to quantify the
amount of localized heating, while HD models are able
to accurately model the thermodynamic response of the
plasma, but require an accurate description of the un-
derlying heating mechanism to do so. In the absence of
computational power necessary to perform a full MHD
treatment of the problem that includes a proper treat-
ment of conduction and radiation, obtaining physically
motivated quantities (i.e., quantities obtained directly
from MHD simulations) to feed into the HD models is a
promising avenue for studying the coronal heating prob-
lem.
To this end, Knizhnik & Reep (2020) studied the ques-
tion of nanoflare frequencies using MHD simulations
of a driven Parker (1972) plane-parallel magnetic field
between two plates. Their coronal magnetic field was
driven by twisting motions on one plate, and held fixed
and unmoving on the other plate. They identified recon-
nection events that they could uniquely associate with a
given field line, and found that distribution of nanoflare
frequencies followed a power law with a very shallow
slope of about −1, extending down to the simulation
cadence of about 100 sec between successive nanoflares.
This provides a key physically motivated input for HD
models.
A second physically motivated input was provided in
a series of papers which measured the distribution of en-
ergies of reconnection events (Kanella & Gudiksen 2017,
2018, 2019; Reid et al. 2020). They quantified the spatial
distribution of Joule heating to sum the energy of each
event and found that the energy released per event fol-
lowed a power law slope of about−1.5. Although there is
evidence that the conversion from magnetic to thermal
energy occurs via viscous, rather than Ohmic, dissipa-
tion (Knizhnik et al. 2019), such temporal and energy
distributions - derived from MHD directly - can be used
in HD models to simulate the heating that would result
from MHD simulations.
The alternative approach that we develop here is to
‘drive’ HD models by taking input directly from an
MHD model and using it to seed a HD model. In this ap-
proach, the HD simulation is used to model the response
of the coronal plasma to behavior of individual magnetic
field lines, or ‘strands’ in the MHD simulation. As a sim-
ple way to understand this approach, suppose that an
individual field in the MHD simulation is identified and
tracked with time (how this can be done is described in
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detail in Section 2.1.2). Then (ignoring any background
heating) its heating function q(t) can be defined to be
0 where there is no change in the magnetic connectivity
(i.e., no reconnection), and nonzero if there is a change
in its connectivity. The exact value of q(t) when it is
nonzero is, to a certain extent, model-dependent. For
example, in the model of Cargill (2014), it depends on
the time since the previous nonzero value of q(t). In any
case, this heating function can be input directly into an
HD model, to help understand the coronal plasma’s re-
sponse to an MHD field line’s behavior. In this way, the
HD model is effectively driven or physically motivated
by the MHD model.
In this paper, we use the approach outlined above
to simulate the response of coronal plasma inside an
active region to MHD driving and reconnection. We
identify and track reconnecting field lines or ‘strands’ in
the MHD simulation, and use their behavior to seed the
HD simulation. We obtain heating profiles and emission
measure distributions which can be compared directly
with observations. By combining the responses of mul-
tiple ‘strands’ we can predict observable signatures of
‘loops’ comprised of multiple unresolved strands.
This paper is organized as follows. Section 2 describes
the MHD and HD models and the way the codes are
combined. In Section 3, we describe the results of each
model separately, as well as discuss the collective behav-
ior seen in the MHD model. We discuss the implications
of the results in Section 4.
2. NUMERICAL MODEL
2.1. The ARMS Code
Our simulations solve the equations of ideal MHD
using the Adaptively Refined Magnetohydrodynamics
Solver (ARMS; DeVore & Antiochos 2008) in three
Cartesian dimensions. The equations have the form
∂ρ
∂t
+∇ · ρv = 0, (2.1)
∂ρv
∂t
+∇ · (ρvv) = −∇P + 1
4pi
(∇×B)×B, (2.2)
∂U
∂t
+∇ ·
{(
U + P +
B2
4pi
)
v− B(v ·B)
4pi
}
= 0. (2.3)
∂B
∂t
= ∇× (v×B). (2.4)
where
U = +K +W (2.5)
is the total energy density, the sum of the internal energy
density
 =
P
γ − 1 , (2.6)
kinetic energy density
K =
ρv2
2
, (2.7)
and magnetic energy density
W =
B2
8pi
. (2.8)
In these equations, ρ is mass density, T is temperature,
P is thermal pressure, γ is the ratio of specific heats, v
is velocity, B is magnetic field, and t is time. We close
the equations via the ideal gas equation,
P = ρRT, (2.9)
where R is the gas constant. ARMS’ minimal but fi-
nite numerical dissipation allows reconnection to occur
at electric current sheets associated with discontinuities
in the direction of the magnetic field. The energy Equa-
tion 2.3 is written in conservative form, so that our sim-
ulation conserves energy, and any magnetic energy lost
during reconnection is converted into plasma heating,
rather than being lost from the system.
2.1.1. Initial and Boundary Conditions
We set up a model coronal field that is initially
straight and uniform between two plates (Parker 1972;
Knizhnik et al. 2015, 2017a, 2018, 2019; Knizhnik &
Reep 2020), each representing a photospheric boundary.
The simulation setup is essentially the same as the one
used in Knizhnik & Reep (2020), where we state the di-
mensionless units used to initialize the simulation, and
discuss the conversion to physical units. To avoid re-
dundancy, here we will simply state the new simulation
setup in physical units, but interested readers can refer
to Knizhnik & Reep (2020) for a discussion of converting
simulation units to physical units.
The domain extent in (x, y, z) is [0, Lx]× [−Ly, Ly]×
[−Lz, Lz], with x the direction normal to the photo-
spheric plates. We choose Lx = 2 × 109 cm and
Ly = Lz = 3×109 cm and resolve the domain with a grid
of size δx = δy = δz ≡ δ = 150 km. This is somewhat
smaller than the strand widths measured by Williams
et al. (2020) from recent Hi-C observations. At both
the top and bottom plates, the magnetic field is line-
tied, moving in response to motions imposed at these
simulated high β photospheres. However, the motions
themselves, described below, are only imposed at the
bottom plate. At the top plate, all components of the
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velocity are set to zero, and so the magnetic field lines
are constrained to not move. As has been argued in pre-
vious papers (Knizhnik et al. 2017b; Dahlin et al. 2019;
Knizhnik & Reep 2020), this is fundamentally equiva-
lent, by symmetry, to driving at both ends at half the
rate of driving at one end. The currents injected into
the corona dissipate via the formation and reconnection
of numerous small scale current sheets (Klimchuk 2006,
2015; Rappazzo 2015; Rappazzo et al. 2017; Knizhnik
et al. 2018, 2019). At all six boundaries, we employ
zero-gradient boundary conditions:
∂ξ
∂n
= 0, (2.10)
where ξ = ρ, T, v,B and n = x, y, z is the normal co-
ordinate. The four side boundaries are all open. The
initial uniform values used in our dimensionless sim-
ulation are ρ0 = 8 × 10−10 g cm−3, T0 = 150 K,
P0 = 10 dyn cm
−2, B0 = 50 G. Our simulation
has R = 8.26 × 107 dyn cm K−1 g−1, an initial Alfve´n
speed vA0 = B0/
√
4piρ0 = 5 km s
−1 and plasma beta
β0 = 8piP0/B
2
0 = 0.1. We note that our simulations
are performed in ideal MHD, so that the resistivity
η = 0, and magnetic reconnection occurs via the small,
though finite, numerical dissipation that allows connec-
tivity changes while conserving magnetic helicity, which
is crucial for any large scale coronal model (Woltjer 1958;
Taylor 1974, 1986; Berger 1984; Knizhnik et al. 2015,
2017a,b, 2018, 2019; Knizhnik & Reep 2020). We find
very similar results in the case with a small, but finite
explicit resistivity (Knizhnik & Reep 2020).
It is worth mentioning that the exact values of our cho-
sen parameters are, in many cases, quite different than
their real, solar values. However, from the perspective
of the physics under consideration, the density, temper-
ature, and pressure in our model are not the key factors
driving the system, and their initial values are much less
crucial to the model than having realistic values of the
magnetic field strength, driving velocity, and plasma β.
The key physical processes that determine the amount
of energization in the corona are the interplay between
the photospheric driving and coronal magnetic recon-
nection. To the extent that the plasma β  1 and the
driving is slow compared to the Alfve´n speed, the simu-
lation should well represent the coronal dynamics of slow
photospheric driving and low-β magnetic reconnection.
As a result, we have freedom to choose plasma prop-
erties such as pressure, density, and temperature that
are far from their true values in order to obtain com-
putationally feasible and realistic values of the driving
velocity, magnetic field strength, plasma β, while having
reasonable spatial and temporal resolution. In fact, it
is for this reason that HD models are needed to supple-
ment the MHD models’ treatment of the plasma: it is
not computationally feasible to get realistic values for all
of the parameters simultaneously. We will use HD simu-
lations, described in Section 2.2, to obtain quantitative
results about the plasma heating in our model.
We drive the magnetic field in our MHD simulation
with a photospheric velocity profile that contains 61 vor-
tical cells on the bottom plate (Knizhnik et al. 2015,
2017a,b, 2018, 2019; Knizhnik & Reep 2020). Each twist
cycle for each cell consists of a slow ramp-up phase, fol-
lowed by a slow decline phase. Analytically, the hori-
zontal velocity of each cell is given by
v⊥(t) = xˆ×∇χ(r, t) (2.11)
with xˆ the vertical direction, and r the radial coordinate
centered on each cell. We set
χ(r, t) = χ0f(t)g(r) (2.12)
where
f(t) =
1
2
[
1− cos(2pi t
τ
)
]
(2.13)
and
g(r) =
1
6
[
1−
( r
a0
)6]
− 1
10
[
1−
( r
a0
)10]
. (2.14)
We choose a0 = 2.5 Mm, |v⊥,max| = 1 km s−1 and
τ = 1.6 × 104 s, such that the peak driving velocity
is 20% of the Alfve´n speed. In our simulation, 20 ro-
tations of each cell are used to drive the coronal field,
followed by a brief relaxation phase of about 5 rota-
tions, such that the driving duration is about 4 days
and the relaxation phase is about 1 day. These param-
eters do not strictly represent granules or supergran-
ules, which have primarily radial, rather than rotational,
flows (Schmieder et al. 2014). Instead, they model small
vortices in the intergranular lanes that can be estimated
to be about 10% of a supergranular radius (Klimchuk
2015).
The crucial difference between this work and Knizh-
nik & Reep (2020) is that we impose here a much
more realistic driving pattern. Photospheric convec-
tion is expected to randomly shuffle plasma parcels
around (Bingert & Peter 2011; Rempel & Cheung 2014;
Schmieder et al. 2014), so that the motion of magnetic
field footpoints should be approximately random. To
increase the randomness of the driving, each rotation
period of the cells is followed by an overall rotation of
the entire pattern by a random angle. In Figure 1, we
show |Vh| on the bottom plane during two consecutive
cycles. During each cycle, the hexagonal driving pattern
is oriented at a random angle to the primary (y−z) axes,
as was done in Knizhnik et al. (2017a). This introduces
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significant braiding, in addition to mere twisting, into
the field line dynamics (Knizhnik et al. 2017a), and al-
lows two nearby plasma parcels to undergo significant
separation. In the left panel of Figure 2, we plot the
motion of two adjacent plasma parcels, with initial po-
sitions denoted by the red and blue ‘O’, advected by the
photospheric driving. Although the plasma parcels start
out separated by one grid cell, and spend a portion of
their lifetimes near each other, over the course of the
simulation they move ever farther apart, allowing them
to sample conditions in different parts of the domain. In
the right panel of Figure 2, we plot the displacement of
plasma parcels on the bottom boundary due to photo-
spheric motions. With the exception of plasma parcels
in the middle of the domain, which barely move due
to the fact that the pattern is shifted about the center,
most plasma parcels are advected distances in excess of
3 − 4 × 107 cm. In a case such as the one presented in
Knizhnik & Reep (2020), plasma parcels move distances
of order 2pia0N , similar to the plasma near (0, 0) in Fig-
ure 2b. Thus, this simulation allows much more braiding
and plasma mixing than our previous work, and results
in richer field line behavior (Knizhnik et al. 2017a).
2.1.2. Field Line Tracing
We use the ARMS field line tracer (Wyper & DeVore
2016) to trace a grid of 400×400 field lines from the fixed
upper boundary at time intervals of dt = 100 s. This
is the same technique we used previously to obtain a
distribution of nanoflare frequencies (Knizhnik & Reep
2020). It uses the fact that the top end of each field
line does not move, and therefore a field line retains
its identity if at two adjacent time steps t1 and t2, the
bottom end of a field line - traced from the point PA at
the top boundary - has a displacement
dsP 2B−P 1B = v⊥(t)dt, (2.15)
where P 1B and P
2
B are the bottom end points of the field
line calculation at times t1 and t2, respectively. In this
case, the evolution of the field is purely ideal, and the
displacement is merely that due to the convective flow,
i.e., the two field lines can be considered to be one and
the same. On the other hand, if
|dsP 2B−P 1B | > |v⊥(t)dt|, (2.16)
then such an evolution could not have been due to the
convective flow, and must have been due to reconnec-
tion. In this case, there has been a change of connec-
tivity, and the two field lines traced from PA need to be
considered as two distinct field lines.
As in Knizhnik & Reep (2020), we define a ‘nanoflare’
as any event in which field lines lose their identity. In
other words, if, for any of the 4002 field line seed points,
the condition in Equation 2.16 is satisfied, we can say
that a nanoflare occurred. The time interval between
nanoflares, therefore, can be calculated by simply sum-
ming up the time increments dt during the time interval
when field lines are simply advected with the flow.
It is worth noting that our definition of reconnection in
Equation 2.16 ignores possible reconnection events that
occur on smaller scales. In other words, Equation 2.16
should really be an equality, and that any deviations
from this equality, even displacements of < |v⊥(t)dt|,
are due to reconnection. However, we believe that such
small displacements due to reconnection events can be
neglected when considering their contribution to coro-
nal heating, since the field line is not expected to re-
lease much of its energy from infinitesimal displace-
ments. Furthermore, due to the helicity conserving na-
ture of our simulations (Knizhnik et al. 2015, 2017a,
2018, 2019; Knizhnik & Reep 2020), magnetic diffusion
is negligible, and so Equation 2.16 will not be satisfied
as a result of field line diffusion.
The left panel of Figure 3 shows a map of displace-
ments of the bottom ends of field lines traced from a
400× 400 grid on the top (fixed) boundary. If reconnec-
tion were suppressed, this map would look exactly like
the one in the right panel of Figure 2. In the presence
of reconnection, however, the field lines travel nearly
3 − 4 times farther than just due to photospheric mo-
tions. The right panel of Figure 3 shows a histogram of
displacements due to reconnection and advection. The
orange line, with slope unity, shows that field lines move
much farther throughout the domain due to reconnect-
ing with other field lines and changing their connectivity
than plasma parcels would just due to advection. It is
clear that reconnection plays a significant role in the mo-
tion of field lines in our simulation. They are not merely
advected with the flow, but undergo constant changes in
connectivity that displace their footpoints on size scales
much larger than the convective cell diameter.
2.2. The EBTEL Code
As noted in Section 2.1.1, the focus of the ARMS
code is the dynamics and evolution of the magnetic
field rather than the thermodynamics of the plasma.
As such, we use the Enthalpy-Based Thermal Evolution
of Loops (EBTEL, Klimchuk et al. 2008; Cargill et al.
2012; Cargill et al. 2012) model, specifically, the two-
fluid version of EBTEL (Barnes et al. 2016a), to simu-
late the thermodynamic evolution of the coronal plasma
for each traced strand, as discussed in Section 2.1.2, in
response to a time-dependent heating function derived
from the reconnection profiles for each strand (as de-
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Figure 1. |Vh| during the first (left) and second (right) driving cycles, showing how the entire pattern is shifted after each
period of rotation of the cells.
Figure 2. Left: The path of a sample parcel of plasma on the bottom boundary that is advected by the boundary motion.
Right: The total displacement of all parcels of plasma advected by boundary motions on a 400× 400 grid.
scribed in Section 3.3.1). The two-fluid EBTEL code
solves the time-dependent, two-fluid HD equations spa-
tially integrated over a symmetric, semi-circular coronal
strand for the coronal temperature, pressure, and den-
sity for both the electron and ion fluids. The model
accounts for radiative losses from both the transition
region and corona, thermal conduction (including flux
limiting), and energy transfer between the electron and
ion fluids via binary Coulomb collisions. The two-fluid
EBTEL code is written in C++ and is very efficient, ca-
pable of computing solutions for hundreds of thousands
of strands for many days of simulation time in only a
few hours1. A complete description and derivation of
the two-fluid EBTEL equations can be found in Barnes
et al. (2016a, Appendix B). In §Section 3.3.2, we de-
scribe the specific parameters used in the EBTEL sim-
ulations and how they relate to the output parameters
from ARMS.
2.2.1. The Emission Measure Distribution Diagnostic
1 The complete source code, including examples and documenta-
tion for ebtel++, the two-fluid C++ EBTEL code, are available
here: github.com/rice-solar-physics/ebtelPlusPlus
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Figure 3. Left: The total displacement the bottom footpoints of field lines traced from the top (fixed) boundary on a 400×400
grid. Right: The displacement of the bottom ends of field lines in the MHD simulation vs. displacement of plasma parcels by
boundary motions. The orange line has a slope of 1.
The primary diagnostic that will be considered for the
analysis is the column emission measure distribution,
EM(T ) =
∫
dhn2e [cm
−5], (2.17)
where ne is the electron density and the integration is
taken along the line of sight h. This is an often-used
diagnostic for constraining the frequency of energy de-
position in active region core observations. In particu-
lar, the “cool” portion of EM(T ) (i.e. leftward of the
peak, 105.5 . T . 106.5 K), can be described by a
power-law relation EM(T ) ∼ T a (Jordan 1976; Cargill
1994). The emission measure slope, a, so called because
it corresponds to a linear slope in log− log space, can
be used to distinguish between high- and low-frequency
nanoflare heating on individual strands (see Table 3 of
Bradshaw et al. 2012, and references therein). The emis-
sion measure slope typically falls in the range 2 < a < 5,
with shallower slopes indicative of low-frequency heat-
ing and steeper slopes associated with high-frequency
heating (e.g. Tripathi et al. 2011; Warren et al. 2011;
Winebarger et al. 2011; Schmelz & Pathak 2012; War-
ren et al. 2012; Del Zanna et al. 2015).
For each EBTEL simulation, described below, we
compute the coronal EM(T ) using the resulting time-
dependent electron temperature, T , and density, n,
as calculated by EBTEL. At each time step ti, we
bin the temperature Ti, weighted by n
2
iLx/2 (where
Lx = 2 × 109 cm is the loop length), into a set of bins
with left and right edges at 105 and 108 K respectively,
spaced evenly in log T with widths of ∆ log T = 0.05.
We then average along the time axis to compute the
time-averaged EM(T ) for the entire simulation. To com-
pute the EM(T ) slope a, we apply a first-order polyno-
mial fit to the log−transform of the total time-averaged
EM(T ) in each bin and the log−transform of the bin
center. We apply this fit only over bins in the range
106 K < T < TM , where TM is the temperature corre-
sponding to the peak of the EM(T ) distribution.
3. RESULTS
3.1. Time Delays Between Reconnection Events
We begin our presentation of the results by investigat-
ing whether the more complex driving pattern changes
the distribution of nanoflare frequencies from that mea-
sured in Knizhnik & Reep (2020). In Figure 4, we plot
locations where field lines are instantaneously changing
their connectivity at several times during the simula-
tion. The white dots are locations on the top plate
where the bottom footpoint of the field line traced from
that location reconnects. During the course of the sim-
ulation, the seed points for field line tracing show up
as white or black depending on whether there has been
a reconnection. For each grid point, we can calculate
the time between successive reconnection events, as de-
scribed above. Figure 5 shows a distribution of these
time delays, calculated only for 201 × 201 field lines
traced from within the red box, shown in Figure 4. The
measured slope of −1.29 is slightly steeper than that
found in Knizhnik & Reep (2020) for a fixed pattern,
but is nevertheless far shallower than previous studies
have assumed (Cargill 2014; Bradshaw & Viall 2016;
Barnes et al. 2016b; Barnes et al. 2019). The green
line represents the half period of rotation of the convec-
tive cells. The slightly steeper slope seen in this simu-
lation as compared to Knizhnik & Reep (2020) is likely
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due to the fact that braiding is able to bring field lines
from larger separations closer together, resulting in a
higher likelihood and frequency of reconnection, espe-
cially on shorter time scales. Power-law clustering of
waiting times of nanoflares is indicative of MHD turbu-
lence, and are unlikely to result in self-organized critical
systems (Carbone et al. 2002; Uritsky & Davila 2014).
3.2. Collective Behavior
To understand the relevant spatial and temporal scales
of our reconnection events, we utilize an event track-
ing algorithm (Uritsky et al. 2010a,b; Uritsky & Davila
2014) which identifies clusters of spatially and tempo-
rally adjacent reconnecting grid points (Knizhnik et al.
2018), i.e., it finds contiguous white regions in Figure 4
in both space and time. Thus, a ‘cluster’ is here de-
fined as the set of field lines traced from spatiotempo-
rally adjacent reconnecting grid points. For example,
field lines traced from three adjacent grid points which
all reconnect are identified as a cluster. If, in the next
time step, two of the field lines reconnect, but the third
does not, it is still defined as the same cluster even if
the non-reconnecting field line was in between the two
reconnecting field lines, so that the two reconnecting
field lines are no longer adjacent to each other. Thus,
a cluster can, in theory, spatially split up while still be-
ing temporally connected. We identify the event (linear)
size,
Li = δ max∀j,k∈Λi
(
(yj − yk)2 + (zj − zk)2
)1/2
, (3.1)
which represent the largest spatial separation between
the grid nodes included in the event, the instantaneous
time-dependent event area,
Ai(t) = δ2
∑
k∈Λi(t)
k, (3.2)
the event lifetime based on its starting and ending times
(respectively ts and te),
τi = te − ts, (3.3)
the maximum event area,
Ai = max
t∈[ts,te]
Ai, (3.4)
and the spatiotemporal volume,
Vi = δt δ
2
∑
k∈Λi
k. (3.5)
Here, Λi is the set of all spatiotemproal positions in-
volved in the ith event, δ = δy = δz = 1.5 × 107 cm is
the strand width defining the spatial resolution of the
studied arrays, δt is the time step between consecutive
arrays used to detect the events, y and z are the dimen-
sionless grid point coordinates, and k and j are the grid
point labels.
About 3950 201 × 201 reconnection maps have been
processed, which resulted in the detection of more than
254,000 individual spatiotemporal reconnection events.
For a driving period of 4 days, this corresponds to about
a reconnection event every second. To investigate rel-
ative contributions of the events of different sizes, we
constructed probability distribution histograms of L, A,
τ and V parameters (Figure 6). The distributions were
computed using exponentially increasing bins to ensure
uniform binning on the logarithmic scale. The event
count in each bin was normalized to the bin width and
the total number of events to obtain the normalized rate
of occurrence. The power-law exponents of the proba-
bility distributions were estimated using a root-mean-
square minimization of the power-law fit on the log-log
scale. Figure 6 shows the resulting mean values and
the standard errors of the exponents, with the dashed
lines indicating the corresponding log-log slopes and the
ranges of scales used for their calculation.
It can be seen that event linear sizes follow a very
steep power law with slope −3 between the strand width
of 1.5 × 107 cm (i.e., a single reconnecting field line)
and nearly 109 cm, much larger than the diameter of
a convective cell. The area of clusters of reconnect-
ing strands follow a power law with slope −2.8 from
about 105 − 106.3 km2. Typical events last for between
102.5 − 104 s, and the lifetime distribution has a power
law slope of −2.6. Finally, the spatiotemporal volume
of events follows a power law slope of nearly −2. This
analysis shows that there is no preferred spatial or tem-
poral scale for nanoflares in the MHD simulation, but
there is a clear collective behavior of the strands, with
quite a steep fall off of event sizes. Evidently, the largest
nanoflare clusters are bigger than the scale a0 of the
driver, and the longest lived clusters have a lifetime of
the order of a rotation period of the driver, τ . Fur-
thermore, the majority of events have duration of about
200−300 s, justifying our HD modeling assumption that
events have a duration of 200 s. The obtained scaling
exponents are in agreement with, though slightly and
uniformly steeper than, the scaling exponents describ-
ing spatiotemporal sizes of events found by using clus-
ters of 2D features (current sheets, temperature changes,
horizontal Poynting fluxes) as proxies for event sizes
(Knizhnik et al. 2018). As demonstrated below, both
exceedingly small and exceedingly large events are un-
likely to produce the observed heating. Power laws are
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Figure 4. Maps showing locations of reconnection (white) and no reconnection (black) at four different times during the
simulation. The red box shows the region which was considered for the subsequent analysis.
Figure 5. The time delay distribution between successive
reconnection events, showing a slope very similar to Knizhnik
& Reep (2020).
ubiquitious in the solar corona (Knizhnik et al. 2018,
and references therein), and evidently the underlying
reconnection also demonstrates frequent power laws.
3.3. Hydrodynamics
3.3.1. Strands vs. Loops
The time evolution of a given grid point corresponds to
the temporal behavior of the field line traced from that
seed point. If reconnection has occurred, it need not be
considered the same field line, but it can nevertheless
be associated with a given seed point. In Figure 7, we
plot the time history of a field line (or, alternatively,
seed point) chosen at random. The plot shows 1 if re-
connection has occurred, and 0 if it has not (i.e., the
field line moves only in response to photospheric driv-
ing). Since each reconnection can be associated with
a heating event, or nanoflare, such temporal evolution
of field lines in our simulation can be used to drive hy-
drodynamic models of a plasma’s response to localized
10 Knizhnik et al.
103 104
Linear spatial scale, km
10-6
10-5
10-4
10-3
10-2
10-1
100
O
cc
ur
re
nc
e 
ra
te
105 106
Area, km2
10-8
10-6
10-4
10-2
100
O
cc
ur
re
nc
e 
ra
te
102 103 104
Lifetime, s
10-8
10-6
10-4
10-2
100
O
cc
ur
re
nc
e 
ra
te
107 108 109 1010
ST volume, km2s
10-10
10-8
10-6
10-4
10-2
100
O
cc
ur
re
nc
e 
ra
te
Figure 6. The results of the cluster analysis, showing the probability distribution of cluster lengths, areas, lifetimes, and
spatiotemporal sizes, and the associated power-law slopes accompanied by standard errors.
heating. In this example, the field line is considered as
a ‘strand’, and it is ‘heated’ every time a reconnection
event occurs. The field line’s response to each heating
event can be modeled using the EBTEL code, as de-
scribed in Section 3.3.2. Furthermore, we can combine
multiple MHD strands to form a MHD ‘loop’, by averag-
ing the emission measures from multiple strands created
this way. Since plasma is constrained to move along the
field, in the absence of reconnection it cannot interact
with other field lines, resulting in the possibility that a
given cross section of a loop will have a range of temper-
atures (Schmelz 2002; Schmelz et al. 2014). Therefore,
in this study we follow the definition that “a strand is
an elementary flux tube where the physical properties of
temperature and density are constant on the field lines”
Schmelz et al. (2014). To create a loop we calculate
emission measure for each strand individually and then
sum them as if all the strands were confined to a single
observational pixel to obtain the EM(T ) of the entire
loop.
3.3.2. EBTEL Simulations
The primary inputs to EBTEL are the half-length of
the loop and the time-dependent heating profile. We use
a half-length of 10 Mm as the extent of the simulation
box in the x−direction, Lx = 20 Mm, corresponds to
the strand length (see Section 2.1.1). Additionally, we
use a flux-limiting coefficient of 1/6 to compensate for
artificially increased conductive cooling at times when
the density cannot support classical Spitzer-Ha¨rm ther-
mal conduction (Spitzer & Ha¨rm 1953). For additional
details, see Barnes et al. (2016a, Section 2.1). To cal-
culate the initial temperature and density, we impose a
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Figure 7. The temporal behavior of a randomly chosen
field line. 1 represents a reconnection occurring, while 0 rep-
resents ideal motion in response to photospheric driving.
constant background heating rate of qbg = 1.96 × 10−7
erg cm−3 s−1 and solve the EBTEL equations in hy-
drostatic equilibrium such that the initial temperature
and density are approximately 0.115 MK and 5.46×106
cm−3, respectively. This background heating is sus-
tained throughout the entire simulation to ensure that
the strand does not cool to negative temperatures.
We simulate the thermodynamic evolution of each
traced strand for the entire ARMS simulation period,
approximately 4.5 days. To derive the nanoflare heat-
ing profile from the results of the MHD simulation, we
assume that each identified discrete reconnection event
corresponds to a single nanoflare heating event. Each
nanoflare has a symmetric triangular heating profile of
total duration 200 s and a peak heating rate of q such
that at the onset of the event, the heating rate ramps
up linearly from qbg to q over a period of 100 s and then
ramps linearly back down to qbg over the last 100 s. A
fixed event duration of 200 s allows the energy release
to be relatively impulsive compared to the cooling time
scale of the loop (on the order of 103 s). Furthermore,
we choose to deposit all of the energy in the electrons.
Though we could have chosen to deposit some portion
of energy in the ions as well, the partition between the
two species is not likely to impact observable signatures
of interest as the two fluids have already mostly equi-
librated by the time they reach the radiative cooling
phase of their evolution (Barnes et al. 2016a,b).
Although the MHD model conserves energy, obtain-
ing the energy released by each event is complex. Sev-
eral studies have obtained energy release distributions
by integrating ηJ2 over the current sheets in the system
(Kanella & Gudiksen 2017, 2018, 2019), but it has been
argued that energy release occurs via viscous, rather
than Ohmic, dissipation (Knizhnik et al. 2019).2 In any
case, evaluating the Ohmic heating may overestimate
the energy of each event, which likely converts only a
fraction of the available magnetic energy into heating.
In order to avoid such uncertainties, as a first step, there-
fore, we assume that each event has an energy that de-
pends on the time since the previous event (Cargill 2014)
such that the peak heating rate for event i on a given
strand is,
qi = qmax
twait,i
twait,max
(3.6)
where twait,i is the time interval preceding event i,
twait,max is the maximum time interval for a given
strand, and qmax is chosen such that the emission mea-
sure distribution (see Section 2.2.1) peaks at approxi-
mately 4 MK, consistent with observations of active re-
gion cores (e.g., Warren et al. 2012).
3.3.3. EBTEL Results: A Single Strand
For each of the 2012 traced strands in the red box
in Figure 4, we ran a two-fluid EBTEL simulation for
the entire ARMS simulation period to compute the
time-dependent temperature and density evolution in
response to the reconnection-derived heating profiles.
Figure 8 shows the hydrodynamic evolution (left) and
time-averaged EM(T ) distribution (right) for the strand
shown in Figure 7. As can be seen from the temperature
(middle left) and density (bottom left) profiles, the cool-
ing and draining of the strand occurs on a much shorter
timescale than the period between consecutive heating
events (top left) in nearly all cases. The resulting EM(T )
(right) has a shallow low-temperature slope (denoted by
the orange line), consistent with low-frequency nanoflare
heating (e.g. Cargill 2014).
The left panel of Figure 9 shows the distribution of
maximum heating rates, qmax, for all 201
2 strands. qmax
corresponds to the event on that strand with longest de-
lay time and the heating rate of the remaining events
are scaled according to Equation 3.6. The peak heat-
ing rate is of the order of 0.5 erg cm−3 s−1 for most
strands. Additionally, the right panel of Figure 9 shows
the distribution of EM(T ) slopes, a, as calculated from
the EM(T ) distributions for all 2012 strands. The slope
distribution is approximately Gaussian, with a mean
and standard deviation of 1.54 and 0.16, respectively.
This distribution of model slopes, produced by low fre-
quency nanoflares resulting from the driving pattern in
the MHD simulation, cannot account for the full range
2 In our model, the viscosity is numerical, rather than explicit, and
as a result is highly spatially- and temporally-varying. Thus,
quantifying the viscous heating is extremely challenging.
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Figure 8. Left: Heating rate (top), electron temperature (middle), and density (bottom) as a function of time for the period
5 < t < 90 h as computed by EBTEL for the same strand shown in Figure 7. Right: Resulting EM(T ) distribution time-
averaged over the whole simulation period. The overlaid orange line shows the power-law fit between 106 K and TM , the peak
of the distribution, and the resulting slope, a, from the fit is given in the legend.
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Figure 9. Left: Distribution of maximum heating rates, qmax, for each traced strand. qmax is the heating rate corresponding
to the event with the longest delay time preceding it and its value is chosen such that the resulting EM(T ) distribution has
TM ≈ 4 MK. The heating rates of all the other events for a given strand scale with qmax according to Equation 3.6. Right:
The blue histogram denotes the distribution of slopes from the EM(T ) distribution from each of the 2012 strands. The orange
curve shows the Gaussian fit to the distribution and the resulting mean, µ, and standard deviation, σ, are indicated in the plot.
The uncertainties in both the mean and standard deviation as derived from the Gaussian fit are of order 10−3.
of observed emission measure slopes, 1.7 . a . 5 (Tri-
pathi et al. 2011; Warren et al. 2011, 2012; Winebarger
et al. 2011).
3.3.4. EBTEL Results: Clusters of Strands
We next consider a 5× 5 randomly chosen subgrid in-
side the red box in Figure 4, such that each of the 25
strands is an unresolved elemental flux tube comprising
a single loop. Such a loop would have a width of about
750 km, approximately the size of loops as measured
by the Hi-C rocket (Brooks et al. 2013; Aschwanden
& Peter 2017). The left panel of Figure 10 shows the
time-dependent heating rate, temperature, and density
for all 25 strands. Summing over all 25 unresolved ele-
mentary strands, the loop is heated by a total of 1415
events over the whole simulation period. Note that the
events tend to cluster in groups such that they resemble
nanoflare “storms,” sequences of nanoflares that repeat
in quick succession, but on different strands such that
each strand is heated approximately once during each
storm (Klimchuk 2015).
The right panel of Figure 10 shows the resulting
EM(T ) distribution, computed by summing the EM(T )
distributions for all 25 strands in the subgrid and then
time-averaging over the simulation period. The result-
ing slope for the loop composed of 25 strands is quite
similar to the slopes of the single strand case, falling less
than 1 standard deviation above the mean for the sin-
gle strand slope distribution shown in the right panel of
Figure 9.
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Figure 10. Left: Same as Figure 8, but now the heating, temperature, and density profiles for all 25 strands from the subgrid
are overlaid on a single plot. Right: Summation of all 25 EM(T ) distributions from the strands in the subgrid. The summed
EM(T ) distribution is then time-averaged over the simulation period.
We apply the clustering algorithm described in Sec-
tion 3.2 to identify groupings of strands in space and
time. For one such identified cluster composed of 353
strands, we apply the same procedure as above, simu-
lating the evolution of a loop comprised of all strands
in the cluster. In this experiment, the ‘loop’ is not
simply a square subgrid of adjacent seed points, but
is a collection of contiguous field lines behaving collec-
tively. The resulting hydrodynamic evolution and time-
averaged EM(T ) distribution are shown in Figure 11.
We simulate the evolution of the loop over only that
time interval during which the strands are behaving col-
lectively as identified by the clustering algorithm. Here,
too, the slope of the total time-averaged EM(T ) is rela-
tively shallow, showing a broad distribution of temper-
atures. The slope falls slightly more than 1 standard
deviation below the mean of the single strand slope dis-
tribution in Figure 9, consistent with very low-frequency
nanoflare heating and not dissimilar from the single
strand cases.
3.3.5. EBTEL Results: All Strands
Finally, we consider all 2012 strands inside the red
box in Figure 4 as comprising a single ‘loop’ of width
3×109 cm. We compute one EM(T ) by binning the tem-
peratures, weighted by the density squared, of all 2012
loops. The resulting time-averaged EM(T ), is shown in
the left panel of Figure 12. As with the previous cases,
the measured cool EM(T ) slope, denoted in the legend
of the left panel of Figure 12, is not significantly different
from the single strand case. In particular, the slope for
the loop comprised of all 2012 strands is less than one
standard deviation below the mean of the distribution
of single strand slopes (see right panel of Figure 9).
The right panel of Figure 12 shows a comparison be-
tween the EM(T ) distributions for the single-strand,
subgrid, cluster, all-strands cases. The first three cases
have been scaled such that they are approximately equal
to the all strands case at the peak of the distribution.
The slopes for each case are denoted in the legend.
While the magnitudes of each distribution vary greatly
due to the number of strands, and thus the amount of
emitting material, included in the loop, there is little
variation in the shape of the EM(T ) distributions. This
is partially captured by the slope parameter.
4. CONCLUSIONS AND IMPLICATIONS
In this paper, we presented results from HD models
driven by heating profiles derived from an MHD simu-
lation. To our knowledge, this is the first model to feed
MHD results directly into HD simulations. We simu-
lated a Parker (1972) corona driven by complex photo-
spheric motions that twist and braid the magnetic field
to follow the footpoint motion of individual magnetic
field lines and identify reconnection frequencies. We
then used the behavior of both individual and groups of
field lines to obtain EM(T ) distributions from our HD
modeling results. Our main results can be summarized
as follows:
1. The distribution of nanoflare waiting times fol-
lows a power law distribution with a slope of
about −1.3, slightly steeper than the more sim-
plified model of Knizhnik & Reep (2020), but
far shallower than previously assumed (Cargill
2014; Bradshaw & Viall 2016; Barnes et al. 2016b;
Barnes et al. 2019).
2. Reconnection on a single strand of width 150 km
produces a narrowly peaked distribution of EM(T )
slopes that is well below the range of slopes derived
from active region core observations. Thus, using
the EM(T ) slope as a proxy for the nanoflare heat-
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Figure 11. Same as Figure 10, but in the case of a loop comprised of the 353 strands identified by the clustering algorithm. In
this case, the EM(T ) distribution is time-averaged only over that time interval covered by the identified cluster.
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ing frequency, the MHD driver considered here
cannot fully account for the range of heating fre-
quencies observed in active region cores.
3. Combining multiple strands into a loop and com-
puting the total time-averaged EM(T ) does not
significantly change the resulting EM(T ) distri-
bution, with the slopes of nearly all other cases
falling within 1 standard deviation of the mean
of the single strand slope distribution. This in-
dicates that the photospheric driving of the field
is approximately uniform throughout the region
and that combining strands that are heated out of
phase does not significantly alter our conclusions
about the underlying heating frequency based on
the shape of the EM(T ) distribution.
4. Field lines in the MHD model behave collectively,
and reconnect in clusters. The width, area, and
lifetimes of these clusters follow power laws, each
with slopes of between −3.0 and −2.5. The ob-
tained statistics suggest an effective interaction be-
tween individual nanoflares across a wide range of
spatial scales, up to the system-size scale imposed
by the diameter of the simulated loop system.
5. While there is no preferred spatial scale for these
clusters, the largest clusters are bigger than the
length scale of the driver.
6. While there is no preferred temporal scale for these
clusters, the longest lived clusters have a lifetime
of the order of a rotation period of the driver.
The collective behavior seen in our model and dis-
played in Figure 6 suggests that loops are the result of a
random clumping of energization that lights up a group
of neighboring field lines at once. This could also corre-
spond to the diffuse emission between loops, which can
also be bright and behave similarly to the loops them-
selves (Del Zanna & Mason 2003).
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The results shown in Figure 8-Figure 12 demonstrate
that the EM(T ) slopes derived from our model are more
or less independent of the number of strands that com-
prise a loop, because the dynamics of each individual
strand are quite similar. No matter how many strands
we include in a loop, our measured slopes cannot account
for the range of observed EM(T ) slopes, typically fall be-
tween 2 and 5, (e.g., Tripathi et al. 2011; Warren et al.
2011; Winebarger et al. 2011; Schmelz & Pathak 2012;
Warren et al. 2012; Del Zanna et al. 2015). Although our
measured slopes are not consistent with observations, it
should be noted that error bars on measured slopes are
not insignificant. The chosen temperature bounds of the
fit (Barnes et al. 2016b), the inversion method used to
calculate the EM(T ) (Warren et al. 2017), or uncertain-
ties in the atomic data (Guennou et al. 2013) can all
play a role in the nominal value and error bars of the
slope.
The choice of loop half length is an important pa-
rameter in our analysis. Our choice of loop length,
Lx = 20 Mm, corresponds to short, core active region
loops (Reale 2010). This has critical consequences for
the response of the plasma, since the cooling time of a
loop depends on its length, (Cargill (1994) and Cargill
(2014) find that the cooling time is related to loop length
as L5/6) i.e. longer loops cool slower than shorter loops,
and the nanoflare frequencies such as those measured
here could result in high frequency heating on longer
loops - for the same reconnection and heating rates - due
to their corresponding cooling times. It will therefore
be important to understand the response of the plasma
to magnetohydrodynamic heating profiles for a range of
loop lengths
While we find that the observables derived from our
MHD-driven HD models are not consistent with the full
range of active region core observations, our work com-
bines two previously disconnected types of analyses: re-
alistic treatments of magnetic field behavior and realis-
tic treatments of plasma response to heating. However,
further work is necessary to ascertain whether the peak
heating rates used in our model are well-representative
of those in simulations. One challenge of our MHD
model is that it is difficult to obtain heating rates di-
rectly from the individual MHD reconnection events.
The reasons for this were described in more detail in
Knizhnik & Reep (2020), but addressing this question
is of vital importance for fully combining the MHD and
HD models. This work was able to reduce the number
of ad hoc inputs to HD models from two (nanoflare time
and energy distributions) down to one (just the energy
distribution). Obtaining physically motivated MHD val-
ues for the energy distribution to feed into the HD mod-
els will be the subject of future work.
One possible drawback to our model is that the feed-
back from the plasma density and temperature changes
on the reconnection physics is neglected. Changes in
the plasma parameters will affect both the local Alfve´n
speed (and thus the reconnection rate), and local plasma
β. These changes could have important consequences for
the frequency of subsequent reconnection events. Fur-
ther investigation is required to address this issue.
We conclude by addressing the question of the numeri-
cal resolution’s effects on our results. In our simulation,
our finite numerical dissipation allows reconnection to
occur at electric current sheets associated with disconti-
nuities in the direction of the magnetic field. As a result,
the scales of magnetic reconnection are set by the grid
resolution and it is legitimate to ask whether increasing
the resolution of our simulation would fundamentally
alter our results. Knizhnik & Reep (2020) performed
their analysis with both explicit and numerical resistiv-
ity, the former removing the dependence on resolution
by allowing reconnection to occur via a diffusive term
in the MHD momentum equation. They obtained re-
sults that were qualitatively and quantitatively similar
in the two cases. Knizhnik et al. (2019) performed an
analysis of heating resulting from photospheric driving
very similar to that presented here at multiple different
resolutions. They found that the heating rate increased
with the logarithm of the Lundquist number, (i.e., the
inverse of the effective resistivity) so that extrapolat-
ing to coronal resistivities would increase the simulated
heating rate by only about a factor of 10. As a result,
we can conclude that our chosen grid resolution is not
significantly affecting our results.
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