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In this article, we quantize the Maxwell (“massless spin one”) de Sitter field in a conformally
invariant gauge. This quantization is invariant under the SO0(2, 4) group and consequently under
the de Sitter group. We obtain a new de Sitter-invariant two-point function which is very simple.
Our method relies on the one hand, on a geometrical point of view which uses the realization of
Minkowski, de Sitter and anti-de Sitter spaces as intersections of the null cone in R6 and a moving
plane, and on the other hand, on a canonical quantization scheme of the Gupta-Bleuler type.
PACS numbers: 04.62.+v, 98.80.Jk
I. INTRODUCTION
The main result of the present work is an SO0(2, 4)-
invariant canonical quantization of the Maxwell (“mass-
less spin-one”) field in de Sitter space. Precisely, we
quantize the one-form field AHµ which fulfills the de Sit-
ter Maxwell equations together with a conformal gauge
condition: {
HA
H
µ −∇µ∇A
H + 3H2AHµ = 0
(H + 2H
2)∇AH = 0,
(1)
where 12H2 = R, R being the Ricci scalar and H the
usual Laplace-Beltrami operator. As a result, we obtain
the following de Sitter-invariant two-point function
DHµν′(p, p
′) =
H2
8π2
(
1
Z − 1
gµν′ − nµnν′
)
, (2)
where gµν′(p, p
′) is the parallel propagator, Z, nµ, nν′
being related to the geodesic distance between the two
points p and p′ of the de Sitter space (see hereafter for
more precise statements). This function is simpler than
the one obtained by Allen and Jacobson [1] and, more
recently, by Behroozi et al. [2] and Garidi et al. [3]
in ambient R5 formalism and, Tsamis and Woodard [4]
using the massless limit on the Proca-de Sitter equation.
The reader may also refer to Higuchi and Cheong [5] for a
recent contribution on the properties of covariant de Sit-
ter two-point functions. All these works have been done
in the Lorenz gauge (∇AH = 0). The simpler form of
(2) is obtained thanks to a choice of the gauge condition
which allows us to preserve the SO0(2, 4)-invariance.
To obtain these results we extend the geometrical
method used in [6, 7] for the scalar field. The core of this
method is to exploit the realization of Minkowski, de Sit-
ter and anti-de Sitter spaces as intersections of the null
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cone in R6 and a moving plane. A continuous change in
the position of the plane leads to a continuous transition
between spaces. Indeed, the spaces are also realized as
subsets of the same underlying set (the cone up to the di-
lations) on which their metric tensors are related through
a (local) Weyl rescaling. This geometric construction al-
lows us, in particular, to easily control the zero-curvature
behavior of various objects (functions, group generators,
...) and, in the case of Minkowski and de Sitter space, to
define a common Cauchy surface for field equations. Note
that two distinct but related notions of “conformal invari-
ance” are used here: the invariance under Weyl rescaling
and the invariance under the conformal group SO0(2, 4).
This point has already been discussed in the case of the
scalar field in [7] and we keep this terminological dis-
tinction hereafter (see also Kastrup [8] for a review on
conformal invariance).
A second ingredient of our work is the quantization
scheme. The difficulty in maintaining the manifest co-
variance during the quantization of a gauge invariant the-
ory is well known. It can be summarized in saying that,
in this case, the canonical quantization scheme fails to
give the two-point (Wightman) function which would be
a (causal) reproducing kernel for the modes, says {φk},
solutions of the field equation:
〈W(x, ·), φk〉 = φk(x), (3)
for any mode φk. The reason for that is the following:
the pure gauge solutions (for instance, the fields ∂µΛ, in
the Minkowski Maxwell case) are known to be orthogonal
to any modes including themselves, so replacing φk by a
pure gauge modes in (3) should make vanishing the left
hand side and not the right hand side. This is impossi-
ble. Concerning the canonical quantization of Maxwell
field in Lorenz gauge on Minkowski space, one can over-
come this difficulty by quantizing a field which satisfies,
in place of the Maxwell equation (Aµ − ∂µ∂A = 0) to-
gether with the Lorenz gauge (∂A = 0), a covariant but
less restrictive equation, namely: Aµ = 0. The space
of solutions of this equation contains, as a Poincare´ in-
variant subset, the solutions of the Maxwel equation in
2the Lorenz gauge. It contains also additional modes (not
solution of the Maxwell equations), not orthogonal to the
pure gauge modes, which solve the above problem. The
resultant quantum field satisfies the Maxwell equation
only in the mean. This is essentially the Gupta-Bleuler
[9, 10] quantization.
In this paper, we proceed in an analogous way and ob-
tain a conformal quantum field on the de Sitter space
satisfying (1) in the mean. Note that, contrary to the
Maxwell equations, the Lorenz gauge is not invariant
under SO0(2, 4). In Minkowski space the use of such
a gauge prevents an SO0(2, 4)-invariant quantization of
electromagnetism. This problem has been overcome in
the 80′ [11, 12]. The gauge condition used there reduces
for the free field to ∂A = 0. This condition, which
can be recognized as the Eastwood-Singer gauge [13] for
null curvature, is not SO0(2, 4)-invariant alone, but the
pair Maxwell equations plus Eastwood-Singer condition
is. In order to quantize the Maxwell field in that gauge,
a modified version of the Gupta-Bleuler formalism, remi-
niscent of that of Nakanishi [14], is used. In it, the whole
system, Maxwell equations and gauge condition, are re-
placed by another system containing additional auxiliary
fields. These fields are then quantized, one of them is in
fact used to express a constraint which allows us, at the
classical level, to recover the Maxwell equations together
with the conformal gauge condition, and at the quantum
level, to determine the subset of physical states.
In order to generalize this process to de Sitter space, we
proceed in close analogy with [12] by using the well known
Dirac’s six-cone formalism [15, 17] as a starting point for
the determination of the auxiliary fields. In our system of
equations, the application of the constraint leads to the
de Sitter Maxwell equations together with a covariant
gauge (31). This system is shown to be equivalent to (1).
Let us remark finally that other quantization schemes
are possible, in particular one can formulate the classical
solutions to the Maxwell equations as gauge equivalent
classes and then quantize the equivalence classes (see [16]
for details).
Our paper is organized as follows. The geometrical
apparatus is introduced in Sec. II, Sec. III is concerned
by classical field equations. Sec. IV gives SO0(2, 4) ac-
tion on the fields, Sec. V is devoted to quantization.
Some concluding remarks are made in Sec VI. Some for-
mulas and additional points about Weyl transformation
and quantization, and definitions of geometric two-point
objects in de Sitter space, are given in appendices.
Conventions and notations
Here are the conventions:
α, β, γ, δ, . . . = 0, . . . , 5,
µ, ν, ρ, σ, κ . . . = 0, . . . , 3,
i, j, k, l, . . . = 1, . . . , 3.
The indices and superscripts I, J stand for the set
{c, µ,+}, for instance {AI} = {Ac, Aµ, A+}. The co-
efficients of the metric diag(+,−,−,−,−,+) of R6 are
denoted η˜αβ :
η˜55 = η˜00 = 1 = −η˜ii = −η˜44. (4)
For convenience we set ηµν := η˜µν . Partial derivatives
with respect to the variables {yα} of R6 are denoted by
∂˜α.
Various spaces and maps are used throughout this pa-
per. Except otherwise stated, quantities related to R6
and its null cone C are labeled with a tilde, those defined
on XH (see Sec. II A hereafter) are denoted with a su-
per or subscript H except when H takes the null value
(Minkowski space) in which case the super or subscript
0 is omitted. The quantum operator associated with a
classical quantity Q is denoted with a hat: Q̂.
For convenience and readability, we also specialize our
notations to the de Sitter space (the Minkowski space be-
ing the particular case where H = 0). At a classical level
our results apply to the anti-de Sitter space as well. Ex-
pressions relevant for that space can be obtained directly
from the substitution H2 → −H2.
II. GEOMETRY AND SOME TOOLS
A. The spaces
We first consider the geometrical objects, namely the
spaces and how they are related. This part has already
been considered in [6]; here we want to complement it,
paying a particular attention to its coordinate-free na-
ture.
We begin with realizing the de Sitter, anti-de Sitter,
and Minkowski spaces as sub-manifolds of R6 depend-
ing on H . The space R6, is provided with the natu-
ral orthogonal coordinates {yα} and the metric η˜αβ =
diag(+,−,−,−,−,+). The five dimensional null cone C
of R6
C =
{
y ∈ R6 : (y0)2 − y2 − (y4)2 + (y5)2 = 0
}
, (5)
is a geometrical object invariant under the action of the
conformal group SO0(2, 4). Let us also define the moving
plane
PH =
{
y ∈ R6 : (1 +H2)y5 + (1−H2)y4 = 2
}
. (6)
The manifold XH := C ∩ PH , together with the metric
inherited from the metric of R6, can be shown to be a
realization of the Minkowski (H = 0), de Sitter (H 6= 0)
or anti-de Sitter (with H2 → −H2) space. This is also
true for the Lie algebra of generators, naturally param-
eterized by H , which reduces to that of Poincare´ group,
SO(1, 4) or SO(2, 3) according to the values of H [6].
At this point, different values of H correspond to dif-
ferent XH manifolds which are all different sub-manifolds
3of the cone C. In fact, they can also be viewed as the same
manifold with different H-dependent metrics related by a
H-dependent Weyl factor KH. To this end we introduce
the cone up to the dilations C′, which is the set of the
half-lines of C. The realization of XH as a subset of C
′
endowed with a H-dependent metric has been discussed
in [6] with the help of a convenient coordinate system.
Here we give a coordinate-free presentation.
We remark that C has a natural structure of bundle
with base C′ and fiber R+. The sub-manifold XH , for
a given value of H , appears as a partial section of this
bundle. This is only a partial section because the natural
projection is not onto. This projection allows us to real-
ize the XH as subsets of C
′. These subsets are endowed
with H-dependent metrics g which are related through a
(local) Weyl rescaling:
gµν = (K
H)
2
ηµν ,
KH being the Weyl factor. Thus, the de Sitter,
Minkowski and anti-de Sitter spaces are realized as sub-
sets of C′. Note that, thanks to the linearity of the action
of SO0(2, 4), there is a natural action of this group on C
′
and hence on XH . We have proved in [6] that this action
is the geometrical one on the de Sitter, Minkowski and
anti-de Sitter spaces.
B. Homogeneous fields
In this section, we explicitly show the one-to-one cor-
respondence between functions on the cone C of R6 with
a fixed degree of homogeneity, and functions on the de
Sitter spaceXH viewed as a subset of C
′. Let us note that
the degree of homogeneity of an homogeneous function
f is the real number r such that f(λp) = λrf(p), where
λ ∈ R \ {0} and p ∈ R6.
Let us first consider some hyper-surface of R6 defined
by some equation fH(p) = c, p ∈ R
6, c ∈ R \ {0}. In ad-
dition, let us assume that fH is homogeneous of degree 1.
Let p be a point of the cone, we note pH the intersection
of the hyper-surface with the half line linking p to the
origin of R6. One can verify that pH = cp/fH(p) since
fH
(
cp
fH(p)
)
=
cfH(p)
fH(p)
= c.
For any p ∈ C we note [p] the corresponding element
of C′: [p] = {λp, λ > 0}. Then, for any function F˜ ,
homogeneous of degree r, on C, we define πH(F˜ ) on C
′
through
πH(F˜ )([p]) = F˜ (p
H). (7)
In the following we shorten, as often as possible, this
notation to πH(F˜ ) = F
H , we obtain the useful formula
FH([p]) = πH(F˜ )([p]) =
(
c
fH(p)
)r
F˜ (p). (8)
One can of course recover F˜ from FH through
F˜ (p) =
(
fH(p)
c
)r
FH([p]). (9)
This correspondence allows us to transport different ob-
jects such as field equations or group representations from
the cone to the de Sitter space, and, as a consequence
between the XH with different values of H (including
H = 0).
Note that for a given F˜ the corresponding FH , which
is defined on C′, is not necessarily an intrinsic de Sitter
field. Nevertheless we will commit the abuse of language
of calling them field all the same.
III. THE FIELD EQUATIONS ON XH
We consider the SO0(2, 4)-invariant wave equation for
a one-form field in R6 [15, 17]
6a˜α = 0, (10)
where 6 := η˜
αβ ∂˜α∂˜β and a˜ = a˜αdy
α is a one-form field
in R6 that we choose homogeneous of degree −1. This
choice, as shown by Dirac [15], allows us to consider the
field and the equation on the cone C as well.
In this section we derive a system of equations on XH
whose set of solutions contains, as a subset, the SO0(2, 4)-
invariant solutions of the Maxwell equations together
with a gauge condition.
A. A coordinate system
For practical calculations we use a generalization of the
coordinate system used in [12], namely
xc =
yαy
α
(y4 + y5)2
xµ = 2
yµ
y4 + y5
x+
H
= (1 −H2)y4 + (1 +H2)y5.
(11)
In this system, the restriction to the cone C is expressed
by the constraint xc = 0 and the restriction to the mani-
fold XH by the additional constraint x
+
H
= 2. Hence, the
coordinate x+
H
is nothing but the function fH of Sec. II B
defining here the moving plane PH . The above system
can be inverted in
y5 =
1
2
K˜ x+
H
(
1 + xc −
1
4
ηµνx
µxν
)
y4 =
1
2
K˜ x+
H
(
1− xc +
1
4
ηµνx
µxν
)
yµ =
1
2
K˜ x+
H
xµ,
(12)
where
K˜ :=
1
1 +H2
(
xc − 14ηµνx
µxν
) . (13)
4In the coordinate system {xI}, the homogeneity is carried
by the coordinate x+
H
alone. This is apparent on the
expression of the dilation operator:
y∂˜ = x+
H
∂
∂x+H
. (14)
The considerations of Sec. II B apply here. Let
[p] = {λp, λ > 0} be a point of C′. All the elements
of [p] have the same {xµ} coordinates (while x+
H
depends
on λ). The system of coordinates {xµ} thus appears as a
coordinate system on C′ and becomes a common system
of coordinates for both Minkowski and de Sitter spaces.
This system is the so-called polyspherical coordinates [8]
on XH which reduces to the cartesian system of coordi-
nates on Minkowski space.
For a given function F˜ , homogeneous of degree r, on
C, one has
FH(xµ) =
(
x+
H
2
)−r
F˜ (x). (15)
One can, for instance, apply this correspondence to
the function K˜ defined in (13), which is homogeneous of
degree zero since it does not depend on x+
H
. One obtains
KH =
1
1− H
2
4 ηµνx
µxν
. (16)
In addition, a direct calculation of the metric shows that
this function is the Weyl factor considered in Sec. II A:
gµν = (K
H)
2
ηµν . (17)
Note also that, for a given point {xµ} on XH , the coordi-
nates {yµ} of the corresponding point of R6 depends on
H ; namely, one has yµ = KHxµ.
B. The fields and the extended Weyl
transformation
We now introduce the fields A˜I which are defined, up
to a slight modification on the dx+ component, through
the decomposition of the one-form field a˜α on the basis
{dx}:
a˜αdy
α = A˜cdx
c + A˜µdx
µ +
A˜+
x+H
dx+
H
. (18)
The A˜I being homogeneous, we can define the fields
{AH
I
}, I ∈ {c, µ,+}. The fields AH+ and A
H
c will be aux-
iliary fields and the field AHµ will be, up to the condition
AH+ = 0, the Maxwell field on the de Sitter space. In this
case, the AHµ will be, of course, an intrinsic tensor field
on de Sitter space.
Now, expressing the basis {dy} in the left hand side in
terms of the basis {dx} and identifying both sides, one
obtains the expression of the A˜ as functions of the a˜.
They are homogeneous functions and we can apply the
correspondence of Sec. II B. One obtains
AHc = (K
H)
2
{
aH5
(
1−H2
)
− aH4
(
1 +H2
)
−H2aHµx
µ
}
AHµ =
(KH)
2
2
{(
aH4
(
1 +H2
)
− aH5
(
1−H2
))
ηµνx
ν
+ H2aHσ x
σηµνx
ν +
2
KH
aHµ
}
AH+ = K
H
{
aH5
(
1−
1
4
ηµνx
µxν
)
+ aH4
(
1 +
1
4
ηµνx
µxν
)
+ aHµx
µ
}
.
(19)
This system can be inverted in
aH5 =
1
2KH
{
AHc
(
1−
1
4
ηµνx
µxν
)
− AHσ x
σ +AH+K
H
(
1 +H2
)}
aH4 =
1
2KH
{
AHc
(
−1−
1
4
ηµνx
µxν
)
− AHσ x
σ +AH+K
H
(
1−H2
)}
aHµ =
1
2KH
{
AHc ηµνx
ν + 2AHµ
}
.
(20)
We can apply the considerations of the previous section
to the field a˜. Repeated use of formula (15), with H =
H and H = 0, furnishes a relation between aH and a,
namely
aH = (KH)
−1
a. (21)
Let us remind the reader of our convention which con-
sist in omitting the super or subscript H when H = 0.
This formula (21) together with those linking AH and aH
gives the following correspondence, that we call extended
Weyl transformation, between the de Sitter fields and the
Minkowski fields (some of its properties are considered in
appendix A):
AHc = Ac −H
2KHA+
AHµ = Aµ +
1
2
ηµνx
νH2KHA+
AH+ = A+.
(22)
We will prove in the following that, for a˜ solution of (10),
AHµ can be interpreted as the Maxwell field on the de
Sitter space (respectively Aµ can be interpreted as the
Maxwell field on the Minkowski space) up to the condi-
tion A+ = 0. In this case the above extended Weyl trans-
formation becomes the identity which is, for the AHµ , the
ordinary Weyl transformation between one-forms.
5C. Equations on XH
The equations for {AH
I
} on XH are derived from the
equation (10) which is, in some sense, restricted on XH .
This leads to the SO0(2, 4)-invariant form of Sec. III C 1.
A manifestly covariant form is then obtained in Sec.
III C 2.
1. Equations inherited from R6
We first express the operator 6 in the system {x
I}.
Then, using the homogeneity of the one-form field a˜α
(r = −1) on which the operator acts, and applying the
constraint xc = 0, one obtains the following expression
for 6:
6
∣∣∣∣
xc=0
r=−1
=
(
2
x+H
)2(
1
(KH)
2 ∂
2 +
H2
KH
xµ∂µ + 2H
2
)
,
(23)
where ∂2 := ηµν∂µ∂ν . As a consequence, the field a
H
α
satisfies(
1
(KH)
2 ∂
2 +
H2
KH
xµ∂µ + 2H
2
)
aHα (x
µ) = 0. (24)
In fact, the above operator can be written in term of the
Laplace-Beltrami operator on XH acting on a scalar:
Hφ(x
µ) = gµν∇µ∇νφ(x
µ)
=
(
1
(KH)2
∂2 +
H2
KH
xµ∂µ
)
φ(xµ),
where φ is a scalar field. Thus (24) reads(
s
H
+ 2H2
)
aHα = 0, (25)
where s
H
means that each component aHα must be con-
sidered as a scalar. Indeed, the above expression shows
that each component of aH satisfies the equation of a
conformal scalar field on XH .
Now, using (20) in (24) one obtains, after some algebra,
∂2AHµ + ∂µA
H
c = −
1
2
ηµνx
ν∂2AHc
ησν∂σA
H
ν +A
H
c =
1
2
×
× (∂2 +H2KHxσ∂σ + 2H
2 (KH)
2
)AH+
∂2AHc = −K
HH2(∂2 +H2KHxσ∂σ + 2H
2 (KH)
2
)AH+.
(26)
These equations are the generalization on XH of the sys-
tem obtained in [12] in the Minkowskian case. That case
is recovered (with a slight difference in notations with
[12]) by setting H = 0 in (26) which reduces to
Aµ + ∂µAc = 0
A+ − 2∂A− 2Ac = 0
Ac = 0,
(27)
in which ∂2 =  because we are on Minkowski space in
cartesian coordinates. The condition A+ = 0 in (27),
which is SO0(2, 4)-invariant since A+ = y
αaα, allows us
to write Ac = −∂A. The system (27) then leads to the
Maxwell equations and the conformal gauge condition on
Minkowski space.
Although not apparent, (26) is by construction in-
variant under the SO0(2, 4) transformations. We claim
that the SO0(2, 4)-invariant condition, A
H
+ = 0, applied
to (26) gives the Maxwell equations and the conformal
gauge condition on XH ; in our particular system of coor-
dinates this reads{
∂2AHµ − ∂µ∂A
H = 0
∂2∂AH = 0.
(28)
Here we have set ∂AH = ησκ∂σA
H
κ , in order to make
apparent the Minkowskian form of these equations on
XH , altough ∂A
H is not a divergence on XH . Let us
stress on the fact that, despite of their Minkowskian form,
the above equations are the Maxwell equations and the
conformal gauge condition on de Sitter space, although
this may not be evident. This is due to the use of a
specific system of coordinates which makes apparent the
similarity with the flat case. We do insist on the fact
that this system is SO0(2, 4)-invariant on de Sitter space,
because it is nothing but (10) written in a particular
system of coordinates. The next section is devoted to
writing equations (26) and (28) in a covariant form which
allows us to recognize the Maxwell equations on de Sitter
space.
2. Covariant form
In order to find a covariant form of (26) we rewrite all
the operators in (26) in term of the covariant derivative
and the connection symbols related to the metric g. Note
that, in order to remove explicit references to xµ, one can
use the relation
xµ =
2
H2
(KH)
−2
ηµν∂νK
H =
2
H2
gµν∇νK
H . (29)
After some algebra, one obtains
HA
H
µ −∇µ∇A
H + 3H2AHµ = −
1
2
×
×∇µ
(
H + 2H
2
)
AH+
(∇−W )AH + (KH)
−2
AHc =
1
2
(
H + 2H
2
)
AH+
(∇−W )∇AHc = −K
HH2
(
H + 2H
2
)
AH+,
(30)
where ∇AH is the divergence of AH , and W is the one-
formW := d ln (KH)
2
of componentsWµ = ∇µ ln (K
H)
2
.
The previous system (30) is the covariant form of the
system (26) on the manifold XH endowed with the H-
dependent metric g. It is thus a generalization to de
Sitter and anti-de Sitter (with H2 → −H2) space of the
6system derived in [12]. It is worth noting that, owing to
equations (19) and (25), (30) will not have to be solved
directly.
It is now clear that, as for (26), setting AH+ = 0 in (30)
leads to the Maxwell equations and to a gauge condition:
it is apparent that for AH+ = 0 the first line of (30) are
precisely the Maxwell equations; now, eliminating AHc
from the remaining two equations and using the relation
∇µ (K
H)
2
= (KH)
2
Wµ, one obtains the gauge condition
∇µ (∇µ +Wµ) (∇
ν −W ν)AHν = 0. (31)
Finally, the covariant version of (28) reads{
HA
H
µ −∇µ∇A
H + 3H2AHµ = 0
∇µ (∇µ +Wµ) (∇
ν −W ν)AHν = 0.
(32)
In fact, in relating our gauge condition (31) to the
Eastwood-Singer gauge [13], another covariant system,
equivalent to the previous one, will now be obtained.
D. Rewriting the gauge condition
We use the notation
DHν = ∇µ (∇µ +Wµ) (∇
ν −W ν) ,
for the gauge (31) which possesses some remarkable prop-
erties. First, it is invariant under the Weyl transforma-
tions between two spaces XH . This can be derived with
the help of formulas for the Weyl transformations (see for
instance [18]) and by noting that the conformal weight
of AHµ is zero. One has
DH2AH2 =
(
KH2
KH1
)−4
DH1AH1 , (33)
where KH1 (resp. KH2) is the scalar function relating
the space XH1 (resp. XH2) to the Minkowski space (17).
Second, a straightforward calculation, using (16),
shows that
DHAH = (H + 2H
2)∇AH
−W ν
(
HA
H
ν −∇ν∇A
H + 3H2AHν
)
.
(34)
The system (32) is then equivalent to{
HA
H
µ −∇µ∇A
H + 3H2AHµ = 0
(H + 2H
2)∇AH = 0.
(35)
The second line of this system is the Eastwood-Singer
gauge [13] specialized to our constant curvature space
XH . This gauge condition is both SO0(2, 4)-invariant
and Weyl invariant between XH spaces only on the set of
solutions of the Maxwell equations.
The expression (35) is more compact and more familiar
than (32), nevertheless it is a bit less satisfactory because
the Eastwood-Singer gauge condition is not conformally
invariant alone.
IV. ACTION OF SO0(2, 4) ON THE FIELDS
Now let us turn to the SO0(2, 4) action on fields in
connection with the homogeneity. Let us consider some
tensor field F˜ of R6 defined on C and homogeneous of
degree r. The natural action T˜ of SO0(2, 4) on F˜ is
[T˜gF˜ ]
B′
A′
(y) = ΛA
A′
(g)ΛB
′
B
(g)F˜B
A
(g−1 · y),
where A,B, ... stands for the indexes of F and ΛA
A′
is
a shorthand for the corresponding product of SO0(2, 4)
matrices. The corresponding action TH of SO0(2, 4) on
FH is defined through the correspondence of Sec. II B.
TH := πHT˜ (πH)
−1
. (36)
Using the {xI} coordinates, we obtain
[THg F
H ]B
′
A′
(xµ) = ΛA
A′
(g)ΛB
′
B
(g)
(
(g−1 · x)+
H
x+H
)r
(FH)
B′
A′
((g−1 · x)µ).
(37)
Note that, the expression (g−1 ·x)µ means the component
µ of the action of g−1 on the point of R6 of coordinates x,
which is nothing but the geometrical action of SO0(2, 4)
on XH . Moreover, in order to get a more familiar expres-
sion for (37), let us consider the invariant square length
element of R6 restricted on the cone (xc = 0), namely
ds2|xc=0 =
(
x+
H
2
)2
gµνdx
µdxν . (38)
The action of SO0(2, 4) on it reads
ds2|xc=0 = d(gs)
2|xc=0
=
(
(g · x)+
H
2
)2
gµν((g · x)
ρ)d(g · x)µd(g · x)ν
=
(
(g · x)+
H
2
)2
ω2g(x
ρ)gµν(x
ρ)dxµdxν ,
where ωg is the scaling term discussed in [7]. Comparing
(38) with the above expression leads to the identity
ω2g(x
µ) =
(
x+
H
(g · x)+H
)2
, (39)
which gives(
(g−1 · x)+
H
x+H
)2
= ω2g
((
g−1 · x
)µ)
. (40)
Consequently the action (37) can be rewritten in the
more familiar form
[THg F
H ]B
′
A′
(xµ) = ΛA
A′
(g)ΛB
′
B
(g)
(
ωg(g
−1 · x)
)r
(FH)
B′
A′
((g−1 · x)µ).
(41)
7For future reference, let us point out that for a scalar
field of R6, say φ, homogeneous of degree −1, the action
(41) becomes(
THg φ
H
)
(x) = ω−1g (g
−1 · x)φH(g−1 · x). (42)
This is precisely that of a conformal scalar field on de
Sitter space.
Now, applying (41) to the field aHα (with r = −1),
together with the formulas (19), (20) linking the aHα ’s to
the AHI ’s, one obtains the action of SO0(2, 4) on the fields
AHI . The infinitesimal generators follow. Setting
Kσ := 2ησνx
ν(x∂)− ηµνx
µxν∂σ,
(Mσ)
µ
ν := 2(ησκx
κδµν − ηνκx
κδµσ + x
µησν ),
the generators read:
(KHσ A
H)c = (Kσ + 4ησνx
ν)AHc + 4A
H
σ
+ 2H2 (KH)
2
ησνx
νAH+
(KHσ A
H)µ =
(
Kσδ
ν
µ + (Mσ)
ν
µ
)
AHν
−
(
2KHησµ +H
2 (KH)
2
ησνx
νηµνx
ν
)
AH+
(KHσ A
H)+ = KσA
H
+,
for the special conformal transformations;
(DHAH)c = (x∂ + 2)A
H
c + 2H
2 (KH)
2
AH+
(DHAH)µ = (x∂ + 1)A
H
µ −H
2 (KH)
2
ηµνx
νAH+
(DHAH)+ = x∂A
H
+,
for the dilations;

(XHσǫA
H)c = XσǫA
H
c
(XHσǫA
H)µ = (Xσǫδ
ν
µ + ησµδ
ν
ǫ − ηǫµδ
ν
σ)A
H
ν
(XHσǫA
H)+ = XσǫA
H
+,
for the rotations, with Xµν = ηµκx
κ∂ν − ηνκx
κ∂µ;

(Y Hσ A
H)c = (∂σ −
H
4
2
(Kσ + 4ησνx
ν))AHc −H
2AHσ
(Y Hσ A
H)µ = (∂σδ
ν
µ −
H
4
2 (
Kσδ
ν
µ + (Mσ)
ν
µ
)
)AHν
(Y Hσ A
H)+ = (∂σ −
H
4
2
Kσ)A
H
+,
for the other isometries on XH , which are given by [7]:
Y Hσ = P
H
σ −
H
4
2
KHσ , where
(PHσ A
H)c = ∂σA
H
c +
1
2
H4 (KH)
2
ησνx
νAH+
(PHσ A
H)µ = ∂σδ
ν
µA
H
ν
−
H2
2
KH
(
ησµ +
H2
2
KHησνx
νηµκx
κ
)
AH+
(PHσ A
H)+ = ∂σA
H
+.
In view of these results, one can see that, when the phys-
ical condition AH+ = 0 is fulfilled, the field A
H
µ is an in-
trinsic de Sitter field.
Finally, let us note that for practical calculation, the
finite SO0(2, 4) action on the fields obtained through (41)
is rather cumbersome. Then, instead of deriving the gen-
erators directly from it, one can use the extended Weyl
transformation (22) as detailed in appendix A.
V. THE QUANTUM FIELD
We now turn to quantum fields. To begin with, we
briefly comment on the generic Gupta-Bleuler scheme for
quantization. Beside undecomposable group representa-
tions, the mathematical structure underlying this formu-
lation is that of Krein spaces, which are basically linear
spaces endowed with an indefinite scalar product [21].
Such a structure is known to appear naturally in mani-
festly covariant canonical quantization of abelian gauge
invariant theory (see for instance [20]).
A. Overview of the Gupta-Bleuler quantization
In order to quantize a tensor field F satisfying some
linear equations: EF = 0 on the Minkowski or de Sitter
space-time XH , one selects a Hilbert (or Krein) space
K of solutions of the equation equipped with a scalar
product 〈 , 〉 and carrying a unitary representation of
the symmetry group. The only thing to do is to obtain a
causal reproducing kernel W for K, the Wightman two-
point function. More precisely,W is a bitensor such that,
for each x ∈ XH , W(x, ·) : x
′ 7→ W(x, x′) is, up to a
smearing function on the variable x, an element of K
satisfying
〈W(x, ·), ψ〉 = ψ(x), (43)
for any ψ ∈ K, and such that W(x, x′) = W(x′, x) as
soon as x and x′ are causally separated. One can then
define the quantum field F̂ through
F̂ (x) = a (W(x, ·)) + a† (W(x, ·)) , (44)
where a and a† are the usual creator and annihilator of
the Fock space built onto K. This field is then a covari-
ant and causal field satisfying the equations EF̂ = 0 (see
Appendix B for a more precise statement and the proof).
A way to obtain an explicit expression for W is the fol-
lowing. One considers a family of modes {φk}, that is an
Hilbert (or Krein) basis for K, solution of the field equa-
tions such that 〈φk, φk′〉 = ζkδkk′ where ζk = ±1. Then,
the two-point function reads
W(x, x′) =
∑
k
ζkφ
∗
k(x) ⊗ φk(x
′). (45)
8From this expression, using (44) and the anti-linearity
and linearity of a and a† respectively, one obtains the
quantum field:
F̂ (x) =
∑
k
ζk
(
φk(x)bk + φ
∗
k(x)b
†
k
)
, (46)
where bk := a(φk) and b
†
k := a
†(φk) are the annihilators
and creators of the modes φk. The Hilbert space of quan-
tum states |ψ 〉, is then built as usual through the action
of the b†k on the vacuum state of the theory.
As already mentioned in the introduction, in gauge
context, due to the presence of pure gauge solutions, such
a two-point reproducing kernel does not exist. In the
Gupta-Bleuler scheme, one overcomes this problem by
considering an enlarged space H ⊃ K containing some
elements not orthogonal to the pure gauges. This space
is defined through another equation E ′F = 0 also invari-
ant under the group. The elements of K, called in this
context the physical solutions, satisfy, in addition to the
new field equation, a constraint GF = 0 (for instance
the Lorenz gauge condition in the usual Gupta-Bleuler
quantization of the Maxwell field in Minkowski space).
This classical condition, which allows us to characterize
the classical physical solutions, translates into a quantum
condition, which allows us to determine the subspace of
physical states (see appendix B).
The new quantum field is of course covariant and
causal, but it satisfies E ′F̂ = 0 instead of EF̂ = 0. Nev-
ertheless, one can prove (see the appendix B again) that
this last equation remains true in the mean for physical
states, precisely:
〈ψ1|EF̂ |ψ2〉 = 0,
as soon as |ψ1〉, |ψ2〉 are physical states.
We now apply this quantization process in our context,
namely the Maxwell de Sitter field in conformal gauge
(35). As for the non conformal case, the pure gauge so-
lutions (AHµ = ∇µΛ, with (H + 2H
2)HΛ = 0) are
orthogonal to all the solutions including themselves (see
Sec. VB). As a consequence, the space of solutions of
(35) is degenerate and the canonical quantization process
fails (see above).
Following the Gupta-Bleuler method, we consider the
system (30), instead of (35), for which a causal repro-
ducing kernel can be found. Thanks to the correspon-
dence between the AH and the aH we need only to solve
(s
H
+2H2)aHα = 0, because it is equivalent to the system
(30). In the following, we will define the scalar product,
obtain the modes, determine the subspace of physical so-
lutions, and then compute the two-point function of the
Maxwell field.
B. Scalar product
Let us define a scalar product on the space of solutions
of (s
H
+ 2H2)aH = 0 through
〈aH , bH〉 := − η˜αβ〈aHα , b
H
β 〉s, (47)
where 〈, 〉s is (with a slightly different notation from that
used in [6]) the Klein-Gordon scalar product on the space
of solutions of the conformal scalar equation on XH ,
〈φH1 , φ
H
2 〉s := i
∫
x0=0
σµ φH∗1
↔
∂µ φ
H
2 , (48)
in which σµ is the usual surface vector and φH1 and φ
H
2
denote scalar fields on XH . The integral is evaluated on
the Cauchy surface of XH defined by x
0 = 0. Implicit
summation on repeated indices refers to the metric gµν
on XH .
Let us show that the product (47) is SO0(2, 4)-
invariant. We denote the action defined in (41) by THfg ,
for the one-forms, and by THsg , for the scalars. Taking
into account that the SO0(2, 4) matrix Λ(g) appearing
in (41) depends only of the parameters of the group we
have
〈THfg a
H , THfg b
H〉 =
−iη˜γδ
∫
x0=0
σµ
(
Λαγω
−1
g a
H
α
) ↔
∂µ
(
Λβδω
−1
g a
H
β
)
= −η˜αβ〈THsg a
H
α , T
Hs
g b
H
β 〉s.
Thus, the SO0(2, 4) invariance of the scalar product be-
tween two one-form fields (47) reduces to the SO0(2, 4)
invariance of the scalar product (48) between their scalar
part. Now, as remarked in the text below equation (41)
in Sec. IV, since these parts are homogeneous of degree
−1 they behave as conformal scalars. Then, 〈aHα , b
H
β 〉s
behaves as the usual Klein-Gordon product between two
conformal scalars, which is known to be invariant under
SO0(2, 4). Finally, (47) is SO0(2, 4)-invariant.
The product (47) can be expressed using the AH
I
, one
obtains
〈aH , bH〉 = −i
∫
x0=0
σµ
{
(KH)2(AH∗ν
↔
∂µ B
H
ν )
+ (AH∗µ B
H
c −A
H∗
c B
H
µ )
+
1
2
(AH∗+
↔
∂µ B
H
c +A
H∗
c
↔
∂µ B
H
+)
+H2(KH)2AH∗+
↔
∂µ B
H
+
+
1
2
H2KH(AH∗µ B
H
+ −A
H∗
+ B
H
µ )
}
.
(49)
For AH+ = B
H
+ = 0 the above product reduces to
〈aH , bH〉 = −i
∫
x0=0
σµ (KH)2
{
AH∗ν
↔
∂µ B
H
ν
− (AH∗µ ∂νB
Hν −BHµ ∂νA
H∗ν)
}
.
(50)
9As expected a straightforward calculation shows that
the pure gauge solutions, that is written in {xµ} coor-
dinates a = (AHc = −∂
2Λ, AHµ = ∂µΛ, A
H
+ = 0) with
∂2
(
∂2Λ
)
= 0 are orthogonal to all physical states includ-
ing themselves. In other words, the scalar product (50)
is gauge invariant.
The product between Minkowskian fields is obtained
for H = 0; it reads
〈a, b〉 = −i
∫
x0=0
σµ
{
A∗ν
↔
∂µ Bν + (A
∗
µBc −A
∗
cBµ)
+
1
2
(A∗+
↔
∂µ Bc +A
∗
c
↔
∂µ B+)
}
.
(51)
C. Modes and physical solutions
The equation (s
H
+2H2)aHα = 0 is that of a conformal
scalar field for each component aHα . As a consequence a
set of modes is directly obtained from the solutions of
the conformal scalar equation. Using the results of [6]
the modes on XH reads
aH
LM(γ)
(x) = ǫ(γ)Φ
H
LM
(x), (52)
where the one-forms ǫ(γ) are defined trough ǫ(γ)δ = −η˜γδ
and ΦH
LM
(x) are the modes which are solutions of the
scalar equation (H + 2H
2)ΦH = 0 (see [6] for details).
These solutions are normalized with respect to (47) pre-
cisely
〈aH
LM(γ)
, aH
L′M′(δ)
〉 = −η˜γδδLL′δMM′ . (53)
The general solutions of (s
H
+ 2H2)aHα = 0 are thus
given by
aH(x) =
∑
LM(γ)
bLM(γ)a
H
LM(γ)(x), (54)
where the bLM(γ) are some constants with a possible con-
dition of convergence. Such a solution belongs to the
physical subspace of solutions iff the corresponding AH+
vanishes or, equivalently, in {xµ} coordinates and using
(19) iff:
AH+[a
H ] := (aH5 + a
H
4 ) +
1
4
ηµνx
µxν(aH4 − a
H
5 ) + a
H
µx
µ
= 0. (55)
In order to exhibit a physical solution one can start from
a known physical Minkowskian solution (for instance a
transverse photon Aµ together with A+ = 0), then com-
pute AH using (22) and, finally, apply the equation (20).
D. Two-point functions and quantum fields
1. General form of the two-point function
We are now looking for the two-point function WH
satisfying
aH(x) = 〈WH(x, ), aH〉. (56)
This function is obtained through the formula (45) ap-
plied to the above modes:
WH =
∑
LMγ
ζγǫ(γ) (Φ
H
LM
)
∗
⊗ ǫ(γ)Φ
H
LM
,
where ζγ = −η˜γγ . A straightforward calculation using
the results of [6] gives
WHαβ(x, x
′) = −η˜αβD
+
H
(x, x′), (57)
where D+
H
(x, x′) is the scalar two-point function. For
reference, we give here its expression in term of the {xµ}
coordinates and as a function of Z (see appendix C):
D+
H
(x, x′) = −
1
4π2
1
KH(x)KH(x′)ηρσ(xρ − x′ρ)(xσ − x′σ)
= −
H2
8π2
1
(Z − 1)
, (58)
in which the regulators are omitted for the sake of read-
ability.
2. Quantum field and physical states
We can now define the quantum field, using (44). It
reads
âH(x) =
∑
LMγ
aH
LM(γ)
(x)bLM(γ) + a
H ∗
LM(γ)
(x)b†LM(γ), (59)
bLM(γ) and b
†
LM(γ) being the annihilators and creators of
the mode aH
LM(γ)
. The quantum field ÂHµ , that is the
Maxwell de Sitter field, is obtained from the field âH
through (19).
Before discussing the two-point function of the
Maxwell field on de Sitter space, let us comment about
physical states in relation with field equations. The quan-
tum states are built, as usual, by applying the creators
b†LM(γ) on the vacuum of the theory: |0 〉H . The subset of
physical states can be formally determined thanks to the
classical physical solutions, that is those aH which satisfy
(55): AH+[a
H ] = 0. In fact, to define the physical states
it is sufficient to say that they are created from physical
solutions: |aH 〉 is a physical state iff
|aH 〉 = a†(aH) |0 〉H , and A
H
+[a
H ] = 0. (60)
These physical states satisfy the quantum counterpart of
(55)
ÂH(+)+ |a
H 〉 = 0, (61)
where ÂH(+)+ is the annihilator part of Â
H
+. This implies
that the equality
〈aH | Â+(x) | b
H〉 = 0, (62)
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holds as soon as |aH 〉 and |bH 〉 are physical states. That
is proved in great generality in the appendix B, but one
can verify this directly in our case. From the definitions
of ÂH(+) and |aH 〉, one obtains
ÂH(+)+ |a
H 〉 = AH+[a
H ] |0 〉H ,
which is true for all classical solutions aH . The right
hand side of the above equality is obviously zero only
for a physical solution aH and thus (61) follows. As a
consequence, for physical states one has{
〈aH | HÂ
H
µ −∇µ∇Â
H + 3H2ÂHµ | b
H〉 = 0
〈aH | (H + 2H
2)∇ÂH | bH〉 = 0.
In other words, the field fulfills the Maxwell equation to-
gether with the conformal gauge in the mean on physical
states.
All the above considerations are in close analogy with
the usual covariant quantization of the Maxwell field in
Lorenz gauge in Minkowski space. The classical condition
which corresponds to (55) is the Lorenz gauge condition
and its quantum counterpart reads ∂Â(+) | 0 〉 = 0. In-
deed, the above formulation can be transposed to this
well known situation as well. Now, an important prop-
erty of physical states in this original Gupta-Bleuler
quantization is that their norms are non-negative (pre-
cisely: positive for transverse photons and null for pure
gauges). We now show that the same property holds for
the physical states (60) with respect to the scalar prod-
uct (50). Here is the proof. Let us first consider the
Minkowskian case (H = 0), the physical solutions be-
long to the subset of solutions of the Maxwell equations
which satisfy the gauge condition ∂A = 0. This subset
contains the Lorenz gauge as a subset. Now, given a so-
lution Aµ which satisfies ∂A = 0 and ∂A 6= 0 one can
always find a gauge transformation, that is a function
Λ, such that A′µ := Aµ + ∂µΛ satisfies ∂A
′ = 0. Pre-
cisely, Λ is solution of Λ = −∂A. Now, A′µ, which is
a solution of the Maxwell equations in the Lorenz gauge
has a non-negative norm. Then, since the scalar product
(50) is gauge invariant, the same conclusion holds for Aµ.
That is, in the Minkowskian case the scalar product (50)
is non-negative on the subspace of physical solutions. It
remains to show that this conclusion extends to the de
Sitterian case. Indeed, the map a 7→ aH defined by (21)
is nothing but that introduced in [6] in the study of the
conformal scalar, and we have already shown that this
map is unitary. The conclusion thus follows.
3. Maxwell de Sitter two-point function
The Maxwell de Sitter two-point function can now be
defined through
DHµν′(x, x
′) = H〈0 | Â
H
µ (x)Â
H
ν′ (x
′) | 0〉H . (63)
The quantum field ÂHµ (x) is related to â
H(x) by (19).
Since, as usual, the field satisfies
WH(x, x′) = H〈0 | â
H(x)âH(x′) | 0〉H , (64)
this allows us, taking (57) into account, to compute (63)
straightforwardly. After some algebra, it reads in {xµ}
coordinates
DHµν′(x, x
′) = −KH(x)KH(x′)
[
ηµν′+
H2
2
ηµκηρν′
(
KH(x)xκ(xρ − x′ρ) +KH(x′)x′ρ(x′κ − xκ)
+
H2
2
(
KH(x)KH(x′)
1
2
ηθσ(x
θ − x′θ)(xσ − x′σ)
)
×
xκx′ρ
)]
D+
H
(x, x′).
(65)
This expression is not really convenient as it stands; note
however, that it makes apparent that the Minkowskian
two-point function (given in [12]) is recovered for H = 0.
Now, since DHµν′(x, x
′) is a de Sitter invariant function, it
must be a function of the intrinsic and invariant quantity
Z (see appendix C for details). In fact, using (C4), (C5)
and (C6), the expression (65) can be recast under the
form
DHµν′(x, x
′) = −
(
gµν′ − (Z − 1)nµnν′
)
D+
H
(x, x′),
where the geometrical objects Z, gµν′ , nµ and nν′ are ex-
plicitly defined in appendix C. Finally, using the explicit
form (58) of D+
H
(x, x′), the one-form two-point function
rewrites
DHµν′(x, x
′) =
H2
8π2
(
1
Zε − 1
gµν′ − nµnν′
)
, (66)
where Zε := Z−iε(x
0−x′0) includes the regulator. Note
that there is no other singular point than Z = 1. In ad-
dition, this two-point function has clearly the Hadamard
behavior and thus our vacuum is the Euclidean one.
This behavior could be expected since the modes (52)
are basically inherited from those of the conformal scalar
field equation on XH . These modes are related to their
Minkowskian counterpart through a Weyl transforma-
tion. In this respect, the vacuum in the de Sitter theory
is in close relation with that of the Minkowskian theory.
Since in solving the scalar equation in [6] we implicitly
choose the usual Minkowski vacuum (that corresponds to
positive frequency modes) we keep track of this choice in
(66).
The above result differs from that of Allen and Jacob-
son [1] which is repeated here, with our conventions, for
convenience:
DH(AJ)µν′ (x, x
′) = α(Z)gµν′ + β(Z)nµnν′ ,
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where
α(Z) =
H2
24π2
[
−
3
Z − 1
+
1
Z + 1
+
( 2
Z + 1
+
2
(Z + 1)2
)
log
(1−Z
2
)]
,
β(Z) =
H2
24π2
[
1−
2
Z + 1
+
( 2
Z + 1
+
4
(Z + 1)2
)
log
(1−Z
2
)]
.
It is not surprising that these two-point functions are
different since different gauges have been used. On the
contrary, one can consider the gauge invariant quantity
H〈0 | F̂
Hµν(x)F̂Hµ′ν′(x
′) | 0〉H = ∇
[µ∇[µ′D
ν]
ν′](x, x
′),
which is the two-point function for the Faraday field
strength tensor F = dA. A straightforward calculation
shows that we obtain the same result as Allen and Ja-
cobson [1].
Finally, let us point out a property of our conformal
quantization in connection with the two-point function
obtained by Garidi et al. [3]. Their quantization proceeds
in close analogy with the usual Gupta-Bleuler quantiza-
tion in which the classical lagrangian of the theory is
modified by adding a so-called gauge fixing term. This
term corresponds to the Lorenz gauge and is parameter-
ized by a constant c. The two-point function obtained
in [3] (formula 5.29) is the sum of the two-point function
(66) and of a term which is a non-vanishing function c.
In other words, no value of of the gauge fixing parameter
c can lead to the two-point function (66).
VI. CONCLUSION
In order to conclude this work, we would like to stress
three facts.
We choose the strategy of preserving as far as possible
the SO0(2, 4)-symmetry of the Maxwell equations during
the process of quantization. This led us to take a gauge
condition which could, at first, appear complicated com-
pared to the usual Lorenz condition in de Sitter space. In
fact, it leads to a simple form of the two-point function.
In writing the de Sitter and Minkowski spaces as sub-
sets of the cone up to the dilations, we can easily obtain
the limit H = 0 for all the objects of our paper, including
modes and quantum field.
Finally, our construction gives an explicit expression
for the quantum fields and the states, not only for the
two-point function.
Appendix A: The extended Weyl transformation
In this appendix, we give some properties of the ex-
tended Weyl transformation defined in (22). It is conve-
nient for practical calculations to introduce the notation
AH =
AHcAHµ
AH+
 . (A1)
Keeping the usual left product for the matrices, the ex-
tended Weyl transformation then reads
AH = SKA,
with
SK :=
1 0 −H2KH0 1 12Wµ
0 0 1
 . (A2)
The form of SK makes obvious the conservation of the
condition A+ = 0 under the extended Weyl transfor-
mation. Moreover, a straightforward computation shows
that the system (26) is left invariant in the sense that:
{AH
I
} = {SK(AI)} is solution of (26) iff {AI} is solu-
tion of (27). Finally, that transformation allows us to
transport not only the fields but also the operators act-
ing upon them. Explicitly, one define an operator ÔH
from the operator Ô0 by
ÔH := SKÔ
0S−1
K
. (A3)
As an application, one can derive the results of Sec.
IV in a convenient way: using the matrix notation for
the generators, the action SO0(2, 4) on the fields {A
H
I
} is
obtained, thanks to (A3), from that on the fields {AI}.
Appendix B: Quantization
In this appendix, we prove the assertions of Sec. VA.
We consider, on some space-time, an Hilbert or Krein
space K of functions satisfying some equations Eψ(x) =
0. The space K carries a unitary representation U of the
symmetry group defined through
(Ugψ) (x) =Mg(x)ψ(g
−1 · x), (B1)
whereMg is a product of real matrices acting on the ten-
sor ψ. We assume the existence of a causal reproducing
kernel for K such that
〈W(x, ·), ψ〉 = ψ(x), (B2)
for any ψ ∈ K, and, moreover, W(x, x′) = W(x′, x) as
soon as x and x′ are causally separated. Then, one can
define a quantum field through
F̂ (x) = a(W(x, ·)) + a†(W(x, ·)),
where a and a† are the usual annihilator and creator on
the Fock space built on K. As a result, this field is causal,
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covariant and satisfies (in the distribution sense), EF̂ =
0. Note that the invariance of W is in the consequences,
not in the hypothesis.
Let us begin with causality. Using well-known prop-
erties of annihilators and creators (see for instance [19])
one obtains for x and x′ causally separated
[F̂ (x), F̂ (x′)] = 〈W(x, ·),W(x′, ·)〉 − 〈W(x′, ·),W(x, ·)〉
= W(x′, x)−W(x, x′)
= 0.
This proves that this field is causal.
The covariance of the field is defined through
UgF̂ (x)U g−1 =Mg(x)F̂ (g
−1x),
where U is the natural action of the group on the Fock
space. The corner stone of the proof is the following
identity that we will now prove:
UgˇW(x, xˇ
′) = Ugˇ−1W(xˇ, x
′),
where the ˇ indicates that the group acts on the variable
x′ in the left hand side and on the variable x in the right
hand side. This is due to the formula (B2), in fact, for
any ψ ∈ K:
〈UgˇW(x, ·ˇ), ψ〉 = 〈W(x, ·), Ug−1ψ〉
=
(
Ug−1ψ
)
(x)
=Mg−1(x)ψ(gx)
=Mg−1(x)〈W(gx, ·), ψ〉
= 〈Mg−1(x)W(gx, ·), ψ〉
= 〈Ugˇ−1W(xˇ, ·), ψ〉.
The covariance follows immediately, using the standard
formula Uga(ψ)Ug−1 = a(Ugψ).
From the very definition of W , one can see that
EˇW(x, xˇ′) = 0. Moreover, using once again (B2), we
have also EˇW(xˇ, x′) = 0, in fact, for any ψ ∈ K:
〈EˇW(xˇ, ·), ψ〉 = Eˇ〈W(xˇ, ·), ψ〉
= Eψ(x)
= 0.
The desired equality EF̂ (x) = 0 follows immediately.
Suppose now that we are in gauge context, we get a
space H larger than K defined through the equations
E ′ψ = 0. We assume that H is invariant under the group
action. The same process as above can run and we obtain
a field which is causal and covariant. But the quantum
field obeys to the equations E ′F̂ = 0 and not EF̂ = 0.
Nevertheless, the last equation remains true in the mean
on physical states:
〈ψ1|EF̂ (x)|ψ2〉 = 0, (B3)
for any physical states ψ1, ψ2. In order to prove that,
we define F̂ (+) annihilator part of F̂ and consider a “one
particle sector” physical state |ψ 〉 = a†(ψ) |0 〉 where ψ
is a physical solution: Eψ = 0. Then
EF̂ (+)(x) |ψ 〉 = Ea (W(x, ·)) |ψ 〉
= Ea (W(x, ·)) a†(ψ) |0 〉
= E〈W(x, ·), ψ〉 |0 〉
= Eψ(x) |0 〉
= 0.
This can be generalized easily to “many particles” sec-
tors, the equation (B3) follows immediately.
Appendix C: Intrinsic quantities for bitensors in de
Sitter space
Following Allen and Jacobson [1] (where the reader is
referred for proofs and details), any maximally symmetric
bitensor (that is, invariant under the isometry group of a
maximally symmetric manifold, here the de Sitter space)
can be decomposed in a unique way as sum of products
of fundamental objects. They are: the metric at points
p and p′ of the manifold and three quantities related to
the length µ(p, p′), of the geodesic from p to p′ (µ being
imaginary when the geodesic is spacelike), namely:
nµ(p, p
′) = ∇µµ(p, p
′) is the unit tangent vector to
the geodesic at the point p,
nν′(p, p
′) = ∇ν′µ(p, p
′) is the unit tangent vector to
the geodesic at the point p′,
gµν′(p, p
′) =
1
C
∇µnν′(p, p
′)−nµ(p, p
′)nν′(p, p
′) is the
parallel propagator along the geodesic,
where we use the usual convention that a primed (resp.
not primed) index refers to a primed (resp. not primed)
point. The factor C will be given in what follows.
In order to define the standard variable Z, let us in-
troduce the five-dimensional “ambient” Minkowski space
with metric η¯ = diag(+,−,−,−,−). We will use small
roman letters a, b, c, ... to denote indices running from
0 to 4. The de Sitter space can be viewed as the sub-
manifold defined by the equation
η¯abX
aXb = −H−2,
where {Xa} denotes ambient space cartesian coordinates.
A point p on the de Sitter space is associated to the vector
X(p) of coordinates Xa(p). The ambient coordinates are
related to the coordinates {xµ} throughX
µ = KHxµ,
X4 =
1
H
(2KH − 1) .
(C1)
The function Z = Z(p, p′) is then defined through
Z := −H2η¯abX
aX ′b, (C2)
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where X = X(p) and X ′ = X(p′). The geodesic distance
µ(p, p′) is related to Z by
Z = cosh (Hµ) ,Z > −1. (C3)
The case Z < −1 corresponds to the situation where p′
is lying in the interior of the light cone of the antipodal
of p and, in this case, there is no geodesic connecting p
and p′. Nevertheless, Z is always defined and one can
define µ(p, p′) through an analytic continuation (see [1]
again). As a function of Z the factor C reads
C =
−H√
(Z2 − 1)
.
Now, using (C1), one has
η¯abX
aX ′b = KHK ′Hxx′ −
1
H2
(2KH − 1)(2K ′H − 1)
= −KHK ′Hσ0(x, x
′)−
1
H2
,
where σ0(x, x
′) = (ηµν(x
µ − x′µ)(xν − x′ν))/2 and
K ′H = KH(x′). Thus, in the {xµ} coordinates Z reads
Z = H2KHK ′Hσ0 + 1,
from which one obtains
∇µZ(x, x
′) = H2KHηµκ
(
Z − 1
2
xκ +K ′H(xκ − x′κ)
)
.
From (C3) we also have
∇µZ(x, x
′) = −
H2
C
nµ.
In our system of coordinates {xµ}, we find that
nµ = −CK
Hηµκ
[
Z − 1
2
xκ +K ′H(xκ − x′κ)
]
(C4)
nν′ = −CK
′Hην′κ
[
Z − 1
2
x′κ +KH(x′κ − xκ)
]
(C5)
gµν′ = (Z − 1)nµnν′ +K
HK ′H [ηµν′
−H2
Z − 1
4
ηµκx
κην′ρx
ρ +
H2
2
ηµκην′ρ
× (KHxκ(xρ − x′ρ) +K ′Hx′ρ(x′κ − xκ))] . (C6)
Combined with (65), this gives the crucial result (66).
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