The positivity-preserving property is an important and challenging issue for the numerical solution of radiative transfer equations. In the past few decades, different numerical techniques have been proposed to guarantee positivity of the radiative intensity in several schemes, however it is difficult to maintain both high order accuracy and positivity. The discontinuous Galerkin (DG) finite element method is a high order numerical method which is widely used to solve the neutron/photon transfer equations, due to its distinguished advantages such as high order accuracy, geometric flexibility, suitability for h-and p-adaptivity, parallel efficiency, and a good theoretical foundation for stability and error estimates. In this paper, we construct arbitrarily high order accurate DG schemes which preserve positivity of the radiative intensity in the simulation of both steady and unsteady radiative transfer equations in one-and two-dimensional geometry by using a combined technique of the scaling positivity-preserving limiter in [33] and a new rotational positivity-preserving limiter.
up to order 4 developed for the steady transport equation by using hierarchical basis functions in [30, 21] and the quadratic DG method used for the neutron transport in spherical geometry [17, 23] .
Robustness of numerical methods has attracted an increasing interest in the community of computational science. One mathematical aspect of robustness for numerical methods is the positivitypreserving property. It is known that under certain conditions, which are satisfied by almost all physical problems, the discrete-ordinate radiative transfer equations have nonnegative solutions whenever the source terms and the boundary conditions (and, for time-dependent problems, also the initial conditions) are nonnegative [7, 18] . For a good numerical method, it should ideally also yield a nonnegative solution. Especially in multidimensional problems, the appearance of negative solution could slow the convergence rate of the iterative processes, and sometimes may also cause a complete failure of convergence of the acceleration procedure. For time dependent problems, negative solution may lead to numerical instabilities. Furthermore, negative radiative intensity is a physically unrealistic solution which is difficult to be accepted by physicists.
A scheme for the radiative transfer equation is called positivity-preserving if it can always produce nonnegative solution for nonnegative source term and boundary condition (and, for time dependent problems, also nonnegative initial condition). In this paper we use the word "positivity" loosely which is the same as nonnegativeness. Several studies exist in the literature on this issue, with various ways of ensuring positive intensities being proposed. The step scheme, which is the counterpart of the upwind scheme in computational fluid dynamics, is proved to be positivity-preserving but is only first order accurate and introduces excessive numerical smearing [2] . The diamond scheme reduces the numerical smearing, but negative intensities may appear.
These negative intensities may be eliminated by using the negative intensity fix-up procedure, that is, setting them to zero. However, spatial oscillation and physically unrealistic intensities may still occur. The other existing positivity-preserving schemes include the variable-weight scheme which combines the step and the diamond schemes by a variable weight [10, 19] , the linear exponential discontinuous finite-element method [31] , the step and linear adaptive methods [22] , the step characteristic scheme [12] and the linear characteristic scheme [11] which is nonnegative as long as the projected scattering source and projected outflow boundary fluxes remain positive which can be guaranteed by a rotational fix-up procedure. The positive intensities criteria for purely absorbing media is proposed by Fiveland in [9] . The linear discontinuous Galerkin finite-element method with the set-to-zero fix-up technique is proposed more recently in [20] . The procedures mentioned above are either only first or second order accurate, or use non-polynomial nonlinear procedures which require iterative procedures to obtain the solution even for the system inside each cell, or rely on the characteristic procedure and hence are difficult to be generalized to multi-dimensions.
For solving convection-dominated equations, such as Euler equations of compressible gas dynamics, recently Zhang and Shu developed a general framework which relies on a simple scaling limiter and can be applied to Runge-Kutta discontinuous Galerkin (RKDG) method and weighted essentially non-oscillatory (WENO) finite volume schemes of arbitrary order of accuracy on arbitrary meshes to ensure the positivity-preserving property without affecting the originally designed high order accuracy [33, 34, 35] .
In this paper, we focus on designing a high order positivity-preserving DG method for solving the steady and unsteady discrete-ordinate radiative transfer equations in Cartesian coordinates.
Differently from the explicit schemes for Euler equations and other convection dominated equations, the scheme we consider here is an implicit or iterative type, thus the above mentioned methodology of positivity-preserving scaling limiter proposed by Zhang and Shu can not be applied directly.
In fact, if we adopt a similar positivity-preserving scaling limiter in the DG method for these radiative transfer equations, degeneracy of accuracy may happen for third and higher order schemes (see the Appendix of this paper). Here, instead, we develop a combined technique of the scaling positivity-preserving limiter and a rotational positivity-preserving limiter which can be used to solve the radiative transfer equations by implicit or iterative DG methods. This new limiter is simple to implement, does not affect convergence to weak solutions (Lax-Wendroff theorem), and can be theoretically proved to preserve positivity and to maintain the originally designed high order accuracy both in one and two spatial dimensions. One-and two-dimensional numerical tests for these positivity-preserving DG schemes are provided to demonstrate their effectiveness.
An outline of the rest of this paper is as follows. In Section 2, we describe the radiative transfer equation and its DG discretization for the steady and unsteady discrete-ordinate radiative transfer equation. In Section 3, we discuss the methodology to construct positivity-preserving DG schemes for the radiative transfer equation in one spatial dimension. In Section 4, we present a positivitypreserving DG scheme in two spatial dimensions. In Section 5, numerical examples are given to demonstrate the good performance of these DG schemes. We give concluding remarks in Section 6.
The radiative transfer equation and its DG discretization 2.1 The radiative transfer equation
The radiative transfer equation is the mathematical statement of the conservation of photons. The Eulerian derivation leads to the so-called integro-differential form of the radiative transfer equation.
More details can be found in [25] .
We first consider a steady-state, one-group, isotropically-scattering transfer equation Ω · ∇I(r, Ω) + σ t I(r, Ω) = σ s 4π S I(r, Ω)dΩ + q(r, Ω) (2.1)
where I(r, Ω) is the radiative intensity in the direction Ω and the spatial position r, S is the unit sphere, σ s ≥ 0 is the scattering coefficient of the medium, σ t is the extinction coefficient of the medium due to both absorption and scattering (that is, σ t ≥ σ s ), and q(r, Ω) is a given source term. For two spatial dimensional problems, the position vector r = (x, y) ∈ D ⊂ R 2 and the vector Ω is usually described by a polar angle β measured with respect to a fixed axis in space and a corresponding azimuthal angle ϕ. If we introduce µ = cos β, we may denote dr = dxdy, dΩ = sin βdβdϕ = −dµdϕ.
To solve the radiative transfer equation numerically, we must discretize the spatial variables and the angular variables to obtain a system of simultaneous equations. In the discrete-ordinate method (DOM), the radiative transfer equation ( 
where I m,l (r) = I(r, ζ m , η l ) is the radiative intensity in the direction (ζ m , η l ), ω m,l is the quadrature weight with m ′ ,l ′ ω m ′ ,l ′ = 4π (in this paper we assume ω m,l > 0 for all m, l, which is correct for all the quadratures that we use in the numerical tests), and S I(r, ζ, η)dζdη
In most applications of the DOM, S N or T N quadratures are used [13] . More details can be found in Section 5 when we give numerical examples.
The one-dimensional steady radiative transfer equation
The steady transfer equation in one-dimensional planar geometry can be described as follows,
where I(x, µ) is the radiative intensity in the direction µ and the spatial position x. The boundary condition for the equation (2.3) is specified as
where I l and I r are the prescribed radiative intensity on the left and the right boundaries, respectively.
For each discrete direction m, one obtains a spatial differential equation as follows,
where M is the number of directions, µ m is the direction cosines along the x-coordinate of the direction m, ω m > 0 is the quadrature weight with m ω m = 2 and I m (x) = I(x, µ m ) is the radiative intensity in the direction m.
The one-dimensional unsteady radiative transfer equation
We assume the range of the time variable as 0 < t ≤ T , then the unsteady isotropically-scattering transport problem in planar geometry is described as follows,
where c is the speed of photon.
For the above unsteady radiative transfer equation, we need to specify the boundary condition
and the initial condition as
Similarly, the discrete-ordinate approximation for the unsteady radiative transfer equation in planar geometry can be written as
2.2 The DG method for the discrete-ordinate radiative transfer equation
In this paper, we employ the DG method to discretize the spatial variables of the discrete-ordinate radiative transfer equations. Here we first take the one-dimensional radiative transfer equation as an example to show the form of the DG discretization for this kind of equations. The specific form of the DG scheme for the two-dimensional radiative transfer equation will be given in Section 4.
Without loss of generality, we denote
We define the finite-element space consisting of the following piecewise polynomials
where P k (S i ) denotes the set of polynomials of degree up to k defined in the cell S i . It is noted that functions in V k h may be discontinuous across cell boundaries. Due to the discontinuous nature of the spatial approximation, functions I h m (x) ∈ V k h are doublevalued at interior nodes (cell boundaries) x i+1/2 for i = 1, · · · , N x − 1. Consider a node x i+1/2 separating two cells S i and S i+1 . For the convenience of the following discussion, we will use the notation I m,i (x) to denote the polynomial solution of I h m inside the cell S i . The left and right values of I h m (x) at the node x i+1/2 are therefore given by
respectively.
2.2.1
The DG method for the one-dimensional steady radiative transfer equation
We consider a given direction µ m , and only illustrate the case of µ m > 0, as a similar procedure can be repeated for µ m < 0. By applying the upwind principle to determine the numerical flux at the cell boundaries, the DG method for solving (2.5) is defined as follows: find the unique function
where
The DG method for the unsteady radiative transfer equation
The DG method, with backward Euler time discretization, for solving the unsteady DOM transfer equation (2.9) is similar to the steady state scheme (2.11). When the n-th time step solution I n m,i (for all m = 1, · · · , M and i = 1, · · · , N x ) is known, we would like to find polynomials I n+1 m,i ∈ P k (S i ), for all m = 1, · · · , M and i = 1, · · · , N x , such that
, and ∆t n = t n+1 − t n is the time step size. We use backward Euler in order to avoid the extreme constraint on the time step for explicit time stepping due to the high speed c. Of course, higher order implicit time stepping methods can also be used, but our discussion in this paper is restricted to first order backward Euler time stepping.
The solution algorithm for the DG method
The discrete set of algebraic equations in the DOM-DG schemes such as (2.11) and (2.13) is usually solved by an iteration method in an optimal sweeping order. This is usually referred to as the grid sweeping algorithm. For a specific discrete direction, the optimal marching procedure starts from a cell located at a corner of the computational domain. We determine the corner where the calculation begins for each specific discrete direction by the sign of the direction cosines such as µ m for onedimensional problems and (ζ m , η l ) for two-dimensional problems under consideration in a way that the upstream cell boundaries lie on the boundary of the domain. 
m,i−1 (x i−1/2 ) (for i = 1 this is taken as the given boundary condition) and the other (ℓ + 1)-th iteration solution needed on the right hand side of (2.14) have already been computed in the sweep, the SI solver (2.14) is completely local in cell S i , thus can be very efficiently computed. The initial iteration values I (0) m,i can be determined arbitrarily (e.g. by the boundary conditions). The source iteration process continues until a prescribed convergence criterion is satisfied, in our numerical experiments this is taken as when the maximum residue is less than 10 −14 . In the SI method, each ordinate is solved independently while the couplings between different ordinates are deferred to the integral term involving φ ( * ) i (x), which uses a mixture of information from both (ℓ + 1)-th (when available) and ℓ-th iterations.
Similarly, the SI method solving the DG scheme for the unsteady radiative transfer equation (2.13) can be described as follows
(2.16)
3 High order positivity-preserving DG scheme for the discreteordinate radiative transfer equation in one spatial dimension
Generally, higher order approximations for radiative intensity may provide more accurate solutions but artifacts might appear such as negativeness of the solutions. In this section, we first discuss how to design a high order positivity-preserving DG scheme for both the steady radiative transfer equation and the unsteady radiative transfer equation in one spatial dimension. In the next section,
we will propose a high order positivity-preserving DG scheme for the two-dimensional radiative transfer equation.
3.1 High order positivity-preserving DG scheme for the one-dimensional steady discrete-ordinate radiative transfer equation
We denote
as the N -point Gauss-Lobatto quadrature points in the cell S i andŵ α > 0 (α = 1, 2, · · · , N ) as the corresponding quadrature weights, where N could be chosen as the smallest integer satisfying 2N − 3 ≥ k. However, in this paper, in order to make the rotational limiter simpler, we choose N = k + 1 so that the k-th degree polynomial solution can be completely and uniquely determined
by its values at these Gauss-Lobatto points. For a polynomial I m,i (x), denote byĪ m,i its cell average in S i (from now on, we denote byf the cell average of the function f ), then we havē
We aim to develop a high order positivity-preserving DG scheme for solving the discrete-ordinate steady radiative transfer equation (2.5) . That is, if we know the source term, the values of I at the domain boundary, {I Consider again the case of µ m > 0. If we take the test function b i (x) = 1 in (2.14), then we obtain σ t
From the above assumption, we knowq m,i ≥ 0,φ
, then by (3.1) and the mean value theorem, we can deduce that the following convex combination
]. Thus it is also easy to see that at least one of I
We remark that (3.2) states that the original DG solution obtained by (2.14), without being limited yet, is nonnegative at least at one point in the cell. This is crucial for the success of the limiter to be introduced later. In the work of Zhang and Shu [33, 35] , the original DG solution has a nonnegative cell average, then a simple scaling limiter can be applied to bring the whole polynomial at the desired Gauss-Lobatto points to be nonnegative, without sacrificing the original high order accuracy. An obvious idea here would be to adopt a similar scaling limiter, which can be described as follows,Î
Then we can easily verify thatÎ
This is exactly the scaling limiter used in Zhang and Shu [33, 35] , with the cell averageĪ m,i (x) at different points inside the cell S i . It is proved in [33, 35] that the scaling limiter withĪ In order to keep the high order accuracy of the method as well as the positivity-preserving property of the radiative intensity, we adopt an alternative positivity-preserving limiter which will be illustrated in the following subsections. As shown above, at least one ofĪ
is non-negative. The limiting strategy depends on which one is non-negative. IfĪ
≥ 0, then the same scaling limiter as introduced in [33, 35] is employed which will be introduced in subsection 3.1.1, otherwise a rotational limiter is applied which will be described in subsection 3.1.2.
The scaling limiter
≥ 0, we apply the scaling limiter [33] to modify I (ℓ+1)
This scaling limiter can keep the original high order of accuracy of the unlimited polynomial, as proved in [33] . Here we only state the conclusion in the following proposition. [33] ) Assume I 
Proposition 1. (Zhang and Shu

The rotational limiter
First, we recall a few notations about the rotational transformation. For simplicity of notations, we denote the end point x i+1/2 as x c and I m,i (x i+1/2 ) as I c . Similarly, for any points x, x ′ ∈ S i , the values of the radiative intensity at these points are denoted as I and I ′ respectively. As shown in Figure 3 .1, let the point P (x, I) be rotated clockwise for an angle θ around the point C(x c , I c ), which is called the center of rotation, and reach the point Q(x ′ , I ′ ). We also denote AB as the line segment between the points A and B and |AB| as the Euclidean length of AB, respectively.
The rotational transformation can be written as a vector multiplied by a matrix calculated from the angle θ as follows,
where the rotational matrix M is defined as cos θ sin θ − sin θ cos θ .
Suppose I ′ = 0, then it is easy to verify that the value of θ can be computed by the following 
Now, just like in the scaling limiter case, we assume I m,i (x) is a k-th degree polynomial defined in the cell S i which approximates a smooth function I(x) ≥ 0 to (k + 1)-th order accuracy, and
We would like to obtain a limited polynomialÎ m,i (x) with rotation, such that
.., N , while maintaining the same (k + 1)-th order accuracy for approximating I(x). For the convenience of description, we callx α i to be a negative Gauss-Lobatto point if I m,i (x α i ) < 0.
The rotational limiter algorithm:
1. For each negative Gauss-Lobatto pointx α i in the cell S i , compute the rotation angle θ α m,i by (3.7) so that the point (
is not a negative Gauss-Lobatto point, then we set θ α m,i = 0. 
From the definition of the rotational limiter, we can clearly see thatÎ m,i (x α i ) ≥ 0 for all α = 1, ..., N . That is,
the rotational limiter is positivitypreserving.
Next we will show that the above described rotational limiter can maintain the original high order accuracy. First we introduce the following lemma. 
Proof: Suppose the point O is the foot of the perpendicular projection of P to AB. We first show that |OQ| ≤ Ch k+1 . Let x =x α i be one of the Gauss-Lobatto points in the interval AB, then
An essential observation is that
Since I c > 0, I < 0, we have, for constants C 0 , C 2 > 0,
where ξ ∈ [x, x c ]. Also, since I = I h (x) < 0 and I(x) ≥ 0, we have |I| ≤ |I −I(x)| = |I h (x)−I(x)| ≤ C 3 h k+1 for some constant C 3 . Therefore, the numerator of the coefficient to I on the right side of 
Hence the coefficient itself is bounded by a constant C 5 , which, by (3.9), implies
It remains to show that tan θ 2 ≤ Ch k . Let the point R be the midpoint of P Q as shown in Figure 3 .2. Since |OQ| ≤ C 6 h k+1 and |P O| = |I| ≤ C 3 h k+1 , we have |P R| ≤ C 7 h k+1 where
This completes the proof. Proof: In the transformation (3.6), we take x =x α i , x ′ =x
After a simple manipulation, the above equation can be rewritten as followš
From the equality (3.11), we can obtain
Substituting the above expression of I(x α i ) − I m,i (x N i ) into the equality (3.10), we obtaiň
By using the result of Lemma 1, it is straightforward to prove that
.., N , which implies thatÎ m,i (x) approximates the function I(x) with (k + 1)-th order accuracy in S i .
This completes the proof.
The easiest way to implement the rotational limiter is through the values of the limited polynomialÎ m,i (x) at the N = k + 1 Gauss-Lobatto points, as described above. This would involve a Lagrangian basis set (consisting of basis functions which achieve the value 1 at one Gauss-Lobatto point and 0 at other Gauss-Lobatto points). If other basis functions are used, a change of coefficients under different basis sets is needed. We emphasize that neither the DG method itself nor the rotational limiter depends on the particular choice of basis functions for the implementation.
We now summarize the limiting procedure to obtain a high order positivity-preserving scheme for solving (2.14) as follows. Here we assume that the values of radiative intensity at the boundary and the cell average of the extra source termq i are all positive. 
is bounded by and strength. This is to say that our limited scheme satisfies the classical Lax-Wendroff theorem [14] , which is the main purpose of using conservative schemes. 
The implementation for the other three cases can be obtained symmetrically.
The DOM equation of (2.2) solved by the source iteration method can be written as
Similarly as the case in one spatial dimension, I The DG method for the equation (4.1) in a rectangular cell S i,j can be written as
4.2
The high order positivity-preserving DG scheme for the two-dimensional steady radiative transfer equation
where, for any function p, we denotẽ
That is, we use( ·) to denote the cell averaging operator in the x-direction,( ·) to denote the cell averaging operator in the y-direction, and( ·) to denote the two dimensional cell averaging operator in the cell S i,j .
In the cell S i,j , by the mean value theorem, there exists (ξ, ν) ∈ S i,j such that m,l;i,j (y j+1/2 ) is nonnegative. Again, we emphasize that this nonnegative result is a property of the DG scheme which is valid before the limiter is applied in the current cell S i,j .
We denote the Gauss-Lobatto points in the cell S i,j as G i,j = G i × G j , where
For convenience, we denote the Gauss-Lobatto points in G i,j asr
Next, in order to obtain a nonnegative solution, we will perform either the positivity-preserving scaling limiter or the positivity-preserving rotational limiter on I m,l;i,j (x, y), depending on which is nonnegative amongĨ
m,l;i,j (y j+1/2 ).
The positivity-preserving scaling limiter in two spatial dimensions
IfĨ m,l;i,j is nonnegative, we will employ the scaling limiter proposed in [33] , which can be described
Then for allr
, α 1 , α 2 = 1, .., N , it is easy to check thatÎ m,l;i,j (r
) is nonnegative. This scaling limiter maintains the original (k + 1)-th order accuracy, as proved in [33] .
The positivity-preserving rotational limiter in two spatial dimensions
IfĨ m,l;i,j is negative, then at least one ofĨ
m,l;i,j (y j+1/2 ) should be nonnegative by (4.3). In this case, the limiting procedure consists of a one-dimensional scaling limiter on the relevant cell boundary followed by a two-dimensional rotational limiter around this cell boundary.
For simplicity, we only illustrate how to implement the limiting procedure whenĨ (ℓ+1) m,l;i,j (x i+1/2 ) ≥ 0. First we modify the polynomial I m,l;i,j (x, y) ∈ V k h (S i,j ) as follows. At the right boundary of the cell x = x i+1/2 , we apply the one dimensional scaling limiter to obtaiň
where the parameter λ is determined as
This determines the modified polynomialǏ (ℓ+1) m,l;i,j (x, y) at the right boundary of the cell x = x i+1/2 , which is positive at the Gauss-Lobatto points along this cell boundary
We then take the difference ofǏ (ℓ+1) m,l;i,j (x, y) and I (ℓ+1) m,l;i,j (x, y) at the Gauss-Lobatto points along the right boundary of the cell x = x i+1/2 :
Clearly, we have
since the one-dimensional scaling limiter does not affect the order of accuracy [33] . We now modify the values of I (ℓ+1) m,l;i,j at the other Gauss-Lobatto points aš
Finally, the modified polynomialǏ
m,l;i,j (x, y) is determined by the unique interpolation polynomial in Q k satisfying (4.11). Clearly, the modified polynomialǏ 
The final limited polynomialÎ
Numerical results
In this section, we perform numerical experiments in one-and two-dimensions to validate the properties of high order accuracy and positivity-preserving of our DG schemes. Regarding the discrete-ordinate quadrature rule, we adopt the Legendre-Chebyshev P N -T N quadrature [13] in which the µ-levels are equal to the roots of the Gauss-Legendre quadrature, and the azimuthal angles are determined from the roots of the orthogonal Chebyshev (T N ) polynomials. To be more specific, S 8 and P 8 -T 8 are used for all the following one-dimensional and the two-dimensional tests with non-zero scattering terms respectively, unless otherwise stated.
Example 1. (The accuracy test of the DG schemes for the one-dimensional steady radiative transfer equation)
In this test, we solve the absorbing-scattering radiative transfer problem described by the equation (2. 3) with σ t = 1000, σ s = 1, q(x, µ) = −4πµ 3 cos 3 πx sin πx + σ t (µ 2 cos 4 πx + a) − σ s (a + cos 4 πx 3
).
Here a = 10 −14 is a small positive constant which is used to ensure the source term to be nonnega-
The boundary condition is given as follows
For this problem, we have the exact solution given as I(x, µ) = µ 2 cos 4 πx + a. To simulate the one-dimensional unsteady transfer equation (2.9) , the same domain and parameters σ t , σ s and a are taken as those in the previous example. The source term is given as
). The exact solution for this model is I(x, µ, t) = µ 2 cos 4 π(x + t) + a.
The final computational time is t = 0.1. Since our DG schemes are designed implicitly, there is no limitation on the time step for the stability requirement. But as the time derivatives are discretized by the Euler backward time stepping in our DG schemes, the schemes are high order accurate in space and but only first order accurate in time. In order to verify the spatial accuracy of the DG schemes with our limiter, we choose a small time step ∆t = 10 −3 in order to make the spatial error dominate. For this problem, the DG schemes without the positivity-preserving limiter Table 5 .4: Errors of the P 4 DG scheme for the 1D steady radiative transfer equation In this case, the problem has the exact solution given as follows,
For this problem, numerically negative radiative intensity appears if the positivity-preserving limiter is not used in the high order DG schemes. For this absorbing-scattering radiative transfer problem, we can obtain its exact solution as follows, I(ζ, η, x, y) = 1 + ζη sin πx sin πy.
Example 4. (The accuracy test of the DG schemes for the two-dimensional steady radiative trans-
2)
The errors and orders of accuracy for the {P 1 , P 2 , P 3 , P 4 } DG schemes are listed in Tables 5.13- 5.14 respectively. This example is mainly used to test the accuracy performance of our schemes for solving the highly coupled 2D absorbing-scattering model. On the other hand, this is not a highly demanding example in terms of positivity-preserving, as the original DG schemes without the positivity-preserving limiter can already maintain positivity in most cases. From all these tables, we can see the desired order accuracy both in the L 2 -norm and L ∞ -norm for the radiative intensity, which demonstrates the high order property of the DG schemes to simulate this kind of highly coupled radiative transfer model.
Next, we will test the positivity-preserving performance of our DG schemes when they are used to solve problems with discontinuities. In all the following tests, the radiative intensity does become negative numerically, especially in the region where the values of the radiative intensity should be equal to 0, if the DG schemes without the positivity-preserving limiter are adopted. Also notice that, since we have not used any non-oscillatory limiters such as the total variation bounded (TVB) limiters [28, 5, 3] or the weighted essentially non-oscillatory (WENO) limiter [26, 36, 37] , there are some localized spurious oscillations near the discontinuities in the numerical solution, which are not eliminated by the positivity-preserving limiter if they are not near zero. For this problem, it has the exact solution given as follows,
In this test, negative solution will appear if we do not adopt the positivity-preserving limiter in the DG schemes with higher than first order, while the DG schemes with the positivity-preserving limiter can always maintain the nonnegative solution. Figure 5 .4 plots the contours of the radiative intensity simulated by the {P 1 , P 2 , P 3 , P 4 } DG schemes with the positivity-preserving limiter respectively. In the pictures, we mark the cells where the positivity-preserving has been enacted by discrete white points as well. 
Concluding remarks
In this paper, we present a methodology to construct positivity-preserving discontinuous Galerkin (DG) schemes in one-and two-dimensional spaces for steady and unsteady radiative transfer equations. We develop a positivity-preserving limiter, which is a combination of the (now well known) scaling limiter in [33] and a new rotational limiter. It can be proved that this limiter keeps the radiative intensity nonnegative and also maintains convergence to weak solutions with the originally designed high order accuracy in smooth regions. The numerical results of steady and unsteady radiative transfer problems demonstrate the effectiveness of our high order positivity-preserving DG schemes. Although in this paper we only discuss the scheme on rectangular meshes up to two spatial dimensions, it can be extended to arbitrary meshes and to higher dimensions. The generalization of the positivity-preserving DG schemes to other coordinates such as cylindrical and spherical coordinates, and a combination of this limiter with various acceleration techniques for faster iterative convergence, constitute our future work. In this paper, we have not used any nonoscillatory limiters such as the total variation bounded (TVB) limiters [28, 5, 3] or the weighted essentially non-oscillatory (WENO) limiter [26, 36, 37] , hence there are some localized spurious oscillations near the discontinuities in the numerical solution, which are not eliminated by the positivity-preserving limiter if they are not near zero. A combination of the positivity-preserving limiter with the traditional TVB or WENO limiters will also be studied in future work.
Appendix
In this appendix, we will show that the limiter (3.3) can guarantee the original second order accuracy for I (ℓ+1) m,i (x) ∈ P 1 (S j ), but may lead to accuracy degeneracy for I (ℓ+1) m,i (x) ∈ P 2 (S i ). We will drop the superscripts and subscripts here as they are irrelevant to our accuracy study, and will simply use a subscript h to denote its relationship to the mesh size. We assume the k-th degree polynomial I h (x) approximates a smooth function I(x) ≥ 0 to (k + 1)-th order accuracy.
We only consider the case ξ = x i+1/2 , i.e. I h (x i+1/2 ) ≥ 0 in (3.3). The limiter is given aŝ I h (x) = λ(I h (x) − I h (x i+1/2 )) + I h (x i+1/2 ) with λ = min I h (x i+1/2 ) I h (x i+1/2 ) − z i , 1 , z i = min This implies that the limiter (3.3) has maintained the designed second order accuracy if I h (x) ∈ P 1 (S i ).
If I h (x) ∈ P 2 (S i ), we will give a counter example to illustrate that the limiter (3.3) may lead to a lower order of accuracy.
Example: Let S i = [−h + h The fact I h (h which implies the degeneracy of the order of accuracy.
