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Abstract. We consider the problem of deciding whether or not a graph has a vertex k-colouring, 
restricted to the class of graphs in which each vertex has degree at least an, where a is a fixed 
positive constant and n is the number of  vertices of the graph. We show that there is a deterministic 
polynomial time algorithm for this problem when a > (k - 3)/(k -2 )  and that this is best possible. 
We also consider the corresponding enumeration problems. 
1. Introduction 
It is well known that the problem of deciding whether or not a graph has a 
3-colouring (of vertices) is NP-complete ven when restricted to graphs with low 
vertex degrees---in particular, if no vertex has degree xceeding 4. However, follow- 
ing their development ofa randomized algorithm which performed well at colouring 
graphs with fairly high average vertex degree, Petford and Welsh [3] conjectured 
that there is a deterministic polynomial time algorithm for deciding the k-colouring 
problem on the class of graphs in which every vertex has degree at least an, where 
a is a fixed positive constant and n is the number of vertices of the graph. Farr 
(personal communication) proved this for the case k -  3 and a > ½. The object of 
this note is to prove the conjecture for a > (k-3)/(k-2) and to show that this is 
best possible. We also consider the corresponding enumeration problems. 
2. Decision problems 
Notation: Let G--(V, E) be an undirected graph. Then we write 8(G) for the 
minimum vertex degree of G. 
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Definition 2.1. For each fixed integer k and rational number a with 0 ~< a < 1, we 
define the problem H(k, a)  as follows: 
Input: Graph G = (V, E) with IV I = n and 8(G)/> an. 
Question: Is G k-colourable? 
For example, the problem/7(3,  0) is the problem GRAPH 3-COLOURABILITY. 
Lemma 2.2. For a fixed integer k >I 3 and fixed ot such that 0 <~ a <~ (k - 3)/(k - 2), 
the problem/7(k, or) is NP-complete. 
Proof. Membership in NP is clear. For the completeness, it suffices to prove the 
case a = (k -3 ) / (k  -2 ) .  We reduce the problem of deciding whether or not a graph 
is 3-colourable to this problem. 
Given a graph G = (V, E) with [V[ = n, the reduction is as follows: we add sets 
I I1, . . . ,  Vk-3 of new vertices uch that IV~I= n for i=  1 , . . . ,  k -3 ,  and a new edge 
e = (x, y) whenever x e V~, y ~ Vj and i ~ j  or x s V and y e V~ for some i. Let the 
resulting raph be G'= (V', E'). Then N = IV'] = (k -2 )n  and the minimum vertex 
degree ~(G') is (k -3 )n  so that 8(G ' )>~(k -3)N/ (k -2 ) .  
Finally, G' is k-colourable if and only if G is 3-colourable and it is clear that G' 
can be constructed in polynomial time. [] 
Notation: We say that a vertex v of a graph G is completely joined to a subgraph 
H of G if, for all u ~ V(H) ,  (v, u) ~ E(G) .  
For the next two lemmas, let k be a fixed integer i>3 and a be a fixed rational 
number such that (k -3 ) / (k -2 )< a < 1. Let G=(V,  E) be a graph with n = I VI 
and 8(G) i> a I V I. 
Lemma 2.3. There is a constant "r> 0 depending only on a and k such that every vertex 
v of G is completely joined to at least 71 V[ k-2 (k-2)-cliques. 
Proof. If k = 3, the result is immediate with y = a. So suppose k/> 4. 
Let v be any vertex of (3, and choose N = [an ] of its neighbours to form a set 
S. Then each element v' of S has at least N neighbours and since at most n -  N 
vertices of G lie outside S, at least 2N-n  of the neighbours of v' are in S. So the 
graph induced by the set S of vertices has minimum vertex degree p where 
p>~2N-n~> N(2-1 /a )  
k -2  ) 
>N 2 k -3  t-7/ for some ~ > 0 independent of N 
k -4  
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t now follows from a result of [1, p. 301] that the graph induced by S contains at 
east yn k-2 (k-2) -c l iques,  where y depends only on k and 77. [] 
~emma 2A. The problem II ( k, a) can be solved in polynomial time. 
?roof. The following algorithm solves the problem in polynomial time. We first 
:onstruct a 0-1 matrix as follows: the columns are indexed by the vertices of G and 
he rows by the (k-2) -c l iques of (3. The position corresponding to a vertex v and 
t (k -2 ) -c l ique  H is 1 if v is completely joined to H and is 0 otherwise. 
Note that there are no more than n k -2  rows  and that, by Lemma 2.3, each column 
:ontains at least yn k-2 l 's. Hence, some row must have a proportion of l's which 
s at least y. We remove such a row and all of the columns for which there is a 1 
in this row. The resulting matrix has the same property that each column has a 
proportion of l's which is at least y, hence, so must some row. Hence, the process 
:an be repeated until no columns remain. 
Each iteration of the process removes a proportion at least y of the columns, 
hence, after r iterations the number of columns remaining is at most n(1 - y) :  Let 
A be the first r such that no columns remain. Then n(1-y)X- l~>l ,  so that 
A ~< (log n / - log(1  - y)) + 1. 
Now the ~t rows removed correspond to a set T of (k - 2)-cliques uch that IT I = A 
and every vertex of G is completely joined to an element of T. Furthermore, 
I TI <~ C log n, where C is a constant depending only on a and k. Let U be the union 
of the vertex sets of the members of T, and consider a fixed colouring f :  U-* 
{1, 2 , . . . ,  k}. Note that each element of T receives k -2  different colours. For any 
such fixed colouring of U, and for each v ~ V\ U, the set S(v) of possible colours 
for v has size at most 2 (the other k -  2 colours are excluded since v is totally joined 
to an element of T). Let V\ U = {v~,. . . ,  v=}. We construct an instance of 2SAT as 
follows: the variables are xo, 1 ~i<<. m, 1 <~j<~ k (x o is to be interpreted as 'vertex 
v~ has colour j ' )  and the clauses are: 
(i) {x i]jeS(v )} 
(ii) 
(iii)  nj} 
for l<~i<-m, 
for l<~i<~m, l<~j<h<~k, 
for (v, vh)~E and l~<j<~/c 
It is clear that the colouring f can be extended to a k-colouring of G if and only 
if this instance of 2SAT has a satisfying assignment. (Note that a clause of type (i) 
may be empty, in which case the instance is automatically unsatisfiable.) Since there 
is a polynomial time algorithm for 2SAT [2], we can decide in polynomial time 
whether or not f can be extended to a k-colouring of (3. 
Hence, to determine whether or not G is k-colourable, we can try all possible 
assignments of the colours 1 , . . . ,  k to the elements of U, and whenever a (proper) 
colouring f of these vertices is obtained we can test in time bounded by a fixed 
polynomial p(n) whether or not the colouring f can be extended to a k-colouring 
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of the whole of G. Since there are at most k c(k-2)~°g" possible assignments of k 
colours to U, the whole algorithm runs in polynomial time. [] 
Together Lemmas 2.2-2.4 give the following theorem. 
Theorem 2.5. Let k be an integer >13. Then, 
(i) i f  0 << - ot <<- (k -3 ) / (k -2 ) ,  H(k,  ol) is NP-complete; 
(ii) i f  a>(k -3) / (k -2 ) ,  I I (k,  a)sP .  
If k = 3, part (i) is just the statement that GRAPH 3-COLOURABILITY is NP- 
complete. However, we can state the following lemma. 
Lemma 2.6. Let C, 7 ! > 0 be fixed. Then the following problem is NP-complete. 
Input: Graph G = ( V, E)  with IV[ = n and 8 ( G ) >~ Cn 1-'7. 
Question: Is G 3-colourable ? 
Proof. We reduce 3-colourability to this_ problem. Given any graph G, let K = 
(3C)1/'7n (~-'m" and construct, for i = 1 , . . . ,  n, a graph Bi isomorphic to the complete 
bipartite graph KK.K. Form a new graph G' by taking the union of G, B1, . . . ,  B, 
and adding new edges joining vi to each vertex of B~ for i = 1 , . . . ,  n. Clearly, G' 
can be constructed in polynomial time and is 3-colourable if and only if G is. 
Every vertex of G' has degree at least K and G' has n + 2Kn vertices. However, 
K >t C(n+2Kn)  1-'7 since 
K / (1 + 2K ) ~-n >t ]K"  >! Cn 1-'7. 
The result follows. [] 
3. Enumeration problems 
We now consider the problem of counting the number of colourings which a 
graph has, with the same restrictions on vertex degree. It should be noted that a 
colouring is regarded simply as a partition of the vertices, so that permuting the 
colours does not give rise to a new colouring. We shall, however, use colours as 
names for the equivalence classes. 
We find that the counting problem is in some cases apparently harder than the 
corresponding decision problem. First, we define the problems to be considered. 
Definition 3.1. For each fixed integer k, and rational number o~ with 0<~ a < 1, we 
define the problem #H(k ,  a)  as follows: 
Input: Graph G=(V,  E)  with [V[=n and 8(G)>>-an. 
Question: How many k-colourings of G are there? 
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Lemma 3.2. For any a, 0 <~ a <½, the problem #/-/(3, a) is #P-complete. 
Proof. The problem is clearly in #P. To prove completeness, we give a polynomial 
time Turing reduction to this problem from the # P-complete problem of counting 
the number of satisfying assignments of an instance of 2SA'rISFIAmLITV [4]. 
Suppose that we have such an instance, with n variables and M clauses. We may 
assume that each clause contains exactly two literals, since any variable which occurs 
in a singleton clause can be removed from the instance. 
We construct agraph G = ( V, E) as follows. First we construct acomplete tripartite 
graph with vertex set B u R u Y, where IB] = I YI = N and IR I = 1, and B, R, and Y 
are pairwise disjoint. Every other vertex of G will be joined to every vertex of B 
or Y. 
For each variable xi we add vertices xi, ~i which are joined by an edge and each 
x~, ~ is completely joined to B. Now, for each clause C~ = {u~, u2}, we add the new 
2 3 ~ 2 w~}. For each j, we add the edges (u~ z~),(z~,w~), vertices Vi = {z~, zi, zi, wi, wi, 
1 1 2 3 3 2 (w~, u2); also, we completely join w~, z~, wi, and z~ to Y and wi and zi to B. This 
forms the graph G. 
Consider any satisfying assignment ~ We obtain 3-colourings of G from this as 
follows; first we assume that the sets Y, R, and B have colours yellow, red, and 
blue, respectively (this establishes names for the parts of the partition). Then any 
literal which is true under a is coloured yellow; otherwise, it is coloured red. Then, 
for each clause C~, there are precisely two ways of 3-colouring V~. Hence, we obtain 
2 M 3-colourings of G from a in this way. Furthermore, every 3-colouring of G 
arises from a unique satisfying assignment in this way, so the total number of 
3-colourings of G is $2 ~, where S is the number of satisfying assignments. 
Hence, if the number of 3-colourings of G is known, then the number of satisfying 
assignments can easily be calculated. It is clear that the above construction can be 
performed in polynomial time. 
Finally, note that [V I=2N+I+2n+6M and that 6(G)>>-N. Therefore, since 
M =O(n2), for any fixed a <½, we can find an integer r such that, with N= n ~, 
8(G)>~ a lV  [ for large enough n. This completes the proof. [] 
As a corollary we have the following lemma. 
Lemma 3.3. For any integer k >>- 3 and a such that 0 <~ a < ( k - 2) / (k - 1 ), the problem 
# H (k, a ) is # P -complete. 
ProoL We reduce from the special case k = 3 proved above. First, to simplify the 
proof, note that by taking [R] = 2 instead of 1 in the above lemma we can assume 
that the graphs G constructed there have even order. Also, they are not 2-colourable. 
Set fl =max{½(a(k -1 ) - (k -3 ) ) ,O} .  Then/3<½, hence, the problem #// (3, /3)  is 
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#P-complete. Given a nonbipartite graph G '= (V', E')  with 8(G')/> 13[ V'I, and 
[V'[ = 2N say, we add to V' new sets of vertices V~, i = 1, 2 , . . . ,  k -3 ,  such that 
I V~[= N for each i. We then join v to w if v e V~, w e Vj, and i ~ j and join every 
vertex in V' to each new vertex. This gives a new graph G = (V, E)  such that the 
number of k-colourings of G equals the number of 3-colourings of G'. 
Also, ] V I = (k - 1) N and 
6(G)>~ 2/3N + (k -  3 )N  ~ > a(k -  1)N= alV I. 
Hence, #/ / (k ,  a)  is #P-complete. [] 
On the other hand, we have the following lemma. 
Lemma 3.4. For any integer k >>- 3 and fixed a such that a > ( k - 2)/ (k  - 1 ), the problem 
# Fl ( k, a) can be solved in polynomial time. 
Proof. Let a > (k -2 ) / (k -  1), and let G be a graph with 8 (G)~ > an, where n = iV[. 
Then, by Lemma 2.3 with k replaced by k + 1, we find that there is a constant 3' 
depending only on a and k such that each vertex of G is completely joined to at 
least yn k-1 (k -1) -c l iques  in G. Then, as in Lemma 2.4, it follows that there is a 
set T of (k -  1)-cliques of G such that [T[ <~ C log n for some constant C depending 
only on a and k, and each vertex of G is completely joined to an element of T. 
Hence, a k-colouring of G is completely determined by its restriction to the set U 
of vertices of elements of T. Since [~J[ <~ C(k- 1)log n, the number of such restric- 
tions is <~ kc(k-1)l°g" which is polynomially bounded. Hence, it is possible to check 
each of these possible k-colourings and determine the number of k-colourings of 
G in polynomial time. [] 
We sum up Lemmas 3.2-3.4 in the following theorem. 
Theorem 3.5. For any integer k >~ 3, we have 
(i) #II (k ,  a) is #P-complete if a <(k -2) / (k -1 ) ;  
(ii) #H(k ,  a )eP  i f t z>(k -2) / (k -1 ) .  
Thus, we see that for ot satisfying 
(k -3 )  < < (k -2 )  
(k -2 )  a (k - l ) '  
the decision problem is solvable in polynomial time, whereas the corresponding 
counting problem is #P-complete and so probably intractable. 
Remark. Unl ike the case of the decision problem, the threshold value a = 
(k-2)/(k-1) seems to be more difficult and we have not been able to solve this 
case. 
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