Abstract. Let B denote the open unit ball in R n for n ≥ 2 and dx the Lebesgue volume measure on R n . For α > −1, the (weighted) harmonic Bergman space b 2,α (B) is the space of all harmonic functions u which are in
Introduction
Let B denote the open unit ball in R n (n ≥ 2) with boundary S. For −1 < α < ∞ let V α be the measure on B defined by dV α (x) = Γ(α + n/2 + 1) π n/2 Γ(α + 1)
where dx denotes Lebesgue volume measure on R n . Clearly V α is a probability measure on B. A result of this kind was first obtained for the Toeplitz operators T (α) f on the holomorphic Bergman spaces on the unit disc by Klimek and Lesniewski [12] . They even showed that the map f → T (α) f satisfies "Rieffel's deformation estimates":
is the Poisson bracket of f and g corresponding to the Poincaré symplectic form on D. These estimates yield a quantum deformation of the unit disc in a sense close to Rieffel's "strict deformation quantization". The parameter α plays the role of the reciprocal of Planck's constant. Similar results were also obtained by Coburn [7] in the contexts of the Fock spaces, by Borthwick, Lesniewski and Upmeier [6] for the weighted Bergman spaces on bounded symmetric domains in C n , by Bordemann, Meinrenken and Schlichenmaier [5] for the Hilbert spaces of holomorphic sections in the quantum line bundles over compact Kähler manifolds, and by Engliš [9] for the weighted Bergman space on smoothly bounded strictly pseudoconvex domains in C n . All of the above referred results are about the Toeplitz operators on holomorphic spaces, since the standard Berezin and Berezin-Toeplitz quantizations on a Kähler manifold are based on weighted L 2 -spaces of holomorphic functions. Recently, Engliš [10] explored the possibilities of using other function spaces instead, and he showed, in particular, that the Berezin-Toeplitz quantization based on harmonic Bergman spaces does not work, simply because the harmonic analogue of (1.3) fails. The main result of this note says that, however, (1.2) remains true in the harmonic Bergman spaces setting.
It should be noted that an extra radial assumption is made in Theorem 1.1, compared with the above referred results. For n even this assumption can be dropped. In fact, in that case, by identifying B and the unit ball of C n/2 and denoting by P
. Thus (1.1) follows from its analytic analogue, for all bounded continuous symbols. However, this reasoning fails when n is odd, and therefore we must take a different approach.
Preliminaries
Let H m (R n ) denote the space of all homogeneous harmonic polynomials on R n of degree m. A spherical harmonic of degree m is the restriction to S of an element of H m (R n ). The collection of all spherical harmonics of degree m will be denoted by H m (S). Let h m denote the dimension of the vector space H m (S). Although we will not use it, we remark that h m can be expressed in terms of binomial coefficients:
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We need the following lemma whose proof can be found in [16, Lemma 4.2].
Lemma 2.1. If f is a bounded measurable radial function on B, then each homogeneous harmonic polynomial of degree m is an eigenvector of T (α) f
with eigenvalue given by
Applying the above lemma to each p
We shall also make use of the Möbius transformations in several dimensions. We refer to [2] for the theory of these transformations.
Recall that the (full) Möbius group M (R n ) is the group generated by all similarities together with the reflection in the unit sphere
We denote by M (B) the subgroup which keeps the unit ball B invariant. As in Ahlfors [2] , for any ψ ∈ M (R n ), we denote by |ψ (x)| the unique positive real number such that ψ (x)/|ψ (x)| ∈ O(n). Here O(n) denotes the orthogonal group and ψ (x) the Jacobian matrix of ψ at x.
Of particular interest is the Möbius transformation ϕ a defined for each a ∈ B by
where x · a := x 1 a 1 + . . . + x n a n denotes the usual scalar product. ϕ a maps the unit ball B onto itself, thereby sending the point a into 0. Actually the most general ψ ∈ M (B) satisfying these conditions is of the form Kϕ a , where K ∈ O(n). We should remark that, although Ahlfors used the canonical mapping T a (= −ϕ a ) rather than ϕ a , we find it more convenient to work with ϕ a , since it is an involution.
As we will see below, it does not matter for our purposes whether or not ϕ a is sensepreserving.
In the next lemma, we summarize the properties of the mapping ϕ a which will be used later. The proofs can be found in [2] . Lemma 2.2. For every a ∈ B, ϕ a has the following properties:
(1) ϕ a (0) = a and ϕ a (a) = 0.
(2) ϕ a is an involution, i.e., ϕ a • ϕ a = I, the identity mapping.
The identity
The following evaluation formula is also needed.
Lemma 2.3 ([14, Lemma 2.1])
. For x ∈ B and α ∈ C, we have
Here 2 F 1 (α, β; γ; z) denotes the Gauss hypergeometric function
Berezin type transforms
In this section, we introduce a class of integral operators, called Berezin type transforms, which play an important role in the proof of Theorem 1.1. We believe that they are interesting in their own right and hope to study this kind of operator further in future publications.
For α > −1 and f ∈ L 1 (B, dV α ) define the Berezin-type transform B α of f by
where ϕ x is defined as in (2.4) and
Replacing y by ϕ x (y) in (3.1), we obtain a second formula for B α f :
Proof. Let us, for x, y ∈ B, introduce the temporary notation
Differentiation of (2.7) with respect to x yields
Applying this with ψ = ϕ y and replacing a with ϕ y (a), we have
In view of (2.6), this is just the same as
Then, using (2.5), we finally obtain
which gives (3.4).
Now we prove the "Möbius invariance" of the Berezin type transforms.
Proposition 3.2. Let α > −1 and a ∈ B. Then
Proof. For every y ∈ B, the Möbius transformation ϕ ϕ a (y) • ϕ a • ϕ y fixes the origin, hence is some orthogonal transformation K. Recalling that ϕ ϕ a (y) is an involution, we have
where in the second to the last equality we have used the fact that Kϕ y (a) = ϕ a (y), which also follows from (3.6).
Proposition 3.3. For any
as α → +∞.
Proof. It suffices to show that B α f (0) → f (0) as α → ∞, since the general situation follows by applying it to (f • ϕ x )j x , in view of Proposition 3.2. Note that
The rest of the argument is standard. Splitting B into a sufficiently small ball δB and a spherical shell B \ δB and correspondingly the integral, estimating the integral over δB by the continuity of f , and estimating the integral over B \ δB using the fact that f is bounded and that
we easily find that
The following proposition gives the relation between the Berezin type transforms B α and the Toeplitz operators T (α) f on the harmonic Bergman spaces.
Proof. As in Lemma 2.1, we denote by f * the function on [0, 1), for which f (x) = f * (|x|), for all x ∈ B. By integrating in polar coordinates y = rζ and using (2.8), we see that
This gives (5.4) after employing (2.3).
Remark 2. Korenblum and Zhu [13] proved that for a radial symbol the Toeplitz operator on the Bergman space of analytic functions on the unit disk is compact precisely when its Berezin transform vanishes at the unit circle. In [16] as an integral operator as follows:
Let L(b 2,α ) be the algebra of all bounded linear operators on
By the Schwarz inequality we have | T (z)| ≤ T , hence T is actually a bounded function on D. In particular,
Proof. Given ε > 0, by uniform continuity, there is a δ = δ(ε) so that |f (w)−f (z)| < ε/2 whenever |ϕ z (w)| < δ. Here ϕ z is the Möbius map interchanging 0 and z,
We have To estimate quantity (5.8), we note that for z = 0 it reduces to (5.9); while for z = 0,
The proof is complete. {f,g} → {f, g} as α → ∞. This implies that {f, g} = 0 for any f, g ∈ C ∞ (D), which is absurd.
