Enhancing data centre networking using energy aware optical interconnects by Glesk, Ivan et al.
Strathprints Institutional Repository
Glesk, Ivan and Osadola, Tolulope Babajide and Idris, Siti Khadijah 
(2013) Enhancing data centre networking using energy aware optical 
interconnects. In: 15th International Conference on Transparent Optical 
Networks (ICTON 2013), 2013-06-23 - 2013-06-27. , 
http://dx.doi.org/10.1109/ICTON.2013.6602926
This version is available at http://strathprints.strath.ac.uk/45198/
Strathprints is  designed  to  allow  users  to  access  the  research  output  of  the  University  of 
Strathclyde. Unless otherwise explicitly stated on the manuscript, Copyright © and Moral Rights 
for the papers on this site are retained by the individual authors and/or other copyright owners. 
Please check the manuscript for details of any other licences that may have been applied. You 
may  not  engage  in  further  distribution  of  the  material  for  any  profitmaking  activities  or  any 
commercial gain. You may freely distribute both the url (http://strathprints.strath.ac.uk/) and the 
content of this paper for research or private study, educational, or not-for-profit purposes without 
prior permission or charge. 
Any  correspondence  concerning  this  service  should  be  sent  to  Strathprints  administrator: 
strathprints@strath.ac.uk
Enhancing Data Centre Networking Using Energy Aware  
Optical Interconnects  
Ivan Glesk, Senior Member, IEEE Tolulope Osadola Member, IEEE, Siti Idris  
Department of Electronic and Electrical Engineering, University of Strathclyde, Glasgow UK. 
Tel: (+44) 141-548-2529, Fax: (+44) 141-552-4968, e-mail: ivan.glesk@strath.ac.uk 
ABSTRACT 
In a fast changing world where information technology drives economic prosperity, the number of data 
centres has grown significantly in the past few years. These data centres require large amount of energy in order 
to meet up with increasing demands. An overview of energy efficient optical interconnects as a means of 
reducing energy consumption without compromising speed and accuracy was presented. New methods by which 
energy efficiency can be achieved using OCDMA multiplexing techniques for future optical interconnections 
were discussed. We also presented some challenges that might inhibit effective implementation of the OCDMA 
multiplexing scheme.   
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1. INTRODUCTION 
As a result of recent developments in computing technology, more data enters are being built to 
accommodate both current and future demand for high speed computing [1]. Specifically, cloud computing has 
resulted in the need for large data centres to facilitate a consolidation of compute resources for processing and 
storage in both internet based (public) and enterprise (private) networks. The applications that are hosted in these 
data centers are contained in several servers and these applications could be cloud based applications, search 
engines, specialized software, etc.). They are extremely data-intensive and require constant communication 
between the numerous servers (storage servers, database servers, etc) in these data centers. This data transfers 
creates the need for high bandwidth and low latency communication networks between the servers in the data 
centers. As the numbers of these datacenters grow, service providers will continue to face the challenge of 
having to meet up with customer demand thereby creating a need for compute devices with higher processing 
power that can get the job done at the shortest possible time in order to maximize profit [2]. However, another 
challenge will be how to maximize the available energy resources in a way that will ensure sustainability. A 
device in a network can be regarded to be energy efficient if its energy consumption is proportional the amount 
of data it processes. In a datacenter, networking devices require about 15% of the total energy consumption [3]. 
Therefore, it is important that the amount of data transferred through the network infrastructure is large enough 
to justify this energy requirement. Electronic interconnect systems are limited by their communications 
infrastructure and the associated power dissipation at high-bandwidth. With the recent developments in nano-
scale silicon photonics there is increasing potential for the development of energy efficient optical 
interconnection networks that will ultimately improve performance-per-Watt of compute devices. Nano-scale 
integrated Silicon photonic devices, offer many relevant advantages to the construction of these networks, 
including high bandwidth achieved using wavelength division multiplexing, optical time division multiplexing 
(OTDM) or optical code division multiplexing (OCDMA). Recently, a novel hybrid Silicon-Plasmonics 
components/subsystems for the demonstration of a Tb/s scale router with ultralow power consumption, footprint 
and end-to-end propagation delay was reported [4]. In this paper we discuss recent developments in optical 
interconnection technologies towards achieving high speed-energy efficient networking. We analyze some 
potential multiplexing techniques and architectures that can potentially be implemented in future optical 
interconnect devices in order to achieve efficient traffic aggregation and ensure energy sustainability. We will 
also discuss the effects of environmental factors that might potentially mitigate the effective transmission of 
optical data.  
2. ENERGY EFFICIENT DATA CENTRE NETWORKS 
A data centre network consist of series of layers which are either physically or logically linked together to 
facilitate the transfer of information from one point to another. The servers which are usually arranged into racks 
are connected through a Top-of-the-Rack Switch (ToR). Traffic from these ToR switches are then aggregated by 
connecting them in a tree topology using links of higher capacity than the individual server links using aggregate 
switches. In larger networks, other layers can be used to aggregate the links further in order to ensure effective 
data transfer and also ensure reliability [5]. All of the devices /nodes in the network require switch ports with 
which they connect to the network. These ports serve as information conduits therefore the rate at which the 
ports are able to make decisions on information bits arriving at the ports, will determine the speed of execution 
of information request and compute demands. One disadvantage of current implementations of the layered 
architectural model of the data centre is that most of these high capacity electronic switches consume enormous 
amount of energy because of the many ports that they use to aggregate data from several servers. Also, in order 
to make forwarding decisions on data, it has to be first converted from the high speed optical domain to electrical 
domain and vice versa, this conversion process can create a bottleneck situation in electronic switches because of 
the limit in the speed of electronic processing. Several methods of eliminating the electronic bottleneck have 
been proposed [6] with the ultimate aim of achieving a transparent network architecture that uses high speed low 
energy photonic switches. In [7], a modular optical packet switching (OPS) architecture for network 
interconnects in the data centre by employing highly distributed control was presented experimentally. The 8 
input-8 output optical packet switch module with capable of operating at 40 Gb/s data rate was found to consume 
a record low energy of less than 76.5 pJ/bit. Example of commercially available all optical switch is the Polatis 
optical interconnect solution for data centre which comprise of a reconfigurable optical switch based on 
piezoelectric switching technology. It also incorporates beam steering technology. Some methods have been 
proposed in order to optimize the power consumption of data centres network devices these include powering off 
unused links and switches while maintaining performance and fault tolerance goals, however, the Polatis 
solution has been reported to have a power consumption of about 1/20th of the power consumed by legacy 
electronic switches of comparable capacity [8]. Because these photonic switches are capable of making decisions 
all optically, there will be no need for energy consuming opto-electro-opto conversion ports and also, because of 
the higher speed of photonic switches relative to electronic switches, bottlenecks can be completely eliminated. 
Even as these devices becomes faster and latency is reduced, there still exists concerns about the energy 
efficiency of these interconnect devices. The energy efficiency of a novel data centre network architecture based 
on optical multiple-input multiple-output (MIMO) orthogonal frequency division multiplexing (OFDM) 
technology was evaluated in [9]. The architecture was reported to offer higher energy efficiency when compared 
with a reference design based on commodity electrical switches. 
 
3. NOVEL POWER SAVING ARCHITECTURE FOR OCDMA CODE GENERATION 
Optical code division multiple access (OCDMA) is one possible family of optical multiple access techniques for 
the next generation broadband networking which has attracted considerable attention in the past decade. Because 
of its potential for high speed asynchronous all ± optical transmission of data it can be adapted for use in a 
datacentre networking. Fiber Bragg grating (FBG) optical reflectors have become quite popular for the purpose 
of encoding and decoding optical code division multiple access (OCDMA) data. When the source of optical 
signal is a broadband supercontinuum source, the source signal is traditionally distributed equally to all users as 
shown in architecture in fig. 1.  
 
 
Fig. 1. Traditional method of generating OCDMA signals from a multiwavelength pulse  
However, we observed that only about 20% of the power that enters into an optical en/decoder is reflected and 
the remaining 80% is not used in the en/decoding process. We present a novel architecture that will enable both 
cost and energy efficiency in the process of generating optical CDMA codes. The architecture achieves effective 
utilization of available optical power by using several cascaded OCDMA encoders. In this new architecture (see 
Fig. 2), each OCDMA encoder is supplied with multiwavelength optical source by the encoder preceding it.  
 
      Fig. 2. Proposed cascade method that enables effective utilization of optical power 
Using the architecture in fig. 2 instead of the traditional method as depicted in fig.1, we have been able 
to achieve power savings of up to 3dB for a 4- user OCDMA system.  We were also able to eliminate the use of 
the initial power splitter.   
4. CHALLENGES OF OCDMA FOR INTERCONNECT APPLICATIONS 
Because of the nature of the datacentre environment, it is necessary to consider some factors when implementing 
OCDMA in a datacentre network. Recently, we studied of the effect of environmental temperature variation on 
the bit error rate (BER) performance of multiwavelength 2- dimensional wavelength hopping time spreading 
optical code division multiple access (2D-WH/TS OCDMA) signals that utilises picosecond pulses to form 
incoherent optical codes. Using equations already derived in [10] for modelling the effects of temperature 
variation on autocorrelation signal resulting from the decoding of an incoherent 2D-WH/TS OCDMA encoded 
signal which consists of w wavelength pulses each having a pulsewidth RIĲDIWHUSURSDJDWLQJLQ/.PRIILEUH
we arrive at the expression for the envelope of the resulting autocorrelation peak St. 
௧ܵሺܮሻ ൌ ෍ ௣ܲ ݁ݔ݌௪ିଵ௞ୀ଴ ቊെ ?Ǥ ? ? ൤ݐ െ ݇ ?ݐ߬ െ ߂߬ ൨ଶቋሺ ?ሻ 
Where   ?ݐ ൌ  ܦ௧௘௠௣ ൈ ߂ܶ ൈ ߂߉ ൈ ܮܽnd ?߬ ൌ  ܦ௧௘௠௣ ൈ ߂ܶ ൈ ߂ߣ ൈ ܮ 
Where ܦ௧௘௠௣ SVQPNPR& LV WKH WKHrmal coefficient of the fiber [11,12], ߂ܶ (oC) is the average change in 
temperature experienced by optical fiber,  ߂߉ is the spectral spacing between 2D-WH/TS OCDMA code 
wavelengths pulses, and ߂ߣ (nm) is the pulse spectral line width of each wavelength pulse within the code. 
Having obtained the maximum possible autocorrelation peak St for each degree of temperature change, we 
analysed the effect of this reduction in St with respect to temperature variation by substituting St for th in the 
equation for Pe (BER) as previously derived in [1] and we obtain the equation below  
௘ܲ ൌ  ? ?෎ሺെ ?ሻ୨ ൬݆ݓ൰ ൬ ? െ݆ݍଵǡଵݓ ൰௄ିଵௌ௧௝ୀ଴ ሺ ?ሻ 
           
Where ݍଵǡଵ is the hit probability and is given as  
 ݍଵǡଵ ൌ ܥ݋݀݁ݓ݁݅݃ݐ݄ሺݓሻ ?ݔܥ݋݀݁݈݁݊݃ݐ݄ሺܰܿሻ 
Figure 3 shows the envelope of St for an 8 wavelength 2D-WH/TS OCDMA signal after propagation in a 10km 
RSWLFDO ILEUH OLQN  SVQPNPoC , and , Nc= code length ) with initial pulsewidth of 2ps. Three different 
VFHQDULRVKDYHEHHQLOOXVWUDWHGLQWKHILJXUHIRUǻ7= 0, 10 and 20 degrees respectively. To evaluate the effect of 
the temperature variation induced reduction in St, the minimum possible bit error rate performance for K = 32 
simultaneous users at 2.4Gb/s data rate was recorded from calculations obtained usiQJ(TIRUǻ7EHWZHHQ
and 20oC over a 10km and 20km fiber optic link. The results are presented in Figure 4. We found that trade-offs 
must be made between number of simultaneous users and transmission distance in order to maintain 
performance. 
 
            
 
 
5. CONCLUSIONS 
We have discussed the role of optical interconnects in improving the overall energy efficiency of datacentres. 
We highlighted several implementations of optical switching and observed that optical packet switches will not 
only eliminate electronic bottlenecks in data transfer but can also perform switching at faster speeds with record 
low energy usage compared to electronic methods. Finally we presented some of our findings on the potential 
use of OCDMA for energy efficient data centre networking. 
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Fig.4 Minimum obtainable Bit (UURU5DWHDVǻ7
increases over a 10km link. 
 
Fig.3 Maximum obtainable autocorrelation peak  
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