Abstract. We give a proof of the two dimensional Jacobian conjecture. We also prove that if (F, G) is a Jacobian pair with deg y F ≥ 1, then F is a monic polynomial of y up to a scalar.
INTRODUCTION
It is a well known fact that if n polynomials f 1 , ..., f n are generators of the polynomial ring C[x 1 , ..., x n ], then the Jacobian determinant J(f 1 , ..., f n ) = det A ∈ C * := C\{0}, is a nonzero constant, where A = (
is the n × n Jacobian matrix of f 1 , ..., f n . One of the major unsolved problems of mathematics [S] (see also [B, CM, V2] ), viz. the Jacobian conjecture, states that the reverse of the above statement also holds, namely, if J(f 1 , ..., f n ) ∈ C * , then f 1 , ..., f n are generators of C[x 1 , ..., x n ].
This conjecture relates to many aspects of mathematics [A, ES, H, R, SW, SY] and has attracted great attention in mathematics and physics literature during the past 60 years and there have been a various ways of approaches toward the proof or disproof of this conjecture (here we simply give a short random list of references [BCW, CCS, D, J, K, Ki, KM, M1, V1, V2, W] ). Hundreds of papers have appeared in connection with this conjecture, even for the simplest case n = 2 [AO, N, No] . However this conjecture remains unsolved even for the case n = 2.
In this self-contained paper, we give a proof of the Jacobian conjecture for the case n = 2. The main result is the following. Theorem 1.1 Let (F, G) be a Jacobian pair (i.e., F, G ∈ C[x, y] with J(F, G) ∈ C * ). Then F, G are generators of C [x, y] . Furthermore, F is a monic polynomial of y up to a scalar if deg y F ≥ 1 (thus also a monic polynomial of x up to a scalar if deg x F ≥ 1).
The key to prove the theorem is the proof of the fact that the prime degree p of the polynomial F is in fact positive (see the first key lemma, i.e., Lemma 3.20, in fact, this is the only nontrivial part of the paper). During the past thirty years, there have been a lot of attempts toward the proof of the fact p > 0. However, all attempts seem to be helpless. This might probably be due to the fact that if p ≤ 0 then some negative powers of x or y must appear in F or G. However the negative powers of x or y are hidden somewhere deeply in F or G, one is unable to find them. We observe the following simple but very important fact which turns out to be the key in proving p > 0: Suppose F and G are any polynomials of y (not necessarily a polynomial of x). If we express G as a combination of rational power of F with coefficients not depending on y: G = ∞ i=0 b i F n−i m , then F −1 cannot appear in the expression (see Lemma 3.18). By changing variable (x, y) to (α −q y ℓ + β, α p ′′ y) for some ℓ, p ′′ , q ∈ N, α, β ∈ C (and denoted the new polynomials of y byF ,Ǧ), one can then show thatF −1 must appear in the expression of the polynomial y aǦ for some a ∈ Z + , thus proving the fact that p > 0 (see the proof of Lemma 3.20).
2. PRELIMINARIES Denote by Z, Z + , N, Q the sets of integers, non-negative integers, positive integers, rational numbers respectively. Let C(x, y) = { P Q | P, Q ∈ C[x, y]} be the field of rational functions in two variables. We use A, B to denote the following rings: where Supp x f = {i ∈ Q | f i = 0}, Supp y F = {j ∈ Z | F j = 0}, called the supports of f and . For F = i∈Q,j∈Z f ij x i y j ∈ B, we define Supp F = {(i, j) | f ij = 0} (called the support of F ), (2.3) deg x F = max{i ∈ Q | f ij = 0 for some j}, deg y F = max{j ∈ Z | f ij = 0 for some i},
called the x-degree, y-degree, total degree of F. Note that a degree can be −∞ (for instance, F = 0), or +∞ (for instance, deg
β ∈ A, α ∈ Q, and any a ∈ Q, we define h a to be the unique element in A: then p, denoted by p(F ), is called the prime degree of F . We set p(
Note that the definition of p := p(F ) shows that the support Supp F of F regarded as a subset of the plane R 2 , is located below the prime line
(where m 0 = deg x f 0 ) passing the point (m 0 , m) and at least another point of Supp F :
Components (2.10)
Let p be a fixed rational number (in the next section, we always take p = p(F )).
For r ∈ Q, we define the p-type r-th component (or simply the r-th component) of F to be (which simply collects those terms f ij x i y j of F with (i, j) located in a line parallel to the prime line, cf. (2.10))
(One immediately sees that F [r] = 0 if r > 0 and 
(we always use m ′ to denote this integer).
Then (a polynomial satisfying (2.12) is called a power free polynomial),
We call F the primary polynomial of F . And we always use d to denote 
(2) and (3) are straightforward to verify.
Note that the equality in Lemma 2.3(2) does not necessarily hold in general; for instance,
We remark that the requirement that any element under consideration has prime degree ≤ p is necessary, otherwise it is possible that in (2.15), there exist infinite many r > 0 with H [r] = 0 and the right-hand side becomes an infinite sum. 
(2.15)
(6) Every component of a rational function P is a rational function, and there exists some
Proof. Using (2.11), (2.7) and (2.8), it is straightforward to verify (1)-(3).
Hence we have (4).
By (4), if the j-th component of ( 
which is a finite sum of rational functions of y with coefficients in C[x, (6) Suppose F = P Q −1 , then by (4) and (5),
Since every component of the polynomial P is a polynomial, and P has only finite nonzero components, thus the sum in (2.17) is finite. By (6), (Q −1 ) [r 2 ] is a rational function. Thus we have the first statement of (6). The second statement follows from (2.16) and (2.17).
Equation (2.16) in particular gives
is a rational function such that deg y F = 0 and P, Q have the same prime degree p and the same primary polynomial F , then
In this case we also call F the primary polynomial of F .
The result in Lemma 2.4(5) can be extended to rational functions as follows.
Lemma 2.6 Let F, G ∈ C[x, y] with prime degree d and primary polynomial F. Let
is a rational function of the form F a P for some a ∈ Z and
Proof. By Lemma 2.4(5) (by taking ℓ = am or bm), each component of F a , G b is a rational function of the form F a P . Thus the "ˇ" version of (2.16) (which is still a finite sum by Lemma 2.4(6)) shows we have the result.
The following result generalized from linear algebra will be used in the next section.
Suppose there exists a finite nonzero combination
Proof. We thank Professor Victor Zurkowski who suggested the following simple proof. -th power of some polynomial).
We will also need the following lemma. 20) where (for convenience, we denote h b,m,j = 0 if j < 0)
Then for all r ∈ Z + , we have 3. PROOF OF THE MAIN RESULTS §3.1. General discussions. We begin with (i) F, G ∈ A(y) (the ring of rational functions of y with coefficients in A) of the forms
(ii) F has prime degree p = ±∞,
We always assume m ≥ 1 and m 0 := deg x f 0 ≥ 0 (but not necessarily m 0 ∈ Z). Note that n can be negative; but the nonzero Jacobian determinant requires that m + n ≥ 1 (cf. Lemma 3.3). We can suppose f 0 , g 0 are monic.
is called a (usual) Jacobian pair. In this case if necessary by exchanging F and G, we can always suppose
. Thus a Jacobian pair is necessarily a quasi-Jacobian pair.
If f 0 ∈ C[x] and f 0 = 1, let x = a be a root of f 0 . By applying the automorphism (x, y) → (x + a, y), we can suppose f 0 does not contain the constant term. In this case, we also let h ∈ C[x] be the unique monic polynomial such that f 0 = h
In the following, we always fix notations h, m
, and
. Note that p(G) can be smaller than p(F ); for instance, if we replace
We can express G as
where by comparing the coefficients of y n−i , b i can be inductively determined by the following (cf. (2.8)):
Similarly, we can express the polynomial y as (3.6) whereb i ∈ A is determined bȳ
From (3.6), we obtain 1
Lemma 3.3 m + n ≥ 1 and b i ∈ C if i < n+m−1, and
In particular,
The lemma follows from (3.8) by comparing the coefficients of F n−i m in (3.11) for i ∈ Z + .
Remark 3.4 From Lemma 3.3, we see that in case F, G ∈ C[x, y] and m = 1 then we can
and F is a monic polynomial of y. Since eventually we shall consider a usual Jacobian pair, from now on we suppose m ≥ 2.
Using (3.7), we obtain deg xb0 = − m 0 m and for i > 0, (3.12) and the last inequality follows from induction on i. Thus
We denote
We shall use (2.14) and (3.3) to compute G [r] . Thus we set (1) and (2). Assume m + n ≥ 2. Then b 0 ∈ C, and we have the data (m i ,m i0 ) in Lemma 2.4(1) beingm i = n − i, and and (3.15 )
Then (2.14) gives
Proof. Suppose there exists the smallest i 0 with 1
gives a contradiction (cf. statements after (2.11)):
where the last inequality follows from the fact that y n−i 0 appears in (F n−i 0 m ) [0] but not in any omitted terms.
We denote b
We always suppose that our quasi-Jacobian pair (F, G) satisfies the condition (by Lemma 3.9, this condition will be automatically satisfied by Jacobian pairs)
We set . By Lemma 3.5, we can assume p +
. By noting from (3.13) that
Note from Lemma 3.7 that
Remark 3.8 (1) It is very important to assume m+n ≥ 2 (otherwise b 0 / ∈ C) and assume p(G) ≤ p (otherwise G [r] can be nonzero for r > 0).
(2) Note that if p is sufficiently small, one cannot replace 
which is not a monomial by (2.18). Thus p(G) = p by Lemma 2.3(3).
is a rational function of x, which contradicts Lemma 2.7 and (3.2). Thus m|m
Proof. From (3.5) and Lemma 3.10, we see b m+n−1 has the form b m+n−1 = h Thus we have (3.23). So either a ≥ 0 or a = −1, d 0 = 1. In the latter case, we have h = x (since h is monic without the constant term). Thus suppose a ≥ 0. Now (3.10) shows
Factorize h, g as products of irreducible polynomials of x:
for some ℓ, s, i 1 , ..., i ℓ , j 1 , ..., j s ∈ N and 0 ≤ r ≤ min{s, ℓ}, 0 = g 0 ∈ C, where
are different irreducible monic polynomials of x (thus, of degree 1). Multiplying (3.24) by h a+1 , using (3.25), and canceling the common factor
If ℓ > r, then h ℓ divides all terms except one term corresponding to η = ℓ in (3.26), a contradiction. Thus ℓ = r. Since g r+1 , ..., g s do not appear in the right-hand side of (3.26), we must have j r+1 = ... = j s = 1, and since the left-hand side is a polynomial, we have
If i k a + 1 − j k > 0 for some k, then h k divides all terms except two terms corresponding to η = k and λ = k in (3.26), and the sum of these two terms is a term (not divided by
If a ≥ 1, then either case of (3.28) shows i k ≤ j k , and thus, h|g, a contradiction with our choice of g. Hence a = 0. Proof. Setting r = 0 in (3.17) gives (cf. (2.18))
which is a rational function (since G [0] is), thus d|n by (2.12) and Lemma 2.7. Also p(G) = p by Lemma 2.3(3).
Lemma 3.14 If 0 ≤ i < µ and b
Proof. By Lemma 3.6, we can suppose p > − m 0 m . Assume i 0 ∈ Z + is smallest such that i 0 < µ, b
First suppose 0 ≤ i 0 < m + n − 1. By noting from (3.13) that σ i − η i ≥ −1, we have
Thus (3.17) shows 
Note that when i ≫ 0, we have 1 + σ i > 0, thus by (3.13), η i ≤ σ i + 1, and so
Thus the right-hand side of (3.34) is a finite sum (since (F i ) [r] = 0 if r > 0). Again by (2.12) and Lemma 2.7, we get a contradiction.
We always setb µ = b µ if µ ∈ Z + , µ < m + n − 1 andb µ = 0 otherwise. Let (cf. notation σ i in (3.13)) Lemma 3.15
Proof. The last equality follows from Lemmas 2.6, 3.10 and 3.14. To prove the first equality of (3.37), set r = −µ( 17) , we obtain
. Compare the i-th term of (3.38) with corresponding terms of (3.35) and (3.37):
(1) If 1 + σ i ≥ 0 (so i ≥ µ and (3.37) does not have such a term), then either (i) η i = 1 + σ i : the i-th term of (3.38) corresponds to the i-th term of (3.35), or
(ii) η i < 1 + σ i : the i-th terms of (3.38) and (3.35) are both zero.
(2) If 1 + σ i < 0 (so i < µ and (3.35) does not have such a term), then either (i) η i = 0: the i-th term of (3.38) corresponds to the i-th term of (3.37), or
(ii) η i < 0: the i-th terms of (3.38) and (3.37) are both zero.
This proves the lemma in this case. Assume p < − m 0 m . Then by Lemmas 3.6 and 3.13, the summand in (3.37) is empty and the first summand in (3.38) has only one term corresponding to j = 0. We again have the lemma.
By (3.36) and (3.37),
Computing the zero-th component of (3.6), using (2.18), similar as in (3.17), we obtain
Proof. First note that R 0 is a p-type q.h.e., thus p(R 0 ) = p (or −∞ if it is a monomial). By (3.37), R 0 ∈ C(x, y) has the form (3.1). From (3.35) and (3.40) (or (3.41)), we see
Multiplying (3.35) by F µ−n d , taking ∂ y and using (3.37), (3.21) and (3.41), we have
We write p = p ′ q for some coprime integers p ′ , q such that q > 0. Note that F being a monic p-type q.h.e, has the form
contradicting Lemma 3.9), we see c i = 0 for some i. Hence at least one of p, 2p, ..., dp is an integer. So in any case,
, we obtain the following differential equation on F and P ,
where
If Q is monic and q |deg y Q, then Q = y.
Proof.
(1) Note that R 0 is a p-type q.h.e, thus by Lemma 2.4(4), we see P must be a p-type q.h.e. Also F is a p-type q.h.e (cf. the right-hand side of (3.43)). By Lemma 2.4(4) again, every irreducible factor Q of F or P must be q.h.e of the form As stated in the introduction, during the past thirty years, there have been a lot of attempts toward the proof of the fact p > 0. However, all attempts seem to be helpless. This might probably be due to the fact that if p ≤ 0 then some negative powers of x or y must appear in F or G. However the negative powers of x or y are hidden somewhere deeply in F or G, one is unable to find them. We observe the following simple but very important fact which turns out to be the key in proving p > 0: F −1 does not appear in the expression of G (we would like to thank Professor Leonid Makar-Limanov who told us the following more general fact and the suggestion for the simple proof).
Lemma 3.18 Let F, G ∈ A[y] be any polynomials (not necessarily be a quasi-Jacobian pair)
with deg y F = m, deg y G = n. Express G as in (3.3). We always have b im+n = 0 for i ≥ 1, namely, all negative integral power of F cannot appear in the expression.
Proof. The proof can be obtained by regarding F and G as polynomials in y, from an observation that GdF is a polynomial while the term with F −1 would require the logarithmic term in integration. Iteration of this observation of course shows that the coefficients with all negative integral powers of F are zeros.
Before the proof of the next lemma, we also need the following lemma. 
In particular, the coefficient c ℓ,
Proof. For any A ∈ B with deg y A = a, we always use (until the end of this proof) A r to denote the homogenous part of A of degree a − r, i.e., + 1 − r in both sides of (3.50) respectively as
and substitute them into (3.50) (using (2.22) again, the first terms in the right-hand sides of (3.51) and (3.511) then vanish), we obtain (where the first equality follows from the second equation of (2. . Thus, µ ≥ m + n − 1. We write F as
By replacing x by x + c for some c ∈ C, we can suppose f 1,0 = 0. Let β ∈ C be an indeterminate. Now replacing x by x + β, (3.56)
we can suppose f 1,0 = m 0 β (see point A 2 in (3.59)). (3.57)
We rewrite G in (3.3) as (here we define b ) are quasi-Jacobian pairs; also noting that R [0] is the same as R 0 defined in (3.35)): R [0] have the forms (for convenience we always denote z = x −p ′′ y −q ) . Thus (3.61) where the omitted terms in F [0] have z-degree > i 1 (but the omitted terms in R [0] might have z-degree < i 1 , however this does not affect our computation below). From (3.61), we obtain 62) thus (cf. Remark 3.21)
In order for a r 1 to be well defined in (3.63), we need to prove
First we prove (i 1 p ′′ , i 1 q) = (1, 1). To prove this, we use notation (3.1). So we have 
a contradiction with our choice of i 1 . The claim is proved.
We also need to compute the coefficients corresponding to points A 2 , A 3 , B 2 , B 3 in (3.59), but we are only interested in their linear parts with respect to β, denoted by a 2 , a 3 , r 0,0 a r 2 , r 0,0 a r 3 .
(3.69)
Then since the appearance of β simply comes from the variable change in (3.56), obviously we have (note that a r 2 can also be computed as in (3.63)),
Let B ′ be the subspace of B defined by
Let ℓ ≫ 0 and α ∈ C be an indeterminate. One can define a linear map σ on B ′ by
is a monic Jacobian pair. We shall use the same symbols with a "ˇ" to denote notations associated with the Jacobian pair (F ,Ǧ). In particular,
So we have the "ˇ" version of (3.3),
for someb i ∈ C[x] (sinceF ,Ǧ are monic, by (3.5) we seeb i is now a polynomial of x). Since if i < µ, we see α qn 0 −p ′′ n σ(G 1 ) belongs to the partǦ 1 . Also by (3.13), we have
we see α qn 0 −p ′′ n σ(R) belongs to the partŘ. Thuš 78) where (note that n 0 = m 0 n m
Using (3.55), one can compute thep-type − r ℓ -th component ofF for r ∈ Z + :
Note that when ℓ ≫ 0, there is at most one term in (3.80) for each r. From this one sees thatF is in fact a polynomial of α since qi − p ′′ j ≥ 0 when We denote (then the −
Note that we have s 1 > s 2 . We need to computeb ′μ +s i for i = 0, 1, 2, 3, where in generalb
is defined as in (3.19). We want to prově
To see this, using the "ˇ" version of (3.17), analogous to (3.35), we have the following equations (using (3.80); note thatbμ = 0, but we have the term withb ′μ ; where in (3.88), by (2.16), the terms associated withb ′μ should be a summand over all tuples (r 1 , ..., r k ) such
, but from the definition of s 1 , we see the only tuple is the singleton (s 1 ), thus the summand is reduced to a term; for (3.89), the situation is similar; and for (3.90), the only tuples (r 1 , ..., r k ) are two tuples (s 1 , s 2 ) and (s 3 ); where r ′ 0,0 = α q(m 0 +n 0 −1)−p ′′ (m+n−1) r 0,0 =J m 0 −m and the omitted terms have x-degree > 0) From now on, we set x = 0, thenF ,Ǧ become polynomials of y, andb i =b ′ i ∈ C (or more precisely,b i ∈ C[α, β]). We write
and we want to compute the coefficient c :=č s 1 −1+ň+m ofF −1 .
First we compute the coefficient, denoted by c 1 , ofF −1 in y
1 , which is, by (3.48) and (3.78) (note that in order to use Lemma 3.19, we take k =m m (n − i) andm + k = m +m m (n − i) =m , y −(s 1 −1) ) does not depend on ℓ, and γ is homogenous of degree cf. (3.74) and (3.81)) with respect to α.
We want to use (2.7) and (2.8) to prove the claim. For this we need to writeF aš
] (since we take x = 0). Now the data (a, b, j) in (2.8) is the data (m + n − i, m, ℓm (3.96)
Thus the solutions of j ab 's in (3.95) do not depend on ℓ. This proves the first statement of the claim. Using (3.96), (3.80) and (3.94), we see γ i is homogenous with respect to α and (3.97) This together with (3.79) proves the second statement of the claim.
Next we want to compute the coefficient, denoted by c 2 , ofF −1 in y s 1 −1Ř . We are only interested in computing the homogenous part, denoted by c ′ 2 , of c 2 with α-degree equal to deg αJ + q and β-degree equal to 1. Similar to (3.92), we have (when i > s 1 + ℓ, 
In order for c to be zero (cf. (3.91) and Lemma 3.18), c ′ 2 must be canceled with the β-linear part of c 1 in (3.92). Since γ does not depend on ℓ, this shows the following part in c ′ 2
However this is impossible. This proves the lemma.
Remark 3.21 Since our arguments involve a lot of computation, we attach a Mathematica program below to show our proof.
INPUT:
s1:=i1(ell pp+q); (* pp=p ′′ . This and next two lines come from (3.82) *) s2:= ell; s3:=s1+s2; checkm:=ell m0+m; r00:=checkJ/(m0-m); (* This is r ′ 0,0 or r 0,0 , whereJ or J does not matter; see (3.63) *) a2:=m0 beta; (* see (3.70) and (3.71) *) a3:=(m0-i1 pp)a1 beta; ar1:=(i1(pp-q)-m(i1 pp-1)+m0(i1 q-1))/(m(i1 pp-1)-m0(i1 q-1))a1; (* This is a r 1 *) Fa10:=Factor[r00(m0+(m0-i1 pp)a1 z)(1-m+(1-m-i1 q)ar1 z)-r00 (m+(m-i1 q)a1 z)(1-m0+(1-m0 -i1 p)ar1 z)]; (* This comes from (3.62) *) Fa1=Factor [Coefficient[Fa10, z] ] (* the zero output shows formula for a r 1 is right *) ar2:=(1-m0)beta; ar3:= (i1 pp+m0-1)(i1(q-pp)+m(i1 pp-1)-m0(i1 q-1))/(m(i1 pp-1)-m0(i1 q-1) 
(2) F = y q + x and q > 1, m 0 = 0. Thusb µ = 0, i.e., 0 < µ < m + n − 1. So (3.21) shows m 0 < m. Then
e., ∂ y P = 0, then the second equation of (3.45) shows d = 1, a contradiction. If d P = 1, then all equalities must hold in (3.101), i.e., m 0 = 0, p
Thus we have (2) by Lemma 3.17(2).
Case (ii): a ≥ 0. Similar to the proof of Lemma 3.11, we factorize F , P as products of irreducible polynomials of y in the ring C(x)[y] (where C(x) is the algebraic closure of the field C(x), clearly we still have F |P in C(x)[y]):
for some ℓ, s, i 1 , ..., i ℓ , j 1 , ..., j s ∈ N and 0 ≤ r ≤ min{s, ℓ}, 0 = p 0 ∈ C, where
are different irreducible monic polynomials of y of degree 1. As in (3.26), we obtain
Since α 1 = 0 (we always have α 1 < 0), similar to the arguments after (3.26), we have r = ℓ and j r+1 = ... = j s = 1. (3.104)
Also for all k ≤ ℓ, i k a + 1 − j k ≥ 0, and (3.105)
Subcase (ii.a): a = 0. Then (3.105) shows j k = 1 for all k. Thus s = d P , and (3.103) is simplified to Since F has only ℓ different irreducible factors in C(x)[y] and ℓ ≤ d P = q + 1, we see that F has to have the form (up to re-scaling x) 110) such that i 1 , i 2 are coprime by (2.12). If i 1 = 0 (then i 2 = 1) or i 2 = 0 (then i 1 = 1), then F |P , a contradiction. Thus i 1 = 0, i 2 = 0. Since each irreducible factors of F is a factor of P and d P = q + 1, we must have P = J m 0 − m y(y q + x). (3.111) If s = 2, then ℓ = 2 since 2 ≤ ℓ ≤ s. Thus F = (y + β 1 ) i 1 (y + β 2 ) i 2 for some β 1 , β 2 ∈ C(x) and i 1 +i 2 = d. We have i 1 β 1 +i 2 β 2 = c 1 x by (3.43), and (α 1 i 1 +α 2 )β 2 +(α 1 i 2 +α 2 )β 1 = α 3 ∈ C · x from (3.107). Thus β 1 = β ′ 1 x, β 2 = β ′ 2 x are different scalar multiples of x. Re-scaling x, we can suppose F = (y + x) i 1 (y + αx) i 2 . Thus we have (3).
Subcase (ii.b): a ≥ 1. Since p ′ + q ≥ 0, either case of (3.106) shows i k ≤ j k for all k (cf. note from (3.46) that −α 1 ≥ α 2 ), i.e., F |P , a contradiction with our choice of P . This proves the lemma. §3.4. Monic Jacobian pairs. In this subsection, we shall prove the second statement of Theorem 1. Since applying π does not change the first terms x m 0 y m and x n 0 y n of F and G, by repeating the above process, we can reduce p to a non-positive rational number, a contradiction with Lemma 3.20. §3.5. Proof of Theorem 1.1. Now suppose (F, G) is any Jacobian pair with m := deg y F ≥ 2 (cf. Remark 3.4). We shall apply some automorphisms of C [x, y] Finally suppose we have Lemma 3.22(3) with q = 1. (As stated in [M2, M3] (cf. [M1] ), this is the only nontrivial case. However the following arguments also work for q > 1.) By applying the automorphism (x, y) → ( We denote i 0 = i 1 m ′ , j 0 = i 2 m ′ . We can suppose i 1 ≥ i 2 (otherwise applying the automorphism (y + x, y) → (y, y + x)).
Since x = (y + x) − y q , we can rewrite F as 
