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In reservoir engineering, data-driven methodologies have been applied 
successfully to infer interwell connections and flow patterns in the subsurface, model 
order reduction of reservoir simulations, and in assisting field development plans, 
including, history matching and performance prediction phases, of conventional and 
unconventional reservoirs. In this work, we propose to utilize data driven methods for 
achieving two main objectives: (1) enhance model order reduction (MOR) techniques 
accounting for sparsity in the data; and (2) reservoir simulation proxy model development 
based solely on data. 
For the first objective, fast simulation algorithms based on reduced-order modeling 
have been developed in order to facilitate large-scale and complex computationally 
intensive reservoir simulation and optimization.  Methods like proper orthogonal 
decomposition (POD) and Dynamic Mode Decomposition (DMD) have been successfully 
used to efficiently capture and predict the behavior of reservoir fluid flow. Non-intrusive 
techniques (e.g., DMD), are especially attractive as it is a data-driven approach that do not 
require code modifications (equation free). To achieve our first objective with the concept 
of sparsity in statistical learning, we further enhance the performance and reduce the 
dimension of standard DMD, by investigating sparse approximations of the snapshots.  
The method to achieve the second objective can further be classified into two 
categories: (1) building proxy model by system identification method; and (2)  end to end 




acquisition and analysis, are becoming routine in many workflows (such as in reservoir 
simulations), there is still a disconnect between raw data and the traditional theoretical 
first laws principles, whereby conservation laws and phenomenological behavior are used 
to derive the underlying spatio-temporal evolution equations.  We propose to combine 
sparsity promoting methods and machine learning techniques to find the governing 
equation from the spatio-temporal data series from a reservoir simulator. The idea is to 
connect data with the physical interpretation of the dynamical system. We achieve this by 
identifying the nonlinear ODE system equations of our discretized reservoir system. In 
addition, as production prediction analysis has been the ultimate goal of many reservoir 
simulation/modeling, various types reservoir simulation has been developed to build 
efficient and accurate model to provide the most information about reserves and aid in 
decision making process. The other proxy model we developed is benefit from the 
evolution of machine learning technique and increasing availability of extensive amounts 
of historical data. A powerful technique called recurrent neural network (RNN) has been 
proved useful for modeling with sequence data. We apply RNN on analyzing control 
parameter data and synthetic historical production data for better reservoir characterization 
and prediction.  All of the above mentioned MOR and proxy model development will be 








my parents and friends  











I would like to thank my committee chair, Dr. Eduardo Gildin, and my committee 
members, Dr. Michael King, Dr. John Killough, and Dr. Yalchin Efendiev, for their 
guidance and support throughout the course of this research. 
I would also like to extend my gratitude to my advisor Dr. Huang in Statistics 
department for his effort and support for my interdisciplinary research. 
Thanks also go to my friends and colleagues and the department faculty and staff 
for making my time at Texas A&M University a great experience.  
Finally, thanks to my parents for their patience and love. None of these works is 







CONTRIBUTORS AND FUNDING SOURCES 
 
Contributors  
This work was supervised by a dissertation committee consisting of Professor 
Eduardo Gildin [advisor], Professor John Killough and Professor Michael King of the 
Department of Petroleum Engineering, as well as Professor Yalchin Efendiev of the 
Department of Mathematics. 
             Work in Chapter 5 is supervised by both Professor Eduardo Gildin and Professor 
Jianhua Huang from Statistics Department.               
             All the other work conducted for the dissertation was completed by the student 
independently. 
Funding Sources 
            This work was supported in part by Energi Simulation (Former Foundation 







BHP Bottom Hole Pressure 
DMD Dynamic Mode Decomposition 
POD Proper Orthogonal Decomposition  
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DEIM Discrete Empirical Interpolation Method  
SVD Singular Value Decomposition 
SINDy Sparse Identification of Nonlinear Dynamic system 
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f fractional flow 
J Jacobian 
K permeability tensor, ft2 
𝑘 permeability, md 
P pressure, psi 
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s water saturation 
t time, days 
v phase velocity, ft/sec 
𝒗  well control parameter 
𝜌   density, lb/ft3 
𝜂 viscosity, cp 
𝜑 porosity 
𝜆   mobility factor 
𝜓  basis of finite dimensional space 
𝛼   the amplitude diagonal matrix in sparse DMD method 
𝛾   the penalty factor on number of nonzero element of 𝛼 
𝜃, 𝜏  Lagrange multiplier 
𝜙  POD or DMD basis 
Subscripts 
𝜒  phase water or oil 
W  water 
O oil 
r  reduced order 
ro  relative to oil 
rq  relative to water 
Superscripts 




nc  total number of grid block 
nv  number of velocity variables 
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1. INTRODUCTION  
 
Reservoir simulation processes have long been used for production prediction, 
uncertainty assessment, inverse problems, sensitivity analysis, and optimizing well 
controls [1, 2]. In addition, it has been combined with the idea of closed loop reservoir 
management including the real-time data assimilation processes into the reservoir 
simulation workflow to improve accuracy. The complexity of the dynamic system lies in 
mathematical representation of the mass conservation equations, where coupled first order 
or second order differential equations are present, which may reach tens or hundreds of 
partial differential equations (PDEs), if multiphase and compositional models are used [3]. 
The discretization of these PDEs, especially in 3D modeling, can easily lead to more than 
1 million of equations to be solved every single time step and Newton iteration. Thus, 
although the high-fidelity model is preferred for high accuracy, solving this the large 
dimension problem has become the bottom neck for post-process such as reservoir 
optimization/management and uncertainty quantification [4-7]. Considering the 
computational time and storage capability, the reduced order modeling becomes the choice 
to solve the problem in a timely manner while preserves accuracy. Other techniques for 
reducing simulation time, such as parallelization in the scope of high-performance 
computation, efficient sampling in MCMC (Markov Chain Monte Carlo), also exist but 






1.1. Current MOR and Its Limitation 
The motivation of model order reduction is to efficiently compute relatively 
accurate low dimensional realization of such large-scale systems. Usually, in a real-world 
reservoir where highly heterogeneous structure such as shale, river channels and faults 
exist, the detailed simulation of fluid flow will be computationally expensive owning to 
the very fine mesh required to capture the spatial variability of the static properties. For 
example, in shale reservoir, there exist both high conductivity or permeability regions due 
to the fracture and low conductivity regions of shale formation. To alleviate the 
computation burden, many Model Order Reduction (MOR) methods have been developed 
such as the multi-scale finite element [8], upscaling method and model order reduction 
(MOR)[9, 10] etc. The family of MOR can be categorized into two types: the non-intrusive 
(do not require revision of reservoir simulation code) and intrusive methods. In the realm 
of non-intrusive method, data-driven methods, such as sparsity-promoting techniques and 
neural networks, are the most popular choice for material balance type modeling [11]. For 
the intrusive methods, which requires modifying code in the reservoir simulator, model 
order reduction with Galerkin projection has been used in the dynamic system, such as 
balanced truncation, POD (proper orthogonal decomposition), TPWL (trajectory 
piecewise linear method), bilinear Krylov subspace methods and quadratic bilinear model 
order reduction [12]. For example, POD as one of the traditional MOR method, can 
generate modes purely from data, but the application of the modes has to be combined 
with Galerkin projection, which means the POD method cannot be used without a 




method, is able to perform forward modeling with only calculated basis and corresponding 
eigenvalues. This is one of the advantages of DMD over POD.  Many of the MOR method 
including POD and DMD are based on snapshots from numerical simulation results, which 
is the so-called snapshot matrix. Although the snapshot matrix contains coherent structure 
of the dynamic system, it is not ideal to use as basis or modes for constructing subspace 
because of its possible linear dependence. To compensate that, the POD performs a 
singular value decomposition and selects high energy eigenvectors as basis, whereas the 
DMD performs eigen-decomposition on the linear operator that relates two sequential 
snapshot matrices.  
For any MOR method, to further reduce the number of basis, techniques beyond 
decomposition needs to be considered. For POD mode, the so called DEIM (discrete 
empirical interpolation method) [13] was developed to use a greedy algorithm to select 
few grid blocks for nonlinear function evaluation and thus project the system onto a even 
smaller subspace. While to reduce the DMD modes, the sparsity promoting technique has 
been applied where a l1 penalty term is introduced for creating a convex problem that has 
sparse solution. The sparsity promoting DMD is one of the topics in this work, and we 
will discuss it later.  
Although MOR has ways of further reducing its modes, we are still interested in a 
simulation-free method to perform forward modeling. Discovering the underling 
governing equation with the aid of raw data provides a possibility of mitigating the overall 
computational cost of MOR steps. To this end, the methodologies we will investigated in 




the nonlinear ODE is transformed into a large linear system problem by building a library 
with all possible nonlinear terms precomputed and the only unknown becomes the 
coefficients associated with the nonlinear terms. Finally, the coefficients can be solved by 
various sparse regression methods, which we will show in this work. With the evolution 
of machine learning and the more and more problems in oil and gas industry proved 
solvable using this approach, another alternative to MOR is the end to end neural network 
forward modeling for production prediction  
 
1.2. Dynamic Mode Decomposition 
Usually nonlinear fluid flow in heterogeneous porous media is governed by infinite 
dimensional PDE, which are spatially discretized into a large dimensional ODE system of 
equations by methods such as finite elements, finite differences and finite volumes. 
Despite the fact that the flow is of nonlinear large dimension, the system can often be 
approximated with models of low complexity because of the coherent structure in the flow. 
To identify the coherent structure, model order reduction (MOR) method such as POD, 
POD-DEIM, balanced truncation and DMD method has been developed. The DMD 
method has gain popularity in fluid modeling industry field given its practical use and 
solid theoretical background connected with other methodology such as Arnoldi method 
[14], POD, spectral analysis of Koopman operator [15], and Fourier analysis [16].  The 
Koopman operator, as the heart of DMD method, is a linear operator whose modes and 
eigenvalues could be used to completely describe the nonlinear dynamic system. The 




specify the decay rate and frequency of each corresponding mode. In fact, it’s just because 
DMD is a numerical approximation to the Koopman spectral analysis, it could be applied 
to nonlinear systems. As the recent evolution of artificial intelligence, Koopman operator, 
as a crucial but hard to approximate infinite-dimensional operator, has been re-
investigated by several researchers using deep learning neural network, dictionary 
learning and autoencoders [17-19]. Also, the family of DMD methods has been growing 
to accommodate different situations, for example, the extended DMD [19] was developed 
to approximate the Koopman operator with dictionary learning, DMD with control 
(DMDc) [20] for including the effect of control and disambiguate the underlying dynamic 
and the effect of actuation.  
For DMD, the essential idea is to describe the flow with superposition of a set of 
vectors, also called modes. This way the numerical simulator is not necessarily to be used 
when approximating the solution. Another way of utilizing the modes is to combine with 
Galerkin projection, which will project the large dimensional ODE system onto a smaller 
subspace spanned by the modes to ease the complexity [3, 21] .   
Both of POD and DMD method are snapshot based, post processing method that 
can extract coherent structure from snapshot data，which means they rely on a two-step 
process called off- and online. In the offline step, one deals with gathering snapshots and 
computing the projection basis or modes, which are computed through an SVD 
decomposition. In the online step, one performs dimensionality-reduction of the states of 
the system, based on the highly ranked modes, and implement different boundary 




DMD method to choose a subset of the modes since the modes are not ranked by energy 
and it is even harder considering the modes are non-orthogonal. We cannot simply select 
modes with the largest amplitude or largest singular value.  Several methods including 
optimal DMD and gradient based DMD [16, 22, 23], have been proposed to solve the 
issue. Traditional DMD select modes based on the rank of the singular value matrix. 
However, the rank is usually approximately equal to the smaller dimension of the snapshot 
matrix, which is not an impressive reduction in dimension. To filter for a less number of 
DMD modes, [24] proposed the sparsity promoting DMD method which imposes a sparse 
structure on the DMD modes.  
In this work, we focus on the sparsity-promoting DMD method for choosing 
appropriate DMD modes. Sparsity-promoting DMD uses a least square deviation norm 
plus an extra l1 norm that penalizes on the number of non-zero basis vectors as a convex 
optimization function, to which the solution consists sparsity structure of DMD modes. 
Note that l1 regularization is widely used and proved efficient in other fields of study such 
as statistics [25] and geophysical inversion [26].The purpose is to seek a tradeoff between 
the number of non-zero DMD basis and the accuracy of the approximation. l1 norm instead 
of l0 norm (cardinality function) is used in order to keep the objective function convex 
[27].Then, the ADMM algorithm, which is efficient for solving large scale dynamic 
system, is applied to solve the convex problem. 
Although the DMD and sparsity-promoting DMD are data driven methods that 




the governing equation behind the data. We next propose to a novel approach to draw the 
connection between the output data and governing ODE system. 
 
1.3. System Identification 
Data driven methods for discovering the dynamics of a system has long been 
studied, including model order reduction, prediction of the controls of complex systems, 
and the newly developed technique to link the underlying natural laws with data, which 
we will explore in detail in this work. The underlying physical equations for modeling 
fluid flow is usually a system of ODEs that involves state variables changing in both time 
and space. Based on the assumption that there are only a few terms in the ODEs that 
governs the dynamic [28], we can identify them with sparse-promoting techniques and 
measurement data. Such assumption could be useful in the petroleum industry especially 
when it comes to proxy modeling for complicated physical based equations such as 
geomechanics coupled flow for unconventional reservoir [29, 30] and compositional 
simulation for multiphase flow reservoir. An important progress of the innovative 
approach for discovering nonlinear dynamic system structure is raised by [31]. They use 
a symbolic regression with generic programming [32] for finding the specific variables, 
constants and mathematical operators. This an innovative breakthrough, although this 
method could be expensive for multi-dimensional large system. Later on, this idea of 
distilling analytic equation with data is combined with the statistical concept of sparsity 




Similar to compressed sensing [34], which is frequently used in image and signal 
processing to extract several basis to recover the full signal with very few measurements, 
the sparse regression method selects basis from a pre-defined library to approximate the 
dynamic system. The method does not require prior knowledge on the structure of the 
equation or information of any properties of the reservoir, and the only assumption made 
is that the ODE system can be represented with only a few basis functions.  
Several methods have been proposed to solve for a sparse structure, one of the 
popular method is Lasso [35, 36]. Although Lasso has many forms of variations, such as 
elastic net and grouped lasso, the basic form is a least square error term plus a 
regularization term that penalizes on the number of nonzero coefficients of the linear 
regression. Compared with l2 regularization that gives an all nonzero coefficient and l0 
norm that makes the problem non-convex, the l1 regularization formulates a solvable 
convex and sparse solution. Many algorithms have been developed to solve the system of 
equations coming from Lasso, such as gradient decent, coordinate decent, and alternating 
direction of multipliers (ADMM), which will be used in this paper. Another sparse 
regression method we will explore here is the SINDy (Sparse identification of nonlinear 
dynamical systems), first proposed by Brunton et al. in 2015. Compared with Lasso, their 
method can be more suitable for large dimensional system due to its simplicity in 
calculation. The method uses a direct solver for linear regression and impose a hard 
threshold on the solution for sparse structure. Inspired by Rudy et al. [37], in this work, 




Both SINDy and Lasso, as a sparse promoting technique, relies on crucial 
parameters for model selection. The SINDy hard threshold is a crucial parameter that will 
be obtained through a cross validation algorithm from machine learning. For Lasso, the 
parameter before the penalty term needs to be determined for obtaining a solution with 
fewest nonzero expansion coefficients with reasonable accuracy.  
In the sense of equation-free and selection of few active basis, the sparse regression 
method is similar with the previously mentioned sparsity promoting DMD method. They 
both seek a sparse structure from a large library of basis by a convex optimization problem 
of a least square deviation plus a l1 norm penalty terms. But, bearing in mind the variety 
of model reduction methods, we hope to find an entry point to apply MOR to the 
discovering ODE technique in the future. In addition, the prediction of complex control 
(e.g. the injection/ production profile) can be another problem to be handled by the sparse 
regression method with some alterations in the nonlinear term library. 
So far, we have discussed the two data-driven techniques that could be used as a 
proxy in reservoir modeling. The final topic in this work is another machine learning based 
end to end proxy model that directly provide production prediction based on different 
control parameters.  
  
1.4. Proxy Model by Recurrent Neural Network 
Forecasting oil production is a pertinent task in petroleum industry. Many methods 
have been developed and to estimate the production rate in an accurate and fast manner, 




simulation for conventional and unconventional reservoir [40-47]. For real field 
production prediction, the challenge lies in the noise and missing data and anomalies that 
could happen in the field. For synthetic data, it may involve large dimensions for the 
reservoir simulation, and highly nonlinearity and heterogeneity that involved in the 
simulation process [48, 49]. Even with proxy model or model reduction technique for 
reservoir simulation, there is chance that as the control parameter changes, its hard or 
requires special handling to approximate the production rate for the new dynamic system.  
As the production rate is a time series process, there are plenty of techniques that 
could be used for prediction, which mainly can be categorized in two areas: statistical 
approaches and soft computing approaches [50]. The statistical approaches includes 
traditional linear models such as  AR, MA and ARIMA [51] and some nonlinear time 
series models such as ARCH (autoregressive conditional heteroscedastic)[52] and 
threshold autoregressive model [53].  However, those methods usually fail to incorporate 
the physics behind the oil producing process.  Another well-known parametric statistical 
approach is called decline curve analysis (DCA), which is essentially based on the Arp’s 
equation. DCA has been widely used in the industry to model production depletion in the 
reservoir due to its model simplicity. However, the same problem persists, the model is 
questionable to describe real world, noisy, complex process in highly heterogeneous 
reservoir.  
The other area is the soft computing approach, which involves data mining and 
machine learning technique. Liu and Horne have proposed to use the convolutional kernel 




gauge data [39].  Similarly, Ma and Liu presented an extended Arp’s  decline curve 
analysis that uses kernel trick to build a nonlinear multivariate prediction model [54]. 
Going further in machine learning, the neural network approach including ANN (artificial 
neural network) and RNN (recurrent neural network) has been used in the past two 
decades. The ANN algorithm, as a feed forward neural network, the information travel 
through the network in only one direction. RNN on the other hand, is ANN with recurrent 
connection and mainly used for modeling a recursive process. Sequences of inputs are 
processed and stored as the internal state of the each of the connected memory cells. The 
updates of the new output or internal state will be relied on both current and previous states 
through delicate gates.  In addition, RNN is shown to have a stronger model capability 
that can extract time series data pattern without features provided, thus under the 
circumstances that feature design is difficult, RNN is preferred over the feature-based 
machine learning [55].  
 
1.4.1. Long short term memory 
As pointed out before, the standard RNN has the major weakness of preserving the 
long-time dependencies. Modifications and extensions based on the original RNN has 
been made including GRU, bi-directional RNN, LSTM to overcome these disadvantages. 
Among those extensions, the LSTM (long short term memory) algorithm, first proposed 
by Hochreiter and Schmidhuber in 1995 [56], surpasses others and shows promising 
results for long-range time dependencies by providing improvement on the structure of 




However, even with LSTM, shallow neural network is usually not sufficient for 
modeling complex systems. For that reason, deep learning neural network is preferred to 
deal with highly nonlinear, long term time series data with complicated features [57]. Two 
popular deep neural network that has demonstrate their capability is CNN (convolutional 
neural network) and LSTM, or the combination of them. Deep convolutional neural 
network is extensively used for computer vision areas such as self-driving cards, traffic 
monitoring, face recognitions, etc. In oil industry, it is also seen to be used in seismic 
reservoir characterization, facies recognition[58], well schematic digitalization [59]. Deep 
LSTM is commonly used in the area of natural language processing such as speech 
recognition, machine translation, sentiment classification etc. In the petroleum industry, it 
is used for various types of time series problem: drilling and pumping surface pressure 
response[60], well testing [55], well logging [61], and gas/oil production prediction [62].   
 
1.4.2. Long Short Term Memory with Ensemble Kalman Filter 
Further study has proved that the LSTM combining with Bayesian method is 
capable of improving the network performance [63]. Method such as the Ensemble 
Kalman Filter (EnKF) or Extended Kalman Filter (EKF), can be used together with 
LSTM. In the past, ensemble method has been successfully applied to areas such as history 
matching for reservoir characterization [64, 65], drilling  anomaly activity detection, 
petrophysical characteristic [66]. In this work, we will focus on the cascaded deep LSTM 




improve the model with EnKF. The model will also integrate the essential physical fact in 
a typical waterflooding reservoir.  
 
1.5. Research Objective and Scope 
As stated before, the objective of this research is to enhance the efficiency of 
reservoir simulation by taking into account (1) sparsity into the reduced-order projection 
modes; (2) ODE discovering methods for porous media flow; and (3) multivariate time 
series method for production prediction. In particular, 
1. We seek a way to reduce the DMD modes to create a smaller subspace for 
Galerkin projection.  
2. We develop a simulation-free method to alleviate the computational cost 
by building a connection between raw experiment/simulation data with its 
underlying ODE 
3. To accurately predict the complex control problem, we develop a 
simulation free method (RNN). 
      To accomplish these objectives, we complete the following tasks in each of the chapter 
Chapter 1: Model reduction based on Sparsity-Promoting DMD 
The aim of this task is to apply the sparsity DMD method to our single phase and 
two phase fluid flow simulator and, in the meantime, compare the relative error and 
efficiency with the two other reduced order modeling method, namely POD and standard 
DMD.  




In this task, we attempt to obtain the governing ODE by solving a large-scale linear 
system with sparse regression.  The two sparse regression algorithms used are SINDy 
(sparse identification of nonlinear dynamics) and Lasso. The linear system composed of 
suspected nonlinear ODE terms and its associated coefficients  
Chapter 3: Dealing with complex controls time series problem with Recurrent 
Neural Network 
We developed an end to end production prediction model by identifying the 
connection between control parameter and production response and developed a forward 





2. RESERVOIR SIMULATION* 
 
2.1. General Multiphase Flow Reservoir Simulation 
Flow and transport models in porous media can be described by a set of partial 
differential equations representing conservation of mass, momentum and energy as 
functions of pressure, saturations and temperature, and reconciled by the equation of state. 
In what follows, we describe briefly the single- and two-phase flows models used in this 
paper.  
As discussed in [67, 68], to simplify the problem we neglect the inertial effects and 
assume the flow to be isothermal. Hence, one can assume the black-oil formulation, where 
there are two components (oil-water) and there are two phases of the hydrocarbon 
substance (oil and gas) present in the reservoir.  
For the case of two-phase oil-water system in a reservoir domain (denoted by𝛺), 
the mass balance equation for each phase is  
 𝛻 ⋅ (𝜌𝜒v𝜒) +
𝜕(𝜌𝜒𝜑𝑠𝜒)
𝜕𝑡
− 𝜌𝜒𝑞𝜒 = 0  in  𝛺,   𝜒 ∈ {𝑜, 𝑤}, (2.1) 
where 𝜌𝜒 is the fluid phase density, v𝜒 is the fluid phase superficial velocity, 𝑡. is time, 
𝛻 ⋅ denotes the divergence operator, 𝜑. is the porosity of the rock, 𝑠𝜒. denotes fluid phase  
 
*Part of this section is reprinted with permission from “Data-driven Model Reduction Based on Sparsity-
promoting Methods for Multiphase Flow in Porous Media” by A. Bao, E. Gildin. SPE Latin America and 




saturation, 𝑞𝜒 is the volumetric source/sink term and subscript 𝜒 ∈ {𝑜, 𝑤} indicates the oil 




𝐾 ⋅ (𝛻𝑃𝜒 − 𝜌𝜒𝑔𝛻ℎ)   in  Ω,  (2.2) 
where 𝛻 is the gradient operator,  𝐾 denotes the permeability tensor, 𝜂𝜒 is the fluid phase 
viscosity, 𝑘𝑟𝜒 denotes the relative permeability of each phase (which is a function of water 
saturation), 𝑃𝜒 is the phase pressure, 𝑔 is the constant of gravity acceleration and h  
denotes depth. Combining Eq. 2.1 and Eq. 2.2 yields, 
 𝛻 ⋅ [−
𝜌𝜒𝑘𝑟𝜒
𝜂𝜒
𝐾 ⋅ (𝛻𝑃𝜒 − 𝜌𝜒𝑔𝛻ℎ)] +
𝜕(𝜌𝜒𝜑𝑠𝜒)
𝜕𝑡
− 𝜌𝜒𝑞𝜒 = 0.  (2.3) 
The general oil-water model is completed by enforcing the saturation constraint 
𝑠𝑜 + 𝑠𝑤 = 1 and by specifying a capillary pressure relationship 𝑃𝑐(𝑠𝑤) = 𝑃𝑜 − 𝑃𝑤. As can 
be seen, Eq. 2.3 is nonlinear. We take 𝑃𝑜 and 𝑠𝑤 to be the primary unknown variables, 
from which 𝑃𝑤 and 𝑠𝑜 can be easily computed. Eq. 2.3 can be solved numerically using a 
fully-implicit finite volume procedure. More details can be found in Aziz and Settari [69].  
With the fully-implicit procedure, each grid block is characterized by two primary 
state variables, oil pressure 𝑃𝑜 and water saturation 𝑠𝑤. Defining 𝑥 = [𝑃𝑜 , 𝑠𝑤] as the state 
vector for all reservoir cells and 𝒗 as the well control parameters, one can write Eq. 2.3 in 
the fully implicit form as 
 𝑅(𝑥, 𝑥𝑛, 𝑐𝑛+1) = 𝐹(𝑥) + 𝐴(𝑥, 𝑥𝑛) + 𝑄(𝑥, 𝑐𝑛+1) = 0,  (2.4) 
where 𝑅  is the residual vector, superscripts 𝑛  and 𝑛 + 1  indicate time levels, 𝐹(𝑥) =
𝑇(𝑥)𝑥 represents the transmissibility term, with 𝑇(𝑥) being the transmissibility matrix, 




term. The source/sink term corresponding to injection/production from a well is modeled 
by using a well equation as described by Peaceman in 1983 [70] 
 −𝑞𝜒 = 𝑊𝐼𝜆𝜒(𝑃𝜒 − 𝑃𝑤𝑏),  (2.5) 
where q  is the well flow rate of phase 𝜒, 𝜆𝜒 = 𝜌𝜒𝑘𝑟𝜒/𝜂𝜒  is the mobility of phase, 𝑃𝜒  is 
the computed pressure of phase 𝜒 in the reservoir cell, 𝑃𝑤𝑏 is the wellbore pressure, and 
𝑊𝐼 is the well index which in this paper is based on the Peaceman model. In this paper, 
bottom hole pressure (BHP) is chosen as the well control parameter 𝑐.  
The goal of a simulation time step is to find the next state 𝑥𝑛+1 in Eq. 2.4 such that 
 𝑅(𝑥𝑛+1, 𝑥𝑛, 𝑐𝑛+1) = 0.  (2.6) 
Eq. 2.6 is nonlinear. Typically, Newton-Raphson iteration method is used to solve 
Eq. 2.6, where 𝑥𝑛+1 is obtained iteratively as follows, 
 𝑥𝑛+1,𝑘+1 = 𝑥𝑛+1,𝑘 − 𝐽(𝑥𝑛+1,𝑘)−1𝑅(𝑥𝑛+1,𝑘, 𝑥𝑛, 𝑐𝑛+1). (2.7) 
In Eq. 2.7, 𝐽 is the Jacobian matrix and is defined as 𝐽(𝑥) = 𝜕𝑅/𝜕𝑥. Iteration for 
solving Eq. 2.7 will be stopped when the relative norm of residual is close to zero. Given 
the size of the Jacobian matrix and the computational cost associated with solving the 
linear system in the Newton Raphson algorithm, model order reduction described in the 
next sections can alleviate some of these bottlenecks by reducing the size of these matrices.  
 
2.2. Single-Phase Flow 
In the case of single-phase flow, the equations are simplified and the mass balance 









= ∇ ∙ (
𝜌
𝜇
𝑘(∇𝑃 − 𝜌𝑔∇z)) − 𝜌q̃,  (2.8) 
where  ∫ 𝜌q̃𝑑Ω
Ω
= 𝑞 is the source or sink term. 
The left hand side represents the accumulation term, while on the right hand side, 
the first term is representing flux from Darcy’s equation and the second term is source/sink 
term. 




= 𝑇𝑝(𝑃(𝑡))𝑃(𝑡) − 𝑞(𝑃(𝑡)) − 𝐺(𝑃(𝑡))=𝑇𝑝(𝑃(𝑡))𝑃(𝑡) − 𝐹𝑃(𝑃(𝑡)). (2.9) 
 Here 𝑡  denotes time,𝑃(𝑡) = [𝑃1(𝑡), … , 𝑃𝑛𝑐(𝑡)]
𝑇 ∈ ℝ𝑛𝑐  is a vector of pressure  






∈ ℝ𝑛𝑐×𝑛𝑐  is a coefficient matrix , 𝐹𝑃 
accounts for the source/sink term and gravity term and is a function of pressure, i.e., 𝐹𝑃 =
[𝐹𝑃(𝑃1(𝑡)), … , 𝐹𝑃(𝑃𝑛𝑐(𝑡))]
𝑇 .  𝑇𝑝 ∈ ℝ
𝑛𝑐×𝑛𝑐  is transmissibility matrix, which is seven 




)𝑖±1/2,𝑗,𝑘, (𝑇𝑜)𝑖,𝑗±1/2,𝑘 = (
𝑘𝑘𝑟𝑜𝐴
𝜇 𝐵𝑜 𝑜𝛥𝑦
)𝑖,𝑗±1/2,𝑘, (𝑇𝑜)𝑖,𝑗,𝑘±1/2 = (
𝑘𝑘𝑟𝑜𝐴
𝜇 𝐵𝑜 𝑜𝛥𝑧
)𝑖,𝑗,𝑘±1/2 . 𝐵𝑝 
𝑇𝑝, 𝐹𝑃 are all function of pressure.  
To solve this equation, we perform backward Euler scheme for time discretization.   
Since 𝐹𝑃 could be nonlinear function, we solve for 𝑃
𝑘+1 with newton iterations at each 


















+ 𝐽𝐹 − 𝐽𝑇 𝑃
𝑘+1(𝑡) + 𝑇𝑝(𝑃
𝑘+1(𝑡)) (2.11) 
Here 𝐽𝐵 and 𝐽𝑇 ∈ ℝ
𝑛𝑐×𝑛𝑐 are matrix derivative in terms of pressure, 𝐽𝐹 is diagonal 
matrix given by 𝐽𝐹 = 𝑑𝑖𝑎𝑔{𝐹𝑃′(𝑃1(𝑡)), … , 𝐹𝑃′(𝑃𝑛𝑐(𝑡))} ∈ ℝ
𝑛𝑐×𝑛𝑐 , where 𝐹𝑃′  is 
derivative of function 𝐹𝑃 in terms of pressure. 
 
2.3. Mixed Formulation for the Two-Phase Flow 
In this work, we use the two-phase flow system a mixed formulation of the 
equations [71]. This is incompressible two-phase flow model combining Darcy’s law with 
mass conservation law as shown below. Here we neglect the gravity effect and capillary 
pressure. Simplified from Eq. 2.1 and 2.2, we have  







+ ∇ ∙ v𝜒 = 𝑞𝜒 . (2.13) 
In Eq. 2.12, the subscript 𝜒 refer to phase water or oil, v𝜒 is phase velocity, 𝑘𝑟𝜒 is 
relative permeability,  𝜂𝜒  is phase viscosity, 𝐾  is permeability tensor matrix and 𝑃  is 
pressure. In Eq. 2.13, 𝜑 is porosity, 𝑠𝜒 and  𝑞𝛽 are phase saturation and phase low rate 
respectively.  
With the condition 𝑠𝑤 + 𝑠𝑜 = 1 and manipulate on Eq. 2.12 and 2.13 we have the 




condition and constant initial condition for saturation (𝑠𝑤(𝑡 = 0) = 𝑠0). For pressure and 
velocity, the governing equation appears 
 ∇ ∙ v = 𝑞𝑤 + 𝑞𝑜 = 𝑞  (2.14) 
 and −𝜆𝐾∇𝑃 = v, (2.15)  







 is the total mobility. We define two function spaces  𝑄 = {𝑙 ∈
𝐿2(Ω), ∫ 𝑙
Ω
dx = 0}  and 𝑊 = {𝑤 ∈ H(div, Ω), w ∙ n = 0 on ∂Ω} , where 𝐻(𝑑𝑖𝑣, 𝛺) =
{w = (𝑤1, … , 𝑤𝑑 ) ∈ (𝐿
2(Ω))𝑑, ∇ ∙ w ∈ 𝐿2(Ω) }.  














 is the fractional flow function.  
For pressure and velocity, mixed finite element method [72, 73]  is used for 
discretization. We seek a pair of (P, v) that belongs to 𝑄 × 𝑊, where 𝑤 and 𝑙 are test 
functions, such that 
 ∫ (𝜆𝐾)−1v ⋅ 𝑤
Ω
 𝑑𝑥 − ∫ 𝑃∇ ∙ 𝑤
Ω
= 0, 𝑤 ∈ 𝑊 (2.17) 
 ∫ 𝑙 ∇ ∙
Ω
v, = ∫ 𝑙 𝑞
Ω





For detailed definition of functional spaces for the mixed FEM, refer to [68]. Now 
the problem becomes finding 𝑃ℎ ∈ 𝑄ℎ  and vℎ ∈ 𝑊ℎ such that the following weak form is 
true, 
 ∫ (𝜆𝐾)−1vℎ ⋅ 𝑤ℎΩ  𝑑𝑥 − ∫ 𝑃ℎ∇ ∙ 𝑤ℎΩ = 0, 𝑤ℎ ∈ 𝑊ℎ (2.19) 
 ∫ 𝑙ℎ ∇ ∙Ω vℎ𝑑𝑥 = ∫ 𝑙ℎ 𝑞Ω 𝑑𝑥, 𝑙ℎ ∈ 𝑄ℎ,  (2.20) 
where 𝑄ℎ and 𝑊ℎ are mixed finite element space that contains lower order piecewise 
polynomials.   
For discretization, let {𝜓v𝑖} and {𝜓𝑃𝑖} be basis for 𝑊ℎ  and 𝑄ℎ, thus v and P are 
approximated as vℎ = ∑ 𝜓v𝑖v𝑖  and  𝑃ℎ = ∑ 𝜓𝑃𝑖𝑃𝑖 . Then the system of discretized 










],  (2.21) 
where 𝐵 = {𝑏𝑖𝑗 } , 𝐶 = {𝑐𝑖𝑘} , 𝐷 = {𝑑𝑘} ,  𝑏𝑖𝑗 = ∫ 𝜓v𝑖(𝜆𝐾)
−1
Ω
𝜓v𝑖𝑑𝑥, 𝑐𝑖𝑘 = ∫ 𝜓𝑃𝑖∇ ∙Ω
𝜓v𝑖 𝑑𝑥  and 𝑑𝑘 = ∫ 𝜓𝑃𝑖𝑞Ω 𝑑𝑥. For more discussion on multiscale method with different 
local basis functions, refer to [72]. 
We note that the whole system is solved sequentially, which means to solve 
pressure first and then use the results to solve for saturation. For saturation, finite volume 
is used for space discretization and backward Euler is used for time derivative part.  
For grid block i, we perform discretization in time for Eq. 2.16, and thus, we have 












∇ ∙ (𝑓𝑤(𝑠𝑖)v 𝑖). (2.22) 
Applying finite volume scheme and divergence theorem (Here Ω𝑖 is the domain of 
cell i) yield,  
∇ ∙ (𝑓𝑤(𝑠𝑖)v) =
1
|Ω𝑖|












⋅ 𝑛𝑖𝑗𝑑𝑆 = ∑ 𝐹𝑖𝑗(𝑠
𝑛+1)𝑗𝑗 , (2.23) 
where 𝐹𝑖𝑗 ≈ ∫ [𝑓𝑖𝑗v𝑖𝑗]𝑒𝑖𝑗
⋅ 𝑛𝑖𝑗𝑑𝑥  is the phase flux integration on edge 𝑒𝑖𝑗  between two 
adjacent cell domains Ω𝑖  and Ω𝑗 . The integral is approximated with a first order 
approximation, the upstream weighting scheme, which is  
𝑓𝑖𝑗(𝑠) = {
𝑓𝑖𝑗(𝑠𝑖), 𝑖𝑓 v𝑖𝑗 ⋅ 𝑛𝑖𝑗 ≥ 0
𝑓𝑖𝑗(𝑠𝑗), 𝑖𝑓 v𝑖𝑗 ⋅ 𝑛𝑖𝑗 < 0
. 
Rewriting the flux term with two parts,  
 (𝑞𝑤)𝑖 = 𝑞𝑖
+ − 𝑓𝑤(𝑠𝑖
𝑛+1)𝑞𝑖
−,  (2.24) 
where 𝑞𝑖
+ = max (𝑞𝑖, 0) indicating the injection rate and 𝑞𝑖
− = min(𝑞𝑖, 0) indicating the 












− ]. (2.25) 
In the following chapters, we will utilize the single-phase fluid model (Eq. 2.8-
2.11) and two-phase fluid model (Eq. 2.12-2.25) described here to perform model order 
reduction and proxy model development. 
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3. SPARSITY PROMOTING MODEL ORDER REDUCTION* 
 
The sparsity promoting method developed here can be used in both MOR and 
proxy model development as both process involves data mining techniques to either figure 
out the optimum set of modes (for MOR) or mining for the best terms in the governing 
equation for the dynamic system, which we will discuss in next chapter.  
We first introduce the problem of PDE governing equations and discretization for 
both single phase and two-phase flow. Then provide the two standard MOR algorithms 
(POD, standard DMD) and one newly developed sparsity DMD algorithm for constructing 
the required basis. Finally, the results of application on sparsity DMD is presented 
followed by a comparison and discussion between the three above mentioned model order 
reduction methods.  
 
3.1. Galerkin Projection 
For single phase flow, the nonlinear ODE differential equation (Eq. 2.9) could be 
solved by Newton-Raphson iteration at each time step involving nc by nc system of 
equations. We use Galerkin projection theory to reduce the dimensionality of the system 
as 𝑃(𝑡) = Φ𝑃𝑟(𝑡) , where Φ
∗Φ = I𝑘, Φ = {𝜙𝑖}𝑖=1
𝑟 ∈ ℝ𝑛𝑐×𝑟  is the matrix contains basis 
vectors. Here the operator ∗ on a matrix means conjugate transpose of the matrix, which  
*Part of this section is reprinted with permission from “Data-driven Model Reduction Based on Sparsity-
promoting Methods for Multiphase Flow in Porous Media” by A. Bao, E. Gildin. SPE Latin America and 




means take the transpose of the matrix and then take the complex conjugate of each entry. 
The basis vectors are also called modes for POD and DMD method.  The linear 
combination of modes can be used either to construct subspaces or perform prediction. 
Note that for POD method, the column vectors are orthogonal to each other. Thus, the 






∗𝑇𝑝Φ𝑃𝑟(𝑡)  (3.1) 
 Φ∗Φ (𝑃𝑟
𝑘+1(𝑡) − 𝑃𝑟
𝑘−1(𝑡)) + ∆tΦ∗𝐹𝑃 ( Φ 𝑃𝑟
𝑘+1(𝑡)) = ∆tΦ∗Φ𝑃𝑟
𝑘+1(𝑡)  (3.2) 
 𝑅𝑟 = Φ









= Φ∗𝐽Φ .  (3.4) 
In two-phase flow model, we will be using Eq. 2.22 as our target equation and 
apply Galerkin projection with basis Φv,𝑃 ∈ ℂ
(𝑛v+𝑛𝑐)×𝑟 for velocity and pressures. Thus, 












] .  (3.5) 
 
3.2. Standard Technique for Model Order Reduction 
3.2.1. Proper Orthogonal Decomposition 
The POD method is derived from constructing a lower dimensional approximation 
in Hilbert space [21]. Basically, it can be viewed as an application of singular value 




proposed by Volkwein [74] and followed by a number of scholars researching on 
modifications and improvement [13, 75]. We will briefly review the method here.  
Consider given a set of pressure snapshots at different time steps ℙ =
[𝑃1, … , 𝑃𝑛𝑠]𝑇 ∈ ℝ𝑛𝑐×𝑛𝑠 , 𝑃𝑗 = 𝑃(𝑡𝑗), 𝑑 = dim (𝑠𝑝𝑎𝑛{𝑃
1, … , 𝑃𝑛𝑠}) , where ns is the 
number of time steps and nc is the number of grid blocks. Let {𝜙𝑖}𝑖=1
𝑑  denotes the 
orthonormal basis, then each of the snapshot column can be expressed as  
 𝑃(𝑡𝑗) = ∑ 〈𝑃
𝑗 , 𝜙𝑖〉𝑋𝜙𝑖
𝑑
𝑖=1 .   (3.6) 
The goal is to find the corresponding basis {𝜙𝑖}𝑖=1
𝑙  with 𝑙<<d to describe the 









𝑗=0 ,   (3.7) 
 Subject to 〈𝜙𝑗 , 𝜙𝑖〉𝑋 = 𝛿𝑖𝑗,  
where {𝜉𝑗}𝑗=0
𝑛𝑠  are positive coefficient and H denotes a proper Hilbert space. 
The solution of the above minimization problem is obtained from singular value 
decomposition of the snapshot matrix [76]. For simplification purpose, we perform 
economy SVD in Euclidean space as  
 ℙ = 𝑉Σ𝑊∗,   (3.8) 
where 𝑉 = {𝑣𝑖}𝑖=1
𝑑 ∈ ℝ𝑛𝑐×𝑑  and 𝑊 = {𝑤𝑖}𝑖=1
𝑑 ∈ ℝ𝑛𝑠×𝑑  are unitary matrix, Σ =
diag{σ1, … , σ𝑑} ∈ ℝ
𝑑×𝑑  contains singular values of snapshot matrix.  The solution for 
optimal POD basis is simply the first l columns in V, which is{𝑣𝑖}𝑖=1
𝑙 . 












𝑗=0 = ∑ σ𝑖
2𝑑
𝑖=𝑙+1 .   (3.9) 
This error formula indicates a factor called energy fraction (Eq. 3.10) that can be 
used to improve the performance of POD basis by choosing the truncation parameter 𝑙 so 








    (3.10) 
 
3.2.2. Dynamic Mode Decomposition 
Dynamic mode decomposition (DMD) has been proposed as a non-intrusive 
method for discovering system dynamics [14]. It can be a non-intrusive method from the 
simulator-run point of view. In this case, we call it an offline process. The major 
assumption of the method is that there exists a linear mapping matrix A that connects the 
temporal evolution of the state of the system. Without elaborating further in the theory of 
DMD, we provide the steps used in the DMD algorithm. The reader can refer to [14] for 
more details.  
1. Suppose we have two snapshot matrices comprised of the states of 
the system. They can be pressures for the single-phase flow case, or pressures, 
velocities and saturations for the two-phase flow.  The columns of the matrix data 






















Each 𝑃𝑖 = 𝑃(𝑖∆𝑡) is a vector with nc components (nc gridlocks), and thus 
ℙ1, ℙ2 ∈ ℝ
𝑛𝑐×(𝑛𝑠−1). Ideally, we assume there is a time independent matrix A that 
satisfy 
 𝑃𝑖+1 = 𝐴𝑃𝑖.    (3.11) 
And thus 
 ℙ2 = 𝐴ℙ1.   (3.12) 
Also notice that this assumption potentially gives us a Krylov subsequence 
since 
ℙ𝟏 = {𝑃
1, 𝐴𝑃1, 𝐴2𝑃1 … 𝐴𝑛𝑠−2𝑃1}. 
Next, to get an approximation of the matrix A, we perform an economy-
sized singular value decomposition on snapshot matrix ℙ𝟏.  
 ℙ𝟏 = 𝑌𝑆𝜇𝑍
∗    (3.13) 
Here 𝑌 = {𝑦𝑖}𝑖=1
𝑟 ∈ ℝ𝑛𝑐×𝑟  and 𝑍 = {𝑧𝑖}𝑖=1
𝑟 ∈ ℝ𝑛𝑠×𝑟  are unitary matrix, 
and 𝑆𝜇 = diag{𝜇1, … , 𝜇𝑑} ∈ ℝ
𝑟×𝑟, 𝑟 ≤ min {𝑛, 𝑛𝑠 − 1} is the rank of matrix ℙ𝟏. 
2. Define matrix ?̃? as 
 ?̃? = 𝑌∗𝐴𝑌 = 𝑌∗ℙ𝟐𝑍𝑆𝜇
−1
.  (3.14) 
3. Perform eigenvalue decomposition of matrix 𝐴 ̃, 




where 𝑋 = [𝑥1 … 𝑥𝑟] ∈ ℝ
𝑟×𝑟  is eigenvector matrix and Λ = diag{𝜆1 … 𝜆𝑟} ∈
ℝ𝑟×𝑟 is eigenvalue diagnal matrix.  
4. The dynamic mode can be calculated as 
 𝜙𝑗 = 𝑈𝑥𝑗 ,   Φ = {𝜙𝑖}𝑖=1
𝑟 .  (3.16) 
It is usually preferred to normalize the DMD mode 𝜙𝑗  as 𝜙𝑗 according to 
the first snapshot so that it preserves the correct scale [77]. Essentially, 𝑑𝐷𝑀𝐷 =
Φ∗𝑃1, 𝜙𝑗 = 𝜙𝑗𝑑𝐷𝑀𝐷 .    
5. Finally, the pressure value at a particular time step k can be 
approximated as  
 𝑃𝑘 ≈ ∑ (𝜆𝑗)
𝒌 𝜙𝑗
𝒓
𝒋=𝟏  .  (3.17) 
 
3.3. Sparsity Promoting Dynamic Mode Decomposition 
Unlike the POD method that selects the subset of the mode according to the rank 
of the energy level from singular values, there is no natural ways for DMD method to 
select modes. Furthermore, the DMD modes are not orthogonal, which makes the 
projection to behave in different way as the POD modes. One of the approaches proposed 
is the sparsity-promoting DMD method that includes the sparsity structure by augmenting 
an objective function with and additional term that penalize the cardinality of non-zero 
elements. For detailed proof and procedure, we direct to the paper [24]. 
We return to the classical DMD method and introduce a vector of amplitude 𝛼 to 




 𝑃𝑘 ≈ ∑ (𝜆𝑗)
𝑘 𝜙𝑗
𝑟
𝑗=1 𝛼𝑗 ,   (3.18) 
  
where 𝛼 = [𝛼1 … 𝛼𝑟] . 
In the matrix form, the forward prediction is performed as Eq. 3.19, 
ℙ𝟏 = [𝑃









































Φ𝛼V𝑎𝑛𝑑.     (3.19) 
The object now is to determine the initial value of 𝛼  and furthermore seek a 
sparsity structure with optimal value of 𝛼. The initial value of 𝛼 is determined through the 
following optimization problem 
 minimize 
𝛼
𝐼(𝛼) = ‖ℙ1 − ΦαV𝑎𝑛𝑑‖𝐹
2 .   (3.20) 
To determine the sparsity structure of α, an extra penalty term of l1 norm instead 




𝐼(𝛼) + 𝛾 ∑ |𝛼𝑖|
𝑟
𝑖=1    (3.21) 
The process could be illustrated with the steps depicted in Figure 3.1. After the 
sparsity structure is fixed for 𝛼, the problem reduces to determining only the nonzero 
amplitude element from the optimization problem in Eq. 3.21, with the constraint 𝐸𝑇𝛼 =




structure of alpha as 𝛼 = [0  𝛼2  0  𝛼4]
𝑇, the matrix E could be 𝐸 = [
1  0  0  0




we get the optimal amplitude by using the method of Lagrange multiplier again: 
 𝐿𝑝(𝛼, 𝜏) = 𝐼(𝛼) + 𝜏
∗𝐸𝑇𝛼 + (𝐸𝑇𝛼)∗𝜏,    (3.22) 
where 𝜏 is the vector constant of Lagrange multiplier. 
 
Figure 3.1 Schematic results of sparsity generating algorithm. This is a graphical 
representation of Eq. 3.19. Starting with Eq. 3.18 with full dimension of 𝛂, after 
applying the algorithm as  in Eq. 3.21, the solution will have sparsity structure of 
amplitude 𝛂, that will decide which DMD modes to pick.   







3.4. Results and Discussion 
3.4.1. Single Phase Flow Example 
In this example, we will demonstrate how the sparsity DMD modes are applied to 
the single-phase flow model. Consider a reservoir discretized into 15x15x3 Cartesian grids 
with each size 30ft ×30ft×30ft. The field is equipped with one producer at the center of 
the reservoir with constant bottom-hole pressure of 2900 psia. We assume the well is only 
perforated at the bottom layer (layer1). The permeability and porosity of the three layers 
are shown in Figure 3.2. The initial pressure is set to be 3100 psia. We simulate the 
reservoir for 365 days to get the pressure snapshot matrix of dimension 675 x 365. We 
will first apply the method on training dataset and get an initial idea of how the algorithm 
performs. Then, we get the testing data by perturbing the control parameter (production 
bottom hole pressure) and use the DMD modes generated from training data to test the 
actual performance.  
 
Figure 3.2 Permeability and porosity of single-phase reservoir model (reprinted 





Figure 3.3 Rock and fluid properties of single-phase reservoir model 
 
 
Through the sparsity DMD algorithm, we obtain the basis with sparsity structure. 
The level of sparsity of structure will depend on the value of the penalty factor gamma (𝛾) 
in Eq. 3.21. The larger the gamma value, the higher the sparsity level will be (Figure 
3.4).The sparsity pattern can be seen further from Figure 3.5. Out of total 26 DMD modes 
(the numerical rank of the singular value matrix is 26 ), the sparsity DMD is able to select 
several of the important modes with low level of frequency (smaller value for the 
imaginary part of the eigenvalue).  
 
Figure 3.4 Number of sparsity promoting DMD modes changes with penalty factor 






































Figure 3.5 Eigenvalues of ?̃? (the matrix that contains coherent structure for DMD 
method as in Eq. 3.14) and the absolute values of the DMD amplitude 𝜶. The crosses 
are from sparsity promoting DMD algorithm with Nz DMD modes. The circles are 
for the standard DMD algorithm . 
 
The basis can be used either in the offline process or the online process. Note that 
the offline process does not require the use of a simulator, instead, it only involves a 
superposition of the basis (Eq. 3.19). Thus, with affordable effort to compute the sparse 
DMD modes (see Figure 3.7), we could obtain a computationally more efficient 
prediction, especially with the offline process. The online process utilizes Galerkin 
projection to project the system onto a subspaces spanned by the basis. The final results 
shown in Figure 3.6 imply good agreement between fine scale model and reduced model 









where ℙ𝑟𝑒𝑓 is the snapshot matrix from simulator, ℙ𝑎𝑝𝑝 is approximated solution from 
model reduction.  





where P𝑟𝑒𝑓(𝑡𝑖) is a vector of pressure results from simulator at time 𝑡𝑖, while P𝑎𝑝𝑝(𝑡𝑖) is 
the approximated solution from model reduction.  
As we already noticed before [78], the overall error of Sparse DMD compared with 
POD method suggests unstable behavior of POD, the error is not always decreasing as the 
number of modes decreased. When the number of modes reduced to a certain amount (in 
this case 5) for POD method, as seen in Figure 3.6 the pressure map shows incorrect, non-
physical behavior, lower left corner of layer 1 has pressure even lower than the actual 
production well. We further investigate the computational efficiency of sparsity DMD by 
showing the reduced solver time with fewer basis used, as seen in Table 3.1.  The 
computational time for selecting optimum basis is only around 0.1%~0.2% of the original 
solver time. But the solver time could be reduced more than 100 times for sparsity-








(a) Online sparsity DMD with 5 basis (first row = pressure maps; second row = error maps) 
 
 
(b) Online POD with 5 basis (first row = pressure maps; second row = error maps) 
 
(c) Offline sparsity DMD with 24 basis (first row = pressure maps; second row = error 
maps) 
Figure 3.6 Results of reduced order model(training case) with different methods, 
within each group of (a)(b)(c) the upper one is pressure map and the lower one is 






Table 3.1—Compare online computation time of solver with different MOR 
method (training dataset). 







Fine scale 675x675 9.89 (solver time) - - 
Standard DMD, online 50x50 1.51 (solver time) - 1.77e-4 
Sparse DMD, online 10x10 0.09 (solver time) 0.0042 0.0056 
Sparse DMD, online 5x5 0.0748 (solver time) 0.0099 0.011 
Sparse DMD, offline 24x24 0.042 (total time) 0.0174 0.010 
 
  
Figure 3.7 Computation time for sparse DMD modes and offline prediction 
 
Next, we repeat the process for a different testing dataset, which we will use  
perturbed control parameters (bottom hole pressure for producer), as seen in Figure 3.8. 
For the online process, we use the DMD modes generated from the training dataset and 
perform Galerkin projection with the simulator. To illustrate the significance of offline 
process, we use the first 70% of the testing data to generate DMD modes and predict the 
results for the rest 30%  of the testing data. With a different control parameter to formulate 

































Figure 3.8 The Training and Testing (perturbed) bottom hole pressure for 
producer.    
 
Table 3.2—Compare online computation time of solver with different MOR 
method (testing dataset). 
 Jacobian size Computation time (sec) Relative error (%) 
Fine scale 675x675 9.90 (solver time) - 
Sparse DMD, online 24x24  0.5347 (solver time) 0.0056 
Sparse DMD, online 9x9  0.0884 (solver time) 0.0079 
Sparse DMD, online 5x5  0.0820 (solver time) 0.0129 
Sparse DMD, online 3x3  0.079 (solver time) 0.0210 
 
A comparison of POD and sparsity-promoting DMD with limited number of 
modes (9 modes) to capture the dynamics is shown in Figure 3.9. The POD and DMD has 
similar performance, however DMD seems outperform POD in mass conservation results 
(Figure 3.10) especially in layer 3 (where the well is perforated) near the well location. In 
addition, the DMDc is specifically designed for the complex control problem such as the 




promoting DMDc leading to a better result in the complex control case study. Finally, we 
noted here that the DMD method’s main advantage is to perform offline prediction, which 
we will show next.  
 
 
(a) Online sparsity DMD with 9 basis 
 
(b) Online POD with 9 basis 
 
(c) High fidelity model. 
 
Figure 3.9 Results of reduced order model (testing case) with different algorithm, 
within each group of (a)(b), the upper row is pressure map, the lower row is relative 







Figure 3.10 Mass conservation violation scaled as average pore volume. The upper 
row is from POD method and lower row is from DMD method. 
 
For the offline process, we use the first 60% (220 timestep) of the testing data 
to generate DMD modes and predict the results for the rest 40% (145 timestep) of the 
testing data. The offline results for using 41 modes are shown below (Figure 3.11). 
The initial numerical rank is 48 for from the calculation based on first 60% dataset. 
The total prediction time is only 0.2267 second with 41 sparse DMD modes. The 
relative error is high compare with the online DMD (Figure 3.12). But we note here 
that there is special technique, such as DMDc (DMD with control) to deal with 








Figure 3.11 Results of reduced order model used offline. The upper row are pressure 
maps and the bottom row are relative error maps (%).  
 
Figure 3.12 Relative error vs. timestep. 
 
3.4.2. Two Phase Flow Example 
In this example, we will show that sparsity-promoting DMD method is applicable 
to larger heterogeneous reservoir with two-phase flow dynamics. The reservoir model is 
under water flooding process with five spot structure: four producers at corner and one 
injector at the center. The model is based on the SPE10 comparative benchmark [79] with 





grid size of 20ft x 10ft x 2ft. The absolute permeability is shown in Figure 3.13. The 
relative permeability is approximated with the Corey correlation, which is essentially a 
power law function of saturation (with power 2 and 3 for water and oil respectively). 
Porosity is assumed a constant value of 0.2. Viscosity for water and oil are 0.3 and 3 
respectively. We assume a constant injection rate of 188 STB/time step and constant 
bottom hole pressure of 2500 psia for the four production wells.  Note that the injection 
rate is chosen to ensure at the end of simulation time (1000 days), four pore volume of 
water is injected. The initial condition is set as 0.0 for saturation and 2500 psia for 
pressure.  
 
Figure 3.13 Logarithmic of permeability field in the 2D two phase flow reservoir 
model (reprinted from [78] with permission). 
 
 
To use the Sparsity DMD method, first we collect 1000 days of simulation results 
of pressure and velocity to build the snapshot matrix with dimension of 13200 x 4000 
(time interval is 0.25 days). We then apply the sparsity-promoting DMD algorithm 
mentioned before to obtain the DMD basis with sparse structure. The basis could be used 




often several seconds since it only involves one step matrix multiplication (Eq. 3.19). This 
is rather efficient compared with the high-fidelity simulator run time. In Table 3.3, we 
present the overall relative error between the offline approximated solution and the results 
from fine scale model. The error is rather small, with magnitude of 3e-3 for sparsity DMD. 
However, the error becomes non-negligible for POD when number of modes reduced to 
40 (Table 3.3, Figure 3.16).   
The online process using sparse DMD modes produces good match in the water 
cut as compared with high fidelity model (Figure 3.14). The online case gives a better 
match than the offline process (Figure 3.15), and requires less computational time of 
solver compared with high fidelity model. Compared with POD method, in general, the 
sparse DMD method could results in smaller relative error. With as less as 40 modes, 
sparse DMD method keeps high consistency with reference solution and the error 
increases steadily, while POD method results in jump in relative error as the number of 










Figure 3.14 Results comparison in 2D reservoir: Final Saturation and water cut for 
reduced model with (a) 40 sparse DMD modes (b) 40 POD modes. (dashed line: 











Table 3.3  Relative error of pressure and velocity between high fidelity and reduced 
model. 
error, % 268 modes 196 modes 116 modes 
  Po Sw V Po Sw V Po Sw V 
POD 0.0101 0.104 0.3838 0.0309 0.9949 0.6843 0.1045 1.0051 3.3654 
DMD 0.053 0.4846 0.6396 0.0637 0.6097 0.7132 0.1 0.9858 0.9193 
error, % 50 modes 40 modes 36 
  Po Sw V Po Sw V Po Sw V 
POD 0.1457 1.6719 4.7611 0.3628 19.6819 9.7816 0.3664 19.9453 9.8448 


















336 sparse DMD modes, offline
336 sparse DMD modes, online
36 sparse DMD modes, offline











































































In this chapter, we presented applications of sparsity-promoting DMD method to 
single- and two-phase fluid flow modeling. Compared with standard DMD, the sparsity-
promoting DMD can further reduce the number of modes required with a sparse structure 
solved from Lagrange optimization problem. The relative error is steadily reduced 
corresponding to fewer modes used. Within reasonable range of time period, the offline 
stage with DMD or sparse DMD is faster than full-order or reduced order online modeling 
without compromise on the accuracy.  In the online process, the most time-consuming 
solver part will be speed up with the aid of Galerkin projection and calculated basis from 
model reduction algorithms. Furthermore, from the example, sparse DMD mode preserves 
more accuracy than POD modes especially when number of modes is small. In the future, 
we will investigate on the snapshot selection in the DMD method in order to improve the 











The goal of our system identification is to discover the governing conservation 
equations (ODE’s in this case) for the dynamic reservoir system. To illustrate the problem, 
we will start with a simple example, as stated in section 4.1, whereby we identify a set of 
ODEs with three variables.  However, the governing equation of the reservoir simulation 
is essentially originated from mass conservation and Darcy’s flow PDE equation. To apply 
the system identification technique, the PDE needs to be discretized into the ODE system 
with each equation depicting one state variable (pressure or saturation of each grid block). 
In this chapter, we develop a framework for identifying the reservoir simulation equation. 
 The outline of this chapter is as follows: First, we describe the governing 
equations for single- phase and two-phase reservoir dynamic system. Then describe the 
work flow and algorithm of SINDy and Lasso that we customized to apply to the dynamic 
system. Finally show the numerical results for both sparse regression method and discuss 
the error and model selection process.  
 
4.1. Simple Example 
Here is an example of a three-variable ODE system to motivate the problem.  
*Part of this section is reprinted with permission from “Development of Proxy Models For Reservoir 
Simulation By Sparsity Promoting Methods And Machine Learning Techniques” by Bao et al, ECMOR 
XVI - 16th European Conference on the Mathematics of Oil Recovery , Copyright [2018] by European 





 ?̇? = 𝑥 + 𝑦 + 2𝑥2 + 2𝑦2 + 2𝑥𝑦   (4.1) 
                               ?̇? = 𝑥 + 𝑦 + 𝑧 + 2𝑥2 + 2𝑦2 + 2𝑧2 − 0.01                       (4.2) 
 ?̇? = 𝑧 + 𝑦 + 2𝑧2 + 2𝑦2 + 2𝑦𝑧  (4.3) 
As seen in Figure 4.1, to determine the actual ODE system from data, we first 
collect data X = [𝑥 𝑦 𝑧]𝑇  and calculate its derivative in terms of time ?̇? in all time 
step. Then we construct a library Θ(𝑋) that consist all the candidate basis functions in the 
ODE. Finally, each of the ODE is identified with a sparse vector of coefficient 𝜉𝑖 . The 
coefficient vector determines which candidate terms to pick for the particular equation. 
Once the coefficient matrix Ξ = [𝜉1 𝜉2 𝜉3] is determined, the each of the governing 
ODE can be expressed as (e.g. the first equation) ?̇? = Θ(𝑋𝑇)𝜉1. For example the final 
results for the first equation is 𝜉1= [1.13, 0.95, 0, 2.11, 1.89, 0, 2.25, 0, 0, 0, 0, 0, 0, 0, 0, 
0 ], which indicate for the first ODE, the algorithm identifies 5 non-zero terms 
[1.13𝑥, 0.95𝑦, 2.11𝑥2, 1.89𝑦2, 2.25𝑥𝑦]. The results are very close the true equations with 






Figure 4.1 schematic plot of the system identification technique with a simple 
example. The three basic steps are creating input data, solving for coefficient matrix 
𝚵 and finally outputting identified ODE system.  
 
4.2. Governing Equation 
In the following section, we start with the discretized ODE for both single and 
two-phase flow to show the application of identification governing equation technique.  
 
4.2.1. Governing Equation for Single-Phase Flow 
From the governing equation in Eq. 2.8, after discretization in space, the partial 









Here, t denotes time, 𝑃(𝑡) = [𝑃1(𝑡), … , 𝑃𝑛𝑐(𝑡)]
𝑇 ∈ ℝ𝑛𝑐 is a vector of pressures, 
𝑇𝑝 ∈ ℝ






∈ ℝ𝑛𝑐×𝑛𝑐 is a coefficient matrix, 
𝐹𝑃 accounts for the source/sink and gravity terms and is a function of pressure, i.e., 𝐹𝑃 =
[𝐹𝑃(𝑃1(𝑡)), … , 𝐹𝑃(𝑃𝑛𝑐(𝑡))]
𝑇. 
Our data-driven methodology requires that we decompose the coefficients of Eq. 
4.4  into several nonlinear terms, as it will be shown below. As for the flux term Q, it can 
be dealt as a constant term added to the left hand side if it is assumed a constant flow rate 
well or could be merged with the other nonlinear terms in the library if we impose a 
constant bottom hole pressure well.  
After decomposing 𝑇𝑝 and 𝐹𝑃 into nonlinear terms, at a specific time tk, the set of 
nonlinear ordinary differential equations (ODE) yields,  
 𝐵?̇?(𝑡𝑘) = 𝛯
𝑇𝛩𝑡𝑘
𝑇 (𝑃(𝑡𝑘)).                           (4.5) 
where Θtk
T  is the vector of nonlinear terms in the ODE systems at time tk. The coefficient 
matrix Ξ will not change with time and can be used to simulate the dynamic system. Ξ  can 
be obtained by solving the following the equation (4)   
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is the library matrix with columns containing all possible nonlinear terms and rows for 
every time step. Essentially, every column is a time series.   
The left hand side term  
11 1 1 22 2 1 1
11 1 2 22 2 2 2
11 1 22 2
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
nn n
nn n
n n nn n n
b P t b P t b P t
b P t b P t b P t
BP






    
is a pressure derivative matrix with columns distinguished by space variable, rows 
separated by time steps (See Figure 4.2 for a schematic view).  
 
4.2.2. Governing Equation for Two-Phase Flow 
As already disscuss the in Chapter 2, we recap the mix formulation two phase flow 
simulator. For the sake of completeness, we assume an incompressible two-phase flow 
model and neglect gravity effects and capillary pressure. As previously mentioned, the 
formulation of two-phase flow equations is written as  
 v𝜒 = −
𝑘𝑟𝜒
𝜂𝜒







+ ∇𝜈𝜒 = 𝑞𝜒. (4.8) 




= −𝐴𝑓(𝑠) + 𝑞𝑖𝑛𝑗,      (4.9) 
where 
  𝐴𝑖,𝑗 =
{




   
𝑖 = 𝑗,   𝑘 𝑖𝑠 𝑡ℎ𝑒 𝑒𝑑𝑔𝑒 𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑠 𝑣𝑖𝑘 ⋅ 𝑛𝑖𝑘 ≥ 0
𝑖𝑓 𝑗 𝑖𝑠 𝑡ℎ𝑒 𝑢𝑝𝑤𝑖𝑛𝑑 𝑖𝑛𝑑𝑒𝑥 𝑓𝑜𝑟 𝑘𝑡ℎ 𝑒𝑑𝑔𝑒 𝑜𝑓 𝑐𝑒𝑙𝑙 𝑖, 𝑘 = 1,2,3,4
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 












}𝑇  and 𝑓(𝑠) = {𝑓(𝑠1), … 𝑓(𝑠𝑛)}
𝑇 . As seen in the 
equation, the matrix A is a function of the velocity and production rate 
Our objective in this work is to identify the governing ODEs for saturation (Eq. 
2.25) assuming pressure and velocity are known. In the future, we will explore the 
possibility of identifying  pressure and velocity equations and to achive a fully funtional 
system identification technique for two phase flow. But first, to reveal only the satraution 
euqations, we approximate the fractional flow with polynomial function of saturation. To 
avoid the linear dependence in the basis library, the intercept/constant term  is not included 
in the polynomial function.  To select the proper order for modeling the function between 
satratuion and water cut, we use the AIC ((Akaike Information Criterion) number. The AIC 
number is a model selection critiria that will balance between model complexity and error 
in order to select for the optimum model and commonly defned as 







where n is the number of samples in the linear regression. RSS is the residual sum of squre 
of the linear regression. n is the number of samples used to perform linear fit. k is the model 
complex number that equals to the number of parameters of the model plus 2, for example, 
𝑘 = 5 − 2 = 3  in Eq. 4.11. But we also noted here that the AIC number in different 
literatures can vary by adding a aconstant or multiply by a factor.   
According to the statistics significance test shown in Table 4.1, the forth order 
polynomial has the lowest AIC number (4.10) with all components significant. So the 
polynomial function we will use is as follows, 
 𝑓𝑤(𝑠𝑤) = 𝑐4𝑠𝑤
4 + 𝑐3𝑠𝑤
3 + 𝑐2𝑠𝑤
2 + 𝑐1𝑠𝑤 . (4.11) 
More advanced approaches have been raised to approximate the original equation with 
simpler functions, such as the quadrative bilinear formulation (QBDAE) [12] and 
Carleman bilinearization  [80]. However, here we only use a polynomial function of single 
variable (𝑠𝑤) for the purpose of not introducing extra unknow states as in the QBDAE, 
and the unknown derivative terms as in the Taylor expansion in the Carleman 
bilinearization. 
Table 4.1 Selection for order of polynomial function (reprinted from [48] with 
permission).   
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𝑠𝑤




2 + 𝑐1𝑠𝑤    all significant 0.001 -164.73 
𝑓𝑤 = 𝑐3𝑠𝑤
3 + 𝑐2𝑠𝑤






4.3. Sparse Identification of Nonlinear Dynamical system (SINDy) 
We start by introducing the SINDy method developed by Brunton, Proctor and 
Kutz in 2016 to identify nonlinear terms in governing ODEs. This method solves the linear 
system in Eq. 4.6 with a direct solver or ridge regression. As the solution is not sparse, 
they then apply a hard threshold to screen out the small coefficient and thus create a sparse 
structure.  We customized this method to solve for our discretized reservoir ODE system 
(Eq. 4.4). Several modifications will be made, which include constructing a library, 
physical constraints for fluid flow in reservoir, data screening, and different solvers for 
linear system. The schematic workflow for our customized SINDy method is in shown in 
Figure 4.2 
 
Figure 4.2  Work flow for discovering ODE with SINDy. The process consists of four 
major steps, 1. Construct library of possible nonlinear terms; 2. Apply physical 
constraints to reduce columns of data; 3. Reduce the rows according to magnitude of 
change of dynamics (time derivative terms); 4. Apply ridge regression and hard 





 First step is to build the nonlinear library. The TpP term can be approximated as a 
polynomial function up to third degree as seen in following figure. The sink/source term 
Q, if is a constant, can be accounted for the in the library as a column full of ones or can 
be directly deducted from the accumulation part (left hand side). The physical constraints 
that one should be aware of are inherited from the fact that we are assuming a 
discretization using a 5-point stencil, that is, each state variable is only related with its 
adjacent states and itself. For example, to calculate P1 in a one-dimensional system, only 
P2 and P1 are needed to construct nonlinear terms. See Figure 4.3 as an example. 
   
 
Figure 4.3 Scheme for selection of nonlinear times based on one dimensional model. 
Terms in each grid block is only related with parameters in its neighbor grid block 
function (reprinted from [48] with permission).   
 
We make use of another physical fact (constraint) that allows data screening. At 
the reservoir boundary where pressure wave took time to reach, the 
𝜕𝑃
𝜕𝑡
 remains zero at the 




early stage. Keeping those close to zero terms in left hand side will jeopardize the accuracy 
of solver. So we eliminate the almost zero entries in accumulation part and the 
corresponding row entries in the library. In addition, we need to decide how much data is 
needed for training the model, that is the length of the time series data. This is obtained by 
balancing the relative error and the less data used as possible, because we do not want 
excessive training data to overfit the model and cost unnecessary extra time.  Figure 4.4  
illustrates how the prediction error decreases as the length of training data increases for a 
3x3 reservoir system. Although small offline error, using the original library with 
calculated coefficients for prediction, does not necessarily mean a good fit of model, as 
we may overfit it by pursuing a very small relative error, it could be an initial guideline to 
tune the parameters, such as the length of training dataset. We typically choose a relatively 
small amount of training data to achieve a relatively small error. Thus, using reasonable 
amount of training time series data with enough resolution (fine ∆𝑡), we can identify the 





Figure 4.4 Offline relative error vs. length of training data function (reprinted from 
[48] with permission). 
 
The model selection procedure as depicted in Figure 4.2 step 4 is based on selection 
of the optimum hard threshold for the algorithm. There are many techniques for model 
selection in machine learning, among them, the popular ones are Akaike Information 
Criteria (AIC) [81], Bayesian Information Criteria BIC [82], Pareto front analysis [83] and 
cross validation [84]. Pareto front analysis finds the threshold that balances between the 
level of sparse and the accuracy. The information criteria will select models that balance 
the information loss and model complexity. Alternatively, we could possibly use a 
sampling technique such as the Markov chain Monte Carlo [64, 85-87] to explore the 
whole distribution of the error and decide the optimum tolerance that minimize the error.  
Here we will be using an algorithm that applies the cross-validation technique. The 
























of Figure 4.5. Notice in step 3 (in Figure 4.5), the algorithm uses ridge regression, which 
gives a shrinkage estimate, meaning a reduced variance but a biased solution. The ridge 
regression problem consists of a least square error plus a l2 penalty term as described in 
Eq. 4.12. 





2  (4.12) 
The solution can be computed directly as  









Although the ridge regression will introduce bias, by adding an extra 𝜆 on the 
diagonal of the matrix, we make the matrix inversion more stable. This biased solution 
will not have any effect in applying the hard threshold in what comes next. After the 
sparsity pattern is determined, the algorithm provides an unbiased estimate by solving an 
exact least square problem with gaussian elimination or conjugate gradient solver. 
Finally, we perform the validation step. After identifying the governing ODEs, we 
need to verify if the coefficients identified are correct. Due to the large scale and complex 
nature of our reservoir simulator, instead of calculating all the coefficient of the actual 
ODE equation, we apply an alternate way. One way is to use the original library matrix 
we have and multiply by the calculated coefficient matrix to get an offline prediction of 
𝜕𝑋
𝜕𝑡
. The error between the offline 
𝜕𝑋
𝜕𝑡
 and the real one is what we call model building error 
(or offline error). The other way is to use Newton Raphson method to actually solve the 




from simulating the identified ODE system and original simulator is what we call 
simulation error (or online error).  
 
Figure 4.5 Flowchart for optimum threshold algorithm function (reprinted from 





Lasso is another method widely known in the area of statistical learning to identify 
sparse system. The problem is usually formulated as to optimize the sum of a least square 
loss and l1 norm of the coefficient (Eq. 4.14). This optimization problem, to its nature, is 
an application of soft threshold. In our specific reservoir simulator example, we found the 
ADMM [36] works best among other Lasso method in terms of accuracy, which is also 
the one used in our previous work [78]. We will briefly use the Lasso method in the single 
phase flow model and compare it with SINDy as in Table 4.2. The objective function with 








+ 𝛾‖𝜉‖1.  (4.14) 








+ 𝛾‖𝑧‖1 , (4.15) 
 subject to   𝜉 − 𝑧 = 0.                 
Finally, the optimization problem is solved through augmented Lagrangian equation, as 
in Eq. 4,15, and depicted below,  










2 + 𝜌 𝑦𝑇(𝜉 − 𝑧). (4.16) 
 
4.5. Results and Discussion 
4.5.1. Two-Dimensional Single-Phase Pressure Prediction 
In the case of single-phase flow models, we formulate the pressure in each grid 




regression using hard threshold method (SINDy) or soft threshold (LASSO). Here we have 
a 15x15 heterogeneous single-phase flow reservoir with one production well in the center, 
that is a typical depletion problem. As seen from Figure 4.6 and Table 4.2, the increased 
amount of grid block will affect the speed and accuracy of the model. As the equation 
number increases (Table 4.2), the model may suffer loss of accuracy (some figure 
distortion and added error in Figure 4.6), but it still has control on the overall results and 
maintain a correct production profile (Figure 4.6b). From our numerical experiments, 
SINDy works better than Lasso in terms of relative error (Figure 4.6c) and takes less 
computational time (minutes vs. hours) especially for large dimensional ODE system. 
However, the disadvantage of SINDy is that it takes several numerical experiments to 
decide which is the best initial hard threshold (or the range of the initial hard threshold for 
cross validation part) to run the simulation. For the Lasso with ADMM algorithm, we 
barely need to tune any initial parameters to achieve a feasible result (a set of identified 
ODE that could be solved by Newton iteration) since the parameter for penalty term γ (Eq. 
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                                (b)                                                          (c) 
Figure 4.6 Simulation results from three different method for single phase 225 grid 
block heterogeneous reservoir, (a) Pressure evolvement through 360 days. (b) 
Comparison of cumulative production for 225 grid block reservoir (c) relative online 
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Table 4.2 Comparisons of relative error between identified system and original 
simulator (reprinted from [48] with permission). 











Tol=0.005 Sindy 2.595e-7 2.069e-05 No 
15x15, 
Initial 
Tol=0.002 Sindy 1.1836e-5 0.019 Almost None 
15x15, 𝛾=1e-4 Lasso 0.0013 0.195 Some 
 
We could further investigate the coefficients of the single-phase flow equations to 
see if the discovered equation is reasonable or if it is indeed a physical equation. Here, we 
present some of the selected equations to observe. Cell 113 is the one we put the 
production well. As we see this is the only one that has non-zero values for the constant 
term that comes from the constant term in the well term 𝑊𝐼 ∙ 𝑃𝑤𝑓 . In fact, this is a 
constraint we manually enforced when solving the linear system for the coefficient. In 
addition, it is not surprising to notice that the dominant terms in each equations are the 
first order linear terms (Table 4.3), this is because the rock and fluid properties are strong 
linear function of pressure (Figure 4.7). This result holds true for most of the cells in the 
single-phase system. The large coefficients are selected based on the hard threshold that 
we obtained from the cross-validation algorithm described in Figure 4.5. Any coefficient 
that has absolute value less than the hard threshold is forced to be considered zero in the 
next iteration. Within each iteration, the hard threshold will be adjusted to achieve a 
smaller error. The final hard threshold as we can tell from table 4.3 is around 1e −




Table 4.3 Coefficients of three selected ODEs in a 15x15 system. The coefficients are 
three columns vectors in matrix 𝜩 in Eq. 4.6. 
 Cell 1  Cell 7  Cell 113 
 terms coeff  terms coeff  terms coeff 










𝑃2 -1.30E-03 𝑃6 8.65E-04 𝑃98 -8.39E-03 
𝑃16 3.45E-03 𝑃8 -8.06E-04 𝑃112 1.95E-02 
𝑃1
2 -4.44E-07 𝑃22 4.22E-03 𝑃114 2.24E-03 
𝑃2
2 -3.44E-07 𝑃7
2 3.07E-06 𝑃128 5.79E-04 
𝑃16
2  5.70E-07 𝑃6
2 7.42E-07 𝑃113




2  4.50E-06 
𝑃2
3 -8.61E-11 𝑃22
2  -1.49E-06 𝑃112
2  -3.48E-06 
𝑃16
3  -9.02E-11 𝑃7
3 2.75E-10 𝑃114
2  4.19E-06 
mixed 
terms with 








3  2.70E-10 
𝑃1𝑃2
2 -1.81E-12 𝑃22
3  5.28E-10 𝑃98




cell on the 
right 
𝑃7𝑃8 -2.97E-06 𝑃112




3  -5.04E-10 
𝑃1𝑃16
2  -1.07E-11 𝑃7𝑃8
2 -2.35E-11 𝑃128
3  3.00E-10 
   𝑃7𝑃22 -9.86E-10 
mixed 
terms with 
cell on the 
right 
𝑃113𝑃114 -4.14E-06 
   𝑃7
2𝑃22 6.42E-11 𝑃113
2 𝑃114 -1.46E-06 
   𝑃7𝑃22
2  -7.77E-11 𝑃113𝑃114
2  6.87E-10 




𝑃7𝑃6 -1.50E-06 𝑃113𝑃128 -8.15E-10 
   𝑃7
2𝑃6 8.82E-10 𝑃113
2 𝑃128 -8.49E-11 
   𝑃7𝑃6
2 -3.07E-10 𝑃113𝑃128
2  1.90E-11 






      𝑃113
2 𝑃112 -4.56E-06 
      𝑃113𝑃112
2  9.67E-10 
      𝑃113𝑃98 -2.98E-10 
      𝑃113
2 𝑃98 -1.61E-09 
      𝑃113𝑃98






Figure 4.7 Rock and fluid properties of single-phase reservoir model 
 
4.5.2. Two-Dimensional Two-Phase Pressure/Saturation Prediction 
As mentioned before, we are going to clearly specify the nonlinear terms and 
calculate their associated coefficients in the saturation equation with sparse regression 
method. The example here is from a mix formulation of two-phase flow model with a 
homogeneous reservoir and inverted five spot production profile, four production well in 
the corner and one injection well in the center. 
We notice that the identified ODE system may suffer increasing relative error after 
running for a long time (after 580, which is the amount of data we used to training). But 
the overall error is constrained below 6% even at the end of simulation. Notice that the 
two-phase example yielded a larger error compared with the single-phase. In order to 
enhance the performance of the sparse regression algorithm, we attempt to add constraints 
for the polynomial approximation of the fractional low function (Eq. 4.11).  From the fact 
that 0 < 𝑓𝑤 < 1, we derived the constraints as follows, 
                                               Inequality constraints: 0 < 𝐴𝑐𝑜𝑛𝑠𝜉𝑖 < 1.   (4.17) 
We illustrate this with one dimensional system. For the 𝑖 𝑡ℎ  gridblock, the equality 
constraints mentioned above becomes Eq. 4.18. Notice this is only for a certain timestep. 




constraints  needs to be done cautiously since the more constraints exist, the less the degree 
of freedom is left which may introduce increasing bias into the approximation.  
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where
0 1,1 1,1 1,2 1,3 1,4 ,1 ,2 ,3 ,4 1,1 1,2 1,3 1,4 ,4 .
T
i i i i i i i i i i i i i n               − − − − + + + + =     
This constrained problem will be solved along with the ridge regression problem as in step 
3 (in the algorithm in Figure 4.5) and the least square problem in step 4 (in the algorithm 
in Figure 4.5). The tool used for solving constrained optimization is the fmincon function 
in Matlab [88], which by default applies the algorithm BFGS for Hessian approximation. 
As seen in Table 4.4, with initial hard threshold equals 1e-7 and considering a constant 
term in the library, the model performs better and gives smaller error during online 
simulation. As shown in Figure 4.10, the benifit of using constraint SINDy is that the 
fractional flow curve has a better match and lies in a reasonable range (between 0 and 1). 
Finally, notice that the constraints here are within each cell/ODE equation. In the future, 
we may try constraints that draw connections between cells. As states by Loiseau and 






                                                                            (a) 
      
                         (b)                                                                      (c) 
Figure 4.8 Simulation results from identified ODE (by SINDy) and reservoir 
simulator for two-phase 49 grid block homogeneous reservoir with initial hard 
threshold=0.0001, (a) Saturation evolvement through 900 days (b) The elementwise 
relative error map throughout entire timesteps (c) relative online error compared 






























Table 4.4 Results comparisons from unconstraint and constraint problem for two-
phase flow reservoir. 
Initial hard threshold=1e-7, with constant term 
offline 
error online error 
unconstrained SINDy 0.0291 0.0691 
Inequality 
constraints  Ridge regression+fmincon 0.0247 0.1120 
Initial hard threshold=1e-7, without constant term 
Unconstrained SINDy 0.0174 0.1907 
Inequality 
constraints Ridge regression+fmincon 0.0166 0.1955 
 
As with the single-phase flow, we assess the results to check if it indeed allows for 
discovery of the conservation equations. We will check on the fractional flow function 
generated from the discovered coefficients. As seen in the following two figures, the 
fractional flow curve roughly follows the true solution for each of the grid blocks in the 
reservoir simulator. The constraint SINDy gives a better match than the unconstraint 
SINDy. In addition, the constraint SINDy managed to keep all values of fractional flow 










                                                    
                                                 
                                                     
Figure 4.9 The comparison of fractional flow curve from unconstraint customized 
SINDy (Red line is from reconstructed fw, blue line is the true value). x axis is 
saturation, y axis is fractional flow function value. Four plots on the corner are for 
production well grid block. One plot in the middle is for injection well grid block. 
                                                           
                                                   
                                                          
Figure 4.10 The comparison of fractional flow curve from constraint customized 
SINDy (Red line is from reconstructed fw, blue line is the true value). x axis is 
saturation, y axis is fractional flow function value. Four plots on the corner are for 




The application of the system identification technique can be extended to a more 
realistic reservoir system, such as the well-known SPE-10 model. However, as reservoir 
model gains complexity, the proxy model we use should be adjusted accordingly. For 
example, we could apply more sophisticated polynomials such as B-spline or Chebyshev 
polynomials [90] to gain extra power. Or we could apply extra constraints to regularize 
the problem and incorporates deeper constrains on mass or energy conservation [91]. In 
addition, the change of control instead of constant control can be taken into consideration 
as another factor for realistic oil reservoir.  Those are potential work that can be explored 
in the future work.    
In this chapter, we have shown that our customized sparse identification of the 
nonlinear dynamic (SINDy) is a viable algorithm for identifying both single-phase and 
two-phase flow dynamic system. Comparing with Lasso, SINDy tends to reveal the 
dynamic system more accurately, which might because SINDy provides an unbiased 
solution compared with Lasso. In addition, it is of importance to choose the parameters 
such as the length and resolution of the training data and the initial hard threshold (or the 
range of the hard threshold we are doing cross validation on). The structure of the reservoir 
grid block (1D/2D/3D) should also be taken into consideration to further regularize the 
problem. Finally, adding constraints to the sparse regression will aid in improving 
accuracy of the solution and reducing overfitting. We will further investigate on the 
constraint problem in terms of robust optimization algorithm and optimum parameters and 




mass or energy conservations. Other future work may include combining the sparse 







5. RECURRENT NEURAL NETWORK FOR RESERVOIR PROXY MODEL  
 
5.1. Introduction and Motivation 
As shown before in chapter 2, reservoir simulation aims to solve highly nonlinear 
ODEs which involves both time and spatial variables. In addition, it is of large dimension 
spanning millions to billions of equations-  for example the SPE10 benchmark [79]  results 
in a system of 2.244 million ODEs (from the discretization of PDE on 1.122 million grid 
blocks), which requires gradient calculation and numerical iterations to solve.  
A general overview of possible solutions to deal with the large dimension is shown below. 
 
Figure 5.1 Overview of complexity reduction methods with its possible solutions 
 
In this chapter, we explore the applications of LSTM network on time series oil 




• Avoid sophisticated calculation of physical connections between each of the 
variables 
• Reduce complexity by avoiding space discretization into millions of grid blocks. 
• Enhance stability of the solution by avoiding gradient based numerical iteration  
 
5.2. Problem Formulation  
5.2.1. Overview of Reservoir Simulation and Production Prediction 
We consider developing proxy model of two-phase waterflooding reservoir for 
production prediction. The core content is how to use the multivariate time series to 
perform prediction with the deep LSTM model. Recall the multiphase governing equation 
2.1, we have Eq. 5.1-5.2 for the two-phase flow equation. We noted here that either solving 
the system with fully implicit or sequential simulator, the process is recursive in nature, 
as seen in Eq. 5.3 that the current timestep is highly dependent on the previous timestep. 
The production response will be computed as in Eq. 5.4.  In this work, we will solve the 
system using the mix formulation sequential simulator as stated in chapter 2 for 




(𝜑𝜌𝑤𝑠𝑤) − 𝑞𝑤 = 𝛻 ∙ (
𝑘𝑟𝑤𝜌𝑤
𝜇𝑤
𝐾(𝛻𝑃))  (5.1) 
       
𝜕
𝜕𝑡
(𝜑𝜌𝑜𝑠𝑜) − 𝑞𝑜 = 𝛻 ∙ (
𝑘𝑟𝑜
𝜇𝑜
𝐾(𝛻𝑃))  (5.2) 
 (𝑃𝑡, 𝑠𝑤
𝑡 ) = 𝑓(𝑃𝑡−1, 𝑠𝑤
𝑡−1, 𝑞𝑤
𝑡 , 𝐵𝐻𝑃𝑡)   (5.3) 
 𝑞𝑜
𝑡 = ( 1 − 𝑓𝑤(𝑠𝑤)) ∗ 𝑞𝑡𝑜𝑡𝑎𝑙
𝑡 =  𝑔𝑜(𝑃
𝑡, 𝑠𝑤





The main goal of this end to end process is to avoid the computation of the state 
variables explicitly, and thus we will only focus on the final output, which is the total rate 
and water cut. We replace the highly nonlinear and implicit recursive function with the 
deep LSTM network, where the input are control parameters (injection rate 𝑞𝑤  and 
production bottom hole pressure 𝐵𝐻𝑃), previous water cut and production rate. This 
formulation (Eq. 5.5 and 5.6)  is motivated with recursive equation as indicated in Eq. 5.3 
and 5.4. As seen in Eq. 5.3, the current the state variable (pressure and saturation) is a 
function of the previous step state variables and the current step control parameters. 
Furthermore, the current production rate 𝑞𝑡𝑜𝑡𝑎𝑙
𝑡  and water cut 𝑓𝑤
𝑡  is a function of the 






𝑡,…,𝑡−𝑛+1, 𝐵𝐻𝑃𝑡…𝑡−𝑛+1)   (5.5) 
 𝑞𝑜
𝑡 =   (1 − 𝑓𝑤
𝑡) ∗ 𝑞𝑡𝑜𝑡𝑎𝑙
𝑡    (5.6) 
 
5.2.2. The LSTM Network 
Figure 5.2 shows the schematics of a sample LSTM cell. The ℎ𝑡  and 𝑐𝑡  is the 
current cell output and the current cell states. 𝑥𝑡  is the current input multivariate time 
series. There are in total three gates that controls the forget, update and output behavior of 
the LSTM model. The three gates are associated with four activation functions, which are 
either sigmoid or hyperbolic tangent functions. As seen from Figure 5.2, the cell state 𝑐𝑡 
is the variable that connect information from all cells/timesteps, which is the essential tool 





Figure 5.2 Structure of LSTM cell. Adapted from [56]. 
 
Looking into details of the four gates and activation function, we have the 
following equations for illustration purpose. Eq. 5.7 is the forget gate with sigmoid σ 
function that will decide which components to forget. Eq. 5.8 and 5.9 together assembled 
the update gate. 𝑖𝑡 decide which component to be updated and ?̃?𝑡 provides the changed 
cell states. [𝑤𝑓 , 𝑤𝑖, 𝑤𝑐, 𝑤𝑜] and [𝑏𝑓 , 𝑏𝑖, 𝑏𝑐, 𝑏𝑜] are the weights of the layers that related with 
each activation function. Eq. 5.10  will calculate the updated cell states based on forget 
gate and update gates. Finally Eq. 5.11 and 5.12 are the output gate that will decide what 
part of the cell states to output.  
 𝑓𝑡 = 𝜎(𝑤𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)        (5.7) 
                                        𝑖𝑡 = 𝜎(𝑤𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖 (5.8) 
 ?̃?𝑡  = 𝑡𝑎𝑛ℎ(𝑤𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)  (5.9) 
 𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑖𝑡 ∗ ?̃?𝑡   (5.10) 
 𝑜𝑡 = 𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)   (5.11) 




The LSTM networks we will use here are the deep LSTM (Figure 5.3) and 
Cascaded deep LSTM (Figure 5.4). The cascaded deep LSTM will have an extra D-LSTM 
that model the breakthrough time and feed the output to the next D-LSTM as an extra 
feature. As we will demonstrate in the results, when feeding the breakthrough time into 
the second network, we have to recast it as a nominal variable that will have either a value 
1, if the water front reaches the well, or a value of 0 before the water breakthrough.  The 
motivation for using Cascaded D-LSTM is from the observation in Figure 5.12, where 
standard D-LSTM fails to accurately predict the water breakthrough time especially for 
the second well. We will explore this fact further in this chapter. 
 






Figure 5.4 Cascaded deep LSTM network. The output t of the first networks 
represents the predicted breakthrough time.     
 
5.2.3. Training Strategy 
We deploy a typical training schemes of LSTM called sliding window technique, 
where the input variable will be a sequence of time series data with length n, and n+1 is 
our window size. As shown in the Figure 5.5, window size is 50. The first 49 timestep will 





Figure 5.5 Sliding window scheme for training LSTM network. 
 
In our specific production forecasting problem, 𝑥 is the input multivariate time 
series composed of previous production rate, water cut and control parameters (bottom 









5.2.4. Bayesian Optimization 
As noticed in the LSTM model, there are many hyperparameters required to create 
an optimum model, such as window size, number of neutrals, number of layers number of 
iterations, activation functions etc. Tuning the hyperparameters is critical to the problem 




proposed and among them, the Bayesian optimization is one of the most popular 
algorithms. We implemented the Bayesian optimization algorithm with the python 
package Sklearn [93]. The procedure is basically composed of two parts: the initialization 
and update loop. The function to be optimized is the average loss function from a three 
folds cross validation of the model. In the initialization part, we define the prior for the 
objective function as a gaussian process, with Matern type kernel for covariance matrix 
estimation and initialize the prior with several observation points. Later in the update loops, 
we update the posterior with new sampling point, which is obtained through a certain type 
pf acquisition function.   
Import sklearn.Gaussian_process  as gp 
Initialization 
• Place a Gaussian process prior on f  
o kernel = gp.kernels.Matern() 
o model = gp.GaussianProcessRegressor(kernel=kernel) 





), for i=1…n0 ) 
While n ≤ N do: 





)  ) 
• Identify the maximizer x’
 
of the acquisition function over parameter 
domain 𝒳, where the acquisition function is calculated using the current 
posterior distribution 









 , x’] 
• Increment n 
 
 
There are several types of acquisition functions that has been widely used, 
including probability of improvement, expected improvement, GP-UCB [94] etc. The 





5.2.5. Ensemble Kalman Filter 
Since we are tackling the production prediction problem, in the real oil field, as the 
production process continues, the physical condition might change. The current model 
may not be sufficient for a new case, or an updated model change. We hypothesize here 
that it  is better to have our model updated according to the real time observations 
streaming out of any production record. This is the so-called data assimilation process 
[95], and  one of the popular techniques is the Ensemble Kalman Filter (EnKF) that 
incorporates new data as it becomes available to improve the existing model. As shown 
below (Figure 5.6), we will adopt the same methodology as the EnKF to define the new 
weights of the system required in STM network based on the true observations. In Figure 
5.6, 𝑦𝑗
𝑛 is the vector that consists of LSTM weights 𝑤𝑗 (𝑁𝑚 × 1) and response variables 
𝑑𝑛 (𝑁𝑛 × 1).  𝑑
𝑛 consists of the total production rates and water cuts and is the same as h 
as described in last section 5.2.3. Superscript n is the nth time step, and subscript j is the 
jth the ensemble. Superscript f represents the updates from mathematical model and 
superscript a denotes the updates from observations. 𝑑𝑢𝑐,𝑗
𝑛  is the perturbed observation 
point based on true observation 𝑑𝑜𝑏𝑠
𝑛  and covariance 𝐶𝐷𝑛. 𝐻𝑛 is the matrix that will map 
the vector y into response vector d. O is null matrix with dimension 𝑁𝑛 × 𝑁𝑚 and 𝐼𝑁𝑛 is 





]  (5.13) 
 𝑑𝑜𝑏𝑠
𝑛 + 𝑗 = 𝑑𝑢𝑐,𝑗
𝑛 ~𝑁(𝑑𝑜𝑏𝑠









 𝐻𝑛 = [𝑂 𝐼𝑁𝑛]  (5.16) 
Generating ensembles of the parameters is critical to the successes of EnKF. In this 
work, since the weights of the LSTM network are between 0 and 1, we will simple choose 
the covariance to be 0.1 for generating 100 ensembles from a normal distribution 
W~Normal(w0, 0.1), where w0 is the  initial weights generated by the trained cascaded 
LSTM network. The number 100 is used as suggested in [96].  
 
Figure 5.6 Workflow of EnKF model update scheme. The observation is production 
rate and water cut values. The unknow parameter are weights of the LSTM network.  
The loop consists of prediction with LSTM and updates with EnKF algorithm. 
Within each iteration, the uncertainly of the unknown parameters will be reduced 








5.3. Experiments and Results 
5.3.1. The Training Dataset 
Features we used in the neural network are the control parameters: BHP (bottom 
hole pressure) and 𝑞𝑤 (injection water rate profile).  The reservoirs simulation model we 
use to generate data is the SPE 10 model (one layer) with a nine spot production scenario 
(four injector in the corner and five producer in the middle). 
The bottom hole pressure data for well 1 and 2 are drawn from the distribution of 
Uniform (1800, 2070) psia, while the BHP for wells 3, 4, 5 are from Uniform (2000, 2400) 
psia. The injection rate for each of the four injectors is generated from different uniform 
distribution Uniform (𝑞𝑤 , 1.4q), where 𝑞 is different for each case. For the ten case I 
generated, the 𝑞𝑤 ∈ (0.333, 0.285, 0.25, 0.222, 0.2, 0.182, 0.167, 0.154, 0.143, 0.125) 
pore volume/1000 days. The total injection volume of the four well over the 1000 days 
will follow uniform distribution Uniform ( 𝑄𝑤 , 1.4𝑄𝑤 ), with 𝑄𝑤 ∈ (1.333, 1.143,
1, 0.889, 0.8, 0.727, 0.667, 0.615, 0.571, 0.5 )  pore volumes/1000 days. Below are 









                Injection rate                               Production Bottom Hole Pressure        
  
           Water Cut                                                        Prodution Rate 
Figure 5.7 Sample training scenarios with injection rate follow Uniform (qw, 1.4 qw), 








                Injection Rate                                Production Bottom Hole Pressure        
  
          Water Cut                                                       Prodution Rate 
Figure 5.8 Sample training scenarios with injection rate follow Uniform (qw, 1.4 qw), 
where qw = 0.167 pore volume/day  
 
5.3.2. Building Model and Fine Tune with Bayesian Optimization 
We first build the model with regular LSTM network. Then consider the cascade 
LSTM with a new feature breakthrough indicator from an extra LSTM network built on 
the basic network. We will apply Bayesian optimization to both regular LSTM and 
cascaded LSTM network. Finally compare the results of all three cases.  
We illustrate the usefulness of Bayesian optimization starting from tuning two 




algorithm is working towards a global minimum of the objective function based on higher 










Figure 5.9 Bayesian optimization over iterations. Top row: expected improvement 
function. Middle row: estimated mean from gaussian process. Bottom row: estimated 
variance from gaussian process.  
 
We further tune three parameters together: number of layers, window size, number 




tuning from three method, Bayesian estimation, random search and grid search. Out of the 
three method, BO performs better in terms of accuracy and efficiency.  
 
Figure 5.10 Tuning three hyperparameters. 
 
5.3.3. Cascaded LSTM 
However, even though Bayesian optimization gives a better model by tuning the 
hyper parameters, the model performs poorly in predicting the water breakthrough time 
and water cut values as we will see later in Figure 5.12 and Figure 5.11. In this case, we 
propose a cascaded LSTM model that added a simpler LSTM model to predict 
breakthrough time on top of the original model. In the future we also consider combining 
with streamline calculation and generalized travel time inversion (GTTI) [97-99] for more 
accurate breakthrough time estimation. 
The breakthrough time is encoded as indicators 0 and 1 where before breakthrough 
the indicator is 0, while after breakthrough the indicator is 1. The following Figure 5.12 
and Figure 5.11 shows the comparison results of including the indicator feature and not 
including the indicator feature. Notice that the performance improved when we used 






















Figure 5.11 Performance evolution from left to right: standard LSTM, Standard 
LSTM with Bayesian optimization, cascaded LSTM with Bayesian optimization. 










Figure 5.12 Performance evolution from left to right: standard LSTM, Standard 
LSTM with Bayesian optimization, cascaded LSTM with Bayesian optimization. 





Table 5.1 Improvements over cascaded LSTM and Bayesian optimization 
 
Water Cut Production Rate 
Oil Production 
Rate 
R2 RMSE R2 RMSE R2 RMSE 
Standard LSTM 0.294 0.317 0.987 3.753 0.578 16.117 
Standard LSTM with BO 0.765 0.179 0.991 3.051 0.798 11.320 
Cascaded LSTM with BO 0.959 0.075 0.993 2.695 0.958 5.154 
 
To give a more comprehensive view of our model, we also test it on a simple case 
with constant injection rate (54 bbl/day) for each of the four injectors and constant 
producer bottom hole pressure (1950 psia, 1850 psia, 2200 psia, 1950 psia, 2200 psia) for 
each of the five production wells. The results show good match between predicted results 
and true observation (Figure 5.13). However, we do notice that all the output results has a 
unexpected jump around the time of the second well breakthrough, which might mean the 
second well’s breakthrough time might has a unnecessary larger impact on the other wells 
in the model. With more training data on different injection/production scenarios might 











(a) Production rate (bbl/day) vs. time (days) 
 
(b) Water cut vs. time (days) 
Figure 5.13 Performance test on a constant injection rate and constant production 





Table 5.2 Detailed results of the simplistic production scenarios. 
 
water cut production rate oil production rate 
R^2 RMSE R^2 RMSE R^2 RMSE 
Cascaded LSTM 
with BO 0.7613 0.1558 0.9984 2.3931 0.8608 19.1817 
 
5.3.4. Apply Ensemble Kalman Filter 
Finally, we apply the ensemble Kalman filter technique to our best model so far, 
the cascaded deep LSTM model. We generate 100 samples of weight samples from 
𝑤~𝑁(𝑤𝑑𝑒𝑛𝑠𝑒 ,   𝛴), where 𝑤𝑑𝑒𝑛𝑠𝑒 is 𝑛 × 1 vector of the weights from the last dense layer 
and  𝛴 = 0.1𝐼𝑛. The results of production rate prior and posterior is shown below (Figure 
5.14). As seen in the figure, the 100 realization of total production rate and water cut (grey 
lines) generated using the 100 prior ensembles of weights covers the whole range of the 
true value (red line). However, the posterior results of total production rate and water cut 
fit too well with the true value, in other words, there is a risk of ensemble collapse 










Figure 5.14 Training data with EnKF-LSTM. First column: Ensemble of prior for 
Production rate. Second column: Ensemble of posterior production rate. Third 
column: Ensemble of prior for water cut. Fourth column: Ensemble of posterior for 





Next, we evaluate the new model generated by EnKF-LSTM to a completely new data 
set. The result shows promising improvement when matching with true observation 
(Figure 5.15 and Table 5.3).  
 
Figure 5.15 Test Results of EnKF-cascaded LSTM. First column: Production rate 
from best model in EnKF-cascaded LSTM (100 ensembles). Second column: 
Production rate prediction from cascaded LSTM model. Third column: water cut 
from best model in EnKF-cascaded LSTM (100 ensembles). Fourth column: water 






Table 5.3 Improvements over EnKF. 
  
water cut production rate 
R^2 RMSE R^2 RMSE 
cov=0.1I, No. ensembles=100 0.9622 0.0718 0.9961 2.019 
before EnKF 0.9593 0.07446 0.9931 2.6948 
 
5.4. Conclusion and Discussion 
LSTM method provides a promising novel technique to predict future oil 
production. We see improvement from simple LSTM to Cascaded LSTM with the 
Bayesian hyperparameter tuning. Meanwhile it is noticed that Bayesian optimization is a 
reliable faster way to tune hyperparameters than simple grid search and random search 
algorithm. Finally, the Ensemble Kalman filter can help make the model prediction more 







In this work, we have proposed to apply data-driven methods to accelerate 
traditional reservoir simulation considering model order reduction and proxy model 
developments. The reservoir simulator we are using include single phase fully implicit 
simulator and sequential mix formulation two phase simulator.  
For the model order reduction part, we implemented the newly developed sparsity 
DMD algorithm and compared results with standard DMD and POD. From both single- 
and two-phase simulator, we notice that the POD method when considering limited 
number of modes, will either have jumps in the relative error or will fail to explain the 
correct physics process. On the other hand, sparsity DMD has more stable performance 
during the process of reducing modes.   
For system identification with customized SINDy method, the essential idea is to 
make the problem of identify correct terms in ODE equivalent to seeking a sparsity 
structure from the basis library.  The results show that our method outperforms the soft 
thresholding Lasso method when it comes to solving sparsity structure for single phase 
simulator ODE system.  
Finally, the LSTM method is explored in this dissertation to further simplify the 
reservoir simulation to a multi-variate times series problem, with the fact that reservoir 
simulator is essentially a recursive process and dominated by control parameters such as 




improvement in accuracy from standard LSTM to cascaded LSTM with Bayesian 
optimization for network tuning.  The extension to incorporates EnKF in our model also 
shows promising results and provides the possibility to use our mode for data assimilation.  
We have built the foundation to the above-mentioned technique for its application 
on reservoir simulation. There is potential work to be done to improve the performance or 
extend the technique to larger and more complex problem. For the sparsity-promoting 
DMD problem, the algorithm is intended to deal with constant control problem and extra 
effort is required for complex control problem. To improve the algorithm, efficient sample 
selection procedure is to be considered and ways to tailor the algorithm for other 
simulators (e.g. fully implicit simulator) are to be explored.  In the approach for 
discovering the governing equations for two phase flow, we only showed its capability to 
discover the saturation equation with constant control, extended the approach to reveal 
pressure and velocity equation in the context of complex control reservoir could be another 
area for this topic.  For the last part of the work, the end to end proxy model for production 
prediction, its incorporation with EnKF is still at initial stage. To improve the 
performance, the network needs to be explored in depth to find the proper weights to 
update with corresponding observation.  
 
6.2. Future Work 
The future work can be categorized into three parts. First, according to what we 
achieved on the sparsity-promoting DMD method, we will attempt to apply the algorithm 




complex control problem. Another possible direction is to investigate efficient snapshot 
selection process to achieve more accurate algorithm for mode reduction.  
Second, for proxy model development with discovering ODE technique, we will 
explore the possibility to Incorporate the complex control problem to the customized 
SINDy method and research on more physical constraints that could be utilized to make 
the model more robust for large dynamic system.  
Finally, to improve the accuracy of EnKF enhanced LSTM network, we will 
further explore the structure of deep neural network, for example, updating partial network 
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