The maximum time of 2-neighbour bootstrap percolation in grid graphs and
  some parameterized results by Marcilon, Thiago Braga & Sampaio, Rudini Menezes
ar
X
iv
:1
50
8.
06
84
7v
1 
 [c
s.C
C]
  2
7 A
ug
 20
15
The maximum time of 2-neighbour bootstrap percolation in grid
graphs and some parameterized results
Thiago Marcilon and Rudini Sampaio
Dept. Computac¸a˜o, Universidade Federal do Ceara´, Fortaleza, Brazil
{thiagomarcilon,rudini}@lia.ufc.br
Abstract. In 2-neighborhood bootstrap percolation on a graphG, an infection spreads according to the
following deterministic rule: infected vertices of G remain infected forever and in consecutive rounds
healthy vertices with at least two already infected neighbors become infected. Percolation occurs if
eventually every vertex is infected. The maximum time t(G) is the maximum number of rounds needed
to eventually infect the entire vertex set. In 2013, it was proved by Benevides et al [10] that t(G) is
NP-hard for planar graphs and that deciding whether t(G) ≥ k is polynomial time solvable for k ≤ 2,
but is NP-complete for k ≥ 4. They left two open problems about the complexity for k = 3 and for
planar bipartite graphs. In 2014, we solved the first problem[28]. In this paper, we solve the second one
by proving that t(G) is NP-complete even in grid graphs with maximum degree 3. We also prove that
t(G) is polynomial time solvable for solid grid graphs with maximum degree 3. Moreover, we prove
that the percolation time problem is W[1]-hard on the treewidth of the graph, but it is fixed parameter
tractable with parameters treewidth+k and maxdegree+k.
Keywords: 2-neighbor bootstrap percolation, maximum percolation time, grid graph, fixed parameter
tractability, treewidth
1 Introduction
We consider a problem in which an infection spreads over the vertices of a connected simple graphG following
a deterministic spreading rule in such a way that an infected vertex will remain infected forever. Given a
set S ⊆ V (G) of initially infected vertices, we build a sequence S0, S1, S2, . . . in which S0 = S and Si+1 is
obtained from Si using such spreading rule.
Under r-neighbor bootstrap percolation on a graph G, the spreading rule is a threshold rule in which
Si+1 is obtained from Si by adding to it the vertices of G which have at least r neighbors in Si. We say
that a set S infects a vertex v at time i if v ∈ Si \ Si−1. Let, for any set of vertices S and vertex v of G,
tr(G,S, v) be the minimum t such that v belongs to St or, if there is no t such that v belongs to St, then
tr(G,S, v) =∞. Also, we say that a set S0 infects G, or that S0 is a percolating set of G, if eventually every
vertex of G becomes infected, that is, there exists a t such that St = V (G). If S is a percolating set of G,
then we define tr(G,S) as the minimum t such that St = V (G). Also, define the percolation time of G as
tr(G) = max{tr(G,S) : S is a percolating set of G}. In this paper, we shall focus on the case where r = 2
and in such case we omit the subscript of the notations tr(G,S) and tr(G). Also, from the notation t(G,S)
and t(G,S, v), when the parameter G is clear from context, it will be omitted.
Bootstrap percolation was introduced by Chalupa, Leath and Reich [16] as a model for certain interacting
particle systems in physics. Since then it has found applications in clustering phenomena, sandpiles [23], and
many other areas of statistical physics, as well as in neural networks [1] and computer science [20].
There are two broad classes of questions one can ask about bootstrap percolation. The first, and the
most extensively studied, is what happens when the initial configuration S0 is chosen randomly under some
probability distribution? For example, vertices are included in S0 independently with some fixed probability
p. One would like to know how likely percolation is to occur, and if it does occur, how long it takes. The
answer to these questions is now well understood for various types of graphs [25,7,5,8,14].
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The second broad class of questions is the one of extremal questions. For example, what is the smallest
or largest size of a percolating set with a given property? The size of the smallest percolating set in the
d-dimensional grid, [n]d, was studied by Pete and a summary can be found in [6]. Morris [29] and Riedl [32]
studied the maximum size of minimal percolating sets on the square grid [n]2 and the hypercube {0, 1}d,
respectively, answering a question posed by Bolloba´s. However, the problem of finding the smallest percolating
set is NP-hard even on subgraphs of the square grid [2] and it is APX-hard even for bipartite graphs with
maximum degree four [18]. Moreover, it is hard [17] to approximate within a ratio O(2log
1−ε n), for any ε > 0,
unless NP ⊆ DTIME(npolylog(n)).
Another type of question is: what is the minimum or maximum time that percolation can take, given
that S0 satisfies certain properties? Recently, Przykucki [31] determined the precise value of the maximum
percolation time on the hypercube 2[n] as a function of n, and Benevides and Przykucki [11,12] have similar
results for the square grid [n]2, also answering a question posed by Bolloba´s. In particular, they have a
polynomial time dynamic programming algorithm to compute the maximum percolation time on rectangular
grids [11].
Here, we consider the decision version of the Percolation Time Problem, as stated below.
Percolation Time
Input: A graph G and an integer k.
Question: Is t(G) ≥ k?
In 2013, Benevides et.al. [10], among other results, proved that the Percolation Time Problem is poly-
nomial time solvable for k ≤ 2, but is NP-complete for k ≥ 4 and, when restricted to bipartite graphs,
it is NP-complete for k ≥ 7. Moreover, it was proved that the Percolation Time Problem is NP-complete
for planar graphs. They left three open questions about the complexity for k = 3 in general graphs, the
complexity for 3 ≤ k ≤ 6 in bipartite graphs and the complexity for planar bipartite graphs.
In 2014, the first and the second questions were solved [28]: it was proved that the Percolation Time
Problem is O(mn5)-time solvable for k = 3 in general graphs and, when restricted to bipartite graphs, it is
O(mn3)-time solvable for k = 3, it is O(m2n9)-time solvable for k = 4 and it is NP-complete for k ≥ 5.
In this paper, we solve the third question of [10]. We prove that the Percolation Time Problem is NP-
complete for planar bipartite graphs. In fact, we prove a stronger result: the NP-completeness for grid graphs,
which are induced subgraphs of grids, with maximum degree 3.
There are NP-hard problems in grid graphs which are polynomial time solvable for solid grid graphs.
For example, the Hamiltonian cycle problem is NP-complete for grid graphs [26], but it is polynomial time
solvable for solid grid graphs [35]. Motivated by the work of [11] for rectangular grids, we obtain in this
paper a polynomial time algorithm for solid grid graphs with maximum degree 3.
Finally, we prove several complexity results for t(G) in graphs with bounded maximum degree and
bounded treewidth, some of which implies fixed parameter tractable algorithms for the Percolation Time
Problem. Moreover, we obtain polynomial time algorithms for (q, q − 4)-graphs, for any fixed q, which are
the graphs such that every subset of at most q vertices induces at most q − 4 P4’s. Cographs and P4-sparse
graphs are exactly the (4, 0)-graphs and the (5, 1)-graphs, respectively. These algorithms are fixed parameter
tractable on the parameter q.
2 Percolation Time Problem in grid graphs with ∆ = 3
In this section, we prove that the Percolation Time Problem is NP-complete in grid graphs with maximum
degree ∆ = 3. We also show that, when the graph is a grid graph with ∆ = 3 and k = O(log n), the
Percolation Time Problem can be solved in polynomial time. But, first, let us define a S-infection path and,
then, prove two lemmas that will be useful in the proofs.
Let S be a percolating set. A path P = v0, v1, . . . , vn is a S-infection path if, for every 0 ≤ i ≤ n − 1,
t(S, vi) < t(S, vi+1). Notice that, if t(S, v) = k, then there is a S-infection path v0, v1, . . . , vk = v, where
t(S, vi) = i for each 0 ≤ i ≤ k.
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Roughly speaking, the next lemma shows that, if the S-infection time of a vertex v is decreased by the
inclusion of a vertex v′ to S, then there is an infection path starting at v′ and ending at v.
Lemma 1. Let S be a subset of V (G), v, v′ be vertices of G and S′ = S ∪ {v′}. If t(S′, v) < t(S, v), then
there is a S′-infection path starting in v′ and ending in v.
Proof. Notice that, since t(S′, v) < t(S, v), then t(S′, v) < ∞, i.e., S′ infects v. Also, t(S′, v) cannot be 0;
otherwise, v ∈ S′ and then S = S′ and t(S, v) = t(S′, v), a contradiction. Thus t(S′, v) ≥ 1.
Let us prove by induction on t(S′, v) that there is a S′-infection path starting in v′ and ending in v. For
t(S′, v) = 1, we have that v must be neighbor of two vertices in S′, where one of these two vertices must be
v′ because, otherwise, t(S, v) = 1 = t(S′, v). Thus, the path v′, v is a S′-infection path.
Now, suppose that the theorem holds for all values less than k. Let us prove that the theorem still holds
if t(S′, v) = k. We have that v must have a neighbor u such that t(S′, u) < t(S, u) and t(S′, u) < k because,
otherwise, we would have that t(S′, v) = t(S, v). Thus, by our inductive hypothesis, there is a S′-infection
path from some vertex v′ to u and, since t(S′, u) < t(S′, v) = k, there is a S′-infection path from v′ to v. 
The next lemma, which is valid for every graph with maximum degree 3, is the main technical lemma of
this section.
Lemma 2. Let G be a connected graph with ∆(G) = 3 and k a non-negative integer. Then, t(G) ≥ k if and
only if G has an induced path P where either all vertices of V (P ) have degree 3 and |E(P )| ≥ 2k − 2 or all
vertices of V (P ) have degree 3, except for one of his extremities, which has degree 2, and |E(P )| ≥ k − 1.
Proof. First, suppose that t(G) ≥ k. Let us prove that G has an induced path P where either all vertices
in V (P ) have degree 3 and |E(P )| ≥ 2k − 2 or all vertices in V (P ) have degree 3, except for one of his
extremities, which has degree 2, and |E(P )| ≥ k − 1.
Since t(G) ≥ k, there is a percolating set S such that t(S) ≥ k. Let t = t(S) and let v be a vertex that is
infected by S at time t. Note that v cannot have degree 1, because otherwise v ∈ S, a contradiction. So, let
us divide the proof in 2 cases.
The first case occurs when v has degree 2. In this case, let P = v1, . . . , vt−1, vt = v be a S-infection path
where each vi is infected at time i by S. Thus, we have that all vertices v1, v2, . . . , vt−2, vt−1 have degree
three because each vertex vi, for 1 ≤ i ≤ t− 1, must have two neighbors infected by S at time ≤ i− 1 and,
additionally, vi also has vi+1, which is the next vertex in P , as his neighbor. Thus, since ∆ = 3, each vertex
vi ∈ V (P ), for 1 ≤ i ≤ t− 1, has exactly one neighbor infected at time i+ 1 by S, which is the vertex vi+1,
and has no neighbor infected at time ≥ i+ 2 by S, which implies that no two consecutive vertices in P are
neighbors. Therefore, we have that P is an induced path in G such that |E(P )| = t− 1 ≥ k − 1.
The second case occurs when v has degree 3. Thus, since there is no vertex infected by S at time greater
than the time of v, we have that v has one neighbor infected by S at time ≤ t− 1, another neighbor infected
by S at time t−1 and yet another neighbor infected by S at time either t−1 or t. Let t′ be the infection time
of the neighbor of v′ that is infected by S at the greatest time among the neighbors of v, which may be t or
t− 1. Let P1 = v1, . . . , vt−1, vt = v and P2 = v
′
1, . . . , v
′
t′−1, v
′
t′ be two S-infection paths where each vi and v
′
i
is infected at time i by S and v′t′ is the neighbor of v that is infected by S at time t
′. By the same arguments
used in the first case, we have that both P1 and P2 are induced paths in G. Additionally, no vertex of P1
is adjacent to a vertex of P2, except the vertex v that is adjacent to v
′
t′ because, otherwise, we would have
either that vt−1 = v
′
t′ or that vt = v
′
t′ . Thus, let P be the path v1, . . . , vt−1, v, v
′
t′ , . . . , v
′
2, v
′
1, which is the
resulting path from the union of the induced paths P1 and P2 through the edge between the vertices v and
v′t′ . We have that P is an induced path in G because there is no edge between two non-consecutive vertices
of P . We also have that all vertices in P have degree 3 and |E(P )| = t+ t′ − 1 ≥ t+ (t− 1)− 1 ≥ 2k − 2.
Now, suppose that G has an induced path P where either all of his vertices has degree 3 and |E(P )| ≥ 2k−
2 or all of his vertices has degree 3, except for one of his extremities, which has degree 2, and |E(P )| ≥ k−1.
Let us prove that t(G) ≥ k.
Suppose that G has an induced path P = v1, v2, . . . , vt, for t ≥ k, where all of his vertices have degree
3, except for vt, which has degree 2. Since each vertex vi has degree 3, except vt, which has degree 2, and
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P is an induced path, then each vertex vi has exactly one neighbor outside of P , except for v1, which
has two neighbors outside of P . Let S′ be the set of neighbors of each vi that is not in V (P ). It is easy
to see that S′ infects all vertices in P . Since vt has only two neighbors and one of them is in S
′, then
t(S′, vt) = t(S
′, vt−1)+ 1. Since vt−1 has 3 neighbors, where one of them is in S
′ and the other is vt, which is
infected by S′ after vt−1, then t(S
′, vt−1) = t(S
′, vt−2) + 1. Therefore, by this same argument, we have that,
for all 2 ≤ i ≤ t, we have that t(S′, vi) = t(S
′, vi−1)+ 1. Since v1 has two neighbors in S
′, then v1 is infected
by S′ at time 1 and, hence, for all 1 ≤ i ≤ t, t(S′, vi) = i. Thus, there is a set S
′ that infects vt at time t.
Now, suppose that G has an induced path P = v1, v2, . . . , v2t−2, v2t−1, where all of his vertices have
degree 3. Since each vertex vi has degree 3 and P is an induced path, then each vertex vi has exactly one
neighbor outside of P , except for both v1 and v2t−1, which have two neighbors outside of P . Let S
′ be the
set of neighbors of each vi that is not in V (P ). Again, it is easy to see that S
′ infects all vertices in P . Also,
similarly to the prior case, it is not hard to see that all vertices at distance d of vt are infected by S
′ at time
t− d, i.e., S′ infects a vertex vi at time t− |t− i|.
v1
v2
v3
v4
v5
v6
v7 1
2
3
4
3
2
1
1
1
v1
v2
v3
v4
v5
v6
v7 1
2
3
4
3
2
1
Fig. 1: A graph with ∆ = 3 infected by the set S′ to the left and by the percolating set S to the right.
Thus, in both cases, we have that S′ infects each vertex vi in P at time t − |t − i| (in the first case,
since 1 ≤ i ≤ t, we have that i = t − |t − i|). Let Y be the set of vertices that are neither in V (P ) nor in
the neighborhood of any vertex in V (P ). Let S = S′ ∪ Y . We have that S is a percolating set because all
vertices in V (G) are either in V (P ) or in the neighborhood of some vertex in V (P ) or in Y , and S′ infects
all vertices that are either in V (P ) or in the neighborhood of some vertex in V (P ). Also, since all neighbors
of the vertices in V (P ) are in S′, S cannot possible infect the vertices in V (P ) in a different time than S′, as
exemplified in Figure 1. Thus, since S is a percolating set that infects vt at time t, we have that t(S) ≥ t ≥ k
and, hence, t(G) ≥ k.

Before proving the NP-completeness result of this section, we use Lemma 2 to show that the Percolation
Time Problem is polynomial time solvable for k = O(log n) when the graph has maximum degree 3.
Theorem 1. If G is a graph with maximum degree 3, then deciding whether t(G) ≥ k can be done in time
O(n2c+3) for k ≤ c · log2 n and c > 0.
Proof (sketch of the proof). We can decide whether t(G) ≥ k by making use of a modified version of the
depth-first search. This version of the depth-first search with maximum search depth ℓ traverses all paths
with ℓ+1 vertices starting from some vertex v. For each v ∈ V (G), we will run this version of the depth-first
search starting in v. If d(v) = 2, we run the modified depth-first search with maximum search depth k − 1.
If d(v) = 3, we run the modified depth-first search with maximum search depth 2k− 2. If there is a vertex v
such that the depth-first search that starts in v finds a path that is an induced path, reaches the maximum
depth and passes only by vertices of degree 3, except maybe for v, then, by Lemma 2, t(G) ≥ k. Otherwise,
t(G) < k.
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Now, let us show that this algorithm runs in polynomial time. For each vertex v in G, there are at most
3 · 2ℓ−2 paths of length ℓ in G that starts in v, for any ℓ. In this case, since ℓ ≤ 2k − 2, there are at most
3 · 22k−2 = 3n2c/4 paths of length ℓ in G that starts in v. Therefore, since we have n vertices and we take
time O(n2) to obtain each path, the algorithm runs in time O(n2c+3). 
Thus, if k = O(log n), we can find whether t(G) ≥ k in polynomial time for every graph G with ∆(G) = 3.
However, the following theorem states that the Percolation Time Problem is NP-complete, even when G is
restricted to be a grid graph with ∆ = 3.
Theorem 2. Deciding whether t(G) ≥ k is NP-complete when the input G is restricted to be a grid graph
with ∆(G) ≤ 3.
Proof. Clearly, the problem is in NP. To prove that the problem is also NP-hard, we obtained a reduction
from the Longest Path problem with input restricted to be grid graphs with maximum degree 3. The Longest
Path problem with input restricted to be grid graphs with maximum degree 3 is a NP-complete problem
because the Hamiltonian Path Problem with input restricted to be grid graphs with maximum degree 3 is
also NP-complete [30] and there is a trivial reduction from the Hamiltonian Path Problem to the Longest
Path problem that does not change the input graph: G has an Hamiltonian Path if and only if G has a path
greater or equal to n− 1.
Fig. 2: Grid graph with ∆ = 3
Consider the following reduction from the Longest Path Problem’s instance (G, k) where G is restricted
to be a grid graph with maximum degree 3 to the Percolation Time Problem’s instance (G′, 3k + 2) where
G′ is also a grid graph with maximum degree 3: Multiply the scale of the grid G by three. Each edge in G
becomes a path in G′ with 4 vertices where the vertices at the extremities are vertices that were originally
in G. Let us call an original vertex the vertices in G′ that were originally in G. After that, for each original
vertex v, if d(v) < 3, add to G′ 3− d(v) vertices in any free position in the grid adjacent to v and link them
to v. Thus, after we do that, each original vertex has degree 3 in G′. Henceforth, if a vertex in G′ is not
an original vertex at this point, then we will call it an auxiliary vertex. Note that each auxiliary vertex is
adjacent to exactly one original vertex and each original vertex is adjacent to 3 auxiliary vertices.
After that, for each auxiliary vertex v, add a new vertex adjacent to v in the following manner: if the
original neighbor of v is located above it, add a vertex adjacent to v at his left position, if there is not one
there already, and link it to v. If the original neighbor of v is located below it, add a vertex adjacent to v at
his right position, if there is not one there already, and link it to v. If the original neighbor of v is located
at his left position, add a vertex adjacent to v at the position below it, if there is not one there already, and
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link it to v. If the original neighbor of v is located at his right position, add a vertex adjacent to v at the
position above it, if there is not one there already, and link it to v. The Figure 3 show how a 4x4 block will
look like in G′ before and after we add these vertices.
Fig. 3: 4x4 block before and after addition of the auxiliary vertices’ neighbors
Then, for each auxiliary vertex v, if d(v) = 2, add a new vertex adjacent to v in the following position:
if the original neighbor of v is at the left position of v, add a vertex adjacent to v at his right position. If
the original neighbor of v is at the right position of v, add a vertex adjacent to v at his left position. If the
original neighbor of v is below v, add a vertex adjacent to v above v. If the original neighbor of v is above
v, add a vertex adjacent to v below v.
Thus, the construction of G′ is finished. Since G is a grid graph and, every time an original vertex and
an auxiliary vertex are in adjacent positions in the grid, they are linked, then G′ is a grid graph.
Note that all original and auxiliary vertices have degree 3 and they are the only vertices that have degree
3. Let us call corner vertex all the vertices that have degree 2 in G′. Also, note that, for each corner vertex,
there is exactly one original vertex at distance 2 of it, and, for each original vertex, there is exactly one
corner vertex at distance 2 of it. This happens because each original vertex has degree exactly three. Let f
be the bijective function that maps each original vertex to the corner vertex that is at distance 2 of it. The
Figure 4 shows the reduction applied to the grid graph of the Figure 2. It is worth noting that, in G′, a path
P that has only original and auxiliary vertices and starts with an original vertex, it has length multiple of 3
if and only if it ends in an original vertex. Also, for each 3 consecutive vertices of this path, two are auxiliary
vertices and one is an original vertex.
Now, let us prove that G has a path of length ≥ k if and only if t(G′) ≥ 3k + 2.
Suppose that G is a grid graph with maximum degree 3 that has a path of length ≥ k. Let us prove
that t(G′) ≥ 3k + 2. Since G has a path P of length ≥ k, we have that G′ has an induced path P of length
≥ 3k that passes by the same path that P passes, which implies that P passes only by original and auxiliary
vertices. Note that, when an auxiliary vertex is in P , his auxiliary neighbor is also in P .
Let v and v′ be the extremities of P and f(v′) = q′. Since v is an original vertex, then let w be any
auxiliary neighbor of v that is not in V (P ). Note that all neighbors of w, except v, are not in V (P ). Let r
be the vertex auxiliary neighbor of v′ that is in P and let P ′ be the induced path that we obtain from P
by adding w, by removing v′ and by adding all vertices in any smallest path between r and q′, excluding r,
that only have vertices not adjacent to w and passes only by original and auxiliary vertices. Since P is an
induced path and we removed one vertex and added only one induced path that has either 1 or 3 vertices to
create P ′, we have that P ′ is an induced path with length ≥ 3k + 1 where all of its vertices have degree 3,
except for q′, which has degree 2. Therefore, by Lemma 2, we have that t(G′) ≥ 3k + 2.
Now, suppose that G is a grid graph with maximum degree 3 such that, when we apply the reduction to G
to create G′, we have that t(G′) ≥ 3k+2. Let us prove that G has a path of length ≥ k. Since t(G′) ≥ 3k+2,
applying the Lemma 2, we have that G′ has an induced path P where either all vertices in V (P ) have degree
3 and |E(P )| ≥ 6k + 2 or all vertices in V (P ) have degree 3, except for one of his extremities, which has
degree 2, and |E(P )| ≥ 3k + 1.
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Fig. 4: Grid graph resulting from the reduction applied to the grid graph of the Figure 2.
Firstly, suppose that G′ has an induced path P where all vertices in V (P ) have degree 3 and |E(P )| ≥
6k + 2. Since, the only vertices that have degree 3 are the original and auxiliary vertices and for each three
consecutive vertices in P there is one original vertex and two auxiliary vertices, it is easy to see that P has
at least k + 1 original vertices and, thus, there is a path in G of length at least k.
Finally, suppose that G′ has an induced path P where all vertices in V (P ) have degree 3, except for one
of his extremities, which has degree 2, and |E(P )| ≥ 3k+1. It is enough to analyze the case |E(P )| = 3k+1
because, if |E(P )| > 3k + 1, any subpath of P of length 3k + 1 that starts at the extremity of P that have
degree 2 is an induced path where all of his vertices have degree 3, except for one of his extremities, which
has degree 2, and has length 3k + 1. So, let us say that P starts in the vertex that has degree 2. Since the
only vertices that have degree 2 are corner vertices, then P starts with a corner vertex. Let q be that corner
vertex, let q′ = f−1(q) and let v be the other extremity of P .
Suppose that P passes by q′. Since P is an induced path, then q′ is the third vertex of P . Since q and q′
are at distance 2 of each other and |E(P )| = 3k + 1, then v is an auxiliary vertex which his neighbor that
is an original vertex, say v′, is not in P . Let us append v′ to P and remove all vertices between q and q′,
including q and excluding q′. So, since P starts at q′, an original vertex, ends in v′, another original vertex,
and has length 3k, then there is a path in G of length greater or equal to k.
Now, suppose that P does not pass by q′. Since |E(P )| = 3k+ 1, then v is an auxiliary vertex which his
neighbor that is an original vertex, say v′, is in P . Let us remove q, appending q′ in his place, and v from
P . Thus, since P starts at q′, an original vertex, ends in v′, another original vertex, and has length 3k, then
there is a path in G of length greater or equal to k. 
3 Percolation Time Problem in solid grid graphs with ∆ = 3
A solid grid graph is a grid graph in which all of his bounded faces have area one. There are NP-hard
problems in grid graphs that are polynomial time solvable for solid grid graphs. For example, since 1982 it
8 Thiago Marcilon and Rudini Sampaio
is known that the hamiltonian cycle problem is NP-hard for grid graphs [26], but, in 1997, it was proved
that it is polynomial time solvable for solid grid graphs [35]. Motivated by the work of [11] on the maximum
percolation time for rectangular grids, we obtain in this section a polynomial time algorithm for solid grid
graphs with maximum degree 3. However, the Percolation Time Problem for solid grid graphs with maximum
degree 4 is still open.
Theorem 3. For any solid grid graph G with ∆ = 3, t(G) can be found in O(n2) time.
Proof. If a solid grid graph has ∆ = 3, then, since it is K1,4-free, it becomes a graph formed only by ladders
Lk, which are grid graphs with dimensions 2×k, and by paths, possibly linking these ladders by the vertices
in their extremities. Let the extremities of a ladder be the four vertices that have only two neighbors in the
ladder and let all the other vertices be the vertices internal to the ladder. In Figure 5, there is an example
of solid grid graph with ∆ = 3.
Fig. 5: A solid grid graph with maximum degree 3.
To find the percolation time of G, according to Lemma 2, it is enough to find both the longest induced
path that starts with a degree 2 vertex and, then, passes only by vertices with degree 3, and the longest
induced path that passes only by vertices with degree 3. Thus, since all bounded faces of G are squares
with area one and G is composed only by paths and ladders, the only difficulty to calculate t(G) is to find
the longest induced paths in the ladders between any two extremities that passes only by vertices with
degree 3. However, one can easily calculate the longest induced paths between any two extremities of a
ladder Lk: if the two extremities are neighbors, the length of the longest induced paths between them is
1; if the two extremities are at distance k − 1, the length of the longest induced paths between them is
(k− t) + 2 · ⌊(k− t+1)/4⌋− 1+ t; if the two extremities are at distance k, the length of the longest induced
paths between them is (k − t) + 2 · ⌊(k − t − 1)/4⌋+ t, where t is how many of the two others extremities
have degree 2.
So, first, we will transform G in a weighted graph G′ where G′ is the same graph as G only with all the
ladders replaced by weighted K4’s, where the weight of an edge between two vertices in a K4 represents the
length of a longest induced path between the corresponding extremities of the ladders in G that passes only
by vertices with degree 3. The weight of all the other edges is 1. The Figure 6 represents the transformation
applied in the graph of the Figure 5. Note that there is exactly one induced path between any two vertices
in G′, which length is equal to the longest induced path between the same two vertices in G. It is not hard
to see that this transformation from G to G′ can be done in linear time.
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Fig. 6: The resulting graph of the transformation applied to the graph in the Figure 5.
Algorithm 1: Algorithm that finds t(G) for any solid grid graph G with ∆ = 3
Algorithm MaximumTimeSolidGrid∆3(G)
G′ = Transform(G)
maxPercTime = 0
forall the u ∈ V (G′) such that dG(u) ≥ 2 do
if dG(u) = 2 then
percTimeU = LongestInducedPathFrom(G′ , u)+1
else
percTimeU = ⌊(LongestInducedPathFrom(G′ , u)+2)/2⌋
if maxPercTime < percTimeU then
maxPercTime = percTimeU
return maxPercTime
In Algorithm 1, let w(u, v) be the weight of the edge (u, v). The algorithm, for each vertex u ∈ V (G′)
such that dG(u) ≥ 2, calls the function LongestInducedPathFrom, which do a Depth-First Search to find
the longest induced path in G′ from u such that the last vertex is the only vertex in the path that either
has degree ≤ 2, besides perhaps the vertex u, or is in the neighborhood of a vertex already in the path, and,
then, it subtracts the length of the found path by one. This is necessary because a longest induced path
from some vertex u in G can end in a vertex v internal to a ladder, but internal vertices of a ladder are not
represented in G′. However, if that happens, since all vertices internal to a ladder have degree 3, then v must
be adjacent to some vertex at the extremity of the ladder that has degree 2.
In any case, the resulting length corresponds to the length of the longest induced path in G beginning in
u, which last vertex has degree 3 and is not in the neighborhood of any vertex already in the path. Then, it
compares all these values, according to the Lemma 2, to find t(G).
Since there is only one induced path between any two vertices in G′, we have that the recursive function
LongestInducedPathFrom takes the same time as any Depth-First Search algorithm. Thus, since m = O(n),
the Function LongestInducedPathFrom takes O(n) time. Therefore, the Algorithm 1 takes O(n2) time. 
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4 Percolation Time Problem in graphs with bounded maximum degree
In Section 2 (Theorem 1), we proved that the Percolation Time Problem is polynomial time solvable in grid
graphs with ∆(G) ≤ 3 for k = O(log n). In this section, we prove on Theorem 4 that this not happen for
general graphs with fixed maximum degree ∆ ≥ 4, unless P=NP. However, if the percolation time k is also
fixed, then we prove in Theorem 5 that the Percolation Time Problem is solvable in quadratic time (in other
words, it is fixed parameter tractable on ∆(G) + k).
Theorem 4. Let ∆ ≥ 4 be fixed. Deciding whether t(G) ≥ k is NP-complete for graphs with bounded
maximum degree ∆ and any k ≥ log∆−2 n.
ui,1
wAi,1 w
B
i,1
ui,2
wAi,2
wBi,2
ui,3
wAi,3
wBi,3
0
5
6
6 6
6
6 5
5
1
2
3
4
4
3
4
5
5
5
4
5
Fig. 7: Gadget with infection times for each clause Ci.
Proof. We obtain a reduction from the variation of the SAT problem where each clause has exactly three
literals, each variable appears in at most four clauses [34].
Given M clauses C = {C1, . . . , CM} on N variables X = {x1, . . . , xN} as an instance of SAT, we denote
the three literals of Ci by ℓi,1, ℓi,2 and ℓi,3. Note, since any variable can only appear in at most 4 clauses,
that N/3 ≤M ≤ 4N/3. So, first, let us show how to construct a graph G with maximum degree ∆. For each
clause Ci of C, add to G a gadget as the one in Figure 7. Then, for each pair of literals ℓi,a, ℓj,b such that
one is the negation of the other, add a vertex y(i,a),(j,b), link it to either w
A
i,a or w
B
i,a and link it to either w
A
j,b
or wBj,b, but always respecting the restriction of degree at most 4 for the vertices w
A
i,a, w
B
i,a, w
A
j,b and w
B
j,b.
Since each variable can appear in at most 4 clauses, it is always possible to do that. Let Y be the set of all
vertices y(i,a),(j,b) created this way. Notice that y = |Y | ≤ 4N .
Then, add the maximum full (∆ − 2)-ary tree with root z such that the number of leaves is less than
y and, then, add a new vertex of degree one adjacent to each vertex of the tree. Let T be this tree and
t = |V (T )|. After that, link each leaf to at least one and at most ∆−2 vertices in Y . Thus, each vertex in the
tree has degree ∆, except for the leaves, which have degree at most ∆, and z, which has degree ∆−1. Figure
8 shows an example for ∆ = 4 and y = 6. Notice that t ≤ 2 · (∆−2)y−1
∆−3 ≤ 16N and height(T ) = ⌈log∆−2 y⌉.
Let c = (∆ − 2)−8, α = xc, where x = max(41 + ⌈c⌉, ⌈1/c⌉), r = ⌈log∆−2(4Nα)⌉ − ⌈log∆−2 y⌉ and
β = 4Nx− (39M + y + t+ 2 + 2r). It is not difficult to see that r and β are non-negative integers.
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z
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Fig. 8: Example of the full (∆− 2)-ary tree added to G, for ∆ = 4 and y = 6.
If r > 0, add a path with r vertices, link one end to z and let q be the other end. Also, add a new
neighbor of degree one to each vertex that belongs to the path. Let P ′ be the set of vertices in this path and
his neighbors of degree one. If r = 0, let q = z.
Finally, add a path with β + 2 vertices and link one end to q. Let P be the set of vertices in this path
and let x be the vertex in P that is adjacent to q. By our construction, since ∆ ≥ 4, we have that G is a
graph in which every vertex has degree at most ∆.
Notice that any percolating set must contain a vertex of {ui,1, ui,2, ui,3} for each clause Ci of C and all
vertices that have degree 1. Thus, following similar arguments presented in [28], it is possible to prove that
the maximum percolation time of the vertex z is height(T ) + 7 if and only if C is satisfiable, which implies
that the maximum percolation time of the vertex x is ⌈log∆−2(4Nα)⌉+ 8 if and only if C is satisfiable.
Then, we have that C is satisfiable if and only if t(G) ≥ ⌈log∆−2(4Nα)⌉ + 8, but, since n = |V (G)| =
39M + y + t + 2 + 2r + β, then 4Nα = c · n. Therefore, since c = (∆ − 2)−8, C is satisfiable if and only if
t(G) ≥ ⌈log∆−2 n⌉. 
We already saw that the Percolation Time Problem is NP-hard for graphs with maximum degree ∆(G) ≥
3. In this section, we prove that the Percolation Time Problem is FPT on ∆(G) + k. In fact, we prove a
stronger result:
Theorem 5. Percolation Time Problem is fixed parameter tractable with parameter ∆(G)+k. Moreover, for
fixed ∆, the Percolation Time Problem is polynomial time solvable in graphs with bounded maximum degree
∆ for k = log∆O(log n), if ∆ ≥ 4, and for k = O(log n), if ∆ = 3.
Proof. Let ∆ = ∆(G) and let u ∈ V (G). Then |N≤k(u)| ≤ ∆
k and, consequently, the power set 2N≤k(u)
has 2|N≤k(u)| ≤ 2∆
k
sets. We claim that t(G) ≥ k if and only if there is a vertex u and a percolating set
S ⊇ N≥k(u) such that t(G,S, u) = k.
If t(G) ≥ k, then there is a percolating set S′ that infects some vertex u at time k. In [28], it was proved
that, given a graph G, a set Q ⊆ V (G) and a vertex z ∈ V (G) \ S, if t(G,Q,w) ≥ k, then t(G,Q,w) ≥
t(G,Q ∪ {z}, w) ≥ k, for any k and any w ∈ N≥k(z). Then, applying this result once for each vertex in
N≥k(u), the percolating set S = S
′ ∪N≥k(u) infects u also at time k.
On the other hand, if there is a percolating set S ⊇ N≥k(u) such that t(G,S, u) = k, for some vertex u,
then, trivially, t(G) ≥ k. Then the claim is true.
Therefore, since for each vertex u and set S′ ⊆ N≤k−1(u), it takes O(km) time to know whether the set
S′ ∪ N≥k(u) infects u at time k, this equivalence gives us an algorithm that decides whether t(G) ≥ k in
time n · O(m + km · 2∆
k
) = O(2∆
k
k∆ · n2), since m = O(∆n). Notice that, if k = log∆O(log n), then the
time is polynomial in n. Moreover, if ∆ = 3, by Theorem 1, we are done. 
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5 Fixed Parameter Tractability on the treewidth
We say that a decision problem is fixed parameter tractable (or just fpt) on some parameter Ψ if there exists
an algorithm (called fpt-algorithm) that solves the problem in time f(Ψ) · nO(1), where n is the size of the
input and f is an arbitrary function depending only on the parameter Ψ .
In this section, we obtain some results regarding the fixed parameter tractability of the Percolation Time
Problem when the parameter is the treewidth tw(G) of the graph. We prove on Lemma 3 that the Percolation
Time Problem is FPT on tw(G) + k (that is, to decide if the time is at most k). In fact, we prove a stronger
(but technical) result on Theorem 7: the Percolation Time Problem is polynomial time solvable for fixed
tw(G) and it is linear time solvable for fixed tw(G)+k. And what happens when tw(G) is fixed, but k is not
fixed? The problem is FPT on the treewidth? We prove in Theorem 6 that the Percolation Time Problem is
W[1]-hard when parameterized by the treewidth.
Lemma 3. The Percolation Time Problem is fixed parameter tractable with parameter cwd(G) + k, where
cwd(G) is the clique-width of G. Consequently, the Percolation Time Problem is fpt on tw(G) + k.
Proof. A consequence of the Courcelle’s theorem [19,24] states that, if a decision problem on graphs can be
expressed in a Monadic Second Order (MSO1) sentence ϕ (with quantification only over vertex subsets), then
this problem is fixed parameter tractable in the parameter cwd(G)+ |ϕ|, where cwd(G) is the clique-width of
G. It is known that fixed parameter tractability on the clique-width implies fixed parameter tractability on
the treewidth. Moreover, the running time is linear on the size of the input. The Percolation Time Problem
can be expressed by the following MSO1-sentence:
maxtimek := ∃w,X0, X1, . . . , Xk ∀x
(
x ∈ Xk
)
∧

 ∧
0≤i<k
(x ∈ Xi → x ∈ Xi+1)

 ∧
∧

 ∧
0≤i<k
(x ∈ Xi+1 \Xi)→ ∃y, z(Exy ∧ Exz ∧ (y ∈ Xi) ∧ (z ∈ Xi))

 ∧
(
w ∈ Xk \Xk−1
)
,
where Xi represents the set of vertices infected at time i, Exy is true if xy is an edge (and false, otherwise)
and ∧ is the and operator. This MSO1 sentence asserts that all vertices are infected in time k, that a vertex
infected in time i remains infected in time i+1, that a vertex infected in time i+1, but not infected in time
i, has two neighbors infected in time i, and that there exists a vertex w infected in time k but not infected
in time k − 1. 
The proof of the next theorem uses some technicalities inspired by [22].
Theorem 6. The Percolation Time Problem is W[1]-hard with parameter tw(G).
Proof. Let us prove that the percolation time problem is W [1]-hard when parametrized by treewidth. We
found a reduction from the Multicolored Clique Problem, which is W [1]-hard when parametrized by the
number of colors k [21]. Given a graph G, an integer k and a partition V1, V2, . . . , Vk of V (G), which represent
the colors of the vertices, the Multicolored Clique Problem asks for a k-clique containing exactly one vertex
from each partition Vi.
Let us show a parameterized reduction from an instance (G, k, C) of Multicolored Clique Problem to an
instance (G′) of Percolation Time Problem, where the treewidth of G′ is bounded by k′ = 2k + 3.
To save some space in the figures, every time we have a path where every vertex of this path has one
pendant neighbor, we will replace it by a weighted edge, like in Figure 9. So, if the vertex i is infected at
time t by some set, then, if the infection follows the path v1, v2, . . . , vn−1, the vertex vn−1 will be infected
at time t+ (n− 1) by the same set.
Let us describe how to construct the graph G′. Let n = |V (G)|. First, assign the labels v1, v2, . . . , vn
arbitrarily to the vertices in G and, for 1 ≤ i ≤ n, let Mai = 2n + 2i − 2 and M
b
i = 2n − 2i + 2. For
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vi v1 v2 . . . vn−2 vn−1 vj
vi vj
n
Fig. 9: A weighted edge on the right and the real structure on the left
1 ≤ x ≤ k we are going to add the gadget Qx in the Figure 10, where the vertices vi, vj , . . . are the vertices
in the partition Vx in the graph G. Let T =
⋃
1≤i≤k{a
i, bi}. Also, let V x be the set of all vertices in
{v1, v2, . . . , vn} ∩ V (Q
x).
vi
vj
...
vh
ax
...
bx
...
Mai − 1
Mbi − 1
Fig. 10: Gadget Qx we put k times where each vi represents the vertex vi ∈ Vx of the graph G.
For each pair of vertices vi ∈ Vx and vj ∈ Vy , for x 6= y, such that (vi, vj) /∈ E(G), we add a gadget such
as the one in the Figure 11. Also, we add six vertices aji , b
j
i , a
i
j, b
i
j and link a
j
i to a
x, bji to b
x, aij to a
y and
bij to b
y. After that, link the vertex voji to a
j
i and to b
j
i with edges with weights M
a
i and M
b
i , respectively,
and link the vertex voij to a
i
j and to b
i
j with edges with weights M
a
j and M
b
j , respectively. Let the set
V Cji = V C
i
j = {vc
j
i , vc
i
j}.
In the Figure 12, there is an example where vi, vs ∈ V (Q
x) and (vi, vj), (vs, vr) /∈ E(G).
vcji vc
i
j
voji vo
i
j
Fig. 11: Gadget we put between the Graph Gadgets whenever there is no edge between the vertices vi and
vj .
Let E be how many vertices we added until this point, including the vertices hidden by the weighted
edges. We continue the construction of G′ by adding, for each vertex aji and b
j
i , a vertex l
j
i and link both
aji and b
j
i to it with edges with weights E −M
a
i − 2 and E −M
b
i − 2, respectively. Let L be the set of all
vertices lji added in that manner. Then, add a vertex p, add another vertex and link it to p and also link
all vertices in L to p. Let D be how many vertices we added until this point. Finally, add a vertex z, add
another vertex and link it to z and link p to z with an edge with weight D.
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ax
...
bx
...
aji
bji
...
ars
brs
vcji vc
i
j
...
vcrs vc
s
r
Qx
Mai
Mbi
Mas
Mbs
Fig. 12: Example of Choice Gadgets that link the Gadget Qx to other gadgets.
In the Figure 13 there is an example for this step of the construction. Since V (G′) = O(n5), then G′ can
be constructed in polynomial time.
Note that is necessary and sufficient to choose one vertex on each set V x and each set V Cji to be part of
a set S in order to S to infect the whole graph G′.
lji l
i
j
. . . lrs l
t
o
p
z
aji b
j
i
aij bij a
r
s brs a
t
o bto
E-Mai -2 E-M
b
i -2 E-M
a
j -2 E-M
b
j -2 E-M
a
s -2 E-Mbs -2 E-M
a
o -2 E-Mbo -2
D
Fig. 13: Gadget to link all vertices in L
In Figure 14 there is an example of Instance for the Multicolor Clique Problem for 3 partitions. The
Figures 15 and 16 are the graph G′, which is the result of our construction applied to the graph in the Figure
14.
Since the set S = T ∪{p} is a separator set of G′ and each connected component of G′−S have treewidth
at most 2, we have that tw(G′) ≤ |S|+ (2 + 1)− 1 = 2k + 3.
Now, let us prove that there is a k-clique in G such that all vertices are in different partitions if and only
if t(G′) ≥ D + E + 1.
First, assume that there is a k-clique in G such that all vertices are in different partitions. Let us build
a percolating set S such that t(S) ≥ D + E + 1.
Let C = {vc1 , vc2 , . . . , vck} be the set of vertices in this k-clique. Initially, set S = C. For each set V C
j
i
such that, for some 1 ≤ s ≤ k, either i = cs or j = cs, add to S the vertex vc
j
i , if j = cs, or add vc
i
j to S, if
i = cs. Since C induce a k-clique on G, we do not have a set V C
j
i such that, for some 1 ≤ s, r ≤ k, i = cs
and j = cr. Finally, for each set V C
j
i such that, for all 1 ≤ s ≤ k, neither i = cs nor j = cs, add, arbitrarily,
either vcji or vc
i
j to S.
The maximum time of 2-neighbour bootstrap percolation in grid graphs and some parameterized results 15
v1
1
v23
v33 v4 2
v5 2
Fig. 14: Graph G
We have that S infects each vertex ax at time Mavcx and each vertex b
x at time M bvcx . Since, for all
1 ≤ i 6= j ≤ n, either Mai ≥ M
a
j + 2 and M
b
i ≤ M
b
j − 2 or M
a
i ≤ M
a
j − 2 and M
b
i ≥ M
b
j + 2, then for all
vertices aji and b
j
i , either a
j
i is infected by S at time at least M
a
i + 2 or b
j
i is infected by S at time at least
M bi + 2 and, thus, all vertices l
j
i ∈ L are infected by S at time at least E. Then, we can conclude that p is
infected by S at time at least E + 1 and z is infected by S at time at least D + E + 1. Therefore, we have
that t(G) ≥ D + E + 1.
Now, assume that there is no k-clique in G such that all vertices are in different partitions.
Since is necessary and sufficient to choose one vertex, and only one, from each set V x and each set V Cji
so that the resulting set infects the whole graph G′, we can focus on proving that the percolating sets built
in that way infect G′ at time less than D + E + 1. Let SS be the family of such percolating sets.
By our construction and the values of D and E, we have that only z can possible be infected at time at
least D+E + 1 by some percolating set in SS because z is the only vertex in G′ such that there is a simple
path from some vertex in S to z with length greater than D + E, for any S ∈ SS. Let S be an arbitrary
percolating set in SS. Since there is no k-clique in G such that all vertices are in different partitions, there
will be vertices ax, bx and voji such that S infects a
x at time Mai , b
x at time M bi and vo
j
i at time 1. Thus, we
have that there will be vertices aji and b
j
i that are infected by S at times M
a
i + 1 and M
b
i + 1, respectively.
Then, we have that there will be some vertex lji infected by S at time E − 1. We can, then, conclude that p
is infected by S at time at most E and z at time at most D + E. Since z is the only vertex that could be
possibly infected at time at least D+E +1 by S, we have that t(S) < D+E +1 and, since S is a arbitrary
set of SS, therefore, t(G) < D + E + 1. 
The next theorem proves that the Percolation Time Problem is polynomial time solvable for fixed tw(G)
and it is linear time solvable for fixed tw(G) + k.
Theorem 7. Let w be an integer and let G be a graph with treewidth tw(G) = w. Then t(G) can be computed
in time O(50w+1nw+2) and we can decide whether t(G) ≥ k in time O((50k)w+1n).
In order to prove this theorem, we have to give some definitions first. A tree decomposition [33] of a graph
G is a tuple (T ,B), where T is a tree, B contains a subset Bt ⊆ V (G) for each node t ∈ T and:
(i) for each vertex u of G, there exists some Bt ∈ B containing u;
(ii) for each edge uv of G, there exists some Bt ∈ B containing u and v; and
(iii) if Bi and Bj both contain a vertex v, then, for every node t of the tree in the (unique) path between i
and j, Bt also contains v.
Observe from (iii) that T [{t : v ∈ Bt}] is connected, for all v ∈ V (G). That is, the nodes associated with
vertex v form a connected component of T . In other words, if t is on the unique path of T between i to j,
then Bi ∩Bj ⊆ Bt. The width of (T ,B) is max{|Bt| − 1 : t ∈ T,Bt ∈ B} and the treewidth tw(G) of G is the
minimum width over all tree decompositions of G [33].
Consider T to be rooted in r. We say that (T ,B) is a nice tree decomposition [27] if each node t of T is
either a leaf, or t has exactly two children t1 and t2 with Bt = Bt1 = Bt2 (called join node), or t has exactly
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Fig. 15: Part one of the graph G′ resulting from the reduction applied to graph G of the Figure 14 regarding
the 3-Multicolor Clique Problem
one child t′ and either Bt = Bt′ \ {x} (called forget node) or Bt = Bt′ ∪{x} (called introduce node), for some
x ∈ V (G). It is known that, for a fixed k, we can determine if the treewidth of a given graph G is at most
k, and if so, find a nice tree decomposition of G with O(n) nodes and width at most w in linear time [13].
Given a node t of T , we denote by Gt the subgraph of G induced by
⋃
t′∈V (Tt)
Bt′ , where Tt is the subtree
of T rooted at t.
For each node t ∈ T , we will compute a table Wt with integer values for every pair (p, f), where p is a
function p : Bt → {0, 1, . . . , n − 1} that is an assignment of times for the vertices in Bt and f is a function
f : Bt → {z, o1, o2, t1, t2} which associate a status to each vertex in Bt. Let v ∈ Bt:
– f(v) = z indicates that v has does not have any neighbor in Gt infected at time less than p(v);
– f(v) = o1 indicates that v has exactly one neighbor in Gt infected at time less than p(v) and this neighbor
is infected at time less than p(v)− 1;
– f(v) = o2 indicates that v has exactly one neighbor in Gt infected at time less than p(v) and this neighbor
is infected at time equal to p(v)− 1;
– f(v) = t1 indicates that v has two or more neighbors in Gt infected at time less than p(v) and exactly
one of them is infected at time less than p(v)− 1;
– f(v) = t2 indicates that v has two or more neighbors in Gt infected at time less than p(v) and all of
them are infected at time equal to p(v)− 1.
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Fig. 16: Part two of the graph G′ resulting from the reduction applied to graph G of the Figure 14 regarding
the 3-Multicolor Clique Problem
Since |Bt| ≤ w + 1, we have that the number of functions p and f are bounded by n
w+1 and 5w+1,
respectively.
Let f be a function V (G)→ {0, 1, . . . , n− 1}. We say that f is a infection time function of G if there is a
percolating set S such that t(S, v) = f(v) for all v ∈ V (G). We say that f is a quasi-infection time function
of G if, for each v ∈ V (G), there is at most one vertex u ∈ N(v) such that f(u) < f(v)− 1.
Let Wt(p, f) = maxgmaxv∈V (Gt) g(v) where g iterates over all quasi-infection time functions of Gt such
that: each vertex v ∈ V (Gt)\Bt, where g(v) > 0, has at least two neighbors u1 and u2 such that g(u1) < g(v)
and g(u2) < g(v); p is g restricted to Bt and g does not contradict f regarding the vertices in Bt. We say
that g contradicts f if, for some v ∈ Bt, f(v) does not correspond to the reality of g on v and its neighbors
in Gt. Set Wt(p, f) = −1 if there is no quasi-infection time function g satisfying these conditions.
Our algorithm computes Wt(p, f) for every t ∈ T and every pair (p, f) of functions. Clearly, t(G) is equal
to the highest Wr(p, f) (recall that r is the root of T ) such that, for all vertices v ∈ Br, either f(v) = t1 or
f(v) = t2 or p(v) = 0.
For some indexes h = (p, f), we can conclude directly that Wt(h) = −1 for some t ∈ T . We will say that
such indexes are invalid. We are only interested in valid indexes, defined as below. Let t ∈ T and h = (p, f)
be an index of Wt. We say that h is valid if and only if, for each vertex v ∈ Bt, we have that:
– If f(v) = z then p(z) ≥ p(v) for all z ∈ N(v) ∩Bt;
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– If f(v) = o1 then there is at most one vertex z ∈ N(v) ∩ Bt such that p(z) < p(v) and, if there is one,
we have that p(z) < p(v)− 1;
– If f(v) = o2 then there is at most one vertex z ∈ N(v) ∩ Bt such that p(z) < p(v) and, if there is one,
we have that p(z) = p(v)− 1;
– If f(v) = t1 then there is at most one vertex z ∈ N(v) ∩Bt such that p(z) < p(v)− 1;
– If f(v) = t2 then all vertices z ∈ N(v) ∩Bt where p(z) < p(v), are such that p(z) = p(v)− 1.
Clearly, if h = (p, f) is an invalid index then Wt(h) = −1 because any extension of p for Gt would
contradict f . Now, we will determine the value of Wt(h) depending on the type of the node t.
Lemma 4. If t is a leaf node and h = (p, f) is an index of Wt, then we can compute Wt(h) in O(w
2) time.
Proof. We have that Wt(h) = maxv∈Bt p(v) if and only if h is valid, which can be checked in O(w
2) time. 
Lemma 5. Let t be a forget node with child t′ such that Bt = Bt′ \ {v}. Let h = (p, f) be a valid index
of Wt. Then Wt(h) = maxh′ Wt′(h
′) where h′ = (p′, f ′) iterates over all p′ and f ′ such that p′ and f ′ are
extensions of, respectively, p and f for Bt′ and either f
′(v) = t1 or f
′(v) = t2 or p
′(v) = 0.
Proof. First suppose that maxh′ Wt′(h
′) = −1, i.e., for each valid index h′ = (p′, f ′) as stated in the Lemma,
Wt′(h
′) = −1. Then, since Gt = Gt′ , Bt ∪{v} = Bt′ and each p
′ and f ′ are extensions of, respectively, p and
f for Bt′ , we have that there is no quasi-infection time function g of Gt such that each vertex u ∈ V (Gt)\Bt,
where g(u) > 0, has at least two neighbors u1 and u2 such that g(u1) < g(u) and g(u2) < g(u); p is g restricted
to Bt and g does not contradict f regarding the vertices in Bt. Therefore, Wt(h) = −1 = maxh′ Wt′(h
′).
Now, suppose that maxh′ Wt′(h
′) > −1. Let us prove that Wt(h) = maxh′ Wt′(h
′).
First, we are going to prove that Wt(h) ≥ maxh′ Wt′(h
′). Let i = (x, y) be an index that realizes the
previous maximum and let g be the quasi-infection time function of Gt′ such that Wt′(i) = maxr∈V (Gt′) g(r)
and each vertex r ∈ V (Gt) \Bt, where g(r) > 0, has at least two neighbors u1 and u2 such that g(u1) < g(r)
and g(u2) < g(r); x is g restricted to Bt and g does not contradict y regarding the vertices in Bt.
Since g does not contradict y and Gt = Gt′ , we have that each vertex r ∈ {v}∪ (V (G
′
t)\B
′
t) = V (Gt)\Bt
either has at least two neighbors z1 and z2 such that g(z1) < g(r) and g(z2) < g(r) or g(r) = 0.
Also, since x is an extension of p for Bt′ and x is g restricted to Bt′ and Bt ⊆ Bt′ , we have that p is g
restricted to Bt.
Additionally, since g does not contradict y regarding the vertices in Bt′ and y is an extension of f for
Bt′ , g does not contradict f regarding the vertices in Bt.
Therefore, we have that Wt(h) = maxg′ maxr∈V (Gt)g
′(r) ≥ maxr∈V (Gt) g(r) =Wt′(i) = maxh′ Wt′(h
′).
Now, let us prove that Wt(h) ≤ maxh′ Wt′(h
′). We have that Wt(h) = max
′
g maxv∈V (Gt) g
′(v). Let g be
a quasi-infection time function of Gt that realizes this maximum. Let p
′ be g restricted to Bt′ , which is an
extension of p for Bt′ , and f
′ be set accordingly to g, which is an extension of f for Bt′ .
Since v ∈ Gt\Bt and f
′ was set accordingly to g, we have that either f ′(v) = t1 or f
′(v) = t2 or p
′(v) = 0.
Thus, g is also a quasi-time infection function of Gt′ that realizes maxg′ maxr∈V (Gt′ )g
′(r) and, since also
each vertex r ∈ V (Gt′) \ Bt′ , where p
′(r) > 0, has at least two neighbors z1 and z2 such that g(z1) < g(r)
and g(z2) < g(r); p
′ is g restricted to Bt′ and g does not contradict f
′ regarding the vertices in Bt′ , then
Wt′(p
′, f ′) = maxr∈V (Gt) g(r).
Therefore, we have that Wt(h) = maxr∈V (Gt) g(r) =Wt′(p
′, f ′) ≤ maxh′ Wt′(h
′). 
Lemma 6. Let t be a introduce node with child t′ such that Bt = Bt′ ∪{v}. Let h = (p, f) be a valid index of
Wt. Also, let p
′ be p restricted to Bt′ . Then, if maxf ′(Wt′(p
′, f ′)) > −1,Wt(h) = max(p(v),maxf ′(Wt′(p
′, f ′)),
where f ′ iterates over all functions f ′ : Bt′ → {z, o1, o2, t1, t2} such that, for all r ∈ Bt′ ∩ N(v) where
p(r) > p(v), we have:
1. If p(v) < p(r)− 1 and f(r) = o1 then f
′(r) = z;
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2. If p(v) = p(r)− 1 and f(r) = o2 then f
′(r) = z;
3. If p(v) = p(r)− 1 and f(r) = t1 then either f
′(r) = o1 or f
′(r) = t1;
4. If p(v) < p(r)− 1 and f(r) = t1 then either f
′(r) = o2 or f
′(r) = t2;
5. If p(v) = p(r)− 1 and f(r) = t2 then either f
′(r) = o2 or f
′(r) = t2;
And for all other vertices r, f ′(r) = f(r). If, for all such f ′, maxf ′(Wt′ (p
′, f ′)) = −1, then Wt(h) = −1.
Proof. First suppose that maxf ′ Wt′(p
′, f ′) = −1, then we have that there is no quasi-infection time function
g of Gt′ that extends p
′ and respects some f ′ where f ′ is as in the Lemma.
Since V (Gt) = V (Gt′)∪ {v}, Bt = Bt′ ∪ {v} and p
′ is p restricted to Bt′ , by a simple case analysis on f
′,
we can conclude that there is no quasi-infection time function g of Gt that extends p and does not contradict
f . Therefore, Wt(h) = −1.
Now, suppose that maxf ′ Wt′(p
′, f ′) > −1. Let us prove that Wt(h) = max(p(v),maxf ′(Wt′(p
′, f ′)).
First, we are going to prove that Wt(h) ≥ max(p(v),maxf ′(Wt′ (p
′, f ′)). Let y : Bt′ → {z, o1, o2, t1, t2}
be a function that realizes the previous maximum (maxf ′(Wt′(p
′, f ′)) and let g′ be the quasi-infection time
function of Gt′ such that Wt′(p
′, y) = maxr∈V (Gt′ )g
′(r) where each vertex r ∈ V (Gt′ ) \Bt′ , where g
′(r) > 0,
has at least two neighbors z1 and z2 such that g
′(z1) < g
′(r) and g′(z2) < g
′(r); p′ is g′ restricted to Bt′ and
g′ does not contradict y regarding the vertices in Bt′ .
Let g be an extension of g′ for Bt such that g(v) = p(v). So, we have that g is a quasi-infection time
function of Gt where each vertex r ∈ V (Gt) \Bt, where g(r) > 0, has at least two neighbors z1 and z2 such
that g(z1) < g(r) and g(z2) < g(r); p is g restricted to Bt and, by a case analysis on y, g does not contradict
f regarding the vertices in Bt.
Therefore, we have that Wt(h) = maxg′ maxr∈V (Gt)g
′(r) ≥ maxr∈V (Gt) g(r) = max(p(v),Wt′ (p
′, y)) =
max(p(v),maxf ′ Wt′(p
′, f ′)).
Now, let us prove thatWt(h) ≤ max(p(v),maxf ′ Wt′(p
′, f ′)). We have thatWt(h) = max
′
gmaxr∈V (Gt) g
′(r).
Let g be a quasi-infection time function of Gt that realizes this maximum. Let p
′ be g restricted to Bt′ , which
implies that p′ is p restricted to Bt′ , and y : Bt′ → {z, o1, o2, t1, t2} be set accordingly to g restricted to Bt′ ,
which, by a simple case analysis on f and p, will fall in one of the cases in the Lemma.
Thus, at least one of the two cases occur:
1. maxr∈V (Gt) g(r) = g(v)
2. maxr∈V (Gt) g(r) = maxr∈V (Gt′ )g(r).
If g(v) = maxr∈V (Gt) g(r) then we have thatWt(h) = maxr∈V (Gt) g(r) = g(v) = p(v) ≤ max(p(v),maxf ′ Wt′(p
′, f ′)).
On the other hand, if maxr∈V (Gt) g(r) = maxr∈V (Gt′ )g(r), then g is also a quasi-time infection function
of Gt′ that realizes maxg′ maxr∈V (Gt′ )g
′(r) and, since also each vertex r ∈ V (Gt′) \ Bt′ , where g(r) > 0,
has at least two neighbors z1 and z2 such that g(z1) < g(r) and g(z2) < g(r); p
′ is g restricted to Bt′ and
g does not contradict y regarding the vertices in Bt′ , then Wt′(p
′, y) = maxr∈V (Gt′) g(r) and, therefore, we
have that Wt(h) = maxr∈V (Gt) g(r) =Wt′(p
′, y) ≤ maxf ′ Wt′(p
′, f ′) ≤ max(p(v),maxf ′ Wt′(p
′, f ′)). 
Lemma 7. Let t be a join node with children t1 and t2 and let h = (p, f) be a valid index of Wt. If there is
some pair (f1, f2) such that min(Wt1 (p, f1),Wt2(p, f2)) > −1, thenWt(h) = max(f1,f2)max(Wt1(p, f1),Wt2(p, f2))
where the pair (f1, f2) iterates over all pair of functions f1 : Bt1 → {z, o1, o2, t1, t2} and f2 : Bt2 →
{z, o1, o2, t1, t2} such that, for each r ∈ Bt, there are i 6= j ∈ {1, 2} where:
1. If f(r) = z then fi(r) = z and fj(r) = z;
2. If f(r) = o1 then fi(r) = z and fj(r) = o1;
3. If f(r) = o2 then fi(r) = z and fj(r) = o2;
4. If f(r) = t1 then either:
(a) fi(r) = z and fj(r) = t1; or
(b) fi(r) = o1 and fj(r) = o2; or
(c) fi(r) = o1 and fj(r) = t2; or
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(d) fi(r) = o2 and fj(r) = t1; or
(e) fi(r) = t1 and fj(r) = t2.
5. If f(r) = t2 then either:
(a) fi(r) = z and fj(r) = t2; or
(b) fi(r) = o2 and fj(r) = o2; or
(c) fi(r) = o2 and fj(r) = t2; or
(d) fi(r) = t2 and fj(r) = t2.
If there is no pair (f1, f2) such that min(Wt1(p, f1),Wt2(p, f2)) > −1, then Wt(h) = −1
Proof. First, suppose that there is no pair (f1, f2) such that min(Wt1(p, f1),Wt2(p, f2)) > −1 where f1 and
f2 are as stated in the Lemma. Thus, we have that, for all pairs (f1, f2) as stated in the Lemma, there is a i
in {1, 2}, such that there is no quasi-infection time function gi of Gti such that each vertex v ∈ V (Gti) \Bti ,
where gi(v) > 0, has at least two neighbors z1 and z2 such that gi(z1) < gi(v) and gi(z2) < gi(v); p is gi
restricted to Bti and gi does not contradict fi regarding the vertices in Bti .
Suppose, by contradiction, that there is a quasi-infection time function g of Gt such that each vertex
v ∈ V (Gt)\Bt, where g(v) > 0, has at least two neighbors z1 and z2 such that g(z1) < g(v) and g(z2) < g(v);
p is g restricted to Bt and, for each vertex v ∈ Bt, g does not contradict f regarding the vertices in Bt.
Letting g1 be g restricted to Gt1 and g2 be g restricted to Gt2 and (f1, f2) be as stated in the Lemma,
basing on f , we have that for all i ∈ {1, 2}, gi is a quasi-infection time function of Gti such that each
vertex v ∈ V (Gti) \Bti , where gi(v) > 0, has at least two neighbors z1 and z2 such that gi(z1) < gi(v) and
gi(z2) < gi(v); p is gi restricted to Bti and gi does not contradict fi regarding the vertices in Bti . However,
this contradicts the former paragraph, and, hence, we have that there is no quasi-infection time function g
of Gt such that each vertex v ∈ V (Gt) \Bt, where g(v) > 0, has at least two neighbors z1 and z2 such that
g(z1) < g(v) and g(z2) < g(v); p is g restricted to Bt and, for each vertex v ∈ Bt, g does not contradict f
regarding the vertices in Bt. Therefore, Wt(h) = −1.
Now, suppose that there is some pair (f1, f2) such that min(Wt1(p, f1),Wt2(p, f2)) > −1.
First, let us prove that Wt(h) ≥ max(f1,f2)max(Wt1(p, f1),Wt2(p, f2)). Let (y1, y2) be a pair of functions
that realizes the previous maximum (max(f1,f2)max(Wt1(p, f1),Wt2(p, f2))). Also, for all i ∈ {1, 2}, let
gi be the quasi-infection time function of Gti such that Wti(p, yi) = maxr∈V (Gti )gi(r) where each vertex
r ∈ V (Gti) \ Bti , where gi(r) > 0, has at least two neighbors z1 and z2 such that gi(z1) < gi(r) and
gi(z2) < gi(r); p is gi restricted to Bti and gi does not contradict yi regarding the vertices in Bti .
Let g be a quasi-infection time function of Gt where g(v) = g1(v), if v ∈ V (Gt1), and g(v) = g2(v), if
v ∈ V (Gt2). Note that, since, for all v ∈ V (Gt1 )∩ V (Gt2) = Bt, g1(v) = g2(v) = p(v), then g is well defined.
We have that g is a quasi-infection time function of Gt such that each vertex r ∈ V (Gt) \ Bt, where
g(r) > 0, has at least two neighbors z1 and z2 such that g(z1) < g(r) and g(z2) < g(r); p is g restricted to
Bt and, by a simple case analysis on y1 and y2, we have that g does not contradict f regarding the vertices
in Bt.
Therefore, Wt(h) = maxg′ maxr∈V (Gt) g
′(r) ≥ maxr∈V (Gt) g(r) = max(Wt1(p, y1),Wt2 (p, y2)) =
max(f1,f2)max(Wt1 (p, f1),Wt2 (p, f2)).
Now, let us prove thatWt(h) ≤ max(f1,f2)max(Wt1(p, f1),Wt2(p, f2)). We have thatWt(h) = max
′
gmaxr∈V (Gt) g
′(r).
Let g be a quasi-infection time function of Gt that realizes this maximum. Let g1 be g restricted to Gt1 e g2
be g restricted to Gt2 . Also, let y1 : Bt1 → {z, o1, o2, t1, t2} be set accordingly to g1 restricted to the graph
Gt1 and y2 : Bt2 → {z, o1, o2, t1, t2} be set accordingly to g2 restricted to the graph Gt2 . By case analysis on
f , it is easy to see that y1 and y2 will fall in one of the cases in the Lemma.
Thus, we have that, for all i ∈ {1, 2}, gi is a quasi-infection time functions of Gti such that each vertex
v ∈ V (Gti) \ Bti , where gi(v) > 0, has at least two neighbors z1 and z2 such that gi(z1) < gi(v) and
gi(z2) < gi(v); p is gi restricted to Bti and gi does not contradict yi regarding the vertices in Bti .
Additionally, note that maxr∈V (Gt) g(r) = maxr∈V (Gt1 ) g1(r) or maxr∈V (Gt) g(r) = maxr∈V (Gt2 ) g2(r) or
possibly both.
Therefore, we have that Wt(h) = maxr∈V (Gt) g(r) = max(maxr∈V (Gt1 ) g1(r),maxr∈V (Gt2 ) g2(r)) ≤
max(Wt1(p, y1),Wt2(p, y2)) ≤ max(f1,f2)max(Wt1 (p, f1),Wt2 (p, f2)). 
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Proof (Proof of Theorem 7). For each node t, we have that Wt has 5
w+1 · nw+1 indexes. Each index can be
computed by checking, in a join node, O(10w+1) indexes of his children, in a introduce node, O(1) indexes
of his child, and, in a forget node, O(n) indexes of his child. However, one can reduce the time needed to
compute the entire table of the forget node simple by computing its table while computing the table of its
child, i.e., if t is the forget node and t′ is its child, we can initialize Wt(h) with −1 for every index h of Wt
and every time we compute the value Wt′(p, f), letting p
′ and f ′ be, respectively, p and f restricted to Bt, if
Wt′(p, f) > Wt(p
′, f ′) and either f(v) = t1 or f(v) = t2 or p(v) = 0, then we update the value of Wt(p
′, f ′)
with the value Wt′(p, f). This would add only O(1) time to compute each index of its child’s table. Thus,
we can find t(G) in O(n · 10w+1 · (5w+1 · nw+1)) = O(50w+1 · nw+2) time.
In a very similar way, considering that we only have to check the indexes where p is a function p : Bt →
{0, 1, . . . , k}, we can show that, for each node t, we have that Wt has 5
w+1 · kw+1 indexes and each index
can be checked worst case in O(10w+1), which happens when t is a join node, and then we can find t(G) in
O(n · 10w+1 · (5w+1 · kw+1)) = O((50k)w+1n) time. 
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