Learning to perform perfect tracking tasks based on measurement data is desirable in the controller design of systems operating repetitively. This motivates the present paper to seek an optimization-based design approach for iterative learning control (ILC) of repetitive systems with unknown nonlinear timevarying dynamics. It is shown that perfect output tracking can be realized with updating inputs, where no explicit model knowledge but only measured input/output data are leveraged. In particular, adaptive updating strategies are proposed to obtain parameter estimations of nonlinearities. A double-dynamics analysis approach is applied to establish ILC convergence, together with boundedness of input, output, and estimated parameters, which benefits from employing properties of nonnegative matrices. Moreover, robust convergence is explored for optimization-based adaptive ILC in the presence of nonrepetitive uncertainties. Simulation tests are also implemented to verify the validity of our optimization-based adaptive ILC.
I. INTRODUCTION
Learning from measurement data but with no or limited model knowledge has become one of the most practically important problems in many application fields, such as robots, rail transportation, and batch processes. This motivates a class of learning control approaches designed by mainly resorting to the measurement data, rather than to the models for controlled plants. One of the most popular learning control approaches is proposed in [1] with a focus on acquiring the learning abilities of robots from repetitive executions (iterations, trials), leading to the so-called "iterative learning control (ILC)" that is simple and easy to implement even with limited plant
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knowledge. Due to the operation executed using only measurement data, ILC is considered as one of the natural data-driven control approaches [2] . Since ILC is motivated from the physical learning patterns of human beings [3] , it is also catalogued as one of the typical intelligent control approaches [4] . In particular, ILC effectively applies to general nonlinear plants [5] , and robustly works with the capability of rejecting the external disturbances, noises and initial shifts [6] .
One of the salient characteristics of ILC is to provide design tools to overcome shortcomings of conventional control design approaches. In particular, the design of ILC can be leveraged to improve the transient response performances for the controlled systems such that the perfect tracking objectives can be derived even in the presence of uncertain or unknown system structures and nonlinearities [3] - [5] . This class of high performance tasks can be achieved over finite time steps gradually with increasing iterations. As a consequence, the convergence problem for ILC generally refers to the stability with respect to iteration because of the finite duration of time, which is considered as one of the key problems of ILC. There have been many effective methods to deal with ILC convergence problems, especially those based on the contraction mapping (CM) principle. To gain additional convergence properties, the optimization-based design together with CM-based analysis has been used as a good alternative for ILC (see, e.g., [7] - [10] ). It has been reported that optimization-based ILC can be designed to improve the convergence rate, or even accomplish the monotonic convergence to better transient learning behaviors.
In the literature, there have been introduced different classes of design approaches to optimizationbased ILC. The first class is called norm-optimal approach that is developed by resorting to the lifted system representation of ILC (see, e.g., [11] - [19] ). The norm-optimal ILC has wide potential applications for, e.g., robotic systems [11] , [12] , overhead cranes [13] and permanent magnet linear motors [14] , regarding which practical problems have also been discussed, such as robustness against repetitive model uncertainties [15] , [16] , improvement of computational efficiencies [17] , [18] and extension to accommodate nonlinear dynamics [13] , [19] . The second class is devoted to stochastic ILC such that the optimization-based design can be explored to overcome ill effects arising from random (iteration-dependent) disturbances and noises (see, e.g., [20] - [23] ). It is worth noting that all aforementioned optimization-based ILC approaches are either focused directly on linear systems [11] , [12] , [14] - [18] , [20] - [23] or extended from linear systems to nonlinear systems with known linearized models [13] , [19] . By contrast, the third class of optimization-based ILC approaches has been exploited by directly dealing with nonlinear systems subject to unknown nonlinearities, which creates data-driven or model free optimal ILC (see, e.g., [24] - [30] ).
The data-driven optimal ILC requires no explicit models for algorithms design and convergence analyses, which is achieved by combining a dynamical linearization approach for nonlinear systems with an adaptive estimation approach for linearization parameters [24] - [30] . This also leads to a type of optimization-based adaptive ILC that permits not only the nonlinear systems but also their dynamical linearization models to have unknown dynamics and model structures.
Furthermore, the optimization-based adaptive ILC has a property that its convergence analysis can be developed through the CM approach, especially through the eigenvalue-based CM approach.
The eigenvalue analysis is well known as an easy-to-implement and popular approach for ILC convergence. However, despite these good properties, the eigenvalue-based CM approach is restricted to ILC processes with iteration-independent parameters based on the basic linear system theory [31] , [32] .
It is worth emphasizing that for nonlinear control plants, the dynamical linearization inevitably leads to iteration-dependent model parameters [24] - [30] . This renders the eigenvalue-based CM approach no longer effective in implementing convergence analysis of optimization-based adaptive ILC. Another issue left to settle for optimization-based adaptive ILC is robustness with regard to iteration-dependent uncertainties that is considered to be practically important for ILC [33] - [35] . Actually, the robust issue has not been well studied for optimization-based adaptive ILC (see, e.g., [24] - [29] ). It is mainly due to that the iteration-dependent uncertainties may bring challenging difficulties into ILC convergence in the presence of nonrepetitiveness created by iteration-dependent model parameters. To accommodate the effects arising from nonrepetitiveness, new design and analysis approaches for ILC usually need to be explored, see, e.g., [30] for an extended state observer-based design approach and [33] , [34] for a doubledynamics analysis (DDA) approach. Despite these new approaches, the eigenvalue analysis is still leveraged in [30] , and linear systems are only addressed in [33] , [34] .
In this paper, we contribute to exploiting optimization-based ILC for nonlinear systems, in which we particularly propose an adaptive updating law for estimation of unknown time-varying nonlinearities. It is shown that the boundedness of all estimated parameters can be ensured directly form an optimization-based design. Further, the ILC convergence is achieved, together with the boundedness of system trajectories, for which we introduce a DDA approach by leveraging good properties of nonnegative matrices. We also explore the robustness of optimizationbased adaptive ILC with respect to nonrepetitive uncertainties caused from iteration-dependent disturbances and initial shifts. Based on comparisons with the relevant existing results, the following main contributions are summarized for our optimization-based adaptive ILC.
1) We propose a new design method for optimization-based adaptive ILC of nonlinear timevarying systems. It yields a data-driven optimal ILC algorithm that however differs from those of, e.g., [24] - [30] , especially for the updating law of parameter estimation. Addition-ally, an advantage of the new design method is that all estimated parameters are naturally ensured to be bounded.
2) We propose a new analysis method to settle convergence problems of optimization-based adaptive ILC. It benefits from implementing a DDA-based approach to ILC based on properties of nonnegative matrices. A consequence of this is the exploration of selection conditions for learning parameters such that we not only exploit the boundedess of system trajectories but also achieve the perfect output tracking tasks. Furthermore, our ILC convergence results avoid performing the eigenvalue analysis that is required in, e.g., [24] - [28] , [30] .
3) We develop robust convergence analysis of optimization-based adaptive ILC for nonlinear systems in the presence of nonrepetitive uncertainties. It is shown that our design and analysis methods can be generalized to overcome the effect arising from iteration-dependent disturbances and initial shifts. In comparison with this, the robust problem has not been well addressed in, e.g., [24] - [29] .
In addition, we carry out simulation tests to demonstrate the effectiveness of our algorithm that optimization-based adaptive ILC both guarantees the boundedness of all system trajectories and achieves the prescribed perfect tracking tasks. Further, the robust performances are also illustrated for our optimization-based adaptive ILC, regardless of disturbances and initial shifts that are varying with respect to both iteration and time.
We organize the remainder sections of this paper as follows. In Section II, we present the optimization-based ILC problem, for which an algorithm of optimization-based adaptive ILC is designed in Section III. The main ILC convergence results are established in Section IV, and are further generalized to carry out robust analysis with respect to nonrepetitive uncertainties in Section V. Simulations are performed, and then conclusions are made, in Sections VI and VII, respectively. The proofs of all lemmas are given in appendices.
T ∈ R n . For a matrix A = a i j ∈ R n×m , A denotes any norm of A, where specifically A ∞ and A 2 are the maximum row sum matrix norm and the spectral norm of A, respectively. Let m = 1, and then A ∞ and A 2 become the l ∞ and l 2 norms of a vector A ∈ R n , respectively. When m = n, ρ(A) denotes the spectral radius of a square matrix A ∈ R n×n . We call A a nonnegative matrix if a i j ≥ 0, ∀i = 1, 2, · · · , n, ∀ j = 1, 2, · · · , m, which is denoted by A ≥ 0. A trivial nonnegative matrix induced by A is |A| = a i j ≥ 0, and for any two matrices A,
, the null matrix of appropriate dimensions) if j < h, and for m = n, let ∏
II. PROBLEM STATEMENT
Consider a class of nonlinear discrete-time-varying systems with input-output dynamics described by
where t ∈ Z T −1 and k ∈ Z + are the time and iteration indexes, respectively; y k (t) ∈ R and u k (t) ∈ R are the output and input, respectively; l ∈ Z + and n ∈ Z + are nonnegative integers that represent the system output and input orders, respectively; and
is an unknown nonlinear function. For the sake of convenience, we write this nonlinear function
, where x i ∈ R, i = 1, 2, · · · , l + n + 3 denotes the ith independent variable of f .
Problem Statement. Given any desired reference trajectory y d (t) ∈ R over t ∈ Z T , the objective of this paper is to design an ILC algorithm based on solving an optimization problem such that the uncertain nonlinear system (1) achieves the following perfect tracking task:
Correspondingly, we are interested in the optimization problem by leveraging the following index over t ∈ Z T −1 and k ∈ Z (see also [26] , [27] ):
where
the input error between two sequential iterations, and λ > 0 and γ i > 0, i = 1, 2, · · · , m are some positive learning parameters. In (3), we consider a high order m ∈ Z for the tracking errors of interest over iterations, and adopt e i (t + 1) = 0, ∀t ∈ Z T −1 if i < 0.
To address the abovementioned ILC problem, we introduce a fundamental assumption for the continuous differentiability of the unknown nonlinear function f .
(A1) Let f be continuously differentiable such that the partial derivatives with respect to the first l + n + 2 independent variables are bounded, namely,
where β f > 0 is some finite bound. Further, let the input-output coupling function, defined by ∂ f /∂ x l+2 , be sign-fixed, which without any loss of generality is considered to be positive, namely,
for some finite bound β f > 0. 
which, together with (4), leads to
Since less plant information on the uncertain nonlinear system (1) 
III. OPTIMIZATION-BASED ADAPTIVE ILC
In this section, we present a design method for optimization-based adaptive ILC, regardless of controlled systems subject to unknown nonlinear time-varying dynamics. We thus propose a helpful lemma to develop an extended dynamical linearization for the unknown nonlinear timevarying dynamics such that we may realize an adaptive ILC design by solving the optimization problem with the index (3). 
Lemma 3. For t ∈ Z T −1 and k ≥ 2, the solution that optimizes the index (12) can be proposed in an updating form of
Proof. This lemma can be established by optimizing the index (12) via a similar idea as the proof of Lemma 2. See Appendix C for the proof details.
We are in position to leverage the development of Lemmas 2 and 3 to propose an optimizationbased adaptive ILC algorithm for the uncertain nonlinear system (1).
Algorithm 1: Optimization-Based Adaptive ILC 1) do step (S1);
2) let k = 1, and go to step 3) to start iteration;
3) apply u k−1 (t) to operate the nonlinear system (1); 4) do step (S2) if k ≥ 2; otherwise, go directly to step 5); 5) do step (S3); 6) let k = k + 1, and go back to step 3); in which the steps (S1), (S2) and (S3) are presented as follows.
(S1) For any t ∈ Z T −1 , choose any bounded initial input u 0 (t) and initial estimated valueθ 1,0,t (i) of θ 1,0,t (i), ∀i ∈ Z t . In particular, given any (small) scalar ε > 0, chooseθ 1,0,t (t) such that
(S2) For any t ∈ Z T −1 , apply an updating law of the parameter estimation with respect to each iteration k ≥ 2 and each time step i ∈ Z t aŝ
(S3) For any t ∈ Z T −1 , apply an updating law with respect to the input for each iteration
Remark 3. From (14) and (16), we can obtainθ k,k−1,t (t) ≥ ε, ∀k ∈ Z, ∀t ∈ Z T −1 . This discloses that ε represents the smallest acceptable value of the estimationθ k,k−1,t (t) for the parameter [26] , [27] ; and furthermore, if we take m = 1, then it becomes the first-order adaptive ILC algorithm of, e.g., [24] , [25] . [26] , [27] .
Remark 4. It is worth highlighting that all the parameters
λ , γ i , i = 1, 2, · · · , m
IV. CONVERGENCE ANALYSIS RESULTS
We next contribute to exploring the convergence analysis of the nonlinear system (1) that operates under the Algorithm 1 of optimization-based adaptive ILC. Toward this end, we resort to the tracking error and can employ (10) to equivalently derive
in which nonrepetitive (namely, iteration-dependent) uncertain parameters θ k,k−1,t (i), ∀i ∈ Z t , ∀t ∈ Z T −1 , ∀k ∈ Z are inevitably involved. It may result in challenging difficulties for exploiting robust convergence results of ILC. For example, the eigenvalue (or spectral radius) analysis is not applicable any longer when the system (matrix) parameters of the resulting ILC process are explicitly dependent upon iteration (see [32] for more detailed discussions). The traditional CM-based method of convergence analysis may even be not effective in ILC due to nonrepetitive uncertainties (see also [33] , [34] ).
To make the abovementioned observations clearer to follow, we insert (17) into (18) and can further deduce
where κ k (t) is a driving signal given by
Obviously, we can see from (19) that the system parameters of the ILC process resulting from the nonlinear system (1) under the Algorithm 1 depend explicitly on
and, hence, are iteration-dependent. This renders the traditional CM-based method not applicable to ILC convergence analysis, especially those CM-based methods using eigenvalue analyses, to overcome which we apply a DDA approach to optimization-based adaptive ILC by leveraging the properties of nonnegative matrices (see [37, Chapter 8] ).
A. Boundedness of Estimated System Parameters
As noted in (19) and (20), the uncertain parameter θ k,k−1,t (i) and its estimationθ k,k−1,t (i), ∀i ∈ Z t both play crucial roles in optimization-based adaptive ILC along the iteration axis. With Lemma 1, we can obtain a basic boundedness property of each parameter θ k,k−1,t (i), ∀i ∈ Z t , whereas we gain the estimationθ k,k−1,t (i), ∀i ∈ Z t in the process of applying the Algorithm 1 to the nonlinear system (1), for which it is needed to determine whether the basic boundedness property holds. An affirmative answer to this question is provided in the following theorem.
Theorem 1. For the nonlinear system (1), let the Assumption (A1) hold. If the Algorithm 1 is applied, then the boundedness of the estimationθ k,k−1,t (i) can be guaranteed such that
With Theorem 1, it is revealed that the estimated parameters of all the nonrepetitive uncertain
, ∀k ∈ Z are bounded when employing the Algorithm 1 for the nonlinear system (1). This boundedness result resorts to no conditions on the input updating law (17), which is even independent of the selections of the learning parameters λ and
Furthermore, Theorem 1 is naturally ensured with µ 1 > 0 and µ 2 > 0 in the updating law (15) for parameter estimation but without adding a step-size factor in (15), which is different from, e.g., [26] , [27] .
To prove Theorem 1, a useful lemma on the norm estimation of an iteration-dependent matrix operator is given as follows.
Lemma 4. For any t ≥ 0 and k
defined as
Proof. The proof of this lemma can be given by exploiting the specific symmetric structure of
, where the details are given in Appendix D.
With Lemma 4, we show the proof of Theorem 1 as follows.
Proof of Theorem 1. It can be seen that (15) in the Algorithm 1 is equivalently derived from (13) in Lemma 3. We thus revisit (13) and can employ (23) to deduce
where we also insert
By combining (8) and (10), we can validate
We further explore (25) to derive
With Lemma 4, we consider (26) for (24) and can obtain
which can be adopted to yield
Due to µ 1 / (µ 1 + µ 2 ) < 1, we can verify with (28) that
where βθ = max
, ∀i ∈ Z t holds, (21) follows as a direct consequence of (29) .
In particular, we can develop (22) by also considering that (16) ensuresθ k,k−1,t (t) ≥ ε.
Remark 5. It is worth emphasizing that (24) essentially gives a nonrepetitive system with respect
to iteration because of the system matrix µ 1 Q (∆ − − → u k−1 (t))/ (µ 1 + µ 2 ) (see also [33] , [34] 
and, hence, we can directly implement the CM-based approach to the boundedness analysis for
In fact, such a benefit is because of the optimization-based design result of Lemma 3, which can no longer be gained for µ 2 = 0. We can consequently see that we may improve the boundedness analysis method used in, e.g., [26] , [27] .
B. Convergence of Optimization-Based Adaptive ILC
We proceed to explore the system performances of (1) under the Algorithm 1 of optimizationbased adaptive ILC, including the boundedness of the system trajectories and the convergence of the tracking error. We thus revisit (19) that essentially shows a nonrepetitive higher-order ILC process regarding the tracking error. To overcome the effect of higher-order dynamics on ILC, we resort to a lifting technique to reformulate (19) as
where − → e k (t + 1) and
and
is a correspondingly induced matrix in the form of
For (31), we can develop a convergence result by leveraging the nonrepetitive ILC results of, e.g., [33] . 
then the following two results hold:
Proof. The two results in this lemma can be shown by utilizing the results i) and ii) in [33, Lemma 2] to (31), respectively.
For the condition (C) in Lemma 5, we can verify
in which |P k (t)|, compared with P k (t), becomes a nonnegative matrix given by
We explore the fact (34) based on the properties of nonnegative matrices, together with using the convergence result of Lemma 5, to establish a convergence result with respect to the tracking error satisfying (19) .
Lemma 6. For (19) over any t ∈ Z T −1 , if
for some finite bound β e (t) > 0),
2) lim k→∞ e k (t + 1) = 0, provided that lim k→∞ κ k (t) = 0.
Proof. This lemma can be developed via a nonnegative matrix-based analysis approach and by noting the definitions (32) and (33) . For the proof details, see Appendix E.
Even though Lemma 6 may help to achieve the convergence analysis of the tracking error, it is no longer applicable for the boundedness analysis of the system trajectories. We thus resort to the DDA approach to ILC and exploit the dynamic evolution of input along the iteration axis to implement the boundedness analysis in the presence of nonrepetitive uncertainties (see also [33] , [34] ). Toward this end, we rewrite (17) as
As a direct application of (7) for the initial iteration (i.e., j = 0) and the (k − 1)th iteration (i.e.,
, we can derive
By substituting (37) into (36), we can obtain
where ψ k (t) is a driving signal given by
With (38), we propose a lemma for the boundedness of the input u k (t) with respect to any bounded driving signal ψ k (t).
Lemma 7. For (38) over any t ∈ Z T −1 , if 
for some finite bounds β u > 0 and β y > 0;
2) the perfect tracking objective (2) [32] ). (19) and (20) for the tracking error dynamics and (38) 
Remark 7. Another issue worth noticing is the interdependent relation between
and Theorems 1 and 2 hold, for which the selection condition (41) collapses into λ > γ 2 1 β f βθ .
Although Lemmas 6 and 7 show preliminary analysis results for the development of Theorem 2, they resort to two different conditions (35) and (40). To overcome this issue, we introduce a helpful lemma to disclose the relations among the conditions (35), (40) and (41).
Lemma 8. For the nonlinear system (1) under the Assumption (A1), if the condition (41) is satisfied, then both conditions (35) and (40) can be simultaneously guaranteed.
Proof. This lemma can be proved with the boundedness results of Lemma 1 and Theorem 1, where the proof details are given in Appendix F. Now, by utilizing Lemmas 6-8, we are in position to present the proof of Theorem 2, for which a DDA approach instead of the eigenvalue-based analysis approach to ILC is implemented.
Proof of Theorem 2. It follows by Lemma 8 that the selection condition (41) in this theorem
ensures the validity of Lemmas 6 and 7. Then we perform induction over t ∈ Z T −1 to complete this proof with two steps.
Step i): Let t = 0, and then we prove that lim k→∞ e k (1) = 0, lim k→∞ ∆u k (0) = 0, and
From (20) , it follows κ k (0) = 0, ∀k ∈ Z + . We hence consider Lemma 6 for (19) and can obtain sup 
for some finite bound β e (0) > 0. From (17), we can deduce (1) which, together with (22) and (43), leads to lim k→∞ ∆u k (0) = 0. In addition, we know from (39) (1) and then by the boundedness results of Lemma 1 and Theorem 1, we can derive
With (44), the use of Lemma 7 yields sup k∈Z + |u k (0)| ≤ β u (0) for some finite bound β u (0) > 0.
Step ii): For t = 0, 1, · · ·, N −1 with any given N ∈ Z T −1 , let lim k→∞ e k (t +1) = 0, lim k→∞ ∆u k (t) = 0, and sup k∈Z + |u k (t)| ≤ β u (t) for some finite bound β u (t) > 0. Then, for t = N, we will prove that the hypothesis made for the two convergence results and one boundedness result also holds.
With the hypothesis made for the time steps 0, 1, · · · , N − 1 in
Step ii) and by applying the boundedness results of Lemma 1 and Theorem 1, we can employ (20) to verify
We then leverage (45) and (46) and apply Lemma 6 to deduce 
for some finite bound β e (N) > 0. Since we can use (17) to get
we follow the same lines as (46) and insert (47) to derive
which implies lim k→∞ ∆u k (N) = 0. From (39), we can obtain
with which we can validate
Based on (48), we consider Lemma 7 for (38) and can develop sup k∈Z + |u k (N)| ≤ β u (N) for some finite bound β u (N) > 0. We can thus conclude that the hypothesis made for t = 0, 1, · · · , N − 1 in this step also holds for t = N.
By induction based on the analysis of the above steps i) and ii), we can arrive at
with which we can further employ Lemma 6 to get
The use of (50) yields sup k∈Z + |y k (t + 1)| ≤ β e (t) + |y d (t + 1)|, ∀t ∈ Z T −1 , which together with (49) leads to sup k∈Z + |u k (t)| ≤ β u , ∀t ∈ Z T −1 and sup k∈Z + |y k (t)| ≤ β y , ∀t ∈ Z T by taking
We can also derive from (49) that the perfect tracking objective (2) holds. The proof of Theorem
V. ROBUSTNESS V.S. NONREPETITIVE UNCERTAINTIES
In this section, we contribute to involving the robust analysis of optimization-based adaptive ILC, regardless of nonrepetitive uncertainties arising from iteration-dependent disturbances and initial shifts. We thus consider the following nonlinear system:
where, by contrast to (1), w k (t) and δ k denote the nonrepetitive disturbance and initial shift, respectively. Due to the presence of nonrepetitive uncertainties, the perfect tracking task (2) may no longer be achieved in general, and instead a robust tracking task is usually considered of practical importance such that the tracking error can be decreased to a small neighborhood of the origin with increasing iterations, namely,
where β e sup (t) > 0 is a small bound that depends continuously on those of the nonrepetitive uncertainties.
To implement the robust ILC task, we impose an assumption on the boundedness of nonrepetitive uncertainties.
(A2) Let w k (t) and δ k be bounded such that
for some finite bounds β w (t) > 0 and β δ > 0.
Note that in the ILC literature, (A2) is a common considered assumption for the class of nonrepetitive uncertainties because it can be generally acceptable in many practical situations (see, e.g., [33] , [34] ). Of particular note is to ensure the convergence of nonrepetitive uncertainties such that
which may be considered as an additional requirement of (A2) for the accomplishment of the perfect tracking task (2), despite the presence of nonrepetitive uncertainties. To proceed, we aim at discussing the influence of nonrepetitive uncertainties on the ILC process, for which the following helpful lemma is given to identify the roles of nonrepetitive uncertainties in the extended dynamical linearization for the nonlinear system (1).
Lemma 9. If the Assumption (A1) is satisfied for the nonlinear system (51), then an extended dynamical linearization for (51) can be given by
where Θ i, j is the same as defined in (7), ϒ i, j is some bounded lower triangular matrix in the form of
and ϑ i, j,t , ∀t ∈ Z T −1 is some bounded parameter. Further, both (8) and (9) hold, and for the same bound β θ as determined in (8) , it simultaneously follows
Proof. This lemma can be obtained by taking the nonrepetitive uncertainties into account and following the similar way as the proof of Lemma 1. See Appendix G for the proof details.
From Lemma 9, it can be clearly found that the nonrepetitive uncertainties play an important role in influencing the dynamic evolution of ILC along the iteration axis. A specific application of this lemma is to reveal the input-output relation between two sequential iterations, for which (10) correspondingly becomes
(57) Though the effects of the nonrepetitive uncertainties need to be considered, it can be seen from (55) and (57) that they play the role as additional inputs during the ILC process. Furthermore, such additional effects can be guaranteed to be bounded under the Assumption (A2). With these observations, we can further generalize the proposed results for optimization-based adaptive ILC to possess certain robustness with respect to nonrepetitive uncertainties, which is shown in the following theorem.
Theorem 3. Consider the nonlinear system (51) satisfying the Assumptions (A1) and (A2). If the Algorithm 1 is applied under the condition (41), then the following results can be developed for optimization-based adaptive ILC:
1) the parameter estimationθ k,k−1,t (i), ∀i ∈ Z t , ∀t ∈ Z T −1 , ∀k ∈ Z is bounded such that (21) and (22) hold for some finite bound βθ > 0;
2) the input u k (t), ∀t ∈ Z T −1 , ∀k ∈ Z + and the output y k (t), ∀t ∈ Z T , ∀k ∈ Z + are bounded such that (42) holds for some finite bounds β u > 0 and β y > 0;
3) the robust tracking objective (52) of ILC can be realized; and further, the perfect tracking objective (2) of ILC can be achieved, provided that (54) is additionally ensured.

Proof. 1):
Note that Lemma 4, and consequently the condition (30), still hold. With Lemma 9, we can exploit (57) to obtain
by which we follow the same lines as (27) to further derive
where β w = max t∈Z T −1 β w (t). Based on (58), we can thus show the boundedness of the parameter estimation in the same way as the proof of Theorem 1.
2) and 3):
If (17) is combined with (57), then the dynamics of the tracking error can be described as e k (t + 1) = e k−1 (t + 1) − ∆y k (t + 1)
where κ k (t), in contrast to κ k (t) in (20) , is given by
With (55), it can be verified that
and then by inserting this into (36) , the dynamics of the input can be described as
where ψ k (t), in comparison with ψ k (t) in (39), is given by
Based on (59), (60), (61), and (62) and with [33, Lemma 2], we can establish the results for boundedness of system trajectories and for robust tracking of ILC by following the same steps as the proof of Theorem 2, which is thus omitted here.
Remark 9. From Theorem 3, it can be seen that the Algorithm 1 of optimization-based adaptive ILC is not only applicable for addressing unknown nonlinear time-varying dynamics but also effective in overcoming ill effect of nonrepetitive uncertainties. This benefits from the optimization-based design of Algorithm 1 and the used DDA approach for ILC. In addition, it
is worth emphasizing that it is generally difficult to obtain robustness of data-driven ILC in the presence of nonrepetitive uncertainties, see, e.g., [24] - [29] . By contrast, Theorem 3 successfully
shows the robust analysis of data-driven ILC, in spite of nonrepetitive uncertainties arising from disturbances and initial shifts. 
VI. SIMULATION TESTS
To illustrate the effectiveness of the proposed optimization-based adaptive ILC algorithm, let the nonlinear system (1) be given in a specific form of
where the initial output is set as y 0 = 1.5. The perfect tracking task (2) is considered with the desired reference trajectory as
To implement the Algorithm 1, we adopt the parameters shown in Table I , and choose the initial estimated valueθ 0,−1,t (i) such thatθ 0,−1,t (i) = 0.9, ∀i ∈ Z t , ∀t ∈ Z T −1 . It can be verified that the selection condition (41) is satisfied.
In Fig. 1 , the iteration evolution of the input, in the sense of max t∈Z 50 |u k (t)|, is plotted for the first 1000 iterations. It can be seen from Fig. 1 that the input is bounded for all time steps and all iterations. To describe the output tracking performances, we depict the iteration evolution of the tracking error, in the sense of max t∈Z 49 |e k (t + 1)|, for the first 1000 iterations in Fig. 2 . It is clear from this figure that the output tracking error converges to zero along the iteration axis. Because the desired reference y d (t) is bounded, Fig. 2 implies the boundedness of the output for all time steps and all iterations. In addition, Fig. 3 depicts the tracking performance of the system output refined through optimization-based adaptive ILC after 400 iterations versus the desired reference. It can be obviously revealed from Fig. 3 that the perfect output tracking tasks can be achieved for nonlinear systems in spite of unknown nonlinear time-varying dynamics.
Next, we demonstrate the robust performances of the above-considered optimization-based adaptive ILC by instead aiming at the nonlinear system (51). Without any loss of generality, we adopt the same settings of (1) is a real symmetric matrix, and can thus obtain
We can also verify that for − − → − − → , the eigenvalues − − → or 0 (with a multiplicity of ). By noting fact, we can further get from (23) is a real symmetric matrix, and can thus obtain
We can also verify that for − − → − − → , the eigenvalues − − → or 0 (with a multiplicity of ). By noting fact, we can further get from (23) 
VII. CONCLUSIONS
In this paper, the algorithm design and convergence analysis of optimization-based adaptive ILC for nonlinear systems have been discussed in spite of unknown time-varying uncertainties.
A new design approach has been given to exploit optimization-based adaptive ILC, especially through presenting an improved optimization index to obtain an updating law for the parameter estimation. Simultaneously, a new analysis approach has been proposed to cope with convergence problems for optimization-based adaptive ILC, which resorts to the DDA-based approach to ILC convergence and takes advantage of the good properties of nonnegative matrices. It has been shown that our established results may proceed further with the data-driven ILC problems investigated in, e.g., [24] - [30] . In addition, robust convergence problems of optimization-based We carry out an inductive analysis on t to prove this lemma, and separate the proof into two steps as follows.
Step a): Let t = 0. From (1), we can obtain
with which we can verify
.
Based on (4) and (5), we can thus obtain
Step b): Let any N ∈ Z be given. For t = 0, 1, · · · , N − 1, we proceed with the analysis of step a) to make a hypothesis that y k (t + 1) = g t (y 0 , u k (0), · · · , u k (t)) holds, and simultaneously,
hold for some finite bound β θ (t) > 0. Then we will prove that the same results can also be developed for t = N.
Let t = N, and then from (1), we can exploit the hypothesis made for
By following the derivation rules for the compound functions, we consider g N and can obtain
This, together with (4), (6) and the made hypothesis, leads to
where we can take β θ (N) = (l + 1)β f max t∈Z N−1 β θ (t) + β f .
By induction with the above analysis of steps a) and b), we can conclude that for any t ∈ Z T −1
and k ∈ Z + ,
is some continuously differentiable function, and β θ (t) > 0 is some finite bound. Let us write
, where z i ∈ R, i = 1, 2, · · · , t + 2 denotes the ith independent variable of g t . Then by employing the differential mean value theorem, we can further obtain 
Then, to determine u k (t) that can optimize (3), it may generally resort to the condition (see also 
To proceed with (70), we adopt an inductive analysis approach to show a property that if (35) holds, then 
Step 2): For any i ≥ 1, we explore the fact (72) to make the following hypothesis: 
Clearly, (74) implies that the hypothesis made in (73) can also hold by updating i with i + 1.
With the above analysis of steps 1) and 2) and by induction, we can conclude that (71) holds.
By combining (70) and (71), we can further deduce 
Consequently, (75) guarantees that the condition (C) in Lemma 5 can be developed by particularly setting ω s (t) = (m − 1)s + 1, ∀t ∈ Z T −1 and η = ζ .
In addition, for the relationship between (19) and (31) Step b): Let us consider any N ∈ Z. For t = 0, 1, · · · , N −1, we assume y k (t +1) = g t (y 0 , u k (0), · · · , u k (t), w k (0), · · · , w k (t)) and simultaneously that it satisfies
for some finite bound β θ (t) > 0. Next, we show that for t = N, we can deduce the same results.
When we consider (51) For g N , we employ the derivation rules of compound functions to deduce
