In this paper, we put forward an iterative method to solve a nonlinear equation, which is free from derivatives by approximating a derivative in the three-step iterative method by forward difference with θ parameter, polynomial interpolation and finite difference. We show analytically that the method is of an order five. Numerical experiments show that the new method is comparable with other methods.
Introduction
Solving a nonlinear equation
is an active research in numerical analysis. This is because not all cases where equation (1) can be solved analytically, so the numerical solution can be used.
In this paper, we consider an iterative method to find a simple root of a nonlinear equation, where f : D ⊂ R → R is the function having derivatives on the open interval D. One of the technique to derive a numerical method is to use the Taylor expansion. Applying a linear Taylor expansion of f (x) about x = x n and substituting x = x n+1 , we end up with an iterative formula
, f (x n ) = 0 and n = 0, 1, 2, · · · .
This method is called Newton method which is quadratically convergence [1, p. 59 ]. If we expand f (x) about x = x n using Taylor expansion and ignoring the term of containing the third order, we obtain Halley method of the form by T 1z and T 2z .
Then f (y n ), f (y n ) and f (y n ) in equation (7) are estimated using the finite difference [4] whose formula is given by
denoted by T 1y ,
denoted by T 2y and
denoted by T 3y . Substituting these expressions (8), (9), (10), (11), (12) and (13) in (5), (6) and (7) with some simplification we can get a three-step formula
In the following we show that the iterative formulae (14)- (16) is of order five.
Assume that f has sufficiently continuous derivatives in the interval D. If f has a simple root at α ∈ D and x 0 is sufficiently close to α, then the new method defined by (14)- (16) is of order five and satisfies the following error equation:
Proof. Let α be a simple root of f (x) = 0, then f (α) = 0 and f (α) = 0. Let e n = x n − α. Taylor expansion of f (x n ) and f (x n + θf (x n )) about x n = α are given respectively by 
and 
Applying Taylor expansion of f (z n ) and using (19) we obtain
From (15), by doing simple calculations for (17)- (20), we obtain 
This ends the proof. (7) has order six.
Numerical Experiments
In this section, numerical simulations are performed in order to compare the number of iterations of Newton method (NM) (2), Halley method (HM) (3), Germani method (GM) (4), three-step iterative method with derivative (MIDT) (5)- (7) and a three-step derivative free iterative methods (MITT) (14)-(16) for solving a nonlinear equation. We use the following test functions: 
The number of iterations of NM HM GM MIDT MITT iterations required. The success of the method without derivatives in getting the roots of nonlinear equations are given in Table 1 . When observed from Table 1 , the number of iterations of most of the given functions using MIDT is smaller than using MITT. However, there are some functions whose roots cannot be obtained by MIDT, can be found by MITT. So it can be stated that the proposed method is superior in finding the success of MIDT roots.
