We address universal features in the defect dynamics formed after sudden perturbations in ultracold gas superfluids which are confined in elongated traps. Our studies, based on simulations of the complex time-dependent Ginzburg-Landau equation focus on both phase imprinting (at angles away from π), and localized density depletion perturbations. The challenge we address has to do with the equilibration process: how a superfluid system eventually eliminates an extended planar defect which these experiments induce. In contrast to earlier work where soliton-vortex ring oscillations were reported, we observe planar phase gradients coexisting with one or more near-trap-edge vortex rings. The latter repeatedly enter and exit the trap as the phase gradient dissipates.
Considerable research has been focused on density and phase engineering experiments in trapped atomic gases, as they provide unique insights on superfluid dynamics and the processes of equilibration. Among the earliest studies [1] involved establishing propagating, localized depletions of density through a focused laser beam. While these were designed to measure the speed of sound, these studies very early on elicited somewhat controversial [2] theoretical suggestions that dark solitons (planar density depletions, stable in 1D and associated with a phase shift) had been created in the process [3] [4] [5] [6] [7] . Similar experiments have led to the observation of a variety of defects [8] [9] [10] [11] , while other studies engineered localized excitations through a separate technique referred to as phase imprinting [12] [13] [14] [15] [16] [17] . In this way, half the superfluid is subjected to a phase shift ∆Φ relative to the other half. Here it has been suggested that solitons, or vortices or vortex rings (in some combination or sequentially) are created in the process [15, [17] [18] [19] [20] [21] [22] [23] . All these studies inform about the nature of non-equilibrium superfluid dynamics and equilibration processes, and it has been argued that they may relate to the Kibble-Zurek mechanism of cosmology [24, 25] .
In this paper we address both these density depletion and phase-imprinting experiments (focusing away from ∆Φ ∼ π). Importantly, we demonstrate the generality of defect structures and their dynamics within these two different perturbations. Our work yields further insight into related past experiments and simulations [1, 7, 11, [15] [16] [17] and suggests directions for future experimental research. It also facilitates the more general understanding of the dominant equilibration pathways present in trapped atomic superfluids when they are perturbed. In the process we clarify the many different defect sequences which have been reported in the literature. It should be noted that our earlier work [22] with ∆Φ ∼ π is a special case (not addressed here) in which there are anomalously long-lived vortex line defects, as observed in experiments [17] . Nevertheless, the earlier stages of equilibration (approximately the first 5 ms) in this case too, are consistent with the universal defect sequence we report here.
Our paper considers two-and three-dimensional trapped gases, where dark solitons themselves are not stable due to transverse fluctuations. Here we demonstrate how sudden density cuts or phase imprinting processes create moving "phase walls" (as in "domain walls"). These are surfaces along which there is a sharp gradient in the phase. The challenge presented by these perturbations has to do with how the superfluid system eventually eliminates or heals this planar defect as equilibration progresses. Quite generally we find that equilibration involves two types of processes: those which progressively extend the phase gradient over a larger volume, and those that diminish the phase difference ∆Φ between the two sides. These healing processes are accompanied and driven by the repeated formation, and subsequent loss, of relatively inexpensive near-trap-edge vortex rings. We also report that the phase walls, which lead to vortex ring nucleation, tend to persist with (rather than convert to) vortex rings. In this paper we will show that all of these processes, which are to be associated with the planar nature of the initial defect, are in fact quite universal for the perturbations in the trapped systems studied here.
In contrast to the common behavior upon which we focus here, past literature has suggested a wide variety of different defect evolutions. These include the report of a so-called oscillating soliton-vortex ring [11] created with a density depletion, while in a more complicated system of two density defects, there are claims of structures that involved both solitons and vortex rings [9] . Both phase imprinting and density depletions have led to reports of multiple solitons that bent significantly and in some cases decayed to vortices [8, 13] . Numerical simulations of phase imprinting in very anisotropic traps led to the identification of a very weak vortex ring which rapidly moved away from the trap center [15] . Finally, recent experiments have claimed to observe long-lived line de- • phase imprinting at t = 0. (b) A plot of the gradient of the phase along the long axis (z-axis with x = 0). It shows that in both density cut and phase imprinting perturbations, a sharp phase wall forms (t = 10). This is followed by the phase wall spreading out (t = 27) and finally by "tearing" into a front phase wall and a vortex pair behind it, as shown by the two peaks at t = 44. (c) Plots of the total vortex number (irrespective of vortex orientation) vs. time. Five runs with unique random noise were used for each perturbation. The curves show the mean vortex number, while the shaded regions about the curves show the full range of vortex numbers found at each timestep. This plot shows that density cuts and phase imprinting plots follow the same tearing process, first forming a vortex/antivortex pair (jump in vortex number near t = 34) and then ejecting the antivortices near t = 38. Finally, one of the remaining vortex pairs is ejected. Because density cuts produce vortices in both halves of the trap, all vortex numbers are doubled for it compared to phase imprinting.
pletions that were originally attributed to heavy solitons [17, 22, 25] .
We focus on cigar-shaped traps which mirror those used in recent experiments [11, 17, 25] . These elongated traps, which are well into the 2D or 3D regime, provide the advantage that one can study early-time dynamics without encountering reflections from trap edges. Furthermore, the cigar shape leads to significant and realistic inhomogeneity in the radial direction, which strongly influences defect behavior in these experimental systems. We will demonstrate that this inhomogeneity is, in fact, central for understanding most of the behavior seen here.
Our analysis is based on numerical simulations of the complex time-dependent Ginzburg-Landau (TDGL) equation for Fermi gases [26] . In such simulations it is important to avoid artificially symmetric situations which unphysically stabilize long-lived defects. Here we include stochastic noise. The equation one solves is very similar to the Gross-Pitaevskii (GP) equation with the inclusion of dissipation. Thus, for the most part, our low dissipation results apply as well to Bose gases.
Our approach. The complex TDGL equation is given by e −iθ ∂ t Ψ(x, t) =
We consider 2D and 3D anisotropic trapped Fermi gases subjected to either phase or density perturbations. In this expression, V is the harmonic confining potential while χ is uniformly distributed thermal noise. The trap potential in Eq. (1) is inserted by using the local density approximation, µ → µ − V (x), with the chemical potential µ rescaled to unity, so that
We use a dimensionless fluctuation temperature very close to the zero-temperature limit (well below a nanokelvin) [27] . We stress that the inclusion of noise in our numerical approach is in notable contrast [22] with the idealized conditions assumed in many other recent studies concerned with solitons and vortex structures in ultracold quantum gases [7, 20, 21, 23] . The parameter θ controls the amount of dissipation, allowing us to move from the Bardeen-Cooper-Schrieffer (θ = 0) regime to the BoseEinstein condensate regime; for θ = π/2 Eq. (1) reduces to the time-dependent GP equation [26, 28] . We typically use θ = 88
• in our simulations [29] . Further details of rescaling to the normalized form of Eq. (1) follow from Ref. [30] . Our work is based on numerical simulations discretized in up to 2048 × 256 (2D) or 1024 × 256 2 (3D) grid points and designed to solve Eq. (1) using a quasi-spectral split-step method. The initial condition is generated using a heat diffusion equation to cool the system before a perturbation is applied [31] .
Superfluid perturbations. For our simulations, we study a cigar-shaped trap with axial symmetry, typically taking ω z = 0.019µ/ and a trap ratio λ = ω ⊥ /ω z = 6.6 unless otherwise noted. This gives a system which is strongly under the influence of trap inhomogeneity, but well outside the 1D regime. Similar results for inhomogeneous, cylindrical traps are presented in the Supplemental Material (SM) [32] . In the density depletion or "density cut" perturbation the superfluid equilibrates in the presence of a sharp barrier located about the z = 0 plane, physically corresponding to the application of a blue-detuned laser. This density cut is then removed suddenly, allowing the two sides of the cloud to interact. This procedure is motivated by early work of Andrews et al. [1] , and was more recently used in Ref. [11] .
Alternately, we apply a "phase imprint" in which half of the cloud's phase is rotated by an angle ∆Φ. In recent experiments ∆Φ ≈ 180
• has been used [16, 17] , but here to be general, we study a less symmetric situation in which the phase difference is ∆Φ = 130
• . This configuration is less well-studied experimentally, but it is of interest because it creates faster-moving defects in the fluid. This phase imprint has been frequently used to create solitary waves in superfluids [12] [13] [14] [15] [16] [17] .
Defect overview. The universal features we observe begin with the creation of a sharp phase gradient, either directly in phase imprinting or, as in a density depletion perturbation, through rapid movement of the superfluid. This "phase wall" then bends outward in its center, soon nucleating a vortex ring on the boundary. Importantly, the phase wall persists and bends forward after nucleation of the vortex ring. This coexistence of the phase wall and vortex is shown in Fig. 1(a) for the case of a sudden density depletion, and is in contrast to the oscillating picture described in Ref. [11] . Figure 1 (b-c) details the subsequent time evolution and compares these two perturbations (in 2D, where we see similar dynamics). Quite reproducibly one finds "tearing" of the phase wall from the vortex pair (the 2D equivalent of a vortex ring); this is followed by the ejection of vortex pairs, and the subsequent nucleation of new vortex pairs.
General defect sequence. Figure 2 shows a sequence of images from 2D runs, which complement the data in Fig. 1(b) on the same runs. Here we analyze the various processes in the previous figure more microscopically. Initially one sees a bending of the phase wall, which is a direct consequence of trap inhomogeneity. The phase wall is equivalent to a deformed dark soliton, which moves at a speed dependent on the phase change ∆φ across it, as well as the local speed of sound. Due to the large central density, the speed of sound is highest at (x, y) = 0, and thus the phase wall moves fastest on the central axis [11, 33] . In contrast, the negligible density at the edge of the cloud effectively pins the phase wall on the boundary. This leads to the first step in the sequence shown in Fig. 2 which is the nucleation of a vortex pair at the boundaries (in 3D this corresponds to a vortex ring). The bent phase wall causes a strong superfluid flow toward the cloud center. This flow along the edge nucleates the vortex pair, and also pulls the vortex pair inward, as shown in the second frame of Fig. 2 . This step has been observed previously in experiments [11] and simulations [7] , and has been reported to play a crucial role in recent studies [16, 17, [20] [21] [22] [23] [34] .
Once nucleated, the vortices have multiple, dramatic effects on the system. Trap inhomogeneity and boundary effects [35] can be qualitatively associated with image vortices [22] . These cause the vortices to move toward the axial ends of the trap. The edges of the phase wall that nucleated these vortices are pinned to the vortices, so that these edges also now move axially outward rather than being pinned near the center. Simultaneously, the vortices also strongly influence the shape of at least part of the phase gradient, spreading it out axially in the trap center.
Importantly, the vortices do not, however, destroy the original phase wall, which is found to coexist. Except in very one dimensional systems, after vortex nucleation, the phase wall continues bending outwards, pinned at its ends by the vortices. This phase wall is necessarily weaker than before the vortex formation, due to the fact that a vortex pair has now absorbed a portion of the phase gradient [ Fig. 1 (b) also shows this evolution]. However, it can be strong enough that, once the bending is severe, a second vortex pair nucleation occurs, as shown at t = 35 in Fig. 2 [36] . This tearing process, also analyzed in Fig. 1(c) , allows the phase wall to separate from the initial pair of vortices. (More details are given in the SM [32] .) Often, the persistence of the original phase wall, and this tearing phenomenon, is robust enough that it occurs yet a second time.
The final fairly universal, dynamical feature is the repeated ejection and renucleation of at least some of the vortices. This is shown in the final three frames of the time sequence displayed in Fig. 2 . While this was earlier interpreted to be a ring-soliton oscillation [11] , we find that it is driven by a specific dynamic mechanism rather than an energetic degeneracy. When the vortex pair forms, boundary effects cause the vortices to move rapidly toward the ends of the trap, while the center of the phase gradient between the vortex pair stays relatively stationary. This causes a "back-bending" of the phase wall, which changes the orientation of the superfluid velocity near the vortices, pointing partially out of the trap. This back-bending appears to eject the vortices from the trap. Once the vortices have left, the phase wall bends forward and renucleates new vortices driven by the same processes as described above.
These observations are to be contrasted with those of (a) t = 
Phase contour plots of significant frames for the 2D (a) density cut and (b) phase imprinting runs also analyzed in Fig. 1(b) . As shown in the legend (c), π/15 contours of the phase are displayed. Different defects are highlighted -red highlights the initial vortex pair, cyan the phase plane that will "tear", and vortices are circled in yellow. Black (red) arrows show vortices (antivortices) entering or leaving the cloud. The first frame at t = 9 shows the initial bending of the phase plane, followed by the nucleation of the initial vortex pair at t = 13. The following three frames show tearing processes, with a phase plane bending out and eventually nucleating a vortex-antivortex pair at t = 35. The sixth frame [t = 45 in (a) and t = 68 in (b)] shows the loss of the antivortex, while the seventh frame shows the ejection of a vortex, followed by its renucleation in the final frame. Note that in (b), the final three frames show a portion of the cloud somewhat closer to the edge than all other frames.
Shomroni et al. [11] who essentially investigated a closerto-1D configuration (see also SM [32] ) [37] . We do not consider this to be a "Rabi" oscillation [11] , but rather a consequence of non-equilibrium fluid dynamics of the superfluid -specifically the movement of vortices and phase walls in the very inhomogeneous trapping potential.
As should be noted by comparing panels (a) and (b) in Fig. 2 , the above steps are the universal features of these inhomogeneous, trapped superfluids under two rather different perturbations. There may be differences, but these are differences in degree, such as multiple tearing processes, or multiple vortex ejections and renucleations, which in turn can involve multiple phase walls and vortex rings. The number of such repetitions is most closely related to the magnitude and steepness of the initial phase gradient induced by the perturbation. Thus, at the other extreme, all the defects can disappear rather quickly.
Beyond the first 5 to 30 ms, in the later stages of equilibration, the behavior becomes more unique to each system. For large, sharp gradients the defects reach the end of the trap, causing a reflection that is dependent on the precise trap geometry, and can be much more complex and varied compared to the universal steps reported above [38] . For weaker phase gradients the defects dissipate or exit the trap before reflecting from the trap end, and do not disturb the fluid enough to form new defects.
Conclusion. In this paper, we have demonstrated universal features in the evolution of planar defects in trapped superfluid gases. This common behavior is demonstrated by establishing the similarity in both phase imprinting and density depletion. This work focuses on the earliest stage of equilibration (at most about 30 ms), where these two perturbations lead to planar defects of a very similar fashion which are ultimately "healed" during the equilibration process. Later stages involve distinct phenomena, not discussed here, associated with trap boundaries and sometimes "solitonic" vortices [17, 22, 23] . Not only do a variety of initial conditions or sudden perturbations produce these sharp phase walls, but once formed, they lead to a predictable set of rather complex dynamical processes accompanying superfluid equilibration. This complexity, in turn, reflects the ability of planar defects to form multiple topological features.
The universal steps involve first a bending of the phase wall, next "tearing" that can create multiple vortex rings and/or phase walls, and finally vortex ejection and renucleation. These all serve to heal planar defects, and the formation and loss of vortex rings near the trap edge accompany and drive such healing processes. We emphasize that all of these dynamical processes are consequences of trap inhomogeneity and boundary effects, in contrast to other features, such as the snake instability, that may be seen in more homogeneous systems. Our simulations have been directed at Fermi gases, but because they describe the dynamics of the condensate, they should be applicable as well to Bose superfluids. More generally, these predictions resulting from our simulations should be accessible experimentally and thus directly testable.
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SUPPLEMENTAL MATERIAL
This supplemental material contains additional visualizations of our simulations, details of the tearing step in defect evolution, and studies of related systems. Section A contains information on videos showing the complete time progressions of simulation runs. Section B provides further details on "tearing processes," and Section C shows the case of a closer-to-1D simulation. Section D investigates the effect of changing the phase imprinting angle. Finally, Section E gives details on simulations in both inhomogeneous and hard-walled cylindrical traps.
A. Videos
Available with this Supplemental Material or at http://oscon-scidac.org/projects/superfluids/defects are a selection of videos for different simulation runs. "Cut3D" refers to the 3D density depletion simulation of Fig. 1(a) in the main text. "PI3D," not shown elsewhere, uses the same parameters as Cut3D but with a 130
• phase imprinting perturbation. "Cut2D" and "PI2D" show the runs in Fig. 2(a) and Fig. 2(b) of the main text, respectively. Finally, "Cyl" shows the density cut simulation in Figs. S4(a) through S6(a) .
All videos show the phase plot from 0 (black) to 2π (white) on the top half of the frame, and on the bottom half show the density (for 3D, density in the x = 0 plane), scaled from 0 (black) to a run-dependent maximum density (white).
B. Detailed tearing process
We first show figures of the tearing process in greater detail from 2D simulations using the same parameters as in the main text (ω z = 0.019µ/ , and λ = ω ⊥ /ω z = 6.6). Figure S1 (a) describes the tearing process from a density cut perturbation in which the phase wall bends outward, forming a beveled shape with its ends pinned by vortices. The beveling nucleates a vortex-antivortex pair near each phase wall end. In each quadrant, the original vortex annihilates with the antivortex of this new pair. This leaves a phase wall which bends and forms a new vortex resulting in two vortices in each quadrant. Figure S1 (b) shows the same process from a 130
• phase imprinting perturbation, but no pair annihilation occurs. Instead, the antivortex in the new pair is ejected. Both cases, however, result in the same two-vortex configuration in each quadrant, contributing to the universality both of this tearing process and of the future cloud evolution. (a)
Phase plots from 0 (black) to 2π (white) of tearing process in a 2D simulation with (a) a density cut perturbation and (b) a phase imprinting perturbation, focused on the evolution of the bottom-right vortex and phase wall structure. In the first frame at t = 33 in both cases, a portion of the phase wall extends to the left and bottom. This strongly bent phase wall nucleates a new vortex-antivortex pair at t = 34. For (a), in the third and fourth frames (t = 36, 38), the antivortex moves close to the original vortex, annihilating and leaving a phase wall at t = 41. Finally, at t = 47 the phase wall nucleates a new vortex, leaving the observed two vortices described in the main text. For (b) and in contrast to (a), in the third, fourth and fifth frames the antivortex moves toward the trap edge, and is eventually ejected in at t = 40. This leads to the same end result as (a), but without the vortex pair annihilation observed in (a).
C. Oscillations and dimensionality of the trap Figure S2 shows phase contour plots for a simulation run that displays an apparent oscillation between phase wall and vortices, similar to Shomroni et al ., Nat. Phys. 5 193 (2009). Here a 130
• phase imprinting perturbation has been applied. These 2D simulations have the same ω z as other simulations presented in this work, but a trap ratio λ = ω ⊥ /ω z = 13.2, which moves the trap closer to a one-dimensional geometry. This apparent oscillation is present in both density cut and phase imprinting perturbations, and can be seen as an extreme form of the dynamics described in the main text. Contour plots of the phase for a trap which is more tightly confined radially (λ = 13.2). In this regime, the phase imprinting perturbation (t = 0) causes a phase wall to bend and nucleate a vortex pair (t = 10), as in the other simulations. In contrast to less-1D simulations, no "tearing" process can occur due to the additional confinement. Instead, the vortices propagate until they are later ejected, again leaving a phase wall (t = 25). This leads to another sequence of phase wall bending and subsequent vortex nucleation (t = 35). A second vortex ejection -phase wall -vortex nucleation sequence occurs but is not shown here. Figure S3 demonstrates the effect of changing the phase imprinting angle ∆Φ that is applied in phase imprintingtype perturbations. In all cases, we find that the phase wall bends and begins to move outward. As noted in our earlier work [Scherpelz et al., PRL 113 125301 (2014) ], the phase imprinting angle does influence whether a vortex line will form, but it has little effect on the lifetime of the vortex ring. Here, Fig. S3 shows that the phase imprinting angle changes the velocity of the center of the phase wall, but that the qualitative defect motion is very similar in all cases. IG. 3. Plots of the position of the phase wall as a function of time, depending on the phase imprinting angle used. The phase wall position is calculated as the maximum magnitude of the phase gradient ∂φ/∂z along the central z-axis, measuring from the trap center z = 0. Over this time scale, the phase imprinting angle dramatically changes the phase wall velocity, but does not change the qualitative dynamics, emphasizing the generality of the physics we discuss.
D. Variations of the phase imprinting angle

E. Cylindrical traps
Figures S4 through S6 characterize the defect sequence in an inhomogeneous cylindrical geometry. These defect sequences match very well with that described in the main text, which is due to the dominant influence of the radial inhomogeneity present in both systems. In these cylindrical traps, a strong square-well potential is applied along the z-axis, while a harmonic trapping potential is used in the radial direction. Figures S4 through S6 display three characteristic parts of the defect sequence for both density cuts and phase imprinting, all of which match closely with the defect sequences described in the main text.
By contrast, for a "hard-walled" cylindrical trap, in which the potential in the x − y plane is 0 inside a critical radius and very large outside that radius, the behavior is very different. This is due to the lack of inhomogeneity in the superfluid density. Instead, we observe only two defects: an extremely short-lived, small-radius vortex ring which nucleates then annihilates in the center, and vortices that nucleate right at the boundary but do not move inward or otherwise affect phase wall propagation. Both of these defects seem to carry very little energy, and have negligible effects on the dynamics. Other than these defects, no interesting evolution is observed -the phase walls simply travel towards the trap edges and slowly dissipate. When the phase walls reach the end, no defects remain (no reflections are present). • phase imprinting perturbations in an inhomogeneous, 2D cylindrical trap. Both simulations use a z-axis square well potential of inner length ∆z = 160, and a radial trapping frequency of ω ⊥ = 0.12µ/ , giving a similar overall trap shape to the cigar trap in the main text. Shown here is the initial vortex pair creation resulting from the perturbation in both cases. For both perturbations, and just as in the case of the cigar trap, a phase wall forms and bends (t = 10 or 8), and the bending soon nucleates vortices that move inward (t = 14). Figure S4 . Shown here is the tearing process that follows vortex pair nucleation. In the first frames of both (a) and (b), a phase wall bends outwards from the vortex pair that formed earlier.
In the second frames, a vortex-antivortex pair is created on both the top and bottom of the system, and the antivortices proceed to (a) annihilate with the original vortices present in the system, or (b) rapidly exit the system. Finally, in the third frames two vortices of the same circulation are present along each edge. Again, these phenomena agree both between density cuts and phase imprinting, and between inhomogeneous cylindrical and cigar-shaped traps. Figure S4 . These frames display the vortex exit and renucleation. In both (a) and (b), the front vortices are ejected in the second frame (t = 70 or 61), and renucleate, albeit very close to the boundary, in the third frame (t = 89 or 69). As before, these dynamics mirror those in cigar-shaped traps. Note that compared to Fig. S4 and Fig. S5 , the section of the cloud shown here is shifted to the right.
