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Abstract. This paper introduces a method that computes an estimation of the bit
error rate (BER) based on the RAKE receiver soft output only. For this method
no knowledge is needed about the channel characteristics nor the precise exter-
nal conditions. Simulations show that the mean error of the estimation is below
2%, with only a small variance. Implementation issues for a practical use of the
method are discussed.
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1 Introduction
In this paper we introduce a method to compute an estimation of the bit error rate (BER)
of a wireless channel. The presented method is used to estimate the current quality of
the wireless channel using the data received by a RAKE receiver [8]. This information
can be used to adapt the receiver to obtain the desired Quality of Service (QoS) for
a given application or protocol with minimal computational effort. This reduction in
computational effort can be translated to a reduction in energy consumption for a mobile
terminal or to a reduction in the amount of resources for a base station.
Applications or protocols demand a certain QoS that translates to a certain quality
(BER) of the wireless link. In general, two principles are used to determine the qual-
ity of the output of the RAKE receiver. First, known sequences of (pilot) symbols are
transmitted in parallel with the data, so the BER can be determined. Second, models are
used which require the current status of the environment as input to compute the BER.
In this paper, we use an alternative (third) method. We apply statistical methods on the
soft output of the RAKE receiver, to compute the BER without additional knowledge
of the current environment or transmission of extra pilot symbols.
To illustrate our approach we give an example of the application of our BER esti-
mation algorithm in a wide-band code division multiple access (WCDMA) system [6].
The output of the RAKE receiver is used as input to an (adaptable) forward error cor-
rection (FEC) turbo decoder as depicted in Figure 1. The used turbo FEC operates on
a sequence of bits, grouped in a block. Given the number of errors per block, we can
predict whether the used forward error decoder is able to correct the received block [9]
or not. In our adaptive system [10], the spreading factor used by the WCDMA trans-
mission is decreased until the limit of the error decoding capacity of the FEC decoder is
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Fig. 1. The Control System Of The Terminal
reached. Decreasing the spreading factor leads to a higher bitrate, which has two main
advantages. First, a certain amount of data is transmitted as fast as possible, providing a
good QoS for the user. Second, the transmitter and receiver can be switched off earlier,
saving power, which is especially useful for a mobile handheld terminal.
The frame error rate (FER) after the FEC decoder also gives an indication of the
quality of the received signal. However, the BER estimation after the RAKE receiver
gives much more information about the quality. There are two reasons for that. First, we
not only know whether the turbo decoder is able to correct the received frame or not, but
we also know whether the quality of the received frame is near the turbo decoder error
correcting capacity or there is room for improvement. In this way we can predict how
much the quality of the output of the RAKE receiver should be improved or decreased
(e.g. by changing the spreading factor) so that the turbo decoder is just able to correctly
decode the received frames. Second, we can predict what will happen when we change
parameters. For example, if we plan to change the spreading factor of the RAKE re-
ceiver, we are able to predict the resulting BER and FER. Thus, we can predict whether
the quality of the output of the RAKE receiver after reduction of the spreading factor
is still good enough such that the turbo decoder can still correct most of the frames and
what the consequences are for the QoS (e.g. latency, throughput, BER).
Our BER estimation algorithm gives detailed information about the quality of the
signal and as we know the characteristics of the forward error decoder, we can made
a careful trade-off between the different parameter settings that are possible at physi-
cal layer (RAKE receiver), link layer (FEC decoder) and transport layer (e.g. retrans-
missions) of the network protocol stack. This cross-layer approach ensures a global
optimization, with potential higher savings compared to optimizations performed per
individual layer of the network protocol stack.
In this way, we can minimize the energy consumption and/or the use of resources at
run-time, while satisfying an adequate QoS, which is requested by the end user of the
system.
Section two describes related work. Section three derives and explains the method
for BER estimation. Section four presents simulation results giving the difference be-
tween the real BER and the estimated BER. Section five discusses how to implement
the presented method in hardware, followed by the conclusions in the last section.
2 Related Work
In general, the BER is not known at the receiver side, because the original transmitted
data is unknown. A commonly used method to compute the BER is to use pilot sym-
bols. Pilot symbols represent a predefined sequence of symbols, which are known at the
transmitter and the receiver side. Therefore, the BER can be computed for these pilot
symbols. Third generation telephony uses for instance pilot symbols [1]. This approach
has several disadvantages. First, the transmission of the pilot symbols introduces over-
head. Second, the BER is only computed over a small amount of the total bits that are
transmitted. Third, the BER of the pilot symbols may differ from the BER of the data.
Another approach is to model the channel with all the known effects, e.g. [7]. A
state of the art article on this area is [3]. Using this method it is possible to achieve
accurate BER estimations for the modeled channel. However, the actual properties of
the channel and the modeled effects can differ significantly from the constructed model.
Also, effects that are not modeled can happen in real situations. In practice, it is not
possible to model all the different effects that cause the disturbance of the wireless
channel. Estimation of the exact quality of the signal of the wireless channel is therefore
impossible.
Our approach differs significantly from the two mentioned approaches. We only
use the soft output from the rake receiver, and require no additional information about
the channel. In our opinion, it doesn’t matter which physical effect is responsible for
the degradation of the signal to determine the BER. The advantage is that an accurate
estimation can be made independent of the unpredictable dynamic changing external
environment.
3 BER Estimation
In an ideal situation, without disturbance of the channel, the output of the soft value
of the rake receiver is equal to the used sf (spreading factor) for a transmitted bit with
value one. Similarly, for a bit with value zero (represented by minus one), the soft output
of the rake receiver is −sf This perfect situation is shown in Figure 2.
In case of disturbance of the channel, the sampled chip values are no longer exactly
equal to one or minus one, but can be higher of lower. A lot of external causes may
be responsible for this disturbance. Most effects that change the signal can be modeled
with a normal distribution. For example, AWGN behavior and the fact that the spread-
ing codes of other channels are not perfectly orthogonal, can be modeled with a normal
distribution. A few effects, e.g. fading, do not behave like a normal distribution. How-
ever, the central limit theorem [5] states that regardless of the type of distribution, the
distribution will approximate a normal distribution, if the number of samples is large
(>30). Therefore, we can approximate the values of the soft values of the output of
the RAKE receiver with a normal distribution. One soft output value is composed of
different chip values. If the number of chips per bit is higher, a better approximation of
the normal distribution is made.
Figure 3 shows the expected normal distribution behavior for the soft output values
of the RAKE receiver for a pretty good channel. When the channel becomes worse, the
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mean will not change (significantly), but the standard deviation will increase, as shown
in Figure 4. Some bits are received incorrect in this figure. All soft values > 0 are con-
sidered to be transmitted ones and all soft values < 0 are considered to be transmitted
zeros. Figure 5 shows the effect for an extremely bad channel. As can be seen from
the figure, the two distributions are heavily mixed up. Every bit with value one that is
received with a negative soft output is received incorrectly and also the positive soft
output for a transmitted bit with value zero is received incorrectly. The marked area in
Figure 5 is the probability that a bit is received incorrectly.
In reality, the distribution is not as ideal as the distribution shown in Figures 2 to 5.
Figure 6 shows the soft output values of one transmitted block (3012) bits. To plot
the distribution, all the soft values are rounded to the nearest integral number to make
classes. Figure 6 shows the distributions for the transmitted ones and zeros.
Unfortunately, the receiver can not determine whether a soft value belongs to the
1-distribution or to the 0-distribution. The soft output of the RAKE receiver is the addi-
tion of the 1-distribution and the 0-distribution, which is also plotted in Figures 2 to 6
as a dotted line.
Our goal is to predict the bit error rate (BER), i.e. the size of the marked area in
Figure 5. Let X(Y) denote the distribution of the soft output values of the transmitted
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zeros (ones). Using these distributions, the BER can be expressed by:
BER = pP (X ≥ 0) + (1− p)P (Y ≤ 0). (1)
where p denotes the probability that a zero is transmitted.
Since both distributions are mirrored to the zero axis and due to the mentioned assump-
tion, X and Y can be expressed in terms of a standard normal distribution:
X = σZ − µ. (2)
Y = σZ + µ. (3)
where Z denotes the standard normal distribution, µ the mean and σ the standard devi-
ation. Using this, the BER reduces to:
BER = P (X ≥ 0) = P (Z <
µ
σ
) = Φ(−
µ
σ
). (4)
where Φ(z) is the function that gives the area of the standard normal distribution to the
right of z, i.e. the probability that a value is smaller than z. The function Φ(z) is widely
available in tabular form.
We want to get a prediction of µ and σ based on the soft output values of the RAKE
receiver. Using the soft output values, we derive estimates µ̂ and σ̂ for µ and σ respec-
tively.
Note that if there are only effects with a normal distribution (like disturbance of
other users, AWGN, etc), µ̂ will be equal to the spreading factor. However, for other ef-
fects (e.g. fading effects like Doppler), the µ̂ can differ significantly from the spreading
factor.
As mentioned before, the received soft output values of the RAKE receiver do not
correspond to the distribution X and Y , but to a distribution W , which results from the
combination of the distributions X and Y (with probability p we get distributionX and
with probability (1− p) distribution Y ). For W we have:
P (W ≤ w) = pP (X ≤ w) + (1− p)P (Y ≤ w). (5)
Based on measured results for W and using moments of distributions, it is possible to
estimate the characteristic values µ and σ of the distributions X and Y , which together
form distribution W (see [11]). If r is a positive integer, and if X is a random variable,
the rth moment of X is defined to be mr(X) ≡ E(Xr), provided the expectation
exists, see [4]. For a standard normal distribution, the first, second, third and fourth
moments are respectively zero, one, zero and three. The first and third moment of Z are
zero and can not be used to compute the two unknown variables µ̂ and σ̂. Therefore the
second and fourth moment of W are used.
The second moment of W is:
m2(W ) = p(E(X
2)) + (1 − p)(E(Y 2)). (6)
Scrambling (used in almost every wireless communication system) ensures that ap-
proximately an equal number of ones and zeros are transmitted. This means that p≈ 1
2
.
Setting p = 1
2
, and using equations (2), (3) and the moments of the standard normal
distribution, equation (6) becomes:
m2(W ) = µ
2 + σ2. (7)
therefore,
σ2 = m2(W )− µ
2. (8)
The fourth moment of W is:
m4(W ) = p(E(X
4)) + (1 − p)(E(Y 4)). (9)
With p = 1
2
, this equation becomes:
m4(W ) = µ
4 +
(
4
2
)
µ2σ2E(Z2) + σ4E(Z4). (10)
Substituting the moments of Z gives:
m4(W ) = µ
4 + 6µ2σ2 + 3σ4. (11)
Replacing σ2 with (7) and simplifying yields:
µ4 =
3
2
(m2(W ))
2 −
1
2
m4(W ). (12)
So,
µ = 4
√∣∣∣∣32(m2(W ))2 − 12m4(W )
∣∣∣∣. (13)
Using Equations (8) and (13) in combination with the estimation of the second and the
fourth moments of W based on the individual samples V1..Vn of the output of the rake
receiver, the Formulas (14) and (15) can be derived for the estimators µ̂ for the mean
and σ̂ for the standard deviation:
µ̂ = 4
√√√√√√√
∣∣∣∣∣∣∣∣32
( n∑
i=1
V 2i
n
)2
−
1
2
n∑
i=1
V 4i
n
∣∣∣∣∣∣∣∣ (14)
σ̂ =
√√√√√√
∣∣∣∣∣∣∣
n∑
i=1
V 2i
n
− µ̂2
∣∣∣∣∣∣∣ (15)
Finally, the BER estimation can be computed with:
B̂ER = Φ
(
−
µ̂
σ̂
)
(16)
4 Results
In our simulation environment we performed several simulations with a realistic time-
variant channel. In successively simulations, the number of simultaneously transmitting
users, the number of paths and the amount of added white Gaussian noise (AWGN) is
changed. All simulations uses blocks with 1000 randomly generated turbo encoded bits,
making a block size of 3012 bits. For each received block, the real BER is determined
and compared with the estimated BER. The reported estimation error is the absolute
difference between the estimated BER and the real BER (expressed in %); i.e.,
est error = |BEREST −BERREAL| ∗ 100%. (17)
The estimation error is reported as the absolute difference, because the relative dif-
ference can be very high with a low BER. For example, if 2 errors (BER=0.002) are
estimated for a block with 1000 bits and the block contains 1 error (BER=0.001) the
relative difference is large, while the absolute difference is only 0.1%. For our applica-
tion, we are interested in the absolute difference.
In Figure 7 the mean estimation error is depicted, as function of classes with a
width of 0.01 of the real BER of the received block (e.g., the estimation error of all
blocks with a real BER in the range [0.15, 0.16) are summed up and divided through
the number of blocks in the class to get a mean estimation error). For a specific case,
the presented results show that the estimation is better for a lower spreading factor.
Having a specific BER, a lower spreading factor means a better channel than the same
BER for a higher spreading factor. Therefore, the estimation works better for a better
channel. In addition to the average estimation error, information about the variance in
the estimation is relevant, because the estimation will be worthless if the variance is too
high. In Figure 8, the estimation error for sf = 8 is depicted. Beside the mean of the
estimated BER also the variance is given. For each BER class, the interval [µ−σ, µ+σ]
is given. Given this figure, we can conclude that, for a real BER below 0.2, a good
prediction is possible with an error of at most 2%. We are not interested in BER > 0.2,
because blocks with a BER > 0.2 can not be corrected by a FEC decoder (e.g. a turbo
decoder). The same kind of simulations have been performed for different scenarios,
e.g. Rayleigh fading channels, different amount of users, different amount of paths, etc.
The achieved results were similar to the ones given in the Figures 7 and 8.
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4.1 External Validation
To validate the results of our simulation and to verify the proper working of our algo-
rithm, Ericsson Eurolab in Enschede did an additional set of simulations. They got only
Formulas (14) – (16) without additional information. Ericsson used their UMTS simu-
lator and tried to estimate the BER with the Formulas (14) – (16) and the soft output of
their simulator. Two different channels have been simulated: AWGN and an Ericsson
proprietary channel that is very realistic with multiple users, multiple paths, power vari-
ations, etc. Figure 9 shows the soft output values of the RAKE receiver. The estimated
BER is 0.187 and the real BER is 0.172. Figure 10 shows the accompanying diagram of
the received power. The estimation error for the Ericsson proprietary channel was about
1.7% and the estimation error for the AWGN channel was even lower. As expected, the
BER estimation algorithm gives less accurate results when power control is disabled.
However, the whole performance of WCDMA depends on a good power control.
5 Implementation
The proposed method is simple and the involved Formulas (14) and (15) can be imple-
mented easily on an ALU (e.g. an ARM). In this section we give some considerations
how a real implementation can be made on an ASIC or reconfigurable architecture.
Figure 11 shows a very simple hardware support, which can be used to compute the
terms
n∑
i=1
W 2i and
n∑
i=1
W 4i , that must be done at a speed that is equal to the incoming bit
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rate (maximal 2Mbit/s in case of UMTS). The structure consists of two look-up tables
(LUT), two adders and two registers and is meant to do the computation streaming,
while the samples are coming from the RAKE receiver. The LUTs are used to look up
the power of two and the power of four of the incoming sample. The result from the
LUT is added to the subtotal of the previous additions that is stored in the register. At
begin of the reception of a new block, the register is initialized to zero, and at the end
of a block, the content of the register is passed to the output. In real implementations,
the soft output from the RAKE receiver is quantized with a limited number of bits. A
quantization with more of 8 bits is not useful, because there in no additional gain [2].
Even with 6 bits quantization, there is no observable SNR degradation. Supposing 6 bits
that represent a signed soft value, the LUTs can be limited to 25 = 32 entries because
the sign bit can be ignored. This proposed structure can be implemented in dedicated
hardware or an FGPA.
The remainder of the computation of the formula can be done after finishing the
computation of the summation. Note that the speed of this computation can be much
lower, because this has to be done only once per received block. Therefore, this com-
putation can be done by a general purpose processor, like an ARM. If everything has to
be done in dedicated hardware or FPGA, division by n and multiplication by 1
2
and 3
2
can be done by shifting, if only the first 2k samples of all samples of a block are used,
where k is as large as possible. The square roots can be stored in a LUT.
6 Conclusions
A method is introduced that makes an estimation of the bit error rate based on statistical
analysis of the output of the RAKE receiver soft output only, without prior knowledge
about the channel model and all external influences. Simulations show that the mean
error of the estimation is below 2%, having only a small variation. Implementation
issues for use of the method in practice are discussed.
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