Introduction
A polynomial distributed lag model is a pth-order distributed lag model of the form
where the impulse-response function is constrained to lie on a polynomial of degree q.
Requiring the impulse-response function to lie on a polynomial imposes p−q constraints on the structural parameters of the model. Following Fomby, Hill, and Johnson (1984) and Shiller (1973) , we can determine the form of the constraints from the fact that if f i is a polynomial of degree n whose domain is the integers, the first difference Df i = (1 − L)f i can be expressed as a polynomial of degree n − 1 in i. Consequently, the (n + 1)st difference D n+1 f i is the zero function. Thus, the constraints have the form
Consistent and efficient estimates of the structural parameters, subject to the p − q constraints, can be obtained via constrained ordinary least squares.
Alternatively, we can write the constraints as provide a convenient way to derive the reduced form of the model. For example, if we make V a (p + 1) × (p + 1) matrix and substitute the lag index i for the τ j , the resulting matrix has the form
Finding a solution to V a = β is equivalent to polynomial interpolation. Once a degree, q, for the polynomial has been chosen such that q < p, we can simply replace V in the expression above with a matrix consisting of the first q + 1 rows of V, and the pth-order impulse-response function is constrained to lie on a polynomial of degree q. Letting V q+1 denote a matrix consisting of the first q + 1 rows of V and substituting V q+1 a for β in (1) yields the reduced-form representation of the model:
where Z = XV q+1 . The parameters of the reduced form can be estimated consistently and efficiently via OLS. Estimates of the structural parameters and their variances can be recovered via the relations β = V q+1 a and Var( β) = V q+1 Var( a)V q+1 Cooper (1972) refers to this as the direct method.
An extension to the method just described was introduced by Almon (1965) . Note that the estimates of β are unique up to a nonsingular linear transformation. For example, let J be any nonsingular (q + 1) × (q + 1) matrix. Let
From the help desk
If J is the transpose of a (q + 1) × (q + 1) Vandermonde matrix, the elements of a general row of V q+1 J −1 are Lagrangian interpolation polynomials. Again, estimation of the reduced-form parameters, γ, can be consistently and efficiently obtained via ordinary least squares. Estimates of the structural parameters, β, and their variances are recovered via
According to Cooper (1972) , the Almon method is preferred in estimation since the resulting weighting matrix will have a more irregular pattern of weights compared with V q+1 , reducing the likelihood that the artificial variables, Z, will be collinear.
Estimation using Stata
To demonstrate how to fit a polynomial distributed lag model in Stata using each of the methods described above, let's consider an example of a PDL model with p = 12 and q = 4. First, let's simulate some data: The input variable, x t , follows an AR(1) process, and the impulse-response function is a simple geometric series. x t was generated using the sim arma command, which will simulate data from any ARMA process. sim arma was written by Jeff Pitblado of StataCorp; it can be located and installed using the findit command or by issuing the command . net install http://www.stata.com/users/jpitblado/sim_arma
To fit the structural model via constrained OLS, we use the cnsreg command. The constraints option of cnsreg accepts either a numlist that identifies the individual constraints or the name of an existing constraint matrix. To employ the numlist, we would have to define each constraint individually using the constraint command, and we would have to redefine the constraints each time we altered the PDL model specification. While this is not particularly difficult, it can become rather tedious. It is much simpler to write a general-purpose program that will construct an appropriate constraint matrix for any PDL model specification.
cnsreg fits a linear model, y = Xβ + , subject to Rβ = r. If we include an intercept in the model, there will be p + 2 estimated parameters and p − q constraints. Therefore, R will be a matrix of dimension (p − q) × (p + 2), and r will be a matrix of dimension (p − q) × 1. As documented in [P] matrix constraint, Stata expects the constraints to be represented by a single matrix constructed by concatenating R and r, with r represented by the rightmost column of the constraint matrix.
A close inspection of (2) tells us that the elements of R will form a simple pattern. There will be q + 2 nonzero elements in each row of R. In the first row of R, the first q + 2 elements will be nonzero, their specific values being determined by a binomial expansion, and the remaining elements will be zeros. In each subsequent row of R, the same q + 2 nonzero elements will appear, but each time we move down a row, the q + 2 nonzero elements will be shifted one column to the right. The following program constructs such an R matrix, adding two columns of zeros; the first additional column of zeros accounts for the intercept, and the second additional column represents r. The program requires three arguments, p, q, and a matrix name. It is sufficiently general for use with any PDL specification.
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With our simulated data and a program to construct the constraint matrix, we can now fit the PDL model by issuing the following commands: We can now fit the same model using the reduced-form representation of the model. The basic algorithm for both the direct method and the Almon method is to 1. generate a weighting matrix, 2. generate the artificial variables, 3. fit the reduced-form model via OLS, and 4. reverse the transformation.
There are a number of ways we can proceed. For pedagogical reasons, the method I have chosen will result in code that very closely follows the mathematical treatment presented above. From a programming perspective, this is not the most efficient method. For example, since both methods use Vandermonde matrices, I have produced a fairly general program for generating Vandermonde matrices. This means that, along the way, I will have to perform several operations on these matrices that could be avoided if I were attempting to write production quality code, but then the code would not be as easy to follow, and its correspondence with the earlier discussion would be less transparent.
The following program generates a Vandermonde matrix. It requires the user to supply a name for the resulting matrix and a numlist that corresponds to the τ j in the discussion above. To get the matrix that we need for our PDL(12,4), we issue the command . vandermonde V, n(0/12) which produces a 13 × 13 Vandermonde matrix. Since we only need the first five rows of V to constrain the parameters to lie along a fourth degree polynomial, and since we want the transpose of this matrix for our weighting matrix, we issue the commands to get the matrix we want. The second step generates the artificial variables of the reduced-form representation. We need to generate the variables Z, such that Z = XV q+1 , or now, in terms of our program, we need to generate Z = XW, which is what the following program does.
program zvars version 8.2 syntax varname, Matrix(name) local n = colsof('matrix') local k = rowsof('matrix')
When executing the program, we must pass the names of the input variable and the weighting matrix as arguments; that is, we issue the command
The program is written so that we can use it again, without modification, when implementing the Almon method. The final step is to perform the reverse transformation to recover the estimates of the structural parameters and their variances. Once the transformation has been performed, we can also repost the results so that we get a nice tabular display. This is what the following program does. Immediately following the tempname command, the next two lines of code collect the reduced-form parameter estimates and the reduced-form variance-covariance matrix. The next seven lines adjust the weighting matrix to account for an intercept being included in the model; this is preparation for the reverse transformation needed to recover the structural parameter estimates, which is what the next two lines accomplish. Once the transformation is complete, the program renames the rows and columns of the matrices holding the structural parameter estimates and the associated variancecovariance matrix. Finally, the program posts those two matrices and displays the output.
We execute the command by typing To summarize, given the various programs that have been introduced, we fit a PDL(12,4) model to our simulated data using the direct method by issuing the following sequence of commands:
. vandermonde V, n(0/12) . matrix V = V[1..5,1..13] . matrix W = V' . zvars x, matrix(W) . regress y z* . recover x, matrix (W) To implement the Almon method, we need to construct a different weighting matrix; otherwise, the procedure is identical to the direct method. We begin with the same Vandermonde matrix as before: Now, we need to construct a second Vandermonde matrix, i.e., the matrix J from the discussion above. J will be a (q +1)×(q +1) matrix. We can choose any five distinct points in the interval [ 0, p ] for the τ j , so I will use five equidistant points, i.e., 0, 3, 6, 9, and 12. The command to generate the matrix is then . vandermonde J, n(0 3 6 9 12) and the weighting matrix is therefore
Everything proceeds exactly as before from this point on:
. Throughout the literature on PDLs, we find numerous assertions that the Almon method is the preferred method. However, we can clearly see that the constrained OLS method requires less effort and produces identical estimates. The argument is often made that the Almon method has better numerical properties. However, informal simulation studies indicate that the Almon method offers no advantage at all compared with the constrained OLS estimator, and the only instance in which it would offer an advantage over the direct method is the unlikely case where the artificial variables that are generated using the direct method result in a data matrix that is singular.
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