Abstract. We propose an automatic method for person-independent fitting of a deformable 3D face mask model under varying illumination conditions. Principle Component Analysis is utilised to build a face model which is then used within a particle filter based approach to fit the mask to the image. By subdividing a coarse mask and using a novel texture mapping technique, we further apply the 3D face model to fit into lower resolution images. The illumination invariance is achieved by representing each face as a combination of harmonic images within the weighting function of the particle filter. We demonstrate the performance of our approach on the IMM Face Database and the Extended Yale Face Database B and show that it outperforms the Active Shape Models approach [6] .
Introduction
Accurately detecting faces and geometrically aligning key features of the face is an important pre-requisite for many face recognition algorithms. The appearances of faces can be affected by the rotation of the face (both in-plane and out-of-plane rotations), image resolution and lighting conditions which all make the face detection problem even more challenging. Although some of these factors may not be an issue in a controlled indoor environment (e.g. access control system), it become profoundly important when dealing with outdoor environment and conditions where CCTV cameras are becoming more prevalent. In this paper, we propose a solution to accurately localise a face by automatically aligning the key landmarks of the face with a 3D face model. The proposed technique is designed to cope with low image resolution and varying illumination conditions.
The problem of fitting a deformable mask to an image has previously been addressed by finding facial features first and fitting the face mask to these points afterwards [16] . Active Shape Models (ASM) are commonly used for detecting facial feature points. ASM is a statistical model of the shape of a class of object. During the model matching process the position of landmark points along the contour lines of the shape are optimised. First proposed by [6] , the ASM has been extended by [19] using an hierarchical CONDENSATION (particle filter) framework and by [24] , where the shape estimation problem is formulated in a Bayesian framework.
While the ASM only optimises around the contour lines of the object, Active Appearance Models (AAM) [11] represent both shape and texture of a given class of object. During the training process a generative model is built such that both shape and texture are controlled by a set of parameters. AAM have been extended to fit faces in low resolution images [7] . The authors therefore incorporated the image formation process into the fitting criterion. In [22] , AAMs were combined with 3D Morphable Models to allow for a three-dimensional fitting. Furthermore in [2] , AAMs have been extended to incorporate lighting changes using the work of [3] .
Our approach differs from AAMs in that the possible shape deformations are already given by the 3D mask mesh we are utilising. We do not attempt to learn them from a set of training images. By using a 3D face mask for fitting instead of a 2D AAM we also incorporate three-dimensional information about the shape and the pose of the face. Furthermore we do not aim to generate a 3D model of the face like in [23, 4, 14] , since the utilised face mask is not flexible enough to adapt to slight differences in bone structure.
This work addresses the problem of automatically fitting a deformable face mask to a previously unseen near frontal image of a face and thus implicitly finding facial feature. We use Principle Component Analysis (PCA) and a novel texture mapping technique to build a face model which is then used by a particle filter. Once the model is build offline it can be applied to input image resolutions that differ from the resolution of the training images. We achieve lighting invariance by incorporating the work of [3] into the weighting function of the particle filter.
Accurate detection of facial feature points is a pre-processing step for a number of applications, like fitting a deformable model for tracking [18] or 3D face modelling and recognition [4] . While feature point detection is feasible in high resolution images of faces under neutral lighting conditions most approaches struggle in low resolution and changing lighting. We therefore propose a method that estimates the pose parameters as well as person-specific shape parameters to fit a deformable 3D face model to a previously unseen image, instead of detecting facial feature points and then fitting a mask. This approach is applicable in low resolution and in arbitrary lighting conditions.
The significance of the proposed method is (1) automatic fitting, (2) light invariance, (3) automatic face shape fitting. By automatically fitting a deformable face mask model to a near frontal face, important facial feature points are located implicitly. Thus avoiding laborious manual feature point selection or manual mask alignment. The work of [3] is incorporated into the weighting function of the particle filter in order to compensate for arbitrary illumination, which makes our approach more robust and increases its application. The particle filter is used to estimate the person specific shape parameters to fit a deformable face mask to previously unseen faces. There are no information about the person required, which again increases the robustness and applicability of our approach.
Method
Our proposed method first builds a face model by fitting a deformable mask to a set of different face images. Using PCA a set of principle components, the so called Eigenfaces, are then calculated from these textured masks. During runtime a particle filter is used to estimate the pose and the shape parameters of the mask given a single image of a new face. Illumination invariance is achieved by incorporating the work of [3] into the weighting function of the particle filter.
The Face Model
The offline step includes building a face model from a set of training images using principle component analysis (PCA) [20] . Instead of using vectorised 2D face images we fit a deformable mask to near frontal faces and apply PCA on a vector comprising the grey values of each mask triangle.
We utilise the CANDIDE-3 face model [1] . This 3D deformable face model consists of 104 vertices P i , i = 1, .., n, where P i are the 3D coordinates of the i th vertex. These vertices form the complete mesh that consists of 184 triangles which are described by the vector g
where g is the neutral face and the columns of S are the shape parameters that are controlled by γ k ∈ [−1, .., 1]. Each shape parameter is a list of vertices and their displacement that result in the corresponding shape deformation. The original model allows for 14 different shape parameters; we reduce this number to 7, namely 'eyebrows vertical position', 'eyes vertical position', 'eyes width', 'eye separation distance', 'nose vertical position', 'mouth vertical position' and 'mouth width' . This is done because we are mainly interested in the actual position of the facial features with respect to the face rather than the exact shape of the overall face. The number of parameters and the deformability of the mask do not allow for a precise estimation of a person-independent face shape. This face mask is subdivided using the Modified Butterfly algorithm [26] three times to finally produce 5984 vertices and 11776 triangles. This subdivision of the mask allows for different mask resolutions varying from only a few triangles to a very fine mask mesh when projected into the image. Fig. 1 shows the result.
After the mask is fitted to a particular face by adjusting the elements of γ, the middle of each mask triangle is projected into the image
where T int are the intrinsic camera parameters determined using camera calibration techniques as in [25] , T ext are the extrinsic camera parameters, ie translation and rotation and P the projection of the face mask model g into the image using T . The resulting vector I contains one grey value for each mask triangle. This differs from standard texture mapping techniques that usually require warping and interpolating the texture to fit the 3D model. This model has been applied previously for super-resolving faces in low resolution images [15] . By using a face mask model and a vector I of concatenated grey values no geometric normalisation is required, the face masks of different persons are aligned implicitly. These texture vectors of concatenated grey values I are then used to calculate the average face x and a set of principle components X, the so called Eigenfaces, using PCA [20] . A new face I new can then be represented asÎ, reconstructed from a combination of principle components X
Light-invariant Automatic Head Pose and Shape Initialisation
After the face model is built offline it is used to fit the mask to new unseen faces. We therefore utilise the algorithm developed by [21] to detect near frontal faces, the first step of our approach. The image is then cropped according to the detection result. We initialise the face mask to fit this window by centralising the neutral face mask g such that it fills out the whole window. Since every face might be cropped differently this first rough initialisation is further refined by a fast grid-search, to get a better approximation of the zvalue, that controls the depth, ie size of the face mask. Starting from the initial z-value, we assign z with 14 different values in the range of ±5% of the inital mask size and solve for the best x and y using a locally exhaustive and direct search as proposed by [9] . The error function e, that guides this search is the reconstruction error in face space
with γ = 0 and the rotation parameters within T ext set to 0, since we assume a near frontal face. The set of pose parameters (x, y, z) that results in the smallest reconstruction error is then used for initialisation. To refine this initial pose a particle filter [10] is then used to converge to the correct pose (T ext ) and personspecific shape parameters γ by 'tracking' repeatedly on a single image, essentially performing an incremental randomised search for the global maximum. The reconstruction error in face space (Eq. 4) serves as the weighting function for the particle filter. Illumination invariance is achieved by incorporating the work of [3] . They have proven that an image J can be expressed as a linear combination of so called harmonic images b nm
where α nm are the linear coefficients. Given a 3D model of the object, each harmonic image is a function of the albedo and the surface normal of each surface point p i . Throughout this paper we use the first nine harmonic images [3] . Equation 5 is rewritten for simplicity as
where β j is the j th coefficient and the function V j returns the i th harmonic image given the surface normals n and the albedo ρ of all surface points of the 3D model.
Particle Filter Refinement
Particle filters are a statistical model commonly used in tracking [10] . They are based on the idea of Monte Carlo sampling to approximate the posterior probability distribution of a state -in our case the pose and shape parameters of the human face. This posterior is factorised as follows
where x t is the state at time t (consisting of {T ext , γ 1:K }) and y t is the observation at time t. For the bootstrap particle filter, Monte Carlo samples x (i) t can be drawn as follows [10] 
where ∼ means "sample from" and w
t is the weight associated with particle i. For this paper we set P (x t |x t−1 ) = N (x t ; x t−1 , Σ), that is we are sampling in the neighbourhood of the previous state. Σ is a diagonal covariance, ie the dimensions are sampled independently, with values set heuristically. In terms of standard deviation, 3D position is set to equal a shift of about one sixth of the face size, 3D rotation is 15
• and the shape parameters γ k are all set to 0.3. These parameters are then used to deform the neutral face mask g according to Eq. 1 and project it into the image using Eq. 2. The face image vector I is extracted according to Eq. 3 and the distance in feature space is then defined as the norm of the difference between the retrieved image I and the illuminationadjusted, reconstructed imageÎ.
where n are the surface normals of the face mask that has been deformed by γ and the reconstructed faceÎ is used as the reference albedo. Using this distance d, the weighting function P (y t |x t ) is defined as a normalised vector
where
t )) and λ is an annealing factor to increase the spread of the particle weights [8] , empirically set to λ=4. Note that we provide the particle filter with the same image at every t, which essentially performs an incremental refinement of the face mask fit rather than a tracking task. This utilises the genetic-algorithm-like nature of particle filters [8] . In order to ensure a convergence, we adjust Σ so that it declines as per Σ(t) = 0.8 · Σ(t − 1).
Experiments
We use two face databases to perform our experiments, namely the the IMM Face Database [17] and the Extended Yale Face Database B [12] . The IMM Face Database consists of 240 images of 40 individuals, 6 images per individual, each exhibiting variations in pose, expression and lighting. We only use the first image ('full frontal face, neutral expression, diffuse light' ) and the fifth image ('full frontal face, neutral expression, spot light added at the person's left side' ) of each person and we do not incorporate any prior knowledge on the lighting conditions in our model. Each image of the IMM Face Database is labelled with 58 landmarks at various facial feature points, which can be used to automatically fit the CANDIDE-3 mask as a ground truth. We therefore assigned point-to-point-correspondences between these landmarks and the corresponding mask vertices as shown in Fig. 2 . The pose T ext and shape parameters γ of the deformable face mask are estimated by utilising the Levenberg-Marquardt algorithm to minimise the Euclidean distance between the landmarks and the mask vertices. This mask fitting is performed on the first image of each of the 40 persons in the IMM Face Database which are used for training purpose as well as creating the ground truth. After the fitting process each mask triangle is projected onto the image and its grey value is extracted to form the face image vector I for each of the 40 person. These vectors of concatenated grey values are then used to calculate the Eigenfaces as described in Section 2.1. We calculate the Eigenfaces and the mean face x for each mask size, varying from coarse to fine as shown in Fig. 3 . We keep the top 70% of all eigenvectors, using the Matlab code provided by [5] . For experiment number one we used the first image of each person, the same that was used for calculating the face model, for fitting each of the four different mask sizes, from coarse (mask 0) to fine (mask 3). Additionally we divided the initial image resolution of 640×480 in half three times resulting in images of size 320×240, 160×120 and 80×60 pixels, generating corresponding average face sizes of 250×160, 125×80, 60×40 and 30×20 pixels.
In the second experiment we calculated the mean face and the Eigenfaces using only 39 persons, the first image of each person. Using this model the mask is fit the image of the person that was left out. Experiment number three uses the face model, that is trained on the first image of each person, to fit the mask to the fifth image of each of the 40 persons, which are illuminated with a spotlight. Again we use all 4 different masks as well as dividing the original image resolution of 640×480 pixels in half three times.
In the last experiment on the IMM Face Database we compared our method with the method proposed in [16] . The approach finds significant facial feature points using an Active Shape Model (ASM) first and then a 3D mesh model is fitted to these points. We therefore used the 58 landmarks of the first image of each person in the IMM Face Database to train the ASM [6] . We use the ASM Matlab code provided by [13] . This trained ASM model is then used to retrieve these 58 landmarks in each of the 40 images again. The ASM face model is initialised to fill the cropped image window found by the frontal face detector [21] . After the landmarks are retrieved by ASM, the CANDIDE-3 mask is fitted to these landmarks as described earlier. Table 1 . Mean Euclidean vertex point differences in pixel on images of size 640×480, using mask 2 and 10,000 particles. The mean error of the ASM is calculated for only 26 acceptable mask fits and for the subset 2 of the Yale Face Database only 433 mask fits were reasonable. The face model that was used to fit the mask to the Yale Face Database was trained entirely from the IMM Face Database.
We further use the Yale Face Database B and its extension to conduct more experiments. This database contains images of 10 persons under 9 different poses and 64 different illumination conditions; the extended Yale Face Database B contains additional 28 persons under the same pose and lighting conditions. We use both sets. Furthermore the images for each person are divided into subsets according to the angle between the light source and the camera axis. We use subsets 1 which contains 7 images of each person with spot lights at up to 12
• and subset 2 which contains 12 images with angles up to 25
• . The greater the angle the longer the shadows on the person's face.
We used the face model that was built from 40 images of 40 persons in the IMM Face Database to fit the mask to all 266 images of the first subset. Again the resolution of the images (640×480 pixels), it is cut in half three times to result in images of size 320×240, 160×120 and 80×60 pixels, with corresponding average face sizes of 250×160, 125×80, 60×40 and 30×20 pixels. We also fitted the mask to the second subset, consisting of 456 images, 12 for each person using the original image resolution of 640×480 pixels.
As a ground truth we fitted the mask to all 38 individuals of the Yale Face Database B and its extension manually by adjusting the pose and shape parameters. We thereby assume that the pose and shape of each face remained constant across different lighting settings. Again we use the mean Euclidean distance between the manually fitted and the automatically detected mask vertices as a quality measurement.
Our results are summarized in table 1. The error is the mean Euclidean distance in pixels between the manually fitted and the automatically detected mask vertices. Images are 640×480 pixels, we use mask 2 and 10,000 particles.
We tested the number of particles versus the processing time needed to achieve best results and found that 10,000 particles is the best trade off between accuracy and speed. 5 shows our results for the testing on training experiment and the testing on different lighting condition in more detail. The graph shows the mean vertex point differences averaging over 40 persons for different image resolutions and mask sizes. It shows that the original mask 0 is too coarse and results in the least accurate fitting. Since the mean vertex point difference depends on the image resolution we calculated it with respect to a image resolution of 640×480 in order to make the results comparable. Therefore the recovered pose and shape parameters for resolutions 320×240 and below are used to project the mask into the image of size 640×480. The graph shows more clearly that the error increases with decreasing image resolution as well as with decreasing mask size. The finer the mask and the higher the resolution of the input image the better the estimation of the mask fit.
We use seven different shape parameters from which some are estimated better than others. Shape parameters controlling positions, namely 'eyes vertical position', 'eye separation distance', 'nose vertical position', 'mouth vertical position', are estimated more precisely than shape parameters that only apply to a few number of triangles, like 'eyebrows vertical position', 'eyes width', 'mouth width', which are more difficult to estimate. In comparison Fig. 5(b) shows the results for the testing on different lighting condition, using the fifths image of each person. Again masks 1, 2 and 3 achieve best results for images resolutions of 640×480 and 320×240 pixels. But modelling the lighting condition is more difficult in low resolution, so the performance decreases for images of size 160×120 and below. On average the mean vertex difference increases by about two pixel when fitting the mask to images that exhibit spot lights compared to images with diffuse lighting only. Fig. 7 shows the result for one person of the IMM Face Database for all 4 different resolutions.
When comparing our results with the ASM, we found that the ASM is very sensitive to the initialisation and the parameters used. We found that is it was only able to find the facial feature points of 26 persons correctly, in 14 out of 40 images the ASM drifted completely off the face region using the original resolution of 640×480. After fitting the face mask the mean vertex distance for these 26 persons amounted to 6.2 pixels compared to 2.7 pixels achieved by our approach. As it must be trained on the original image resolution, the ASM was unable to find the facial feature points in resolutions that differ from the training resolution, unlike our approach.
The generalisation of our approach is shown in experiment number 2 and the experiments on the Yale Face Database. The mean vertex point difference for the leave one out experiment is 4.2 pixels as shown in table reftab:results. This is only an increase of 1.6 pixels compared to testing on training. The results on the subset 1 of the Yale Face Database show another increase of two pixels. But non of the 38 persons in the Yale Face Database B are included in the face model and all images are recorded under different non-diffuse lighting conditions. When using the second subset of the Yale Face Database, consisting of 456 images, 12 for each person, our approach was able to correctly fit the mask to 433 of these images, using the original resolution and mask size 2. The mean vertex difference amounts to 6.2 pixels, compared to 6.5 pixels for full resolution images of the first subset. Results will decrease with decreasing resolution and more extreme lighting conditions.
Conclusion
We proposed a new method for automatic fitting of a deformable face mask to a previous unseen face. By subdividing a coarse mask mesh to produce different mask sizes we are able to fit this mask to different input image resolutions. The face model is built with the highest image resolution and can then be applied to any smaller resolution unlike ASM. Using different mask sizes we are able to fit a deformable mask to faces with average face sizes of down to 30×20.
Traditional approaches usually find facial features first before fitting a face mask to these points whereas our method combines these two steps. The fitting of a deformable face mask implies the detection of facial feature points. By incorporating the work of [3] the proposed method can handle different lighting conditions as shown in experiments on the IMM and the extended Yale Face Database. The approach is shown to generalise well even when testing on a completely different data set to the training data. Future work involves extending the approach to handle facial expressions and partial occlusions of the face.
