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Résumé
Cette thèse se place dans le contexte de la théorie des représentations des groupes finis.
Plus particulièrement, dans l’étude des foncteurs de bi-ensembles. L’exemple classique d’un
foncteur de bi-ensembles est le foncteur de Burnside CB. Pour un groupe fini G, on définit
BpGq comme étant le groupe de Grothendieck des classes d’isomorphisme de G-ensembles et
CBpGq “ C bZ BpGq. Les applications standards de restriction, induction, inflation ou dé-
flation induisent des applications du genre CBpResGHq : CCBpGq Ñ CBpHq (si H § G).
C’est en généralisant ce processus qu’on arrive à la définition de foncteur de bi-ensembles.
Formellement, on considère la catégorie GrB dont les objets sont tous les groupes finis et
HomCGrBpG,Hq “ C bZ BpH,Gq où BpH,Gq est le groupe de Grothendieck des classes d’iso-
morphismes de pH,Gq-bi-ensembles. Un foncteur de bi-ensembles est alors un foncteur C-linéaire
de CGrB vers C -Vect.
Dans cette thèse, je m’intéresse en particulier à deux foncteurs de bi-ensembles : le foncteur
de Burnside CB et le foncteur des modules de p-permutation Cppk. Pour le foncteur de Burnside,
un premier résultat porte sur une caractérisation de certains B-groupes ; les B-groupes étant
l’élément essentiel de la classification des facteurs de composition de CB. Un second résultat
porte sur le lien entre le foncteur CB et le foncteur des modules libres CFreek. Ce dernier n’est
pas un foncteur de bi-ensembles car l’inflation d’un module libre n’est pas nécessairement libre.
Pour comparer CB et CFreek on travaillera sur une adjonction entre la catégorie des foncteurs
de bi-ensembles et celle des foncteurs qui ne savent pas faire d’inflation.
Soit pK,O, kq un système p-modulaire. Un aspect du travail eﬀectué sur le foncteur des
modules de p-permutation consiste à comparer Cppk et CRK , le foncteur des représentations
ordinaires. Ceci dans le but d’étudier les facteurs de composition de Cppk en utilisant le fait
que les facteurs de composition du foncteur CRK sont connus. Même si via cette méthode on ne
trouve pas de nouveaux facteurs de composition du foncteur Cppk par rapport à ceux connus,
on comprend mieux comment ils apparaissent. D’autre part, de par la classification des modules
de p-permutation, on cherche à exprimer le foncteur Cppk en termes du foncteur des modules
projectifs CProjk (qui n’est pas un foncteur de bi-ensembles). On utilisera une adjonction entre
la catégorie des foncteurs de bi-ensembles et une catégorie de foncteurs qui contient CProjk.
C’est dans le but d’utiliser les deux adjonctions citées ci-dessus qu’on trouve dans cette thèse
une preuve de l’existence d’un adjoint à gauche et à droite du foncteur
✓˚ : FunR -ModpD , R -Modq ›Ñ FunR -ModpC , R -Modq
F ﬁ›Ñ F ˝ ✓,
lorsque R est un anneau unitaire, C et D sont deux petites catégories enrichies sur R -Mod et
✓ : C Ñ D est un foncteur enrichi sur R -Mod.
Mots clés. Foncteurs de bi-ensembles, modules de p-permutation, foncteur de Burnside, ad-
jonctions entre catégories de foncteurs enrichis.
Abstract
This thesis is in the context of representation theory of finite groups. More specifically, it
studies biset functors. The classical example of a biset functor is the Burnside functor CB. For
a finite group G, we denote BpGq the Grothendieck group of isomorphism classes of G-sets and
CBpGq “ CbZ BpGq. The standard applications of restriction, induction, inflation or deflation
induce applications like CBpResGHq : CCBpGq Ñ CBpHq (if H § G). Generalizing this process,
we get the definition of a biset functor. Formally, we consider the category GrB whose objects are
finite groups and HomCGrBpG,Hq “ C bZ BpH,Gq where BpH,Gq is the Grothendieck group
of isomorphism classes of pH,Gq-bisets. A biset functor is a C-linear functor from CGrB vers
C -Vect.
In this thesis, I focus on two biset functors : the Burnside functor CB and the functor of
p-permutation modules Cppk. For the Burnside functor we first give a result that characterize
some B-groups ; B-groups being the essential ingredient in the classification of composition fac-
tors of CB. The second result compare CB and the functor of free modules CFreek. Note that
CFreek is not a biset functor since the inflation of a free module is not necessarily free. To
compare CB and CFreek we will work on a adjunction between the category of biset functors
and the category of functors that do not have inflation.
Let pK,O, kq be a p-modular system. An aspect of the work done on the functor of p-
permutation modules is to compare Cppk and CRK , the functor of ordinary representations.
The goal is to study the composition factors of Cppk knowing that those of CRK are classified.
Even though this method does not give new composition factors of Cppk, we understand better
where they lie. On the other hand, because of the classification of p-permutation modules, we
try to express the functor Cppk in terms of the functor of projective modules CProjk (which
is not a biset functor). We will use an adjunction between the category of biset functors and a
category that contains CProjk.
In the interest of the two adjunctions mentioned above, we find here the proof of the existence
of a left and right adjoint to the functor
✓˚ : FunR -ModpD , R -Modq ›Ñ FunR -ModpC , R -Modq
F ﬁ›Ñ F ˝ ✓,
whenever R is a commutative ring, C and D are two small categories enriched over R -Mod and
✓ : C Ñ D is a functor enriched over R -Mod.
Keywords. Biset functors, p-permutation modules, Burnside functor, adjunctions between en-
riched functors categories.
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Introduction
Les foncteurs de bi-ensembles sont un outil moderne de la théorie des représentations des
groupes finis, autrement dit de l’étude des actions de groupes. En théorie des représentations,
le travail direct sur les modules, la théorie des caractères, la théorie de Brauer ou encore la
théorie des blocs ont apporté beaucoup de résultats. Cependant, il reste encore beaucoup de
questions ouvertes et c’est pour cela que les mathématiciens ne cessent d’introduire de nouveaux
outils dans ce sujet. Avant l’utilisation des foncteurs de bi-ensembles, les mathématiciens ont
découvert l’utilité des foncteurs de Mackey. On peut citer, par exemple, "Two Classification
of Simple Mackey Functors with Application to Group Cohomology and the Decomposition of
Classifying Spaces" de P. Webb ([Web93]) ou "A Mackey functor version of a conjecture of
Alperin" de J. Thévenaz et P. Webb ([TW90]). Ces foncteurs ont été étudiés en particulier par
J. Thévenaz et P. Webb ([TW95] ou [Web93]), jusqu’à l’introduction des foncteurs de Mackey
globaux ([Web93]). Proposant une autre approche sur le même objet, S. Bouc décrit alors les
foncteurs d’ensembles munis d’une double action ([Bou96]). Dans cette article on trouve une
description de l’utilité de ces méthodes :
La théorie des foncteurs de Mackey peut-être vue comme une axiomatisation des
procédés d’induction et de restriction.
Dans le cas des foncteurs de bi-ensembles, on peut reformuler la citation ci-dessus et dire que
la théorie des foncteurs de bi-ensembles peut-être vue comme une axiomatisation des procédés
d’induction, de restriction, d’inflation et de déflation.
Plus précisément, si on note C le corps des nombres complexes, on note CGrB la catégorie
dont les objets sont tous les groupes finis et HomCGrBpG,Hq “ CbZBpH,Gq (définition 1.2.7),
où BpH,Gq est le groupe de Grothendieck des classes d’isomorphisme de pH,Gq-bi-ensembles
finis. Un foncteur de bi-ensembles est alors un foncteur C-linéaire de CGrB dans C -Vect (défini-
tion 1.2.9). Notons que la catégorie des foncteurs de bi-ensembles est une catégorie abélienne. On
peut donc parler de facteurs de composition d’un foncteur de bi-ensembles. Un facteur de com-
position d’un foncteur F est un foncteur simple S tel qu’il existe des sous-foncteurs F2 Ñ F1 Ñ F
dont le quotient F1{F2 est isomorphe à S. La question naturelle qui se pose donc lors de l’étude
des foncteurs de bi-ensembles est, pour un foncteur donné, de déterminer ses facteurs de compo-
sition. Par exemple, dans [Bou96], S. Bouc donne la classification des facteurs de composition du
foncteur CB, le foncteur de Burnside. La définition de ce foncteur se trouve dans le paragraphe
1.3.1. Essentiellement, si G est un groupe fini, on considère BpGq le groupe de Grothendieck
des classes d’isomorphismes de G-ensembles finis. On a alors CBpGq :“ CbZ BpGq. Cette clas-
sification nécessite l’introduction d’une nouvelle "famille" de groupes : les B-groupes. On peut
dire qu’il s’agit exactement des groupes qui interviennent dans la classification des facteurs de
composition de CB. Dans [Bou10], S. Bouc donne la classification des facteurs de composition du
foncteur des représentations ordinaires CRK (définition dans la section 1.4.1). Cette classification
est donnée dans le cas où K est un corps de caractéristique zéro avec toutes les racines de l’unité.
Par ailleurs, M. Baumann ([Bau12] et [Bau13]) a étudié le foncteur des modules de p-permutation,
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Cppk. Pour un groupe fini G et k un corps de caractéristique p (avec p un nombre premier), un
kG-module de génération finie est dit de p-permutation si c’est un facteur direct d’un module
de permutation. L’intérêt de cette famille de modules et d’être "assez simple" puisque proche
de la famille des modules de permutation, tout en étant fermée pour la prise de facteurs directs.
On définit alors ppkpGq comme étant le groupe de Grothendieck des classes d’isomorphisme des
kG-modules de p-permutation et CppkpGq :“ C bZ ppkpGq (pour la structure de foncteur voir
2.1.2). Dans ses travaux, M. Baumann donne certains facteurs de composition. Les outils utili-
sés sont divers : restriction à des sous-catégories de CGrB, évaluations dans de petits groupes,
etc. Cela a permis de déterminer certains facteurs de composition de Cppk, mais ils se sont pas
tous classifiés pour autant. C’est cela qui a donné lieu à la première question de cette thèse : la
classification des facteurs de composition de Cppk.
Malheureusement la question reste encore sans une réponse complète. Je propose cependant
dans ce travail deux nouveaux outils qui pourraient permettre d’atteindre cette classification.
Le premier outil a été le relèvement des modules de p-permutations (voir chapitre 2). On se
place dans le cas où on a un système p-modulaire pK,O, kq, en particulier k est un corps de
caractéristique p, on a un application surjective O Ñ k et K un corps de caractéristique zéro tel
que O Ñ K. Pour un groupe fini G, si M est un kG-module de p-permutation, on peut le relever
en un OG-module de p-permutation, puis on étend les scalaires pour obtenir un KG-module. Ce
procédé permet de définir un morphisme de foncteurs f : Cppk Ñ CRK (voir la section 2.2). Tout
ceci permettra de montrer que les foncteurs simples SCm,C⇠ (1.2.3), pour Cm un groupe cyclique
d’ordre m, ⇠ : Cm˚ Ñ C un caractère primitif et pm, pq “ 1, sont des facteurs de composition de
Cppk. On savait déjà grâce à M. Baumann que ces foncteurs simples entrent dans la composition
de Cppk. On sait à présent comment puisqu’ils sont exactement les facteurs de composition de
impf : Cppk Ñ CRKq.
Une autre méthode pour aborder la classification des facteurs de composition du foncteur des
modules de p-permutation consiste à utiliser la classification des modules de p-permutation. En
eﬀet, dans son article de 1985 ([Bro85]), M. Broué donne une classification détaillée des modules
de p-permutation. Cette classification dit essentiellement que tout kG-module de p-permutation
indécomposable M est un facteur direct du module IndinfGNGpP q{P pMpP qq pour P un p-sous-
groupe de G et MpP q un kNGpP q{P -module projectif indécomposable. Cela a donné l’idée de
décrire le foncteur de bi-ensembles Cppk à l’aide des modules projectifs. Pour un groupe fini G on
construit CProjk :“ CbCProjkpGq où ProjkpGq est le groupe de Grothendieck des kG-modules
projectifs. La classification décrite ci-dessus se traduit alors en un isomorphisme
CppkpGq –
à
CProjk pNGpP q{P q
où P parcourt les p-sous-groupes de G à conjugaison près. On voudrait que cet isomorphisme
soit d’une manière ou d’une autre rendu fonctoriel pour apporter des informations sur le foncteur
Cppk et pas simplement ses évaluations. Le problème est que CProjk n’est pas un foncteur de
bi-ensembles. En eﬀet, si G est un groupe fini et N est un sous-groupe normal dont l’ordre est
divisible par p, on ne peut pas définir
CProjk
´”
InfGG{N
ı¯
: CProjk pG{Nq Ñ CProjkpGq.
En eﬀet, dans ce contexte, l’inflation d’un kG{N -module projectif ne reste pas nécessairement
projectif. Il s’avère que CProjk est un foncteur C-linéaire sur la catégorie C p-lgGrB à valeur dans
C -Vect (section 1.4.2). Explicitement, C p-lgGrB est la sous-catégorie de CGrB dont les objets
sont aussi tous les groupes finis, où HomC p-lgGrBpG,Hq “ CbZ Bp´lgpH,Gq et où Bp´lgpH,Gq
est le groupe de Grothendieck des classes d’isomorphisme de pH,Gq-bi-ensembles p-libres à
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gauche (définition 1.1.23). On se retrouve donc à vouloir comparer Cppk : CGrB Ñ C -Vect et
CProjk : C p-lgGrB Ñ C -Vect sachant qu’on a une inclusion C p-lgGrB Ñ CGrB. C’est cette
question qui a donné lieu à la partie II, bien que les résultats du chapitre 4 puissent avoir d’autres
applications. Au vu de la problématique ci-dessus, j’ai dû développer des arguments de théorie
des catégories. En eﬀet, à priori je pensais pouvoir utiliser la théorie des extensions de Kan pour
résoudre ma question. L’élément de cette théorie que je souhaitais utiliser ici est le théorème
suivant.
Théorème 0.0.1. Soient A et B deux petites catégories et soit F : A Ñ B un foncteur. Pour
une catégorie C , on peut alors considérer le foncteur
F ˚ : FunpB,C q Ñ FunpA ,C q
qui précompose par F . Si C est co-complète, le foncteur F ˚ a un adjoint à gauche.
La preuve de ce théorème est donnée comme preuve de [Bor94a, Theorem 3.2.7, p. 123] (bien
que la terminologie utilisée soit un peu diﬀérente). Dans la preuve, la construction du foncteur
adjoint à F ˚ est explicite et relativement facile à calculer dans des cas pratiques. Au départ, je
souhaitais appliquer ce théorème avec A “ C p-lgGrB,B “ CGrB, F l’inclusion et C “ C -Vect.
On aurait alors obtenu une situation
FunpCGrB,C -Vectq
F˚ ..
FunpC p-lgGrB,C -Vectq
'
nn
où F ˚ est le foncteur oubli et où ' serait son adjoint. On pourrait alors comparer 'pCProjkq
et Cppk qui sont à ce moment dans la même catégorie de foncteurs. Mais le gros problème est
que l’adjonction ci-dessus se fait entre deux catégories de foncteurs non nécessairement enrichis,
alors que par définition un foncteur de bi-ensembles est un foncteur C-linéaire. Donc, avec les
notations ci-dessus, 'pCProjkq n’est pas un foncteur de bi-ensembles. C’est pour cela qu’il a fallu
d’abord dans le chapitre 4 donner une version du théorème ci-dessus dans le cas où les catégories
sont enrichies sur C -Vect. Il faut noter qu’il existe une version de la théorie de Kan enrichie
([Bor94b, §6.7, p.340]). Le théorème ci-dessus a été généralisé dans le cas d’un enrichissement
sur une catégorie bien plus générale que C -Vect. Le problème de cette version plus générale est
que la preuve est nettement moins explicite et qu’il est très diﬃcile de calculer l’adjoint dans un
cas particulier. D’où la nécessité du chapitre 4 qui donne le théorème suivant.
Théorème 0.0.2. Soit R un anneau unitaire. Soient C et D deux petites catégories enrichies
sur R -Mod. Soit ✓ : C Ñ D un foncteur enrichi sur R -Mod. Alors, ✓ induit un foncteur
✓˚ : FunR -ModpD , R -Modq ›Ñ FunR -ModpC , R -Modq
F ﬁ›Ñ F ˝ ✓.
Il existe alors un foncteur
' : FunR -ModpC , R -Modq Ñ FunR -ModpD , R -Modq
qui est un adjoint à gauche de ✓˚.
Le chapitre 5 consiste ensuite à expliciter au maximum l’adjoint ' dans le cas où D “ CGrB,
C “ C p-lgGrB et ✓ est l’inclusion. Dans le chapitre 5, j’ai profité des formules générales du cha-
pitre 4 pour donner des formules explicites dans d’autres cas utiles à la théorie des foncteurs de
bi-ensembles.
Pour retourner à la question de Cppk et CProjk, on peut dire qu’on a une non-réponse. Si on
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applique le théorème 0.0.2 au cas D “ CGrB et C “ C p-lgGrB, on obtient que 'pCProjkq,
l’adjoint du foncteur des projectifs, est bien un foncteur de bi-ensembles. Par contre, il n’est
pas isomorphe à Cppk. On trouve un morphisme 'pCProjkq Ñ Cppk qui est surjectif mais pas
injectif. Les détails se trouvent dans la section 6.1.
Finalement, dans cette thèse se trouve aussi deux thèmes qui ne sont pas en lien avec le
foncteur des modules de p-permutation. Tout d’abord, le chapitre 3 est dédié au foncteur de
Burnside et étudie le lien entre les B-groupes et les relations de Brauer primitives. Il est inspiré
d’un article de Bartel et Dokchitser "Brauer relations and finite groups" ([BD12]) qui classifie
les relations de Brauer. L’idée principale est de faire un lien entre cette classification générale
de propriétés de BpGq et la structure du foncteur de Burnside. Dans les faits, je donne une
classification des B-groupes dont les quotients sont cycliques.
Pour sa part, la section 6.2 traite quant à elle également indirectement du foncteur de Burnside.
Dans cette section j’ai utilisé le théorème 0.0.2 dans le cas où D “ CGrB et C “ C lgGrB est la
catégorie des bi-ensembles libres à gauche (définition 1.2.11). La catégorie
FunC -VectpC lgGrB,C -Vectq
contient alors le foncteur CFreek, le foncteur des modules libres (définition dans la section 6.2.1).
Son image par l’adjonction du théorème 0.0.2 est un foncteur de bi-ensembles. Son étude m’a
permis de démontrer qu’il s’agit en fait du foncteur de Burnside CB (théorème 6.2.8).
Première partie
Foncteurs de bi-ensembles, foncteur des
modules de p-permutation et relations
de Brauer

Chapitre 1
Foncteurs de bi-ensembles
On commence par donner les bases de la théorie des foncteurs de bi-ensembles. Il s’agit
d’énoncer certains faits généraux dont nous aurons besoin plus tard, fixer des notations et donner
les exemples principaux.
1.1 Bi-ensembles
Cette section est dédiée aux bi-ensembles. Premièrement, on rappelle la définition et les pro-
priétés élémentaires. Dans la section 1.1.1, on donne les résultats classiques pour la composition
de bi-ensembles. On donne également les preuves. Finalement dans la section 1.1.3, on décrit les
bi-ensembles libres à gauche ou à droite.
Définition 1.1.1. [Bou10, Définition 2.3.1, p. 18] Soient G et H deux groupes finis. Un pH,Gq-
bi-ensemble U est un ensemble U muni d’une action à gauche de H et d’une action à droite de
G telles que
ph ¨ uq ¨ g “ h ¨ pu ¨ gq,
pour tout g P G, u P U et h P H.
Remarque 1.1.2. [Bou10, Remarque 2.3.2, p. 18-19] Cela est équivalent à un pHˆGopq-ensemble.
Donc toutes les notions qui s’appliquent pour les G-ensembles sont aussi valables pour les pH,Gq-
bi-ensembles. En particulier, si U est un pH,Gq-bi-ensemble, on note HzU{G l’ensemble des
pH,Gq-orbites et rHzU{Gs un ensemble de représentants des pH,Gq-orbites.
Lemme 1.1.3. [Bou10, Lemme 2.3.4, p. 19] Soient G et H des groupes finis.
1. Soit L un sous-groupe de H ˆ G, alors l’ensemble pH ˆ Gq{L est un pH,Gq-bi-ensemble
transitif pour l’action définie par :
h ¨ pb, aqL ¨ g “ phb, g´1aqL,
pour tout h P H, pour tout pb, aqL P pH ˆGq{L et pour tout g P G.
2. Si U est un pH,Gq-bi-ensemble, alors il existe un isomorphisme de pH,Gq-bi-ensembles
U – ß
uPrHzU{Gs
pH ˆGq{Lu
où Lu est le stabilisateur de u dans H ˆG, c.-à-d. le sous-groupe de H ˆG défini par
StabHˆGpuq “ tph, gq P H ˆG | h ¨ u “ u ¨ gu.
En particulier, tout pH,Gq-bi-ensemble transitif est isomorphe à pH ˆ Gq{L, pour un certain
sous-groupe L de H ˆG.
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1.1.1 Composition de bi-ensembles
Définition 1.1.4. [Bou10, Définition 2.3.11, p. 21] Soient G, H et K des groupes finis. Si U est
un pH,Gq-bi-ensemble et V un pK,Hq-bi-ensemble, la composition de V et U est l’ensemble des
H-orbites sur le produit cartésien V ˆ U , où l’action à droite de H est définie par :
pv, uq ¨ h “ pv ¨ h, h´1 ¨ uq,
pour tout pv, uq P V ˆU et pour tout h P H. Il est noté par V ˆHU . LaH-orbite de pv, uq P V ˆU
est dénotée par pv,H uq. L’ensemble V ˆH U est un pK,Gq-bi-ensemble pour l’action définie par :
k ¨ pv,H uq ¨ g “ pk ¨ v,H u ¨ gq
pour tout k P K, pour tout pv,H uq P V ˆH U et pour tout g P G.
Notation 1.1.5. Soient G, H et K des groupes. Si U est un pH,Gq-bi-ensemble et V un
pK,Hq-bi-ensemble, on simplifie en notant
V ˆ U “ V ˆH U
la composition de V et U , lorsqu’il n’y a pas d’ambiguité.
Exemple 1.1.6. [Bou10, Exemples 2.3.3 et 2.3.9, p. 19-20] Soit G un groupe fini.
– L’ensemble G est un pG,Gq-bi-ensemble pour l’action à gauche (respectivement à droite)
définie par la multiplication à gauche (resp. à droite) par G. Ce bi-ensemble est noté IdG.
– Soit H un sous-groupe de G. Alors l’ensemble G est un pH,Gq-bi-ensemble, noté ResGH ,
pour les actions données par la multiplication à gauche par H et à droite par G.
– Soit H un sous-groupe de G. Alors l’ensemble G est un pG,Hq-bi-ensemble, noté IndGH ,
pour les actions données par la multiplication à gauche par G et à droite par H.
– Soit N un sous-groupe normal de G et H “ G{N . Alors l’ensemble H est un pG,Hq-
bi-ensemble, noté InfGH , pour les actions données par la projection dans H suivie de la
multiplication à gauche par H et la multiplication à droite par H.
– Soit N un sous-groupe normal de G et H “ G{N . Alors l’ensemble H est un pH,Gq-bi-
ensemble, noté DefGH , pour les actions données par la multiplication à gauche par H et la
projection dans H suivie de la multiplication à droite par H.
– Si f : GÑ H est un isomorphisme de groupes finis. Alors l’ensemble H est un pH,Gq-bi-
ensemble, noté Isopfq, pour la multiplication à gauche par H et l’image par f suivie de la
multiplication à droite par H.
Les bi-ensembles de cet exemple sont appelés les bi-ensembles élémentaires.
On présente quelques résultats sur la composition des bi-ensembles élémentaires. Ces résultats
sont classiques, ils sont en particulier énoncés dans [Bou10, Pages 2 et 3].
Définition 1.1.7. [Bou10, Définition 2.3.12, p. 21] Soit G un groupe fini. Une section pT, Sq de
G est une paire pT, Sq de sous-groupes de G telle que S ú T .
Proposition 1.1.8 (Formule de Mackey généralisée). Soient pW,Xq et pY, Zq deux sections
d’un groupe fini G, c.-à-d. des sous-groupes de G tels que Z ú Y et X úW . On a alors
DefresGY {ZˆIndinfGW {X –ÿ
xPrY zG{W s
IndinfY {ZpYXxW qZ{pYXxXqZ ˆ Isopdxq ˆ Isopcxq ˆDefresW {XpY xXW qX{pZxXW qX
où cx est l’isomorphisme de conjugaison par x et
dx : pY X xW qxX{pZ X xW qxX Ñ pY X xW qZ{pY X xXqZ
est l’isomorphisme du lemme de Zassenhaus.
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Démonstration. Cette proposition est démontrée dans [BT08, Proposition 7.1, p.17] dans le cas
où G est un p-groupe (pour p un nombre premier). Mais le cas général se démontre de manière
identique.
Lemme 1.1.9 (Formule de Mackey). Soit G un groupe fini et soient H et K deux sous-groupes.
On a alors
ResGH ˆ IndGK –
ÿ
xPrHzG{Ks
IndHHXxK ˆ Isopcxq ˆ ResKHxXK .
Démonstration. On applique la proposition 1.1.8 pour pW,Xq “ pK, 1q et pY, Zq “ pH, 1q. On
obtient alors
ResGHˆIndGK
– ÿ
xPrY zG{W s
IndinfHpHXxKq1{pHX1q1 ˆ Isopdx ˝ cxq ˆDefresK{1pHxXKq1{p1xXKq1
où cx est l’homomorphisme de conjugaison par x et dx est l’isomorphisme de lemme de Zassen-
haus. Dans ce cas, il est facile de voir que dx est l’identité. On obtient alors
ResGH ˆ IndGK –
ÿ
xPrHzG{Ks
IndHHXxK ˆ Isopcxq ˆ ResKHxXK .
Lemme 1.1.10. Soit G un groupe fini et soient M et N deux sous-groupes normaux de G. On
a alors
DefGG{N ˆ InfGG{M – InfG{NG{NM ˆDefG{MG{NM .
Démonstration. On applique la proposition 1.1.8 pour pW,Xq “ pG,Mq et pY, Zq “ pG,Nq et
on obtient
DefGG{NˆInfGG{N
– ÿ
xPrGzG{Gs
IndinfG{NpGXxGqN{pGXxMqN ˆ Isopdx ˝ cxq ˆDefresG{MpGxXGqM{pNXxGqM
où cx est l’homomorphisme de conjugaison par x et dx est l’isomorphisme de lemme de Zas-
senhaus. Dans ce cas, il est facile de voir que dx “ Id. De plus, il n’y a pas de somme, car
rGzG{Gs “ t1Gu. On obtient donc
DefGG{N ˆ InfGG{M – InfG{NG{NM ˆDefG{MG{NM .
Lemme 1.1.11. Soit G un groupe fini, soit H § G et N ú G. On a alors
DefGG{N ˆ IndGH – IndG{NHN{N ˆ Isopdq ˆDefHH{HXN
où d : H{H XN Ñ HN{N est l’isomorphisme standard.
Démonstration. On applique la proposition 1.1.8 pour pY, Zq “ pG,Nq et pW,Xq “ pH, 1q, alors
on obtient
DefGG{NˆIndGH
– ÿ
xPrGzG{Hs
IndinfG{NpGXxHqN{pGXx1qN ˆ Isopdx ˝ cxq ˆDefresH{1pGxXHq1{pNxXHq1
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où cx est l’homomorphisme de conjugaison par x et dx est l’isomorphisme de lemme de Zassen-
haus. Dans ce cas, on a rGzG{Hs “ t1Gu. De plus, l’isomorphisme
d1G : H{N XH ›Ñ HN{N
hpN XHq ﬁ›Ñ hN
est l’isomorphisme du deuxième théorème d’isomorphisme. On obtient donc
DefGG{N ˆ IndGH – IndG{NHN{N ˆ Isopdq ˆDefHH{HXN .
Lemme 1.1.12. Soit G un groupe fini, soit H § G et N ú G. On a alors
ResGH ˆ InfGG{N – InfHH{HXN ˆ Isopdq ˆ ResG{NHN{N
où d : HN{N Ñ H{H XN est l’isomorphisme standard.
Démonstration. On applique la proposition 1.1.8 pour pW,Xq “ pG,Nq et pY, Zq “ pH, 1q et on
répète la même preuve que ci-dessus.
Lemme 1.1.13. Soit G un groupe fini, soient H § G, N ú G tels que N § H. On a alors
ResG{NH{N ˆDefGG{N – DefHH{N ˆ ResGH .
Démonstration. Par définition, on a ResG{NH{N “ G{N le pH{N,G{Nq-bi-ensemble avec actions
par multiplication à gauche et à droite par H{N et G{N respectivement. On a DefGG{N “ G{N
le pG{N,Gq-bi-ensemble avec action à gauche par multiplication à gauche et action à droite par
projection puis multiplication à droite. Ces définitions se trouvent dans l’exemple 1.1.6. On pose
alors
f : DefHH{N ˆH ResGH ›Ñ ResG{NH{N ˆG{N DefGG{N
phN,H gq ﬁ›Ñ pN,G{N hgNq
.
Il est facile de vérifier que cette application est bien définie. Montrons qu’elle est bien injec-
tive. Soient h, h1 P H et g, g1 P G tels que fpphN,H gqq “ fpph1N,H g1qq, c.-à-d. on a l’égalité
pN,G{N hgNq “ pN,G{N h1g1Nq. Alors, il existe xN P G{N tel que pNxN, x´1NhgNq est égal àpN, h1g1Nq. Donc, cela implique xN “ N , d’où x P N et donc hgN “ h1g1N . Il existe donc n P N
tel que hg “ h1g1n ou de manière équivalente g “ h´1h1g1n. Par conséquent gN “ h´1h1g1N ,
mais comme N est normal dans G, cela donne Ng “ Nh´1h1g1. Donc on a Nhg “ Nh1g1, i.e. il
existe m P N tel que hg “ mh1g1, qui implique
phN,H gq “ pN,H hgq “ pN,H mh1g1q “ pmh1N,H g1q “ ph1N,H g1q
où la troisième égalité découle du fait que N § H. On a alors bien que f est injective,
montrons que cette application est surjective. Soit pgN,G{N g1Nq P ResG{NH{N ˆG{N DefGG{N . Or
pgN,G{N g1Nq “ pN,G{N gg1Nq “ fppN,H gg1qq.
Il reste alors à vérifier que f est un morphisme de pH{N,Gq-bi-ensembles. Soient g, g1 P G et
h, h1 P H, on a alors
hN ¨ fpph1N,H g1qq ¨ g “ hN ¨ pN,G{N h1g1Nq ¨ g
“ phN,G{N h1g1gNq
“ pN,G{N hh1g1gNq
“ fpphh1N,H g1gqq
“ f `hN ¨ ph1N,H g1q ¨ g˘ .
Donc f est bien un isomorpshime de bi-ensembles.
1.1 Bi-ensembles 17
Lemme 1.1.14. Soit G un groupe fini et soient H § G et N ú G tels que N § H. On a alors
IndGH ˆ InfHH{N – InfGG{N ˆ IndG{NH{N .
Démonstration. On utilise les définitions de l’exemple 1.1.6. pour décrire Ind et Inf. On pose
alors
f : IndGH ˆH InfHH{N ›Ñ InfGG{N ˆG{N IndG{NH{N
pg,H hNq ﬁ›Ñ pghN,G{N Nq.
Il est facile de vérifier que cette application est bien définie. Montrons qu’elle est bien injec-
tive. Soient g, g1 P G, h, h1 P H tels que fppg,H hNqq “ fppg1,H h1Nqq, c.-à-d. on a l’égalité
pghN,G{N Nq “ pg1h1N,G{N Nq. Donc il existe xN P G{N tel que pghxN, x´1Nq “ pg1h1N,Nq.
En particulier, x´1N “ N , c.-à-d. x P N . Donc ghN “ g1h1N , c.-à-d. il existe n P N tel que
gh “ g1h1n. Donc, on a
pg,H hNq “ pgh,H Nq “ pg1h1n,H Nq “ pg1h1,H Nq “ pg1,H h1Nq
puisque N § H d’où on déduit l’injectivité de f .
Soit pg1N,G{N g2Nq P InfGG{N ˆG{N IndG{NH{N , alors
pg1N,G{N g2Nq “ pg1g2N,G{N Nq “ fppg1g2,H Nqq.
Donc f est surjective.
Il reste à montrer que f est un morphisme de bi-ensembles. Soient g, g1 P G et h, h1 P H, on a
alors
g ¨ fppg1,H h1Nqq ¨ hN “ g ¨ pg1h1N,G{N Nq ¨ hN
“ pgg1h1N,G{N hNq
“ pgg1h1hN,G{N Nq
“ fppgg1,H h1hNqq
“ f `g ¨ pg1,H h1Nq ¨ hN˘ .
Donc f est bien un isomorphisme de bi-ensembles.
Lemme 1.1.15. Si G est un groupe fini, alors on a
ResGG “ IdG, IndGG “ IdG, DefGG{1 “ IdG, InfGG{1 “ IdG .
1.1.2 Décomposition d’un bi-ensemble transitif
Notation 1.1.16. [Bou10, Notation 2.3.21, p.24] Si G et H sont des groupes finis et L est un
sous-groupe de H ˆG, on note
p1pLq “ th P H | Dg P G, ph, gq P Lu
p2pLq “ tg P G | Dh P H, ph, gq P Lu
k1pLq “ th P H | ph, 1q P Lu
k2pLq “ tg P G | p1, gq P L u
qpLq “ L{k1pLq ˆ k2pLq.
Remarque 1.1.17. Si G et H sont des groupes finis et L est un sous-groupe de H ˆG, on a des
isomorphismes
p1pLq{k1pLq – qpLq – p2pLq{k2pLq.
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Lemme 1.1.18. [Bou10, Lemme 2.3.25, p. 26] Soient G et H deux groupes finis.
1. Si pD,Cq est une section de H et pB,Aq une section de G telles qu’il existe un isomor-
phisme de groupes f : B{AÑ D{C, alors
LpD,Cq,f,pB,Aq “ tph, gq P H ˆG | h P D, g P B, hC “ fpgAqu
est un sous-groupe de H ˆG.
2. Réciproquement, si L est un sous-groupe de H ˆG, il existe une unique section pD,Cq de
H, une unique section pB,Aq de G et un unique isomorphisme de groupes f : B{AÑ D{C
tels que L “ LpD,Cq,f,pB,Aq.
Démonstration. La preuve dans les détails se trouve dans [Bou10, Lemme 2.3.25, p. 26]. L’élé-
ment essentiel dans la deuxième partie est de poser
D “ p1pLq, C “ k1pLq, B “ p2pLq, et A “ k2pLq.
Lemme 1.1.19. Soient G et H des groupes finis. Soient pD,Cq une section de H et pB,Aq
une section de G telles qu’il existe un isomorphisme de groupes f : B{A Ñ D{C. On pose
L “ LpD,Cq,f,pB,Aq. Alors il existe un isomorphisme de pH,Gq-bi-ensembles
pH ˆGq{L – IndGD ˆD InfDD{C ˆD{C Isopfq ˆB{A DefBB{A ˆB ResGB.
Ainsi tout bi-ensemble transitif se décompose en produit d’induction, inflation, isomorphisme,
déflation et restriction.
Remarque 1.1.20. Soient G et H deux groupes finis. Soit U un pH,Gq-bi-ensemble transitif. Par
unicité dans l’énoncé du lemme 1.1.18(2), la décomposition
U – IndinfGD{C ˆ Isopfq ˆDefresGB{A
est unique à conjugaison près. Explicitement, si on a aussi
U – IndinfGD1{C1 ˆ Isopf 1q ˆDefresHB1{A1 ,
alors il existe g P G et h P H tels que gD1 “ D, gC 1 “ C, hB1 “ B, hA1 “ A et f “ cg ˝ f 1 ˝ ch´1 .
Définition 1.1.21. [Bou10, Définition 2.4.9, p. 30] Soient G et H deux groupes finis. Alors
on note BpH,Gq le groupe de Grothendieck des classes d’isomorphisme de pH,Gq-bi-ensembles
finis pour l’union disjointe. Pour U un pH,Gq-bi-ensemble, on note rU s sa classe d’isomorphisme
dans BpH,Gq.
Remarque 1.1.22. Soient G,H et K des groupes finis. Il existe une unique application bilinéaire
ˆH : BpK,Hq ˆBpH,Kq Ñ BpK,Gq
telle que rV s ˆH rU s “ rV ˆH U s pour tout pK,Hq-bi-ensemble V et tout pH,Gq-bi-ensemble
V (voir [Bou10, Notation 2.4.10, p. 30]).
Cette multiplication est associative (lorsque cela fait sens), distributive par rapport à l’addition
et la multiplication par l’identité est triviale (voir [Bou10, Proposition 2.4.11, p. 30]). On obtient
donc que BpG,Gq est alors muni d’une structure d’anneau.
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1.1.3 Bi-ensembles p-libres à gauche ou à droite
Soit p un nombre premier. Un groupe fini G est dire d’ordre p1 si son ordre n’est pas divisible
par p.
Définition 1.1.23. Soient G et H deux groupes finis. Un pH,Gq-bi-ensemble U est p-libre à
gauche si pour tout u P U l’ordre du stabilisateur de u dans H n’est pas divisible par p.
Lemme 1.1.24. Soient G et H deux groupes finis et soit U un pH,Gq-bi-ensemble transitif. On
suppose
U “ pH ˆGq{L – IndinfHD{C ˆ Isopfq ˆDefresGB{A.
Alors, U est p-libre à gauche si et seulement si C est d’ordre p1.
Démonstration. Rappelons tout d’abord qu’on a C “ k1pLq (voir [Bou10, Notation 2.3.21, p.24]).
Soit u “ px, yqL P U . Alors, on a
StabHpuq “ th P H | hpx, yqL “ px, yqLu
“ th P H | phx, yqL “ px, yqLu
“ th P H | px´1hx, 1qL “ Lu
“ th P H | x´1hx P k1pLqu
“ th P H | h P xk1pLqu
“ xk1pLq “ xC.
Donc on a bien que U est p-libre à gauche si et seulement si |C| est p1.
Définition 1.1.25. Soient G et H deux groupes finis. Un pH,Gq-bi-ensemble U est p-libre à
droite si pour tout u P U l’ordre du stabilisateur de u dans G n’est pas divisible par p.
Lemme 1.1.26. Soient G et H deux groupes finis et soit U un pH,Gq-bi-ensemble transitif. On
suppose
U “ pH ˆGq{L – IndinfHD{C ˆ Isopfq ˆDefresGB{A.
Alors, U est p-libre à droite si et seulement si A est d’ordre p1.
Démonstration. La preuve est identique à celle du lemme 1.1.24.
1.2 Foncteurs de bi-ensembles, catégories admissibles et fonc-
teurs simples
Dans cette section, on donne la définition des foncteurs de bi-ensembles. On va également
considérer la catégorie des foncteurs de bi-ensembles et ses propriétés. On notera que cette
catégorie est une catégorie abélienne. On pourra donc parler de foncteurs simples ou de facteurs
de composition d’un foncteur de bi-ensembles.
1.2.1 Catégories enrichies
Soit R un anneau unitaire. On note R -Mod la catégorie des R-modules et R -mod la catégorie
des R-modules de génération finie.
Définition 1.2.1. On dit qu’une catégorie C est enrichie sur R -Mod, si C est une catégorie
et si pour tous les objets C et C 1 de C , l’ensemble HomC pC,C 1q a une structure de R-module
compatible avec la composition.
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Notation 1.2.2. Pour simplifier l’écriture, on écrit simplement C P C lorsque C est un objet
de la catégorie C .
Définition 1.2.3. Soient C et D deux catégories enrichies sur R -Mod. Un foncteur F : C Ñ D
est un foncteur enrichi sur R -Mod si pour tout C,C 1 P C , f, g : C Ñ C 1 dans C et   P R on a
F p f ` gq “  F pfq ` F pgq.
Notation 1.2.4. On note FunR -ModpC ,Dq la catégorie des foncteurs enrichis sur R -Mod de C
vers D .
Remarque 1.2.5. La catégorie FunR -ModpC , R -Modq est une catégorie abélienne R-linéaire (voir
[Bou10, Proposition 3.2.8, p. 44-45]).
1.2.2 Définition des foncteurs de bi-ensembles et autres catégories
Soit R un anneau commutatif unitaire.
Définition 1.2.6. [Bou10, Definition 3.1.1, p. 41] On définit GrB la catégorie dont les objets
sont les groupes finis. De plus, si G et H sont des groupes finis, alors HomGrBpG,Hq “ BpH,Gq.
Pour G, H et K des groupes finis, alors la composition v ˝ u du morphisme u P HomGrBpG,Hq
et du morphisme v P HomGrBpH,Kq est égale à vˆH u. Finalement, pour tout groupe fini G, le
morphisme identité de G dans GrB est rIdGs.
Pour G, H deux groupes finis, HomGrBpG,Hq est un groupe abélien fini. En fait, GrB est
une catégorie pré-additive. Nous allons définir une catégorie similaire qui sera elle enrichie sur
R -mod.
Définition 1.2.7. [Bou10, Definition 3.1.6, p.s 42-43] On définit RGrB la catégorie dont les
objets sont les groupes finis. De plus, si G et H sont des groupes finis, on définit
HomRGrBpG,Hq “ RbZ BpH,Gq.
La composition est étendue à partir de celle de GrB. Finalement, pour tout groupe fini G, le
morphisme identité de G dans RGrB est 1R b rIdGs.
Remarque 1.2.8. 1. La catégorie RGrB est enrichie sur R -mod (voir [Bou10, p. 43]).
2. Un morphisme u : G Ñ H de RGrB sera écrit ∞ni“1  irUis pour  i P R et Ui des pH,Gq-
bi-ensembles.
Définition 1.2.9. Les objets de la catégorie FunR -modpRGrB, R -Modq s’appellent les foncteurs
de bi-ensembles sur RGrB.
La proposition suivante nous permettra par la suite de travailler plus facilement avec la
catégorie des foncteurs de bi-ensembles. Elle spécifie en particulier la structure de catégorie
enrichie de FunR -modpRGrB, R -Modq.
Proposition 1.2.10. [Bou10][Proposition 3.2.8, p. 44-45] Soit D une sous-catégorie pré-additive
de GrB.
– La catégorie FunR -modpRD , R -Modq est une catégorie abélienne R-linéaire : si µ : F Ñ F 1
est un morphisme de foncteurs de bi-ensembles, alors pour tout objet G de D
kerpµqpGq “ kerpµGq
cokerpµqpGq “ cokerpµGq.
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– Une suite 0Ñ F µ›Ñ F 1 ⌫›Ñ F 2 Ñ 0 est une suite exacte dans FunR -modpRD , R -modq si et
seulement si pour tout objet G de D , la suite
0Ñ F pGq µG››Ñ F 1pGq ⌫G›Ñ F 2pGq Ñ 0
est une suite exacte dans R -mod.
Définition 1.2.11. On définit plusieurs sous-catégories de GrB que nous utiliserons plus tard.
Soit p un nombre premier.
1. On note lgGrB la catégorie dont les objets sont tous les groupes finis. Pour G et H deux
groupes finis, on définit HomlgGrBpG,Hq comme étant le sous-groupe de BpH,Gq despH,Gq-bi-ensembles libres à gauche (i.e. sans inflation).
2. On note GrBld la catégorie dont les objets sont tous les groupes finis. Pour G et H deux
groupes finis, on définit HomGrBldpG,Hq comme étant le sous-groupe de BpH,Gq despH,Gq-bi-ensembles libres à droite (i.e. sans déflation).
3. On note p-lgGrB la catégorie dont les objets sont tous les groupes finis. Pour G et H deux
groupes finis, on définit Homp-lgGrBpG,Hq comme étant le sous-groupe de BpH,Gq despH,Gq-bi-ensembles p-libres à gauche.
4. On note GrBp-ld la catégorie dont les objets sont tous les groupes finis. Pour G et H deux
groupes finis, on définit HomGrBp-ldpG,Hq comme étant le sous-groupe de BpH,Gq despH,Gq-bi-ensembles p-libres à droite.
5. On note P la sous-catégorie pleine de GrB dont les objets sont tous les p-groupes finis.
6. On note Q la sous-catégorie pleine de GrB dont les objets sont tous les groupes finis
d’ordre p1, c.-à-d. d’ordre premier à p.
Remarque 1.2.12. De manière similaire à la définition 1.2.7, on peut définir R p-lgGrB, RGrBp-ld,
R lgGrB, RGrBld, RP et RQ.
Définition 1.2.13. [Bou10][Definition 4.1.7, p. 55] Une classe D de groupes finis est dite fermée
pour la prise de sous-quotients si tout groupe isomorphe à un sous-quotient d’un élément de D
est un élément de D .
Une sous-catégorie D de GrB est dite replète si c’est une sous-catégorie pleine dont la classe des
objets est fermée pour la prise de sous-quotients.
Remarque 1.2.14. Les catégories P et Q sont deux sous-catégories replètes de GrB.
1.2.3 Foncteurs simples
Soit R un anneau commutatif unitaire.
Définition 1.2.15. Un foncteur est dit simple s’il est non-nul et ne possède pas d’autre sous-
foncteur que lui-même et le foncteur nul.
Définition 1.2.16. Une sous-catégorie D de GrB est dite admissible si elle contient les isomor-
phismes de groupes, et si les conditions suivantes sont vérifiées :
1. Si G et H sont des objets de D , alors il existe un sous-ensemble SpH,Gq de l’ensemble
des sous-groupes de H ˆ G, invariant par pH ˆ Gq-conjugaison, tel que HomDpG,Hq est
le sous-groupe de HomGrBpG,Hq engendré par les éléments rH ˆG{Ls, pour L P SpH,Gq.
2. Si G et H sont des objets de D , et si L P SpH,Gq, alors qpLq est un objet de D . De plus,
DefresGp2pLq{k2pLq et Indinf
H
p1pLq{k1pLq sont des morphismes de D .
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Définition 1.2.17. [Bou10, Definition 3.2.2, p. 43] Soit D une sous-catégorie pré-additive de la
catégorie GrB. Si F est un objet non-nul de FunR -modpRD , R -modq, alors un groupe minimal
pour F est un objet H de D tel que F pHq ‰ 0, mais F pKq “ 0 pour tout objet K de D avec
|K| † |H|.
Dans la catégorie FunR -modpRD , R -modq pour D une sous-catégorie admissible de GrB,
les objets simples sont entièrement classifiés. La classification peut être consultée dans [Bou96,
Section 4] ou [Bou10, Chapter 4]. On définit un foncteur R-linéaire LRDH,V : RD Ñ R -mod pour
tout objet H de D et tout EndRDpHq-module V . On pose
LRDH,V pGq “ HomRDpH,Gq bEndRDpHq V
pour tout objet G de D . De plus, pour ' : GÑ G1 un morphisme de D , on a
LRDH,V p'q : LH,V pGq ›Ñ LH,V pG1q
 b v ﬁ›Ñ ' ˝  b v.
La construction de LX,V n’est en fait pas anodine. Pour n’importe quel objet H de D , l’an-
neau EndRDpHq est une R-algèbre. On considère alors le foncteur évaluation EH de la catégorie
FunR -modpRD , R -modq vers la catégorie EndRDpHq -mod. Ce foncteur est défini, pour un fonc-
teur F de FunR -modpRD , R -modq par EHpF q :“ F pHq. Pour u P EndRDpHq on définit l’action
de u sur m P F pHq par u ¨ m :“ F puqpmq. Le foncteur EH a un adjoint à gauche qui à un
EndRDpHq-module V associe le foncteur LRDH,V .
Pour tout foncteur F P FunR -modpRD , R -modq et pour tout EndRDpHq-module V , on a alors
des isomorphismes
HomFunR -modpRD ,R -modqpLRDH,V , F q – HomEndRDpHqpV, F pHqq
naturels en F et V .
Pour trouver les foncteurs simples, on démontre que si V est un EndRDpHq-module simple
alors LRDH,V a un unique sous-foncteur maximal, noté JRDH,V . Le quotient SRDH,V “ LRDH,V {JRDH,V est
donc simple, il vérifie de plus SRDH,V pHq “ V (voir [Bou96, Lemme 1, p. 668]).
D’autre part, on démontre que tout foncteur simple S de la catégorie FunR -modpRD , R -modq
est de cette forme, i.e. S “ SRDH,V pour H un groupe minimal de S sur D et V “ SpHq un
EndRDpHq-module simple.
Finalement, si S est un foncteur simple avec groupe minimal H tel que SpHq “ V , on peut
identifier le EndRDpHq-module simple V à un ROutpHq-module simple (via une décomposition
de EndRDpHq), voir [Bou10, §4.3.5, Page 60].
Par conséquent, on obtient que tous les foncteurs de la forme SRDH,V , pourH un objet de D et V un
ROutpHq-module simple, sont simples et tous les foncteurs simples de FunR -modpRD , R -modq
sont de cette forme.
Lemme 1.2.18. [Bou10, Lemma 4.3.9] Soit D une sous-catégorie admissible de GrB. Soit SRDH,V
le foncteur simple associé au groupe fini H et au ROutpHq-module simple V . Si G est un objet
de D tel que SRDH,V pGq ‰ 0, alors H est isomorphe à un sous-quotient de G.
Proposition 1.2.19. Soit G un groupe fini. Alors dimC S
CGrB
1,C pGq est égal au nombre de classes
de conjugaison de sous-groupes cycliques de G.
Démonstration. Ce résultat est une version plus faible de [Bou10, Proposition 4.4.8, p. 71].
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Proposition 1.2.20. [BST14, Proposition 7.1, p.13] Pour G et H deux groupes finis, on note
⌃HpGq l’ensemble de toutes les section pT, Sq de G telles que T {S – H.
Supposons que ⌃HpGq contienne une unique section pT, Sq à conjugaison près. Alors
SH,V pGq – TrNGpT,Sq{T1 pV q.
En particulier, SH,V pGq “ 0 si et seulement si l’action deÿ
gPNGpT,Sq{T
conjg
sur V est zéro.
1.2.4 Facteurs de composition
Définition 1.2.21. [Bau13, Définition 11] Soit D une sous-catégorie admissible de GrB. Soit F
un objet de FunR -modpRD , R -modq.
Alors un foncteur simple S sur RD est un facteur de composition de F s’il existe des sous-
foncteurs F 1 Ñ F 2 Ñ F tels que F 2{F 1 – S.
Restriction des foncteurs simples aux sous-catégories pleines
On donne ici une proposition qui permettra par la suite de trouver les facteurs de composition
d’un foncteur donné.
Proposition 1.2.22. [Bou10, Proposition 4.2.2, p. 56] Soit D une sous-catégorie de GrB conte-
nant les isomorphismes de groupes et soit C une sous-catégorie pleine de D .
Si F est un objet simple de FunR -modpRD , R -modq, et si ResDC pF q ‰ t0u, alors ResDC pF q est un
objet simple de FunR -modpRC , R -modq.
Remarque 1.2.23. Soit D une sous-catégorie de GrB contenant les isomorphismes de groupes
et soit C une sous-catégorie pleine de D . Soit H un objet de D et soit V un OutpHq-module
simple. Notons que si ResRDRC pSRDH,V q ‰ 0, on a ResRDRC pSRDH,V q “ SRCH,V .
Proposition 1.2.24. [Bau12, Proposition 2.43, p. 22] Soit D une sous-catégorie admissible de
GrB et soit C une sous-catégorie pleine de D .
Soit F un objet de FunR -modpRD , R -modq. Soient V un objet de D et V un ROutpGq-module
simple. Si SRCH,V est un facteur de composition de Res
RD
RC pF q sur RC , alors SRDH,V est facteur de
composition de F sur RD .
La proposition ci-dessus sert d’argument central pour plusieurs résultats de [Bau12].
Remarque 1.2.25. Pour F P FunR -modpRD , R -modq et C un sous catégorie deD , on note souvent
F pour ResDC pF q.
1.3 Foncteur de Burnside
On donne, dans cette section, la définition d’un foncteur de bi-ensembles bien particulier :
le foncteur de Burnside.
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1.3.1 Définition du foncteur de Burnside
La définition du foncteur de Burnside peut être trouvée dans [Bou10, Chapter 5] ou [Bou96,
§7].
Soit A un anneau commutatif unitaire.
Définition 1.3.1. Soit G un groupe fini. Le groupe de Burnside BpGq de G est le groupe de
Grothendieck de la catégorie des G-ensembles finis, avec la loi d’addition donnée par
rX \ Y s “ rXs ` rY s,
où X et Y sont des G-ensembles finis, et rXs dénote la classe d’isomorphisme de X.
On pose ABpGq :“ AbZ BpGq.
Remarque 1.3.2. Soit G un groupe fini. Le groupe de Burnside BpGq a une structure naturelle
d’anneaux, pour le produit défini par rXsrY s “ rX ˆ Y s, pour des G-ensembles finis X et Y .
On peut trouver un excellent résumé des propriétés de l’anneau de Burnside dans [Bou00].
Soit G et H deux groupes finis et soit U un pH,Gq-bi-ensemble. On définit
BpUq : BpGq ›Ñ BpHq
rXs ﬁ›Ñ rU ˆG Xs.
Premièrement, remarquons que BpUq est bien défini. En eﬀet, si X – Y comme G-ensembles
alors U ˆG X – U ˆG X comme H-ensembles et
U ˆG pX1 \X2q – U ˆG X1 \ U ˆG X2
pour tous G-ensembles X1 et X2.
Remarque 1.3.3. Soient G, H et K trois groupes finis. L’application BpUq : BpGq Ñ BpHq
vérifie
U1 – U2 ñ BpU1q “ BpU2q
BpU1 \ U2q “ BpU1q `BpU2q
BpV q ˝BpUq “ BpV ˆH Uq
pour tout U , U1 et U2 des pH,Gq-bi-ensembles et tout V un pK,Hq-bi-ensemble.
On a donc
AB P FunA -modpAGrB, A -modq.
Lemme 1.3.4. Les foncteurs CB et LCGrB1,C sont isomorphes sur la catégorie CGrB.
Démonstration. Soit G un groupe fini, on a alors
LCGrB1,C pGq “ HomCGrBp1, Gq bEndCGrBp1q C “ CBpG, 1q bC C “ CBpG, 1q.
On peut donc définir un isomorphisme
↵G : LCGrB1,C pGq ›Ñ CBpGq
rXs ﬁ›Ñ rXs
où tout pG, 1q-bi-ensemble X est vu comme un G-ensemble. Cette application est bien défi-
nie, C-linéaire et c’est un isomorphisme. On vérifie également que ces applications définissent
une transformation naturelle LCGrB1,C Ñ CB puisque les définitions de LCGrB1,C pGq et CB sur les
morphismes sont essentiellement les mêmes.
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1.3.2 Classification et B-groupes
En utilisant les idempotents de l’anneau de Burnside, S. Bouc a classifié les facteurs de
composition du foncteur CB sur la catégorie CGrB. La classification des facteurs de composition
de CB est explicitement donnée dans [Bou10, Chapter 5]. Comme mentionné ci-dessus cette
classification utilise les propriétés des idempotents de l’anneau de Burnside. Il se trouve que les
facteurs de composition simples apparaissant dans CB sont caractérisés à l’aide des B-groupes
(voir [Bou10, Definition 5.4.6, p. 85]).
1.4 Foncteurs des représentations et des modules projectifs
1.4.1 Définition du foncteur des représentations ordinaires
Soit F un corps quelconque.
Notation 1.4.1. Soit G un groupe fini, on note RFpGq le groupe de Grothendieck de la catégorie
des FG-modules de dimension finie. C.-à-d. RFpGq est le groupe abélien libre sur l’ensemble
trV s | V FG- module de génération finieu quotienté par le sous-groupe engendré par les éléments
de la forme rU s ´ rV s ´ rW s où 0Ñ V Ñ U ÑW Ñ 0 est une suite exacte de FG-modules (et
où r.s dénote la classe d’isomorphisme d’un FG-module).
Lemme 1.4.2. Supposons que F soit de caractéristique p (avec p un nombre premier ou p “ 0).
Soient G et H deux groupes finis et soit U un pH,Gq-bi-ensemble fini. On considère l’application
M ﬁÑ FU bFG M pour M un FG-module. Si U est p-libre à droite, alors l’application ci-dessus
induit une application RFpUq : RFpGq Ñ RFpHq.
Lemme 1.4.3. Soit G un groupe fini. Si U est un G-ensemble à droite transitif de la forme
U – QzG avec Q un p1-sous-groupe de G, alors FU est un FG-module projectif à droite.
Preuve du lemme 1.4.3 . Puisque U – QzG, on a FU – FbFQ FG. On va montrer que F est un
FQ-module projectif à droite. On considère l’application d’augmentation " : FQ Ñ F : q ﬁÑ 1.
On a alors une courte suite exacte de FQ-modules où IQ dénote l’idéal d’augmentation
0Ñ IQÑ FQ "›Ñ FÑ 0
qui est scindée par l’application F Ñ FQ : 1 Ñ 1|Q|
∞
qPQ q. Donc on a FQ – F ‘ IQ comme
FQ-modules à droite. Donc F est un facteur direct du module libre FQ, il est donc projectif. Il
s’ensuit alors que FU – FbFQ FG est un FG-module projectif à droite.
Preuve du lemme 1.4.2. On va montrer que si U est p-libre à droite alors FU est un FG-module
à droite projectif. Si on a démontré cela, alors le foncteur FU bFG ´ est exact. Dans ce cas,
l’application M ﬁÑ FU bFG M préserve les suites exactes (elle préserve déjà les isomorphismes)
et donc induit bien une application RFpUq : RFpGq Ñ RFpHq.
Montrons alors que si U est p-libre à droite, FU est projectif à droite. Comme U est un pH,Gq-
bi-ensemble, U est en particulier un G-ensemble à droite. Par la définition de p-libre à droite,
si u P U , l’ordre du stabilisateur de u dans G n’est pas divisible par p. Autrement dit, on a une
décomposition de U en G-ensembles transitifs
U – Q1zG\ . . .\QnzG
où Qi est d’ordre p1 pour tout 1 § i § n. On applique alors le lemme 1.4.3, ce qui démontre le
résultat.
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Remarque 1.4.4. Soient G, H et K trois groupes finis. L’application RFpUq : RFpGq Ñ RFpHq
vérifie
U1 – U2 ñ RFpU1q “ RFpU2q
RFpU1 \ U2q “ RFpU1q `RFpU2q
RFpV q ˝RFpUq “ RFpV ˆH Uq
pour tout U , U1 et U2 des pH,Gq-bi-ensembles p-libres à droite et tout V un pK,Hq-bi-ensemble
p-libre à droite.
Soit A un anneau commutatif unitaire. On a donc, si F est de caractéristique p ° 0,
ARF P FunA -modpAGrBp-ld, A -modq.
Remarquons que si F est de caractéristique zéro, il n’y a pas de condition sur les bi-ensembles,
c.-à-d.
ARF P FunA -modpAGrB, A -modq.
1.4.2 Définition du foncteur des modules projectifs
Soit F un corps de caractéristique p non nulle.
Notation 1.4.5. Si G est un groupe fini, on note ProjFpGq le groupe de Grothendieck des FG-
modules projectifs de génération finie. C.-à-d. ProjFpGq est le groupe abélien libre sur l’ensemble
trP s | P FG ´module projectif de génération finieu quotienté par le sous-groupe engendré par
les éléments de la forme rP ‘Qs ´ rP s ´ rQs pour P et Q des FG-modules projectifs.
Lemme 1.4.6. Soient G et H deux groupes finis et soit U un pH,Gq-bi-ensemble fini. On
considère M ﬁÑ FU bFG M pour M un FG-module projectif. Si U est p-libre à gauche, alors
l’application ci-dessus induit un homomorphisme de groupes ProjFpUq : ProjFpGq Ñ ProjFpHq.
Démonstration. On démontre de la même manière que dans la preuve du lemme 1.4.2 que FU
est un FH-module à gauche projectif. Si M est un FG-module projectif, alors FU bFG M est
aussi un FH-module projectif. En eﬀet, puisque M est projectif, il existe N un FG-module tel
que M ‘N – FG‘n pour un entier n. Alors on a
pFU bFG Mq ‘ pFU bFG Nq – FU bFG pM ‘Nq
– FU bFG FG‘n
– pFU bFG FGq‘n
– pFUq‘n.
Et donc FU bFG M est facteur d’un module projectif et est donc projectif lui-même. Comme
l’application FU bFG ´ préserve les sommes directes, cela induit bien un homomorphisme de
groupes ProjFpUq : ProjFpGq Ñ ProjFpHq.
Remarque 1.4.7. Soient G, H et K trois groupes finis. L’application définie dans le lemme 1.4.6
vérifie
U1 – U2 ñ ProjFpU1q “ ProjFpU2q
ProjFpU1 \ U2q “ ProjFpU1q ` ProjFpU2q
ProjFpV q ˝ ProjFpUq “ ProjFpV ˆH Uq
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pour tout U , U1 et U2 des pH,Gq-bi-ensembles p-libres à droite et tout V un pK,Hq-bi-ensemble
p-libre à droite.
Soit A un anneau commutatif unitaire. On a donc, si F est de caractéristique p ° 0,
AProjF P FunA -modpA p-lgGrB, A -modq.
Remarquons que si F est de caractéristique zéro, il n’y a pas de condition sur les bi-ensembles,
c.-à-d.
AProjF P FunA -modpAGrB, A -modq.
Théorème 1.4.8. Soit G un groupe fini. Le nombre de classes d’isomorphisme de kG-modules
projectifs indécomposables est égal au nombre de classes de conjugaison de p1-éléments dans G.
Démonstration. Ce résultat découle directement du fait que le nombre de classes d’isomorphisme
de kG-modules projectifs indécomposables est égal au nombre de classes d’isomorphisme de kG-
modules simples et de [Ben98, Corollary 5.3.5, p. 177].
Notation 1.4.9. Soit G un groupe fini et p un nombre premier. On note lppGq “ lpGq le nombre
de classes de conjugaison de p1-éléments dans G.
1.4.3 Lien entre le foncteur de Burnside et le foncteur des représentations
Soit Q le corps des nombres des rationnels. Soit F un corps quelconque et L un corps de
caractéristique zéro.
Notation 1.4.10. On considère les deux foncteurs de bi-ensembles FB et FRL sur la catégorie
FGrB. On dénote b : FB Ñ FRL la transformation naturelle définie, pour tout groupe fini G,
par bGprXsq “ rLXs pour tout G-ensemble X (puis étendue par F-linéarité à BpGq).
Il s’agit clairement d’une transformation naturelle au vu des définitions de foncteurs de FB et
FRL.
Proposition 1.4.11. [Bou10, Proposition 4.4.8] Si F est de caractéristique zéro, les foncteurs
FRQ et SFGrB1,F sont isomorphes sur la catégorie FGrB.
Démonstration. La preuve consiste à démontrer que la transformation naturelle b : FB Ñ FRQ,
définie par bGprXsq “ rQXs (pour tout groupe fini G et pour tout élément rXs P BpGq) est
surjective (par le théorème d’induction d’Artin, c.-à-d. le théorème 1.4.12), que FB “ LFGrB1,F et
que FRQ est simple.
Théorème 1.4.12 (Théorème D’Artin). Soit G un groupe fini. Chaque caractère rationnel '
de G peut être exprimé de la forme
' “ÿ aCIndGCp1Cq
où 1C est le caractère trivial sur C, où la somme est prise sur l’ensemble des sous-groupes
cycliques de G et où aC P Q.
Démonstration. Voir [CR88, p.378].
Théorème 1.4.13. Les facteurs de compositions de CB sur CP sont exactement les foncteurs
S1,C et SCpˆCp,C.
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Démonstration. Les facteurs de composition de CB sur une sous-catégorie pleine D de GrB sont
exactement les foncteurs SCGrBG,C , où G est un object de D qui est un B-groupe (voir remarque
[Bou10, Remark 5.5.2]). Comme le seul B-groupe non trivial qui est aussi un p-groupe est le
groupe Cp ˆ Cp (voir [Bou10, §5.6.9]), on obtient le résultat.
Lemme 1.4.14. La transformation naturelle b : CB Ñ CRQ (voir 1.4.10) induit la suite exacte
courte de foncteurs
0Ñ SCPCpˆCp,C Ñ CB  ›Ñ SCP1,C Ñ 0
sur CP.
Démonstration. On note   la transformation naturelle de "passage au quotient" puisqu’on a
CB “ LCGrB1,C . Selon la preuve de la proposition 1.4.11, cette application correspond exactement
à b (via CRQ – SCGrB1,C ).
Donc on a une application surjective   : CB Ñ SCGrB1,C . On restreint   sur la catégorie CP et
on a alors   : CB Ñ SCP1,C (on a bien que la restriction de SCGrB1,C à CP est non nulle puisque
1 P CP et SCGrB1,C p1q “ C ‰ 0). Remarquons que kerp q est un sous-foncteur de CB, donc ses
facteurs de composition sont des facteurs de composition de CB. Or, par la classification des
facteurs de composition du foncteur de Burnside (voir section 1.3.2) les facteurs de composition
de CB sur CP sont SCP1,C et SCPCpˆCp,C avec multiplicité un (ceci découle du fait que les seuls
p-groupes qui sont des B-groupes sont 1 et Cp ˆ Cp - voir [Bou10, §5.6.9, p. 94]). Ainsi la seule
possibilité est que kerp q – SCPCpˆCp,C.
1.4.4 Changement de corps
Système p-modulaire
Soit p un nombre premier. Soit pK,O, kq un système p-modulaire. On suppose que K a
toute les racines de l’unité et k est algébriquement clos. On note p l’unique idéal de O tel que
O{p – k. Soit G un groupe fini. Pour un OG-moduleM , on définitM comme étant le kG-module
M{pM “ k bOM .
Lemme 1.4.15. Soit Q la sous-catégorie pleine de GrB dont les objets sont les p1-groupes (voir
la définition 1.2.11). Alors, on a un isomorphisme de foncteurs
" : CRk Ñ CRK
sur la catégorie CQ.
Démonstration. On commence par montrer que pour tout p1-groupe fini G, il existe un iso-
morphisme "G : CRkpGq Ñ CRKpGq. La preuve de ce résultat est donnée dans [CR88, §18],
plus précisément voire [CR88, Corollary (18.11)]. On trouve également une preuve dans [Ser78,
Proposition 43, p. 140]. Pour cette preuve, on utilise les applications c, d et e du triangle de
Cartan-Brauer (voir [Ser78, Chapitre 15]).
On montre que l’application de décomposition d : RKpGq Ñ RkpGq est un isomorphisme.
Son inverse est e : ProjkpGq Ñ RKpGq (l’application du triangle de Cartan-Brauer), qui est
donnée par l’isomorphisme entre ProjkpGq et ProjOGq puis l’extension des scalaires. On utilise
l’isomorphisme ProjkpGq – RkpGq afin d’obtenir e1 : RkpGq Ñ RKpGq. De manière plus précise,
supposons que la liste tF1, . . . , Fru soit une liste des kG-modules simples à isomorphisme près.
Cette liste est également une liste des kG-modules projectifs indécomposables à isomorphisme
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près. Par le relèvement des projectifs, on peut considérer la liste tP1, . . . , Pru de OG-modules
projectifs indécomposables tels que Pi “ Fi. Cette liste est une liste génératrice des OG-modules
projectifs (à isomorphisme près). L’isomorphisme entre ProjkpGq et ProjOpGq se fait alors via
Fi ﬁÑ Pi. Si V est un kG-module, on a alors une décomposition V – ‘ri“1Fnii (où les ni sont
uniques). On obtient alors
e1prV sq “
«
K
â
O
˜
rà
i“1
Pnii
¸ 
.
Notation 1.4.16. Soit Q un groupe fini d’ordre premier à p. Soit V un kQ-module. On note
fpV q un OQ-module tel que e1prV sq “ rKbO fpV qs, autrement dit fpV q “ V . Notons que fpV q
n’est défini qu’à isomorphisme près.
On a alors,
"G : CRkpGq ›Ñ CRKpGq
rV s ﬁ›Ñ rK bO fpV qs
qui est bien un isomorphisme.
Il faut à présent vérifier que cette application est une transformation naturelle. Soient G et
H deux groupes finis, soit U un pH,Gq-bi-ensemble et soit V un kG-module. On a
"HpCRkprU sqprV sq “ "HprkU bkG V sq
“ rK bO fpkU bkG V qs.
Or, on peut démontrer que fpkU bkG V q – OU bOG fpV q. En eﬀet, on a
OU bOG fpV q “ k bO pOU bOG fpV qq
– pk bO OUq bkG pk bO fpV qq
“ kU bkG V.
Par conséquent, on a
"HpCRkprU sqprV sq “ rK bO fpkU bkG V qs
“ rK bO OU bOG fpV qs
“ rKU bKG pK bO fpV qqs
“ CRKprU sq ˝ "GprV sq.
Lien entre RK et RQ pour K de caractéristique zéro
Soit K un corps de caractéristique zéro. On a alors une injection Q ãÑ K.
Définition 1.4.17. Soit ◆ : RQ Ñ RK la transformation naturelle définie comme suit. Soit G
un groupe fini, on définit alors
◆G : RQpGq ›Ñ RKpGq
rM s ﬁ›Ñ rK bQM s.
Lemme 1.4.18. La transformation naturelle ◆ est bien définie et c’est en eﬀet une transforma-
tion naturelle. On a de plus que ◆ est injective.
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Démonstration. Premièrement, pour tout groupe fini G, ◆G est bien définie. En eﬀet, si M – N
comme QG-modules, on a alors bien que K bQM – K bQ N comme KG-modules. De plus, le
fait que ◆ est une transformation naturelle découle directement de la structure de foncteur du
foncteur des représentations.
Pour tout groupe fini G, l’injectivité de ◆G est démontrée dans [Ser78, §14.6], donc ◆ est
injective.
1.4.5 Classification des facteurs de composition du foncteur des représenta-
tions
Soit K un corps de caractéristique zéro contenant toutes les racines de l’unité.
Théorème 1.4.19. [Bou10, Corollary 7.3.5, p. 133] Le foncteur CRK est un objet semi-simple
de FunC -VectpCGrB,C -Vectq. Plus précisément,
CRK –
à
pm,⇠q
SCGrBCm,C⇠ ,
où pm, ⇠q parcourt l’ensemble des paires composées d’un entier positif m et d’un caractère primitif
⇠ : Cm˚ Ñ C˚.
On note
  : CRK ›Ñ
à
pm, ⇠q
m P N
⇠ car. prim.
SCGrBCm,C⇠
l’isomorphisme sur la catégorie CGrB.
Restriction à la catégorie des p1-groupes
Lemme 1.4.20. L’isomorphisme   du théorème 1.4.19 induit un isomorphisme
CRK –
à
pm, ⇠q
pm, pq “ 1
SCQCm,C⇠
sur la catégorie CQ.
Démonstration. Par le théorème 1.4.19 on connait déjà l’écriture de CRK sur CGrB. Il reste
à savoir ce qu’il se passe lorsqu’on restreint à la catégorie CQ les facteurs SCGrBCm,C⇠ . On a deux
possibilités, ou bien SCGrBCm,C⇠ “ 0 sur CQ, ou SCGrBCm,C⇠ ‰ 0 et SCQCm,C⇠ est un foncteur simple sur
CQ. Pour plus de détails sur ce procédé, voir la section 1.2.4.
Supposons que SCGrBCm,C⇠ soit non nul en restriction à CQ, alors il existe H un p
1-groupe fini tel
que SCGrBCm,C⇠pHq ‰ 0. Alors, par le lemme 1.2.18, Cm est isomorphe à un sous-quotient de H.
Donc m divise |H|. Donc m est premier à p puisque |H| n’a pas de facteur p. Réciproquement,
si pm, pq “ 1, Cm est un objet de la catégorie CQ. Comme SCGrBCm,C⇠pCmq “ C⇠ ‰ 0, la restriction
de SCm,C⇠ à CQ est non nulle. D’où le résultat.
Chapitre 2
Foncteur des modules de p-permutation
Ce chapitre est dédié au foncteur des modules de p-permutation. Il n’y a pas encore de
classification des facteurs de composition de ce foncteur. Ici on donne la définition de ce foncteur,
certaines de ses propriétés et un résultat sur ses facteurs de composition.
2.1 Définition et propriétés usuelles
2.1.1 Foncteur des modules de permutation
Soit k un corps.
Définition 2.1.1. Soient G un groupe fini et M un kG-module. Alors M est un module de
permutation s’il existe un G-ensemble X tel que M “ kX (c.-à-d. M possède une k-base qui est
G-stable).
Notation 2.1.2. On note ⇧k le foncteur des modules de permutation sur le corps k.
La définition et les propriétés de ce foncteur sont données dans [Bau13].
Notation 2.1.3. On considère les deux foncteurs de bi-ensembles CB et C⇧k sur la catégorie
CGrB. On dénote b1 : CB Ñ C⇧k la transformation naturelle définie, pour tout groupe fini G,
par b1GprXsq “ rkXs pour tout G ensemble X (puis étendue par C-linéarité à BpGq).
Il s’agit clairement d’une transformation naturelle au vu des définitions de foncteurs de CB et
C⇧k.
2.1.2 Définition des modules de p-permutation et du foncteur Cppk
Soit p un nombre premier et soit k un corps de caractéristique p.
Définition 2.1.4. Soient G un groupe fini et M un kG-module. Alors M est un module de
p-permutation si c’est un facteur direct d’un module de permutation.
Les modules de p-permutation sont aussi appelé les modules de source triviale. Ces modules
sont décrits dans [Ben98, §3.11, p. 84].
Définition 2.1.5. [Bau13, Definition 31, p.11] On note ppkpGq le groupe de Grothendieck des
classes d’isomorphisme de kG-modules de p-permutation.
Remarquons qu’il s’agit d’un Z-module de type fini et l’ensemble des kG-modules de p-
permutation indécomposables en est une base.
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Proposition 2.1.6. [Bau12, Proposition 2.24, p.19] Soient G et H deux groupes finis et U un
pH,Gq-bi-ensemble fini. Si M est un kG-module de p-permutation, alors kU bkG M est une
kH-module de p-permutation.
Définition 2.1.7. Soient G et H deux groupes finis et soit U un pH,Gq-bi-ensemble fini. Alors,
on définit une application Z-linéaire
ppkprU sq : ppkpGq ›Ñ ppkpHq
rM s ﬁ›Ñ rkU bkG M s.
Soit u P BpH,Gq. Alors u “ ∞ni“1  irUis où  i P Z et Ui est un pH,Gq-bi-ensemble. Alors, on
définit une application Z-linéaire
ppkpuq “
nÿ
i“1
 ippkprUisq.
Théorème 2.1.8. [Bau12, Théorème 2.26, p.19] La définition ci-dessus muni ppk d’une struc-
ture de foncteur de bi-ensembles sur GrB.
Soit R un anneau commutatif unitaire.
Définition 2.1.9. Pour tout groupe fini G, on note RppkpGq :“ R bZ ppkpGq. Pour u P
HomRGrBpG,Hq, on pose Rppkpuq “ IdRbppkpuq.
Théorème 2.1.10. [Bau12, Théorème 2.28, p.20] Avec la définition ci-dessus on a Rppk P
FunR -modpRGrB, R -modq.
2.1.3 Classification des modules de p-permutation
Les modules de p-permutation sont classifiés dans [Bro85]. Soit G un groupe fini. La clas-
sification consiste à dire, pour P un p-sous-groupe de G, qu’il existe une bijection entre les
kG-modules de p-permutation indécomposables de vortex P et les kNGpP q{P -modules projec-
tifs indécomposables. Le lemme suivant présente une conséquence de la classification que nous
utiliserons plus tard.
Lemme 2.1.11. Soit G un groupe fini. On considère l’ensemble B des classes d’isomorphisme
des modules de la forme IndinfGNGpP q{P pMpP qq où MpP q parcourt les classes d’isomorphisme de
kNGpP q{P -modules projectifs indécomposables et P parcourt les p-sous-groupes de G à conjugai-
son près. Alors B est une Z-base de ppkpGq.
Démonstration. La preuve de ce lemme peut être trouvée dans [Pui88, Lemma 3.8 (ii)] ou [Bou91,
Corollaire de la Proposition 13].
Corollaire 2.1.12. Soit G un groupe fini. Le nombre de classes d’isomorphisme de kG-modules
de p-permutation indécomposables est égal àÿ
D
lp pNGpDq{Dq
où D parcourt les p-sous-groupes de G à conjugaison près.
Démonstration. C’est une conséquence directe du lemme 2.1.11 et du théorème 1.4.8.
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2.1.4 Système p-modulaire
Soit p un nombre premier. Soit pK,O, kq un système p-modulaire. On note p l’unique idéal
de O tel que O{p – k. Supposons de plus que K soit une corps contenant toutes les racines de
l’unité.
Soit G un groupe fini. Pour un OG-module M , on définit M comme étant le kG-module
M “M{pM “ k bOM.
Lemme 2.1.13. Il existe une transformation naturelle
h : CppO Ñ Cppk
qui est un isomorphisme de foncteurs sur la catégorie CGrB. Pour G un groupe fini, on a de
plus
hG : CppOpGq ›Ñ CppkpGq
rM s ﬁ›Ñ rM s
pour tout OG-module M .
Démonstration. Soit G un groupe fini. Puisqu’un module de p-permutation sur kG peut être
relevé en un module de p-permutation sur OG, voir [Ben98, Corollary, 3.11.4] (découle du relè-
vement des idempotents), hG est un isomorphisme.
De plus, l’isomorphisme ci-dessus s’étend en un isomorphisme de foncteurs. En eﬀet, pour tous
G et H des groupes finis et tout pH,Gq-bi-ensemble U , on a
hG ˝ CppOprU sqprM sq “ hG prCppOprU sqprM sqsq
“ hGprOU bOG M sq
“ rOU bOG M s
“ rkU bkG M s
“ CppkprU sq ˝ hGprM sq,
pour tout OG-module M .
2.2 Application f : Cppk Ñ CRK
Soit k un corps de caractéristique p. Le but est ici d’étudier plus en détail le foncteur Cppk.
En particulier, on souhaite connaitre ses facteurs simples de composition. Les premières étapes de
cette classification ont été accomplies dans [Bau11], [Bau12] et [Bau13]. Le prochain paragraphe
apporte une autre perspective. On suppose que pK,O, kq est un système p-modulaire. On veut
alors profiter de cette hypothèse pour étudier les kG-modules de p-permutation en passant en
caractéristique zéro. Autrement dit, on va comparer Cppk avec CRK .
2.2.1 Définition de l’application f : Cppk Ñ CRK
Définition 2.2.1. On définit une transformation naturelle
f1 : CppO Ñ CRK
où, pour G un groupe fini, on a
f1G : CppO ›Ñ CRKrM s ﬁ›Ñ rK bOM s.
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Lemme 2.2.2. L’application ci-dessus f1G est bien définie pour tout groupe fini G, de plus, f1 est
bien une transformation naturelle.
Démonstration. Soit G un groupe fini. Si M est un OG-module de p-permutation, le modulexM :“ K bO M est un KG-module de p-permutation, donc en particulier un KG-module. De
plus, si rM s “ rN s dans ppOpGq, alors M et N ont les mêmes facteurs indécomposables (ra-
pelons que les classes d’isomorphisme de modules de p-permutation indécomposables forment
une Z-base de ppOpGq). Ainsi M – N via le théorème de Krull-Schmidt, et donc xM – pN ,
ce qui implique rxM s “ r pN s dans RKpGq. Cela induit donc (par C-linéarité) une application
f1G : CppOpGq Ñ CRKpGq.
Nous allons à présent vérifier que f1 : CppO Ñ CRK est une transformation naturelle. Pour
cela, on considère G et H des groupes finis et U un pH,Gq-bi-ensemble et on va vérifier que le
diagramme
CppOpGq f
1
G //
CppOpUq
✏✏
CRKpGq
CRKpUq
✏✏
CppOpHq
f1H
// CRKpHq
commute. Or, cela découle simplement du fait qu’on a un isomorphisme de KH-modules
K bO pOU bOG Mq – KU bKG pK bOMq
pour tout OG-module M .
On rappelle que par le lemme 2.1.13, on a un isomorphisme h : CppO Ñ Cppk comme
foncteurs, où
hG : CppOpGq Ñ CppkpGq : rM s ﬁÑ rM s
pour tout groupe fini G.
Définition 2.2.3. On définit la transformation naturelle
f : Cppk
h´1››Ñ CppO f
1›Ñ CRK .
Lien avec le foncteur de Burnside
Notation 2.2.4. On considère les deux foncteurs de bi-ensembles CB et Cppk sur la catégorie
CGrB. On dénote b : CB Ñ Cppk la transformation naturelle définie, pour tout groupe fini G,
par bGprXsq “ rkXs pour tout G ensemble X (puis étendue par C-linéarité à BpGq).
Il s’agit clairement d’une transformation naturelle au vu des définitions de foncteurs de CB et
Cppk.
Lemme 2.2.5. Avec les notations 1.4.17 et 1.4.10, le diagramme
CB b //
b
✏✏
Cppk
f
✏✏
CRQ ◆ // CRK ,
(2.1)
commute.
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Démonstration. Le diagramme (2.1) commute si et seulement si
CBpGq bG //
bG
✏✏
CppkpGq
fG
✏✏
CRQpGq ◆G // CRKpGq,
commute pour tout groupe fini G. Soit X un G-ensemble fini. On a
fG ˝ bGprXsq “ rK bO OXs
(car kX est envoyé sur OX par l’isomorphisme ppkpGq – ppOpGq). Puisque K bO OX – KX,
on a fG ˝ bGprXsq “ rKXs. D’autre part ◆G ˝ bGprXsq “ rK bQ QXs “ rKXs. Comme CBpGq
est engendré par les classes d’isomorphisme de G-ensembles indécomposables, ceci termine la
preuve.
2.2.2 Restriction à la catégorie des p-groupes
SoitP la sous-catégorie pleine de GrB dont les objets sont les p-groupes finis (voir notation
1.2.11).
Lemme 2.2.6. La transformation naturelle b, définie au paragraphe 2.2.4, induit un isomor-
phisme entre les foncteurs CB et Cppk sur la catégorie CP.
Démonstration. Tout d’abord, on remarque que si P est un p-groupe et Q est un sous-groupe
de P , le module krP {Qs est indécomposable comme kP -module (voir [Ben98, p. 92]). Cela
implique que tous les modules de p-permutation sont des modules de permutation (voir [Ben98,
Lemma 3.11.2, p. 84] ou [Bau12, Corollaire 1.16]). Ainsi, C⇧k “ Cppk sur la catégorie CP.
Remarquons que l’application b1 : CB Ñ C⇧k (voir 2.1.3) est surjective par définition des
modules de permutation. De plus b1 est injective, en eﬀet, pour tout p-groupe fini P , CBpP q et
C⇧kpP q ont la même dimension. En eﬀet, la liste trP {Qs | Q §P P u est une base de CBpP q. Et
comme krP {Qs est indécomposable comme kP -module, la liste tkrP {Qs | Q §P P u est une base
de C⇧k. D’où le résultat.
Théorème 2.2.7. [Bau13, Theorem 10, §4] Les foncteurs simples S1,C et SCpˆCp,C sont exac-
tement les facteurs de composition de Cppk sur CP et ont chacun multiplicité un.
Démonstration. Le résultat découle du lemme 2.2.6 et du lemme 1.4.14.
Proposition 2.2.8. Sur la catégorie CP, on a
impfq – SCP1,C et kerpfq – SCPCpˆCp,C
Démonstration. En restreignant le diagramme (2.1) à la catégorie CP, on obtient le diagramme
commutatif
CB b– //
b
✏✏
Cppk
f
✏✏
CRQ ◆ // CRK .
Par le lemme 2.2.6, l’application b : CB Ñ Cppk est un isomorphisme. Comme ◆ est injective
(voir 1.4.17), on obtient
kerpfq – kerpf ˝ bq “ kerp◆ ˝ bq “ kerpb : CB Ñ CRQq
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Or, b : CB Ñ CRQ induit la suite exacte courte de foncteurs
0Ñ SCPCpˆCp,C Ñ CB Ñ SCP1,C Ñ 0
sur CP (voir lemme 1.4.14). Ainsi kerpfq – SCPCpˆCp,C.
De manière similaire on a,
impfq – impf ˝ bq “ imp◆ ˝ bq – impb : CB Ñ CRQq – SCP1,C .
2.2.3 Restriction à la catégorie CCpˆp1
Soit Cpˆp1 la sous-catégorie pleine de GrB dont les objets sont les groupes de la forme P ˆQ
où P est un p-groupe et Q est un p1-groupe.
Dans ce qui suit nous allons utiliser une notion de produit tensoriel de foncteurs de bi-
ensembles adaptée à la catégorie Cpˆp1 . La définition se trouve dans [Bau13, §3].
Théorème 2.2.9. Le foncteur de bi-ensembles Cppk sur la catégorie CCpˆp1 est isomorphe au
foncteur CB bC CRk, où CB est considéré comme un foncteur sur CP et CRk comme un
foncteur sur CQ.
Démonstration. Cette démonstration est donnée dans [Bau13, Théorème 38]. La démonstration
consiste à montrer que l’application µ, définie par
µpPˆQq : CBpP q bC CRkpQq ›Ñ CppkpP ˆQq
rXs b rV s ﬁ›Ñ rkX bk V s
(pour P un p-groupe fini et Q un p1-groupe fini) est un isomorphisme de foncteurs.
Définition de l : CB bC CRk Ñ CRK
On va définir une application l : CB bC CRk Ñ CRK telle que f ˝ µ “ l, où µ est la trans-
formation naturelle dans la preuve du théorème 2.2.9. Autrement dit l est la même application
que f via l’isomorphisme µ : CB bC CRk Ñ CRK sur la catégorie CCpˆp1 .
Définition 2.2.10. On définit la transformation naturelle l : CB bC CRk Ñ CRK dans la
catégorie FunC -VectpCCpˆp1 ,C -Vectq. Soit G “ P ˆ Q P Cpˆp1 . Soit X un P -ensemble et V un
kQ-module. On pose
lG : CBpP q b CRkpQq ›Ñ CRKpGq
rXs b rV s ﬁ›Ñ rKX bK K bO fpV qs
où fpV q est la notation 1.4.16, et où G “ P ˆQ agit sur KX bK K bO fpV q via l’action de P
sur KX et l’action de Q sur K bO fpV q. Cette application est bien définie puisqu’on considère
toujours tout à isomorphisme près. L’application lG est donné par l’expression ci-dessus étendue
ensuite par C-linéarité.
Remarque 2.2.11. Jusqu’à présent, on n’a pas démontré que l est une transformation naturelle.
Ceci découle directement du lemme suivant puisque f et µ sont des transformations naturelles.
Lemme 2.2.12. Pour tout groupe fini G dans la catégorie CCpˆp1 , on a lG “ fG ˝ µG.
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Démonstration. Supposons G “ P ˆQ. Soit X un P -ensemble et V un kQ-module. De part la
définition 2.2.3, on a
fG ˝ µGprXs b rV sq “ fGprkX bk V sq “ f1G ˝ h´1G prkX bk V sq.
Par définition de hG, h´1G prkX bk V sq est un OpP ˆ Qq-module de p-permutation M tel que
M “ kX bk V . C.-à-d. M est un relèvement de kX bk V . On rappelle que par définition fpV q
est un OQ-module tel que fpV q – V . On peut alors choisir M “ OX bO fpV q. En eﬀet, on a
M “ OX bO fpV q
“ kX bk fpV q
“ kX bk V.
Donc on a
fG ˝ µGprXs b rV sq “ f1G ˝ h´1G prkX bk V sq
“ f1GprM sq
“ f1GprOX bO fpV qsq
“ rK bO pOX bO fpV qqs .
D’autre part, on a
lGprXs b rV sq “ rKX bK K bO fpV qs “ rK bO pOX bO fpV qqs .
Donc on déduit
fG ˝ µGprXs b rV sq “ lGprXs b rV sq.
Comme lG “ fG ˝ µG sur les générateurs de CBpP q b CRkpQq, les applications sont égales.
Image de f
Proposition 2.2.13. Les foncteurs impfq et implq sont égaux comme sous-foncteurs de CRK
sur la catégorie CCpˆp1 .
Démonstration. Par ce qui précède, sur la catégorie CCpˆp1 , on a le diagramme commutatif
Cppk
f // CRK
CB b CRk.
µ
–
ff
l
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Comme µ est un isomorphisme, l’image de f est égale à l’image de l.
Image de l
Dans ce paragraphe, suite à une identification de la transformation naturelle l, nous donne-
rons les facteurs de composition de implq – impfq. On considère CP la catégorie des p-groupes
(voir 1.2.11). Premièrement rappelons que SP1,C est un quotient du foncteur L
CP
1,C . Or, pour un
p-groupe P , on a
LCP1,C pP q “ HomCPp1, P q bEndCPpP q C – CBpP, 1q.
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Alors si X est un pP, 1q-bi-ensemble, on note rXs sa classe d’isomorphisme dans CBpP, 1q et
rXs son image dans le quotient SP1,CpP q.
Sur la catégorie CP, on a la suite exacte courte
0Ñ SCPCpˆCp,C Ñ CB  ›Ñ SCP1,C Ñ 0
où   est définie par
 P : CBpP q ›Ñ SCP1,C pP q
rXs ﬁ›Ñ rXs.
si P est un p-groupe et X est un P -ensemble (voir le lemme 1.4.14). On tensorise la suite exacte
courte ci-dessus avec le foncteur CRk afin d’obtenir la suite exacte courte
0Ñ SCPCpˆCp,C b CRk Ñ CB b CRk  bId›››Ñ SCP1,C b CRk Ñ 0. (2.2)
La suite (2.2) est exacte par [Bau13, Proposition 24].
Notation 2.2.14. Dans la catégorie FunC -VectpCCpˆp1 ,C -Vectq, on note j la transformation
naturelle donnée par, pour G “ P ˆQ P Cpˆp1 ,
jG : SCP1,C pP q b CRkpQq ›Ñ CRKpGq
rXs b rV s ﬁ›Ñ rKX bK K bO fpV qs
pour X un P -ensemble et V un kQ-module et où G “ P ˆQ agit sur KX bK K bO fpV q via
l’action de P sur KX et l’action de Q sur K bO fpV q.
Essentiellement, la transformation naturelle j est la retranscription de l après le passage au
quotient   : ResCGrBCP pCBq Ñ SCP1,C .
Lemme 2.2.15. La transformation naturelle j est bien définie. De plus, sur la catégorie CCpˆp1 ,
le diagramme
CB b CRk  bId //
l ''
SCP1,C b CRk
j
✏✏
CRK
(2.3)
commute.
Démonstration. On a clairement jG ˝ p  b IdqG “ lG pour tout G P Cpˆp1 . Soit u : GÑ H dans
CCpˆp1 , on veut démontrer que
pSCP1,C b CRkqpGq
pS1,CbCRkqpuq //
jG
✏✏
pSCP1,C b CRkqpHq
jH
✏✏
CRKpGq CRKpuq // CRKpHq
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commute. Soit x P pSCP1,C bCRkqpGq. Comme  b Id est surjective, il existe x1 P pCBbCRkqpGq
tel que x “ p  b IdqGpx1q. On a alors
jH ˝ pSCP1,C b CRkqpuqpxq “ jH ˝ pSCP1,C b CRkqpuq ˝ p  b IdqGpx1q
“ jH ˝ p  b IdqH ˝ pCB b CRkqpuqpx1q
“ lH ˝ pCB b CRkqpuqpx1q
“ CRKpuq ˝ lGpx1q
“ CRKpuq ˝ jG ˝ p  b IdqGpx1q
“ CRKpuq ˝ jGpxq
où on a utilisé le fait que l et   b Id sont des transformations naturelles. Le diagramme (2.3)
commute ce qui termine la preuve.
Proposition 2.2.16. Les foncteurs implq et impjq sont égaux comme sous-foncteurs de CRK
sur la catégorie CCpˆp1 .
Démonstration. Ceci découle du fait que   b Id est surjective (voir (2.2)) et que le diagramme
2.3 commute.
Corollaire 2.2.17. Les foncteurs impfq et impjq sont égaux comme sous-foncteurs de CRK sur
la catégorie CCpˆp1 .
Proposition 2.2.18. Sur CCpˆp1 , le sous-foncteur impjq de CRK est isomorphe àÀpm,pq“1 SCCpˆp1Cm,C⇠
via l’isomorphisme
  : CRK Ñ
à
pm, ⇠q
m P N
⇠ car. prim.
S
CCpˆp1
Cm,C⇠
où   est l’isomorphisme du théorème 1.4.19, restreint à la catégorie CCpˆp1 .
Avant de pouvoir démontrer la proposition, nous avons besoin de décrire j ˝  .
Lemme 2.2.19. Dans la catégorie FunC -VectpCCpˆp1 ,C -Vectq, le diagramme
SCP1,C b CRk j //
m
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CRK  – //
à
pm, ⇠q
m P N
⇠ car. prim.
S
CCpˆp1
Cm,C⇠
commute, où m est la transformation naturelle
SCP1,C b CRk –
Idbp ˝"q // SCP1,C b
˜ à
pm,pq“1
SCQCm,C⇠
¸
⌧
– //
à
pm,pq“1
´
SCP1,C b SCQCm,C⇠
¯
– ‘fm,⇠
✏✏à
pm, ⇠q
m P N
⇠ car. prim.
S
CCpˆp1
Cm,C⇠
à
pm,pq“1
S
CCpˆp1
Cm,C⇠
? _
i
oo
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où ⌧ est une application évidente, " est la transformation naturelle définie au paragraphe 1.4.15
et l’application fm,⇠ : SCP1,C bSCQCm,C⇠ Ñ S
CCpˆp1
Cm,C⇠ est l’isomorphisme du théorème [Bau13, Theorem
25].
Notation 2.2.20. [Bau13, Remark 22] Il existe un homomorphisme de C-espaces vectoriels
⇢ : CBpG,G1q bC CBpH,H 1q Ñ CBpGˆH,G1 ˆH 1q
qui devient un isomorphisme si GˆG1 et H ˆH 1 sont d’ordres premiers entre eux.
Preuve du lemme. Soit G “ P ˆQ un objet de CCpˆp1 . On a
pfm,⇠qPˆQ : SCP1,C pP q bC SCQCm,C⇠pQq Ñ S
CCpˆp1
Cm,C⇠ pP ˆQq
donné par
fm,⇠pu1 b  b u2 b wq “ ⇢pu1 b u2q b  w
pour   P C, w P C⇠, u1 P CBpP, 1q et u2 P CBpQ,Cmq. Soit T le P -ensemble trivial et V un
kQ-module. On rappelle qu’on a alors "QprV sq “ rK bO fpV qs. On suppose
 Q ˝ "QprV sq “
ÿ
pm,pq“1
ym,⇠ b wm,⇠
avec ym,⇠ b wm,⇠ P SCQCm,C⇠pQq, c.-à-d. ym,⇠ P CBpQ,Cmq et wm,⇠ P C⇠. On a alors, pour   P C,
mGprT s b  b rV sq “ iG ˝
´ÿ
fm,⇠
¯
˝ ⌧G ˝ pIdbp  ˝ "qqG
´
rT s b  b rV s
¯
“ iG ˝
´ÿ
fm,⇠
¯
˝ ⌧G
´
rT s b  b  Q ˝ "QprV sq
¯
“ iG ˝
´ÿ
fm,⇠
¯
˝ ⌧G
¨˝
rT s b  b ÿ
pm,pq“1
ym,⇠ b wm,⇠‚˛
“ iG
¨˝ ÿ
pm,pq“1
fm,⇠prT s b  b ym,⇠ b wm,⇠q‚˛
“ iG
¨˝ ÿ
pm,pq“1
⇢prT s b ym,⇠q b  wm,⇠‚˛.
Remarquons que pour U un pQ,Cmq-bi-ensemble, on a
⇢prT s b rU sq “ rT ˆ U s
où T ˆ U est vu comme pP ˆQ, 1ˆ Cmq-bi-ensemble. Or
T ˆ U – InfPˆQpPˆQq{P ˆQ U
puisque l’action de P sur T est triviale. On a donc ⇢prT s b rU sq “ rInfPˆQpPˆQq{P s ˝ rU s. Alors si
on revient au calcul précédent, on a que ⇢prT s b ym,⇠q “ rInfPˆQpPˆQq{P s ˝ ym,⇠ (par linéarité de ⇢).
Ainsi, on obtient
mGprT s b 1b rV sq “ iG
¨˝ ÿ
pm,pq“1
rInfPˆQpPˆQq{P s ˝ ym,⇠ b wm,⇠ ‚˛.
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D’autre part, on a
 G ˝ jGprT s b 1b rV sq “  GprKT bK K bO fpV qsq.
Or, puisque   est une transformation naturelle, le diagramme
CRKpQq
CRKprInfPˆQpPˆQq{P sq //
 Q
✏✏
CRKpGq
 G
✏✏à
pm, ⇠q
m P N
⇠ car. prim.
S
CCpˆp1
Cm,C⇠ pQq ‘SCCpˆp1Cm,C⇠ prInfPˆQpPˆQq{P sq
//
à
pm, ⇠q
m P N
⇠ car. prim.
S
CCpˆp1
Cm,C⇠ pGq
commute. Donc si on regarde l’image de "QprV sq “ rKbfpV qs P CRKpQq on obtient d’une part
 GprKT bK K bO fpV qsq
et d’autre part ÿ
pm,pq“1
rInfPˆQpPˆQq{P s ˝ ym,⇠ b wm,⇠
ce qui démontre bien
mG
´
rT s b 1b rV s
¯
“  G prKT bK bO b fpV qsq “  G ˝ jGprT s b 1b rV sq.
pour tout kQ-module V et T le P -ensemble trivial.
Soit à présent X un P -ensemble quelconque. On considère le pP ˆ Q,P ˆ Qq-bi-ensemble
X ˆ S où X est vu comme un pP, P q-bi-ensemble avec action de P triviale à droite et S est
le pQ,Qq-bi-ensemble trivial. Puisqu’on travaille avec des homomorphismes de foncteurs de bi-
ensembles, on a le diagramme commutatif suivant´
SCP1,C b CRk
¯
pGq S
CP
1,C bCRkpXˆSq //
 G˝jG
✏✏
´
SCP1,C b CRk
¯
pGq
 G˝jG
✏✏à
pm, ⇠q
m P N
⇠ car. prim.
S
CCpˆp1
Cm,C⇠ pGq ‘SCCpˆp1Cm,C⇠ pXˆSq
// C
à
pm, ⇠q
m P N
⇠ car. prim.
S
CCpˆp1
Cm,C⇠ pGq
(2.4)
et idem pour m.
Soit un kQ-module V et   P C. On considère l’élément rT s b  b rV s P
´
SCP1,C b CRk
¯
pP ˆQq
(ou T est toujours le P -ensemble trivial). On a alors, par définition du produit tensoriel de
foncteurs de bi-ensembles,
SCP1,C b CRkpX ˆ Sq
´
rT s b  b rV s
¯
“ rX ˆ T s b  b rV s “ rXs b  b rV s.
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Par la commutativité du diagramme (2.4) et par le paragraphe précédent, on a
mGprXs b  b rV sq “ mG
´´
SCP1,C b CRk
¯
prX ˆ Ssq
´
rT s b  b rV s
¯¯
“ÿSCCpˆp1Cm,C⇠ prX ˆ Ssq ˝mG ´rT s b  b rV s¯
“ÿSCCpˆp1Cm,C⇠ prX ˆ Ssq ˝ p  ˝ jqGprT s b  b rV sq
“ p  ˝ jqG ˝
´´
SCP1,C b CRk
¯
prX ˆ Ssq
¯´
rT s b  b rV s
¯
“ p  ˝ jqGprXs b  b rV sq.
Donc mG “  G ˝ jG sur une C-base, donc ils sont égaux. Comme ceci est vrai pour tout P et
tout Q, on a le résultat souhaité.
Preuve de la Proposition 2.2.18. On a démontré que   ˝ j “ m sur CCpˆp1 . Comme   est un
isomorphisme, impjq – imp  ˝ jq. Donc impjq – impmq via  . Or la transformation naturelle m
est injective. En eﬀet, il s’agit d’une succession d’isomorphismes suivis par une injection (notons
que la transformation Idbp  ˝ "q est un isomorphisme car le produit tensoriel de foncteurs est
exact). Donc, on a
impmq – SCP1,C b CRk –
à
pm,pq“1
S
CCpˆp1
Cm,C⇠ .
2.2.4 Résultats
Théorème 2.2.21. Sur la catégorie CGrB, l’image de f est isomorphe au foncteurà
pm,pq“1
SCGrBCm,C⇠
où m parcourt les entiers premiers à p et ⇠ est un caractère primitif.
Preuve du théorème 2.2.21. Puisque f est un morphisme de foncteurs, impfq est un sous-foncteur
de CRK sur la catégorie CGrB. Or, on a l’isomorphisme CRK –Àm SCGrBCm,C⇠ (voir le théorème
1.4.19). Donc les facteurs de composition de impfq sont aussi des facteurs de composition de CRK
(puisque c’est un sous-foncteur, voir [Web93, Proposition 3.1, p.20]). La seule possibilité pour
qu’un foncteur du type SCGrBH,V soit un facteur de composition simple de impfq est que H “ Cm
pour un entier m et V “ C⇠ pour un caractère primitif ⇠. Soit alors SCGrBCm,C⇠ un facteur de compo-
sition de impfq sur CGrB. On restreint à CCpˆp1 . Alors SCCpˆp1Cm,C⇠ “ ResCGrBCCpˆp1 pSCGrBCm,C⇠q (restriction
qui est non nulle puisque Cm P CCpˆp1) est un facteur de composition de ResCGrBCCpˆp1 pimpfqq. Or
ResCGrBCCpˆp1 pimpfqq “ impjq et donc, par la proposition 2.2.18, pm, pq “ 1. Réciproquement, comme
tout S
CCpˆp1
Cm,C⇠ pour pm, pq “ 1 est un facteur de composition de impfq sur CCpˆp1 , SCGrBCm,C⇠ est un
facteur de composition sur CGrB (voir la proposition 1.2.24).
Théorème 2.2.22. Si pm, pq “ 1, les foncteurs SCGrBCm,C⇠ sont des facteurs de composition de
Cppk.
Le résultat de ce théorème était déjà connu. En eﬀet, il s’agit du résultat [Bau13, Corollary
44, p.17]. Mon résultat et surtout sa preuve apporte cependant un nouvel élément. On ne sait
pas seulement que les simples SCGrBCm,C⇠ sont des facteurs de composition (lorsque pm, pq “ 1 et ⇠
est un caractère primitif), on sait où ils se trouvent. On a démontré dans cette section que les
simples SCGrBCm,C⇠ sont exactement dans l’image de la transformation naturelle f.
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Preuve du théorème 2.2.22. On a une transformation naturelle f : Cppk Ñ CRK avec la suite
Cppk
f›Ñ impfq Ñ 0
exacte. Donc les facteurs de composition de impfq sont des facteurs de composition de Cppk. Le
résultat découle alors du théorème 2.2.21.
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Chapitre 3
B-groupes et relations de Brauer
Ce chapitre est dédié au foncteur de Burnside. Plus précisément, on étudie l’article de Bartel
et Dokchitser "Brauer relations and finite groups" ([BD12]) avec la perspective des foncteurs de
bi-ensembles. Cet article étudie, pour tout groupe fini G, le noyau de l’application
bG : BpGq ›Ñ RQpGq
rXs ﬁ›Ñ rQXs,
c.-à-d. il détermine exactement pour quels G-ensembles, leur linéarisation est triviale. Plus pré-
cisément, l’article donne une liste complète des groupes finis pour lesquels ce noyau contient des
relations primitives. Une relation primitive est simplement une relation qui ne provient pas d’un
groupe d’ordre strictement plus petit. Dans cet article, on trouve également la description des
G-ensembles qui sont des relations primitives.
Pour faire le lien avec les foncteurs de bi-ensembles, nous allons considérer la transformation
naturelle b : B Ñ RQ induite par bG. En notant F un corps de caractéristique zéro, on peut
considérer b : FB Ñ FRQ. Les facteurs de composition du foncteur FB sont connus (voir 1.3.2)
et son décrits à l’aide des B-groupes. Seulement, il n’y a encore que peu d’informations sur les
B-groupes, la plupart se trouvant dans [Bou10, §5.5]. L’idée est donc ici d’utiliser la description
explicite de [BD12] pour décrire certains B-groupes. Dans les faits, je donne une classification
des B-groupes dont les quotients propres sont cycliques.
3.1 Résultats préliminaires
3.1.1 Des Z-modules aux espaces vectoriels
La classification des relations primitives de Bartel et Dokchitser se base sur l’application
bG : BpGq Ñ RQpGq pour tout groupe fini G. Autrement dit, ils travaillent avec des Z-modules.
C’est une des raisons qui rend leur travail remarquable, il est en général diﬃcile de décrire les
éléments de BpGq puisqu’en particulier on a des relations qui sont de torsion. Pour utiliser la
théorie des bi-ensembles, en particulier la classification des facteurs de composition de FB, on
va tout considérer sur un corps. Soit donc F un corps de caractéristique zéro.
Soit G un groupe fini. Considérons
bG : BpGq Ñ RQpGq : rXs ﬁÑ rQXs.
On note KpGq “ kerpbGq et les éléments de KpGq sont appelés des relations. La suite
0Ñ KpGq Ñ BpGq Ñ RQpGq
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est une suite exacte de Z-modules. De plus, BpGq est un Z-module libre, donc KpGq est un
Z-module libre (puisque Z est un anneau principal). On étend b à une application de F-espaces
vectoriels IdbbG : FbZ BpGq Ñ FbZ RQpGq. Il est facile de voir que FbKpGq Ñ kerpFb bGq.
On va démontrer F b KpGq “ kerpF b bGq. Le module RQpGq est un Z-module libre (comme
sous-module de RCpGq), donc impbGq est un Z-module libre. On a donc une courte suite exacte
de Z-modules libres
0Ñ KpGq Ñ BpGq Ñ impbGq Ñ 0.
Comme le terme de droite est un Z-module libre, la suite est scindée. Donc si on tensorise chaque
terme par F à gauche, on obtient toujours une suite exacte scindée
0Ñ FbZ KpGq Ñ FbZ BpGq Ñ FbZ impbGq Ñ 0.
Ceci permet de conclure
kerpIdbbGq “ FbKpGq.
Les éléments de FbKpGq sont aussi appelé des relations. On dit qu’un élément de FKpGq est
imprimitif/primitif comme dans le cas de KpGq. C.-à-d. on dit qu’une relation dans FKpGq est
imprimitive si elle est une combinaison linéaire de relations induites depuis des sous-groupes
propres ou inflationnées depuis des quotients propres de G. Une relation est primitive si elle
n’est pas imprimitive. On veut déterminer quand FKpGq a des relations primitives.
On doit donc savoir si un relation imprimitive de FKpGq provient toujours d’une relation im-
primitive de KpGq.
Remarque 3.1.1. Soit ⇠ P FKpGq une relation primitive. Alors ⇠ P FbKpGq, donc ⇠ “ ∞ni“1  ib✓i
pour ✓i P KpGq et  i P F, on peut de plus supposer  i b ✓i ‰ 0 pour tout 1 § i § n.
Si ✓i P KpGq est imprimitif, ✓i est un combinaison Z-linéaire de relations induites ou inflationnées
depuis plus bas, alors  i b ✓i est imprimitif dans FKpGq. Donc si pour tout 1 § i § n, ✓i et
imprimitif, on aurait que ⇠ est imprimitif. Ainsi, il existe 1 § j § n tel que ✓j est primitif.
Donc ✓j P KpGq pour un des groupes G de [BD12, Theorem A]. Donc si FKpGq a une relation
primitive, KpGq a une relation primitive. De plus, si un élément ✓ P KpGq est de torsion,
 b ✓ “ 0 dans FKpGq pour tout   P F. Donc ⇠ ne peut être primitif que si KpGq a des relations
primitives sans torsion. Donc, si FKpGq a une relation primitive, KpGq a une relation primitive
sans torsion.
Notation 3.1.2. On note PrimpGq le quotient de KpGq par le sous-groupes des relations im-
primitives. De manière similaire, on note FPrimpGq le quotient de FKpGq par le sous-espace
engendré par les relations imprimitives.
3.1.2 Idempotents comme relations
Pour G un groupe fini et H un sous-groupe de G on note eGH l’idempotent de BpGq indexé
par H. On trouve dans [Bou10, §3.3, p. 749] la définition précise de eGH . On utilisera également
[Bou10, Theorem 5.2.4, p. 77] pour les calculs.
Lemme 3.1.3. Si G est un groupe non-cyclique, eGG P FKpGq. C.-à-d. eGG est une relation.
De plus, si G est cyclique, G n’a pas de relation non-nulle. Autrement dit, pour un groupe fini
G, eGG est relation si et seulement si G est non-cyclique.
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Démonstration. On considère le diagramme
FBpGq //
Fb'G
✏✏
±
H §G G
Hcyclique
FBpHq
±
kb'H
✏✏
FRQpGq //± H §G G
Hcyclique
FRQpHq
où on dénote H §G G les sous-groupes H de G à conjugaison près et où les applications horizon-
tales sont les produits des applications de restriction. Le diagramme commute car les applications
' sont des transformations naturelles de foncteurs de bi-ensembles. L’application horizontale du
bas est injective par la théorie des caractères. A présent, on considère eGG P FBpGq. Comme G
n’est pas cyclique, si H § G est cyclique, H ‰ G. Cela implique ResGHpeGGq “ 0 (voir [Bou00]
ou [Bou10, Theorem 5.2.4, p. 77]). Donc l’image de eGG dans
±
FRQpHq est nulle. Ainsi, par
l’injectivité de l’application horizontale Fb 'GpeGGq “ 0. D’où eGG est une relation.
Soit C un groupe cyclique. Alors FBpCq à pour base les sous-groupes de C à conjugaison
près. On sait que FRQpCq a pour base les classes d’isomorphisme de QC-modules simples. Par le
théorème d’Artin (en particulier [Ser78, Corolaire 1, §13.1]), le nombre de classes d’isomorphisme
de QC-modules simples est égal au nombre de classes de conjugaison de sous-groupes cycliques
de C, donc au nombre de classes de conjugaison de sous-groupes de C. Donc FBpCq et FRQpCq
ont la même dimension sur F. A nouveau à l’aide du théorème d’Artin (plus précisément [Ser78,
Théorème 30, §13.1]), l’application IdFbbG est surjective (puisque tout caractère rationnel est
de la forme IndCC1p11Cq pour C 1 un sous-groupe de C). Il n’y a donc pas d’autre possibilité que
FKpCq “ 0.
La partie de ce lemme sur les groupes cycliques est aussi vraie dans le contexte de Bartel et
Dokchitser, c.-à-d. KpCq “ 0 lorsque C est un groupe cyclique (voir [BD12, Example 2.2, p.7]).
3.2 Résultat principal
3.2.1 Théorème principal
Théorème 3.2.1. Soit G un groupe fini. Les conditions suivantes sont équivalentes :
1. FPrimpGq – F,
2. FPrimpGq ‰ 0,
3. eGG est une relation primitive,
4. G est non-cyclique et tous ses quotients propres sont cycliques,
5. G est un B-groupe non-trivial, dont tous les quotients propres sont cycliques,
6. G est une extension 1 Ñ Sd Ñ G Ñ Q Ñ 1 avec Q cyclique, d • 1, S simple, où
l’application naturelle est une inclusion Q ãÑ OutpSdq et où de plus l’une des conditions
suivantes est satisfaite :
(a) S est non-cyclique et Sd n’a pas de sous-groupes propres normaux non triviaux dans G.
(b) Sd “ Cl ˆ Cl et Q “ 1 pour l un nombre premier, c.-à-d. G – Cl ˆ Cl.
(c) S “ Cl pour l un nombre premier, l - |Q| (c.-à-d. G – pClqd ¸Q) et Q agit irréduc-
tiblement sur le Fl-espace vectoriel pClqd par conjugaison.
Pour la preuve du théorème, nous avons besoin de plusieurs résultats intermédiaires.
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3.2.2 Contribution au foncteur de Burnside d’un groupe avec relation pri-
mitive
Proposition 3.2.2. Soit G un groupe fini tel que FPrimpGq soit non-trivial. Alors G est un
B-groupe et de plus eGG engendre FPrimpGq.
Notation 3.2.3. [Bou10, Notation 5.4.2, p.84] SoitG un groupe fini. On note eG le sous-foncteur
de FB engendré par eGG P FBpGq.
Démonstration. Soit G tel que FPrimpGq ‰ 0. Soit ✓ P FKpGq primitif avec ✓ ‰ 0.
Notons T le sous-foncteur de FB engendré par ✓ (vu comme élément de FBpGq). C’est-à-dire
T pHq :“ BpH,Gqp✓q pour tout groupe fini H (voir [Bou10, Remarque 3.2.9]). Par la preuve de
[Bou10, Theorem 5.4.14], on obtient
T “ ÿ
R B-groupe sur F
eR Ñ T
R à iso près
eR.
Notons que dans cette somme, R ‰ 1. En eﬀet, si R “ 1 on aurait eR “ e1 “ FB. Mais alors,
on a T “ FB, c.-à-d. FBpGq✓ “ FBpGq. Mais ceci est impossible car dans ce cas on aurait que
tout élément de FBpGq est une relation. En eﬀet, pour H § G, on a
G{H ¨ ✓ “ IndGHResGHp✓q
(voir [Bou00, Proposition 3.1.3, p.747]) qui est une relation puisque ✓ est une relation. Ainsi
FBpGq ¨ ✓ ne contient que des relations, donc FBpGq aussi. Mais cela est impossible puisque
1G P FBpGq n’est jamais une relation.
Donc, on a
FBpGq✓ “ T pGq “ ÿ
R...
eRpGq “
ÿ
R...
BpG,RqeRR.
Or, puisque ✓ P FBpGq “ T pGq, on peut écrire
✓ “ ÿ
R...
ÿ
uPBpG,Rq
↵uue
R
R
pour ↵u P F et sans perte de généralité, on peut supposer
u “ IndinfGS{T ˆ Isopfq ˆDefresRA{B.
Comme les groupes R sont des B-groupes, dès que |A{B| † |R|, on a DefresRA{BpeRRq “ 0 (voir
[Bou10, Proposition 5.4.5, p.84]). On peut donc supposer u “ IndinfGS{T ˆIsopfq où f : RÑ S{T
est un isomorphisme de groupes. Donc, on a
✓ “ ÿ
R...
ÿ
uPBpG,Rq
↵uIndinfGS{T ˆ Isopfq
`
eRR
˘
(3.1)
“ ÿ
R...
ÿ
uPBpG,Rq
↵uIndinfGS{T
´
eS{TS{T
¯
(3.2)
Notons que puisque R ‰ 1 pour les R apparaissant dans la somme, comme R est un B-groupe,
R est non-cyclique. Donc, par le lemme 3.1.3, eRR P FKpRq, c.-à-d. eRR est une relation. Si on n’a
que des inflations ou inductions non-triviales dans la somme (3.1) ✓ est une combinaison linéaire
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de relations induites ou inflationnées depuis plus bas, donc cela contredit la primitivité de ✓.
Donc il existe un R pour lequel R – S{T “ G. Puisque R est un B-groupe, G aussi. Alors, on a
✓ “ ceGG `
ÿ
R,|R|†|G|
ÿ
S,T,S{T–R
↵S,T IndinfGS{T e
S{T
S{T
pour c P Fzt0u et certains ↵S,T P F. Donc ✓ “ ceGG modulo des relations imprimitives. Ainsi eGG
engendre FPrimpGq.
3.2.3 B-groupes et relations primitives
Lemme 3.2.4. Soit G un groupe fini. Supposons qu’il existe N un sous-groupe normal non-
trivial de G tel que G{N soit un groupe non-cyclique. Alors eGG est imprimitif.
Démonstration. On utilise [Bou10, Theorem 5.2.4] pour calculer les inductions et inflations des
idempotents de l’anneau de Burnside. Tout d’abord, on a
InfGG{N peG{NG{N q “
ÿ
X §G G
XN “ G
eGX “ eGG `
ÿ
X §G G
XN “ G
X ‰ G
eGX .
De plus, pour X § G, on a
IndGXpeXXq “ |NGpXq||X| e
G
X .
Ainsi, on obtient
eGG “ InfGG{N peG{NG{N q ´
ÿ
X §G G
XN “ G
X ‰ G
|X|
|NGpXq| Ind
G
XpeXXq.
On a que N ‰ 1 et X ‰ G, donc l’écriture ci-dessus est une écriture avec une "vraie" inflation et
des "vraies" inductions. De plus, comme G{N est non-cyclique, eG{NG{N est une relation (voir 3.1.3).
Finalement, il reste à remarquer que X n’est pas cyclique pour obtenir que eXX est une relation.
Par l’absurde, supposons que X soit cyclique, alors on aurait que X{X XN est cyclique. Mais
G{N “ XN{N – X{X XN ce qui contredit l’hypothèse sur N . Donc X est non cyclique et eXX
est une relation. Par conséquent, eGG est une somme d’inductions et d’inflations (non-triviales)
de relations, c.-à-d. eGG est une relation imprimitive.
Lemme 3.2.5. Soit G un groupe fini pour lequel eGG est une relation imprimitive. Alors G a un
quotient non-trivial non-cyclique.
Démonstration. Si eGG est une relation imprimitive, on peut écrire
eGG “
mÿ
j“1
IndinfGAj{Bj p✓jq
pour ✓j P FKpAj{Bjq et |Aj{Bj | † |G|. Si ✓j est une relation imprimitive, elle est induite ou
inflationnée depuis un groupe d’ordre plus petit, on peut donc la remplacer par une relation
imprimitive en modifiant l’induction et l’inflation. Par ailleurs, si ✓j est primitive, ✓j “  jeAj{BjAj{Bj
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modulo des relations imprimitives, pour  j P F (voir Proposition 3.2.2). Sans perte de généralité,
on peut donc supposer
eGG “
rÿ
i“1
 iIndinfGDi{CipeDi{CiDi{Ciq (3.3)
avec  i P Fzt0u, eDi{CiDi{Ci une relation primitive et |Di{Ci| † |G|. Comme e
Di{Ci
Di{Ci est une relation
Di{Ci est non-cyclique (voir lemme 3.1.3), et comme eDi{CiDi{Ci est primitive, Di{Ci est un B-groupe.
Par (3.3), en appliquant les formules de [Bou10, Theorem 5.2.4] on obtient
eGG “
rÿ
i“1
ÿ
RiCi “ Di
Ri §Di Di
 i
|NGpRiq|
|NDipRiq|e
G
Ri . (3.4)
Comme teGT | T §G Gu est une F-base de FBpGq on doit avoir au moins un cas où Ri “ G, et
donc Di “ RiCi “ G. Sans perte de généralité, on suppose que ceci arrive pour i “ 1. L’équation
(3.3) devient
eGG “  1InfGG{C1peG{C1G{C1q `
rÿ
i“2
 iIndinfGDi{CipeDi{CiDi{Ciq.
Par le lemme 3.1.3, puisque eG{C1G{C1 est une relation, G{C1 est non-cyclique. De plus, on ne peut
pas avoir C1 “ 1 car alors cela contredirait |G{C1| † |G|. Et on ne peut pas avoir G “ 1 car
alors G{C1 “ 1 serait cyclique. D’où le résultat.
3.2.4 Théorème d’Artin et quotients cycliques
On présente ici les résultats de [BD12] dans notre contexte. Les résultats ci-dessous sont
en fait essentiellement une simplification ou une reformulation des résultats de [BD12]. Leurs
résultats donnent une classification des relations primitives dans KpGq, ici on donne une classi-
fication des relations primitives dans FKpGq. Les preuves présentées ci-dessous sont plus faciles
que celles de [BD12] puisque tout est linéarisé par F. En eﬀet la processus de tensorisation par
F annule toutes les relations primitives de torsion. Dans les faits, les preuves sont tout de même
très similaires à celles de [BD12].
Théorème 3.2.6 (Théorème d’Artin). Soit G un groupe fini. Soit   un caractère rationnel de G.
Alors   “ ∞ aH|NGpHq:H| IndGHp1Hq, où H parcourt les sous-groupes cycliques de G et aH P Z, où
1H désigne le caractère trivial pour H.
Démonstration. Voir [Isa76, Theorem 5.21, p.72].
Théorème 3.2.7. Soit F un corps de caractéristique zéro. Soit G un groupe fini. Il existe une
relation de Brauer (c.-à-d. un élément de FKpGq) de la forme 1G ´∞H nHG{H où la somme
parcourt les sous-groupes cycliques de G et nH P Q Ñ F, où 1G désigne ici le G-ensemble trivial.
Démonstration. Par le théorème d’Artin (3.2.6), il existe aH P Z tels que
1G “
ÿ
H
aH
|NGpHq : H| Ind
G
Hp1Hq.
Alors, dans l’anneau FRQpGq, on a
rQs ´ÿ
H
aH
|NGpHq : H| rQrG{Hss “ 0.
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où on voit aH|NGpHq:H| P Q comme un élément de F. Ainsi
1G ´
ÿ
H
aH
|NGpHq : H|G{H P FKpGq.
Lemme 3.2.8. Soit G un groupe fini et soit ⌦ une relation pour G (c.-à-d. ⌦ P FKpGq). Alors
le F-espace vectoriel I engendré par les relations imprimitives et ⌦ est un idéal de l’anneau de
Burnside FBpGq.
Démonstration. Soit ✓ une relation quelconque pour G. Alors
G{H ¨ ✓ “ IndGHResGHp✓q
(voir [Bou00, Proposition 3.1.3, p.747]). Donc pour H ‰ G, G{H ¨ ✓ est toujours une relation
imprimitive, c.-à-d. G{H ¨ ✓ P I. Pour H “ G, 1G ¨ ✓ “ ✓. Donc pour ✓ imprimitif, la relation
1G ¨ ✓ “ ✓ est imprimitive, c.-à-d. est un élément de I. Et pour ⌦, on a 1G ¨ ⌦ “ ⌦ P I.
Comme trG{H | H §G Gsu est une F-base de FBpGq, on a bien démontré que I est un idéal de
FBpGq.
Théorème 3.2.9. Soit G un groupe non-cyclique, alors
1. FPrimpGq – F si tous les quotients propres de G sont cycliques,
2. FPrimpGq “ 0 sinon.
Exemple 3.2.10. Les groupes cycliques n’ont pas de relations non nulles (voir lemme 3.1.3).
Démonstration du théorème. Par le théorème 3.2.7, G a une relation de la forme
⌦ “ 1G ´
ÿ
H‰G
nHG{H
oùH parcourt les sous-groupes cycliques de G et nH P F. De plus,H ‰ G car G est non-cyclique.
Considérons le le F-espace vectoriel I engendré par ⌦ et les relations imprimitives. Par le lemme
3.2.8, on sait que I est un idéal de FBpGq. Nous savons déjà que I Ñ FKpGq et nous allons
démontrer que FKpGq Ñ I. On aura ainsi I “ FKpGq. Cela nous permettra de dire que si ⌦ est
primitive, FPrimpGq est engendré par ⌦ et est de dimension un, par contre, si ⌦ est imprimitive,
on aura FPrimpGq “ 0 (puisque I est engendré par les relations imprimitives et ⌦). Soit ✓ une
relation quelconque. On veut démontrer que ✓ P I. On a ✓ “ ⌦ ¨✓`p✓´⌦ ¨✓q et ⌦ ¨✓ P I puisque
I est un idéal. De plus,
⌦ ¨ ✓ “ 1G ¨ ✓ ´
ÿ
H‰G
G{H ¨ ✓
donc
✓ ´ ⌦ ¨ ✓ “ ÿ
H‰G
nHpG{H ¨ ✓q
Comme G{H ¨ ✓ “ IndGHResGHp✓q (voir [Bou00, Proposition 3.1.3, p.747]) est une relation im-
primitive pour H ‰ G, ✓ ´ ⌦ ¨ ✓ est imprimitive. Par définition de I, ✓ ´ ⌦ ¨ ✓ P I, donc on a
✓ “ ⌦ ¨ ✓ ` p✓ ´ ⌦ ¨ ✓q P I.
On sait donc maintenant que FKpGq “ I et que puisque I est engendré par les relations im-
primitives et ⌦, FPrimpGq dépend de la primitivité de ⌦. On va donc séparer les cas où ⌦ est
primitive et imprimitive. Premièrement, si tous les quotients propres de G sont cycliques on ne
peut pas avoir ⌦ imprimitive. En eﬀet, si on suppose ⌦ imprimitive, puisque 1G apparait dans ⌦,
⌦ ne peut pas être une somme uniquement d’inductions depuis des sous-groupes propres, donc ⌦
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est une somme dont au moins un terme est l’inflation d’une relation depuis un quotient propre.
Mais tous les quotients propres de G sont cycliques et n’ont donc pas de relations non nulles
(voir lemme 3.1.3). Ce qui est une contradiction et onc ⌦ est primitive. Dans ce cas, puisque
I “ FKpGq, toute relation primitive est de la forme  ⌦ ` ✓1 pour ✓1 imprimive et   P Fzt0u.
Alors FPrimpGq – F.
Dans le cas contraire, il existe 1 ‰ N ‰ G normal dans G tel que G{N ne soit pas cyclique. On
va montrer que ⌦ est imprimitive. On applique le théorème 3.2.7 à G{N , et on obtient que G{N
a une relation de la forme
1G{N ´
ÿ
K{N ‰ G{N
K{Ncyclique
mK{N G{N{K{N.
pour mK{N P F. On note ⌦1 P FK pG{Nq la relation ci-dessus. Ensuite, on considère l’inflation
de ⌦1, et on obtient
InfGG{N p⌦1q “ InfGG{N p1G{N q ´
ÿ
K{N ‰ G{N
K{Ncyclique
mK{N InfGG{N
´
G{N{K{N
¯
“ 1G ´
ÿ
N § K † G
K{Ncyclique
mK{N G{K.
Ainsi, on a
⌦´ InfGG{N p⌦1q “ 1G ´
ÿ
H‰G
nH G{H ´ 1G `
ÿ
N § K † G
K{Ncyclique
mK{N G{K
“ ÿ
J‰G
rJG{J,
pour certains rJ P Z et J parcourant les sous-groupes propres de G. Mais alors
⌦´ InfGG{N p⌦1q “
ÿ
J‰G
rJ IndGJ p1Jq,
et donc
⌦ “ InfGG{N p⌦1q `
ÿ
J‰G
rJ IndGJ p1Jq,
Ainsi ⌦ est une relation imprimitive et I est simplement l’idéal engendré par les relations impri-
mitives. Puisque I “ FKpGq toutes les relations pour G sont imprimitives et FPrimpGq “ 0.
Théorème 3.2.11. Pour G un groupe fini non cyclique, les conditions suivantes sont équiva-
lentes :
1. Tous les quotients propres de G sont cycliques.
2. G est une extension 1 Ñ Sd Ñ GÑ QÑ 1 avec d • 1 avec d • 1, S simple, Q cyclique,
l’application canonique Q Ñ OutpSdq est injective et Sd ne contient pas de sous-groupes
propres non-triviaux normaux dans G.
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Démonstration. 1.ñ2. Puisque tous les quotients propres de G sont cycliques, par le théorème
3.2.9, IF PrimpGq ‰ 0. On choisit un sous-groupe normal minimal dans G qui est donc de
la forme Sd avec S simple et d • 1. On obtient alors une courte suite exacte
1Ñ Sd Ñ GÑ QÑ 1.
L’application Sd Ñ G étant l’inclusion. Comme Q est isomorphe à un quotient de G, par
le théorème 3.2.9, Q est cyclique.
Cas A Supposons que S ne soit pas cyclique et considérons c : G Ñ AutpSdq l’homo-
morphisme induit par l’action de conjugaison de G sur Sd. Notons que ZpSdq “ 1
(puisque Sd n’a pas de sous-groupes caractéristiques et Sd n’est pas abélien). Alors
kerpcq X Sd “ 1. Si kerpcq ‰ 1, alors
G{kerpcq • Sd kerpcq{kerpcq – Sd{Sd X kerpcq “ Sd
est non-cyclique. Ce qui contredit le théorème 3.2.9. Donc kerpcq “ 1 etG ãÑ AutpSdq,
alors on a également G{Sd ãÑ AutpSdq{InnpSdq et on peut conclure Q ãÑ OutpSdq.
Finalement, supposons que Sd contienne un sous-groupe propre N normal dans G.
Puisque N est un sous-groupe propre de Sd, on doit avoir N “ Sa avec 1 § a † d
(puisque S est simple non abélien). Alors
Sd´a – Sd{N § G{N.
Or, Sd´a n’est pas cyclique puisque d ´ a • 1, donc G{N n’est pas cyclique. Mais
ceci contredit le théorème 3.2.9. Par conséquent, Sd ne contient pas de sous-groupes
propres non-triviaux normaux dans G.
Cas B Supposons que S soit cyclique. Dans ce cas G est résoluble et la preuve se trouve
dans la preuve du théorème 3.2.12.
2.ñ1. Supposons que G soit une extension de la forme 1 Ñ Sd Ñ G Ñ Q Ñ 1 avec d • 1,
S simple, Q cyclique et Q ãÑ OutpSdq. Supposons également que Sd ne contienne aucun
sous-groupe propre qui soit normal dans G.
Cas A Supposons de plus que S un groupe simple non-cyclique. Soit N un sous-groupe
normal de G (avec N ‰ 1). Comme Sd ú G, on a N XSd ú G. Par hypothèse sur les
sous-groupes de Sd, on a soit N X Sd “ 1, soit N X Sd “ Sd. Si N X Sd “ 1, alors
comme N et Sd sont des sous-groupes normaux de G, N et Sd commutent. Donc
l’action de N sur Sd par conjugaison est triviale. Or on a
N “ N{N X Sd – NSd{Sd § G{Sd “ Q.
Puisqu’on a supposé que l’action par conjugaison de Q sur Sd induit une injection
Q ãÑ OutpSdq. Cela contredit N ‰ 1. Donc ce cas est impossible et on a NXSd “ Sd,
c.-à-d. Sd Ñ N . Donc G{N est un quotient de G{Sd “ Q qui est cyclique. Ainsi G{N
est cyclique. Comme ceci est vrai pour tous les sous-groupes normaux non-triviaux
de G, tous les quotients propres de G sont cycliques.
Cas B Supposons que S soit cyclique. Dans ce cas G est résoluble et la preuve se trouve
dans la preuve du théorème 3.2.12.
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3.2.5 Groupes résolubles
Théorème 3.2.12. Soit G un groupe fini résoluble non-cyclique. Les conditions suivantes sont
équivalentes :
1. Tous les quotients propres de G sont cycliques.
2. Le groupe G est de la forme
(a) Cl ˆ Cl pour l un nombre premier, ou
(b) pClqd¸Q où l est un nombre premier, d • 1, l - |Q|, Q est cyclique et agit fidèlement
et irréductiblement sur le Fl-espace vectoriel pClqd par conjugaison où Fl est le corps
fini à l éléments.
Démonstration. On suppose d’abord que tous les quotients propres de G sont cycliques. Par le
théorème 3.2.9, on a alors FPrimpGq “ F. Par la proposition 3.2.2, remarquons que G est un
B-groupe. Comme G est résoluble et FPrimpGq ‰ 0, par le théorème 3.2.11, G est une extension
de la forme
1Ñ Sd Ñ GÑ QÑ 1 (3.5)
pour d • 1, Q cyclique. Comme G est résoluble, S doit être abélien. Puisque S est simple, on
peut supposer S “ Cl pour l un nombre premier. Si Q “ 1, on a alors G – pClqd. Comme G est
un B-groupe et G est un l-groupe, on doit avoir G – Cl ˆ Cl (c.-à-d. d “ 2).
Supposons donc Q ‰ 1. On noteW “ pClqd et on considère l’action de Q surW par conjugaison.
CAS A On suppose l - |Q|.
Par le théorème de Schur-Zassenhaus (voir [Rot94]), la suite 3.5 est scindée et G “W ¸Q
(à isomorphisme près, mais on suppose égalité). On identifie alors Q à un sous-groupe
de G. On note N le noyau de l’action de Q sur W . On a que N est normal dans G
puisque N est normal dans Q et agit trivialement sur W par conjugaison. Par l’absurde,
supposons N ‰ 1. Par le théorème 3.2.9, G{N est cyclique (puisque FPrimpGq ‰ 0). Or,
G{N –W¸Q{N , mais G{N est cyclique et donc Q{N ú G{N . Ainsi, on a G{N –WˆQ{N .
Par conséquent, Q{N et W commutent et donc Q{N agit trivialement sur W . Mais par
hypothèse, N est le noyau de l’action. Donc Q{N “ 1 ou autrement dit Q “ N . Donc
Q ú G, d’où G “ W ˆ Q est abélien. En particulier, G est nilpotent. Comme c’est un
B-groupe il est alors de la forme Cn ˆ Cn pour n un entier sans facteurs carrés. Mais
G “W ˆQ “ pClqd ˆCr pour l - r (puisque Q est cyclique et on a supposé l - |Q|). Donc
on a une contradiction.
Par conséquent, on aN “ 1. A présent, supposons par l’absurde que Q agit réductiblement.
On regarde W comme un Fl-espace vectoriel. Comme l - |Q|, le FlQ-module W est semi-
simple. Donc W “ ‘ni“1Vi pour Vi des FlQ-modules simples. Comme Vi est normal dans
W (puisque W est abélien) et stable pour l’action de Q par conjugaison, Vi est normal
dans G. De même V2 ‘ . . . ‘ Vn est normal dans G. Comme Q ‰ 1 et Q agit fidèlement
sur W , Q agit non trivialement sur au moins un des Vi, supposons qu’il s’agisse de V1.
Considérons U “ G{V2 ‘ . . .‘ Vn, alors U – V1 ¸ Q. De plus comme U est un quotient
de G, U est cyclique. Ainsi Q est normal dans U et on obtient U “ V1 ˆ Q. Mais alors
Q et V1 commutent ce qui est une contradiction avec le fait que l’action de Q sur V1 est
non-triviale. Donc Q agit irréductiblement sur W “ pClqd.
CAS B On suppose l | |Q|.
Soit S un l-sous-groupe de Sylow de Q “ G{W . Alors S est cyclique puisque Q est cyclique
et S est normal dans Q. On note S le sous-groupe normal de G contenant W tel que
S{W “ S. On obtient alors la suite exacte
1Ñ S Ñ GÑ rQÑ 1 (3.6)
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où rQ “ G{S – Q{S. On a |S| “ |W | ¨ |S|, qui est une puissance de l. De plus, comme S est
un l-sous-groupe de Sylow de Q, rQ n’a plus de facteur l. Par Schur-Zassenhaus, la suite
ci-dessus est scindée et on a donc G – S ¸ rQ. Notons que rQ est cyclique puisque c’est le
quotient d’un groupe cyclique.
On note  pSq le sous-groupe de Frattini de S (voir [Rot94]).
Cas 1 Supposons que  pSq ‰ 1. Par le théorème 3.2.9, G{ pSq est cyclique. Alors le
groupe S{ pSq § G{ pSq est cyclique. Alors, comme S est un l-groupe, S est cyclique.
Comme G{ pSq est cyclique, G{ pSq – S{ pSq ¸ rQ “ S{ pSq ˆ rQ. Donc rQ agit
trivialement sur S{ pSq. Par le théorème de Burnside ([Gor07, Theorem 1.4, p.174]),rQ agit aussi trivialement sur S. Par conséquent G “ Sˆ rQ est abélien comme produit
de groupes cycliques. Donc G donc nilpotent. Mais comme S est un l-groupe cyclique
et rQ est cyclique d’ordre premier à l, ceci est impossible car G est aussi un B-groupe.
Cas 2 Supposons que  pSq “ 1. Alors on a S “ pClqm (voir [Rot94, Theorem 5.48,
p.123]). Notons que rQ est cyclique avec l - | rQ|. On peut donc se ramener au cas
A.
Supposons à présent que G “ Cl ˆ Cl pour l un nombre premier. Il est alors évident que
tous les quotients propres de G sont cycliques. On suppose maintenant G “ pClqd ¸ Q pour l
un nombre premier, Q agissant fidèlement et irréductiblement sur W “ pClqd (par conjugaison),
l - |Q| et Q cyclique. On va montrer que tous les quotients propres de G sont cycliques. Soit N
un sous-groupe normal non-trivial de G. Alors W XN est normal dans G puisque W est normal
dans G. Alors W X N est un sous-Q-module de W . Mais W est un FlQ-module irréductible,
on a donc deux possibilités, soit N XW “ W , soit N XW “ 1. Dans le second cas, N et W
commutent mais on a aussi N “ N{N XW – NW {W § G{W – Q et Q agit fidèlement sur W .
Donc ce cas est impossible puisque N est non-trivial. Dans le premier cas, où N XW “ W , on
a W Ñ N est G{N est un quotient de G{W – Q et est donc cyclique.
3.2.6 Preuve du théorème principal
Théorème 3.2.13. Soit G un groupe fini. Les conditions suivantes sont équivalentes :
1. FPrimpGq – F,
2. FPrimpGq ‰ 0,
3. eGG est une relation primitive,
4. G est non-cyclique et tous ses quotients propres sont cycliques,
5. G est un B-groupe non-trivial, dont tous les quotients propres sont cycliques,
6. G est une extension 1 Ñ Sd Ñ G Ñ Q Ñ 1 avec Q cyclique, d • 1, S simple, où
l’application naturelle Q ãÑ OutpSdq est une inclusion et où de plus l’une des conditions
suivantes est satisfaite :
(a) S est non-cyclique et Sd n’a pas de sous-groupes propres normaux non triviaux dans G.
(b) Sd “ Cl ˆ Cl et Q “ 1 pour l un nombre premier, c.-à-d. G – Cl ˆ Cl.
(c) S “ Cl pour l un nombre premier, l - |Q| (c.-à-d. G – pClqd ¸Q) et Q agit irréduc-
tiblement sur le Fl-espace vectoriel pClqd par conjugaison.
Démonstration. 2.ñ 1. Comme FPrimpGq ‰ 0, G n’est pas cyclique, et on peut donc appliquer
le théorème 3.2.9.
1.ñ 3. Par la proposition 3.2.2, eGG engendre FPrimpGq. Donc en particulier, eGG est une relation
primitive.
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3.ñ 2. Trivial.
4.ñ 1. Découle du théorème 3.2.9.
1.ñ 5. Le groupe G est un B-groupe par la proposition 3.2.2. De plus, on sait que eGG engendre
FPrimpGq. Par le lemme 3.2.4, tous les quotients propres sont cycliques car dans le cas
contraire eGG serait imprimitif (et FPrimpGq “ 0)
5.ñ 4. Découle du fait qu’un B-groupe non-trivial ne peut pas être cyclique.
2.ñ 4. Comme FPrimpGq ‰ 0, G n’est pas cyclique. Le résultat découle du théorème 3.2.9.
4.ñ 6. Découle des théorèmes 3.2.11 et 3.2.12.
6.ñ 4. Découle des théorèmes 3.2.11 et 3.2.12.
Deuxième partie
Adjonctions entre catégories de
foncteurs et applications

Chapitre 4
Adjonctions entre catégories de
foncteurs
Ce chapitre est une application de la théorie des catégories. Les résultats de ce chapitre
pourraient avoir des implications dans divers cas d’application de la théorie des catégories. Mais
la première motivation provient de la théorie des foncteurs de bi-ensembles.
On note p un nombre premier.
Soit C p-lgGrB la catégorie dont les objets sont les groupes finis et dont les morphismes sont les
bi-ensembles sans inflations excepté depuis des sous-groupes normaux d’ordre p1 (voir la notation
1.2.11 pour une description plus détaillée). Il existe un foncteur oubli naturel
⌦ : FunC -VectpCGrB,C -Vectq Ñ FunC -VectpC p-lgGrB,C -Vectq
qui est induit par l’inclusion ✓ : C p-lgGrB Ñ CGrB. L’objectif est de savoir si le foncteur ⌦ a
un foncteur adjoint ' : FunC -VectpC p-lgGrB,C -Vectq Ñ FunC -VectpCGrB,C -Vectq.
La motivation vient ici du fait que FunC -VectpC p-lgGrB,C -Vectq contient en particulier le fonc-
teur CProjk (voir la section 1.4.2). En eﬀet, pour k un corps de caractéristique p, CProjk n’est
pas un foncteur de bi-ensembles car il ne sait faire des inflations que depuis des sous-groupes
normaux d’ordre p1. Si on connait ', on peut alors s’intéresser à 'pCProjkq qui lui est un fonc-
teur de bi-ensembles. L’idée est ensuite de comparer ce foncteur avec Cppk, puisqu’on sait que
pour un groupe fini G, les kG-modules indécomposables de p-permutation sont déterminés par
les modules indécomposables projectifs pour NGpP q{P lorsque P parcourt les p-sous-groupes de
G (voir la section 2.1.3).
Cette question est le point de départ de ce chapitre même s’il est en fait beaucoup plus
général. Le paragraphe 4.1 donne par exemple une formule pour les extensions de Kan (voir
[Bor94a, §3.7]) dans un cas où les catégories sont enrichies. Ceci s’applique directement aux
foncteurs de bi-ensembles, mais pourrait avoir d’autres applications.
4.0.7 Situation
Soit R un anneau unitaire. On note R -Mod la catégorie des R-modules.
Soient C et D deux petites catégories enrichies sur R -Mod. Soit ✓ : C Ñ D un foncteur enrichi
sur R -Mod. Alors, puisque c’est un foncteur enrichi, ✓ induit un foncteur
✓˚ : FunR -ModpD , R -Modq ›Ñ FunR -ModpC , R -Modq
F ﬁ›Ñ F ˝ ✓.
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On définit ✓˚ sur les transformations naturelles comme suit, pour   : F ñ J un morphisme de
FunR -ModpD , R -Modq, on pose ✓˚p qC “  ✓pCq. Notons qu’il est trivial de vérifier que ✓˚ est un
foncteur.
Maintenant, on voudrait définir un foncteur
FunR -ModpC , R -Modq Ñ FunR -ModpD , R -Modq
qui soit l’adjoint à gauche de ✓˚.
Remarquons que si nous traitions le cas sans enrichissement, la solution à ce problème est connue.
Il suﬃt de considérer l’extension de Kan à gauche le long de ✓ (voir [Bor94a, §3.7]). Pour le cas
enrichi, il existe aussi une solution générale à ce problème provenant de la théorie des catégories
(voir [Bor94b, Theorem 6.7.7, p. 344]). Cependant, la formule générale est diﬃcile à calculer
dans des cas particuliers. Notre cas est très particulier puisque les foncteurs considérés sont à
valeur dans la catégorie sur laquelle on enrichit et l’enrichissement est sur une catégorie très
"simple". C’est pour cela qu’on proposera ici une approche directe avec une formule explicite
pour les adjoints de ✓˚.
4.1 Adjoint à gauche
On va définir, dans ce paragraphe,
' : FunR -ModpC , R -Modq Ñ FunR -ModpD , R -Modq
un adjoint à gauche de ✓˚.
4.1.1 Le foncteur ' sur les objets
Pour F P FunR -ModpC , R -Modq, on va définir 'pF q P FunR -ModpD , R -Modq.
Le foncteur 'pF q sur les objets
Définition 4.1.1. Pour un objet D P D , on définit la catégorie ED comme étant la catégorie
dont les objets sont les paires pC, aq pour C P C et a P HomDp✓pCq, Dq. Un morphisme dans
ED, f : pC, aq Ñ pC 1, a1q est la donnée d’un morphisme f : C Ñ C 1 dans C tel que
✓pCq a
""
✓pfq
✏✏
D
✓pC 1q a1
==
commute. La composition d’applications est induite par celle de C .
Remarque 4.1.2. Remarquons que puisque C est une petite catégorie, ED est aussi petite.
Notation 4.1.3. Soit D P D . On considère la somme ÀpC,aqPED F pCq. Dans cette somme, on
dénote un générateur pC, a,mq pour pC, aq P ED et m P F pCq.
Remarque 4.1.4. Si on se place dans le contexte de la définition ci-dessus, pour pC, aq P ED,
m1,m2 P F pCq et   P R on a
pC, a, m1 `m2q “  pC, a,m1q ` pC, a,m2q.
Ceci découle de la définition de la somme directe et de sa structure de R-module.
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Définition 4.1.5. Pour D P D , on définit
'pF qpDq “
˜ à
pC,aqPED
F pCq
¸
{UD
où UD est le sous-R-module engendré par
pC 1, a1, F pfqpmqq ´ pC, a,mq (4.1)
pC, a1 ` a2,mq ´  pC, a1,mq ´ pC, a2,mq (4.2)
pour pC, aq, pC 1, a1q et pC, a1 ` a2q P ED, f : pC, aq Ñ pC 1, a1q dans ED,   P R et m P F pCq.
Remarquons que 'pF qpDq a une structure naturelle de R-module héritée du moduleà
pC,aqPED
F pCq
puisqu’on quotiente par un sous-module.
Notation 4.1.6. La classe d’un générateur pC, a,mq deÀpC,aqPED F pCq dans le quotient 'pF qpDq
est notée rC, a,ms.
Le foncteur 'pF q sur les morphismes
On veut à présent définir la structure de foncteur de 'pF q.
Définition 4.1.7. Soit g : D Ñ D1 un morphisme de D , on définit 'pF qpgq comme étant
l’application
'pF qpgq :
´À
pC,aqPED F pCq
¯
{UD ›Ñ
´À
pC1,a1qPED1 F pC 1q
¯
{UD1rC, a,ms ﬁ›Ñ rC, g ˝ a,ms .
Lemme 4.1.8. L’application de la définition 4.1.7 est bien définie et elle est R-linéaire.
Démonstration. Remarquons d’abord que si on prend pC, aq P ED, alors g ˝ a : ✓pCq Ñ D Ñ D1
et donc pC, g ˝ aq P ED1 . On considère alors l’application R-linéaire
g˚ :
À
pC,aqPED F pCq ›Ñ
´À
pC1,a1qPED1 F pC 1q
¯
{UD1pC, a,mq ﬁ›Ñ rC, g ˝ a,ms .
Remarquons que g˚ est définie sur les générateurs de
À
pC,aqPED F pCq puis étendue par R-
linéarité. On vérifie maintenant que cette application passe au quotient par UD, c.-à-d. induit
une application depuis 'pF qpDq. Or, on a que
g˚
``
C 1, a1, F pfqpmq˘˘ “ rC 1, g ˝ a1, F pfqpmqs
“ rC, g ˝ a,ms
“ g˚ ppC, a,mqq
g˚ ppC, a1 ` a2,mqq “ rC, g ˝ p a1 ` a2q,ms
“ rC, g ˝ a1 ` g ˝ a2,ms
“  rC, g ˝ a1,ms ` rC, g ˝ a2,ms
“  g˚ ppC, a1,mqq ` g˚ ppC, a2,mqq
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pour pC, aq, pC 1, a1q et pC, a1 ` a2q P ED, f : pC, aq Ñ pC 1, a1q dans ED,   P R et m P F pCq.
Notons que l’égalité rC, g ˝ p a1 ` a2q,ms “ rC, g ˝ a1 ` g ˝ a2,ms découle du fait que la
composition d’applications est linéaire. Donc on a bien un application induite
'pF qpgq :
´À
pC,aqPED F pCq
¯
{UD ›Ñ
´À
pC1,a1qPED1 F pC 1q
¯
{UD1rC, a,ms ﬁ›Ñ rC, g ˝ a,ms
qui est R-linéaire.
Vérification de la structure de foncteur de 'pF q
Lemme 4.1.9. Les définitions 4.1.5 et 4.1.7 font bien de 'pF q un foncteur enrichi sur R -Mod.
Démonstration. On vérifie d’abord que 'pF q est bien un foncteur. On considère g : D Ñ D1 et
f : D1 Ñ D2 des morphismes de D . Pour rC, a,ms P 'pF qpDq, on a bien
'pF qpf ˝ gqprC, a,msq “ rC, f ˝ g ˝ a,ms
“ 'pF qpfqprC, g ˝ a,msq
“ 'pF qpfq ˝ 'pF qpgqprC, a,msq.
Par conséquent, on obtient 'pF qpf ˝ gq “ 'pF qpfq ˝ 'pF qpgq. Par ailleurs, pour D un objet de
C et rC, a,ms P 'pF qpDq on a
'pF qpIdDqprC, a,ms “ rC, IdD ˝a,ms
“ rC, a,ms.
Donc 'pF qpIdDq “ Id'pF qpDq, ce qui termine la preuve que 'pF q est un foncteur.
On montre maintenant que 'pF q est un foncteur R-linéaire. Soient g1, g2 : D Ñ D1 dans D et
soit   P R. On a alors
'pF qp g1 ` g2q`rC, a,ms˘ “ rC, p g1 ` g2q ˝ a,ms
“ rC, g1 ˝ a` g2 ˝ a,ms
“  rC, g1 ˝ a,ms ` rC, g2 ˝ a,ms
“  'pF qpg1q prC, a,msq ` 'pF qpg2q prC, a,msq
“ ` 'pF qpg1q ` 'pF qpg2q˘`rC, a,ms˘.
pour rC, a,ms P 'pF qpDq, où la troisième égalité découle de la définition du quotient 'pF qpD1q.
Par conséquent, on a bien construit 'pF q P FunR -ModpD , R -Modq.
4.1.2 Le foncteur ' sur les morphismes
Ci-dessus, nous avons défini le foncteur ' sur les objets. Il faut encore définir ' sur les
morphismes, c.-à-d. les transformations naturelles.
Définition 4.1.10. Soit   : F ñ J une transformation naturelle dans FunR -ModpC , R -Modq.
On définit alors la transformation naturelle 'p q : 'pF q ñ 'pJq par, pour D P D ,
'p qD : 'pF qpDq ›Ñ 'pJqpDq
rC, a,ms ﬁ›Ñ rC, a,  Cpmqs.
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Lemme 4.1.11. Les applications 'p qD dans la définition 4.1.10 sont bien définies et R-
linéaires. De plus 'p q est bien une transformation naturelle.
Démonstration. On a une famille d’applications R-linéaires p C : F pCq Ñ JpCqqCPC . Pour
D P D , on peut considérer ÿ
pC,aqPED
 C :
à
pC,aqPED
F pCq Ñ à
pC,aqPED
JpCq.
En passant au quotient à droite, on obtient une application R-linéaire
 D :
À
pC,aqPED F pCq ›Ñ 'pJqpDqpC, a,mq ﬁ›Ñ rC, a,  Cpmqs.
On vérifie que  D passe au quotient et induit une application depuis 'pF qpDq. On a bien, pour
f : pC, aq Ñ pC 1, a1q P ED, pC, a1 ` a2q P ED, m P F pCq et   P R,
 D
`pC 1, a1, F pfqpmqq˘ “ rC 1, a1,  C1`F pfqpmq˘s
“ rC 1, a1, Jpfqp Cpmqqs
“ rC, a,  Cpmqs
“  D ppC, a,mqq
 D ppC, a1 ` a2,mqq “ rC, a1 ` a2,  Cpmqs
“  rC, a1,  Cpmqs ` rC, a2,  Cpmqs
“   D ppC, a1,mqq `  D ppC, a2,mqq
Notons que la deuxième égalité découle du fait que   est une transformation naturelle et la
troisième égalité découle de la définition de JpF qpDq. Donc  D induit une application R-linéaire
'p qD : 'pF qpDq ›Ñ 'pJqpDq
rC, a,ms ﬁ›Ñ rC, a,  Cpmqs.
Vérifions que 'p q est une transformation naturelle entre 'pF q et 'pJq. Soit g : D Ñ D1 dans
D , on veut que le diagramme
'pF qpDq 'p qD //
'pF qpgq
✏✏
'pJqpDq
'pJqpgq
✏✏
'pF qpD1q
'p qD1
// 'pJqpD1q
commute. Soit rC, a,ms P 'pF qpDq, alors on a
'p qD1 ˝ 'pF qpgq
`rC, a,ms˘ “ 'p qD1`rC, g ˝ a,ms˘
“ rC, g ˝ a,  Cpmqs
“ 'pJqpgq`rC, a,  Cpmqs˘
“ 'pJqpgq ˝ 'p qD
`rC, a,ms˘.
Donc 'p q “ `'p qD˘DPD est bien une transformation naturelle.
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Vérification de la structure de foncteur de '
Il ne reste qu’à vérifier que ' est bien un foncteur. Soient   : F ñ J et   : J ñ L des
transformations naturelles dans FunR -ModpC , R -Modq. On doit alors vérifier qu’on a bien
'p  ˝  q “ 'p q ˝ 'p q.
Autrement dit, pour tout D P D , on doit vérifier 'p  ˝  qD “ 'p qD ˝ 'p qD. Soit rC, a,ms un
générateur de 'pF qpDq, on a alors
'p  ˝  qD
`rC, a,ms˘ “ rC, a, p  ˝  qCpmqs
“ rC, a, C ˝  Cpmqs
“ 'p qDprC, a,  Cpmqsq
“ 'p qD ˝ 'p qD
`rC, a,ms˘.
En conclusion, on a bien un foncteur
' : FunR -ModpC , R -Modq Ñ FunR -ModpD , R -Modq.
4.1.3 Adjonction entre ' et ✓˚
Théorème 4.1.12. Le foncteur ' est l’adjoint à gauche du foncteur ✓˚.
Remarque 4.1.13. Par définition, ' est l’adjoint à gauche du foncteur ✓˚, si il existe des isomor-
phismes
HomFunR -ModpD ,R -Modqp'pF q, Gq – HomFunR -ModpC ,R -ModqpF, ✓˚pGqq
pour tout F P FunR -ModpC , R -Modq et G P FunR -ModpD , R -Modq, naturels en F et G. Or, par
[Bor94a, Theorem 3.1.5, p.99], ceci est équivalent à la donnée d’une transformation naturelle
⌘ : IdFunR -ModpC ,R -Modq ñ ✓˚ ˝ '
telle que pour tout F P FunR -ModpC , R -Modq, le couple p'pF q, ⌘F q vérifie la propriété : si
G P FunR -ModpD , R -Modq, ↵ : F ñ ✓˚pGq dans FunR -ModpC , R -Modq, il existe un unique
↵1 : 'pF q ñ G dans FunR -ModpD , R -Modq tel que ✓˚p↵1q ˝ ⌘F “ ↵, c.-à-d. le diagramme
F ↵ +3
⌘F
↵◆
✓˚pGq
✓˚ ˝ 'pF q
✓˚p↵1q
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commute dans FunR -ModpC , R -Modq.
Démonstration du théorème. Nous allons utiliser la remarque ci-dessus pour démontrer que '
est l’adjoint à gauche de ✓˚.
Définition de ⌘
Soit F P FunR -ModpC , R -Modq, alors p✓˚ ˝ 'qpF q “ 'pF q ˝ ✓. On définit, pour C P C ,
p⌘F qC : F pCq ›Ñ 'pF q
`
✓pCq˘
m ﬁ›Ñ rC, Id✓pCq,ms
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car pC, Id✓pCqq P E✓pCq. Comme p⌘F qC est la composition de l’inclusion dans la somme directe
puis du passage au quotient, c’est une application R-linéaire. Vérifions à présent que p⌘F qC est
naturelle en C. Soit f : C Ñ C 1 dans C . Pour vérifier la naturalité de ⌘F , on doit vérifier que le
diagramme
F pCq p⌘F qC //
F pfq
✏✏
'pF q`✓pCq˘
'pF q
`
✓pfq
˘
✏✏
F pC 1q p⌘F qC1
// 'pF q`✓pC 1q˘
commute. Soit m P F pCq, on a alors
'pF q`✓pfq˘ ˝ p⌘F qCpmq “ 'pF q`✓pfq˘prC, Id✓pCq,msq
“ rC, ✓pfq,ms
“ rC 1, Id✓pC1q, F pfqpmqs
“ p⌘F qC1
`
F pfqpmq˘
“ p⌘F qC1 ˝ F pfqpmq,
où la troisième identité découle du fait que f : pC, ✓pfqq Ñ pC 1, Id✓pC1qq est un morphisme de
E✓pC1q (donc induit une identification dans 'pF q
`
✓pC 1q˘). Par conséquent, ⌘F est une transfor-
mation naturelle puisque 'pF qp✓pfqq ˝ p⌘F qC “ p⌘F qC1 ˝ F pfq.
Vérifions à présent que ⌘F est naturelle en F . Soit   : F ñ J une transformation naturelle
dans FunR -ModpC , R -Modq, on doit vérifier que
F
  +3
⌘F
↵◆
J
⌘J
↵◆
'pF q ˝ ✓
✓˚˝'p q
+3 'pJq ˝ ✓
commute. Mais ceci est vérifié si et seulement si le diagramme
F pCq  C //
p⌘F qC
✏✏
JpCq
p⌘J qC
✏✏
'pF q ˝ ✓pCq `
✓˚˝'p q
˘
C
// 'pJq ˝ ✓pCq
commute pour tout C P C . Commençons par étudier l’application `✓˚ ˝ 'p q˘
C
“ ✓˚p'p qqC .
Or, par définition de ✓˚ (voir paragraphe 4.0.7), on a ✓˚p'p qqC “ 'p q✓pCq. Pour m P F pCq, on
obtient alors `
✓˚ ˝ 'p q˘
C
˝ p⌘F qCpmq “
`
✓˚ ˝ 'p q˘
C
`rC, Id✓pCq,ms˘
“ 'p q✓pCq
`rC, Id✓pCq,ms˘
“ rC, Id✓pCq,  Cpmqs
“ p⌘JqC
`
 Cpmq
˘
“ p⌘JqC ˝  Cpmq
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donc le diagramme ci-dessus commute.
Propriété universelle
On vérifie que ⌘ a la propriété universelle souhaitée. Soit F P FunR -ModpC , R -Modq, soit
G P FunR -ModpD , R -Modq et soit ↵ : F ñ ✓˚pGq une transformation naturelle. On veut définir
une transformation naturelle ↵1 : 'pF q ñ G. Soit D P D et soit pC, aq P ED, alors on a
a : ✓pCq Ñ D dans D qui induit Gpaq : G`✓pCq˘Ñ GpDq. On a de plus ↵C : F pCq Ñ G`✓pCq˘,
donc on peut définir
AD :
À
pC,aqPED F pCq ›Ñ GpDqpC, a,mq ﬁ›Ñ Gpaq ˝ ↵Cpmq
qui est clairement R-linéaire. Vérifions que cette application passe au quotient et induit bien
↵1D : 'pF qpDq Ñ GpDq. Or, pour f : pC, aq Ñ pC 1, a1q P ED, pC, a1 ` a2q P ED, m P F pCq et
  P R, on a
AD
`pC 1, a1, F pfqpmqq˘ “ Gpa1q ˝ ↵C1`F pfqpmq˘
“ Gpa1q ˝ ↵C1 ˝ F pfqpmq
“ Gpa1q ˝Gp✓pfqq ˝ ↵Cpmq
“ G`a1 ˝ ✓pfq˘ ˝ ↵Cpmq
“ Gpaq ˝ ↵Cpmq
“ AD
`pC, a,mq˘
AD
`pC, a1 ` a2,mq˘ “ Gp a1 ` a2q ˝ ↵Cpmq
“ ` Gpa1q `Gpa2q˘ ˝ ↵Cpmq
“  Gpa1q ˝ ↵Cpmq `Gpa2q ˝ ↵Cpmq
“  AD
`pC, a1,mq˘`AD`pC, a2,mq˘,
où dans la troisième égalité on a utilisé que ↵ est une transformation naturelle et dans la
cinquième égalité on a utilisé que f est un morphisme de ED.
Par conséquent, AD induit une application R-linéaire
↵1D : 'pF qpDq ›Ñ GpDqrC, a,ms ﬁ›Ñ Gpaq ˝ ↵Cpmq.
On montre à présent que l’application ci-dessus est bien naturelle en D, c.-à-d. ↵1 : 'pF q Ñ G
est une transformation naturelle. Soient D et D1 deux objets de D et soit g : D Ñ D1 un
morphisme de D . On doit alors vérifier que le diagramme
'pF qpDq 'pF qpgq //
↵1D
✏✏
'pF qpD1q
↵1
D1
✏✏
GpDq
Gpgq
// GpD1q
commute. Soit rC, a,ms un élément de 'pF qpDq, on a alors
↵1D1 ˝ 'pF qpgq
`rC, a,ms˘ “ ↵1D1`rC, g ˝ a,ms˘
“ Gpg ˝ aq ˝ ↵Cpmq
“ Gpgq ˝Gpaq ˝ ↵Cpmq
“ Gpgq ˝ ↵1D
`rC, a,ms˘
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et donc ↵1D1 ˝ 'pF qpgq “ Gpgq ˝ ↵1D, c.-à-d. ↵1 est bien une transformation naturelle.
Pour que le diagramme (4.3) commute, on doit vérifier que
F pCq ↵C //
p⌘F qC
✏✏
Gp✓pCqq
'pF qp✓pCqq
`
✓˚p↵1q
˘
C
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commute pour tout C P C . Soit alors C P C et soit m P F pCq, on a alors`
✓˚p↵1q˘
C
˝ p⌘F qCpmq “
`
✓˚p↵1q˘
C
`rC, Id✓pCq,ms˘
“ ↵1✓pCq
`rC, Id✓pCq,ms˘
“ G` Id✓pCq ˘ ˝ ↵Cpmq
“ IdGp✓pCqq ˝↵Cpmq
“ ↵Cpmq
donc on a bien ↵C “ p✓˚p↵1qqC ˝ p⌘F qC , d’où ↵ “ ✓˚p↵1q ˝ ⌘F .
Montrons à présent que ↵1 est l’unique transformation naturelle qui fait commuter le diagramme
(4.3). Supposons qu’on ait   : 'pF q ñ G une transformation naturelle telle que ✓˚p q ˝ ⌘F “ ↵.
On veut démontrer que   “ ↵1, c.-à-d.  D “ ↵1D pour tout D P D . L’égalité ✓˚p q ˝ ⌘F “ ↵,
nous assure que pour tout C P C , on a  ✓pCq ˝ p⌘F qC “ ↵C . Donc pour m P F pCq, on a
↵Cpmq “  ✓pCq ˝ p⌘F qCpmq “  ✓pCq
`rC, Id✓pCq,ms˘. (4.4)
Soit D P D et soit rC, a,ms P 'pF qpDq (donc pC, aq P ED et m P F pCq), alors on a une
application a : ✓pCq Ñ D qui induit 'pF qpaq : 'pF q`✓pCq˘ Ñ 'pF qpDq et qui par définition
vérifie l’égalité 'pF qpaq`rC, Id✓pCq,ms˘ “ rC, a,ms. De plus, comme   est une transformation
naturelle, le diagramme
'pF q`✓pCq˘  ✓pCq //
'pF qpaq
✏✏
G
`
✓pCq˘
Gpaq
✏✏
'pF qpDq
 D
// GpDq
commute. Par conséquent,
 D
`rC, a,ms˘ “  D`'pF qpaq`rC, Id✓pCq,ms˘˘
“  D ˝ 'pF qpaq
`rC, Id✓pCq,ms˘
“ Gpaq ˝  ✓pCq
`rC, Id✓pCq,ms˘
“ Gpaq ˝ ↵Cpmq
“ ↵1D
`rC, a,ms˘.
où l’avant-dernière égalité découle de l’égalité (4.4). Comme ceci est vrai pour tout générateur
rC, a,ms P 'pF qpDq on a  D “ ↵1D. D’où   “ ↵1 et on a bien l’unicité. En conclusion, ⌘ vérifie
la propriété universelle voulue. Et donc ' est bien l’adjoint à gauche de ✓˚.
Notation 4.1.14. On note 'DC cet adjoint ' puisqu’il dépend de C et D . Notons qu’il dépend
aussi de ✓ mais on l’omet dans la notation.
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4.1.4 Propriétés d’exactitude
Soit ' : FunR -ModpC , R -Modq Ñ FunR -ModpD , R -Modq l’adjoint à gauche du foncteur ✓˚.
les propriétés d’exactitude du foncteur ' sont essentielles. En eﬀet, si on connait les facteurs
de composition d’un foncteur F P FunR -ModpC , R -Modq, il est tout à fait naturel de vouloir
connaitre ceux de 'pF q.
Proposition 4.1.15. Le foncteur ' est exact à droite.
Démonstration. Comme ' est un adjoint à gauche de ✓˚, ' a un adjoint à droite. Donc par
[Bor94a, Proposition 3.2.2], ' préserve les colimites. Par [Bor94b, Proposition 1.11.2], ' est
exact à droite.
A priori rien n’assure l’exactitude à gauche de ' (cela n’est en général pas le cas pour un
adjoint à gauche). Cela ne nous permet donc pas en général de connaitre les facteurs simples de
'pF q à partir de ceux de F , mais on peut au moins envisager de décrire des sous-foncteurs.
4.2 Adjoint à droite
On garde les notations de la section 4.0.7. On va définir, dans ce paragraphe,
 : FunR -ModpC , R -Modq Ñ FunR -ModpD , R -Modq
un adjoint à droite de ✓˚. Pour cela, nous avons choisi ici une approche directe. On va donc
donner directement la définition de  puis vérifier que c’est bien un adjoint à droite de ✓˚.
Si nous avions traité le cas d’un enrichissement sur K -Vect plutôt que R -Mod, nous pourrions
réutiliser la section 4.1 et la "dualiser". Explicitement, ✓ induit également
✓˚1 : FunK -VectpD ,K -Vectopq Ñ FunK -VectpC ,K -Vectopq
où p´qop désigne la catégorie opposée et ✓˚1 est défini comme ✓˚ à la section 4.0.7. Par la section
4.1, le foncteur
p✓˚1qop : FunK -VectpDop,K -Vectq Ñ FunK -VectpC op,K -Vectq
a un adjoint à gauche. Donc, en utilisant la définition de l’adjonction et le principe de dualité,
on obtient que
✓˚1 : FunK -VectpD ,K -Vectopq Ñ FunK -VectpC ,K -Vectopq
a un adjoint à droite. De plus, on peut identifier FunK -VectpD ,K -Vectopq avec la catégorie
FunK -VectpD ,K -Vectq en utilisant le fait que les catégories K -Vect et K -Vectop sont équiva-
lentes. En eﬀet, on utilise le foncteur K -Vect Ñ K -Vectop : V Ñ V ˚ où V ˚ désigne le dual
d’un espace vectoriel qui est bien une équivalence de catégories puisqu’on considère des espaces
vectoriels de dimension finie. Par ce processus, on obtient un adjoint à droite de ✓˚.
Cette méthode donne le même résultat que celui obtenu ci-dessous, mais la preuve est moins
directe et ne s’applique pas dans le cas d’un enrichissement sur R -Mod.
4.2.1 Le foncteur  sur les objets
Pour F P FunR -ModpC , R -Modq, on va définir  pF q P FunR -ModpD , R -Modq.
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Le foncteur  pF q sur les objets
Définition 4.2.1. Pour un objet D P D , on définit la catégorie ED comme étant la catégorie
dont les objets sont les paires pC, aq pour C P C et a P HomDpD, ✓pCqq. Un morphisme dans
ED, f : pC, aq Ñ pC 1, a1q est la donnée d’un morphisme f : C Ñ C 1 dans C tel que
✓pCq
✓pfq
✏✏
D
a 33
a1 ++ ✓pC 1q
commute. La composition d’applications est induite par celle de C .
Notation 4.2.2. Soit D P D . On considère le produit ±pC,aqPED F pCq. Dans ce produit, on
dénote un élément pmpC,aqqpC,aq pour mpC,aq P F pCq.
Pour pC 1, a1q P ED fixé, on dénote
pF,DpC1,a1q :
±
pC,aqPED F pCq ›Ñ F pC 1q`
mpC,aq
˘
pC,aq ﬁ›Ñ mpC1,a1q
la projection sur la composante pC 1, a1q.
Définition 4.2.3. PourD P D , on définit  pF qpDq comme étant le sous-module de±pC,aqPED F pCq,
défini par :
pmpC,aqqpC,aq P  pF qpDq si et seulement si
F pfq`mpC,aq˘ “ mpC1,a1q
mpC, a1`a2q “  mpC,a1q `mpC,a2q
pour tout f : pC, aq Ñ pC 1, a1q P ED et   P R. Avec la notation ci-dessus, on peut donc dire,
pour M P±pC,aqPED F pCq, M P  pF qpDq si et seulement si
F pfq ˝ pF,DpC,aqpMq “ pF,DpC1,a1qpMq (4.5)
pF,DpC, a1`a2qpMq “  pF,DpC,a1qpMq ` pF,DpC,a2qpMq (4.6)
pour pC, aq, pC 1, a1q et pC, a1 ` a2q P ED, f : pC, aq Ñ pC 1, a1q dans ED et   P R.
Remarquons que  pF qpDq a une structure naturelle de R-module héritée du R-module±
pC,aqPED F pCq. En eﬀet,  pF qpDq est un sous-R-module puisque pour tout f P C , F pfq est
une application linéaire.
Le foncteur  pF q sur les morphismes
On veut à présent définir la structure de foncteur de  pF q.
Définition 4.2.4. Soit g : D Ñ D1 un morphisme de D , on définit  pF qpgq comme étant
l’application
 pF qpgq :  pF qpDq ›Ñ  pF qpD1q`
mpC,aq
˘
pC,aq ﬁ›Ñ
`
mpC1,a1˝gq
˘
pC1,a1q.
Autrement dit pF,D
1
pC1,a1q ˝  pF qpgq “ pF,DpC1,a1˝gq pour tout pC 1, a1q P ED
1 .
70 Adjonctions entre catégories de foncteurs
Lemme 4.2.5. L’application de la définition 4.2.4 est bien définie.
Démonstration. Remarquons d’abord que si on prend pC 1, a1q P ED1 , alors
a1 ˝ g : D Ñ D1 Ñ ✓pCq
et dans ce cas pC, a1 ˝gq P ED. Soit M P  pF qpDq, on veut vérifier que  pF qpgqpMq P  pF qpD1q.
On a clairement,  pF qpgqpMq P±pC1,a1qPED1 F pC 1q, il reste à vérifier les conditions de la défini-
tion 4.2.3, or on a
F pfq ˝ pF,D1pC1,a1q ˝  pF qpgqpMq “ F pfq ˝ pF,DpC1,a1˝gqpMq
“ pF,DpC2,a2˝gqpMq
“ pF,D1pC2,a2q ˝  pF qpgqpMq
pF,D
1
pC1, a11`a12q ˝  pF qpgqpMq “ p
F,D
pC1,p a11`a12q˝gqpMq
“ pF,DpC1, a11˝g`a12˝gqpMq
“  pF,DpC1,a11˝gqpMq ` p
F,D
pC1,a12˝gqpMq
“  pF,D1pC1,a11q ˝  pF qpgqpMq ` p
F,D1
pC1,a12q ˝  pF qpgqpMq
pour pC 1, a1q, pC2, a2q et pC 1, a11 ` a12q P ED, f : pC 1, a1q Ñ pC2, a2q dans ED1 et   P R. Notons
que la deuxième égalité découle du fait que si f : pC 1, a1q Ñ pC2, a2q est un morphisme dans
ED
1 , alors f : pC 1, a1 ˝ gq Ñ pC2, a2 ˝ gq est un morphisme dans ED (et M P  pF qpDq).
Vérification de la structure de foncteur de  pF q
Lemme 4.2.6. Les définitions 4.2.3 et 4.2.4 font bien de  pF q un foncteur enrichi sur R -Mod.
Démonstration. On vérifie d’abord que  pF q est bien un foncteur. Soient deux morphismes de
D , g : D Ñ D1 et f : D1 Ñ D2. On veut alors démontrer que les applications  pF qpf ˝ gq et
 pF qpfq ˝  pF qpgq sont égales de  pF qpDq vers  pF qpD2q. On a
pF,D
2
pC2,a2q ˝  pF qpf ˝ gq “ pF,DpC2,a2˝f˝gq
“ pF,D1pC2,a2˝fq ˝  pF qpgq
“ pF,D2pC2,a2q ˝  pF qpfq ˝  pF qpgq
pour tout pC2, a2q P ED2 . Donc on obtient bien  pF qpf ˝ gq “  pF qpfq ˝  pF qpgq.
On montre maintenant que  pF q est un foncteur R-linéaire. Soient g1, g2 : D Ñ D1 dans D et
soit   P R. On a alors
pF,D
1
pC1,a1q ˝  pF qp g1 ` g2q “ pF,DpC1,a1˝p g1`g2qq
“ pF,DpC1, a1˝g1`a1˝g2q
“  pF,DpC1,a1˝g1q ` pF,DpC1,a1˝g2q
“  pF,D1pC1,a1q ˝  pF qpg1q ` pF,D
1
pC1,a1q ˝  pF qpg2q
“ pF,D1pC1,a1q ˝
`
  pF qpg1q `  pF qpg2q˘
pour tout pC 1, a1q P ED1 et où la troisième égalité découle de la définition du sous-module
 pF qpDq. Donc on obtient bien  pF qp g1 ` g2q “   pF qpg1q `  pF qpg2q.
Par conséquent, on a bien construit  pF q P FunR -ModpD , R -Modq.
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4.2.2 Le foncteur  sur les morphismes
Ci-dessus, nous avons défini le foncteur  sur les objets. Il faut encore définir  sur les
morphismes, c.-à-d. les transformations naturelles.
Définition 4.2.7. Soit   : F ñ J une transformation naturelle dans FunR -ModpC , R -Modq.
On définit alors la transformation naturelle  p q :  pF q ñ  pJq par, pour D P D ,
 p qD :  pF qpDq ›Ñ  pJqpDq`
mpC,aq
˘
pC,aq ﬁ›Ñ
`
 CpmpC,aqq
˘
pC,aq.
Autrement dit, on a pJ,DpC,aq ˝  p qDpMq “  C ˝ pF,DpC,aqpMq pour M P  pF qpDq.
Lemme 4.2.8. Les applications  p qD dans la définition 4.2.7 sont bien définies et R-linéaires.
De plus  p q est bien une transformation naturelle.
Démonstration. On commence par démontrer que pour M “ pmpC,aqqpC,aq P  pF qpDq, on a
 p qDpMq P  pJqpDq. En eﬀet, on a
Jpfq ˝ pJ,DpC,aq ˝  p qDpMq “ Jpfq ˝  C ˝ pF,DpC,aqpMq
“  C1 ˝ F pfq ˝ pF,DpC,aqpMq
“  C1 ˝ pF,DpC1,a1qpMq
“ pJ,DpC1,a1q ˝  p qDpMq
pJ,DpC, a1`a2q ˝  p qDpMq “  C ˝ pF,DpC, a1`a2qpMq
“  C ˝
`
 pF,DpC,a1q ` pF,DpC,a2q
˘pMq
“   C ˝ pF,DpC,a1qpMq `  C ˝ pF,DpC,a2qpMq
“  pJ,DpC,a1q ˝  p qDpMq ` pJ,DpC,a2q ˝  p qDpMq
pour pC, aq, pC 1, a1q et pC, a1 ` a2q P ED, f : pC, aq Ñ pC 1, a1q dans ED et   P R. Notons qu’on
a utilisé le fait que   est une transformation naturelle, c.-à-d. par définition, on a une famille
d’applications R-linéaires p C : F pCq Ñ JpCqqCPC , et le diagramme
F pCq  C //
F pfq
✏✏
JpCq
Jpfq
✏✏
F pC 1q  C1 // JpC 1q
commute. Enfin, pour tout D P D ,  p qD est R-linéaire puisque les applications p C : F pCq Ñ
JpCqqCPC le sont.
Montrons à présent que  p q est une transformation naturelle. Soit g : D Ñ D1 dans D , on veut
que
 pF qpDq  p qD //
 pF qpgq
✏✏
 pJqpDq
 pJqpgq
✏✏
 pF qpD1q
 p qD1
//  pJqpD1q
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commute. Or, on a bien
pJ,D
1
pC1,a1q ˝  pJqpgq ˝  p qD “ pJ,DpC1,a1˝gq ˝  p qD
“  C1 ˝ pF,DpC1,a1˝gq
“  C1 ˝ pF,D1pC1,a1q ˝  pF qpgq
“ pJ,D1pC1,a1q ˝  p qD1 ˝  pF qpgq
pour tout pC 1, a1q P ED1 . Donc  pJqpgq ˝ p qD “  p qD1 ˝ pF qpgq, c.-à-d.  p q “
`
 p qD
˘
DPD
est bien une transformation naturelle.
Vérification de la structure de foncteur de  
Il ne reste qu’à vérifier que  est bien un foncteur. Soient   : F ñ J et   : J ñ L
des transformations naturelles dans FunR -ModpC , R -Modq. On doit alors vérifier qu’on a bien
 p  ˝ q “  p q ˝ p q. Autrement dit, pour D P D , on doit vérifier  p  ˝ qD “  p qD ˝ p qD.
Soit pC, aq P ED, on a alors
pL,DpC,aq ˝  p  ˝  qD “ p  ˝  qC ˝ pF,DpC,aq
“  C ˝  C ˝ pF,DpC,aq
“  C ˝ pJ,DpC,aq ˝  p qD
“ pL,DpC,aq ˝  p qD ˝  p qD
et comme ceci est vrai pour tout pC, aq P ED, on a bien le résultat voulu.
En conclusion, on a bien obtenu un foncteur
 : FunR -ModpC , R -Modq Ñ FunR -ModpD , R -Modq.
4.2.3 Adjonction entre  et ✓˚
Théorème 4.2.9. Le foncteur  est l’adjoint à droite du foncteur ✓˚.
Remarque 4.2.10. Par définition,  est l’adjoint à droite du foncteur ✓˚ si et seulement si ✓˚ est
l’adjoint à gauche de  . Donc  est l’adjoint à droite du foncteur ✓˚, si il existe des isomorphismes
HomFunR -ModpD ,R -ModqpG, pF qq – HomFunR -ModpC ,R -Modqp✓˚pGq, F q
pour tout F P FunR -ModpC , R -Modq et G P FunR -ModpD , R -Modq, naturels en F et G. Or, par
[Bor94a, Theorem 3.1.5, p.99], ceci est équivalent à la donnée d’une transformation naturelle
⌘ : IdFunR -ModpD ,R -Modq ñ  ˝ ✓˚
telle que pour tout G P FunR -ModpD , R -Modq, le couple p✓˚pGq, ⌘Gq vérifie la propriété : si
F P FunR -ModpC , R -Modq, ↵ : G ñ  pF q dans FunR -ModpD , R -Modq, il existe un unique
↵1 : ✓˚pGq ñ F dans FunR -ModpC , R -Modq tel que  p↵1q ˝ ⌘G “ ↵, c.-à-d. le diagramme
G ↵ +3
⌘G
↵◆
 pF q
 p✓˚pGqq
 p↵1q
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(4.7)
commute dans FunR -ModpD , R -Modq.
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Démonstration du théorème. Nous allons utiliser la remarque ci-dessus pour démontrer que  
est l’adjoint à droite de ✓˚.
Définition de ⌘
Soit G P FunR -ModpD , R -Modq, alors  ˝ ✓˚pGq “  pG ˝ ✓q. On définit, pour D P D ,
p⌘GqD : GpDq ›Ñ  pG ˝ ✓qpDq
m ﬁ›Ñ `Gpaqpmq˘pC,aqPED
car a : D Ñ ✓pCq induit Gpaq : GpDq Ñ Gp✓pCqq. On peut donc dire pG˝✓,DpC,aq ˝ p⌘GqD “ Gpaq.
Cette application est R-linéaire car G est un foncteur à valeurs dans R -Mod. Vérifions que cette
application est bien définie, c.-à-d. pour m P GpDq on doit avoir p⌘GqDpmq P  pG ˝ ✓qpDq. Or,
on a bien
pG ˝ ✓qpF q`Gpaqpmq˘ “ Gp✓pfqq ˝Gpaqpmq
“ Gp✓pfq ˝ aqpmq
“ Gpa1qpmq
Gp a1 ` a2qpmq “ ` Gpa1q `Gpa2q˘pmq
pour pC, aq, pC 1, a1q et pC, a1 ` a2q P ED, f : pC, aq Ñ pC 1, a1q dans ED et   P R. Notons qu’on
a utilisé le fait que G est R-linéaire.
Vérifions à présent que ⌘G est une transformation naturelle (c.-à-d. p⌘GqD est naturelle enD).
Soit g : D Ñ D1 dans D , on doit vérifier que le diagramme
GpDq
Gpgq
✏✏
p⌘GqD //  pG ˝ ✓qpDq
 pG˝✓qpgq
✏✏
GpD1q p⌘GqD1 //  pG ˝ ✓qpD1q
commute. On a
pG˝✓,D
1
pC1,a1q ˝ p⌘GqD1 ˝Gpgq “ Gpa1q ˝Gpgq
“ Gpa1 ˝ gq
“ pG˝✓,DpC1,a1˝gq ˝ p⌘GqD
“ pG˝✓,D1pC1,a1q ˝  pG ˝ ✓qpgq ˝ p⌘GqD
pour tout pC 1, a1q P ED1 . Comme ceci est vrai pour tout pC 1, a1q, on obtient
p⌘GqD1 ˝Gpgq “  pG ˝ ✓qpgq ˝ p⌘GqD
et donc le diagramme ci-dessus commute. Ainsi ⌘G est une transformation naturelle.
Vérifions à présent que ⌘G est naturelle en G (c.-à-d. ⌘ est une transformation naturelle).
Soit   : Gñ L une transformation naturelle dans FunR -ModpD , R -Modq, on doit vérifier que
G
 
✏✏
⌘G //  ˝ ✓˚pGq
 ˝✓˚p q
✏✏
L ⌘L
//  ˝ ✓˚pLq
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commute. Mais ceci est vérifié si et seulement si le diagramme
GpDq
 D
✏✏
p⌘GqD //  pG ˝ ✓qpDq
p ˝✓˚p qqD
✏✏
LpDq p⌘LqD //  pL ˝ ✓qqpDq
commute pour tout D P D . Soit alors m P GpDq, on a
pL˝✓,DpC,aq ˝ p⌘LqD ˝  Dpmq “ Lpaq
`
 Dpmq
˘
“  ✓pCq ˝Gpaqpmq
“ ✓˚p qC ˝Gpaqpmq
“ ✓˚p qC ˝ pG˝✓,DpC,aq ˝ p⌘GqDpmq
“ pL˝✓,DpC,aq ˝  
`
✓˚p q˘
D
˝ p⌘GqDpmq
“ pL˝✓,DpC,aq ˝
`
 ˝ ✓˚p q˘
D
˝ p⌘GqDpmq
pour tout pC, aq P ED. Notons qu’on a utilisé le fait que   est une transformation naturelle sur
la catégorie D et donc que le diagramme
GpDq
Gpaq
✏✏
 D // LpDq
Lpaq
✏✏
Gp✓pCqq  ✓pCq // Lp✓pCqq
commute puisque ↵ : D Ñ ✓pCq est un morphisme de D . On déduit, de l’équation ci-dessus,
p⌘LqD ˝  Dpmq “
`
 ˝ ✓˚p q˘
D
˝ p⌘GqDpmq pour tout m P GpDq. Ainsi les diagrammes ci-dessus
commutent et ⌘ est bien une transformation naturelle.
Propriété universelle
On vérifie que ⌘ a la propriété universelle souhaitée. Soit F P FunR -ModpC , R -Modq, soit
G P FunR -ModpD , R -Modq et soit ↵ : G ñ  pF q une transformation naturelle. On veut définir
une transformation naturelle ↵1 : ✓˚pGq ñ F . Soit C P C , on définit alors
↵1C : Gp✓pCqq ›Ñ F pCq
m ﬁ›Ñ pF,✓pCqpC,Id✓pCqqp↵✓pCqpmqq
qui est bien définit car on a ↵✓pCq : Gp✓pCqq Ñ  pF qp✓pCqq et pC, Id✓pCqq P E ✓pCq. Premièrement,
remarquons que cette application est bien R-linéaire puisque ↵✓pCq est une application R-linéaire.
Vérifions que ↵1 est bien une transformation naturelle. Soit f : C Ñ C 1 dans C , on veut vérifier
que le diagramme
Gp✓pCqq
Gp✓pfqq
✏✏
↵1C // F pCq
F pfq
✏✏
Gp✓pC 1qq
↵1
C1
// F pC 1q
4.2 Adjoint à droite 75
commute. En utilisant le fait que ↵ est une transformation naturelle, et donc que
Gp✓pCqq ↵✓pCq //
Gp✓pfqq
✏✏
 pF qp✓pCqq
 pF qp✓pfqq
✏✏
Gp✓pC 1qq ↵✓pC1q //  pF qp✓pC 1qq
commute, on obtient
F pfq ˝ ↵1Cpmq “ F pfq ˝ pF,✓pCqpC,Id✓pCqq
`
↵✓pCqpmq
˘
“ pF,✓pCqpC1,✓pfqq
`
↵✓pCqpmq
˘
“ pF,✓pC1qpC1,Id✓pC1qq ˝  pF q
`
✓pfq˘ ˝ ↵✓pCqpmq
“ pF,✓pC1qpC1,Id✓pC1qq ˝ ↵✓pC1q ˝Gp✓pfqqpmq
“ ↵1C1
`
G
`
✓pfq˘pmq˘
“ ↵1C1 ˝G
`
✓pfq˘pmq
pour tout m P Gp✓pCqq. On a donc bien le résultat souhaité.
Pour que le diagramme (4.7) commute, on doit vérifier que
GpDq ↵D //
p⌘GqD
✏✏
 pF qpDq
 p✓˚pGqqpDq
 p↵1qD
66
commute pour tout D P D . Soit alors D P D et m P GpDq, on a
pF,DpC,aq ˝  p↵1qD ˝ p⌘GqDpmq “ ↵1C ˝ pG˝✓,DpC,aq ˝ p⌘GqDpmq
“ ↵1C ˝Gpaqpmq
“ pF,✓pCqpC,Id✓pCqq ˝ ↵✓pCq ˝Gpaqpmq
“ pF,✓pCqpC,Id✓pCqq ˝  pF qpaq ˝ ↵Dpmq
“ pF,DpC,aq ˝ ↵Dpmq
pour tout pC, aq P ED. Et ainsi  p↵1qD ˝ p⌘GqDpmq “ ↵Dpmq pour tout m P GpDq. Donc les
diagrammes ci-dessus commutent.
Montrons à présent que ↵1 est l’unique transformation naturelle qui fait commuter le diagramme
(4.7). Supposons qu’on ait   : ✓˚pGq ñ F une transformation naturelle telle que  p q ˝ ⌘G “ ↵.
On veut démontrer que   “ ↵1, c.-à-d.  C “ ↵1C pour tout C P C . L’égalité  p q ˝ ⌘G “ ↵ nous
assure que pour tout D P D , on a  p qD ˝ p⌘GqD “ ↵D. Soit C P C , on considère le cas où
D “ ✓pCq dans la formule précédente. On a alors
↵1C “ pF,✓pCqpC,Id✓pCqq ˝ ↵✓pCq
“ pF,✓pCqpC,Id✓pCqq ˝  p q✓pCq ˝ p⌘Gq✓pCq
“  C ˝ pG˝✓,✓pCqpC,Id✓pCqq ˝ p⌘Gq✓pCq
“  C ˝G
`
Id✓pCq
˘
“  C .
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D’où ↵1 “  , et on peut donc ainsi déduire l’unicité de ↵1.
Notation 4.2.11. On note  DC l’adjoint  défini ci-dessus.
Chapitre 5
Applications des formules d’adjonction
Dans le chapitre précédent, on a défini deux adjonctions entre catégories de foncteurs. Plus
précisément, il s’agit même de foncteurs enrichis sur la catégorie R -Mod. Or, dans la partie I,
nous avons traité une famille particulière de ces foncteurs, les foncteurs de bi-ensembles. Il est
donc particulièrement intéressant d’appliquer les deux adjonctions dans des cas particuliers liés
aux foncteurs de bi-ensembles.
Remarquons que ce chapitre pourrait être traité de manière tout à fait similaire dans le cas
d’un anneau commutatif et unitaire R au lieu du corps C. C.-à-d. on pourrait démontrer les
mêmes résultats pour les catégories du type FunR -ModpRGrB, R -Modq.
5.1 Application aux foncteurs sans inflation
On va utiliser la section 4.1 dans un cas particulier et donner une description explicite de
l’adjoint à gauche de ✓˚. On traite le cas où
˛ D “ CGrB,
˛ C “ C lgGrB, la catégorie dont les objets sont les groupes et les morphismes sont les
bi-ensembles sans inflation (voir la notation 1.2.11),
˛ ✓ : C Ñ D est l’inclusion.
Alors ✓˚ : FunC -VectpCGrB,C -Vectq Ñ FunC -VectpC lgGrB,C -Vectq est en fait un foncteur oubli,
c.-à-d. ✓˚pGq “ ResCGrBC lgGrBpGq pour G P FunC -VectpCGrB,C -Vectq. Son adjoint 'CGrBC lgGrB envoie
un foncteur qui ne sait pas faire de l’inflation sur un foncteur de bi-ensembles. Dans cette section
on note ' “ 'CGrBC lgGrB pour alléger la notation.
Le but de ce paragraphe va être, pour F P FunC -VectpC lgGrB,C -Vectq, d’identifier explicitement
le foncteur 'pF q : CGrBÑ C -Vect.
Notation 5.1.1. Par définition, un morphisme de CGrB est de la forme
∞n
i“1  irUis pour  i P C
et rUis la classe d’isomorphisme d’un bi-ensemble Ui. Pour simplifier la notation, on identifie le
bi-ensemble Ui avec sa classe d’isomorphisme rUis lorsque cela ne prête pas à confusion.
5.1.1 Le foncteur 'pF q sur les objets
Pour G un groupe fini, on a
'pF qpGq “
˜ à
pH,aqPEG
F pHq
¸
{UG
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et pH, aq P EG veut dire a : H Ñ G dans CGrB. De plus, on considère le C-espace vectoriel
F¯ pGq “
˜à
Q§G
F pNGpQq{Qq
¸
G
où p´qG dénote les points co-fixes de l’action par conjugaison de G. Explicitement, pour Q § G
etm P F pNGpQq{Qq, on note pQ,mq le générateur dans
À
Q§G F
`
NGpQq{Q
˘
. Alors p´qG revient
à identifier pQ,mq à `gQ,F pIsopcgqq pmq˘ pour tout Q § G, m P F `NGpQq{Q˘ et g P G (où
cg : NGpQq{Q Ñ NGpgQq{gQ dénote l’isomorphisme de conjugaison et on note Isopcgq le bi-
ensemble correspondant). Pour un générateur pQ,mq de la somme directe, on note rQ,ms sa
classe dans le quotient F¯ pGq.
Théorème 5.1.2. Pour tout groupe fini G, on a un isomorphisme de C-espaces vectoriels
'pF qpGq – F¯ pGq.
Définition de ◆G : F¯ pGq Ñ 'pF qpGq
Lemme 5.1.3. Il existe une application C-linéaire
◆G : F¯ pGq ›Ñ 'pF qpGq
rQ,ms ﬁ›Ñ rNGpQq{Q, IndinfGNGpQq{Q,ms.
Démonstration. Remarquons d’abord que si Q § G, IndinfGNGpQq{Q est un morphisme de CGrB,
donc on peut voir
`
NGpQq{Q, IndinfGNGpQq{Q
˘
comme un objet de EG. On peut ainsi considérer
l’application
iG :
À
Q§G F pNGpQq{Qq ›Ñ 'pF qpGq
pQ,mq ﬁ›Ñ
”
NGpQq{Q, IndinfGNGpQq{Q,m
ı
.
Cette application est C-linéaire par construction. Vérifions que iG passe au quotient et induit
une application depuis F¯ pGq. Soit Q § G et soit g P G. On remarque d’abord que
IndinfGNGpgQq{gQ ˆ Isopcgq “ Isopcgq ˆ IndinfGNGpQq{Q.
Et de plus Isopcgq “ IdG dans BpG,Gq (car   et  g sont conjugués), donc
IndinfGNGpgQq{gQ ˆ Isopcgq “ IndinfGNGpQq{Q.
Ainsi Isopcgq est bien un morphisme entre l’objet `NGpQq{Q, IndinfGNGpQq{Q˘ et l’objet`
NGpgQq{gQ, IndinfGNGpgQq{gQ
˘
, dans la catégorie EG. Par conséquent
iG ppgQ,F pIsopcgqqpmqqq “
”
NGpgQq{gQ, IndinfGNGpgQq{gQ, F pIsopcgqq pmq
ı
“
”
NGpQq{Q, IndinfGNGpQq{Q,m
ı
“ iG
`pQ,mq˘,
par définition de 'pF qpGq (voir définition 4.1.5) Ainsi, il existe bien une application C-linéaire
◆G : F¯ pGq Ñ 'pF qpGq comme dans l’énoncé.
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Définition de ⇢G : 'pF qpGq Ñ F¯ pGq
On va définir l’inverse de ◆G, c.-à-d. une application C-linéaire ⇢G : 'pF qpGq Ñ F¯ pGq. On
commence par définir une application depuis la somme directe ‘pH,aqPEGF pHq.
Définition 5.1.4. Soit pH, aq un objet de EG, on commence par supposer que a est la classe
d’isomorphisme d’un bi-ensemble transitif, c.-à-d. a “ IndinfGD{CˆIsopfqˆDefresHB{A. On définit
alors
rpH,aq : F pHq ›Ñ F¯ pGq
pH, a,mq ﬁ›Ñ
”
C,F
`
IndNGpCq{CD{C ˆ Isopfq ˆDefresHB{A
˘pmqı .
Pour pH, aq où a n’est pas un morphisme transitif, c.-à-d. a “ ∞ni“1  iui (pour  i P C et ui des
bi-ensembles transitifs), on pose rpH,aq “ ∞ni“1  irpH,uiq.
Lemme 5.1.5. L’application de la définition 5.1.4 est bien définie.
Démonstration. L’écriture de a sous la forme IndinfGD{C ˆ Isopfq ˆ DefresHB{A n’est pas unique
puisque dans CGrB les bi-ensembles sont identifiés à isomorphisme près (voir la remarque 5.1.1).
Supposons alors a – IndinfGD1{C1 ˆ Isopf 1q ˆ DefresHB1{A1 . Or, a ne peut avoir ces deux écritures
que s’il existe g P G et h P H tel que gD1 “ D, gC 1 “ C, hB1 “ B, hA1 “ A et f “ cg ˝ f 1 ˝ ch´1 .
On a alors”
C,F
´
IndNGpCq{CD{C ˆ Isopfq ˆDefresHB{A
¯
pmq
ı
“
”
C,F
´
IndNGp
gC1q{gC1
gD1{gC1 ˆ Isopcg ˝ f 1 ˝ ch´1q ˆDefresHgB1{gA1
¯
pmq
ı
“
”
gC 1, F
´
Isopcgq ˆ IndNGpC1q{C1D1{C1 ˆ Isopf 1q ˆDefresHB1{A1 ˆ Isopch´1q
¯
pmq
ı
“
”
C 1, F
´
IndNGpC
1q{C1
D1{C1 ˆ Isopf 1q ˆDefresHB1{A1
¯
pmq
ı
où on a utilisé la relation d’équivalence sur les éléments de F¯ pGq et le fait que le pH,Hq-
bi-ensemble Isopch´1q est isomorphe à l’identité. On a par conséquent démontré que rpH,aq ne
dépend pas du choix de l’écriture de a.
Premièrement, on remarque que rpH,aq est une application linéaire (comme composition d’ap-
plications linéaires). Donc ces applications induisent une application C-linéaire
R :
À
pH,aqPEG F pHq ›Ñ F¯ pGqpH, a,mq ﬁ›Ñ rpH,aqpmq.
Proposition 5.1.6. L’application R ci-dessus induit une application
⇢G : 'pF qpGq Ñ F¯ pGq,
qui vérifie ⇢GprH, a,msq “ rpH,aqpmq pour tout pH, aq P EG et m P F pHq.
Démonstration. On veut vérifier que R passe au quotient et induit une application depuis
'pF qpGq (voir définition 4.1.7).
Pour la deuxième condition, elle est vérifiée par définition, c.-à-d. on a toujours
R
`pH, a1 ` a2,mq˘ “  R`pH, a1,mqq `RppH, a2,mq˘
(puisque par définition rpH, a1`a2q “  rpH,a1q ` rpH,a2q).
Soient à présent pH, aq et pH 1, a1q deux objets de EG et soit v : pH, aq Ñ pH 1, a1q dans EG (c.-à-d.
v : H Ñ H 1 dans lgGrB tel que a1 ˝ v “ a). On veut démontrer que
R
`rH 1, a1, F pvqpmqs˘ “ R`rH, a,ms˘
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pour tout m P F pHq, c.-à-d. rpH 1,a1q ˝ F pvq “ rpH,aq. On va montrer cela pour a et a1 des
morphismes transitifs et v un morphisme élémentaire, le cas général en découlera directement.
On suppose a1 “ IndinfGD{C ˆ Isopfq ˆDefresH 1B{A. Si v “ ResHH 1 . On a alors
a “ a1 ˝ v “ IndinfGD{C ˆ Isopfq ˆDefresHB{A.
De plus, on a
rpH 1,a1q ˝ F pResH 1H qpmq “
”
C,F
´
IndinfNGpCq{CD{C ˆ Isopfq ˆDefresH
1
B{A
¯
˝ F pResHH 1qpmq
ı
“
”
C,F
´
IndinfNGpCq{CD{C ˆ Isopfq ˆDefresHB{A
¯
pmq
ı
“ rpH,aqpmq
Si v “ Iso ou v “ Def le résultat se démontre de la même manière et découle directement du
fait que F est un foncteur et des formules de la section 1.1.1. Comme v est un morphisme de
C lgGrB, on ne peut pas avoir v “ Inf.
Il reste donc le cas où v “ IndH 1H . Dans ce cas, par le lemme 5.1.7 ci-dessous, on a
a “ a1 ˝ v
“ ÿ
xPrBzH 1{Hs
IndinfGKx{C ˆ Isopf ˝ d ˝ cxq ˆDefresHpBxXHq{pAxXHq.
où cx est l’isomorphisme de conjugaison par x, où d : B X xH{AX xH Ñ ApB X xHq{A est
l’isomorphisme standard et où C § Kx § D est tel que Kx{C “ f pApB X xHq{Aq. On a donc
rpH 1,a1q ˝ F pIndH 1H qpmq “
”
C,F
´
IndNGpCq{CD{C ˆ Isopfq ˆDefresH
1
B{A
¯
˝ F
´
IndH
1
H
¯
pmq
ı
“
»–C,F
¨˝ ÿ
xPrBzH 1{Hs
IndNGpCq{CKx{C ˆ Isopf ˝ d ˝ cxq ˆDefresHpBxXHq{pAxXHq‚˛pmq
fifl
“ rpH,aqpmq
où on a utilisé le lemme 5.1.7 dans lequel on remplace G par NGpCq{C. On a donc bien une
application K-linéaire ⇢G : 'pF qpGq Ñ F¯ pGq, qui vérifie ⇢GprH, a,msq “ rpH,aqpmq pour tout
pH, aq P ED.
Lemme 5.1.7. Soient G et H 1 des groupes finis. Soient pD,Cq une section de G, pB,Aq une
section de H 1, f : B{AÑ D{C un isomorphisme de groupes. Soit encore H § H 1. On a
IndinfGD{C ˆ Isopfq ˆDefresH 1B{A ˆ IndH 1H
“ ÿ
xPrBzH 1{Hs
IndinfGKx{C ˆ Isopf ˝ d ˝ cxq ˆDefresHpBxXHq{pAxXHq
où cx est l’isomorphisme de conjugaison par x, où d : B X xH{AX xH Ñ ApB X xHq{A est
l’isomorphisme standard et où C § Kx § D est tel que Kx{C “ f pApB X xHq{Aq.
Démonstration. On utilise les formules de [Bou10, Pages 2 et 3] dont les preuves se trouvent
dans la section 1.1.1. On a alors
IndinfGD{C ˆ Isopfq ˆDefresH 1B{A ˆ IndH 1H
“ IndinfGD{C ˆ Isopfq ˆDefBB{A ˆ
¨˝ ÿ
xPrBzH 1{Hs
IndBBXxH ˆ Isopcxq ˆ ResHBxXH‚˛
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par la formule de Mackey (voir lemme 1.1.9). Comme de plus on a
DefBB{A ˆ IndBBXxH “ IndB{AApBXxHq{A ˆ Isopdq ˆDefBX
xHpBXxHq{pAXBXxHq
(par le lemme 1.1.11) et
DefBXxHpBXxHq{pAXxHq ˆ Isopcxq “ Isopcxq ˆDefBxXHpBxXHq{pAxXHq,
on obtient
IndinfGD{C ˆ Isopfq ˆDefresH 1B{A ˆ IndH 1H
“ ÿ
xPrBzH 1{Hs
IndinfGD{C ˆ Isopfq ˆ IndB{AApBXxHq{A ˆ Isopd ˝ cxq ˆDefB
xXHpBxXHq{pAxXHq ˆ ResHBxXH
“ ÿ
xPrBzH 1{Hs
IndinfGD{C ˆ IndD{CKx{C ˆ Isopfq ˆ Isopd ˝ cxq ˆDefresHpBxXHq{pAxXHq
“ ÿ
xPrBzH 1{Hs
IndGD ˆ IndDKx ˆ InfKxKx{C ˆ Isopf ˝ d ˝ cxq ˆDefresHpBxXHq{pAxXHq
“ ÿ
xPrBzH 1{Hs
IndinfGKx{C ˆ Isopf ˝ d ˝ cxq ˆDefresHpBxXHq{pAxXHq.
Isomorphisme
Il reste à démontrer que ⇢G et ◆G sont inverses l’un de l’autre.
Lemme 5.1.8. L’application ⇢G ˝ ◆G : F¯ pGq Ñ 'pF qpGq Ñ F¯ pGq est l’application identité.
Démonstration. Soit rQ,ms un générateur de 'pF qpGq, c.-à-d. Q § G et m P F
´
NGpQq{Q
¯
.
On a alors
⇢G ˝ ◆G prQ,msq “ ⇢G
´
rNGpQq{Q, IndinfGNGpQq{Q,ms
¯
“ rQ,ms
car, par définition, rpNGpQq{Q,IndinfGNGpQq{Qq
pmq “ rQ,ms. On a donc le résultat voulu.
Lemme 5.1.9. L’application ◆G ˝ ⇢G : 'pF qpGq Ñ 'pF qpGq est l’application identité.
Démonstration. Soit rH, a,ms un générateur de 'pF qpGq, c.-à-d. pH, aq P EG et m P F pHq.
On montre cela dans le cas où a représente un bi-ensemble transitif, le cas général découle par
linéarité de ◆G. Supposons donc a “ IndinfGD{C ˆ Isopfq ˆDefresHB{A. Dans ce cas, on a
◆G ˝ ⇢G
`rH, a,ms˘ “ ◆G ´”C,F ´IndNGpCq{CD{C ˆ Isopfq ˆDefresHB{A¯ pmqı¯
“
”
NGpCq{C, IndinfGNGpCq{C , F
´
IndNGpCq{CD{C ˆ Isopfq ˆDefresHB{A
¯
pmq
ı
Remarquons alors que si on pose u “ IndNGpCq{CD{C ˆ Isopfq ˆDefresHB{A,
u : pH, aq Ñ pNGpCq{C, IndinfGNGpCq{Cq
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est un morphisme de EG. En eﬀet, le diagramme
H a
%%
u
✏✏
G.
NGpCq{C IndinfGNGpCq{C
::
commute car on a
IndinfGNGpCq{C ˝ u “ IndinfGNGpCq{C ˆ IndNGpCq{CD{C ˆ Isopfq ˆDefresHB{A
“ IndGNGpCq ˆ IndNGpCqD ˆ InfDD{C ˆ Isopfq ˆDefresHB{A
“ a.
Par conséquent, ”
NGpCq{C, IndinfGNGpCq{C , F puqpmq
ı
“ rH, a,ms
par définition de 'pF qpGq (définition 4.1.5).
Ainsi, on a bien démontré que
◆G ˝ ⇢G
`rH, a,ms˘ “ ”NGpCq{C, IndinfGNGpCq{C , F `IndNGpCq{CD{C ˆ Isopfq ˆDefresHB{A˘pmqı
“ rH, a,ms
c.-à-d. que ◆G ˝ ⇢G est l’application identité.
5.1.2 Le foncteur 'pF q sur les morphismes
L’enjeu est ici de décrire explicitement le foncteur 'pF q (qui est un foncteur de bi-ensembles)
sur les morphismes. Dans le paragraphe précédent, on a pu simplifier l’écriture de 'pF q sur les ob-
jets. On veut utiliser cette nouvelle écriture pour décrire explicitement 'pF q sur les morphismes.
Soit u : H Ñ G un morphisme de CGrB, on obtient alors 'pF qpuq : 'pF qpHq Ñ 'pF qpGq.
Considérant le diagramme
'pF qpHq 'pF qpuq // 'pF qpGq
⇢G–
✏✏
F¯ pHq
F¯ puq
//
◆H –
OO
F¯ pGq
on définit F¯ puq “ ⇢G ˝ 'pF qpuq ˝ ◆H . On a alors, pour Q § H et m P F pNHpQq{Qq,
F¯ puq`rQ,ms˘ “ ⇢G ˝ 'pF qpuq ˝ ◆H`rQ,ms˘ (5.1)
“ ⇢G ˝ 'pF qpuq
´”
NHpQq{Q, IndinfHNHpQq{Q,m
ı¯
(5.2)
“ ⇢G
´”
NHpQq{Q, u ˝ IndinfHNHpQq{Q,m
ı¯
. (5.3)
On va rendre cela explicite dans le cas où u est un morphisme élémentaire.
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Restriction. On suppose dans ce cas u “ ResHG . On utilise les formules de la section 1.1.1. On
a alors
u ˝ IndinfHNHpQq{Q “ ResHG ˆ IndinfHNHpQq{Q
“ ÿ
xPrGzH{NHpQqs
IndGGXxNHpQq ˆ Isopcxq ˆ ResNHpQqGxXNHpQq ˆ Inf
NHpQq
NHpQq{Q
“ ÿ
xPrGzH{NHpQqs
IndGGXxNHpQq ˆ Isopcxq ˆ InfG
xXNHpQq
GxXNHpQq{GxXQ ˆ Isopdq ˆ Res
NHpQq{Q
pQGxXNHpQqq{Q
“ ÿ
xPrGzH{NHpQqs
IndGGXxNHpQq ˆ InfGXNHp
xQq
GXNHpxQq{GXxQ ˆ Isopcx ˝ dq ˆ Res
NHpQq{Q
pQGxXNHpQqq{Q
où cx est l’isomorphisme de la conjugaison par x et où
d : QpGx XNHpQqq{QÑ Gx XNHpQq{Gx XQ
est l’isomorphisme standard. Donc, on a
F¯ pResHG q
`rQ,ms˘ “ ⇢G ´”NHpQq{Q, u ˝ IndinfHNHpQq{Q,mı¯
“ ⇢G
´”
NHpQq{Q,ResHG IndinfHNHpQq{Q,m
ı¯
“ ÿ
xPrGzH{NHpQqs
rGX xQ,F `IndNGpGXxQq{GXxQGXNHpxQq{GXxQ ˆ Isopcx ˝ dq ˆ ResNHpQq{QpQGxXNHpQqq{Q˘pmqs.
où la première égalité découle de l’équation (5.3) et la dernière de la définition de ⇢G
(5.1.4).
On peut se représenter cette application à l’aide du diagramme
NHpQq
QGXNHpQq NGpGXQq
Q GXNHpQq
GXQ
(diagramme dans lequel on n’a pas représenté la conjugaison).
Déflation. On suppose u “ DefHG , où G “ H{N pour N ú H. Dans ce cas, on a
u ˝ IndinfHNHpQq{Q “ DefHG ˆ IndHNHpQq ˆ InfNHpQqNHpQq{Q
“ IndH{NNNHpQq{N ˆ Isopdq ˆDef
NHpQq
NHpQq{NXNHpQq ˆ Inf
NHpQq
NHpQq{Q
“ IndH{NNNHpQq{N ˆ Isopdq ˆ Inf
NHpQq{NXNHpQq
NHpQq{QpNXNHpQqq ˆDef
NHpQq{Q
NHpQq{QNXNHpQq
“ IndH{NNNHpQq{N ˆ Inf
NNHpQq{N
NNHpQq{QN ˆ Isopdq ˆDef
NHpQq{Q
NHpQq{QNXNHpQq
où d : NHpQq{N XNHpQq Ñ NNHpQq{N est l’isomorphisme standard. Alors, on a
F¯
`
DefHG
˘prQ,msq “ ⇢G` ”NHpQq{Q, u ˝ IndinfHNHpQq{Q,mı ˘
“ ⇢G
` ”
NHpQq{Q,DefHG ˆ IndinfHNHpQq{Q,m
ı ˘
“
”
QN{N,F
´
IndNH{N pQN{Nq{pQN{NqNNHpQq{QN ˆ Isopdq ˆDef
NHpQq{Q
NHpQq{QNXNHpQq
¯
pmq
ı
.
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où la première égalité découle de l’équation (5.3) et la dernière de la définition de ⇢G
(5.1.4).
La situation peut être représentée à l’aide du diagramme
NHpQNq
NNHpQq
NHpQq QN
QN XNHpQq N
Q.
Isomorphisme. On suppose u “ Isopfq pour f : H Ñ G un isomorphisme. Dans ce cas, on a
u ˝ IndinfHNHpQq{Q “ Isopfq ˆ IndinfHNHpQq{Q
“ IndinfNGpfpQqqNGpfpQqq{fpQq ˆ Isopf 1q.
où f 1 : NHpQq{QÑ NGpfpQqq{fpQq est l’isomorphisme induit par f . Alors, on a
F¯
`
Isopfq˘`rQ,ms˘ “ ⇢G ´”NHpQq{Q, u ˝ IndinfHNHpQq{Q,mı¯
“ rfpQq, F `Isopf 1q˘pmqs.
Inflation. On suppose u “ InfGH , où H “ G{N pour N ú G. On écrit de plus Q “ Q1{N pour
Q1 § G. Dans ce cas, on a
u ˝ IndinfHNHpQq{Q “ InfGG{N ˆ IndG{NNG{N pQ1{Nq ˆ Inf
NGpQ1q{Q1
NG{N pQ1{Nq
“ IndGNGpQ1q ˆ InfNGpQ
1q
NGpQ1q{N ˆ Inf
NGpQ1q{Q1
NG{N pQ1{Nq
“ IndGNGpQ1q ˆ InfNGpQ
1q
NGpQ1q{Q1 .
Alors, on a
F¯
`
InfGH
˘`rQ,ms˘ “ ⇢G ´”NHpQq{Q, u ˝ IndinfHNHpQq{Q,mı¯
“ ⇢G
´”
NHpQq{Q, InfGG{N ˆ IndinfHNHpQq{Q,m
ı¯
“ ⇢G
´”
NHpQq{Q, IndGNGpQ1q ˆ InfNGpQ
1q
NGpQ1q{Q1 ,m
ı¯
“ rQ1,ms.
où la première égalité découle de l’équation (5.3) et la dernière de la définition de ⇢G
(5.1.4). Notons que cela fonctionne car on a NG{N pQ1{Nq{Q1{N – NGpQ1q{Q1 et on a aussi
NG{N pQ1{Nq “ NGpQ1q{N .
Induction. On suppose u “ IndGH . Dans ce cas, on a
u ˝ IndinfHNHpQq{Q “ IndGH ˆ IndHNHpQq ˆ InfNHpQqNHpQq{Q.
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Alors, on obtient
F¯
`
IndGH
˘`rQ,ms˘ “ ⇢G ´”NHpQq{Q, u ˝ IndinfHNHpQq{Q,mı¯
“ ⇢G
´”
NHpQq{Q, IndGH ˆ IndinfHNHpQq{Q,m
ı¯
“ ⇢G
´”
NHpQq{Q, IndinfGNHpQq{Q,m
ı¯
“
”
Q,F
´
IndNGpQq{QNHpQq{Q
¯
pmq
ı
.
où la première égalité découle de l’équation (5.3) et la dernière de la définition de ⇢G
(5.1.4).
5.2 Application aux foncteurs avec inflation p1
Soit p un nombre premier.
On va utiliser la section 4.1 dans un cas particulier et donner une description explicite de l’adjoint
à gauche de ✓˚. On traite le cas où
˛ D “ CGrB,
˛ C “ C p-lgGrB, la catégorie dont les objets sont les groupes et les morphismes sont les
bi-ensembles avec inflation uniquement depuis des sous-groupes normaux d’ordre p1 (voir
la notation 1.2.11).
˛ ✓ : C Ñ D est l’inclusion.
Alors ✓˚ : FunC -VectpCGrB,C -Vectq Ñ FunC -VectpC p-lgGrB,C -Vectq est en fait un foncteur ou-
bli, c.-à-d. ✓˚pGq “ ResCGrBC p-lgGrBpGq pour G P FunC -VectpCGrB,C -Vectq. Son adjoint 'CGrBC p-lgGrB
envoie un foncteur qui ne sait faire que de l’inflation p1 sur un foncteur de bi-ensembles. Dans
ce paragraphe, on notera ' “ 'CGrBC p-lgGrB.
Le but de ce paragraphe va être, pour F P FunC -VectpC p-lgGrB,C -Vectq, d’identifier explicite-
ment le foncteur 'pF q : CGrBÑ C -Vect.
Notation 5.2.1. Par définition, un morphisme de CGrB est de la forme
∞n
i“1  irUis pour  i P C
et rUis la classe d’isomorphisme d’un bi-ensemble Ui. Pour simplifier la notation, on identifie le
bi-ensemble Ui avec sa classe d’isomorphisme rUis lorsque cela ne prête pas à confusion.
5.2.1 Le foncteur 'pF q sur les objets
Pour G un groupe fini, on a
'pF qpGq “
˜ à
pH,aqPEG
F pHq
¸
{UG
et pH, aq P EG veut dire a : H Ñ G dans CGrB. De plus, on considère le C-espace vectoriel
pF pGq “ ˜ à
CúD§G
F pD{Cq
¸
{WG.
Premièrement, on note pD{C,mq un générateur de la somme directe ‘CúD§GF pD{Cq pour
m P D{C. Avec cette notation, on définit WG comme le sous-espace vectoriel engendré par les
relations
1. pD{C,mq ´ pgD{gC,F pIsopcgqqpmqq pour tout g P G, C ú D § G et m P F pD{Cq
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2. pD{Q,mq ´
´
D{C,F pInfD{CD{Qqpmq
¯
pour C § Q ú D § G, C ú D, Q{C d’ordre p1 et
m P F pD{Qq
3. pQ{C,mq ´
´
D{C,F pIndD{CQ{C qpmq
¯
pour C § Q § D § G, C ú D, et m P F pQ{Cq
Pour pD{C,mq un générateur de la somme directe ‘CúD§GF pD{Cq (c.-à-d. m P F pD{Cq), on
note rD{C,ms son image dans le quotient pF pGq.
On peut remarquer que pF pGq est bien un C-espace vectoriel puisque la somme directeà
CúD§G
F pD{Cq
a une structure naturelle de C-espace vectoriel et qu’on quotiente par un sous-espace (on a
bien que WG est un C-espace vectoriel en utilisant le fait que F est un foncteur à valeurs dans
C -Vect).
Théorème 5.2.2. Pour tout groupe fini G, on a un isomorphisme de C-espaces vectoriels
'pF qpGq – pF pGq.
Définition de ◆G : pF pGq Ñ 'pF qpGq
Lemme 5.2.3. Il existe une application C-linéaire
◆G : pF pGq ›Ñ 'pF qpGq
rD{C, vs ﬁ›Ñ rD{C, IndinfGD{C , vs.
Démonstration. On définit
IG :
à
CúD§G
F pD{Cq ›Ñ 'pF qpGq
pD{C, vq ﬁ›Ñ rD{C, IndinfGD{C , vs
qui est bien une application C-linéaire par construction. Vérifions que cette application passe au
quotient par WG.
1. Pour C ú D § G, g P G et m P F pD{Cq, on a
IG ppgD{gC,F pIsopcgqqpmqqq “
”
gD{gC, IndinfGgD{gC , F
`
Isopcgq˘pmqı
“
”
D{C, IndinfGD{C ,m
ı
“ IG ppD{C,mqq
où on a utilisé le fait que Isopcgq est un morphisme dans EG (comme dans la preuve du
lemme 5.1.3).
2. Supposons qu’on ait C § Q ú D § G, C ú D, Q{C d’ordre p1 et m P F pD{Qq. On com-
mence par montrer que InfD{CD{Q : pD{Q, IndinfGD{Qq Ñ pD{C, IndinfGD{Cq est un morphisme
de EG. Mais cela découle directement du fait que le diagramme
D{Q IndinfGD{Q
!!
InfD{CD{Q
✏✏
G.
D{C IndinfGD{C
>>
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commute. De plus, comme |Q{C| est p1, InfD{CD{Q P C p-lgGrB. On a alors, par définition de
'pF qpGq,
IG
´´
D{C,F pInfD{CD{Qqpmq
¯¯
“
”
D{C, IndinfGD{C , F
´
InfD{CD{Q
¯
pmq
ı
“
”
D{Q, IndinfGD{Q,m
ı
“ IG
´´
D{Q,m
¯¯
.
3. Supposons qu’on ait C § Q § D § G, C ú D et m P F pQ{Cq. On commence par montrer
que IndD{CQ{C :
´
Q{C, IndinfGQ{C
¯
Ñ
´
D{C, IndinfGD{C
¯
est un morphisme de EG. En eﬀet, le
diagramme
Q{C IndinfGQ{C
!!
IndD{CQ{C
✏✏
G.
D{C IndinfGD{C
>>
commute puisque
IndinfGD{C ˆ IndD{CQ{C “ IndGD ˆ IndDQ ˆ InfQQ{C
“ IndinfGQ{C
(où on a utilisé le lemme 1.1.14). On a alors, par définition de 'pF qpGq,
IG
´´
D{C,F pIndD{CQ{C qpmq
¯¯
“
”
D{C, IndinfGD{C , F pIndD{CQ{C qpmq
ı
“
”
Q{C, IndinfGQ{C ,m
ı
“ IG ppQ{C,mqq .
Donc on obtient bien une application C-linéaire
◆G : pF pGq ›Ñ 'pF qpGq
rD{C, vs ﬁ›Ñ rD{C, IndinfGD{C , vs.
induite par IG.
Définition de ⇢G : 'pF qpGq Ñ pF pGq
On va définir l’inverse de ◆G, c.-à-d. une application C-linéaire ⇢G : 'pF qpGq Ñ pF pGq. On
commence par définir une application depuis la somme directe ‘pH,aqPEGF pHq.
Définition 5.2.4. Soit pH, aq un objet de EG, on commence par supposer que a est la classe
d’isomorphisme d’un bi-ensemble transitif, c.-à-d. a “ IndinfGD{CˆIsopfqˆDefresHB{A. On définit
alors
rpH,aq : F pHq ›Ñ pF pGq
pH, a,mq ﬁ›Ñ rD{C,F pIsopfq ˆDefresHB{Aqpmqs.
Pour pH, aq où a n’est pas un morphisme transitif, c.-à-d. a “ ∞ni“1  iui (pour  i P C et ui des
bi-ensembles transitifs), on pose rpH,aq “ ∞ni“1  irpH,uiq.
Lemme 5.2.5. L’application de la définition 5.2.4 est bien définie.
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Démonstration. L’écriture de a sous la forme IndinfGD{C ˆ Isopfq ˆ DefresHB{A n’est pas unique
puisque dans CGrB les bi-ensembles sont identifiés à isomorphisme près (voir la remarque 5.2.1).
Supposons alors a – IndinfGD1{C1 ˆ Isopf 1q ˆ DefresHB1{A1 . Or, a ne peut avoir ces deux écritures
que s’il existe g P G et h P H tel que gD1 “ D, gC 1 “ C, hB1 “ B, hA1 “ A et f “ cg ˝ f 1 ˝ ch´1 .
On a alors ”
D{C,F pIsopfq ˆDefresHB{Aqpmq
ı
“
”
D{C,F
´
Isopcg ˝ f 1 ˝ ch´1q ˆDefresHgB1{gA1
¯
pmq
ı
“
”
gD1{gC 1, F
´
Isopcgq ˆ Isopf 1q ˆDefresHB1{A1 ˆ Isopch´1q
¯
pmq
ı
“
”
D1{C 1, F
´
Isopf 1q ˆDefresHB1{A1
¯
pmq
ı
où on a utilisé la relation d’équivalence sur les éléments pF pGq et le fait que le pH,Hq-bi-ensemble
Isopch´1q est isomorphe à l’identité. On a par conséquent démontré que rpH,aq ne dépend pas du
choix de l’écriture de a.
Premièrement, on remarque que rpH,aq est une application linéaire (comme composition d’ap-
plications linéaires). Donc ces applications induisent une application C-linéaire
R :
à
pH,aqPEG
F pHq ›Ñ pF pGq
pH, a,mq ﬁ›Ñ rpH,aqpmq.
Proposition 5.2.6. L’application R ci-dessus induit une application
⇢G : 'pF qpGq Ñ pF pGq,
qui vérifie ⇢G
`rH, a,ms˘ “ rpH,aqpmq pour tout pH, aq P EG et tout m P F pHq.
Démonstration. On veut vérifier que R passe au quotient et induit une application depuis
'pF qpGq (voir définition 4.1.7).
Pour la deuxième condition, elle est vérifiée par définition, c.-à-d. on a toujours
R
`pH, a1 ` a2,mq˘ “  R`pH, a1,mq˘`R`pH, a2,mq˘
puisque par définition rpH, a1`a2q “  rpH,a1q ` rpH,a2q.
Soient à présent pH, aq et pH 1, a1q deux objets de EG et soit v : pH, aq Ñ pH 1, a1q (c.-à-d.
v : H Ñ H 1 dans C p-lgGrB tel que a1 ˝ v “ a). On veut démontrer que
R
`rH 1, a1, F pvqpmqs˘ “ R`rH, a,ms˘
(pour m P F pHq), c.-à-d. rpH 1,a1q˝F pvq “ rpH,aq. On va montrer cela pour a et a1 des morphismes
transitifs et v un morphisme élémentaire, le cas général en découlera directement. On suppose
a1 “ IndinfGD{C ˆ Isopfq ˆ DefresH 1B{A. Si v “ Iso, v “ Def ou v “ Res le résultat découle
directement du fait que F est un foncteur. Comme v est un morphisme de C p-lgGrB, il ne reste
que deux cas possibles, soit v est une inflation depuis un sous-groupe d’ordre p1, soit v est une
induction.
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˛ Supposons que v “ InfH 1H pour H “ H 1{N avec N d’ordre p1. En utilisant les formules de
la section 1.1.1, on a
a “ a1 ˝ v
“ IndinfGD{C ˆ Isopfq ˆDefresH 1B{A ˆ InfH 1H 1{N
“ IndinfGD{C ˆ Isopfq ˆDefBB{A ˆ InfBB{BXN ˆ Isopd´1q ˆ ResH
1{N
BN{N
“ IndinfGD{C ˆ Isopfq ˆ InfB{AB{ApBXNq ˆDefB{BXNB{ApBXNq ˆ Isopd´1q ˆ ResH
1{N
BN{N
“ IndinfGD{C ˆ InfD{CD{K ˆ Isopfq ˆDefB{BXNB{ApBXNq ˆ Isopd´1q ˆ ResH
1{N
BN{N
“ IndinfGD{K ˆ Isopf ˝ d´1q ˆDefresH
1{N
BN{AN
où d : B{B XN Ñ BN{N est l’isomorphisme standard et où C § K § D est tel que
K{C “ f pApB XNq{Aq. Donc, pour m P F pHq, on a
rpH 1,a1q ˝ F pvqpmq “
”
D{C,F
`
Isopfq ˆDefresH 1B{A
˘ ˝ F pvqpmqı
“
”
D{C,F
´
Isopfq ˆDefresH 1B{A ˆ InfH 1H 1{N
¯
pmq
ı
“
”
D{C,F
´
InfD{CD{K ˆ Isopf ˝ d´1q ˆDefresH
1{N
BN{AN
¯
pmq
ı
où la dernière égalité découle d’un calcul similaire à ci-dessus. De plus, comme |N | est
sans facteur p, |BXN | est sans facteur p, de plus |ApBXNq{A| “ |BXN{B XN XA| est
sans facteur p. Par conséquent, puisque f est un isomorphisme, |K{C| est sans facteur p.
Donc on a une situation C § K ú D avec C d’indice p1 dans K. Alors par la définition depF pGq, on a
rpH 1,a1q ˝ F pvqpmq “
”
D{K,F
´
Isopf ˝ d´1q ˆDefresH 1{NBN{AN
¯
pmq
ı
“ rpH,aqpmq.
On a ainsi démontré que rpH 1,a1q ˝ F pvq “ rpH,aq.
˛ Supposons que v “ IndH 1H . Dans ce cas, on reproduit la preuve de la proposition 5.1.6.
Isomorphisme
Il reste à démontrer que ⇢G et ◆G sont inverses l’un de l’autre.
Lemme 5.2.7. L’application ⇢G ˝ ◆G : pF pGq Ñ 'pF qpGq Ñ pF pGq est l’application identité.
Démonstration. Soit D{C une section de G. Soit m P F pD{Cq. On a alors
⇢G ˝ ◆G prD{C,msq “ ⇢G
´”
D{C, IndinfGD{C ,m
ı¯
“ rD{C,ms
car, par définition rpD{C,IndinfGD{Cqp
”
D{C, IndinfGD{C ,m
ı
q “ rD{C,ms. Comme on l’a démontré
sur les générateurs, on a le résultat voulu.
Lemme 5.2.8. L’application ◆G ˝ ⇢G : 'pF qpGq Ñ 'pF qpGq est l’application identité.
90 Applications des formules d’adjonction
Démonstration. Soit rH, a,ms un générateur de 'pF qpGq, c.-à-d. pH, aq P EG et m P F pHq. On
montre cela dans le cas où a représente un bi-ensemble transitif (le cas général en découle).
Supposons donc a “ IndinfGD{C ˆ Isopfq ˆDefresHB{A. Dans ce cas, on a
◆G ˝ ⇢G
`rH, a,ms˘ “ ◆G ´”D{C,F pIsopfq ˆDefresHB{Aqpmqı¯
“
”
D{C, IndinfGD{C , F
´
Isopfq ˆDefresHB{A
¯
pmq
ı
.
Remarquons alors que si on pose u “ Isopfq ˆDefresHB{A,
u : pH, aq Ñ pD{C, IndinfGNGpCq{Cq
est un morphisme de EG. En eﬀet, le diagramme
H a
##
u
✏✏
G.
D{C IndinfGD{C
>>
commute car on a
IndinfGD{C ˝ u “ IndinfGD{C ˆ Isopfq ˆDefresHB{A
“ a.
Par conséquent, ”
D{C, IndinfGD{C , F puqpmq
ı
“ rH, a,ms
par définition de 'pF qpGq.
Ainsi, on a bien démontré que
◆G ˝ ⇢G
`rH, a,ms˘ “ ”D{C, IndinfGD{C , F ´Isopfq ˆDefresHB{A¯ pmqı
“ rH, a,ms
c.-à-d. que ◆G ˝ ⇢G est le morphisme identité.
5.2.2 Le foncteur 'pF q sur les morphismes
L’enjeu est ici de décrire explicitement le foncteur 'pF q (qui est un foncteur de bi-ensembles)
sur les morphismes. Dans le paragraphe précédent, on a pu simplifier l’écriture de 'pF q sur les ob-
jets. On veut utiliser cette nouvelle écriture pour décrire explicitement 'pF q sur les morphismes.
Soit u : H Ñ G un morphisme de GrB, on obtient alors 'pF qpuq : 'pF qpHq Ñ 'pF qpGq.
Considérant le diagramme
'pF qpHq 'pF qpuq // 'pF qpGq
⇢G–
✏✏pF pHq pF puq //
◆H –
OO
F¯ pGq
on définit pF puq “ ⇢G ˝ 'pF qpuq ˝ ◆H . On a alors, pour D{C une section de H et m P F pD{Cq,pF puq prD{C,msq “ ⇢G ˝ 'pF qpuq ˝ ◆H prD{C,msq (5.4)
“ ⇢G ˝ 'pF qpuq
´”
D{C, IndinfHD{C ,m
ı¯
(5.5)
“ ⇢G
´”
D{C, u ˝ IndinfHD{C ,m
ı¯
. (5.6)
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On va rendre cela explicite dans le cas où u est un morphisme transitif.
Restriction. On suppose dans ce cas u “ ResHG . On utilise alors les formules de la section 1.1.1.
Dans ce cas, on a
u ˝ IndinfHD{C “ ResHG ˆ IndinfHD{C
“ ÿ
xPrGzH{Ds
IndGGXxD ˆ Isopcxq ˆ ResDGxXD ˆ InfDD{C
“ ÿ
xPrGzH{Ds
IndGGXxD ˆ Isopcxq ˆ InfGxXDGxXD{GxXC ˆ Isopdq ˆ ResD{CCpGxXDq{C
“ ÿ
xPrGzH{Ds
IndGGXxD ˆ InfGXxDGXxD{GXxC ˆ Isopcx ˝ dq ˆ ResD{CCpGxXDq{C
où cx est l’isomorphisme de la conjugaison par x et où
d : CpGx XDq{C Ñ Gx XD{Gx X C
est l’isomorphisme standard. Alors, on a
pF pResHG q prD{C,msq “ ⇢G ´”D{C, u ˝ IndinfHD{C ,mı¯
“ ⇢G
´”
D{C,ResHG ˆ IndinfHD{C ,m
ı¯
“ ÿ
xPrGzH{Ds
”
GX xD{GX xC,F
´
Isopcx ˝ dq ˆ ResD{CCpGxXDq{C
¯
pmq
ı
.
où la première égalité découle de l’équation (5.6) et la dernière découle de la définition de
⇢G (5.2.4).
On peut se représenter cette application à l’aide du diagramme
D
CpGXDq
C GXD
GX C.
Déflation. On suppose u “ DefHG , où G “ H{N pour N ú H. Dans ce cas, on a
u ˝ IndinfHD{C “ DefHG ˆ IndHD ˆ InfDD{C
“ IndH{NND{N ˆ Isopdq ˆDefDD{NXD ˆ InfDD{C
“ IndH{NND{N ˆ Isopdq ˆ InfD{NXDD{CpNXDq ˆDefD{CD{CpNXDq
“ IndH{NND{N ˆ InfND{NND{CN ˆ Isopdq ˆDefD{CD{CpNXDq
où d : D{CpN XDq Ñ ND{CN est l’isomorphisme standard. Alors, on a
pF `DefHG˘ prD{C,msq “ ⇢G ´”D{C, u ˝ IndinfHD{C ,mı¯
“ ⇢G
´”
D{C,DefHG ˆ IndinfHD{C ,m
ı¯
“
”
pDN{Nq{pCN{Nq, F
´
Isopdq ˆDefD{CD{CpNXDq
¯
pmq
ı
.
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où la première égalité découle de l’équation (5.6) et la dernière découle de la définition de
⇢G (5.2.4).
La situation peut être représentée à l’aide du diagramme
DN
D CN
CpN XDq N
C.
Isomorphisme. On suppose u “ Isopfq pour f : H Ñ G un isomorphisme. Dans ce cas, on a
u ˝ IndinfHD{C “ Isopfq ˆ IndinfHD{C
“ IndinfGfpDq{fpCq ˆ Isopf 1q.
où f 1 : D{C Ñ fpDq{fpCq est l’isomorphisme induit par f . Alors, on a
pF `Isopfq˘ prD{C,msq “ ⇢G ´”D{C, u ˝ IndinfHD{C ,mı¯
“
”
fpDq{fpCq, F
`
Isopf 1q˘pmqı .
Inflation. On suppose u “ InfGH , où H “ G{N pour N ú G. On écrit de plus que D “ D1{N
pour D1 § G et C “ C 1{N pour C 1 § G. Dans ce cas, on a
u ˝ IndinfHD{C “ InfGG{N ˆ IndG{ND1{N ˆ InfD
1{N
pD1{Nq{pC1{Nq
“ IndGD1 ˆ InfD1D1{N ˆ InfD
1{N
pD1{Nq{pC1{Nq
“ IndGD1 ˆ InfD1D1{C1 .
Alors, on a
pF `InfGH˘ prD{C,msq “ ⇢G ´”D{C, u ˝ IndinfHD{C ,mı¯
“ “D1{C 1,m‰ .
Induction. On suppose u “ IndGH . Dans ce cas, on a
u ˝ IndinfHD{C “ IndGH ˆ IndHD ˆ InfDD{C .
Alors, on obtient
pF `IndGH˘ `rD{C,ms˘ “ ⇢G ´”D{C, u ˝ IndinfHD{C ,mı¯
“ rD{C,ms .
5.3 Application aux foncteurs sans déflation
On va utiliser la section 4.2 dans un cas particulier et donner une description explicite de
l’adjoint à droite de ✓˚. On traite le cas où
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˛ D “ CGrB,
˛ C “ CGrBld, la catégorie dont les objets sont les groupes et les morphismes sont les
bi-ensembles sans déflation (voir la notation 1.2.11),
˛ ✓ : C Ñ D est l’inclusion.
Alors ✓˚ : FunC -VectpCGrB,C -Vectq Ñ FunC -VectpCGrBld,C -Vectq est en fait un foncteur oubli,
c.-à-d. ✓˚pGq “ ResCGrBC lgGrBpGq pour tout G P FunC -VectpCGrB,C -Vectq. Son adjoint  CGrBCGrBld ,
envoie un foncteur qui ne sait pas faire de la déflation sur un foncteur de bi-ensembles. Dans ce
paragraphe, on note  “  CGrBCGrBld .
Le but de ce paragraphe va être, pour F P FunC -VectpCGrBld,C -Vectq, d’identifier explicitement
le foncteur  pF q : CGrBÑ C -Vect.
Notation 5.3.1. Par définition, un morphisme de CGrB est de la forme
∞n
i“1  irUis pour  i P C
et rUis la classe d’isomorphisme d’un bi-ensemble Ui. Pour simplifier la notation, on identifie le
bi-ensemble Ui avec sa classe d’isomorphisme rUis lorsque cela ne prête pas à confusion.
5.3.1  pF q sur les objets
Pour G un groupe fini,  pF qpGq est le sous-espace de ±pH,aqPEG F pHq, défini par :`
mpH,aq
˘
pH,aq P  pF qpGq si et seulement si
F pfq`mpH,aq˘ “ mpH 1,a1q
mpH, a1`a2q “  mpH,a1q `mpH,a2q
pour tout f : pH, aq Ñ pH 1, a1q P E G et   P C. Rappelons que pH, aq P E G veut dire a : GÑ H
dans CGrB. De plus, on considère le C-espace vectoriel
F pGq “
˜π
R§G
F pNGpRq{Rqq
¸G
où p´qG dénote les points fixes de l’action par conjugaison de G. On note, pour Q § G,
PGQ :
π
R§G
F pNGpRq{Rq ›Ñ F pNGpQq{Qq
pmRqR ﬁ›Ñ mQ
la projection sur le facteur indexé par Q. Un élément M P ±R§G F pNGpRq{Rq appartient à
F pGq si et seulement si on a PGgQpMq “ F
`
Isopcgq˘`PGQ pMq˘ pour tout Q § Q et g P G.
Théorème 5.3.2. Pour tout groupe fini G, on a un isomorphisme de C-espaces vectoriels
 pF qpGq – F pGq.
Définition de G :  pF qpGq Ñ F pGq
Lemme 5.3.3. Il existe une application C-linéaire
G :  pF qpGq ›Ñ F pGq`
mpH,aq
˘
pH,aq ﬁ›Ñ
`
mpNGpQq{Q,DefresGNGpQq{Q
˘qQ.
Autrement dit, pour Q § G, on a PGQ ˝ G “ pF,GpNGpQq{Q,DefresGNGpQq{Qq, où p
F,G
pNGpQq{Q,DefresGNGpQq{Qq
désigne la projection de  pF qpGq vers le facteur indexé par
´
NGpQq{Q,DefresGNGpQq{Q
¯
(voir
notation 4.2.2)
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Démonstration. On considère
kG :  pF qpGq ›Ñ ±Q§G F pNGpQq{Qq`
mpH,aq
˘
pH,aq ﬁ›Ñ
`
mpNGpQq{Q,DefresGNGpQq{Q
˘qQ
qui est bien définie puisque pour Q § G, on a bien
´
NGpQq{Q,DefresGNGpQq{Q
¯
P E G. Autrement
dit, pour Q § G, PGQ ˝ kG “ pF,GpNGpQq{Q,DefresGNGpQq{Qq. Il s’agit évidemment d’une application C-
linéaire. Vérifions à présent que l’image de kG est dans F pGq. Soit Q § G et g P G, on vérifie
alors facilement que
Isopcgq : pNGpQq{Q,DefresGNGpQq{Qq Ñ pNGpgQq{gQ,DefresGNGpgQq{gQq
est un morphisme de E G. Ainsi, par définition de  pF qpGq, on a
F
`
Isopcgq˘ ˝ pF,GpNGpQq{Q,DefresGNGpQq{Qq “ pF,GpNGpgQq{gQ,DefresGNGpgQq{gQq.
Par conséquent, on obtient
PGgQ ˝ kG “ pGpNGpgQq{gQ,DefresGNGpgQq{gQq
“ F `Isopcgq˘ ˝ pGpNGpQq{Q,DefresGNGpQq{Qq
“ F `Isopcgq˘ ˝ PGQ ˝ kG.
Ainsi, on a bien impkGq Ñ F pGq, c.-à-d. G est bien définie.
Définition de ⇣G : F pGq Ñ  pF qpGq
Définition 5.3.4. On définit l’application ⇣G : F pGq Ñ  pF qpGq en décrivant pGpH,aq ˝ ⇣G pour
tout pH, aq P E G. Pour pH, aq P E G, où a est un bi-ensemble transitif, c.-à-d.
a “ IndinfHD{C ˆ Isopfq ˆDefresGA{B,
on pose
pGpH,aq ˝ ⇣G “ F
´
IndinfHD{C ˆ Isopfq ˆ ResNGpBq{BA{B
¯
˝ PGB . (5.7)
Dans le cas général, c.-à-d. a “ ∞ni“1  iui pour ui des bi-ensembles transitifs et  i P C, on pose
pGpH,aq ˝ ⇣G “
nÿ
i“1
 i
´
pGpH,uiq ˝ ⇣G
¯
. (5.8)
Lemme 5.3.5. L’application de la définition 5.3.4 est bien définie.
Démonstration. On doit d’abord vérifier que la formule (5.7) ne dépend pas du choix de l’écriture
de a. L’écriture de a sous la forme IndinfHD{C ˆ IsopfqˆDefresGA{B n’est pas unique puisque dans
GrB les bi-ensembles sont identifiés à isomorphisme près (voir la remarque 5.3.1). Supposons
alors a – IndinfHD1{C1ˆ Isopf 1qˆDefresGA1{B1 . Or, a ne peut avoir ces deux écritures que s’il existe
g P G et h P H tels que hD1 “ D, hC 1 “ C, gB1 “ B, gA1 “ A et f “ ch ˝ f 1 ˝ cg´1 . On a alors
F
´
IndinfHD{C ˆ Isopfq ˆ ResNGpBq{BA{B
¯
˝ PGB
“ F
´
IndinfHhD1{hC1 ˆ Isopch ˝ f 1 ˝ cg´1q ˆ ResNGp
gB1q{gB1
gA1{gB1
¯
˝ PGgB1
“ F
´
Isopchq ˆ IndinfHD1{C1 ˆ Isopf 1q ˆ ResNGpB
1q{B1
A1{B1 ˆ Isopcg´1q
¯
˝ PGgB1
“ F
´
IndinfHD1{C1 ˆ Isopf 1q ˆ ResNGpB
1q{B1
A1{B1
¯
˝ PGB1 ,
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où on a utilisé Isopchq – Id comme pH,Hq-bi-ensembles et F
`
Isopcg´1q
˘˝PGgB1 “ PGB1 . Donc (5.7)
ne dépend pas du choix de l’écriture de a.
Il est clair que ⇣G est une application C-linéaire à valeurs dans
±
pH,aqPEG F pHq, il faut main-
tenant vérifier que son image est bien dans  pF qpGq. La deuxième condition dans la définition
de  pF qpGq (voir 4.2.3) est trivialement vérifiée car on a posé (5.8). Pour la première condition,
on doit vérifier que pour v : pH, aq Ñ pH 1, a1q dans E G, on a
F pvq ˝ pGpH,aq ˝ ⇣G “ pGpH 1,a1q ˝ ⇣G.
Comme v P E G, on a v : H Ñ H 1 dans CGrBld et v ˝a “ a1. On va démontrer l’égalité ci-dessus
pour a et a1 transitifs et v un morphisme élémentaire. Le cas général se déduit du fait que F est
un foncteur et ensuite par linéarité. Si v “ Ind, Inf ou Iso, le résultat découle directement du
fait que F est un foncteur (et de la définition de ⇣G). On ne peut pas avoir v “ Def car v est un
morphisme de CGrBld. Il reste le cas v “ ResHH 1 . On suppose a “ IndinfHD{CˆIsopfqˆDefresGA{B,
et on a alors (par le lemme 1.1.9)
a1 “ v ˝ a
“ ResHH 1 ˆ IndinfHD{C ˆ Isopfq ˆDefresGA{B
“ ÿ
xPrH 1zH{Ds
IndH
1
H 1XxD ˆ Isopcxq ˆ ResDH 1xXD ˆ InfDD{C ˆ Isopfq ˆDefresGA{B
“ ÿ
xPrH 1zH{Ds
IndinfH
1
H 1XxD{H 1XxC ˆ Isopcx ˝ d´1q ˆ ResD{CpH 1xXDqC{C ˆ Isopfq ˆDefresGA{B
où cx est l’isomorphisme de conjugaison par x, où
d : H 1x XD{pH 1x XD X Cq Ñ pH 1x XDqC{C
est l’isomorphisme standard et où on a utilisé
ResDH 1xXD ˆ InfDD{C “ InfH 1xXDH 1xXD{H 1xXDXC ˆ Isopd´1q ˆ ResD{CpH 1xXDqC{C
(égalité du lemme 1.1.12). Finalement on obtient
a1 “ ÿ
xPrH 1zH{Ds
IndinfH
1
H 1XxD{H 1XxC ˆ Isopcx ˝ d´1 ˝ fq ˆ ResA{BKx{B ˆDefresGA{B
“ ÿ
xPrH 1zH{Ds
IndinfH
1
H 1XxD{H 1XxC ˆ Isopcx ˝ d´1 ˝ fq ˆDefKxKx{B ˆ ResAKx ˆ ResGA
“ ÿ
xPrH 1zH{Ds
IndinfH
1
H 1XxD{H 1XxC ˆ Isopcx ˝ d´1 ˝ fq ˆDefresGKx{B
pour B § Kx § A tel que fpKx{Bq “ pH 1x XDqC{C, et où on a utilisé le lemme 1.1.13. On a
par conséquent,
F pvq ˝ pGpH,aq ˝ ⇣G
“ F pvq ˝ F
´
IndinfHD{C ˆ Isopfq ˆ ResNGpBq{BA{B
¯
˝ PGB
“ F
´
ResHH 1 ˆ IndinfHD{C ˆ Isopfq ˆ ResNGpBq{BA{B
¯
˝ PGB
“ ÿ
xPrH 1zH{Ds
F
´
IndinfH
1
H 1XxD{H 1XxC ˆ Isopcx ˝ d´1 ˝ fq ˆ ResNGpBq{BKx{B
¯
˝ PGB
“ pGpH 1,a1q ˝ ⇣G.
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Isomorphisme
Il reste à démontrer que ⇣G et G sont inverses l’un de l’autre.
Lemme 5.3.6. L’application G ˝ ⇣G : F pGq Ñ  pF qpGq Ñ F pGq est l’application identité.
Démonstration. On va montrer PGQ ˝G˝⇣G “ PGQ pout tout Q § G (ceci démontre G˝⇣G “ Id
par la propriété universelle du produit). Or, on a
PGQ ˝ G ˝ ⇣G “ pGpNGpQq{Q,DefresGNGpQq{Qq ˝ ⇣G
“ F pResNGpQq{QNGpQq{Qq ˝ PGQ
“ PGQ ,
ce qui démontre le résultat.
Lemme 5.3.7. L’application ⇣G ˝ G :  pF qpGq Ñ F pGq Ñ  pF qpGq est l’application identité.
Démonstration. On va montrer pGpH,aq ˝ ⇣G ˝G “ pGpH,aq pour tout pH, aq P E G (ce qui démontre
⇣G ˝ G “ Id par la propriété universelle du produit). En particulier, on montre cela dans le cas
où a est un bi-ensemble transitif (le cas général découle de la C-linéarité des applications). On
suppose alors a “ IndinfHD{C ˆ Isopfq ˆDefresGA{B, et dans ce cas on a
pGpH,aq ˝ ⇣G ˝ G “ F
´
IndinfHD{C ˆ Isopfq ˆ ResNGpBq{BA{B
¯
˝ PGB ˝ G
“ F
´
IndinfHD{C ˆ Isopfq ˆ ResNGpBq{BA{B
¯
˝ pGpNGpBq{B,DefresGNGpBq{Bq.
On pose u “ IndinfHD{Cˆ IsopfqˆResNGpBq{BA{B . On a que u : pNGpBq{B,DefresGNGpBq{Bq Ñ pH, aq
est un morphisme de E G puisque le diagramme
NGpBq{B
u
✏✏
G
DefresGNGpBq{B
44
a ,, H
commute. En eﬀet, on a
uˆDefresGNGpBq{B “ IndinfHD{C ˆ Isopfq ˆ ResNGpBq{BA{B ˆDefresGNGpBq{B
“ IndinfHD{C ˆ Isopfq ˆDefAA{B ˆ ResGA
“ a
où on a utilisé le lemme 1.1.13. Donc, par la définition de  pF qpGq, on a
pGpH,aq ˝ ⇣G ˝ G “ F puq ˝ pGpNGpBq{B,DefresGNGpBq{Bq
“ pGpH,aq,
ce qui démontre le résultat.
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5.3.2  pF q sur les morphismes
L’enjeu est ici de décrire explicitement le foncteur  pF q (qui est un foncteur de bi-ensembles)
sur les morphismes. Dans le paragraphe précédent, on a pu simplifier l’écriture de  pF q sur les ob-
jets. On veut utiliser cette nouvelle écriture pour décrire explicitement  pF q sur les morphismes.
Soit u : H Ñ G un morphisme de CGrB, on obtient alors  pF qpuq :  pF qpHq Ñ  pF qpGq.
Considérant le diagramme
 pF qpHq  pF qpuq //  pF qpGq
G–
✏✏
F pHq
F puq
//
⇣H –
OO
F pGq
on définit F puq “ G ˝ pF qpuq ˝ ⇣H . Pour décrire F puq explicitement, on décrit PGQ ˝F puq pour
tout Q § G. Or, on a
PGQ ˝ F puq “ PGQ ˝ G ˝  pF qpuq ˝ ⇣H
“ pGpNGpQq{Q,DefresGNGpQq{Qq ˝  pF qpuq ˝ ⇣H
“ pHpNGpQq{Q,DefresGNGpQq{Q˝uq ˝ ⇣H .
Pour aller plus loin, il faut décrire DefresGNGpQq{Q ˝ u explicitement. On va décrire cela dans les
cas où u est un morphisme élémentaire.
Restriction. On suppose dans ce cas u “ ResHG . On a alors
DefresGNGpQq{Q ˆ u “ DefresGNGpQq{Q ˆ ResHG
“ DefresHNGpQq{Q.
Donc, on obtient
PGQ ˝ F puq “ pHpNGpQq{Q,DefresHNGpQq{Qq ˝ ⇣H
“ F
´
ResNHpQq{QNGpQq{Q
¯
˝ PHQ .
Donc on a
F pResHG q : F pHq ›Ñ F pGq
pmQqQ ﬁ›Ñ
ˆ
F
´
ResNHpQq{QNGpQq{Q
¯
pmQq
˙
Q
.
Déflation. On suppose dans ce cas u “ DefHG pour G “ H{N (avec N un sous-groupe normal
de H). On a alors, pour N § Q1 § H tel que Q1{N “ Q,
DefresGNGpQq{Q ˝ u “ DefresH{NNH{N pQ1{Nq{pQ1{Nq ˆDefHH{N
“ DefNHpQ1q{NNH{N pQ1{Nq{pQ1{Nq ˆ Res
H{N
NHpQ1q{N ˆDefHH{N
“ DefNHpQ1q{NNH{N pQ1{Nq{pQ1{Nq ˆDef
NHpQ1q
NHpQ1q{N ˆ ResHNHpQ1q
“ DefNHpQ1qNHpQ1q{Q1 ˆ ResHNHpQ1q
“ DefresHNHpQ1q{Q1
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(où on a utilisé le lemme 1.1.13). Donc, on obtient
PGQ ˝ F puqpHpNGpQq{Q,DefNH pQ1qNH pQ1q{Q1˝uq
˝ ⇣H “ pHpNGpQq{Q,DefNH pQ1qNH pQ1q{Q1ˆResHNH pQ1qq
˝ ⇣H
“ F
´
ResNHpQ
1q{Q1
NHpQ1q{Q1
¯
˝ PHQ1
“ PHQ1 ,
on remarque que cela fonctionne car on a bien NHpQ1q{Q1 – NGpQq{Q.
Isomorphisme. On suppose dans ce cas u “ Isopfq pour f : H Ñ G un isomorphisme. On a
alors
DefresGNGpQq{Q ˝ u “ DefresGNGpQq{Q ˆ Isopfq
“ DefNGpQqNGpQq{Q ˆ Isopf 1q ˆ ResHf´1pNGpQqq
“ DefNGpRqNGpQq{Q ˆ Isopf 1q ˆ ResHNHpQ1q
“ Isopf2q ˆDefresHNHpQ1q{Q1
pour Q1 “ f´1pQq et f2 : NHpQ1q{Q1 Ñ NGpQq{Q l’isomorphisme induit par f .
PGQ ˝ F puq “ pHpNGpQq{Q,Isopf2qˆDefresHNH pQ1q{Q1 q ˝ ⇣H
“ F
´
Isopf2q ˆ ResNHpQ1q{Q1NHpQ1q{Q1
¯
˝ PGQ1
“ F `Isopf2q˘ ˝ PGQ1
“ F `Isopf2q˘ ˝ PGf´1pQq.
Donc on a
F
`
Isopfq˘ : F pHq ›Ñ F pGq
pmRqR ﬁ›Ñ
ˆ
F
`
Isopf2q˘`mf´1pQq˘˙
Q
.
Inflation. On suppose dans ce cas u “ InfGH pour H “ G{N pour N un sous-groupe normal de
G. On a alors (en utilisant les lemmes 1.1.12 et 1.1.10)
DefresGNGpQq{Q ˝ u “ DefresGNGpQq{Q ˆ InfGG{N
“ DefNGpQqNGpQq{Q ˆ Inf
NGpQq
NGpQq{NGpQqXN ˆ Isopdq ˆ Res
G{N
NNGpQq{N
“ InfNGpQq{QNGpQq{NGpQqXNQ ˆDef
NGpQq{NGpQqXN
NGpQq{QpNGpQqXNq ˆ Isopdq ˆ Res
G{N
NNGpQq{N
“ InfNGpQq{QNGpQq{NGpQqXNQ ˆ Isopd1q ˆDef
NNGpQq{N
NNGpQq{NQ ˆ Res
G{N
NNGpQq{N
“ InfNGpQq{QNGpQq{NGpQqXNQ ˆ Isopd1q ˆDefres
G{N
NNGpQq{NQ
où d : NNGpQq{N Ñ NGpQq{N XNGpQq est l’isomorphisme canonique et d1 est induit
par d. Donc, on obtient
PGQ ˝ F puq “ pHpNGpQq{Q,InfNGpQq{QNGpQq{NGpQqXNQˆIsopd1qˆDefresG{NNNGpQq{NQq
˝ ⇣H
“ F
´
InfNGpQq{QNGpQq{NGpQqXNQ ˆ Isopd1q ˆ Res
NGpNQq{NQ
NNGpQq{NQ
¯
˝ PHNQ{N .
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La situation peut être représentée à l’aide du diagramme
NGpNQq
NNGpQq
NQ NGpQq
NGpQq XNQ
Q.
Induction. On suppose dans ce cas u “ IndGH . On a alors (par le lemme 1.1.9)
DefresGNGpQq{Q ˝ u “ DefresGNGpQq{Q ˆ IndGH
“ ÿ
xPrNGpQqzG{Hs
DefNGpQqNGpQq{Q ˆ Ind
NGpQq
NGpQqXxH ˆ Isopcxq ˆ ResHNGpQqxXH .
On utilise ensuite
DefNGpQqNGpQq{Q ˆ Ind
NGpQq
NGpQqXxH “ Ind
NGpQq{Q
pNGpQqXxHqQ{Q ˆ Isopdxq ˆDef
NGpQqXxH
NGpQqXxH{QXNGpQqXxH
(voir lemme 1.1.11) et on obtient
DefresGNGpQq{Q ˝ u
“ ÿ
xPrNGpQqzG{Hs
IndNGpQq{QpNGpQqXxHqQ{Q ˆ Isopdx ˝ cxq ˆDef
NGpQxqXH
NGpQxqXH{QxXH ˆ ResHNGpQxqXH
“ ÿ
xPrNGpQqzG{Hs
IndNGpQq{QpNGpQqXxHqQ{Q ˆ Isopdx ˝ cxq ˆDefresHNGpQxqXH{QxXH
où dx : NGpQqX xH{QXNGpQq X xH Ñ pNGpQqX xHqQ{Q est l’isomorphisme standard.
Donc, on obtient
PGQ ˝ F puq “ pHpNGpQq{Q,∞xPrNGpQqzG{Hs IndNGpQq{QpNGpQqXxHqQ{QˆIsopdx˝cxqˆDefresHNGpQxqXH{QxXHq ˝ ⇣H
“ ÿ
xPrNGpQqzG{Hs
pHpNGpQq{Q,IndNGpQq{QpNGpQqXxHqQ{QˆIsopdx˝cxqˆDefres
H
NGpQxqXH{QxXHq
˝ ⇣H
“ ÿ
xPrNGpQqzG{Hs
F
´
IndNGpQq{QpNGpQqXxHqQ{Q ˆ Isopdx ˝ cxq ˆ Res
NHpQxXHq{QxXH
NGpQxqXH{QxXH
¯
˝ PHQxXH .
La situation peut être représentée à l’aide du diagramme
NGpQq
QpNGpQq XHq NHpQXHq
Q NGpQq XH
QXH.
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Chapitre 6
Exemples d’adjoints
6.1 Foncteur adjoint du foncteur des modules projectifs
Soit p un nombre premier et soit k un corps de caractéristique p. On considère l’inclusion
✓ : C p-lgGrBÑ CGrB. Comme vu au paragraphe 4.0.7, ✓ induit
✓˚ : FunC -VectpCGrB,C -Vectq Ñ FunC -VectpC p-lgGrB,C -Vectq.
Dans la section 4.1, on a démontré que ✓˚ a un adjoint à gauche
'CGrBC p-lgGrB : FunC -VectpC p-lgGrB,C -Vectq Ñ FunC -VectpCGrB,C -Vectq.
On note ' “ 'CGrBC p-lgGrB. Cette adjonction a été étudiée en détail dans la section 5.2. Ici, on va
étudier 'pCProjkq puisque
CProjk P FunC -VectpC p-lgGrB,C -Vectq.
Le foncteur CProjk est décrit dans la section 1.4.2.
6.1.1 Surjection de 'pCProjkq vers Cppk
On va comparer 'pCProjkq et Cppk comme foncteurs sur CGrB. Pour cela, on va utiliser
la propriété universelle de l’adjonction (voir la remarque 4.1.13) et commencer par comparer
CProjk et la restriction de Cppk à C p-lgGrB. Pour faire cela, on va définir une transformation
naturelle ↵ : CProjk ñ ResCGrBC p-lgGrBpCppkq, cette dernière induira alors une transformation
naturelle ↵1 : 'pCProjkq ñ Cppk sur CGrB.
Soit G un groupe fini. Soit M un kG-module projectif. Alors M est facteur direct d’un module
libre pkGq‘n (pour un entier n). Or pkGq‘n est un module de permutation et donc M est un
module de p-permutation. On a alors une application
CProjkpGq Ñ CppkpGq
rM s ﬁÑ rM s.
Remarquons que cette application est bien définie puisque r.s représente les classes d’isomor-
phisme dans CProjkpGq et CppkpGq et les suites exactes dans CProjkpGq le sont aussi dans
CppkpGq. Comme les morphismes sont définis de la même manière pour les deux foncteurs, on
obtient un morphisme de foncteurs
↵ : CProjk ñ Cppk
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sur la catégorie C p-lgGrB.
Par la propriété universelle de l’adjonction (voir la remarque 4.1.13), il existe une unique trans-
formation naturelle
↵1 : 'pC projkq ñ Cppk
sur la catégorie CGrB telle que le diagramme
CProjk
↵ +3
⌘CProjk
↵◆
ResCGrBC p-lgGrBpCppkq
ResCGrBC p-lgGrB p' pCProjkqq
✓˚p↵1q
44
(6.1)
commute dans FunC -VectpC p-lgGrB,C -Vectq. Dans la preuve du théorème 4.1.12, on trouve une
description explicite de ⌘CProjk ainsi que la construction de ↵
1 à partir de ↵. Pour un groupe
fini G, on obtient alors
↵1G : 'pCProjkqpGq ›Ñ CppkpGqrH, a, rM ss ﬁ›Ñ Cppkpaq
`
↵HprM sq
˘
lorsque pH, aq P EG et rM s est la classe d’un kH-module projectif, i.e. rM s P CProjkpHq (et où
on a utilisé la notation 4.1.6). On obtient donc
↵1G prH, a, rM ssq “ Cppkpaq
`
↵HprM sq
˘
“ Cppkpaq
`rM s˘
“
nÿ
i“1
 irUi bkH M s
si a “ ∞ni“1  irUis pour  i P C et Ui des pG,Hq-bi-ensembles.
Lemme 6.1.1. La transformation naturelle ↵1 : 'pC projkq Ñ Cppk est surjective.
Démonstration. Un morphisme de foncteurs est surjectif si et seulement si il est surjectif à
chaque évaluation (1.2.10). Soit G un groupe fini, on va donc montrer que ↵1G est surjectif. On
note B l’ensemble des classes d’isomorphisme des modules de la forme IndinfGNGpP q{P
`
MpP q˘ où
MpP q parcourt les classes d’isomorphisme de kNGpP q{P -modules projectifs indécomposables et
P parcourt les p-sous-groupes de G à conjugaison près. Alors, on a que B est une Z-base de
ppkpGq (voir le lemme 2.1.11). Or, si P est un p-sous-groupe de G, on a
↵1G
´”
NGpP q{P , IndinfGNGpP q{P , rMpP qs
ı¯
“
”
IndinfGNGpP q{P
`
MpP q˘ı .
Donc la base B de CppkpGq est dans l’image de ↵1G, ce qui démontre le résultat (par C-linéarité
de ↵1G).
6.1.2 Comparaison entre 'pCProjkq et Cppk
Dans cette section, on note SH,V pour le foncteur S
CGrB
H,V (pour simplifier les notations).
Après avoir obtenu une surjection ↵1 : 'pCProjkq Ñ Cppk, la question naturelle est de savoir si
↵1 est un isomorphisme. Notons tout d’abord que puisque ↵1 est une transformation naturelle
surjective, tous les facteurs de composition de Cppk sont aussi des facteurs de composition de
'pCProjkq.
Théorème 6.1.2. La transformation naturelle ↵1 n’est pas un isomorphisme de foncteurs. En
particulier, ↵1A4 n’est pas un isomorphisme de C-espaces vectoriels lorsque k est de caractéristique
3.
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Dimensions de Cppk
Proposition 6.1.3. Si p “ 3, c.-à-d. k est de caractéristique 3, on a
dimC
`
CppkpA4q
˘ “ 3
et Cppk n’a pas de facteur de composition de la forme SA4,V (pour aucun OutpA4q-module
simple V ).
Preuve de la proposition 6.1.3. Ce résultat est du à M. Baumann ([Bau12]). On sait que S1,C
est un facteur de composition de Cppk (puisque Cppkp1q – C). Or,
dim pS1,CpA4qq “ 3
puisque par la proposition 1.2.19, la dimension de S1,CpA4q est le nombre de classes de conju-
gaison de sous-groupes cycliques de A4. D’autre part, par le corollaire 2.1.12, on a
dim pCppkpA4qq “ l3
´
C3{C3
¯
` l3 pA4{1q “ 1` 2 “ 3
puisque k est de caractéristique 3. Alors, puisque dim pS1,CpA4qq “ dim pCppkpA4qq, il ne peut
pas y avoir de facteur de composition de la forme SA4,V (pour aucun OutpA4q-module simple
V ).
Proposition 6.1.4. Si p “ 3, c.-à-d. k est de caractéristique 3, on a
dimC
`
CppkpS4q
˘ “ 6
et Cppk n’a pas de facteur de composition de la forme SS4,V (pour aucun OutpS4q-module simple
V ).
Lemme 6.1.5. On a
SC4,C⇠pS4q “ 0.
où ⇠ : C4˚ Ñ C˚ est le caractère primitif, c.-à-d. ⇠ : C2 “ xxy Ñ C˚ est tel que ⇠p1q “ 1 et
⇠pxq “ ´1.
Preuve du lemme 6.1.5. On va appliquer la proposition 1.2.20 pour calculer les évaluations
SC4,C⇠pS4q et SC3,CpS4q.
Tout d’abord, on a ⌃C4 “ tpC4, 1qu car il n’y a aucun autre sous-quotient de S4 qui est isomorphe
à C4. Alors, par la proposition, SC4,C⇠pS4q “ 0 si et seulement si l’action de
w “ ÿ
gPrNS4 pC4,1q{C4s
conjg
sur C⇠ est nulle. Or on a
w “ ÿ
gPrNS4 pC4q{C4s
conjg
“ ÿ
gPrD8{C4s
conjg
“ conj1 ` conjp12qp34q.
Or OutpC4q – C2 “ tId, conjp12qp34qu et conjp12qp34q est d’ordre 2. Donc, pour tout   P C, on a
w  “
´
conj1 ` conjp12qp34q
¯
¨   “ 1 ¨  ` p´1q ¨   “ 0.
Ainsi, l’action de w est nulle, et donc SC4,C⇠pS4q “ 0.
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Lemme 6.1.6. On a
dimC pSS3,CpS4qq “ 1.
Preuve du lemme 6.1.6. On applique la proposition 1.2.20 pour calculer SC3,CpS4q. Dans ce cas,
l’ensemble ⌃S3pS4q ne contient que pS3, 1q à conjugaison près. On obtient alors
SS3,CpS4q – TrNS4 pS3,1q{S31 pCq
“ Tr11pCq
“ C.
Par conséquent, on obtient dimC pSS3,CpS4qq “ 1.
Preuve de la proposition 6.1.4. On va lister les facteurs de composition simples de Cppk qui
contribuent à CppkpS4q. Premièrement, si SH,V est un facteur de composition de Cppk tel que
SH,V pS4q ‰ 0, on a que H est isomorphe à un sous-quotient de S4. Selon la liste établie par M.
Bauman dans [Bau12], les facteurs simples indexés par des groupes d’ordre plus petit ou égal à
12 sont connus. On sait donc que S1,C, SC4,C⇠ (pour ⇠ : OutpC4q Ñ C un caractère primitif) et
SS3,C sont des facteurs de composition de Cppk qui contribuent à CppkpS4q. On sait également
que Cppk n’a aucun facteur de la forme SA4,V .
On va maintenant observer ce qu’il se passe en évaluation à S4. Par le corollaire 2.1.12, on a
dimC
`
CppkpS4q
˘ “ l3pS4q ` l3 ´S3{C3¯
“ 4` 2 “ 6,
puisque les 3-sous-groupes de S4 sont 1 et C3 (à conjugaison près). Par la proposition 1.2.19, on
a que dimC pS1,CpS4qq “ 5. Par le lemme 6.1.5, on a SC4,C⇠pS4q “ 0. Par le lemme 6.1.6, on a
dimC pSS3,CpS4qq “ 1.
Cela nous permet de conclure que
dimC
`
CppkpS4q
˘ “ 6
“ 5` 0` 1
“ dimC pS1,CpS4qq ` dimC
`
SC4,C⇠pS4q
˘` dimC pSS3,CpS4qq
et donc Cppk n’a pas de facteur de composition simple indexé par S4.
Dimensions de 'pCProjkq
Proposition 6.1.7. Si p “ 3, on a dimC
`
'pCProjkqpA4q
˘ “ 4 et 'pCProjkq a un facteur de
composition SA4,C avec multiplicité 1.
Démonstration. On rappelle que pour tout groupe fini G, on a un isomorphisme
'pCProjkqpGq – {CProjkpGq “
˜ à
CúD§G
F pD{Cq
¸
{WG
pour WG un certain sous-espace (voir le théorème 5.2.2).
On va lister les facteurs simples de 'pCProjkq qui contribuent à 'pCProjkqpA4q. Premièrement,
si SH,V est un facteur de composition de 'pCProjkq tel que SH,V pA4q ‰ 0, on a que H est
isomorphe à un sous-quotient de A4. On va donc considérer les évaluations de 'pCProjkq sur les
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sous-quotients de A4 à conjugaison près afin d’obtenir les facteurs de composition simples qui
contribue à 'pCProjkqpA4q. Premièrement, on a
'pCProjkqp1q – {CProjkp1q
“ CProjkp1q
– C.
Le seul facteur simple qui peut contribuer à 'pCProjkqp1q est S1,C. Comme S1,Cp1q “ C, par
conséquent, S1,C est un facteur de composition de 'pCProjkq avec multiplicité 1.
On a ensuite
'pCProjkqpC2q –
˜ à
CúD§C2
CProjkpD{Cq
¸
{WC2
“
´
CProjk
´
C2{C2
¯
‘ CProjkpC2{1q ‘ CProjkp1{1q
¯
{WC2
“ CProjkpC2q
“ CRkpC2q
où la troisième égalité découle du fait que InfC2C2{C2 P C p-lgGrB (puisque charpkq “ 3) identifie
CProjk
´
C2{C2
¯
avec une partie de CProjkpC2q, IndC2{11{1 identifie CProjkp1{1q à une partie de
CProjkpC2{1q et il n’y a pas d’autres identifications via WC2 . Et donc
dimC
`
'pCProjkqpC2q
˘ “ dimC `CRkpC2q˘ “ 2
puisque charpkq “ 3.
Par ailleurs, on a dimC pS1,CpC2qq “ 2 (par la proposition 1.2.19). Donc, comme
dimC
`
'pCProjkqpC2q
˘ “ dimC pS1,CpC2qq ,
il n’y a pas de facteur de composition simple de 'pCProjkq indexé par C2.
Soit V4 le groupe de Klein. On a alors, en utilisant {CProjkpV4q, 'pCProjkqpV4q – CProjkpV4q
qui est de dimension l3pV4q “ 4. Or, la dimension de S1,CpV4q est 4. Donc il n’y a pas de facteur
de composition indexé par V4.
On a
'pCProjkqpC3q –
˜ à
CúD§C3
CProjkpD{Cq
¸
{WC3
“
´
CProjkpC3{C3q ‘ CProjkpC3{1q ‘ CProjkp1{1q
¯
{WC3
“ CProjkp1q ‘ CProjkpC3q
où la troisième égalité découle du fait que InfC3C3{C3 R C p-lgGrB (puisque |C3| “ 3 est divisible
par charpkq) n’identifie pas CProjkpC3{C3q et CProjkpC3q, mais IndC3{11{1 identifie CProjkp1{1q
avec une partie de CProjkpC3{1q. Ainsi 'pCProjkqpC3q est de dimension 2, puisque
dim pCProjkpC3qq “ 1.
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Comme dim pS1,CpC3qq “ 2, il n’y pas pas de facteur de composition simple indexé par C3.
Finalement, on a
'pCProjkqpA4q –
˜ à
CúD§A4
CProjkpD{Cq
¸
{WA4
“ pCProjkpA4q ‘ CProjkpV4q ‘ CProjkpC3q ‘ CProjkpC2q ‘ CProjkp1q ‘ CProjkpA4{A4q
‘CProjkpV4{V4q ‘ CProjkpC3{C3q ‘ CProjkpC2{C2q ‘ CProjkp1{1q
‘CProjkpA4{V4q ‘ CProjkpV4{C2qq{WA4
“ CProjkpA4q ‘ CProjkpA4{A4q ‘ CProjkpC3{C3q
où la troisième égalité découle du fait que l’induction identifie les facteurs
CProjkpA4q, CProjkpV4q, CProjkpC2q, CProjkpC3q et CProjkp1q
et l’inflation (depuis des 2-groupes) identifie les autres termes. Par conséquent, 'pCProjkqpA4q
est de dimension 2` 1` 1 “ 4. Or, dim `S1,CpA4q˘ vaut 3, donc il y a un facteur simple indexé
par A4.
On suppose que ce facteur est SA4,V pour V unOutpA4q-module simple. Alors V est de dimension
1 et ce facteur apparaît avec multiplicité 1. On va montrer que V est isomorphe au module trivial.
Pour cela, on doit comprendre exactement comment S1,C contribue à 'pCProjkq – {CProjk pour
l’évaluation en A4 afin de comprendre "ce qui manque". On commence par appliquer l’adjonction
impliquant L1,C (voir la section 1.2.3) pour obtenir un isomorphisme
HomFunC -VectpCGrB,C -VectqpL1,C, {CProjkq – HomC -VectpC, {CProjkp1qq. (6.2)
On considère l’application C-linéaire
I : C ›Ñ {CProjkp1q
1 ﬁ›Ñ r1, rkss
(où on utilise la notation de la section 5.2.1). Alors par l’isomorphisme (6.2), on a une transfor-
mation naturelle ◆ : L1,C Ñ {CProjk, donnée par, pour tout groupe fini G,
◆G : L1,CpGq ›Ñ {CProjkpGq
rU s ﬁ›Ñ {CProjkprU sqpr1, rkssq
où U est un pG, 1q-bi-ensemble puisque
L1,CpGq “ HomCGrBp1, Gq bEndCGrBp1q C “ CBpG, 1q.
En évaluant en A4, on obtient
◆A4 : L1,CpA4q “ CBpA4, 1q Ñ {CProjkpA4q
et on va montrer que cette application est surjective. On commence par donner une base de
CBpA4, 1q. Pour cela il faut lister tous les pA4, 1q-bi-ensembles transitifs (à isomorphisme près).
On obtient la liste
InfA4A4{A4 , Indinf
A4
V4{V4 , Indinf
A4
C3{C3 , Indinf
A4
C2{C2 , Ind
A4
1 .
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Regardons alors l’image de cette liste par ◆A4 . On utilise pour ça la section 5.2.2. Premièrement,
on a
◆A4
`rInfA4A4{A4s˘ “ {CProjk`rInfA4A4{A4s˘`r1, rkss˘
“ rA4{A4, rkss
“ rA4, rIndA41 pkqss
De plus on a
◆A4
`rIndinfA4V4{V4s˘ “ {CProjk`rIndinfA4V4{V4s˘`r1, rkss˘
“ {CProjk`rIndA4V4 s˘`rV4{V4, rkss˘
“ rV4{V4, rkss
“ rA4, rIndinfA4V4{V4pkqss
où la dernière égalité découle du fait que IndinfA4V4{V4 identifie CProjkpV4{V4q et CProjkpA4q dans{CProjkpA4q. De manière similaire, on a
◆A4
`rIndinfA4C2{C2s˘ “ {CProjk`rIndinfA4C2{C2s˘`r1, rkss˘
“ rC2{C2, rkss
“ rA4, rIndinfA4C2{C2pkqss.
Puisque C3 est un 3-groupe, on obtient
◆A4
`rIndinfA4C3{C3s˘ “ {CProjk`rIndinfA4C3{C3s˘`r1, rkss˘
“ rC3{C3, rkss.
Finalement on a
◆A4
`rIndA41 s˘ “ {CProjk`rIndA41 s˘`r1, rkss˘
“ r1, rkss
“ rA4, rIndA41 pkqss
où la dernière égalité découle du fait que IndA41 identifie CProjkp1q et CProjkpA4q dans {CProjkpA4q.
Rappelons que
{CProjkpA4q “ CProjkpA4q ‘ CProjkpA4{A4q ‘ CProjkpC3{C3q.
Le facteur CProjkpC3{C3q est alors atteint par ◆4 puisqu’il est de dimension 1 et
◆A4
`rIndinfA4C3{C3s˘ P CProjkpC3{C3q.
Idem, le facteur CProjkpA4{A4q est atteint. Le facteur CProjkpA4q a pour base
rIndA4V4 pkqs, rIndA4V4 pMsqs
(voir le lemme ci-dessous 6.1.8). Or,
◆A4
`rIndinfA4V4{V4s˘ “ rA4, rIndinfA4V4{V4pkqss “ rA4, rIndA4V4 pkqss.
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et
◆A4
`rIndinfA4C2{C2s˘ “ rA4, rIndinfA4C2{C2pkqss
“ rA4, rIndA4V4
´
IndinfV4C2{C2pkq
¯
ss
“ rA4, rIndA4V4
´
IndV4C2pkq
¯
ss
“ rA4, rIndA4V4 pk ‘Msqss
“ rA4, rIndA4V4 pkqs ` rIndA4V4 pMsqss
où la quatrième égalité découle du fait qu’on peut choisir C2 “ xp13qp24qy. Donc le facteur
CProjkpA4q est atteint et ainsi ◆A4 est bien surjective.
On cherche à déterminer l’action de OutpA4q sur V . Cette action se fait via l’identification
entre OutpA4q et EndCGrBpA4q{I où I est l’idéal engendré par les pA4, A4q-bi-modules qui se
factorisent par des sous-groupes propres de A4. Soit U un pA4, A4q-bi-ensemble, alors U agit sur{CProjkpA4q via {CProjkprU sq. Or, le diagramme
L1,CpA4q ◆A4 //
L1,CprUsq
✏✏
{CProjkpA4q
{CProjkprUsq
✏✏
// 0
L1,CpA4q ◆A4 // {CProjkpA4q // 0
commute puisque ◆ est une transformation naturelle et ses lignes sont exactes puisque ◆A4 est
surjective. Puisqu’on cherche à savoir comment OutpA4q agit sur {CProjkprU sq et puisque ◆A4 est
surjective, on va étudier l’action de ◆A4 sur L1,CpA4q. Or, OutpA4q correspond à EndCGrBpA4q{I
qui est engendré par rIdA4s et rIsopcp12qqs où cp12q : A4 Ñ A4 est l’isomorphisme de conjugaison
par p12q. Clairement, rIdA4s agit trivialement sur L1,CpA4q, observons donc comment rIsopcp12qqs
agit sur L1,CpA4q. Rappelons que
rInfA4A4{A4s, rIndinfA4V4{V4s, rIndinfA4C3{C3s, rIndinfA4C2{C2s, rIndA41 s
est une C-base de L1,CpA4q. On a alors
L1,C
`rIsopcp12qqs˘ ´rInfA4A4{A4s¯ “ ”Isopcp12qq ˆ InfA4A4{A4ı
“
”
InfA4p12qA4{p12qA4 ˆ Isopcp12qq
ı
“
”
InfA4A4{A4
ı
et
L1,C
`rIsopcp12qqs˘ ´rIndinfA4V4{V4s¯ “ ”Isopcp12qq ˆ IndinfA4V4{V4ı
“
”
InfA4p12qV4{p12qV4 ˆ Isopcp12qq
ı
“
”
IndinfA4V4{V4
ı
.
De plus,
L1,C
`rIsopcp12qqs˘ ´rIndinfA4C3{C3s¯ “ ”Isopcp12qq ˆ IndinfA4C3{C3ı
“
”
InfA4p12qC3{p12qC3 ˆ Isopcp12qq
ı
.
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En fonction du choix du C3, on a p12qC3 “ C3, mais par exemple si C3 “ xp143qy, alors
p12qC3 “ xp243qy. Heureusement, on a xp243qy “ p12qp34qC3 et p12qp34q P A4. Donc, puisque
la décomposition InfA4p12qC3{p12qC3 ˆ Isopcp12qq est unique à conjugaison (par A4) près, on a
L1,C
`rIsopcp12qqs˘ ´rIndinfA4C3{C3s¯ “ ”InfA4p12qC3{p12qC3 ˆ Isopcp12qqı
“
”
InfA4C3{C3 ˆ Isopcp12qq
ı
.
Via le même argument, on a
L1,C
`rIsopcp12qqs˘ ´rIndinfA4C2{C2s¯ “ ”InfA4C2{C2 ˆ Isopcp12qqı .
Finalement, on a
L1,C
`rIsopcp12qqs˘ ´rIndA41 s¯ “ ”IndA41 ı .
Donc rIsopcp12qqs agit trivialement sur L1,CpA4q. Par conséquent OutpA4q agit trivialement sur
L1,CpA4q et donc sur {CProjkpA4q. Puisque V est un facteur de composition de {CProjkpA4q, on
n’a pas d’autre choix que d’avoir V isomorphe au module trivial C. Donc SA4,C est un facteur
de composition de {CProjk.
Lemme 6.1.8. Le C-espace vectoriel CProjkpA4q est de dimension 2 engendré par rIndA4V4 pkqs
et rIndA4V4 pMsqs où Ms est un kV4-module de dimension 1, avec action
p12qp34q ¨ 1 “ ´1
p14qp32q ¨ 1 “ ´1
p13qp24q ¨ 1 “ 1.
Démonstration. Comme k est de caractéristique 3 et V4 est un 2-groupe, les kV4-modules k etMs
sont projectifs. Donc IndA4V4 pkq et IndA4V4 pMsq sont des kA4-modules projectifs (puisque l’induction
d’un module projectif est projectif). On va démontrer que les restrictions des modules IndA4V4 pkq
et IndA4V4 pMsq à C3 sont des kC3-modules indécomposables. Cela démontrera que ce sont des
kA4-modules indécomposables (car si ils étaient décomposables pour A4 ils le seraient aussi
pour C3). On a alors par la formule de Mackey (lemme 1.1.9)
ResA4C3
´
IndA4V4 pkq
¯
– ÿ
xPrC3zA4{V4s
´
IndC3C3XxV4 ˆ Isopcxq ˆ ResV4Cx3XV4
¯
pkq
“
´
IndC31 ˆ Isopc1q ˆ ResV41
¯
pkq
“ IndC31 pkq
qui n’est autre que la représentation régulière pour kC3.
Puisque C3 est un 3-groupe et que k est de caractéristique 3, kC3 est un kC3-module projec-
tif indécomposable (voir [Ben98, §3.1.4, p.91]). Par le même argument ResA4C3
´
IndA4V4 pMsq
¯
est
isomorphe à la représentation régulière et donc indécomposable.
Proposition 6.1.9. Si p “ 3, on a dimC
`
'pCProjkqpS4q
˘ “ 8 et 'pCProjkq a un facteur de
composition SS4,C avec multiplicité 1.
Lemme 6.1.10. On a
dimC pSA4,CpS4qq “ 1.
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Preuve du lemme 6.1.10. On applique la proposition 1.2.20 pour calculer SA4,CpS4q. Dans ce
cas, on a ⌃A4pS4q ne contient que pA4, 1q. On obtient alors
SA4,CpS4q – TrNS4 pA4,1q{A41 pCq
“ TrS4{A41 pCq
“ C
car TrS4{A41 n’est autre que la multiplication par 2. Par conséquent, on obtient
dimC pSS3,CpS4qq “ 1.
Preuve de la proposition 6.1.9. On rappelle que pour tout groupe fini G, on a un isomorphisme
'pCProjkqpGq – {CProjkpGq “
˜ à
CúD§G
F pD{Cq
¸
{WG
pour WG un certain sous-espace (voir le théorème 5.2.2).
On va lister les facteurs simples de 'pCProjkq qui contribuent à 'pCProjkqpS4q. Premièrement,
si SH,V est un facteur de composition de 'pCProjkq tel que SH,V pS4q ‰ 0, on a que H est
isomorphe à un sous-quotient de S4. On va donc considérer les évaluations de 'pCProjkq sur les
sous-quotients de S4 à conjugaison près afin d’obtenir les facteurs de composition simples qui
contribuent à 'pCProjkqpS4q. On va utiliser la preuve de la proposition 6.1.7 pour les calculs
sur les sous-quotients de S4 qui sont isomorphes à des sous-quotients de A4.
Premièrement, on a 'pCProjkqp1q – C et S1,C est un facteur de composition de 'pCProjkq
avec multiplicité 1.
On a ensuite
dimC
`
'pCProjkqpC2q
˘ “ 2 “ dimC pS1,CpC2qq
et donc il n’y a pas de facteur de composition simple de 'pCProjkq indexé par C2.
On a 'pCProjkqpC4q – {CProjkpC4q – CProjkpC4q qui a pour dimension l3pC4q “ 4 (par
le théorème 1.4.8). Or, on a dimC
`
S1,CpC4q
˘ “ 3. Donc il y a un facteur SC4,V avec V un
COutpC4q-module simple de dimension 1 et qui a multiplicité 1 qui apparait dans 'pCProjkq.
Puisqu’on a une surjection 'pCProjkq Ñ Cppk (voir lemme 6.1.1), le facteur simple doit être le
même que pour Cppk, c.-à-d. SC4,C⇠ pour ⇠ : C4˚ Ñ C˚ le caractère primitif. Le fait que SC4,C⇠
est un facteur de composition de Cppk est démontré dans [Bau12], mais il s’agit également du
théorème 2.2.22.
Soit V4 le groupe de Klein engendré par p12qp34q et p13qp24q. On a alors, en utilisant{CProjkpV4q, 'pCProjkqpV4q – CProjkpV4q qui est de dimension l3pV4q “ 4. Or, la dimen-
sion de S1,CpV4q est égale à 4. Donc il n’y a pas de facteur de composition indexé par V4.
On a 'pCProjkqpD8q – {CProjkpD8q – CProjkpD8q qui est de dimension l3pD8q “ 5. Or, on
a que S1,CpD8q est de dimension 5, donc SC4,C⇠pD8q “ 0 et il n’y a pas de facteur de composition
simple indexé par D8.
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On a que 'pCProjkqpC3q est de dimension 2 et comme dim pS1,CpC3qq “ 2, il n’y pas pas de
facteur de composition simple indexé par C3.
Par la proposition 6.1.7, dimC
`
'pCProjkqpA4q
˘ “ 4 et 'pCProjkq a un facteur de composi-
tion SA4,C avec multiplicité 1.
On a 'pCProjkqpS3q – CProjkpS3q ‘ CProjkpS3{C3q. En eﬀet, en faisant le même raison-
nement que ci-dessus, les facteurs pour D{1 sont identifiés avec celui de S3 via l’induction et
le facteur pour le quotient S3{S3 – pS3{C3q{pS3{C3q est identifié via l’inflation avec une partie
du facteur pour S3{C3 (puisque |S3{C3| “ 2). Donc, on a dim
`
'pCProjkqpS3q
˘ “ 2 ` 2 “ 4.
Or, on a dim
`
S1,CpS3q
˘ “ 3, donc il y a un facteur de composition de 'pCProjkq de la forme
SS3,V pour V un COutpS3q-module simple de dimension 1 avec multiplicité 1. Si on compare
avec Cppk, en utilisant la surjection ↵1 : 'pCProjkq Ñ Cppk, la seule possibilité est d’avoir le
même que celui de Cppk, c.-à-d. SS3,C.
Finalement, on a
'pCProjkqpS4q “ CProjkpS4q ‘ CProjkpS3{C3q ‘ CProjkpS4{A4q
(par le même procédé que ci-dessus). Donc dim
`
'pCProjkqpS4q
˘ “ 8. Par les lemmes 6.1.5 et
6.1.6, on a
dim
`
S1,CpS4q
˘ “ 5
dim
`
SS3,CpS4q
˘ “ 1
dim
`
SC4,C⇠pS4q
˘ “ 0
dim
`
SA4,CpS4q
˘ “ 1.
Il y a donc au moins un facteur de composition simple de 'pCProjkq indexé par S4. Il s’agit d’un
facteur SS4,V pour V un COutpS4q-module simple de dimension 1 qui apparait avec multiplicité
1. Or, on a OutpS4q “ 1 (puisque S4 est complet - voir [Rot94, Theorem 7.5, p.158]), donc il n’y
a qu’un seul OutpS4q-module simple : le module trivial. Ainsi SS4,C est facteur de composition
de 'pCProjkq avec multiplicité 1.
6.2 Foncteur adjoint du foncteur des modules libres
6.2.1 Définition du foncteur des modules libres
Soit k un corps quelconque.
Définition 6.2.1. Soit G un groupe fini, on note FreekpGq le groupe de Grothendieck de la
catégorie des kG-modules libres de dimension finie. C.-à-d. on a que FreekpGq est le groupe
abélien libre sur l’ensemble trV s | V kG- module libre de génération finieu (l’ensemble des classes
d’isomorphisme de kG-modules libres) quotienté par le sous-groupe engendré par les éléments
de la forme rU s ´ rV s ´ rW s où U – V ‘W .
Notation 6.2.2. Soit G un groupe fini. Soit A un anneau commutatif unitaire. Comme d’ordi-
naire, on note AFreekpGq :“ AbZ FreekpGq.
Lemme 6.2.3. Soient G et H deux groupes finis et soit U un pH,Gq-bi-ensemble fini. On
considèreM ﬁÑ kUbkGM pourM un kG-module libre. Si U est libre à gauche, alors l’application
ci-dessus induit une application FreekpUq : FreekpGq Ñ FreekpHq.
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Remarque 6.2.4. Soient G, H et K trois groupes finis.
L’application définie ci-dessus FreekpUq : FreekpGq Ñ RkpHq vérifie
U1 – U2 ñ FreekpU1q “ FreekpU2q
FreekpU1 \ U2q “ FreekpU1q ` FreekpU2q
FreekpV q ˝ FreekpUq “ FreekpV ˆH Uq
pour tout U , U1 et U2 des pH,Gq-bi-ensembles libres à gauche et tout V un pK,Hq-bi-ensemble
libre à gauche. Ceci découle simplement du fait que FreekpUq est la restriction de ProjkpUq (voir
la remarque 1.4.7).
Démonstration. Il suﬃt de démontrer que pour M un kG-module libre, kU bkG M est un kH-
module libre. En eﬀet, kU bkG pV ‘W q – pkU bkG V q ‘ pkU bkG W q (pour tous kG-modules
V et W ). Par conséquent, on aura que FreekpUq sera bien défini sur le groupe de Grothendieck.
Soit M un kG-module libre. Il existe alors un entier n tel que M – pkGq‘n. Donc on a un
isomorphisme kU bkGM – pkU bkG kGq‘n. Il suﬃt donc de démontrer que kU bkG kG est un
kH-module libre pour pouvoir conclure.
On va montrer le lemme dans le cas où U est transitif. Comme U est libre à gauche, on a
U – IndHD ˆ Isopfq ˆDefresGB{A. Donc
kU bkG kG – kIndHD bkD Isopfq bkB{A DefBB{A bkB ResGB bkG kG.
Il suﬃt donc d’observer comment se comportent les opérations élémentaires sur kG.
˛ Supposons H § G, on a alors
ResGH bkG kG “ kGbkG kG –
à
gPrHzGs
kHg – à
gPrHzGs
kH
qui est un kH-module libre.
˛ Supposons G § H, on a alors
IndGH bkG kG “ kH bkG kG – kH
qui est un kH-module libre.
˛ Supposons H “ G{N pour N ú G. On a alors
DefGG{N bkG kG “ kG{N bkG kG – kG{N
qui est un G{N -module libre.˛ Supposons que f : GÑ H soit un homomorphisme de groupe. On a alors
Isopfq bkG kG “ kH bkG kG – kH
qui est un kH-module libre.
Ce qui termine la preuve.
Remarque 6.2.5. Soit A un anneau commutatif unitaire. On a alors
AFreek P FunA -modpA lgGrB, A -modq.
Si on considère plus spécifiquement le cas CFreek. On a, pour tout groupe fini G, que CFreekpGq
est un C-espace vectoriel de dimension un engendré par la classe d’isomorphisme du module kG,
i.e. CFreekpGq – C. On note d’ailleurs 1kG le générateur de CFreekpGq, c.-à-d. 1kG est la classe
d’isomorphisme du module kG.
Avec la notation ci-dessus, on a
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˛ Si H § G, on a CFreek
`rResGHs˘p1kGq “ |G : H|1kH .
˛ Si H § G, on a CFreek
`rIndGHs˘p1kHq “ 1kG.
˛ Si f : GÑ H est un homomorphisme de groupes, on a CFreek
`rIsopfqs˘p1kGq “ 1kH .
˛ Si N ú G, on a CFreek
`rDefGG{N s˘p1kGq “ 1kG{N .
6.2.2 Propriétés du foncteur des modules libres
Lemme 6.2.6. Dans la catégorie FunC -VectpC lgGrB,C -Vectq, le foncteur CFreek est un fonc-
teur simple.
Démonstration. Supposons que F Ñ CFreek soit un sous-foncteur non-nul. Puisque F ‰ 0, il
existe un groupe fini G tel que F pGq ‰ 0. Autrement dit, F pGq est un sous-espace vectoriel
non-nul de CFreekpGq qui est un C-espace vectoriel de dimension 1, engendré par 1kG. On a
donc que F pGq est de dimension un, engendré par 1kG.
Soit H § G, alors F `rResGHs˘ : F pGq Ñ F pHq est la restriction de CFreek `rResGHs˘. Donc
1kH “ 1|G : H|CFreek
`rResGHs˘p1kGq “ 1|G : H|F `rResGHs˘p1kGq.
Comme 1kG P F pGq, on a 1kH P im
`
F
`rResGHs˘˘ Ñ F pHq. Donc F pHq est un C-espace vectoriel
de dimension 1, engendré par 1kH . C.-à-d. F pHq “ CFreekpHq En particulier, F p1q est non-nul
engendré par 1k et F p1q “ CFreekp1q.
Soit maintenant J un groupe quelconque. On considère F pIndJ1 q : F p1q Ñ F pJq. Alors
1kJ “ CFreekpIndJ1 qp1kq
“ F pIndJ1 qp1kq P F pJq.
Donc F pJq est un C-espace vectoriel non nul de dimension un et donc F pJq “ CFreekpJq. Par
conséquent, on a F “ CFreek.
Lemme 6.2.7. Dans la catégorie FunC -VectpC lgGrB,C -Vectq, les foncteurs CFreek et S lgGrB1,C
sont isomorphes.
Démonstration. Comme CFreekp1q – C ‰ 0, S lgGrB1,C est un facteur de composition de CFreek.
Puisque ce dernier est simple, les deux foncteurs sont isomorphes.
On peut également définir un isomorphisme de manière directe. On considère LlgGrB1,C . Pour tout
groupe fini G, on a
Llg
GrB
1,C pGq “ HomC lgGrBp1, Gq bEndp1q C.
En observant la définition de S lgGrB1,C , on a J
lgGrB
1,C “ 0 et donc LlgGrB1,C “ S lgGrB1,C . Or, par définition,
HomC lgGrBp1, Gq “ CbBlgpG, 1q et comme il n’y a qu’un seul pG, 1q-bi-ensemble transitif IndG1 ,
HomC lgGrBp1, Gq est de dimension 1, engendré par la classe d’isomorphisme de IndG1 . On peut
alors définir un isomorphisme ⇣ : LlgGrB1,C Ñ CFreek, défini par ⇣G
`rIndG1 s˘ “ 1kG pour tout
groupe fini G.
6.2.3 Adjoint du foncteur des modules libres
On considère l’adjonction
FunC -VectpCGrB,C -Vectq ✓
˚
// FunC -VectpC lgGrB,C -Vectq.'oo
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où ' “ 'CGrBC lgGrB. L’existence de cette adjonction est démontrée dans la section 4.1, et une descrip-
tion explicite en est donnée dans la section 5.1. On va alors déterminer le foncteur 'pCFreekq.
Théorème 6.2.8. Sur la catégorie CGrB le foncteur 'pCFreekq est isomorphe au foncteur de
Burnside CB.
Démonstration. On a que, pour tout groupe fini G,
'pCFreekqpGq – CFreekpGq “
˜à
Q§G
CFreekpNGpQq{Qq
¸
G
.
(voir le paragraphe 5.1). Or, on sait également que CBpGq est le C-espace vectoriel ayant pour
base l’ensemble
trG{Qs | Q §G Gu.
On peut alors définir un isomorphisme de C-espaces vectoriels ⇠G : CFreekpGq Ñ CBpGq via
⇠G
`rQ,m ¨ 1NGpQq{Qs˘ “ m ¨ ”G{Qı
pour Q § G et m P C. Il reste à vérifier que ceci définit une transformation naturelle de CFreek
vers CB. Il faut alors vérifier que pour U un pG,Hq-bi-ensemble, le diagramme
CFreekpHq ⇠H //
CFreekprUsq
✏✏
CBpHq
CBprUsq
✏✏
CFreekpGq ⇠G // CBpGq
(6.3)
commute. On va le vérifier pour U un morphisme élémentaire.
Dans la section 5.1.2, on a donné une description explicite de l’évaluation de 'pCFreekq sur
les morphismes élémentaires via l’isomorphisme avec CFreek. On va donc décrire CFreekprU sq
pour U un morphisme élémentaire.
˛ Soit G § H, on suppose U “ ResHG . Soit Q § H, et soit rQ,µs un élément de CFreekpHq,
c.-à-d. dans ce cas on a µ P CFreek
´
NHpQq{Q
¯
(voir la section 5.1.1 pour la nota-
tion). Puisque CFreek
´
NHpQq{Q
¯
est un C-espace vectoriel de dimension un engendré
par 1kNHpQq{Q, sans perte de généralité, on peut supposer µ “ m ¨ 1kNHpQq{Q pour m P C.
Par la section 5.1.2, on a
CFreek
`rResHG s˘`rQ,m ¨ 1kNHpQq{Qs˘ “ ÿ
xPrGzH{NHpQqs
rGX xQ,
CFreek
`rIndNGpGXxQq{GXxQGXNHpxQq{GXxQ ˆ Isopcx ˝ dq ˆ ResNHpQq{QpQGxXNHpQqq{Qs˘pm ¨ 1kNHpQq{Qqs
“ ÿ
xPrGzH{NHpQqs
rGX xQ, |NHpQq : QGx XNHpQq| ¨m ¨ 1kNGpGXxQq{GXxQs.
˛ Supposons G “ H{N pour N ú H, et U “ DefHH{N . Soit Q § H, et soit rQ,m ¨ 1NHpQq{Qs
un élément de CFreekpHq (pour m P C). On a alors
CFreekprDefHH{N sq
`rQ,m ¨ 1kNHpQq{Qs˘
“ rQN{N,CFreek
`rIndNH{N pQN{Nq{pQN{NqNNHpQq{QN ˆ Isopeq ˆDefNHpQq{QNHpQq{QNXNHpQqs˘
pm ¨ 1kNHpQq{Qqs
“ “QN{N,m ¨ 1kNGpQN{Nq{pQN{Nq‰ .
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˛ Soit f : H Ñ G un isomorphisme de groupes, on suppose U “ Isopfq. Soit Q § H, et soit
rQ,m ¨ 1NHpQq{Qs un élément de CFreekpHq (pour m P C). On a alors
CFreek
`rIsopfqs˘`rQ,m ¨ 1kNHpQq{Qs˘ “ rfpQq,m ¨ 1kNGpfpQqq{fpQqs.
˛ Soit H “ G{N pour N ú G, on suppose U “ InfGG{N . Soit Q “ Q1{N § H (pour Q1 § G),
et soit rQ,m ¨ 1NHpQq{Qs un élément de CFreekpHq (pour m P C). On a alors
CFreek
`rInfGG{N s˘`rQ,m ¨ 1kNHpQq{Qs˘ “ rQ1,m ¨ 1kNGpQ1q{Q1s.
˛ Soit H § G, on suppose U “ IndGH . Soit Q § H, et soit rQ,m ¨ 1NHpQq{Qs un élément de
CFreekpHq (pour m P C). On a alors
CFreek
`rIndGHs˘`rQ,m ¨ 1kNHpQq{Qs˘ “ rQ,m ¨ 1kNGpQq{Qs.
On étudie à présent explicitement, pour U un pG,Hq-bi-ensemble, le comportement de l’appli-
cation CBprU sq : CBpHq Ñ CBpGq sur la base trH{Qs | Q §H Hu.
˛ Soit G § H, on suppose U “ ResHG . Soit Q § H. On a alors
CB
`rResHG s˘ ´”H{Qı¯ “ ”ResHG ˆH H{Qı .
Or, leH-ensembleH{Q est isomorphe à IndHQ p1q (où 1 est le Q-ensemble trivial - isomorphe
à Q{Q) vu comme un H-ensemble à gauche. Par conséquent, on a
ResHG ˆH H{Q – ResHG ˆH IndHQ p1q (6.4)
– ÿ
xPrGzH{Qs
IndGGXxQ ˆ Isopcxq ˆ ResQGxXQp1q (6.5)
“ ÿ
xPrGzH{Qs
IndGGXxQp1q (6.6)
“ ÿ
xPrGzH{Qs
G{GX xQ (6.7)
où cx dénote l’isomorphisme de conjugaison par x, où on a utilisé la formule de Mackey
(voir 1.1.9) et où on a utilisé le fait que ResQQxXKp1q “ 1. On sait qu’il existe des cas où
pour x ‰ y deux éléments de rGzH{Qs, on a GXxQ “ GXyQ. En particulier, ceci est le cas
si xy´1 P NHpQq. On va donc écrire la somme 6.7 sur l’ensemble d’indices rGzH{NHpQqs.
On a
H “ ß
yPrGzH{NHpQqs
GyNHpQq
et on va maintenant décomposer chaque HyNHpQq en orbites pour l’action de Q à droite.
Par le lemme 6.2.9, on a
H “ ß
yPrGzH{NHpQqs
ß
zPrGyXNHpQqzNHpQq{Qs
GyzQ.
Donc la somme 6.7 est égale àÿ
xPrGzH{Qs
G{GX xQ “
ÿ
yPrGzH{NHpQqs
ÿ
zPrGyXNHpQqzNHpQq{Qs
G{GX yzQ
“ ÿ
yPrGzH{NHpQqs
ÿ
zPrGyXNHpQqzNHpQq{Qs
G{GX yQ.
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Donc, en passant dans CBpGq, on a
CB
`rResHG s˘ ´”H{Qı¯ “ ”ResHG ˆH H{Qı
“ ÿ
yPrGzH{NHpQqs
ÿ
zPrGyXNHpQqzNHpQq{Qs
”
G{GX yQ
ı
“ ÿ
yPrGzH{NHpQqs
|Gy XNHpQqzNHpQq{Q|
”
G{GX yQ
ı
“ ÿ
yPrGzH{NHpQqs
|NHpQq{QpGy XNHpQqq|
”
G{GX yQ
ı
où la dernière égalité découle du fait que Q est normal dans NHpQq.
˛ Supposons G “ H{N pour N ú H, et U “ DefHH{N . Soit Q § H. On a alors
CB
`rDefHG s˘ ´”H{Qı¯ “ ”DefHG ˆH H{Qı
“
”
DefHH{N ˆH IndHQ p1q
ı
“
”
IndH{NQN{N ˆ Isopdq ˆDefQQ{QXN p1q
ı
“
”
IndH{NQN{N p1q
ı
“
”
G{pQN{Nq
ı
où on a utilisé le lemme 1.1.11, où d : Q{QXN Ñ QN{N est l’isomorphisme standard et
où on a utilisé DefQQ{QXN p1q – 1.
˛ Soit f : H Ñ G un isomorphisme de groupes, on suppose U “ Isopfq. Soit Q § H. On a
CB
`rIsopfqs˘ ´”H{Qı¯ “ ”Isopfq ˆH H{Qı
“ “Isopfq ˆH IndHQ p1q‰
“
”
IndGfpQqp1q
ı
“
”
G{fpQq
ı
.
˛ Soit H “ G{N pour N ú G, on suppose U “ InfGG{N . Soit Q “ Q1{N § H (pour Q1 § G).
On a alors
CB
`rInfGG{N s˘ ´”H{Qı¯ “ ”InfGG{N ˆH H{Qı
“
”
InfGG{N ˆH IndHQ p1q
ı
“
”
InfGG{N ˆH IndG{NQ1{N p1q
ı
“
”
IndGQ1 ˆ InfQ
1
Q1{N p1q
ı
“ “IndGQ1p1q‰
“
”
G{Q1
ı
où on a utilisé le lemme 1.1.14 et le fait que InfQ
1
Q1{N p1q – 1.
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˛ Soit H § G, on suppose U “ IndGH . Soit Q § H. On a
CB
`rIndGHs˘ ´”H{Qı¯ “ ”IndGH ˆH H{Qı
“ “IndGH ˆH IndHQ p1q‰
“ “IndGQp1q‰
“
”
G{Q
ı
.
Le diagramme 6.3 commute alors lorsque U est un morphisme élémentaire et commute donc en
général ce qui démontre qu’on a bien une transformation naturelle ⇠ : CFreek Ñ CB. Comme
⇠G est bijective pour tout G, ⇠ est un isomorphisme de foncteurs.
Lemme 6.2.9. Soit G un groupe fini. Soient U et V deux sous-groupes de G et soit Q § V .
Soit encore a P G. On a alors
UaV – ß
zPrUaXV zV {Qs
UazQ
comme pU,Qq-bi-ensembles.
Démonstration. On commence par démontrer que
U1GV “
ß
zPrUXV zV {Qs
UzQ.
On regarde l’ensemble UV “ tuv | u P U, v P V u sous l’action de U à gauche et celle de Q à
droite. On va faire une décomposition de UV en orbites disjointes. On veut donc montrer que
rU X V zV {Qs est un ensemble de représentant d’orbites. Soit uv P UV (avec u P U et v P V ).
Comme v P V , il existe z P rU X V zV {Qs tel que
pU X V qvQ “ pU X V qzQ.
Alors il existe u1 P UXV et q P Q tels que v “ u1zq. Ainsi UuvQ “ Uuu1zqQ “ UzQ. On montre
maintenant que rU X V zV {Qs est un ensemble de représentants d’orbites disjointes. Supposons
qu’on ait Uz1Q “ Uz2Q pour z1, z2 P rU X V zV {Qs avec z1 ‰ z2. Alors il existe u P U et q P Q
tels que z1 “ uz2q. On a alors
pU X V qz1Q “ pU X V quz2qQ “ pU X V qz2Q
où la dernière égalité découle du fait que u “ z1q´1z´12 P V donc u P U X V .
On montre maintenant l’assertion du lemme. On applique le résultat ci-dessus à Ua et on
obtient
UaV “ ß
zPrUaXV zV {Qs
UazQ.
Donc on obtient
a´1UaV “ ß
zPrUaXV zV {Qs
a´1UazQ,
qui, en multipliant à gauche par a, donne
UaV “ ß
zPrUaXV zV {Qs
UazQ.
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Preuve du théorème via la propriété universelle. On rappelle que CFreek – SC lgGrB1,C , donc
'pCFreekq – '
´
S
C lgGrB
1,C
¯
.
On montre CB – 'pCFreekq en montrant que CB vérifie la propriété universelle de 'pSC lgGrB1,C q.
Comme tout foncteur vérifiant une propriété universelle est unique à isomorphisme près, on aura
le résultat.
On note ✓ : C lgGrBÑ CGrB l’inclusion et on rappelle qu’on a une adjonction
FunC -VectpCGrB,C -Vectq ✓
˚
// FunC -VectpC lgGrB,C -Vectq.'oo
Par ailleurs SC lgGrB1,C “ LC lgGrB1,C (voir la preuve du lemme 6.2.7) De plus, CB – LCGrB1,C (voir
lemme 1.3.4). On doit donc démontrer
'
´
L
C lgGrB
1,C
¯
– LCGrB1,C .
Or, par la section 1.2.3, on sait qu’on a une adjonction
FunC -VectpCGrB,C -Vectq
E1 //
EndCGrBp1q -Mod “ C -Vect
L
nn
où E1 est le foncteur d’évaluation en 1, et pour tout C-espace vectoriel L pV q “ LCGrB1,V . Donc
pour tout F P FunC -VectpCGrB,C -Vectq, on a un isomorphisme
HomFunC -VectpCGrB,C -VectqpLCGrB1,C , F q – HomC -VectpC, F p1qq
naturel en F . Par ailleurs, on peut faire exactement le même argument sur la catégorie C lgGrB
et on obtient que pour tout J P FunC -VectpC lgGrB,C -Vectq on a un isomorphisme
HomFunC -VectpC lgGrB,C -VectqpLC lgGrB1,C , Jq – HomC -VectpC, Jp1qq
naturel en J . Donc pour tout foncteur F P FunC -VectpCGrB,C -Vectq, on a un isomorphisme
HomFunC -VectpCGrB,C -VectqpLCGrB1,C , F q – HomC -VectpC, F p1qq
– HomFunC -VectpC lgGrB,C -VectqpLC lgGrB1,C ,ResCGrBC lgGrBpF qq
naturel en F . Or, par définition de ✓, on a simplement
HomFunC -VectpC lgGrB,C -VectqpLC lgGrB1,C ,ResCGrBC lgGrBpF qq “
HomFunC -VectpC lgGrB,C -VectqpLC lgGrB1,C , ✓˚pF qq.
Puisque ✓˚ et ' sont adjoints, on a
HomFunC -VectpC lgGrB,C -VectqpLC lgGrB1,C , ✓˚pF qq – HomFunC -VectpCGrB,C -Vectqp'pLC lgGrB1,C q, F q
un isomorphisme naturel en F . Par conséquent, on obtient
HomFunC -VectpCGrB,C -VectqpLCGrB1,C , F q – HomFunC -VectpCGrB,C -Vectqp'pLC lgGrB1,C q, F q
pour tout F P FunC -VectpCGrB,C -Vectq et donc
LCGrB1,C – 'pLC lgGrB1,C q
ce qui termine la démonstration.
Bibliographie
[Bau11] Mélanie Baumann, The composition factors of the functor of permutation modules, J.
Algebra 344 (2011), 284–295. MR 2831942 (2012g :16050)
[Bau12] , Le foncteur de bi-ensembles des modules de p-permutation, Ph.D. thesis, 2012.
[Bau13] , The functor of p-permutation modules for abelian groups, J. Algebra 392
(2013), 142–157. MR 3085028
[BD12] Alex Bartel and Tim Dokchitser, Brauer relations in finite groups, arXiv (2012).
[Ben98] D. J. Benson, Representations and cohomology. I, second ed., Cambridge Studies in Ad-
vanced Mathematics, vol. 30, Cambridge University Press, Cambridge, 1998, Basic re-
presentation theory of finite groups and associative algebras. MR 1644252 (99f :20001a)
[Bor94a] Francis Borceux, Handbook of categorical algebra. 1, Encyclopedia of Mathematics and
its Applications, vol. 50, Cambridge University Press, Cambridge, 1994, Basic category
theory. MR MR1291599 (96g :18001a)
[Bor94b] , Handbook of categorical algebra. 2, Encyclopedia of Mathematics and its Ap-
plications, vol. 51, Cambridge University Press, Cambridge, 1994, Categories and struc-
tures. MR 1313497 (96g :18001b)
[Bou91] Serge Bouc, Projecteurs dans l’anneau de Burnside, projecteurs dans l’anneau de
Green, et modules de Steinberg généralisés, J. Algebra 139 (1991), no. 2, 395–445.
MR 1113783 (92k :20016)
[Bou96] , Foncteurs d’ensembles munis d’une double action, J. Algebra 183 (1996),
no. 3, 664–736. MR 1401673 (97j :20017)
[Bou00] , Burnside rings, Handbook of algebra, Vol. 2, North-Holland, Amsterdam,
2000, pp. 739–804. MR 1759611 (2001m :19001)
[Bou10] , Biset functors for finite groups, Lecture Notes in Mathematics, vol. 1990,
Springer-Verlag, Berlin, 2010. MR 2598185 (2011d :20098)
[Bro85] Michel Broué, On Scott modules and p-permutation modules : an approach through
the Brauer morphism, Proc. Amer. Math. Soc. 93 (1985), no. 3, 401–408. MR 773988
(86d :20010)
[BST14] Serge Bouc, Radu Stancu, and Jacques Thévenaz, Vanishing evaluations of simple
functors, J. Pure Appl. Algebra 218 (2014), no. 2, 218–227. MR 3120623
[BT08] Serge Bouc and Jacques Thévenaz, Gluing torsion endo-permutation modules, J. Lond.
Math. Soc. (2) 78 (2008), no. 2, 477–501. MR 2439636 (2009k :20022)
[CR88] Charles W. Curtis and Irving Reiner, Representation theory of finite groups and asso-
ciative algebras, Wiley Classics Library, John Wiley & Sons Inc., New York, 1988, Re-
print of the 1962 original, A Wiley-Interscience Publication. MR 1013113 (90g :16001)
[Gor07] D. Gorenstein, Finite groups, AMS Chelsea Publishing Series, American Mathematical
Society, 2007.
120 BIBLIOGRAPHIE
[Isa76] I. Martin Isaacs, Character theory of finite groups, Academic Press [Harcourt Brace
Jovanovich, Publishers], New York-London, 1976, Pure and Applied Mathematics, No.
69. MR 0460423 (57 #417)
[Pui88] Lluís Puig, Pointed groups and construction of modules, J. Algebra 116 (1988), no. 1,
7–129. MR 944149 (89e :20024)
[Rot94] J.J. Rotman, An introduction to the theory of groups, 4 ed., Springer, 1994.
[Ser78] Jean-Pierre Serre, Représentations linéaires des groupes finis, revised ed., Hermann,
Paris, 1978. MR 543841 (80f :20001)
[TW90] J. Thévenaz and P. J. Webb, A Mackey functor version of a conjecture of Alperin,
Astérisque (1990), no. 181-182, 9, 263–272. MR 1051255 (91h :20020)
[TW95] Jacques Thévenaz and Peter Webb, The structure of Mackey functors, Trans. Amer.
Math. Soc. 347 (1995), no. 6, 1865–1961. MR 1261590 (95i :20018)
[Web93] Peter Webb, Two classifications of simple Mackey functors with applications to group
cohomology and the decomposition of classifying spaces, J. Pure Appl. Algebra 88
(1993), no. 1-3, 265–304. MR 1233331 (94f :20101)
 
 
    
 
 
RC 
  
Rosalie Chevalley 
Route du Pavement 16, 1018 Lausanne  
T: +41 79 602 02 14. E: chevalley.rosalie@gmail.com. W:  ch.linkedin.com/in/rchevalley 
   
Objective  To further my experience as a teacher and help students discover their potential and become 
great learners. Moreover I would love to help teachers develop themselves to create an 
empowering environment both for teachers and students. 
   
Education  PhD in Mathematics, EPFL 2012-2015 
Thesis topic: Biset functors. 
Adviser: Prof. Jacques Thévenaz 
!Keywords: Finite groups, Representation theory, Bisets. 
MSc and BSc in Mathematics, EPFL 2007-2012 
Erasmus exchange, University of Vienna, AT Fall 2009 
   
Experience  Teaching 
Facilitator of the Instructional Skills Workshop. 2013 - 2015 
Organizer of the Welcome Workshop for PhD students at EPFL in Mathematics. 2012 - 2015 
Teaching assistant since 2009. 2009 – 2015 
Tutor. 2005 – 2009 
Associative 
Representative of PhD students at the Mathematics department. 2012 – (2015) 
President of CQFD (The Association of Students in Mathematics at EPFL).  2010 – 2011 
Representative of students in Mathematics at EPFL. 2007 – 2012 
   
Professional 
experience 
 MJSR, Monitor in summer camps. 2008 & 2009 
KPMG, secretaryship 2006 
   
Skills  Soft & Life Skills 
Self-Learning, Problem Solving, Analytical Thinking. 
Facilitation, Effective Teaching, Effective Presentation. 
Communication, Active Listening, Team player, Feedback addict. 
Computer Skills 
C++, LaTeX, Microsoft Office. 
Languages 
French (first language), Italian (second language), English (fluent), German. 
