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To get the equality for order of vanishing, we note that the equality is now known for A =K 0 and A (v)=K . So, we just need to show that r 0 = r+r (v) and e 0 = e+e (v) . This follows by decomposing equation 6 into eigenspaces for G. (Q p =Z p ) e (Q p =Z p ) e (v) gives the equality for e 0 immediately (use the Tate parameterization to look at the group of connected components for places of multiplicative reduction and consider separately whether a place of K is split, inert, and rami ed in K 0 ).
The H 1 (O K 0 ; A 0 p 1 ) term can be decomposed as before in sequence 7. For the Mordell-Weil groups, note that breaking A(K 0 ) into its eigenspaces shows that A(K) and A (v) (K) are independent sublattices which together generate a subgroup with index a power of 2. Hence the r 0 = r + r (v) .
We now compare the expressions on the right side of the formula in the theorem term by term to see that the product of the corresponding terms for A =K and A (v) =K is that of A =K 0 . By the previous paragraph (and since p is odd), we nd that up to a p-adic unit: h ; i p;K 0 (A) h ; i p;K (A) h ; i p;K (A v ) (Note: the factor of 1= K 0 : K] which appears when changing base eld is not signi cant here since it is prime to p.)
For the order and niteness of III, note that III K 0 (A) = III K 0 (A) + III K 0 (A) ? = III K 0 (A) G III K 0 (A (v) ) G . A simple descent then shows that III K 0 (A) G p 1 = III K (A) p 1 and that III K 0 (A (v) ) G p 1 = III K (A (v) ) p 1 (using that the order of G is prime to p). So, III K 0 (A) = III K (A) p 1 III K (A (v) ) p 1 . Note that the argument for the A p 1 (K) term on the right side of the formula is similar, but easier.
The L v -invariants and the orders of the groups of connected components Q m v can be treated together. The product of the two terms is equal to
The denominators multiply since e 0 = e+e (v) . The numerators multiply by Lemma 4.1. 
We denote the order of vanishing of L p (L=K; A; x) at x = 1 by ord x=1 L p (L=K; A; x). Note that by equation 5, this is the same as the order of vanishing of F H (T) at T = 0. We furthermore de ne for any non-negative integer , Let v 1 ; : : :; v j be the places of K ramifying in L where A has potentially multiplicative reduction. Using Artin's approximation theorem, one can nd an element x 2 K which is a local uniformizer for each of the v i . Then, A has multiplicative reduction over the eld K 0 = K( p x) for the places of K 0 lying over each v i . We will now x K 0 .
We now state our main theorem. In the following statements, we denote the number of connected components for the reduction at a place v by m v . distinguish between A and its dual since A since we assume here that A is an elliptic curve). Consider H 1 (?; A(L 0 v )). Since it is a p-group with p 6 = 2,
We now apply the Hochshild-Serre spectral sequence for the extension L 0 v =K v (breaking it up both with G as the subgroup and with ? as the subgroup). From the exact sequences of low order terms we get
In the rst sequence, H i (G; A(K 0 v )) p 1 = 0 for i > 0 since jGj is prime to p.
Similarly, in the second,
One has the analogous result of A (v) , and so
Note that this proposition gives information on the orders of groups of connected components on A and A (v) by applying it to the unrami ed ?-extension by Proposition 4.3 of 3]. We now concentrate on the case of potentially multiplicative reduction. In general, if A has additive reduction at the place v of K v which is multiplicative in an extension of K v , we see from looking at Weierstrass equations that A has multiplicative reduction over K 0 := K( p v ) where v is a local uniformizer at a place v.
Lemma 4.2. If v is a place of O K for which A has potentially multiplicative reduction, then A (v) has multiplicative reduction at v.
Proof: This is clear from a calculation with a Weierstrass equation for A which is minimal at v. Now, the main proposition of this section.
Proposition 2. If A has potentially multiplicative reduction at the unique prime
is the trivial group. Proof: Let K 0 v be a quadratic rami ed extension of K v so that A has multiplicative reduction. Let A (v)=K be the twist of A =K for this extension K 0 v =K v , and let
We can now make use of the results of 8] on the cokernel of the local norm map for elliptic curves with multiplicative reduction. We know that A (v) has multiplicative reduction over K v and K 0 v . This extension is necessarily rami ed since A has additive reduction over K v and multiplicative reduction over K 0 v . Hence, if A (v) has non-split multiplicative reduction over K v , it has non-split reduction over K 0 v and both H 1 (?; A (v) (L v 
If A (v) has split multiplicative reduction over K v and K 0 v , there are two cases to consider. Let q be the Tate-q parameter for A (v) , and log v a p-adic log for 4. The Cokernel of the Local Norm Map A term needed for the next section, as well as an interesting invariant in its own right, is the cokernel of the local norm mapping. In this section, we calculate it for elliptic curves with potentially multiplicative reduction. We would like to study the behavior of the cokernel of the norm map under quadratic twists.
4.1. Quadratic Twists. In general, given a quadratic extension K 0 =K, the Galois group G K is cyclic of order 2. The natural map G L ! G K is an isomorphism because p 6 = 2. To simplify the notation, we identify G K and G L via this map and denote them by G. Similarly, ? 0 is naturally isomorphic to ?, and so we identify them. In particular, Gal(L 0 =K) = G ?.
Let A (v)=K be the twist of A =K for the quadratic extension K 0 =K. There are natural actions of G on A =K 0 and on A (v)=K 0 by viewing them as base changes of A =K and A (v)=K . Since A (v)=K 0 = A =K 0 , there are two actions on this elliptic curve. They di er by a twist by -1 (inversion). Hence, when looking at the action of G on A(K) (or some a related cohomology group), the + eigenspace is the set of invariants for the action of G coming from A =K and the -eigenspace is the set of invariants for the action of G coming from A (v) .
So (A 0 (v) ) p 1 ) G , a direct sum of its plus and minus components (using here p 6 = 2). Naturally, the analogous statement holds for L 0 =L, or in the local situation of the next section.
4.2. Cokernels. We return now to the local situation. Lemma 4.1. If 
where the equality implies that if two of the terms are nite, then so is the third.
Proof: Clearly the isomorphism implies the equality on the orders. By Proposition 4.2 of 3], the group A(K v )=NA(L v ) is dual to H 1 (?; A(L v )) (we do not 3. Heights A central term on the \right hand side" of the Birch and Swinnerton-Dyer formula is the height pairing determinant. Although p-adic heights for abelian varieties which are not semi-stable at p has not been well developed, it is not di cult to extend the existing theory.
Note that if A has ordinary reduction modulo the primes dividing p of a eld E, then there are several descriptions of p-adic height pairings <; > E : A(E) Â (E) ! Q p (see 11, 2, 4] n;v =K 0 n;t ; A(K 00 n;v )) p 1 so the problem becomes to show that the orders of the latter groups is bounded as n goes to in nity.
The group H 1 (G K 00 n;v =K 0 n;t ; A(K 00 n;v )) p 1 is dual to the cokernel of the norm map A(K 00 n;v ) !Ã(K 0 n;t ). We now use the following exact diagram
SinceÃ is semi-stable and ordinary over K 0 , it is over K 0 n;t and K 00 n;v , so the cokernel in the rst column is uniformly bounded by Corollary 4.30 of 3] (in fact, it is bounded by (G(n; t) ab ) d where d is the dimension of the Abelian varietyÃ, and G(n; t) ab denotes the order of the abelianization of the Galois group Gal(K 00 n;v =K 0 n;t ), which in turn are bounded by the order of Gal(L 00 =L 0 )). The order of the cokernel in the right column is bounded by ! lim (K 0 n )=jGj (which is bounded because the group of connected components in the limit is of co nite type). This completes the theorem.
We now state the lemma referred to in the theorem above.
Lemma 2.2. Let M be a co nitely generated Z p -module which is also a G-module for a nite group G. Then H i (G; M) are nite for i 1. Proof: The proof is elementary. The key point is that the divisible subgroup of M is of nite index by the assumption that it is co nitely generated, and the cohomology of a divisible group is trivial. We will use H 1 (O L 0 ; A 0 p 1 ) GL then for de ning the Iwasawa L-function throughout.
In our de nition, there is a choice made in the eld K 0 (Galois over K, for which A is semi-stable at the primes dividing p). We prove that the corresponding Iwasawa L-function is independent of the choice of K 0 .
Theorem 2.1. Let K 0 and K 00 be nite Galois extensions of K so that A is semistable for each prime of K 0 and K 00 dividing p. If 
Proof: It is su cient to show that the two cohomology groups are quasiisomorphic to a common -module. Furthermore, by comparing the groups for L 0 and L 00 with the corresponding group for the composite L 0 L 00 , we reduce to the case where L 00 contains L 0 .
One then takes G L 0 =L invariants to get the result.
Let T 0 be the places of L 0 ramifying in L 00 =L 0 and let T 00 be the places of L 00 lying above T 0 . From the relative cohomology sequence we get the following diagram.
The kernel of the rst horizontal map in the top row is 
we get the following exact sequence of the low order terms. In writing cohomology groups, we will make the following conventions. Galois and group cohomology will be denoted by H i (G; ? Finally, the coe cients of our coholomolgy will almost always come from the abelian variety A. It is understood that in an expression such as H i (O F ; A 0 ) where F is an extension of K, one takes the N eron model of A =F , and then takes the connected component.
There is a nite extension K 0 =K so that A K 0 has semi-stable reduction at all primes of O K 0 dividing p. The extension K 0 =K can be taken to be Galois, and we do so denoting its Galois group by G K . If v is a place of K so that the reduction of A at v is an extension of an ordinary abelian variety by a torus, we say that A is ordinary at v. If A K 0 is ordinary at every place of K 0 dividing v, but A K in not ordinary at v, we say that A K is potentially ordinary at v.
Let L=K be a ?-extension, that is, a Galois extension of K where Gal(L=K) = ? = Z p (the additive group Z p ). This isomorphism is not canonical, so we x one by picking a topological generator of ?. We further require that primes of bad reduction for A split only nitely in L. Let ? n be the unique closed subgroup of ? of index p n , and let K n be the xed eld of ? n . Let denote the completed group ring lim Z p ?=? n ].
The completion of K for a place v is denoted by K v . We let L w be the union of the completions K n;vn where each v n is a place of K n which w lies over.
Let L 0 := K 0 L. Then L 0 =K 0 is also a ?-extension with ? 0 = Gal(L 0 =K 0 ) canonically isomorphic to ? n for some n. Furthermore, G L := Gal(L 0 =L) is naturally a subgroup of G K .
Fix a continuous character : Gal(L=K) ! 1 + pZ p Z p :
We denote Iwasawa's p-adic logarithm on Z p by log p . (Note, we could in fact use a constant multiple of log p here without much di culty.) We then de ne a p-adic logarithm log K : A (K) ! Z p by log K := log p rec. Here rec: A (K) ! Gal(L=K) is the reciprocity map from class eld theory. We then induce a p-adic logarithm at the places of K dividing p by composing with the inclusion K v ! A (K).
