We show that x-ray computer tomography algorithms can be applied with minimal alteration to the three-dimensional reconstruction of visible sources. Diffraction and opacity affect visible systems more severely than x-ray systems. For camera-based tomography, diffraction can be neglected for objects within the depth of field. We show that, for convex objects, opacity has the effect of windowing the angular observation range and thus blurring the reconstruction. For concave objects, opacity leads to nonlinearity in the transformation from object to reconstruction and may cause multiple objects to map to the same reconstruction. In x-ray tomography, the contribution of an object point to a line integral is independent of the orientation of the line. In optical tomography, however, a Lambertian assumption may be more realistic. We derive an expression for the blur function ͑the patch response͒ for a Lambertian source. We present experimental results showing cone-beam reconstruction of an incoherently illuminated opaque object.
Background
Three-dimensional ͑3-D͒ imaging has important applications to machine vision, radiometry, animation, modeling, microscopy, and source characterization. 3-D imaging has been implemented by machinevision techniques, such as stereo vision, 1 depth by defocus, [2] [3] [4] and structured illumination and depth cues, 1 and physical optics techniques, such as confocal microscopy, 5 coherence tomography, 6, 7 lidar, 8 and coherence imaging. 9, 10 Although each of these techniques has been successful in certain situations, none is universally applicable. We consider here a strategy for reconstruction of incoherent sources based on x-ray computer tomography. Although our technique is also not completely general, it requires only weak assumptions about the nature of the source and illumination when compared with typical machinevision systems, and it reconstructs over a wider solid angle and with greater 3-D resolution when compared with typical physical optical systems. The drawbacks of our approach are that it involves potentially unrealistic assumptions about opacity and transmittance, that it works well only over the finite depth of field of a planar imaging system, that it is computationally intensive, and that it reconstructs full volume data even for surface objects. Nevertheless, cone-beam tomography is a useful benchmark for the potential of 3-D visible imaging.
Our goal is to estimate the 3-D radiant power density of an incoherent or Lambertian source. We achieve this goal in two steps. First, we use a lensbased camera to gather images of the source from many perspectives. We interpret the images as linear projections through the source. Second, we apply a cone-beam tomography algorithm to these projections to estimate the 3-D power density of the source.
Computer tomography 11 is the reconstruction of a source or scatterer from integrals along lines or planes projected through the source volume. Standard approaches are grouped into parallel-beam, fanbeam, and cone-beam techniques. Parallel-beam systems measure the object transmittance for planewave illumination. Fan-beam systems measure the transmittance along rays projected from a point source in a planar slice. The rays are confined to a plane by a slit between the point source and the object. Cone-beam systems measure the transmittance along rays projected in a 3-D solid angle from a point source. For a variety of technical and safety reasons, x-ray systems until recently have been con-fined primarily to fan-beam geometries. The constraints that promote fan-beam geometries for x rays do not apply in the visible, however, because visible illumination is relatively safe and large electronic visible sensor planes are ubiquitous. In short, visible systems are better suited to cone-beam algorithms.
In cone-beam tomography, linear projections through an object are gathered in discrete sets, where each set shares a common point of intersection, called the vertex point. A two-dimensional ͑2-D͒ set of projections is gathered at each vertex point, parameterized by the direction vector of rays projecting from the vertex point. To acquire 3-D data, the point moves along a prescribed path, called the vertex path, gathering projections that pass through each point along the path. Figure 1 shows the circular vertex path of a sensor around an object volume. A complete 3-D cone-beam data set is parameterized by position along the vertex path and projection direction. Many different algorithms have been developed to reconstruct a 3-D volume from cone-beam data. Exact reconstruction is possible for certain vertex paths, although incomplete paths are often used for implementation simplicity. In this paper we do not consider the relative merits of different algorithms. Rather, we show that x-ray cone-beam techniques can be applied with minimal modification to visible spectrum imaging.
The visible imaging problem differs from the x-ray problem in a number of respects. Whereas x-ray systems generally require artificial illumination, visible systems rely on ambient or spatially and spectrally incoherent sources. Whereas x-ray systems achieve acceptable resolution without compensating for diffraction, diffraction compensation by lenses and mirrors is readily available and highly desirable in the visible spectrum. Whereas x-ray targets are quasi-transparent, most visible targets are opaque. X-rays are difficult and dangerous to generate and detect; visible sources and detectors are well developed and safe. These differences lead to changes in the implementation of cone-beam imaging for the visible spectrum. In contrast with x-ray systems in which the vertex point coincides with a point source, in Sections 2 and 3 of this paper we describe how the vertex point for self-luminous or ambiently illuminated incoherent visible imaging can be associated with a point in the principal plane of a visible lens and sensor assembly ͑e.g., a camera͒. In the x-ray system the source point and the sensor plane move in tandem around the vertex path on opposite sides of the object. In the visible system only the camera moves about the object. In Section 4 we consider the opacity issue and derive an expression for the patch response of a Lambertian source. In Section 5 we discuss criteria for selecting sampling points along the visible vertex path and consider the resolution one can expect in the reconstruction. In Section 6 we describe experimental demonstrations of the methods we consider.
Use of tomography to determine the shape and radiant intensity of a visible source may seem inefficient, especially given that many incoherent and all Lambertian sources are surface radiators. Ultimately a 2-D surface map may be all that is desired, yet cone-beam tomography requires a 3-D set of projections to determine this surface. In machinevision applications economy is paramount, and this method may seem impractical. However, increasingly complex and disconnected surfaces begin to resemble volume objects. This method may be utilized on transparent and semitransparent visible sources such as biological tissues, so it has sufficient versatility and generality to be used with many instruments such as microscopes. Also, use of tomography avoids the need to register landmark points between the images; the only information needed is the position and orientation of the camera in space for each image. Tomographic algorithms are pure linear inversions and do not require decision making for computation. Because the end result is a 3-D powerdensity estimate, the algorithm makes no decisions about the location of surfaces. The patch response described below, however, can be combined with existing segmentation algorithms to abstract surfaces from volumetric data. Although perhaps data intensive and computationally expensive, we believe that the decreasing cost and increasing ubiquity of CCD and complementary metal-oxide semiconductor (CMOS) imagers, as well as faster computers, will increasingly justify robust, flexible, and generalpurpose 3-D techniques. This could favor conebeam tomography as a practical approach to image fusion.
Cameras and Cone-Beam Projections
The goal of cone-beam tomography is to reconstruct the 3-D source density function D͑r͒ from projections through a set of vertex points. The projections can be expressed as
where t is the vertex point and ␤ is a vector along the projection direction. The geometry of these projections is shown in Fig. 2 . A family of projections is captured at each vertex point. Several optical sys- tems capture projections of this approximate form.
In previous research, we considered tomographic reconstruction from projections of this type using pinhole cameras, coherence imagers, and cubic-phaseaberrated systems. 9, 12, 13 Although any of these systems might be used with cone-beam algorithms, in this paper we focus more on the applicability of the algorithms themselves to visible imaging and less on optical design issues. Accordingly, we limit our attention here to imaging with a standard lens-based camera.
Consider the camera geometry shown in Fig. 3 . An object a distance z from the input principal plane of the camera is imaged a distance zЈ behind the output principal plane. Newton's equations 14 relate the ratio of the image cross section yЈ to the object cross section y as yЈ͞y ϭ f͑͞z ϩ f ͒ ϭ ͑zЈ ϩ fЈ͒͞fЈ. f and fЈ are the focal lengths of the source and image spaces, respectively. From these equations one concludes that yЈ͞zЈ ϭ Ϫ͑ f͞fЈ͒͑ y͞z͒ or that the slope of the angle the image subtends to the optical axis is proportional to the slope the source subtends to the axis. The images of sources that share the same slope y͞z will have their images centered at the same position on the image plane. Each sensor location on the image plane can be considered to measure the total power from all the sources along the same slope y͞z, which is a projection of the source that intersects the center of the source principal plane. The projections then form a cone, so that the image plane measures the cone-beam projections of the source, with the vertex point being the center of the source principal plane. Under the assumption that all source points form point images, the image on the output plane of the camera is
where is the position on the image plane and ϭ ϪfЈ͞fzЈ. Equation ͑2͒ corresponds to Eq. ͑1͒ for the vertex point t ϭ 0 and ␤ ϭ ͑ x , y , 1͒. We obtain a complete set of vertex points and projections by moving the camera around the object volume. We note that these projections are already weighted, so projections specified this way do not need the weighting factor of Eq. ͑7͒. Our derivation of Eq. ͑2͒ neglects the fact that Newton's equations are not satisfied for a fixed image plane as we vary the object range. When the object and image planes satisfy the Newton equations, all rays from a point on the object converge to a single point on the image. When we shift the object plane without shifting the image plane, rays from an object point no longer cross in the image plane, and the image becomes defocused. The longitudinal range over which the object planes are approximately in focus for a given image plane is termed the depth of field. Regions of the source that are outside the depth of field will be so blurred that Eq. ͑2͒ cannot be considered accurate. We can address this discrepancy by adjusting the camera aperture size or apodization to extend the depth of field or by using high depth-of-field imagers, such as the cubic-phase aberration 15, 16 or interferometric imagers. 9 To consider approximate depth of field in more detail, we rederive Eq. ͑2͒ using diffraction integrals. For simplicity we limit our attention to a thin-lens imaging system. For such a system, the optical image field ͑r͒ at a distance zЈ behind the lens that is due to the object field D ͑r͒ a distance z in front of the lens is
where
t͑r؆͒ is the pupil function for the lens aperture and f is the focal length of the lens. With no aberration, t͑r؆͒ ϭ 1 inside the aperture and zero outside the aperture. The camera detects the intensity on the image plane P͑r͒ ϭ ͉͗͑r͉͒ 2 ͘. If the object field is 
where dr represents a 3-D integral over the transverse components in r and the longitudinal component z.
In going from Eq. ͑3͒ to Eq. ͑5͒ we added an integral over z on the assumption that D͑r͒ is the primary source radiance or scattering efficiency of the object, which is not generally equal to the optical intensity at r. In summing the contributions to P͑r͒ over z we assume that the camera response is linear in intensity. Equation ͑5͒ is a correct but not necessarily a unique means of expressing the focal plane projections in terms of the source density. Equation ͑5͒
generally cannot be inverted to recover D͑r͒. To see this, one need only note that any allowed P͑r͒ can be obtained simply by making the intensity in the infocus plane proportional to the target focal plane value. If, however, Eq. ͑5͒ can be viewed as a projection through the vertex point r ϭ 0, then it can be inverted with projections through other vertex points to unambiguously recover D͑r͒. In principle, the measurement of P͑r͒ along a vertex path can determine D͑r͒ even if it cannot be reduced to cone-beam projections, but we do not consider this possibility in this paper.
Equation ͑5͒ is equivalent to Eq. ͑2͒ if h͑r, z͒ Х ␦͑r͒. In this case the assumption that the camera captures cone-beam projections is valid. Referring to Eq. ͑4͒, we can see that h͑r, z͒ is an approximate delta function so long as
where A is the aperture of the lens. This implies a depth of field in the object space of ⌬z Ϸ F 2 , where F ϭ z͞A is the f-number for the imaging system. One can always improve the depth of field by reducing the aperture, but this course also reduces the transverse resolution by blurring h͑r, z͒. In the remainder of this paper, we assume that the object space lies completely within the depth of field and that Eq. ͑2͒ is valid.
We assume that our camera captures cone-beam projections covering the object space as it moves along a vertex path. The vertex point t for a given camera position is the center of the principal plane of the camera's imaging system. Projections are captured on the camera's focal plane for rays along ␤ ϭ ͑ x Ј͞zЈ, y Ј͞zЈ, 1͒. This approach to gathering projections differs from the standard approach for x-ray cone-beam tomography. In x-ray systems, the vertex point corresponds to the position of a point source, and projection data are measured by a sensor plane on the opposite side of the object from the point source. In the visible systems described here, the object is either ambiently illuminated or selfluminous, and the vertex point and the sensor plane are on the same side of the object. The basic geometry for our system is illustrated in Fig. 1. 
Cone-Beam Image Formation
Having decided that a camera gathers cone-beam data, we must consider how to invert this data to reconstruct the source density. A number of conebeam algorithms have been developed over the past two decades, and algorithm development continues to be an active area of research. Algorithms can be classified according to the nature of the vertex path they accept and the approach to data inversion. Tuy 17 showed that exact inversion is possible for vertex paths such that all planes slicing the object volume also intersect the vertex path. Even for paths that technically satisfy Tuy's condition, 17 inversion fidelity is limited in practice because both the vertex path and the projection space are sampled discretely. In many cases, even vertex paths that do not satisfy Tuy's condition provide satisfactory results. The most common inversion algorithms use convolution backprojection methods, but a number of alternatives to this approach exist. Continuing developments are improving the computational efficiency, vertex path tolerance, and sampling efficiency of cone-beam systems.
Our goal in this paper is simply to show how conebeam inversion applies to visible imaging systems.
We do not compare or analyze potential inversion algorithms. Accordingly, we chose to demonstrate imaging using the simplest and most popular algorithm, as developed by Feldkamp et al. 18 Feldkamp's algorithm is a filtered backprojection algorithm and can be considered an extension of the 2-D fan-beam reconstruction algorithm to 3-D conebeam reconstruction. The algorithm uses the circular vertex path illustrated in Fig. 1 . As the sensor is moved in a circle around the object space origin, it rotates to point toward the origin. The plane of the vertex path is called the midplane. Feldkamp also considers the plane of rotation, which is the plane orthogonal to the midplane and to the ray from the vertex point to the origin containing the origin and the axis of rotation. The geometry of the midplane and plane of rotation are illustrated in Fig. 4 . Feldkamp parameterizes each projection by the vertex point and by its point of intersection with the plane of rotation. As illustrated in Fig. 4 , the vertex point is parameterized by the angular position on the vertex path ⌽. The intersection with the plane of rotation is also shown. Feldkamp parameterizes this point with the variables Y and Z. Because a camera measures the projections parameterized by the angle subtended to the optical axis, we replace Y and Z with y ϭ Y͞d and z ϭ Z͞d. Other than this change, our notation is identical to Feldkamp's formulation. In Feldkamp's algorithm, the angles of the projections that the sensor gathers are spaced such that the horizontal and vertical slopes of the projections, relative to the sensor's rotational angle and position, are sampled at regular intervals. A paraxial imaging sys-tem has the same regular spacing, assuming the image plane sensor is a rectilinear grid of pixels. Inversion by Feldkamp's algorithm consists of two steps. First, the projection data P ⌽ ͑ y , z ͒ are weighted and convolved with the separable filter functions
The bandwidth parameters y0 and z0 are given by the sampling period on the camera. This produces the intermediate function
Finally, the source density is estimated as the backprojection of the filtered projection data according to
where d is the radius of the vertex path and the unit vectors of the coordinates that rotate with the camera are xЈ, ŷЈ, and ẑЈ. The reconstructed power density D E ͑r͒ is a function of the position r in the source space, and it is an estimate of the original power density D͑r͒. We modified the filtering function g y ͑ y ͒ from the original Feldkamp algorithm by windowing it in the frequency domain by an exponential function to prevent ringing at the edges.
Opacity and the Patch Response
So far we have assumed that the source is transparent and incoherent. In this case, a lens-based camera will measure cone-beam linear projections of the source, from which we can infer the power density of the source using cone-beam tomographic algorithms. However, most sources at optical frequencies do not satisfy the transparent and incoherent assumption. Often, more realistic sources are opaque, some are reflecting rather than self-luminous, and many such sources have rough surfaces. A large class of realistic optical sources consists of Lambertian surface radiators. This class includes diffuse light sources and rough surface objects illuminated by light having low spatial coherence. Unlike incoherent sources, points on the surfaces of Lambertian sources do not radiate isotropically. Because of the anisotropy and opacity of Lambertian sources, lens-based imagers do not measure linear projections of such sources. If one samples the wave front from a Lambertian object with a lens-based camera and uses these samples to reconstruct the object using a cone-beam algorithm, the resulting power-density reconstruction is flawed but is related in a predictable way to the actual surface radiant intensity of the source. Although the power-density reconstruction is not perfect, many features of the source are preserved and can be found by filtering the reconstruction. By studying the effect of Lambertian anisotropy on the reconstructed power density, we can account for these effects in the power-density reconstruction. A Lambertian radiating source can be regarded as consisting of infinitesimal surface patches, each of which radiates according to Lambert's law, which states that the radiated power at the angle from the patch surface normal is proportional to cos . If the Lambertian source is also convex, then no surface patches are occluded from any angle, so that each patch is visible from a hemisphere of directions. Under these restrictions, a lens-based camera will detect an incident intensity that is a linear function of the surface radiant power density of the source. The measured intensity from a given patch will depend only on the relative positions and angular orientations of the patch and camera and will not depend on occlusion from any parts of the source. Each surface patch then provides an individual contribution to the cone-beam reconstruction that depends only on its position and orientation. We define the contribution to the reconstruction from a given infinitesimal patch as the patch response, which is the 3-D power-density reconstruction of a patch as the patch size approaches zero. This patch response is a characteristic of the Lambertian radiation pattern of sources, and it is a function of both the position and the orientation of the patch. To find the reconstructed power density of a convex Lambertian source, one needs to integrate the patch responses of all the surface patches, with each patch response appropriately translated and rotated to match the position and orientation of each patch and weighted according to the power density of each patch.
The patch response is a characteristic blur function attached to each patch of the reconstructed source. To investigate this blur, we calculate the patch re- Fig. 4 . Illustration of coordinate systems used on midplane in Feldkamp's algorithm. x and ẑ are the dimensions in the midplane, with x pointing at the vertex point and ẑ pointing along the midplane; ŷ points out of the midplane; Y and Z are the coordinates on the plane of rotation; d is the radius of the vertex circle; is the angle from the x axis to the vector from the origin to the vertex point; and is the angle between the x axis and the ẑ axis.
sponse for a 2-D Lambertian source. We consider a unit radiant intensity thin-line Lambertian source of length 2l centered at the origin and aligned horizontally. The reconstructed power density of the Lambertian line source will be that of a finite extent line patch, from which we can determine the patch response by taking the limit of the power density, normalized by the length 2l, as the patch size approaches zero. Figure 5 shows the line and the coordinates of the projections and the patch response. The Fourier projection-slice theorem can be used to determine the power density of a 2-D source from its parallel-beam projections. This derivation is detailed in Appendix A. The derivation consists of one computing the response of a Lambertian line of length 2l using the Fourier projection-slice theorem and then taking the limit of this response as the line length approaches zero. The resulting patch response is
where PRF is the patch response function and x, y are coordinates transverse to the patch surface normal. This function is plotted in Fig. 6 . One may be tempted to filter ͑correlate͒ the reconstruction with this patch response to partially remove its effect on surfaces. However, because the patch response is oriented according to the surface normal at each surface point, it is actually a class of functions that is parameterized by a rotation angle. To deconvolve the patch response, the surface orientation must be known or estimated. Fortunately, the patch response still has a local, confined nature so that the reconstructed power density does not stray too far from the original surface. For nonconvex objects, additional complications arise because parts of the object obscure other parts. Some patches will be visible from a restricted ͑and possibly disjointed͒ set of angles, less than the full 180 deg. The power-density reconstruction of a patch will then become dependent on the set of angles it is obscured from. Tomographic reconstruction from a limited range of angles is a well-studied problem. An obscured patch will blur normal to the directions it is obscured from. Similarly, if projections of the source are gathered from a restricted range of angles, the patch response will become orientation dependent, and similar blurring will occur.
The reconstruction of arbitrarily shaped Lambertian sources that have a constant surface brightness is similar to the reconstruction of an object from its silhouettes. The intensity a lens-based camera would measure of a constant-brightness Lambertian source in front of a uniform dark background is just the inverted silhouette, with the bright area indicating the shadow of an opaque object having the same shape as the source. If there exists a convex Lambertian source with the same silhouettes as a nonconvex source, then the power-density reconstruction of the nonconvex source will be identical to that of the convex source because they are indistinguishable from their projections. Figure 7 shows nonconvex and convex Lambertian sources that have the same projections and therefore the same power-density reconstruction. Only the extreme points on the object that bound the silhouettes are determinable from the projections, as shown in Fig. 7 , and these points are common to all the sources that share the same silhouettes. The patch response power density has the property of concentrating power density around these points, because the patch response tends to cancel itself on straight edges and accentuate itself at cor- ners when convolved with a convex surface. However, if the source has a nonconstant brightness, the power density will resolve the nonedge points.
So far, we have considered only 2-D Lambertian sources in the context of the patch theory. 3-D sources introduce an additional complication. In 3-D space, a four-dimensional set of linear projections can be measured ͑parameterized, for example, by position on a surface and direction͒, but normally only a 3-D subset of these would be necessary for tomographic reconstruction of a nonscattering source in a bounded volume. In the case of a nonscattering source, a sensor at any vertex point measures projections from the entire source because occlusion does not occur, so the set of projections needed to reconstruct the volume is dependent only on the shape of the support volume and not its contents. 3-D Lambertian sources can have occlusion, so the vertex path of a cone-beam algorithm must be chosen to sample sufficiently projections originating from all surfaces of interest in the source. Because the subset of the projections sampled from any given patch on the source is determined by the vertex path of the sensor, the patch response of a given patch will depend on the vertex path. Also the reconstruction can depend on the cone-beam tomographic algorithm used because of differences in how the algorithms reconstruct incomplete data or handle the space-variant pointspread function of the reconstruction. Rather than describe the general 3-D patch response that accounts for the vertex path, we confined the vertex path for our experimental setup to a plane containing the source, but sufficiently far away from the source, so that the 2-D patch response can be used in approximation.
As suggested above, the power-density reconstruction of a Lambertian source can be filtered to enhance features of the source that are blurred because of the patch response. Although the patch response for any given patch depends on its orientation, so that a matched filter should match this same orientation, a radially symmetric filter could match all orientations imperfectly and serve as a useful compromise. We chose to use a Laplacian filter because the ͑x 2 ϩ y 2 ͒ Ϫ2 dependence of the patch response suggests that a Laplacian filter might work well to transform the patch response into a deltalike function, as it does for ͑x 2 ϩ y 2 ͒ Ϫ1 .
Sampling, Aperture, and Resolution
The Feldkamp cone-beam reconstruction method and the patch response derived above are for continuous sets of projections and vertex paths. In real data acquisition, one gathers discretely sampled sets of projections from a finite number of points on the vertex path. Although we do not rigorously consider the effects of sampling, we present examples of how finite sampling affects the patch response, and we give a heuristic argument that provides an estimate of the sampling requirements needed to produce a satisfactory reconstruction.
In optical cone-beam tomography, the aperture of the camera and the finite number of pixels on the camera determine the resolution of the image recovered. Each pixel corresponds to a cone-beam projection of the source, so a denser pixel array, with a correspondingly larger aperture, results in a higher density of sampled projections. A more densely sampled set of projections will improve the image quality by increasing the spatial bandwidth of the reconstructed patch, resulting in an improved patch response. Figure 8 shows an example of the effect of our sampling at various rates, where y0 and z0 are the spatial sampling rates in the y and z directions, respectively. To achieve one-pixel resolution, one must sample at a resolution of one pixel per projection at the midplane, which is achieved by the sampling rate y0 ϭ z0 ϭ 2. Any higher rate unnecessarily oversamples the patch response, and lower rates do not sufficiently sample the patch response to achieve one-pixel resolution. Conversely, the sampling rate of the camera sets the achievable bandwidth and resolution of the reconstruction. In our experiments, we set the resolution and field of view of the cameras to maximize the resolution while maintaining the requirement of fitting the source within the field of view at all vertex points.
A second consideration is the number of vertex points required to produce adequate resolution everywhere in the reconstruction zone. For Feldkamp's algorithm, vertex points are equally spaced on a circular path around the reconstruction volume. For a 128 ϫ 128 pixel reconstruction on the plane of the vertex circle, Fig. 9 shows the quality of the patch response by use of various numbers of projection angles. As the number of projections approaches the number of pixels in the midplane, the radial streak artifacts that are due to the sampling of the vertex path disappear. Denser sampling produced only slight improvement in reconstruction quality, which agrees with Ref. 19 for the 2-D parallel beam case. We set the number of projections equal to the number of pixels across the midplane, or 128 for our 128 ϫ 128 reconstruction.
The following examples provide two simple rules that can be used to avoid the artifacts shown here. Select the imaging resolution on the camera as one projection per pixel at the midplane, and set the vertex path sampling density with the number of projections equal to the number of pixels across the midplane.
Experimental Verification
We tested the idea of reconstructing a Lambertian source using a cone-beam tomographic algorithm. The experiment consisted of rotating an object, taking an image from each angle, and applying Feldkamp's cone-beam algorithm to estimate the power density of the source. The object was a toy bear and was illuminated by a long white-light fluorescent tube lamp that was approximately 10 cm from the toy but not directly seen by the camera. Figure 10 illustrates the setup. The object was placed on a rotation stage in front of a black absorbing background, which was sequentially rotated through 360 deg in 128 equally spaced steps. At each position, a camera-lens system and computer recorded an image of the object, which was approximately 1 m away from the camera. The camera-lens system consisted of a 50-mm focal-length lens and a backilluminated 16-bit CCD focal plane array. To prevent nonlinearities in the data, the focal plane used no automatic gain control or saturation. The angular magnification and location of the principal plane of the lens were calibrated manually. Each frame taken by the camera was 512 ϫ 512 in size. Only 256 ϫ 256 pixels of the field of view were needed, and the data were decimated to 128 ϫ 128. The data set, which included the 128 frames of the object taken from different angles, the angular magnification of the object, and the distance from the principal plane to the axis of the rotation stage, was processed as parameters of Feldkamp's cone-beam algorithm.
The results of our reconstruction are shown in Fig.  11 . Figures 11͑a͒ and 11͑b͒ show a ray-cast rendering of the 3-D power-density reconstruction of the toy bear from two angles. Because the object can be shown from angles and positions where the object was not imaged originally, more information about the object's true shape can be visualized. Figure  11͑c͒ shows a cross section of the reconstructed power density of the head of the bear. Figure 11 demonstrates that the surfaces are not sharply reconstructed; some power is effectively smeared inside the body. This imperfect reconstruction is a result of the patch response function contributing power into the interior of the reconstruction of the bear's head. The power density tends to be concentrated near the position of the original surface, so the surface can be still be located within the data set.
To reduce the power reconstructed inside the opaque object, we applied the Laplacian filter described at the end of Section 4. The new filtered power density is shown in Fig. 12 . The features on the outer surface of the bear are now clearer because much of the power on the inside of the object has been removed. The cross section of the bear's head is shown in Fig. 12͑c͒ after filtering. Compared with Fig. 11͑c͒ , the cross section is basically hollow except for the surface. This supports the idea that the filtered power density will more accurately represent the true surface. In ongoing research, we are studying more sophisticated methods for removing the effect of the nonideal patch response. 20 
Appendix A
In this appendix we derive the patch response given in Eq. ͑9͒. The goal is to derive the 2-D patch response. To do this, first we derive a general formula for all 2-D Lambertian objects. We insert the projections for a finite size Lambertian line object into this formula and take the limit as the line length approaches zero. Finally, we integrate the projection angle to calculate the response to a infinitesimal patch. To begin, we define a 2-D Lambertian object with a set of extents l͑͒. The extent l͑͒ is defined by the maximum value of r cos͑ Ϫ ͒ on the object for a given angle . 
where P͑s, ͒ ϭ ͐ Ϫϱ ϱ p͑l, ͒exp͑2sl ͒dl. We added an extra parameter k Ն 0 that keeps the reconstruction finite by bandlimiting the Fourier transform. For the Lambertian source with extents l͑͒, P͑s, ͒ will be the Fourier transform of the projections p͑l, ͒ ϭ rect͕͓l Ϫ l͑͒͞2͔͞l͔͖͑͒ ϩ rect͕͓l ϩ l͑ ϩ ͒͞2͔͞l͑ ϩ ͖͒,
which is
P͑s, ͒ ϭ sin sl͑͒ s exp͓Ϫisl͔͑͒ ϩ sin sl͑ ϩ ͒ s ϫ exp͓isl͑ ϩ ͔͒.
We insert this into Eq. ͑A1͒ to obtain f ͑r, ͒ ϭ 
The left-hand term integrates to zero, so we can eliminate it to obtain
which is the general formula for the reconstruction of a general 2-D Lambertian object with extent l͑͒.
To specialize this to the case of a finite size line, we set l͑͒ ϭ l͉cos ͉. Equation 
͕2
2 ͓l cos Ϫ r cos͑
We combine these into a single integral. Furthermore we change to Cartesian coordinates with the transformation x ϭ r cos and y ϭ r sin :
f ͑ x, y; l ͒ ϭ 
We perform the integration to obtain
To obtain the infinite bandwidth patch response, we find lim k30 g͑x, y͒:
PRF͑ x, y͒ ϭ 1 4
