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THE BERNSTEIN-SATO b-FUNCTION OF THE VANDERMONDE DETERMINANT
ASILATA BAPAT AND ROBIN WALTERS
ABSTRACT. The Bernstein-Sato polynomial, or the b-function, is an important invariant
of singularities of hypersurfaces that is difficult to compute in general. We describe a
few different results towards computing the b-function of the Vandermonde determi-
nant ξ.
We use a result of Opdam to produce a lower bound for the b-function of ξ. This
bound proves a conjecture of Budur, Musta¸ta˘, and Teitler for the case of finite Coxeter
hyperplane arrangements, proving the Strong Monodromy Conjecture in this case.
In our second set of results, we show the duality of two D-modules, and conclude
that the roots of the b-function of ξ are symmetric about −1. We then use some results
about jumping coefficients to prove an upper bound for the b-function of ξ, and finally
we conjecture a formula for the b-function of ξ.
1. INTRODUCTION
The Bernstein-Sato polynomial, also called the b-function, is a relatively fine invari-
ant of singularities of hypersurfaces. Let f be a polynomial function on an affine space
X , and let DX be the ring of differential operators on X . Then the b-function of f can
be defined as the minimal polynomial b f (s) for the operator s on the holonomic DX [s]-
module DX [s] f
s/DX [s] f
s+1 [Kas77]. Computing b f (s) for general f remains a very
difficult problem, thus research has focused on certain special cases. The goal of this
paper is to prove some results about the b-function of the Vandermonde determinant.
Sato’s original case of study for b-functions was semi-invariants of group actions
on prehomogeneous vector spaces [Sat90, SS74]. It remains true that many of the
computed examples of b-functions are for invariant or semi-invariant functions f .
Another important case is that of f defining a hyperplane arrangement. This active
area of research draws together the study of b-functions with several other important
singularity invariants, including Igusa zeta functions, jumping coefficients, and local
monodromy [Sai06, Sai07, Wal05, BMT11, BS10, Bud12].
Let G be a complex connected reductive Lie group with Lie algebra g. Let h ⊂ g be
a Cartan subalgebra, and let R ⊂ h∗ be the associated root system with Weyl group W .
Define ξ to be the product of the positive roots:
ξ =
∏
α∈R+
α.
The function ξ is anti-symmetric with respect to theW -action on h and is the Jacobian
determinant of the quotient map h → h/W . Its zero locus V (ξ) is a union of hyper-
planes, consisting of points fixed by at least one non-trivial element of W . Thus V (ξ)
is the complement of hreg. The W -invariant function ξ2 is called the discriminant of
the root system R. Let ∆ denote the pullback of ξ2 under the Chevalley isomorphism
C[g]G
∼=
−→ C[h]W .
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For a root system of type An−1, we denote ξ by ξn. This polynomial is recognized as
the Vandermonde determinant:
ξn =
∏
1≤i< j≤n
(x i − x j).
In this case, ∆ sends a matrix in g to the discriminant of its characteristic polynomial.
For any S ⊂ {1, . . . ,n}, define the following:
ξS =
∏
{(i, j)∈S×S|i< j}
(x i − x j).
If P = {P1, . . . , Pr} is a set partition of {1, . . . ,n}, define ξP =
∏r
t=1
ξPi . Given an
integer partition λ = (λ1 ≥ · · · ≥ λr) of n, denoted by λ ⊢ n, consider the set partition
P of {1, . . . ,n} in which P1 = {1, . . . ,λ1}, P2 = {λ1+1, . . . ,λ1+λ2}, and so on. We will
write ξλ to mean ξP for the above set partition P.
We conjecture the following formula for the b-function of ξn.
Conjecture 1.1 (Main Conjecture). The b-function of ξn is given by the following recur-
sive formula:
bξn(s) = lcmλ⊢n
λ6=(n)

bξλ(s)

·
(n−1)2∏
i=(n−1)
 
s+
i n
2
! .
Let X = Cn, so that V (ξn) ⊂ X . Our most significant result towards proving this
conjecture is the following symmetry property.
Theorem 1.2. The DX [s]-module DX [s]ξ
s
n
is dual to the module DX [s]ξ
−s−1
n
under the
Verdier duality functor.
We deduce the following.
Corollary 1.3. The roots of the b-function of ξn are symmetric about the point −1. In
other words, bξn(s) = ±bξn(−s− 2).
In the case of any root system, the function ξ2 is W -invariant, and we can consider
its image in C[h/W ]. That is, consider ξ2 as a polynomial in coordinates given by ho-
mogeneous basic invariant polynomials ei . For clarity, denote this polynomial by gn so
that gn(e1, . . . , en) = ξ
2
n
(x1, . . . , xn). In [Opd89], Eric Opdam found the b-function for
gn. In general, bgn (s) divides bξ2(s), but usually falls far short of equality. Moreoever,
for a general f , it is always true that b f (2s + 1)b f (2s) | b f 2(s), but equality does not
always hold.
In Section 2, we are able to exploit the relationship between ξn and gn to prove
a conjecture of Budur, Musta¸ta˘, and Teitler [BMT11, Conjecture 1.2] for the case of
reduced finite Coxeter arrangements:
Theorem 1.4. Let h be a Cartan subalgebra of a simple complex Lie algebra g. Let
ξ ∈ C[h] be the product of the positive roots as defined earlier. Let d = deg( f ) and let
n= dim(h). Then −n/d is always a root of the b-function of ξ.
Budur, Musta¸ta˘, and Teitler prove a conjecture called the Weak Monodromy Conjec-
ture [BMT11, Theorem 1.3(a)], which shows that poles of zeta functions correspond
to eigenvalues of Milnor monodromy. They further state the Strong Monodromy Con-
jecture, which claims that roots of b-functions correspond to eigenvalues of Milnor
monodromy, and which implies the Weak Monodromy Conjecture. In [BMT11, Theo-
rem 1.3(b)], they reduce the strong conjecture to the so-called n/d conjecture. Our
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result, Theorem 1.4, is the n/d conjecture in the case of reduced finite Coxeter arrange-
ments, and thus proves the Strong Monodromy Conjecture in this case.
Acknowledgments. We are extremely grateful to Nero Budur for suggesting part of
this problem and sharing some of his ideas with us. We are grateful to Uli Walther for
sending us his recent draft [Wal15] about related problems. We are indebted to our
advisor Victor Ginzburg for his constant support, ideas, and enthusiasm. The second
author thanks András Lo˝rincz for suggesting the proof of Proposition A.1. We also
thank A. Beilinson, A. Deopurkar, M. Emerton, M. Musta¸ta˘, G. Williamson, and D. Ben-
Zvi for helpful conversations.
2. RELATIONSHIP TO b-FUNCTIONS FOR C[g]
Let g, h, W , and ξ be as defined in the introduction. By the Chevalley-Shephard-
Todd theorem, h/W is an n-dimensional affine space (where n = rk(G) = dim(h)),
and hence C[h/W ] is a polynomial ring in n variables. Fix a homogeneous free set of
generators for this polynomial ring, so that C[h/W ] = C[e1, . . . , en]. From now on, we
write C[h/W ] to mean polynomials in the generators {e1, . . . , en}, and C[h]
W to mean
polynomials in the generators of C[h]. The polynomial ξ2 is W -invariant, and so we
let g be the corresponding polynomial in C[h/W ].
In the paper [Opd89], Opdam computed the b-function of g. We prove the follow-
ing relationship between the b-functions of g and of ξ.
Theorem 2.1. The function bg(s) divides the function bξ(2s+ 1).
Proof. The inclusion map h ,→ g induces a restriction map ρ : C[g]G → C[h]W , which
is an isomorphism by the Chevalley restriction theorem. Let ∆ = ρ∗(ξ2), which is an
element of C[g]G .
Let Lξ2(s) ∈ D(h)[s] be an operator that satisfies Lξ2(s)(ξ
2(s+1)) = bξ2(s) · (ξ
2)s.
Since ξ2 is W -invariant, we may assume (by averaging) that Lξ2(s) ∈ D(h)
W [s].
The space D(h)W ofW -invariant operators acts on C[h/W ], by pulling back via the
isomorphism C[h/W ]∼= C[h]W . For any L ∈ D(h)W , let ϕ(L) be the corresponding dif-
ferential operator in D(h/W ). Clearly, ϕ extends to a map ϕ : D(h)W [s]→ D(h/W )[s].
Applying ϕ to Lξ2(s), we see that ϕ(Lξ2(s))(g
s+1) = bξ2(s) · g
s.
This equation shows that the minimal b-function of g divides bξ2(s), that is,
(1) bg(s) | bξ2(s).
Similarly, we have a map D(g)G[s] → D(g//G)[s]. Let L∆(s) be an operator that
satisfies L∆(s)(∆
s+1) = b∆(s) ·∆
s. Since the action of G on D(g)[s] is locally finite, we
may assume by averaging that L∆(s) ∈ D(g)
G[s]. By a similar argument as above for
the quotient g→ g//G instead of h→ h/W , we see that
(2) bg(s) | b∆(s).
Let Lξ(s) ∈ D(h) such that Lξ(s)(ξ
s+1) = bξ(s) · ξ
s. Observe that
Lξ(2s)Lξ(2s+ 1)(ξ
2(s+1)) = bξ(2s)bξ(2s+ 1) · (ξ
2)s.
Therefore the minimal b-function of ξ2 divides bξ(2s)bξ(2s+ 1), that is,
(3) bξ2(s) | bξ(2s)bξ(2s+ 1).
From (1) and (3), we see that
(4) bg(s) | bξ(2s)bξ(2s+ 1).
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We use the following theorem from Section 4 of [HC64].
Proposition 2.2 (Harish-Chandra). There is a homomorphism of algebrasHC: D(g)G →
D(h)W , called the Harish-Chandra homomorphism.
Clearly, HC extends to a map HC: D(g)G[s] → D(h)W [s]. Recall that L∆(s) is in
D(g)G[s], and was chosen such that L∆(s)(∆
s+1) = b∆(s) ·∆
s. As explained in [HC64],
the map HC is the conjugation by ξ of the radial part map Rad. Since ∆ corresponds
to the function ξ2 under the Chevalley restriction map, we have
HC(L∆(s)) · (ξ
2)s+1 = ξ ◦ Rad(L∆(s)) ◦ ξ
−1(ξ2)s+1
= ξ ◦ Rad(L∆(s))(ξ
2)(2s+1)/2
= ξ · b∆(s− 1/2) · (ξ
2)(2s−1)/2
= b∆(s− 1/2) · ξ
2s,
which shows that bξ2(s) | b∆(s− 1/2).
Results of [Wal93] and [LS95] show that HC is surjective, and hence Lξ2(s) ∈ D(h)
W
can be lifted to an operator in D(g)G . By running the previous argument in the reverse
direction, we can see that b∆(s− 1/2) | bξ2(s). We conclude that bξ2(s) = b∆(s− 1/2),
and by changing variables that
(5) bξ2(s+ 1/2) = b∆(s).
From (2), (3), and (5), we see that
(6) bg(s) | bξ(2s+ 1)bξ(2s+ 2).
Suppose that bg(s) ∤ bξ(2s + 1). This means that there is some c that is a root of
bg(s) of some multiplicity m, but is a root of bξ(2s+ 1) of multiplicity k < m (where
k may be zero). By (4), c must be a root of bξ(2s), and by (6), c must be a root of
bξ(2s+ 2).
By [Sai06, Theorem 1], the difference between any two roots of the b-function of
f , a hyperplane arrangement, is less than 2. So c cannot be a root of both bξ(2s) and
bξ(2s+ 2), and we have a contradiction. This argument proves that bg(s) | bξ(2s+ 1).
This argument proves that bg(s) | bξ(2s+ 1).
The proof of the n/d conjecture for finite Coxeter arrangements now follows quite
easily.
Proof of Theorem 1.4. Let d1 ≤ · · · ≤ dn be a list of the degrees of the fundamental
invariants of the Lie group G. The degree of the highest fundamental invariant is
equal to the Coxeter number. Recall that n is the rank of the root system, and the
total number of roots equals 2d. It is known (see, e.g., [Hum90, Section 3.18]) that
dn · n= 2d.
From [Opd89], we know that
bg(s) =
n∏
i=1
di−1∏
j=1

s+
1
2
+
j
di

.
Notice that one of the factors above is
s+
1
2
+
1
dn

=

s+
1
2
+
n
2d

.
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So −(1/2+ n/(2d)) is a root of bg(s) and hence of bξ(2s+ 1), which precisely means
that bξ(−n/d) = 0.
3. SYMMETRY OF THE ROOTS OF THE b-FUNCTION
In this section we discuss the proofs of Theorem 1.2 and Corollary 1.3, namely the
duality of the D-modules corresponding to ξs
n
and ξ−s−1
n
in type An, and the symmetry
of the roots of Bernstein-Sato polynomial of ξn around the point −1. Corollary 1.3 is a
special case of Theorem 4.1 of [Mac12]. It follows quite easily from Theorem 1.2, and
this proof is explained in Section 4 of the above paper. It remains to prove Theorem 1.2,
and we begin by recalling some definitions.
Definition 3.1 (K. Saito, [Sai80]). A divisor F on a space X is called a free divisor if
the logarithmic vector fields DerC(− log F) form a locally free O X -module.
Let X be an affine space. Under the order filtration onDX , we have grDX
∼= C[T ∗X ].
Recall that for any L ∈ DX [s] of order k, its principal symbol, denoted σ(L), is its image
in the kth graded piece of C[T ∗X ][s].
Definition 3.2. Let F be a free divisor in an affine space X and let δ1, . . . ,δn be a basis
of DerC(− log F). Let h ∈ O X ,p be a reduced equation of F , and moreover suppose
that δi(h) = αih. Then F is called strongly Koszul if the sequence of principal symbols
σ(δ1−α1s), . . . ,σ(δn −αns),σ(h) is a regular sequence in C[T
∗X ][s].
The statements of Proposition 2.1, Proposition 2.2, and Theorem 4.1 from the paper
[Mac12] together imply the following corollary.
Corollary 3.3 (From [Mac12]). Let h be non-constant reduced germ of a holomorphic
function such that the divisor V (h) is a strongly Koszul free divisor. Then the DX [s]-
module DX [s]h
s is isomorphic to the Verdier dual of the D-module DX [s]h
−s−1.
Hence to prove Theorem 1.2, it is sufficient to show that V (ξ) is a strongly Koszul
free divisor. The following proposition is known.
Proposition 3.4 (Proposition 2 of [Ter80]). Let F ⊂ X ∼= Cn be any finite Coxeter
arrangement, with corresponding Coxeter group W. Let x = (x1, . . . , xn) be coordinates
on X . Let {e1, . . . , en} be a set of homogeneous free polynomial generators of the ring of
invariants C[X ]W .
(1) The hyperplane arrangement F is a free divisor.
(2) For each i, the gradient vector field
δi =
n∑
j=1
dei
d x j
∂ j
is a logarithmic vector field.
(3) The vector fields δ1, . . . ,δn form a free O X -basis of DerC(− log F).
We conjecture the following, from which Theorem 1.2 would follow for all finite
Coxeter arrangements.
Conjecture 3.5. Let F ⊂ Cn be a finite Coxeter arrangement. Then F is a strongly Koszul
free divisor.
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From now on, we will only work in type An, and we now prove the above conjecture
for An arrangements. Consider the (scaled) power-sum basis of the ring of symmetric
polynomials:
ei =
1
i
· (x i
1
+ · · ·+ x i
n
),
for 1≤ i ≤ n. Set δi to be the gradient of ei , namely,
δi =
n∑
j=1
dei
d x j
∂ j = x
i−1
1
∂1 + · · ·+ x
i−1
n
∂n.
Then {δ1, . . . ,δn} is a basis for the logarithmic vector fields.
By Proposition 3.4, each δi is a logarithmic vector field. So we have δi(ξ
s) = sαiξ
s,
where αi is some polynomial in the variables {x1, . . . , xn}. In fact, direct computation
shows that
(7) αk =
∑
i< j
 
xk−1
i
− xk−1
j
x i − x j
!
.
For each i, we have (δi − sαi) ∈ Ann( f
s). Set γi = σ(δi − sαi) in C[T
∗X ] to be its
principal symbol.
The next two lemmas contain most of the work of the proof of Theorem 1.2.
Lemma 3.6. The sequence (γ1, . . . ,γn) is regular in C[T
∗X ][s].
Proof. We use the coordinates (x1, . . . , xn,∂1, . . . ,∂n) on C[T
∗X ]. Recall that
γi = x
i−1
1
∂1 + · · ·+ x
i−1
n
∂n −αns.
We encode the data of the sequence (γ1, . . . ,γn) in the following n× (n+ 1) matrix:
Γ =

1 . . . 1 −α1
x1 . . . xn −α2
...
. . .
...
...
xn−11 . . . x
n−1
n
−αn
 .
For every i, we see that γi = (Γ · (∂1, . . . ,∂n, s)
t)i .
Let Θ be the matrix formed by the first n columns of Γ. We now find an invertible
lower-triangular matrix M such that Θ′ = MΘ is upper-triangular.
For any finite set of variables S of size at most k, let ek(S) denote the kth elementary
symmetric polynomial in the elements of S:
ek(S) =
∑
T⊂S,|T |=k
 ∏
i∈T
x i
!
.
Direct computation by Gaussian elimination shows that
M =

1 0 . . . 0
m21 1 . . . 0
...
...
. . .
...
mn1 mn2 . . . 1
 , where
¨
mi j = (−1)
i+ jei− j(Si) for
Si = {x1, . . . , x i−1}.
For every i and j, one finds the following:
(8) Θ′
(i, j)
= (MΘ)(i, j) =
¨∏
k<i(x i − xk) if i ≤ j,
0 otherwise.
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Let Γ′ = MΓ, and let γ′
i
= (Γ′ ·(∂1, . . . ,∂n)
t)i for every i. Since M is an invertible matrix,
(γ1, . . . ,γn) is a regular sequence if and only if (γ
′
1
, . . . ,γ′
n
) is a regular sequence.
Consider a grading on C[T ∗X ][s] in which the variables ∂1, . . . ,∂n, and s have
strictly decreasing weights in that order. The sequence of principal symbols of (γ′
1
, . . . ,γ′
n
)
under the above grading is just the following sequence formed by the diagonal ele-
ments ofΘ times the corresponding ∂ s, namely (Θ′
(1,1)
∂1, . . . ,Θ
′
(n,n)
∂n). If this sequence
is a regular sequence, then so is the original sequence.
So we now prove that (Θ′
(1,1)
∂1, . . . ,Θ
′
(n,n)
∂n) is a regular sequence. The first element
is just ∂1, which is a non-zerodivisor. Let Im be the ideal (Θ
′
(1,1)
∂1, . . . ,Θ
′
(m−1,m−1)
∂m−1).
By induction, it remains to prove that for every m > 1, the term Θ′
(m,m)
∂m is a non-
zerodivisor modulo Im. Recall that
Θ′
(m,m)
· ∂m =
 ∏
k<m
(xm − xk)
!
∂m.
The factor ∂m of the above expression is one of the generating variables of the polyno-
mial ring C[T ∗X ][s], and it does not appear in any of the generators of Im. Hence it is
a non-zerodivisor modulo Im.
Now consider the factor (xm − xm−1). We can make the following linear change of
variables:
zi =
¨
x i+1 − x i , 1≤ i ≤ (m− 1),
x1 + · · ·+ xm, i = m.
Then zm−1 = (xm − xm−1), and it is easy to check that this variable does not appear in
the generators of the ideal Im. Hence (xm− xm−1) is a non-zerodivisor modulo Im. For
each of the other factors (xm − x i), a suitable similar change of variables shows that
the variable corresponding to (xm − x i) does not appear in the generators of Im.
All together, Θ′
(m,m)
∂m is a non-zerodivisor modulo Im, and the induction argument
shows that (Θ′
(1,1)
∂1, . . . ,Θ
′
(n,n)
∂n) is a regular sequence.
Lemma 3.7. The function ξn is a non-zerodivisor in C[T
∗X ]/(γ1, . . . ,γn).
Proof. Let J be the ideal (γ1, . . . ,γn). Since ξn =
∏
1≤i< j≤n(x i − x j), it suffices to show
that each linear factor of ξn is a non-zerodivisor modulo J .
First consider the factor (x1 − x2). If (x1 − x2) were a zerodivisor modulo J , then
we would have an equation in C[T ∗X ] of the following form, for some f , f1, . . . , fn in
C[T ∗X ]:
(x1 − x2) · f = γ1 f1 + · · ·+ γn fn.
Such an equation can only hold if Γ has a non-trivial kernel modulo the ideal (x1− x2).
We now show that the matrix Γ has full rank modulo (x1 − x2), which will ensure
that (x1 − x2) is a non-zerodivisor modulo J . Equivalently, we show that the matrix Γ,
obtained by deleting the first column of Γ, has full rank when we set x1 = x2.
Recall from the definition of Γ that
Γ =

1 . . . 1 −α1
x2 . . . xn −α2
...
. . .
...
...
xn−12 . . . x
n−1
n
−αn
 .
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We use Gaussian elimination to find the rank of Γ. As before, we find an invertible
lower-triangular matrix M such that M Γ is upper-triangular:
M =

1 0 . . . 0
m21 1 . . . 0
...
...
. . .
...
mn1 mn2 . . . 1
 , where
¨
mi j = (−1)
i+ jei− j(Si) for
S i = {x2, . . . , x i}.
The first (n−1) diagonal entries of M Γ are non-zero modulo (x1− x2), by a computa-
tion similar to (8).
Let β denote the last diagonal entry of M Γ. Then β is the following combination of
the elements {−αi}:
β = −αn −
n−1∑
i=1
mniαi .
We consider β modulo the ideal (x1 − x2, x3, . . . , xn). In other words, we set x1 = x2,
and further set x3, . . . , xn equal to zero. For every i < (n−1), we have mni ≡ 0, because
every monomial of en−i({x2, . . . , xn}) contains a variable that has been set to zero. So
we find that
β ≡−αn −mn,n−1αn−1.
By (7), when k > 1,
αk ≡ (2n+ k− 5)x
k−2
2
.
Therefore β ≡−xn−22 modulo the ideal (x1− x2, x3, . . . , xn).
In particular, β 6= 0. Since all diagonal entries of M Γ are nonzero, it has rank n (full
rank) modulo (x1− x2), and so Γ has rank n modulo (x1− x2). Therefore (x1− x2) is
a non-zerodivisor modulo J . By symmetry, all other factors of ξn are non-zerodivisors
modulo J , so ξn is itself a non-zerodivisor modulo J .
We can now put together the preceding results to prove that the D-modules gener-
ated by the symbols ξs
n
and ξ−s−1
n
are dual.
Proof of Theorem 1.2. Recall that (γ1, . . . ,γn,ξn) is the sequence of principal symbols
of the elements {(δ1 − α1s), . . . , (δn − αns),ξn}. By Lemma 3.6 and Lemma 3.7, this
is a regular sequence in C[T ∗X ][s]. This shows that V (ξn) is strongly Koszul, and by
Proposition 3.4, V (ξn) is a free divisor. Finally, by Corollary 3.3 we conclude that the
dual of DX [s]ξ
s
n
is isomorphic to DX [s]ξ
−s−1
n
.
4. FACTORS OF bξn
Recall from the introduction that λ ⊢ n denotes a partition λ= (λ1 ≥ · · · ≥ λk) of n.
Also, bλ denotes a product of the b-functions of the functions ξλi . In this section, we
prove the following.
Proposition 4.1. Let λ ⊢ n. Then bξλ | bξn .
We first describe the local b-functions of ξn.
Proposition 4.2. Let q = (q1, . . . ,qn) ∈ C
n. Let P be any set partition of {1, . . . ,n} into
subsets such that i and j are in the same subset if and only if qi = q j . Then bξn ,q = bξP .
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Proof. Let
f =
∏
{(i, j)∈Pa×Pb |a 6=b,i< j}
(x i − x j).
Then we can write ξn = f ξP1 . . .ξPn .
In the stalk OCn,q, we note that factors (x i− x j) where i and j are in different Pk are
invertible, and so f is invertible. None of the factors of any ξPk are invertible, however.
Note that ξPk is just ξλk up to renaming coordinates. Thus they have the same
b-function. That is, if Lk is a Bernstein operator for ξPk , then
Lkξ
s+1
Pk
= bξλk
(s)ξs
Pk
.
Since the ξPk are defined in terms of disjoint sets of variables, the operators Lk and
polynomials ξPl all commute for l 6= k. Define L = f
sL1 . . . Lr f
−s−1. Then
L · ξs+1
n
= f s L1 . . . Lr f
−s−1 · ξs+1
P1
· · ·ξs+1
Pr
f s+1
= f s

L1 · ξ
s+1
P1

. . .

Lr · ξ
s+1
Pr

= f s bξλ1
(s)ξs
P1
. . . bξλr
(s)ξs
Pr
= bξλ1
(s) . . . bξλr
(s)ξs
n
.
In order for the above computation to show that L is a local Bernstein operator,
we must show that L ∈ DCn,q[s]. Denote |l¯ | =
∑n
i=1
li , and x¯
l¯ =
∏n
i=1
x
li
i
, and by
(x)l = x(x − 1) . . . (x − l + 1), the falling Pochhammer symbol. Write an expanded
form for the operator
L1 . . . Lr =
m∑
i=1
ci x¯
j¯i ∂¯ k¯i .
Weyl algebra commutation relations then show,
f sL1 . . . Lr f
−s−1 = f s
m∑
i=1
ci
 k¯i∑
l¯i
f −s−1−|l¯i |(−s− 1)|l¯i | f
(l¯i )∂¯ (l¯i−k¯i)

=
m∑
i=1
ci
 k¯i∑
l¯i
f |l¯i |(−s− 1)|l¯i | f
(l¯i )∂¯ (l¯i−k¯i)
 .
Thus, since f is invertible at q, L ∈ DX ,q[s].
Therefore, we have shown the local b-function
bξn ,q(s) | bξP (s).
Since f is invertible and no factor of any ξPk is invertible, the local b-function bξn,q(s)
is a multiple of bξP1 ...ξPr
(s) = bξP (s). Thus
bξP (s) | bξn,q(s).
So the local b-function for ξn at q is indeed bξP (s).
Proposition 4.1 follows immediately.
Proof of Proposition 4.1. Choose q ∈ Cn such that the set partition P defined as in
the hypothesis of Proposition 4.2 is the set partition corresponding to λ. Then by
Proposition 4.2, bξλ is equal to the local b-function bξn ,q and thus divides bξn .
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5. BLOW-UP COMPUTATIONS
We blow up X = Cn along the most singular locus of V (ξn), namely,
Y = {x1, . . . , xn | x1 = · · · = xn}.
We denote the pullback of ξn to the blowup eX = BlY X by eξn. In any affine open subset
U of eX , it makes sense to compute the b-function of eξn|U . We will denote the least
common multiple of all such b-functions by beξn , and call it the b-function of eξn.
Since blowing up makes the variety less singular in some sense, the b-function of the
blow-up is often easier to compute and simpler than the original divisor. The precise
relationship is given by Kashiwara, who proved the following theorem describing the
relationship of bξn to bξ˜n [Kas77, Theorem 5.1]. As a corollary, one deduces that the
roots of b-functions are negative rational numbers.
Theorem 5.1 (Kashiwara, 1976). Let eX = BlY X . Let f be a function on X which pulls
back to ef on eX . Then there exists an integer N > 0 such that
(9) b f (s) | bef (s)bef (s+ 1) . . . bef (s+ N).
We will compute bξ˜n , which by the above theorem gives an upper bound on bξn .
Proposition 5.2. We have the equation
(10) bξ˜n(s) = lcmλ⊢n,
λ6=n

bξλ(s)

·
(n2)∏
i=1
 
s+
i n
2
! .
Proof. The multiplicity of the exceptional divisor in V (eξn) equals  n2, namely the num-
ber of hyperplanes in V (ξn) that intersect at Y . Locally in an affine chart of eX , it is
possible to write eξn as p · q, where p is the  n2th power of a local equation of the
exceptional divisor, and q is a function in variables disjoint from those that occur in p.
Therefore the b-function of eξn is the product of the b-functions of p and of q. Since
V (p) is supported on a smooth divisor and has multiplicity
 n
2

, we have
bp(s) =
(n2)∏
i=1
 
s+
i n
2
! .
Notice that this is independent of the chart.
We may compute bq(s) as the least common multiple of the local b-functions of q
at all points ex ∈ V (q) away from the exceptional divisor. Recall that eX → X is an
isomorphism outside the exceptional divisor. Therefore for any ex as above, a local
neighborhood around it is isomorphic to a local neighborhood of its image x ∈ X ,
which is a point of V (ξ) away from Y . Hence the germ of eξn around ex is isomorphic to
the germ of ξn around x . By Proposition 4.2, we see that this germ is (up to a change of
coordinates) some ξP , where P is a non-trivial set partition of {1, . . . ,n}. This implies
that the local b-function of q at ex equals bξP (s). All together, bq(s) is the least common
multiple of factors bξP (s), where P ranges over those non-trivial set partitions of n that
occur in V (q) away from the exceptional divisor.
In fact, it is clear that every non-trivial set partition P occurs at some point of V (q)
in some local chart. Since every ξP is isomorphic to some ξλ up to a permutation of
THE BERNSTEIN-SATO b-FUNCTION OF THE VANDERMONDE DETERMINANT 11
the coordinates, we have bξP (s) = bξλ(s) for that λ. Taking the least common multiple
of the b-functions of eξn on each local chart and over all P, we obtain the equation
beξn(s) = lcmλ⊢n,
λ6=n

bξλ(s)

·
(n2)∏
i=1
 
s+
i n
2
! .
Thus applying Theorem 5.1 in the case of Proposition 5.2 we conclude the follow-
ing.
Corollary 5.3. The b-function of ξn divides
lcm
λ⊢n,
λ6=n

bξλ(s)

· · · lcm
λ⊢n,
λ6=n

bξλ(s+ N)

·
 
s+
1 n
2
! . . . s+ M n
2
!
for some N and some M large enough.
We conjecture an improved version of Corollary 5.3.
Conjecture 5.4. The b-function of ξn divides
lcm
λ⊢n,
λ6=n

bξλ(s)

·
 
s+
1 n
2
! . . . s+ M n
2
!
for some M large enough.
We now outline a possible method towards proving this conjecture. Let us briefly
recall the steps of Kashiwara’s proof of Theorem 5.1. The strategy in this proof is to
compare the DX [s]-modules N f = DX [s] f
s and N ′ =
∫
DX [s] f˜
s. Kashiwara also
constructs a certain cyclic DX [s]-module N
′′ that maps to both of them as follows:
N f N
′′ N ′.
In fact, all of the modules above have an action of the shift operator t that shifts all
instances of s to (s+ 1), and hence they are all D[s, t]-modules. Let N be a D[s, t]-
module. The minimal polynomial for the s-action on (N /tN ), if it exists, is called the
b-function of N , and denoted b(N ). All the D[s, t] modules described above have b-
functions, and they coincide with the Bernstein-Sato b-functions b f and bef forN f and
DX [s] f˜
s respectively. It is easy to check that b(N f ) divides b(N
′′), and that b(N ′′)
divides bef .
The equation (9) in the proof of Theorem 5.1 (in [Kas77]) is the result of comparing
the b-functions of N ′′ and N ′. Looking at the difference in the action of s across the
inclusion N ′′ ,→N ′ is the reason we cannot write b f (s) | bef (s) but must instead write
a product bef (s) · · · bef (s+ N) for the right-hand side.
In the case of f = ξn, recall that bξ˜n = lcmλ⊢n,λ6=n

bξλ(s)

· c(s), where
c(s) =
(n2)∏
i=1
 
s+
i n
2
! .
From the proof of Proposition 5.2, we can see that c(s) is the b-function of the excep-
tional divisor, while the other factor comes from outside the exceptional divisor. Out-
side the exceptional divisor, the blow-up map is an isomorphism, and thus N f
∼=N ′.
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It may therefore be possible to decompose N ′ into parts corresponding to c(s) and
each bξλ(s) so that we need only write a product for the c(s) factor, thus obtaining
b f (s) | lcmλ⊢n,λ6=n

bξλ(s)

· c(s) · · · c(s+ N).
6. PARTIAL PROOF OF MAIN CONJECTURE
The following proposition gives our best upper bound for bξn .
Proposition 6.1. The b-function of ξn divides the following polynomial:
(11) lcm
λ⊢n
λ6=(n)

bξλ(s)

lcm
λ⊢n
λ6=(n)

bξλ(s+ 1)

·
(n−1)2∏
i=(n−1)
 
s+
i n
2
! .
Proof. We prove by induction; assume the formula holds for bξn−1(s).
There is a relationship between b-functions and another singularity invariant, jump-
ing coefficients. Denote the multiplier ideal associated to a function f and a positive
rational number p > 0 as I ( f p). Analytically, this is the ideal in OX of functions h for
which |h|2/| f |2p is locally integrable. (See [ELSV04] for an algebro-geometric defini-
tion.) The values of p at which I ( f p) changes size are called jumping coefficients. By
work of Yano [Yan83], Lichtin [Lic89], and Kollár [Kol97, Theorem 10.6], it is known
that the smallest jumping coefficient α satisfies b f (−α) = 0, and that in fact −α is the
largest root of the b-function.
LetA be a central hyperplane arrangement of d hyperplanes embedded essentially
into Cm (i.e. m is minimal). Let f be a function describing A . For S ⊂ A , denote
WS =
⋂
H∈S H. By Musta¸ta˘ [Mus06, Corollary 0.3], the minimal jumping coefficient of
A is
α = min
;6=S⊂A
codim
 
WS
H | H ⊃WS	 .
Using the above relationship between b-functions and jumping coefficients, we can
rephrase this (as was done in [Sai06, Equation 0.2]) as follows:
(12) α =min

§
m
d
ª
∪
 ⋃
06=x∈Cm
¦
s | b f ,x (−s) = 0
©
 .
The arrangement defined by ξn has degree d =
 n
2

. It embeds essentially in (n− 1)
dimensions via the map ϕ : Cn → Cn−1 defined by yi = x i − x i+1. In this embedding,
the most singular locus Y corresponds to {0} alone. By Proposition 4.2, for p /∈ Y ,
that is, for p 6= 0, the local b-function equals bξn,p = bξλ1
. . . bξλr
where λ ⊢ n and
λ 6= n. Since λ 6= n, we have λi < n for each i. By induction, the minimal s such that
bξλi
(−s) = 0 is (λi − 1)/
 λi
2

. Thus m/d = (n− 1)/
 n
2

is the minimal element in (12).
Hence, the roots of bξn are bounded above by −(n− 1)/
 n
2

. By Corollary 1.3, we see
that
(n− 1) n
2
 − 2=− (n− 1)2 n
2

is a lower bound.
Thus all the roots of bξn are in the interval

−(n− 1)2/
 n
2

,−(n− 1)/
 n
2

. We can
thus create a tighter upper bound for bξn from Corollary 5.3 by removing factors that
correspond to roots outside of this interval. Recall that by [Sai06, Theorem 1], the
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roots of bξk are contained in the interval (0,2) and thus for λ ⊢ k, the roots of bξλ are
contained in (0,2) as well. Thus all of lcmλ⊢n,λ6=(n)

bξλ(s+ i)

where i ≥ 2 lies outside
the interval. Removing all factors outside this range thus yields (11) as claimed.
The Main Conjecture can be proved by means of the above proof provided we re-
place Corollary 5.3 with Conjecture 5.4, which is a stronger statement.
APPENDIX A. NOTE ON IRREDUCIBILITY OF FUNCTION FROM [Wal14]
This section is an addendum to [Wal14], a paper by the second named author. This
paper studies a function f defined on X = Mn(C)×C
n by
f (M , v) = det([v Mv · · · Mn−1v]),
which is relative invariant with character det. The paper contains the conjecture that f
is irreducible. It was kindly pointed out by András Lo˝rincz that this conjecture follows
from [Wal14, Proposition 2.3].
Proposition A.1 (Lo˝rincz). The polynomial f is irreducible.
Proof. Consider a prime factorization
(13) f =
k∏
i=1
p
mi
i
with mi positive integers. By [Sat90, Proposition 2(2)], pi is relative invariant with
character detri where ri is an integer. Looking at the characters of Equation 13, we
must have
1=
k∑
i=1
mi ri .
Thus there is some i such ri > 0. By [Wal14, Proposition 2.3], pi = f
rih where
h ∈ C[X ]GLn(C). Thus f divides pi . So f = pi is irreducible.
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