We introduce the nonadiabatic, or Aharonov-Anandan, geometric phase as a tool for quantum computation and show how this phase on one qubit can be monitored by a second qubit without any dynamical contribution. We also discuss how this geometric phase could be implemented with superconducting charge qubits. While the nonadiabatic geometric phase may circumvent many of the drawbacks related to the adiabatic ͑Berry͒ version of geometric gates, we show that the effect of fluctuations of the control parameters on nonadiabatic phase gates is more severe than for the standard dynamic gates. Similarly, fluctuations also affect to a greater extent quantum gates that use the Berry phase instead of the dynamic phase.
I. INTRODUCTION
To be useful, quantum computers will require long coherence time and low error rate. To attain this goal, good design and careful choice of the qubit's operation point are crucial ͓1͔. It is, however, believed that this will not be enough and that some kind of ''software'' protection will be necessary. To achieve this, different strategies have been suggested: quantum error correction ͓2͔, decoherence-free subspaces ͓3,4͔, and bang-bang control ͓5͔.
Another approach to minimize the effect of imperfections on the controlled evolution of qubits is to use geometric phases and, in particular, the adiabatic geometric phase ͑or the Berry's phase͒ ͓6͔. Contrary to the dynamic phase, the Berry's phase does not depend on time but is related to the area enclosed by the system's parameters over a cyclic evolution in parameter space. It is, therefore, purely geometric in nature. As a result, it does not depend on the details of the motion along the path in parameter space: as long as the area is left unchanged, the phase is left unchanged by imperfections on the path. This tolerance to area preserving imperfections has suggested to some authors that Berry's phase could be a useful tool for intrinsically fault-tolerant quantum computation. For example, from the above argument, one is led to think that Berry's phase gates will not be very sensitive to random noise along the path ͓7͔. Proposals for the observation and use of this phase for quantum computation have been given for different physical systems ͓7-9͔. Application of the non-Abelian geometric phase ͓10͔ to quantum computation was also the subject of several publications ͓11-14͔.
In this paper, we consider another type of geometric phase as a tool for quantum computation: the nonadiabatic, or Aharonov-Anandan ͑AA͒, geometric phase ͓15͔. As the Berry's phase, the AA phase is purely geometric. It is related to the area enclosed by the state vector in projective space ͑see below͒ during a cyclic evolution. One would, therefore, believe that quantum gates based on this geometric phase also have some built-in tolerance to noise about the path. The use of this gate as a tool for intrinsically fault-tolerant quantum computation was also recently suggested in Ref. ͓16͔ .
In this paper, we point out that when compared to the Berry's phase, the AA phase seems to have many advantages for quantum computation. We also discuss quite generally how to monitor this global phase on one qubit using a second qubit. Implementation of the AA phase in a symmetric superconducting charge qubit ͓17͔ is also discussed. Implementation in other quantum computer architectures is a simple generalization. The main point of this paper, however, is to show that the above arguments concerning tolerance to noise do not hold. Logic gates based on this phase are in fact more affected by random noise in the control parameters than equivalent dynamic gates. By studying the effect of random noise on the qubit's control parameters, we are able to obtain a bound on the value of the phase, beyond which the AA phase gate would be advantageous over its dynamical equivalent. In this way, we show that the AA phase is never useful in practice. This result is confirmed numerically for different noise symmetries. Moreover, using the same analytical and numerical approaches, we point out that quantum gates based on Berry's phase are also more affected by fluctuations than their dynamical counterparts.
II. ADIABATIC VERSUS NONADIABATIC GEOMETRIC PHASE GATES
Let us begin by recalling the main ideas related to the Berry's phase and see what are its drawbacks for quantum computation applications. Consider a system whose Hamiltonian H(t) is controlled by a set of external parameters R(t). Upon varying R(t) adiabatically, if the system is initially in an eigenstate of H, it will remain in an eigenstate of the instantaneous Hamiltonian. Moreover, if H is nondegenerate on a closed loop C in parameter space such that R(0) ϭR(), the final state will differ only by a phase factor from the initial state. Berry has shown that this phase factor has both a dynamic and a geometric contribution, the later depending solely on the loop C in parameter space ͓6͔. If the initial state is a superposition of eigenstates ͉ n ͘ of the Hamiltonian, each of the eigenstates in the superposition will acquire a Berry phase ͉ n ()͘ϭU()͉ n (0)͘ϭe i n ͉ n (0)͘ for some real, eigenstate dependent, phase n ͓18͔. These phases will generally have both dynamic and geometric con-tributions. This is not a cyclic evolution of the state vector but this does not lead to any ambiguities since the Berry's phase is defined over parameter space.
It follows from the above that the application of adiabatic geometric phases to quantum computation has several drawbacks. First, quantum computers will very likely have a short coherence time. To take full advantage of this short time, the logic operations should be realized as fast as possible. The adiabaticity constraint means that Berry's phase gates will be slow, thereby reducing the effective quality factor of the quantum computer.
Another drawback of the adiabatic phase gate is that during the adiabatic evolution, both geometric and dynamic phases are acquired. The latter is not tolerant to area preserving noise and must be removed. This could be done using refocusing schemes, analogous to spin echo, which require going over the adiabatic evolution twice ͓7-9͔. However, this further increases the time required to realize a single phase gate and imperfect operation will cause the dynamic phase not to cancel completely, thereby introducing errors.
A third difficulty is that adiabatic geometric phases are only possible if nontrivial loops are available in the space of parameters controlling the qubit's evolution. In other words, the single-qubit Hamiltonian must be of the form
where control over all three ͑effective͒ fields B i (t) is pos- This need for external control of many terms in the singlequbit Hamiltonian means additional constraints, experimental difficulties, and sources of noise and decoherence. This is clearly contrary to the efforts now invested in reducing quantum computer design complexity using the approach of encoded universality ͓19͔.
As we shall see, all of the above issues, namely, slow evolution, need for refocusing and control over many effective fields, seem to be resolved when one considers the nonadiabatic generalization of the Berry's phase: the AharonovAnandan ͑AA͒ phase.
The latter is introduced by restricting oneself, for a given H(t), to initial states which satisfy
For nonadiabatic evolutions, these so-called cyclic initial states ͓20͔ are generally not eigenstates of the system's
Hamiltonian but of the evolution operator. Aharonov and Anandan ͓15͔ have shown that the total phase acquired by such a cyclic initial state in the interval ͓0,͔, on which it is cyclic is given by the sum of a dynamic (បϭ1),
and of a geometric contribution,
␤ϭϪ␦. ͑4͒
The latter is the AA phase. This result is exact, it does not rest on an adiabatic approximation but, it is restricted to cyclic initial states, for which Eq. ͑2͒ holds. The AA phase is not associated to a closed loop in parameter space, as in Berry's case, but rather to a closed loop C* in projective Hilbert space ͓15͔. For a ͑pseudo͒ spin 1/2, which is the system of interest for quantum computation, ␤ is equal to plus or minus half of the solid angle enclosed by the Bloch vector b(t) on the Bloch sphere. Recall that the Bloch vector is defined through the density matrix as
where 1 is the identity matrix and the vector of Pauli matrices. Let us now consider the AA phase as a tool for quantum computation. The first of the above-mentioned issues with the adiabatic phase has already been solved as the adiabaticity constraint has been relaxed by choosing appropriate cyclic initial states, which depend on the particular evolution we are interested in.
The second drawback of the adiabatic phase is solved by choosing evolutions such that ͗͑t͉͒H͑t͉͒͑t͒͘ϭ0 ͑6͒ at all times. The dynamic contribution ͑3͒ is thus zero and only a geometric AA phase is acquired over C*. For Eq. ͑6͒ to be zero at all time, the axis of rotation must always be orthogonal to the state vector. The corresponding paths are then spherical polygons, where each segment lies along a great circle on the Bloch sphere. It is a clear advantage of the AA phase for computation that such paths exist since there is then no need for cancellation of the dynamic phase using refocusing techniques.
To address the third issue, we restrict our attention to Hamiltonians, for which only two control fields are nonzero,
If one can turn on and tune the coefficients of x and z simultaneously, the following evolution is possible:
with nϭ(Ϫcos ,0,sin ) and B n ϭͱB x 2 ϩB z 2 . This operation acts as R z AA () ͉0͘ϭe Ϫi ͉0͘. Figure 1͑a͒ is a plot of this path on the Bloch sphere. Since this path satisfies Eq. ͑6͒, the dynamic phase is zero for this evolution and, as a result, the geometric AA phase is just Ϫ. By varying the angle of the axis of rotation , it is possible to obtain any geometric phases. Incidentally, in implementations for which the fields B x and B z cannot be nonzero simultaneously, one is restricted to nϭϮz and hence to multiples of /2 for .
This operation can be implemented, for example, with a symmetric superconducting charge qubit ͓17͔, Fig. 1͑b͒ , by using the sequence of flux and gate voltage of Fig. 1͑c͒ . This is similar to what was suggested recently in Ref. ͓16͔. Figures 2͑a͒ and 2͑b͒ show, respectively, the angle and the magnitude of the effective field B n for R n () as a function of gate voltage and external flux applied on the charge qubit. Here, B z ϭ4E c (1Ϫ2n g ) and B x ϭ2E J cos(⌽ x /⌽ 0 ), where ⌽ 0 ϭh/2e is the flux quantum and E c and E J are, respectively, the charging and Josephson energies ͓17͔. Because of the dependence of B n on the external parameters, the time t n ϭ/B n required to implement R n () depends on the desired geometric phase , Fig. 2͑c͒ .
The gate sequence ͑8͒ on the superposition (a͉0͘ ϩb͉1͘)/ͱ2 yields
and the phase difference between ͉0͘ and ͉1͘ has observable consequences. While this final state depends on the AA phase of the evolution of ͉0͘ and ͉1͘ separately, it is not a cyclic evolution when acting on their superposition. For the adiabatic ͑Berry͒ phase, a similar situation does not cause any ambiguities. In that case, as stated earlier, a superposition of eigenstates does not yield a cyclic evolution for the state vector either. Nevertheless, the phase acquired by each eigenstate still has a contribution, which is geometric in nature since cyclicity is not required in projective space but in the Hamiltonian parameter space ͓18͔.
In the nonadiabatic case, however, there is clearly no closed loop on the Bloch sphere, as shown on Fig. 3 , and identifying the AA phase according to Aharonov and Anandan's original definition is more subtle. This situation has suggested to some authors ͓22͔ that the AA phase is not observable for any evolution on an isolated quantum system. The reason is that the AA phase is defined only for cyclic evolutions and, since global phase factors are not physical, observable properties are unchanged for such evolutions.
While a non-Abelian version of the nonadiabatic phase can be defined and the phase factors in Eq. ͑9͒ can be seen as geometric ͓23͔, a direct observation of the AA phase as in the NMR experiment of Suter et al. ͓24͔ is interesting but will require more than one qubit. In the language of quantum computation, the analog of this NMR experiment is to use a second qubit to ''monitor'' the phase on the first one. Explicitly, start with a two-qubit state assuming the first qubit is in an arbitrary linear superposition,
Then, apply the sequence ͑8͒ on the second qubit, conditionally on the first qubit to be ͉1͘,
͑11͒
The operation C NOT is the controlled-NOT operation applied on the two qubits, the first one acting as control. R z2 AA (Ϯ/2) is Eq. ͑8͒ applied on the second qubit only. This yields
The net result is equivalent to a geometric phase gate on the first qubit. It can be observed from the first qubit by interference ͓25͔. There is no ambiguity in defining the AA phase in this situation : The second qubit undergoes a cyclic evolution and its phase is measurable since the evolution of the total system is not cyclic. The controlled-NOT operation can be realized as
This particular sequence is specific to quantum computer implementations having the control phase-shift gate
in their repertory but similar sequences can be found for other implementations. For the charge qubit, such a z z , interaction can be implemented by capacitive coupling ͓9͔. Using Eqs. ͑8͒ and ͑13͒, it is possible by inspection to ''compile'' the total sequence ͑11͒ from 2ϫ(7ϩ3)ϭ20 down to 18 elementary operations. Moreover, one can verify that the dynamic phase cancels in Eq. ͑11͒. This, therefore, corresponds to a purely geometric two-qubit operation. This logic gate, however, involves the application of 18 elementary gates, a number that is quite large for a gate whose purpose is to implement a ''noiseless'' ͑geometric͒ phaseshift gate.
III. TOLERANCE TO NOISE IN CONTROL PARAMETERS
A central issue to address in a pragmatic way is tolerance to imperfections. If nonadiabatic geometric logic gates are to be useful for computation, there should be some tolerance to fluctuations in the control parameters. Fluctuations of the control fields will introduce imperfections in the angles and axes of rotation of the gates implementing the geometric evolution. These imperfections change the overall unitary evolution applied on the qubit and the corresponding final phase may now have a dynamic component. It is important to note that whether the imperfections affect the dynamic or the geometric component is not relevant for our analysis. Any unwanted phase factor represents an error on the quantum computation. In the following, we thus focus on the errors on the total phase coming from fluctuations in the control parameters around the values that are needed to achieve the desired unitary transformations in the nonfluctuating case.
Let us consider first the effect of the simplest of such errors: an error ⑀ in the angle of the first gate of the sequence ͑8͒,
We do not consider the extra gates ͑11͒ for the moment. Evidently, this is not an area preserving error and one should not expect the AA phase to be invariant in this circumstance. However, this is exactly the type of errors which will occur if the control field B x (t) is fluctuating. That the nonadiabatic phase gate is not tolerant to this error is easily checked by applying the erroneous sequence ͑15͒ on the state ͉0͘ to obtain cos͑⑀/2͒e
Ϫi ͉0͘Ϫi sin͑⑀/2͒e ϩi ͉1͘. ͑16͒
The evolution is not cyclic anymore and we cannot define the AA phase in this situation ͑at least not in the computational basis͒. In other words, the computational basis does not coincide anymore with the basis of cyclic states of the new evolution operator. Note that to first order in ⑀, the noncyclicity remains and, therefore, nonadiabatic phase gates are not tolerant to small imperfections. Small errors can take the state vector out of great circles and bring in a dynamical contribution. In worse cases, as above, the evolution is no longer cyclic and the AA phase can no longer be defined in the computational basis. It is possible to get a more complete picture of the effect of random noise on the nonadiabatic phase gate and see how it compares to the simpler dynamic phase gate,
by studying the Hamiltonian
͑a͒ Possible values of the geometric phase ϭarctan͓2E c (2n g Ϫ1)/E J cos(⌽ x /⌽ 0 )͔ for the symmetric superconducting charge qubit as a function of gate charge n g and external flux ⌽ x of the rotation R n (). The characteristic energies of the qubit are chosen as in Ref. ͓21͔: E J ϭ0.6 K and E c ϭ1.35 K. The relative phase 2 can be chosen in the full range ͓0,2͔ by an appropriate choice of the control parameters. ͑b͒ Magnitude of the effective field B n as a function of the external parameters. ͑c͒ Total running time of R z AA () ͑in picoseconds͒ as a function of external control parameters of the R n () operation in Eq. ͑8͒. We assume that the R x (/2) part of the operation is performed at the fastest possible rate. Due to limitations of voltage and current ͑i.e., flux͒ pulse generators, actual running time may be larger ͓21͔. Without noise, R z AA (/2) and R z () have the same effect. To compare these gates in the presence of noise, we simply use the composition property of the evolution operator,
where U(n)ϭexp͓ϪiH(n) t/N͔ and H(n) is the Hamiltonian during the nth interval. We use units where បϭ1. To simulate noise, the fields ␦B i (n) are chosen as independent random variables drawn from a uniform probability distribution in the interval Ϯ␦B max . Without noise, the decomposition ͑19͒ is of course exact, whatever the value of N, since the logic operations R z AA (/2) and R z () are implemented by piecewise constant Hamiltonians. With noise, we assume that the ␦B i are time independent during the interval ⌬tϵt/N i .
We then define ⌬t as the noise correlation time. It will be assumed to be the same during the application of any elementary operation R i . With the decomposition of Eq. ͑19͒, the evolution is explicitly unitary.
To compare the two operations, we compute the trace distance ͓26͔
with respect to the noiseless R z () gate. We reached the same conclusions when the average fidelity ͓27͔ was used numerically to compare noisy and noiseless gates. The trace distance D(U,V) takes values between 0 and 4, with D(U,V)ϭ0 only for U and V equal. Thus, if the nonadiabatic gate is to be more tolerant to noise than its dynamic counterpart then
should hold. The tilde is used here to denote noisy logic gates.
To compute the distance, we expand U(n) in Eq. ͑19͒ to first order in ␦B and t/N and average the distance obtained from this approximation by applying the central limit theorem to the variables X i ϵ ͚ iϭ1 N ␦B i (n). In addition, we note that the time necessary to complete R i () is t i ϭN i ⌬t ϭ/B i . For the geometric gate, this leads to N n B n ϭ2N x B x since the rotation angles involved in Eq. ͑8͒ are and /2, respectively. In this way, we obtain in the presence of noise along x and z,
where B x , B n , and B z are the magnitudes of the effective fields used to implement, respectively, R x (/2), R n (), and R z (). As N i gets smaller, the noise is constant on a larger portion of the evolution and excursions on the Bloch sphere farther away from the original path are possible. The distance between the noisy and noiseless gates, therefore, increases as N i diminishes. Figure 4 shows a numerical verification of these relations.
The weak dependence of ͗D"R z AA (/2),R z ()…͘ on through B n is apparent in Fig. 4͑a͒ . For ͗D"R z (),R z ()…͘, the dependence goes as ͱ since N z ϰ, Fig. 4͑b͒ . The agreement between the analytical and numerical results is very good, with an error of about 3% in both cases. Our first-order estimates are then enough for this level of noise. Systems where the noise is of larger amplitude will most probably not be relevant for quantum computation so, for all practical purposes, this approximation should be enough. Using the analytical estimates ͑22͒, the criterion ͑21͒, and taking the noise correlation time to be equal for dynamic and geometric gates, we obtain a bound on the angle , beyond which the geometric gate becomes favorable over the dynamic one,
͑23͒
Taking B z /B x ϷB z /B n Ϸ1, we obtain that for b տ2, the geometric gate will be less affected by noise than its dynamic counterpart. For the charge qubit, B z and B x are fixed, respectively, by the charging energy E c and Josephson energy E J . To encode efficiently information in the charge degree of freedom, the inequality E C ӷE J must be satisfied ͓17͔. The bound obtained with B z /B x ϷB z /B n Ϸ1 is, therefore, a lower bound on b . Since b Ͼ2, the nonadiabatic geometric gate is never useful in practice. In particular, with the energies used in Fig. 2 , we obtain b տ2.5 as a lower bound. More generally, since the logical states of a qubit are the eigenstates of z , B z should be larger than B x for the logical basis to be the ''good'' basis. We, therefore, expect this lower bound to hold for most quantum computer architectures.
We also obtained the analogs of the above results Eqs. ͑22͒ and ͑23͒ when the noise is along z only and also found the geometric gate more sensitive to noise than the dynamical one.
The effect of decoherence on the AA phase gate was also studied numerically by Nazir et al. for nonunitary evolutions ͓28͔. They reach the same conclusion on the sensitivity to noise of the AA phase gate. Since they can deal with more general noise than we do here, their approach is more general than ours but is entirely numerical. Our objective here was to include only the kind of noise, to which geometric gates were previously suggested to be tolerant: unitary random noise about the path.
The approach used here to quantify the effect of fluctuations can be used for Berry's phase gates as well. We consider the pulse sequence used in the NMR experiment of Ref. ) with respect to the z axis. With 1 kept constant, is then adiabatically swept from ϭ0 to ϭ2. To obtain a purely geometric operation, the dynamic phase is refocused by repeating the above operations in reverse between a pair of fast R y () rotations. The final relative phase is then purely geometric and has the value ␥ ϭ4(1Ϫcos cone ) ͓7͔.
To study the effect of noise for this sequence, we again use the composition property ͑19͒ and a Trotter decomposition for Eq. ͑24͒. In the same way as above, we then obtain in the case of noise along x, y, and z and assuming that the R y () rotations are noiseless,
where T T is the time taken to tilt the field in the x-z plane and T is the time for the sweep. As in Eq. ͑22͒, the larger N T and N are the smaller is the noise correlation time. Agreement of this result with numerical calculations ͑not shown͒ is excellent. The adiabaticity constraint means that T T and T must be large and, therefore, that for all practical purposes, the Berry's phase gate is worse than its dynamic equivalent. The conclusion is the same for all the different types of noise tested numerically. For the 1 tilt, these are noise along x only and uncorrelated noise along x and z. For the sweep, we took identical noise along x and y, and tested its effect with and without uncorrelated noise along z. Because of the adiabatic constraint, the Berry's phase gate is also worse than the AA phase gate. This is the conclusion reached as well in Ref.
͓28͔ in the case of nonunitary evolutions. The possibility ͓8͔ to find a point of operation, where conditional phase shifts are insensitive, to linear order, to noise in 1 (B x ) may however, in very special cases, be an advantage of Berry-phase gates for coupled qubits.
The overall results of this section can be understood intuitively rather simply. To implement logical gates that use geometric phases ͑adiabatic or not͒, one needs to apply a sequence of unitary transformations that take the Bloch vector around a closed path. In the presence of noise in the control fields, that sequence does not take the Bloch vector around a closed path anymore. Since all that counts is the overall phase of the unitary transformation, this phase will be more affected in the long sequences of unitary transformations necessary for geometric gates than in the shorter sequences necessary for purely dynamical gates. We may point out that if the noise has a special symmetry that makes it area preserving then this symmetry might allow quantum error correction ͓2͔, decoherence-free subspaces ͓3,4͔, or bang- FIG. 4 . Trace distance as a function of and maximum amplitude of the noise averaged over 600 realizations of the noise. Noise is along x and z and is in units of the maximal value of the effective field in the z direction B z ϭ4E c . ͑a͒ Averaged trace distance between a noisy AA-phase gate and the corresponding noiseless dynamic R z gate. The inset shows a path with random noise obtained from the numerical calculation. The path is not closed and the evolution is not cyclic. ͑b͒ Similar to ͑a͒ but for the noisy dynamic gate R z . In both cases, the noise correlation time is taken as ⌬t ϭប/(4E c ␥) with ␥ϭ300. The charging and Josephson energies are taken as in Fig. 2. bang techniques ͓5͔ to be used with more success than geometric gates.
IV. CONCLUSION
In summary, we have considered the AA phase as a tool for quantum computation. This phase solves many of the problems of the Berry's phase gate. Namely, it can be implemented faster, does not require refocusing of a dynamic component, and involves control over only two effective fields in the one-qubit Hamiltonian. We showed how the AA phase of one qubit can be monitored by a second qubit without extra dynamical phase. As an example, details of the implementation of the AA phase with a symmetric charge qubit were given. Application of these ideas to other quantum computer architectures is a simple generalization.
When the effect of noise in the control parameters is taken into account, it appears that practical implementations of logical gates based on geometric phase ideas, both adiabatic and nonadiabatic, are more sensitive to noise than purely dynamic ones, contrary to what was previously claimed. We have checked how noise affects the overall unitary transformations that, in the noiseless case, implement purely geometric logical gates. The analytical results were confirmed numerically and for a wide range of noise symmetries. This is in agreement with the recent work of Ref. ͓28͔. In the present work, however, we focused our attention on the type of noise, to which the geometric logical gates were previously assumed to be tolerant.
The use of the AA phase for quantum computation purposes, therefore, seems to be of little practical interest. It is, however, of fundamental interest to observe this phase and a direct observation with the symmetric superconducting charge qubit seems possible.
