Maximin distance Latin hypercube designs are commonly used for computer experiments, but the construction of such designs is challenging. We construct a series of maximin Latin hypercube designs via Williams transformations of good lattice point designs. Some constructed designs are optimal under the maximin L 1 -distance criterion, while others are asymptotically optimal. Moreover, these designs are also shown to have small pairwise correlations between columns.
application dependent. Some researchers worked on the L 2 -distance and proposed algorithms such as simulated annealing [Morris and Mitchell (1995) , Joseph and Hung (2008) , Ba, Myers and Brenneman (2015) ] and swarm optimization algorithms [Moon, Dean and Santner (2011) , Chen et al. (2013) ] to construct maximin distance LHDs. However, such methods are not efficient for constructing large designs due to their computational complexity. Nevertheless, large designs are needed for computer experiments; for example, Morris (1991) considered many simulation models involving hundreds of factors. Zhou and Xu (2015) studied both L 1 -and L 2 -distances of good lattice point (GLP) designs. The GLP method was introduced by Korobov (1959) for numerical evaluation of multivariate integrals and has been widely used in quasi-Monte Carlo method, uniform designs and computer experiments [Fang and Wang (1994) ]. Zhou and Xu (2015) showed that permuting levels can increase the separation distances of GLP designs. It is infeasible to conduct all level permutations, so they considered only linear permutations, which limits the ability of generating good designs. Xiao and Xu (2017) proposed construction methods via Costas' arrays and obtained some LHDs with large minimal L 1 -distance.
In this paper, we propose a series of systematic methods to construct maximin L 1 -distance LHDs. The L 1 -distance provides a lower bound for the L 2 -distance by the Cauchy-Schwarz inequality so that the constructed designs also perform well regarding the L 2 -distance. The proposed method is based on the Williams transformation and its modification. The Williams transformation was first used by Williams (1949) to construct Latin square designs that are balanced for nearest neighbors. Bailey (1982) and Edmondson (1993) used the transformation to construct designs orthogonal to polynomial trends. Butler (2001) used the transformation to construct optimal and orthogonal LHDs under a second-order cosine model. Our purpose is different from theirs. We apply the Williams transformation to GLP designs and construct a class of asymptotically optimal maximin LHDs. Applying the leave-one-out method we obtain another class of asymptotically optimal maximin LHDs. By modifying the Williams transformation, we obtain a class of exactly optimal maximin LHDs. Moreover, all resulting designs have small pairwise correlations between columns and the average correlations converge to zero as the design sizes increase. This near orthogonality is desirable for estimating potential linear trend efficiently in a Gaussian process. This paper is organized as follows. Section 2 provides the construction methods. Sections 3 and 4 give theoretical results on separation distances and correlations of some special constructed designs. Section 5 extends the theoretical results to a general situation. Concluding remarks are given in Section 6. Proofs are deferred to the Appendix. [Johnson, Moore and Ylvisaker (1990) ] is to maximize d(D) among all possible designs. For an N × n LHD, the average pairwise L 1 -distance between rows is (N + 1)n/3 [Zhou and Xu (2015) ]. Because the minimum pairwise L 1 -distance cannot exceed the integer part of the average, we have the following result.
Let h = (h 1 , . . . , h n ) be a set of positive integers smaller than and coprime to 
Williams' transformation.
Given an integer N , for x = 0, . . . , N − 1, the Williams transformation is defined by
The Williams transformation is a permutation of {0, . . . , N − 1}. Hence, for an
is also an LHD. The following example shows that the Williams transformation can further increase the L 1 -distance of linearly permuted GLP designs. ALGORITHM 1 (Williams' transformation of linearly permuted GLP designs).
Step 1. Given a pair of integers N and n ≤ φ(N), generate an N × n GLP design D.
Step 2.
Step 3 As an illustration, we apply Algorithm 1 for N = 7, . . . , 30 and n = φ(N). Table 2 compares LHDs generated by the linear permutation, the Williams transformation, R package SLHD provided by Ba, Myers and Brenneman (2015) and the Gilbert and Golomb methods proposed by Xiao and Xu (2017) . The SLHD package adopts the L 2 -distance measure, so we ran the command maximinSLHD with option t = 1 and default settings for 100 times, and chose the design with the largest L 1 -distance. The Williams transformation always offers better designs than the linear permutation except for N = 13, and consistently outperforms the Gilbert and Golomb methods, which only work for prime N . Compared to the SLHD package, the Williams transformation performs better for designs with moderate to large sizes. The Williams transformation performs specially well when N is a prime. b, . . . , b) and (W (b), . . . , W (b) ), respectively. The leave-one-out method is to delete the constant row of a design and rearrange the levels so that the resulting design is still an LHD. Specifically, starting from D b , we delete the last row and reduce the levels b + 1, . . . , N − 1 by one, which gives us an (N − 1) × n LHD, denoted by D * b . Similarly, from E b , we obtain another (N − 1) × n LHD, denoted by E * b . 
. . , 30, as well as the (N − 1) × n designs generated by R package SLHD and the Gilbert and Golomb methods. From Table 3 ,the leave-one-out Williams transformation generates designs with larger L 1 -distance than other methods in most cases. It performs specially well when N is a prime. 
for N/2 ≤x < N.
The following lemma shows an important connection between the original and modified Williams transformations. 
where A 1 is the m × m leading principal submatrix of D, and A 2 , A 3 and A 4 can be obtained from A 1 by reversing the order of columns, rows and both, respectively. In fact, w(A 1 ), . . . , w(A 4 ) are the same design up to row and column permutations, each column of which is a permutation of {2, 4, . . . , 2m}. Let
be an m × m LHD from the modified Williams transformation. Table 5 compares LHDs generated by the modified Williams transformation, the R package SLHD and the Welch, Gilbert and Golomb methods from Xiao and Xu (2017) . The modified Williams transformation always provides better designs than any other methods. In fact, the L 1 -distance of each design generated by the modified Williams transformation in Table 5 attains the upper bound given in Lemma 1.
Theoretical results.
The Williams transformation leads to a remarkably simple design structure in terms of the L 1 -distance when N is an odd prime.
The pairwise L 1 -distance between any two distinct rows of E b takes on only three possible values. One attains d upper = (N 2 − 1)/3 given in Lemma 1, and the other two vary around d upper . Figure 1 shows the three values for N = 11 and
It can be verified that either choice of b defined in (3.1) maximizes min{f (b), −2f (b)} and leads to the best E b .
otherwise.
Based on the upper bound in Lemma 1, we define the distance efficiency as 
; so E b is asymptotically optimal under the maximin distance criterion. For the leave-one-out design E * b defined in Section 2.2, we have the following result.
THEOREM 3. For an odd prime N and b defined in (3.1),
For an odd prime N = 2m + 1 and the m × m design H constructed in (2.4), we have even better results. By Lemma 2 and Theorem 1,
The modified Williams transformation generates exact maximin LHDs when N is an odd prime. The constructed H is a cyclic Latin square, with each level occurring once in each row and once in each column. We can add a row of zeros to
The proposed methods are also useful in the construction of maximin L 2 -distance designs. An upper bound for the L 2 -distance of an N × n LHD is d Zhou and Xu (2015) ]. By the Cauchy-Schwarz inequality, we have
is the L 2 -distance efficiency. Therefore, for an (asymptotically) optimal design under the maximin L 1 -distance criterion, its L 2 -distance efficiency will tend to be greater than √ 2/3 > 0.816. This is a loose lower bound, and yet it illustrates the good performance of our constructed designs regarding the L 2 -distance. Numerical calculation shows that our proposed methods are able to produce designs with L 2 -distance efficiencies greater than 0.95 for large N .
Additional results on correlations.
We now consider the pairwise correlation between columns for the constructed designs. For any
where ρ jk is the correlation between columns j and k of D. The ρ ave in (4.1) is a performance measure on the overall pairwise column correlations for design D.
A good design should have a low ρ ave value to reduce correlations between factors and reduce the variance of coefficients estimates. Consider the ρ ave values for the designs from the Williams transformation. For each prime N , Table 6 The d We present the asymptotic optimality of E b for N = 2p based on the theoretical results in Section 3. It is possible to establish similar results for other cases with more elaborate arguments, which we do not pursue here.
THEOREM 8. Let p be an odd prime, N
Now we consider an extension of the leave-one-out procedure. We can generate many asymptotically optimal LHDs by applying the following leave-out-one procedure for rows or columns. When we delete any row from an N × n LHD D and rearrange the levels as in the leave-one-out method in Section 2.2, the distance of the resulting design will reduce at most by n. When we delete any column from an N × n LHD D, the distance will reduce at most by N − 1. Deleting multiple columns and rows together is equivalent to repeating the leave-one-out procedure for multiple times. The following result can be derived. cedure yields many asymptotically optimal LHDs with different sizes. For example, let k = 3 and p = 41, we obtain a 123 × 80 LHD with d eff = 0.956. Delete the last 22 rows and rearrange the levels; we obtain a 101 × 80 LHD with d eff = 0.948. Let k = 2 and p = 61, we obtain a 122 × 60 LHD with d eff = 0.980. Delete the last 21 rows and rearrange the levels; we obtain a 101 × 60 LHD with d eff = 0.961. Let k = 5 and p = 103, we obtain a 515 × 408 LHD with d eff = 0.962. Delete the last 3 rows and the last 8 columns, and rearrange the levels, we obtain a 512 × 400 LHD with d eff = 0.953. A distinctive feature of our method is the excellent performance for moderate and large designs. Many other methods slow down quickly as the design size increases and usually give designs with poor distance efficiencies. In contrast, our method generates moderate and large designs with guaranteed high distance efficiencies without search, as long as the ratios of k r /N and k c /φ(N) are small. When the ratios are relatively large, this simple procedure may not work well and further research is needed.
THEOREM 9. Let D be an N × n LHD. Deleting any k r rows and k c columns and rearranging the levels yields an (N
− k r ) × (n − k c ) LHD, denoted by D * . Then d eff (D * ) ≥ d eff (D) − 3k r /(N − k r ) − 3k c /(n − k c ).
Concluding remarks.
We have proposed a series of systematic methods for the construction of maximin LHDs via the Williams transformation and its modification. The Williams transformation and leave-one-out method produce asymptotically optimal LHDs under the maximin distance criterion, and the modified Williams transformation generates equidistant LHDs under the L 1 -distance. Xu (1999) showed that equidistant LHDs are universally optimal for computer experiments. The average correlations between columns of the constructed designs converge to zero as the design sizes increase. Moreover, the constructed designs often have larger L 1 -distance and smaller average correlation than existing designs even for designs with small sizes.
The Williams transformation can be applied to other designs as well. We have explored the Williams transformation on regular fractional factorial designs and found that it can substantially improve design efficiencies for estimating polynomial models. We will report the results in a separate paper.
APPENDIX: PROOFS
We need to distinguish two addition operations. To clarify, let ⊕ be the addition operation over the Galois field {0, . . . . . , x i(N−1) ) and PROOF OF LEMMA 2. We divide the proof in four steps.
Step 1. For i + k = N , i = k, and i, k = 1, . . . , N − 1, by Lemma 3(i), there exists a unique q ∈ {2, . . . , N − 2} such that d ik (W (D b 
Step 2. By Lemma 3(ii), to prove 
Step 3. Recall that x 1 = (1, . . . , N − 1) and
where
Therefore, to prove (A.1), we need to show that if a < N/2, U \I and V \J contain the same number of elements; and if a > N/2, U \I contains one less element than V \J .
Step 4. Denote #S as the number of elements in a set S. Since #(U \I ) = #U − #I and #(V \J ) = #V − #J , we want to show that #U = #V and #I = #J if a < N/2;
Because both x i and x i+1 are permutations of {1, . . . , N − 1},
and #J + #I 1 = (N − 1)/2 so #I = #J + 1. This completes the proof.
To prove Theorem 1, we need the following lemma. 
PROOF. We divide the proofs in three steps.
Step 1. By Lemma 3(ii),
Step 3. Now we prove that
we only need to show that #S 3 = #S 4 . Note that
Because x i ⊕ a is a permutation of {0, . . . , a − 1, a + 1, . . . , N − 1} for any i < N, (E b 
To prove the result for the second case, i = N − k, it suffices to prove the result for the third case. This is because the total pairwise
Out of all the pairs of distinct rows, N − 1 pairs belong to the first case with a total distance t 1 = (N − 1)[(N 2 − 1)/3 + f (b)], (N − 1)(N − 3)/2 pairs belong to the third case with a total distance t 2 = (N 2 − 1)(N − 1)(N − 3)/6, and (N − 1)/2 pairs belong to the second case. By Lemma 3(i), (E b 
Now we prove the result for the last case where i = N −k, i = N , and k = N . By Lemmas 2 and 3(i), it suffices to consider d 1i (E b 
. By column permutations, B can be rearranged as 
.
By (A.5), for any x + 0.5 ∈ [0, N],
Then the numerator of (A.4) is
By (2.1), for any x = 0, . . . , N − 1, cos(uπ(W (x) + 0.5)/N) = cos(uπ(2x + 0.5)/N). Then 
where we used the fact that odd v 1/v 2 = π 2 /8 and odd v 1/v 4 = π 4 /96. Then by (A.8),
Let ρ * jk be the correlation between the j th and kth columns of E * b . Similar to (A.3),
Note that <W (b) (e i1 − μ)(e ij − μ) + e i1 >W (b) e ij <W (b) (e i1 − 1 − μ)(e ij − μ) >W (b) (e i1 − μ)(e ij − 1 − μ)
where μ = (N − 2)/2, >W (b) e ij + e ij <W (b) e i1 − e ij >W (b) e i1 >W (b) 1 . 
It is easy
Step 2 
Similarly, if b is odd, (A.14) and (A.15) also hold.
Step 4 Step 5 
