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Bei der Berechnung von Zetafunktionen reell-quadratischer Zahlkorper an 
ganzzahligen positiven Stellen mu&e man bisher auf analytische Hilfsmittel 
zuriickgreifen ([ 1,4-7, 9-11, 13, 14]), wenn man von der Siegelschen 
Methode ([ 12, s. 2881) und von dem in [2] angegebenen Verfahren absieht. 
Dabei ist die Methode aus [2] im wesentlichen eine Verallgemeinerung des 
Siegelschen Ansatzes. Siegel wandte seine elementare Methode nur fur gerad- 
zahliges s = 2m, m > 1, an und zeigte lediglich, dal3 es prinzipiell geeignet 
ist, die Werte der Zetafunktionen fur geradzahliges s > 2 zu berechnen, ohne 
jedoch eine explizite Formel fur die Werte anzugeben. In [2] wurde der 
Siegelsche Ansatz so ausgebaut, da8 er fur eine Klasse von Zetafunktionen, 
die die von Siegel betrachteten L-Reihen 
L(S)= \‘ l""f""(Q(m,n))-s 
umfa&, eine geschlossene explizite elementar-arithmetische Darstellung an 
ganzzahligen Stellen s > 2 liefert. Die Kompliziertheit der Formel liel3 es 
allerdings nicht zu, ihre ijbereinstimmung mit dem eleganten Resultat von 
Barner [ 1 ] im Fall der gewohnlichen Zeta- bzw. L-Funktion reell- 
quadratischer Zahlkorper festzustellen. 
In der vorliegenden Arbeit sol1 deshalb ein anderer Weg beschritten 
werden, ein “prinzipiell einfaches Verfahren von elementarer Natur” (Siegel 
[12, S. 2711) zur Bestimmung der Werte L(s), s E iN, zu linden. Dabei 
werden die Werte der bereits erwahnten allgemeineren Klasse von 
Zetafunktionen, welche wohl zuerst von Mordell [8],eingefiihrt und spater in 
speziellerer Form von Siegel wieder behandelt wurden, fiir s E [N, s # 1, 
bestimmt. Die dabei herauskommende Formel stellt in jeder Hinsicht die 
genaue Verallgemeinerung der Barnerschen Formel dar. Als entscheidendes 
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Hilfsmittel erweist sich such bei dieser Methode Siegels Verfahren zur 
Darstellung des Produktes zweier Zahlen als unendliche Reihe; im einzelnen 
vergleiche man [ 121, S. 272 und Satz 2.2 der vorliegenden Arbeit. Es sol1 in 
einer weiteren Arbeit gezeigt werden, da0 such im Fall der Zetafunktion 
total reeller kubischer Zahlkiirper eine Verallgemeinerung des hier 
beschriebenen Ansatzes die Werte der Zetafunktion in der sinngemal3 
verallgemeinerten Form, ntimlich mit “Dedekindschen Summen”, liefert. 
In den ersten beiden Abschnitten werden nun die reihentheoretischen 
Hilfsmittel bereitgestellt, die im dritten Abschnitt die Umformung und 
Berechnung der Zetafunktionen ermoglichen. Dabei erfordert die hier 
verwandte Methode andere reihentheoretische Hilfsmittel als in [ 21. 
1. REIHENDARSTELLUNG DEDEKINDSCHER SUMMEN 
Die Dedekindschen Summen sind in neuerer Zeit auf wachsendes 
Interesse gestoflen; sie sind in vieler Hinsicht verallgemeinert worden. 
Zahlentheoretische Bedeutung haben verallgemeinerte Dedekindsche 
Summen insbesondere such durch die Untersuchungen von Meyer [6] und 
Barner [ 1 ] erhalten. Diese Dedekindschen Summen werden als Spezialfiille in 
der hier gegebenen Definition mit erfal3t. 
Vorab sollen aus beweistechnischen Grtinden noch zwei andere 
Definitionen angegeben werden: 
DEFINITION 1.1. Sei (a,,JmET eine periodische Folge mit der Periode p. 
Dann bezeichnet 
\’ a = \‘ a - U-F 
Mu(modp) U(P) 
die Summe iiber ein beliebiges Restsystem modulo p. 
DEFINITION 1.2. (1) Seif: 
c --) {O, 1) 
1 
0 x=0 
X--, 
1 xzo’ 
(2) Sei r E N. Dann wird gesetzt: 
0 
i- 
x=0 
f(x) - 1 
Xr 
Xr 
X#O 
Den Dedekindschen Summen gilt nun 
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DEFINITION 1.3. Sei B,(x), n = 0, 1, 2,..., das n-te Bernoullische 
Polynom in der Normierung von Norlund. Sei 
P,(x) = B,(x - [xl), n = 0, 2, 3,...; 
Pi(X) = B,(x - [xl> fur x&Z, P,(x) = 0 fur xEZ. 
Sei k E N U {O}, rE (0 ,..., 2k). Fur g,, g,, a, c, m E L, g, + c # 0, u, u E R 
ist mit V= (g,,g,,a, c, m, u, u) 
S;,(V) = S;,( g, , g,, a, c, m, u, u) 
:= (-1)’ x e2ni(~l~~ovc)m 
P(C) 
Bemerkung 1.4. (1) Die Definition 1.3 ist sinnvoll, da die Funktion 
Q,(r) = ‘;‘ e -2ni(u+r)(nzlal) . p, 
w(g,) 
die Periode 1 hat und somit der Wert von Si, unabhlngig von dem 
speziellen Restsystem mod c ist, iiber das summiert wird. 
(2) Fur I/= (l,O, a, c, 0, 0, 0), (a, c) = 1, k E N, r E (0, l,..., 2k) ist 
die verallgemeinerte Dedekindsche Summe, wie sie bereits bei der 
Berechnung der Zetafunktion reell-quadratischer Zahlkorper auftrat (vgl. 
Ill). 
(3) Die von C. Meyer [6, S. 99, (11.54)], betrachteten Dedekindschen 
Summen erhllt man fiir (gI, g,, a, c, m,, u, u) = (1.0, a, c$ 0, h/f, -g/f), 
k=r= 1. 
(4) Es ist bekanntlich fur s E IL 
co 
ps(x) = - c2fiJs 2, e 
2nin.x f(n) 
ns 
S! N 
= 
-- 
(2729” lczz .Z,\, e 
2nin.r f(n> 
ns ’ 
288 ULRICH HALBRITTER 
und P, wurde in Definition 1.3 gegeniiber der sonst iiblichen Definition 
abgeandert, damit P, mit der Fourierreihe von P, iiberall iibereinstimmt. Fur 
die in (2) angegebenen Dedekindschen Summen ist fiir (r, k) # (1. 1) die 
Definition von P,(x) fur x E Z unerheblich, da der Kofaktor fur r = O(c) 
verschwindet. Fiir s > 2 ist die Fourierreihe von P, absolut konvergent, fur 
s = 1 mu13 jedoch symmetrisch summiert werden. In den folgenden 
Hilfssatzen ist deshalb bei nicht absolut konvergenten Reihen immer 
symmetrisch zu summieren. 
(5) Fur alle t # 0, alle x E @ gilt: f(t G x) =f(x). Diese Eigenschaft wird 
sehr haufig benutzt. 
Natiirlich erhebt sich die Frage, ob die in Definition 1.3 angegebenen 
Summen S;,( I’) die charakteristischen Eigenschaften der (verallgemeinerten) 
Dedekindschen Summen haben, 1.) einem Reziprozitltsgesetz zu gehorchen 
und 2.) eine der Gleichung 
s;&z, c) = s:;- ‘(4 c> fur ad-bc= 1 
analogen Formel zu geniigen, wobei S;,(a, c) die von Barner [ 1 ] betrachteten 
Dedekindschen Summen sind. 
In der Tat erfiillen die Summen S’&V) 1.) und 2.), wobei naturgemll3 1.) 
eine tieferliegende Eigenschaft als 2.) darstellt. Ein Reziprozitiitsgesetz wird 
im weiteren Verlauf nicht beniitigt, ist jedoch fur die Berechnung der S;,(V) 
von Bedeutung und sol1 deshalb in einer weiteren Arbeit bewiesen und 
angewendet werden. 
Da 2.) im Beweis des Hauptergebnisses der vorliegenden Arbeit benbtigt 
wird, kann auf den Nachweis dieser Eigenschaft nicht verzichtet werden. Der 
Nachweis der entsprechenden Identitat erfordert erheblichen Aufwand. 
Der folgende Hilfsatz gibt eine sehr niitzliche Reihendarstellung fur 
SrZk( 0 
HILFSSATZ 1.5. (1) %rsElN,j,kEL,j#O, 7ER ist 
FC- s > 2 ist die Reihe absolut konvergent. 
(2) Fiir kEN, rEN, 2k-r> 1, g,, g,, a, c, m,EL, g, .c#O, 
u, v E R, ist 
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(27q2k 
r!(2k - r)! s;,( g, 7 g, 3 a, G m, 3 UT v> 
= (-l)‘gf ICI . f e*nium {Z;m+y;J 
m= -cc 2 
-( f 
e2niun f(s,(am + cn + mo) + g2> 
II=-co (g,(am + cn + m,) + g,Y-’ i ’ 
Sind r > 2 und 2k - r > 2, so l$t sich die iterierte Doppelreihe als absolut 
konvergente Doppelreihe im iiblichen Sinn schreiben. 
Beweis. (1) Aus der Fourierentwicklung von P, folgt in Verbindung 
mit 
F7 e*lfi(ulj)m - _ Ijl Am . 
z, i 0 sonst * 
(27ci)’ _ - r e-*ni(v+r)Wj)ps (01 + z) f) 
S. t Z) 
cc 
_ )‘ ,-2nib+r)(k/j) \’ 
Z 
e2xiCe + r)Cm/j) f(m) 
m=--(1: ms 
a2 
= \‘ e-2nibt t T)(klj) \‘ e2ni(u t r)((m t k)/jl f(m+k> 
z, ,", (m -t- k)” 
= ? \’ e2niCu+T)lm/j) fern + kJ 
in-cc rj, Cm + k)” 
Die vorgenommenen Umformungen sind offensichtlich such im Fall s = 1 
erlaubt. Die absolute Konvergenz der Reihe fiir s > 2 folgt sofort aus der 
absoluten Konvergenz der Fourierreihe von P, fiir s > 2. 
(2) Mittels (1) erhUt man 
= T e 
“7) 
*ni((rT-tl)/c)mo . 1 g, / . F 
m=---oo 
e*ni(rr+(r-c,)(alc))m . {zz++ggi! 
2 
4811. f ep2ni(v-t~)(llc)n . f(s, n + g2) 
ll-02 (8, n + g21Zk-’ 
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In der inneren Summe iiber n ist die Summationstransformation ?I + n^ + 
amfm, erlaubt, da die Reihenglieder fur 2k - r > 1 gegen Null 
konvergieren. Schreibt man wieder n statt n^, so folgt: 
(-1)’ Gwzk 
r!(2k - r)! 
S;,(g, , g,, a, c, m,, u, ~1 
ilI 
= g; \‘ e2nium f(Sl m  + g2) 
m=--I; (8, m  + g21r 
. \’ 
i 
G e-2ni(r-l’)(n/c) f(g,(n + am + m,> + g2) 
- - 
I’(C) n= -cc (g,(n + am + m,) + g2)2k-’ ’ 
Vertauscht man nun noch die Summationen iiber n und 1, und beachtet (*) 
aus (l), so ergibt sich die Behauptung; dabei folgt die absolute Konvergenz 
der Doppelreihe fiir r > 2 und 2k - r > 2 sofort aus der entsprechenden 
Aussage in (1) und dem Beweisverlauf. 
Bemerkung 1.6. Die in Hilfssatz 1.5 (2) betrachtete Reihe 
- c 
7 G e2*i(um+tw) fk,m + g,)f(g,W + cn + mo> + g2) 
- 
m=-cc n=--u3 (g, m  + g2>’ (g,(am + cn + MO> + g2)2k-’ 1 
ist ein Spezialfall der Reihe 
aj, bj, c,~E C, j= l,..., k, 
(*J 
(**I 
die sich wiederum als Spezialfall einer entsprechenden n-fachen Reihe i.iber 
ein n-dimensionales Gitter auffassen lafit. Fur aj, bj, cj E Z la& sich (**) 
mittels Partialbruchzerlegung auf (*) zuriickfiihren; (x*) 11Bt sich somit 
elementar-arithmetisch auswerten. 
Die Berechnung von (*) lal3t sich auf viele Weisen bewerkstelligen. Einen 
etwas anderen Ausdruck erhalt man, wenn man die Summation tiber m E L 
in (*) in Summationen iiber Restklassen mod c aufspaltet und dann in der 
inneren Summe die Summationstransformation n -+ n - am durchfiihrt. 
Analytische Methoden zur Auswertung der Reihe werden z.B. durch die 
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Poissonsche Summenformel oder den Residuensatz geliefert; sie fiihren zu 
weiteren elementar-arithmetischen Ausdriicken fiir die Reihe. 
Der folgende Hilfssatz 1.7 fiihrt das zu beweisende Analogon zu 
s:,(a, c) = s,, 2k-r d c) auf eine Vertauschung der Summationsreihenfolge bei ( 7 
gewissen unendlichen Reihen zuriick: 
HILFSSATZ 1.7. Seien a, b, c, d, m,, n, E Z, c f 0, ad - bc = 6, 
6E {&I ), u, v E R. Seien P: R + 6, Q : R + C Funktionen mit 
lim m+*WP(m)=lim,,,,Q(m)=O und 
\“- e2rim.xp(m) = lim C e*~im.~p(~), 
m= -cc iw-0; m=p&, 
~’ e?“‘m.~Q(m) = lim ~ e*“im.~Q(m) 
In= --oc &f-m - ,n = ,I, 
konvergent fir all x E R. Dann gilt: 
c 
- 
e2xiump(m) 7 
mz -(*, .=E,, 
e*““‘“Q(6(d(m - m,) - c(n - n,))) ( 
= e2ni(umot rnn) *; o. je:‘ik2u+b’.‘“Q(m) \‘ 
. c e2ni(cu-t dvbnp(am + cn + m,) l 
,1=-m I’ 
Beweis. Sei 
s = e2mi(um,tcmo) \' ,-ZKi(utd((r,t~')/c))m, 
L,(C) 
2ni(u+d((r,+c)lc))mP(m) e- 2ni((U+ t~),C,6~Q(4 
= e2ni(umo+ tq \‘ e21ri(utd((r+o)lc))(mm,)p 
LZ, 
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Schreibt man das Produkt der Reihen als iterierte Reihe und beachtet, da13 
man in der inneren Summe wegen 6 = f 1 und lim,_, w Q(x) = 0 fiir jedes 
m E Z die Summationstransformation n -+ 6(-fi + cn, + d(m - m,)) vor- 
nehmen darf, so erhllt man (man schreibe wieder n statt 2): 
m 
s = e2ni(umo+uno) \’ r 
Y  
O(C) mrm i 
e2rri(u+d((l,+L)lc))(m-mo) . pcrnj 
. ; e-2ni((u+u)/c)62(-n+cnotd(m-m,)) 
nim 
Q(d(-n + cn, + d(m - m,))) 
I 
= -? 
,=ii, i 
eZRiump(m) 5 T 
?I--00 “7) 
e2~i~‘.t’~‘ic~‘.Q(~(-n+cn,,+d(m-mo)))~. 
Dabei darf die Summation iiber v mit der iiber m bzw. n vertauscht werden, 
da alle beteiligten Reihen konvergent sind. Wegen 
1‘ e ‘I 2 i(rs/c)n = 
i 
ICI cln 
I 
C(C) 0 sonst 
folgt: 
. ? - 
n=--co 
e2ri~nQ(S(d(m - m,) - c(n - n,))) 1 . 
Urn die zweite Gleichung zu beweisen, beachte man, da13 in (*) wegen 
(a,~) = 1 mit v such av ein Restsystem modulo c durchlfiuft. Man erhllt, 
wenn man noch die Summationstransformation m + ti + m, durchfiihrt: 
s =e2ni(umotwzo) \' 
c *z’, m=Li-m 
e2ni(u+d((ar,+L,)lc)mp(m + m,,)) 
- 2niCCau f L’NwlQ(n)) . 
Aus der Gleichung ad = 6 + bc folgt fiir m E Z 
schreibt man das Produkt der Reihen als iterierte Reihe, wobei zuerst fiber n 
und dann iiber m summiert wird, so erhglt man: 
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S=e 2d(umo+uno) C fj ~,-2=i,,,,,,,,1,,,,,,,, 
U(C) n=--00 
. 4c; e 
,zoo 
2ni(u+((Su+du)lc))mp(lll + m,> 1 
=e 2si(umo+ uno) 
2ni~um-~ulc~~Sn-dm~-~r~lc~~~an-m~~p 
Cm +md j . 
Wie oben liefert nun die Summationstransformation m -+ A + un: 
s = e2rri(umo+ Lw,) \‘ c 
AL 
!  
Q(n) 5 e2ni(u(m+on)-(ulc)(6n-d(m+an))+(~~ic)~~) 
V(C) n=-co m=--00 
. P(m + an + m,) 
I 
= ICI . e 2ni(umotun~) $, IQ@) 2 e Zni(u(cm+on)~(o/c)(Sn-d(cm+an))) 
m=-02 
- P(cm + an + m,) . 
i 
Wegen 
- : (6n - d(cm + an)) = - f ((ad - bc) n - d(cm + an)) 
= u(bn + dm) 
folgt die Behauptung. 
Als Hauptergebnis dieses Abschnitts ergibt sich unter Verwendung der 
vorangehenden Hilfssltze 
SATZ 1.8. Seien g,, g,, a, b, c, d, m,, n,EZ mitg, .c#O, ad-bc= 
6=kl, g,E{O ,..., (g,j-l}, und u,u~R mit u-((au+bv)EZ, 
u-(cu+dv)EZ, m,u+n,vEE. Setzt man V=(g,,g2,u,c,m,,u,u), so 
gilt: 
(a) F~r~j,~jujE,j=1,2,3,xEIR,x#0,kEN,k~2,rE{2,3 ,..., 
2(k- 1)) ist 
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,im ;- e2Ti(umt 111l f(k!lftJ +g,) 
1 + 0 - n,.n -I/ (g,m+gl+i.u(~,tn+~~tl~-~~~~' 
f‘( g,(atn + cn + mn) + g2) 
(g,(am+ctz+mo)+g,+i.~~,~~+,~2~~+~u?))2~ ’ 
= (-1)” Ghv 1 
7 S&( u. 
r!(2k - r)! g; Icl 
Die Doppelreihe konvergiert absolut. 
(b) Ftir k E N, r E (O,..., 2k) gilt: 
%A~) = ~~~~‘( g, , g2, Jd, -6c. 6(-dm, + cnO), u, u). 
(c) Fiir k E IN und gz E (O,..., ) g, / - 1 } ist 
f(cn t trio) 
bm L @"' (g,(cn + mo))2k 
(2Li)‘“’ 1 = 
-(2k)!g:%(V): 
(l -f(h)) 
f(c(n - no) + dtn,) 
2. e2”““’ (g,(c(n _ n,,) + drn ))2k 
(2li)‘;’ I 
0 
= 
-(2k)!m fmv. 
Beweis. (a) Offensichtlich gilt fiir alle s E Ii. r > 2, s > 2 
<’ e Zri(u1n + 1’11) f(s,m fg2) 
- 
m , ,I = / (g, m + g2 + ik(A, m + &rl + A3))’ 
f( g,W + cn + mo) + g2) 
(g,(am+cn+mo)+gz+i-~Cu,m+~2n+~U,))S 
,< + f(s, tn + g,)f(g,(am + cn + trio) + g2) 
m.n= -cc I g,m +g,l’lg,@m + cn + m,) +g21S 
< c ;- S(m) din) < co 
- ImJ’.lnlS ’ - m i, n / 
(a) 
cp) 
Aus Hilfssatz 1.5 (2) folgt die Behauptung durch Grenztibergang. 
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(b) Fiir r # 0, r f 2k setze man in Hilfssatz 1.7 
P(Y) = 
f( 471 Y + g*> 
(g,y +gP” 
P(y)JglY+&) 
(g,y +g*Y 
Man erhglt 
- [ 
yl e2nium f(g, m  + g2) 
I?=-cc (g, m  + g21Zk-' 
. G e27cirn f(gl Wm - m,) - c(n - &A> + 8,) 
noo (g, Mm - MO) - c(n - no>> + gJ I 
CL 
= e2nitumo+ vn,) \‘ 
L 
e 
Zni(autbr)m f(glrn + g2) 
,=z, (g,m +gJ' 
e2xi(cu t da)n f(g, (am + cn + mo> + g2) 
.i, (g,(am + cn + m,) + g2)2k-’ I ’ 
Wegen u - (au + bv) E & u - (cu + du) E L, urn,, + vn, E Z, folgt die 
Behauptung aus Hilfssatz 1.5 (2) fi.ir r # 0, r # 2k. Fcr r = 0 oder r = 2k 
wird die Behauptung in (c) mitbewiesen. 
(c) We man leicht nachrechnet, ist 
s&c V) = Sg!( V) 
= S$(g, , g,, 64 -6~ 6(-dm, + cn,), u, u) 
= %(g,, g,, 64 -6~ 6(-dm, + cn,), u, ZJ) 
=o 
fiir g, # 0, da dann gilt: g,kg,. 
Fi.ir g, = 0 hat man aufgrund des Multiplikationstheorems fiir 
Bernoullische Polynome 
(27q” 1 
-(2k)rg:lclS~k(gl’o’a?c,mo,u,~) 
= (27ci)Zk 1 
-(2k)!g:(cl’gJ 
. 1‘ e 2ri((u-c)Ic)mo 
22 
l' P2k 
AT,) N 
A-(+ $ 
i ) I 
= (27qk 1 , , 
- (2k)!g:k)c) & e2sr((r -L"c'moP2k (-(" - u) +) . 
641/11/3 2 
296 ULRICH HALBRITTER 
Geht man von 19 auf -V iiber, so erhllt man mittels Hilfssatz 1.5 (1): 
Damit ist (a) bewiesen, und es sol1 nun (b) fiir den Fall r = 0 gefolgert 
werden. Dazu ist die Gleichung 
&(g, 3 0, a, c, m,, u, 2,) 
= s:;cg,, 0, ad, -6c, 6(-dm, + cn,), u, v) (111) 
nachzuweisen. 
Wie oben erhllt man 
2ni(u-(l,-l,)(dlc)(n+mo) f (n + WJ) 
n:-m (n + qJZk 
Nun gilt wegen urn, + vn, E L 
-y(-dm,+cn,)+ ((u-(p-v);) m,) 
=-(v-v)n,+um,EZ; 
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wegen (d, c) = 1 ist 
- Zrio(d/r)m _ 
i 
ICI elm - 
Z.(C) 0 sonst. 
Beriicksichtigt man aurjerdem 
2, - (cu + dv) E z, 
so folgt: 
e2”i(u~(“-“)(d/c”n fen + mo) 
P(Cl n=-m (n + rn”)” 
1 :: 
=Zk e 
27ripn f(Cn + mJ 
gl n, (cn + mo)2k 
(I; 
= \‘ e27rirn f @n + m,) 
n=-‘zc (sl(cn + mo)>2k ’ 
C-*-J 
Aus dem Vergleich von (a) and (*) erhlilt man (y). 
Aus dem bisher Bewiesenen kann man nun (p) und 
~3sl~ 0, a, c, m,, 4 v) = Si,( g, , 0,6d. -6c, d(--dm, + cno), 24, V) (d) 
ableiten, indem man se&t: 
A = 6d, c = -dc, B = -Lib, D = 6a, 
MO = 6(-dm, + cn,), No = 6(bm, - q,). 
Dann gilt: 
AD-BBC=& 
(-% -i) ( 
u - (au + bv) 
v - (cu + dv) 
also 
u - (Au + Bv) = u - 6(du - bv) E z, 
v - (Cu + Do) = v - 6(-a + av) E z, 
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M,, u -t No 2) = G(m,(-du + bv) + n,(cu - al:)) 
= G(m,(-du + br + 621) + n,(cu - al? + 6r)) 
- (m,u + n,,r) E I’, 
6(-DM, + CNO) = m,. 
Ersetzt man nun in (a) und (y) (g,, 0, a, c, m,, u, I’) durch (g,, 0. A. C. 
M,, U, v) und aul3erdem (b, d, n,) durch (B, D. N,)). so geht (;J) iiber in (6). 
(a) geht i.iber in 
= - (2k)r g: Syk( g, ,0,6d. -6~ 6(-dm, + cno). u, o). 
Aus (6) folgt dann @). Somit ist der Beweis abgeschlossen. 
Mittels Satz 1.8 kann man nun such den folgenden Hilfssatz beweisen: 
HILFSSATZ 1.9. Seien g,, g,, a, b. c. d, m,, no E Z mit g, . c + 0, 
ad - bc = 6 = f 1, g, E (0 ,..,, /g, / - 1 }. und u, L‘ E iR mit u - (au + bc) E T. 
21-(cu+dv)EL, m,u+n,uEL. Seien aj, pi, y;EF?,j= 1.2,3, u~#O. 
x E (H, x f 0. Setzt man V= (g, ,gz, a. c, m,, u, v). so gilt&r k f N. k > 2: 
Die Reihen 
S,(x)= c e2ni(urni ~,nl f(g,m +g2) 
in, n = -- CT- (g,m+g,+ix(a,m+a,n+a,))“~’ 
f(g,@m + cfl+ m,) + g7) 
und 
ZlT 
S,(x)= \‘ e2vi(um + r’n) f(g,m +gJ 
(g,m +g? + iu(a,m + a,n + ai))” ’ m.n -CL 
f(g, Wm - MO) - 0 - noI> + gd 
g, 6(d(m - m,) - c(n - no)> + g, + ix(y, m + y2u + ;I?) 
konvergieren absolut, und es ist 
Beweis. Man setze 6g,a=b,, Jg,c=b,, d(g,m,+g,)=b,, Gg,d=c,. 
-dg,c=c,#O, -6g,(dm,-cn,)+g,=c,, 2k- 1 =r>3. 
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Dann ist 
6, + c, = 0. (1) 
Die absolute Konvergenz der Reihen erhllt man sofort aus der fiir 
y, z E LF giiltigen Ungleichung (man beachte: a, # 0) 
I gl Y + ix(a, Y + a,z)l’ = ( gfy2 + x’(a, y + a2z)2)‘/2 
> D($ + z2j3’2 
mit einer von g,, al, a2 und x abhgngenden Schranke D > 0. Wegen 
f(b, m + b,n + b3) =f(b, m + bzn + b,)f(c, m + czn + c3 j
+f(b, m + b,n + b,)(l -f(c, m + czn + c,)), 
f(c, m + czn + c,) =f(b, m + b,n + b,)f(c, m + czn + c3j 
+(I-f(b,m+b2n+b,))f(c,m+czn+c3) 
und (1) ist 
S,(x) + S,(x) 
cc 
= \’ e ~ni(um+t~n)f(g,m+g2)f(b,m+b2n+b,)f(c,m+c2n+c3) 
nl.n=-cc (g,m+g,+h(a,m+a,n+a,~)’ 
(b, + c,) m + b3 + c3 + 4Ca, + r,> m + Ca2 + y2) n + P3 + y3) 
L 
(b, m + b,n + b, + ix@, m + P2n t P3)) 
. (c,m + c,n + c3 + ix(y,m t y2n + y3)) I 
+ c e2ni(um + t’n) 
f(g, m  f g2> 
m.iT= -m (g,m tg, t ix(a,m t a,n t a,)Y 
1 
f(b,m + b,n + Ml -f(c,m + c2n f CA> . 
b,mtb2ntb,tix~,mtP2ntP,> 
f (1-f(b,m+b2nfb3))f(c,m+c2n+c3) 
c,m t c,n + c3 + ix(y,m t y,n + y3j ’ 
Diese unendlichen Reihen werden nun getrennt betrachtet. Aus der 
Gleichung 
1 1 1 -f(c, m t c2n + c3) = n=-$(c,mtc,) 0 sonst 
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folgt, darj die Reihe 
absolut konvergent ist. Hieraus folgert man leicht: 
lim F e2ni(um+an) f(g1m + g2> 
X+0 l?L"=X (g,m+g,+ix(a,m +a2n+a3)j' 
f(b,m + b,n + b&l -f(c,m t c,n t cj)) 
b,m+b,n+b,tix(P,m+P2n+P3) 
= F e2ni(um+ on) 
m,n=- co 
Jsp + g,)f@,m + 0 + b3)U -f(v + c,n f 0 
(g,m tg,)‘(b,m t b,n t b,) ’ (3’ 
Analog sieht man: 
lim \“- e2ni(um+ LYI) f(g*m f $72) 
x-0 - Vl.n= -CC (8, m + g, t ix(a, m + a,n t a,)Y 
. (1 -f(b,m t b2n + b3>Mclm + c,n + CA 
c,mtc,n+c,tix(y,mty,n+y,) 
= F e Zrri(um+vn) 
i- 
m,n= --or, 
.f(slm t g,N -fVv t 0 + bAf(c,m + c2n + cd 
(8, m f g2>’ Cc, m + c2n f c.J . (4) 
Es mu13 nun noch das Grenzverhalten der ersten Doppelreihe auf der rechten 
Seite von (2) bestimmt werden. Hierzu werden die Glieder der Doppelreihe 
zerlegt: 
T(x)= 5 e2ni(um + vn) 
lll.tI= -0Z 
. f(g,m + gdf(b,m + b2n + b31fhm + c2n + c3) 
(g,m+g,tix(a,m+cr,n+a,))’ 
(4 + c,> m + b, + c3 + ix(liA + YJ m + cB2 + y2) n + P3 + y3) 
(b,m + b,n t b, t ix&m tS2n +P3)> 
. (cl m + c2n t c3 t ix(y, m + y2n + y3)) I 
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- gllp2 + y2) + wa,(P, + Yl> - %@2 + Y*))l 
g1m +g2 
(g,m+g2+ix(a,m+a2n+a3))' 
+ P2 + Y2 1 
a, (g,m+g2+ix(a,m+a2n+a,))‘-’ 
+ & [ g,a,(b, + c,) - g,a,(b, + cl> + ix(-g2a2W, + rl> 
+ C/3, + y2)(al gz - a3 8,) + gl a2cIJ3 + Y3))l 
1 
(g,m +g, + ix(a,m + a2n t a,>Y I 
f(b, m t b,n t b,)f(c, m t c2 n t c3) 
[ 
(b,m t b,n t b, t ix&m +P2n -t&l) 
I 
- (5) 
. (c,m t c,n t c3 t ix(y,m t y,n t YJ) 
Aus g, # 0, b, . c, # 0 folgt die absolute Konvergenz von 
5 ‘L 
e2~i(~m+“n,f(g,m+g2)S(b,m+b2ntb3)f(C,m+~2n+~3) 
ltl.“=-CC (g,m +g,)” (b,m + b,n + b,)(c,m + c2n + c3) 
f$ p = 2, 3, wie man leicht nachweisen kann; in gewohnter Weise folgert 
man hieraus durch Majorisieren: 
liz T(x)= f  
e2ni(um+ ““)f( g, m + g2) 
ffl,n=-00 
I  
b, -i-cl 1 .- 
g, (8, m + g2>‘-’ 
t ; (g,(b, + ~3) -g,@, + cJ> (g, ,: g )r 
2 I 
f(b, m + b,n + b3) . f(clm + c2n + c3> 
b,m + b,n + b, c,m-t-c,n+c, ’ (6) 
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Aus (2t(6) erhllt man nun in Verbindung mit Hilfssatz 1.5 (2): 
Fi (S,(x) + S*(x)) 
% 
\’ eZni(um+pn) f(g, m + g2) f(blm + b*n + b,) ZZ 
m.n- -a (&!I m + gz)’ b,m + b,n + bl 
tc,n+c, / 
( 
e 2nium f(gl m + g2) 
(g,m + g2Y’ 
. . e2xif-n S(glCam + cn + PI) + g2) 
n= -cc g,(am + cn + m,) + gz 1 
. ? e2nicn f(g, @d(m - %> - c(n - no)> + g2> 
V 
n=-m g, W(m - m,) - 0 - no)) + g2 1 
= _ cw2” 1 (6 . s;,“-‘(pr) 
1!(2k- l)! g: 
+ S:t-‘( g,, g,, 6d, -6~ 6(-dm,, + cn,), u, u)). 
Wendet man Satz 1.8(b) auf den letzten Summanden an, so folgt die 
Behauptung. 
2. DIE DARSTELLUNG DES PRODUKTES ZWEIER ZAHLEN ALS 
UNENDLICHE REIHE 
Dieser Abschnitt stellt das Hilfsmittel bereit, welches das Haupthindernis 
bei der Berechnung der Zetafunktionen reell-quadratischer Zahlkorper, 
nlmlich die Einschrinkung der Summation auf inlquivalente Elemente, 
beseitigen hilft. Dabei zeigt es sich, da13 der betreffende Satz 2.2 nicht die 
speziellen Strukturen des reell-quadratischen Falles ausnutzt, sondern 
vielmehr ein allgemeiner leicht verstandlicher reihentheoretischer Satz ist. 
Der Vorbereitung dieses Satzes dient 
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HILFSSATZ 2.1. Seien a, b, c, d, a, p E Cc, n E N U (0). Dunn gilt: 
2n - @I + v) 
i 
uWb”cn-Ud-” 
’ - ad-bc ia go ( 2n;v ) /j”+‘(a;;bOb;2M+i 
n 
-c 1 
end”-” 
I’= 0 
pL’+I(ac+@d)2”-“+’ 
falls alle Nenner von Null verschieden sind. 
Beweis. Wie man leicht nachrechnet, ist 
1 1 1 1 1 
aa+/?b ac+/?d = ad-bc aP(aa+/3b)-CP(ac+/?d) ’ 
falls alle Nenner von Null verschieden sind. Durch n-faches Differenzieren 
nach (r und /3 folgt hieraus sofort die Behauptung. 
SATZ 2.2. Sei kEFJ, k=p=q, p,qEn\i. Seien S,TEC, S.T#O, 
1 E Cc, 1 # 0, o, s E F?, u # k 1. Es gelte eine der folgenden Bedingungen (I), 
(II): 
(I) k gerade und a . 7 = f 1 
(II) k ungerade und u . 5 = 1. 
Weiterhin sei ftir alle n E Z 
aqn. sq+k. 74" * P #O. 
Dann folgt: 
(07)Q 1 
sign(1 -loi).------= 
7q-.q (ST) 
2P - 01 + v + 2) 
P-P-1 
u-q’5-qL’ 
cc 
7 
,&, (S%F +J,z-ym)u+'~+' (SqfLl) +~~t4~m+I~)2P-~utrtl)' 
Die aujiiretenden mendlichen Reihen konvergieren absolut. 
Beweis. Man setze in Hilfssatz 2.1: a = b = 1, c = uq, d = 7q, a = Squq”‘, 
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p = flT4P” mit m E L, n =p - 1. Durch Summation iiber m erhtilt man 
unter Beachtung von (0~)~ = 1: 
da die Summe von der Form C,z= -&, (a, - a,, ,) ist. 
Nun gilt aufgrund der Voraussetzung u = f l/z, B # f 1, fi.ir 0 < D <p - 2, 
wie man leicht sieht: 
1 
(~Tgp?.y (tpu-9M + &n7-4M)2p-L~-1~ 0 (M-r *Co). 
Dagegen ist fiir v =p - 1: 
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Wie man leicht sieht, konvergieren die Reihen 
wegen ,u + v < 2p - 2, CJ # f 1, r = f l/o, S . T f 0 absolut. Somit ist der 
Beweis abgeschlossen. 
Der folgende Hilfssatz wird im nlchsten Abschnitt benijtigt: 
HILFSSATZ 2.3. Seien c, d, r, s E R, c S d f 0, c # d, r # s. Sei x E R, 
n E IN. Dunn existiert ein nur von c, d, r, s und n abh&ngendes Polynom Q 
ohne konstanten Koefizienten, so daJ fiir x+ 0 gilt: 
n--L n-r d 
’ (ix(r - s))“+I’+’ (cCd+jx(cr-ds))‘“(*+‘)t’ 
2n - (u + v) 
n-p 
’ (jx(r - s))*“-(@~“)~~ (c-d + j,y(cr _ &))U+l’+ 1 
&,+ ‘&I 
=- (c-d)*“+* Iz0 
+ jl’) (“,“‘,‘)rW’+Q (f) +0(x), 
wobei o(x) das Landau-Symbol ist. 
Beweis. Die erste Gleichung erhilt man durch die Summationstransfor- 
mation p -+ n -p, v --+ n - v. Urn die zweite Gleichung zu beweisen, setze 
man in Hilfssatz 2.1 a = b = 1, a = 1 + ixr, p = -1 - ixs. Es folgt: 
cndn-V(-l)“+l 
(1 + ixs)“” (c-d + ix(cr - ds))‘“-“” i 
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(-,)c+l &“(I + ievs)“-” 
1 1 
(c -- d + ix(cr - ds))‘“-I’+ ’ \ 
1 
n+‘dn ZZ Qi-1 X cc: ,)2,+2 z. j2y j (1 -$)“+/$I). 
Die aus der Kombinatorik bekannte Gleichung 
liefert nun fiir y E C unter Verwendung der Gleichung (‘“;‘) = ( ‘n)l-: ) und 
der Summationstransformation K -+ n - K: 
Setzt man y = c/d, so folgt die Behauptung. 
Bemerkung 2.4. Die sinngemtil3e Verallgemeinerung von Satz 2.2 stellt 
eines der wesentlichen Probleme bei dem Versuch dar, die hier gewonnenen 
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Resultate auf den Fall totalreeller kubischer Zahlkorper zu ubertragen. 
Dieses Problem kann durch eine Kombination der Methode aus [2] und der 
hier verwandten Methode gel&t werden. 
3. DIE EXPLIZITE BESTIMMUNG DER WERTE VON ZETAFUNKTIONEN VON 
NEBENKLASSEN VON MODULN IN REELL-QUADRATISCHEN ZAHLK~RPERN 
MITTELS ALLGEMEINER DEDEKINDSCHER SUMMEN 
Im folgenden werden alle Sltzen iiber Zetafunktionen in der Terminologie 
der reell-quadratischen Zahlkorper ausgesprochen. Diese hlngen in 
bekannter Weise mit den Zetafunktionen binirer Formen zusammen (vgl. 
I 101). 
Die folgenden Voraussetzungen gelten fur den gesamten dritten Abschnitt: 
Voraussetzungen 
K reell-quadratischer Zahlkorper mit der Diskriminante D; w,, w2 E K 
ganzalgebraisch mit A = o,o; - w;wz # 0 (mit ’ wird der nichttriviale 
Automorphismus von K bezeichnet); g,, g,, g,, g, E Z mit g, . g, # 0, 
g,E{O,...,lg,/--11, g,E{O,...,Ig,/--11; M=(g,w,m+g,w,n:(m,n)E 
Z’}, d.h. M Ringideal in einem passenden Zahlring von K; W= 
{wl(g,m+g2)+w2(g,n+g,):(m,n)EH2}\{O}; rl Einheit van K, 11ff1, 
mit q W = W und @4 = M (solche Einheiten existieren bei vorgegebenem g, . 
g, immer); W,, ein Vertretersystem von bzgl. (II) nicht aequivalenten 
Elementen von W: W = l.jp= --co q” W,; u, u E Q mit der Eigenschaft: mit 
den durch 
ml WI = ag, WI + bg3w2 
m,wz = cg,wl + dg3wz 
~(g*w,+g,w*)=w,(g,m,+g*)+~*(g,~,+g,) 
bestimmten Konstanten a, b, c, d, m,, n,, E L gilt: m,u + n,v E z. 
u - (au + bv) E Z, u - (cu + dv) E Z. 
Fur w E K wird detiniert: N(w) = w . w’, Sp(w) = w + w’, fiir Ideale a 
wird die Idealnorm mit I ‘(a) bezeichnet. 
Bemerkung 3.1. (1) Aus q W = W folgt VM = M. Man hat namlich mit 
a=w,(g,+g,)+w,g,E w,p=w,g,+w,g,E w: 
w=w,(g,m, +g,)+w,(g,n,+g,)E W 
~~=ww,(g,m,+g2)+w2(g3n,+g,)E W, 
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VW, gl = rl(a -PI 
= WI g,(m, - %I + U? g,(rr, - %J 65 hf. 
Analog erhalt man rp, g, E M. Somit ist qM c M. Da aus VW= W folgt: 
v-‘W = W, erhtilt man ebenso q-‘M c IL4 und somit vA4 = M. 
(2) 1st mit 0 E W, (m(w), n(o)) E Z’ 
c/J = w,(g, m(w) + g2> + wz(g,n(w) + g4h 
vko = %(A?, m(vk4 + gd + %(&NV”4 + g4)3 
so gilt: 
(4:) 
Es geniigt, dies fur k = 1 zu zeigen. 
w = WI ml m(w) + vgg, w2 n(w) + ‘I(% g, + 02 8,) 
= (aw, g, + bw, gJ m(w) + (cw, g, + dw, g3) n(w) 
+ w,(g, ml + g2) + “z(g,% + &I 
= wl(gl@m(w) + cn(o> + m,) + gJ 
+ MgAW~) + No) + no) + g4). 
Wie man sieht, ist aufgrund der iiber u und v gemachten Voraussetzungen 
urn(m) + vn(w) - Iu(am(w) + en(w) + m,) + v(bm(w) + dn(co) + n,,)] E iv. 
Hieraus folgt (*). 
Man kann nun unter Beriicksichtigung von Bemerkung 3.1 (2) die 
folgende Funktion betrachten: 
DEFINITION 3.2. Fur k E N, k > 2. ist 
wobei (m(w), n(w)) E Z2 gegeben ist durch 
w = o,(g,m@) + 8,) + %(g,n(o) + gd 
Bemerkung 3.3. (1) ist X eine absolute Idealklasse von K, so gilt fur 
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die Zetafunktion der Idealklasse an geradzahligen Stellen s = 2k, k E N, mit 
einem Ideal c E 5T-I : 
= ,k‘(C)2k 5’ 
1 
“Z, NoZk 
=,b.‘(q*k y 1 
pzh, 02k 
= + <(2k, W,, , 0,O). 
Dabei ist IV,, folgendermafien zu bilden: 1st (CO,, w2) eine Basis von c, E die 
Grundeinheit von K, so bilde man W= c = Zw, + Lw, und setze q = E. 
Hieraus erhlilt man W,, als ein Reprisentantensystem von modulo (E) nicht 
aequivalenten Elementen. Der Faktor i rtihrt daher, da13 mit w E W, such 
gilt: --w E W, (im Gegensatz zu der sonst iiblichen Definition). 
Analog erhllt man den Zusammenhang von <(2k + 1, W,, U, v) mit L- 
Reihen L(2k + l,.,?) fur k E N. 
(2) 1(2k, W,, u, 0) b zw. ((2k + 1, W,, U, u) konnen als Werte der fur 
s > 1 definierten (und auf C fortsetzbaren) Dirichletreihen 
Z(s, w,, u, u) = 1 
e2ai(um(w)+i~n(w)) 
w E M’,, /cml.qr 
bzw. 
L(s,wo,u,u)= x u.u 
I . e2xi(um(w)+t~n(o)) 
WEWO JWU’ISf’ 
aufgefal3t werden. 
Zum Beweis des Hauptresultates dieser Arbeit benotigt man noch den 
folgenden 
HILFSSATZ 3.4. Sei h: W, x Z + Cc 
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eine Funktion. Seien m(w, j) E X und n(w, j) E &T eindeutig bestimmt durch 
Sei H : W U (0) + C dadurch definiert, daJ fiir (w, j) E W,, x ‘2’ gilt: 
H(o . $) = h(w, j). H(0) sei als eine beliebige komplexe Zahl festgesetzt. 
Dunn folgt: 
\‘ 
i 
e2ni(um(wl t m(w)) . 
c h(wj) r 
I 
WfiM.” ,j=-x 
= g f(/g~m+g,I+Ig,n+g,I)~e2”“““+““’ 
m.n=-a 
.H(o,(g,m +g2) + m2(g3n +g4))3 
falls die Reihe auf der rechten Seite absolut konvergiert. 
Beweis. Es ist 
f(lg,~+g21+/g,~+g~/)= j y 
g2=g4=m=n=0 
sonst 
Wegen 0 65 W folgt 
c f(~g,m+g~)+/g3n+g,/)~e’““““+““’ 
m.,*= -ct 
. H(w,(g, m + g2) + m2(g3 n + sJ) 
und eine Summationsreihenfolge braucht nicht festgelegt werden, da die 
Reihe laut Voraussetzung absolut konvergiert. Aus W = 0.4 -J #W,, ergibt 
sich somit unter Beriicksichtigung von Bemerkung 3.1 (2): 
\’ - 
e2ni(um(w)+rn(w))H(~) 
WCW 
=xe Zlci(um(w) fun(w)) K7 1 hhj). 
WEW” j=-m. 
Damit ist der Hilfssatz bewiesen. 
Der folgende Satz bildet das Hauptresultat dieser Arbeit: 
SATZ 3.5. Seien die auf Seite 307 aufgefchrten Voraussetzungen erfiillt. 
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Sei k E N gerade und N(v) = f 1 oder k E N ungerade, k > 3, und N(q) = 1. 
Dann gilt mit V = (g,, g,, a, c, m,, u, v): 
C(k, Wo,u,u)= s 
e2ni(um(w) + WI(W)) 
WEWO (om')k 
' mto 1(-l)" ('m") s:k(v) 
k-l 
. \‘ 
2k-1-m 
@TO k-1-,u 
N(rygf’ sp($u+‘-m 
wobei Syk(V) die in Definition 1.3 angegebenen Dedekindschen Summen 
bezeichnet. 
Beweis. Im Verlauf des Beweises benijtigt man die folgenden 
Gleichungen, die der obersichtlichkeit halber an den Anfang gestellt werden. 
Setzt man fiir w E I+‘,, j E L, 6 E K\Q! ganzalgebraisch, x E R, x # 0 
vjw = Mg,m + g2> + w2(w + g4h 
mit 
i 
(m,n)E Z* fiir g, # 0 oder g, # 0 
(m, n) E Z’\{(O, O)l fi.ir g, = g, = 0, 
so ist die hierdurch vermittelte Abbildung 
q?: WoXL+L2 
(1) 
bzw. 
y: w,x~‘-z’\{(0,0)] 
bijektiv. Definiert man mit p := 7’ 
u(w,j) := w;( 1 + ix& #o - w2( 1 + ixS’) pjw’ 
und 
(2) 
z(m,n):=g,m+g2+ix$((6w,w;-G’w;W2)(glm+g2) 
+ w2 ~;(a - S’>( g3 n + g4)h (3) 
641/17/3-3 
(4) 
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so besteht die Beziehung 
u(o,j) = A . z(m, n). 
Durch leichte Rechnung erhllt man 
u(wj+ 1)=4(1 +wv. [Wl(g,m+g,)+w,(g,n+g,)l 
- w2(1 + ixs’)P[4(g, m + g*) + 4(g3 n + &)I 
= Az(am + cn + m,, bm + dn + a,), (5) 
u(o,j- 1)=0X1 + W vi’[q(g,m +g2) +a2(g3n +gJl 
-WA1 + ~x~‘)P-‘[Mg,m f&T,) + wS(g,n +dl 
= A . z(N(q)[d(m - m,) - c(n - n,)], 
W)[-W - m,) + 4~ - dl>. 
Da aus u(w,j) = 0 folgen wiirde: 
also 
= N(W2)(8 - 8’) = 0, 
was im Widerspruch zu 6 # 6’ steht, gilt: 
u(wj) f 0 
Aus den Gleichungen 
fiir alle (w,j) E W, X Z. (7) 
A( g, m + g2) = Re u(w, j) = w; q’w - w2p’w’, (8) 
A(g,(am + cn + m,) + g2) = Re u(o,j + 1) = oS$“w - c()~P’+~~‘, (9) 
A( g, N(q)(d(m - m,) - c(n - n,)) + g2) = Re u(wj - 1) (10) 
ersieht man: 
A( g, m + gJ = Re u(o,j) = 0 =S A( g,(am + cn + m,) + gZ) 
=Reu(w,j+ l)#O. (11) 
(6) 
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Anderenfalls ware 
woraus folgen wiirde: q = q’. 
Aus (11) schlierjt man durch Fallunterscheidung 
1 =f(Re u(w,j))f(Re +~j + 1)) 
+ (1 -f(Re +o,j)))f(Re uhj + 1)) 
+f(Re u(w,j))(l -f(Re u(wj + 1))). (12) 
Fur g, = 0 ist fur all it E Z 
A 
g,n +g4= (r] - p) N(o*) gl(cn + m”) 
A 
= (v-1 -p-l)N(w,) g1 wl>(-dmo - c(n - no)), (13) 
wie man aus (5) bzw. (6) unter Berticksichtigung von (3) ersieht. 
Es ist namlich laut (5) und (3) fur g, = 0 
Ml + ix4 v(ml g,m + dg,n +g4)) 
- %(l + i-w P(4 g, m  + G(g3 n + g4)) 
= u(o,j + 1) 
=A g,(nm+cn+m,)+ix~[(Sw,co~-d’w~w,)g,(am+cn+m,) 
I 
+ w*w@ - 6’)( g,(bm + dn + no) + g4)] 
I 
. 
Ein Vergleich der Realteile fur m = 0 ergibt die erste Gleichung in (13). 
Analog erhllt man die zweite Gleichung. 
Kernpunkt des Beweises ist die Anwendung von Satz 2.2 mit q = 1, p = k, 
ff=q, r=p, A= 1, S=w;(l +ixd)o, T=-o,(l +ix&)w’ mit oE W,. 
Wegen 
tjJws( 1 + ix@ 0 - pjw,( 1 + id’) co’ = u(w,j) # 0 
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lam (7) sind die Voraussetzungen des Satzes erfullt, und man erhalt: 
Sk41 - I~ONOCP - rl) ’ 
(-l)h 1 
(1 + ixd)” (1 + ixS’>” N(W,)k N(W)k 
k-l 
= F PutV 
4 it 
2k-(U+v+2) 
P k-,u-1 V-T1 U,L,=O 
a 
’ jETm (u(o,j)u+t~+l qILf.j+ 1)2k-(u+r+l)’ (14) 
Alle auf der rechten Seite auftretenden unendlichen Reihen sind absolut kon- 
vergent. 
LJnter Verwendung von (12) wird diese Summe nun aufgespalten. Die 
zweite und die letzte Reihe auf der rechten Seite von (15) werden durch die 
Summationstransformation j-j - 1 gewonnen. Zur Vereinfachung der 
Bezeichnung sei noch gesetzt: 
k-l k-l 
\‘ = \' 
- . 
u.r=o l.l.l.=O 
(~,r,)#(O,O)h(r.l,)#(k-l.k-ll 
Man erhalt: 
skn(l - lrl>WvNP - r-l) 
(-l)k 1 (1 + iXdlk (1 +ix&y N(c&)k fv(u)k 
= .z, (“:“) (y-+y)) rl-up-L’ 
q fW 4wj)ltYRe u(wj + 1)) 
j=ya u(w,j)@+“+l u(w,j + 1)2k-‘fi+l,+” 
+ Gf2 (1 --fW ~bj)))f(Re Nw,j + 1)) 
j,4, u(u,j)“+“+l u(o,j+ l)*k-(“+“+” 
+ ;“- f(Re 4wj))(l -f(Re u(w,j + 1))) 
jE?m u(u,j)“+“+’ u(w,j+ 1)2k-‘w+“+” 
i 
= alto (‘:v ) (y+Jy v-Mp-“ 
q S(Re u(W)).f(Re u(w,j + 1)) 
j=:m u(c~,j)~+“+’ u(o,j + 1)2k-(u+p+1) 
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+ N(v)k- 1 F f(Re 4w>>fW u(wJ + 1)) 
- 
j=-m U(W,j)‘k-’ u(w7j-t 1) I  
k--L 
+y 
/J+v 
i ii 
2k-@+v+2) --u -.L, 
/l.u=o P 
k-p-1 1 
4 
c (1 -f(Re 4W)))fW 4W f 1)) 
jEym U((j),jy+‘+’ u(w,j+ ly-‘“+“+‘) 
+ F f(Re u(o,j - l))(l -./We u(wJ)) 
i 
j=l, u(cu,j- l)u+l’+ U(Lo,j)2k-(fi+l+‘) . (15) 
Es sol1 nun iiber alle w  E IV, summiert werden; Hilfssatz 3.1 liefert unter 
Beriicksichtigung von No = 1 und von (2), (4), (5), (8), (9), (10): 
sign(l-lItI)N(rl)@--rl)-’ (1 +!&)* C(k Wo, uu) 
N(w,)(l +ixS’) k “-f 
A2 ) jz, (‘;“) (2k;$+_v:2)) q-‘P-” 
f(g, m  + g21f(g1(~m + cn + mo> + g2> 
z(m, t~)~+‘~l z(am f cn t m,, bm t dn t no)2k-(e f’f ‘) 
t (‘,k:f ) pm ez,i(um+un) 
. f( g, m + s2)f( g, WWm - mo> - c(n - 4 + g2) 
L 
z(m, r~)~~-’ 4NrlMm - mo> - 4n - ~,>I~ 
N(v)[-b(m - mo) + 0 - n,>l> I
t F e2ni(um t on) 
*,n=-00 
f(g, m  + g2Mg&m + cn + mo> + g2> 
z(m, t~)‘~-’ N(q) z(mn t cn + m,, bm + dn + no) I 
k-l 
+ x 7 Ll.v=o ( H 
F e Zzi(um+ on) 
m,n=-cc 
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(1 -f(g,m + g*)lf(g,(am + cn + m”) + g*) 
z(m. ny+“+l z(um + cn + m,, bm + dn + no)2kp(ut”+” 
+ c e27riCum t rn) 
nl.n= -cc 
(l-f(g,m+g,))f(g,N(rl)[d(m-m,)-c(n-n,)l +g2) 1. t16I 
zb, n> 2k-(w + “+ ” z(N(r)[d(m - m,) - c(n - n,)]. 
I 
1 
N(q)[-b(m -m,) + a(n - r~,,)])~“‘+’ 
Es mu13 noch nachgewiesen werden, da8 die Voraussetzungen von Hilfssatz 
3.1 erfiillt sind. Hierzu wird gezeigt, da13 alle Doppelreihen auf der rechten 
Seite von (16) absolut konvergieren; gleichzeitig wird das Grenzverhalten der 
Reihen fur x --) 0 ermittelt. 
Aufgrund von Satz 1.8(a) hat man unter Berucksichtigung von (3) 
k-l 
2*iCum + cn) 
f(g, m + .df(g&m + cn + MO> + gd 
z(m, n)@+“+’ z(am + cn + m,, bm + dn + no)2k-(“u+L’t ‘) 
C-1) 
w+o+ I (2,g2k 1 
’ (,u+v+ 1)!(2k-@+v+ l))! g:cs:,+“+‘(v)’ 
die beteiligten unendlichen Reihen konvergieren laut Satz 1.8(a) absolut. 
Aus Hilfssatz 1.9 folgt: 
. fbw +g2)f(g1~(r)[d(m-mo)-c(n-no)l +g,) 
z(m, n)2k-1 zW(rl)[d(m - m,) - c(n - n,>l, 
Nv)[--b(m - mo> + 0 - n,)l> 
+ z e2ni(um+ on) 
m,n= -cc 
f(g, m + s2)f(g,(am + cn + mo> +8,) 
z(m, n) 2k-’ N(q) z(um + cn + m,, bm + dn + no) I 
(17) 
(27ri)2k 1 
1!(2k- l)! s: N(V) s::-‘<v> + s:,(v) ; (18) 
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die beteiligten unendlichen Reihen konvergieren gemI Hilfssatz 
Fiir die letzten beiden Reihen aus (16) erhtilt man mittels (3), 
wegen 
1 -f(g,m +g2) 
I 
1 g2=m=Ot 
=. 0 sonst 
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1.9 absolut. 
(5) und (6) 
k-l 
4 )( 
\’ Pu+V 2k-cp+v+2) 
bi,lJ=O P 
k-~u--l )v-flp-u. i,,$-me2+(~-+~~~) 
(1 --f(g,m + g*))f(g,(am + cn + mo> + g*) 
z(m, ny+“+’ z(am + cn + m,, bm + dn + no)2k-(“+“+‘) 
+ 2 e21ri(um + tvr) 
tll,PZ= -CC 
. (1 -f(g,m + g*)Mg1wf)[4m - mo) - c(n - no>1 + g2) 
[ 
z(m, n) 2k-(u+o+‘) z(N(g)[d(m - m,) - c(n - no)], 
N(q)[-b(m - mo) + a(n - no)])u+‘+’ I 
I 
+ (ix@ _ ,y))Ww+ut 1) (v-1 -p-l + ix@- - 8fp-‘))L(f~-+l i 
; (19) 
die beteiligten Reihen sind absolut konvergent. 
Hilfssatz 2.3, angewandt mit n = k - 1, c = q, d = p, r = 6, s = 6’ bzw. mit 
n=k- 1, c=r-I, d=p-‘, r=6 , 
N(q)k = 1: 
s = a’, lehrt unter Beriicksichtigung von 
(1 + ix&)” 7. (“:v ) (=;~$-Vy) q-vp-L~ 
*I 
1 
(ix(6 - d’)y+“+l (~-~+ix(by-6’p))‘~~(~+~+‘) 
1 
+ (ix@ _ ,y))*k-(w+u+l) (q-1 --p-l + q&p - &p-l))rr+~s+l i 
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’ 
= - (rl -P)2k “?O 
;;’ (;’ ) (;!;y 1 ) N(q)” Sp(y’l’+l) 
(20) 
wobei R ein Polynom ohne konstanten Koeffizienten ist und o(x) das 
Landausymbol darstellt. Weiterhin lehrt Satz 1.8(c) in Verbindung mit (13) 
= (2ni)2k (v -d2k . s2k(v) -~ 
(2k)! dlcl 2k * 
(21) 
Aus (19), (20) und (21) lll3t sich das Grenzverhalten der Reihen ablesen: 
5 e 2rciCum + un) 
l?l,n= --oo 
(1 -f(g,m+g,))f(g,N(rl)[d(m-mo)-c(n-no)1 +g,) 
r(m, ny+“+’ z(am + cn + m,, bm + dn + no)2k-(u+“+‘) 
+ $ e2ni(um+un) 
m,n=--cfr 
. (1 --f(g,m + g2MglWO[4m - mo> - c(n - 4 + g2> 
z(m, n) Zk--(pt”t’f z(N(q)[d(m - m,) - c(n - n,)], 
1 
I 
N(q)[--b(m - m,) + a(n - n,J])pt”+’ 
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(22) 
wobei R, ein Polynom ohne konstanten Koefflzienten ist und o(x) das 
Landausymbol darstellt. 
Insgesamt erhtilt man aus (I6), (17), (18) und (22): 
+ (2k)! l-- (h ($)+0(x)) 1. (23) 
Wegen der Existenz des Grenzwertes auf der linken Seite von (23) folgt 
R 1 = 0; der Grenztibergang x + 0 lehrt: 
sign(l-/rlI)N(rl)@--)-‘r(k, W,,,u,u) 
+; i; (;’ ) (k2k,-f1)N(II)“Sp(r12’.t1)(S~k(Y)+S::(V))1 * (24) 
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Dieses Ergebnis sol1 nun noch in die behauptete Form gebracht werden. 
Vertauscht man in der Doppelsumme ,u und v und beachtet 
so erhllt man durch Addition und Umordnung unter Beriicksichtigung von 
k-l 
c 
u,v=O 
2k-&+v+2> 
k-p- 1 NV)” SP(rl” -7 
2k-1-m 
k-l-/i N(q)” Sp($L( + 1 -“). (25) 
Weiterhin gilt: 
= ;; (k-;l-v) (‘“y’ )Nk)k-I’.(~2’1-,-.l+l +p2’k-1-t.‘+‘) 
= $1 (k-;l-v) (2k; ’ )N(v)“+’ (v2k-2,.pL tp2k-2,.~‘j 
= g  (,,‘-,) (““y l )N(g)~Sp(?p+‘-‘k). (26) 
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Setzt man (25) in (24) ein und beachtet (26), so folgt: 
skn(l - lvl)W~)@ - r)-l COk wo3 24 u> 
(27) 
Berticksichtigt man 
g,Nw*) . (rl - P> ICI= 1 g A I 1 
und 
= P2-'l* P-V 
IP2-r121 IP--rll 
p+rl @-II>' 
=JP IP-VI2 
= W(Wrl)), 
so folgt die Behauptung. 
Bemerkung 3.6. (1) Als Spezialfall erhllt man sofort die Ergebnisse 
von Barner [ 11. Dabei ist, wie bereits erwlhnt, zu berticksichtigen, dalj das 
Ergebnis aus Satz 3.5 mit i zu multiplizieren ist, da aufgrund der Definition 
CO - r o CO = ~“t mit n E Z gilt: o nicht aquivalent zu -CO. 
Der Beweisgang wird erheblich kiirzer und einfacher, wenn man nur Satz 2 
und 3 aus [ l] beweisen will. 
(2) Die Methode aus Satz 3.5 1aOt sich so erweitern, dat.3 man den 
Wert der Zetafunktion such fur s = k = 1 berechnen kann. Dies sol1 an 
anderer Stelle durchgeftihrt werden. 
(3) Die Methode lHl3t sich so ablndern, da13 such Zetafunktionen vom 
TYP 
Z(s, W,, u, 21) = x sign(o) e 
*ni(um(w) + m(w)) 
(ww’)s ’ 
SE N, 
WEtv, 
in einem noch zu prazisierenden Sinn berechenbar werden. 
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