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Abstract
The present paper deals with the estimate of the differences of certain positive linear operators
and their derivatives. Our approach involves operators defined on bounded intervals, as Bernstein
operators, Kantorovich operators, genuine Bernstein-Durrmeyer operators, Durrmeyer operators
with Jacobi weights. The estimates in quantitative form are given in terms of first modulus of
continuity. In order to analyze the theoretical results in the last section we consider some numerical
examples.
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1. Introduction
The de la Valle´e Poussin operators of a 2pi-periodic integrable function f are defined as
Ln(f ;x) =
1
2pi
(n!)2
(2n)!
22n
∫ pi
−pi
f(u)
(
cos
x− u
2
)2n
du.
These operators are trigonometric analogues of the Bernstein operators. It is well-known that de
la Valle´e-Poussin operator commutes with the derivative. Indeed, for f ∈ C12pi [−pi, pi],
Ln(f ;x) =
1
2pi
(n!)2
(2n)!
22n
∫ pi−x
−pi−x
f(x+ t)
(
cos
t
2
)2n
dt
and we get
(Ln(f ;x))
′
=
1
2pi
(n!)2
(2n)!
22n
{∫ pi−x
−pi−x
f ′(x+ t)
(
cos
t
2
)2n
dt− f(pi)
(
cos
pi − x
2
)2n
+f(−pi)
(
cos
−pi − x
2
)2n}
= Ln (f
′;x) .
Thus (Lnf)
(k) = Ln(f
(k)), for f ∈ Ck2pi[−pi, pi]. Certainly, this property is not available for the
Bernstein operators Bn. The polynomials (Bnf)
(k) and Bn−k(f
(k)) have degree n−k and converge
Preprint submitted to ... October 23, 2018
to f (k). This remark motivated us to estimate in terms of moduli of continuity the differences
(Lnf)
(k) − Ln−k(f
(k)) for certain positive linear operators, as Bernstein, Kantorovich, genuine
Bernstein-Durrmeyer, Durrmeyer operators with Jacobi weights.
The study of differences of certain positive and linear operators has as starting point the
problem proposed by Lupas¸ [15], namely the question raised by him was to give an estimate for
Bn ◦ Bn − Bn ◦ Bn, where Bn and Bn are Bernstein operators and Beta operators, respectively.
A solution for the problem proposed by Lupas¸ was given for a more general case in [10]. Some
interesting results on this topic were established by Gonska et al. in [9] and [11]. New estimates
of the differences of certain operators are provided in a recent paper of Acu et al. [2]. These
estimates improve some results concerning the differences of the Uρn operators studied in [17, 18].
Very recently, Aral et al. [3] obtained some quantitative results in terms of weighted modulus of
continuity for differences of certain positive linear operators defined on unbounded intervals. Also,
some estimates for the Chebyshev functional of these operators were provided.
Throught the paper ‖ · ‖ denotes the supremum norm and ω(f, ·) is the modulus of continuity
of the function f .
2. The Bernstein operators
Bernstein operators are one of the most important sequences of positive linear operators. These
operators were introduced by Bernstein [6] and were intensively studied. For f ∈ C[0, 1], the
Bernstein operators are defined by
Bn(f, x) =
n∑
k=0
pn,k(x) f
(
k
n
)
, x ∈ [0, 1],
where pn,k(x) =
(
n
k
)
xk(1− x)n−k, k = 0, 1, . . . , n.
Theorem 2.1. For Bernstein operators the following property holds:∥∥∥(Bnf)(r) −Bn−r (f (r))∥∥∥ ≤ (r − 1)r
2n
‖f (r)‖+ ω
(
f (r),
r
n
)
, f ∈ Cr[0, 1], r = 0, 1, . . . n.
Proof. The above differences can be written as
(Bn(f ;x))
(r) −Bn−r(f
(r)(x))
= n(n− 1) . . . (n− r + 1)
n−r∑
i=0
pn−r,i(x)∆
r
1
n
f
(
i
n
)
−
n−r∑
i=0
pn−r,i(x)f
(r)
(
i
n− r
)
=
n−r∑
i=0
pn−r,i(x)
{
n(n− 1) . . . (n− r + 1)∆r1
n
f
(
i
n
)
− f (r)
(
i
n− r
)}
=
n−r∑
i=0
pn−r,i(x)
{
n(n− 1) . . . (n− r + 1)
nr
r!
[
i
n
, . . . ,
i+ r
n
; f
]
− f (r)
(
i
n− r
)}
=
n−r∑
i=0
pn−r,i(x)
{
n(n− 1) . . . (n− r + 1)
nr
f (r)(ξi)− f
(r)
(
i
n− r
)}
=
n−r∑
i=0
pn−r,i(x)
{(
n(n− 1) . . . (n− r + 1)
nr
− 1
)
f (r)(ξi) + f
(r)(ξi)− f
(r)
(
i
n− r
)}
,
2
where
i
n
≤ ξi ≤
i+ r
n
.
We have,
0 ≤ 1−
n(n− 1) . . . (n− r + 1)
nr
≤
r(r − 1)
2n
and
i
n
≤
i
n− r
≤
i+ r
n
, for 0 ≤ i ≤ n− r.
Therefore, ∥∥∥(Bnf)(r) −Bn−r (f (r))∥∥∥ ≤ (r − 1)r
2n
‖f (r)‖+ ω
(
f (r),
r
n
)
.
3. The Kantorovich operators
These operators are the integral modification of Bernstein operators and were introduced by
Kantorovich [13] as follows
Kn(f ;x) = (n+ 1)
n∑
k=0
pn,k(x)
∫ k+1
n+1
k
n+1
f(t)dt, f ∈ L1[0, 1]. (1)
The Kantorovich operators are related to the Bernstein polynomials by:
Kn(f ;x) = [Bn+1(F ;x)]
′
, where F (x) =
∫ x
0
f(t)dt.
Theorem 3.1. The Kantorovich operators verify∥∥∥(Knf)(r) −Kn−r (f (r))∥∥∥ ≤ (r + 1)r
2(n+ 1)
‖f (r)‖+ ω
(
f (r),
r + 1
n+ 1
)
, f ∈ Cr[0, 1], r = 0, 1, . . . n.
Proof. The rth derivative of Kantorovich polynomials can be written as follows:
(Kn(f ;x))
(r)
= (Bn+1F (x))
(r+1)
=
n−r∑
i=0
pn−r,i(x)
{
(n+ 1)n(n− 1) . . . (n− r + 1)∆r+11
n+1
F
(
i
n+ 1
)}
=
n−r∑
i=0
pn−r,i(x)
(n+ 1)n(n− 1) . . . (n− r + 1)
(n+ 1)r+1
(r + 1)!
[
i
n+ 1
, . . . ,
i+ r + 1
n+ 1
;F
]
=
n−r∑
i=0
pn−r,i(x)
(n+ 1)n(n− 1) . . . (n− r + 1)
(n+ 1)r+1
F (r+1)(ξi)
=
n−r∑
i=0
pn−r,i(x)
(n+ 1)n(n− 1) . . . (n− r + 1)
(n+ 1)r+1
f (r)(ξi).
For the differences of Kantorovich operators we obtain
(Kn(f ;x))
(r) −Kn−r
(
f (r)(x)
)
=
n−r∑
i=0
pn−r,i(x)
n(n − 1) . . . (n− r + 1)
(n+ 1)r
f (r)(ξi)−
n−r∑
i=0
(n− r + 1)pn−r,i(x)
∫ i+1
n−r+1
i
n−r+1
f (r)(t)dt
3
=
n−r∑
i=0
pn−r,i(x)
n(n− 1) . . . (n− r + 1)
(n+ 1)r
f (r)(ξi)−
n−r∑
i=0
pn−r,i(x)f
(r)(ηi)
=
n−r∑
i=0
pn−r,i(x)
{(
n(n− 1) . . . (n− r + 1)
(n+ 1)r
− 1
)
f (r)(ξi) + f
(r)(ξi)− f
(r)(ηi)
}
,
where
i
n+ 1
≤ ξi ≤
i+ r + 1
n+ 1
and
i
n− r + 1
≤ ηi ≤
i+ 1
n− r + 1
.
Let us remark that
0 ≤ 1−
n(n− 1) . . . (n− r + 1)
(n+ 1)r
≤
r(r + 1)
2(n+ 1)
.
Therefore, ∥∥∥(Knf)(r) −Kn−r (f (r))∥∥∥ ≤ (r + 1)r
2(n+ 1)
‖f (r)‖+ ω
(
f (r),
r + 1
n+ 1
)
.
In order to extend the above result we will define the operator
Qknf :=
nk(n− k)!
n!
(
Bn(f
(−k))
)(k)
, f ∈ C[0, 1],
where f (−k) is an antiderivative of order k for the function f .
Theorem 3.2. For the operators Qkn the following property holds:∥∥∥(Qknf)(r) −Qkn−r (f (r))∥∥∥ ≤ (2k + r − 1)r2n ‖f (r)‖+ ω
(
f (r),
k + r
n
)
, f ∈ Cr[0, 1], r = 0, 1, . . . n.
Proof. The above inequality follows from
∣∣∣(Qknf)(r) −Qkn−r(f (r))∣∣∣ =
∣∣∣∣nk(n− k)!n!
(
Bn(f
(−k))
)(k+r)
−
(n− r)k(n− r − k)!
(n− r)!
(
Bn−rf
(r−k)
)(k)∣∣∣∣
=
∣∣∣∣∣n
k(n− k)!
n!
n!
(n− k − r)!
n−k−r∑
i=0
pn−k−r,i∆
k+r
1
n
f (−k)
(
i
n
)
−
(n− r)k(n− r − k)!
(n− r)!
(n− r)!
(n− k − r)!
n−k−r∑
i=0
pn−k−r,i∆
k
1
n−r
f (r−k)
(
i
n− r
)∣∣∣∣∣
=
∣∣∣∣∣
n−k−r∑
i=0
pn−k−r,i
{
nk(n− k)!
(n− k − r)!
(k + r)!
nk+r
[
i
n
, . . . ,
i+ k + r
n
; f (−k)
]
−(n− r)k
k!
(n− r)k
[
i
n− r
, . . . ,
i+ k
n− k
; f (r−k)
]}∣∣∣∣
=
∣∣∣∣∣
n−k−r∑
i=0
pn−k−r,i
{
(n− k)!
(n− k − r)!nr
f (r)(ξi)− f
(r)(ηi)
}∣∣∣∣∣
≤
n−k−r∑
i=0
pn−k−r,i
∣∣∣∣
(
(n−k) . . . (n−k−r+1)
nr
−1
)
f (r)(ξi)+f
(r)(ξi)−f
(r)(ηi)
∣∣∣∣
4
≤∣∣∣∣(n− k) . . . (n− k − r + 1)nr − 1
∣∣∣∣
∥∥∥f (r)∥∥∥+ ω(f (r), k + r
n
)
≤
(2k + r − 1)r
2n
∥∥∥f (r)∥∥∥+ ω(f (r), k + r
n
)
,
where
i
n
≤ ξi ≤
i+ k + r
n
and
i
n− r
≤ ηi ≤
i+ k
n− r
.
4. The Durrmeyer operators with Jacobi weights
The classical Durrmeyer operators are the integral modification of Bernstein operators so as
to approximate Lebesgue integrable functions defined on the interval [0, 1]. These operators were
introduced by Durrmeyer [8] and, independently, by Lupas¸ [14] and are defined as
Mn(f, x) = (n+ 1)
n∑
k=0
pn,k(x)
1∫
0
pn,k(t) f(t) dt, x ∈ [0, 1]. (2)
Let w(α,β)(x) = xα(1 − x)β , α, β > −1 be a Jacobi weight function on the interval (0, 1)
and Lw
(α,β)
p [0, 1] be the space of Lebesgue-measurable functions f on [0, 1] for which the weighted
Lp-norm is finite. The Durrmeyer operators can be generalized as follows
M (α,β)n =
n∑
k=0
pn,k(x)
1
c
(α,β)
n,k
∫ 1
0
pn,k(t)w
(α,β)(t)f(t)dt,
where c
(α,β)
n,k =
∫ 1
0
pn,k(t)w
(α,β)(t)dt and f ∈ L
(α,β)
1 [0, 1]. See [4] and [16].
The classical Durrmeyer operators Mn are obtained for α = β = 0.
In order to give the estimate for the difference of the Durrmeyer operators we need the following
result (see, e.g., [2]):
Lemma 4.1. Let F : C[0, 1] → R be a positive linear functional with F (e0) = 1 and F (e1) = b.
Then, for each ϕ ∈ C2[0, 1] there is ξ ∈ [0, 1] such that
F (ϕ)− ϕ(b) = (F (e2)− e2(b))
ϕ′′(ξ)
2
,
where er(x) = x
r, r = 0, 1, . . . .
Let ϕ ∈ C2[0, 1]. With fixed 0 ≤ r ≤ n and 0 ≤ k ≤ n− r, consider the functional
A
(α,β)
n,k (ϕ) := (n+ α+ β + r + 1)
∫ 1
0
pn+β+α+r,k+α+r(t)ϕ(t)dt
− (n+ α+ β − r + 1)
∫ 1
0
pn−r+α+β,k+α(t)ϕ(t)dt = B
(α,β)
n,k (ϕ) − C
(α,β)
n,k (ϕ),
where
B
(α,β)
n,k (ϕ) = (n+ α+ β + r + 1)
∫ 1
0
pn+β+α+r,k+α+r(t)ϕ(t)dt,
C
(α,β)
n,k (ϕ) = (n+ α+ β − r + 1)
∫ 1
0
pn−r+α+β,k+α(t)ϕ(t)dt.
5
Lemma 4.2. The functional A
(α,β)
n,k verifies
|A
(α,β)
n,k (ϕ)| ≤
1
4
‖ϕ′′‖
n+ α+ β + 3
(n+ α+ β + 3)2 − r2
+ ω
(
ϕ,
r(n− r + |β − α|)
(n+ 2 + α+ β)2 − r2
)
,
where ω is the first order modulus of continuity.
Proof. By simple calculations, we get
B
(α,β)
n,k (e0) = 1, B
(α,β)
n,k (e1) =
k + α+ r + 1
n+ r + α+ β + 2
, B
(α,β)
n,k (e2) =
(k+α+r+1)(k+α+r+2)
(n+r+α+β+2)(n+r+α+β+3)
,
C
(α,β)
n,k (e0) = 1, C
(α,β)
n,k (e1) =
k + α+ 1
n− r + α+ β + 2
, C
(α,β)
n,k (e2) =
(k+α+1)(k+α+2)
(n−r+α+β+2)(n−r+α+β+3)
.
Therefore,
|A
(α,β)
n,k (ϕ)| = |B
(α,β)
n,k (ϕ)− C
(α,β)
n,k (ϕ)| ≤
∣∣∣∣B(α,β)n,k (ϕ)− ϕ
(
k + α+ r + 1
n+ r + α+ β + 2
)∣∣∣∣
+
∣∣∣∣C(α,β)n,k (ϕ) − ϕ
(
k + α+ 1
n− r + α+ β + 2
)∣∣∣∣+
∣∣∣∣ϕ
(
k + α+ r + 1
n+ r + α+ β + 2
)
− ϕ
(
k + α+ 1
n− r + α+ β + 2
)∣∣∣∣
≤
1
2
‖ϕ′′‖
(
(k + α+ r + 1)(β + 1 + n− k)
(2 + α+ β + n+ r)2(α+ β + n+ r + 3)
+
(k + α+ 1)(β + 1 + n− r − k)
(2 + α+ β + n− r)2(α+ β + n− r + 3)
)
+ ω
(
ϕ,
r|n− r + β − α− 2k|
(2 + α+ β + n+ r)(2 + α+ β + n− r)
)
≤
1
4
‖ϕ′′‖
n+ α+ β + 3
(n+ α+ β + 3)2 − r2
+ ω
(
ϕ,
r(n− r + |β − α|)
(n+ 2 + α+ β)2 − r2
)
.
Theorem 4.1. For Durrmeyer operators with Jacobi weights the following property holds:∥∥∥∥Γ(n+ α+ β + r + 2)Γ(n− r + 1)Γ(n+ α+ β + 2)Γ(n+ 1)
(
M (α,β)n f
)(r)
−M
(α,β)
n−r
(
f (r)
)∥∥∥∥
≤
1
4
‖f (r+2)‖
n+ α+ β + 3
(n+ α+ β + 3)2 − r2
+ ω
(
f (r),
r(n − r + |β − α|)
(n+ 2 + α+ β)2 − r2
)
,
where f ∈ Cr+2[0, 1], r = 1, . . . , n.
Proof. In [1], Abel et al. proved the following identity for the derivatives of M
(α,β)
n f :
(
M (α,β)n f
)(r)
=
n(n− 1) . . . (n− r + 1)
(n+ α+ β + 2)(n+ α+ β + 3) . . . (n+ α+ β + r + 1)
M
(α+r,β+r)
n−r f
(r), (3)
where f (r) ∈ Lw
(α+r,β+r)
1 [0, 1] and r ≤ n.
By simple calculations it can be shown that
(
M (α,β)n (f ;x)
)(r)
=
Γ(n+ α+ β + 2)Γ(n+ 1)
Γ(n+ α+ β + r + 1)Γ(n− r + 1)
n−r∑
k=0
pn−r,k(x)
∫ 1
0
pn+β+α+r,k+α+r(t)f
(r)(t)dt.
6
We can write
Γ(n+ α+ β + r + 2)Γ(n− r + 1)
Γ(n+ α+ β + 2)Γ(n+ 1)
(
M (α,β)n (f ;x)
)(r)
−M
(α,β)
n−r
(
f (r);x
)
= (n+ α+ β + r + 1)
n−r∑
k=0
pn−r,k(x)
∫ 1
0
pn+β+α+r,k+α+r(t)f
(r)(t)dt
−
n−r∑
k=0
pn−r,k(x)
1∫ 1
0
pn−r,k(t)tα(1 − t)βdt
∫ 1
0
pn−r,k(t)t
α(1− t)βf (r)(t)dt
=
n−r∑
k=0
pn−r,k(x)
{
(n+ α+ β + r + 1)
∫ 1
0
pn+β+α+r,k+α+r(t)f
(r)(t)dt
− (n+ α+ β − r + 1)
∫ 1
0
pn−r+α+β,k+α(t)f
(r)(t)dt
}
=
n−r∑
k=0
pn−r,k(x)A
(α,β)
n,k (f
(r)).
Using Lemma 4.2 for f ∈ Cr+2[0, 1], the proof is completed.
Theorem 4.2. Let f ∈ Cr+2[0, 1], r = 0, 1, . . . , n. The Durrmeyer operators with Jacobi weights
verify
‖(M (α,β)n f)
(r) −M
(α,β)
n−r (f
(r))‖ ≤
r(α + β + r + 1)
n+ α+ β + 2
‖f (r)‖+
1
4
‖f (r+2)‖
n+ α+ β + 3
(n+ α+ β + 3)2 − r2
+ ω
(
f (r),
r(n − r + |β − α|)
(n+ 2 + α+ β)2 − r2
)
.
Proof. Since
(
‖f (r)‖
r!
er ± f
)(r)
≥ 0, using the relation (3), we get
(
Mn
(
‖f (r)‖
r!
er ± f
))(r)
≥ 0.
It is well-known, see [20, p.7], that:
M (α,β)n (er;x) =
1
(n+ α+ β + 2)r
r∑
k=0
(
r
k
)
nj(α+ r)r−kxk,
where xl and xl, x ∈ R are the rising and falling factorials respectively, given by xl =
∏l−1
ν=0(x+ν),
xl =
∏l−1
ν=0(x− ν) for l ∈ N, x
0 = x0 = 1.
Thus,
‖f (r)‖
r!
Γ(n+ 1)Γ(n+ α+ β + 2)
Γ(n− r + 1)Γ(n+ α+ β + r + 2)
r!± (M (α,β)n f)
(r) ≥ 0, i.e.,
‖ (Mnf)
(r)
‖ ≤
Γ(n+ 1)Γ(n+ α+ β + 2)
Γ(n− r + 1)Γ(n+ α+ β + r + 2)
‖f (r)‖.
Denote
θ(f ;n, r) =
∥∥∥∥Γ(n+ α+ β + r + 2)Γ(n− r + 1)Γ(n+ α+ β + 2)Γ(n+ 1)
(
M (α,β)n f
)(r)
−M
(α,β)
n−r
(
f (r)
)∥∥∥∥ .
7
The differences of Durrmeyer operators with Jacobi weights can be written as
‖(M (α,β)n f)
(r) −M
(α,β)
n−r (f
(r))‖
≤
∣∣∣∣Γ(n− r + 1)Γ(n+ α+ β + r + 2)Γ(n+ 1)Γ(n+ α+ β + 2) − 1
∣∣∣∣ ‖(M (α,β)n f)(r)‖+ θ(f ;n, r)
≤
(
1−
n(n− 1) . . . (n− r + 1)
(n+ α+ β + r + 1)(n+ α+ β + r) . . . (n+ α+ β + 2)
)
‖f (r)‖+ θ(f ;n, r)
≤
(
1−
(
n− r + 1
n+ α+ β + 2
)r)
‖f (r)‖+ θ(f ;n, r) ≤
(
1−
n− r + 1
n+ α+ β + 2
)
r‖f (r)‖+ θ(f ;n, r)
=
r(r + α+ β + 1)
n+ α+ β + 2
‖f (r)‖+ θ(f ;n, r).
Using Theorem 4.1 the proof is completed.
Corollary 4.1. For Durrmeyer operators the following property holds:∥∥∥∥ (n+r+1)!(n− r)!(n+1)!n! (Mnf)(r)−Mn−r(f (r))
∥∥∥∥≤ 14‖f (r+2)‖ n+ 3(n+ 3)2−r2 + ω
(
f (r),
r(n− r)
(n+ 2)2 − r2
)
,
where f ∈ Cr+2[0, 1], r = 1, . . . , n.
Corollary 4.2. Let f ∈ Cr+2[0, 1], r = 0, 1, . . . , n. The Durrmeyer operators verify
‖(Mnf)
(r) −Mn−r(f
(r))‖ ≤
r(r + 1)
n+ 2
‖f (r)‖+
n+ 3
4[(n+ 3)2 − r2]
‖f (r+2)‖+ ω
(
f (r),
r(n− r)
(n+ 2)2 − r2
)
.
5. The genuine Bernstein-Durrmeyer operators
The genuine Bernstein-Durrmeyer operators (see [7], [12]) are defined as follows:
Un(f ;x)=(1−x)
nf(0)+ xnf(1)+(n−1)
n−1∑
k=1
(∫ 1
0
f(t)pn−2,k−1(t)dt
)
pn,k(x), f ∈C[0, 1].
These operators are limits of the Bernstein-Durrmeyer operators with Jacobi weights (see [4],
[5], [16]), namely
Unf = lim
α→−1,β→−1
M (α,β)n f.
Theorem 5.1. For the genuine Bernstein-Durrmeyer operators the following property holds:∥∥∥∥ (n+ r − 1)!(n− r)!(n− 1)!n! (Unf)(r) − Un−r(f (r))
∥∥∥∥ ≤ 14 n+ 1(n+ 1)2−r2 ‖f (r+2)‖+ rn+ r ‖f (r+1)‖
+ ω
(
f (r),
r(n− 2− r)
n2 − r2
)
,
where f ∈ Cr+2[0, 1], r = 1, . . . , n− 2.
8
Proof. First,
(n+ r − 1)!(n− r)!
(n− 1)!n!
(Un(f ;x))
(r)
− Un−r
(
f (r);x
)
=
(n+ r − 1)!(n− r)!
(n− 1)!n!
n(n− 1) . . . (n− r + 1)
(n+r−2)(n+ r − 3) . . . n
n−r∑
k=0
pn−r,k(x)
∫ 1
0
pn+r−2,k+r−1(t)f
(r)(t)dt−Un−r
(
f (r);x
)
= (n+ r − 1)
n−r∑
k=0
pn−r,k(x)
∫ 1
0
pn+r−2,k+r−1(t)f
(r)(t)dt − pn−r,0(x)f
(r)(0)− pn−r,n−r(x)f
(r)(1)
− (n− r − 1)
n−r−1∑
k=1
pn−r,k(x)
∫ 1
0
pn−r−2,k−1(t)f
(r)(t)dt
= (n+r−1)pn−r,0(x)
∫ 1
0
pn+r−2,r−1(t)f
(r)(t)dt + (n+ r − 1)pn−r,n−r(x)
∫ 1
0
pn+r−2,n−1(t)f
(r)(t)dt
− pn−r,0(x)f
(r)(0)− pn−r,n−r(x)f
(r)(1) + (n+ r − 1)
n−r−1∑
k=1
pn−r,k(x)
∫ 1
0
pn+r−2,k+r−1(t)f
(r)(t)dt
− (n− r − 1)
n−r−1∑
k=1
pn−r,k(x)
∫ 1
0
pn−r−2,k−1(t)f
(r)(t)dt
= pn−r,0(x)
∫ 1
0
(n+ r − 1)pn+r−2,r−1(t)
(
f (r)(t)− f (r)(0)
)
dt
+ pn−r,n−r(x)
∫ 1
0
(n+ r − 1)pn+r−2,n−1(t)
(
f (r)(t)− f (r)(1)
)
dt
+
n−r−1∑
k=1
pn−r,k(x)
∫ 1
0
[(n+ r − 1)pn+r−2,k+r−1(t)− (n− r − 1)pn−r−2,k−1(t)] f
(r)(t)dt.
It follows that∣∣∣∣
∫ 1
0
(n+ r − 1)pn+r−2,r−1(t)
(
f (r)(t)− f (r)(0)
)
dt
∣∣∣∣ ≤
∫ 1
0
(n+ r − 1)pn+r−2,r−1(t)‖f
(r+1)‖tdt
= ‖f (r+1)‖
r
n+ r
,∣∣∣∣
∫ 1
0
(n+ r − 1)pn+r−2,n−1(t)
(
f (r)(t)− f (r)(1)
)
dt
∣∣∣∣ ≤ ‖f (r+1)‖ rn+ r .
Using Lemma 4.2, we get∫ 1
0
[(n+ r − 1)pn+r−2,k+r−1(t)− (n− r − 1)pn−r−2,k−1(t)] f
(r)(t)dt = An−2,k−1(f
(r))
≤
1
4
‖f (r+2)‖
n+ 1
(n+ 1)2 − r2
+ ω
(
f (r),
r(n− 2− r)
n2 − r2
)
.
Since
n−r−1∑
k=1
pn−r,k(x) ≤ 1, pn−r,0(x) + pn−r,n−r(x) ≤ 1, the proof is completed.
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6. Numerical Results
In this section we will give some numerical examples in order to show the relevance of the
theoretical results.
Example 1. Let f(x) =
1
32pi
{4pix cos(2pix)− pi cos(2pix)− 6 sin(2pix)}, r = 3 and En,r(f ;x) =∣∣∣(Bn(f ;x))(r) −Bn−r(f (r)(x))∣∣∣. In Figure 1 are given the graphs of the functions f (r), Bn−r(f (r))
and (Bnf)
(r) for n = 50 and r = 3. Also, for n ∈ {50, 100, 150} the absolute value of the differences
are illustrated in Figure 2.
Figure 1: Approximation process by
Bn−r(f(r)) and (Bnf)(r)
Figure 2: Error En,r(f ; x), for n ∈
{50, 100, 150}
Example 2. Let f(x) = −
1
4pi2
sin(2pix) −
32
pi2
sin
(
1
4
pix
)
, r = 2 and En,r(f ;x) =∣∣∣(Kn(f ;x))(r) −Kn−r(f (r)(x))∣∣∣. In Figure 3 are given the graphs of the functions f (r), Kn−r(f (r))
and (Knf)
(r) for n = 50 and r = 2. Also, for n ∈ {50, 100, 150} the absolute value of the differences
are illustrated in Figure 4.
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Figure 3: Approximation process by
Kn−r(f(r)) and (Knf)(r)
Figure 4: Error En,r(f ; x), for n ∈
{50, 100, 150}
Example 3. Let f(x) =
1
20
x5 −
3
32
x4 +
13
192
x3 −
3
128
x2, r = 2 and En,r(f ;x) =∣∣∣(Mn(f ;x))(r) −Mn−r(f (r)(x))∣∣∣. In Figure 5 are given the graphs of the functions f (r), Mn−r(f (r))
and (Mnf)
(r) for n = 50 and r = 2. Also, for n ∈ {50, 100, 150} the absolute value of the differences
are illustrated in Figure 6.
Figure 5: Approximation process by
Mn−r(f(r)) and (Mnf)(r)
Figure 6: Error En,r(f ; x), for n ∈
{50, 100, 150}
Example 4. Let f(x) =
1
20
x5 −
17
144
x4 +
7
72
x3 −
1
32
x2, r = 2 and En,r(f ;x) =∣∣∣(Un(f ;x))(r) − Un−r(f (r)(x))∣∣∣. In Figure 7 are given the graphs of the functions f (r), Un−r(f (r))
and (Unf)
(r) for n = 50 and r = 2. Also, for n ∈ {30, 40, 50} the absolute value of the differences
are illustrated in Figure 8.
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Figure 7: Approximation process by
Un−r(f(r)) and (Unf)(r)
Figure 8: Error En,r(f ; x), for n ∈ {30, 40, 50}
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