Characterizing the super-Turing computing power and efficiency of classical fuzzy Turing machines  by Wiedermann, Jiřı́
Theoretical Computer Science 317 (2004) 61–69
www.elsevier.com/locate/tcs
Characterizing the super-Turing computing power
and e%ciency of classical fuzzy
Turing machines
Ji)r*+ Wiedermann
Institute of Computer Science, Academy of Sciences of the Czech Republic, Pod Vodarenskou vez 2,
Prague 8, 182 07,Czech Republic
Abstract
The -rst attempts concerning formalization of the notion of fuzzy algorithms in terms of
Turing machines are dated in late 1960s when this notion was introduced by Zadeh. Recently,
it has been observed that corresponding so-called classical fuzzy Turing machines can solve
undecidable problems. In this paper we will give exact recursion-theoretical characterization of
the computational power of this kind of fuzzy Turing machines. Namely, we will show that
fuzzy languages accepted by these machines with a computable t-norm correspond exactly to the
union
∑0
1 ∪
∏0
1 of recursively enumerable languages and their complements. Moreover, we will
show that the class of polynomially time-bounded computations of such machines coincides with
the union NP ∪ co-NP of complexity classes from the -rst level of the polynomial hierarchy.
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1. Introduction
In recent years we have been witnessing an increased interest in formal models of
computations that go beyond the boundaries of classical computations as stated by the
Church–Turing thesis. This new wave of speculations on “super-Turing” computations
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has been invoked by models of computations that make use of new physical princi-
ples (cf. quantum [3], relativistic [13] or in-nite time computations [5]), of diHerent
computational scenarios (cf. super-recursive [2] or interactive non-uniform evolution-
ary computing [10]) and, last but not least, of a diHerent kind of the underlying logic
of computation. Among the lastly mentioned models attention has also been paid to
formal models of fuzzy computations. The history of this subject goes back to the late
1960s when Zadeh came with his notion of fuzzy algorithms (cf. [14]). In those days
fuzzy variants of Turing machines, Markov algorithms, and -nite automata (cf. [9,14])
have been proposed and also fundamentals of the fuzzy language theory have been
established [7] but, unfortunately, without much attention being paid to the respective
computability and complexity aspects. Since then fuzzy logic has made a tremendous
progress towards its rigor mathematical foundations that, however, was not matched by
a similar progress on the side of the respective computational theory. Recently, building
mostly on the original results by Zadeh and Lee from 1970s and on the modern ap-
proach to the theory of fuzzy logic (cf. [4]) the present author devised a formal model
of fuzzy computations and investigated its recursion-theoretical properties. This model
is represented by the fuzzy Turing machine that is a generalization of the original Lee’s
and Zadeh’s model that corresponds to the present state-of-the-art of fuzzy logic. In
[12] the fuzzy Turing machine has been presented in two variants: one with a so-called
classical acceptance criterion, and the other with a so-called partially computable ac-
ceptance criterion. Surprisingly, the nondeterministic fuzzy Turing machine with the
classical acceptance criterion, patterned Ka la original Lee’s and Zadeh’s design, has
appeared to possess a super-Turing computational power: the respective machines were
able to solve undecidable problems. This was interpreted as a “Law” in the machine’s
design and consequently fuzzy Turing machines with a partially computable acceptance
criterion were designed. The latter machines were shown to satisfy the Church–Turing
thesis and hence they were seen as a further evidence of the invariance of the thesis
w.r.t. the machine architecture with a potential for the practice of fuzzy computing
(cf. [11])
Nevertheless, with the revived interest in super-Turing computing the case of fuzzy
Turing machines with the classical acceptance criterion reappeared: what is the true
computational power of such machines? Answering this question is the subject of
the present paper. The paper brings exact characterization of the computational power
and e%ciency of the fuzzy Turing machines with the classical acceptance criterion.
The computational abilities of such machines are expressed in terms of the union of
fundamental classes from the arithmetical or polynomial hierarchy. This seems to be
the -rst occasion where the e%ciency of a machine model is captured with the help
of such unions.
The de-nition of nondeterministic fuzzy Turing machines with the classical accep-
tance criterion will be recalled in Section 2. In Section 3 the languages accepted by
these machines will be shown to be equivalent to the union of r.e. languages and their
complements whereas in Section 4 the membership of such machines that are polyno-
mially time-bounded in the union NP∪ co-NP will be shown. Section 5 of the paper
contains conclusions.
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2. Preliminaries: classical fuzzy Turing machine
In [12], fuzzy Turing machines are seen as nondeterministic Turing machines with
a fuzzy set of instructions, i.e. to each instruction its so-called membership (or truth)
degree—a number between 0 and 1—in the set of instructions is assigned. Following
each computational path a truth degree of reaching a certain con-guration can be
computed from the truth degrees of individual transitions (instructions) leading to that
con-guration. The formula for composing the resulting value of the truth degree of a
con-guration depends on the de-nition of the so-called t-norm that is given in the next
de-nition.
Denition 2.1. A t-norm is a binary operation ∗ on [0; 1] (i.e. ∗ : [0; 1]2→ [0; 1]) sat-
isfying the following conditions:
(1) ∗ is commutative and associative, i.e., for all x; y; z ∈ [0; 1] we have x ∗ y=y ∗ x
and (x ∗ y) ∗ z= x ∗ (y ∗ z);
(2) ∗ is nondecreasing in both arguments, i.e. x16x2 implies x1 ∗y6x2 ∗y and y16y2
implies x ∗ y16x ∗ y2;
(3) for all x∈ [0; 1] we have 1 ∗ x= x and 0 ∗ x=0.
(Note that we do not require a continuity of the t-norm.) We say that a t-norm is
computable if and only if the operation ∗ is computable, i.e. there is a Turing machine
that, given any -nitely representable elements x and y, computes x ∗ y which again
must be a -nitely representable element. In the case of computable t-norms we will
for simplicity concentrate to the elements of Q (the set of all rational numbers.)
For the sake of simplicity, we will introduce only the de-nition of a single-tape
fuzzy Turing machine since we will be interested only in the recursion-theoretical
characterization of the computational power of such machines or in a characterization
of their time e%ciency which is insensitive, up to a polynomial factor, to the number
of the machine’s tapes.
Denition 2.2. A single-tape fuzzy Turing machine (Fuzzy-NTM) is a nine-tuple F=
(S; T; I; ; b; q0; qf; ; ∗), where
(1) S is the -nite set of states;
(2) T is the -nite set of tape symbols, to be printed on a tape that has a left-most
cell but is unbounded to the right;
(3) I is the set of input symbols; I ⊆T ;
(4)  is the next-move relation which is a subset of S ×T × S ×T ×{−1; 0; 1}. For
each possible move of F there is an element ∈ with =(s1; t1; s2; t2; d). That
is, if the current state is s1 and the tape symbol scanned by the machine’s head is
t1; F will enter the new state s2, the new tape symbol t2 will rewrite the previous
symbol t1, and the tape head will move in direction d. (In the previous relation
symbol −1 (1) denotes a move by one cell to the left (right) and 0 denotes no
move).
(5) b, in T − I , is the blank;
(6) q0 is the initial state;
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(7) qf is the -nal, or accepting state;
(8)  :→ [0; 1] is a function that to each move  assigns the truth degree () of
its membership in ;
(9) ∗ is a t-norm.
Note that the membership degree of ∈ equals the truth degree of the proposi-
tion “ being an element of ”. For =(s1; t1; s2; t2; d)∈ we will de-ne a predicate
(s1; t1; s2; t2; d) and we will say that the truth degree of (s1; t1; s2; t2; h) equals  if
and only if ()= .
The notion of computation is de-ned as usual with the help of instantaneous de-
scriptions (IDs). An instantaneous description Qt of F working on input w at time
t¿0 is a unique description of the machine’s tape, of its state and of the position of
the machine’s head after performing its tth move on input w. If Qt and Qt+1 are two
IDs we will write Qt ≺ Qt+1 and say that Qt+1 is reachable in one step from Qt with
truth degree  if and only if there is a possible move in , with truth degree , leading
from Qt to Qt+1. On input w the machine starts its computation in the respective ini-
tial ID Q0. This is an ID describing the tape holding a string of n input symbols (the
so-called input string, or input word), one symbol per cell starting with the leftmost
cell. All cells to the right of the input string are blank. The head is scanning the left-
most cell and the current state is q0. From the initial ID the computation proceeds to
IDs that are reachable in one step from Q0, etc. If Q0≺0 Q1≺1 Q2 : : : ≺k−1 Qk with
0; : : : ; k−1 ∈M we say that Qk is reachable from Q0.
Next, we establish a relation between the truth degrees of individual moves and
those of achieving individual IDs. In order to do so note that, intuitively, within
the propositional calculus belonging to the respective t-norm, for a particular move
=(s1; t1; s2; t2; h)∈ its membership degree = () can be interpreted as the truth
degree of the proposition “at each time t, when the machine is in state s1, its head
is scanning the ith cell with symbol t1, the machine will subsequently enter state s2,
rewrite the scanned symbol by t2 and move its head in direction h”. Then, this truth
degree can be extended to any ID of F reachable from its initial ID as follows.
Let, Qt be reachable from Q0 in t steps via a computational path Q0≺0 Q1≺1 Q2 : : :
≺t−1 Qt , with 0; : : : ; t−1 ∈M , let D((Q0; Q1; : : : ; Qt)) denote the truth degree of the
proposition “after t steps, starting from Q0 and proceeding along the computational
path Q0≺0 Q1≺1 Q2 : : : ≺t−1 Qt , the instantaneous description of F is Qt”. The
corresponding evaluation function D is de-ned as
D((Q0; Q1; : : : ; Qt)) =
{
1; t = 0;
D((Q0; Q1; : : : ; Qt−1)) ∗ t−1; t ¿ 0:
Thus, the above-mentioned truth degree is being “adjusted” along any computational
path with the help of the respective t-norm which acts as the truth function of the
(strong) conjunction (cf. [4]). Due to nondeterminism it may happen that Qt is reach-
able from Q0 via diHerent computational paths. Therefore, the ‘path independent’ truth
degree d(Qt) of the proposition “after t steps, starting from Q0 the ID of F is Qt”
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is de-ned as
d(Qt) = max{D((Q0; Q1; : : : ; Qt))};
where the maximum is taken over all computational paths leading from Q0 to Qt .
A sequence Q0; Q1; : : : ; Qq of IDs is called an accepting sequence of IDs of F on
input w, if and only if Q0 is an initial ID on input w; Qi−1≺i Qi for 16i6q, and
Qq is an accepting ID (i.e. such ID that contains the -nal state qf). If an accepting
ID Qq is reachable from q0 on input w we say that w is accepted with truth degree
d(Qq).
Now we are in a position to de-ne the acceptance criterion for a fuzzy Turing
machine. We will consider the original criterion from the earliest papers by Lee, Santos
and Zadeh from the 1970s (cf. [7,9,14]). For further purposes we will refer to this
criterion as to a classical acceptance criterion.
A Fuzzy-NTM works as a (fuzzy) language acceptor as follows. The tape symbols
of the machine include the alphabet of the language called the input symbols, a special
symbol blank, denoted b, and perhaps other symbols.
Denition 2.3 (The classical acceptance criterion). Let F=(S; T; I; ; b; q0; qf; ; ∗) be
a Fuzzy-NTM. The input string w is accepted with truth degree e(w) by F if and only
if
• there exists an accepting ID reachable from the initial ID Q0 on input w;
• e(w)= maxQ {d(Q)|Q is an accepting ID reachable from Q0}.
In [12] it was proved that the previous de-nition is sound—i.e. that the maximum
e(w) of truth degrees of accepting IDs over all accepting paths (if there is at least
one) exists for any t-norm (which is not obvious for t-norms and fuzzy computations
leading to evaluations of accepting IDs with an in-nite number of truth degrees).
Let us now proceed to the de-nition of fuzzy languages. The idea is to de-ne a fuzzy
language as a fuzzy set of words. That is, each word from the respective language
belongs to it with a certain membership grade which is a real number between 0
and 1. This de-nition can be found already in [7], which seems to be the -rst paper
dealing with formal fuzzy languages. If such a language is recognized by fuzzy Turing
machines then the membership grade of each accepted word is equal to its acceptance
truth degree.
Denition 2.4. The fuzzy language accepted by F is the fuzzy set of ordered pairs
L(F)= {(w; e(w))|w is accepted by F with truth degree e(w)}.
The class of all fuzzy languages accepted by classical fuzzy Turing machines with
computable t-norms is denoted as .
Function e in the context mentioned above is also called membership function of
L(F). Observe that in De-nition 2.4 only the maximum of the acceptance degrees of
accepted words is considered. It is important to realize that F does not “print” the
truth degree e(w) corresponding to the accepted word w. In fact, this would also be
principally impossible due to the fact that truth degrees are in general real numbers
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or that operation “∗” may not be computable. Rather, this truth degree is only de<ned
by De-nition 2.3, but not computed by F. In the next section we prove that in gen-
eral it must be so since fuzzy Turing machines with the classical acceptance criterion
(called classical fuzzy Turing machines hereafter) can also recognize some nonre-
cursively enumerable languages, i.e., languages with a noncomputable characteristic
function.
Note that in the case when ()= 1 for all ∈ the classical Fuzzy-NTM
equals the standard NTM as de-ned, e.g. in [6]. Such a machine is also called a crisp
Turing machine. The languages accepted by the crisp machines are called crisp
languages.
3. The power of classical fuzzy Turing machines
Now we aim at a characterization of the power of fuzzy computing in classical
recursion-theoretical terms. We will make use of the -rst level of the arithmetical hi-
erarchy, i.e., of r.e. languages (class
∑0
1) and their complements (class
∏0
1). Our -nal
goal is to prove that =
∑0
1 ∪
∏0
1. In order to do so we will build upon the obser-
vation from [12] that there exist classical Fuzzy-NTMs that recognize r.e. languages
with truth degree one and their complements with truth degree less than one. While
in [12] this was proved only for the case of the diagonal language K, the following
theorem deals with any language from
∑0
1 ∪
∏0
1.
Theorem 3.1.
∑0
1 ∪
∏0
1 ⊆.
Proof (Sketch). Let L∈ ∑01 ∪ ∏01. Then either L∈ ∑01 or L∈ ∏01. In the -rst case,
there is a crisp machine M recognizing L. We will show that then for each constant
06c¡1 there is a classical FTM F such that w∈L if and only if w is accepted by
F with truth degree 1 (i.e. (w; 1)∈L(F)) and w =∈L if and only if (w; c)∈L(F). For
any t-norm and any 06c¡1 design F as follows. In F, unless otherwise stated, all
instructions will have truth degree 1. On input w F makes a nondeterministic branch.
One path then leads to the simulation of M . Here, when an accepting state of M is
reached F enters an accepting state q with truth degree 1. The other path leads directly
to an accepting state r with truth degree c. Clearly, if w∈L then both q and r are
reached, but thanks to the classical acceptance criterion w will be accepted in q with
truth degree 1, that is, (w; 1)∈L(F). If w =∈L(F) then no accepting state except of r
will be reached and therefore in this case (w; c)∈L(F).
If L∈ ∏01 then VL∈ ∑01 and again, there is a machine VM recognizing VL. Similarly,
as before one can show that then for each constant 06c¡1 there is a classical FTM G
such that w∈ VL if and only if w is accepted by G with truth degree 1 (i.e. (w; 1)∈L(G))
and w =∈ VL if and only if (w; c)∈L(G). That is, w =∈L if and only if (w; 1)∈L(G) and
w∈L if and only if (w; c)∈L(G).
All together we proved that for any L∈ ∑01 ∪ ∏01 there is a corresponding fuzzy
language in  what shows the containment we were after.
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Next, we formulate and prove a reverse inclusion to that from the previous theorem.
Theorem 3.2. ⊆ ∑01 ∪ ∏01.
Proof (Sketch). We show that for any classical fuzzy Turing machine F=(S; T; I; ; b;
q0; qf; ; ∗) with a computable t-norm there exist crisp languages L1 ∈
∑0
1 and L2 ∈
∏0
1
such that (w; d)∈L(F) if and only if w#d∈L1 ∩L2 ∈
∑0
1 ∪
∏0
1, for any w∈ (I−{#})∗
and #∈T .
Let F , a nondeterministic machine, be a “defuzzi-ed”, crisp version of F, that is,
in F all instructions have membership degree 1. Let AIDF(w) denote the set of all
accepting IDs of F on input w, let e be the evaluation function that to each ID as-
signs its truth degree. Consider the commutative ordered semigroup G= 〈[0; 1]; ∗;6〉,
where ∗ is a t-norm. Let I = {1¡2¡ · · ·¡k}⊂ [0; 1]⊂Q be the set of instruction
membership degrees, i.e. the range of  from De-nition 2.2, let G(I) be a subsemi-
group of G generated by I . Syntactically, the elements of G(I) are formed by “prod-
ucts” (via operator ∗ de-ning the t-norm) of elements of I that can be seen as tuples
with entries from I . De-ne language L1 = {w#d|∃a∈AIDF(w): e(a)=d∈G(I)} and
L2 = {w#d| ∀a∈AIDF(w): e(a)6d∈G(I)}. Now it is almost obvious that L1 ∈
∑0
1
and L2 ∈
∏0
1. In order to see the -rst claim consider a nondeterministic crisp ma-
chine M1 that on input w#d -rst guesses the tuple representation of d, calculates its
numerical value (this is possible thanks to the assumption of computability of the t-
norm) and veri-es whether d∈G(I). Then M1 guesses a and simulates F on w to
see whether a∈AIDF(w) and whether e(a)=d. To see the second claim, consider a
nondeterministic crisp machine M2 that accepts VL2 = {w#d|∃a∈AIDF(w): e(a)¿d}.
By similar arguments as before VL2 ∈
∑0
1 and therefore L2 ∈
∏0
1. Finally, it is clear
that (w; d)∈L(F)⇔w#d∈L1 ∩L2 since the last condition is but a reformulation of
conditions for F to accept w with truth degree d according to the classical acceptance
criterion (see De-nition 2.3).
The following corollary is a direct consequence of both previous theorems. It com-
pletely characterizes the computations of classical fuzzy Turing machines.
Corollary 3.1. =
∑0
1 ∪
∏0
1.
4. The e#ciency of classical fuzzy Turing machines
It appears that in addition to a recursion-theoretic characterization of the compu-
tational power of classical fuzzy Turing machines in terms of classes in arithmetical
hierarchy also a characterization of their computational e%ciency in terms of classical
complexity classes can be given. With this goal in mind we need a de-nition of time
complexity and that of corresponding complexity classes, for a classical fuzzy Turing
machine.
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Denition 4.1. Let F be a classical Fuzzy-NTM, let LF be the language recognized
by F. We say that F is of time complexity T (n) if for all n and all inputs of length
n F accepts all words from LF of length n making use of at most T (n) steps.
Denition 4.2. Fuzzy-NTM (Time(T (n))) denotes the class of all fuzzy languages rec-
ognized by a classical Fuzzy-NTM in time T (n). Especially, Fuzzy-NP denotes the
class of all fuzzy languages recognized by a classical Fuzzy-NTM in polynomial time.
Now we will characterize the e%ciency of polynomially time-bounded classical
Fuzzy-NTMs by relating them to the machines from class NP and co-NP, respec-
tively, which at the same time represent the -rst level of the polynomial hierarchy
(cf. [1]).
Theorem 4.1. Fuzzy-NP=NP∪ co-NP= ∑P1 ∪∏P1.
Proof (Sketch). The proof mirrors the proofs of Theorems 3.1 and 3.2 with Fuzzy-NP
corresponding to , NP to
∑0
1 and co-NP to
∏0
1. One must only additionally argue
that all machines involved in simulations are of polynomial time complexity, but this
is obvious.
Note the analogy between our results that hold for the cases of unbounded and
polynomially time-bounded computations that correspond to products of the -rst classes
of arithmetical and polynomial hierarchy, respectively.
5. Conclusion
The computational power of classical fuzzy Turing machines surpasses that of the
crisp machines. Their membership in class
∑0
1 ∪
∏0
1 is due to their acceptance criterion
in which the ability to solve the halting problem is indirectly assumed. From the
viewpoint of classical computation this criterion is undecidable. A similar story repeats
itself within the class of polynomially time-bounded classical fuzzy computations: the
additional power that boosts Fuzzy-NP onto the level of class NP∪ co-NP is given by
the ability of classical fuzzy Turing machine to accept also complements of languages
from NP. From a computational point of view classical fuzzy Turing machines represent
interesting case w.r.t. the computational mechanism that diHers from mechanisms of
other super-Turing machines known until now. Our results bring into the foreground the
union of classes
∑0
1 ∪
∏0
1 and NP∪ co-NP that, as it seems, so far have not appeared
in computability or complexity estimation of a particular computational model.
Acknowledgements
The author is grateful to Mark Burgin both for his encouragement to return to
the problematics of classical fuzzy Turing machines and his comments on the earlier
version of the paper.
J. Wiedermann / Theoretical Computer Science 317 (2004) 61–69 69
References
[1] J. Balc*azar, J. D*+az, J. Gabarr*o, Structural Complexity I, 2nd Edition, Springer, Berlin, 1995.
[2] M. Burgin, How we know what technology can do, Comm. ACM 44 (11) (2001) 82–88.
[3] D. Deutsch, Quantum theory, the Church–Turing principle and the universal quantum computer, Proc.
Roy. Soc. London Ser. A A400 (1985) 97–117.
[4] P. H*ajek, Metamathematics of Fuzzy Logic, Kluwer Academic Publishers, Dordrecht, 1998.
[5] J.D. Hamkins, In-nite time Turing machines, Minds Mach. 12 (2002) 521–529.
[6] J.E. Hopcroft, J.D. Ullman, Introduction to Automata Theory, Languages, and Computation,
Addison-Wesley Publishing Company, Reading, MA, 1979, 417pp.
[7] E.T. Lee, L.A. Zadeh, Note on fuzzy languages, Inform. Sci. 1 (4) (1969) 421–434.
[8] H. Rogers Jr., Theory of Recursive Functions and EHective Computability, McGraw-Hill, New York,
1967.
[9] E. Santos, Fuzzy algorithms, Inform. and Control 17 (1970) 326–339.
[10] J. van Leeuwen, J. Wiedermann, The Turing machine paradigm in contemporary computing, in:
B. Enquist, W. Schmidt (Eds.), Mathematics Unlimited—2001 and Beyond, Springer, Berlin, 2001,
pp. 1139–1155.
[11] J. Wiedermann, Fuzzy neuroidal nets and recurrent fuzzy computations, Neural Network World 11 (6)
(2001) 675–686.
[12] J. Wiedermann, Fuzzy Turing machines revised, Inform. and Comput. 21 (2002) 1–13.
[13] J. Wiedermann, J. van Leeuwen, Relativistic computers and nonuniform complexity theory. in: C.S.
Calude, M.J. Dineen, F. Peper (Eds.), Unconvential Models of Computation (UMC’2002), Lecture
Notes in Computer Science, Vol. 2509, Springer, Berlin, 2002, pp. 287–299.
[14] L.A. Zadeh, Fuzzy algorithms, Inform. and Control 12 (2) (1968) 94–102.
