The decision-theoretic approach to statistics and econometrics explicitly specifies a set of models under consideration, a set of actions available to the analyst, and a loss function (or, equivalently, a utility function) that quantifies the value to the decisionmaker of applying a particular action when a particular model holds. Decision rules, or procedures, map data into actions, and can be evaluated on the basis of their expected loss.
A decision rule or procedure d(z) maps observations on Z into actions. In some cases, it is useful to allow for randomization over the actions. A randomized decision rule is a mapping from observations into probability measures over the action space. A simpler, usually equivalent formulation is to consider rules d(z, u) which are allowed to depend on the observed value z and the value u of a random variable U, distributed standard uniform independently of Z. Ordering decision rules In general, there are many admissible decision rules, which may do well in different parts of the parameter space. Thus, while the admissibility criterion eliminates obviously inferior rules, it may not provide concrete guidance on how to 'solve' the decision problem. Additional criteria can help by providing a sharper partial ordering of decision rules. One way to rank decision rules is to average their risk over the parameter space. Let P be a probability measure on Y. The Bayes risk of a decision rule d is rðP; dÞ ¼ Z Rðy; dÞdPðyÞ:
A rule is a Bayes rule if it minimizes this weighted average risk. Let the probabilities P y have densities p y with respect to some dominating measure, and let the prior P have density p. Typically, a Bayes rule can be implemented by choosing, for any given observed data z, the action that minimizes the posterior expected loss Z Lðy; aÞdPðyjzÞ;
where P(y|z) is the posterior distribution with density
There is a close connection between the admissible rules and the Bayes rules. If the parameter set is finite, a Bayes rule for a prior that places positive probability on every
