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Chapitre 1
Introduction
L’explosion d’Ariane 5 lors de son vol inaugural [L+96], la chute de l’in-
dice de la bourse de Vancouver dans les années 80 [MV99], la défaillance d’un
missile Patriot lors de la première guerre du Golfe [Inf92] sont quelques-uns des
nombreux exemples de problèmes informatiques aux conséquences parfois dra-
matiques. Dans certains cas, il s’agit d’une opération qui renvoie une valeur trop
grande pour être stockée dans les registres, provoquant un comportement excep-
tionnel du programme. Dans d’autres cas, de petites erreurs de calcul s’accumulent
au cours du temps et font progressivement diverger les valeurs du programme des
valeurs idéales.
Ces problèmes n’ont pas été causés par un facteur extérieur : il n’y a pas eu
de défaillance matérielle ou de rayon cosmique pour venir perturber les calculs.
Le comportement de ces applications était conforme à leur implantation. Le pro-
blème réside donc en amont, au niveau de la conception. À l’heure où logiciels et
matériels informatiques s’immiscent dans tous les domaines, il devient donc indis-
pensable de garantir qu’une application fait bien ce qu’on attend d’elle. Une norme
internationale [ISO05] propose différents niveaux (Evaluation Assurance Level)
décrivant le soin apporté durant la conception d’un système. Le niveau le plus sûr,
EAL 7, est accordé à condition que le logiciel/matériel ait non seulement été testé
mais qu’en plus ses parties critiques aient été vérifiées formellement, c’est-à-dire à
l’aide de méthodes mathématiques.
Cette norme est principalement conçue pour évaluer les composants qui jouent
un rôle en matière de sécurité informatique (systèmes d’exploitation, pare-feux,
etc). Mais cette obligation d’une vérification formelle pourrait être étendue aux
applications qui effectuent des calculs numériques. Il est en effet indispensable de
s’assurer que le résultat calculé par l’application répond bien au problème posé par
l’utilisateur, au moins dans une certaine mesure. L’arithmétique d’intervalles est
une des approches possibles : elle fournit des algorithmes et méthodes permettant
de calculer des bornes rigoureuses sur des solutions approchées (erreur et valeur
calculée) [Moo79, JKDW01].
Une autre approche consiste à effectuer une certification statique de l’applica-
1
2 CHAPITRE 1. INTRODUCTION
tion. Le développeur apporte la preuve que les résultats calculés sont toujours en
accord avec les spécifications et qu’il n’y a donc pas besoin de recourir à des mé-
thodes robustes pour l’exécution de l’application. Même s’il est de plus en plus em-
ployé, ce type de certification formelle constitue un travail long, pénible et propice
aux erreurs, à cause de la complexité des applications à traiter. L’outil informatique
pourrait automatiser une part importante de ce travail et certifier formellement les
applications effectuant des calculs numériques. Cette thèse décrit les méthodes dé-
veloppées pour le logiciel Gappa1 afin qu’il accomplisse ce travail de certification.
Même si nous nous plaçons ici dans le domaine de la certification statique, cela
ne signifie pas pour autant que l’arithmétique d’intervalles est abandonnée. Elle est
en effet utilisée, non pas dans le programme à certifier, mais dans l’outil qui sert à le
certifier. Son emploi garantit que l’outil ne s’est pas fourvoyé. En adaptant certaines
de ses méthodes, elle permet même de générer un certificat formel prouvant que le
programme se comportera correctement. L’un des enjeux de cette thèse consiste à
sélectionner les méthodes de l’arithmétique d’intervalles suffisamment puissantes
pour traiter des applications numériques tout en étant suffisamment simples pour
ne pas être un frein à la construction des certificats de ces applications.
1.1 Certification de codes numériques
Les programmes considérés ici sont des codes effectuant des calculs numé-
riques avec des arithmétiques approchées. Ces codes calculent des valeurs sans
que leur flot d’exécution ne soit perturbé. Structures conditionnelles, terminaison
des boucles, validité des accès mémoire sont laissées à l’analyse d’outils de certi-
fication plus généralistes [Fil03, vdBJ01]. Les portions de programme qu’il reste à
analyser après le traitement de ces outils ne contiennent que des opérateurs arith-
métiques et sont généralement qualifiées de Straight-Line Programs. Elles sont
représentables par des graphes dirigés acycliques dont les nœuds sont des opéra-
teurs arithmétiques. Afin de coller au comportement du programme tel qu’il sera
exécuté sur un processeur, ces opérateurs ne sont pas les opérateurs théoriques qui
calculent en précision infinie mais bien les opérateurs tels qu’ils sont implantés en
matériel. En particulier, la précision des formats numériques utilisés est limitée et
chaque valeur calculée est donc potentiellement entachée d’une erreur d’arrondi.
1.1.1 Bornes de variables et comportements invalides
Ces erreurs produites au cours du programme risquent de progressivement s’ac-
cumuler et de faire diverger les valeurs calculées des valeurs théoriques. À force
de diverger, ces valeurs peuvent se retrouver hors des domaines prévus, condui-
sant ainsi à des divisions par zéro ou des racines carrées de nombres négatifs par
exemple. Les valeurs peuvent aussi augmenter démesurément, franchissant alors
1Gappa est l’acronyme de « Génération Automatique de Preuves de Propriétés Arithmétiques ».
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le seuil des valeurs représentables par le format numérique et provoquant des dé-
passements de capacité. Certaines fonctions du programme peuvent aussi avoir des
pré-conditions qui sont vérifiées quand les calculs sont effectués en précision infi-
nie mais pas quand ils sont perturbés par les erreurs.
Pour garantir que ces différents problèmes ne risquent pas de se produire, il
faut pouvoir prouver que chacune des valeurs calculées satisfait les contraintes de
domaine qu’imposent les parties du programme qui utilisent cette valeur. Considé-
rons la fonction en langage C décrite par le code 1.1.
Code C 1.1 Exemple de fonction avec précondition
float f(float x) {
assert(0 <= x && x <= 1);
float y = x * (1 - x);
return sqrt(0.25 - y);
}
Cette fonction f prend en argument un flottant simple précision x. L’assertion
à son début spécifie que x est compris entre 0 et 1. La fonction calcule ensuite la
valeur de y ; il s’agit du flottant x ⊗ (1 	 x). Ce ne sont pas ici la multiplication
et la soustraction sur les nombres réels ; il s’agit d’opérateurs spécifiques liés à
l’arithmétique flottante et à la précision limitée de ses nombres. Alors que l’on sait
que 14 − x · (1 − x) = (x − 12)2 est positif ou nul pour toute valeur de x, il n’y
a a priori aucune garantie que le nombre dont la fonction prend la racine carrée
le soit. En particulier, quand x prend des valeurs aux alentours de 0.5, le nombre
x ⊗ (1 − x) pourrait valoir strictement plus de 0.25 à cause des erreurs d’arrondi
qui entachent les deux opérations approchées.
Pour garantir qu’aucun comportement exceptionnel ne se produit dans la fonc-
tion f , il faut prouver qu’elle ne cherchera pas à prendre la racine d’un nombre
négatif. Si l’on note F l’ensemble des nombres flottants simple précision, cela re-
vient à la proposition logique suivante :
∀x ∈ F, 0 ≤ x ≤ 1 ⇒ 0.25	 (x⊗ (1	 x)) ≥ 0.
Dans cet exemple, la certification du bon comportement d’une fonction a été
ramenée à la preuve d’une proposition contenant des encadrements d’expressions
arithmétiques. Ce genre de proposition est à la base des certifications que Gappa
réalise.
1.1.2 Erreurs numériques
Comme le montrent certains exemples de programmes au comportement numé-
rique imprévu, les variables sortant de leur domaine ne sont pas les seules causes de
défaillances. Il peut aussi arriver que la valeur calculée soit tellement éloignée de la
valeur espérée qu’elle provoque des réactions inattendues. Ces écarts peuvent être
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attribués à plusieurs causes. Il y a les erreurs de méthode, au sens large, liées aux
différences entre le problème réel et l’algorithme employé pour le résoudre. Des
erreur d’approximations sont introduites quand on simplifie certaines des quantités
de l’algorithme, par exemple les constantes afin de les stocker. L’erreur d’arrondi
est l’erreur commise à l’exécution du programme parce que l’arithmétique em-
ployée n’est pas celle des nombres réels.
La frontière entre ces catégories n’est pas toujours très nette et leurs dénomi-
nations sont variables suivant les auteurs. Elles vont juste servir à préciser le cadre
dans lequel ma thèse se situe. L’outil Gappa est spécialement conçu pour traiter les
erreurs d’approximation et d’arrondi.
Toutes ces erreurs seront représentées soit sous forme absolue soit sous forme
relative. Si l’on note x une valeur idéale et x˜ une valeur qui en est une approxima-
tion, par exemple la valeur effectivement calculée par le programme, alors l’erreur
absolue est définie par x˜− x tandis que l’erreur relative est définie par x˜−xx .
Si l’on reprend la fonction exemple précédente, prouver que l’erreur absolue
commise entre la valeur calculée y et la valeur idéale x · (1 − x) ne dépasse pas
3 · 2−27 se ramène à prouver la proposition logique
∀x ∈ F, 0 ≤ x ≤ 1 ⇒ |x⊗ (1	 x))− x · (1− x)| ≤ 3 · 2−27.
1.2 L’outil Gappa
Une première approche pour montrer la proposition précédente serait de véri-
fier que son corps est vrai pour chaque valeur possible de la variable x. Une telle
approche est par exemple employée dans la preuve de petits opérateurs arithmé-
tiques implantés en matériel [DdD05]. Le nombre de valeurs distinctes de x est de
l’ordre de 230 et il est possible de réaliser un test exhaustif en un temps raisonnable.
Mais il suffit que x soit un argument en double précision et il y a alors 262
valeurs à considérer. Si la fonction prend plusieurs arguments, ce nombre explose
à nouveau. Il n’est alors plus possible d’effectuer un test exhaustif de toutes les va-
leurs. Des méthodes statistiques peuvent dans ce cas être employées. Elles n’offrent
cependant qu’une estimation et non une garantie de la fiabilité du programme. Elles
n’excluent pas la présence d’un comportement incorrect du programme aux consé-
quences inacceptables.
Gappa ne cherche pas à vérifier que la proposition est vraie pour chacune des
entrées prise séparément, mais considère des intervalles de valeurs dans leur en-
semble et vérifie que la proposition y est satisfaite. Cette proposition logique peut
aussi bien couvrir des problèmes de bornes de variables que des questions d’erreur
numérique, permettant ainsi à l’outil de participer à la certification de programmes
numériques.
Un script soumis à Gappa se décompose en trois parties. La première partie
fournit du sucre syntaxique permettant de définir aisément les expressions qui ap-
paraissent dans la proposition logique. La deuxième partie, encadrée par une paire
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d’accolades, est la description de cette proposition logique dont Gappa doit véri-
fier la validité. La troisième partie permet quant à elle de fournir des indications
sur les méthodes à employer pour prouver la proposition logique au cas où l’outil
échouerait.
Voici un premier exemple de script, il demande simplement à Gappa de prouver
que la somme de deux nombres dans [1, 2] et [3, 4] est compris entre 3 et 7 :
{ x in [1,2] /\ y in [3,4] -> x + y in [3,7] }
Dans l’exemple précédent, les termes x et y n’ont pas été définis auparavant et
sont donc considérés par l’outil comme étant des variables universellement quanti-
fiées sur l’ensemble R des nombres réels. Les encadrements à gauche du symbole
d’implication -> correspondent aux deux hypothèses. Celui à droite est le but à
atteindre. Si un point d’interrogation est utilisé à la place de l’intervalle, Gappa
cherche un encadrement pour lequel il est capable de trouver une preuve de la
proposition. Il répond ici x+ y ∈ [4, 6].
{ x in [1,2] /\ y in [3,4] -> x + y in ? }
Dans les deux cas, Gappa génère une preuve formelle de la propriété qu’il a cal-
culée. Cette preuve du comportement numérique du programme peut être automa-
tiquement vérifiée par un assistant de preuves tel que Coq [BC04]. Elle peut aussi
être insérée au sein d’une preuve plus générale, preuve qui prendrait en compte non
seulement les erreurs de calcul, mais aussi la terminaison des boucles, la validité
des accès mémoire, etc.
Ce premier exemple de script ne contenait qu’une simple proposition. Consi-
dérons maintenant le script 1.1 associé aux propositions concernant la fonction f
du code C 1.1. Les quatre premières lignes définissent un mode d’arrondi et les
valeurs manipulées : y est la valeur calculée tandis que z est la valeur idéale. Puis
vient la proposition à prouver : sachant que x est compris entre 0 et 1, la variable
y est dans l’intervalle [0, 14 ] tandis que l’erreur |y − z| commise est inférieure à
3 ·2−27. Finalement, les deux dernières lignes donnent des indices à Gappa sur une
façon de prouver la proposition : le premier précise que z prend les mêmes valeurs
que 14 − (x − 12)2 et le second indique à l’outil qu’une étude par cas sur x permet
d’obtenir des encadrements de y et |y − z|.
Script Gappa 1.1 Exemple x⊗ (1	 x)
@rnd = float< ieee_32, ne >;
x = rnd(xx);
y rnd= x * (1 - x);
z = x * (1 - x);
{ x in [0,1] -> y in [0,0.25] /\ |y - z| <= 3b-27 }
z -> 1/4 - (x - 1/2) * (x - 1/2);
y, |y - z| $ x;
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1.3 Positionnement
Le travail de cette thèse se situe au confluent de plusieurs domaines. En parti-
culier, on y retrouve des éléments de certification formelle de codes arithmétiques,
de calcul automatique de l’erreur d’arrondi et de certification automatique de pro-
grammes. Les paragraphes ci-après regroupent quelques travaux notables dans ces
domaines.
1.3.1 Certification formelle de codes arithmétiques
Les normes décrivant l’arithmétique à virgule flottante (IEEE-754 principale-
ment, mais aussi IEEE-854) ont été spécifiées dans divers formalismes : pour la
méthode Z [Bar89], pour les assistants de preuve HOL et PVS [CM95], pour l’as-
sistant HOL Light [Har99], etc. L’arithmétique à virgule fixe a elle aussi fait l’objet
de formalisations [ATD05]. Ces spécifications constituent les fondations sur les-
quelles on peut s’appuyer pour certifier des applications utilisant des arithmétiques
approchées.
On peut relever quelques exemples de travaux basés sur ces spécifications.
L’unité des processeurs AMD consacrée aux calculs flottants a ainsi été formel-
lement certifiée en ACL2 [MLK98, Rus00]. L’implantation en micro-code des al-
gorithmes de division et de racine carrée en virgule flottante a, en particulier, été
prouvée correcte. D’autres processeurs généralistes ont eux aussi fait l’objet de cer-
tifications formelles [KK03, SG02]. On peut même trouver des certifications d’uni-
tés flottantes complètes qui descendent jusqu’au niveau de la porte logique [JB05].
Comme exemple d’algorithme de plus haut niveau, on trouve un calcul appro-
ché de la fonction exponentielle en HOL Light [Har97]. Le formalisme employé
pour sa certification fournit cette fois des primitives de haut niveau : l’algorithme a
été décrit dans un langage impératif disposant directement des opérations flottantes
d’addition et de multiplication.
Ces différents travaux ont eu pour but la certification d’algorithmes précis. On
peut relever une approche orthogonale dans l’action de recherche coopérative inti-
tulée Arithmétique des Ordinateurs Certifiée. L’objectif était cette fois d’explorer
un grand nombre de propriétés mathématiques associées à une formalisation gé-
nérique de l’arithmétique flottante. La bibliothèque Coq qui en a résulté [DRT01,
Bol04] permet de garantir la validité de méthodes parfois subtiles employées en
calcul flottant.
1.3.2 Calcul automatique de l’erreur d’arrondi
La certification d’un algorithme numérique, tel le calcul de l’exponentielle
mentionné ci-dessus, nécessite de repérer les erreurs d’arrondi liées aux opéra-
tions approchées, de les propager le long des calculs et de borner leur influence
globale. Parmi les outils capables de manipuler automatiquement ces erreurs, on
peut relever Fluctuat [PGM04]. Il effectue une analyse statique d’un programme
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en représentant à l’aide d’une série formelle la contribution de chacune des erreurs
d’arrondi à l’erreur globale qui entache un résultat calculé. L’approche employée
permet de traiter les boucles et exécutions conditionnelles d’un programme. Les
résultats d’un tel outil ne sont cependant pas réutilisables au sein d’une certifica-
tion formelle. Par conséquent, en l’absence d’un outil tel que Gappa, les calculs de
bornes d’erreur devaient être effectués à la main pour pouvoir certifier formelle-
ment la correction des algorithmes.
Réaliser une analyse statique est l’approche la mieux adaptée pour certifier un
programme, mais elle est en fait peu employée pour l’arithmétique flottante. De
nombreux outils sont ainsi conçus pour transformer un programme afin qu’une es-
timation de l’erreur d’arrondi commise soit calculée à l’exécution. Le programme
peut ainsi être enrichi pour fournir une borne fiable sur le résultat final en propa-
geant des bornes d’erreur au cours du calcul [BFS01]. Une autre approche consiste
à effectuer plusieurs le même calcul en variant les méthodes d’arrondi des résul-
tats intermédiaires ; cela fournit une estimation statistique de la précision du résul-
tat [Che95]. Une dernière approche consiste à estimer l’erreur globale en calculant
précisément l’erreur commise à chaque étape ; cette estimation peut alors être ré-
introduite à la fin du calcul pour compenser l’erreur commise et ainsi améliorer
la précision du résultat [Lan00]. Certaines de ces approches permettent d’obtenir
des programmes au comportement certifiés, mais au prix d’une modification des
algorithmes qu’ils implantent.
1.3.3 Certification automatique de programmes
Les calculs numériques et l’erreur qu’ils causent ne constituent qu’une part
de l’exécution d’un programme. Une certification complète doit aussi prendre en
considération les accès mémoire, les structures de contrôle et les interactions avec
l’extérieur. Il existe plusieurs architectures de certification capables de générer des
obligations de preuve à partir du code d’un programme. Ces architectures sont gé-
néralement dédiés à un langage particulier, Java par exemple [vdBJ01]. On peut
cependant relever le cas de Why [Fil03] qui fournit un formalisme de bas niveau
dans lequel plusieurs langages de programmation peuvent être exprimés ; les obli-
gations de preuve générées à partir des assertions, pré-conditions et post-conditions
du programme peuvent ensuite vérifiées à l’aide de divers assistants de preuve.
Ces outils sont cependant restreints au calcul entier et ne permettent pas pour
l’instant d’attaquer des programmes flottants : il leur manque la notion de calcul
approché. Parmi les résultants intéressants en arithmétique entière, on trouve une
certification de l’algorithme de racine carrée de GMP par le biais d’obligations de
preuve en Coq [BMZ02].
1.4 Plan du document
Les trois premiers chapitres sont consacrés au formalisme employé dans Gappa.
Le chapitre 2 indique comment la preuve de propositions logiques concernant des
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nombres réels est ramenée à des calculs sur des intervalles et quelles sont les pro-
priétés de l’arithmétique d’intervalles employée. L’utilisation de cette arithmétique
présente cependant un certain nombre de difficultés liées aux corrélations entre ex-
pressions manipulées. Le chapitre 3 présente des méthodes pour modérer l’impact
d’une perte de corrélation. Les plus importantes d’entre elles sont basées sur la
réécriture des expressions d’erreurs absolus et relatives. Afin de pouvoir traiter
des propriétés sur des programmes, le formalisme de Gappa ne peut pas se limiter
aux nombres réels. Le chapitre 4 l’étend aux ensembles discrets sur lesquels les
programmes effectuent leurs calculs approchés. Ces ensembles sont traités par le
biais d’opérateurs d’arrondi et de prédicats exprimant la précision des résultats des
calculs approchés.
Viennent ensuite des considérations plus appliquées. Le chapitre 5 détaille les
particularités liées à l’utilisation par l’outil des notions décrites aux chapitres pré-
cédents : propositions logiques, graphes de preuves, bissections et réécritures. Le
chapitre 6 s’intéresse à l’utilisation des certificats produits par Gappa, et en parti-
culier à leur interaction avec les assistants de preuves. Ces derniers doivent en effet
pouvoir les interpréter en un temps raisonnable, ce qui oblige l’outil à en générer
des versions simplifiées.
Le chapitre 7 présente quelques utilisations typiques de Gappa dans le domaine
de la certification de fonctions élémentaires en arithmétique flottante. Les spécifi-
cations de ces fonctions fixent généralement l’erreur maximale qui peut exister
entre les résultats calculés par leur implantation et les valeurs des fonctions mathé-
matiques idéales ; Gappa est donc particulièrement adapté à leur certification. Le
chapitre 8 décrit une méthode pour construire des filtres robustes en virgule flot-
tante pour des prédicats géométriques homogènes. Elle est dérivée des concepts à
la base de Gappa et met à profit les calculs de l’outil pour garantir la correction des
filtres. Le chapitre 9 conclut ce document en présentant quelques perspectives liées
à la certification d’applications numériques.
Comme l’arithmétique d’intervalles réapparaît en divers endroits tout au long
de ce document, l’annexe A s’intéresse plus particulièrement à une implantation
de cette arithmétique dans le langage C++. Pour finir, l’annexe B détaille le lan-
gage employé par Gappa tandis que l’annexe C fait l’inventaire de ses règles de
réécriture et théorèmes.
Chapitre 2
Preuve et arithmétique d’intervalles
Ce chapitre présente le formalisme dans lequel les propositions logiques
sont manipulées puis rappelle les propriétés de base de l’arithmétique
d’intervalles et ses liens avec la preuve. Il détaille enfin les raisons qui
nous ont conduits aux intervalles à bornes dyadiques. Ces intervalles
offrent en particulier des opportunités de simplification des preuves gé-
nérées afin d’accélérer leur vérification.
Gappa est conçu pour prouver des propositions logiques dont les briques élé-
mentaires sont des encadrements d’expressions à valeurs réelles. Dans ce chapitre,
les propositions ont systématiquement une forme simplifiée ; le paragraphe 5.1.1
indique comment l’outil s’y ramène. Le paragraphe 2.1 décrit le principal prédicat,
l’appartenance à un intervalle, et comment il est manipulé au sein de ce formalisme.
Le paragraphe 4.4 présente des prédicats complémentaires permettant de gérer des
sous-ensembles non connexes de nombres réels.
Le principe de base de Gappa est d’ajouter progressivement à un groupe d’hy-
pothèses de nouveaux faits qui en découlent, et cela jusqu’à ce que la conclusion
de la proposition logique en fasse partie ou qu’une contradiction entre les hypo-
thèses soit découverte. Le paragraphe refarithmetique-intervalles décrit l’arithmé-
tique d’intervalles employée pour construire ces nouveaux faits. sont construits
par arithmétique d’intervalles ; des bornes dyadiques1 sont employées pour rendre
cette méthode efficace.
L’arithmétique d’intervalles employée est minimaliste. Le chapitre 6 montre
les avantages d’avoir une théorie réduite. Pour compenser l’absence des méthodes
puissantes qui existent en arithmétique d’intervalles, le chapitre 3 présente des mé-
thodes qui, bien que simples, n’en sont pas moins efficaces pour prouver les pro-
positions que Gappa a à traiter.
1Dans ce document, l’adjectif dyadique ne fait pas référence aux nombres p-adiques de Kurt
Hensel mais aux nombres rationnels dyadiques, c’est-à-dire le sous-ensemble de Q constitué des
nombres de la formem · 2e avecm et e des entiers relatifs.
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2.1 Preuves, ensembles et inclusion
Soient v = (v1, . . . , vp) un ensemble de variables à valeurs réelles. Considé-
rons une proposition logique P de la forme
∀v ∈ Rp, f1(v) ∈ R1 ∧ f2(v) ∈ R2 ∧ . . . ∧ fk(v) ∈ Rk ⇒ g(v) ∈ R.
Les R1, . . . , Rk et R sont des sous-ensembles de R. Les f1(v), . . . , fk(v) et
g(v) sont des expressions contenant les variables v1, . . . , vp, des constantes et les
opérateurs arithmétiques traditionnels : addition, soustraction, multiplication, divi-
sion, racine carrée, valeur absolue. Des opérateurs d’arrondi sont ajoutés au cha-
pitre 4. L’ajout de fonctions transcendantes comme sin, exp, etc correspondrait à
une extension naturelle de ce formalisme. Nous avons cependant décidé de les lais-
ser pour l’instant en dehors du cadre pratique de Gappa afin de nous concentrer sur
les opérateurs arithmétiques de base. Ceux-ci constituent en effet la grande majo-
rité des opérations rencontrées lors de la certification des programmes que nous
avons considérés.
Les expressions fi(v) seront assimilées aux fonctions partielles qui les évaluent
afin de simplifier les notations. Ainsi, si f1(v) est l’expression v3/(v4 + v6), alors
f1 nommera aussi la fonction (x1, . . . , xp) ∈ Rp 7→ x3/(x4 + x6).
2.1.1 Preuve de propositions
Si l’on veut prouver la proposition P , il suffit de prouver une proposition qui
implique P et d’en déduire une preuve de P . Cette nouvelle proposition sera
construite sous une forme plus simple à prouver. Il est ainsi possible d’ajouter
de nouvelles hypothèses fl(v) ∈ Rl à condition que ces hypothèses puissent être
déduites des hypothèses déjà présentes.
Supposons maintenant que ces transformations mènent à deux hypothèses sur
la même expression : e(v) ∈ E1 et e(v) ∈ E2. Si l’un des deux sous-ensembles
E1 ou E2 contient l’autre, il suffit de garder l’hypothèse correspondante et de sup-
primer l’autre. Mais l’inclusion ne constitue pas un ordre total et il se peut donc
qu’aucun des deux ne contienne l’autre. Il est alors possible de remplacer les deux
hypothèses par l’hypothèse e(v) ∈ E1 ∩ E2.
Si une hypothèse de la forme e(v) ∈ ∅ apparaît à force d’intersections, la
proposition devient trivialement vraie. En effet, il n’existe alors aucun vecteur v ∈
Rp qui puisse satisfaire les hypothèses. Les autres propositions trivialement vraies
sont celles où l’on obtient comme hypothèse g(v) ∈ R′ avec R′ ⊆ R. On construit
ainsi une suite de propositions dérivées de P en ajoutant des hypothèses jusqu’à
obtenir une de ces propositions trivialement vraies.
Étant donnée une hypothèse e(v) ∈ E, il est aussi possible de construire deux
propositions P1 et P2 dans lesquelles l’hypothèse est remplacée respectivement
par e(v) ∈ E1 et e(v) ∈ E2. Contrairement aux transformations précédentes, on
ne remplace pas la proposition par une nouvelle proposition mais par deux nou-
velles propositions. En travaillant alors sur les deux propositions E1 etE2 à la fois,
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on pourra en déduire une preuve de P à condition d’avoir E ⊆ E1 ∪ E2. Cette
transformation permet l’utilisation des méthodes de bissection présentées dans le
paragraphe 3.1 au prix d’une augmentation du nombre de propositions à prouver.
2.1.2 Réduction aux intervalles
Parmi les transformations autorisées, il est aussi possible de remplacer les en-
sembles en hypothèses par des ensembles plus grands. Ainsi, si l’on remplace l’hy-
pothèse fi(v) ∈ Ri par une hypothèse fi(v) ∈ R′i sachant que Ri ⊆ R′i, on obtient
une nouvelle proposition qui implique P . Il est donc possible de simplifier des hy-
pothèses en considérant que les expressions sont dans des sous-ensembles de R
plus larges mais plus pratiques à manipuler. Les intervalles de R forment une telle
classe de sous-ensembles puisqu’ils peuvent s’exprimer à l’aide des deux bornes
qui délimitent chacun d’eux. Un problème qui concerne un nombre potentielle-
ment infini de points se ramène ainsi à un problème qui concerne un nombre fini
de bornes.
Cependant, les ensembles de nombres machine constituent rarement des inter-
valles : ce sont des sous-ensembles discrets de R. Les intervalles ne sont donc pas
toujours suffisants pour représenter des propositions apparaissant lors de la certifi-
cation d’un code numérique. Agrandir ces ensembles pour en faire des intervalles
risque de transformer la proposition P en une proposition improuvable. C’est pour
pallier ce défaut que Gappa manipule aussi d’autres familles de sous-ensembles de
R. Elles sont détaillées au paragraphe 4.4.
2.2 Arithmétique d’intervalles
Ajouter de nouvelles hypothèses à P est autorisé à condition qu’elles soient
conséquences des hypothèses déjà présentes dans P . Ces nouvelles hypothèses
vont être construites en s’appuyant sur des théorèmes d’arithmétique d’intervalles.
Ces théorèmes permettent de travailler sur des intervalles exclusivement, sans se
préoccuper des propositions manipulées.
2.2.1 Types d’intervalles
Comme expliqué précédemment, les ensembles vides sont très pratiques puis-
qu’ils permettent de prouver n’importe quelle proposition. Il n’est cependant pas
nécessaire de savoir comment les manipuler puisque dès que l’on en obtient un, le
travail est terminé. Dans la suite, les intervalles seront donc généralement considé-
rés comme des sous-ensembles non vides de R.
Plus précisément, les intervalles sont des ensembles connexes deR, c’est-à-dire
que si deux points a et b sont présents dans un intervalle alors tout point x entre a et
b est compris dans cet intervalle. Un intervalle est donc représentable par ses bornes
inférieure et supérieure. Un exemple d’intervalle est {x ∈ R | pi ≤ x < 5}. Ses
deux bornes sont les réels pi et 5. Une seule d’entre elles appartient à l’intervalle :
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pi. Les premières questions qui se posent sont donc : les bornes peuvent-elles être
infinies ? Si elles sont finies, appartiennent-elles à l’intervalle ?
Les inégalités sont représentables à l’aide d’intervalles dont une seule des
bornes est infinie. Par exemple, x ≥ 5 s’exprime par x ∈ I avec I un intervalle
dont une borne est 5 et l’autre est +∞. Les inégalités n’ont cependant qu’un in-
térêt limité pour le calcul. Par exemple, à partir des seules hypothèses x ≥ 5 et
−3 ≤ y ≤ 2, il est impossible de déduire une quelconque propriété concernant le
produit x · y. Dans Gappa, les inégalités ne sont donc pas manipulées d’un point
de vue arithmétique mais servent seulement lors d’intersections entre plusieurs hy-
pothèses concernant la même expression. En particulier, il n’est pas nécessaire de
formaliser la notion de borne infinie : elle reste un simple détail d’implantation.
Pour suivre la pratique existante, les bornes sont incluses dans les intervalles.
L’intervalle {x ∈ R | a ≤ x ≤ b} est ainsi représentable par la paire (a, b) de deux
nombres réels. La gestion d’intervalles dont les bornes peuvent être soit fermées
soit ouvertes conduirait à une explosion du nombre de théorèmes d’arithmétique
d’intervalles. Ainsi, comme détaillé au paragraphe 6.3, la multiplication utilise neuf
théorèmes simples. Pour conserver ce principe des théorèmes simples tout en pre-
nant en compte différents types de bornes, ce nombre aurait été multiplié par 16
(voire par 64 si on autorisait des bornes infinies en plus des bornes ouvertes).
Pour résumer, les intervalles tels qu’ils sont manipulés dans Gappa sont donc
des sous-ensembles connexes, fermés, bornés et non-vides de R. Ils sont repré-
sentés par leurs bornes inférieures et supérieures qui sont des nombres réels. Le
paragraphe 2.3.1 restreint les bornes possibles à un sous-ensemble dénombrable de
R, ne serait-ce que pour pouvoir les représenter en machine.
2.2.2 Opérateurs arithmétiques
Ce qui rend l’arithmétique d’intervalles particulièrement intéressante, c’est sa
propriété fondamentale. Étant donné un opérateur binaire  défini sur les réels,
l’arithmétique d’intervalles définit ce même opérateur sur des intervalles et il véri-
fie la propriété suivante :
∀Ix, Iy ⊆ R, x ∈ Ix ∧ y ∈ Iy ⇒ x  y ∈ Ix  Iy.
Cette propriété est utilisée pour générer de nouvelles hypothèses. Ainsi, s’il y
a deux hypothèses e1(v) ∈ R1 et e2(v) ∈ R2, on peut en déduire une troisième
hypothèse (e1  e2)(v) ∈ R1  R2. Ou plutôt, puisque nous avons vu que les
intervalles en hypothèse pouvaient grossir, (e1  e2)(v) ∈ R3 avec l’intervalle R3
vérifiant la propriété R3 ⊇ R1 R2.
Il convient donc de définir des opérateurs sur les intervalles pour chacun des
opérateurs pouvant apparaître dans une expression. En utilisant des intervalles, on
est ramené à de simples calculs sur les bornes. Les propriétés suivantes s’obtiennent
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en considérant la monotonie (par morceau) des opérateurs réels [Moo79].
−[a, b] = [−b,−a]
[a, b]−1 = [1b ,
1
a ] si 0 6∈ [a, b]√
[a, b] = [
√
a,
√
b] si a ≥ 0
|[a, b]| = [max(0, a,−b),max(−a, b)]
[a, b] + [c, d] = [a+ c, b+ d]
[a, b]− [c, d] = [a− d, b− c]
[a, b]× [c, d] = [min(a · c, b · c, a · d, b · d),max(a · c, b · c, a · d, b · d)]
[a, b]÷ [c, d] = [a, b]× [c, d]−1
Les opérations d’intersection et d’union s’expriment elles aussi sur les bornes.
L’union est ici un peu spéciale vu qu’elle renvoie en réalité l’enveloppe convexe
dans le cas où les deux intervalles en entrée ne sont pas en contact. Pour l’intersec-
tion, si jamais la valeur calculée pour la borne inférieure est plus grande que celle
pour la borne droite, alors l’intervalle résultant est vide et la preuve est terminée.
[a, b] ∩ [c, d] = [max(a, c),min(b, d)]
[a, b] ∪ [c, d] = [min(a, c),max(b, d)]
2.2.3 Exemple
Voyons comment prouver l’invariant de boucle du code C 2.1. Le chapitre 4
montrera comment traiter des nombres flottants et leurs arrondis ; pour l’instant
et afin de simplifier cet exemple, arithmétique flottante et arithmétique réelle sont
supposées équivalentes.
Code C 2.1 Boucle avec invariant
float f(float x, int n) {
for(int i = 1; i < n; ++i) {
assert(1 <= x && x <= 2);
x = x / (i + 1) + 1;
}
return x;
}
Prouver l’invariant demande de vérifier que, si x est compris entre 1 et 2, alors
x
i+1 + 1 l’est aussi. Le script 2.1 montre la traduction du problème dans la syntaxe
de Gappa. Elle nécessite de borner i, ce qui peut par exemple se faire en supposant
que n est un entier signé 32 bits et que i ne peut donc pas dépasser 231. Dans la
syntaxe Gappa, cette borne sera notée 1b31 (qui représente le nombre dyadique
1 · 231).
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Script Gappa 2.1 Description de l’invariant de boucle
{ x in [1,2] /\ i in [1,1b31] -> x / (i + 1) + 1 in [1,2] }
Voici l’évolution de l’ensemble des hypothèses lors de la construction d’une
preuve de la proposition. Pour chaque transformation, l’opération appliquée est
indiquée sur la gauche. Ses opérandes sont soulignés et l’encadrement résultant
est écrit en gras. Le dernier résultat calculé est un encadrement de xi+1 + 1 dont
l’intervalle est inclus dans l’intervalle [1, 2] demandé.
départ x ∈ [1, 2], i ∈ [1, 231]
(constante) x ∈ [1, 2], i ∈ [1, 231],1 ∈ [1, 1]
(addition) x ∈ [1, 2], i ∈ [1, 231], 1 ∈ [1, 1], i+ 1 ∈ [2, 231 + 1]
(division) x ∈ [1, 2], . . . , 1 ∈ [1, 1], i+ 1 ∈ [2, 231 + 1], x
i+ 1
∈
[
1
231 + 1
,
1
2
]
(addition) . . . , 1 ∈ [1, 1], . . . , x
i+ 1
∈
[
1
231 + 1
,
1
2
]
,
x
i+ 1
+ 1 ∈
[
231 + 2
231 + 1
,
3
2
]
arrivée
x
i+ 1
+ 1 ∈ [1, 2]
L’exemple précédent suppose que les calculs sont effectués en arithmétique
réelle. Le script 2.2 ne fait pas cette hypothèse simplificatrice : il prend en compte
les arrondis au plus près en simple précision effectués lors des opérations flottantes
de la fonction étudiée.
Script Gappa 2.2 Invariant de boucle avec opérations arrondies
y float<ieee_32,ne>= x / (i + 1) + 1;
{ x in [1,2] /\ i in [1,1b31] -> y in [1,2] }
2.3 Les intervalles en pratique
Les intervalles sont pour l’instant des paires de nombres réels. Pour pouvoir
les manipuler à l’aide d’un ordinateur, il faut leur donner une représentation plus
concrète. L’aspect « paire » ne présente aucune difficulté ; l’aspect « nombres
réels » est par contre moins évident.
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2.3.1 Bornes d’intervalles
Expressions symboliques
L’approche la plus générique consisterait à utiliser des expressions symbo-
liques comme bornes. De tels intervalles sont par exemple utilisés pour optimi-
ser les programmes lors de la compilation en propageant des intervalles de va-
leurs [Pat95]. Afin de reproduire fidèlement les contraintes sur les indices dans
les nids de boucles, les intervalles les encadrant ont alors des bornes qui sont des
combinaisons affines à coefficients constants d’autres indices.
Les multiplications par des constantes sont cependant rares dans les expres-
sions que Gappa manipule. Les fonctions min et max employées dans les bornes
du produit ne se simplifieront donc pas. Les bornes symboliques vont aussi limiter
l’usage des théorèmes de division puisqu’il sera difficile de vérifier que l’intervalle
dénominateur ne contient pas zéro. Il est donc préférable d’employer des bornes
constantes.
Nombres calculables et algébriques
Les représentations les plus génériques couvrent tous les réels calculables.
Connaître le signe d’un réel calculable n’est pas un problème décidable. On peut
cependant contourner le problème lié aux fonctions min et max en fixant un seuil
 > 0. Pour un nombre calculable x, il devient alors possible de prouver l’une des
trois propriétés x > 0, x < 0 ou |x| ≤  et de faire apparaître  dans la multipli-
cation d’intervalles au lieu de min et max. Des travaux récents [Zum06] montrent
que cette approche de l’arithmétique d’intervalles est certes lente, mais pas au point
d’être inutilisable en pratique.
Le coût qu’engendre la manipulation de ces bornes ne nous a pas semblé justifié
au regard du domaine dans lequel Gappa est spécialisé, celui des arithmétiques
machine. Il n’y a en effet pas besoin de l’ensemble complet des réels calculables
pour représenter les nombres machine. L’emploi des nombres algébriques a été
rejeté pour la même raison et notre attention s’est portée sur les nombres rationnels.
Nombres rationnels et dyadiques
Le calcul sur les nombres rationnels peut se faire rapidement et nous les avons
employés comme bornes d’intervalles pour vérifier avec l’assistant de preuves
PVS [ORS92] une borne sur l’erreur commise dans l’algorithme approchant une
fonction élémentaire [DMM05]. Les paragraphes 3.3.1 et 6.1 présentent des points
de ce travail.
Le chapitre 4 détaille les opérateurs d’arrondi présents dans les expressions
manipulées par Gappa. Les nombres les plus simples à arrondir avec ces opéra-
teurs sont les nombres rationnels dont le dénominateur est une puissance de 2. Ces
rationnels constituent l’ensemble D des nombres dyadiques et sont de la forme
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m · 2e avec (m, e) un couple d’entiers relatifs (m est appelé la mantisse et e l’ex-
posant). Ils sont particulièrement adaptés aux arithmétiques machine puisque les
variables dans des formats binaires à virgule fixe ou flottante prennent des valeurs
dyadiques. Nous avons par conséquent employé des nombres dyadiques comme
bornes des intervalles dans Gappa.
La multiplication de deux dyadiques s’effectue en multipliant les mantisses et
en additionnant les exposants. L’addition demande quant à elle d’ajuster les expo-
sants et d’aligner en conséquence les mantisses avant de les additionner. La compa-
raison de deux nombres dyadiques peut se faire en les soustrayant et en observant le
signe de la mantisse résultante. Les opérations de division et racine carrée ne sont
pas définies sur les nombres dyadiques, mais le paragraphe 6.3.3 montre qu’elles
ne sont en fait pas nécessaires pour vérifier des preuves contenant des divisions et
des racines carrées d’intervalles.
2.3.2 Croissance et arrondi des bornes
Avec des bornes rationnelles, il n’est généralement pas possible de représenter
l’intervalle
√
I . Avec des bornes dyadiques, il n’est généralement pas non plus pos-
sible de représenter l’intervalle I/J . Les bornes réelles théoriques vont donc être
arrondies vers l’extérieur de l’intervalle afin de devenir représentables. La borne
inférieure est arrondie vers le bas, la borne supérieure est arrondie vers le haut.
Cette façon de produire les résultats est en fait utilisée par toutes les bibliothèques
d’arithmétique d’intervalles qui fournissent des résultats garantis et travaillent avec
les nombres flottants disponibles en machine.
Pour pouvoir effectuer les arrondis, il faut se fixer une contrainte. Dire par
exemple que ni le numérateur ni le dénominateur du résultat ne peuvent dépasser
n chiffres pour les rationnels, de même pour la mantisse dans le cas des nombres
dyadiques. À partir de là, il n’y a pas vraiment de raison de limiter cette contrainte
uniquement à la racine carrée (et à la division pour les dyadiques). En effet, la taille
aussi bien des nombres rationnels que des nombres dyadiques a tendance à croître
rapidement au fur et à mesure des multiplications. En particulier, le produit de deux
nombres dyadiques de mantisse impaire et de longueur respectivement k et l est un
nombre dyadique de mantisse impaire et de longueur k + l − 1.
En fixant la précision maximale des nombres dyadiques générés, le temps né-
cessaire aux assistants de preuve pour vérifier les calculs contenus dans les cer-
tificats générés par Gappa n’augmente au pire que linéairement en fonction du
nombre d’étapes qu’ils contiennent. Le paragraphe 6.3.4 montre par contre que
le temps de vérification augmente empiriquement de façon quadratique vis-à-vis
de la précision maximale des nombres dyadiques générés. Le paragraphe ci-après
montre comment s’affranchir du surcoût causé par l’emploi d’une précision trop
élevée dans les calculs de Gappa.
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2.3.3 Simplification et oracle
Un nombre rationnel non nul est dit normalisé s’il n’y a aucun facteur commun
à son numérateur et à son dénominateur. Dans le cas des nombres dyadiques, cela
se traduit par la propriété : un nombre non nulm · 2e est normalisé à condition que
m soit un entier impair. Normaliser un nombre est simple, il suffit d’incrémenter
son exposant e et de diviser sa mantisse m par deux jusqu’à ce que la mantisse
devienne impaire. Cette opération de normalisation permet de limiter la taille des
nombres manipulés lors de la vérification de preuves et donc de l’accélérer.
Il est cependant possible de pousser ce principe de simplification un peu plus
loin. Notons ‖n‖ le nombre de chiffres de l’écriture binaire de n et définissons une
relation de simplicité entre des nombres non nuls a = ma · 2ea et b = mb · 2eb
comme suit. Ces deux nombres sont supposés déjà normalisés, c’est-à-dire quema
etmb sont des entiers impairs. Le nombre a est considéré plus simple que b si l’une
des deux conditions suivantes est remplie :
1. |ma| = |mb| = 1 et |ea| < |eb|
2. ‖ma‖ < ‖mb‖ et |ea|+ ‖ma‖ ≤ |eb|+ ‖mb‖
Étant donné un nombre dyadiquem · 2e avecm entier impair valant au moins
trois, le nombre (m − 1) · 2e est le plus grand nombre dyadique qui soit inférieur
à m · 2e tout en étant plus simple. Similairement (m + 1) · 2e est le plus petit
nombre supérieur à m qui soit plus simple. Pour 2e, le nombre plus simple juste
inférieur est 2e−1 si e est strictement positif, tandis que le nombre plus simple
juste supérieur est 2e+1 si e est strictement négatif. Notons←− et→+ les relations
entre un nombre et les nombres plus simples juste inférieur et supérieur. Voici deux
exemples de chaines maximales de simplification.
1←− 2←− 4←− 8←− 9 →+ 10→+ 12→+ 16
1
4
←− 516 →+
3
8
→+ 12 →+ 1
Gappa effectue tous ses calculs à une précision donnée afin de générer une
première version de la preuve. Puis il agrandit les intervalles présents en hypothèse
de chaque théorème en simplifiant leurs bornes [DM04]. Les nombres produits
ayant une taille plus petite, la vérification des encadrements de la nouvelle preuve
en sera accélérée. Afin de s’assurer que la proposition prouvée n’est pas modifiée
lors de ces transformations, Gappa parcourt la preuve à rebours et ne simplifie
l’intervalle d’une hypothèse de théorème que si cela ne modifie pas l’intervalle
de la conclusion de ce théorème. Après ces transformations, la nouvelle preuve
contient exactement les mêmes étapes que la preuve initiale, mais impliquant des
bornes représentées avec moins de chiffres.
Considérons l’exemple de la preuve de
√
1/3 ∈ [12 , 34 ]. Le script Gappa cor-
respondant tient en une ligne : { sqrt(1 / 3) in [0.5,0.75] }. La preuve
initialement générée par l’outil contient les étapes suivantes :
1. 1 ∈ [1, 1],
18 CHAPITRE 2. PREUVE ET ARITHMÉTIQUE D’INTERVALLES
2. 3 ∈ [3, 3],
3. 1/3 ∈ [384307168202282325 · 2−60, 768614336404564651 · 2−61],
4.
√
1/3 ∈ [332819770519635731 · 2−59, 665639541039271463 · 2−60].
Le résultat obtenu à l’étape 4 est trop précis par rapport à la proposition logique
à prouver, Gappa agrandit donc l’intervalle de la conclusion à [12 ,
3
4 ]. L’intervalle
en hypothèse (l’encadrement de 1/3) peut alors être simplifié jusqu’à [14 ,
1
2 ] sans
que la racine carrée de cet intervalle ne déborde de [12 ,
3
4 ]. La conclusion de l’étape
3 ayant grandi, ses hypothèses peuvent à leur tour être simplifiées. L’intervalle
[1, 1] ne peut pas être simplifié plus. L’encadrement de 3 peut par contre grandir
jusqu’à [2, 4] sans perturber l’encadrement du quotient. Les bornes contenues dans
la preuve ne sont alors presque plus que des puissances de 2 au lieu d’être des
nombres d’environ 59 bits2.
1. 1 ∈ [1, 1],
2. 3 ∈ [2, 22],
3. 1/3 ∈ [2−2, 2−1],
4.
√
1/3 ∈ [2−1, 3 · 2−2].
En ramenant les nombres employés à chaque étape de la preuve à la préci-
sion localement optimale, cette méthode de simplification permet de limiter le coût
qu’à une précision excessive sur le temps de vérification. Dans l’exemple décrit au
paragraphe 6.3.4, ce coût disparaît même complètement : le temps de vérification
devient indépendant de la précision employée par Gappa en interne.
2Par défaut, Gappa effectue ses calculs avec une précision maximale de 60 bits pour représenter
les mantisses des nombres dyadiques. Après normalisation pour éliminer les mantisses paires, la
taille des nombres peut être légèrement inférieure à 60 bits.
Chapitre 3
Intervalles et perte de corrélation
Ce chapitre détaille quelques méthodes simples permettant de diminuer
le mauvais impact qu’ont les corrélations d’expressions sur l’arithmé-
tique d’intervalles naïve. Il y a d’abord la traditionnelle bissection. Mais
Gappa bénéficie essentiellement de la réécriture des expressions d’er-
reur. L’introduction de nouveaux opérateurs arithmétiques permet aussi
de limiter les phénomènes de décorrélation.
Le principal problème lié à une utilisation naïve de l’arithmétique d’intervalles
est le phénomène de décorrélation. Cette arithmétique n’est en effet pas capable de
garder une trace de la corrélation qui existe entre des occurrences multiples d’une
même variable, voire d’une même sous-expression.
Considérons par exemple l’expression e = xx+1 . La fonction associée est crois-
sante et continue sur la demi-droite ]− 1,+∞[. Pour x ∈ [4, 9], l’expression prend
donc ses valeurs dans l’intervalle [0.8, 0.9] et cet intervalle est optimal. Si l’on
effectue une évaluation par intervalles, on obtiendrait par contre que e prend ses
valeurs dans [4, 9]/[5, 10] = [0.4, 1.8], c’est-à-dire un intervalle quatorze fois trop
large. Modifions maintenant l’expression e afin qu’il ne reste qu’une unique occur-
rence de x : e = 1− 1x+1 . L’évaluation par intervalles redevient alors optimale.
L’expression la plus simple qui pose problème est x − x. Elle vaut évidem-
ment zéro quelle que soit la valeur prise par x. Mais une évaluation par intervalles
renvoie un intervalle de largeur 2 · w(X) si x est inclus dans un intervalle X de
largeur w(X). À moins que X soit un intervalle réduit à un unique point, il est
donc impossible d’obtenir un intervalle ne contenant que 0 quand on encadre x−x
par X −X .
Il faut noter que de nombreuses méthodes [JKDW01] permettent de contour-
ner les corrélations en mettant à profit la continuité et les multiples dérivabilités
des expressions manipulées. Cependant, dès que les opérateurs d’arrondi décrits
au chapitre 4 font leur apparition dans les expressions, celles-ci deviennent beau-
coup trop discontinues pour que ces méthodes s’appliquent. En double précision,
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la fonction qui associe à tout nombre réel le flottant le plus proche a beau être
constante par morceaux, elle n’en possède pas moins de 263 points de discontinuité
environ.
3.1 Bissection d’intervalles
Dans l’exemple de l’expression x − x, la largeur de l’intervalle de sortie est
proportionnelle à celle de l’intervalle d’entrée. De façon plus générale, pour une
expression donnée, la fonction d’intervalles correspondante est croissante pour
l’ordre partiel de l’inclusion d’intervalles. Pour réduire la largeur des intervalles
en sortie, il est donc naturel de chercher à considérer des intervalles moins larges
en entrée. Les méthodes de bissection sont couramment rencontrées en arithmé-
tique d’intervalles et peuvent être utilisées à cette fin.
Au lieu de considérer l’intervalle d’entrée I en entier, l’idée est donc de le dé-
couper en deux sous-intervalles I1 et I2 vérifiant I1 ∪ I2 ⊇ I et d’effectuer des
évaluations sur chacun de ces sous-intervalles. Ces évaluations vont respective-
ment produire des intervalles J1 et J2. Sur I , l’expression est donc bornée par un
intervalle J vérifiant J ⊇ J1 ∪ J2. Si l’intervalle ainsi obtenu reste trop grand, la
méthode peut être appliquée récursivement à I1 et I2.
3.1.1 Exemples et inconvénients
Reprenons l’exemple de e = xx+1 et découpons l’intervalle [4, 9] qui contient
x en [4, 6.5] et [6.5, 9]. L’évaluation par intervalle donne sur chacun de ces sous-
intervalles les encadrements : e ∈ [0.5, 1.3] et e ∈ [0.6, 1.2]. L’expression e est
donc encadrée par l’union [0.5, 1.3] de ces deux intervalles. Le plus mauvais en-
cadrement se trouve sur le premier intervalle ; découpons-le à nouveau en deux
morceaux : [4, 5] et [5, 6.5]. Les encadrements sur chacun des sous-intervalles sont
donc cette fois [0.6, 1] et [0.6, 1]. Cela donne maintenant comme encadrement total
[0.6, 1.2]. L’intervalle reste six fois trop large que l’intervalle optimal, mais il est
meilleur que l’intervalle [0.4, 1.8] obtenu initialement.
Reprenons maintenant l’exemple x − x. Si l’on découpe l’intervalle X en 2n
sous-intervalles de largeur 2−n · w(X), on va obtenir un encadrement x − x de
largeur 21−n · w(X). Par bissection, il est ainsi possible de réduire d’un facteur
arbitraire la taille de l’intervalle de sortie, mais sans pour autant qu’il soit possible
d’atteindre l’intervalle optimal [0, 0]. Qui plus est, durée de l’analyse et taille de la
preuve finale seront nécessairement en O(2n).
Cet exemple est un cas extrême, il n’est généralement pas nécessaire que tous
les sous-intervalles aient la même largeur pour réussir à prouver une proposition ; le
nombre de sous-intervalles sera donc limité. Il peut cependant falloir découper les
domaines suivant plusieurs variables et la complexité de cette méthode augmente
alors exponentiellement par rapport au nombre de variables. La bissection est donc
loin d’être une panacée. Elle ne devrait être envisagée qu’en dernier recours et
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Gappa ne l’emploie donc qu’à la demande expresse de l’utilisateur.
3.1.2 Avantages de la bissection
Dans le cadre de la preuve de propositions, la bissection présente cependant des
avantages. Tout d’abord, elle permet de trouver des contre-exemples. En effet, la
bissection découpe récursivement un intervalle hypothèse en sous-intervalles tant
que la proposition n’est pas vérifiée. Si la proposition n’est jamais vérifiée sur tous
les sous-intervalles, Gappa finira par abandonner, mais aura obtenu un intervalle
très fin. Dans le cas où l’on manipule des données discrètes comme des nombres
flottants, cet intervalle sera même réduit à un unique point comme le montre le
paragraphe 4.3.1. Quoi qu’il en soit, il est probable que ce petit intervalle contienne
un point pour lequel la proposition n’est pas satisfaisable.
Autre utilisation incontournable, la bissection permet de prouver qu’une pro-
position est vraie sur un domaine entier, mais en utilisant des méthodes différentes
en fonction du sous-domaine. Considérons par exemple x ∈ [0, 3]⇒ |x · t| ≤ 2−26
avec t = (x	 1)− (x− 1). L’opérateur 	 désigne un opérateur de soustraction en
virgule flottante. Sans rentrer dans le détail, il suffit de savoir pour l’instant qu’un
théorème général sur l’erreur d’arrondi commise lors du calcul de x 	 1 affirme
que |t| ≤ 2−22 pour x ∈ [0, 3]. Avec un tel résultat, il est évidemment impossible
de borner |x · t| par 2−26.
Cependant, ce même théorème général permet de prouver que |t| ≤ 2−25 pour
x ∈ [0, 12 ], tandis qu’une succession de lemmes permet de prouver que t vaut 0 pour
x ∈ [12 , 3]. Si l’on ne découpait pas l’intervalle sur x en sous-intervalles, aucun de
ces deux résultats ne pourrait s’appliquer. On peut alors déduire que |x ·t| est borné
par 2−26 pour x ∈ [0, 12 ] et vaut zéro sur le reste de [0, 3].
La bissection peut aussi servir à évaluer l’influence de la corrélation entre
les différentes occurrences d’une même sous-expression. Si cette influence est
importante, découper l’encadrement de cette sous-expression en quelques sous-
intervalles va sensiblement réduire la taille des encadrements prouvés. Gappa pour-
rait lancer quelques bissections en aveugle afin de détecter les sous-expressions
critiques du problème.
3.2 Réécritures d’expressions d’erreur
Comme la bissection ne constitue pas une solution satisfaisante aux exemples
x − x et xx+1 , ils vont être réécrits respectivement en 0 et 1 − 1x+1 avant d’être
évalués par intervalles. Les deux transformations précédentes sont simples, mais
elles ne s’appliquent pas aux expressions d’erreur, de la forme e˜− e ou e˜−ee .
Borner de telles expressions d’erreur sert généralement à montrer que les va-
leurs que prennent les expressions e˜ et e sont proches. Cela signifie malheureu-
sement que les expressions e˜ et e sont fortement corrélées. En particulier, calculer
séparément les intervalles E˜ etE contenant les valeurs de e˜ et e, puis les soustraire,
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ne produit pas un résultat utilisable. La largeur de l’intervalle E˜ − E est en effet
de l’ordre de w(E˜) + w(E), c’est-à-dire 2 · w(E). Quand les valeurs de e ont une
grande amplitude, la largeur de E est élevée et rend l’encadrement obtenu pour
e˜− e inutile.
Plutôt que d’évaluer une expression d’erreur sous sa forme initiale, il est donc
préférable de la réécrire avant d’utiliser l’arithmétique d’intervalles. Les méthodes
employées constituent une des fondations de l’outil et présentent une approche
novatrice. Elle est liée à la forme particulière des expressions traitées par Gappa,
forme à laquelle sont rarement confrontés les autres outils s’appuyant sur l’arith-
métique d’intervalles.
3.2.1 À partir des arbres syntaxiques
Si e˜ et e contiennent respectivement des sous-expressions x˜ et x dont on sait
borner l’écart δx = x˜− x, alors il faut chercher à faire apparaître le terme δx dans
e˜−e afin de réduire, voire d’éliminer, la décorrélation qui apparaît quand on utilise
les encadrements x˜ ∈ X˜ et x ∈ X .
Considérons par exemple la différence de deux produits : δ = x˜ · y˜−x ·y. Cette
erreur absolue liée à la multiplication peut être réécrite d’au moins trois façons
équivalentes :
δ = x˜ · (y˜ − y) + (x˜− x) · y = x˜ · δy + δx · y
δ = (x˜− x) · y˜ + x · (y˜ − y) = δx · y˜ + x · δy
δ = x · (y˜ − y) + (x˜− x) · y + (x˜− x) · (y˜ − y)
= x · δy + δx · y + δx · δy
Chacune de ces expressions réécrites fait apparaître les termes d’erreur δx =
x˜− x et δy = y˜ − y, ce qui permet de conserver une part de corrélation entre x˜ et
x et entre y˜ et y et donc d’obtenir de meilleurs encadrements.
Si l’on s’intéresse maintenant à l’erreur relative  plutôt qu’à l’erreur absolue
liée à la multiplication, la situation est encore plus favorable. En effet, si les ex-
pressions x = x˜−xx et y =
y˜−y
y ne sont pas corrélées entre elles, l’utilisation des
opérateurs spécialisés décrits au paragraphe 3.3.2 va permettre une évaluation par
intervalles optimale.
 =
x˜ · y˜ − x · y
x · y = x + y + x · y
Chacune de ces réécritures ramène donc l’évaluation d’une expression com-
plexe à l’évaluation de plusieurs expressions plus simples, tout en essayant de ne
pas trop perdre de corrélation, contrairement à ce qu’aurait provoqué une utilisa-
tion directe de l’arithmétique d’intervalles. Ces expressions plus simples sont elles
aussi des expressions d’erreur et peuvent à leur tour être réécrites, et cela jusqu’à
atteindre des expressions d’erreur dont les encadrements sont connus.
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Ces méthodes s’appliquent ainsi récursivement mais elles nécessitent que les
membres e˜ et e de l’expression à encadrer aient une structure similaire et que les
positions relatives de leurs sous-termes correspondent. Dans le cas contraire, on se
retrouve à borner l’erreur entre des sous-expressions sans rapport, ce qui augmente
d’autant la décorrélation. Par exemple, lors de la réécriture de y˜ ·x˜−x·y, les termes
y˜ − x et x˜− y apparaissent, ce qui ne présente aucun intérêt lors de l’évaluation.
Les réécritures précédentes concernent la multiplication ; les suivantes s’ap-
pliquent à l’erreur absolue de l’addition et de la soustraction et à l’erreur relative
de la division :
(x˜+ y˜)− (x+ y) = (x˜− x) + (y˜ − y)
(x˜− y˜)− (x− y) = (x˜− x)− (y˜ − y)
x˜/y˜ − x/y
x/y
=
x − y
1 + y
3.2.2 À partir d’expressions intermédiaires
Dans le cas particulier où l’erreur entre x et y est connue, on peut profiter de la
proximité de x˜ et x pour borner l’expression x˜ − y en la réécrivant en (x˜ − x) +
(x − y). De façon analogue, on peut chercher à faire intervenir le terme y˜ proche
de y en réécrivant x˜− y en (x˜− y˜) + (y˜ − y).
De telles réécritures existent aussi dans le cadre de l’erreur relative. L’identité
suivante permet en effet de faire apparaître des termes intermédiaires à condition
que certaines expressions ne valent pas zéro.
∀a, b, c ∈ R, a 6= 0 ∧ b 6= 0 ⇒ c− a
a
=
c− b
b
+
b− a
a
+
c− b
b
· b− a
a
Pour les réécritures qui s’appuient sur la structure syntaxique, toute l’informa-
tion nécessaire pour les appliquer se trouve dans l’expression manipulée. Ce n’est
plus le cas ici : seuls x˜ et y sont présents et il faut pouvoir en déduire x ou y˜. Le pa-
ragraphe 5.4.2 présente les heuristiques mises en œuvre par Gappa pour construire
ces expressions.
3.2.3 Autres réécritures
Même si l’utilisateur soumet une proposition ne contenant que des expressions
d’erreur, Gappa aura besoin d’encadrer des expressions qui ne sont pas de cette
forme et auxquelles les règles précédentes ne sont pas adaptées. L’évaluation de
ces expressions peut cependant bénéficier de réécritures pour y faire apparaître des
termes d’erreur. L’expression (e˜ − e) + e peut par exemple conduire à des enca-
drements plus fins que si l’on avait directement cherché à évaluer e˜. Et réciproque-
ment, si l’expression à encadrer est e, la réécrire en e˜− (e˜− e) peut conduire à de
meilleurs encadrements.
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De façon analogue, il est possible de faire intervenir l’erreur relative plutôt que
l’erreur absolue pour encadrer e˜ ou e :
e˜ = e · (1 + e)
e =
e˜
1 + e
Il peut aussi arriver qu’une expression approchée apparaisse au sein d’une ex-
pression plus complexe. L’expression a˜ · b peut ainsi être réécrite (a˜− a) · b+ a · b
afin de faire disparaître le terme a˜ au profit de a et de l’erreur absolue a˜ − a. Ces
réécritures ne sont pas vraiment nécessaires mais elles peuvent parfois simplifier
la vie de l’utilisateur et éviter qu’il n’ait à les définir lui-même. Pour ne pas que le
nombre d’expressions manipulées explose, Gappa ne cherche les termes approchés
que parmi les opérandes de plus haut niveau de l’expression à encadrer. Les autres
termes approchés seront découverts au cours de l’encadrement par intervalles des
sous-termes d’une expression.
3.3 Amélioration d’encadrements
À l’aide de la bissection et de réécritures, il est ainsi possible de réduire l’in-
fluence des phénomènes de décorrélation qui surgissent lors de l’évaluation par
intervalles. Une autre approche est d’enrichir l’arithmétique d’intervalles et son
évaluation au moyen de nouveaux théorèmes afin de prendre en compte certaines
corrélations.
3.3.1 Dérivation d’expressions
Lorsque l’on considère l’erreur e˜− e, les expressions e˜ et e sont proches, mais
il est aussi possible que leurs variations soient similaires. La corrélation entre les
expressions e˜ et e existe alors aussi au niveau de leurs dérivées. Cependant, il peut
arriver que l’évaluation de la dérivée par intervalles subisse une décorrélation plus
faible, par exemple parce que les intervalles manipulés sont moins larges. C’est le
cas pour x − x, l’expression dérivée est 1 − 1 dont l’évaluation par intervalles ne
pose aucune difficulté.
Pour mettre à profit la dérivée f ′ de f = e˜ − e par rapport à une variable
x, on peut employer les inégalités des accroissements finis. Au lieu d’encadrer
l’expression sur tout un intervalleX , elle n’a besoin d’être encadrée qu’en un seul
point x0 ∈ X . C’est sa dérivée qui est encadrée sur tout l’intervalle. À l’aide
d’arithmétique par intervalles, ces encadrements s’expriment par
f(X) ⊆ F ([x0]) + (X − [x0]) · F ′(X).
Dans cette formule, F est une fonction qui associe à tout intervalle U un inter-
valle contenant les éléments de l’image f(U) au moins. La fonction d’intervalles
F ′ vérifie la même propriété vis-à-vis de la dérivée f ′. En prenant x0 vers le milieu
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deX , on obtient ainsi un intervalle englobant f(X) et dont la largeur est de l’ordre
de w(X) ·w(|F ′(X)|). Le théorème de Taylor par intervalles permet de généraliser
cette méthode à un degré quelconque :
f(X) ⊆
n−1∑
i=0
(X − [x0])i
i!
· F (i)([x0]) + (X − [x0])
n
n!
· F (n)(X).
En collaboration avec César Muñoz, nous avons employé cette méthode pour
borner une erreur de troncature [DMM05]. Nous avions une fonction r(φ) ex-
primée à l’aide de fonctions trigonométriques et une approximation polynomiale
r˜(φ). L’objectif était de vérifier la qualité de cette approximation, c’est-à-dire de
borner l’expression r˜−rr sur l’intervalle φ ∈ [0, 49pi]. Pour prouver que l’erreur est
de l’ordre de 10−6 à l’aide d’une évaluation naïve par intervalles, il faudrait dé-
couper l’intervalle de départ en plusieurs millions de sous-intervalles à cause de la
décorrélation.
En utilisant un développement au premier ordre du numérateur r˜(φ) − r(φ),
nous avons pu limiter le nombre de sous-intervalles à moins de dix mille et ainsi
accroître la vitesse de vérification. Cette vérification a été faite en PVS avec une
arithmétique d’intervalles à bornes rationnelles [ML05]. L’assistant PVS a permis
de prouver formellement que le théorème de Taylor par intervalles permet effec-
tivement d’obtenir un encadrement d’expression, puis il a été utilisé pour vérifier
l’encadrement de r˜−rr .
3.3.2 Nouveaux opérateurs arithmétiques
Traditionnellement, seuls les opérateurs arithmétiques courants sont étendus
en opérateurs sur les intervalles. Addition, multiplication, division, racine carrée,
etc. constituent en effet les bases à partir desquelles on peut construire les autres
expressions arithmétiques. Les corrélations entre expressions limitent cependant
leur utilité pour évaluer des expressions plus complexes. J’ai donc introduit des
fonctions d’intervalles spécifiques pour des expressions complexes qui reviennent
couramment dans les propositions que Gappa traite.
Évaluer (a, b) 7→ a+ b+ a · b
L’expression a+ b+ a · b apparaît quand Gappa réécrit des expressions pour y
faire apparaître des termes d’erreur. Elle exprime par exemple l’erreur relative de
la multiplication :
x˜ · y˜ − x · y
x · y = x + y + x · y
Elle permet aussi d’exprimer l’erreur relative entre des expressions z et x en
passant par les intermédiaires x = y−xx et y =
z−y
y :
z − x
x
= x + y + x · y
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L’expression a+ b+a · b contient plusieurs occurrences de a et b et souffre par
conséquent d’une corrélation qui serait perdue lors d’une évaluation par intervalles.
Par exemple, avec les hypothèses |a| ≤ 12 et |b| ≤ 12 , on obtiendrait l’encadrement
a+ b+a · b ∈ [−54 , 54 ] alors que l’intervalle optimal est en réalité [−34 , 54 ]. Un autre
inconvénient de cette expression est que le produit a · b implique vraisemblable-
ment des intervalles contenant zéro puisque a et b représentent des erreurs. Comme
indiqué au paragraphe 6.3, la vérification d’un tel produit est alors coûteuse.
L’intervalle optimal peut s’obtenir de diverses façons, par exemple en évaluant
l’expression équivalente (1+a) ·(1+b)−1. Cette nouvelle forme ne fait intervenir
les termes a et b qu’une fois chacun. Elle ne contient donc aucune corrélation
autre que celle qui existe potentiellement entre a et b. C’est donc cette forme que
l’on souhaiterait évaluer par intervalles. Malheureusement elle exige une précision
élevée pour calculer les bornes. En effet, a et b représentent des erreurs d’arrondi
et vont donc prendre des valeurs très petites. Elles peuvent par exemple être bien
inférieures à 2−100 en quadruple précision. La simple évaluation de 1 + a et 1 + b
nécessiterait alors plus de 100 bits de précision pour que les ordres de grandeur
de a et b soient conservés. Cette forme produit donc un résultat un peu plus fidèle
mais bien trop coûteux par rapport à l’évaluation directe de a+ b+ a · b.
Regardons ce qui est effectivement calculé lors de l’évaluation naïve par inter-
valles de (1+a) ·(1+b)−1. Pour simplifier, supposons que les calculs s’effectuent
sur des intervalles à bornes réelles et qu’il n’y a pas besoin d’arrondir ces bornes.
Les expressions a et b prennent leurs valeurs dans les intervalles A = [a, a] et
B = [b, b]. Fixons en plus les contraintes : a ≥ −1 et b ≥ −1. Comme a et b re-
présentent des erreurs relatives, ce n’est pas très limitant : avoir une erreur relative
plus grande que 1 en valeur absolue n’a en effet pas grand intérêt. Les valeurs de
1 + a et 1 + b sont donc positives ou nulles. Il en découle successivement les deux
relations d’appartenance suivantes :
(1 + a) · (1 + b)− 1 ∈ [(1 + a) · (1 + b)− 1, (1 + a) · (1 + b)− 1]
a+ b+ a · b ∈ [a+ b+ a · b, a+ b+ a · b]
Cette dernière relation d’appartenance permet de définir un nouvel opérateur
binaire sur les intervalles. Il s’applique à condition que les intervalles A et B ne
contiennent que des valeurs égales ou plus grandes que −1.
Évaluer (x, y, a, b) 7→ a·x+b·yx+y
Cette expression apparaît moins souvent que celle présentée au paragraphe pré-
cédent. Elle est utile pour évaluer l’erreur relative associée à une addition ou à une
soustraction. Par exemple, pour l’erreur entre x˜+ y˜ et x+ y, on a :
 =
(x˜+ y˜)− (x+ y)
x+ y
=
x · x+ y · y
x+ y
Si jamais x et y sont de même signe ou que l’un domine l’autre, l’erreur re-
lative calculée sera très pessimiste. Comme nous parlons d’erreur relative, nous
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pouvons considérer que les intervalles X et Y encadrant les expressions x et y
ne contiennent pas zéro. Par conséquent, pour a et b fixés, les minimum et maxi-
mum de la fonction homographique (x, y) 7→ a·x+b·yx+y sur le domaine rectangulaire
X × Y sont nécessairement atteints aux sommets de ce domaine. Les dérivées
partielles sont en effet de signe constant sur l’ensemble du domaine :
∂f
∂x
=
y · (a− b)
(x+ y)2
et
∂f
∂y
=
x · (b− a)
(x+ y)2
Les valeurs de a et b n’ont maintenant plus besoin d’être fixées. La valeur
de l’expression complète est ainsi contenue dans l’intervalle qui est l’enveloppe
convexe des quatre intervalles résultant du calcul de x·A+y·Bx+y aux quatre sommets
du domaineX×Y . Qui plus est, les bornes de cet intervalle étant atteintes, il s’agit
du résultat optimal.
Ce nouvel opérateur donne donc un intervalle optimal. Pour ce qui est des
encadrements d’expression, le prédicat obtenu le sera sous deux conditions. D’une
part les expressions a et b ne doivent pas être corrélées. Comme a et b seront des
erreurs relatives, ce n’est pas une supposition trop contraignante. Il faut d’autre part
que le domaine des valeurs effectivement prises par le couple (x, y) atteigne les
quatre sommets du rectangleX × Y , ce qui est généralement une façon détournée
de dire que les expressions x et y ne sont pas corrélées.
Script Gappa 3.1 Erreur relative d’une somme
{ |(xx - x) / x| <= 0.1 /\
|(yy - y) / y| <= 0.1 /\
x in [50,1000] /\ y in [-25,-1] ->
((xx + yy) - (x + y)) / (x + y) in ? }
Considérons le script Gappa 3.1. Il calcule l’erreur relative qui existe entre
les sommes x′ + y′ et x + y sachant que les erreurs relatives x
′−x
x et
y′−y
y sont
connues. Sans l’aide de l’opérateur homographique, Gappa borne l’erreur relative
globale par 4.1. Cette borne étant supérieure à 1, elle n’apporte absolument aucune
information utile sur l’erreur. Avec l’aide de l’opérateur homographique, l’outil
répond 0.3. Cette borne est optimale puisqu’atteinte pour les valeurs x = 50, x′ =
55, y = −25, y′ = −22.5.
Cet opérateur est très utile aux utilisateurs qui manipulent des erreurs relatives
dans leurs scripts Gappa. Il leur évite d’avoir à indiquer de nombreuses règles de ré-
écritures pour traiter les additions. Il s’agit cependant du seul théorème concernant
l’arithmétique réelle qui n’a pas été prouvé en Coq. Nous avons jugé préférable
d’attendre les prochaines évolutions de la bibliothèque Coq d’analyse réelle avant
de s’attaquer à sa preuve.
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Quelques expressions simples
La structure des expressions précédentes est relativement complexe. Il en existe
de plus simples pour lesquelles la prise en compte d’une corrélation diminue consi-
dérablement la taille des intervalles. C’est le cas de la différence x−x et du quotient
x
x . L’intervalle encadrant l’expression x − x est [0, 0]. Celui encadrant xx est [1, 1]
à condition que l’intervalle qui encadre |x| ne contienne pas zéro.
Pour x − x et xx , le même genre d’optimisation pourrait s’obtenir directement
par réécriture. Moins triviale est cependant l’élévation au carré x·x. Là encore il y a
un phénomène de décorrélation. L’encadrement obtenu en effectuant le produitX×
X est en effet trop pessimiste : il peut contenir des valeurs négatives si l’intervalle
X contient à la fois des valeurs positives et négatives. L’intervalle optimal s’obtient
en éliminant les valeurs négatives de X × X . Une réécriture en |x · x| conduirait
aussi à un intervalle optimal, mais au prix d’une preuve plus longue.
De tels théorèmes sont en réalité nécessaires pour toutes les expressions de
la forme xn, mais seul le plus courant, c’est-à-dire celui pour n = 2, est implanté
dans Gappa. Les autres pourront être ajoutés au cas par cas en fonction des besoins.
3.3.3 La question de la valeur absolue
Considérons l’encadrement |e| ∈ [2, 5]. Il signifie que la valeur absolue de l’ex-
pression e est comprise entre 2 et 5. Mais si l’on regarde maintenant l’expression
elle-même, cet encadrement signifie que la valeur de e est comprise dans les in-
tervalles [−5,−2] ou [2, 5]. Autrement dit, e appartient à l’intervalle [−5, 5] mais
n’appartient pas à ]−2, 2[. L’utilisation de la valeur absolue permet donc d’exclure
des portions d’intervalles du domaine de certaines expressions. C’est utile pour
appliquer un théorème dont le domaine de validité n’est pas connexe.
Exemples de domaines non connexes
C’est par exemple le cas pour l’erreur relative commise lors de l’arrondi d’un
nombre réel en un nombre flottant. L’encadrement traditionnel E0 de cette erreur
relative  = ◦(e)−ee n’est en effet valide que si la valeur de e n’appartient pas au
domaine D0 des nombres dénormalisés. La contrainte pour appliquer le théorème
pourrait donc être : avoir e ∈ I avec I ∩ D0 = ∅. Mais supposons que l’hypo-
thèse dont on dispose soit en fait |e| ∈ [2, 5]. On peut en déduire une hypothèse
e ∈ [−5, 5] mais la contrainte du théorème n’est alors pas respectée puisque D0
contient des valeurs proches de zéro.
Le théorème reste cependant vrai si l’on modifie la contrainte en |e| ∈ I avec
I ∩ |D0| = ∅. Si D0 est symétrique par rapport à zéro, cette nouvelle contrainte
permet de prouver un plus grand nombre de propositions. Le seul risque est l’al-
longement de la preuve d’une étape s’il faut calculer un encadrement de |e| à partir
d’un encadrement de e.
Cette modification des contraintes ne se cantonne pas à l’erreur relative d’une
opération flottante. Elle s’applique à toute réécriture impliquant un quotient. Ainsi,
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pour pouvoir profiter de l’égalité e = 1/1e , il faut disposer d’une hypothèse affir-
mant que e ne vaut pas zéro. Là encore, la contrainte est plus intéressante quand
elle est exprimée à l’aide de la valeur absolue de l’expression : |e| ∈ I avec 0 6∈ I .
Calculer avec des valeurs absolues
Il est donc intéressant d’avoir des contraintes sur les encadrements de va-
leurs absolues. L’arithmétique d’intervalles n’est malheureusement pas efficace ici.
Considérons par exemple que les hypothèses soient |x| ∈ [2, 5] et |y| ∈ [0, 1] et
qu’il faille prouver x+ y 6= 0.
Cela signifie qu’il faut construire une hypothèse de la forme |x + y| ∈ I avec
0 6∈ I . Les seules propriétés intéressantes qui peuvent être ajoutées sont x ∈ [−5, 5]
et y ∈ [−1, 1]. Par arithmétique d’intervalles, on peut alors en déduire |x + y| ∈
[0, 6]. Cette propriété n’est cependant pas suffisante. En faisant une trisection sur x
entre les intervalles [−5,−1.5], [−1.5, 1.5] et [1.5, 5], on obtient une contradiction
sur le domaine central et la propriété |x+y| ∈ [0.5, 6] sur les deux autres domaines.
Ce qui prouve donc la validité de l’hypothèse |x+ y| ∈ [0.5, 6], mais au prix d’une
trisection.
Afin d’éviter cette trisection et de réduire la taille de la preuve, il convient de
mettre directement en relation l’encadrement de |x + y| avec ceux de |x| et |y|
plutôt que de passer par ceux de x et y. Les inégalités triangulaire fournissent les
inégalités |x| − |y| ≤ |x + y| ≤ |x| + |y|. Par simples addition et soustraction
d’intervalles, on prouve que les expressions |x| − |y| et |x| + |y| prennent leurs
valeurs dans les intervalles [1, 5] et [2, 6] respectivement. On en déduit alors |x +
y| ∈ [1, 6]. Ce dernier encadrement satisfait la contrainte 0 6∈ [1, 6] et on a donc
prouvé x+ y 6= 0 sans avoir eu besoin de considérer des sous-domaines.
3.3.4 Représentations améliorées
Jusqu’à présent, les expressions n’étaient encadrées qu’à l’aide d’un intervalle
à bornes constantes. Afin de conserver plus d’informations de corrélation, on pour-
rait chercher à employer une représentation plus riche des encadrements. Les enca-
drements dépendraient d’expressions non constantes sur l’ensemble du domaine
défini par les hypothèses. Même sans aller jusqu’aux séries formelles de Fluc-
tuat [PGM04], voici deux représentations qui pourraient aider. Contrairement aux
améliorations décrites précédemment, celles ci-après sont seulement à l’état de
perspectives, elles n’ont pas été implantées dans Gappa.
Représentation affine
Les plus gros problèmes apparaissent quand on cherche à borner l’écart entre
deux termes proches x˜ et x. Les encadrements de ces termes n’ont en effet plus
aucune information concernant leur corrélation. Supposons maintenant que x˜ soit
encadré en utilisant deux intervalles Xr et Xa : x˜ ∈ x · (1 +Xr) +Xa. Sous une
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notation moins condensée, le prédicat est donc devenu :
∃ ∈ Xr ∃δ ∈ Xa x˜ = x · (1 + ) + δ.
Un encadrement n’est donc plus un simple intervalle constant mais un triplet
composé d’une expression et deux intervalles. Si les valeurs de l’expression x sont
contenues dans l’intervalleX , il est alors facile d’en déduire un intervalle contenant
la distance x˜ − x entre les deux termes : X · Xr + Xa. Quant à l’erreur relative,
elle est contenue dans l’intervalle Xr +Xa/X .
La composition d’erreurs ne pose pas plus de difficulté. Si les expressions x, y
et z sont reliées par les encadrements y ∈ x ·(1+Xr)+Xa et z ∈ y ·(1+Yr)+Ya
alors
z ∈ x · (1 + (Xr + Yr +Xr · Yr)) + (Xa + Ya +Xa · Yr).
Dans la formule précédente, l’intervalleXr+Yr+Xr·Yr devrait plutôt être éva-
lué à l’aide de l’opérateur décrit au paragraphe 3.3.2. Des formules de complexité
similaire permettent d’effectuer l’addition et la multiplication de deux encadre-
ments x˜ ∈ x · (1+Xr)+Xa et y˜ ∈ y · (1+Yr)+Ya. Par exemple, pour l’addition,
on obtiendrait la formule suivante (l’autre opérateur décrit au paragraphe 3.3.2 se-
rait ici indispensable pour limiter la décorrélation) :
x˜+ y˜ ∈ (x+ y) ·
(
1 +
X ·Xr + Y · Yr
X + Y
)
+ (Xa + Ya).
L’avantage de cette représentation est que les réécritures présentées au para-
graphe 3.2 deviennent inutiles pour des propagations directes de l’erreur : la repré-
sentation des encadrements fournit toutes les réponses. Qui plus est, il n’y a pas
besoin de se préoccuper de prouver que des termes sont non nuls, contrairement à
ce que l’on devrait faire si l’on manipulait directement des erreurs relatives.
Dans le cadre des arithmétiques approchées à virgule flottante, les erreurs rela-
tives d’arrondi sont perturbées par la présence non seulement de zéro mais aussi des
nombres dénormalisés. Avec la représentation décrite ici, le problème ne se pose
pas : il suffit de borner la petite erreur absolue commise dans le domaine des dé-
normalisés. Si l’on borne par 0 l’erreur relative en dehors des dénormalisés et par
η0 sur le domaine des dénormalisés [Dem84], on obtient l’encadrement suivant :
◦(x) ∈ x · (1 + [−0, 0]) + [−η0, η0].
Si la dernière opération flottante effectuée est une addition ou une soustraction,
cette représentation permet d’obtenir un résultat encore plus élégant : x⊕y est alors
encadré par (x+ y) · (1+ [−0, 0]). En effet, si x⊕ y est un nombre dénormalisé,
il vaut nécessairement x+ y et l’erreur commise est alors nulle.
Cette représentation améliorée présente cependant l’inconvénient de sa bien
plus grande complexité. Non seulement les théorèmes ont à manipuler des prédicats
plus complexes et leur vérification est plus longue, mais en fait ils n’existent parfois
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même pas. On se retrouve alors contraint de revenir à des prédicats d’encadrement
simple et d’appliquer les théorèmes classiques d’arithmétique d’intervalles.
Une approche intermédiaire serait de ne pas utiliser systématiquement cette re-
présentation améliorée. Ce serait juste un prédicat additionnel testé en parallèle du
prédicat d’encadrement simple, au cas où il améliorerait les choses. Ce mécanisme
de prédicat parallèle est déjà employé pour l’encadrement en valeur absolue pré-
senté au paragraphe 5.2.3. Par conséquent, Gappa utiliserait généralement des en-
cadrements simples associés à des réécritures. Mais en présence d’erreurs relatives
et de nombres dénormalisés, l’outil pourrait se tourner vers les résultats fournis par
ce prédicat amélioré.
Modèles de Taylor
L’utilisation de modèles de Taylor [MB03] s’apparente à la méthode décrite
au paragraphe 3.3.1. Mais cette fois, au lieu de dériver formellement l’expression
entière avant de l’évaluer, l’encadrement des diverses dérivées est construit au fur
et à mesure de l’évaluation. Le prédicat d’encadrement est alors de la forme e ∈
P (x) + I avec I un intervalle et P un polynôme à coefficients représentables,
c’est-à-dire des nombres dyadiques dans notre cas.
L’arithmétique d’intervalles classique peut être considérée comme de l’arith-
métique sur des modèles de Taylor dont le polynôme est nul. De la même façon
que pour l’arithmétique d’intervalles, les opérateurs réels sont étendus aux mo-
dèles de Taylor. Ainsi, sachant que a ∈ P (x) + I et b ∈ Q(x) + J , l’encadrement
de la somme a+ b s’exprime
a+ b ∈ (P +Q)(x) + (I + J).
Couplée aux réécritures d’expressions approchées, cette méthode permet même
de gérer des expressions qui ne sont pas dérivables comme c’est le cas des fonctions
contenant les opérateurs d’arrondi définis au chapitre 4. Considérons par exemple
que l’on souhaite encadrer l’expression ◦(e). Il suffit d’encadrer l’erreur absolue
◦(e) − e par un intervalle J puis de réécrire l’expression ◦(e) en (◦(e) − e) + e.
À supposer que l’expression e soit encadrée par P (x) + I , on obtiendra ◦(e) ∈
P (x) + (I + J).
Comme pour la représentation affine, l’inconvénient est ici la plus grande com-
plexité de cette représentation par rapport au simple intervalle et les difficultés que
cela pose lors de la vérification des calculs. Qui plus est, il faut pouvoir décider
quelle expression x sera choisie comme argument du polynôme. En effet, bien que
l’on puisse construire des modèles de Taylor multivariés, il est préférable d’éviter
la multiplication des indéterminées pour que les modèles puissent effectivement
gérer les corrélations.
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Chapitre 4
Arithmétiques approchées en
machine
Afin de prendre en compte les phénomènes d’arrondi, de nouveaux opé-
rateurs sont ajoutés. Ce chapitre décrit leurs particularités et les liens
qu’ils entretiennent avec l’arithmétique d’intervalles. Il présente aussi
des prédicats spécialement adaptés aux ensembles de nombres dya-
diques.
Les chapitres précédents traitent d’une arithmétique idéale en précision infinie
et montrent comment prouver des bornes d’expressions contenant les opérateurs
arithmétiques de base sur R. L’un des objectifs de Gappa est néanmoins d’aider à
certifier des applications numériques. Il est indispensable pour cela de savoir expri-
mer les opérations arithmétiques qu’elles contiennent. La précision et le domaine
limités des formats manipulés en machine ont en effet tendance à perturber les
résultats calculés par rapport aux valeurs obtenues en arithmétique réelle.
En Gappa, ces nouvelles arithmétiques s’expriment à l’aide d’opérateurs d’ar-
rondi. Des théorèmes exprimant les propriétés de ces opérateurs sont ensuite né-
cessaires pour que Gappa puisse les manipuler avec des intervalles. Cependant les
intervalles ne sont pas tout à fait adaptés pour représenter des ensembles discrets
de nombres machine, c’est pourquoi Gappa dispose aussi de prédicats permettant
d’exprimer les propriétés de précision de ces nombres.
4.1 Opérateurs d’arrondi
Deux approches ont été successivement utilisées pour Gappa. La première, dé-
crite au paragraphe 4.1.4, consiste à travailler directement sur les ensembles de
nombres machine. La seconde, aujourd’hui utilisée dans l’outil, s’abstrait des pro-
blèmes de représentation en plongeant systématiquement les nombres machine
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dans l’ensemble des nombres réels afin de pouvoir appliquer aussi souvent que
possible les théorèmes d’arithmétique réelle. C’est cette seconde approche qui est
décrite ci-après.
4.1.1 Opérateurs unaires
Même si les types numériques utilisés en matériel ne permettent pas de re-
présenter tous les réels, un certain nombre de propriétés les rendent utilisables.
Considérons deux nombres machine a et b. Si la somme réelle a + b de ces deux
nombres est représentable par un nombre machine, alors l’addition en machine pro-
duira généralement ce résultat. Si le nombre n’est en revanche pas représentable,
le résultat du calcul sera généralement un nombre qui en est proche. Ces propriétés
permettent d’utiliser les arithmétiques machine comme substitut d’une véritable
arithmétique des nombres réels.
La norme IEEE-754 [IEE85] dicte ainsi que, en dehors des situations excep-
tionnelles, le résultat d’un calcul flottant s’obtient en calculant virtuellement la va-
leur réelle en précision infinie puis en l’arrondissant vers un nombre représentable
en fonction du mode d’arrondi. C’est ce concept qui nous a conduit à introduire
des opérateurs unaires d’arrondi. En effet, la somme approchée a⊕ b va alors être
égale à ◦(a+b), avec ◦ la fonction deR dansR qui se charge de calculer le nombre
machine correspondant au résultat en précision infinie.
Ainsi, au lieu d’avoir à définir tous les opérateurs arithmétiques approchés ⊕,
	, ⊗, , etc, il suffit de définir un unique opérateur d’arrondi ◦. Il en va de même
pour les théorèmes. Les théorèmes d’arithmétique réelle n’ont besoin d’être prou-
vés qu’une seule fois. Il suffit ensuite de poser quelques théorèmes qui s’appliquent
à un opérateur unaire et donc à toutes les opérations approchées de l’arithmétique
correspondante. Un opérateur unaire différent est défini pour chaque arithmétique
approchée. Le paragraphe 4.2 présente en détail quelques-uns des critères qui dé-
finissent un opérateur unaire : arithmétique à virgule fixe ou à virgule flottante,
direction d’arrondi, précision du format de stockage, plus petite information repré-
sentable, etc.
4.1.2 Opérateurs généralisés
Les opérateurs unaires peuvent ainsi être utilisés pour émuler un opérateur
arithmétique approché à partir du moment où le résultat de l’opération dépend
entièrement de la valeur du résultat de l’opérateur réel exact. Même si ce compor-
tement est préférable du point de vue de la qualité des calculs, pour des raisons
de performances ce n’est pas nécessairement le choix qui est fait dans certaines
implantations [Tex97].
Considérons l’exemple d’un multiplieur en virgule fixe qui prend en entrée des
nombres sur 32 bits avec une partie fractionnaire sur 16 bits. Le résultat est renvoyé
dans ce même format et il y a plusieurs façons de l’obtenir. Pour respecter la règle
selon laquelle ce résultat arrondi dépend entièrement du produit exact, il faudrait
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effectuer ce produit en totalité, ce qui nécessite un multiplieur entier 32×32→ 64
bits. Si seul un multiplieur 32 × 32 → 32 est disponible, une solution consiste à
décaler chacune des entrées de 8 bits vers la droite, c’est-à-dire à diviser par 256
les entiers qui représentent les nombres à virgule fixe. Le produit de ces entiers
représente une approximation du résultat réel dans le format initial.
Appliquons cet algorithme aux produits (128 · 2−16) ⊗ (512 · 2−16) et (256 ·
2−16)⊗ (256 · 2−16). Le résultat en précision infinie vaut dans les deux cas 2−16.
Mais la première multiplication répond 0 · 2−16 tandis que la seconde répond
1 · 2−16. L’utilisation d’un opérateur unaire n’est donc pas du tout adapté puisque
◦(2−16) peut prendre plusieurs valeurs. Il est par conséquent indispensable d’en-
coder dans l’opération d’arrondi la valeur des entrées. Au lieu de représenter le
produit a⊗ b par ◦(a× b), il faut donc plutôt le représenter par ◦×(a, b).
Le principe de ces opérateurs généralisés peut être poussé un peu plus loin. Le
résultat d’une opération peut en effet dépendre, non seulement des valeurs de cha-
cune des entrées, mais aussi de leur représentation en machine, voire du contexte
dans lequel l’opération a lieu. En conséquence, il peut être nécessaire d’ajouter
un paramètre aux opérateurs afin de différencier des opérations qui bien qu’elles
prennent les mêmes arguments en entrée produiraient des valeurs différentes en
sortie.
À chaque opérateur généralisé est associée une opération arithmétique réelle
pour construire les énoncés des théorèmes le concernant. Ainsi, là où un théorème
aurait fourni un moyen d’encadrer ◦(ab)−ab à partir d’un encadrement de ab
pour un opérateur unaire, Gappa va chercher un théorème qui encadre ◦(a, b) −
(ab) à partir d’un encadrement de ab pour un opérateur généralisé. À partir de là,
il n’y a donc plus aucune différence entre opérateur unaire et opérateur généralisé.
La syntaxe à base d’opérateurs unaires sera donc utilisée par la suite pour simplifier
les notations.
4.1.3 Limitations
Les opérateurs précédents sont conçus pour manipuler aussi souvent que pos-
sible des nombres réels plutôt que des nombres machine. Ils sont ainsi des fonc-
tions de Rn dans R. Seules les valeurs du format qui sont représentables dans R
peuvent donc être manipulées et faire l’objet de théorèmes. Ainsi les formats flot-
tants qui permettent de représenter des dépassements de capacité par des nombres
se comportant comme −∞ et +∞ ne peuvent être traités que si ces nombres n’ap-
paraissent jamais. Les théorèmes ne prennent jamais en compte ces situations ex-
ceptionnelles et se comportent comme si des nombres arbitrairement grands étaient
représentables.
Un programme conçu pour être résistant aux dépassements de capacité ne peut
donc pas être directement traité par Gappa. Il faudrait considérer, à part, les cas ex-
ceptionnels à l’aide d’un autre formalisme. Cependant, la majorité des programmes
ont été écrits en supposant que seuls des nombres finis sont manipulés lors de leur
exécution. Une telle propriété du programme peut par contre être vérifiée à l’aide
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de Gappa. Il suffit en effet de demander à l’outil de prouver qu’aucun des résul-
tats ne se trouve en dehors du domaine des nombres représentables, ce qui est un
simple encadrement d’expressions.
Les infinis ne sont pas les seules valeurs qui échappent au formalisme utilisé
par Gappa. Il n’est pas non plus possible de différencier des nombres différents
représentant la même valeur réelle. C’est par exemple le cas des zéros signés en
arithmétique flottante : pour Gappa, les nombres +0 et −0 de la norme IEEE-
754 sont le même réel zéro. Le signe du zéro n’a heureusement une importance
que dans les situations exceptionnelles que Gappa ne gère de toutes façons pas.
Finalement le formalisme ne permet pas non plus de gérer des nombres qui n’ont
pas de signification dans R. C’est le cas des Not-a-Number, la racine carrée d’un
nombre négatif par exemple.
4.1.4 Changer l’ensemble sous-jacent
Jusqu’à présent, nous avons considéré que l’ensemble de base est la droite
réelle et que la proposition logique élémentaire est l’appartenance des valeurs
d’une expression à un intervalle de R. Cependant, le même formalisme décrit au
chapitre 2 aurait pu être bâti en considérant un autre ensemble que R. Ainsi, si
l’on considère les nombres flottants, privés de la distinction entre −0 et +0 et des
Not-a-Number, on obtient un ensemble totalement ordonné F sur lequel on peut
construire des intervalles et l’arithmétique correspondante.
Un intervalle de flottants [a, b] est le sous-ensemble de F vérifiant {x ∈ F | a ≤
x ≤ b}. Considérons maintenant l’addition flottante ⊕. Elle vérifie des propriétés
de monotonie similaire à l’addition réelle : ∀u, v, x, y ∈ F, u ≤ v ∧ x ≤ y ⇒
u⊕x ≤ v⊕y. On peut donc aisément définir une addition d’intervalles de nombres
flottants :
[a, b]⊕ [c, d] = [a⊕ c, b⊕ d]
Il est aisé de définir une arithmétique d’intervalles spécialisée pour les calculs
flottants. C’est ce formalisme que nous avons élaboré lors de la première version de
Gappa [DM04]. Il est adapté si l’on cherche à prouver des bornes sur des variables
d’un programme. Il n’y a en effet pas besoin de passer par les nombres réels, toutes
les propositions sont prouvées en restant dans le domaine des nombres machine.
En particulier, cela permet de traiter des programmes qui génèrent des nombres
infinis. Qui plus est, ce formalisme n’est pas sensible au phénomène de croissance
des bornes décrit au paragraphe 2.3.2. La taille des nombres utilisés pour les bornes
reste en effet contrainte au format des éléments de F.
Autre avantage, ce formalisme fournit parfois des encadrements plus fins quand
on cherche à quel intervalle appartient la variable d’un programme. Employer des
opérateurs d’arrondi unaires peut en effet causer un phénomène de double arrondi1
qui conduit à des encadrements pessimistes puisque deux calculs successifs vont
être nécessaires pour obtenir celui de x ⊕ y = ◦(x + y). Supposons par exemple
1Un exemple plus simple de ce phénomène est décrit au paragraphe 8.1.1.
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2p−1 ≤ x et 12 + 2−k−1 ≤ y. L’entier p représente la précision de l’arrondi au
plus près ◦, c’est-à-dire que ◦(2p−1+0.6) vaut 2p−1+1. L’entier p+ k représente
quant à lui la précision utilisée en interne par Gappa pour ses arrondis vers le
haut 4 et vers les bas 5. En particulier, la meilleure borne inférieure sur x +
y que l’outil est capable de prouver est 2p−1 + 12 = 5(2p−1 + 12 + 2−k−1) ≤
x + y. En profitant de la monotonie de l’opérateur ◦, l’outil prouve finalement
2p−1 = ◦(2p−1 + 12) ≤ x⊕ y. En calculant directement, Gappa aurait obtenu une
meilleure borne : 2p−1 + 1 = 2p−1 ⊕ (12 + 2−k−1) ≤ x ⊕ y. Ce problème de
double arrondi des bornes peut cependant être contourné dans les situations où des
opérateurs arithmétiques de base (addition, soustraction, multiplication, division et
racine carrée) sont appliqués à des valeurs arrondies. Il suffit en effet de demander
à l’outil d’utiliser une précision interne doublée par rapport à p [Fig95].
L’emploi des nombres flottants comme ensemble sous-jacent présente un der-
nier avantage : l’arithmétique d’intervalles est simple à implanter si la machine sup-
porte ce format, ce qui facilite et accélère la recherche et la génération de preuves.
Dans le cas contraire, il va cependant falloir émuler tous les opérateurs de cette
arithmétique. Cette contrainte se fait plus particulièrement sentir avec les outils de
vérification de preuves. Il faut y définir une théorie représentant fidèlement tous
les opérateurs arithmétiques de toutes les architectures pour lesquelles on souhaite
certifier des applications.
En utilisant des opérateurs d’arrondi, il n’y a plus qu’un seul opérateur à défi-
nir par architecture, le reste des propriétés étant couvert par celles de l’arithmétique
réelle. Comme il fallait de toutes façons développer une arithmétique d’intervalles
adaptée à R, nous avons bâti les versions suivantes de Gappa autour d’un forma-
lisme à base d’opérateurs d’arrondi.
4.2 Représentations
Les opérateurs d’arrondi présentés précédemment permettent donc de repré-
senter toute opération arithmétique effectuée en machine dès lors que son résultat
est un nombre réel. Voyons maintenant ce qu’il en est plus précisément des formats
et arithmétiques usuellement rencontrés.
4.2.1 Arithmétique à virgule fixe
Les nombres à virgule fixe sont généralement stockés dans des variables en-
tières et un exposant virtuel leur est associé. Cet exposant n’a pas besoin d’être le
même pour toutes les variables, mais pour une variable donnée, cet exposant est
fixe. Soit v une variable stockant l’entier m et dont l’exposant associé est e. Cette
variable représente le nombre réel v = m · 2e.
Les logiciels effectuant des calculs en virgule fixe contiennent généralement
un grand nombre d’opérations de décalage, c’est-à-dire des multiplications ou di-
visions par des puissances de deux. Ces opérations n’intéressent pas Gappa. L’outil
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travaille en effet directement sur les valeurs réelles représentées par les variables.
Considérons par exemple la ligne de programme v3 = 8 * v1 + v2 et
supposons que les exposants virtuels associés aux trois variables sont e1 = 1,
e2 = −2 et e3 = −2. Les entiers stockés vérifient l’équation m3 = 8 ·m1 +m2.
La valeur réelle représentée par le résultat est donc v3 = m3 · 2−2 = m1 · 21 +
m2 · 2−2 = v1 + v2. C’est cette somme v3 = v1 + v2 qu’il convient d’exprimer
dans la syntaxe Gappa. Elle correspond exactement à l’intention du développeur
quand il a écrit la ligne de programme. Le fait que le contenu de v1 soit décalé
de trois bits vers la gauche pour l’aligner avec le contenu de v2 n’est qu’un détail
d’implantation et n’a pas d’incidence sur les valeurs réelles calculées.
Il se produit un arrondi quand une valeurm1 · 2e1 a besoin d’être stockée dans
une variable v2 associée à un exposant e2 strictement supérieur à e1. Cet arrondi
est généralement provoqué par un décalage vers la droite. Mais là encore ce n’est
pas ce qui est exprimé dans un script Gappa. Ce qui importe, c’est l’exposant e2 et
la façon dont la valeur représentée a été arrondie. Dans le cas d’un décalage vers la
droite en complément à deux, cela correspond à un arrondi de la valeur représentée
vers −∞.
Les formats de nombres à virgule fixe sont donc représentés par l’exposant as-
socié. Il s’agit aussi du poids réel du bit de poids faible de l’entier stocké. Cela
ne suffit pas à définir une arithmétique à virgule fixe, il faut y ajouter la méthode
employée quand le résultat d’un calcul n’est pas représentable et doit donc être
arrondi. Au final, un programme utilisant la virgule fixe est donc décrit par la don-
née de plusieurs opérateurs unaires dont les paramètres sont un exposant et une
direction d’arrondi.
Accessoirement, ces opérateurs permettent aussi de décrire les opérations ma-
thématiques de partie entière. Ainsi la partie entière supérieure dxe peut s’exprimer
fixed<0,up>(x) : le poids minimal est 20 et l’arrondi a lieu vers +∞. Pour
un poids minimal de zéro, le nom int peut aussi être employé. Par exemple, le
script 4.1 demande à Gappa de prouver la propriété2 suivante : si deux nombres
réels x et y ont la même partie entière inférieure, alors ils sont séparés d’au plus 1.
Script Gappa 4.1 Conséquence de l’égalité des parties entières
{ int<dn>(x) - int<dn>(y) in [0,0] -> |x - y| <= 1 }
4.2.2 Arithmétique flottante
Gappa ne considère que les nombres flottants binaires, c’est-à-dire des nombres
qui valent m · 2e avec m et e deux entiers relatifs. D’autres types d’arithmétique
seraient envisageables, tels les nombres flottants décimaux. Il suffit en effet de
définir les opérateurs d’arrondi qui conviennent. Cette définition serait cependant
2Cet exemple est un cas difficile rencontré dans une procédure d’élimination des quantificateurs
pour (R, <,+, b·c, 0, 1) [Cha06].
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plus complexe que pour les nombres flottants binaires puisque ceux-ci profitent de
l’utilisation par Gappa de nombres dyadiques.
Gappa utilise une représentation des nombres flottants sous la formem·2e avec
|m| < 2p et e ≥ E. Contrairement aux formats décrits dans la norme IEEE-754,
un nombre flottant n’a donc généralement pas une représentation unique. Gappa
n’a cependant jamais besoin de cette propriété. Qui plus est, cette représentation
couvre naturellement la question des nombres dénormalisés [DRT01].
Un format de nombres flottants est donc caractérisé par sa précision p et son
exposant minimal E. Pour décrire les opérateurs d’arrondi, il faut ajouter la direc-
tion d’arrondi à utiliser pour les résultats non représentables, comme c’était déjà
le cas pour les arithmétiques à virgule fixe. Pour les formats simple et double pré-
cision de la norme IEEE-754, ainsi que pour le futur format quadruple précision,
cela donne pour une direction dir :
simple float<24, -149, dir>
double float<53, -1074, dir>
quadruple float<113, -16494, dir>
4.2.3 Directions d’arrondi
Les opérateurs d’arrondi présentés dans les paragraphes précédents décrivent
non seulement le format de destination, mais aussi la direction dans laquelle a lieu
l’arrondi quand le nombre à stocker n’est pas exactement représentable. Gappa
supporte onze directions différentes, dont six sont des arrondis au plus près.
Ces directions peuvent être décomposées en fonction du signe des valeurs à
arrondir. Par exemple, un arrondi vers +∞ peut être considéré comme un arrondi
en direction de zéro sur les réels négatifs et un arrondi vers l’infini sur les réels
positifs. Ces deux autres arrondis ont la particularité d’être symétriques, c’est-à-
dire qu’ils vérifient ◦(−x) = −◦(x). Il suffit donc à Gappa de considérer sept
briques de base qui correspondent à diverses façons d’arrondir un nombre réel
positif.
Pour effectuer l’arrondi d’une borne d’intervalle, c’est-à-dire d’un nombre dya-
dique, Gappa emploie des méthodes à base de bits r et s [EL04]. Ainsi, étant donné
un nombre x, l’outil va d’abord l’arrondir vers zéro à la précision du format de
destination. Cela s’effectue en tronquant la mantisse à la bonne taille. Si cela ne
modifie pas le nombre, c’est qu’il est déjà représentable. Par contre, s’il est modi-
fié, Gappa sélectionne, soit ce nombre tronqué, soit son successeur, comme arrondi
du nombre positif initial. Tous les modes d’arrondi considérés ici ont en effet la
propriété d’arrondir un nombre réel à l’un des deux nombres représentables qui
l’encadrent.
Afin de choisir entre ces deux nombres représentables, l’outil calcule deux boo-
léens lors de la troncature de x : un bit d’arrondi r et un bit sticky s. Si les n bits
de poids faible de la mantisse sont tronqués, alors s est la disjonction des valeurs
des n− 1 bits de poids faibles, tandis que r a la valeur du dernier bit tronqué. Ces
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deux bits r et s permettent de qualifier précisément les distances relatives de x par
rapport au nombre tronqué et son successeur. Quand le choix se fait sur la parité de
la mantisse tronquée, le booléen o représente la valeur du bit de poids faible de la
mantisse tronquée.
Dans le tableau suivant, la troisième colonne indique la condition que Gappa
vérifie pour choisir le successeur plutôt que le nombre tronqué. Dans les cas d’ar-
rondi au plus près, le texte entre parenthèses dans la deuxième colonne indique le
choix effectué lorsque x est à égale distance des deux nombres représentables les
plus proches.
zr vers zéro jamais
aw vers∞ r ∨ s
od vers les mantisses impaires (r ∨ s) ∧ ¬o
ne au plus près (mantisses paires) r ∧ (s ∨ o)
no au plus près (mantisses impaires) r ∧ (s ∨ ¬o)
nz au plus près (vers zéro) r ∧ s
na au plus près (vers∞) r
Les briques zr, aw et ne permettent d’exprimer les quatre modes d’arrondi
décrits par la norme IEEE-754. Ces modes peuvent aussi être employés pour la
virgule fixe. Les briques nz et na sont plus spécifiques à la virgule fixe. Les modes
correspondants simplifient la description d’arithmétiques à virgule fixe qui ajoutent
systématiquement 12 avant d’effectuer un décalage vers la droite. La brique od est
quant à elle utilisée pour l’arrondi impair décrit dans [BM05].
4.3 Théorèmes associés
Afin de pouvoir encadrer des expressions contenant des opérateurs d’arrondi,
Gappa s’appuie sur des théorèmes lui permettant de borner des expressions de la
forme ◦(e), ◦(e) − e et ◦(e)−ee . Les autres types d’expression sont ramenés à ces
trois formes par le biais de réécritures.
À chaque opérateur d’arrondi est associé un ensemble de théorèmes. Le ta-
bleau suivant indique quels types de conclusion peuvent être obtenus en fonction
des types d’encadrements en hypothèse. Le cas singulier où Gappa se sert d’un
encadrement de ◦(e) pour en déduire un nouvel encadrement de ◦(e) est expliqué
en détail au paragraphe 4.3.1.
4.3. THÉORÈMES ASSOCIÉS 41
Hypothèse Conclusion
e ∈ I ◦(e) ∈ J
◦(e) ∈ I ◦(e) ∈ J
aucune ◦(e)− e ∈ J
e ∈ I ◦(e)− e ∈ J
◦(e) ∈ I ◦(e)− e ∈ J
|e| ∈ I ◦(e)− e ∈ J
| ◦ (e)| ∈ I ◦(e)− e ∈ J
e ∈ I ◦(e)−ee ∈ J
◦(e) ∈ I ◦(e)−ee ∈ J
|e| ∈ I ◦(e)−ee ∈ J
|◦(e)| ∈ I ◦(e)−ee ∈ J
Les théorèmes utilisant un encadrement de e en hypothèse sont généralement
capables de fournir des résultats plus précis concernant les erreurs que ceux utili-
sant ◦(e). Cependant, un encadrement de e peut ne pas être disponible alors qu’un
encadrement de ◦(e) peut l’être, d’où l’intérêt de fournir deux versions. De même,
un théorème s’appuyant sur des encadrements en valeur absolue peut parfois être
utilisé là où les encadrements normaux ne permettent pas de conclure. Les variantes
des théorèmes ont été retenues en fonction des propriétés de l’erreur d’arrondi de
l’opérateur auquel ils s’appliquent.
4.3.1 Bornes de valeurs arrondies
Du point de vue de l’arithmétique d’intervalles, un opérateur d’arrondi ne pré-
sente pas de différence fondamentale avec les opérations arithmétiques élémen-
taires. C’est une fonction de R dans R et elle peut donc être étendue aux inter-
valles. Qui plus est, elle présente généralement l’avantage d’être croissante, ce qui
simplifie la définition de son extension aux intervalles : ◦([a, b]) = [◦(a), ◦(b)].
Le théorème qui calcule un encadrement de ◦(e) en fonction d’un encadre-
ment de ◦(e) n’est pas inutile : l’objectif est de réduire la taille d’un intervalle
encadrant une expression approchée. En particulier, si un tel intervalle ne contient
qu’une seule valeur approchée, il est très intéressant de réduire l’intervalle à cette
unique valeur. De même, s’il ne contient aucune valeur, la preuve de la proposition
courante est achevée. Ces réductions se produisent par exemple lors d’une bissec-
tion : à partir d’un certain nombre de subdivisions, les sous-intervalles considérés
ne contiendront plus qu’une unique valeur approchée, voire aucune.
À ce moment-là, soit il y a une contradiction entre les hypothèses, soit les cal-
culs sont effectués sur des intervalles points, c’est-à-dire sans aucun problème de
décorrélation. Considérons que les calculs soient effectués en arithmétique flottante
simple précision. Pour x entre 0 et 1, l’erreur absolue commise lors du calcul de
◦(2 · √x − 1) est bornée par 2−25. Pour x au delà de 1, les théorèmes généraux
sur l’erreur absolue de l’arrondi flottant ne fournissent pas de borne meilleure que
2−24, ce qui est insuffisant pour prouver la proposition du script 4.2.
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Script Gappa 4.2 Preuve par test exhaustif de flottants
@rnd = float< ieee_32, ne >;
x = rnd(xx);
y = 2 * sqrt(x) - 1;
{ x in [0,1.00001] -> |rnd(y) - y| <= 1b-25 }
|rnd(y) - y| $ x;
Cependant, x n’est pas ici un réel quelconque, c’est un flottant simple préci-
sion. Un sous-intervalle qui l’encadre peut donc être réduit jusqu’à être ponctuel
ou vide, ce qui permet à Gappa de considérer un à un tous les flottants compris
entre 1 et 1.00001 puisqu’il y en a un nombre fini. Pour chacun d’eux, il calcule un
encadrement de ◦(2 ·√x−1)−(2 ·√x−1) et vérifie que l’erreur est effectivement
bornée par 2−25.
Dans le cadre de l’arithmétique à virgule fixe, ce théorème qui s’appuie sur
l’encadrement de ◦(e) n’a pas besoin d’être implanté. Les théorèmes liés au pré-
dicat de virgule fixe décrit au paragraphe 4.4.1 le rendent en effet redondant. Ils
sont eux aussi capables de réduire la taille d’un intervalle de valeurs approchées
jusqu’à ce qu’il soit vide ou que les bornes soient des nombres représentables dans
le format virgule fixe.
4.3.2 Erreurs absolues
Arithmétique à virgule fixe
En arithmétique à virgule fixe, des bornes simples et constantes sont généra-
lement connues sur l’erreur absolue ◦(e) − e commise lors de l’arrondi d’une ex-
pression. Ainsi, si ◦ est un arrondi au plus près avec un poids minimal de 2k, alors
l’expression ◦(e) − e est encadrée par [−2k−1, 2k−1]. Si l’arrondi est dirigé vers
+∞, l’intervalle devient [0, 2k]. Et ainsi de suite. Il n’est pas nécessaire d’avoir
une hypothèse sur e pour obtenir ces encadrements.
Cependant dans le cas de l’arrondi vers zéro ou vers l’infini, on obtient un in-
tervalle [−2k, 2k]. Si jamais l’expression e ne prend que des valeurs positives ou
que des valeurs négatives, alors l’intervalle pourrait être réduit de moitié. Ainsi, si
e ne prend que des valeurs positives ou nulle et si l’arrondi est dirigé vers zéro,
celui-ci se comporte comme un arrondi vers −∞ et on peut substituer l’intervalle
[−2k, 0] à [−2k, 2k]. De façon analogue, si ◦(e) ne prend que des valeurs stricte-
ment positives et si l’arrondi est toujours vers zéro, Gappa utilise l’encadrement
◦(e)− e ∈ [−2k, 0].
En virgule fixe, pour les arrondis vers zéro et vers l’infini, des théorèmes pre-
nant en hypothèse des encadrements de e ou ◦(e) seront donc définis afin de béné-
ficier de meilleurs encadrements lorsque le signe de ces expressions est connu.
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δx = ◦(x)− x
x
2k
x
2k
δx
2k · (1+2−p)
FIG. 4.1 – Bornes de l’erreur absolue aux alentours d’une puissance de deux
Arithmétique à virgule flottante
En matière d’arithmétique flottante, l’erreur relative est un peu plus naturelle
que l’erreur absolue. On pourrait donc se contenter de théorèmes à son propos et
laisser Gappa utiliser des réécritures et des calculs pour en déduire des encadre-
ments d’erreur absolue. Cependant, d’une part, l’erreur relative n’est pas définie
si e passe par zéro, d’autre part, les résultats obtenus sont un peu pessimistes si
les valeurs de e ne couvrent qu’une binade (l’espace entre deux puissances de 2
successives). Des théorèmes sont donc aussi disponibles en arithmétique flottante
afin d’encadrer une erreur absolue ◦(e) − e en fonction des encadrements de e ou
◦(e).
Les hypothèses de ces théorèmes demandent de majorer strictement les bornes
arrondies par une puissance de deux et d’en déduire l’erreur absolue maximale qui
peut être commise en fonction de la précision et de l’exposant minimal du format.
Le premier graphe de la figure 4.1 montre l’erreur absolue ◦(x) − x commise en
fonction de la valeur de x pour l’arrondi au plus près. La courbe de l’erreur croise
l’axe des abscisses pour les valeurs réelles exactement représentables. La borne
utilisée dans les théorèmes est une fonction qui majore l’erreur ; son tracé (et celui
de son opposée) est représenté en pointillés.
Le tracé montre que cette méthode manque de finesse aux alentours des puis-
sances de deux : le deuxième graphe étend légèrement le domaine sur laquelle la
petite borne est employée. Notons p la précision du format flottant. Au lieu d’appli-
quer la grande borne d’erreur dès 2k, on peut continuer à appliquer la petite borne
jusqu’à 2k ·(1+2−p−2). Pour les encadrements x ∈ [3, 7] et y ∈ [6, 9], cela signifie
donc que l’on peut diviser par deux l’encadrement que fournissent les théorèmes
pour l’erreur absolue de ◦(x+ y)− (x+ y).
Les versions avancées des théorèmes permettent donc d’améliorer les bornes
d’erreur. Elles nécessitent cependant une vérification plus complexe des hypothèses
puisqu’il ne suffit plus de borner des nombres dyadiques par des puissances de
deux. Gappa ne les utilise donc dans la preuve générée que dans les cas où elles
réduisent l’intervalle encadrant l’erreur absolue.
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4.3.3 Erreurs relatives
L’erreur relative ne présente aucun intérêt pour l’arithmétique à virgule fixe.
Les théorèmes la concernant sont donc principalement définis pour les opérateurs
d’arrondi flottants. Elle est alors encadrée par des valeurs simples. Contrairement
à l’erreur absolue, il est inutile de se préoccuper des exposants des nombres pour
la calculer puisque les bornes sont en fait constantes et ne dépendent que de l’opé-
rateur d’arrondi.
Il est cependant indispensable de s’assurer que e ou ◦(e) ne s’approchent pas
du domaine des nombres dénormalisés. Les bornes habituelles n’y sont en effet
plus valables et Gappa devra passer par l’erreur absolue pour obtenir des résultats
intéressants dans ce domaine. Comme ce domaine interdit se trouve centré en zéro,
les considérations du paragraphe 3.3.3 s’appliquent : il est intéressant d’avoir des
théorèmes qui prennent en hypothèse des encadrements non pas de e et ◦(e) mais
de leurs valeurs absolues |e| et |◦(e)|.
4.3.4 Réécritures
Les théorèmes décrits pour borner les erreurs d’arrondi s’appliquent aux er-
reurs élémentaires de la forme ◦(e) − e ou ◦(e)−ee . Ceci est indispensable pour
pouvoir borner l’erreur locale à une opération, mais insuffisant pour borner l’er-
reur d’arrondi commise à l’échelle d’une séquence d’instructions. Les techniques
de réécritures décrites au paragraphe 3.2 permettent de résoudre ce problème.
Script Gappa 4.3 Erreur relative d’un produit de sommes
@rnd = float< ieee_64, ne >;
r rnd= (a + b) * (c + d);
s = (a + b) * (c + d);
{ a + b in [1,100] /\ c + d in [1,100] ->
(r - s) / s in ? }
Le script 4.3 demande à Gappa un encadrement de l’erreur relative r−ss com-
mise lors du produit de deux sommes de deux nombres flottants chacune. Les hy-
pothèses sur les sommes a+b et c+d affirment juste que les valeurs considérées ne
s’aventurent jamais près de zéro et que les théorèmes d’erreur relative s’appliquent.
Notons p et q les sommes a + b et c + d. Les valeurs calculées effectivement
sont ◦(p) et ◦(q). Le résultat final est alors r = ◦(◦(p) · ◦(q)) tandis que la valeur
exacte est s = p · q. Les théorèmes décrits précédemment permettent d’encadrer
les erreurs élémentaires ◦(p)−pp et
◦(q)−q
q .
En considérant ◦(p) et ◦(q) comme des valeurs approchées de p et q, la ré-
écriture consacrée à l’erreur relative de la multiplication réelle décrite au para-
graphe 3.2.1 permet d’encadrer l’erreur ◦(p)·◦(q)−ss .
◦(p) · ◦(q)− p · q
p · q =
◦(p)− p
p
+
◦(q)− q
q
+
◦(p)− p
p
· ◦(q)− q
q
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Le produit ◦(p) · ◦(q) n’est pas r, mais on peut considérer r comme étant une
expression approchée de ◦(p) · ◦(q). Ainsi, ◦(p) · ◦(q) est une expression intermé-
diaire entre r et e. La réécriture décrite au paragraphe 3.2.2 s’applique alors.
Puis en considérant r comme étant une valeur approchée de ◦(p) · ◦(q), une
deuxième réécriture fait apparaître l’erreur d’arrondi élémentaire commise lors de
la multiplication dans l’erreur globale.
r − s
s
=
r − ◦(p) · ◦(q)
◦(p) · ◦(q) +
◦(p) · ◦(q)− s
s
+
r − ◦(p) · ◦(q)
◦(p) · ◦(q) ·
◦(p) · ◦(q)− s
s
Ainsi, en faisant intervenir le terme ◦(p) · ◦(q), c’est-à-dire r duquel on a sup-
primé l’opérateur d’arrondi de plus haut niveau, on s’est ramené aux erreurs d’ar-
rondi commises lors des trois opérations flottantes. On peut alors combiner ces
erreurs locales pour borner l’erreur globale.
Le cheminement décrit ici n’est pas celui suivi par Gappa, mais par la preuve
que l’outil génère. À chaque fois que Gappa rencontre une expression de la forme
◦(e), il la considère comme une valeur approchée de e et applique les règles de
réécritures qui font intervenir des couples d’expressions approchée et exacte.
4.4 Prédicats de précision
Les prédicats décrits ci-après apportent une note de discrétion aux encadre-
ments d’expressions arrondies. L’objectif est de pouvoir montrer que certains cal-
culs ne sont entachés d’aucune erreur d’arrondi parce que les résultats réels sont
tous représentables. Par exemple, l’erreur absolue entre un nombre et sa partie en-
tière bec − e est normalement encadrée par [−1, 0] ; par contre il devient possible
d’obtenir l’encadrement [0, 0] si l’on prouve que l’expression e ne prend que des
valeurs entières.
Une première approche serait d’associer aux deux bornes d’un intervalle une
troisième valeur qui indiquerait le pas entre deux valeurs consécutives de l’en-
semble représenté [Pat95]. Ainsi l’encadrement e ∈ [−3, 7; 1] signifierait que e
prend une valeur de la forme −3 + 1 · k avec k un entier entre 0 et 10. L’inconvé-
nient de cette approche est le lien artificiel qu’elle crée entre les deux propriétés. Il
n’est en effet pas nécessaire de connaître l’intervalle dans lequel se trouve e pour
savoir que bec − e vaut zéro. Qui plus est, la virgule flottante ne bénéficierait que
peu de cette représentation, puisque le pas entre les valeurs flottantes n’est généra-
lement pas constant et l’ensemble contiendrait de nombreux éléments superflus.
L’approche que j’ai retenue dans Gappa n’est donc pas une extension des en-
cadrements. Ce sont deux nouveaux prédicats qui indiquent la « précision » suffi-
sante pour représenter exactement les valeurs d’une expression. L’un des prédicats
est adapté aux arithmétiques à virgule fixe, l’autre aux arithmétiques à virgule flot-
tante. Dans les deux cas, ces prédicats affirment que les valeurs d’une expression
sont des nombres dyadiques et ils décrivent les propriétés de ces nombres.
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4.4.1 Prédicat de virgule fixe
Sans l’aide du prédicat de virgule fixe, les encadrements d’erreurs prouvés par
Gappa pour des calculs en virgule fixe ne sont pas aussi fins que ceux que l’on peut
facilement obtenir à la main. L’outil ne se rend pas compte que nombre d’opéra-
tions arithmétiques à virgule fixe sont en réalité des opérations exactes : l’arrondi
ne perd aucune information du résultat parce que le développeur a prévu des re-
gistres suffisamment larges. Pour repérer ces opérations exactes, il suffit de savoir
la précision (position du bit de poids faible) suffisante pour stocker leur résultat
exactement.
Script Gappa 4.4 La somme de deux entiers est un entier
x = int<zr>(x_);
y = int<zr>(y_);
{ int<zr>(x + y) - (x + y) in ? }
Le script 4.4 correspond à la proposition selon laquelle la somme de deux en-
tiers est représentable par un entier. Pour indiquer à Gappa que les valeurs d’une
expression ont un format particulier, il suffit de la définir comme étant l’arrondi
à ce format d’une autre expression. Pour vérifier que les valeurs d’une expression
ont un certain format, il suffit de vérifier que l’erreur absolue, entre cette expres-
sion et son arrondi vers le format, est nulle. Sur cet exemple, Gappa répond que
l’erreur est effectivement nulle. Pour ce faire, il montre d’abord que x et y sont des
éléments de l’ensemble Z · 20. Il en déduit que leur somme x+ y appartient aussi
à Z · 20, puis qu’arrondir x + y ne modifie pas sa valeur et que l’erreur d’arrondi
est nulle.
Pour tenir ces raisonnements, Gappa utilise le prédicat suivant :
FIX(x, k) = ∃m, e ∈ Z, x = m · 2e ∧ e ≥ k.
Quand Gappa sait qu’une expression x est de la forme fixed<k, dir>(e),
il peut en déduire la propriété FIX(x, k). Réciproquement, si l’outil sait prouver
FIX(e, k), alors il peut déduire que l’encadrement est [0, 0] pour toute expression
de la forme fixed<k′, dir>(e)− e avec k′ ≥ k.
Comme les bornes des intervalles sont représentées par des nombres dyadiques,
Gappa peut aussi construire une propriété de précision à partir d’une expression
encadrée par un intervalle réduit à un point. Par exemple, si les valeurs de e appar-
tiennent à l’intervalle point [3 · 2−1, 3 · 2−1], la propriété FIX(e,−1) est vraie.
Ensuite, tout comme pour les encadrements et leur arithmétique d’intervalles,
des calculs peuvent être effectués sur ce prédicat.
FIX(x, k) ∧ FIX(y, l) ⇒ FIX(x+ y,min(k, l))
FIX(x, k) ∧ FIX(y, l) ⇒ FIX(x · y, k + l)
FIX(e, k) ∧ FIX(e, l) ⇒ FIX(e,max(k, l))
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Finalement, une propriété FIX(e, k) peut être utilisée par Gappa afin d’amélio-
rer un encadrement sur e. En effet, un encadrement de e est optimal si son intervalle
est vide ou si ses bornes sont des multiples de 2k. Par conséquent, si e appartient
à [a, b], e appartient aussi à l’intervalle [a′, b′] avec a′ l’arrondi vers +∞ de a et b′
l’arrondi vers −∞ de b. Par exemple, si e est un entier appartenant à [1.7, 3.6], il
appartient en fait à [2, 3]. Et si e est un entier appartenant à [2.3, 2.9], il prend ses
valeurs dans l’intervalle vide et la preuve est achevée.
4.4.2 Prédicat de virgule flottante
Ce prédicat est l’analogue du prédicat précédent adapté à l’arithmétique flot-
tante. Au lieu d’indiquer l’exposant suffisant pour représenter un nombre dyadique,
il indique la taille de mantisse suffisante pour représenter ce nombre.
FLT(x, k) = ∃m, e ∈ Z, x = m · 2e ∧ |m| < 2k.
Là encore, il est possible de déduire des propriétés d’un intervalle réduit à un
point. Par exemple, si e ∈ [5 · 211, 5 · 211], Gappa peut prouver FLT(e, 3) puisque
|5| < 23. Des propriétés découlent aussi directement de la présence d’opérateurs
d’arrondis flottants. Ainsi, si e est un résultat au format flottant simple précision
IEEE-754, alors on a FLT(e, 24).
Pour déduire qu’une erreur absolue est nulle, l’approche est un peu plus com-
plexe qu’en arithmétique à virgule fixe, un format à virgule flottante étant repré-
senté à la fois par une précision de mantisse et un exposant minimal. Donc, pour
déduire float<p, q, dir>(e) − e ∈ [0, 0], Gappa cherche à obtenir FLT(e, p′)
avec p′ ≤ p et FIX(e, q′) avec q′ ≥ q.
Finalement, il est possible d’effectuer des calculs sur ce prédicat :
FLT(x, k) ∧ FLT(y, l) ⇒ FLT(x · y, k + l)
FLT(e, k) ∧ FLT(e, l) ⇒ FLT(e,min(k, l))
4.4.3 Exemple : Sterbenz
En arithmétique flottante, il arrive sous certaines conditions que la somme de
deux nombres flottants soit représentable. En particulier, un lemme communément
attribué à Sterbenz [Ste74] affirme que si le quotient ab est encadré par [
1
2 , 2], alors
la soustraction a	 b est exacte, c’est-à-dire que l’erreur absolue ◦(a− b)− (a− b)
est nulle. Une première approche consisterait donc à ajouter dans Gappa plusieurs
théorèmes exprimant cette propriété.
Voyons cependant sur un exemple ce qu’apporte les prédicats de précision. Le
script 4.5 effectue la soustraction de deux valeurs a et b, en simple précision et
arrondi dirigé vers zéro. Le lemme de Sterbenz ne pourrait pas s’appliquer sur cet
exemple. L’encadrement de ab contient en effet des valeurs en dehors de l’intervalle
[12 , 2]. Gappa répond néanmoins que l’erreur absolue est effectivement nulle.
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Script Gappa 4.5 Proposition de type lemme de Sterbenz
@rnd = float< ieee_32, zr >;
a = rnd(a_); b = rnd(b_);
{ a in [3.2,3.3] /\ b in [1.4,1.9] ->
rnd(a - b) - (a - b) in ? }
Dans la preuve générée, Gappa indique tout d’abord que, a étant un flottant
simple précision, ses valeurs sont représentables par des nombres dyadiques dont
la mantisse fait moins de 24 bits. Il constate d’autre part que la valeur absolue de a
est plus grande que 3.2. Par conséquent, a est nécessairement un multiple de 2−22.
En suivant un raisonnement analogue, il en déduit que b est un multiple de 2−23.
Partant de propriétés de virgule flottante et d’encadrements, l’outil a ainsi ob-
tenu des propriétés de virgule fixe sur a et b. Il en déduit alors que a − b est un
multiple de 2−23. Or il sait aussi prouver que la valeur absolue de a− b ne dépasse
pas 1.9. Il va cette fois combiner une propriété de virgule fixe avec un encadre-
ment pour montrer que les valeurs de l’expression a−b sont représentables par des
nombres dyadiques avec des mantisses de taille inférieure à 24 bits.
De plus, comme a − b est un multiple de 2−23, c’est aussi un multiple de
2−149. Par conséquent, les valeurs de a− b sont représentables en simple précision
et aucune erreur d’arrondi n’est commise pendant la soustraction.
Cet exemple montre que les prédicats FIX ne se cantonnent pas au domaine de
l’arithmétique à virgule fixe. En utilisant des théorèmes les combinant aux encadre-
ments et aux prédicats FLT, Gappa est capable de prouver que certaines opérations
flottantes sont exactes. Dans l’exemple, tous les nombres avaient le même format,
mais la méthode est plus générale et fonctionne même quand les formats diffèrent.
Chapitre 5
Fonctionnement de Gappa
Ce chapitre décrit la mise en œuvre, dans Gappa, des méthodes théo-
riques décrites aux chapitres précédents, c’est-à-dire le travail à effec-
tuer pour qu’elles s’appliquent : préparation des propositions logiques,
construction des graphes de preuve, gestion des bissections et des ré-
écritures.
Le travail de Gappa sur une proposition logique se décompose en plusieurs
étapes. La proposition est tout d’abord transformée en un ensemble de plusieurs
propositions adaptées au formalisme décrit au chapitre 2. Cette étape est décrite
au paragraphe 5.1.1. Étant donnée une proposition élémentaire, Gappa cherche
alors l’ensemble des expressions sur lesquelles des propriétés pourraient être prou-
vables1 et ne retient que celles qui peuvent être utiles pour prouver la proposition
(paragraphe 5.1.2).
Une fois cet ensemble d’expressions déterminé, Gappa cherche à calculer les
propriétés qui les concernent en appliquant les théorèmes de sa base concernant
l’arithmétique d’intervalles ou les arithmétiques approchées, ainsi que des réécri-
tures (paragraphe 5.4). L’outil a une liste de couples d’expressions « approchée »
et « exacte » pour inférer les termes absents des expressions à réécrire. Si la pro-
position n’est pas encore prouvée après avoir essayé tous ces théorèmes, Gappa
applique des méthodes de bissection pour construire un nouveau jeu de proposi-
tions élémentaires sur lesquelles il recommence son travail. Après avoir trouvé une
bissection convenable, Gappa réalise une fusion optimale des sous-cas pour limiter
leur nombre (paragraphe 5.3).
Tout au long de ces calculs de propriétés, Gappa tient à jour un graphe de
preuve (paragraphe 5.2) qui lui servira à générer le certificat. Celui-ci est constitué
d’une succession de lemmes et de leurs preuves ; le dernier d’entre eux corres-
1À ce stade, l’outil ne sait pas encore si les propriétés considérées sont prouvables : des théorèmes
les concernant existent mais rien ne lui permet de savoir si leurs hypothèses pourront être satisfaites.
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pond exactement à la proposition énoncée par l’utilisateur. Cependant, avant de
produire ce certificat, les techniques de simplification des bornes décrites au para-
graphe 2.3.3 sont mises en œuvre afin que le certificat ne pâtisse pas de la précision
élevée employée par l’outil lors de ses calculs.
5.1 Prétraitement
5.1.1 Mise en forme des propositions logiques
Étant donnée une proposition logique, Gappa commence par la mettre sous une
forme adaptée à la suite de son travail. Comme décrit au chapitre 2, cette forme est
une implication ayant en membre de gauche une conjonction d’hypothèses d’en-
cadrement. Pour des raisons d’efficacité, le membre de droite n’est pas limité à un
unique encadrement mais à n’importe quelle formule contenant des conjonctions,
disjonctions et encadrements.
e1 ∈ I1 ∧ e2 ∈ I2 ∧ · · · ∧ en ∈ In ⇒ P
Simplification des propositions
Pour atteindre des propositions de cette forme, des transformations proches
du calcul des séquents sont appliquées à la proposition initiale jusqu’à ce que
chacun des termes de la conjonction de gauche ait été décomposé en un enca-
drement élémentaire. Ces transformations peuvent avoir pour effet d’augmenter le
nombre de propositions à considérer. Par exemple, si la proposition est de la forme
e1 ∈ I1 ∧ . . . ∧ en ∈ In ∧ (Q⇒ R)⇒ P , elle est d’abord remplacée par les deux
propositions suivantes :
e1 ∈ I1 ∧ · · · ∧ en ∈ In ⇒ P ∨Q
e1 ∈ I1 ∧ · · · ∧ en ∈ In ∧R ⇒ P
La proposition initiale est ainsi progressivement transformée en un ensemble
d’implications dont le membre de gauche est une conjonction d’encadrements, tan-
dis que le membre de droite ne contient, ni symbole de négation, ni symbole d’im-
plication. L’information que Gappa peut utiliser se retrouve donc en hypothèse de
ces propositions transformées.
Pour simplifier le traitement, les propositions finales ne contiennent jamais
deux hypothèses encadrant la même expression. Ces cas s’éliminent facilement
en effectuant l’intersection des encadrements : ei ∈ Ii ∧ ei ∈ Ij se remplace par
ei ∈ Ii∩Ij . Les bornes doivent aussi être transformées en nombres dyadiques. Les
intervalles fournis par l’utilisateur voient donc leurs bornes arrondies vers l’exté-
rieur quand ils font partie du membre de gauche et arrondies vers l’intérieur quand
ils font partie du membre de droite.
Au lieu de fournir des bornes numériques, l’utilisateur peut représenter un en-
cadrement par « expr in ? ». De tels encadrements ne sont autorisés que s’ils ne
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se retrouvent que dans les parties droites des propositions finales. Gappa cherche
alors un encadrement à bornes finies de expr pour lequel la proposition est prou-
vable.
Traitement des inégalités
Les inégalités, qui sont des encadrements partiels, suivent les mêmes trans-
formations que les encadrements normaux. Gappa effectue cependant une trans-
formation supplémentaire pour celles du membre de droite en disjonction. Une
proposition P ⇒ Q ∨ e ≥ c est ainsi réécrite en P ∧ e ≤ c ⇒ Q ∨ e ≥ c afin
d’ajouter une hypothèse supplémentaire. Celle-ci permettra peut-être de trouver
une contradiction au sein des hypothèses et donc de prouver la proposition.
Gappa n’effectue pas d’autres transformations sur la proposition logique. Mais
on pourrait imaginer de généraliser le traitement appliqué aux inégalités. Les en-
cadrements sont en effet des conjonctions d’inégalités et il est donc possible de
pousser la décomposition d’une proposition jusqu’à ne plus avoir dans le membre
de droite qu’une disjonction d’inégalités. Celles-ci peuvent alors toutes être re-
tournées au sein du membre de gauche (en utilisant, le cas échéant, des inégalités
strictes). Son membre de droite ne contenant alors plus aucune propriété, la seule
façon de prouver la proposition est de trouver une contradiction entre ses hypo-
thèses. Un tel traitement permettrait de s’assurer que toute l’information contenue
dans la proposition logique initiale se retrouve en hypothèse des propositions sur
lesquelles Gappa va travailler. L’algorithme commencerait donc comme les mé-
thodes de résolution [RV01] puis calculerait par saturation les encadrements de
toutes les expressions retenues.
Alors que ce traitement permettrait de prouver un plus grand nombre de propo-
sitions, Gappa ne l’applique pas jusqu’au bout. Il se limite à des propositions dont
les membres de gauche sont des conjonctions d’inégalités larges et les membres de
droite des conjonctions et disjonctions d’inégalités larges. En effet, le traitement
complet empêche d’une part de traiter les encadrements « in ? » dont l’inter-
valle n’est pas fixé à l’avance et il provoque d’autre part une explosion du nombre
de preuves à construire. Aucune des certifications réalisées n’a pour l’instant eu
besoin de ce surcroît de complexité.
5.1.2 Recherche des chemins de calcul
Une fois la proposition décomposée en propositions élémentaires, Gappa consi-
dère les propositions les unes à la suite des autres. L’objectif est, à partir des en-
cadrements en hypothèse, d’obtenir des encadrements qui satisfont le membre de
droite de l’implication. La première étape consiste à rechercher les expressions in-
termédiaires que l’outil a besoin d’encadrer et les théorèmes qui vont donner ces
encadrements.
Cette recherche se fait itérativement en partant de l’ensemble des expressions
qui apparaissent, non seulement dans le membre de droite, mais aussi dans le
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membre de gauche. En effet, s’il existe une contradiction entre les hypothèses,
elle apparaîtra vraisemblablement dans leurs encadrements. Par exemple, dans la
proposition x ∈ [1, 2] ∧ x+ 1 ∈ [3, 4] ⇒ x ∈ [5, 6], la contradiction se manifeste
lors du calcul d’un autre encadrement de x+ 1.
Pour chacune des expressions de cet ensemble, Gappa génère la liste des théo-
rèmes qui peuvent engendrer leurs encadrements. Chacun de ces théorèmes a lui
même des hypothèses qui consistent en des encadrements d’autres expressions.
Celles-ci sont ajoutées à l’ensemble des expressions à encadrer afin d’être à leur
tour considérées. Certaines des expressions de l’ensemble peuvent s’avérer impos-
sible à encadrer, par exemple une variable universellement quantifiée sur laquelle
il n’existe aucune hypothèse. Elle est considérée inutile et retirée de l’ensemble et
les théorèmes qui en dépendent sont supprimés. Ces suppressions peuvent laisser
des expressions sans aucun théorème capable de calculer leurs encadrements. Elles
sont à leur tour retirées de l’ensemble, ce qui entraîne à nouveau la suppression
de théorèmes. Le processus se poursuit jusqu’à ce que l’outil n’ait plus que des
expressions « utiles » et les théorèmes pour les encadrer à partir des encadrements
d’autres expressions « utiles ». Le terme « encadrement » a été employé dans ce
qui précède, mais il peut tout aussi bien s’agir de prédicats de précision.
Le procédé employé par Gappa termine en pratique. Les règles de réécritures et
les théorèmes ont en effet été choisis pour que, même si l’outil peut avoir à considé-
rer des expressions plus complexes que l’expression initiale, il n’existe aucune ité-
ration capable de générer une suite d’expressions arbitrairement complexes. Deux
remarques permettent de s’en persuader.
Premier point, Gappa ne cherche pas à rassembler une nouvelle fois les théo-
rèmes qui encadrent une expression qu’il a déjà rencontrée auparavant. Pour illus-
trer ce point, supposons qu’il lui faille encadrer ◦(a). Une réécriture lui dit qu’il
peut passer par l’encadrement de (◦(a) − a) + a. Puis le théorème d’addition lui
annonce que cela s’obtient en encadrant séparément ◦(a)−a et a. L’outil construit
alors la liste des théorèmes permettant d’encadrer ◦(a)− a, mais pas celle de l’ex-
pression a qui a déjà été rencontrée.
Deuxième point, les réécritures ne s’appliquent qu’à l’expression que Gappa
cherche à encadrer et non à ses sous-expressions. En particulier, ◦(a) se réécrit en
(◦(a)− a)+ a, mais cette dernière ne se réécrit pas en (((◦(a)− a)+ a)− a)+ a.
L’utilisateur peut fournir ses propres règles, mais elles ne posent pas de difficultés
non plus. En effet comme elles ne contiennent pas des termes joker qui seraient
satisfaits par des sous-expressions quelconques, elles s’appliquent tout au plus une
fois chacune. Ce ne serait pas le cas avec une règle (%1) → (2 · %1 − %1) dans
laquelle %1 est un terme joker.
5.2 Graphes de preuve
En suivant les chemins de calculs qu’il vient d’obtenir, Gappa construit des pro-
priétés d’expressions (encadrement ou précision). Il part de la conjonction d’enca-
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drements présente en hypothèse et ajoute progressivement de nouvelles propriétés
en combinant celles déjà obtenues. Cette itération se poursuit jusqu’à ce que les
encadrements de la proposition à prouver soient satisfaits. Si un de ces encadre-
ments est « ? », l’itération se poursuit jusqu’à ce que plus aucun théorème n’ajoute
de nouvelle propriété ou n’améliore les propriétés déjà présentes.
5.2.1 Théorèmes et graphes de preuves
Les chemins de calcul indiquent à Gappa quels théorèmes s’appliquent quand
telles hypothèses sont disponibles. À chaque fois qu’une nouvelle propriété est
disponible ou qu’une propriété a été améliorée, les théorèmes qui ont cette pro-
priété en hypothèse sont placés à la fin d’une queue indiquant les théorèmes po-
tentiellement applicables. Pour chaque théorème applicable, Gappa vérifie que
les contraintes (par exemple l’intervalle dénominateur d’une division ne doit pas
contenir zéro) sont bien remplies puis calcule la propriété conclusion qui en dé-
coule.
Dans le cas des prédicats de précision, ce calcul est simplement effectué en
arithmétique entière. Pour ce qui est des prédicats d’encadrements, les bornes dya-
diques sont manipulées à l’aide de MPFR [FHL+05], la précision des calculs étant
fixée de façon globale par un paramètre utilisateur. La bibliothèque d’arithmétique
d’intervalles de Boost, présentée dans l’annexe A, calcule les bornes de ces enca-
drements.
Une fois la propriété calculée, deux nœuds sont ajoutés au graphe de preuve
pour en garder une trace. Le premier décrit l’instance du théorème appliqué ; il ne
dépend de rien et exprime un résultat vrai dans l’absolu. Le second nœud relie le
premier aux nœuds du graphe qui ont pour conclusions les propriétés en hypothèses
du théorème. Dans la figure 5.1, les nœuds du premier type sont indiqués par un
cadre en trait plein tandis que les nœuds du second type sont indiqués par un cadre
en trait discontinu.
Un graphe acyclique est donc généré au fur et à mesure des calculs. Les arêtes
dirigées de ce graphe indiquent les dépendances entre les différents faits, c’est-à-
dire tels nœuds impliquent tels nœuds. Ce graphe sera parcouru pour générer le
script de preuve une fois que les propriétés en conclusion de la proposition auront
été satisfaites. La figure 5.1 montre le graphe créé pour la proposition
x ∈ [0, 14 ] ⇒ x · (1− x) ∈ [0, 14 ].
Initialement le graphe ne contient qu’un seul nœud x ∈ [0, 14 ] qui correspond
à l’encadrement en partie gauche de l’implication dans la proposition logique. Par-
tant de là, l’objectif pour Gappa est de trouver un encadrement de x · (1 − x) qui
satisfait la partie droite de l’implication : x · (1 − x) ∈ [0, 14 ]. Le nœud 1 ∈ [1, 1]
sur la gauche et les deux nœuds contenant des implications sur la droite du graphe
sont des instances de théorèmes d’arithmétique par intervalles : encadrement d’une
constante, encadrement d’une différence, encadrement d’un produit. Les proprié-
tés qu’ils expriment sont vraies pour n’importe quelle valeur réelle de x. Les autres
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x ∈ [0, 14 ]
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1 ∈ [1, 1] ∧ x ∈ [0, 14 ]⇒ 1− x ∈ [34 , 1]
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x ∈ [0, 14 ] ∧ 1− x ∈ [34 , 1]⇒ x · (1− x) ∈ [0, 14 ]
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x · (1− x) ∈ [0, 14 ]
FIG. 5.1 – Graphe de preuve de x ∈ [0, 14 ]⇒ x · (1− x) ∈ [0, 14 ]
nœuds contiennent des propriétés vraies du fait des hypothèses de la proposition,
c’est-à-dire quand x prend ses valeurs dans [0, 14 ].
5.2.2 Intersections
Deux nouveaux nœuds sont ajoutés pour chaque nouvelle propriété obtenue.
La propriété qu’ils prouvent peut concerner une expression et un prédicat pour
lesquels il existe déjà une propriété prouvée. Trois cas se présentent alors. Premier
cas, la nouvelle propriété n’apporte rien par rapport à l’ancienne ; elle peut donc
être aussitôt oubliée. C’est par exemple le cas si l’ancienne propriété affirmait que
x ∈ [2, 6] alors que la nouvelle donne x ∈ [1, 7].
Deuxième cas, la nouvelle propriété est strictement meilleure que l’ancienne,
par exemple si la nouvelle est maintenant x ∈ [3, 5]. Tous les théorèmes appliqués
à partir de ce moment pourront donc utiliser cette propriété afin de produire des
résultats potentiellement plus fins. Les théorèmes déjà appliqués ne sont par contre
pas modifiés et continuent à dépendre de l’ancien nœud. Les faire dépendre du
nouveau nœud pourrait en effet créer des cycles dans le graphe de preuve.
Le dernier cas ne se présente qu’avec les prédicats d’encadrement. En effet,
l’inclusion d’intervalles n’étant qu’un ordre partiel, la nouvelle propriété peut être
ni strictement meilleure ni strictement plus mauvaise que l’ancienne. C’est le cas
par exemple de x ∈ [2, 6] et x ∈ [4, 7]. Il est cependant possible de déduire de
ces deux propriétés que x appartient à l’intersection des deux intervalles : x ∈
[4, 6]. Un nœud supplémentaire est ajouté au graphe pour refléter cette déduction,
la propriété étant maintenant strictement meilleure.
Ces nœuds d’intersection sont aussi le seul moyen de gérer les inégalités qui se
trouvent en hypothèse. Comme aucun de ses théorèmes ne manipule une inégalité
sur une expression, Gappa attend d’obtenir, par un chemin de calcul, un premier
encadrement de cette expression, puis il utilise l’inégalité pour réduire cet encadre-
ment.
Dans les situations d’intersection, il peut arriver que les deux encadrements
soient disjoints, par exemple si les propriétés sont x ∈ [2, 4] et x ∈ [5, 7]. Les
valeurs de x appartiennent alors à l’intervalle vide ; une contradiction a donc été
trouvée et il n’est pas nécessaire de continuer plus avant. C’est le seul endroit de
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Gappa où des intervalles vides sont envisagés. Aucun autre calcul ou théorème
n’en renvoie, ce qui permet de ne pas les prendre en compte lors de la génération
de la preuve.
Pour satisfaire cette contrainte, certains théorèmes sont forcés de renvoyer des
intervalles non vides là où il serait naturel de trouver un intervalle vide. Suppo-
sons par exemple que x soit un entier appartenant à l’intervalle [a, b]. Un théorème
de Gappa renvoie un intervalle précis encadrant x : [dae, bbc]. Si l’intervalle [a, b]
est [2.5, 2.75], cela conduit à un intervalle vide caractérisé par des bornes inver-
sées : x ∈ [3, 2]. Pour éviter cela, le théorème renvoie l’intervalle [3, 3] (l’intervalle
[2, 2] conviendrait aussi), non vide mais moins fin. Ce manque de finesse ne pose
cependant pas de problème. D’une part parce que le calcul reste formellement vé-
rifiable : 3 ≤ d2.5e et b2.75c ≤ 3. D’autre part parce qu’il y a maintenant deux
encadrements de x et que leur intersection est vide. La fin de la preuve n’a donc
été repoussée que d’une étape.
5.2.3 Encadrements en valeur absolue
Jusqu’à présent, un prédicat d’encadrement et deux prédicats de précision ont
été présentés. Le sujet de l’encadrement de la valeur absolue d’une expression a
aussi été abordé au paragraphe 3.3.3 mais un tel encadrement peut être exprimé
simplement à l’aide du prédicat d’encadrement standard. Cependant, pour deux
raisons, Gappa l’implante à l’aide d’un prédicat à part. L’une d’elle est indiquée
au paragraphe 6.3.2 : il est possible d’écrire des théorèmes plus simples à vérifier
si la borne inférieure de l’intervalle est positive ou nulle, ce qui est le cas pour un
encadrement de valeur absolue.
L’autre raison est la diminution du nombre de théorèmes nécessaires. Considé-
rons par exemple qu’il n’y ait pas de prédicat spécifique pour les valeurs absolues
et que Gappa cherche à construire les chemins de calcul qui permettent de bor-
ner x · |y|. Un de ces chemins borne la valeur absolue et en déduit l’encadrement
de l’expression originelle. Cela consiste à borner l’expression |x · |y||. La valeur
absolue du produit étant le produit des valeurs absolues, Gappa peut alors cher-
cher à évaluer |x| · |(|y|)|. En répétant ces étapes, des expressions de plus en plus
complexes mais complètement inutiles vont donc être créées. Pour éviter cela, un
théorème fournissant la propriété |x · |y|| = |x| · |y| serait par exemple néces-
saire. Pour des raisons de symétrie, il en faudrait un autre concernant le membre de
gauche. L’opération de multiplication n’est pas la seule à souffrir de ce problème
et d’autres théorèmes devraient donc être spécialisés pour traiter les expressions
contenant des valeurs absolues.
L’ajout d’un prédicat spécifique à la valeur absolue permet d’éviter cette ex-
plosion du nombre de théorèmes. Notons ABS ce nouveau prédicat et BND le
prédicat standard d’encadrement. Dans l’exemple précédent, Gappa doit alors éva-
luer BND(x · |y|), ce qui peut se faire en passant ABS(x · |y|). La valeur absolue
du produit étant le produit des valeurs absolues, cela revient à évaluer ABS(x) et
ABS(|y|). Ce dernier vaut aussi ABS(y). Ce prédicat évite donc d’écrire plusieurs
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versions des théorèmes. L’inconvénient est que quelques-unes des expressions ne
sont plus considérées et certaines propositions ne sont donc pas prouvables par
Gappa. C’est le cas de la proposition |x| · |y| ∈ [1, 2]⇒ x · |y| ∈ [−2, 2].
En conclusion, Gappa implante un prédicat d’encadrement supplémentaire :
ABS(e, [a, b]) = 0 ≤ a ≤ |e| ≤ b.
5.3 Bissections
Une fois que l’outil a calculé les encadrements et les bornes de précision de
chacune des expressions qu’il avait à considérer, il cherche à appliquer d’éven-
tuelles méthodes de bissection. Si Gappa a prouvé qu’une expression e est enca-
drée par [a, b], il découpe l’intervalle en sous-intervalles et chercher à réévaluer les
propriétés concernant les autres expressions pour chacun de ces sous-intervalles.
5.3.1 Déroulement d’une bissection
Script Gappa 5.1 Découpage en quatre sous-intervalles de même largeur
t = x * x;
{ x in [-2,3] -> t * (1 - t) in ? }
$ t;
Dans le script 5.1, la dernière ligne « $ t; » indique à Gappa qu’il doit recal-
culer les propriétés concernant chacune des expressions après avoir découpé l’en-
cadrement de t en sous-intervalles. Plus précisément, Gappa effectue tout d’abord
un calcul complet de l’ensemble des propriétés. Il obtient ainsi les encadrements
t ∈ [0, 9] et t ·(1−t) ∈ [−72, 9]. Puis il constate qu’un découpage lui est demandé.
En l’absence de précision, il choisit un découpage en quatre sous-intervalles.
Comme t ∈ [0, 9], les quatre intervalles considérés sont [0, 94 ], [94 , 92 ], etc. Pour
chacun de ces intervalles, Gappa crée un nouveau graphe de preuve. Ce graphe dé-
rive du graphe courant, c’est-à-dire que toutes les propriétés déjà prouvées restent
valides, mais il contient une hypothèse supplémentaire sur l’encadrement de t par
un sous-intervalle. Gappa recalcule toutes les propriétés sur ce graphe afin d’affi-
ner ses résultats. Pour t ∈ [0, 94 ], l’outil montre que t · (1 − t) est compris dans
l’intervalle [−4516 , 94 ].
Dans les trois autres graphes de preuve, les intervalles encadrant t · (1− t) sont
[−634 ,−4516 ], [−62116 ,−634 ] et [−72,−62116 ]. Comme Gappa a obtenu un encadrement
dans chacun des quatre nouveaux graphes, il peut créer une propriété les englobant
tous dans le graphe initial. Ainsi, après avoir calculé l’enveloppe convexe, un nœud
prouvant t · (1− t) ∈ [−72, 94 ] est créé. Ses parents, c’est-à-dire les hypothèses qui
assurent la validité du nouveau nœud, sont le nœud prouvant t ∈ [0, 9] et les quatre
nœuds prouvant les encadrements de t · (1− t) sur chacun des sous-intervalles.
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Si Gappa trouve une contradiction dans certains graphes, deux cas se pré-
sentent. Premier cas, tous les graphes contiennent une contradiction et l’outil peut
en déduire une contradiction globale et terminer la preuve. Deuxième cas, l’outil
calcule l’enveloppe convexe de tous les encadrements obtenus dans des graphes
sans contradiction. Cette enveloppe est valable globalement puisqu’il est possible
de la déduire de chacun des graphes : soit il y a une contradiction, soit l’encadre-
ment du graphe est inclus dans l’enveloppe par définition.
Pour finir, une bissection échoue si aucune contradiction globale n’a été obte-
nue et si pour aucune des expressions encadrées l’enveloppe convexe calculée n’est
meilleure que l’encadrement initialement calculé.
5.3.2 Déclaration de bissections
Comme les bissections multiplient le nombre de graphes de preuve à remplir,
elles ne sont jamais réalisées si elles n’ont pas été explicitement demandées par
l’utilisateur. La syntaxe pour demander à Gappa de réaliser une bissection est un
indice de la forme :
découpage ::= expr | expr in entier | expr in (borne, . . .)
bissection ::= [expr, . . .] $ découpage, . . .;
Un indice de bissection est donc la donnée d’une liste potentiellement vide
d’expressions et d’une liste de découpages. Ces découpages se composent de deux
parties. La première est une expression qui indique quel encadrement est découpé.
La deuxième, optionnelle, indique comment le découpage est réalisé. Quand elle
est écrite sous la forme « in entier », l’entier indique le nombre de sous-intervalles
à considérer. Sous la forme « in (borne, . . .) », l’encadrement est découpé par
rapport aux points donnés en paramètre.
Ainsi, en utilisant le script 5.2 à la place du précédent, l’encadrement de t est
maintenant découpé en trois intervalles [0, 12 ], [
1
2 , 1] et [1, 9]. Cela conduit à un
meilleur résultat final : t · (1− t) ∈ [−72, 12 ].
Script Gappa 5.2 Découpage par points
t = x * x;
{ x in [-2,3] -> t * (1 - t) in ? }
$ t in (0.5,1);
Si plusieurs découpages sont indiqués à droite du dollar, ils sont effectués
récursivement. Cela signifie que, dans chaque graphe correspondant à un sous-
intervalle du premier découpage, une nouvelle bissection est effectuée en utilisant
le deuxième découpage et elle crée de nouveaux graphes. Et ainsi de suite. Par
conséquent, si un indice de bissection contient d’abord un découpage en trois sous-
intervalles, puis un autre découpage en cinq sous-intervalles et enfin un découpage
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en quatre sous-intervalles, il y aura en tout 1+ 3+ 3 · 5+ 3 · 5 · 4 = 79 graphes de
preuve à remplir.
Quand un script Gappa contient plusieurs indices de bissection, ils ne sont pas
appliqués récursivement. Gappa cherche d’abord à améliorer le graphe initial à
l’aide du premier indice. Les autres indices ne sont pas utilisés dans les graphes
créés. Puis l’outil applique le deuxième indice au graphe initial. Là encore, les
autres indices ne sont pas appliqués aux graphes créés. Et ainsi de suite. Cette façon
d’indiquer les bissections permet de limiter l’explosion du nombre de graphes de
preuve. Il n’y en aura ici que 1 + 3 + 5 + 4 = 13, mais ce nombre réduit peut ne
plus être suffisant à Gappa pour prouver la proposition.
5.3.3 Découpage ciblé
Il reste le cas des découpages qui n’indiquent qu’une expression sans préciser
comment se fait la découpe. Le comportement de Gappa dépend alors de la pré-
sence ou non d’expressions à gauche du dollar. S’il n’y en a pas, les découpages
sont alors équivalents à des découpages en quatre sous-intervalles. Cela permet à
l’utilisateur de tester rapidement l’impact que pourrait avoir des bissections selon
telles ou telles sous-expressions.
Si des expressions sont indiquées à gauche du dollar par contre, Gappa effec-
tue un découpage en sous-intervalles de telle sorte que la partie de la conclusion
qui correspond à ces variables soit prouvée. Dans le script 5.3, il est demandé à
Gappa des sous-intervalles de [0, 1000] de plus en plus petits jusqu’à avoir prouvé
sur chacun d’eux la propriété correspondant à 1x dans la conclusion, c’est-à-dire
l’inégalité 1x ≤ 2. Gappa ne s’acharne cependant pas à encadrer 1x s’il est capable
de prouver la conclusion sur un des sous-intervalles, par exemple s’il obtient une
contradiction entre les hypothèses ou une preuve de x2 ≤ 1.
Script Gappa 5.3 Découpage avec expression cible
{ x in [0,1000] -> x * x <= 1 \/ 1 / x <= 2 }
1 / x $ x;
Soit α un nombre réel strictement compris entre 12 et 1. À partir de la propriété
x ∈ [0, α], il est possible de déduire x2 ≤ 1. Quant à la propriété x ∈ [α, 1000],
on peut en déduire 1x ≤ 2. La preuve de la proposition peut donc se faire en consi-
dérant séparément les cas x ≤ α et x ≥ α. C’est ce que fait Gappa dans sa
preuve : il prend α = 10001024 comme frontière et décompose le problème en deux
sous-problèmes.
Découpage récursif
Pour obtenir cette valeur de α, Gappa fait une première tentative de découpage
avec les deux encadrements x ∈ [0, 500] et x ∈ [500, 1000]. Sur le deuxième,
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il arrive effectivement à prouver 1x ≤ 2 puisqu’il obtient une contradiction avec
1
x ≥ 2. Sur le premier sous-intervalle, l’outil est par contre incapable de prouver la
proposition. Il découpe alors cet intervalle en deux nouveaux sous-intervalles. Là
encore, la proposition est prouvable sur le sous-intervalle de droite, mais pas sur
celui de gauche. Et ainsi de suite, Gappa découpe récursivement les sous-intervalles
de gauche en deux jusqu’à atteindre x ∈ [0, 10001024 ]. Sur ce dernier encadrement, il
obtient une contradiction avec x2 ≥ 1 et peut donc en déduire une preuve de
x2 ≤ 1.
Gappa a ainsi découpé l’encadrement x ∈ [0, 1000] jusqu’à obtenir une contra-
diction sur tous les sous-intervalles considérés. À ce moment-là, onze graphes de
preuve ont été générés pour les sous-intervalles [0, α], [α, 1000512 ], . . . , [250, 500] et
[500, 1000]. La situation n’est pas vraiment satisfaisante puisqu’elle conduit à une
preuve bien plus longue que si des graphes de preuve avaient été générés pour les
seuls intervalles [0, α] et [α, 1000]. Gappa termine donc en réalisant une fusion des
différents sous-cas afin de réduire leur nombre.
Tout comme les simplifications décrites au paragraphe 2.3.3, ce traitement est
caractéristique de l’approche Gappa. Avec un outil classique employant l’arith-
métique d’intervalles, l’encadrement d’une expression est l’unique objectif, l’outil
n’a pas besoin d’effectuer d’autres opérations. Avec Gappa, l’utilisateur attend non
seulement un encadrement mais aussi une preuve formelle de cet encadrement.
Pour qu’elle soit utilisable, un assistant de preuves doit pouvoir l’interpréter en un
temps raisonnable. Les traitements effectués par Gappa doivent donc, non seule-
ment obtenir des encadrements fins, mais aussi générer des preuves courtes.
Fusion des graphes
La méthode consiste à tester, pour chaque sous-intervalle obtenu, si la propo-
sition reste vraie quand on le fusionne avec le sous-intervalle qui le précède. Dans
l’affirmative, les deux sous-intervalles sont retirés et remplacés par leur réunion.
Puis l’outil passe au sous-intervalle suivant.
Par exemple, Gappa considère le sous-intervalle [1000512 ,
1000
256 ] et se rend compte
que la proposition reste vraie quand il le fusionne avec le sous-intervalle précédent,
c’est-à-dire [α, 1000512 ]. L’intervalle [α,
1000
256 ] leur est alors substitué dans la liste. Puis
Gappa passe au sous-intervalle suivant de la liste triée et recommence jusqu’à ce
qu’il n’y ait plus que les deux sous-intervalles finaux au lieu des onze initiaux. Il est
possible de modifier l’exemple pour obtenir des scripts pour lesquels la réduction
de la preuve est arbitrairement grande par cette technique simple.
Étudions le coût de la méthode. La bissection produit un découpage en n sous-
intervalles après avoir étudié 2 · n + 1 sous-cas. Le mécanisme de fusion cherche
alors à fusionner chaque intervalle au plus une fois avec celui qui précède, ce qui
correspond donc à l’étude de n− 1 sous-cas supplémentaires. Le surcoût est donc
de l’ordre de 50%.
60 CHAPITRE 5. FONCTIONNEMENT DE GAPPA
Optimalité du découpage
Vis-à-vis du découpage initialement obtenu, la fusion réalisée est optimale : au-
cune fusion des sous-intervalles ne permet de réduire plus le nombre de sous-cas.
Cela suppose cependant qu’une propriété prouvable par Gappa sur un intervalle I
est prouvable sur tout sous-intervalle de I . Cette hypothèse n’est pas très contrai-
gnante parce qu’elle est vérifiée au moins pour les fractions rationnelles [Moo79]
et lorsque les bornes des intervalles sont arrondies.
La justification d’optimalité peut se faire en considérant trois découpages re-
pérés par les points séparant les sous-intervalles. Tout d’abord le découpage initial
construit par bissection D = (x0, . . . , xn). Ensuite celui obtenu par Gappa Dg =
(x0, xg(1), . . . , xg(p−1), xn). Enfin, un découpage optimal Do = (x0, xo(1), . . . ,
xo(q−1), xn) qui s’appuie sur les points de D et pour lequel Gappa saurait prou-
ver la proposition sur chacun des sous-intervalles [xo(i), xo(i+1)]. Par définition, le
découpage optimal ne contient pas plus de sous-intervalles que celui obtenu par
Gappa, donc p ≥ q. L’objectif est de montrer que p vaut q en réalité. Appelons i
le plus grand indice pour lequel les découpages vérifient g(i) ≥ o(i). Si o(i) = n
alors les deux découpages ont la même longueur.
Supposons par l’absurde que ce ne soit pas le cas. Cela implique i < q et
g(i + 1) < o(i + 1). Au moment où Gappa a considéré l’intervalle élémentaire
[xg(i+1), xg(i+1)+1], l’intervalle [xg(i), xg(i+1)] existait déjà et il a donc cherché
à les fusionner. Puisque cette fusion a échoué, cela signifie que Gappa n’a pas
réussi à prouver la propriété sur l’intervalle [xg(i), xg(i+1)+1]. Or Gappa est capable
de la prouver sur l’intervalle [xo(i), xo(i+1)] qui en est un sur-ensemble puisque
o(i) ≤ g(i) et g(i + 1) < o(i + 1). C’est ici que réside la contradiction. Le
découpage obtenu par Gappa a donc une longueur optimale par rapport aux points
obtenus par bissection.
Si l’on considère maintenant un découpageD′ qui ne s’appuie par sur les points
obtenus par bissection, comment se compare-t-il à un découpage de Gappa ? Dans
le pire des cas (du point de vue de Gappa), sa longueur est deux fois moindre.
En effet, un intervalle de D′ ne peut pas couvrir deux intervalles complets de Dg,
sinon l’outil les aurait fusionnés. Le découpage Dg est donc intéressant du point
de vue de la longueur de la preuve.
5.4 Règles de réécriture
Comme détaillé dans les chapitres précédents, l’utilisation de réécritures per-
met de contourner les problèmes de décorrélation lors de l’évaluation par arith-
métique d’intervalles d’expressions représentant des erreurs. Gappa contient ainsi
toute une base de règles permettant de réécrire les expressions à encadrer sous
des formes contenant des termes potentiellement moins corrélés. L’utilisateur peut
ajouter ses propres règles pour exprimer des identités mathématiques plus com-
plexes. Toutes ces réécritures ne sont appliquées qu’aux prédicats d’encadrement.
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5.4.1 Règles prédéfinies
Les règles peuvent se décomposer en plusieurs catégories comme indiqué au
paragraphe 3.2. Il y a tout d’abord les règles qui s’appliquent à des expressions
d’erreur entre deux expressions dont les arbres syntaxiques commencent de façon
similaire. Afin de pouvoir capturer l’erreur absolue de l’addition, il y a ainsi une
règle réécrivant les soustractions d’additions :
(a+ b)− (c+ d) → (a− c) + (b− d).
Si a et c désignent une même expression, Gappa doit évaluer par intervalles
le terme a − a. C’est la pire forme de corrélation, mais Gappa sait la détecter et
l’encadrer par [0, 0]. L’encadrement est donc bon mais son certificat est inutilement
complexe : il contient une preuve de a−a ∈ [0, 0] puis calcule l’intervalle [0, 0]+I .
Pour éviter ces étapes, Gappa n’applique pas la règle quand a et c (ou b et d)
désignent la même expression. Deux autres règles prennent le relais pour traiter
directement ces situations où une même expression se trouve de part et d’autre de
l’opérateur de soustraction :
(a+ b)− (a+ c) → b− c,
(a+ b)− (c+ b) → a− c.
Que ce soit pour l’addition, la soustraction ou la multiplication, les règles qui
concernent leurs erreurs absolues sont purement syntaxiques : elles s’appliquent
quelles que soient les valeurs prises par les sous-expressions. Dans le cadre des
erreurs relatives, ce n’est plus le cas à cause de la division. Voici par exemple la
réécriture employée pour l’erreur relative entre les produits a · b et a · c.
a · b− a · c
a · c →
b− c
c
.
Pour pouvoir appliquer cette règle, il faut prouver que ni a ni c ne vaut zéro.
Gappa le garantit par deux propriétés ABS(a, [a, a]) et ABS(c, [c, c]) vérifiant les
inégalités a > 0 et c > 0.
5.4.2 Expressions approchées et expressions exactes
Les règles qui décomposent les erreurs en faisant intervenir des expressions
intermédiaires constituent une catégorie à part. C’est le cas, par exemple, de la
règle dédiée à l’erreur absolue :
a− b → (a− c) + (c− b).
Pour évaluer l’erreur entre a et b, Gappa cherche si elle ne s’exprime pas plus
facilement sous la forme de deux erreurs : l’erreur entre a et c d’une part et celle
entre c et b d’autre part. La différence par rapport aux règles précédentes est que
le terme c n’apparaît pas dans l’expression à réécrire. Gappa doit l’inférer à partir
d’informations annexes.
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Pour cela, l’outil maintient une liste de couples d’expressions. Un couple (e, f)
signifie que l’expression e prend des valeurs proches de celles de f . Du point de
vue de Gappa, cela signifie surtout que l’erreur entre e et f est probablement simple
à évaluer et qu’il peut donc être intéressant de la faire apparaître chaque fois que
possible. Ainsi, la règle précédente est appliquée si (a, c) fait partie de ces couples.
Il en existe une variante mathématiquement identique qui est appliquée quand le
couple est (c, b) et non pas (a, c)2.
Gappa applique plusieurs heuristiques pour construire sa liste de couples. Tout
d’abord, si une expression est de la forme ◦(e), (◦(e), e) est ajouté à l’ensemble
des couples considérés. Ensuite, si une hypothèse est de la forme e − f ∈ I ou
e−f
f ∈ I , l’outil suppose qu’elle représente en fait un encadrement d’erreur absolue
ou relative et ajoute le couple (e, f) à la liste. Cette dernière heuristique s’applique
aussi quand l’expression encadrée est |e− f | ou | e−ff |.
Tout cela peut ne pas être suffisant et la syntaxe e ~ f; permet alors à l’utili-
sateur d’ajouter ses propres couples (e, f). Dans le script 5.4, l’utilisateur demande
à Gappa de déduire de bac + b ∈ [5, 10] un encadrement de a + b. S’il ne précise
pas que bac+ b est une valeur qui approche a+ b, Gappa est incapable de prouver
a+ b ∈ [5, 11].
Script Gappa 5.4 Paire expression approchée – expression exacte
{ int<dn>(a) + b in [5,10] -> a + b in ? }
int<dn>(a) + b ~ a + b;
5.4.3 Règles utilisateur
La définition de couples permet donc à Gappa de généraliser les règles de ré-
écriture qu’il connaît et sait appliquer. Mais cela peut ne pas suffire à prouver une
proposition, en particulier quand les expressions ont besoin d’être réécrites en pro-
fondeur. L’utilisateur peut alors fournir ses propres règles.
Script Gappa 5.5 Règle utilisateur de réécriture
{ x in [0,1] -> x * (1 - x) in [0, 0.25] }
x * (1 - x) -> 1/4 - (x - 1/2) * (x - 1/2);
Ainsi, la meilleure façon de borner l’expression x · (1 − x) par arithmétique
d’intervalles est de la réécrire en 14−(x− 12)2 afin de faire disparaître la corrélation
entre les termes x et 1−x. Aucun des théorèmes de Gappa ne lui permet d’effectuer
cette réécriture, l’utilisateur doit donc la lui fournir. C’est le cas du script 5.5.
2Si Gappa connaît les deux couples (a, c) et (c, b) à la fois, les deux règles feront parties des
chemins de calcul. Comme elles propagent toutes deux l’encadrement de (a − c) + (c − b), le
résultat de la dernière règle appliquée n’améliorera pas celui de la première. L’outil ne le gardera
donc pas dans le graphe de preuve.
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Un indice de la forme « e1 -> e2 » indique à l’outil que, s’il a besoin d’enca-
drer une expression e1, il peut utiliser l’intervalle obtenu en encadrant l’expression
e2. Pour que cette manipulation soit valable, il suffit que les expressions e1 et e2
aient la même valeur dans tous les cas.
Ces règles de réécriture posées par l’utilisateur introduisent de nouveaux axio-
mes au sein de la preuve. Pour limiter le risque d’erreur, Gappa cherche à vérifier
que les membres de gauche et de droite de la règle sont effectivement égaux. Idéa-
lement, il devrait aussi en générer une preuve pour éviter que les réécritures ne
soient de simples axiomes dans le certificat final. Dans cette optique, les méthodes
probabilistes [Sch80] ne présentent qu’un intérêt limité puisqu’elles ne garantissent
pas l’identité d’expressions multivariées. Elles pourraient cependant être utilisées
pour repérer rapidement les fautes de frappe de l’utilisateur.
Pour effectuer la comparaison des deux expressions, Gappa manipule leur dif-
férence sous forme symbolique : un quotient d’expressions polynomiales à coeffi-
cients entiers. Ces expressions polynomiales sont sous forme normale et les sous-
termes qui y jouent le rôle d’indéterminées sont les valeurs numériques non en-
tières, les variables universellement quantifiées ainsi que les résultats d’arrondi, de
valeur absolue et de racine carrée. Si la forme normale au numérateur du quotient
est nulle, alors les deux expressions sont égales. Gappa profite aussi de la normali-
sation pour repérer les expressions qui doivent prendre des valeurs non nulles afin
que la réécriture soit licite.
Malheureusement, ces formes normales sont coûteuses à manipuler, aussi bien
en temps qu’en mémoire, en particulier quand il s’agit de réécrire les erreurs re-
latives d’une fonction longue. Du point de vue de la théorie de la complexité, ce
n’est pas surprenant : vérifier qu’un simple polynôme est nul est déjà un problème
notoirement difficile [KI04]. Il doit cependant y avoir des pistes à explorer pour
réduire les ressources nécessaires. D’une part, d’autres formes normales [GM05]
pourraient être essayées. D’autre part les expressions à comparer sont loin d’être
quelconques et il n’est peut-être pas nécessaire de les normaliser.
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Chapitre 6
Vérification automatique
Après avoir vérifié une proposition logique, Gappa génère une preuve
formelle de sa validité. Ce chapitre présente les méthodes employées
pour qu’un assistant de preuves puisse traiter automatiquement le
contenu de cette preuve.
La raison d’être de Gappa est la vérification de propriétés qui garantissent la
fiabilité de programmes s’appuyant sur des arithmétiques approchées. Si une pro-
position logique est une transcription fidèle des spécifications d’une part et de l’im-
plantation d’un code d’autre part, alors le code en question est correct si Gappa
affirme que la proposition est vraie. Deux questions se posent alors. Premièrement,
cette affirmation est-elle une garantie suffisante ou Gappa a-t-il pu se tromper ?
Deuxièmement, la proposition prouvée ne correspond qu’à la partie numérique du
travail de certification. Comment interfacer ce résultat de validité avec le reste de
la certification ?
Plusieurs approches sont envisageables. La première est tout simplement la
confiance aveugle dans le résultat donné par Gappa. Cette approche n’est pas néces-
sairement déraisonnable. En effet, les méthodes employées par Gappa sont conçues
pour fournir des résultats garantis et leur implantation s’appuie sur des biblio-
thèques spécialisées qui ne sont pas spécifiques à l’outil mais couramment em-
ployées. Ne pas avoir à certifier les résultats favorise un développement rapide de
l’outil et donc un plus grand nombre de ses fonctionnalités. Quant à l’inclusion
des résultats au sein de preuves plus générales, elle se fait alors par le biais de
nouveaux axiomes. Du point de vue de Gappa, les graphes de preuve décrits au
chapitre 5 n’ont plus besoin d’être conservés dans leur intégralité : seuls les nœuds
aux feuilles, c’est-à-dire les derniers encadrements obtenus, sont nécessaires au
fonctionnement de l’outil.
La confiance en l’outil pourrait être accrue par sa certification partielle ou to-
tale, ainsi que celle des bibliothèques sur lesquelles il s’appuie. Cela éliminerait
les dernières appréhensions dans la validité des résultats produits. Ce travail serait
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cependant colossal et n’éviterait pas pour autant d’avoir à représenter les résultats
par des axiomes dans les preuves plus générales. Une autre approche serait alors
non pas de garantir que Gappa produit systématiquement un résultat correct mais
de valider le résultat produit pour une proposition donnée à l’aide d’un certificat.
Ce certificat pourrait alors prendre la place de l’axiome associé au résultat.
Cette approche présente cependant une grosse contrainte : toute méthode em-
ployée par Gappa doit pouvoir générer un certificat concernant les encadrements
qu’elle calcule. Cela explique que les méthodes détaillées aux chapitres précédents
soient d’apparence simple : les adapter pour qu’elles génèrent des certificats est
réalisable en un temps raisonnable. Malgré leur simplicité, le nombre de fois où
elles sont appliquées lors d’une exécution les met hors de portée d’un assistant de
preuves tel que Coq. En effet, l’arithmétique y est actuellement interprétée bit à bit,
ce qui la rend inadaptée à l’usage intensif qu’en fait Gappa.
L’outil va donc être une entité distincte de l’assistant de preuves, afin de ne
pas souffrir de la lenteur1 des calculs de ce dernier. Cette lenteur indésirable est
cependant la conséquence de la vérification approfondie effectuée par l’assistant
de preuves, vérification qui est quant à elle désirée. Il est donc important de limiter
autant que faire se peut le volume des calculs présents dans le certificat, même si
cela requiert plus de travail de la part de Gappa. C’est dans cette optique qu’est
effectué le travail de fusion des bissections présenté au paragraphe 5.3.3.
6.1 Certificats et approche oracle
L’outil est donc implanté sous la forme d’un oracle. Étant donnée une propo-
sition logique, Gappa affirme qu’elle est valide ou déclare forfait. Il fournit aussi
des indications sous la forme d’un certificat pour qu’un assistant de preuves puisse
aboutir au même résultat. Comme Gappa n’est pas lié à un assistant de preuves
donné, on pourrait imaginer qu’il génère des certificats pour d’autres assistants
que Coq.
Intéressons-nous à ces indications. Tout d’abord, il est bien évident que des
données inutiles ne feraient qu’alourdir le certificat. Toute trace des tentatives qui
se sont soldées par un échec doit donc être retirée du certificat : parmi les très nom-
breux2 chemins de preuve que Gappa a explorés, seul celui qui mène réellement à
la preuve de la proposition a un quelconque intérêt du point de vue du certificat.
Sont aussi à éviter les indications qui conduiraient à un résultat intermédiaire
trop puissant, même si la preuve de la proposition en découle ensuite. Considérons
l’exemple de l’erreur d’approximation décrite au paragraphe 3.3.1. Son expression
fait intervenir des fonctions élémentaires dont les résultats sont encadrés par des
intervalles à bornes rationnelles. La précision des bornes de ces encadrements est
1À précision donnée, la vérification d’une opération intervalle à l’aide des entiers relatifs stan-
dards de Coq demande plusieurs milliers de fois le temps nécessaire à Gappa pour l’effectuer.
2En l’absence de fusion des sous-cas de bissection, pour chaque théorème retenu dans la preuve
finale, Gappa a cherché à appliquer environ une centaine de théorèmes.
6.2. VÉRIFICATION PAR LE CALCUL 67
fixée par un paramètre indiquant à quel ordre tronquer les séries les approchant. Ce
paramètre est l’une des données fournies par l’oracle : celui-ci affirme que, si l’as-
sistant PVS fixe le paramètre à cette valeur, il sera capable de prouver la propriété
demandée. Le coût pour évaluer ces séries augmente rapidement en fonction de
l’ordre auquel elles sont tronquées. L’oracle a donc tout intérêt à effectuer quelques
calculs supplémentaires pour s’assurer que le paramètre a vraiment besoin d’avoir
une valeur aussi élevée.
Un dernier point concernant les certificats est le niveau de détails auquel ils
doivent descendre. Vont-ils conduire l’assistant de preuve pas à pas ou vont-ils ne
lui donner que les grandes lignes ? Les auteurs de [HT98] s’intéressent à l’utilisa-
tion d’outils de calcul symbolique comme oracles et prennent l’exemple du calcul
d’un plus grand diviseur commun pour illustrer ce point. Supposons que l’une des
étapes d’une preuve soit le calcul du PGCD de deux polynômes p et q. Le certificat
pourrait alors se contenter d’indiquer que ce PGCD doit être calculé et l’assistant
de preuves pourrait alors appliquer l’algorithme d’Euclide pour effectivement le
calculer. Si le certificat contenait comme détail supplémentaire la valeur d de ce
PGCD, l’assistant de preuves ne serait pas plus avancé pour autant : la vérification
de la propriété « commun diviseur » en serait simplifié mais il resterait à vérifier
que c’est le « plus grand ». Le certificat serait bien plus intéressant s’il contenait en
plus du résultat d les coefficients de Bézout u et v. L’assistant de preuves n’aurait
plus alors qu’à vérifier l’égalité u · p + v · q = d et quelques propriétés sur les
polynômes pour s’assurer que d est effectivement le PGCD.
Pour [DMM05], nous avons fait le choix de ne fournir à PVS que le découpage
en sous-intervalles et l’ordre auquel tronquer les séries des fonctions élémentaires.
Le détail des calculs à effectuer pour encadrer les expressions est laissé à l’ap-
préciation de l’assistant de preuves. Celui-ci dispose en effet d’une bibliothèque
d’arithmétique par intervalles [ML05] lui permettant d’encadrer directement des
expressions compliquées.
Dans Gappa, nous avons au contraire décidé de produire des certificats de très
bas niveau. Chaque opération arithmétique de base y est détaillée, c’est-à-dire que
le certificat contient son résultat et le nom du théorème à appliquer pour valider
ce résultat intermédiaire. La taille du certificat augmente alors considérablement et
son contenu n’est plus lisible. Comme dans le cas du PGCD, ce niveau de détail
accru permet d’appliquer des algorithmes de vérification moins coûteux. Il permet
aussi de limiter la quantité de calculs nécessaires dans ces algorithmes en four-
nissant des encadrements aussi simplifiés que possible, comme cela est décrit au
paragraphe 2.3.3.
6.2 Vérification par le calcul
Considérons la somme de deux expressions x et y. Connaissant les encadre-
ments x ∈ [a, b] et y ∈ [c, d] avec a, b, c et d des nombres dyadiques explicites, la
vérification de l’encadrement x+ y ∈ [u, v] peut se faire à l’aide de l’arithmétique
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d’intervalles :
∀a, b, c, d, u, v ∈ D, ∀x, y ∈ R, x ∈ [a, b] ∧ y ∈ [c, d] ⇒
[a, b] + [c, d] = [u, v] ⇒ x+ y ∈ [u, v].
Ce théorème est cependant gênant parce que l’hypothèse [a, b] + [c, d] = [u, v]
est trop forte. En la remplaçant par [a, b] + [c, d] ⊆ [u, v], le théorème reste vrai
et il peut s’appliquer même si l’intervalle [u, v] présent dans le certificat est trop
large, ce qui risque de se produire à cause des arrondis détaillés au chapitre 2.
Ce théorème nécessite à la fois une théorie suffisamment complète de l’arith-
métique d’intervalles et son implantation dans l’assistant de preuve. Si elles sont
absentes, il n’est pas nécessaire de les ajouter : on peut simplifier le théorème
en revenant directement aux définitions des opérateurs par intervalles. Cela donne
alors :
∀a, b, c, d, u, v ∈ D, ∀x, y ∈ R, x ∈ [a, b] ∧ y ∈ [c, d] ⇒
u ≤ a+ c ∧ b+ d ≤ v ⇒ x+ y ∈ [u, v].
6.2.1 Opérations sur les nombres dyadiques
Lorsque le théorème d’addition est appliqué durant la vérification du certificat,
les hypothèses x ∈ [a, b] et y ∈ [c, d] sont exactement des résultats déjà prouvés
auparavant. L’assistant de preuves n’a donc aucune difficulté à constater qu’elles
sont effectivement satisfaites. Pour l’hypothèse u ≤ a + c ∧ b + d ≤ v, la situa-
tion n’est pas aussi simple. Pour vérifier qu’elle est satisfaite, il faut calculer les
nombres dyadiques a + c et b + d et les comparer à u et v. C’est ici qu’intervient
la bibliothèque Pff [Bol04].
La bibliothèque Pff supporte des nombres de la forme m · βe avec m et e des
entiers relatifs et β un entier valant au moins 2. À β fixé, ces nombres forment
un ensemble fermé pour les opérations d’addition, soustraction et multiplication.
Ces opérations sur les nombres suffisent à vérifier les opérations correspondantes
étendues aux intervalles. Comme le montre le paragraphe 6.3, elles sont aussi suffi-
santes pour traiter les divisions et racines carrées d’intervalles. En ce qui concerne
Gappa, la valeur de β est fixée à 2 pour calculer avec des nombres dyadiques.
Il faut noter que Coq utilise une représentation des entiers relatifs par leur signe
et une chaîne de bits, bit de poids faible en tête. Sur cette représentation, les opé-
rations de décalages sont particulièrement faciles à faire. Alors que Pff est obligé
d’utiliser des multiplications et des élévations à la puissance de β pour être gé-
nérique, Gappa n’a pas besoin d’une telle complexité. La bibliothèque Pff a ainsi
été abandonnée au profit d’une implantation de l’arithmétique dyadique spécifique
à Gappa. Comme le montrera le paragraphe 6.3.4, cette optimisation permet de
réduire le temps nécessaire à Coq pour interpréter des preuves d’environ 12%.
Cela permet aussi de considérablement réduire les dépendances sur d’autres bi-
bliothèques de théorèmes qu’auraient des preuves de propositions n’utilisant que
les opérateurs arithmétiques sur les nombres réels.
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Cette implantation s’est faite en représentant les nombres dyadiques de la même
façon que dans Pff, c’est-à-dire par des paires d’entiers relatifs. Étant donnés deux
dyadiques (m1, e1) et (m2, e2), l’algorithme de multiplication renvoie le dyadique
(m1 ·m2, e1 + e2). Les nombres dyadiques sont définis par plongement dans les
nombres réels, c’est-à-dire qu’il existe un opérateur R(m, e) = m · 2e. La correc-
tion de l’algorithme de multiplication × est alors prouvée en vérifiantR(m1, e1) ·
R(m2, e2) = R((m1, e1)× (m2, e2)).
Addition, soustraction et comparaison suivent une approche similaire, si ce
n’est qu’elles sont toutes les trois basées sur un même algorithme. Étant donné
deux dyadiques (m1, e1) et (m2, e2), il calcule trois entiers n1, n2 et e tels que
R(m1, e1) = R(n1, e) et R(m2, e2) = R(n2, e). Somme et différence valent
alors (n1 + n2, e) et (n1 − n2, e). La comparaison se fait quant à elle directement
sur les entiers n1 et n2. Il y a aussi quelques comparaisons spécifiques quand l’un
des opérandes vaut zéro : il suffit de regarder le signe de l’autre opérande, aucun
décalage n’est nécessaire.
Comme les constantes employées par l’utilisateur de Gappa ne sont pas né-
cessairement des nombres dyadiques, il faut aussi pouvoir prendre en compte les
nombres décimaux, c’est-à-dire des réels de la formem ·10e avecm et e entiers re-
latifs. Gappa traite de tels nombres en les encadrant par des intervalles de nombres
dyadiques. Il n’est pas nécessaire de savoir calculer avec des nombres décimaux, il
suffit de savoir les comparer à des nombres dyadiques. La bibliothèque Coq met à
profit l’égalité 10e = 5e · 2e pour n’effectuer que des multiplication par 5 : celles
de facteur 2 seront directement prises en charge par la comparaison de nombres
dyadiques.
Script Coq 6.1 Comparaison entre un nombre dyadique et un nombre décimal
Definition Dcompare (x : float2) (y : float10) :=
let m := Fnum10 y in let e := Fexp10 y in
match e with
| Zpos p => Fcomp2 x (Float2 (m * Zpower_pos 5 p) e)
| Zneg p => Fcomp2 (Float2 (Fnum x * Zpower_pos 5 p)
(Fexp x)) (Float2 m e)
| Z0 => Fcomp2 x (Float2 m 0)
end.
Lemma Dcompare_correct :
forall x : float2, forall y : float10,
match (Dcompare x y) with
| Lt => (x < y)%R
| Eq => (x = y :>R)%R
| Gt => (x > y)%R
end.
Le script Coq 6.1 présente l’algorithme employé et l’énoncé de son lemme de
correction. Les fonctions Fnum et Fexp permettent d’accéder à la mantisse et à
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l’exposant d’un nombre dyadique, tandis que Fnum10 et Fexp10 font de même
pour un nombre décimal. La fonction Float2 permet quant à elle de construire
un nombre dyadique à partir d’une mantisse et d’un exposant. À partir du nombre
dyadique x et du nombre décimal y, l’algorithme construit deux nouveaux nombres
dyadiques en fonction du signe de l’exposant du nombre décimal, puis il les com-
pare (Fcomp2). Le lemme de correction assure quant à lui que, quelque soit le
résultat renvoyé par l’algorithme, il est compatible avec la comparaison entre les
valeurs réelles de x et y.
6.2.2 Fonctions booléennes
Dans Pff, addition et multiplication sont toutes deux implantées sous forme de
fonctions récursives et Coq est capable d’évaluer leur résultat pour peu que leurs
opérandes soient des constantes explicites. Les comparaisons sont fournies par des
fonctions booléennes elles aussi calculables.
En notant ≤2 l’opérateur qui compare deux nombres dyadiques et renvoie un
booléen, l’hypothèse arithmétique du théorème d’addition devient alors ((u ≤2
a+c) = true)∧((b+d ≤2 v) = true). Coq peut vérifier que cette conjonction est
satisfaite en réduisant les termes jusqu’à ce que ses membres soient deux égalités
true = true. Il s’agit en fait ici d’un mécanisme de réflexion [Bou97] entre les
propriétés et les booléens et il est possible de l’étendre à la conjonction afin que
l’hypothèse arithmétique ne soit plus qu’une simple égalité entre deux expressions
booléennes dont l’une est simplement true. Ce mécanisme est cependant implicite
à chacun des théorèmes d’arithmétique ; sa correction est prouvée pour chacun
d’eux et non pas de façon générale. Le script 6.2 en décrit l’énoncé en Coq.
Script Coq 6.2 Définition en Coq de l’addition d’intervalles
Definition add_helper (xi yi zi : FF) :=
Fle2 (lower zi) (Fplus2 (lower xi) (lower yi)) &&
Fle2 (Fplus2 (upper xi) (upper yi)) (upper zi).
Theorem add :
forall x y : R, forall xi yi zi : FF,
BND x xi -> BND y yi ->
add_helper xi yi zi = true ->
BND (x + y) zi.
Le type FF représente des paires de nombres dyadiques, c’est-à-dire des in-
tervalles dont les bornes sont accessibles par les fonctions lower et upper. Le
prédicat BND correspond à l’encadrement d’une expression réelle par un intervalle
dyadique. Les fonctions Fle2 et Fplus2 sont respectivement la comparaison et
l’addition de deux nombres dyadiques.
Le script Coq 6.3 montre comment le théorème est ensuite appliqué dans le
certificat. Les termes p7, p11 et p6 sont tous les trois des encadrements. Une fois
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les hypothèses p7 et p11 chargés sous les noms h0 et h1, il reste à prouver le but
p6. Pour ce faire, le théorème d’addition est appliqué. Il nécessite deux hypothèses
d’encadrement et une hypothèse d’arithmétique d’intervalles. Les encadrements lui
sont fournis par les deux hypothèses h0 et h1, c’est-à-dire p7 et p11. Il reste alors
à prouver l’hypothèse arithmétique, c’est-à-dire une égalité entre deux booléens.
Un appel à la tactique finalize résout ce but : elle cherche à vérifier que les
deux membres de l’égalité se réduisent à true (si le certificat est correct) et sont
donc égaux par réflexivité de l’égalité. Cela conclut la preuve du lemme t11, l’une
des nombreuses étapes d’un certificat généré par Gappa.
Script Coq 6.3 Application d’un théorème de la bibliothèque de support
Lemma t11 : p7 -> p11 -> p6.
intros h0 h1.
apply add with (1 := h0) (2 := h1) ;
finalize.
Qed.
Ces notions de réduction et réflexion sont relativement spécifiques à l’emploi
de Coq pour interpréter le certificat. Gappa n’est pas pour autant lié à Coq, des
approches différentes sont accessibles aux autres assistants de preuve. Dans notre
travail sur le théorème de Taylor par intervalles en PVS [DMM05], nous avons
ainsi montré que l’assistant PVS est tout à fait capable d’interpréter des certificats
utilisant de l’arithmétique d’intervalles à bornes rationnelles.
6.3 Calculs simplifiés
Comme mentionné précédemment, le prix payé par Coq pour des calculs sûrs
est la lenteur de leur exécution. Il est donc important que les théorèmes employés
soient les plus simples possibles. Plus la fonction booléenne qui sert d’hypothèse
arithmétique sera simple, plus vite Coq vérifiera que les théorèmes sont appliqués
correctement.
6.3.1 Spécialisation des théorèmes
Voyons comment simplifier le travail de vérification en partant de l’exemple du
théorème de multiplication : étant donnés x et y deux réels, alors leur produit x · y
appartient à l’intervalle [u, v] si
x ∈ [a, b], y ∈ [c, d] et [a, b]× [c, d] ⊆ [u, v].
Rappel : l’opérateur de multiplication d’intervalles est défini par
[a, b]× [c, d] = [min(a · c, b · c, a · d, b · d),max(a · c, b · c, a · d, b · d)].
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Une première approche est d’implanter directement dans le langage de l’assis-
tant de preuves un théorème inspiré de la multiplication d’intervalles, comme c’est
le cas pour l’addition. Pour satisfaire les hypothèses de ce théorème, il faut effec-
tuer les produits de quatre paires de nombres dyadiques puis repérer les valeurs
minimale m et maximale m parmi ces quatre produits. Comme pour l’addition, le
test d’inclusion se fait en testant les inégalités e ≤ m etm ≤ f .
La plupart du temps, il n’est cependant pas nécessaire d’effectuer l’ensemble
de ces quatre produits. C’est par exemple le cas lorsque les inégalités b < 0 et c > 0
sont vérifiées. Tous les éléments de l’intervalle [a, b] sont alors négatifs tandis que
ceux de [c, d] sont positifs. Les valeurs m et m sont donc respectivement a · d et
b · c. Les hypothèses du théorème précédent se réduisent alors à
x ∈ [a, b], y ∈ [c, d], b < 0, c > 0, u ≤ a · d et b · c ≤ v.
Parmi ces hypothèses, les comparaisons à zéro sont triviales : il suffit de tester
le signe de la mantisse des nombres dyadiques. Les seules opérations coûteuses
qui restent sont donc deux multiplications et deux comparaisons, au lieu des quatre
multiplications et six comparaisons initialement présentes. En contrepartie de ces
hypothèses simplifiées, il faut prévoir autant de théorèmes que de cas différents.
Dans le cas de la multiplication, neuf théorèmes sont ainsi nécessaires suivant
d’une part que a > 0, b < 0 ou a ≤ 0 ≤ b et d’autre part que c > 0, d < 0,
c ≤ 0 ≤ d. Gappa indique dans le certificat quel théorème l’assistant de preuves
doit appliquer.
Script Gappa 6.1 Performance de la multiplication
{ x in [-2.1,2.1] /\ y in [-2.1,2.1] /\ z in [-2.1,2.1] ->
x * y * z * x * y * z in ? }
$ x, y, z;
Le script Gappa 6.1 produit une preuve contenant 5 ·43 applications d’un théo-
rème de multiplication. Cinq correspond au nombre de multiplications de l’ex-
pression à encadrer et 43 au nombre de cas étudiés pour les trois variables. Si un
théorème générique basé sur la multiplication d’intervalles est employé pour vé-
rifier la preuve, il faut 46 secondes à Coq pour charger la preuve. En utilisant un
réseau de tri à la place des min et max pour réduire le nombre de comparaisons
de 8 à 6, le temps nécessaire tombe à 37 secondes. En utilisant les neuf théorèmes
spécialisés de la multiplication, le temps n’est plus que de 25 secondes. Sur cet
exemple, même la version optimisée du théorème générique reste 30% plus lente
que les versions spécialisées.
Sur l’exemple de la multiplication, les théorèmes concernant l’élévation au
carré et la valeur absolue sont déclinés en plusieurs versions en fonction du signe
des valeurs contenues dans l’intervalle d’entrée.
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6.3.2 Gestion des valeurs absolues
La valeur absolue du produit est le produit des valeurs absolues. Gappa connaît
un théorème qui exprime cette propriété. Comme les expressions en valeur absolue
sont à valeurs positives, on peut construire un théorème simplifié de multiplication.
Mais malheureusement rien ne garantit que les bornes inférieures des encadrements
soient positives. C’est l’une des raisons pour lesquelles Gappa utilise un prédicat
spécialisé dans les encadrements de valeurs absolues : ABS(e, [a, b]) = 0 ≤ a ≤
|e| ≤ b. Grâce à cette contrainte sur la borne inférieure, le corps de l’énoncé de ce
théorème de multiplication devient
∀a, b, c, d, u, v ∈ D, ∀x, y ∈ R, ABS(x, [a, b]) ∧ ABS(y, [c, d]) ⇒
0 ≤ u ∧ u ≤ a · c ∧ b · d ≤ v ⇒ ABS(x · y, [u, v]).
Le cas de l’addition de deux expressions dont les valeurs absolues sont enca-
drées est un peu plus complexe. Les bornes finales sont fournies par les inégalités
triangulaires. Pour la borne supérieure, l’hypothèse est identique à celle de l’ad-
dition normale : b + d ≤ v. Pour la borne inférieure, il faut par contre garantir
u ≤ ||x| − |y|| ≤ |x + y|. Le traitement dépend de la position de l’intervalle
[a, b] − [c, d] par rapport à zéro. Un théorème différent est utilisé dans chacun des
trois cas. Voici celui qui intervient quand [a, b]− [c, d] ne contient que des valeurs
strictement positives :
∀a, b, c, d, u, v ∈ D, ∀x, y ∈ R, ABS(x, [a, b]) ∧ ABS(y, [c, d]) ⇒
0 ≤ u ∧ u ≤ a− d ∧ b+ d ≤ v ⇒ ABS(x+ y, [u, v]).
6.3.3 Utilisation des multiplications
Jusqu’à présent, chacun des théorèmes de vérification n’employait que des ad-
ditions et des multiplications de nombres dyadiques, c’est-à-dire des opérations
exactes. Si l’on continue à suivre la logique de l’arithmétique d’intervalles, cela
implique d’employer des divisions pour effectuer les calculs, divisions qui sont en
général inexactes. Voici ce à quoi ressemblerait le théorème de division pour des
intervalles ne contenant que des valeurs positives :
∀a, b, c, d, u, v ∈ D, ∀x, y ∈ R, x ∈ [a, b] ∧ y ∈ [c, d] ⇒
0 ≤ a ∧ 0 < c ∧ u ≤ a/d ∧ b/c ≤ v ⇒ x/y ∈ [u, v].
Pour effectuer ces divisions exactement, il faudrait employer des nombres ra-
tionnels, voire des nombres rationnels munis en facteur d’une puissance de deux
sur le modèle des nombres dyadiques afin que la conversion des dyadiques vers les
rationnels ne soit pas trop coûteuse. Il est cependant possible de contourner ce pro-
blème en modifiant les théorèmes pour qu’ils n’utilisent que des multiplications :
∀a, b, c, d, u, v ∈ D, ∀x, y ∈ R, x ∈ [a, b] ∧ y ∈ [c, d] ⇒
0 ≤ a ∧ 0 < c ∧ u · d ≤ a ∧ b ≤ v · c ⇒ x/y ∈ [u, v].
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FIG. 6.1 – Impact de la précision sur le temps de vérification
Une telle méthode s’applique aussi aux racines carrées. En conclusion, tous les
encadrements d’opérations arithmétiques générés par Gappa peuvent être vérifiés
sans faire intervenir de division ou de racine carrée de nombres dyadiques. Seules
addition et multiplication sont employées.
6.3.4 Influence de la précision
Script Gappa 6.2 Approximation de la racine carrée
p = (1 + 3b-2*(x-1)) / (1 + 1b-2*(x-1));
{ x in [0.5,1.5] -> sqrt(x) - p in [-1b-7,1b-8] }
sqrt(x) - p $ x;
Le script Gappa 6.2 vérifie que la fraction rationnelle p est proche de la fonc-
tion racine carrée sur l’intervalle [0.5, 1.5]. Il va servir à mesurer l’impact de la
précision des calculs sur le temps nécessaire à l’assistant de preuve Coq pour com-
piler le fichier. Pour que Gappa génère une preuve de cette proposition en un temps
raisonnable, la précision doit être d’au moins 13 bits. Cette preuve contient plus de
3300 lemmes effectuant des vérifications de calculs par intervalles. Le nombre de
lemmes décroît légèrement et se stabilise à partir de 17 bits de précision.
Le graphe 6.1 indique le temps nécessaire à Coq (en secondes) pour charger
une preuve en fonction de la précision (en nombre de bits) des bornes qu’a uti-
lisée Gappa. Trois types de preuves ont été générés. Les preuves « génériques »
utilisent les nombres flottants définis par la bibliothèque Pff tandis que les preuves
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« dyadiques » utilisent la bibliothèque spécialisée écrite pour Gappa. L’usage de
la bibliothèque spécialisée permet un gain de 12% en performance. Les preuves
« tronquées » utilisent quant à elles la simplification des bornes décrite au para-
graphe 2.3.3 en plus de la bibliothèque spécialisée. Cette simplification permet de
passer d’une complexité en temps au moins quadratique à une complexité indépen-
dante de la précision interne de Gappa.
Le temps de chargement de la preuve simplifiée est même inférieur à celui
nécessaire pour la preuve utilisant la précision globale minimale de treize bits.
Toutes les étapes de la preuve ne demandent en effet pas une précision de treize
bits. Cette méthode de simplification est donc plus avantageuse que de simplement
diminuer la précision globale jusqu’à ce que la preuve ne passe plus.
6.4 Théorèmes et arrondis
Les opérations arithmétiques de base ne posent pas de difficulté lors de leur for-
malisation. Par rapport à un développement traditionnel en Coq, il faut cependant
privilégier l’efficacité des algorithmes sur la simplicité des théorèmes. Chaque op-
timisation implantée pour accélérer l’interprétation des certificats se paie par une
complexité accrue des théorèmes dans la bibliothèque de support.
Pour les opérateurs d’arrondi, la situation se complique puisqu’il n’y a plus de
modèle pour servir de référence. Dans le cas des opérateurs arithmétiques, il s’agis-
sait de la théorie des nombres réels. Il faut ici en construire un pour les arithmé-
tiques approchées. Mais voyons d’abord l’approche employée dans la bibliothèque
Pff. Les arrondis y sont définis par des prédicats : « Closest . . . r f » signifie
que f est un des nombres flottants les plus proches du réel r dans le format courant
(dont les caractéristiques sont normalement décrites au niveau des pointillés).
Il n’y a pas forcément unicité du nombre dyadique f . D’une part plusieurs
représentations dyadiques du nombre flottant peuvent satisfaire les contraintes du
prédicat. D’autre part il peut même y avoir plusieurs flottants qui satisfont le prédi-
cat Closest. Ce n’est heureusement pas le cas d’autres prédicats comme Even-
Closest qui vérifie la propriété de nombre flottant le plus proche au sens de la
norme IEEE-754. En adaptant les théorèmes d’existence de ce nombre flottant, on
pourrait montrer l’existence d’une fonction d’arrondi sur les nombres réels adaptée
à Gappa. Une telle fonction ne fournirait aucun moyen de calcul effectif des bornes
arrondies, il faudrait donc définir un algorithme et vérifier qu’il correspond bien à
la restriction de cette fonction d’arrondi aux nombres dyadiques.
Le problème de cette approche réside dans la spécialisation de Pff aux arith-
métiques flottantes. Ses prédicats d’arrondi et leurs propriétés ne permettent pas
de décrire une arithmétique à virgule fixe. Partant de cette constatation, j’ai bâti un
formalisme directement inspiré de l’approche adoptée dans Gappa et qui soit ainsi
adapté aussi bien à la virgule fixe qu’à la virgule flottante. Le paragraphe 4.2 décrit
cette approche.
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6.4.1 Fonction d’exposant
Du point de vue de Gappa, tout nombre machine x ∈ F est un multiple de
2ζ , la seule différence entre virgule fixe et virgule flottante étant le choix de ζ. En
arithmétique à virgule fixe, ζ est constant sur l’ensemble des nombres dyadiques.
En virgule flottante, sa valeur dépend de la binade b où réside le nombre : 2b−1 ≤
|x| < 2b. Pour couvrir les deux scénarios, il suffit de se donner une fonction ζ :
b 7→ ζ(b). À partir de là, il n’y a plus aucune différence.
La fonction ζ décrit un ensemble de nombres machine Fζ . Le réel zéro fait
partie de cet ensemble. Un réel non nul en fait partie s’il est représentable par un
nombre dyadique m · 2e vérifiant ζ(||m|| + e) ≤ e. L’entier ||m|| désigne ici la
longueur de la mantisse en nombre de bits ; la somme ||m||+ e est donc la binade
b dans laquelle se trouve le réel représenté. Pour un arrondi fixed<n,_>, la
fonction d’exposant est ζ(b) = n. Pour un arrondi float<p,n,_>, la fonction
est ζ(b) = max(b− p, n).
Afin de garantir la monotonie de la fonction d’arrondi, le formalisme impose
deux contraintes sur la fonction d’exposant. La première traite des puissances de
deux et s’énonce : ∀b, ζ(b) < b ⇒ ζ(b + 1) ≤ b. Elle peut se traduire ainsi :
si 2b−1 fait partie de Fζ , alors 2b en fait partie aussi et cette puissance est donc
arrondie vers elle-même. La deuxième contrainte concerne les réels compris entre
zéro et le plus petit nombre non nul de Fζ en valeur absolue. La fonction ζ doit être
constante sur toutes les binades b concernées et 2ζ(b) doit être représentable. Cette
contrainte s’énonce :
∀b ∈ Z, b ≤ ζ(b)⇒
{
ζ(ζ(b) + 1) ≤ ζ(b)
∀l ∈ Z, l ≤ ζ(b)⇒ ζ(l) = ζ(b)
Les contraintes sur ζ sont suffisamment lâches pour que d’autres ensembles
que virgule flottante au sens IEEE-754 et virgule fixe soient représentables. Par
exemple, si un processeur implante des nombres flottants sans les dénormalisés,
le formalisme reste adapté. En notant p la précision et 2n le plus petit nombre
normalisé, la fonction est ζ(b) = n pour b ≤ n et ζ(b) = b− p sinon.
6.4.2 Arrondi des nombres dyadiques
Le script 6.4 décrit les fonctions utilisées pour réaliser l’arrondi d’un nombre
dyadique. La fonction round extrait la direction d’arrondi de l’enregistrement
rdirs en fonction du signe du nombre dyadique à arrondir. Elle invoque ensuite
round_pos pour arrondir la valeur absolue du nombre dyadique. Cette fonction
calcule d’abord l’exposant e’ fixé par l’argument rexp (la fonction ζ) que doit
prendre l’arrondi du nombre donné par la valeur absolue m de la mantisse et par
l’exposant e. Si e’ est plus petit ou égal à e, le nombre est déjà représentable et est
directement renvoyé. Dans le cas contraire, la fonction shr effectue la troncature
de l’entier positif m à la taille qu’impose e’. Au fur et à mesure de la troncature, les
bits r et s sont tenus à jour. La fonction rdir de direction d’arrondi les utilisera
pour choisir le résultat renvoyé parmi le nombre tronqué et son successeur.
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Script Coq 6.4 Algorithme d’arrondi d’un nombre dyadique
Definition shr_aux (p : rnd_record) : rnd_record :=
let s := rnd_r p || rnd_s p in
match (rnd_m p) with
| N0 => rnd_record_mk N0 false s
| Npos m1 =>
match m1 with
| xH => rnd_record_mk N0 true s
| xO m2 => rnd_record_mk (Npos m2) false s
| xI m2 => rnd_record_mk (Npos m2) true s
end
end.
Definition shr (m : positive) (d : positive) :=
iter_pos d _ shr_aux (rnd_record_mk (Npos m) false false).
Definition round_pos (rdir : rnd_record -> bool)
(rexp : Z -> Z) (m : positive) (e : Z) :=
let e’ := rexp (e + Zpos (digits m))%Z in
match (e’ - e)%Z with
| Zpos d =>
let r := shr m d in
((if rdir r then Nsucc (rnd_m r) else rnd_m r), e’)
| _ => (Npos m, e)
end.
Definition round (rdirs : round_dir) (rexp : Z -> Z)
(f : float2) :=
match (Fnum f) with
| Z0 => Float2 Z0 Z0
| Zpos p =>
match (round_pos (rpos rdirs) rexp p (Fexp f)) with
| (N0, _) => Float2 Z0 Z0
| (Npos q, e) => Float2 (Zpos q) e
end
| Zneg p =>
match (round_pos (rneg rdirs) rexp p (Fexp f)) with
| (N0, _) => Float2 Z0 Z0
| (Npos q, e) => Float2 (Zneg q) e
end
end.
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La fonction round est ensuite étendue à l’ensemble des nombres réels. La
première étape consiste à prouver que round_pos est constante par morceaux.
Cette constance est ensuite combinée à la densité des dyadiques dans les réels pour
prouver que tout nombre réel est encadré par deux nombres dyadiques qui s’ar-
rondissent vers la même valeur. C’est cette valeur qui est choisie pour l’extension.
La constance sert aussi à prouver que la fonction round_pos est croissante. Par
construction, l’extension l’est aussi. Qui plus est, tous les nombres renvoyés par
l’extension sont représentables dans Fζ .
6.4.3 Exemple de théorème
Connaissant un encadrement [a, b] d’une expression e et un entier n vérifiant
∃m ∈ Z, e = m · 2n, Gappa est capable de prouver que les valeurs de e sont en
fait contenues dans un intervalle plus petit : [4(a),5(b)]. Ici5 et4 désignent les
opérateurs d’arrondi vers le bas et vers le haut associés au format à virgule fixe dont
le poids minimal est 2n. L’intérêt de ce théorème est décrit au paragraphe 4.3.1.
La preuve de ce théorème présent dans la bibliothèque de support de Gappa
utilise la propriété de monotonie des extensions de fonctions d’arrondi. Notons5′
et 4′ les extensions de 5 et 4. Par hypothèse, les inégalités a ≤ e et e ≤ b sont
vérifiées. On en déduit donc les inégalités 4′(a) ≤ 4′(e) et 5′(e) ≤ 5′(b). Par
définition de n, les valeurs de e sont représentables dans le format des opérateurs
5 et4, on a donc e = 5′(e) = 4′(e). Cela permet de conclure que4(a) ≤ e et
e ≤ 5(b) en utilisant le fait que a et b sont dyadiques.
Chapitre 7
Application de Gappa aux fonctions
élémentaires
Ce chapitre présente quelques exemples un peu plus réalistes et les tech-
niques à mettre en œuvre pour pouvoir les certifier à l’aide de Gappa.
La bibliothèque CRlibm1 propose des fonctions élémentaires correctement ar-
rondies en double précision. Les directions d’arrondi proposées sont les quatre de
la norme IEEE-754. Ainsi, pour x un nombre flottant double précision, l’expres-
sion exp_rn(x) renvoie le nombre flottant double précision le plus proche de la
valeur mathématique expx, c’est-à-dire ◦(expx).
Réduction de l’argument x à un petit intervalle, évaluation d’une approxima-
tion polynomiale, reconstruction du résultat permettent de calculer un nombre y en
précision élevée qui soit proche de expx. C’est l’arrondi ◦(y) de ce nombre qui est
renvoyé par exp_rn(x). La fonction est donc correcte si l’égalité ◦(y) = ◦(expx)
est vérifiée. Or il existe une borne δ garantissant que y et expx s’arrondissent au
même flottant quand l’inégalité |y − expx| ≤ δ est vérifiée. Pour certifier que la
fonction exp_rn satisfait ses spécifications, il suffit donc de prouver que la valeur
calculée y n’est pas entachée d’une erreur totale plus grande que δ. C’est précisé-
ment pour prouver ce genre de proposition que Gappa a été conçu.
L’évolution des fonctionnalités de Gappa a en fait été fortement influencée par
les besoins en preuve des développeurs de CRlibm et en particulier de Florent de
Dinechin et de Christoph Lauter. Les bornes sur les erreurs étaient auparavant cal-
culées à la main [DdDM01] et l’emploi de Gappa a permis d’automatiser et de
simplifier ce travail [dDLM06]. Qui plus est, l’outil a amélioré certaines bornes
qui souffraient de sur-estimation, permettant ainsi d’accélérer les fonctions de CR-
libm. En effet, chacune de ces fonctions se décompose en deux phases : une phase
rapide qui donne une première approximation puis une phase lente appelée si cette
1http://lipforge.ens-lyon.fr/www/crlibm/
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première approximation n’est pas suffisamment bonne. Cette approche est simi-
laire à celle décrite pour les prédicats du chapitre 8. Grâce aux bornes calculées
par Gappa, il a été possible de prouver que les phases rapides étaient plus précises
que prévu et qu’il était donc moins souvent nécessaire de se rabattre sur les phases
lentes.
7.1 L’exponentielle de Tang
Même si l’on ne s’intéresse pas à l’arrondi correct mais seulement à des ap-
proximations garanties, l’approche reste similaire : il s’agit de vérifier que la valeur
calculée par le logiciel ou le matériel ne s’écarte pas de la valeur mathématique de
la fonction plus que la borne spécifiée. Cette vérification peut se faire de manière
formelle. Une implantation de l’exponentielle en simple précision [Tan90] est ainsi
entièrement certifiée par une preuve formelle [Har97], ce qui a d’ailleurs permis de
constater que la preuve papier originelle était incorrecte.
Il faut remarquer que la preuve formelle écrite par Harrison va bien plus loin
que ce que Gappa sait traiter. Elle formalise en effet un langage de programmation
impératif suffisamment puissant pour pouvoir exprimer tous les détails de l’implan-
tation de l’exponentielle. De plus, le script HOL light [Har96] contient des preuves
de l’erreur de troncature, de la réduction d’argument et de la reconstruction du ré-
sultat final. Enfin, il traite le cas des valeurs flottantes exceptionnelles, les infinis
par exemple.
Gappa n’est utilisé ici que pour borner l’erreur totale commise sur le résultat
non reconstruit. Le script fait des hypothèses sur la précision de la réduction d’ar-
gument et sur celle de l’approximation polynomiale. La preuve ainsi écrite est donc
moins exhaustive mais l’obtenir n’est plus l’affaire que de quelques minutes. Elle
n’en couvre pas moins les parties délicates du problème, c’est-à-dire la propagation
des erreurs au cours des calculs approchés, et ne nécessite pas d’un développeur
qu’il se spécialise dans les méthodes formelles. Voici une brève description de l’al-
gorithme de Tang.
7.1.1 Présentation de l’algorithme
Pour approcher expx avec x un nombre flottant simple précision, la première
étape est la réduction d’argument pour se ramener dans un intervalle centré en zéro
et de rayon ln 264 :
x = n · ln 2
32
+R0 avec n entier.
Cette réduction d’argument ne peut généralement pas se faire de façon exacte.
La valeurR0 est donc approchée par la sommeR de deux nombres flottants simple
précision r1 et r2 [LBD03]. L’algorithme calcule ensuite la division euclidienne de
n par 32 : n = 32 ·m+ j. On a alors
expx = 2m · 2 j32 · expR0.
7.1. L’EXPONENTIELLE DE TANG 81
Le nombre S0 = 2
j
32 est approché par un nombre S somme de deux flottants
simple précision s1 et s2. Dans l’exemple ci-dessous, seul le cas j = 1 est présenté ;
les autres cas utilisent une approche similaire. Il reste à approcher la valeur expR0
en évaluant 1 + P (r). Le polynôme P (r) vaut r + a1 · r2 + a2 · r3 avec a1 et a2
deux nombres flottants simple précision. Une borne sur l’erreur Z est fournie en
hypothèse à Gappa : P (r) + Z = exp r − 1.
7.1.2 Formalisation Gappa
Le script 7.1 expose le problème dans la syntaxe Gappa. Les lignes 1 à 14
décrivent l’implantation de l’algorithme et les constantes flottantes qu’il utilise. La
ligne 14 indique par exemple que l’expression e est l’expression s1 + (s2 + s · p)
dans laquelle les trois opérations arithmétiques ont été arrondies par rnd, c’est-à-
dire que les calculs sont effectués en simple précision et en arrondi au plus près.
Script Gappa 7.1 Erreur commise lors de l’évaluation de l’exponentielle
1 @rnd = float< ieee_32, ne >;
2
3 a1 = 8388676b-24;
4 a2 = 11184876b-26;
5 l2 = 12566158b-48;
6 s1 = 8572288b-23;
7 s2 = 13833605b-44;
8
9 r2 rnd= -n * l2;
10 r rnd= r1 + r2;
11 q rnd= r * r * (a1 + r * a2);
12 p rnd= r1 + (r2 + q);
13 s rnd= s1 + s2;
14 e rnd= s1 + (s2 + s * p);
15
16 R = r1 + r2;
17 S = s1 + s2;
18
19 E = s1 + (s2 + S0 * (r1 + (r2 + R0 * R0 * (a1 + R0 * a2))));
20 Er = S + S0 * (R + (a1 * R0 * R0 + a2 * R0 * R0 * R0) + 0);
21 E0 = S0 + S0 * (R0 + (a1 * R0 * R0 + a2 * R0 * R0 * R0) + Z);
22
23 { Z in [-55b-39,55b-39] /\ S - S0 in [-1b-41,1b-41] /\
24 R - R0 in [-1b-34,1b-34] /\ R in [0,0.0217] /\
25 n in [-10176,10176] ->
26 e in ? /\ e - E0 in ? }
27
28 e - E0 -> (e - E) + (Er - E0);
29 r1 -> R - r2;
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Viennent ensuite les définitions de R et S comme des sommes de flottants. Il
faut noter que les valeurs r et s calculées par l’algorithme sont des approximations
de R et S qui sont elles-mêmes des approximations de R0 et S0. Quant à E, il
s’agit de l’expression qui serait évaluée si le processeur effectuait ses calculs en
précision infinie. Elle a exactement la même structure que l’expression e effective-
ment calculée, si ce n’est que S0 et R0 y remplacent leurs valeurs approchées s et
r. Finalement,E0 est S0 ·(1+P (R0)+Z), c’est-à-dire une façon correcte d’écrire
expx · 2−m.
Les lignes 23 à 25 sont les hypothèses de la proposition. Elles expriment les
bornes sur la qualité de la réduction d’argument (R − R0), sur celle de l’approxi-
mation polynomiale (Z) et sur celle de la représentation de la constante 2
j
32 pour
j = 1 (S − S0). Elles expriment aussi les propriétés de la réduction d’argument,
c’est-à-dire les domaines de n et R.
7.1.3 Ajout d’indices
Mettons pour l’instant de côté la définition de Er et les indices des lignes 28
et 29. Le script correspond alors à une transcription directe du problème. Cepen-
dant, si on le soumet à Gappa, celui-ci n’est capable de borner ni e ni e − E0.
Intéressons nous d’abord à e. Vues les hypothèses et les constantes, l’outil connaît
directement toutes les feuilles de l’arbre syntaxique de e, mis à part r1. L’indice de
la ligne 29 fournit une façon d’encadrer la valeur de r1 et permet effectivement à
Gappa d’encadrer e.
Décomposons maintenant e − E0 en (e − E) + (E − E0). L’expression e −
E caractérise la propagation des erreurs au cours du calcul et Gappa n’a aucune
difficulté à l’encadrer de façon précise. Le problème ne vient donc pas d’ici. Si l’on
essaie maintenant d’encadrer l’autre morceauE−E0 de l’erreur, l’outil échoue. La
difficulté pour Gappa réside dans l’absence de ressemblance entre les expressions
E et E0. Ainsi, la dernière opération de E (par ordre d’évaluation) est une addition
alors que celle de E0 est une multiplication, ce qui empêche Gappa d’appliquer
toute méthode autre que l’évaluation naïve.
L’objectif est donc de normaliser les deux expressions. C’est ici qu’intervient
l’expressionEr. Elle est mathématiquement égale àE mais elle présente une struc-
ture similaire à celle de E0. Pour que le terme Z de E0 ait son pendant dans Er,
un zéro est artificiellement ajouté à l’expression Er. L’outil évalue alors la diffé-
rence Er − E0 en faisant correspondre les termes S et S0, R et R0, et 0 et Z et en
appliquant les méthodes du paragraphe 3.2.1.
L’indice de réécriture à la ligne 28 indique à Gappa l’existence de la décom-
position de e − E0 en (e − E) + (Er − E0). Elle correspond à la façon dont le
développeur a négligé des termes et réordonné les calculs dans son algorithme afin
d’améliorer la précision du résultat. Ces optimisations ont nécessité une grande part
de réflexion et d’expertise de la part du développeur ; il n’est donc pas surprenant
que quelques indications soient nécessaires à Gappa.
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7.2 Arithmétique double-double
Cette implantation de l’exponentielle contient des traces d’arithmétique multi-
précision. La constante S0 est ainsi approchée par la somme de deux nombres
flottants s1 et s2 qui ne se chevauchent pas : les bits les plus significatifs de S0
se trouvent tous représentés par s1. Cette approche multi-précision reste limitée
puisque le terme d’erreur s2 n’est pas généré par l’algorithme : il est calculé à
l’avance par le développeur.
La bibliothèque CRlibm utilise la multi-précision de façon plus systématique.
Elle permet d’obtenir des résultats d’une précision plus élevée que celle employée
dans les calculs intermédiaires. Il est en effet facile de calculer les termes d’erreurs
des opérations flottantes d’addition et de multiplication pour peu qu’il n’y ait pas
de dépassement de capacité [Dek71]. Le logarithme est utilisé ci-après comme
exemple de certification d’un algorithme employant des opérations arithmétiques
multi-précision.
7.2.1 Opérations exactes
Plutôt que de s’attaquer directement au code complet du logarithme, il est pré-
férable de commencer par le code qui calcule le terme d’erreur d’une addition flot-
tante [Knu69]. Il s’agit ici de montrer que la somme x+y des entrées flottantes est
égale à la somme s+ e des valeurs calculées. Le script 7.2 présente la transcription
de ce problème.
Script Gappa 7.2 Propriété fondamentale de l’opérateur d’addition exacte
@rnd = float< ieee_64, ne >;
x = rnd(x_);
y = rnd(y_);
s rnd= x + y;
t rnd= s - x;
e rnd= (x - (s - t)) + (y - t);
{ (s + e) - (x + y) in [0,0] }
Dans le formalisme de Gappa, la preuve de cette proposition nécessite une
étude par cas sur les positions relatives de x et y et les binades qu’ils occupent. Le
nombre de sous-cas que cela demande met cette preuve hors de portée de l’outil.
Pour traiter des programmes qui s’appuient sur de telles portions de code, une
première solution serait d’apprendre à Gappa à les repérer. Il n’existe malheureu-
sement pas une unique façon de les agencer ; par exemple, x - (s - t) peut
aussi s’écrire (t - s) + x. Qui plus est, il existe des versions de l’algorithme
utilisant moins d’opérations flottantes quand les positions relatives de x et y sont
connues puisque ◦(s−t) peut alors valoir exactement x. Une deuxième solution se-
rait que Gappa fournisse des opérateurs calculant les termes d’erreur. La technique
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consistant à décomposer un opérateur arithmétique approché en un opérateur arith-
métique sur les réels suivi d’une fonction de projection sur l’ensemble des nombres
machine ne s’applique cependant pas dans ce cas.
Aucune de ces deux solutions n’a semblé satisfaisante et le script 7.2 ne peut
donc pas être traité par Gappa. A fortiori, Gappa ne sait pas traiter un script tra-
duisant fidèlement du code s’appuyant sur un additionneur exact. Il est néanmoins
possible d’étudier un tel code en simplifiant la définition de e. Il suffit de le définir
directement comme étant un terme d’erreur : e = (x+ y)−◦(x+ y). Connaissant
un encadrement de x+ y, Gappa est alors capable d’en déduire un encadrement de
e. Cependant, au vu des conventions de représentation des erreurs en Gappa, il est
préférable d’écrire e = −(◦(x + y) − (x + y)) pour qu’un plus grand nombre de
théorèmes reconnaissent le terme d’erreur et puissent s’appliquer.
Cette approche est bien adaptée à la façon dont Gappa manipule des expres-
sions, mais certaines contraintes que doit vérifier l’algorithme initial sont perdues
lors de la transcription. C’est le cas lors du calcul du terme d’erreur e de la multipli-
cation ◦(x · y). En Gappa, cela se traduit par la définition e = −(◦(x · y)− (x · y)).
Le terme d’erreur n’est cependant pas représentable par un nombre flottant s’il est
trop petit. Prouver la correction de l’algorithme nécessite donc de prouver que x ·y
ne peut pas être petit. Cette contrainte n’apparaît pas dans la définition de e et elle
doit donc être ajoutée par l’utilisateur aux conclusions de la proposition logique.
La situation est donc similaire à la gestion des dépassements de capacité ; eux aussi
doivent faire l’objet de contraintes explicites.
Pour illustrer cette représentation des termes d’erreur en Gappa, considérons le
code C 7.1 tiré de CRlibm. Il s’agit de l’évaluation polynomiale p(x) = x − 12 ·
x2 + x3 · q(x) effectuée après la réduction d’argument lors de l’approximation du
logarithme [dDLM06]. La réduction a produit un double-double Z = zh + zl et le
code cherche à calculer p(Z). Pour ce faire, le terme x3 · q(x) de p est approché en
arithmétique double précision au point zh. Le terme−12 ·x2 est quant à lui approché
en négligeant le terme z2l .
Code C 7.1 Évaluation polynomiale du logarithme
q = c3 + zh * (c4 + zh * (c5 + zh * (c6 + zh * c7)));
Mul12(&zhSquareh, &zhSquarel, zh, zh);
zhCube = zh * zhSquareh;
polyUpper = zhCube * q;
zhSquareHalfh = zhSquareh * -0.5;
zhSquareHalfl = zhSquarel * -0.5;
zhzl = -1 * (zh * zl);
Add12(t1h, t1l, polyUpper, zhzl);
Add22(&t2h, &t2l, zh, zl, zhSquareHalfh, zhSquareHalfl);
Add22(&ph, &pl, t2h, t2l, t1h, t1l);
Le script 7.3 retranscrit en Gappa les huit premières lignes du code C. Là où
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ce dernier effectue un Mul122 pour calculer exactement le carré z2h et le stocker
dans les variables zhSquareh et zhSquarel, le script Gappa lui donne directe-
ment le nom ZhSquarehl puis manipule les deux variables en bloc, par exemple
lors du calcul de ZhSquareHalfhl. De même, le résultat T1hl de l’opérateur
Add12 d’addition exacte est directement considéré comme étant le réel somme de
polyUpper et zhzl. Les opérations exactes sont ainsi assimilées à des opéra-
tions sur les nombres réels. La représentation des résultats par des paires de flot-
tants double précision n’apparaît que pour la variable Z.
Script Gappa 7.3 Approximation du logarithme (partie 1)
zh = float64ne(Z);
zl = Z - zh;
q float64ne= c3 + zh * (c4 + zh * (c5 + zh * (c6 + zh*c7)));
ZhSquarehl = zh * zh;
zhSquareh = float64ne(ZhSquarehl);
zhCube float64ne= zh * zhSquareh;
polyUpper float64ne= zhCube * q ;
ZhSquareHalfhl = -0.5 * ZhSquarehl;
zhzl = -1 * float64ne(zh * zl);
T1hl = polyUpper + zhzl;
7.2.2 Opérations en précision élevée
Pour l’instant, seules les opérations exactes ont été considérées. Il est cependant
possible de définir des opérateurs plus complexes qui prendraient des paires de
flottants en entrée et renverraient une paire de flottants en sortie. Par exemple, un
opérateur de multiplication prendrait les paires (x1, x2) et (y1, y2) et renverrait
une paire (z1, z2) telle que la somme z1 + z2 soit une valeur approchée du produit
p = (x1 + x2) · (y1 + y2). En fait, il n’est même pas nécessaire de se restreindre
à des opérations sur des paires de flottants : CRlibm utilise des triplets de flottants
dans la phase lente de ses algorithmes [Lau05]. La définition de ces opérations
n’est cependant pas aussi simple que pour les précédentes. Le résultat ne vérifie en
effet ni z1 = ◦(p) ni z2 = p− z1 ni même z2 = ◦(p− z1).
Les deux dernières lignes de l’exemple du logarithme montrent l’emploi de ce
genre d’opération. Ce sont deux additionneurs qui prennent chacun deux doubles-
double en entrée et renvoient un double-double approchant leur somme en sortie.
Le script 7.4 traduit ces additionneurs à l’aide d’opérateurs d’arrondi généralisés.
Le concept de ces opérateurs généralisés est présenté au paragraphe 4.1.2.
2Le nom des macros employées par CRlibm reflète l’opération évaluée et la taille des expansions
flottantes [Pri91] employées comme opérandes et résultat. Ainsi Mul12 effectue la multiplication de
deux flottants et stocke le résultat dans la somme de deux flottants. La macro Add22 effectue quant
à elle l’addition de deux sommes de deux flottants et stocke le résultat dans une somme de deux
flottants.
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Script Gappa 7.4 Approximation du logarithme (partie 2)
T2hl = add_rel<103>(Z, ZhSquareHalfhl);
Phl = add_rel<103>(T2hl, T1hl);
La fonction add_rel<103> est associée à l’addition et Gappa sait donc que
Phl approche la somme des doubles-double T2hl et T1hl. Plus précisément,
l’entier passé en paramètre indique que cette approximation vérifie
∣∣∣∣Phl− (T2hl+ T1hl)T2hl+ T1hl
∣∣∣∣ ≤ 2−103.
La définition de Phl n’indique donc pas comment il a été calculé mais fournit
directement une propriété d’approximation le caractérisant. Cette approche per-
met de représenter efficacement les résultats de briques arithmétiques sur des ex-
pansions flottantes. Elle souffre malheureusement d’un défaut dans son forma-
lisme : l’écriture add_rel<103>(x, y) nécessite que le résultat soit défini de
façon unique en fonction de x et y. Ce n’est pas le cas ici puisque le résultat dé-
pend en fait de la représentation sous forme de paires de flottants des nombres x et
y et cette représentation n’est pas toujours unique.
Ainsi, en fonction du contexte, add_rel<103>(x, y) pourrait prendre des
valeurs différentes. Dans les scripts Gappa, la question ne se pose normalement
pas : les expressions passées en argument des différents add_rel étant syntaxi-
quement différentes, l’outil n’effectue aucune simplification malheureuse. Pour
contourner ce problème de multiplicité, il faudrait cependant ajouter un autre pa-
ramètre en plus de 103. Il servirait à encoder précisément la façon dont les ex-
pressions x et y ont été obtenues. Cela permettrait d’assurer que le résultat est bien
défini de façon unique.
Cette syntaxe date d’une époque où le fonctionnement de Gappa tournait prin-
cipalement autour des règles de réécriture impliquant des opérateurs d’arrondi.
Pour profiter de la puissance de Gappa, il fallait donc que les Add22 et Mul22
apparaissent comme des expressions arrondies dans les scripts. Depuis que Gappa
gère les règles de réécriture à l’aide de couples d’expressions approchée et exacte,
comme décrit au paragraphe 5.4.2, l’utilisation d’une syntaxe spécialisée n’est plus
nécessaire. Les définitions du script 7.4 peuvent donc être remplacées par des hy-
pothèses supplémentaires, moins lisibles certes, mais plus satisfaisantes du point
de vue formel :
|(T2hl - (Z + ZhSquareHalfhl)) /
(Z + ZhSquareHalfhl)| <= 1b-103 /\
|(Phl - (T2hl + T1hl)) / (T2hl + T1hl)| <= 1b-103
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7.3 Gestion des erreurs
Le script Gappa 7.5 est inspiré d’une portion de la preuve du logarithme. Les
opérateurs d’arrondi ont cependant été supprimés du problème afin de simplifier
son énoncé. Le script demande à Gappa de borner l’erreur relative qui existe entre
la valeur approchée z2h + 2 · zh · zl et le carré exact Z2 = (zh + zl)2. Une erreur
de cette forme apparaît quand on néglige des termes dans un algorithme, ici z2l .
L’outil répond que cette erreur est bornée par 2384, ce qui est un résultat correct
mais inutile.
Script Gappa 7.5 Erreur relative du carré simplifié
zh = float<ieee_64,ne>(Z);
zl = Z - zh;
z2 = zh*zh + 2*zh*zl;
epsilon0 = (zh - Z) / Z;
epsilon1 = (z2 - Z*Z) / (Z*Z);
{ Z in [1b-200,1b-8] -> epsilon1 in ? }
L’outil est confronté à une difficulté : il ne peut pas se ramener à des enca-
drements d’expressions qu’il connaît, c’est-à-dire à celui de 0 principalement. Il
est possible de guider Gappa à l’aide de nombreux indices, mais le plus simple
reste d’effectuer un peu de calcul symbolique pour directement fournir à l’outil la
relation qui lie 0 et 1.
1 =
z2h + 2 · zh · zl − Z2
Z2
= −(zh − Z)
2
Z2
car zl = Z − zh
= −20
L’ajout de la règle « epsilon1 -> -(epsilon0*epsilon0); » per-
met à Gappa de donner une réponse précise : 1 ∈ [−2−106, 0]. Il faut noter que
Gappa utilise la même priorité des opérateurs arithmétiques que le C afin de fa-
ciliter la transcription de programmes. En particulier, si le membre de droite était
écrit « - epsilon0 * epsilon0 », son membre de droite serait interprété
(−0) · 0 au lieu de −20. La réponse de Gappa aurait alors été un peu moins pré-
cise puisque l’élévation au carré aurait été remplacée par une multiplication de
termes corrélés lors de l’évaluation des encadrements.
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Chapitre 8
Prédicats géométriques homogènes
Ce chapitre détaille des filtres semi-statiques dont la robustesse est im-
possible à prouver à partir des théorèmes présents dans Gappa. L’ajout
d’opérateurs d’arrondi spécifiques permet néanmoins d’étendre Gappa
pour qu’il calcule automatiquement les constantes utilisées dans ces
filtres.
Ce travail a été réalisé en collaboration avec Sylvain Pion. Il a été présenté
à [MP05] puis publié dans [MP06]. Il offre une méthode pour construire des filtres
robustes en virgule flottante pour des prédicats. Ces filtres ont été implantés dans
CGAL1, une bibliothèque pour la géométrie algorithmique, par Sylvain Pion. Les
théorèmes employés pour garantir leur robustesse ne correspondent pas à ceux im-
plantés dans Gappa, rendant l’outil a priori inutile pour ce travail. La définition de
nouveaux opérateurs d’arrondi permet cependant de faire correspondre les inter-
valles qui apparaissent dans les théorèmes de Gappa et ceux qui apparaissent dans
notre formalisme des prédicats homogènes. Les preuves alors générées par Gappa,
même si elles ne correspondent pas aux propositions demandées pour une certifi-
cation formelle, fournissent les constantes numériques nous permettant de garantir
la robustesse des filtres.
8.1 Géométrie algorithmique et calcul exact
La géométrie algorithmique consiste généralement à produire des structures
combinatoires discrètes à partir de données numériques. Un algorithme d’enve-
loppe convexe en deux dimensions produit ainsi une liste de certains des points en
entrée, tandis qu’un algorithme de triangulation produit un graphe de ces points.
Ces algorithmes s’appuient sur des fonctions appelées prédicats géométriques et
chargées de calculer la position relative de quelques objets géométriques.
1http://www.cgal.org/
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Par exemple, le prédicat d’orientation prend en entrée les coordonnées de trois
points du plan et indique s’ils sont alignés ou s’ils sont orientés dans le sens des
aiguilles d’une montre ou dans le sens contraire. Une implantation naïve en arith-
métique flottante est rapide mais peut produire des résultats faux. Il est possible de
concevoir des algorithmes géométriques qui supportent des réponses incohérentes
de la part des prédicats. L’approche courante est cependant l’emploi de prédicats
exacts, même si c’est au prix de calculs plus longs [YD95].
8.1.1 Orientation de trois points du plan
Considérons l’exemple du prédicat d’orientation de trois points p, q et r du
plan. Les entrées sont les coordonnées cartésiennes de ces trois points. L’orienta-
tion est alors donnée par le signe de ces déterminants :
orient2(p, q, r) = sgn
∣∣∣∣∣∣
px qx rx
py qy ry
1 1 1
∣∣∣∣∣∣ = sgn
∣∣∣∣ qx − px rx − pxqy − py ry − py
∣∣∣∣
Le déterminant 2×2 est un peu plus rapide à évaluer, c’est lui que nous considé-
rerons. Les coordonnées des points sont des nombres flottants en double précision.
Une implantation naïve en C est donnée par le code 8.1.
Code C 8.1 Implantation naïve du prédicat d’orientation
double pqx = qx - px, pqy = qy - py;
double prx = rx - px, pry = ry - py;
double det = pqx * pry - pqy * prx;
if (det > 0) return POSITIVE;
if (det < 0) return NEGATIVE;
return ZERO;
Si un type arithmétique exact était employé à la place de double, cette im-
plantation conduirait à un résultat correct quelles que soient les entrées. Elle serait
cependant bien plus lente qu’une implantation flottante. En effet, le stockage de la
valeur exacte du déterminant peut nécessiter plusieurs milliers de bits. L’utilisation
de nombres flottants dans cette fonction contourne ce problème de performance
mais risque par contre de causer divers dépassements de capacité et des erreurs
d’arrondi.
Domaine limité
De nombreux problèmes risquent de découler de l’utilisation d’une telle fonc-
tion. Considérons d’abord les problèmes de domaine. Soit M la plus grande puis-
sance de 2 qui soit représentable en double précision. Prenons les trois points sui-
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q
r
p
orientés
orientés
alignés
FIG. 8.1 – Valeur approchée d’orient2(p, q, r) pour p proche de la droite (q, r)
vants :
(p, q, r) =
( −M M −7M/8
1 3 17/16
)
Le calcul de qx - px produit une valeur non représentable 2·M et la variable
pqx contient donc +∞. Les autres variables pqy, prx et pry contiennent par
contre des valeurs finies. Il en va de même pour le résultat de pqy * prx. Par
conséquent, l’infini contenu dans pqx se propage jusque dans la dernière variable
det et la fonction répond POSITIVE alors que la véritable valeur du déterminant
est le nombre négatif −M/8.
Précision limitée
L’autre inconvénient à utiliser des nombres flottants est la précision limitée de
ces nombres. Si les points sont relativement proches de l’alignement, les erreurs
commises en arrondissant chacun des résultats intermédiaires peuvent faire bascu-
ler le signe calculé. La figure 8.1 (inspirée des figures publiées dans [KMP+04])
montre le résultat du prédicat quand il est évalué en simple précision pour q =
(8.1, 8.1) et r = (12.1, 12.1) fixés et p se déplaçant sur la grille des 65× 65 paires
de flottants entourant le point (1.5, 1.5).
Idéalement, le prédicat devrait répondre ZERO sur la première diagonale de la
figure représentant les points alignés avec q et r. Les deux triangles séparés par
cette diagonale devraient quant à eux avoir des signes constants et différents. Ce
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premier
arrondi
252 252 + 1
deuxième arrondi
arrondi direct
2−12
FIG. 8.2 – Franchissement des bornes d’erreur par double arrondi
n’est pas le cas ici car la propagation des erreurs d’arrondi provoque des change-
ments de signes.
Double arrondi
Le dernier problème qui peut être rencontré est lié à une mauvaise interaction
entre compilateur, architecture et environnement logiciel. Considérons l’exemple
d’un utilisateur compilant à l’aide de GCC des exécutables pour architectures de
type x86 tournant sous GNU/Linux. Un processeur x86 utilise des registres flot-
tants au format double étendu (64 bits de mantisse au lieu des 53 attendus pour
double). La précision des calculs peut néanmoins être contrôlée pour que l’ar-
rondi des résultats s’effectue bien au niveau du 53e bit.
Cependant le mode d’arrondi utilisé par défaut sous GNU/Linux demande
l’emploi de la précision maximale et le compilateur devrait donc générer des ins-
tructions de changement de précision à chaque fois que des calculs impliquent des
double. Ces instructions sont malheureusement extrêmement coûteuses car le
processeur doit vider son pipeline d’instructions. Par conséquent, le compilateur
ne les génère pas, estimant que les utilisateurs seront bien plus satisfaits d’un code
plus rapide et généralement plus précis.
Il y a cependant une situation dans laquelle, malgré l’utilisation d’une précision
plus élevée, le code produit un résultat moins précis. Appuyons-nous sur l’exemple
de la somme approchée 252 ⊕ ((211 + 1) · 2−12) représenté sur la figure 8.2. En
double précision (53 bits de mantisse), les nombres flottants 252 et 252 + 1 sont
consécutifs. Or la somme exacte vaut légèrement plus de 252 + 12 . Le résultat ap-
proché au plus près est donc 252 + 1.
En utilisant la précision étendue (64 bits), le résultat stocké dans les registres
du processeur est cependant 252+ 12 . Il est ensuite arrondi une deuxième fois lors du
stockage de la variable en mémoire avec une précision de 53 bits. La valeur finale
est cette fois 252. L’erreur relative effectivement commise est donc supérieure à la
valeur traditionnellement admise de 2−53.
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8.1.2 Approche par filtre
Supposons que les composantes des vecteurs pq et pr soient toutes bornées par
1 en valeur absolue et qu’il n’y ait pas de phénomène de double arrondi. Le script
Gappa 8.1 borne l’erreur commise lors du calcul ; il s’agit de la distance entre la
valeur calculée det et la valeur réelle du déterminant Det.
Script Gappa 8.1 Erreur commise lors du calcul du déterminant 2× 2
@rnd = float< ieee_64, ne >;
pqx = rnd(qx - px); pqy = rnd(qy - py);
prx = rnd(rx - px); pry = rnd(ry - py);
det rnd= pqx * pry - pqy * prx;
Det = (qx-px) * (ry-py) - (qy-py) * (rx-px);
{ pqx in [-1,1] /\ pqy in [-1,1] /\
prx in [-1,1] /\ pry in [-1,1]
-> det - Det in ? }
Gappa répond que l’erreur absolue commise δ est de l’ordre de 2−51. Quand
la valeur calculée du déterminant det est supérieure à δ, son signe est identique
à celui de la valeur réelle Det. Les trois dernières lignes du code 8.2 prennent en
compte cette propriété. Par conséquent, soit le signe correct est renvoyé, soit la
valeur retournée indique qu’aucun résultat garanti n’a été obtenu.
Code C 8.2 Implantation bornée robuste du prédicat d’orientation
double pqx = qx - px, pqy = qy - py;
double prx = rx - px, pry = ry - py;
double det = pqx * pry - pqy * prx;
if (det > +delta) return POSITIVE;
if (det < -delta) return NEGATIVE;
return UNKNOWN
La fonction ne constitue plus alors un prédicat dans son intégralité, mais seule-
ment sa première phase. Il s’agit d’une approche par filtres [DP98]. En cas d’échec
de cette première phase, une deuxième plus lente mais plus précise est lancée. Il
peut s’agir d’un filtre à base d’arithmétique d’intervalles. Si ce n’est toujours pas
suffisant, une évaluation à base d’arithmétique exacte peut être exécutée en dernier
recours pour garantir que le prédicat renvoie toujours un résultat correct.
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8.2 Nouvelle arithmétique
La tentative précédente suppose que chacune des composantes des vecteurs est
bornée par 1 en valeur absolue. Plaçons-nous maintenant dans le cas général. Mul-
tiplier une des lignes du déterminant par un coefficient multiplie d’autant la valeur
du déterminant. S’il en était de même pour les bornes sur l’erreur, la proposition
suivante serait vérifiée :
|det− Det| ≤ δ ·mx ·my
Dans cette formule, δ désigne à nouveau la borne sur l’erreur absolue obtenue
quand toutes les composantes sont bornées par 1 en valeur absolue. Les facteurs
mx etmy valent quant à eux max(|pqx|, |prx|) et max(|pqy|, |pry|).
Cette proposition n’est malheureusement pas vérifiée. L’emploi de δ conduit
à sous-estimer l’erreur totale causée par les arrondis. Nous allons donc construire
par induction une nouvelle borne, légèrement plus grande que δ, pour laquelle la
proposition est vérifiée.
8.2.1 Addition et multiplication
Supposons que a et b soient deux expressions encadrées par les intervalles
f(mx,my) · A et g(mx,my) · B. Dans ces termes, A et B désignent des inter-
valles et f et g des fonctions à valeurs réelles positives ou nulles sur l’ensemble
des paires de réels positifs ou nuls. Dans le cas particulier du prédicat d’orientation,
ce sont de simples monômes à coefficients positifs.
En réordonnant les termes et en appliquant des règles d’arithmétique d’inter-
valles, on construit pour le produit a · b un encadrement de structure similaire (f · g
y désigne la fonction produit de f et g) :
a · b ∈ (f · g)(mx,my) · (A ·B).
Pour l’addition, si l’on suppose f = g, on peut construire l’encadrement sui-
vant :
a+ b ∈ f(mx,my) · (A+B).
8.2.2 Arrondis
Supposons dans ce qui suit qu’il n’y a aucun dépassement de capacité. Soit
0 une borne de l’erreur relative commise en arrondissant un nombre. Soit η0 une
borne de l’erreur absolue qui couvre le domaine des nombres dénormalisés sur le-
quel la borne d’erreur relative n’est pas valide. L’erreur d’arrondi est alors majorée
par la formule suivante :
∀x ∈ R, 0 · |x| ≥ η0 ⇒ | ◦ (x)− x| ≤ 0 ·max(|x|, η0/0)
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En double précision, les valeurs de ces constantes sont 0 = 2−53 et η0 =
2−1075. Pour prendre en compte le phénomène de double arrondi, il est nécessaire
d’agrandir un peu ces constantes : 0 = 2−53 ·(1+2−11) et η0 = 2−1075 ·(1+2−12).
Supposons à nouveau que l’expression a soit encadrée par f(mx,my) · A.
Ajoutons comme hypothèse [−η00 ,
η0
0
] ⊆ f(mx,my) · A pour contourner le maxi-
mum qui apparaît dans la proposition précédente. En notant |A| la magnitude de
l’intervalle A, l’encadrement de l’erreur absolue devient :
◦(a)− a ∈ f(mx,my) · [−0 · |A|, 0 · |A|].
L’encadrement précédent ne convient pas pour borner les erreurs d’arrondi
associées aux quatre premières soustractions du filtre, c’est-à-dire au calcul des
composantes des vecteurs. La valeur de f(mx,my) · A est en effet inconnue lors
de l’exécution de l’algorithme en machine. Plutôt que d’utiliser un encadrement
de a, il est préférable d’utiliser un encadrement de la valeur arrondie : ◦(a) ∈
f(mx,my) · A′. L’expression a étant ici une soustraction, l’existence de nombres
dénormalisés permet d’utiliser l’erreur relative sur l’ensemble du domaine :
◦(a)− a ∈ f(mx,my) · [−0 · |A′|, 0 · |A′|].
8.2.3 Derniers détails
Les théorèmes précédents permettent de calculer l’encadrement d’une expres-
sion composée. Encore faut-il savoir encadrer une expression élémentaire, c’est-à-
dire les termes pqx, prx, pqy et pry. Par définition demx etmy, ce sont :
pqx,prx ∈ mx · [−1, 1]
pqy,pry ∈ my · [−1, 1]
Ces encadrements permettent donc d’initialiser la récurrence, les théorèmes
la font ensuite progresser jusqu’à encadrer det − Det. Des règles de réécriture
sont employées afin de faire apparaître les termes nécessaires. Par exemple, pour
encadrer l’erreur entre det et Det, le terme t = pqx ⊗ pry − pqy ⊗ prx est
introduit :
det− Det = (det− t) + (t− Det).
Il y a maintenant suffisamment de briques pour construire la preuve d’une
borne d’erreur du prédicat. Pour ce qui est des théorèmes d’addition et de mul-
tiplication, la seule différence avec les théorèmes traditionnels d’arithmétique par
intervalles réside dans la présence des facteurs de la forme f(mx,my). Pour les
arrondis, la différence est plus marquée puisque ce sont des intervalles un peu plus
grands que si l’on avait calculé une erreur absolue ; le paragraphe 8.2.4 ci-après
contourne ce problème en introduisant des opérateurs d’arrondi spécifiques. Quant
aux règles de réécritures, elles sont identiques à celles utilisées pour traiter les er-
reurs absolues.
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Par conséquent, si l’on en retire toute notion de facteur d’homogénéité, la
preuve n’est pas différente de ce qu’on obtiendrait en cherchant à borner l’erreur
absolue det−Det quand les termes pqx, prx, pqy et pry prennent leurs valeurs
dans l’intervalle [−1, 1].
8.2.4 Transcription Gappa
À la présence des facteurs près, Gappa est donc directement utilisable pour
encadrer la différence det − Det. J’ai introduit deux opérateurs d’arrondi pour
gérer les prédicats homogènes. Le premier est utilisé pour chacune des soustrac-
tions initiales. Le second est utilisé pour les opérations suivantes. Le fait d’utiliser
deux opérateurs au lieu d’un seul oblige Gappa à respecter les contraintes d’homo-
généité des théorèmes.
Le script 8.2 est la transcription du problème dans la syntaxe de Gappa. L’in-
tervalle calculé donne la constante à utiliser dans le filtre. En revanche, la preuve
générée n’a que peu d’utilité : ce n’est réellement qu’une preuve concernant une
erreur absolue et la vérification des facteurs d’homogénéité n’en fait pas partie.
Script Gappa 8.2 Erreur homogène du déterminant
pqx = homogen80x_init(qx - px);
pqy = homogen80x_init(qy - py);
prx = homogen80x_init(rx - px);
pry = homogen80x_init(ry - py);
det homogen80x= pqx * pry - pqy * prx;
Det = (qx-px)*(ry-py) - (qy-py)*(rx-px);
{ pqx in [-1,1] /\ pqy in [-1,1] /\
prx in [-1,1] /\ pry in [-1,1] ->
det - Det in ? }
8.3 Filtre semi-statique robuste
Gappa répond une borne δ de l’erreur absolue de l’ordre de 2−50 ' 8.9 ·10−16.
Nous savons donc que si la distance |det−Det| est inférieure à δ·mx ·my alors les
deux termes ont le même signe. L’implantation ne peut cependant pas directement
calculer le produit δ · mx · my en arithmétique flottante : cela introduirait poten-
tiellement une erreur de calcul supplémentaire. Nous avons donc artificiellement
augmenté la valeur de δ afin que cette erreur de calcul n’influe pas sur le résultat
de la comparaison. Gappa a servi à vérifier que cette inflation était suffisante.
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8.3.1 Implantation
Pour que le filtre se comporte bien, il faut aussi assurer que le calcul de ce
produit δ · mx · my ne fait intervenir aucun résultat dénormalisé. De plus, aucun
des calculs dans le filtre ne doit provoquer un dépassement de capacité. Le filtre
contient donc des comparaisons pour éviter ces situations. Là encore, Gappa a été
employé pour vérifier que ces comparaisons sont suffisantes. Une fois les diverses
comparaisons ajoutées, le filtre écrit en C++ ressemble au code 8.3.
Code C 8.3 Implantation robuste du prédicat d’orientation
double pqx = qx - px, pqy = qy - py;
double prx = rx - px, pry = ry - py;
double det = pqx * pry - pqy * prx;
double maxx = max(abs(pqx), abs(prx));
double maxy = max(abs(pqy), abs(pry));
double eps = 8.8872057372592758e-16 * maxx * maxy;
if (maxx > maxy) swap(maxx, maxy);
if (maxx < 1e-146) {
if (maxx == 0) return ZERO;
} else if (maxy < 1e153) {
if (det > eps) return POSITIVE;
if (det < -eps) return NEGATIVE;
}
// fall back to a more accurate, slower method
...
8.3.2 Performances
Les performances des prédicats ont été mesurées sur une triangulation de De-
launay de 105 points tirés au hasard dans le cube unité [DP03]. L’algorithme em-
ployé est celui de CGAL et il utilise intensivement les prédicats orientation
et insphere. Les tests ont été compilés à l’aide du compilateur GNU g++ ver-
sion 4.0 (options de compilation : -O3 -DNDEBUG). Le tableau 8.1 montre, pour
différentes implantations des prédicats, le temps moyen d’exécution sur trois tests.
Le jeu de points ne provoque pas d’échec du premier filtre des prédicats. Ce
sont donc les performances de cette première étape qui sont mesurées. À titre
de comparaison, le temps obtenu à l’aide des filtres statiques écrits par Shew-
chuk [She97] est aussi indiqué. Nos filtres sont légèrement plus rapides, mais ce
n’est qu’anecdotique. Ce qui importe vraiment, c’est qu’ils produisent des résul-
tats corrects même si les calculs intermédiaires subissent underflow ou overflow.
Qui plus est, ils résistent aussi aux phénomènes potentiels de double arrondi et ne
nécessitent pas que de la double précision correcte soit présente : certains calculs
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Type de prédicat Durée (s)
algorithmes naïfs non robustes 3.29
nos filtres + . . . 2 4.33
calcul par intervalles + . . . 2 12.5
calcul exact 296
prédicats de Shewchuk 4.39
TAB. 8.1 – Performances d’une triangulation de Delaunay en trois dimensions
peuvent être effectués en précision étendue. Ces filtres robustes ont été ajoutés à
CGAL.
8.3.3 Généralisation
Écrire à la main les différents scripts Gappa pour le prédicat d’orientation dans
le plan ne pose pas de difficultés. En revanche, les prédicats de degré supérieur sont
vite fastidieux. La méthode décrite dans ce chapitre s’applique en effet à n’importe
quel prédicat qui implique l’évaluation d’un polynôme homogène. Il s’avère que la
plupart des prédicats géométriques le sont puisqu’ils manipulent des longueurs.
En plus du prédicat d’orientation 2D, des filtres ont ainsi été écrits pour le
prédicat d’orientation 3D ainsi que pour les prédicats indiquant si un point est
inscrit dans un cercle ou dans une sphère définis respectivement par trois ou quatre
points. Le plus complexe des prédicats est ainsi un déterminant 5× 5.
Comme CGAL possède des versions génériques des prédicats qui prennent en
paramètre template une classe décrivant un type numérique, nous avons écrit une
classe C++ qui s’interface avec ces prédicats afin de générer les scripts Gappa
correspondants.
2Comme le jeu de points ne provoque pas d’échec du premier filtre, le choix des filtres employés
en deuxième, voire en troisième, étape du prédicat n’influe pas sur les performances mesurées. Ces
filtres ne sont donc pas précisés ; il peut s’agir d’une évaluation en arithmétique exacte.
Chapitre 9
Conclusion et perspectives
9.1 Un outil d’aide à la certification
Nous avons défini au cours de cette thèse un langage de haut niveau capable
d’exprimer les propositions logiques dont la validité est requise lors de la certifica-
tion d’applications numériques. L’outil Gappa a été conçu pour vérifier ces propo-
sitions et en générer des preuves formelles qui peuvent être réutilisées au sein de
certifications qui couvrent plus que la partie numérique des applications.
Écrire de telles preuves à la main est un travail long et fastidieux. Il devient
facile de négliger de prendre en compte certains termes comme le produit des er-
reurs relatives dans l’erreur relative du produit. Qui plus est, modifier légèrement
l’algorithme peut nécessiter d’en refaire complètement la preuve. Gappa permet
au développeur de contourner ces difficultés en automatisant toutes les étapes fas-
tidieuses de la preuve, qu’elles concernent des encadrements de variables ou des
calculs d’erreurs. Le temps nécessaire pour certifier un algorithme numérique en
est considérablement diminué. Le développeur peut alors se permettre d’explorer
les différentes variantes de son algorithme pour en retenir les plus performantes,
Gappa se chargeant de valider l’algorithme à chaque nouveau changement.
Toutefois, si le développeur a mis à profit son expertise pour optimiser cet al-
gorithme (en négligeant des termes, en réordonnant des calculs, etc), Gappa peut
ne pas réussir à le certifier. Dans ce cas, le savoir du développeur doit être traduit
dans la syntaxe de Gappa sous la forme de quelques lignes indiquant quelles bis-
sections effectuer ou comment réécrire certaines expressions sous des formes plus
facilement traitables.
L’intérêt de Gappa réside dans la facilité avec laquelle il permet de borner les
erreurs d’arrondi qui apparaissent lors d’un calcul approché. Il a été employé avec
succès pour des fonctions élémentaires de CRlibm [dDLM06], des filtres flottants
dans CGAL [MP06], l’optimisation de polynômes [Rev06] et des opérateurs arith-
métiques matériels [MTVC06]. Les nombreuses interactions avec les utilisateurs
de l’outil ont permis une évolution rapide de ses fonctionnalités. Cela s’est traduit
par la publication d’une trentaine de versions ; Gappa compte maintenant 6500
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lignes de code C++ et la bibliothèque de support 8000 lignes de Coq.
9.2 Particularités de Gappa
Pour que l’outil génère des preuves formelles, il a fallu construire un système
qui soit à la fois assez puissant pour pouvoir vérifier les propositions qui nous inté-
ressent mais aussi assez compact pour que les théorèmes soient formalisables rapi-
dement. Le choix s’est donc porté sur des intervalles fermés et bornés de nombres
réels à bornes dyadiques associés à une arithmétique d’intervalles simple.
Afin de réduire l’influence de la corrélation et d’améliorer les bornes calcu-
lées, l’arithmétique a été augmentée de quelques opérateurs spécifiques tels que xx
ou x+y+x ·y. Pour traiter les arithmétiques approchées, des opérateurs d’arrondi
◦(x) ont aussi été ajoutés. Les erreurs d’arrondi causées par ces arithmétiques ont
demandé l’ajout de règles pour borner ◦(x)−x et ◦(x)−xx en fonction de x ou ◦(x).
Les intervalles n’offrent cependant pas une puissance suffisante pour prendre en
compte le caractère discret des ensembles de valeurs dans les arithmétiques appro-
chées. L’outil a donc été enrichi à l’aide de prédicats de précision qui permettent
en particulier d’obtenir des bornes d’erreur fines en arithmétique à virgule fixe.
Les propriétés concernant les erreurs d’arrondi ne sont utiles que pour bor-
ner localement ces erreurs. Leur propagation à l’ensemble du problème se fait
par un mécanisme de réécriture des expressions : les termes sont réordonnés pour
faire apparaître dans l’erreur globale les expressions des erreurs locales. Les autres
types de corrélation sont traités en laissant la possibilité à l’utilisateur de définir ses
propres règles de réécriture ou de demander d’effectuer des bissections sur certains
termes.
Les points précédents concernent la vérification des propositions, mais Gappa
en génère aussi des preuves. Celles-ci ne sont pas la trace exhaustive de l’ensemble
des calculs effectués par Gappa ; elles ont la particularité d’être concises. L’outil
profite en effet de la puissance de calcul à sa disposition pour réduire autant que
possible la taille du certificat : il élimine les étapes de raisonnement inutiles, fu-
sionne des sous-cas de bissection et diminue la précision nécessaire pour effectuer
les calculs.
9.3 Perspectives
Employer l’arithmétique d’intervalles à des fins de certification de programmes
constitue un vaste sujet. Ce paragraphe va donc se restreindre à présenter quelques-
unes des voies raisonnables que Gappa pourrait emprunter.
Une première piste qui peut être explorée est l’emploi de Gappa pour ser-
vir de fondation à une tactique Coq afin de vérifier des systèmes d’inéquations
sur les nombres réels. Elle n’aurait pas la puissance de résolution de la tactique
omega [Pug91] mais aurait par contre bien moins de restrictions, à commencer
par l’absence des nombres réels justement. Elle permettrait aussi de gérer des
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multiplications par des expressions non constantes, des divisions, des racines car-
rées, etc. La tactique s’apparenterait alors à la stratégie numerical implantée en
PVS [ML05]. L’existence des intervalles à bornes dyadiques serait complètement
transparente pour l’utilisateur : la tactique manipulerait directement des inégalités
écrites dans le formalisme Coq concernant les nombres réels.
Une autre piste qu’il convient d’explorer est l’interface de Gappa avec des sys-
tèmes de certification plus généraux tels que Why [Fil03]. Cela nécessiterait une
formalisation des arithmétiques approchées commune aux différents outils. Pour
l’instant, Caduceus [FM04] assimile les types flottants float et double du lan-
gage C aux nombres réels real de Why. Il n’est donc pas possible d’employer ces
outils pour certifier des programmes flottants. Cela serait pourtant très utile pour
une bibliothèque comme CRlibm : son code contient de nombreuses structures
conditionnelles et tables de valeurs. Comme la gestion de telles structures dépasse
le cadre de Gappa, la certification de CRlibm passe par la génération de centaines
de scripts Gappa. Ils correspondent aux différentes branches prises et aux valeurs
des indices utilisés pour accéder aux tables.
Pour finir, il faut signaler le problème des expressions corrélées. Gappa n’a au-
cune difficulté à les traiter quand il s’agit d’expressions d’erreur et l’outil remplit
donc son objectif. Pour des expressions purement mathématiques, la situation n’est
pas aussi simple. L’emploi de bissections et de réécritures par l’utilisateur offre
alors un moyen de contourner cette difficulté. Elles ne sont cependant efficaces que
si les expressions n’ont qu’un degré de liberté. Pour décorréler des expressions aux
variations plus complexes, ne serait-ce que des polynômes multivariés, il faudrait
formaliser une arithmétique d’intervalles plus puissante. Les modèles de Taylor par
exemple sont une des pistes à explorer en matière de preuve de propriétés numé-
riques.
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Annexe A
Travailler avec les intervalles
Plusieurs variations autour de l’arithmétique d’intervalles transparaissent dans
ce document. Considérons quatre de celles qui ont été implantées et utilisées. Le
paragraphe 2.3.1 expose les intervalles à bornes dyadiques choisis pour Gappa.
Les intervalles employés au paragraphe 3.3.1 ont quant à eux des bornes ration-
nelles. Pour accélérer la recherche des paramètres au paragraphe 6.1, l’oracle peut
substituer des bornes flottantes aux bornes rationnelles. Enfin, comme expliqué au
paragraphe 4.1.4, la première version de Gappa utilisait elle aussi des intervalles
à bornes flottantes. Mais contrairement aux trois premiers exemples, ce n’était pas
pour manipuler des sous-ensembles de R : ces intervalles représentaient des sous-
ensembles de nombres flottants et l’arithmétique associée.
Ces exemples montrent que l’arithmétique d’intervalles se décline, d’une part
suivant l’arithmétique des nombres manipulés, R ou F ici, et d’autre part suivant
la représentation des bornes, D, Q ou F. D’autres variations d’implantation appa-
raissent dans ces différents exemples : Gappa emploie en interne des intervalles
qui peuvent devenir vides ou non bornés, mais cette propriété n’est pas utile aux
intervalles à bornes rationnelles et compliquerait leur implantation.
Ces différentes implantations utilisent la bibliothèque Boost1 pour l’arithmé-
tique d’intervalles [BMP03, BMP06b] conçue en collaboration avec Hervé Brön-
nimann et Sylvain Pion. Les travaux réalisés sur cette bibliothèque C++ nous ont
conduits à écrire une proposition d’inclusion de l’arithmétique d’intervalles dans
la norme décrivant le langage C++.
A.1 Boost
Pour être utilisable dans chacun des cas présentés ci-dessus, la bibliothèque
d’arithmétique d’intervalles fournit une classe générique interval paramétrée
par le type des bornes stockées dans l’intervalle et trois politiques influant sur les
algorithmes implantés. La plus importante de ces politiques, Rounding, indique
comment effectuer des opérations en arrondi dirigé sur les bornes. Ces opérations
1http://www.boost.org/
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caractérisent l’arithmétique d’intervalles que la bibliothèque fournit. Par exemple,
pour des intervalles à bornes flottantes, si les calculs approchés sont effectués au
plus près (ou tout autre mode d’arrondi fixé), alors l’arithmétique résultante étend
F aux intervalles. Si par contre les calculs sont arrondis vers le bas pour les bornes
inférieures et vers le haut pour les bornes supérieures, l’arithmétique est cette fois
celle des intervalles de R. La même arithmétique s’obtient en utilisant des bornes
rationnelles et des calculs exacts sur ces bornes, la différence résidant dans les
intervalles représentables.
La deuxième politique, Checking, permet à la bibliothèque de traiter les cas
exceptionnels que sont les intervalles non bornés ou vides et les nombres invalides.
Par exemple, pour un type d’intervalles pour lequel les intervalles vides sont in-
terdits, la bibliothèque accélère l’exécution de ses fonctions en considérant que les
intervalles fournis en entrée contiennent toujours des éléments. La dernière poli-
tique, Comparison, indique comment sont définis les opérateurs de comparaison.
Cette dernière politique est en fait fournie par des espaces de noms plutôt que
comme paramètre de classe. Cela évite à l’utilisateur d’avoir à modifier le type
des intervalles s’il a localement besoin d’un type de comparaison particulier. Il lui
suffit de charger l’espace de noms correspondant à ce type de comparaison.
En matière d’intervalles à bornes flottantes, la bibliothèque fournit des types
spécialisés qui optimisent le nombre de changements de mode d’arrondi effectués.
Ces changements sont coûteux et il est préférable de regrouper les opérations ef-
fectuées avec la même direction d’arrondi. L’approche retenue dans plusieurs bi-
bliothèques est d’imposer à l’utilisateur un mode d’arrondi dirigé pour l’ensemble
du programme, perturbant de ce fait toute opération flottante qui n’est pas liée à ces
bibliothèques d’intervalles. Nous avons jugée cette approche trop restrictive. L’uti-
lisateur n’a donc pas à se préoccuper du mode d’arrondi du processeur : chaque
opération sur les intervalles s’en chargera. Il peut cependant changer localement
le type de ses intervalles pour indiquer à la bibliothèque qu’elle est seule à utiliser
l’unité flottante dans cette portion du programme et qu’elle peut donc optimiser les
changements de direction d’arrondi sans risque de perturber le comportement du
reste du programme.
A.2 Normalisation
Suite à nos travaux sur cette bibliothèque, nous avons soumis une proposi-
tion [BMP06c] pour incorporer l’arithmétique d’intervalles à la norme du lan-
gage C++. Le caractère générique de la bibliothèque Boost lui permet de traiter
un grand nombre d’arithmétiques mais elle implique l’existence de nombreux pa-
ramètres pour l’utilisateur. Afin de simplifier la proposition, nous avons préféré
nous concentrer sur une arithmétique d’intervalles unique. Le choix s’est porté sur
l’extension de R aux intervalles.
Le seul paramètre de la classe std::interval est le type des bornes. L’ab-
sence de politique Rounding empêche de spécifier comment arrondir les bornes.
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Les spécialisations de la classe pour des types utilisateurs ne sont donc pas défi-
nies. La situation est par conséquent analogue à celle de std::complex : seules
les spécialisations associées aux types flottants sont détaillées.
Les fonctions proposées respectent toutes la propriété d’inclusion, y compris
les fonctions d’entrée-sortie et les fonctions transcendantes. Les intervalles vides
sont des intervalles à part entière et les fonctions les génèrent quand leurs entrées
sont complètement en dehors du domaine des opérateurs qu’elles implantent. Par
exemple,
√
[−3, 1] = [0, 1] et√[−3,−2] = ∅ ; le résultat est défini dans les deux
cas et aucune exception n’est déclenchée.
Contrairement aux opérateurs arithmétiques, les opérateurs de comparaison sur
les intervalles ne sont pas accessibles par défaut. L’approche adoptée est la même
que pour Boost : les opérateurs sont rangés dans des espaces de noms. L’un de
ces espaces fournit des opérateurs étendant les comparaisons entre nombre réels et
renvoyant des ensembles de booléens [BMP06a]. Ainsi ([0, 1] < [2, 3]) = {true},
([2, 3] < [1, 2]) = {false}, ([0, 2] < [1, 3]) = {false, true} et ([0, 1] < ∅) = ∅.
En projetant les ensembles {true} et {false, true} sur le booléen true et les autres
sur false , on obtient le jeu des comparaisons « possibles » fournies par un autre
espace de noms. Il existe aussi un espace de comparaisons « certaines » et un
espace fournissant des opérateurs basés sur l’inclusion d’intervalles.
L’objectif de notre proposition est de fournir systématiquement aux utilisateurs
du langage C++ les moyens d’effectuer des calculs par intervalles et donc de favori-
ser la création de programmes robustes. De plus, la présence d’intervalles flottants
pourrait pousser les concepteurs de compilateurs à mieux traiter les calculs flottants
et les modes d’arrondi dirigés décrits par la norme IEEE-754.
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Annexe B
Syntaxe et sémantique du langage
Gappa
Cette annexe décrit le langage employé par Gappa. Dans celui-ci, espaces, ta-
bulations et retours à la ligne n’ont pas de signification autre que de séparer expli-
citement les lexèmes du langage. Un retour à la ligne marque cependant la fin d’un
commentaire entamé par #.
B.1 Expressions réelles
B.1.1 Nombres
Les nombres peuvent être représentés sous trois formats différents : le format
décimal scientifique traditionnel 0.17e+2, le format flottant hexadécimal intro-
duit dans le langage C99 0x1.1p+4 et un format spécifique permettant de repré-
senter les nombres dyadiques 34b-1.
Lors de l’interprétation d’un nombre au format décimal ou hexadécimal, le
« point décimal » est déplacé vers la droite jusqu’à disparaître. Les nombres précé-
dents vont donc être lus respectivement comme 17e+0 et 0x11p+0. Le problème
ne se pose pas pour le format dyadique puisqu’il n’autorise pas de point décimal.
Une fois cette transformation effectuée, on obtient un nombre sous la formem ·βe
avec m et e des entiers relatifs. La base β vaut 10 si le nombre était explicitement
au format décimal scientifique, 2 dans le cas contraire. Une dernière simplification
est appliquée au nombre. Tant que e est strictement négatif et que m est divisible
par β, le nombre est remplacé par (m/β) · βe−1.
Deux nombres sont syntaxiquement égaux s’ils valent zéro, s’ils ont la même
mantisse et un exposant égal à zéro, ou si les triplets mantisse–base–exposant sont
égaux. Ainsi, les trois chaînes de caractères 0.17e+2, 0x1.1p+4 et 34b-1 sont
associées à la même expression réelle (qui vaut 17). Par contre, les chaînes 1b1 et
2 sont deux représentations syntaxiquement différentes du nombre 2.
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B.1.2 Opérateurs, fonctions et expressions
Gappa reconnaît les opérateurs +, -, *, / ainsi que la fonction sqrt(e) avec
leur signification traditionnelle. La valeur absolue est notée par une paire de barres
|e|. La fonction fma(a,b,c) est interprétée en a · b+ c.
Les opérateurs d’arrondi sont des fonctions. Certaines de ces fonctions néces-
sitent des paramètres (indication de précision, direction d’arrondi, etc) passés entre
angles à la suite du nom de fonction. Exemple : fixed<prec,dir>(e). Les opé-
rateurs d’arrondi généralisés sont des fonctions à plusieurs arguments.
L’ensemble des expressions est constitué des nombres, potentiellement préfixés
d’un signe, des identifiants et de leurs constructions avec les opérateurs et fonctions
décrites précédemment. La grammaire est la suivante (les priorités usuelles des
opérateurs binaires infixes sont respectées).
round ::= ident [ ‘<’ param { ‘,’ param } ‘>’ ]
expr ::= number
| ident
| ‘(’ expr ‘)’
| ‘|’ expr ‘|’
| ( ‘+’ | ‘-’ ) expr
| expr ( ‘+’ | ‘-’ | ‘*’ | ‘/’ ) expr
| sqrt ‘(’ expr ‘)’
| fma ‘(’ expr ‘,’ expr ‘,’ expr ‘)’
| round ‘(’ expr { ‘,’ expr } ‘)’
B.2 Script Gappa
Un script se décompose en trois parties. La première partie permet de d’asso-
cier des sous-expressions à des identifiants, afin de simplifier les expressions qui
apparaissent dans la deuxième partie. Celle-ci contient la proposition logique que
l’outil aura à vérifier. Finalement, la troisième partie contient les indices devant
aider Gappa à vérifier la proposition.
script ::= { def } ‘{’ prop ‘}’ { hint }
B.2.1 Définitions d’expression
Pour éviter d’avoir à fournir tous les paramètres des opérateurs d’arrondi à
chaque fois qu’ils sont utilisés, il est possible d’associer à des identifiants leurs
versions spécialisées en préfixant la définition d’un @.
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Les définitions d’expression se déclinent quant à elles sous deux formes. En
l’absence d’un opérateur d’arrondi devant le symbole =, l’identifiant de gauche dé-
signe exactement l’expression de droite. Par contre, si un opérateur unaire d’arrondi
est indiqué, il sera implicitement appliqué dans l’expression de droite au résultat de
chaque opération binaire +, -, *, / ainsi qu’au résultat de chaque fonction sqrt
ou fma.
La présence d’un opérateur d’arrondi permet donc d’écrire des expressions
telles qu’elles apparaîtraient dans des langages comme C, C++ ou Java, et la séman-
tique d’évaluation serait la même. Ce ne serait pas le cas en Fortran par exemple,
puisque le langage autorise les compilateurs à considérer les opérations flottantes
comme présentant des propriétés de commutativité, associativité et distributivité.
Un identifiant ne peut pas être défini après avoir été utilisé. S’il n’a pas été dé-
fini avant son utilisation, il représente une expression réelle à la valeur quelconque.
Voici la grammaire des définitions.
def ::= ‘@’ ident ‘=’ round ‘;’
| ident [ round ] ‘=’ expr ‘;’
B.2.2 Proposition logique
Un encadrement d’expression s’exprime avec un intervalle dont les deux bornes
sont des nombres. Le symbole? peut être substitué à l’intervalle ; Gappa cher-
chera alors un intervalle telle que la proposition soit satisfaite. Des inégalités larges
peuvent être employées si une seule des bornes de l’intervalle est connue. Dans le
cas particulier où l’expression est une valeur absolue, l’inégalité≤ r est remplacée
par l’encadrement ∈ [0, r].
L’implication est le moins prioritaire des opérateurs logiques, suivie de la dis-
jonction, puis de la conjonction, et enfin de l’opérateur de négation. La proposition
est fournie à Gappa entre accolades et suit la grammaire suivante.
range ::= expr in ‘?’
| expr in ‘[’ number ‘,’ number ‘]’
| expr ( ‘<=’ | ‘>=’ ) number
prop ::= range
| ‘(’ prop ‘)’
| not prop
| prop ( ‘->’ | ‘\/’ | ‘/\’ ) prop
Gappa décompose la proposition logique en des implications dont le membre
de gauche est une conjonction d’encadrements et le membre de droite des conjonc-
tions et disjonctions d’encadrements. Chacune de ces implications est traitée sépa-
rément par l’outil.
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B.2.3 Indications de résolution
Quand deux expressions sont séparées par le symbole ~, celle de gauche est
considérée par Gappa comme étant une approximation de celle de droite quand il
instancie ses règles de réécritures. Quand deux expressions sont séparées par le
symbole ->, Gappa considère que tout encadrement de l’expression de droite peut
être utilisé comme encadrement de celle de gauche.
Le symbole $ demande à Gappa d’effectuer une étude de cas. Les expressions
à droite du symbole indique quels encadrements seront découpés. Quand in est
suivi d’un entier n, l’outil découpe l’encadrement considéré en n sous-intervalles
égaux. Quand une liste de nombres est utilisée, le découpage se fait par rapport à
ces nombres. Quand la partie in est omise, Gappa considère que le découpage doit
se faire en quatre sous-intervalles égaux s’il n’y a pas d’expressions à gauche du $.
S’il y en a, le découpage se fera par bisection jusqu’à ce que les encadrements des
expressions sur la gauche satisfassent les contraintes exprimées dans la proposition
logique.
split ::= expr [ in ( integer | ‘(’ number { ‘,’ number } ‘)’ ) ]
hint ::= expr ‘~’ expr ‘;’
| expr ‘->’ expr ‘;’
| [ expr { ‘,’ expr } ] ‘$’ split { ‘,’ split } ‘;’
Annexe C
Liste des théorèmes
Cette annexe constitue un inventaire presque exhaustif des règles de réécriture
et théorèmes présents dans Gappa. Les lettres de a à e représentent des expres-
sions quelconques. Quand a est la partie exacte d’un couple d’expressions, a˜ re-
présente la partie approchée. Le symbole ◦ est une fonction d’arrondi quelconque.
Les lettres x et y désignent des nombres dyadiques et ξ un nombre explicite (déci-
mal ou dyadique). Les différents prédicats employés par Gappa sont :
BND(e, [x, y]) = x ≤ e ≤ y
ABS(e, [x, y]) = 0 ≤ x ≤ |e| ≤ y
FIX(e, k) = ∃m,n ∈ Z, e = m · 2n ∧ n ≥ k
FLT(e, k) = ∃m,n ∈ Z, e = m · 2n ∧ |m| < 2k
Pour alléger les notations, la partie numérique des prédicats est omise, seule
l’expression est indiquée dans les tableaux. Des informations sur la partie numé-
rique sont cependant parfois indiquées ; BND(e,≥ −1) désigne ainsi un encadre-
ment de e dont l’intervalle ne contient que des valeurs supérieures ou égales à −1.
Le tableau C.1 détaille les règles de réécriture présentes dans Gappa. Chaque
ligne correspond à une réécriture. Quand l’outil cherche à encadrer une expression
de la première colonne, il calcule l’intervalle auquel appartiennent les valeurs de
l’expression de la deuxième colonne. Cet intervalle est alors utilisé dans l’encadre-
ment de l’expression de la première colonne. La dernière colonne indique quant
à elle les contraintes que l’outil doit vérifier pour pouvoir appliquer la réécriture.
Une contrainte de la forme a 6= b signifie que les expressions a et b doivent être
syntaxiquement différentes.
Le tableau C.2 décrit succinctement les propriétés que Gappa peut calculer
et les types d’hypothèses que cela nécessite. Là où ils sont simples, résultats et
contraintes ont été indiqués.
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Cible Intermédiaire Contraintes
−a−−b −(a− b) a 6= b
(−a−−b)/− b (a− b)/b ABS(b,> 0), a 6= b
a˜+ c (a˜− a) + (a+ c)
c+ a˜ (c+ a) + (a˜− a)
(a+ b)− (c+ d) (a− c) + (b− d) a 6= c, b 6= d
((a+ b)− (c+ d))/(c+ d) ((a− c)/c ∗ c+ (b− d)/d ∗ d)/(c+ d) ABS(c,> 0),ABS(d,> 0),ABS(c+ d,> 0)
(a+ b)− (a+ c) b− c b 6= c
(a+ b)− (c+ b) a− c a 6= c
a˜− c (a˜− a) + (a− c) a 6= c, a˜ 6= c
c− a˜ (c− a) +−(a˜− a) a˜ 6= c
(a− b)− (c− d) (a− c) +−(b− d) a 6= c, b 6= d
((a− b)− (c− d))/(c− d) ((a− c)/c ∗ c+ (b− d)/d ∗ −d)/(c+−d) ABS(c,> 0),ABS(d,> 0),ABS(c− d,> 0)
(a− b)− (a− c) −(b− c) b 6= c
(a− b)− (c− b) a− c a 6= c
a˜ ∗ c (a˜− a) ∗ c+ a ∗ c
c ∗ a˜ c ∗ (a˜− a) + c ∗ a
a ∗ b− a ∗ c a ∗ (b− c) b 6= c
a ∗ c− b ∗ c (a− b) ∗ c a 6= b
a ∗ b− c ∗ d a ∗ (b− d) + (a− c) ∗ d a 6= c, b 6= d
a ∗ b− c ∗ d (a− c) ∗ b+ c ∗ (b− d) a 6= c, b 6= d
a ∗ b− c ∗ d a ∗ (b− d) + (a− c) ∗ b+−((a− c) ∗ (b− d)) a 6= c, b 6= d
a ∗ b− c ∗ d c ∗ (b− d) + (a− c) ∗ d+ (a− c) ∗ (b− d) a 6= c, b 6= d
(a ∗ b− c ∗ d)/(c ∗ d) (a− c)/c+ (b− d)/d+ ((a− c)/c) ∗ ((b− d)/d) ABS(c,> 0),ABS(d,> 0), a 6= c, b 6= d
(a ∗ b− a ∗ c)/(a ∗ c) (b− c)/c ABS(a,> 0),ABS(c,> 0), b 6= c
(a ∗ b− c ∗ b)/(c ∗ b) (a− c)/c ABS(b,> 0),ABS(c,> 0), a 6= c
(a/b− c/d)/(c/d) ((a− c)/c− (b− d)/d)/(1 + (b− d)/d) ABS(b,> 0),ABS(c,> 0),ABS(d,> 0), b 6= d
(a/b− c/b)/(c/b) (a− c)/c ABS(b,> 0),ABS(c,> 0), a 6= c√
a−√b (a− b)/(√a+√b) BND(a,≥ 0),BND(b,≥ 0), a 6= b
(
√
a−√b)/√b p1 + (a− b)/b− 1 BND(a,≥ 0),BND(b,> 0), a 6= b
c− a (c− a˜) + (a˜− a) a 6= c, a˜ 6= c
(a˜− c)/c (a˜− a)/a+ (a− c)/c+ ((a˜− a)/a) ∗ ((a− c)/c) ABS(c,> 0),ABS(a,> 0), a 6= c, a˜ 6= c
(c− a)/a (c− a˜)/a˜+ (a˜− a)/a+ ((c− a˜)/a˜) ∗ ((a˜− a)/a) ABS(a,> 0),ABS(a˜, > 0), a 6= c, a˜ 6= c
a− b ((a− b)/b) ∗ b ABS(b,> 0), a 6= b
1 + (a− b)/b a/b ABS(b,> 0), a 6= b
a˜ a+ (a˜− a)
a a˜+−(a˜− a)
a˜ a ∗ (1 + (a˜− a)/a) ABS(a,> 0)
a a˜/(1 + (a˜− a)/a) ABS(a,> 0),ABS(a˜, > 0)√
a ∗ √a a BND(a,≥ 0)
TAB. C.1 – Règles de réécriture
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Cible Hypothèses
BND(◦(a)− a)
BND(◦(a)− a) BND(a)
BND(◦(a)− a) BND(◦(a))
BND(◦(a)− a) ABS(a)
BND(◦(a)− a) ABS(◦(a))
BND((◦(a)− a)/a) BND(a)
BND((◦(a)− a)/a) BND(◦(a))
BND((◦(a)− a)/a) ABS(a)
BND((◦(a)− a)/a) ABS(◦(a))
BND(◦(a)) BND(a)
BND(◦(a)) BND(◦(a))
BND(−a) BND(a)
BND(|a|) BND(a)
BND(
√
a) BND(a,≥ 0)
BND(a− a,3 0)
BND(a/a,3 1) ABS(a,> 0)
BND(a ∗ a) BND(a)
BND(a+ b) BND(a),BND(b)
BND(a− b) BND(a),BND(b)
BND(a ∗ b) BND(a),BND(b)
BND(a/b) BND(a),BND(b, 63 0)
ABS(−a) ABS(a)
ABS(|a|) ABS(a)
ABS(
√
a) ABS(a)
ABS(a+ b) ABS(a),ABS(b)
ABS(a− b) ABS(a),ABS(b)
ABS(a ∗ b) ABS(a),ABS(b)
ABS(a/b) ABS(a),ABS(b,> 0)
BND(a) ABS(a)
BND(a) BND(a),ABS(a)
BND(|a|) ABS(a)
ABS(a) BND(|a|)
BND(a+ b+ a ∗ b) BND(a,≥ −1),BND(b,≥ −1)
BND((c ∗ a+ d ∗ b)/(a+ b)) BND(a),BND(b),BND(c),BND(d)
BND(ξ)
FIX(a+ b) FIX(a),FIX(b)
FIX(a− b) FIX(a),FIX(b)
FIX(a ∗ b) FIX(a),FIX(b)
FLT(a ∗ b) FLT(a),FLT(b)
FIX(a) FLT(a),ABS(a)
FLT(a) FIX(a),ABS(a)
FIX(a) BND(a,= [x, x])
FLT(a) BND(a,= [x, x])
FIX(fixed(a))
BND(fixed(a)− a,3 0) FIX(a)
BND(a) BND(a),FIX(a)
FIX(float(a))
FLT(float(a))
BND(float(a)− a,3 0) FIX(a),FLT(a)
TAB. C.2 – Théorèmes avec calcul
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Résumé
Parce que les nombres manipulés en machine ont généralement un domaine et une précision li-
mités, il est nécessaire de certifier soigneusement que les applications les utilisant se comportent cor-
rectement. Réaliser une telle certification à la main est cependant un travail propice à de nombreuses
erreurs. Les méthodes formelles permettent de garantir l’absence de ces erreurs, mais le processus de
certification est alors long, fastidieux et généralement réservé à des spécialistes.
Le travail effectué au cours de cette thèse vise à rendre ces méthodes accessibles en automatisant
leur application. L’approche adoptée s’appuie sur une arithmétique d’intervalles accompagnée d’une
base de théorèmes sur les propriétés des arithmétiques approchées et d’un mécanisme de réécriture
d’expressions permettant le calcul de bornes fines sur les erreurs d’arrondi.
Ce travail s’est concrétisé par le développement de l’outil Gappa d’aide à la certification. Il permet
de vérifier les propriétés de codes numériques qui utilisent de l’arithmétique à virgule fixe ou à virgule
flottante. Cette vérification s’accompagne de la génération d’une preuve formelle de ces propriétés
utilisable par l’assistant de preuves Coq. Gappa a été utilisé avec succès pour certifier la correction de
fonctions dans les bibliothèques CRlibm, CGAL et FLIP par exemple.
Mots-clés : certification de programmes, arithmétique à virgule flottante, arithmétique à virgule fixe,
arithmétique d’intervalles, méthodes formelles, assistant de preuve Coq.
Abstract
Computer numbers are usually limited, both in range and in precision. As a consequence, a careful
certification has to be performed for applications that compute with these sets of numbers. Unfortu-
nately, performing such a certification by hand is error-prone. Formal methods can ensure that the
certification is correct, but making use of them is usually long and tedious, even for experts.
This thesis aims at improving the availability of these methods to developers by automatizing
their implementation. The key concepts are the use of interval arithmetic, a database of theorems on
computer arithmetics, and a system for rewriting expressions in order to compute tight bounds on
rounding errors.
This approach has led to the development of the Gappa tool. It is designed to verify the nu-
meric properties of programs relying on floating-point or fixed-point arithmetic. When verifying
these properties, the tool also generates formal proofs of their correctness. These proofs can later be
mechanically checked by the Coq proof assistant. Gappa has been successfully used for certifying
some functions of the CRlibm, CGAL, and FLIP libraries, among others.
Keywords: program certification, floating-point arithmetic, fixed-point arithmetic, interval arith-
metic, formal methods, Coq proof assistant.
