We present an econometric procedure for calibrating no-arbitrage term structure models in a way that is time-consistent and robust to measurement errors. Typical no-arbitrage models are time-inconsistent because their parameters are assumed constant for pricing purposes despite the fact that the parameters change whenever the model is recalibrated. No-arbitrage models are also sensitive to measurement errors because they fit exactly each potentially contaminated bond price in the cross-section. We overcome both problems by evaluating bond prices using the joint dynamics of the factors and calibrated parameters and by locally averaging out the measurement errors. Our empirical application illustrates the trade-off between fitting as well as possible and overfitting the cross-section of bond prices due to measurement errors. After optimizing this trade-off, our approach fits almost exactly the cross-section of bond prices at each date and produces out-of-sample forecast errors that beat a random walk benchmark and are comparable to the results in the affine term structure literature. We find that non-linearities in the pricing kernel are important, lending support to quadratic term structure models. * We thank Viral
Introduction
No-arbitrage models of the term structure are popular among practitioners because they provide a description of the yield curve that is consistent with the prices of all actively traded bonds on a given date and can therefore be used for pricing less liquid bonds and fixed income derivatives on the same date.
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Although often categorized as a separate class of "models," no-arbitrage models have the same theoretical underpinnings as other term structure models. The difference is really an econometric issue. No-arbitrage models are calibrated to the cross-section of bond prices on a single date, while the more academic approach to estimating term structure models involves a historical panel of bond prices.
No-arbitrage models suffer from at least three problems. The first problem is conceptual.
Calibrating the model on one date and then recalibrating it on the next, which implicitly allows the parameters of the model to change, is inconsistent with the theoretical structure of the model that assumes constant parameters (Dybvig, 1989) . The econometric procedure is therefore time-inconsistent because the econometrician pretends that the parameters are constant when fitting the model knowing that the parameters will be different when the model is refitted next period. The second problem is econometric. Since the model is never confronted with historical data there is no guarantee that the dynamics of the factors driving the time-variation of the yield curve implied by the cross-sectional fit correspond to the actual dynamics of the factors through time. If the factor dynamics are misspecified, the model may admit arbitrage despite appearing arbitrage-free (Backus, Foresi, and Zin, 1998) . Finally, from a more practical perspective, no-arbitrage models are extremely sensitive to measurement errors, market microstructure effects, and other data imperfections, because they fit exactly each potentially contaminated bond price in the cross-section.
We present an econometric procedure that overcomes these problems. We achieve timeconsistency and well-specified dynamics in a few steps. First, we separate parts of the model that can be identified outside the bond market, namely exogenous factors driving the endowment side of the economy, from parts that are inherently related to asset prices, namely aggregate preferences. Assuming the endowment side of the economy does not change from one date to the next, we estimate the dynamics of the factors from historical data and impose these dynamics on the cross-sectional fit of the arbitrage-free model at each date. Second, we infer from the cross-section of bond prices at each date the preference parameters that make the model approximately arbitrage-free. Third, we estimate and explicitly incorporate the dynamics of the preference parameters from one cross-sectional fit to the next into the bond pricing equation. Since the second and third step are intimately related (we need the bond pricing equation to infer the preference parameters and we need realizations of the preference parameters to estimate and incorporate their dynamics into the bond pricing equation), we implement these two steps in an iterative procedure An equally important contribution of our paper is to address the sensitivity of the crosssectional fit of no-arbitrage models to measurement errors. We develop a cross-sectional estimator that locally averages out the measurement errors around the date of the model fit.
Specifically, we employ a rolling sample approach for estimating the preference parameters from a set of adjacent cross-sections of bond prices. This procedure can be interpreted as a hybrid of cross-sectionally calibrating a no-arbitrage model and estimating the same model from a historical panel of bond prices. Depending on the degree of measurement error in the data, which we specify with a tuning parameter, our estimator resembles more the cross-sectional calibration or panel estimation approach.
To illustrate some of the key features of our approach, we present an empirical application of two-factor models to U.S. Treasury data. We use as factors either consumption growth and inflation, which arise naturally as state variables in any consumption-based asset pricing model, or the level and conditional volatility of the one-month interest rates, which resembles the Longstaff and Schwartz (1992) model. In both cases, the results illustrate clearly the trade-off between fitting as well as possible and overfitting the cross-section of bond prices due to measurement errors. After optimizing this trade-off, by using a quadratic log pricing kernel and a three-month rolling-sample window to average out measurement errors, our approach fits almost exactly the cross-section of bond prices at each date (with mean absolute errors ranging from five to 9 basis points) and produces out-of-sample forecast errors that beat a random walk benchmark and are comparable to the results in the affine term structure literature (with one-year ahead mean absolute forecast errors of 70 to 80 basis points). The performance of our approach is particularly encouraging for the macroeconomic factors, which are known to be difficult to relate to asset prices. Finally, the fact that we find nonlinearities in the pricing kernel to be important lends support to quadratic term structure models (Ahn, Dittmar, and Gallant, 2001 ).
We describe our theoretical framework in Section 2 and then discuss our econometric approach in Section 3. Section 4 presents and interprets our empirical application. We conclude in Section 5 with a review of our approach and empirical results.
Theoretical Framework

A Generic Discrete-Time Term Structure Model
We consider a discrete-time economy with complete markets. The state of the economy is described by K z < ∞ exogenous factors z t governing endowments and K θ < ∞ parameters θ t describing aggregate preferences that can be time-varying (e.g., habits formation). Following Harrison and Kreps (1979) , there exists a nominal pricing kernel M (z t , z t+1 ; θ t ) that prices all assets, in the sense that:
where X t+1 is the uncertain payoff of the asset at time t+1, P x t is its price at time t, E t [·] denotes an expectation conditional on all information at time t. Furthermore, the absence of arbitrage in this economy is equivalent to the existence of a strictly positive pricing kernel, such that M (z t , z t+1 ; θ t ) > 0 for all z t+1 .
In a term structure setting, the price P n t of a nominal default-free discount bond that pays one dollar when it matures at time t+n is: P n t = E t M (z t , z t+1 ; θ t )P n−1 t+1
where the last equality follows by recursive substitution and the law of iterated expectations. Equation (2) shows that any term structure model in this general setting amounts to parametric assumptions about the pricing kernel M (z t , z t+1 ; θ t ) and the joint dynamics of the exogenous factors z t and preference parameters θ t . We assume that z t and θ t evolve as a first-order Markov process with time-homogeneous transition density:
where the factorization of the density follows from the fact that the factors z t are exogenous.
Notice that if the parameters of the pricing kernel are constant (i.e., θ t = θ for all t), as they are in most models, the joint dynamics reduce to f z (z t+1 |z t ; ϕ z ), a first-order Markov process for the exogenous factors alone. We refer to ϕ as the "time-series parameters" because they characterize the time-series dynamics of the factors and preference parameters.
Time-Consistency
By time-consistency we mean that the expectation in equation (2) is taken with respect to the distribution governing the actual joint evolution of {z t , θ t } in the data (looking forward).
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Given the factorization in equation (3), time-consistency requires that the transition density f z (z t+1 |z t ; ϕ z ) describes the true dynamics of the factors z t and that the transition density f θ (θ t+1 |z t , θ t ; ϕ θ ) accurately reflects the way the preference parameters θ t change from one date to the next. Since the factors are assumed observable, the first part of this condition is straightforward to implement and test using historical data
. An important feature of our econometric procedure is to ensure that the second part also holds.
The problem of time-inconsistency arises in the context of no-arbitrage models. As with most term structure models, the bond pricing equations of no-arbitrage models assume timeinvariant factor dynamics and constant preference parameters, meaning that the expectation in equation (2) is taken only with respect to the factor dynamics. The goal of no-arbitrage models is to fit exactly the cross-section of bond prices {P n t } N n=1 at a given date. This perfect cross-sectional fit is typically achieved through the choice of both the preference and timeseries parameters. Given enough parameters, the resulting model precludes arbitrage in the cross-section of bonds, but the model is potentially time-inconsistent for two reasons. First, there is no guarantee that the factor dynamics implied by the cross-sectional fit correspond to the true dynamics of the factors, since the model is never confronted with historical data. Second, if the fitted parameters are not constant from one period to the next, the fit is inconsistent with the assumption of constant parameters underlying the bond pricing equations. This implies that the model is internally inconsistent (Dybvig, 1989) and may permit arbitrage in contingent claims (Backus, Foresi, and Zin, 1998) .
3 An alternative way to define time-consistency is under the risk neutral measure, defined by the equivalent representation of the pricing equation
is taken with respect to the marginal utility discounted density M (z t+1 , z t ; θ t ) f (z t+1 , θ t+1 |z t , θ t ; ϕ). Since the bond pricing equation involves only the product of M (·) and f (·), any model with arbitrary pairM (z t+1 , z t ; θ t ) andf (z t+1 , θ t+1 |z t , θ t ; ϕ) that satisfyM (·)f (·) = M (·) f (·) in all states is time-consistent under the risk neutral measure. Clearly any model that is time-consistent under the real measure is also time-consistent under the risk neutral measure, but the converse is generally not true.
Econometric Approach
The basic idea of our econometric approach is to hold constant the time-series parameters across all cross-sectional fits, enforcing the assumption of time-invariant factor dynamics, and to explicitly incorporate the way the preference parameters change from one fit to the next into the bond pricing equations, effectively taking the expectation in equation (2) with respect to f (z t+1 , θ t+1 |z t , θ t ; ϕ) as opposed to just f z (z t+1 |z t ; ϕ z ). Specifically, we first estimate the factor dynamics from the historical data {z t } T t=1 . We then iterate between inferring the preference parameters θ t from the cross-section of bond prices at each date t in our sample and estimating the dynamics f θ (θ t+1 |z t , θ t ; ϕ) from the resulting time-series of inferred preference parameters {θ t } T t=1 . We iterate between these steps because we need the dynamics of the preference parameters to obtain theoretical bond prices from equation (2) for the cross-sectional fits and we need the time-series of preference parameters to estimate their dynamics. We now turn to an example to further illustrate our approach.
Illustrative Example
Consider the classic Vasicek (1977) model, which in our setting implies the following linear log pricing kernel and Gaussian factor dynamics (Backus, Foresi, and Telmer, 1999) :
and
With constant preference parameters, the pricing kernel is log-normally distributed and the conditional expectation in the bond pricing equation (2) can be solved analytically in the form
The traditional way of calibrating equations (4) and (5) as a no-arbitrage model involves choosing at date t both the time-series and preference parameters to minimize, for example, the sum of squared pricing errors
where here the time-subscripts on the parameters denote the date of the cross-sectional fit. The model is arbitrage-free if this cross-sectional fit is perfect. However, unless f (z t |z t−1 ; ϕ zt ) happens to describes the true dynamics of the factors into the future and {ϕ zt , θ t } are the same across 4 We work with the log pricing kernel m(z t , z t+1 ; θ) ≡ ln M (z t , z t+1 ; θ) to ensure positivity of the pricing kernel, which in turn guarantees the absence of admit arbitrage (Harrison and Kreps, 1979) . 5 In the single-factor Vasicek model, the factor z t is the one-period yield − ln P
As we discuss in Section 3.3.3, choosing a bond yield as factor is problematic in our setting.
all cross-sectional fits, the model is time-inconsistent.
In the context of this example, our econometric approach proceeds as follows. We first estimate the time-series parameters ϕ z corresponding to the dynamics of the exogenous factors from historical data {z t } T t=1 . We then choose for each date t in the sample the preference parameters to minimize
2 , where P n (z t , θ t , ϕ) denotes the theoretical bond price obtained from equation (2). Since the preference parameters vary from one date to the next, we model their dynamics analogous to equation (5) as:
and evaluate the expectation in equation (2) with respect to the joint distribution of the factors and preference parameters, given by the product of equations (5) and (6). The challenge is how to estimate the time-series parameters ϕ θ corresponding to the dynamics of the preference parameters, since the preference parameters are only revealed through the cross-sectional fits, which, in turn, depend on the theoretical bond prices and hence on the time-series parameters we want to estimate. We propose an iterative procedure. Starting by taking expectations in the bond pricing equation only with respect to the factor dynamics (as if the preference parameters were constant), we infer the preference parameters for each date in the sample. Given the resulting {θ t } T t=1 , we estimate ϕ θ . We then return to inferring the preference parameters from the cross-sections of bond prices, this time taking the expectation in the bond pricing equation with respect to the joint distribution of the factor and preference parameters. We iterate until the distribution of the preference parameters has converged.
While this example illustrates the basic steps of our econometric approach, our actual implementation differs in a number of important ways. First, we use more flexible statistical models for the dynamics of the factors and preference parameters because there is no guarantee that the true dynamics are Gaussian and because any misspecification of the dynamics may lead to time-inconsistencies. Second, we use a more flexible parameterization of the log pricing kernel that provides enough degrees of freedom to fit as well as desired (which means exactly in an ideal world without data imperfections) the cross-section of bond prices at each date in our sample. Third, we evaluate the theoretical bond prices using simulations (i.e., by Monte Carlo integration) because with flexibly parameterized dynamics and log pricing kernel the bond pricing equations do not have analytical solutions. Finally, but perhaps most innovative from an econometric perspective, we make the cross-sectional inference of the preference parameters at each date robust to measurement errors in bond prices. We now describe in more detail each step of our econometric procedure.
Details of the Procedure
Step 1: Estimating the Factor Dynamics
Since by assumption the factors are observable and their dynamics do not depend on the preference parameters or bond prices, we can directly estimate f z (z t+1 |z t ; ϕ z ) from historical data {z t } T t=1 . To avoid misspecification, which may lead to time-inconsistencies, we rely on the semi-nonparametric (SNP) density estimation method of Gallant and Tauchen (1989) . Intuitively, we model the dynamics of the factors as a nonlinear and potentially time-varying transformation of a Gaussian vector autoregression (VAR). Gallant and Nychka (1987) show that under reasonable regularity conditions, SNP transition densities are flexible enough to approximate arbitrarily well the true transition densities of a stationary Markov process. In addition, the convergence of the SNP densities to the true densities is sufficiently strong to consistently evaluate expectations of functions of z t+k , such as in equation (2), by integrating against the estimated SNP densities instead of against the true densities.
A generic representation of the SNP transition density in our context is:
where π z0 and π z1 are the intercept and slope coefficients of a first- 
with coefficients that are themselves polynomials of z t , to accommodate time-variation in the departure of the true factor dynamics from the VAR (including conditional heteroscedasticity), and φ z are the parameters of the second set of polynomials (in z t ).
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Finally, ϕ z now represents the collection of coefficients of the VAR and the polynomial expansion [π z0 , π z1 , Σ z , φ z ].
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Estimation of the SNP density entails a standard maximum likelihood procedure together with a model selection strategy, such as minimizing the Akaike (1973) information criterion 6 For example, assume there is only one factor and consider a second-order expansion in the standardized residual u t+1 with coefficients that are linear in z t :
where the terms in parentheses are first-and second-order members of the Hermite class and a t = a 0 +a 1 (2z t ),
7 One of the regularity conditions for convergence is that the tails of the transition densities of the standardized residuals u t+1 are thin enough for exp{u 2 t+1 /2}f (u t+1 |ẑ t ; ϕ z ) 2 to be integrable (Cramér, 1925 ). An intuitive way to ensure convergence for highly heteroskedastic processes, which can have extremely fat tails, is to standardize the data by a conditional covariance matrix Σ zt (see Gallant and Tauchen, 1992) .
8 Gallant and Nychka (1987) and Gallant and Tauchen (1989) provide a more detailed description of the SNP density estimator and its asymptotic properties (as the order of the expansion increases). The idea of approximating a density through a Hermite polynomial expansion dates back at least to Schwartz (1967) .
(AIC), to determine the appropriate order of the polynomial expansion.
The flexibility and convergence properties of the SNP densities are obviously appealing from a statistical perspective. Moreover, the structure of the SNP densities is ideal for our application from an economic perspective because it nests at the most fundamental level the factor dynamics of the classic Vasicek model in equation (5) (through the VAR). The polynomial expansion then capture both unconditional and conditional deviations of the true factor dynamics from this intuitive and standard (in the literature) reference model.
Step 2: Inferring the Preference Parameters
Fitting arbitrarily well the cross-section of bond prices at each date is likely to require considerable degrees of freedom. Since we hold the time-series parameters constant to enforce the assumption of time-homogenous dynamics, the only way to introduce these degrees of freedom is through the pricing kernel. We therefore model the log pricing kernel also seminonparametrically using a Hermite polynomial expansion in z t and z t+1 of the generic form m(z t , z t+1 ; θ t ) = H(z t , z t+1 ; θ t ), where θ t represents the coefficients of the expansion. Under suitable regularity conditions for the true pricing kernel, this polynomial expansion converges to the true pricing kernel as the order of the expansion increases (Powell, 1981) .
A generic expansion of the log pricing kernel achieves the goal of providing enough degrees of freedom, but it does so along some dimensions that are not particularly sensible for pricing kernels. The pricing kernels generated by von Neumann-Morgenstern preferences can always be expressed in time-separable form m(z t , z t+1 ; θ t ) = θ 0t + m 1 (z t ; θ 1t ) + m 2 (z t+1 ; θ 2t ), which eliminates all interactions between the current and future realizations of the factors and implies that the corresponding cross-terms in the polynomial expansion are nuisance terms.
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In particular, all reduced-form term structure modes in the literature that we are aware of, including the popular classes of affine (Duffie and Kan, 1996) and quadratic (Ahn, Dittmar, and Gallant, 2001 ) models, are time-separable. We incorporate this theoretical restriction of time-separability by considering only separable expansions of the form:
Finally, notice that, analogous to the SNP factor dynamics, the expansion the log pricing kernel nests as special case the linear pricing kernel of the Vasicek model in equation (4).
The higher-order terms in the expansion reflect deviations of the true pricing kernel from the pricing kernel of this popular reference model.
Given this specification of the log pricing kernel, we infer at each date t in the sample the preference parameters θ t from the cross-section of bond prices {P
. For pedagogical reasons we first briefly discuss this cross-sectional inference step assuming that there are no measurement errors in bond prices. Of course, it is quite naive to think that the bond data is perfect, especially since zero-coupon bond prices are usually estimated from a much larger cross-section of coupon-bearing bond prices (e.g., McCulloch, 1971) .
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Since ignoring measurement errors is likely to result in over-fitting of the pricing kernel to the cross-section of bond prices, which may lead to time-inconsistencies, the main discussion revolves around the more realistic case involving measurement errors.
Without Measurement Errors
We first assume that the bond prices used to calibrate the model are measured without errors. For a given dynamics of the state variables f z (z t+1 |z t ; ϕ z ) and of the preference parameters f θ (θ t+1 |z t , θ t ; ϕ z ) (which we discuss in the next section) we infer the parameters of the log pricing kernel from the cross-section of bond prices at each date in the sample. Specifically, define the pricing errors at date t as:
As long as the number of bonds in the cross-section is sufficiently large (e.g., equals the number of parameters in the expansion of the log pricing kernel), we can infer the preference parameters θ t simply by inverting g(z t , θ t ).
In principle, the conditional expectations in equation (9) are taken with respect to the true n-step ahead transition densities. However, in practice we evaluate the expectations with respect to estimated analogs f z (z t+n |z t ;φ z ) and f θ (θ t+n |z t ;φ θ ). Since with the SNP estimators the n-step ahead transition densities do not possess closed-form representations for n > 1, we cannot evaluate the expectations analytically and instead evaluate them numerically through conditional (on z t and θ t ) simulations. In particular, conditional on the observed z t and trial values for θ t , we simulate S hypothetical paths of the factors and preference parameters {z according to the estimated one-step ahead transition densities and then evaluate the conditional expectations with the corresponding sample averages over the simulated paths.
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We thereby construct the following simulation analog of the conditional moments (2):
where z s t+j and θ s t+j denote the realization of the factors and preference parameters at time t+j along the sth simulated path from the estimated transition densities.
We define the cross-sectional estimatorθ t of the preference parameters θ t as the parameter vector that sets g S (z t , θ t ) to zero. Repeating this cross-sectional inference step for every date t in the sample generates the sequence of preference parameters {θ t } T t=1 and the corresponding sequence of log pricing kernels {m(z t , z t+1 ;θ t )} T t=1 . The asymptotic properties of the estimator are relatively straightforward. The key is to recognize that the moment conditions are exact, in contrast, for example, to the noisy sample moments of a GMM estimator. There is no sampling variation in the conditional moments (9) and there is only simulation-induced variation in the simulated conditional moments (10). As S → ∞, the simulation errors become negligible and the only randomness in the cross-sectional estimator comes from the estimation of the transition densities. Consequently, the standard errors of θ t can be obtained by the delta method from the standard errors ofφ.
With Measurement Errors
We now consider the more realistic case involving measurement errors in bond prices (which, for obvious reasons, is also the focus of our empirical application). Specifically, we consider 12 See Gallant and Tauchen (1992) for a description of the simulation algorithm for SNP densities. contaminated bond prices of the form:
where P n * t denotes the true but unobservable bond prices for which equation (2) holds and ε n t are zero-mean measurement errors that are iid through time but potentially correlated across bonds. P n t are the observed bond prices. The immediate implication of measurement errors in observed bond prices is that the moment conditions (9) hold only in expectation:
where the expectation is taken with respect to the distribution of the errors ε t .
If the preference parameters are constant (i.e., θ t = θ for all t) we can estimate them through unconditional moments obtained by taking unconditional expectations of the moments (9) and applying the law of iterated expectations. The unconditional expectation effectively averages out the measurement errors through time. Unfortunately, this approach does not work if the preference parameters are time-varying and, more importantly, the unconditional model looses its interpretation of being arbitrage-free unless we are willing to attribute all of the mispricing to measurement errors, meaning ε t ≡ g(z t , θ).
To overcome the problem of measurement errors without sacrificing the no-arbitrage aspect of our model, we adopt a rolling sample approach very similar to that used by Foster and Nelson (1996) for estimating conditional variances. In particular, we define the following rolling sample estimator of the conditional expectation in equation (12):
where ω(j) denotes a sequence of non-negative weights that are non-increasing in |j|. To understand this estimator, suppose ω(j) = 1/(2τ ) and ∆t = 1. Then,ḡ τ (z, θ t ) is a rolling sample average of the pricing errors g(z t+j , θ t ), where the sample ranges from t − τ to t + τ . For this average to converge to the conditional expectation of the pricing errors, instead of to the unconditional expectation, as τ → ∞, we introduce the sampling frequency ∆t.
Following the arguments of Foster and Nelson (1996) , if we increase both this sampling frequency (∆t → 0) and the number of pricing errors we average over (τ → ∞) in such a way that the sample window becomes increasingly focused on date t (2τ ∆t → 0), the rolling 13 Alternatively, we can assume multiplicative measurement errors, such that P n t = P n * t ε n t , and express the moment conditions (9) in terms of yields or log prices g(z t , θ t ) = {ln P
14 Intuitively, our estimator averages out the measurement errors over cross-sections of pricing errors surrounding date t, instead of over all cross-sections in the sample (which corresponds to unconditional estimates of constant preference parameters). The purpose of the weights ω(j) is to emphasize pricing errors close to (in time) date t relative to those far from date t. There are many candidate weighting functions, including an optimal one, that accomplish this.
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For the sake of simplicity, we focus on the following two specifications
The first set of weights defines a symmetric "tent" centered at j = 0 (or date t). It generates a sample window that is both forward-and backward-looking. The second set of weights is equal to the first for j ≤ 0 but is zero for j > 0. It implies a backward-looking sample window that is particularly useful for out-of-sample testing of the estimated pricing kernel.
We use the rolling sample average (13) with weights (14) and the simulated moments (10) to construct the cross-sectional GMM estimator:
for some predetermined weighting matrix W. When τ = 0 we haveḡ 0 S (z, θ) = g S (z t , θ) and henceθ 0 t =θ t , which means that the formulation of our estimator with measurement errors nests the case without measurement errors. At the other extreme, when τ = ∞, we havē
, which is proportional (by a factor 1/T ) to the sample analog of the unconditional expectation of the moments (9). Therefore, our approach also nests the unconditional estimator of constant preference parameters. Finally, note that the presence of the weighting matrix W allows for there to be more bonds than the dimension of θ. This flexibility is useful in the presence measurement errors because the information contained in the additional bonds is not necessarily redundant.
There are two natural economically motivated weighting matrices W in our context.
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The 14 In our notation, ∆t → 0 means that we are sampling the data at an increasing frequency (weekly, daily, hourly, minute-by-minute, etc.). The natural limit is a continuous record of the data, which is why the asymptotics we invoke below are called "continuous record asymptotics."
15 Foster and Nelson show that for estimating conditional variances and covariances the optimal, in an asymptotic mean-squared error sense, weighting function is ω(j) = α exp{−α|j|} for some α ≥ 0.
16 The estimator can be interpreted in the context of the simulated method of moments (SMM) of Ingram and Lee (1991) and Duffie and Singleton (1993) .
17 There also exists an optimal weighing matrix that minimizes the asymptotic variance of the estimates first is a diagonal matrix with elements 1/n, where n = 1, 2, . . . N , along the diagonal. With this weighting matrix our approach approximates least squares estimation in yields, since ln P n t /n (P n t −1)/n for P t 1. By treating equally yield errors across maturities this matrix emphasizes more heavily dollar price errors at the short end of the term structure. The second natural weighting matrix is an identity matrix, which gives the interpretation of least squares estimation in prices. This matrix treats equally dollar price errors across maturities and therefore emphasizes more yield errors for long maturities. As in a standard regression context, variation in the regressors, in our case variation in the future realizations of factors and preference parameters, increases the precision of the estimated parameters. Given the autoregressive nature of the dynamics typically used in the term structure literature, the variance of {z in the corresponding moment condition for the N -period bond. Therefore, we choose the identity matrix to weight the moment conditions.
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Relative to the case without measurement errors, the asymptotics ofθ τ t are substantially more complicated because of the rolling sample average. Not only do we need to ensure that the local (in time) averageḡ τ S (z, θ t ) converges to the conditional expectation (12), but the sampling variation in the rolling sample average due to the measurement errors also introduces additional randomness in the cross-sectional estimator of the preference parameters. Given our additive measurement error specification (11) and under appropriate regularity conditions, the asymptotic distribution of the rolling sample average estimator as S → ∞, τ → ∞, ∆t → 0, and ∆tτ → 0 is (Foster and Nelson, 1996) :
where V ε denotes the covariance matrix of the measurement errors. To derive the asymptotics ofθ τ t we expand the first-order conditions of the GMM problem (15) as follows:
Finally, substituting the asymptotic distributions ofḡ τ S (z, θ t ) and ofφ into this expansion reveals that as T → ∞ and √ τ / √ T → c (a constant) the estimatorθ τ t is asymptotically (Hansen, 1982) . However, we prefer sacrificing some statistical efficiency in return for the transparency and intuition offered by an economically motivated weighting matrices (Cochrane, 2001) . 18 This reasoning supports further the use of an economically motivated weighting matrix instead of the statistically optimal weighting matrix (see also footnote 17). The optimal weighting matrix emphasizes the least variable moments, in our case the pricing errors for short-term bonds, which unfortunately are also the least informative moments for identifying the parameters of the pricing kernel.
normal with mean θ t and covariance matrix:
This asymptotic covariance matrix illustrates that our cross-sectional estimator of the preference parameters is influenced by both the sampling variation in the estimates of the time-series parameters (the second term in the brackets) and the sampling variation in the moment conditions due to the measurement errors (the first term).
Step 3: Estimating the Preference Parameter Dynamics
Given a sequence of preference parameters {θ t } T t=1 obtained by applying the above crosssection inference step at each date in the sample, we estimate the dynamics of the preference parameters f θ (θ t+1 |z t , θ t ; ϕ θ ) analogous to the way we estimate the dynamics of the factors in the first step of the procedure. Specifically, we model the transition densities of the preference parameters using the SNP densities:
where
The only practical difference between estimating the factor dynamics and preference parameter dynamics is that the dimensionality of θ t tends to be much larger than that of z t . This limits the complexity of the SNP densities we can realistically consider.
Iterating between Steps 2 and 3
The second and third step of our procedure are intimately linked. On one hand, the second step requires estimates of the preference parameter dynamics to evaluate the theoretical bond prices. On the other hand, the third step is based on the sequence of preference parameters from the second step. We accommodate this link by iterating between the two steps.
We initiate the iteration by assuming in the second step that the preference parameters are constant. That is, in the first iteration we assume at each date t that θ t+n = θ t for all future dates n and evaluate the conditional expectations in equation (9) only with respect to the estimated factor dynamics (which may be time-inconsistent). We use the resulting sequence of preference parameters to estimate their dynamics in the third step. We then return to the cross-sectional inference step, this time (and every time thereafter) evaluating the conditional expectations with respect to the estimated joint dynamics of the factors and preference parameters from the previous iteration. Given a new set of preference parameters, we re-estimate their dynamics and then obtain again a new set of preference parameters. We terminate the iteration when the preference parameters are unchanged from one iteration to the next. Formally, we implement the convergence criterion max t,dim(θ) |θ
where i enumerates the iteration and η is a predetermined critical value.
Discussion
Factors vs. Time-Varying Preference Parameters
Allowing the parameters of the pricing kernel to be time-varying commingles, to some extent, the notions of factors and preference parameters. To clearly differentiate the two, the factors are to be thought of as exogenous to the pricing environment (consumption growth, inflation, GNP growth, etc.), while the preference parameters reflect the attitude of agents toward these factors. An example that fits well into this structure is the habit formation model of Campbell and Cochrane (1999) . In their economy, consumption growth rates are independent of preferences (the factor dynamics do not depend on θ t ) and agents realize shocks to their habit level (or relative risk aversion) from a distribution that depends on the consumption growth rates (the preference parameter dynamics depend on z t ).
In practice, when the true structure of the economy is unknown, the danger exists that an incorrect choice of factors leads to spurious variation in the preference parameters. Consider the extreme case where the economy is driven by a set of factors that is completely orthogonal to the factor we use in the estimation. In that case, the variation in the preference parameters fully reflects the state of the economy, rather than aggregate preferences. Of course, more rigidly parameterized models (i.e., model with constant preference parameters) completely break down in this case. We therefore view the flexibility of our approach to accommodate this form of model misspecification as a strength, rather than a weakness, but acknowledge that interpreting the variation in the preference parameters requires some caution.
Another potentially controversial aspect of our modeling approach is that we assume the factors are observable, while the majority of the term structure literature allows at least some of the factors to be latent. However, this assumption is actually less restrictive in our setting than it appears because we are not imposing any particular parametric form on the pricing kernel. The key is that as long as there exists an invertible mapping between the observed and latent factors, we can price assets just as well with the observed factors as with the latent factors. The only difference is that the functional form of the pricing kernel with the observed factors may be different from that with the latent factors.
Approximate vs. Exact No-Arbitrage Model
As long as there exists a pricing kernel that is consistent with the observed bond prices and this pricing kernel is a smooth function, the convergence theorems for polynomial expansions (Powel, 1981 ) guarantee that our model can in principle deliver a perfect cross-sectional fit and therefore belongs to the class of no-arbitrage models. However, depending on the order of the polynomial we use in practice, the cross-sectional fit of the model can be less than perfect. On one hand, when there are no measurement errors in bond prices, the presence of any pricing errors implies that the model is not completely arbitrage-free and suggests that we have to increase the order of the polynomial expansion. On the other hand, when there are data imperfections, increasing the order of the expansion may lead to over-fitting.
Data imperfections are a reality. This means that there always exists a trade-off between fitting as well as possible and over-fitting the model to the cross-section of bond prices. As a result, the best specification of the pricing kernel, in terms of optimizing this trade-off, necessarily corresponds to a model that is only approximately arbitrage-free (i.e., the model generates some differences between observed and model prices). This should not be viewed as a drawback of our approach. Rather, the flexibility of our approach to achieve a compromise between fitting and over-fitting is one of its major advantages relative to traditional noarbitrage models that can only be calibrated exactly.
Yield-Based Factors
Instead of using macroeconomic state variables as factors, the majority of the term structure literature uses yield-based factors. In the context of our approach, yield-based factors pose two challenges. First, bond prices or yields do not generally satisfy the factorization of the joint dynamics of the factors and preference parameters in equation (3) because they depend explicitly on the preference parameters through the bond pricing equation (2). Without the factorization of the transition densities we cannot split the estimation of the factor dynamics (in step 1) from that of the preference parameter dynamics (in step 3). A potential remedy, therefore, is to directly estimate the joint dynamics f (z t+1 , θ t+1 |z t , θ t ; ϕ) in the iterative scheme. Unfortunately, the resulting increase in the dimensionality of the transition densities makes it more difficult to implement higher-order SNP densities. Second, yield-based factors introduce additional restrictions on the parameters of the pricing kernel arising from the fact that the model must recover exactly the yields used as factors. Suppose, for example, we take the Vasicek model described in equations (4) and (5) and use as factor the one-period bond yield z t = − ln P 1 t . Since:
Σ. (20) the intercept of the pricing kernel θ 0 is:
The intercept cannot depend on z t , which implies the following two parameter restrictions
Σ. This leads to two equations in three unknowns, leaving only one degree of freedom. In other words, two of the three preference parameters in this example are determined by the fact that the factor is the one-period bond yield.
In general, the specifics of the parameter restrictions depend on the parameterizations of the dynamics and pricing kernel, as well as on the identity of the factors, but the generic lesson from this example is that as long as the factors relate to bond prices (perhaps through some nonlinear mapping), the model must recover the factors in all states of the world or, equivalently, for all realizations of the factors. As long as the bond pricing equations (2) have analytical solutions, we can impose these identification restrictions analytically. Otherwise, we need to impose them numerically. Suppose the factors are z t = G({P
). In that case, we simply add another set of (potentially infinite-dimensional) moments:
= 0 for all possible realizations z of z t (22) to the estimation moments (9). Theoretically, there are two (asymptotically equivalent) ways to enforce the "for all possible realizations" condition. The first is to impose the identification moments literally for all z in the state-space of z t (perhaps through random sampling). The second way is to impose the moments for every observed z = {z t } T t=1 in the time-series.
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Despite these challenges, one of the empirical applications we provide below involves a two factor model in which one of the factors is the one-month yield. We proceed with this application because the overwhelming predominance of yield-based factors in the term structure literature suggests that there may be considerable interest in implementing our 21 Asymptotically, the time-series of z t visits the economically relevant regions of the state-space of z t . approach with yield-based factors. The application further illustrates the complications that arise and provides some diagnostics of how severe the endogeneity of the factor dynamics is and of how well we can numerically impose the additional parameter restrictions.
Empirical Application
We now turn to an empirical application of our econometric approach. Specifically, we apply our procedure to U.S. Treasury data, taking as factors either real consumption growth and inflation or the level and conditional volatility of the one-period interest rate.
Data
We use an updated version of the McCulloch and Kwon (1993) U.S. Treasury term structure data. This data is a panel of monthly zero-coupon bond prices for maturities ranging from one month to more than 10 years. The zero-coupon bond prices are inferred through a cubic spline discount function fitted to observed coupon-bearing bond prices from the Center for Research in Security Prices (CRSP). The data contains 480 observations in the time-series dimension. In the cross-section, we choose 18 bonds with maturities ranging from one month to ten year. Specifically, we use bonds with {1, 3, 6, 9, 12, 15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108 , 120} months to maturity. The first two panels of Table 1 provide summary statistics of the yields and yield spreads, relative to the one-month yield, for selected maturities. The following stylized facts emerge: the average yields rise with maturity, ranging from 5.8 percent for a one-month bill to 7.3 percent for a ten-years bond. However, the rate of increase falls with maturity, which implies on average an upward sloping but concave term structure. All yields are persistent, but longterm yields, with autocorrelations of 0.99, are more persistent than short-term yields, with autocorrelations of 0.97. Both the yields and yield spreads are quite volatile, which implies that there is substantial variation in both the level and shape of the term structure. This implication is confirmed by Figure 1 , which plots the bond yields. 22 The details of the fitting procedure are provided in McCulloch (1971 McCulloch ( ,1975 . 23 As Bliss (1997) explains in detail, the procedure used for the update is slightly different from the one used by McCulloch and Kwon (1993) in its treatment of the asymptotic rate and the tax effects.
Factors and Factor Dynamics
We consider two separate sets each with two factors. We focus on two-factor models because there is by now substantial empirical evidence against single-factor models of the nominal term structure (Stambaugh, 1988; Litterman and Scheinkman, 1991) .
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As first set of factors, we use macroeconomic variables, which are a natural choice of factors in our framework because they satisfy the requirement of being exogenous to aggregate preferences.
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We collect data on per-capita real consumption growth, defined as the growth rate of real percapita consumption of non-durables and services, and inflation, defined as the growth rate of the implicit price deflator for non-durables and services consumption, from DRI/CITIBASE. Consumption growth and inflation are standard state variables in consumption-based term structure models, where the real pricing kernel is a function of aggregate consumption and where inflation is needed to price nominal bonds (Boudoukh, 1993; Brandt and Wang, 2001 ). Panel C of Table 1 presents summary statistics of these macroeconomic factors.
In order to relate our results to the majority of the term structure literature that uses yield-based factors, we also consider as factors the level and conditional volatility of the onemonth interest rate, despite the complications this introduces. The level and conditional volatility of the short rate emerge as state variables in the Longstaff and Schwartz (1992) model, for example, which is a leading example of the popular class of affine term structure models (Duffie and Kan, 1996; Dai and Singleton, 2000) . Since the conditional volatility is unobservable, we extract it by augmenting the SNP dynamics with a standard GARCH(1,1) model for the volatility. Panel D of Table 1 describe the yield-based factors.
We estimate SNP dynamics f z (z t+1 |z t ; ϕ z ) for both sets of factors. Based on the AIC, the consumption and inflation factors are best described by VAR with skewed and fattailed innovations (a fourth-order expansion of the standardized residuals with constant coefficients). The one-month rate follows a heteroskedatic AR process with innovations that exhibit skewness and excess kurtosis dependent on the level of the rate (a fourth-order expansion with linear coefficients). The point estimates of ϕ z are available on request.
24 Litterman and Scheinkman (1991) find that two factors account for 96 percent of the time-series variation in the panel of nominal zero-coupon bond yields. A third factor explains only an additional two percent. Consistent with this finding, Gibbons and Ramaswamy (1993) and Brown and Schaefer (1994) argue that single-factor models can fit the term structure of real instead of nominal interest rates. Finally, Cochrane and Piazzesi (2002) show that expected excess bond returns over a one-year horizon are proportional across bonds with different maturities, suggesting that only one of the factors in bond returns is priced.
25 Ang and Piazessi (2002) document the importance of macro variables in modeling the term structure.
Consumption and Inflation Factors
Using first the consumption growth and inflation factors, we apply our iterative procedure, switching between inferring the preference parameters θ t from the cross-section of bond prices at each date in the sample (with an identity matrix for W and S = 5000 simulations) and estimating the preference parameters dynamics f θ (θ t+1 |z t , θ t ; ϕ θ ) from the inferred sequence
.
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After the initial iteration, we model the preference parameter dynamics using a heteroskedatic Gaussian VAR with the factors as exogenous predictors.
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Using a critical value of η = 0.001, the procedure converges after four iterations. The point estimates of ϕ z from the final iteration are available on request.
In-Sample-Fit
Panel A of Table 2 describes the in-sample fit of linear, quadratic, and cubic log pricing kernels for a pure cross-sectional fit with τ = 0, an unconditional fit with τ = ∞, and two intermediate cases with τ = 2 and τ = 5, which correspond to a three-and six-month rolling sample window to locally average out the measurement errors, respectively. Columns 2-5 of the panel report the mean yield errors, in terms of percent, for bonds at date t using the preference parameters fitted to the cross-sections of bond prices at dates t− τ to t. In columns 6-9 we present the corresponding mean absolute yield errors. For the top half of the panel we use as factor dynamics a Gaussian VAR and for the bottom half we use the SNP densities chosen according to the AIC (described above).
Consider first the pure cross-sectional fit with τ = 0, which is most comparable to the traditional no-arbitrage approach. Two patterns emerge from the mean and mean absolute yield errors. First, the bias and variability of the in-sample errors decrease for both factor dynamics as the order of the pricing kernel increases. Furthermore, the improvement in fit in going from a first-to second-order pricing kernel is approximately the same as in going from a second-to third-order pricing kernel. For example, with SNP dynamics the mean absolute yield errors of first-, second-, and third-order log pricing kernels are 10.6, 8.8, and 6.5 basis points, respectively. Second, comparing the results for the VAR factor dynamics to those for the SNP dynamics suggests that the factor dynamics are of little, if any, importance for the cross-sectional fit. The difference in mean absolute errors between any two models with the same pricing kernel but different factor dynamics is less than one basis point. 26 We use variance reduction techniques to limit the effect of the simulation errors. In particular, we employ the method of antithetic variates, where for every path simulated from the SNP dynamics with innovations {ε . 27 Unfortunately, higher-order specifications with non-Gausian innovations are practically infeasible due to the large number of preference parameters (ranging from five for linear to 19 for cubic pricing kernels).
These patterns are not surprising. In particular, the first pattern is simply a consequence of increasing the number of free parameters. It is quite intuitive and in fact reassuring that increasing the number of free parameters, while holding constant the number of moment conditions, yields an improvement in the fit of the model. The second pattern relates to the issue of time-consistency. It illustrates that the extent to which the factor dynamics are representative of the data does not matter for cross-sectional calibration. This is why standard no-arbitrage models for which both the time-series and preference parameters are calibrated to the cross-section of bond prices can easily imply misspecified factor dynamics.
Comparing the results of the pure cross-sectional fit to those of the unconditional fit with τ = ∞ demonstrates clearly why practitioners prefer calibrating term structure models to the cross-section of bond prices over estimating them from a historical panel. The mean absolute yield error of the best unconditional model is more than six times that of the worst conditional model (76.8 vs. 11.3 basis points). It is almost twelve times as large as the mean absolute error of the best conditional model (76.8 vs. 6.5 basis points). As with the crosssectional fit, the absolute error decreases with the order of the log pricing kernel. However, the drop is much more dramatic in going from a first-to second-order log pricing kernel than in going from a second-to third-order log pricing kernel. For example, with SNP dynamics the improvement from quadratic terms is 69 basis points but the improvement from cubic terms is only 17 basis points. This reflects a pattern that will become more apparent later, namely, that once over-parameterizing is accounted for, quadratic pricing kernels seem to fit the data best. Finally, the model fits unconditionally much better with SNP than with VAR factor dynamics, which shows that the factor dynamics become important once the model is asked to fit more than a single cross-section of bond prices.
Having digested the results for the two extreme cases, the pure cross-sectional fit and the unconditional fit, understanding the results for the rolling sample estimators with τ = 2 and τ = 5 is straightforward. In both of these intermediate cases, the quality of the in-sample fit improves as we increase the order of the expansion. As in the unconditional case, the improvement in absolute pricing error in going from a first-to second-order log pricing kernel is larger than in going from a second-to third-order log pricing kernel (more so for τ = 5 than for τ = 2). Naturally, the mean absolute pricing errors increase with τ , since the model is asked to price an increasing number of cross-sections of bonds at any point in time. This increase is slightly more dramatic for the models with VAR than with SNP factor dynamics. Furthermore, the difference between the mean absolute pricing errors for the models with VAR and SNP factor dynamics increases slightly as τ increase. Together these two patterns are consistent with the conclusion from the unconditional fit regarding the importance of the factor dynamics for fitting more than a single cross-section of bond prices.
On one hand, someone who views our approach from the perspective of the no-arbitrage literature that ignores the issue of measurement errors may be troubled by the fact that our model produces pricing errors at all, since we advertise our approach as being arbitrage-free. With perfect data, the presence of pricing errors suggests that we need to increase the order of the polynomial expansion of the log pricing error. Indeed, the cross-sectional fit is virtually exact when we consider a fifth-order expansion. On the other hand, someone who buys into our claim that data imperfections are important may be concerned that the statistics we present for the in-sample fit are relatively uninformative about the parameterization of the log pricing kernel and degree of local averaging required to obtain the best compromise between fitting as well as possible and overfitting the data. In order to appease both of these critics, we next examine the ability of each specification to forecast bond prices l periods into the future. With perfect data, the better the cross-sectional fit the better should also be the forecasting performance. In contrast, with less than perfect data, the forecasting results should reveal the parameterization and degree of local averaging that provides the best compromise between fitting and overfitting the data.
Out-of-Sample Forecasts
For each date t in the sample, we use the model fitted to the cross-sections of bond prices at dates t − τ to t to then price the cross-section of bonds at date t + l (l periods in the future). Panel B in Table 2 reports the resulting mean yield forecast errors (again, in terms of percent). We consider forecast horizons l of three, six, nine, and 12 months.
Consider first the out-of-sample performance of a pure cross-sectional fit with τ = 0. Three clear patterns emerge from the results. First, the mean absolute errors increase with the horizon, which is expected in any forecasting exercise. For example, with a linear log pricing kernel and SNP factor dynamics, the mean absolute errors increase from 50.2 basis points at the three-month horizon to slightly less than one percent at the one-year horizon. Second, the mean absolute errors decrease in the order of the polynomial expansion, approximately five to 10 basis points between the linear and cubic log pricing kernels. This result holds about equally for VAR and SNP factor dynamics and suggests that the superior in-sample fit of the higher-order log pricing kernels is not entirely due to overfitting. Third, the mean absolute errors are significantly smaller with SNP than with VAR factor dynamics, which confirms the importance of correctly specifying the dynamics. For example, at the threemonth and one-year horizons the mean absolute errors of a linear model with SNP dynamics are 8.8 and 6.2 basis points less than the corresponding results with VAR dynamics.
The overall magnitude of the forecast errors is large. The mean absolute errors increase by a factor of five to 10 in going from the in-sample fit to the six-month forecasts. In fact, at the one-year horizon the forecasts of the no-arbitrage models are worse than the fit of the corresponding unconditional models. A significant portion of these large forecast errors, however, are attributed to the sensitivity of the pure cross-sectional fit to measurement errors in bond prices. This can be seen by comparing the results for τ = 0 (a pure cross-sectional fit) to those for τ = 2 (a three-month rolling sample), especially at longer forecast horizons.
For instance, at the one-year horizon the mean absolute error of a quadratic model with SNP factor dynamics is 88.9 basis points with τ = 0 and 79.5 basis points with τ = 2.
There is a clear trade-off between fitting the cross-section of bond prices and averaging out the measurement errors, especially at longer horizons. Increasing the size of the rollingsample from three to six months slightly deteriorates the out-of-sample fit at the nine-month and one-year horizons. Even at shorter horizons, the improvement from increasing the size of the rolling-sample window from three to six months are negligible relative to the improvement from increasing the size from one to three months. Overall, a three-month rolling-sample window appears to achieve a reasonable compromise between fitting the cross-section of bond prices and averaging out the measurement errors.
Focusing on the three-month rolling-sample results with τ = 2, the role of non-linearities in the log pricing kernel is transparent. Introducing quadratic terms in the log pricing kernel results in a significant drop (approximately 5 to 10 basis points) in the mean absolute forecast errors at all horizons and for both factor dynamics. Adding cubic terms, in contrast, yields relatively little improvements (one to two basis points) in the forecasting performance. This result suggests that the true pricing kernel is likely to contain quadratic but not necessarily cubic terms, which is an intriguing finding in light of the recent interest in quadratic term structure models (Ahn, Dittmar, and Gallant, 2001 ).
The result in Table 2 are aggregated across the whole yield curve. It is not clear, however, that the results that hold in aggregate (the effect of measurement errors on the cross-sectional fit and the role of the non-linearities in the log pricing kernel) apply equally to all bonds in the cross-section. We therefore plot in Figure 2 the mean absolute forecast errors for bonds with one, five, and ten years to maturity as a function of the forecast horizon. The figure is for models with SNP factor dynamics. The circle, diamond, and square symbols are for a first-, second-, and third-order log pricing kernel, respectively. The first row of plots corresponds to a pure cross-sectional fit with τ = 0. The results in the second and third rows are for three-and six-month rolling samples with τ = 2 and τ = 5, respectively. For each case we also plot the mean absolute forecast errors of a simplistic bond pricing model in which yields for a given maturity follow a martingale, so that E t log(P n t+1 )/n = log(P n t )/n. This martingale model is an intuitive benchmark. For a term structure model to be valuable outof-sample, it must at least outperform a forecasting model in which the future yield curve at any horizon is simply equal to the current yield curve.
One prominent feature of the disaggregated results is that the mean absolute forecast errors for the one-year bond are larger than the ones for the five-and ten-year bonds. This observation is not as much a statement about our approach as it is about the data. From Table 1 , long-term bond yields are more persistent and less volatile than short-term yields, which makes them easier to forecast. More interestingly, the overall magnitude of the mean absolute forecast errors is comparable to other studies in the literature. For example, our mean absolute forecast errors for the 10-year yield at the three-and six-month horizons of about 38 and 48 basis points are comparable to the forecasting performance of essentially affine term structure models estimated in a more traditional way from a panel of bond prices, reported by Duffee (2002) .
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Although one can produce slightly better forecasts than Duffee using more statistical approaches (Cochrane and Piazzesi, 2002; Diebold and Li, 2002) , the fact that our results are comparable to those for essentially affine models is encouraging. This is especially so because we use as factors consumption growth and inflation, which are known to have difficulties relating to asset prices.
Looking at the first row of plots for τ = 0, the martingale benchmark model dominates the linear log pricing kernel at all horizons but is slightly inferior to the quadratic and cubic models at longer horizons. The higher-order expansions perform better than the linear model for all three bonds and at all horizons. However, there is little difference between the results for the quadratic and cubic models. Finally, the differences between the first-, second-, and third-order expansions are slightly more pronounced for long-term bonds than for short-term bonds, which empirically confirms our argument in Section 3.2.2 that long-term bonds are more sensitive to (and hence are more informative about) the pricing kernel.
Comparing the second and third rows to the first clearly illustrates the benefits of locally averaging out the measurement errors in bond prices. The higher-order models significantly outperform the martingale benchmark model for all three bonds at horizons of more than three months. It is also clear from the last two rows that the main improvement in the forecasting performance of the higher-order models comes from including quadric terms in the log pricing kernel. The differences in the results for the quadratic and cubic log pricing kernels are again very small -as the diamond and square symbols are practically on top of each other. This lends further support to our earlier claim that the data seem to favor a quadratic pricing kernel. Finally, notice that the forecasting performance of the higher-order models deteriorates for all three bonds when we increase the size of the rolling-sample from τ = 2 in the second row to τ = 5 in the third row. The three-month rolling-sample estimator emerges uniformly as the best compromise between fitting and overfitting the data.
Yield-Based Factors
Despite the relative success of our approach with macroeconomic factors and the challenges posed by using yield-based factors, we explore an application in which one of the two factors is a bond yield. The goal of this application is to illustrate further the issues that arise with yield-based factors and to present results that are more directly comparable to the literature. As we described in Section 4.2, we use as first factor the one-month yield and as second factor the conditional volatility of the one-month yield extracted by augmenting the SNP dynamics with a standard GARCH(1,1) model. We implement our approach with these yield-based factors in the same way as with the macroeconomic factors, except that we augment the cross-sectional pricing errors (9) with 10 additional moments of the form (22) for z equal to the deciles of the unconditional distribution of the one-month rate implied by the SNP dynamics. We assign to each of these additional moments a weight that is 10 times larger than the weight assigned to the pricing errors, since the parameter restrictions should hold independent of the crosssectional fit. However, even with these relatively large weights, the numerical procedure is not exact. The mean absolute difference between the one-month rate deciles and the corresponding model-implied one-month rates ranges from 0.6 to 1.5 basis points, depending on the parameterization of the log pricing kernel. Although this means that, strictly speaking, there is a slight inconsistency between the factors and the model, we proceed with the application because the discrepancy is small by statistical and economic considerations. In fact, it is five to ten times smaller than the in-sample fit with macroeconomic factors.
To measure the severity of the endogeneity problem, which refers to the fact that the yield-based factors may not be exogenous to the preference parameters, we regress changes in the factors from date t to t + 1 on the factors and preference parameters inferred from the cross-section of bond prices at date t. The preference parameters are individually and jointly insignificant in this regression. Although this does not rule out higher-order dependence between the factors and preference parameters, the evidence supports the factorization of the transition densities in equation (3) for our particular choice of yield-based factors.
In-Sample Fit
In Panel A of Table 3 we describe the in-sample fit with yield-based factors and SNP dynamics (the VAR results are very similar and are hence omitted to conserve space). Considering first again the mean absolute errors for the two extreme cases with τ = 0 and τ = ∞, it is clear that as the order of the expansion increases the in-sample fit improves. In particular, the mean absolute errors decline by about two basis points for each additional order of the expansion. Furthermore, comparing the results to those in panel A of Table 2 shows that, for any τ , the yield-based factors produce fitting errors that are substantially smaller than the fitting errors with the macroeconomic factors. For example, in the case of τ = 2, the cubic log pricing kernel leads to mean absolute errors that are eight basis points lower. This is not too surprising as the highly persistent yield-based factors are much more in tune with the way the yield curve behaves than the almost iid macroeconomic factors. As in the case of the macroeconomic factors, the absolute pricing errors increase with τ .
Out-of Sample Forecasts
We present the out-of-sample forecasting results in panel B of Table 3 and in Figure 3 . The patterns are very similar to the corresponding results for the macroeconomic factors in panel B of Table 2 and in Figure 2 . For horizons of three months and longer, the threemonth rolling-sample estimator with τ = 2 generates the best forecasts. In terms of the nonlinearities of the log pricing kernel, the majority of the improvement is coming again from the quadratic terms. Including cubic terms in the log pricing kernel yields only a marginal improvement in the forecasting performance. Finally, the yield-based factors produce forecast errors that are substantially lower than the results for the macroeconomic factors. For instance, at the six-month horizon the mean absolute forecast errors are about 10 basis points lower. However, notice that the superiority of the yield-based factors diminishes beyond the six-month forecast horizon. One way to interpret this result is that the macroeconomic factors are picking up low-frequency movements but are not capable of reconciling as well as the yield-based factors the high-frequency fluctuations of the yield curve.
Conclusion
We developed an econometric procedure for calibrating no-arbitrage term structure models in a way that is time-consistent and robust to measurement errors. Typical no-arbitrage models are time-inconsistent because their parameters are assumed constant for pricing purposes despite the fact that the parameters change whenever the model is recalibrated and because the factor dynamics implied by the cross-sectional calibration may not correspond to the actual dynamics of the factors through time. Furthermore, no-arbitrage models are sensitive to measurement errors because they fit exactly each potentially contaminated bond price in the cross-section. We showed how to overcome both problems by evaluating bond prices using the actual joint dynamics of the factors and calibrated parameters and by locally averaging out the measurement errors.
Our econometric procedure achieves time-consistency using an iterative scheme. We first estimate the dynamics of factors governing the endowments in the economy, which are assumed exogenous to the bond market. We then iterate between inferring from the cross-section of bond prices at each data the preference parameters that make the model approximately arbitrage free and estimating the dynamics of the preference parameters from one cross-sectional fit to the next. The key to achieving time-consistency is that the theoretical bond prices used in the first step take into account the dynamics of the preference parameters estimated in the second step. Our procedure explicitly addresses the issue of measurement errors through a rolling sample approach for estimating the preference parameters from the current and adjacent cross-sections of bond prices. This approach can be interpreted as a hybrid of cross-sectional calibration of a no-arbitrage model and estimating the same model from an historical panel of bond prices.
We presented an application to U.S. Treasury data using either macroeconomic or yieldbased factors. The results illustrate clearly the trade-off between fitting as well as possible and overfitting the cross-section of bond prices due to measurement errors. After optimizing this trade-off, by using a quadratic log pricing kernel and a three-month rolling-sample window to average out measurement errors, our approach fits almost exactly the crosssection of bond prices at each date (with mean absolute errors ranging from five to 9 basis points) and produces out-of-sample forecast errors that beat a random walk benchmark and are comparable to the results in the affine term structure literature (with one-year ahead mean absolute forecast errors of 70 to 80 basis points). The performance of our approach is particularly encouraging for the macroeconomic factors, which are known to be difficult to relate to asset prices. Finally, the fact that we find non-linearities in the pricing kernel to be important lends support to quadratic term structure models. This tables describes annualized and continuously compounded yields to maturity of zerocoupon U.S. Treasury bonds from January 1959 through December 1998 (480 observations). The maturities range from one month to 10 years. Panels A and B present summary statistics for the yields and yield spreads relative to the one-month yield, respectively. Panels C and D describe the macroeconomic factors (consumption growth and inflation) and the yield-based factors (the level and conditional volatility of the one-month interest rate), respectively. This table reports the mean and mean absolute fitting and forecasting errors of first-, second-, and third-order log pricing kernels with consumption growth and inflation as factors and VAR or SNP factor dynamics. For each date t in the sample, we fit the pricing kernels to the cross-sections of bond prices from dates t−τ to t and then evaluate the pricing errors for the cross-section of bond prices at date t for panel A and at date t + l for panel B, where l denotes the forecast horizon. τ = ∞ denotes the fit to the whole panel of bond prices. This table reports the mean and mean absolute fitting and forecasting errors of first-, second-, and third-order log pricing kernels with the level and conditional volatility of the one-month interest rate as factors and SNP factor dynamics. For each date t in the sample, we fit the pricing kernels to the cross-sections of bond prices from dates t−τ to t and then evaluate the pricing errors for the cross-section of bond prices at date t for panel A and at date t + l for panel B, where l denotes the forecast horizon. τ = ∞ denotes the fit to the whole panel of bond prices. The first row of plots presents the out-of-sample mean absolute forecast errors for one-, five-, and ten-year bonds at time t + l of pricing kernels that are fitted to the cross-section of bond prices at date t, where l denotes the forecast horizon. The factors are the level and conditional volatility of the one-month interest rate with SNP factor dynamics. The circle, diamond, square symbols represent first-, second-, and third-order log pricing kernels, respectively. The second and third rows are for pricing kernels that are fitted to the crosssection of bond prices from date t − τ to date t, where τ = 2 in the second row and τ = 5 in the third row.
