The paper is concerned with linear bilevel problems. These nonconvex problems are known to be NP-complete. So, no efficient method for solving the global bilevel problem can be expected. In this paper we give a genericity analysis of linear bilevel problems and present a new algorithm for computing efficiently local minimizers. The method is based on the given structural analysis and combines ideas of the Simplex method with projected gradient steps.
Introduction
This paper deals with linear bilevel problems of the form with given matrices A 1 ∈ R k 1 ·n ; B 1 ∈ R k 1 ·m ; A 2 ∈ R k 2 ·n ; B 2 ∈ R k 2 ·m , vectors a 1 ; a 2 ∈ R n ; b 1 ; b 2 ∈ R m ; c 1 ∈ R k 1 ; c 2 ∈ R k 2 and variables x ∈ R n ; y ∈ R m . Throughout the paper we omit the transposed sign in some expressions. For example a x denotes the inner product a T x in R n and uB 2 the left multiplication of the matrix B 2 by the vector u ∈ R k 2 .
The linear bilevel problem can be considered as a game between an upper level player and a lower level player which for given x ∈ R n has to solve the lower level problem Q.x/. The constraints A 1 x + B 1 y ≤ c 1 , resp. A 2 x + B 2 y ≤ c 2 are called upper-resp. lower level constraints. For a theoretical and practical introduction into bilevel programming the reader is referred to [8] . LBL-problems are non-convex problems which are NP-complete (cf. [2] ).
The aim of the present paper is twofold. Firstly we develop genericity results for linear bilevel problems. By genericity results we roughly speaking mean statements which assert that for almost all LBL-problems certain nice properties are fulfilled. Secondly, since the LBL-problem is NP-complete, it could be of interest to develop an algorithm which is able to compute at least a local minimizer efficiently. We present such an algorithm for the LBL-problems without upper level constraints. The algorithm is based on the genericity analysis and combines ideas of the Simplex method in linear programming with projected gradient steps.
The paper is organized as follows. In the second section we give an overview on the structure of the LBL-problems. Section 3 is concerned with genericity results. In Section 4 we introduce our new algorithm for computing local minimizer of LBL and discuss complexity questions. In the last section we report on numerical experiments by comparing the performance of our local minimization algorithm with a Kuhn-Tucker method of Bard/Moore for solving the global LBL-problem.
We define J 1 = {1; : : : ; k 1 }, J 2 = {k 1 + 1; : : : ; k 1 + k 2 }, J = J 1 ∪ J 2 and denote by C j ; A j ; B j the j th rows of C; A; B, j ∈ J. Then, the semi-feasible polyhedron can be written as
For a given index set J 0 ⊂ J let C J 0 be the sub-matrix of C only containing the rows C j with indices j ∈ J 0 . A J 0 ; B J 0 ; c J 0 are defined accordingly. A subset f 0 ⊂ M sem is called a face of the polyhedron M sem if there exists an index set J 0 ⊂ J such that
Let be given J 0 ⊂ J and the related face f 0 = f . J 0 / of M sem . We say that f 0 has dimension d; 0 ≤ d ≤ N, if there exists an element z 0 ∈ f 0 such that C j z 0 < c j ; j ∈ J \ J 0 and dim span{C j ; j ∈ J 0 } = N − d :
The d-dimensional face f 0 = f . J 0 / is said to be non-degenerate if
The following assumptions will play an important role.
A1:
For all x ∈ X 2 the solution set S.x/ is bounded (and thus compact).
A2:
The polyhedron M sem is bounded (thus compact).
The following theorem contains the main results on the structure of linear bilevel problems.
Theorem 1 Let be given an LBL-problem. Then the following holds.
(a) The set X 2 ⊂ R n is a polyhedron (thus closed and convex). 
Proof. For a proof of (a)-(d) we refer to [8] (or to [9] for a slightly more general bilevel problem).
(e) Let .
Since f k is a bounded polyhedron, the solution of this problem occurs at a vertex .x k ; y k / of f k . Since a vertex of f k is a vertex of M sem the proof is completed.
2
When the BL-problem has upper level constraints, then the feasible set need not be connected in general. As an example consider the LBL with x; y ∈ R:
The feasible set consists of the set {.x; y/ | y = |x|; y ≥ 1} which obviously is not connected. If the upper level constraint y ≥ 1 is omitted then the feasible set {.x; y/ | y = |x| } becomes connected. More generally the following holds. 
In fact, x ∈ f j ∩ M 1 implies that f l ∈ M 1 . Consequently, with the closed set M 2 := ∪ K j=K 1 +1 f j , we must have
Let X i , i ∈ {1; 2}, denote the projections of M i onto R n . We have X = X 1 ∪ X 2 and X 1 ; X 2 are closed (projections of polyhedra are polyhedra). Since there are no upper level constraints it follows M sem = M 2 and X = X 2 . Moreover for any x ∈ X we have S.x/ = ∅. Thus the projection onto R n of M coincides with X and X is a polyhedron (in particular convex). Consider the line segment L between the points x 1 ∈ X 1 and The following lemma shows that this strategy, to pass the upper level constraints to the lower level, may change the model but it can only be an advantage for the upper level player. For the lower level player it can lead to a better but also to an inferior object value depending whether his object is 'similar' or 'opposite' to the upper level object. Let LBL 0 be the bilevel problem obtained from LBL by passing the constraints A 1 x + B 1 y ≤ c 1 to the lower level and let M 0 be the feasible set of LBL 0 . 
Lemma 1
Proof. Let x ∈ X be given. If S.x/ ∩ {.x; y/ | A 1 x + B 1 y ≤ c 1 } = ∅ then S 0 .x/ = S.x/ ∩ {.x; y/ | A 1 x + B 1 y ≤ c 1 }. If S.x/ ∩ {.x; y/ | A 1 x + B 1 y ≤ c 1 } = ∅ then there is no feasible point .x; y/ for LBL. This implies M ⊂ M 0 . 2
Genericity results for LBL
In this section we study the structure of the feasible set and the set of local minimizers of LBL from a generic viewpoint. Throughout the paper, by a generic subset G of R K we mean a set which is open and has a complement G c = R K \ G of measure zero (notation ¼.G c / = 0). Note that ¼.G c / = 0 implies that the set G is dense in R K . For details on genericity and stratification theory we refer to [4] .
Our genericity analysis will be based on the following 'non-trivial' result (see [4] ).
Lemma 2 Let p
This result will be used repeatedly in a way illustrated by the following lemma.
Since p.I / = 1 we have p ≡ 0 (I denotes the unit matrix). The result now follows from Lemma 2.
Remark 2 In the proof of Theorem 3 later on we implicitly make use of the following elementary facts:
Let V 1 ; : : : ; V r be generic subsets of
It is well-known that for common linear programs generically all vertices of the feasible set are non-degenerate. This result gives a theoretical explanation why the simplex method works well in general without a special rule for avoiding cycling. In the following we generalize such a genericity result to linear bilevel problems.
Firstly we introduce a set which formally describes a linear bilevel problem as a point in R K . Let p = .n; m; k 1 ; k 2 / be fixed ( p gives the 'size' of the LBL). A problem LBL can be seen as an element from the set
with arrays A 1 ; : : : ; b 2 as defined in Section 1. The set P p can be identified with R K ,
The following theorem contains the main genericity results.
Theorem 3
The problem set P p ≡ R K contains a generic subset V such that for any LBL-problem P in V the following holds. 
Proof. (a) Suppose
with an index J 0 ⊂ J and a point z 0 ∈ f 0 we have
We now show that generically the face is nondegenerate, i.e.
Choose j 0 ∈ J 0 \ J 1 arbitrarily. Then for the vertex z 0 we have
By Lemma 2 the set V J 1 ; j 0 = {P ∈ P p | det C J 1 ; j 0 = 0} is generic in P p . By Remark 2 also the intersection 
With the adjoint C ad
and accordingly C −1
. Now, the values v 0 and v 1 are the same, i.e.
This relation represents a polynomial equation p = 0 with a non-vanishing polynomial p. In View of Lemma 2 the set S J 0 ; J 1 := p −1 .0/ is closed and of measure zero in P p . Thus, the complement
Since there are only finitely many such sets
(b) Choose x 0 ∈ X arbitrarily and consider the lower level problem Since f 0 is a polyhedron, z 0 is a global minimizer of the linear program
With the same arguments as in part (b) we can show that generically the solution of this program occurs at a vertex z 1 of the polyhedron f 0 and that the solution is unique. The vertex z 0 of the face f 0 is also a (non-degenerate) vertex of M sem . By the arguments in the proof of (a) all vertices have different values.
We now show that generically z 1 is contained in a face f 0 of dimension n given by (1) Moreover, for a generic subset in P p we have
This holds since the condition rank
which by Lemma 2 can generically be excluded.
We now show that z 1 is contained in an n-dimensional (non-degenerate) face. Using rank C J 1 = |J 1 | ≤ n + m (see (7)) there exist a vector ¾ ∈ R n+m satisfying
Then, for z 0 := z 1 + t¾, t > 0 small enough, we have (cf. (6))
Thus z 1 and z 0 are contained in the feasible face
Suppose now that z 1 is contained in a feasible face f 2 of dimension > n. Then by definition there exist a feasible point z 2 = .x 2 ; y 2 / ∈ f 2 and index sets J 2 ⊂ J, J 2 2 := J 2 ∩ J 2 and u 2 ≥ 0; u 2 ∈ R J 2 2 such that
Generically we can assume that C J 2 has full rank | J 2 | (see (7)). This implies | J 2 2 | ≤ |J 2 | < m and y 2 is not a vertex solution of Q.x 2 /. However this can generically be excluded as shown in the proof of part (b).
We say that the semi-feasible set M sem satisfies the Slater condition if there is a point z 0 such that
Such a point z 0 is an inner point of M sem . For the numerical computations we want to restrict the problem set to the following set of linear bilevel problems. P r p = {P ∈ P p | M sem fulfills the Slater condition ; M sem compact;
S.x/ is compact ∀x ∈ X} :
In this set, for any x ∈ X a solution of Q.x/ exists. The following stability statement holds.
Lemma 4 The problem set P r p is open in R K .
Proof. Let for P ∈ P p the Slater condition be satisfied with z, i.e. Cz < c (C; c defining the constraints of P) . Then, obviously for a whole neighbourhood of problems P ∈ P p the condition Cz < c holds.
To show that M sem is compact it suffice to prove boundedness. We show: Given P ∈ P r p with bounded M sem . P/ there exists some " such that
Suppose (9) does not hold. Then there exists a sequence of problems P k ∈ P p and vectors z k ∈ M sem . P k / such that (with C k ; c k corresponding to P k )
By dividing the constraints by ||z k || and assuming (take a subsequence)
Choosing a point z ∈ M sem . P/ also z.t/ := z + tẑ ∈ M sem . P/ for all t > 0 contradicting the boundedness of M sem . P/.
We finally prove the statement for S.x/. Let us assume that we have given a problem P ∈ P r p such that the corresponding sets S.x/ are compact for all x ∈ X. We have to show that there exists some " such that for all P; ||P − P|| < " with corresponding sets S and X the property S.x/ is compact for all x ∈ X (11)
holds. We only have to prove boundedness since the solution sets S.x/ are always (closed) faces of M 2 .x/. Suppose now that (11) is not true in a neighborhood of P.
Then there exists a sequence of problems P k ∈ P p ; P k → P and points x k ∈ X k ; y k ∈ S k .x k / such that
In view of x k ∈ X k we can choose elements .x k ; y k / ∈ M sem . P k /. Using (9) we can assume (taking a subsequence)
By assumption, S.x/ is bounded. Since the sequence ||.x k ; y k /|| is bounded the following inequalities hold with some ² > 0,
Dividing these relations by ||y k || and assuming y k ||y k || →ŷ; ||ŷ|| = 1 we find using ||y k || → ∞ that
We choose some y ∈ S.x/ and define y.t/ := y + tŷ. In view of (13), for all t > 0,
e. y.t/ ∈ S.x/. This contradicts the fact that S.x/ is bounded. 2
These genericity results in particular mean that given a LBL-problem P which does not have the nice properties in Theorem 3 (i.e. P = ∈ V ) by almost all arbitrarily small perturbations we obtain a problem in V . However, in contrast to the situation for linear programs, where a 'small' perturbation of the problem data leads to a 'small' perturbation of the minimal value, here for LBL-problems an arbitrarily small perturbation of the problem may lead to a large perturbation in the minimal value.
To illustrate this phenomenon we give an example: 
A new algorithm for computing local minima of LBL
Different methods for solving linear bilevel problems have been designed. For example the algorithm of Bard/Moore in [1] which combines a Kuhn-Tucker approach with a branch and bound method, the penalty method (see e.g. White/Anandalingam [10] ) and the subgradient method (see e.g. Falk/Liu [3] ). An overview of numerical methods is to be found in [8] .
It is well-known that the LBL-problem (also the problem without upper level constraints) is NP-complete (see [2] ). So, (unless P=NP) no efficient (polynomial) algorithm can be expected to solve the global minimization problem for LBL. Therefore it could be of interest to have a method which is able to compute at least a local minimizer of LBL efficiently.
In this section we describe such an algorithm for the bilevel problem without upper level constraints: With z = .x; y/ ∈ R n+m ; C = [ A B]
Again, C j denotes the j-th row of C, j ∈ J := {1; : : : ; k}. As usual, for z satisfying Cz ≤ c the active index set is defined by
In every step of the algorithm below we have to compute the projection of the object vector −d 1 onto a space S. J k / corresponding to a face f . J k / of M sem . Our method is based on the analysis of the structure of the feasible set in Section 2 and combines projected gradient steps with ideas of the Simplex method. The conceptual method is as follows:
Phase I: Compute a starting feasible point z 0 = .x 0 ; y 0 / of LBL 0 . Phase II: Compute a local minimizer z = .x; y/ by proceeding with projected gradient steps along feasible faces of dimension .n − Ä/, Ä = Ä 0 ; : : : ; n.
We now describe our algorithm in detail. 
Phase II : (Computation of a local minimizer)
We start with the feasible point z 0 and the direction s 0 computed in Phase I and end up with a local minimizer z of LBL 0 .
Step k → k + 1 : We have given a feasible point
The maximum step-length is
(Since M sem is bounded we must have t k < ∞.)
(ii) : Change to a new feasible face depending on the number
try to move to a new feasible face of dimension n)
Compute the solution u of
(a) (feasibility test w.r.t. the multipliers of the lower level) Compute
and put (2) Put J i = J * \ {i} and solve the feasibility condition
If a solution exists then put s k+1 = s i ;
If no feasible edge of descent is found in z k+1 then the vertex z k+1 is a local minimizer of LBL 0 (see Lemma 5) . 
Lemma 5 Given a non-degenerate vertex z
Thus, for all i ∈ J = J * \ J 0 the multiplier u in (15) gives a solution of
In other words, s i is a feasible direction in z k+1 . By assumption s i d 1 ≥ 0. Therefore,
in contradiction to the second condition in (14). 2
Remark 3 .Finiteness of the algorithm/
If all feasible faces attained during the algorithm are non-degenerate and s k = 0 for all projections (which is generically satisfied) the algorithm above computes a local minimizer after finitely many steps. This can be seen as follows. Suppose that in step (ii)A of the algorithm we arrive at point z k+1 with active indices J.
k } of dimension n and we never can come back to a point in the relative interior of the face f . J.z k+1 //. In the other case s k+1 C j − k ≥ 0 we pass successively to faces of dimension n − 1; n − 2; : : : ; 0. Finally we end up with steps proceeding from vertex to vertex of the polyhedron M sem with strictly decreasing object value. So, during the algorithm we never can reach two points z k ; z l with the same active index sets J.z k / = J.z l /. The result follows since there are only finitely many possible active sets.
Remark 4
For brevity we did not indicate how the different steps of our algorithm can be implemented efficiently (using appropriate update-formulas).
Remark 5 (Complexity of the algorithm)
Every step k of our algorithm has a complexity which is polynomial in the problem size ¦ = .n; m; k/. In Phase I we have to solve two linear programs (which could be done by some polynomial algorithm). In Phase II either a projection has to be calculated (linear system) in iiA, iiB, or in iiC we have to solve a linear system and a linear feasibility problem (linear program).
However, the algorithm runs along feasible faces of M sem similar to the strategy of the Simplex method. It is well-known that the worst-case behavior of the Simplex method is not polynomial (cf. Klee/Minty [6] ). Thus we expect that also for our algorithm in the worst case the number of iterations to find a local minimizer will grow exponentially with the problem size. On the other hand it is also well-known that the average behavior of the simplex method is much better (in average, the number of Simplex-steps grows proportionally with the number k of constraints; see for example Shamir [7] ). So we also expect a polynomial average behavior of our method. This means, that in practice our algorithm could behave polynomially. This hope is supported by the numerical results in the next section.
Remark 6
We restricted our algorithm to problems LBL 0 without upper level constraints. The reason is that for these problems a feasible starting point can be found efficiently (by solving two LP's in Phase I).
Unfortunately, if upper level constraints are present, then the point z 0 computed in Phase I need not satisfy the upper level constraints. In this case z 0 is not feasible for LBL. We did not succeed in finding an efficient Phase I procedure for problems with upper level constraints. We fear, that for general LBL, the problem to find an initial feasible point has the same complexity as solving the LBL-problem to optimality (NPcomplete). The modification of Phase II to general linear bilevel problems with upper level constraints does not make any problems.
We emphasize that our algorithm could be used to 'accelerate' branch and bound methods (for example, the Bard/Moore algorithm).
The 'pivot-strategy' for selecting a new feasible face can by modified in various directions. By Theorem 2, since the feasible set is path-wise connected, in principle we can reach the global minimizer of LBL 0 from our starting point z 0 .
Computational experiments
In this section we report on some numerical experiments with our algorithm. We compare the computing time for our local search with the time needed for the global minimization by an implementation of the Bard/Moore method in Hamming [5] on the same machine and on the same randomly generated problems. Some results are presented in In 12 of the 25 test problems our local method ended up with the global solution. The next two tables contain results with problems for constant n + m and different n; m. In the first table, for 8 of the 15, and in the second, for 6 of the 9 problems, the local method computed the global solution. In Table 6 .4 Mean computing times for local minimum.
Surprisingly, in all our computations we never had to start after Phase I on a feasible face of maximal dimension n. In many cases the starting feasible point z 0 in Phase I , coincides with the global minimizer. In most of the other cases the point z 0 was situated 'near' the local (or even global) solution, such that only few steps in Phase II had to be performed. This explains why in our experiments the computing time of our local search seems to behaves polynomial in contrast to the drastic increase in the computing time for the global search (compare for example the results in Tables 6.2 and 6.3 for .n; m; k/ = .4; 8; 16/ and .n; m; k/ = .4; 12; 20/; and also the experiments in [5] )).
