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Abstract
With convolutions, we determine the Fourier transform of u
n
[sinh(u)]n when n is a positive integer. Studying
the expansion and taking the Fourier transform of [ u[sinh(u)] ]d [ utanh(u) ]n when n and d are strictly positive
integers, we obtain some polynomials and new probability densities related to them.
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1. Introduction
One of the objective of this work is to give an application of the methodology of coefficients
as [2,4,5,7] to concrete probability theory. In the expansion
[
sinh(u)
]t = ut[1 +∑
n1
tP2n(t)u
2n
]
(1.1)
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2100 H. Airault / Journal of Functional Analysis 255 (2008) 2099–2145the coefficient P2n(t) is a polynomial of degree (n−1) in t . That t = 0 is a root of the coefficient
in (1.1) is true for any expansion of [f (u)]t whenever f (u) = u[1+∑n1 anun]. See [7, p. 349].
When t goes to zero, it gives
log
(
sinh(u)
u
)
= lim
t→0
1
t
([
sinh(u)
u
]t
− 1
)
=
∑
n1
P2n(0)u2n. (1.2)
The analogue of (1.2) for the sine function has been crucial in studying the covariance of the
canonic Brownian motion on Diff (S1). See [18], [6, (3.0.1), p. 401]. The coefficients in (1.1)
and (1.2) have been studied in [2,4]. We have P2n(0) = (−1)n+12(22n − 1)π−2nζ(2n) where
ζ(s) = ∑k1 k−s . The polynomials P2n(t) are determined by the sequence (P2n(0))n1 as
explained in [2], P2n(t) =∑n−1m=0(−1)m 1m!Dmn tm where the coefficients Dmn are the Bell polyno-
mials of (bj )1jn with bj = P2j (0). In this note, we consider another problem in probability
where (1.1) is important. For x ∈ R, we associate a borelian probability measure μx on R such
that for any borel set A, the map x → μx(A) is borelian. Like in Chapman–Kolmogorov equa-
tions for probabilities of transition, we define the sequence of measures,
μ(1)x (A) = μx(A), μ(2)x (A) =
∫
μ(1)y (A)dμx(y), . . . ,
μ(m+1)x (A) =
∫
μ(n)y (A)dμx(y), . . . . (1.3)
We have μm+nx (A) =
∫
μ
(n)
y (A)dμ
(m)
x (y). We recall basic facts on Chapman–Kolmogorov equa-
tion. Assume that the measure μx is absolutely continuous with respect to the Lebesgue measure
and
dμx(t) = φ(t − x)dt, (1.4)
then the measures μ(n)x0 are absolutely continuous with respect to the Lebesgue measure,
dμ
(n)
x (t) = φn(t − x)dt where
φn(t) =
∫
φn−1(t − y)φ(y) dy. (1.5)
We denote the convolution as φn = φn−1 ∗ φ. We have
φn+k(t) =
∫
φk(t − y)φn(y) dy ∀n, k  1. (1.6)
We consider the Fourier transform or characteristic function φ̂,
φ̂(x) =
∫
eitxφ(t) dt and 2πφ(x) =
∫
φ̂(s)e−ixs ds. (1.7)
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eitx dμ(n)x0 (t) = eix0x
[
φ̂(x)
]n
. (1.8)
Assume that x0 = 0 and that φ̂ is an even function. Let Xn be the random variable with law μ(n)0
and denote by E(Xkn) =
∫
tk dμ
(n)
0 (t) its moment of order k, then all moments of odd order are
zero and
[
φ̂(x)
]n = 1 +∑
k1
(−1)kE[X2kn ] x2k(2k)! . (1.9)
Two natural problems present themselves and are related to each other, (i) calculate the mo-
ments E[Xkn], (ii) calculate the sequence of measures μ(n)x0 . The density of the measure μ(n)x0 can
be obtained with the Fourier transform of [φ̂]n or directly as in (1.5). We stay at the elementary
level of discrete processes, so that only elementary functions are involved and the subsequent
work is self-contained. Consider first the very well-known case where we apply this construction
to gaussian measures,
μx0,t =
1√
2πt
exp
(
− (x − x0)
2
2t
)
dx, (1.10)
we have φ̂(x) = exp(− x2t2 ), the measures μ(n)x0,t = μx0,nt and the moments E[X2kn ] = (tn)
k
k!2k . In[17, (1.3.3)–(1.3.4)], the characteristic function of the area between the Brownian plane curve and
its chord is expressed in terms of zsinh(z) and
z
tanh(z) and P. Levy is led to study the convolution
φ2 = φ1 ∗ φ1 when φ1(x) = 1π cosh(x) or φ1(x) = 12[cosh(x)]2 , see [17, (1.4.8)]. In this note, we
consider the whole sequence of φn(x) when the initial measure μx0 = μ1x0 is the hyperbolic
cosine,
μ(1)x0 (dx) =
a
π cosh(a(x − x0)) dx = φ(x − x0) dx, (1.11)
where
φ(x) = a
π cosh(ax)
(1.12)
and the case where the initial measure is the square of the hyperbolic cosine,
μ(1)x0 (dx) =
a
2[cosh(a(x − x0))]2 dx. (1.13)
In Section 3.2, we consider the hyperbolic cosine, the Fourier transform of φ(x) = a
π cosh(ax) is
given by
φ̂(t) =
∫
eitxφ(x) dx = 1
cosh(πt )
. (1.14)
2a
2102 H. Airault / Journal of Functional Analysis 255 (2008) 2099–2145With regards to the moments, see [9]. From ∫ +∞−∞ eiuxπ cosh(x) dx = 1cosh( πu2 ) , it is easy to deduce that
1
π
+∞∫
−∞
xn
cosh(x + t) dx is the coefficient cn(t) of
(iu)n
n! in
e−itu
cosh(πu2 )
. (1.15)
The first coefficients are c1(t) = −t , c2(t) = t2 + π24 , c3(t) = −(t3 + 3π
2
4 t), c4(t) = (t2 +
5π2
4 )(t
2 + π24 ), c5(t) = −t (t2 + 5π
2
4 )
2
, c6(t) = (t4 + 7π22 t2 + 61π
4
16 )(t
2 + π24 ), . . . , see Lemma 4.7.
When t = 0, we have
Ip =
+∞∫
−∞
t2p
cosh(t)
dt = 4
+∞∫
0
t2pe−t
1 + e−2t dt
= 4
+∞∑
n=0
(−1)n
+∞∫
0
t2pe−(2n+1)t dt =
+∞∑
n=0
(−1)n × (2p)!4
(2n + 1)2p+1 , (1.16)
I1
π
= π
2
4
,
I2
π
= 5π
4
16
,
I3
π
= 61π
6
26
,
I4
π
= 1385π
8
28
,
I5
π
= 3
3.72.103π10
210
, . . . .
When the initial density φ1 is (1.12), it will be shown that the coefficients in the expansion
of [ sinh(u)
u
]t permit to calculate the densities φn of the measures μ(n)0 and the coefficients in
[cosh(u)]n give the moments of μ(n)0 . Let φ1(x) = 1π cosh(x) , then with (1.5),
φ2(x) = 2x
π2 sinh(x)
, φ3(x) = 4x
2 + π2
2π3 cosh(x)
, φ4(x) = 4(x
2 + π2)x
3π4 sinh(x)
,
φ5(x) = (4x
2 + π2)(4x2 + 9π2)
4!π5 cosh(x) , φ6(x) =
4(x2 + π2)(x2 + 4π2)x
15π6 sinh(x)
,
φ7(x) = (4x
2 + π2)(4x2 + 9π2)(4x2 + 25π2)
6!π7 cosh(x) , . . . . (1.17)
We see that
φ2n+1(0) = 3
2.52.72. · · · .(2n − 1)2
(2n)!π , φ2n(0) = 2 ×
22.42.62. · · · .(2n − 2)2
(2n − 1)!π2 .
Compare with the expansion of arg sinh. Let
S2n−1(x) = sinh(x)φ2n(x), S2n(x) = cosh(x)φ2n+1(x). (1.18)
The Sn(x) are polynomials of degree n in x with obvious roots. By the construction, i.e. the
convolution with the density φ1(x) = 1 , we haveπ cosh(x)
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π
+∞∫
−∞
S2n−1(x)
sinh(x) cosh(x + t) dx, (1.19)
S2n+1(t) = sinh(t)
π
+∞∫
−∞
S2n(x)
cosh(x) cosh(x + t) dx, (1.20)
S0(x) = 1π , S1(x) = 2xπ2 , S2(x) = 4x
2+π2
2π3 , . . . . We shall prove that
d
dt
Sn+1(t) = (−1)
n
π
+∞∫
−∞
Sn(x)
[cosh(x + t)]2 dx. (1.21)
From (1.21), we see that the polynomials Sn(x) are deduced from each other by an integral
transform instead of a differential equation, but thinking of [12], this is not so different. The
coefficient of the term of higher degree in Sn(x) is given by
Sn(x) = 2
n
n!πn+1 x
n + powers of x of lower degree. (1.22)
We put
Sn(x) = 2
n
n!πn+1 Qn(x). (1.23)
Then Q0(x) = 1, Q1(x) = x, Q2(x) = x2 + π24 , Q3(x) = x(x2 + π2), Q4(x) = (x2 + π
2
4 )×
(x2 + 9π24 ), Q5(x) = x(x2 + π2)(x2 + 4π2), . . . . For n 1,
Q2n(x) =
(
x2 + π
2
4
)(
x2 + 9π
2
4
)(
x2 + 25π
2
4
)
· · ·
(
x2 + (2n − 1)
2π2
4
)
or equivalently
Q2n(x) =
∏
1j2n−1, j odd
(
x2 + j
2π2
4
)
,
Q2n+1(x) = x
(
x2 + π2)(x2 + 4π2)(x2 + 9π2) · · · (x2 + n2π2)
= x
∏
1jn
(
x2 + j2π2). (1.24)
For n 0,
Qn(t) = 1
[
Qn+1
(
t + iπ
)
− Qn+1
(
t − iπ
)]
. (1.25)iπ(n + 1) 2 2
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following remark. Writing the Fourier expansion of the periodic function of period 2π , equal to
cosh(ax) for −π < a < π , it is well known that
cosh(ax) = sinh(πx)
πx
[
1 − 2x
2
x2 + 1 cos(a) + · · · + (−1)
n 2x2
x2 + n2 cos(na) + · · ·
]
(1.26)
and we have a similar Fourier expansion for a → sinh(ax). Making a = 0 in (1.26), it gives
πx
sinh(πx)
= 1 − 2x
2
1 + x2 + · · · + (−1)
n−1 2x2
n2 + x2 + · · · and
∑
n1
(−1)n+1
n2
= π
2
12
. (1.27)
In particular, since x2
n2+x2 =
∑
j1(−1)j+1( x
2
n2
)j , we obtain
πx
sinh(πx)
= 1 − 2
[∑
n1
(−1)n+1
n2
]
x2 + · · · + (−1)j2
[∑
n1
(−1)n+1
n2j
]
x2j + · · · . (1.28)
Then making a = π in (1.26), we have the expansion of πztanh(πz) . We deduce from the conver-
gence of the series (1.26) that
lim
n→+∞
d
dt
log
(
φ2n(t)
)= 0. (1.29)
The same holds also for φ2n+1(t). The probability densities φn(t) given in (1.17) are studied in
Section 3. From (1.29), we see that the drift d
dt
log(φ2n(t)) of the Ornstein–Uhlenbeck process
associated to the density φ2n(t) goes to zero when n → +∞ and very likely, after infinitely
many convolutions, the process would behave like a gaussian process. On the other hand, because
of (1.21), consider the integral transforms H1 and H2 defined by
(H1f )(t) = 1
π
+∞∫
−∞
f (x)
cosh(x + t) dx (1.30)
and
(H2f )(t) = − 1
π
+∞∫
−∞
f (x)
[cosh(x + t)]2 dx. (1.31)
The point −t corresponds to the initial point for the probability measure (1.11). We denote
indifferently Hj f or Hj [f (x)]. For example, we have
H1
[
tanh(x)
]= 1
π
+∞∫
tanh(x)
cosh(x + t) dx =
1
sinh(t)
− 1
tanh(t)
,−∞
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[
sinh(x)
]= − 1
π
+∞∫
−∞
sinh(x)
[cosh(x + t)]2 dx = sinh(t),
H2
[
cosh(x)
]= 1
π
+∞∫
−∞
cosh(x)
[cosh(x + t)]2 dx = cosh(t).
Coming back to (1.17), we shall use and we write the moments of the probability measure
φ2(t)dt = 2tπ2 sinh(t) dt ,
+∞∫
−∞
2x3
π2 sinh(x)
dx = π
2
2
,
+∞∫
−∞
2x5
π2 sinh(x)
dx = π4,
+∞∫
−∞
2x7
π2 sinh(x)
dx = 17π
6
4
,
+∞∫
−∞
2x9
π2 sinh(x)
dx = 31π8,
+∞∫
−∞
2x11
π2 sinh(x)
dx = 330435π
10
26
, . . . . (1.32)
By (1.9), they are the coefficients of (−1)kx2k
(2k)! in
1
[cosh( πx2 )]2
= 1 − 22! (πx2 )2 + 164! (πx2 )4 −
24×17
6! (
πx
2 )
6 + 28×318! (πx2 )8 − 10496! (πx2 )10 + · · · . We can also find them with
+∞∫
−∞
t2p+1
sinh(t)
dt = 4
+∞∑
n=0
+∞∫
0
t2p+1e−(2n+1)t dt =
+∞∑
n=0
(2p + 1)!4
(2n + 1)2p+2 . (1.33)
The moments of φ3(t) dt = 4t2+π22π3 cosh(t) dt are the values of
+∞∫
−∞
t2n(4t2 + π2)
2π3 cosh(t)
dt = 2
π2
+∞∫
−∞
t2n+2
π cosh(t)
dt + 1
2
+∞∫
−∞
t2n
π cosh(t)
dt. (1.34)
They are equal to the coefficients of (−1)
kx2k
(2k)! in
1
[cosh(πx2 )]3
= 1 − 3
2!
(
πx
2
)2
+ 3 × 11
4!
(
πx
2
)4
− 3 × 41
6!
(
πx
2
)6
+ 3 × 41 × 211
8!
(
πx
2
)8
+ · · · . (1.35)
We translate (1.34) as
π2E
[
X2n3
]= 2E[X2n+21 ]+ π2 E[X2n1 ], (1.36)2
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kx2k
(2k)! in the expansion of [cosh(πx2 )]−1. From (1.36), we
see that π2 × the coefficient of (−1)kx2k
(2k)! in
1
[cosh( πx2 )]3
is equal to
[
2 × coeff. of (−1)
k+1x2k+2
(2k + 2)! +
π2
2
× coeff. of (−1)
kx2k
(2k)!
]
in
1
cosh(πx2 )
.
This seems unexpected from the point of view of power series since the usual way to determine
the coefficient of z2k in the expansion of a power [h(z)]p of a function h(z) = 1 +∑j1 aj zj
is to consider only the coefficients (aj )1j2k . However, it is conceivable from the probabilistic
point of view since we consider the random walk at step (n + 1) and reversing time is a natural
concept [16]. Similarly the expansion of 1[cosh( πx2 )]n gives the moments of φn(t) dt .
To obtain the densities φn(t) in (1.17), we can also proceed by Fourier transform. This is the
object of Section 5. Consider for any real number p, the polynomials Apj (x) in the variable x
defined by
eux
up
[sinh(u)]p =
∞∑
j=0
A
p
j (x)
uj
j !
= 1 + ux +
[
x2 − p
3
]
u2
2! +
[
x3 − px]u3
3! +
[
x4 − 2px2 + p(5p + 2)
15
]
u4
4!
+
[
x5 − 10p
3
x3 + p(5p + 2)
3
x
]
u5
5!
+
[
x6 − 5px4 + p(5p + 2)x2 − p(35p
2 + 42p + 16)
63
]
u6
6!
+
[
x7 − 7px5 + 7p(5p + 2)
3
x3 − p(35p
2 + 42p + 16)
9
x
]
u7
7!
+
[
x8 − 28p
3
x6 + 14p(5p + 2)
3
x4 − 4p(35p
2 + 42p + 16)
9
x2
+ p
(
35
27
p3 + 28
9
p2 + 404
135
p + 16
15
)]
u8
8! + · · · . (1.37)
The polynomials Atj (x) are of Meixner type, see [13] for more applications of this kind
of polynomials. In the present case, it is not difficult to verify that A43(x) = x(x2 − 4),
A65(x) = x(x2 − 4)(x2 − 16), A87(x) = x(x2 − 4)(x2 − 16)(x2 − 36), . . . and A32(x) = x2 − 1,
A54(x) = (x2 − 1)(x2 − 9), A76(x) = (x2 − 1)(x2 − 9)(x2 − 25), . . . . We shall prove
A2n2n−1(2k) = 0 and A2n+12n (2k + 1) = 0 for 0 k  n − 1. (1.38)
For any integer n 1,
+∞∫
e−isu
[
cosh(u)
]−n
du = −2π exp(
πs
2 )
1 + (−1)n+1 exp(πs) (−i)
n+1 A
n
n−1(−is)
(n − 1)! . (1.39)−∞
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2πφn(s) =
+∞∫
−∞
1
[cosh(πx2 )]n
e−ixs dx. (1.40)
See Corollary 5.6. Let
Qn−1(t) = π
n−1
2n−1
(i)n−1Ann−1
(
−2it
π
)
, (1.41)
the polynomials Qn(t) are those given by (1.24)–(1.25). We have
φn(t) = 2
n(−1)n
(n − 1)!πn[(−1)net − e−t ] × Qn−1(t). (1.42)
Both (1.38) and (1.39) explain the special form of Qn(t). From Euler’s reflection identity
(x)(1 − x) = πsin(πx) and x(x) = (x + 1), see [8, p. 22], we have ix(ix)(1 − ix) =
πx
sinh(πx) and
∣∣(1 + ix)∣∣2 = πx
sinh(πx)
and
∣∣∣∣(12 + ix
)∣∣∣∣2 = πcosh(πx) . (1.43)
With (x + 1) = x(x), we deduce (1.17) in terms of Gamma function
φ1(x) = 1
π2
∣∣∣∣(12 + ixπ
)∣∣∣∣2, φ2(x) = 2π2
∣∣∣∣(1 + ixπ
)∣∣∣∣2,
φ3(x) = 2
π2
∣∣∣∣(32 + ixπ
)∣∣∣∣2, φ4(x) = 43π2
∣∣∣∣(2 + ixπ
)∣∣∣∣2,
φ5(x) = 23π2
∣∣∣∣(52 + ixπ
)∣∣∣∣2, φ6(x) = 415π2
∣∣∣∣(3 + ixπ
)∣∣∣∣2, . . . ,
φn(x) = 2
n−1
(n − 1)!π2
∣∣∣∣(n2 + ixπ
)∣∣∣∣2. (1.44)
Passing to continuous time t , this gives the process with probability densities
φt (x) = 2
π
× 2
t−2
π(t)
∣∣∣∣( t2 + ixπ
)∣∣∣∣2. (1.45)
This is confirmed by Fourier transform, see [20]. The expression of φt in terms of  function has
also be obtained in [21, (39)] and [19]. With (1.40), we have
+∞∑
k=0
(−is)k
k!
+∞∫
uk
[cosh(u)]n du = π
2φn
(
πs
2
)
. (1.46)−∞
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probability density ψ1(x) = 12[cosh(x)]2 , its Fourier transform is ψ̂(t) = πt2 sinh( πt2 ) . Thus
+∞∫
−∞
eiux
[cosh(x + t)]2 dx =
e−ituπu
sinh(πu2 )
, (1.47)
we deduce
1
π
+∞∫
−∞
xn
[cosh(x + t)]2 dx (1.48)
from the coefficient of (iu)
n
n! in the expansion of e
−itu × uπ
sinh( πu2 )
. When t = 0, see (1.9),∫ +∞
−∞
x2n
2[cosh(x)]2 dx is the coefficient of (−1)n x
2n
(2n)! in the expansion of
πx
2 sinh( πx2 )
. With (1.37),
taking p = 1, x = 0, we obtain
+∞∫
−∞
x2
[cosh(x)]2 dx =
π2
6
,
+∞∫
−∞
x4
[cosh(x)]2 dx =
7π4
120
,
+∞∫
−∞
x6
[cosh(x)]2 dx =
31π6
21 × 25 ,
+∞∫
−∞
x8
[cosh(x)]2 dx =
127π8
15 × 27 , . . . . (1.49)
In the same way, if n = 4, n = 6, . . . in (1.48), ∫ +∞−∞ du[cosh(u)]4 = 43 ,
+∞∫
−∞
u2
[cosh(u)]4 du =
π2
9
− 2
3
,
+∞∫
−∞
u4
[cosh(u)]4 du =
π2
3
(
7π2
60
− 1
)
,
+∞∫
−∞
u6 du
[cosh(u)]4 =
π4
4!
(
31π2
42
− 7
)
,
+∞∫
−∞
u8 du
[cosh(u)]4 =
π6
6!
(
13 × 1237π2
36 × 7 − 310
)
,
+∞∫
−∞
du
[cosh(u)]6 =
16
15
, . . . . (1.50)
When ψ1(x) = 12[cosh(x)]2 , the sequence of probability densities ψn(x) defined by the convolu-
tion (1.5) is given in terms of tanh(x), we find
ψ1(t) = 12[cosh(t)]2 , ψ2(t) =
1
[sinh(t)]2
[
t
tanh(t)
− 1
]
,
ψ3(t) = 1 2
[
3 − 6t tanh(t) +
(
t2 + π
2)
× (3[tanh(t)]2 − 1)]. (1.51)2[cosh(t)] 4
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d
dt
tanh(t) = 1[cosh(t)]2 and ddt 1tanh(t) = − 1[sinh(t)]2 , we see that
ψ1(t) = 12
d
dt
(
tanh(t)
)
, ψ2(t) = 12
d2
dt2
(
t
tanh(t)
)
,
ψ3(t) = 116
d3
dt3
[(
4t2 + π2) tanh(t)], ψ4(t) = 112 d4dt4 (π2 + t2)ttanh(t) ,
ψ5(t) = 148 × 16
d5
dt5
[(
4t2 + π2)(4t2 + 9π2) tanh(t)],
ψ2n(t) = 1
(2n − 1)!2
d2n
dt2n
[
Q2n−1(t)
tanh(t)
]
, (1.52)
ψ2n+1(t) = 1
(2n)!2
d2n+1
dt2n+1
[
Q2n(t) tanh(t)
]
, (1.53)
where Qn(t) are the normalized polynomials (1.23). We have ψ1(0) = 12 , ψ2(0) = 16 , ψ3(0) =
3
2 − π
2
8 , . . . . See Theorem 3.13 and Corollary 3.14. For these new probability densities ψn(t),
the moments are given by the coefficients of [ (πu/2)sinh(πu/2) ]n. To prove that μ = ψ3(t) dt in (1.51) is
a probability measure, we can verify that d3
dt3
(tanh(t)) = 2(1 − [tanh(t)]2)(3[tanh(t)]2 − 1), this
gives integrating by parts,
+∞∫
−∞
t2
2[cosh(t)]2 ×
(
3
[
tanh(t)
]2 − 1)dt = 1 (1.54)
and for the other parts in (1.51), ∫ +∞−∞ 12[cosh(t)]2 [3 − 6t tanh(t)]dt = 0 and ∫ +∞−∞ 12[cosh(t)]2 ×
π2
4 (3[tanh(t)]2 − 1) dt = 0. This last remark generalizes to all ψn in (1.52)–(1.53): if n is odd,
only the term 1
(n−1)!2 t
n−1 dn
dtn
(tanh(t)) contributes to make the total mass equal to 1. In Section 4,
we mix two probability densities in the convolution (1.5), previously, we started with a density φ
and we calculated the convolutions φ∗φ∗· · ·∗φ always with the same function φ. In Section 3.4,
we denote φ1(t) = 1π cosh(t) or ψ1(t) = 12[cosh(t)]2 and we take convolutions φ1 ∗ φ1 ∗ · · · ∗ ψ1 ∗
ψ1 ∗ · · · ∗ φ1 ∗ · · · changing probability measure at different steps. In Section 5, we explain
the expressions of the densities (1.17) and (1.52)–(1.53) with the Fourier transform, see [20].
Moreover, we shortly discuss the Fourier transform of [ usinh(u) ]d × [ utanh(u) ]t . In Section 6, we
take up the expansions of the powers of cosh(u) and sinh(u)
u
. In Section 7, we give a solution
for the recurrence relation satisfied by the coefficients in the expansion of [sinh(u)]k when k is a
positive integer. As further developments, in the outlines of [11] or [1], it is conceivable to extend
the identities to higher dimension. On the other hand, the convolution may also take a leading role
in an extension to infinite dimension. See [10]. From the point of view of symmetric functions,
see [4], we remark that in the previous examples, we considered the two sequences (bj )j1 with
bj = 1(2j+1)! or bj = 1(2j)! . Other functions h(x) = 1 + b1x + b2x2 + · · · as in [2–4,7] could be
studied. To start with the uniform density (4.15) and to find the sequence (1.5) would be a step
in this direction. In our examples, h(x) is an even function of x. It satisfies a simple differential
2110 H. Airault / Journal of Functional Analysis 255 (2008) 2099–2145equation from which we deduce a simple recurrence relation for the polynomials T2n(t) defined
by [h(x)]t = 1 +∑n1 t !(t+2n)!(2n)!T2n(t)x2n.
2. Contents
3. The densities as convolutions. We obtain the densities with the convolution (1.5) and elemen-
tary calculus on hyperbolic functions.
1) Hyperbolic integrals and polynomials.
2) Useful identities.
3) The hyperbolic cosine.
4) The square of the hyperbolic cosine.
4. Random walks with hyperbolic densities.
1) Convolution of a power of the hyperbolic cosine.
2) A random walk with two probability densities.
5. Fourier transforms and expansions.
1) Main theorem on the coefficients of eux ut[sinh(u)]t .
2) Fourier transform of [ 1cosh(x) ]t .
3) Fourier transform of [ xsinh(x) ]t .
4) Fourier transform of xsinh(x) × [ xtanh(x) ]t .
6. Expansions of [cosh(u)]t , [ sinh(u)
u
]t and [ sinh(u)
u
]d × [ tanh(u)
u
]t .
7. More on the coefficients of [sinh(u)]k when k is a positive integer.
3. The densities as convolution and elementary hyperbolic integrals
We calculate the densities of probability (1.17) and (1.52)–(1.53) with (1.5). We do not use
the Fourier transform. As a background, one may think of the usual Fourier expansion,
∞∑
n=1
cos(nx)
n2
= 3x
2 − 6πx + 2π2
12
for 0 x  π, (3.1)
from which we deduce
∑+∞
n=0
(−1)n
(2n+1)3 = π
3
32 and
∑
n1
1
n2
= π26 . The next subsection will be
an analogue of (3.1) for hyperbolic functions. Moreover, see Definition 3.1, we generalize the
integrals
+∞∫
0
yn
ey + 1 dy = n!
∑
k1
(−1)k+1
kn+1
and
+∞∫
0
yn
ey − 1 dy = n!
∑
k1
1
kn+1
. (3.2)
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Fn(t) =
+∞∫
0
yn
e2y+2t + 1 dy (3.3)
and
Fn
(
t + iπ
2
)
= −
+∞∫
0
yn
e2y+2t − 1 dy for t  0, n > 0.
We prove below that F2p+1(t) + F2p+1(−t) and F2p(t) − F2p(−t) are polynomials in t .
3.1. The polynomials F2p+1(t) + F2p+1(−t) and the polynomials F2p(t) − F2p(−t)
The values Fn(0) and Fn( iπ2 ) will be shown to be coefficients of polynomials and are well
known, see [22],
Fn(0) =
+∞∫
0
yn
e2y + 1 dy =
+∞∫
0
yne−2y
1 + e−2y dy
=
∑
k1
+∞∫
0
(−1)kyne−2ky dy = n!
∑
k1
(−1)k+1
(2k)n+1
= n!
2n+1
(
1 − 1
2n
)
ζ(n + 1),
4F1(0) =
∑
k1
(−1)k+1
k2
= π
2
12
, ζ(2) + 4F1(0) = π
2
4
,
16F3(0) = 7π4120 , 28F5(0) = 31π
6
63 , . . . . From Fn(
iπ
2 ) = − n!2n+1 ζ(n + 1), we deduce Fn(0) +
Fn(
iπ
2 ) = − n!24n+1 ζ(n + 1) and Fn(0) − Fn( iπ2 ) = n!2n+1 (1 − 12n )ζ(n + 1) + n!2n+1 ζ(n + 1) =
n!
2n+1 (1− 12n+1 )ζ(n+1). We find F1(0)−F1( iπ2 ) = π
2
24 , F3(0)−F3( iπ2 ) = π
4
27 , F5(0)−F5( iπ2 ) =
π6
28 , F7(0) − F7( iπ2 ) = 17π
8
220 , . . . .
Lemma 3.2. Assume that t is real. For n 1, F ′n(t) = −nFn−1(t),
d
dt
[
Fn(t) + (−1)n+1Fn(−t)
]= −n[Fn−1(t) + (−1)nFn−1(−t)], (3.4)
F0(t) = 12 log(1 + e−2t ), thus F0(t) − F0(−t) = −t and
F0(t) + F0(−t) = 12
[
log 2 + log(1 + cosh(2t))]. (3.5)
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F ′0(t) = − 1e2t+1 , we deduce F ′0(t) + F ′0(−t) = −1. We remark also that 1+e
−2t
1+e2t = e−2t . 
Theorem 3.3. Let p be a positive integer, then F2p(t)−F2p(−t) is an odd polynomial of degree
2p + 1 and F2p+1(t) + F2p+1(−t) is an even polynomial of degree 2p + 2 in t ,
F2p(t) − F2p(−t) = − t
2p+1
2p + 1 − 4pF1(0)t
2p−1 − (2p)!2F3(0)
3!(2p − 3)! t
2p−3
− (2p)!2F5(0)
5!(2p − 5)! t
2p−5 − · · · − (2p)!2F2p−1(0)
(2p − 1)! t,
F2p+1(t) + F2p+1(−t) = t
2p+2
2p + 2 + 2(2p + 1)F1(0)t
2p + · · · + (2p + 1)!2Fj (0)
j !(2p − j + 1)! t
2p−j+1 + · · ·
+ 2F2p−1(0) where j is odd.
If n 1,
lim
t→0
Fn(t) − Fn(−t)
t
= −4
+∞∫
0
yne2y
(e2y + 1)2 dy = −2nFn−1(0). (3.6)
Proof. With (3.4) and Lemma 3.2, we have F1(t)+F1(−t) = t22 +2F1(0) and F2(t)−F2(−t) =
− t33 − 4F1(0)t , F3(t) + F3(−t) = t
4
4 + 6F1(0)t2 + 2F3(0),
F4(t) − F4(−t) = −
[
t5
5
+ 8F1(0)t3 + 8F3(0)t
]
,
F5(t) + F5(−t) = t
6
6
+ 10F1(0)t4 + 20F3(0)t2 + 2F5(0),
F6(t) − F6(−t) = −
[
t7
7
+ 12F1(0)t5 + 40F3(0)t3 + 12F5(0)t
]
.
The polynomials are related to each other, for example F4(−t)−F4(t)
t
− 2[F3(t) + F3(−t)] +
t2 F2(−t)−F2(t)
t
= 130 t4 + 4F3(0) and F2(−t)−F2(t)t − [F1(t) + F1(−t)] + t
2
2 = 13 t2 + 2F1(0). 
Definition 3.4. We define the maps A, B and C by A1 = 1,
A : t2j → F2j (−t) − F2j (t)
t
= 1
t
[ +∞∫
y2j
e2y−2t + 1 dy −
+∞∫
y2j
e2y+2t + 1 dy
]
,0 0
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t
= 1
t
[
2
+∞∫
0
y2j+1
e2y + 1 dy −
+∞∫
0
y2j+1
e2y+2t + 1 dy −
+∞∫
0
y2j+1
e2y+2t + 1 dy
]
,
C : t2j → −2F2j+1
(
iπ
2
)
+ F2j+1(−t) + F2j+1(t)
= 2
+∞∫
0
y2p+1
e2y − 1 dy +
+∞∫
0
y2p+1
e2y+2t + 1 +
y2p+1
e2y−2t + 1 dy.
Corollary 3.5. The maps A, B and C define linear maps in the vector space of polynomials.
3.2. Useful identities
With a view to the next subsection, we enumerate some identities on hyperbolic functions:
1
sinh(y) cosh(y + t) =
2
cosh(t)
×
[
1
e2y − 1 +
1
e2ye2t + 1
]
, (3.7)1
1
cosh(y) cosh(y + t) =
2
sinh(t)
×
[
1
e2y + 1 −
1
e2ye2t + 1
]
. (3.7)2
Since cosh(x) cosh(t) = cosh(t + x) − sinh(x) sinh(t),
cosh(t)
cosh(x + t) tanh(x) =
cosh(x) cosh(t)
cosh(t + x) sinh(x) =
1
sinh(x)
− sinh(t)
cosh(t + x) , (3.7)3
sinh(t) sinh(x)
cosh(t + x) cosh(x) =
1
cosh(x)
− cosh(t)
cosh(t + x) (3.7)4
or equivalently
tanh(x)
cosh(t + x) =
1
sinh(t) cosh(x)
− 1
tanh(t) cosh(t + x) . (3.7)5
With (3.7)4,
[tanh(x)]2
cosh(x + t) =
tanh(x)
sinh(t) cosh(x)
− cosh(t)[sinh(t)]2
1
cosh(x)
+ 1[tanh(t)]2 ×
1
cosh(x + t) . (3.7)6
Since [ d
dt
− d
dx
] 1cosh(x+t) = 0, differentiating (3.7)5, it gives
(−1)n dn
n
tanh(x) =
[
d − d
]n 1 − 1 dn
n
1
. (3.7)7cosh(x + t) dx dt dx sinh(t) cosh(x) cosh(x + t) dt tanh(t)
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+∞∫
−∞
f (x) tanh(x)
cosh(x + t) dx = −
1
tanh(t)
+∞∫
−∞
f (x)
cosh(x + t) dx. (3.7)8
With the notation (1.30),
H1
[
x tanh(x)
]= t
tanh(t)
, H1
[
1
cosh(x)
]
= 2
π
t
sinh(t)
, (3.7)9
H1
[
x tanh(x)
cosh(x)
]
= 1
π
t
sinh(t)
× t
tanh(t)
, . . . . (3.7)10
3.3. The hyperbolic cosine
Theorem 3.6. Let p be a positive integer and denote
Jp =
+∞∫
−∞
xp
cosh(x) cosh(x + t) dx, (3.8)
Kp =
+∞∫
−∞
xp
sinh(x) cosh(x + t) dx. (3.9)
Then
J2p = 2t
sinh(t)
[
F2p(−t) − F2p(t)
t
]
,
J2p+1 = 2t
sinh(t)
[
2F2p+1(0) − [F2p+1(−t) + F2p+1(t)]
t
]
and
K2p = 2
cosh(t)
[
F2p(t) − F2p(−t)
]
,
K2p+1 = 2
cosh(t)
[
−2F2p+1
(
iπ
2
)
+ F2p+1(t) + F2p+1(−t)
]
= 2
cosh(t)
[
(2p + 1)!ζ(2p + 2)
22p+1
+ F2p+1(t) + F2p+1(−t)
]
.
In particular J0 = 2tsinh(t) , J1 = − t
2
sinh(t) , J2 = 2t3 sinh(t) [t2 + π
2
4 ] and
(i)
+∞∫
x2 + π24
cosh(x) cosh(x + t) dx =
2t
3 sinh(t)
[
t2 + π2],−∞
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cosh(t)
[
t2
2
+ 2F1(0) + ζ(2)2
]
= 1
cosh(t)
[
t2 + π
2
4
]
and
K3 = 2
cosh(t)
[
t4
4
+ 6F1(0)t2 + 3!ζ(4)8 + 2F3(0)
]
= 1
2 cosh(t)
[
t4 + π
2t2
2
+ π
4
16
]
.
Proof.
J2p =
+∞∫
0
y2p
cosh(y) cosh(y + t) dy +
+∞∫
0
y2p
cosh(y) cosh(y − t) dy.
Because of (3.7)2 and since sinh(t) is odd,
J2p = 2
sinh(t)
+∞∫
0
y2p
e2y−2t + 1 −
y2p
e2y+2t + 1 dy =
2
sinh(t)
[
F2p(−t) − F2p(t)
]
,
J2p+1 =
+∞∫
0
y2p+1
cosh(y) cosh(y + t) dy −
+∞∫
0
y2p+1
cosh(y) cosh(y − t) dy
= 2
sinh(t)
[
2
+∞∫
0
y2p+1
e2y + 1 dy −
+∞∫
0
y2p+1
e2y−2t + 1 −
y2p+1
e2y+2t + 1 dy
]
,
K2p+1 =
+∞∫
0
y2p+1
sinh(y) cosh(y + t) dy +
+∞∫
0
y2p+1
sinh(y) cosh(y − t) dy.
With (3.7)1,
K2p+1 = 2
cosh(t)
[
2
+∞∫
0
y2p+1
e2y − 1 dy +
+∞∫
0
y2p+1
e2y+2t + 1 +
y2p+1
e2y−2t + 1 dy
]
.
We proceed in the same way for K2p . 
Corollary 3.7. Let the densities φn(t) be defined by the convolutions (1.5) starting with φ1(t) =
1
π cosh(t) , see (1.12). For p  1, we define
S2p−1(x) = sinh(x)φ2p(x), S2p(x) = cosh(x)φ2p+1(x)
as in (1.18), then Sn(x) are polynomials of degree n in x. The polynomial S2n(x) is an even
function of x and S2n+1(x) is odd. Moreover
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π
+∞∫
−∞
Sn−1(x)
cosh(x) cosh(x + t) dx + Sn(0). (3.10)
Compare with (1.20).
Proof. By recurrence. By definition S0(x) = cosh(x)φ1(x) = 1π . At the next step,
S1(x) = sinh(x)φ2(x) = sinh(x)
+∞∫
−∞
φ1(y − x)φ1(y) dy
= sinh(x)
π2
+∞∫
−∞
1
cosh(y − x) cosh(y) dy =
2
π2
[
F0(−x) − F0(x)
]= 2
π2
x.
We continue,
S2(x) = cosh(x)φ3(x) = cosh(x)
+∞∫
−∞
φ2(y − x)φ1(y) dy
= cosh(x)
π
+∞∫
−∞
S1(y − x)
sinh(y − x) cosh(y) dy =
2 cosh(x)
π3
+∞∫
−∞
y
sinh(y) cosh(y + x) dy
= 2 cosh(x)
π3
K1 = 2 cosh(x)
π3
× 2
cosh(x)
[
−2F1
(
π
2
)
+ F1(x) + F1(−x)
]
= 4
π3
[
x2
2
+ 2
(
F1(0) − F1
(
π
2
))]
= 2
π3
(
x2 + π
2
4
)
.
Similarly,
S2p−1(x) = sinh(x)
+∞∫
−∞
φ2p−1(y − x)φ1(y) dy
= sinh(x)
π
+∞∫
−∞
S2p−2(y)
cosh(y) cosh(y + x) dy = I.
By the recurrence assumption, we know that S2p−2 is an even polynomial, thus with the expres-
sion of J2p in Theorem 3.6, we see that sinh(x) cancels out in I . This gives that S2p−1 is a
polynomial. We proceed similarly for S2p . As for (3.10), if n is odd, it is an immediate conse-
quence of the definition of Sn, see (1.20). If n = 2p is even,
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π
cosh(t)
+∞∫
−∞
φ2p(x)
cosh(x + t) dx =
1
π
cosh(t)
+∞∫
−∞
S2p−1(x)
sinh(x) cosh(x + t) dx
= 1
π
+∞∫
−∞
S2p−1(x)
cosh(x)
× cosh(t)
tanh(x) cosh(x + t) dx
= 1
π
+∞∫
−∞
2S2p−1(x)
sinh(2x)
dx − 1
π
sinh(t)
+∞∫
−∞
S2p−1(x)
cosh(x) cosh(x + t) dx.
This proves (3.10) and the lemma. 
Remark. Let A and C be the linear operators on the vector space of polynomials as in
Definition 3.4, we have S2p+1(t) = 2t × A[S2p(t)] and S2p(t) = C[ 12t × S2p−1(t)]. We can
also obtain φn+k from φn and φk . As example, we calculate φ7(t) from φ1(t) = 1π cosh(t) and
φ6(t) = 4(t2+π2)(t2+4π2)t15π6 sinh(t) ,
φ7(t) =
+∞∫
−∞
4(x2 + π2)(x2 + 4π2)x
15π7 sinh(x) cosh(x + t) dx =
4
15π7
+∞∫
−∞
x5 + 5π2x3 + 4π4x
sinh(x) cosh(x + t) dx.
With K2p+1 in Theorem 3.6, φ7(t) = 815π7 cosh(t) × [C5 + 5π2C3 + 4π4C1] where Cj =
−2Fj ( iπ2 ) + Fj (t) + Fj (−t) and j = 1,3,5. The polynomials Fj (t) + Fj (−t) are given in
Theorem 3.3, adding,
C5 + 5π2C3 + 4π4C1
= t
6
6
+ 10F1(0)t4 + 20F3(0)t2 + 5π2
(
t4
4
+ 6F1(0)t2
)
+ 4π4 t
2
2
+ constant
= t
6
6
+ 5π
2
24
t4 + 7π
4
6 × 16 t
2 + 5π2
(
t4
4
+ π
2
8
t2
)
+ 4π4 t
2
2
+ constant
where we replaced Fj (0) by its value. To obtain the coefficient of the term of degree zero in these
polynomials, we calculate the integral φ2n+1(0).
Corollary 3.8. Let Sn(t) be the polynomials of Corollary 3.7, see (1.18), then
d
dt
Sn(t) = (−1)
n−1
π
+∞∫
−∞
Sn−1(x)
[cosh(x + t)]2 dx. (3.11)
Proof. We just have to differentiate (3.10). Below, we give a direct proof. We verify the identity
for n = 1, n = 2, n = 3, then for arbitrary n, for example for even integers, by construction
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π
+∞∫
−∞
S2n−1(x)
sinh(x) cosh(x + t) dx,
we have
D = d
dt
S2n(t) = sinh(t) 1
π
+∞∫
−∞
S2n−1(x)
sinh(x) cosh(x + t) dx −
cosh(t)
π
+∞∫
−∞
S2n−1(x) sinh(x + t)
sinh(x)[cosh(x + t)]2 dx.
Since sinh(t) cosh(x + t) − sinh(x + t) cosh(t) = −sinh(x), we obtain
D = − 1
π
+∞∫
−∞
S2n−1(x)
[cosh(x + t)]2 dx.
This proves the identity for S2n. We proceed in the same way for ddt S2n+1(t). 
Theorem 3.9. Let φn(t) be the probability densities in (1.17), then
(i) lim
n→+∞
d
dt
log
(
φ2n(t)
)= 0,
(ii) lim
n→+∞
d
dt
log
(
φ2n+1(t)
)= 0.
Proof. From (1.17),
log
(
φ2n(x)
)= log( x
sinh(x)
)
+
n−1∑
j=1
log
(
x2 + j2π2)+ constant,
thus x d
dx
log(φ2n(x)) = (1 − xtanh(x) ) +
∑n−1
j=1 2(
x
π
)2 1
(x/π)2+j2 . We deduce (i) from the con-
vergence of (1.26) where we put a = π . For (ii), we replace (1.26) by the Fourier expansion
of a → sinh(ax) for |a| π2 and we proceed in the same way,
sinh(ax) = 4 cosh(
πx
2 )
πx
[
sin(a) − x
2
x2 + 9 sin(3a) + · · ·
+ (−1)n x
2
x2 + (2n + 1)2 sin
(
(2n + 1)a)+ · · ·]. 
Lemma 3.10. See (1.25). For n 1,
φn−1(t) = 12
[
φn
(
t + iπ
2
)
+ φn
(
t − iπ
2
)]
, (3.12)
Sn(t) = 12i
[
Sn+1
(
t + iπ
2
)
− Sn+1
(
t − iπ
2
)]
. (3.13)
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2πφn(t) =
+∞∫
−∞
e−its
[cosh(πs2 )]n
ds,
then
φn
(
t + iπ
2
)
=
+∞∫
−∞
e−itse πs2
2π[cosh(πs2 )]n
ds and φn
(
t − iπ
2
)
=
+∞∫
−∞
e−itse− πs2
2π[cosh(πs2 )]n
ds.
Adding, we obtain (3.12). We deduce (3.13) with (1.18) and cosh(t + iπ2 ) = i sinh(t),
cosh(t − iπ2 ) = −i sinh(t), sinh(t + iπ2 ) = i cosh(t), sinh(t − iπ2 ) = −i cosh(t). 
Remark. More generally as in (1.12), consider the probability density pt (x) = 1πt × 1cosh(x/t) ,
then
∫ +∞
−∞ x
2pt(x) dx = π24 t2 and
(pt ∗ pt)(y) = 1
t
φ2
(
y
t
)
with φ2(y) = 2y
π2 sinh(y)
.
For distinct t1 and t2, if t1t2 is a rational number, we can calculate the convolution pt1 ∗pt2 in terms
of elementary functions and without using the Fourier transform. We consider φm,k = p1/m∗p1/k
where k > m, k, m are positive integers and k
m
is irreducible. If k+m is odd, φm,k(τ ) is expressed
only with hyperbolic functions, but if k + m is even, the expression of φm,k(τ ) contains also the
term kτsinh(kτ) . For example, φ1,3(τ ) =
∫ +∞
−∞
3
π2 cosh(x) cosh(3x+3τ) dx is given by
φ1,3(τ ) = − 6τ
π2 sinh(3τ)
+ 8
√
3
3π
× cosh(τ )
2 cosh(2τ) + 1 (3.14)
or equivalently φ1,3(τ ) = − 6τπ2 sinh(3τ) + 4
√
3
3π × sinh(2τ)sinh(3τ) . But we have
φ1,2(τ ) =
+∞∫
−∞
2
π2 cosh(2x) cosh(x + τ) dx = −
2
π cosh(2τ)
[
1 − √2 cosh(τ )]. (3.15)
We obtain (3.15) as follows, cosh(2τ) + cosh(2x) = 2 cosh(x + τ) cosh(x − τ), we put I =∫ +∞
−∞
cosh(2τ)
cosh(2x) cosh(x+τ) dx, then
I = 2
+∞∫
cosh(x − τ)
cosh(2x)
dx −
+∞∫ 1
cosh(x + τ) dx.
−∞ −∞
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I = 2 cosh(τ )
+∞∫
−∞
cosh(x)
cosh(2x)
dx − π = 4 cosh(τ )
+∞∫
0
1
1 + v2 dv − π.
3.4. The square of the hyperbolic cosine
When the initial density is the square of the hyperbolic cosine as in (1.13), the densities
(1.52)–(1.53) are obtained by the convolution (1.5). They are related to integrals that reduce also
to polynomials. This is explained in the next lemma.
Lemma 3.11. If
G0(t) =
+∞∫
0
[
1
(e2y+2t + 1)2 −
et
sinh(t)
× 1
e2y+2t + 1
]
dy, (3.16)
then
G0(t) = −12
[
1
1 + e2t +
1
tanh(t)
log
(
1 + e−2t)]
and G0(t) + G0(−t) = ttanh(t) − 12 . For p integer, p  1, we put
Gp(t) =
+∞∫
0
[
yp
(e2y+2t + 1)2 −
et
sinh(t)
× y
p
e2y+2t + 1
]
dy, (3.17)
then
Gp(t) = −p2 Fp−1(t) −
Fp(t)
tanh(t)
, (3.18)
d
dt
Gp(t) = −pGp−1(t) + 1[sinh(t)]2 Fp(t) (3.19)
and
Gp(t) + (−1)pGp(−t) = −12p
[
Fp−1(t) + (−1)pFp−1(−t)
]
− 1
tanh(t)
[
Fp(t) + (−1)p+1Fp(−t)
]
.
Proof.
G0(t) =
+∞∫ [
e−4y−4t
(1 + e−2y−2t )2 −
et
sinh(t)
× e
−2y−2t
(1 + e−2y−2t )
]
dy.0
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G0(t) = 12
e−2t∫
0
[
v
(1 + v)2 −
et
sinh(t)
× 1
1 + v
]
dv
= 1
2
[
log
(
1 + e−2t)+ 1
1 + e−2t − 1 −
et
sinh(t)
log
(
1 + e−2t)].
We deduce G0(t) + G0(−t). Integrating by parts,
Gp(t) = −12pFp−1(t) + Fp(t) −
et
sinh(t)
Fp(t).
By differentiating with respect to t and integrating in y, we obtain (3.19). We have
lim
t→0
[
Gp(t) + Gp(−t)
]= +∞∫
0
2ype2y
(e2y + 1)2 dy = pFp−1(0) if p  1. 
Theorem 3.12. Let p be a positive integer, we denote
Lp =
+∞∫
−∞
xp
[cosh(x)]2[cosh(x + t)]2 dx =
4
[sinh(t)]2 × Ap. (3.20)
Assume that p is even, then
Ap =
(
1 − t
tanh(t)
)
× Dp(t) + 12
(
Dp(0) + tD′p(t) − Dp(t)
) (3.21)
and Dp(t) = Fp(t)−Fp(−t)t is an even polynomial in t of degree p. When p = 0,
1
4
L0 = 1[sinh(t)]2
(
t
tanh(t)
− 1
)
is a density of probability. (3.22)
The moments of the measure μ = 14L0 dt are given by the coefficients in
π2t2
4[sinh(πt2 )]2
=
∑
p0
(−1)p
+∞∫
−∞
x2p
[sinh(x)]2
(
x
tanh(x)
− 1
)
dx
t2p
(2p)! . (3.23)
If we assume that p is odd, then
Ap = −p2
[
Fp−1(t) − Fp−1(−t)
]− [Fp(t) + Fp(−t) − 2Fp(0)]
tanh(t)
. (3.24)
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φ(t) =
+∞∫
0
yp dy
cosh2(y) cosh2(y + t)
= 4
sinh2(t)
+∞∫
0
[
yp
(e2y + 1)2 +
e−t
sinh(t)
× y
p
e2y + 1
]
dy + 4
sinh2(t)
Gp(t).
Since
∫ +∞
0
yp
(e2y+1)2 dy = Fp(0) − p2 Fp−1(0), we have
φ(t) = 4
sinh2(t)
[
Fp(0)
tanh(t)
− p
2
Fp−1(0) + Gp(t)
]
.
Since p is even, φ(t) + φ(−t) = 4
sinh2(t) × Ap with
Ap = −pFp−1(0) + Gp(t) + Gp(−t),
Ap = −pFp−1(0) − p2
(
Fp−1(t) + Fp−1(−t)
)− 1
tanh(t)
(
Fp(t) − Fp(−t)
)
= −pFp−1(0) − p2
(
Fp−1(t) + Fp−1(−t)
)− t
tanh(t)
× Fp(t) − Fp(−t)
t
=
(
1 − t
tanh(t)
)
× Fp(t) − Fp(−t)
t
+ B
and
B = −Fp(t) − Fp(−t)
t
− pFp−1(0) − p2
(
Fp−1(t) + Fp−1(−t)
)
.
Remark that Ap and B are of order t2 when t → 0. In fact
B = −Fp(t) − Fp(−t)
t
− pFp−1(0) + 12
d
dt
(
Fp(t) − Fp(−t)
)
.
Let Dp(t) = Fp(t)−Fp(−t)t , then Dp(t) is even in t and
B = −Dp(t) + 12Dp(0) +
1
2
d
dt
(
tDp(t)
)= 1
2
[
Dp(0) + tD′p(t) − Dp(t)
]
.
To prove that μ = 14L0 dt is a probability measure, we remark that
d
dτ
[
− τ[tanh(τ )]2 +
1
tanh(τ )
+ τ
]
= 2[sinh(τ )]2
[
τ
tanh(τ )
− 1
]
. (3.25)
When τ → +∞, then − τ 2 + 1 + τ → 1 and when τ → 0, it goes to 0. Thus[tanh(τ )] tanh(τ )
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0
1
[sinh(τ )]2
[
τ
tanh(τ )
− 1
]
dx = 1
2
. (3.26)
If p is odd, then Lp = φ(t) − φ(−t). Since we know φ(t) in function of Gp(t), we apply
Lemma 3.11. Finally (3.23) is a consequence of (1.9). 
We prove the following theorem independently from Lemma 3.11 and Theorem 3.12.
Theorem 3.13. Let ψ1(x) = 12[cosh(x)]2 and ψn(x) be the probability densities defined by (1.5),
then
ψ1(t) = 12
d
dt
(
tanh(t)
)
, ψ2(t) = d
2
dt2
(
t
2 tanh(t)
)
,
ψ3(t) = 14
d3
dt3
[(
t2 + π
2
4
)
tanh(t)
]
, ψ4(t) = 112
d4
dt4
(π2 + t2)t
tanh(t)
,
ψ5(t) = 148
d5
dt5
[(
t2 + π
2
4
)(
t2 + 9π
2
4
)
tanh(t)
]
,
ψ2n(t) = 1
(2n − 1)!2
d2n
dt2n
[
Q2n−1(t)
tanh(t)
]
, (3.27)
ψ2n+1(t) = 1
(2n)!2
d2n+1
dt2n+1
[
Q2n(t) tanh(t)
]
. (3.28)
Proof. Since the calculation is not so difficult (compare with [21, p. 300]), we calculate first
ψ1, . . . ,ψ5 directly. Then we shall deduce the general expressions (3.27)–(3.28) by recurrence.
The expression for ψ1(x) as a derivative is immediate. With (1.5), integrating by parts and finally
using
(i) d
dx
1
[cosh(x + t)]2 =
d
dt
1
[cosh(x + t)]2 ,
we have
(ii) ψ2(t) = 14
+∞∫
−∞
d
dx
(
tanh(x)
)× 1[cosh(x + t)]2 dx
= −1
4
d
dt
+∞∫
−∞
tanh(x) × 1[cosh(x + t)]2 dx.
With (3.7)5 and then Corollary 3.7 or (1.17),
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d
dt
(
1
sinh(t)
+∞∫
−∞
1
cosh(x + t)
[
1
cosh(x)
− cosh(t)
cosh(x + t)
]
dx
)
= 1
4
d
dt
[
− 1
sinh(t)
× 2t
sinh(t)
+ 2
tanh(t)
]
= 1
2
d2
dt2
[
t
tanh(t)
]
.
In the same way, integrating by parts twice and with (i) as above,
ψ3(t) = 14
d2
dt2
( +∞∫
−∞
x
tanh(x)
× 1[cosh(x + t)]2 dx
)
.
With (3.7)3,
(iv) ψ3(t) = 14
d2
dt2
(
1
cosh(t)
+∞∫
−∞
x
sinh(x) cosh(x + t) − sinh(t)
x
[cosh(x + t)]2 dx
)
.
Taking φ1(x) = 1π cosh(x) and φ2(x) = 2xπ2 sinh(x) , we deduce from (1.17) or Corollary 3.7,
(v)
+∞∫
−∞
x dx
sinh(x) cosh(x + t) =
π3
2
φ3(t)
and φ3(t) is given in (1.17). From (1.17) and
(vi)
+∞∫
−∞
x
[cosh(x + t)]2 dx = −2t,
we obtain ψ3(t) = 14 d
3
dt3
(tanh(t) × (t2 + π24 )). At the next step, integrating by parts three times
and with (i),
ψ4(t) = −18
d3
dt3
( +∞∫
−∞
tanh(x)
[cosh(x + t)]2 ×
(
x2 + π
2
4
)
dx
)
.
We use (3.7)5, as in (ii)–(iii),
ψ4(t) = −18
d3
dt3
(
1
sinh(t)
+∞∫
−∞
x2 + π24
cosh(x + t)
[
1
cosh(x)
− cosh(t)
cosh(x + t)
]
dx
)
.
We calculate the integral with Theorem 3.6, since
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+∞∫
−∞
x2 + π24
[cosh(x + t)]2 dx = 2
(
t2 + 4F1(0)
)+ π2
4
× 2 = 2
(
t2 + π
2
3
)
,
we have
1
sinh(t)
+∞∫
−∞
x2 + π24
cosh(x + t)
[
1
cosh(x)
− cosh(t)
cosh(x + t)
]
dx
= 1[sinh(t)]2 ×
2t
3
[
t2 + π2]− 1
tanh(t)
+∞∫
−∞
x2 + π24
[cosh(x + t)]2 dx
= −2
3
d
dt
[
t (t2 + π2)
tanh(t)
]
.
This gives ψ4(t). In the same way, we integrate by parts four times and use (i), and then we
proceed as in (iv),
ψ5(t) = 124
+∞∫
−∞
d4
dx4
(π2 + x2)x
tanh(x)
× 1[cosh(x + t)]2 dx
= 1
24
d4
dt4
+∞∫
−∞
(π2 + x2)x
tanh(x)
× 1[cosh(x + t)]2 dx
= 1
24
d4
dt4
(
1
cosh(t)
+∞∫
−∞
x(π2 + x2)
sinh(x) cosh(x + t) − sinh(t)
x(π2 + x2)
[cosh(x + t)]2 dx
)
.
We shall prove that
1
cosh(t)
+∞∫
−∞
x(π2 + x2)
sinh(x) cosh(x + t) − sinh(t)
x(π2 + x2)
[cosh(x + t)]2 dx
= 1
2
d
dt
[(
t2 + π
2
4
)(
t2 + 9π
2
4
)
tanh(t)
]
.
This comes from
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−∞
x(π2 + x2)
sinh(x) cosh(x + t) dx = π
2K1 + K3
= π
2
cosh(t)
(
t2 + π
2
4
)
+ 1
2 cosh(t)
[
t4 + π
2t2
2
+ π
4
16
]
= 1
2 cosh(t)
[
t4 + 5π
2t2
2
+ 9π
2
16
]
and
∫ +∞
−∞
x3
[cosh(x+t)]2 dx = − t (π
2+4t2)
2 ,
∫ +∞
−∞
x
[cosh(x+t)]2 dx = −2t ,
(viii)
+∞∫
−∞
x(π2 + x2)
[cosh(x + t)]2 dx = −
t (5π2 + 4t2)
2
.
For arbitrary n, assume that ψ2n(t) = 1(2n−1)!2 × d
2n
dt2n
[Q2n−1(t)tanh(t) ]. Integrating by parts 2n times and
with (i), we take 2n times the derivative with respect to t . Then with (3.7)3, we have
ψ2n+1(t) = 1
(2n − 1)!2 ×
d2n
dt2n
+∞∫
−∞
Q2n−1(x)
2 tanh(x)[cosh(x + t)]2 dx = C ×
d2n
dt2n
Λ(t),
Λ(t) = 1
cosh(t)
+∞∫
−∞
S2n−1(x)
sinh(x) cosh(x + t) − sinh(t)
S2n−1(x)
[cosh(x + t)]2 dx.
C is a constant determined by (1.23). With (1.19), we see that
Λ(t) = π[cosh(t)]2 S2n(t) − tanh(t)
+∞∫
−∞
S2n−1(x)
[cosh(x + t)]2 dx
and by (1.21), Λ(t) = π d
dt
[S2n tanh(t)]. The polynomials Sn(t) differ from the unitary polyno-
mials Qn(t) by the multiplicative constant factor (1.23). We proceed similarly for ψ2n+2(t). 
Corollary 3.14. Let φn(t) be the probability densities (1.17). Let ψ1(x) = 12[cosh(x)]2 and we
denote ψn(x) the probability densities defined by (1.5) as in Theorem 3.13, then
ψn(t) =
(
π
2
)n
dn
dtn
[
φn(t)e
t
] ∀n 1. (3.29)
Proof.
ψ1(t) = π d
[
φ1(t)e
t
]= 1 d [ et ]= −1 d [ e−t ].2 dt 2 dt cosh(t) 2 dt cosh(t)
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Hn(t) =
(
π
2
)n
dn
dtn
[
φn(t)e
t
]= 1
(n − 1)!
dn
dtn
[
Qn−1(t)
1 − (−1)ne−2t
]
.
With (1.18), (3.27)–(3.28), we obtain
ψn(t) =
(
π
2
)n
dn
dtn
[
φn(t)
et + (−1)ne−t
2
]
. (3.30)
Since φn(t) is an even function, it gives ψn(t) = 12 [Hn(t)+Hn(−t)]. From H1(t) = ddt 11+e−2t =
2e−2t
(1+e−2t )2 = H1(−t). We find Hn(t) = Hn(−t) for all n. This proves (3.29). We could also have
given a direct proof of (3.29) by taking the convolutions with ψ1 written in the form (3.29), inte-
grating by parts, replacing d
dx
by d
dt
when possible and using d
dx
(φ1(x)ex) = − ddx (φ1(x)e−x). In
this way, φ1(x)e−x ×φn(x + t)ex+t = etφ1(x)×φn(x + t) and the polynomials Sn(t) disappear
from the proof. 
Remark. The densities pt (x) = t2[cosh(tx)]2 satisfy
∫ +∞
−∞ x
2pt (x) dx = π212t2 . Similarly to (3.15),
and using 2 sinh(x + t) cosh(x − t) = sinh(2x) + sinh(2t), we obtain (with t = 1 and t = 2) the
new probability density
1
2
+∞∫
−∞
1
[cosh(2x)]2[cosh(x + t)]2 dx
= 1
2
d
dt
+∞∫
−∞
tanh(x + t)
[cosh(2x)]2 dx
= d
dt
[
tanh(2t)
2
− 1
2 cosh(2τ)
+∞∫
−∞
sinh(x + τ)
cosh(2x) cosh(x + t) dx
]
= d
2
dt2
[
t tanh(2t)
2
− π
8 cosh(2τ)
]
(3.31)
since
+∞∫
−∞
sinh(x + t)
cosh(2x) cosh(x + t) dx =
π
2
tanh(2t) − 2t
cosh(2t)
. (3.32)
4. Random walks with hyperbolic densities
4.1. Convolution of a power of the hyperbolic cosine
We take successive convolutions of densities cp[cosh(x)]p where p  1 is an integer and cp is the
appropriate constant to have mass one. Our approach is based on the next lemma.
2128 H. Airault / Journal of Functional Analysis 255 (2008) 2099–2145Lemma 4.1. Let p be a fixed positive integer such that p  2. Let u(x) be an infinitely dif-
ferentiable function of x such that u(x) → 0 as well as all its derivatives, when x → +∞ or
x → −∞. Then it holds
+∞∫
−∞
u(x + t)
[cosh(x)]p+1 dx =
p − 1
p
[
I − 1
(p − 1)2
d2
dt2
] +∞∫
−∞
u(x + t)
[cosh(x)]p−1 dx, (4.1)
where I is the identity operator. In particular
+∞∫
−∞
dx
[cosh(x)]p+1 =
p − 1
p
+∞∫
−∞
dx
[cosh(x)]p−1 and cp+1 =
p
p − 1cp−1, (4.2)
c2 = 12 , c4 = 34 , . . . .
Proof. Since [cosh(x)]2 − [sinh(x)]2 = 1, we deduce
(i)
+∞∫
−∞
u(x + t)
[cosh(x)]p+1 dx =
+∞∫
−∞
u(x + t)
[cosh(x)]p−1 dx −
+∞∫
−∞
u(x + t)[sinh(x)]2
[cosh(x)]p+1 dx.
Making two integration by parts and as in (i) in the proof of Theorem 3.13, we obtain (4.1).
Remark that from (4.2), we obtain
+∞∫
−∞
1
[cosh(x)]2k dx =
4k−1[(k − 1)!]2
(2k − 1)! × 2 and
+∞∫
−∞
1
[cosh(x)]2k+1 dx =
(2k)!π
4k[k!]2 .  (4.3)
Theorem 4.2. Let p be an integer p  2. Consider the probability densities α1(t) = cp−1[cosh(t)]p−1
and β1(t) = cp+1[cosh(t)]p+1 , where cp are the appropriate constants to have total mass equal to one.
Let αn = α1 ∗α1 ∗ · · · ∗α1 and βn = β1 ∗β1 ∗ · · · ∗β1 be the two densities of probability obtained
after n convolutions (1.5), we have
βn(t) =
[
I − 1
(p − 1)2
d2
dt2
]n
αn(t) ∀n 1. (4.4)
Proof. When n = 1, then 1[cosh(t)]p+1 = p−1p [I − d
2
dt2
] 1[cosh(t)]p−1 is the same as (4.4). For n > 1,
we proceed by recurrence. We consider below the examples p = 2 and p = 3. 
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as in (1.5), the sequence of densities (λn(t)). As in (1.17), let φ1(t) = 1π cosh(x) and φn(t) the
corresponding sequence obtained with (1.5). Then
λn(t) =
[
I − d
2
dt2
]n
φn(t) for n 1. (4.5)
Proof. We verify that λ1(t) is a probability density,
∫ +∞
−∞
dx
[cosh(x)]3 dx = π2 since
+∞∫
−∞
dx
[cosh(x)]3 dx =
+∞∫
−∞
dx
cosh(x)
dx − 2
+∞∫
0
[sinh(x)]2
[cosh(x)]3 dx = π −
π
2
,
where we integrate by parts the last integral. Next it is easy to verify (4.5) for λ1 and φ1, it gives
φ1(t) − φ′′1 (t) = λ1(t). (4.6)
Now consider λ2(t) = 4π2
∫ +∞
−∞
dx
[cosh(x)]3[cosh(x+t)]3 and φ2(t) as in (1.17). By Lemma 4.1,
+∞∫
−∞
dx
[cosh(x)]3[cosh(x + t)]3 =
1
2
[
I − d
2
dt2
] +∞∫
−∞
dx
cosh(x)[cosh(x + t)]3 .
We deduce λ2(t) = [I − d2dt2 ]2φ2(t) from
+∞∫
−∞
dx
cosh(x)[cosh(x + t)]3 =
+∞∫
−∞
dx
[cosh(x)]3 cosh(x + t)
= 1
2
[
I − d
2
dt2
] +∞∫
−∞
dx
cosh(x) cosh(x + t) .
In the same way, λn(t) = 2π
∫ +∞
−∞
λn−1(x+t)
[cosh(x)]3 dx, we use Lemma 4.1, etc. 
Corollary 4.4 (The fourth power of the hyperbolic cosine). Let ψn(t) be the sequence of prob-
ability densities obtained by convolution (1.5) from ψ1(t) = 12[cosh(t)]2 as in (1.51)–(1.53) and
let δn(t) be the sequence of densities obtained by (1.5) from the probability density δ1(t) =
3
4[cosh(t)]4 , then
δn(t) =
[
I − 1
4
d2
dt2
]n
ψn(t). (4.7)
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Consider the probability densities φ1(t) = 1π cosh(t) and ψ1(t) = 12[cosh(t)]2 and the sequences
(φn) and (ψn) as in (1.17) and (1.52)–(1.53), φn = φ1 ∗ φ1 ∗ · · · ∗ φ1 (n times) and ψn = ψ1 ∗
ψ1 ∗ · · · ∗ψ1 (n times). In this section, we calculate ψ1 ∗ φn and ψn ∗ φ1. We need the following
three preliminary lemmas.
Lemma 4.5. ψ1 ∗ φ1 = φ1 ∗ ψ1 and
(ψ1 ∗ φ1)(t) = 12π
+∞∫
−∞
dx
[cosh(x)]2 cosh(x + t) =
1
4[cosh( t2 )]2
. (4.8)
Thus (φ1 ∗ ψ1)(t) dt = ψ1( t2 ) dt2 .
Proof.
(ψ1 ∗ φ1)(t) = 12
d
dt
[
tanh
(
t
2
)]
= 1
2
d
dt
[
1
tanh(t)
− 1
sinh(t)
]
. 
Lemma 4.6.
1
n
+∞∫
−∞
xφn(x)φ1(x − t) dx = 1
n + 1 tφn+1(t). (4.9)
Proof. By Fourier transform. 
Lemma 4.7. We put Rn(t) =
∫ +∞
−∞
Qn(x)
cosh(x+t) dx. Then Rn(t) is a polynomial. We have
R2(t) = 14π
+∞∫
−∞
4x2 + π2
cosh(x + t) dx = t
2 + π
2
2
, (4.10)1
R3(t) = 1
π
+∞∫
−∞
x(x2 + π2)
cosh(x + t) dx = −t
(
t2 + 7π
2
4
)
. (4.10)2
Proof. It is immediate that Rn(t) is a polynomial. As in (1.15), to calculate Rn(t), we need the
expansion
eux × 1
cosh(u)
= 1 + ux + u
2
2!
(
x2 − 1)+ u3
3!
(
x3 − 3x)+ u4
4!
(
x2 − 1)(x2 − 5)
+ u
5
5! x
(
x2 − 5)2 + u6
6!
(
x2 − 1)(x4 − 14x2 + 61)+ · · ·
=
∑
n0
γn(x)
un
n! . (4.11)
The sequence γn(x) is given by d γn+1(x) = (n + 1)γn(x). dx
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(ψ1 ∗ φ2)(t) = 12
d
dt
[
tanh(t) − 2t
π cosh(t)
]
,
(ψ1 ∗ φ2n)(t) = 12
d
dt
[
tanh(t) + 1
cosh(t)
+∞∫
−∞
S2n−1(x)
cosh(x + t) dx
]
, (4.12)1
(ψ1 ∗ φ2n+1)(t) = 12
d
dt
[
1
tanh(t)
− 1
sinh(t)
+∞∫
−∞
S2n(x)
cosh(x + t) dx
]
(4.12)2
and for n = 1, n = 2, (ψ1 ∗ φn+1)(t) = (ψ1 ∗ φn−1)(t) − 1n ddt (tφn(t)).
Proof. By (1.18), (ψ1 ∗ φ2n)(t) = 12 ddt
∫ +∞
−∞
sinh(x+t)S2n−1(x)
cosh(x+t) sinh(x) dx. We develop sinh(x + t) and we
use (3.7)3 and [cosh(t)]2 − [sinh(t)]2 = 1 with
(ψ1 ∗ φ2n)(t) = 12
d
dt
[
cosh(t)
+∞∫
−∞
S2n−1(x)
cosh(x + t) dx + sinh(t)
+∞∫
−∞
S2n−1(x)
cosh(x + t) tanh(x) dx
]
.
This gives (4.12). Then as in J1,
∫ +∞
−∞
xdx
cosh(x) cosh(x+t) = − t
2
sinh(t) , we obtain
(ψ1 ∗ φ3)(t) = 12
d
dt
[
1
tanh(t)
− π
2 + 2t2
π2 sinh(t)
]
= (ψ1 ∗ φ1)(t) − d
dt
(
t2
π2 sinh(t)
)
= (ψ1 ∗ φ1)(t) − 12
d
dt
(tφ2). 
Theorem 4.9.
(ψ2n ∗ φ1)(t) = d
2n
dt2n
[
π2n−1
22n cosh(t)
]
− 1
(2n − 1)!2π
d2n
dt2n
[
tanh(t)R2n−1(t)
]
, (4.13)
(ψ2n+1 ∗ φ1)(t) = d
2n+1
dt2n+1
[
π2n
22n+1 sinh(t)
]
− 1
(2n)!2π
d2n
dt2n
[
R2n(t)
tanh(t)
]
. (4.14)
Proof.
+∞∫
−∞
Q2n−1(x)
sinh(x)
dx = (2n − 1)!π
2n
22n−1
and
+∞∫
−∞
Q2n(x)
cosh(x)
dx = (2n)!π
2n+1
22n
(since ∫ +∞ φn(x) dx = 1), see (1.23). We deduce (4.13)–(4.14) from−∞
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(2n − 1)!2
d2n
dt2n
[ +∞∫
−∞
Q2n−1(x)
π tanh(x) cosh(x + t) dx
]
,
ψ2n+1 ∗ φ1 = 1
(2n)!2
d2n+1
dt2n+1
[ +∞∫
−∞
Q2n(x) tanh(x)
π cosh(x + t) dx
]
. 
Remark. It would be interesting to study similar results for other probability densities, for ex-
ample when we take in (1.5) the exponential density φ1(x) = 12 exp(−|x|) as initial density.
With (1.5), it gives φ2(x) = 14 (1 + |x|)e−|x|, . . . . Another interesting case is the triangular den-
sity K(t) = (1 − |t |)1[−1,1](t) which permits the Beurling–Ahlfors extension in [5, p. 959], then
see [5, p. 960], its Fourier transform is K̂(ξ) = sin2(ξ/2)
(ξ/2)2 : If we consider the uniform density φ1(t)
on the interval [− a2 , a2 ], that is
φ1(t) = 1
a
1[−a/2,a/2](t) (4.15)
it is well known that φ1 ∗φ1 = φ2 is the triangular density on the interval [−a, a]. With (1.5), we
have φ2(t) = 1a (1− |t |a )×1|t |a , all functions φn = φ1 ∗φ1 ∗ · · · ∗φ1, n times, are even functions
of t , we have obtained φ3(t) = 1a [ 34 − t
2
a2
] for 0  t  a2 , φ3(t) = 1a [ 12a2 (t − a2 )2 + (1 − ta )]
for a2  t 
3a
2 , φ3(t) = 0 for |t |  3a2 and φ4(t) = 1a [ t
3
2a3 − t
2
a2
+ 23 ] for 0  t  a, φ4(t) =
1
a
[− t36a3 + t
2
a2
− 2t
a
+ 43 ] for a  t  2a, φ4(t) = 0 for |t | 2a.
5. Fourier transforms
In [13], the importance of the Meixner polynomials to obtain new probability densities has
been emphasized. Let f (u) and g(u) be two power series such that f (0) = 1 and g(0) = 0,
then the Meixner polynomials in x are the coefficients in the expansion of exg(u)f (u) in powers
of u. In this section, we will show how the calculations of the Fourier transforms of [ 1cosh(x) ]n,
[ xsinh(x) ]n and of xsinh(x) × [ xtanh(x) ]n produce the same kind of polynomials.
5.1. Expansion of eux ut[sinh(u)]t in powers of u. The coefficients
Definition 5.1. We define Atj (x) for any real t as in (1.37) by
eux
ut
[sinh(u)]t =
∞∑
j=0
Atj (x)
uj
j ! , (5.1)
where in Atj , j and t are respectively a lower indice and an upper indice. We have A
t
0(x) = 1,
At2j+1(0) = 0 and At2j (0) = (2j)! × [−tP2j (−t)], see (1.1).
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d
dx
Atj (x) = jAtj−1(x). (5.2)
If j is even, then Atj (x) is an even function of x. If j is odd, then Atj (x) is an odd function in x,
Atj (x) = Atj (0) + jAtj−1(0)x +
j (j − 1)
2! A
t
j−2(0)x
2 + · · · =
j∑
k=0
C
j
kAj−k(0)x
k.
Proof. The derivative with respect to x in (5.1) gives (5.2). 
Remark. The Atj (x) are related to the Bernoulli polynomials as follows. The Bernoulli poly-
nomials Bj (x) are given by ue
ux
eu−1 =
∑∞
j=0 u
j
j ! Bj (x) and Bj = Bj (0) are the Bernoulli numbers,
B0 = 1, . . . . We have Bj (x) =∑jn=0 CjnBj−nxn. For any t 	= 0, we define Btj (x) by
ut
(eu − 1)t e
ux =
∞∑
j=0
uj
j ! B
t
j (x) (5.3)
∀t 	= 0, Atj (x) = 2jBtj ( x+t2 ).
The following general lemma applies to Btj (x) and A
t
j (x).
Lemma 5.3. Let B0,B1, . . . ,Bn, . . . , be a sequence of numbers. We define the polynomi-
als Bj (x) = ∑jn=0 CjnBj−nxn. Then Bj (0) = Bj and (Bj (x))j0 satisfy dkdxk Bj+k(x) =
(j+k)!
j ! Bj (x) for positive integers j , k. Moreover Bj (x + h) =
∑j
n=0 C
j
nBj−n(h)xn.
We have now a property which is a feature of the Atj (x), see (1.37)–(1.38).
Theorem 5.4 (Main). A21(x) = x, A43(x) = x(x2 − 4), A65(x) = x(x2 − 4)(x2 − 16), A87(x) =
x(x2 − 4)(x2 − 16)(x2 − 36), . . . and A32(x) = x2 − 1, A54(x) = (x2 − 1)(x2 − 9), A76(x) =
(x2 − 1)(x2 − 9)(x2 − 25), . . . . We have
A2n2n−1(2k) = 0 and A2n+12n (2k + 1) = 0 for 0 k  n − 1. (5.4)
Proof. Ann−1(x) is the coefficient of
1
u
in the expansion of eux[sinh(u)]n . First we consider A
2n
2n−1 and
taking x = 2k, we prove that the expansion in powers of u of
Ik = e
2ku
2n =
22ne2kue−2nu
−2u 2n has no term in
1
when 0 k  n − 1.[sinh(u)] (1 − e ) u
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In−1 = 2
2ne−2u
(1 − e−2u)2n =
d
du
22n
2(2n − 1)(1 − e−2u)2n−1
and a function which is the derivative of series of powers of u cannot have a term in 1
u
. If k = 0,
it is also immediate since 1[sinh(u)]2 is an even function in u. We put k = n− j with 1 j  n−1.
Then
−2 (e
−2u)j−1
(1 − e−2u)2n × e
−2u = Y
j−1
(1 − Y)2n
d
du
Y where Y = e−u.
Since j  1, we develop Y j−1 in powers of (1 − Y) and we have again the derivative of series in
powers of u, thus it does not contain a term in 1
u
. In the same way, we prove that the expansion
in powers of u of
Lk = e
(2k+1)u
[sinh(u)]2n+1 =
22n+1e(2k+1)ue−(2n+1)u
(1 − e−2u)2n+1
has no term in 1
u
when 0  k  n − 1. We have Ln−1 = constant × ddu 1(1−e−2u)2n+1 , Ln−2 =
constant × Y
(1−Y)2n+1
d
du
Y with Y = e−u, . . . . We deduce the expression of the polynomials
Ann−1(x) with Lemma 5.2. 
Remark. Given j , one can always find p such that x = 1 (or some other value of x) is a root
of Apj (x). See the explicit form of A
p
j (x) in (1.37). To determine the roots xα of Apj (x), we look
at Apj (x) as a residue in the expansion of powers of u of eux
up
uj+1[sinh(u)]p . Then it is enough to
prove that the function eux up−j−1[sinh(u)]p is the derivative with respect to u of power series in u. For
example, it is easy to prove that if j is odd and j  3, then A1j (x) has always x = 1 as a root:
since utanh(u) is an even function
ueu
sinh(u)
= u + u
tanh(u)
= u +
∑
j2
A12j (1)
u2j
(2j)! . (5.5)
5.2. The Fourier transform of [cosh(u)]−n
Theorem 5.5. For any integer n 1, we have∫
e−isu
[
cosh(u)
]−n
du = (−i)n−1 2π exp(
πs
2 )
1 + (−1)n+1 exp(πs) ×
Ann−1(−is)
(n − 1)! . (5.6)
Proof. Let F(z) = e−isz[cosh(z)]n . We have
cosh(z + iπ) = −cosh(z) and cosh
(
z + iπ
)
= i sinh(z). (5.7)2
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residue at z = π2 of F(z), we put z = iπ2 + u, then
F
(
iπ
2
+ u
)
= (−i)n e
−isu
[sinh(u)]n exp
(
sπ
2
)
(5.8)
and Resn = Res(F (z); z = iπ2 ) = (−i)nAnn−1(−is) exp(πs2 ) × 1(n−1)! . With the residue calculus,
we integrate F(z) over a rectangle z = x + iy, y = 0, −R  x  R, then x = R, 0 y  π, . . .
and we use F(z + iπ) for the integral of F on the upper side of the rectangle. 
Corollary 5.6. Let φn(t) as in (1.17)–(3.15), obtained with n convolutions of φ1(t) = 1π cosh(x) ,
then
φn(t) = (−i)
n−1et
1 + (−1)n−1e2t × A
n
n−1
(
−2it
π
)
× 2
π
× 1
(n − 1)! . (5.9)
Proof. From
∫ +∞
−∞ e
itxφn(t) dt = 1[cosh( πx2 )]n and (1.7). 
5.3. Fourier transform of [ usinh(u) ]n when n is a positive integer
From Section 3, πt2 sinh( πt2 )
= ∫ +∞−∞ eitx 12[cosh(x)]2 dx. For n 1,
1
2n
[
πt
sinh(πt2 )
]n
=
+∞∫
−∞
eitxψn(x) dx, (5.10)
where ψn(x) is given by (1.52)–(1.53). This gives
[
u
sinh(u)
]n
= π
2
+∞∫
−∞
eiuyψn
(
πy
2
)
dy (5.11)
or equivalently
u2k
[sinh(u)]2k =
1
(2k − 1)!2
+∞∫
−∞
exp
(
2iux
π
)
d2k
dx2k
[
Q2k−1(x)
tanh(x)
]
dx, (5.12)
u2k+1
[sinh(u)]2k+1 =
1
(2k)!2
+∞∫
−∞
exp
(
2iux
π
)
d2k+1
dx2k+1
[
Q2k(x) tanh(x)
]
dx. (5.13)
The integrals (5.12)–(5.13) converge at infinity since Qn(x) is a polynomial of degree n and
we take (n + 1) derivatives, thus in the integrand, we multiply by a polynomial only derivatives
of 1tanh(x) and of tanh(x). At x = 0, (5.12) also converges since x = 0 is a root of Q2k−1(x). From(5.11) and (1.7),
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−∞
e−isu
[
u
sinh(u)
]n
du = π2ψn
(
πs
2
)
. (5.14)
We can also obtain the Fourier transform of [ usinh(u) ]n by residue calculus. We give the proof
below to show the importance of the polynomials Ann−1(x).
Theorem 5.7.
+∞∫
−∞
e−isx x
n
[sinh(x)]n dz =
in+1π
(n − 1)!
dn
dsn
[
1 + (−1)n exp(sπ)
1 − (−1)n exp(sπ) × A
n
n−1(−is)
]
. (5.15)
Remark. Since Λn(t) = e2t+(−1)ne2t−(−1)n is equal to tanh(t) if n is odd and to 1tanh(t) if n is even, it
results from (1.41) that (5.14) and (5.15) are equivalent.
Proof of (5.15). Let F(z) = e−isz[sinh(z)]n . The singularities are at z = ikπ , k integer. If z is real and
z 	= 0, then z + iπ 	= iπ and sinh(z + iπ) = −sinh(z). Thus
F(z + iπ) = esπ (−1)nF (z).
On the other hand
+∞∫
−∞
[
v
sinh(v)
]n
e−isv dv = lim
→0
[ −∫
−∞
[
v
sinh(v)
]n
e−isv dv +
+∞∫
+
[
v
sinh(v)
]n
e−isv dv
]
= (i)n lim
→0
dn
dsn
[ −∫
−∞
1
[sinh(v)]n e
−isv dv +
+∞∫
+
1
[sinh(v)]n e
−isv dv
]
.
We integrate F(z) over the contour γ consisting of the rectangle z = x + iy, with horizontal
sides −R  x  R, y = 0 and y = iπ , that we have slightly deformed at z = 0 and at z = iπ by
putting two little half circle bumps of radius  in order to avoid the singularities on the contour
and to leave them outside. Let C(0) and C(iπ) these two little half circles. Then
∫
γ
F (z) dz = 0
or combining the upper horizontal part and the lower horizontal part of γ ,
[
1 − (−1)nesπ ]× [ −∫
−R
1
[sinh(v)]n e
−isv dv +
R∫
+
1
[sinh(v)]n e
−isv dv
]
+
∫
V−R
F (z) dz +
∫
V−R
F (z) dz +
∫
C (0)
F (z) dz +
∫
C (iπ)
F (z) dz = 0,
where we denote V−R and VR the vertical parts of the contour γ . Dividing by [1 − (−1)nesπ ],
taking the derivative dnn on both sides, then making R → +∞,  → 0, we obtainds
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→0
dn
dsn
[ −∫
−∞
F(x)dx +
+∞∫

F (x) dx
]
= iπ d
n
dsn
(res|z=0 F(z)) + (res|z=iπ F (z))
1 − (−1)nesπ
= iπ
(n − 1)!
dn
dsn
Ann−1(−is) + (−1)nesπAnn−1(−is)
1 − (−1)nesπ .
This last identity is heuristic in a way since we have a multiple pole and we use a residue theorem
on half circles. However, it gives
+∞∫
−∞
dn
dsn
F (x)dx = (−i)n
+∞∫
−∞
e−isx x
n
[sinh(x)]n dx
=
⎧⎨⎩−
iπ
(n−1)!
dn
dsn
Ann−1(−is)
tanh( sπ2 )
if n is even,
− iπ
(n−1)!
dn
dsn
[Ann−1(−is) tanh( sπ2 )] if n is odd.

5.4. Fourier transform of πzsinh(πz) × [ πztanh(πz) ]n when n is a positive integer
According to [17], the function πzsinh(πz) exp[ρ
2
2 (1 − πztanh(πz) )] is the characteristic function of
the stochastic area between the Brownian curve and its chord. This motivates the present study.
We shall prove
Theorem 5.8. Let L(z) = exp[ρ22 (1 − ztanh(z) )], then there exists a sequence of differential oper-
ators with polynomial coefficients Pn(x, ddx ) such that
+∞∫
−∞
e−isu u
sinh(u)
L(u)du = lim
n→+∞Pn
(
s,
d
ds
)[
tanh
(
πs
2
)]
. (5.16)
However, most of the following Fourier transforms are found by elementary calculus on hy-
perbolic functions and for Lemma 5.10, with the polynomials Qn of Section 3. We do not know
how to obtain Lemma 5.9 or Lemmas 5.10 and 5.12 with convolutions. Theorem 5.8 is a conse-
quence of these lemmas.
Lemma 5.9.
u
sinh(u)
(
1 − u
tanh(u)
)
= −π
2
+∞∫
−∞
eiuy
d
dy
(
y
2[cosh(πy2 )]2
)
dy, (5.17)
u
sinh(u)
+ u
sinh(u)
(
1 − u
tanh(u)
)
= −π
2
+∞∫
−∞
eiuyyψ ′(y) dy, (5.18)
where ψ ′(y) = d
dy
ψ(y) and ψ(y) = 1 πy 2 . We also have2[cosh( 2 )]
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sinh(u)
× u
tanh(u)
= 1
2
∞∫
−∞
eiuy
d2
dy2
[
y tanh
(
πy
2
)]
dy. (5.19)
Proof. With u = πt2 and x = πy2 , we have usinh(u) = π2
∫ +∞
−∞
eiuy
2[cosh( πy2 )]2
dy and (5.11). Taking
derivatives and integrating by parts in the Fourier integral,
(i) d
n
dun
(
un+1
sinh(u)
)
= (−1)n π
2
+∞∫
−∞
eiuyyn
dn
dyn
1
2[cosh(πy2 )]2
dy,
(ii) d
du
(
u2
sinh(u)
)
= u
sinh(u)
(
1 − u
tanh(u)
)
+ u
sinh(u)
.
Adding the Fourier integrals, it gives (5.17) and (5.18). 
Lemma 5.10. There exists a sequence of polynomials Bn(x) of degree n such that
u
sinh(u)
[
u
tanh(u)
]n
=
+∞∫
−∞
exp
(
2iux
π
)
dn+1
dxn+1
[
Bn(x) tanh(x)
]
dx. (5.20)
If n is even, we have
B2p(x) =
p∑
k=0
(−1)k
22k+1
× π
2kp!
k!(p − k)!(2p − 2k)! × Q2p−2k(x), (5.21)
B2(x) = 14 (x2 − π
2
4 ), B4(x) = 148 (x4 − 7π
2
2 x
2 + 9π416 ), . . . .
In (5.20), tanh(x) is always in the numerator. This was not the case for up[sinh(u)]p , see Theo-
rem 5.7. This will be explained in the proof of Lemma 5.11. See also the next section.
Proof. Consider the case where n is even. From [cosh(z)]2 = 1 + [sinh(z)]2, we have
[cosh(z)]2n = (1 + [sinh(z)]2)n =∑nk=0 Cnk [sinh(z)]2k and
(i) u
sinh(u)
[
u
tanh(u)
]2n
=
n∑
k=0
Cnk u
2k u
2n+1−2k
[sinh(u)]2n+1−2k .
We obtain (5.20) from (5.11) and up exp( 2iux
π
) = πp
(2i)p
dp
dxp
exp( 2iux
π
) after multiplication by up
and integrating by parts in x. When n is odd in (5.20), see (5.19) for n = 1. We also have
u × u = u − u d u
sinh(u) tanh(u) sinh(u) du sinh(u)
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+∞∫
−∞
e
2iux
π
1
2
(
I − x d
dx
)
d
dx
tanh(x) dx.
For n = 2p + 1 with p  1, we use combinatorial analysis as in (5.21). 
Definition 5.11. We define the polynomials Dtj (x) for any real t by
eux
u
sinh(u)
[
u
tanh(u)
]t
=
+∞∑
j=0
Dtj (x)
uj
j ! . (5.22)
Compare with Definition 5.1.
We have
D11(x) = x, D22(x) = x2 + 1, D33(x) = x3 + 5x, D44(x) = x4 + 14x2 + 9,
D55(x) = x5 + 30x3 + 89x, D66(x) = x6 + 55x4 + 439x2 + 225.
Remark that D66(x) factors into D
6
6(x) = (x2 + 9)(x4 + 46x2 + 25),
D77(x) = x7 + 7 × 13x5 + 49 × 31x3 + 3429x,
D88(x) = x8 + 140x6 + 86 × 49x4 + 24940x2 + 9 × 25 × 49,
D1010(x) = x10 + 665x8 + 21378x6 + 463490x4 + 2250621x2 + 81 × 9 × 49 × 25.
We evaluate the Fourier transform of πzsinh(πz) × ( πztanh(πz) )n when n is a positive integer by
residue calculus. This permits to identify the polynomials Bn(x) of Lemma 5.9 with the Dnn(x)
up to renormalization factors.
Lemma 5.12.
+∞∫
−∞
e−isu u
sinh(u)
[
u
tanh(u)
]n
du = π(i)n 1
n!
dn+1
dsn+1
[
Dnn(−is) tanh
(
πs
2
)]
. (5.23)
Proof. Let F(z) = e−isz 1sinh(z) × 1[tanh(z)]n . Since tanh(z + iπ) = tanh(z), we have F(z + iπ) =
−esπF (z). We integrate on the same contour γ as in Theorem 5.7. Then ∫
γ
F (z) dz = 0, com-
bining the upper and the lower sides, and letting R → +∞, it gives
(
1 + esπ )[ −∫
−∞
F(x)dx +
+∞∫

F (x) dx
]
= S,
where S is equal to minus the sum of the integrals on the small bumps. When  → 0,
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→0S = iπ × resz=0
e−isz
sinh(z)[tanh(z)]n + iπ × resz=iπ
e−isz
sinh(z)[tanh(z)]n
= iπ
n!
[
1 − esπ ]× Dnn(−is).
We divide by 1 + esπ and multiply by un+1 which is the same as taking n + 1 derivatives with
respect to s. 
5.5. Fourier transform of [ zsinh(z) ]d × [ ztanh(z) ]n when n and d are strictly positive integers
Consider the d-dimensional Heisenberg group as in [14,15], then the Fourier transform of
the heat kernel is given by [ πzsinh(πz) ]d exp[ρ
2
2 (1 − πztanh(πz) )]. In the next theorem, we see that
according to the parity of the dimension d , the Fourier transform of [ zsinh(z) ]d × [ ztanh(z) ]n has a
slightly different expression.
Definition 5.13. We define the polynomials Ed,tj (x) for any real numbers t and d by
eux
[
u
sinh(u)
]d[
u
tanh(u)
]t
=
+∞∑
j=0
E
d,t
j (x)
uj
j !
= 1 + ux +
(
x2 + 2t − d
3
)
u2
2! +
(
x3 + (2t − d)x)u3
3! + · · · .
(5.24)
Theorem 5.14. Let d and n be positive integers,
+∞∫
−∞
e−isu
[
u
sinh(u)
]d
×
[
u
tanh(u)
]n
du
= iπ(i)n+d 1
(n + d − 1)!
dn+d
dsn+d
[
E
d,n
n+d−1(−is)
1 + (−1)desπ
1 − (−1)desπ
]
, (5.25)
where Ed,nn (x) is defined by (5.24).
Proof. As in Theorem 5.11, let F(z) = e−isz[ 1sinh(z) ]d × 1[tanh(z)]n . tanh(z + iπ) = tanh(z) and
sinh(z+ iπ) = −sinh(z), thus F(z+ iπ) = (−1)desπF (z). With the contour γ of Theorem 5.11,∫
γ
F (z) dz = 0, combining upper and lower sides, it gives (1 − (−1)desπ )[∫ −−∞ F(x)dx +∫ +∞

F (x) dx] = S , where S is equal to minus the sum of the integrals on the small bumps.
Then
lim S = iπ × resz=0 e
−isz
d n
+ iπ × resz=iπ e
−isz
d n
.
→0 [sinh(z)] [tanh(z)] [sinh(z)] [tanh(z)]
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resz=0
e−isz
[sinh(z)]d [tanh(z)]n =
1
(d + n − 1)!E
d,n
d+n−1(−is)
and since sinh(z + iπ) = −sinh(z), we obtain resz=iπ = (−1)desπ resz=0,
lim
→0S =
iπ
(d + n − 1)!
[
1 + (−1)desπ ]× Ed,nd+n−1(−is).
To multiply by un+d is the same as to take n + d derivatives with respect to s. Remark that
1
tanh(z) = tanh(z + iπ), thus the two expressions when d is odd and when d is even are not so
different. 
6. Expansions of [cosh(u)]t , [ usinh(u) ]t , [ utanh(u) ]t
Let y(u) be a solution of y′′(u) − y(u) = 0, then (y′)2 = y2 + C. We put φt (u) = [y(u)]t , it
satisfies
φ′′t (u) − Ct(t − 1)φt−2(u) = t2φt (u), (6.1)
y(u) = sinh(u) and [sinh(u)]t = ut +∑
n1
tP2n(t)u
2n+t if C = 1, (6.2)
y(u) = cosh(u) and [cosh(u)]t = 1 +∑
n1
tM2n(t)u
2n if C = −1. (6.3)
The coefficients P2n(t) and M2n(t) are polynomials of degree n − 1 in t . With [7, p. 349], it is
not too difficult to find
[
cosh(u)
]t = 1 + t u2
2! + t (3t − 2)
u4
4! + t
(
15t2 − 30t + 16)u6
6!
+ t(105t3 − 420t2 + 588t − 272)u8
8!
+ t(945t4 − 6300t3 + 16380t2 − 18960t + 31 × 16 × 16)u10
10! + · · · . (6.4)
In fact we first calculated
[
cosh(u)
]t = · · · + t[1 + 63(t − 1) + 210(t − 1)(t − 2) + 105(t − 1)(t − 2)(t − 3)]u8
8!
+ t[1 + 255(t − 1) + 2205(t − 1)(t − 2) + 35 × 90(t − 1)(t − 2)(t − 3)
+ 45 × 21(t − 1)(t − 2)(t − 3)(t − 4)]u10
10! + · · ·
and then we obtained (6.4). In the same way, with [7, p. 349], we have
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sinh(u)
u
]t
= 1 + A−t2
u2
2! + A
−t
4
u4
4! + · · ·
= · · · + t
[
1
11
+ 23
3
(t − 1) + 31(t − 1)(t − 2) + 70
3
(t − 1)(t − 2)(t − 3)
+ 70
18
(t − 1)(t − 2)(t − 3)(t − 4)
]
u10
10! + · · · .
Replacing t by −t , it gives[
u
sinh(u)
]t
= 1 − t
3
u2
2! +
t (5t + 2)
15
u4
4! −
t (35t2 + 42t + 16)
63
u6
6!
+ t
[
35
27
t3 + 28
9
t2 + 404
135
t + 16
15
]
u8
8!
− t
[
70
18
t4 + 140
9
t3 + 244
9
t2 + 208
9
t + 256
33
]
u10
10! + · · ·
+ (−1)n
(
1
3!
)n
t
[
1
n! t
n−1 + 1
(n − 2)!5 t
n−2 + (21n + 17)
(n − 3)!21 × 50 t
n−3 + · · ·
]
u2n
+ · · · . (6.5)
A small table of these coefficients polynomials in t appears in [21, p. 297]. We also have[
u
tanh(u)
]t
= 1 + 2t
3
u2
2
+
[
4t2
3
− 28
15
t
]
u4
4! +
[
40t3
9
− 56t
2
3
+ 992t
63
]
u6
6!
+
[
560t4
27
− 28 × 56t
3
9
+ 16 × 11 × 319t
2
135
− 127 × 32t
15
]
u8
8!
+
[
35 × 32t5
9
− 490 × 32t
4
9
+ 72608t
3
9
− 128704t
2
9
+ 511 × 512t
33
]
u10
10!
+ · · · . (6.6)
Since
u
sinh(u)
= 1 − 1
3
u2
2! +
7
15
u4
4! −
31
21
u6
6! +
127
15
u8
8! −
2555
33
u10
10! + · · ·
it gives[
u
tanh(u)
]t
× u
sinh(u)
= 1 + 2t − 1
3
u2
2! +
(
4t2
3
− 16t
5
+ 7
15
)
u4
4!
+
(
40t3
9
− 76t
2
3
+ 1874t
63
− 31
21
)
u6
6!
+
(
560t4 − 5824t
3
+ 85544t
2
− 16 × 4273t + 127
)
u827 27 135 135 15 8!
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(
35 × 32t5
9
− 6160t
4
3
+ 6253 × 16t
3
9
− 68344t
2
3
+ 26 × 54709t
99
− 2555
33
)
u10
10! + · · · . (6.7)
In the same way, we have
[
u
sinh(u)
]d
×
[
u
tanh(u)
]t
= 1 + 2t − d
3
u2
2
+
(
4t2
3
− 28t
15
+ d(5d + 2)
15
− 4td
3
)
u4
4!
+ · · · + Λt,dn
u2n
(2n)! + · · ·
and probably these polynomials in two variables have arithmetical properties, for example if
t+d = 2n+1, we see on the first coefficients that Λ2n+1−d,dn is an integer and Λ2+1−d,d1 = 2−d ,
Λ
4+1−d,d
2 = 3(d − 4)(d − 2).
7. More on the coefficients of [sinh(u)]k when k is a positive integer
When k is an integer, we have a simple expression for the coefficients of [sinh(u)]k . For
positive k,
[sinh(u)]2
u2
= 1 +
∑
n1
2!4n
(2n + 2)!u
2n,
[sinh(u)]3
u3
= 1 +
∑
n1
3(9n+1 − 1)
(2n + 3)!4 u
2n,
[
sinh(u)
]4 = u4[1 +∑
n1
4!(42n+1 − 4n)
(2n + 4)!3 u
2n
]
.
Theorem 7.1. Assume that k  0 is an integer, then
[
sinh(u)
]k = uk ∑
n0
k!
(2n + k)!a
k
2nu
2n,
where ak2n is equal to the coefficient of xn
(i) in 1
1 − x .
1
1 − 32x .
1
1 − 52x . · · · .
1
1 − k2x if k is odd;
(ii) in 1
1 − 22x .
1
1 − 42x .
1
1 − 62x . · · · .
1
1 − k2x if k is even.
Whether k is an odd or even integer, ak2n is the same polynomial of degree 3n in k of the form
ak = k(k + 1)(k + 2) · · · (k + 2n)(α1kn−1 + α2kn−2 + · · · + αn) (7.1)2n
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ak2n − ak−22n = k2ak2n−2. (7.2)
We have ak0 = 1, ak2 = k(k+1)(k+2)6 ,
ak4 = k(k + 1)(k + 2)(k + 3)(k + 4)
(5k − 2)
4!15 , (7.3)
ak6 = k(k + 1)(k + 2)(k + 3)(k + 4)(k + 5)(k + 6)
(35k2 − 42k + 16)
6!63 , . . . . (7.4)
Proof. Compare (7.3) and (7.4) with the fourth and fifth coefficients in (6.5). Let φk(u) =
[sinh(u)]k as in (6.1). Identifying the coefficients in (6.1), we find (7.2). It is immediate that
ak0 = 1 and it is easy to find ak2 . We verify that ak4 and ak6 given by (7.3) and (7.4) are solutions
of (7.2). Then we look for the solution of (7.2) in the form (7.1). To identify ak2n with the coeffi-
cients of (i) or (ii) according to the parity of k, we can write the coefficient of xn in (i) and (iii)
as residue using a line integral. Assume that k is odd, let bk2n be the coefficient of x
n in (i), we
have
bk2n =
1
2iπ
∫
γ
1
xn+1(1 − x)(1 − 32x)(1 − 52x) · · · (1 − k2x) dx.
We replace the numerator 1 in the integrand by (1 − k2x) + k2x and we separate the integral in
the sum of the two integrals
bk2n = bk−22n + k2bk2(n−1).
This gives the same relation of recurrence as (7.2). We calculate bk0 = 1, then bk2 = bk−22 + k2
and b12 = 1. Since a12 = 1 and ak2 satisfy the same recurrence identity, we have ak2 = bk2, . . . . We
proceed in a similar way if k is even. We consider the line integral
ck2n =
1
2iπ
∫
γ
1
xn+1(1 − 22x)(1 − 42x)(1 − 62x) · · · (1 − k2x) dx,
then
ck2n = ck−22n + k2ck2(n−1).
c22 is the coefficient of x in
1
1−4x , thus c
2
2 = 4. On the other hand, we have evaluated ak2 , for k = 2,
it gives a22 = 4. 
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