The ranklet transform is a recently developed image processing technique characterized by a multi-resolution and orientation-selective approach similar to that of the wavelet transform. Yet, differently from the latter, it deals with pixels' ranks rather than with their gray-level intensity values. In this work, the ranklet coefficients resulting from the application of the ranklet transform to regions of interest (ROIs) found on breast radiographic images are used as classification features to determine whether ROIs contain mass or normal tissue. Performances are explored recursively eliminating some of the less discriminant ranklet coefficients according to the cost function of a support vector machine (SVM) classifier. Experiments show good classification performances (A, values of 0.976±0.003) even after a significant reduction of the number of ranklet coefficients.
INTRODUCTION
In 2002, the ranklet transform was developed by Smeraldi as a specific tool for face detection problems [1] . The ranklet coefficients resulting from the application of the ranklet transform to different faces were therein used with success as input features for a distance-based classification scheme. The reasons for the excellent results achieved by this approach rely mainly in the notable properties which characterize ranklet coefficients. Ranklet coefficients are, for instance, non-parametric. The ranklet transform, in fact, deals with pixels' ranks rather than with their gray-level intensity values; i.e., supposing that (Pl . . . , PN) pixels are given, the intensity value of each pi is replaced with the value of its order among all the other pixels. Secondly, ranklet coefficients are multi-resolution and orientation-selective. Similarly to the bi-dimensional Haar wavelet transform [2] , in fact, ranklet coefficients can be calculated at different resolutions and orientations (i.e., vertical, horizontal, and diagonal) by means of a suitable stretch and shift of the oriented compact supports used for their computation.
In this work, the ranklet transform is used to determine whether regions of interest (ROIs) found on breast radiographic images contain mass or normal tissue. Masses are thickenings of the breast tissue with size ranging from 3 mm to 30 mm often associated with the presence of breast cancer, whereas normal tissue represents healthy tissue. In one of our recent works, a database of ROIs representing both the mass class and the non-mass class (i.e., normal tissue) was collected; the ranklet transform was then applied to each ROI and the transformed ROIs discriminated by means of a previously trained support vector machine (SVM) classifier [3] . Experiments demonstrated that ranklet features perform better than pixel and wavelet features evaluated in one of our previous works on the same database [4] . With the intention of reducing the great amount of ranklet coefficients arising from the ranklet transform of each ROI, a feature reduction technique known as SVM recursive feature elimination (SVM-RFE) is applied herein. Classification performances are then explored as the ranklet coefficients are eliminated. Experimental results show that, by following this approach, the number of ranklet coefficients can be sensibly reduced without affecting classification performances. Furthermore, an accurate analysis of the most discriminant ranklet coefficients gives interesting insights about which features are important for classification purposes.
DATA AND METHODS

ROI database
The ROIs used in this work are extracted from radiographic images of the publicly available digital database for screening mammography (DDSM) collected by the University of South Florida [5] . In Fig. 1 SVM selects hyperplanes in order to separate the two classes. Among all the separating hyperplanes, SVM finds the maximal margin hyperplane, namely the one that causes the largest separation between itself and the borderline training samples of the two classes:
f(x) = sgn(w x + b) = sgn (fYiai(x xi) + b) ( 2)
The coefficients ai and b are calculated by solving the following quadratic programming problem:
where C is a regularization parameter and J is the cost function to minimize.
In the more general case in which data are not linearly separable in the input space, a non-linear transformation O(x) is used to map feature vectors into a higher-dimensional space where they are linearly separable. With this approach, classification problems which appear quite complex in the original feature space can be afforded by using simple decision functions in the mapped feature space, for instance linear hyperplanes. In order to implement this mapping, the dot products xx i are substituted by 5(x) 5(x j)= K(x, xi), commonly referred to as kernel function. Admissible and typical kernels are the linear kernel K(x, y) = x y, the polynomial kernel K (x, y) = (_X y + r)d, etc.
SVM recursive feature elimination
SVM-RFE is a general method for eliminating features responsible of small changes in the classifier's cost function [7] . In the specific case of non-linear SVM, the cost function to minimize is that discussed in Eq. (3) or, more compactly:
where H is the matrix with elements yiyjK(xi, xj) and 1 is an 1-dimensional vector of ones. In order to compute the change in the cost function by removing the feature f, one has to compute the matrix H(-f), where the notation (-f) means that the feature f has been removed. The variation in the cost function J is thus:
The feature corresponding to the smallest A J(f) is then removed, SVM is trained once again with the new smaller set of features and finally tested. The procedure can thus be iterated feature after feature until a reasonable small number of features survives or the performances of the classifier start degrading.
Performance evaluation
In order to evaluate classification performances, a 10-folds cross-validation procedure is adopted in this study [8] . The ROI database is partitioned into 10 distinct and homogeneous folds, then SVM is trained with the collection of the first 9 folds (i.e., 900 mass crops plus 4500 non-mass crops) and tested on the fold left out (i.e., 100 mass crops plus 500 non-mass crops). Training and test are repeated 10 times by changing the test fold in a round-robin manner. Performances are analyzed using the receiver operating characteristic (ROC) methodology [9] . For each test partition, the ROC curve of the system and its associated area A, are evaluated. An average A, value is then obtained by averaging the 10 aforementioned A, values. ROC curves and their associated areas A, are estimated using the ROCKIT software by Metz.
TESTS AND RESULTS
Ranklet features
The starting point for our tests is represented by the best classification result previously reached using ranklet features and its relationship with the best classification result reached by pixel and wavelet features [3, 4] . To this purpose, in Fig. 3 
Reduced ranklet features
In order to study whether it is possible to reduce the number of ranklet coefficients without sensibly affecting the classification performances, SVM-RFE is applied. The iterative procedure adopted is the following: Fig. 4 , the ROC curves achieved reducing the number of ranklet coefficients by means of SVM-RFE from 1428 down to 1000, 500, and 200 are shown. A polynomial SVM kernel with degree 3 is used. As evident, the number of ranklet coefficients can be sensibly reduced without significantly affecting classification performances. The reduced 1000 ranklet features, in fact, achieve average Az values of 0.978 ± 0.003, the reduced 500 ranklet features achieve average Az values of 0.977 ± 0.002, and the reduced 200 ranklet features achieve average Az values of 0.976 ± 0.003. The difference among these average Az values and that achieved by the original 1428 ranklet features does not achieve statistical significance. On the other hand, .1 1 a smaller number of features affects more or less sensibly the computational times required by SVM for calculating the dot products in Eq. (2) and therefore assigning a crop to the mass or non-mass class. On a dual Intel Xeon 2.6 GHz PC, the original 1428 ranklet features take approximately 30 seconds for the analysis of an entire radiographic image, whereas the reduced 1000, 500, and 200 ranklet features take approximately 20, 10, and 4 seconds, respectively.
DISCUSSION
Some interesting considerations can be drawn about which ranklet coefficients are the most discriminating ones in this two-class classification problem. To this purpose, it is necessary to look carefully at the ranklet coefficients which survive after SVM-RFE. In Fig. 5 , for example, the 200 most discriminating ranklet coefficients obtained by applying to the entire ROI database the ranklet transform at resolution 16 x 16, 8 x 8, 4 x 4, 2 x 2 pixels and then SVM-RFE are shown. Small circles represent vertical ranklet coefficients, whereas medium and large circles represent horizontal and diagonal ranklet coefficients, respectively. The dashed square represents the dimensions of the Haar wavelet supports. By looking carefully at the ranklet coefficients calculated at resolutions 2 x 2 and 4 x 4, it is evident that the majority of those surviving are located near the borders of the ROI, thus are those codifying the contour information of the ROI. This is reasonable, as the main difference between the two classes at fine resolutions is given by the presence or absence in the ROI of a boundary delimiting the bright centered nucleus of the mass. On the contrary, as the resolution decreases to 8 x 8 and 16 x 16, the most important ranklet coefficients are those near the center of the ROI, thus those codifying the symmetry information of the ROI, rather that its contour information. That is reasonable too, as at coarse resolutions the main difference is that masses appear approximately as symmetric circular structures centered on the ROI, whereas normal tissue has a less definite structure.
CONCLUSIONS
In this paper, a recently developed family of non-parametric, multi-resolution, and orientation selective features, called ranklets, is applied to a mammographic mass classification problem, in order to determine whether ROIs found on breast radiographic images contain mass or normal tissue. By using a feature reduction technique known as SVM-RFE, the dimensionality of the classification problem is reduced from 1428 down to 200 features without significantly affecting the classification performances (A, values of 0.978 ± 0.003 and 0.976 ± 0.003, respectively). Furthermore, it is discussed that the true majority of the ranklet coefficients survived at the feature reduction are those produced by the ranklet transform at fine resolutions near the borders of the ROI and at coarse resolutions near the center of the ROI. 
