An identity is presented, in which an expression involving RiemannLiouville fractional derivative is integrated with respect to the derivative's order. As a by-product an integral analogue of an identity for a sum of binomial coefficients is derived.
Introduction and preliminaries
Treating the order of a fractional derivative as a variable (either dependent or independent) gives rise to a whole range of new ideas and approaches. In particular, integration with respect to the derivative's order allows obtaining generalizations to some fundamental equations of classical calculus such as Leibniz's product rule. For a number of generalizations and integral analogues of the Leibniz rule, see the monograph [9] and references therein. On the other hand, in 1993, Samko and Ross [6] introduced the study of fractional integration and differentiation when the order is not a constant but a function. This suggestion has lead to a number of further ideas and results [2, 7, 8] .
Here an identity is presented, in which an expression involving RiemannLiouville fractional derivative is integrated with respect to the derivative's order. As a by-product an integral analogue of an identity for a sum of binomial coefficients is derived.
Preliminary results.
Let us present some known definitions and results related to fractional integro-differentiation, special functions, and complex analysis, [1, 3, 4, 5] . 
In what follows we will omit the lower limit of integration in the notation if it is equal to zero, i.e.
Here Γ(α) denotes Euler's Gamma function. Let α, β > 0. Then the following identity [5] holds:
The sinc function ("Cardinal Sine") is defined as follows:
The following properties of Euler's Gamma function [1] will be used in the sequel:
Let us recall the definition of binomial coefficients
satisfying the following basic identity
For the non-integer numbers this definition takes on the form:
The following theorem [3] allowing to calculate some improper integrals with the help of contour integrals in the complex plane will also be used in the sequel. 
. , t L on the x-axis. If p is a positive real number, and if g(z) = e ipz P (z)

Q(z) , then we can compute the Cauchy Principal Value (P.V.) of the following integral
where z 1 , z 2 , . . . , z k are the poles of g that lie in the upper half-plane. Hereafter (z) stands for the real part of z.
The Main Result
Lemma 2.1. For every n = 1, 2, . . . the following identity holds true: 
It follows from Theorem 1.1 that
Res z=j
.
The integral on the left-hand side is convergent, hence equal to its Cauchy principal value. Since
in view of (1.5) we have
Corollary 2.1.
P r o o f. By virtue of equations (1.3), (1.4), and (2.4), we have
2
Remark 2.1. Corollary 2.1 can be considered as an integral version of the well-known formula (1.5) f (n) (0)x n n!2 n , and the series on the right-hand side can be differentiated and integrated term-by-term. Thus, in view of Lemma 2.1,
