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ABSTRACT
We have used William Herschel Telescope/INGRID Ks images on two high-latitude fields, the Coppi and
Groth strips, to obtain galaxy number counts over 180 arcmin2, to a depth of Ks  21:0. Detection effi-
ciency corrections as a function of object size have been calculated on each pointing. We have used a signal-
to-noise threshold in two complementary half-exposure images to remove spurious detections. Our data
cover the range fromKs ¼ 14:5 toKs ¼ 21:0, so they are useful for investigating a previously reported change
in the number count slope (d logN=dm) at K  17. We find a slope b ¼ 0:54 0:63 for K < 17:5 and a slope
f ¼ 0:25 0:29 for K > 17:5. A total contribution from galaxies to the extragalactic background light (EBL)
in the K band of I ¼ 10:5 nW m2 sr1 has been calculated. This K-band EBL coming from galaxies
accounts for only 50% of the recent measurements of the diffuse EBL. Standard number count models fail
to reproduce the observed slope change atK  17:5 unless elliptical and spiral formation is pushed to zd2.
Subject headings: cosmology: observations — galaxies: evolution — galaxies: high-redshift —
galaxies: photometry — surveys
1. INTRODUCTION
Near-infrared (NIR) galaxy number counts offer a num-
ber of advantages over optical counts for testing galaxy evo-
lution models. The NIR light of galaxies is roughly constant
across wavelength, implying that K-corrections are small
and reasonably easy to model. The NIR light is less affected
than optical light by recent bursts of star formation, and
hence galaxies are selected by something closer to their mass
than in optical surveys; the latter map the rest-frame ultra-
violet (UV) emission of galaxies at high redshift, and hence
are biased toward actively star-forming galaxies of any
mass. Finally, lower dust extinction at longer wavelengths
restricts the use of dust as a wild card when a given model
fails to match the data.
NIR surveys, however, have traditionally suffered from
poor number statistics, specifically a low area depth prod-
uct, as a result of the small format of NIR detectors in
comparison to optical CCDs. To date, K-band surveys
mosaicking over a wide area reach depths of K  19:5
(Glazebrook et al. 1994; Gardner et al. 1996; Huang et al.
1997; McCracken et al. 2000; Va¨isa¨nen et al. 2000; Huang et
al. 2001; Martini 2001), while deeper surveys cover a few
square arcminutes (Gardner, Cowie, & Wainscoat 1993;
Cowie et al. 1994; Djorgovski et al. 1995; McLeod et al.
1995; Moustakas et al. 1997; Bershady, Lowenthal, & Koo
1998; Totani et al. 2001b).
NIR number counts are particularly useful in determin-
ing the cosmological model when combined with redshift
distributions, optical number counts, and high-resolution
images from the Hubble Space Telescope (HST), the latter
providing galaxy sizes, surface brightness profiles, and axis
ratios.
Counts at optical wavelengths may be fitted by a power
law in the range 18 < B < 27 with slope0.46 (Tyson 1988;
Lilly, Cowie, & Gardner 1991) and present an excess by fac-
tors of 3–4 atB  24 over no-evolutionmodels (Tyson 1988;
Maddox et al. 1990; Lilly et al. 1991; Metcalfe et al. 1991).
However, for K-band number counts a change in the slope
(d logN=dm) around 16 < K < 18 has been reported, and
the overall number counts may be fitted by two power laws.
Gardner et al. (1993) find a bright slope, b ¼ 0:67, in the
range 10 < K < 16, and a faint slope, f ¼ 0:26, at 18 <
K < 23. However, other authors (Bershady et al. 1998;
McCracken et al. 2000) find a steeper faint slope, f ¼ 0:36.
Different solutions have been adopted to match the
optical and NIR number count models to the data:
luminosity function evolution, either in density (*) or in
luminosity (M*) (Lilly et al. 1991); merger evolution
(Glazebrook et al. 1994); or introductionof anewpopulation
of faint blue dwarf galaxies at intermediate redshifts z  0:4
(Babul&Rees 1992).A faint slope lower than ¼ 0:4 implies
that the total contribution from galaxies to the total extraga-
lactic background light (EBL) has an upper limit, while
slopes  > 0:4 lead to an Olbers’ paradox problem, i.e., a
divergenceof the total light contributedby faint sources.
In the context of a wider study of galaxy evolution, we are
carrying out a deep optical-NIR survey that plans to
increase the depth area product by a notable factor. The
COSMOS Survey is described in x 2. In this paper we
presentKs number counts in two COSMOS fields, the Groth
strip and the Coppi field, that confirm the change in the
slope of the number counts at K  17:5. We describe the
fields in x 2, the observations in x 3, and the reduction strat-
egy in x 4. We then go on to describe source extraction and
estimates of detection efficiency and reliability in x 5 and the
procedure to separate stars and galaxies in x 6. In x 7 we
present the number counts and a comparison to number
count models.
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Throughout the paper we use a cosmology with H0 ¼ 70
km s1 Mpc1,M ¼ 0:3, and ¼ 0:7.
2. THE COSMOS SURVEY
The COSMOS survey will be defined elsewhere; here only
a brief summary is given. We aim to cover 0.5 square
degrees of sky in the K band and in complementary bands
U, B, V, R , I, and J. The survey should therefore provide
K-band magnitudes (R-band rest frame) for 2 < z < 3:5
luminous blue compact galaxies (LBCGs) (Phillips et al.
1997; Guzma´n et al. 1997, 1998), Lyman break galaxies
(LBGs) (Steidel et al. 1996; 1999; Lowenthal et al. 1997), as
well as for galaxies without strong star formation activity.
Lowenthal et al. (1997) estimate a surface density of over
104 LBGs deg2, and hence the survey should provide more
than a thousand sources for detailed K-band spectroscopic
follow-up with the upcoming generation of NIRmultiobject
spectrographs, e.g., FLAMINGOS (Elston 1998) and
EMIR (Balcells 1998; Manescau et al. 2002).
The COSMOS survey depth and area coverage makes it
useful also for the definition of homogeneous, large samples
of galaxies at 0:5 < z < 1. In this redshift domain, galaxy
morphology, surface brightness and color distributions,
and axial ratios are available from HST imaging (Roche et
al. 1996; Marleau & Simard 1998; Aguerri & Trujillo 2002).
TheK-band data provide J orH rest-frame magnitudes, key
data for constraining stellar mass content of these galaxies.
This paper presents galaxy number counts for two of the
COSMOS survey fields, the Groth strip and the Coppi field.
The Groth-Westphal strip (Groth et al. 1994) has been the
subject of numerous studies by several groups. The field
comprises 28 WFPC2 pointings, of total area 113 arcmin2,
defining a linear strip on the sky at position angle
P:A: ¼ 40304800 centered on R:A: ¼ 14h16m38 98, decl: ¼
521605200 (J2000), at Galactic latitude b ¼ þ60. Of these,
27 pointings are exposed for 4400 s in F814W and for 2800 s
in F606W (the ‘‘ 4.4 ks ’’ fields) and a single WFPC2 field
has a total exposure of 25.2 ks in F814W and F606W (see
Ratnatunga et al. 1995). The HST 4.4 ks images provide
number counts to roughly I  25 (Roche et al. 1996). Mor-
phology and photometry are provided within the Medium
Deep Survey (MDS) database (Ratnatunga, Griffiths, &
Ostrander 1999).
The Coppi field covers a 100  100 area centered on
R:A: ¼ Hh59m31 90, decl: ¼ 291404300 (J2000). The field
contains the gamma-ray blazar 1156+295 and has been
observed by ACIS-I on board the Chandra X-Ray Observer-
atory for 75 ks by Coppi et al. (2000), as well as in B and R,
to a depth of B ¼ R ¼ 26 (Coppi &Guzma´n 2001).
3. OBSERVATIONS
Observations were carried out with the near-infrared
camera INGRID on the Cassegrain focus of the William
Herschel Telescope (WHT) during two runs of three nights
each in 2000 April 10–12 and 2001 June 28–30. In a related
campaign, we have mapped the Groth strip flanking fields
with the 3.5 m telescope in the Calar Alto Spanish-German
Astronomical Center (CAHA) (A. Serrano et al. 2003, in
preparation).
INGRID images the WHT focal plane on a 1024 1024
HgCdTe Rockwell array. Main parameters of the camera
are given in Table 1. In the 2000 run, the camera used a tem-
porary collimator, which was replaced by the definitive lens
in 2001 March. As a result, both the plate scale and the
throughput varied between the two runs. Atmospheric con-
ditions were photometric, with seeing ranging from 0>6 to
0>75 FWHM in 2000 April and photometric with seeing of
0>60–1>30 FWHM in 2001 June. Integration times were
chosen to keep the count levels in the images well within the
linear regime of the detector (see x 4). Individual images
were six co-adds of 10.296 s each, and the total combined
exposure was 90 minutes in Groth and 2 hr in Coppi during
the 2000 run. In 2001, in order to obtain similar count levels
with the higher throughput of INGRID, individual images
were eight co-adds of 8.264 s, again with a total combined
exposure time of 90 minutes in the Groth’s pointings. The
typical background inKswas 11.9 mag arsec
2 in 2000 April
run and 11.7 mag arcsec2 in 2001 June run. Dither patterns
were tailored to the geometry of each field. In the Coppi
field we did three pointings. For each, a nine-point dither
pattern was used, with 1500 offsets in the north and east direc-
tions. In the Groth strip the chip was rotated to a sky posi-
tion angle of 40=06 for optimal coverage of the strip imaged
with HST, and we did six pointings of 4<27 4<27 each in
2000 April and five pointings of 4<06 4<06 each in 2001
June. In the Groth strip a dither pattern of eight pointings
was used with an offset 2000 in the direction of the strip and
700 in the perpendicular direction. The separation between
frames was 4<27 and 4<06 in the first and second runs,
respectively. In both fields, adjacent dither sequences over-
lap to produce a uniform exposure time map in the final
mosaicked image, except in the mosaic outer edges. The cen-
ter coordinates of each of the 11 Groth pointings and three
Coppi pointings are given in Table 2.
Standard stars (Persson et al. 1998) were observed during
each night at different air masses in order to correct each
individual image from atmospheric extinction and to obtain
the photometric zero point for each night. We estimated
photometric zero-point uncertainties to be less than 0.03
mag in 2000 April and less than 0.05 mag in 2001 June. Pho-
tometric coefficients are given in Table 3. Flat-field images
were obtained both from light-on and light-off dome flats
TABLE 1
Isaac Newton Group Red Imaging Device
Main Parameters
Parameter Value
Gainc (eADU1)............................. 3.9–4.1
Readout noise (e)c ........................... 16–25
Full-well capacity (ADU)c ................ 28,000–30,000
Pixel size (lm)c .................................. 18.5
Pixel scale (arcsec pixel1) c ............... 0.25,a 0.238b
Field of view...................................... 401600,a 400400b
Size of detector (arcmin)c .................. 1024 1024
Bad pixelsc ........................................ 2%
Linearity (at 10,000 ADU) ................ 2%
Wavelength range (lm)c.................... 0.8–2.5
Quantum efficiencyc .......................... 58% at J(1.2 lm),
58% atH(1.65 lm),
62% atK(2.2 lm)
Full-frame readout time (s)c .............. 0.76
a With the temporary collimator (before 2001March 22).
b With the new foreoptics (after 2001March 22).
c Source: http://www.ing.iac.es/Astronomy/instruments/
ingrid/index.html.
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and from source-free sky exposures when the sky brightness
was rising near the twilight. Subtraction of two flat-field
exposures with equal exposure time and different illumina-
tion level provides a flat-field image that maps the pixel-
to-pixel sensitivity variations of the detector, free from ther-
mal component of the dome, telescope, and optics. Series of
dark-frame images of all the exposure times used in each
night were also taken.
When the first run of observations took place, the linear-
ity of the detector was not well determined, so we did our
own linearity test. To do so, the telescope was pointed to
an illuminated part of the dome and series of exposures
with integration times 1, 2, 3, 4, 6, 8, 10, 12, 14, 16, 18, 20,
22, and 24 s were taken. Deviations from linearity are
approximately 2% up to 10,000 ADU. INGRID shows a
small memory effect; the bias level is slightly higher after a
saturated or near-saturated exposure. We interspersed each
linearity exposure with 1 and 2 s exposures and ended the
entire series with 10 exposures of 1 s. These additional
measurements indicated that the memory effect disappears
after a single low-count readout, that the dome lamp had
sufficient brightness stability, and that INGRID exposures
of the order of 1–2 s are stable and photometrically
reliable.
4. REDUCTION
The reduction of the data sets followed standard steps.
First, individual images were corrected from nonlinearity.
To compute the linearity correction function, the median
levels of the linearity exposures were plotted against expo-
sure time. The linear part of the response curve (up to
5000 ADU) was fitted with a straight line to establish the
run of counts with time expected under linear conditions. A
second-order polynomial fitted to the ratio linear/measured
versus measured counts gave the linearity correction func-
tion to apply to the data. The linearity correction function is
shown in Figure 1. Linearity corrections remain below 8%
TABLE 2
Center Coordinates, Final Point-Spread Function FWHM, and 50% Detection Efficiencies for Point Sources in the
Three Pointings in Coppi and the 11 Pointings in Groth
Pointing
(1)
R.A.
(J2000.0)
(2)
Decl.
(J2000.0)
(3)
Exposure
(s)
(4)
FWHM
(arcsec)
(5)
50%Efficiency
(mag)
(6)
re div
(arcsec)
(7)
F
(8)
Detection
Threshold
(9)
Coppi1................ 11 59 40.17 29 17 17.98 7522 0.75 21.03 0.5, 0.8 3.0 0.9
Coppi2................ 11 59 21.83 29 17 17.99 7167 0.69 21.03 0.5, 0.8 3.0 0.9
Coppi3................ 11 59 21.83 29 12 07.97 7584 0.67 21.03 0.5, 0.8 3.0 0.9
Groth01 .............. 14 15 08.20 52 00 39.04 5728 0.60 20.88 0.5, 0.8 3.0 0.9
Groth02 .............. 14 15 26.23 52 03 53.72 5737 0.61 20.88 0.5, 0.8 3.0 0.9
Groth03 .............. 14 15 44.30 52 07 08.31 5736 0.64 20.88 0.5, 0.8 3.0 0.9
Groth04 .............. 14 16 02.42 52 10 22.98 5618 0.72 20.85 0.55, 0.85 3.0 0.9
Groth05 .............. 14 16 20.58 52 13 37.61 5740 0.74 20.85 0.55, 0.85 3.0 0.9
Groth06 .............. 14 16 38.79 52 16 52.32 7166 0.89 20.87 0.65, 0.95 4.0 0.7
Groth07 .............. 14 16 52.75 52 19 30.81 5793 0.87 20.68 0.65, 0.95 3.0 0.9
Groth08 .............. 14 17 08.86 52 22 27.22 4939 1.27 20.21 0.9, 1.2 4.0 0.7
Groth09 .............. 14 17 25.01 52 25 23.45 6409 0.73 20.86 0.5, 0.8 3.0 0.9
Groth10 .............. 14 17 41.19 52 28 19.55 5726 0.61 21.24 0.5, 0.8 3.0 0.9
Groth11 .............. 14 17 57.40 52 31 15.52 5662 0.94 20.28 0.7, 1.0 4.0 0.7
Note.—Units of right ascension are hours, minutes, and seconds, and units of declination are degrees, arcminutes, and arcseconds.
Col. (7) shows the re for group division to define ‘‘ point sources,’’ ‘‘ intermediate-size objects,’’ and ‘‘ large objects ’’ (see x 5). Col. (8) is
the identification for the Gaussian filter applied by SExtractor. Col. (9) is the detect threshold relative to the background rms
(DETECT_THRESH in SExtractor).
TABLE 3
Photometric Calibration Coefficients
Date Zero Pointa Extinctionb rmsc
2000 Apr 20.............. 22.51 0.10 0.02
2000 Apr 21.............. 22.50 0.10 0.03
2000 Apr 22.............. 22.47 0.09 0.02
2001 Jun 28 .............. 22.89 0.11 0.03
2001 Jun 29 .............. 22.70 0.05 0.04
2001 Jun 30 .............. 22.80 0.10 0.03
a Magnitude per 1 ADU s1.
b Extinction coefficient (mag air mass1).
c The rms of standard star photometric solution.
quadrant 1
quadrant 2
quadrant 3
quadrant 4
Fig. 1.—Linearity correction for 2001 run. Each panel corresponds to a
quadrant of the detector. A second-order polynomial was fitted to ADUlin/
ADUobs vs. ADUobs.
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up to 20,000 ADU. Since the count level in science frames
was kept always below 11,000 ADU, we can be confident
that our data are free from noticeable nonlinearity effects.
All the images were dark current–subtracted using a
dark-averaged image with the same exposure time. Flat-
field calibration images were constructed for each night by
subtracting low-illumination flats from high-illumination
flats (see x 3). The subtraction removes the thermal compo-
nent coming from the warm optics, telescope structure, and
dome from the flat-field image, so that the flat-field image
maps the pixel-to-pixel sensitivity variations in the detector.
This flat-field image is used to flatten all the individual
images. The thermal component is removed at the sky-
subtraction phase. Sky subtraction, bad-pixel and cosmic-
ray removal, and final combination of the sky-subtracted
individual images were done using DIMSUM package
within IRAF (Stanford, Eisenhardt, & Dickinson 1995). In
a first pass, a sky image is made for each individual image
using the median of eight neighboring images. Then a
threshold algorithm is applied to the ratio between image
and a median filtered image to find cosmic rays in each indi-
vidual image. A bad-pixel mask is provided to make bad
and hot pixel correction; this mask is updated by consider-
ing pixels with multiple cosmic-ray detections in several
images. Finally, the sky-subtracted images are combined to
obtain a preliminary image that is used to create two mask
images, one extended-object mask to cover most of the
objects in the field and another bright-core mask to restore
pixels in the cores of bright sources that might have been
mistaken as cosmic rays. In a second pass (mask pass) those
masks are used to obtain amore accurate sky image for each
individual image, which is used for sky subtraction. Finally,
the individual images are corrected from atmospheric
extinction and combined to obtain a final image of the field.
An exposure time map is also obtained. The nonflatness of
the final images is less than 6 105 of the sky (peak to peak
in the uniformly exposed area).
5. PHOTOMETRY
To extract the sources from the images SExtractor (Bertin
& Arnouts 1996) has been used. Source detection in SEx-
tractor is governed by three main parameters: detection ker-
nel, minimum area, and detection threshold. The first two
are well constrained as a function of the seeing in each
image. To constrain the last one, DETECT_THRESH, an
agreement between a good detection efficiency and a low
number of spurious detections at the faintest magnitudes is
necessary. The filter applied to each field before extraction
and the detection thresholds are given in Table 2.
To determine the detection efficiency, the brightest sour-
ces in the images were taken as models that were scaled in
flux and reintroduced into the science images. Three differ-
ent bins in half-light radius re, determined from SExtractor
circular apertures, namely, ‘‘ point sources,’’ ‘‘ intermediate-
size objects,’’ and ‘‘ large objects,’’ were considered in order
to estimate detection efficiencies as a function of source size.
The three group division depends on the FWHM in the
image. Point sources are defined as those whose re is lower
or equal than the re of the stars; this value plus 0>3 is used to
separate the intermediate and large classes (these values
appear in col. [7] in Table 2). Injected sources were placed
far enough from the real ones to avoid source confusion and
any problems with SExtractor deblending algorithm. Then
SExtractor was used to recover the objects, and detection
efficiency was recorded as a function of magnitude for each
size group. Figure 2 shows the detection efficiency functions
for the three size groups considered in our Coppi fields.
Efficiency drops abruptly near the detection limit, and it is a
strong function of image size: the 50% detection level is
0.75 mag deeper for point sources than for large objects.
The behavior of the efficiency function is identical to that
found by Bershady et al. (1998). Detection efficiency has
been measured and corrected separately for each observed
pointing, as it varies with the seeing and with the through-
put of INGRID. The limiting magnitude, given as the 50%
detection depth for point sources, is given in Table 2 for
each survey pointing. For the pointings in Coppi, with
roughly equal exposure time and seeing, the same detection
efficiency functions are used, the same was done for the first
three pointings in Groth and for Groth04 and Groth05.
In order to quantify the effects of source confusion in our
detection efficiency estimates, trial simulations have been
run in which injected sources are not required to fall far
away from real sources in the field. From these experiments,
we estimate that source confusion may lower our detection
efficiencies by less than 3% over almost the entire magnitude
range and by 10% near the 50% detection level of each
object class. The detection efficiencies listed in Tables 5, 6,
and 7 therefore might be slightly overestimated (1 ) near
the detection limit. However, we use those values through-
out the paper since confusion corrections are difficult to
apply to the data.
To determine detection reliability from science images
requires adopting a method to discriminate between real
faint sources and those produced by noise. We have imple-
mented a procedure, inspired by that used by Bershady et al.
(1998), that uses images with half-exposure time constructed
from two exclusive halves of the data. Spurious sources
should be produced by a noise peak in an individual image
Fig. 2.—Detection efficiency function for Coppi field for three galaxy
apparent size groups, ‘‘ point sources ’’ (re  0>5), ‘‘ intermediate size
objects ’’ (0>5 < re  0>8), and ‘‘ large objects ’’ (re > 0>8).
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of the many (100) that are co-added for each field, and
hence each noise peak should appear in one of the two half-
time images only. With this assumption, at the positions of
all the sources detected by SExtractor in the total-time
image we perform photometry on the two half-time images,
with the same adaptable apertures (double-image mode in
SExtractor). All sources with signal-to-noise ratio (S/N)
below a given limit S/Nlim in any one of the two half-time
images are considered spurious. The value of S/Nlim is
chosen by examining the histograms of flux differences
between the half-exposure images for candidate spurious
detections (see Fig. 3). A good discrimination of spurious
sources leads to a bimodal histogram of magnitude differen-
ces, while too high an S/Nlim leads to the inclusion of real
sources and to a magnitude-difference histogram with a sin-
gle peak centered on m1 m2 ¼ 0. From the histograms built
for a range of S/Nlim the value S=Nlim ¼ 2:2 for the half-
time images was considered the best, and this value is used
to separate spurious sources from real ones in our images.
The spurious-to-total detection ratio and the reliability
function (1 minus the spurious fraction) are shown in Figure
4. As also found by Bershady et al. (1998), the reliability
function is 100% over most of the magnitude range and
drops abruptly to zero near the 50% efficiency magnitude.
We found that spurious sources were more abundant on
the lower exposure edges of the mosaics. To avoid a
complicated spurious source correction that varies over the
frames, the reliability analysis is constrained to the portion
          
Fig. 3.—Histogram of magnitude differences between the half-exposure images for candidate spurious detection with different S/Nlim values: 1.6, 1.8, 2.0,
2.2, 2.4, 2.6, 2.8, 3.0, and 3.2. Each histogram is built with candidate spurious sources at the given S/Nlim that are not deemed spurious for a cutoff value of
S=Nlim  0:2ð Þ.
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of the frames with maximum, uniform exposure time.
Source extraction is also constrained to these maximum
exposure portions of the frames.
Although our method of spurious source detection is
based on a S/N criterion on the final image (taking as real
sources those with S/N> 2:2 in both half-time images, and
hence, roughly S/N> 3:1 on the total-time image), a few of
the sources identified as spurious by this method have high
S/N in the total-time image (up to S=N > 5). Considering
Gaussian statistics, the probability of a source with S/N> 5
having S=N < 2:2 in one of the two half-time images is less
than 0.009. In our data a 13.7% of the sources with S=N > 5
are removed considered as spurious.
In order to assess the determination of the detection effi-
ciency and reliability on our images, we have calculated
both corrections on a set of synthetic images using artda-
ta.mkobject in IRAF. Synthetic frames were generated with
the same Gaussian sky noise as science frames, and simu-
lated galaxy images span the same range of magnitudes and
re as observed galaxies. We obtained the detection efficien-
cies and the number of spurious detections by comparing
the pixel positions where objects had been injected to the
position of the objects identified by SExtractor. We obtain a
50% detection depth for point sources0.3 mag fainter than
that determined using real sources. The spurious fraction is
significantly lower than that coming from our half-time
images. We suspect that these discrepancies arise from the
fact that synthetic galaxy images are smoother and geomet-
rically simpler than real galaxies and that the Gaussian
noise fails to reproduce the true sky noise. Together, the effi-
ciency and reliability determinations based on synthetic
data lead to an overestimate of the depth of the data and an
underestimate of the spurious sources, which lead to an
artificial rise in the counts at the faint limit of the survey.
6. STAR-GALAXY SEPARATION
Doing a good star-galaxy separation is important espe-
cially at bright magnitudes. At fainter magnitudes the
number of stars in high galactic latitude fields is almost neg-
ligible in comparison with the number of galaxies. To sepa-
rate galaxies and star counts, we first used the star-galaxy
separation procedure in SExtractor with the default config-
uration. This separation did not work well at magnitudes
between 17.5 and 19.0 in those pointings with worse seeing.
This was a problem for pointings in Groth where the point-
spread function was FWHM  0:9 (Table 2).
In the Groth strip we have made use of the Groth-
Westphal catalog from F606 and F814 HST/WFPC2
images to improve the star-galaxy separation (see Ratna-
tunga et al. 1999).6 Pointlike objects (stars and QSOs) in this
catalog are used to estimate the number of stars in each of
our pointings. Figure 5 shows the distinct location of stars
and galaxies in a color-color diagram. V606I814 and
I814Ks color were computed using ‘‘ total ’’ best SExtractor
magnitude fromHST/WFPC2 in F606 and F814 filters and
WHT/INGRIDKs images. The number of stars in common
between the Ks and HST images for each of our Groth Ks
pointings is divided by the ratio between the HST+Ks area
andKs area in the pointing to obtain the number of stars per
magnitude bin expected in each Ks pointing. This number is
then corrected using the ‘‘ point sources ’’ efficiency correc-
tion (x 5) and subtracted from the object counts. At
bright magnitudes, Ks < 16:5, because of small statistic to
obtain star counts inKs area from stars inHST+Ks area, we
have used SExtractor star-galaxy separation parameter
(CLASS_STAR < 0:8) to remove stars in Groth strip point-
Fig. 4.—Top: Fraction of spurious sources vs. magnitude for the Coppi1
field. Error bars correspond to the fraction of spurious sources obtained
with S/Nlim ¼ 2:2 0:2. Bottom: Number of spurious sources vs. magni-
tude for the same field. Dashed-line histograms represent the number of
spurious sources obtained using S/Nlim ¼ 2:2 0:2.
Fig. 5.—V606I814 vs. I814Ks colors in Groth strip fields. Triangles rep-
resent galaxies, and stars represent sources classified as stellar in the MDS
Groth catalog. The range in sizes represent different Ks magnitude bins
for Ks  17:25, 17:25 < Ks  17:75, 17:75 < Ks  18:25, 18:25 < Ks 
18:75, and 18:75 < Ks  19:25. Larger symbols correspond to brighter
magnitudes.
6 See also http://archive.stsci.edu/mds.
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ings. Despite some Groth pointings have a higher seeing, in
the common HST and Ks area both methods give the same
result for Ks < 16:5 objects. In Figure 6 the star counts in
Groth corrected from detection efficiency are compared
with counts models from Spagna (2001). The solid line is the
prediction for Galactic coordinates b ¼ 60; l ¼ 180, and
the dashed line corresponds to b ¼ 60; l ¼ 90 closer to
Groth strip (b ¼ 60220; l ¼ 95380). Table 4 presents the
star number counts in the Groth strip.
In the Coppi field we have tried to do the star-galaxy
separation using optical and near-infrared colors as in
Va¨isa¨nen et al. (2000). B and R images from WIYN
(Wisconsin-Indiana-Yale-NOAO) 3.5 m telescope in
KPNO (Coppi et al. 2000) have been used to derive BR
and RKs colors, using SExtractor BEST magnitude, for
the Ks-detected objects. For magnitudes brighter than
Ks ¼ 17:75 the fraction of Ks sources matched in B and R
frames is 96.0%, whereas in the Ks ¼ 19 bin the number of
sources with B andR counterparts is 64.1%. The galaxy-star
separation done by SExtractor (CLASS_STAR < 0:8) and
by colors were compared, showing a good agreement (Fig.
7). The separation between galaxies and stars by colors is
quite good, with some overlap at the red end; it would be
possible to do a good statistical star-galaxy separation with
these sets of colors in a wider area than ourKs area in Coppi.
Because of the small area and the good seeing in Coppi
(FWHM  0:7), we finally have decided to use the SExtrac-
tor stellarity index at magnitudes brighter than Ks ¼ 19:25
and not to do the star-galaxy separation in the faintest mag-
nitude bins where star count contribution to the total counts
is small and the star identification is more complicated
because of the seeing and the small size of galaxies.
Table 4 shows the contribution of stars to galaxy counts
in different magnitude bins computed for the Groth strip
field. The correction in logN due to stars is lower than 0.05
at magnitudes fainter than 19.5 (using the numbers for star
counts in Groth strip, similar to that for Coppi; Fig. 6). By
not applying star correction to the three Coppi fields, the
error introduced in the number counts for the 14 pointings
is lower than 0.01 dex. This justifies our not applying a
star-galaxy separation correction in the Coppi field.
Fig. 6.—(a) Star counts in Groth derived usingHSTF814W images, cor-
rected from detection efficiency ( filled triangles). The solid line is the predic-
tion for Galactic coordinates b ¼ 60; l ¼ 180, and the open squares and
the dashed line correspond to b ¼ 60; l ¼ 90 (Spagna 2001), close to
Groth strip (b ¼ 60; l ¼ 95). Error bars correspond to counting statistics
(Gehrels 1986) added in quadrature to uncertainties in efficiency correction
determination. (b) Star count prediction for Coppi field (b ¼ 78570;
l ¼ 45310) models are for Galactic coordinates b ¼ 80; l ¼ 0 (solid line)
and b ¼ 80; l ¼ 90 (dashed line).
Fig. 7.—BR vs. RKs colors in Coppi fields. Symbols are as in Fig. 5,
defined by the stellarity index from SExtractor. Dots are objects with
Ks > 19:25. The line is the one used by Va¨isa¨nen et al. (2000) for doing the
star-galaxy separation.
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7. RESULTS AND DISCUSSION
Differential galaxy counts (number mag1 deg2) are pre-
sented in Figure 8a and Tables 5 (Coppi), 6 (Groth), and 7
(total). The counts have been extracted from the deepest,
equal-S/N regions of the both fields (144 arcmin2 in Groth
and 37 arcmin2 in Coppi, 60% of our surveyed area).
There is an excellent agreement between the counts in both
fields; the differences are due to counting statistics and effi-
ciency correction uncertainties. Only in Ks ¼ 19:5 is there a
significant difference in the counts between both fields,
Coppi showing a 3  excess. Below K ¼ 18, differences are
due to low raw counts in the smaller Coppi field.
Counts are corrected down to 50% detection efficiency in
each pointing and for each size group, as described in x 5.
For point sources, the 50% limit corresponds to 21.03 mag
for the deepest field in Coppi, 20.88 mag for 2000 April
Groth strip data, and 20.21 mag for the shallowest of the
2001 June Groth data. Sources have roughly S/N > 3
within the seeing area at these limiting magnitudes. Detec-
tion efficiency corrections are calculated and applied in each
source group and in each individual pointing. The resulting
effective completeness correction for each magnitude bin,
defined as
effective completeness correction ¼ 2 raw counts=area
corrected counts
;
ð1Þ
is given in column (4) of Tables 5, 6 and 7.
We provide two independent estimates of the galaxy
number count errors. The first is a proper error calculation
TABLE 4
Correction Due to Star Counts: Groth Strip
Ks
(1)
Ng
(2)
Ns
(3)
logNs
(4)
l
(5)
u
(6)
rmsl
(7)
rmsu
(8)
Ns/Ng
(9)
logð1þNs=NgÞ
(10)
As
(11)
14.5 .............. 50.3 400.2 2.602 0.145 0.140 0.370 0.197 7.96 0.95 0.02998
15.0 .............. 452.6 400.2 2.602 0.145 0.140 0.313 0.180 0.88 0.28 0.02998
15.5 .............. 452.6 333.5 2.523 0.161 0.155 0.251 0.158 0.74 0.24 0.02998
16.0 .............. 754.4 1,067.0 3.028 0.084 0.083 0.154 0.113 1.41 0.38 0.02998
16.5 .............. 1,911.0 933.9 2.970 0.090 0.089 0.139 0.105 0.49 0.17 0.02998
17.0 .............. 3,320.0 533.7 2.727 0.123 0.120 0.195 0.134 0.16 0.06 0.02998
17.5 .............. 6,308.0 867.2 2.938 0.094 0.093 0.088 0.073 0.14 0.06 0.02998
18.0 .............. 8,290.0 733.9 2.866 0.103 0.101 0.203 0.138 0.09 0.04 0.02998
18.5 .............. 11,950.0 733.8 2.866 0.138 0.199 0.184 0.129 0.06 0.03 0.02998
19.0 .............. 14,620.0 1,803.0 3.256 0.086 0.125 0.099 0.081 0.12 0.05 0.02998
19.5 .............. 17,170.0 1,905.0 3.280 0.085 0.122 0.102 0.082 0.11 0.05 0.02998
20.0 .............. 27,700.0 1,589.0 3.201 0.096 0.148 0.066 0.058 0.06 0.02 0.02998
20.5 .............. 46,610.0 2,442.0 3.388 0.094 0.133 0.090 0.074 0.05 0.02 0.02444
21.0 .............. 69,130.0 2,105.0 3.323 0.466 0.368 . . . . . . 0.03 0.01 0.00278
Note.—Cols. (2) and (3) are the galaxy and star counts in units of N mag1 deg2; cols. (5), (6), (7), and (8) are 84.13% confidence
upper and lower limits and the 1  uncertainty in the determination of the mean between pointings; col. (10) is the correction to log N if
stars were not removed from galaxy counts; col. (11) is the area where star counts were calculated. The area where galaxy counts were
calculated is given in Table 5.
TABLE 5
Ks Differential Number Counts in Groth Strip
Ks
(1)
Raw
(2)
N
(3)
Effective Completeness
Correction
(4)
Nlow
(5)
Nup
(6)
logN
(7)
l
(8)
u
(9)
rmsl
(10)
rmsu
(11)
A
(12)
14.5 .............. 1.0 50.3 1.00 8.6 167.1 1.702 0.766 0.521 1.702 0.306 0.03977
15.0 .............. 9.0 452.6 1.00 304.8 659.9 2.656 0.172 0.164 0.143 0.107 0.03977
15.5 .............. 9.0 452.6 1.00 304.8 659.9 2.656 0.172 0.164 0.110 0.088 0.03977
16.0 .............. 15.0 754.4 1.00 562.0 1004.3 2.878 0.128 0.124 0.113 0.089 0.03977
16.5 .............. 38.0 1,911.0 1.00 1,602.5 2,274.4 3.281 0.076 0.076 0.088 0.073 0.03977
17.0 .............. 66.0 3,320.0 1.00 2,912.5 3,781.2 3.521 0.057 0.056 0.040 0.037 0.03977
17.5 .............. 125.4 6,308.0 1.00 5,745.6 6,923.2 3.800 0.041 0.040 0.065 0.057 0.03977
18.0 .............. 164.4 8,290.0 1.00 7,645.0 8,987.5 3.919 0.035 0.035 0.046 0.042 0.03977
18.5 .............. 236.6 11,950.0 1.00 11,137.5 13,147.0 4.077 0.031 0.041 0.029 0.027 0.03977
19.0 .............. 285.3 14,620.0 0.98 13,656.7 16,007.0 4.165 0.030 0.039 0.026 0.025 0.03977
19.5 .............. 327.6 17,170.0 0.96 16,123.0 18,634.0 4.235 0.027 0.036 0.029 0.027 0.03977
20.0 .............. 445.3 27,700.0 0.81 26,108.0 29,725.0 4.442 0.026 0.031 0.049 0.044 0.03977
20.5 .............. 521.5 46,610.0 0.68 44,046.0 49,629.0 4.668 0.025 0.027 0.026 0.025 0.03268
21.0 .............. 81.5 69,130.0 0.68 56,650.0 82,410.0 4.840 0.086 0.076 . . . . . .. 0.00345
Note.—Col. (2) shows the galaxy counts per interval of half-magnitude (raw counts minus star counts); col. (3) shows N is the corrected galaxy counts in
units ofNmag1 deg2; col. (4) shows the effective completeness correction; cols. (5) and (6) show the 84.13% lower and upper limits on corrected counts; cols.
(8), (9), (10), and (11) show the 84.13% confidence upper and lower limits and 1  uncertainty in the determination of the mean between pointings; and col.
(12) shows the surveyed area in deg2.
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in which errors from counting statistics at each pointing
(Gehrels 1986) are added in quadrature, taking into account
the estimated uncertainties in the detection efficiency correc-
tions and the subtraction of star counts in Groth strip. This
error calculation is described in detail in the Appendix. The
second error estimate is a simple error of the mean, i.e., the
dispersion of number counts for the 14 pointings. The two
error estimates are shown as vertical bars in Figure 8b.
There is a good agreement between both error estimates,
except at bin K ¼ 17:5, where the Groth and Coppi counts
differ.
7.1. External Comparison and Counts from Complete Data
In Figure 9 we compare our combined Groth-Coppi
counts to a large set ofK-band number count data extracted
from the literature. The latter include wide-angle, shallow
surveys as well as deep, pencil-beam data, together provid-
ing number counts over a 14 mag range. We have made no
distinction between K and Ks data; from our calibration
stars we find hKKsi ¼ 0:01, which translates into a sys-
tematic error in the number counts of less than 0.005 dex in
the range 14:5 < Ks < 17:5 and less than 0.003 dex for
Ks > 17:5.
Our counts are in good agreement with those of the litera-
ture, both at the bright and faint ends of the distribution.
However, a broad dispersion in the counts from different
authors is evident in Figure 9 at all magnitudes, but espe-
cially at the bright and faint ends of the distribution. For
instance, at K ¼ 23, Bershady et al. (1998) and Moustakas
et al. (1997) differ by a factor of more than 3. The reasons
for this dispersion are likely to be related to incompleteness
at the faint end and to the small number statistics and large-
scale structure (see Huang et al. 1997 for a discussion of
large-scale structure) at the bright end. Completeness cor-
rections depend on galaxy size, surface brightness, seeing,
and the detection algorithm; all of those vary among the
various studies. The very definition of galaxy magnitude
varies among authors. Aperture magnitudes underestimate
the flux of bright sources, while isophotal magnitudes do so
TABLE 6
Ks Differential Number Counts in Coppi Field
Ks
(1)
Raw
(2)
N
(3)
Effective Completeness
Correction
(4)
Nlow
(5)
Nup
(6)
logN
(7)
l
(8)
u
(9)
rmsl
(10)
rmsu
(11)
A
(12)
14.5 .............. 0.0 0.0 . . . 0.0 365.0 . . . . . . . . . . . . . . . 0.01022
15.0 .............. 2.0 391.2 1.00 139.3 911.2 2.592 0.449 0.367 2.432 0.300 0.01022
15.5 .............. 3.0 586.8 1.00 268.4 1161.2 2.769 0.340 0.296 0.372 0.198 0.01022
16.0 .............. 9.0 1,760.0 1.00 1,185.2 2,566.4 3.246 0.172 0.164 0.077 0.066 0.01022
16.5 .............. 8.0 1,565.0 1.00 1,024.4 2,339.2 3.194 0.184 0.175 0.124 0.096 0.01022
17.0 .............. 14.0 2,739.0 1.00 2,016.7 3,685.9 3.438 0.133 0.129 0.247 0.157 0.01022
17.5 .............. 18.0 3,521.0 1.00 2,699.6 4,564.0 3.547 0.115 0.113 0.077 0.066 0.01022
18.0 .............. 41.0 8,020.0 1.00 6,773.0 9,480.0 3.904 0.073 0.073 0.042 0.038 0.01022
18.5 .............. 62.0 12,130.0 1.00 10,621.0 14,223.0 4.084 0.058 0.069 0.079 0.067 0.01022
19.0 .............. 71.0 13,900.0 1.00 12,284.0 16,150.0 4.143 0.054 0.065 0.042 0.039 0.01022
19.5 .............. 123.0 24,340.0 0.99 22,162.0 27,166.0 4.386 0.041 0.048 0.066 0.057 0.01022
20.0 .............. 134.0 29,680.0 0.88 27,039.0 33,073.0 4.472 0.040 0.047 0.055 0.049 0.01022
20.5 .............. 154.0 46,750.0 0.64 42,122.0 52,010.0 4.670 0.045 0.046 0.075 0.064 0.01022
21.0 .............. 172.0 64,090.0 0.53 56,558.0 72,087.0 4.807 0.054 0.051 0.026 0.025 0.01022
Note.—Columns are as in Table 5.
TABLE 7
Combined Ks Differential Number Counts in Groth and Coppi
Ks
(1)
Raw
(2)
N
(3)
Effective Completeness
Correction
(4)
Nlow
(5)
Nup
(6)
logN
(7)
l
(8)
u
(9)
rmsl
(10)
rmsu
(11)
A
(12)
14.5 .............. 1.0 40.0 1.00 6.9 132.9 1.602 0.766 0.521 1.602 0.303 0.04999
15.0 .............. 11.0 440.1 1.00 309.6 617.2 2.644 0.153 0.147 0.141 0.106 0.04999
15.5 .............. 12.0 480.1 1.00 343.6 663.0 2.681 0.145 0.140 0.103 0.083 0.04999
16.0 .............. 24.0 960.2 1.00 765.7 1,199.2 2.982 0.098 0.097 0.091 0.075 0.04999
16.5 .............. 46.0 1,840.0 1.00 1,569.7 2,153.6 3.265 0.069 0.068 0.073 0.063 0.04999
17.0 .............. 80.0 3,201.0 1.00 2,844.0 3,600.6 3.505 0.051 0.051 0.046 0.042 0.04999
17.5 .............. 143.4 5,738.0 1.00 5,259.5 6,258.4 3.759 0.038 0.038 0.062 0.054 0.04999
18.0 .............. 205.4 8,235.0 1.00 7,661.5 8,850.0 3.916 0.031 0.031 0.036 0.034 0.04999
18.5 .............. 298.6 11,980.0 1.00 11,263.8 13,024.0 4.079 0.027 0.036 0.026 0.025 0.04999
19.0 .............. 356.3 14,470.0 0.99 13,635.5 15,666.0 4.160 0.026 0.034 0.022 0.021 0.04999
19.5 .............. 450.6 18,630.0 0.97 17,685.3 19,930.0 4.270 0.023 0.029 0.032 0.030 0.04999
20.0 .............. 579.3 28,100.0 0.82 26,723.0 29,854.0 4.449 0.022 0.026 0.039 0.036 0.04999
20.5 .............. 675.5 46,650.0 0.67 44,407.0 49,269.0 4.669 0.021 0.024 0.024 0.023 0.04291
21.0 .............. 253.5 65,360.0 0.57 58,908.0 72,214.0 4.815 0.045 0.043 0.020 0.019 0.01367
Note.—Columns are as in Table 5.
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with faint sources. ‘‘ Total ’’ magnitudes rely on a model
that generally assumes a given surface brightness profile. At
intermediate magnitudes, large discrepancies may be intro-
duced by the star-galaxy separation algorithms, which may
be based on morphological classification (Glazebrook et al.
1994; Huang et al. 1997, 2001; Saracco et al. 1997, 1999;
Minezaki et al. 1998; Ku¨mmel &Wagner 2001), color-color
diagrams (McLeod et al. 1995; Gardner et al. 1996; Huang
et al. 1997, 2001; Va¨isa¨nen et al. 2000), or Milky Way star-
count models (Va¨isa¨nen et al. 2000; Saracco et al. 1997),
with some works combining two methods to obtain the star
counts at bright and faint magnitudes. While the observed
dispersion among authors is smaller at intermediate magni-
tudes, this range is important to establish whether the Ks
number counts change slope (see x 7.2).
To investigate the source of the dispersion, we have con-
structed a ‘‘ complete number count distribution,’’ including
only complete number count data, from our work and the
literature. For the present purpose, we define complete data
as those with more than 10 raw counts (i.e., >3  measure-
ments) and with completeness corrections lower than 5%.
The first condition eliminates uncertain bright-magnitude
points, while the second eliminates points near the detection
limit of each survey. Published counts that are efficiency-
corrected at all magnitude bins are excluded. Also excluded
are counts given only in graphical form, counts where star-
galaxy separation has not been performed, and counts from
fields at or near obvious galaxy clusters. Our criteria for
defining complete data relies on accepting each author’s cri-
teria as to whether their data require detection efficiency
corrections. Nevertheless, our approach provides a first-cut
filter to take into account the largest sources of discrepancy
between counts by different authors. The complete number
count distribution is shown in Figure 10a.
Remarkably, the scatter among different authors is much
diminished. The complete number count distribution of
Figure 10a demonstrates that K-band counts derived over
the years using a variety of telescopes, detectors, and source
extraction algorithms are in remarkably good agreement as
long as complete data are considered. This result suggests
that detection efficiency correction techniques often fail to
recover the true number count distribution. Our corrected
counts at magnitudes Ks  20 are above the ‘‘ complete
counts ’’ of other authors by factors of 1.12, 1.37, and 1.46
at K ¼ 20:0, 20.5, and 21.0, respectively. If the ‘‘ complete
counts ’’ do reflect the true K-band galaxy number counts,
Fig. 8.—(a) Galaxy number counts in Groth and Coppi. The total counts
with estimated errors are also shown. (b) Uncertainties in the Groth-Coppi
combined counts are shown as vertical bars. Estimated 84.13% lower and
upper limits errors are offset by 0.1 mag, while 1  uncertainty in the
determination of the mean between the different pointings are offset by
0.1 mag; the values are given in Table 7.
Fig. 9.—Galaxy number counts from combined Coppi and Groth data
180 arcmin2. Counts from other deeper and shallower surveys are plotted
for comparison.
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our excess might indicate an inaccuracy in either the effi-
ciency or the reliability corrections. The latter, involving a
subjective choice of S/Nlim, is the main suspect. Taking a
value S/Nlim ¼ 2:4, which increases the number sources
considered as spurious (see Fig. 4), our number counts
would lie above ‘‘ complete counts ’’ only by factors of 1.2 at
K ¼ 20:5 and 21.0.
7.2. K-Band Number Count Slope
Our counts clearly show a slope change at Ks  17:5. A
similar slope change was noted by Gardner et al. (1993),
who pointed out that BK colors become progressively red-
der from K ¼ 14 to K ¼ 17, as a result of the K-correction,
while at fainter than K ¼ 17, median BK colors rapidly
become bluer because of the blue intrinsic colors of the
galaxies. Our data confirm the slope change. With our
combination of depth and area, our survey covers the
15:5 < Ks < 19:5 range with complete data and good statis-
tics; hence it is well poised for a measurement of the slopes
at the bright and faint sides of the break. Figure 10b shows
the COSMOSKs number count least-squares fit to two sepa-
rate power laws (no weights). Using only complete data, the
power law in the range Ks ¼ 15:5 to Ks ¼ 17:5 has slope
b ¼ 0:54 with reduced 2 ¼ 0:12, while in the range
Ks ¼ 17:5 to Ks ¼ 19:5 the slope is f ¼ 0:25 with reduced
2 ¼ 0:95. Figure 10b also shows that these values hardly
change when all of our count data are used (b ¼ 0:63,
2= ¼ 2:91 and f ¼ 0:29, 2= ¼ 2:53). In Figure 10a we
show the two–power-law fits to the ‘‘ complete count ’’ dis-
tribution introduced in x 7.1. For these data, the bright-end
slope is b ¼ 0:60, and the faint-end slope is f ¼ 0:25.
There is a good agreement between the slopes derived from
our data and from the complete count distribution. In par-
ticular, the faint counts give no suggestion of an upturn
down toKs ¼ 21.
Extrapolating the number counts faintward using
logNðKÞ ¼ aþ K ; ð2Þ
the fluxes (ergs cm2 s1 Hz1sr1) contributed by galaxies
fainter than a givenK0 are
2:19 101710a 10
ð0:4ÞK0
1 100:4 ð3Þ
if  < 0:4.
Using the values of the slope (f ¼ 0:25) and a ¼ 0:65
from the best fit to the faintest part of our complete count
data (efficiency-corrected points excluded; see Fig. 10b), we
derive a contribution to the EBL due to the K  22 galaxies
of 1.4 nW m2 sr1. The total contribution to the EBL due
to galaxies has been calculated using this value and the
extrapolation at bright magnitudes, from K ¼ 14 up to
K ¼ 10, with slope  ¼ 0:60 derived from the ‘‘ complete
data ’’ of different surveys. We have obtained I ¼ 10:5
nW m2 sr1, similar to the value obtained by Totani et al.
(2001a), I  10:2 nW m2 sr1. An estimate of the uncer-
tainty in our I may be derived by taking the steeper faint-
end slope from all of our count measurements (f ¼ 0:29,
a ¼ 1:41; see Fig. 10b); we would then obtain I ¼ 11:7
nW m2 sr1. Our measurements and those of Totani et al.
(2001a), when compared with recent measurements of the
diffuse EBL in the K band, i.e., 22:4 6:0 nW m2 sr1
(Gorjian, Wright, & Chary 2000) or 20:2 6:3 nWm2 sr1
(Wright 2001), show that if the faint number count slope
does not change, galaxies account for only about 50% of the
EBL in the K band. See Hauser & Dwek (2001) for a useful
review on the cosmic infrared background measurements.
7.3. Comparison to Number CountModels
The well-defined change of slope of our Ks-band number
counts is an important constraint to galaxy formation mod-
els. A full investigation is beyond the scope of this paper,
but we have nevertheless inquired how well standard num-
ber count models fare when compared with our data. For
Fig. 10.—(a) Best two–power-law fit to ‘‘ complete data ’’ from our and
other authors. (b) COSMOS-Ks counts fitted to two power laws using least
squares (no weights), the best solution for ‘‘ complete counts ’’ (solid line)
show a slope of 0.54 fromKs ¼ 15:5 toKs ¼ 17:5 and a slope 0.25 from 17.5
to 19.5. The dashed line is the best two–power-law fit when all of our counts
are considered.
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this purpose, we have used the ncmod code from Gardner
(1998), obtained from the author’s Web site, to build galaxy
number count predictions. The code follows the traditional
approach of tracing back the evolution of the population of
galaxies, assuming a z ¼ 0 luminosity function (LF0) and
galaxy-type mix, a redshift of formation zf, and a star for-
mation rate (SFR) history for each class of galaxies. The
galaxy characteristics of the model are shown in Table 8.
The models split the z ¼ 0 population into three main types:
ellipticals, spirals, and irregulars or star-forming galaxies.
We use a characterization of galaxy properties (metallicity
and SFR) similar to that of Gardner (1998; see Table 8).
The redshift of formation used for all galaxy types is
zform ¼ 4, corresponding to an age ¼ 12 Gyr, for our
adopted -model (H0 ¼ 70 km s1 Mpc1,  ¼ 0:7,
M ¼ 0:3), and zform ¼ 7 for a flat, Einstein–de Sitter uni-
verse (H0 ¼ 50, q0 ¼ 0:5, age ¼ 12:5 Gyr). The spectropho-
tometric population synthesis models of Bruzual & Charlot
(1993, 1995 version), with Salpeter stellar initial mass func-
tion (IMF), are used to compute the evolution of the galaxy
luminosities. The z ¼ 0 Schechter (1976) parameterization
of the luminosity function has been taken from Gardner
et al. (1997; Cole et al. [2001] give the luminosity function
transformation to the -cosmology). For our cosmologies,
the resulting parameters are given in Table 9. The local gal-
axy mix by Ellis (1983) has been used, but the late spirals are
split into two groups: Sbc and irregular star-forming gal-
axies (col. [6] of Table 8). Other definitions of the galaxy
mix, such as those by Tinsley (1980) or Pence (1976), hardly
change the resulting count model up to K ¼ 21 (the Tinsley
mix predicts lower counts forK > 21). Figure 11a shows the
number count prediction for the two cosmological models
described above.
Number counts from these models are approximately fea-
tureless in the magnitude range of the data and clearly fail
to reproduce the change of slope at Ks ¼ 17:5. While a vari-
ety of parameters may modify the count predictions, prob-
ably the strongest assumption is the zform ¼ 4 common for
all galaxy types. Delaying zform for some or all of the types is
the most natural way to improve the fit to the data by gener-
ating the change of slope in the counts at intermediate mag-
nitudes. Delayed galaxy formation is also required to
account for the bluing of intrinsic galaxy colors reported by
Gardner et al. (1993). To approximately reproduce the
change of slope of the number counts, we need to delay the
TABLE 8
Galaxy Characteristics Used in the Number Count Model
SFR
Galaxy Type
(1)
Type
(2)
a
(3)
Z/Z
(4)
zform
(5)
Distribution
(%)
(6)
E/S0 ............... Exponential 1 2.5 4b 28
Sab/Sbc .......... Exponential 4 1.0 4 47
Scd.................. Constant . . . 0.2 4 13
Irrc .................. Constant . . . 0.2 . . .d 12
a The e-folding time.
b Values of zform ¼ 4 withH0 ¼ 70 km s1 Mpc1,  ¼ 0:7 cosmology,
corresponds to zform ¼ 7 in the Einstein–de Sitter universe.
c Star-forming galaxies.
d Age of 1 Gyr at every redshift.
Fig. 11.—(a) Complete galaxy number counts in Ks from our and other
surveys, compared with models. The dashed line corresponds to the
Einstein–de Sitter model (H0 ¼ 50 km s1 Mpc1, q0 ¼ 0:5), and the solid
line corresponds to the -model (H0 ¼ 70 km s1 Mpc1,  ¼ 0:7,
M ¼ 0:3). Symbols are as in Fig. 10. (b) The same as-model as in (a), but
galaxy formation is delayed down to z ¼ 2 for ellipticals and early-type
spirals and to z ¼ 1 to late-type spirals (dashed line), and a population of
dwarf star-forming galaxies is included (solid line).
TABLE 9
Luminosity Functions
Cosmology M* 
*
(Mpc3)
H0 = 70,=0.7,M= 0.3 ...... 24.07 1.00 4.94 103
H0 = 50, q0 = 0.5 ........................ 24.63 0.91 1.99 103
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bulk of star formation to quite low values, zform  2 in the
-model (age ¼ 10:2 Gyr) for most of both elliptical and
spiral galaxies, and to introduce a star-forming dwarf gal-
axy population at all redshifts. To do so, we give the irregu-
lars galaxies a steep, faint slope of  ¼ 1:5, balanced by a
fainter M	K ¼ 23:12 and 	 ¼ 7:5 103, the same as
Gardner (1998). Figure 11b shows the fit of the data when
star formation is delayed to z ¼ 2 for ellipticals and early-
type spiral galaxies and to z ¼ 1 to late-type spirals, and
a star-forming dwarf galaxy population is included at all
redshifts.
8. SUMMARY
Ks-band galaxy number counts in two fields of the COS-
MOS survey, Coppi and Groth, have been presented. The
combination of wide area (180 arcmin2) and depth (Ks ¼
21:0) yields counts that cover the range 14:5 < Ks < 21:0
with good statistics. The counts have been corrected for
detection efficiency, measured separately for three different
size bins, in each of the 14 camera pointings. Two half-
exposure images of each pointing, made with complemen-
tary halves of the data, have been used to identify and
remove spurious detections. Star-galaxy separation has
been reliably performed using HST images in the Groth
strip field and using the stellarity index from SExtractor
together with color-color diagrams in the Coppi field.
Comparison to a compilation of shallow wide-area and
deep pencil-beam surveys, covering the range from K ¼ 10
to K ¼ 24, shows a very good correspondence especially
considering ‘‘ complete data,’’ defined here as number count
data where efficiency corrections are less than 5% and where
there are more than 10 raw detected counts. Our data, as
well as the complete data from other surveys, confirm the
change in the slope at Ks  17:5 reported in Gardner et al.
(1993). Our data yield slopes of 0.54 in the range from
Ks ¼ 15:5 to Ks ¼ 17:5 and 0.25 from Ks ¼ 17:5 to Ks ¼
19:5. The slopes are comparable to those of Gardner et al.
(1993). The measured slope at the faint end puts limits to the
contribution of faint, undetected galaxies to the extragalac-
tic background light (EBL) in the K-band. Assuming no
upturn in the number counts at magnitudes fainter than
Ks ¼ 21:0, we have calculated a limit to the total contribu-
tion to the EBL in the K-band from galaxies of I ¼ 10:5
nWm2 sr1; or50% of the measured EBL.
The shape of the number count distribution cannot be fit-
ted with galaxy formation schemes that place galaxy forma-
tion at zform  4 in a-dominated universe (H0 ¼ 70 km s1
Mpc1,  ¼ 0:7; M ¼ 0:3) or zform  7 in an Einstein–de
Sitter universe. Reproducing the change in the number
count slope at K  17:5 requires both a delay in the galaxy
formation epoch to quite low values, zform  2 for elliptical
and spiral galaxies, and the presence of a population of
star-forming dwarfs at all redshifts (-dominated universe).
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ments, which helped improve the manuscript. We acknowl-
edge useful discussions on number counts with Matthew
Bershady, David Koo, and James Lowenthal. James
Lowenthal, Peter Hammersley, and Jose´ Acosta-Pulido
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Telescope, obtained at the Space Telescope Science Insti-
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APPENDIX
ERROR ESTIMATION
The error estimation was done independently for each object class in each pointing. This is necessary since we take into
account the errors in detection efficiency determination (see x 5). In each magnitude bin two sources of error are considered:
counting errors that are parameterized with the approximate relations (see Gehrels 1986)
Nu ¼
ffiffiffiffiffiffiffiffiffiffiffi
nþ 3
4
r
þ 1 ; Nl ¼ n n 1
1
9n
 1
3
ffiffiffi
n
p
 3
ðA1Þ
and errors in the determination of detection efficiency df. The counts are calculated in each pointing in 12 magnitude bins and
are given in units ofNmag1 deg2 using
Aij ¼ 2Nij
ajdfij
; ðA2Þ
where i is each of the three object classes, j corresponds to each of the 14 pointings, and aj is the covered area. Error propaga-
tion for 1  error gives
Aij ¼ 2
aj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nij
dfij
 2
þ dfij Nij
df 2ij
 !2vuut : ðA3Þ
The same formula is used to obtain the 1  confidence upper and lower limits,

Aij
l ¼
2
aj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nij
l
dfij
 !2
þ dfij Nij
df 2ij
 !2vuut ; Aiju ¼ 2
aj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nij
u
dfij
 !2
þ dfij Nij
df 2ij
 !2vuut : ðA4Þ
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The counts in each pointing are the sum of the corrected counts of each object class, so the errors are

Aj
l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

Aij
l
 2
þ A?;jl
 2s
; 
Aj
u ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

Aij
u
 2
þ A	;ju
 2s
; ðA5Þ
where the terms 
A	;j
l;u are considered only in Groth pointings in which the number of stars is subtracted from the number of
objects.
Finally, the counts of different pointingsAj are combined with the weighted mean,X
j
ðajÞA ¼
X
j
ajAj
 
; ðA6Þ
then
Al ¼
1P
jðajÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
j
aj
Aj
l
 s
; Au ¼ 1P
jðalÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
j
aj
Aj
u
 s
: ðA7Þ
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