Abstract-We present a visually guided, dual-arm, industrial robot system that is capable of autonomously flattening garments by means of a novel visual perception pipeline that fully interprets high-quality RGB-D images of a clothing scene based on an active stereo robot head. A segmented clothing range map is B-Spline smoothed prior to being parsed by means of shape and topology analysis into 'wrinkle' structures. The length, width and height of each wrinkle is used to quantify the topology of each wrinkle and thereby rank wrinkles by size such that a greedy algorithm can identify the largest wrinkle present. A flattening plan optimised for the largest detected wrinkle is formulated based on dual-arm manipulation. We report the validation of our autonomous flattening behaviour and observe that dual-arm flattening requires significantly fewer manipulation iterations than single-arm flattening. Our experimental results also reveal that the flattening process is heavily influenced by the quality of the RGB-D sensor: use of a custom off-the-shelf high-resolution stereo-based sensor system outperformed a commercial low-resolution kinect-like camera in terms of required flattening iterations.
I. INTRODUCTION
Autonomous manipulation of garments still remains an extremely difficult task for autonomous robotic systems. This is due to the exacting requirements placed on perception and manipulation when interacting with these highly deformable objects. In this paper, we intend to advance the state-of-theart in visual perception and manipulation of garments by improving competence in range sensing by means of a highresolution actuated binocular robot head system ( Fig. 1-B) , by extracting a detailed description and accurate quantification of the garment surfaces shapes and topologies, and by utilising the manipulation skills of a dual-arm robot ( Fig.  1-A) .
In this paper we describe an active stereo sensing system that implements: automatic gaze control, camera vergence and GPU accelerated stereo matching to generate a 16MP high quality point cloud stream at 0.2Hz. We also present a novel and generic 2.5D deformable surface analysis pipeline for parsing, characterising and quantifying a garment's surface. To demonstrate and validate our surface analysis approach and our active stereo sensing system, we propose an on-table garment flattening robotic task. For this purpose, we have devised a dual-arm flattening strategy in order to flatten a variety of garments in real-life scenarios. Videos of our experimental results are available at:
http://youtu.be/Z85bW6QqdMI 
II. RELATED WORK
Maitin et al. [1] developed one of the first successful robotic systems to manipulate garments -specifically towels. They use a combination of stereo cameras and depth sensors in order to search for geometric cues that facilitate the detection of corner grasp points on towels, an in-air unfolding strategy, and towel folding and piling. Since then, progress over different clothing scenarios has been made, including: optimal garment grasping [2] , [3] , garment recognition [4] , [5] , pose estimation [6] , [7] garment separation [8] , garment folding [9] - [11] and unfolding [12] - [15] .
The above research typically adopts low-resolution Kinectlike RGBD sensors [2] , [3] , [8] , [11] , [13] - [16] and lowquality stereo systems for near real-time operation [4] , [5] , [13] . However, these types of sensor limit the perceptual competence of the robot due to their low-resolution depth maps and inherent range image noise (e.g. Fig. 3 ). These limitations exacerbate the task of characterising the surface topology and surface state of a garment with high accuracy. Similarly, prior research has focused on visual perception approaches which have been limited in scope and constrained to the task at hand. Therefore, reported machine vision approaches applied to clothing typically have fallen short of providing generic surface shape and topology analyses, e.g. researchers have described garment surfaces in terms of polygonal representations [9] - [11] , [16] which are con- strained to specific types of analysis.
For the specific garment flattening robotic task tackled in this paper, prior research falls into two categories: gravitybased flattening [14] , [15] or by sliding the garment along a table [12] . In both of these cases the garment cannot be guaranteed to be flattened because these approaches [9] - [12] are open-loop, as opposed to tracking and acting on the current state of the garment within a closed perception-action loop. Overall, we concluded that in order to to advance the state-of-the-art in garment manipulation it will be necessary to adopt high-resolution imaging systems for garment surface perception, and therefore understand properly the garment's surface state in order to be able to effect competent manipulation. The authors believe that this is the first study to propose a generic 2.5D description and quantification method that fully characterises a garment's high-dimensional surface configuration space. Although our generic pipeline can be used for other types of garment manipulation (e.g. optimal grasp point selection), we have chosen the garment flattening problem because this task requires the garment's state for each manipulation to be understood. Our flattening task was also chosen to demonstrate the fully integrated operation of our stereo-head, generic surface analysis and the dual-arm flattening strategy within a perception-action loop.
III. METHODOLOGY
As observed in Figure 2 , our processing pipeline consists of four stages: (0) camera calibration and integration (offline), (1) depth data acquisition, (2) generic garment surface analysis, and (3) dual-arm planning for flattening. The following subsections detail the design and implementation of each stage. We assume that the garment has been selected, separated and unfolded from a pile of clothes and has been laid on a table. Our pipeline has been implemented in the Robot Operating System (ROS Hydro) [17] and is freely distributed as per the CloPeMa project license agreement 1 .
A. Active Binocular Robot Head
To allow our dual-arm robot to parse and fully describe the surface topology of garments, we designed an actuated Fig. 3 . An example of a 2.5D range map as captured by (left) a RGBD sensor -ASUS Xtion Pro -and (right) by our stereo head. Robot head data provides better quality and larger resolution than the depth sensor. For more examples, please visit our stereo-matching benchmark dataset: https://sites.google.com/site/ugstereodatabase/ [22] binocular robot head. The robot head comprises two off-theshelf Nikon DSLR cameras (D5100) that capture images at a resolution of 16 mega pixels (MP). Each camera is mounted on two degrees of freedom pan and tilt units (PTU-D46) which are separated by a pre-defined baseline for stereo capturing. The hardware is interfaced to an Intel Core i7-3930K computer at 3.20 GHz with 32GB of RAM running Ubuntu 12.04 and ROS. Fig. 1 -B depicts the robot head as mounted on our dual-arm robot. The robot head's visual capabilities include: camera vergence, automatic gaze control and visual search based on SIFT features [18] , multiple same-class instance recognition [19] and GPU stereo matching and point cloud/depth map computation [20] (with a processing rate of 0.2 fps on 16MP images).
In order to maintain calibration of the camera system under extrinsic camera movement in our binocular robot head, we interfaced OpenCV calibration routines 2 to find the intrinsic camera parameters of each camera. We also integrated Tsai's hand-eye calibration routines to estimate rigid geometric transformations between PTU to camera and gripper to camera -stage 0 in Fig. 2 . Knowledge of the intrinsic and extrinsic camera parameters and geometric transformations of cameras, PTUs and the robot allow us to update the stereo relationship of the camera system and, therefore, complete the robot's kinematic structure. It is thus possible to direct its gaze under program control and recover metrically accurate depth images under dynamic movement of the camera system and, therefore, map 2.5D information into the robot coordinate frame Fig. 2 -F and G. Depth map and point cloud computations are supported on the stereo head by means of a GPU accelerated stereo matcher [20] and a simplified least-square stereo triangulation routine [21] . 
B. Pre-processing
Before analysing the garment's surface topology, it is necessary to separate the imaged garment from the background (pre-processing step - Fig. 3-H) . For this purpose, we adopt and modify a previously reported grab-cut segmentation approach based on Gaussian mixture models [11] . Image segmentation is thus crafted to the task on-hand, namely, garment flattening. After segmentation, the robot's field of view consists of three different regions: the garment, the operating table and the background. We therefore focus the attention of the robot on the garment for the analysis and quantification of the garment's surface topology.
As geometry based depth features (e.g. curvature and shape index) are extremely susceptible to high frequency noise, a piece-wise B-Spline surface approximation is used to fit a continuous implicit surface onto the original depth map (an example is shown in Fig. 2-H) . In our approach, we first divide the depth map of the current view into square patches according to the x-y depth-map plane. We then fit an open uniform B-Spline surface to each patch [23] . Adjacent patches are connected together by blending the B-Spline's control points in order to ensure continuity 3 .
C. The 2.5D deformable surface analysis approach
Our surface analysis approach consists of: garment shape and topology analysis, and wrinkle description and quantification. Both are described in the following subsections.
1) Garment Shape and Topology Analysis: Surface topographic features are detected by computing the curvatures of the garment surface. For this purpose, we employ shape index [23] to classify the surface shape at each point into one of nine different types: cup, trough, rut, saddle rut, saddle, saddle ridge, ridge, dome and cap (as shown in Fig. 2-I ). Majority rank-filtering is applied to remove incorrect and isolated shapes. Wrinkles are finally parametrised in order to be used in the manipulation task. Our shape analysis approach focuses on wrinkles (yellow regions in Fig. 2-I ) because wrinkles determine the configuration of a garment irrespective of its colour, fabric or garment type. Other shapes such as 'dome' and 'rut', representing the shapes of wrinkles at junctions, are adopted to separate the cross-like wrinkles in highly wrinkled situations (as shown in Fig. 4) .
In order to detect and locate wrinkles on the garment's surface, we first provide a geometric definition of a wrinkle (Definition 1). This definition is inspired by classical geometric approaches for parsing 2.5D surface shapes and topologies (e.g. shape index [23] ). As a consequence of Definition 1, it is essential to define what ridges comprise as these encapsulate the wrinkle's key topographic information (Definition 2).
• Definition 1. A Wrinkle is a set of triplets. Each triplet consists of one ridge point and two contour points along Fig. 4 . In highly wrinkled situations, the shape of wrinkles at junctions are classified as 'dome' or 'rut' (as shown in brown and red colours); this classification is used to separate jointed wrinkles in our approach.
the maximal curvature direction.
• Definition 2. Ridge points are the positive extrema of maximal curvature [24] . The wrinkle's contour is the boundary of the concave and convex surfaces of the garment. In this paper, the definition of ridges shares similarities to that given by Ohtake et al. [25] , the only difference is that instead of estimating curvatures from a polygon mesh, we calculate these surface curvatures using differential geometry, obtained directly from the depth map 4 . The wrinkle's contour is defined as the boundary of the convex and concave surface (as per Definition 2), which is estimated by computing the zero-crossing of the second derivatives of the garment's surface 5 . After the wrinkle's contour has been detected, the garment surface topology is fully parsed, an example of which can be seen in in Fig. 2 -I and J.
2) Wrinkle Description: The wrinkle description process consists of: (1) connecting ridge points to contiguous segments and (2) grouping found segments into wrinkles ( Fig. 2-H) . In the first step, neighbouring pixels of detected ridges are connected iteratively until continuous segments are obtained. In this process, the segments' end points are labelled as 'active' ridge points. The minimum l 2 distance between every two active ridge points is used as the distance measurement between two segments (Eq.1): γ is a ridge region in the shape index map. If two nearest segments are in the same ridge region, they are grouped into 4 The details of computing curvatures from depth is described as follows. The 2.5D points in the depth map are examined pixel by pixel in order to find if they are the positive extrema along the maximal curvature direction. That is, given a depth map I, for each point p in I, the mean curvature C p m and Gaussian curvature C p g are firstly calculated as:
and a lager segment. Finally, for each wrinkle, a 5th polynomial curve is fitted along its ridge points, and this polynomial curve is the final description of a wrinkle.
3) Wrinkle Quantification: Shape Index classifies surface shapes without measuring surface magnitude. We therefore measure a wrinkle's surface magnitude in terms of triplets, as stated in Definition 1. By matching ridge points and their two corresponding contour points (as shown in Fig.  2-L) , we estimate the maximal curvature direction θ (on the x-y plane of the depth map) on each ridge point. The maximal curvature direction, θ, is estimated with respect to the perpendicular direction of the tangent line on the fitted wrinkle. In our implementation, we adopt a 5th order polynomial curve in order to approximate each wrinkle 6 . Fig.2-K) , the search continues, otherwise the search terminates.
In our approach, the three points that define a triplet are used to measure the height and width of a wrinkle. That is, given a triplet t p containing one ridge point p r and two contour points p l c and p r c , the height h t and width w t are calculated as follows:
where a = p r , p For the specific task of garment flattening, the physical volume of the wrinkle is adopted as the score for ranking detected wrinkles. We also apply PCA on the largest wrinkle for the current view in order to infer the two grasping points and the flattening directions for each arm. To obtain the amount upon which the dual-arm robot should pull in order to remove the selected wrinkle, we compute the geodesic distance between the two contour points of each triplet [26] 7 . The following section details how we used these estimated parameters for flattening a garment.
D. Dual-Arm Flattening 1) Flattening Heuristic: Our heuristic flattening strategy comprises a greedy search approach in which the largest wrinkle detected is eliminated in each perception-action iteration. We consider the largest wrinkle detected per flattening iteration because the entropy added into the system increases when considering a group of wrinkles with similar directions and the likelihood that dual-arm planning would succeed is significantly reduced. Therefore, the largest wrinkle detection heuristic guarantees that a solution is achieved regardless of highly wrinkled situations. Wrinkles are quantified according to their physical volume. The volume of a wrinkle w is thus given by:
where N r is the number of fitted ridge points in w, N t refers to the number of matched triplets, t i is the ith triplet of w, w t and h t refers to the width and height of the triplet t i , and l r is the length of the wrinkle which is calculated by summing up the l 2 distance between every two nearest ridge points. 2) Dual-arm flattening: An entire flattening action consists of 7 robotic poses: plan, touching-table, grasping, pulling, put-on-table, free-clothing, leave-table. These poses are illustrated in Fig. 5 -A. This figure also includes other pre-defined parameters used during the flattening task, e.g. orientation of the gripper with respect to the table. The starting pose (Fig. 5-A, purple) refers to moving the robot's gripper close to the table in preparation for flattening, the touching table and grasping poses (Fig. 5-A , orange and red respectively) comprises grasping the garment's boundary by interpolating the robot's motion between these two poses. The pulling and put-on-table poses pull the grasped garment according to the geodesic distance (Eq. 5) and smoothly return the garment on the table. Finally, the free-garment and leave-table poses are for freeing the garment and leaving the table.
In order to calculate and interpolate these robotic poses, four parameters are required -grasping position, grasping direction, flattening direction and flattening distance. The 'grasping' and 'pulling poses' are estimated using these parameters. Then the other poses are inferred from the 'grasping' and 'pulling poses'. By interpolating these 7 poses sequentially, the robot is therefore able to perform a smooth flattening action.
3) Setting Flattening Parameters: Here we present how to set the four mentioned flattening parameters as described in Section III-D.2. As shown in the Fig. 5-B , once the largest wrinkle is selected, PCA is employed to compute its primary direction, and the two 'flattening directions' are orthogonal with respect to the primary direction. After the 'flattening directions' are fixed, the two corresponding cross points on the garment contour are set as the position of the 'grasping pose' (Fig. 5-A) . While the 'grasping direction' is estimated by the local contours of the grasping positions (as shown in Fig. 5-B) . The 'flattening distance' d wi of wrinkle w i is estimated by: (5) where t i is the ith N r triplets in w i ; c ti l and c ti r are its two wrinkle contour points; G refers to Geodesic distance, while E refers to Euclidean distance. Coef f spring is the maximal distance constraints between particles in a mass-spring cloth model 8 . Because of the limitation of the robot's joints and possible collisions between the two arms, not all of the interpolated motions can be planned successfully. We therefore proposed a greedy pose/motion exploration strategy (Algorithm 1). This results in a significant improvement while flattening with both arms. However, if this algorithm fails, the robot only employs one arm -the arm used is selected according to the flattening direction.
IV. EXPERIMENTS A. Bench-Mark Flattening Task
To validate our active stereo robot head, the 2.5D deformable surface analysis approach and the dual-arm flattening strategy, we proposed two sets of experiments. Firstly, we performed 8 benchmark experiments to verify performance and reliability while flattening a single wrinkle using dualarm planning (Section IV-A). In Section IV-C, we report the performance of our proposed approach when flattening a highly wrinkled garment and also compare flattening performance when using our robot stereo head system and when using standard depth cameras (i.e. kinect-like cameras). The ultimate aim of these experiments is to evaluate the performance of the methods described in this paper for predefined wrinkles set at different directions.
As described, our proposed generic surface analysis is sufficiently sensitive to detect small wrinkles that are considered insignificant by a human evaluator. As it is not necessary to flatten such small wrinkles, we have implemented a halting criterion that determines the degree of garment 'flatness' based on the magnitude of the displacement distance required to flatten any detected wrinkle, computed using Eq. 5. In our experiments, if detected wrinkles are less than 0.5cm (considered acceptable), the garment is deemed to be flattened 9 . Flattening Wrinkled Cloth Experiments exp1 exp2 exp3 exp4 exp5 exp6 exp7 exp8 exp9 exp10 AVE STD Dual-Arm Success Rate RNI of Dual-Arm (RH)
4 (4) 5 (4) 6(4) 5(4) 7 (4) 8 (4) 7 (3) 12 (4) 8 (4) 13 (7) 11 (3) 10 (5) 9 (5) 10 (5) Fig. 7 . The first row reports the towel state before flattening; second row, the detected largest wrinkles and the inferred displacements. On the third iteration, dual-arm planing proves infeasible to execute, a single-arm manoeuvre is then formulated and applied.
B. Benchmark experiments
As shown in Fig. 6 , there is one salient wrinkle distributed in the range of 45
• to -45 • (as imaged by the robot). In order to evaluate the stability of the proposed approach, we repeat each experiment 5 times and the results are shown in Table   I .
From Table I , we deduce that our generic garment surface analysis is able to flatten these 8 bench-mark experiments in only 1 iteration. Moreover, the successful rate for dualarm planing is 85% while the robot grasps successfully the edge of the garment. Experiment 5 shows a failure case when Fig. 8 . Preliminary results while flattening a T-shirt. As observed, our proposed pipeline is able to adapt to any shape of garment, the robot can grasp the sleeves and stretch the wrinkles successfully.
Algorithm 1
The Pose Exploration Algorithm for Planing Dual-Arm Grasping.
In: The direction interval is d I . The maximum numbers of exploration in each side N E .
Out: The final planable grasping directions of two arms
Set the minimal whole error of two arms e min = ∞ for
Compute the error of left arm and right arm,
Compute the whole error e lr = e l × e r ; if d l , d r is planable and e lr < e min then d L = d l ; d R = d r ; e min = e lr ; end if end for end for return d L , d R using both arms, this is due to the limitations of the robot joints and the inverse kinematic planner adopted.
C. Highly-Wrinkled Garment Flattening
In order to investigate the overall performance of our proposed approach for autonomous flattening of highly wrinkled garments, we compared flattening performance between single-arm and dual-arm strategies. Similarly, in order to demonstrate the use of high-quality sensing capabilities during the perception-action loop, we compare flattening performance between our stereo robot head and a kinect-like sensor (in this paper we used the Xtion sensor 10 ). For each experiment we randomly wrinkle a square towel -wrinkles are distributed in different directions without following any particular order. We then apply different flattening strategies (dual-arm or single arm) with either the robot stereo head or Xtion sensor. For comparison, 4 groups of flattening experiments are carried out: (1) dualarm using robot head, (2) single-arm using robot head, (3) dual-arm using Xtion and (4) single-arm using Xtion. To measure the overall performance and reliability, we perform 10 experiments for each group and we compute the Required Number of Iterations (RNI) as shown in Table II . In Table  II , each column represents the experiment number for each of the above groups of experiments. Values in parentheses indicate the number of iterations where dual-arm planning was successful, while the remaining values indicate the RNI for each experiment (for either dual or single arm manipulation).
From Table II , we can observe that the average RNI for dual-arm flattening using the robot head is 4.7 iterations (achieving 65.9% arm planning success rate) while for single-arm planning this is 8.6. Whereas, dual-arm flattening using Xtion, the robot required 9.5 iterations (achieving 46.3% dual-arm planning success rate), single-arm planning required 13.1 iterations. We can then conclude that the dual-arm strategy flattens significantly more efficiently when compared to the signal-arm strategy. The standard deviations (STD) for each group of experiments are also calculated, where the STDs for dual-arm flattening are 0.95 (robot head) and 2.07 (Xtion); the STDs for single-arm are 2.99 and 2.85 iterations respectively. As expected, the dual-arm strategy is not only more efficient but also more stable than single-arm strategy. On the other hand, from a sensing perspective, we find that while using the stereo robot head the robot is able to complete a flattening task successfully in 4.7 iterations (dualarm case), as opposed to 9.5 iterations when using the Xtion. Overall, our robot head clearly outperforms the Xtion in both dual-arm flattening and single-arm flattening experiments.
From the results above, we discovered that the dual-arm strategy is more efficient in flattening long wrinkles than the single-arm strategy which usually breaks long wrinkles into two short wrinkles. Comparing the stereo robot head and the Xtion, we find that it is difficult to quantify wrinkles accurately and also estimate an accurate flattening displacement (especially for small wrinkles) using the Xtion because the depth map it produces is noisier (high frequency noise ¿ 0.5cm) than that of the robot head. Long wrinkles captured by the Xtion are also often split into two small wrinkles, due to the poor quality of the depth map, which in turn results in more flattening iterations (and a lower dual-arm planing success rate). A video example of the above experiments is available at: http://youtu.be/Z85bW6QqdMI V. CONCLUSIONS In this paper we describe an active stereo robot head vision system for accurate garment perception and manipulation. We also present a generic garment surface analysis approach applied to dual-arm on-table flattening. Our experimental validation concludes that: firstly, our stereo robot head outperforms kinect-like depth sensors in garment sensing tasks, especially for precise manipulation; secondly, the generic surface analysis pipeline we propose is able to parse the highdimensional configuration space of a garment by detecting and quantifying wrinkles; finally, our proposed dual-arm flattening strategy greatly improves garment manipulation efficiency when compared to our single-arm flattening strategy. Even though the garment we have used to validate the methods and materials presented in this paper only comprises a simple towel, our stereo vision system, generic garment surface analysis and the dual-arm strategy are sufficiently generic to be applied to different types of garment (i.e. Tshirt, pants, etc.). Flattening other types of garment usually requires a greater number of iterations than our simple towel requires, since wrinkles in more complex garments can be highly crumpled and disordered. For the purpose of this paper, we present a preliminary demonstration of t-shirt flattening, as presented in Fig. 8 and in our video demonstration.
In future work, we intend to apply our generic surface analysis approach to garment grasping from a pile. Moreover, we propose to adapt the pipeline presented here in Fig. 2 to tackle an autonomous laundry scenario (including grasping from a heap, separating, unfolding, flattening, folding, etc.). Finally, we plan to extend our proposed surface analysis pipeline to compute a topographic description of rigid and non-rigid objects for the task of interaction with these objects and, consequently, to understand the contents of a scene for human-robot interaction and cognitive applications.
