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FINITE-DIMENSIONAL APPROXIMATION AND
NON-SQUEEZING FOR THE CUBIC NONLINEAR
SCHRO¨DINGER EQUATION ON R2
ROWAN KILLIP, MONICA VISAN, AND XIAOYI ZHANG
Abstract. We prove symplectic non-squeezing (in the sense of Gromov) for
the cubic nonlinear Schro¨dinger equation on R2. This is the first symplectic
non-squeezing result for a Hamiltonian PDE in infinite volume. As the un-
derlying symplectic Hilbert space is L2(R2), this requires working with initial
data in this space. This space also happens to be scaling-critical for this equa-
tion. Thus, we also obtain the first unconditional symplectic non-squeezing
result in such a critical setting.
More generally, we show that solutions of this PDE can be approximated by
a finite-dimensional Hamiltonian system, despite the wealth of non-compact
symmetries: scaling, translation, and Galilei boosts. This approximation result
holds uniformly on bounded sets of initial data. Complementing this approxi-
mation result, we show that all solutions of the finite-dimensional Hamiltonian
system can be approximated by the full PDE.
A key ingredient in these proofs is the development of a general methodol-
ogy for obtaining uniform global space-time bounds for suitable Fourier trun-
cations of dispersive PDE models.
1. Introduction
In this paper, we consider the defocusing cubic nonlinear Schro¨dinger equation
in two spatial dimensions:
iut = −∆u+ |u|2u,(NLS)
which describes the evolution (in time) of a function u : Rt × R2x → C.
Formally, at least, this is the Hamiltonian evolution associated to the standard
symplectic structure on L2(R2) and the Hamiltonian
E(v) :=
∫
R2
1
2 |∇v(x)|2 + 14 |v(x)|4 dx.(1.1)
As it will be important later in the discussion, let us quickly recall what is meant
by the standard symplectic structure:
Definition 1.1. The standard symplectic structure on a complex Hilbert space H
is ω(z, ζ) = − Im〈z, ζ〉H. (Note that in this paper, inner-products are C-linear in
the second variable, following Dirac’s convention.) Equivalently, given coordinates
xk, pk : H → R adapted to an orthonormal basis {ek} in the sense that xk(v) +
ipk(v) = 〈ek, v〉, then
ω =
∑
k
dpk ∧ dxk.(1.2)
1
2 R. KILLIP, M. VISAN, AND X. ZHANG
Coordinate systems in which ω takes this explicit form are known as canonical
coordinates.
The problem of well-posedness of (NLS) for general data in L2(R2) was a long-
standing and conspicuous problem in dispersive PDE until its recent resolution by
Dodson [17] (see also [24] for the case of radial data):
Theorem 1.2 (Dodson, [17]). The problem (NLS) is globally well-posed for initial
data u0 ∈ L2(R2); moreover, there is a function C : [0,∞)→ [0,∞) so that
‖u‖L4t,x(R×R2) ≤ C
(‖u0‖L2(R2)) .
For most purposes, this may be regarded as the definitive result in this direction;
by providing uniform space-time bounds, it further guarantees that solutions scatter
(see [9, Theorem 2.1]) and are stable under the presence of an additional forcing
term in the equation (see [38, Lemma 3.6]).
In this paper, we consider two questions about (NLS) for which Theorem 1.2
does not suffice. The first question is whether one can approximate the evolution
of an ensemble of initial data (specifically, a ball in L2) simultaneously by a single
finite-dimensional system. The second is the question is whether the (NLS) flow
obeys symplectic non-squeezing (in the sense of Gromov, [18]). We answer both
questions in the affirmative; see Theorems 1.5 and 1.4, respectively.
In Theorem 1.6, we will also show a converse to our finite-dimensional approx-
imation result, namely, that all solutions to the finite-dimensional system can be
mimicked by solutions to (NLS). Again, this is not simply a direct corollary of
Theorem 1.2.
A key motivation for wishing to connect solutions to PDE to those of a finite-
dimensional system (in either direction) is that it allows one to transfer general
results for finite-dimensional systems to the PDE setting, with non-squeezing being
just one example. A second incentive for seeking such approximation results is
that they guarantee that one can reliably and efficiently simulate the dynamics
numerically — not only the dynamics of individual trajectories, but even statistical
questions, that is, those relating to ensembles of solutions. Moreover, given the
increasing interest in the study of dispersive PDE with random initial data, we
suspect there will be a growing need for methods adapted to ensembles of data,
rather than merely individual solutions.
The particular challenge of proving non-squeezing for Hamiltonian PDE has been
a major stimulus for work on finite-dimensional approximations. For this reason, we
first focus our attention on this subject, beginning with an account of the original
theorem of Gromov.
To give proper context for Gromov’s non-squeezing theorem, we must first re-
view some rudimentary Hamiltonian mechanics. We speak here about the finite-
dimensional setting, where everything is well settled; little is clear cut in the
infinite-dimensional setting. Indeed, while nineteenth century mathematics is am-
ple for a full understanding of well-posedness of Hamiltonian ODE, questions of
well-posedness of Hamiltonian PDE are, even today, the subject of much intensive
investigation.
Let us endow Cn with the standard symplectic structure laid out above. A
Hamiltonian function H : Cn → R then gives rise to dynamics in the form z˙ =
XH(z), where the vector-field XH is uniquely determined by the relation
dH(·) = ω(·, XH).
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In canonical coordinates, this can be expressed equivalently as Hamilton’s equa-
tions:
dxk
dt
=
∂H
∂pk
and
dpk
dt
= − ∂H
∂xk
.
For reasonable H , these equations are well-posed and the resulting flow map
Φ : R × Cn → C is a one-parameter group of symplectomorphisms. A symplecto-
morphism is a diffeomorphism that preserves the symplectic form ω. In differential
form, this means that Φ(t)∗ω = ω; however, we find that the integral form ex-
presses this notion more vividly: the integrals of ω over surfaces σ : [0, 1]2 → Cn
are unchanged as the surfaces evolve with the flow:∫
σ
ω =
∫
Φ(t)◦σ
ω.
For discussions in infinite dimensions, see, for example, [10, 26].
Preservation of the symplectic form by Hamiltonian flows guarantees the preser-
vation of its exterior powers, in particular, preservation of the volume form ω∧ω∧
· · · ∧ ω. Thus Hamiltonian flows preserve phase-space volume, a result known as
Liouville’s Theorem. (Incidentally, as there is no translation-invariant measure in
infinite dimensions, there can be no Liouville’s Theorem, either.)
Liouville’s Theorem yields significant information on whether a Hamiltonian flow
can carry one region of phase-space into another: the volume of the latter must
exceed that of the former. In fact, it is shown in [16, 35] that (barring topological
obstructions) this is the only restriction on the possibility of flowing one region into
another in a volume preserving manner.
One can also consider the question of whether preservation of volume is the
only obstruction to the existence of a symplectomorphism between two sets. In
two dimensions, a symplectic form is a volume form and so this question may
be regarded as adequately resolved in view of the results of [16, 35]. In higher
dimensions, however, the question remains whether preservation of the symplectic
form encodes substantial restrictions beyond mere volume conservation. The non-
squeezing theorem of Gromov (see Corollary §0.3A of [18]) shows that it does in a
dramatic fashion. For our later purposes, it will be more convenient to phrase this
result as follows:
Theorem 1.3 (Gromov, [18]). Fix 0 < r < R < ∞ and α ∈ C. Let B(z∗, R)
denote the ball of radius R centered at z∗ ∈ Cn, let ℓ ∈ Cn have unit length, and
suppose φ : B(z∗, R) → Cn is a smooth symplectomorphism (with respect to the
standard structure). Then there exists z ∈ B(z∗, R) so that∣∣〈ℓ, φ(z)〉 − α∣∣ > r.
Equivalently, φ does not map the ball B(z∗, R) wholly inside the cylinder {ζ ∈ Cn :
|〈ℓ, ζ〉−α| < r} (despite the fact that the volume of the ball is finite and the volume
of the cylinder is infinite).
Note that the real and imaginary parts of ζ 7→ 〈ℓ, ζ〉 provide a pair of canonically
conjugate variables — the position and momentum of a single particle.
From a statistical point of view, the non-squeezing theorem shows that classi-
cal mechanics propagates uncertainty in a manner reminiscent of the uncertainty
principle in quantum mechanics: If at the initial time, the positions and momenta
of all particles are known only to a resolution R, then the position and momentum
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of even just a single particle cannot be resolved to any scale r finer than R at any
later time.
Incidentally, a linear transformation is symplectic if and only if it is invertible
and both it and its inverse have the non-squeezing property stated above. By ap-
plying this fact on each tangent space, one then sees that a diffeomorphism, which
together with its inverse has the non-squeezing property, is actually a symplecto-
morphism. In this way, one can view non-squeezing as a defining property of all
symplectomorphisms. Amongst other things, the pursuit of this perspective has
lead to a proof that merely uniform limits of symplectomorphisms are themselves
symplectomorphisms. For these assertions (and much more), see, for example,
[19, 33]
In this paper, we will show that the analogue of Gromov’s theorem holds for the
(infinite-dimensional) dynamics associated to (NLS):
Theorem 1.4 (Non-squeezing for the cubic NLS). Fix z∗ ∈ L2(R2), l ∈ L2(R2)
with ‖l‖2 = 1, α ∈ C, 0 < r < R <∞ and T > 0. Then there exists u0 ∈ B(z∗, R)
such that the solution u to (NLS) with initial data u(0) = u0 satisfies
|〈l, u(T )〉 − α| > r.(1.3)
The initial stimulus to consider this problem came from the authors’ attendance
of the lecture [32] by Mendelson. All non-squeezing results for nonlinear PDE up
to that time (and indeed until the work presented here) were for problems posed
on tori; see [4, 5, 14, 20, 27, 31, 36]. At the end of this talk the question was raised
whether this represented an intrinsic limitation — certainly the torus assumption
permeates every aspect of these prior works — or whether one might also expect
non-squeezing to hold in infinite-volume settings. Our result demonstrates the
second alternative.
In his paper [27], Kuksin argues that non-squeezing gives us insight into what
kind of weakly turbulent behavior is possible for Hamiltonian PDE. Specifically, it
precludes the possibility of all the energy evacuating the low or middle frequencies
uniformly for a ball of initial data. We contend that Gromov-type non-squeezing is
equally informative about the nature of scattering. Indeed, the intuitive notion of
scattering is precisely that of mass/energy evacuating any compact set and moving
off to infinity in physical (as opposed to Fourier) space. To view the non-squeezing
theorem as a constraint on the nature of scattering, one must then prove it for
a system that exhibits scattering, which in turn necessitates consideration of a
problem in infinite volume.
Several further considerations informed our exact choice of model in pursuing
the extension of non-squeezing to an infinite-volume setting. First, the Schro¨dinger
equation does not enjoy finite speed of propagation and correspondingly, even the
local dynamics is affected by the global geometry. Second, in this model solutions
scatter, that is, they asymptotically approach linear solutions as t→∞; more pre-
cisely, they asymptotically approach out-going waves. This leads to the suggestion
that squeezing may occur — indeed, all of phase-space is being compressed into
a proper subset, namely the out-going waves. Let us give a simple example that
exemplifies this attitude; here we will temporarily adopt the Lax–Phillips para-
digm (cf. [30]) for scattering, in which there is a symplectic transformation which
converts the nonlinear dynamics into simply that of translation: The symplectic
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(indeed unitary) flow
φ : R× L2(R)→ L2(R) with φ(t, f)(x) = f(x− t)
preserves the unit ball, as well as the set
A := {f ∈ L2(R) : ∫∞0 |f(x)|2 dx ≥ ∫ −∞0 |f(x)|2 dx};
moreover, for all f ∈ L2(R) there exists T (f) so that φ(t, f) ∈ A for all t ≥ T (f).
Thus, informally speaking, this flow compresses the unit ball into half of itself (as
t → ∞); this is impossible in finite dimensions due to volume conservation. For
another example of how infinite dimensions allows for behaviors commensurate with
the colloquial meaning of ‘squeezing’, that are not possible in finite dimensions, see
[1, §4].
A third reason for considering the cubic NLS in two dimensions is criticality;
specifically, the symplectic phase-space on which this equation is Hamiltonian is
L2, which is also a scale-invariant space for the equation. In particular, among
all H˙s(R2) spaces, s ∈ R, this is the largest in which the equation is even locally
well-posed (see [11]).
We are not the first to consider non-squeezing at the scaling-critical regularity.
This major advance was made in Mendelson’s work [31] on the cubic nonlinear
Klein–Gordon equation on the three-torus. Currently, this equation is only known
to be locally well-posed in the critical space and ultimately, Mendelson’s results
are conditional, unless one restricts to very short times T . Note that she assumes
not only global well-posedness of her equation (in a form directly analogous to
Theorem 1.2 above), but also well-posedness of frequency-truncated forms of the
equation.
By elementary arguments using scaling, finite speed of propagation, and par-
titions of unity, one can show that in Medelson’s setting, the assumptions made
on the frequency-localized versions of the equation actually imply well-posedness
of the full equation. Naturally, one would like to proceed in the opposite manner
and obtain a result that is contingent only on well-posedness of the full equation.
This is difficult. In our setting, for example, Dodson’s proof of Theorem 1.2 does
not apply to frequency-localized versions of the equation — the localization ruins
the Morawetz monotonicity formula at its core. Moreover, the localized versions
cannot be handled as perturbations of the full equation. Nonetheless, the methods
introduced in this paper can be used to verify Theorem 1.2 in [31] assuming only
her hypothesis on the original equation; however, our argument does not proceed
via this path.
A proper explanation of how the criticality of the problem makes it more difficult
to prove non-squeezing will have to wait until we delve deeper into the details. The
simplest aspect of this is that scaling — indeed, any non-compact symmetry —
ruins compactness of the nonlinear effects, which, in turn, makes it more difficult
to approximate the dynamics by a finite-dimensional system.
Our fourth and final reason for selecting the cubic NLS in two dimensions is
its popularity both mathematically and as a model in physics (optics in particu-
lar). Our arguments apply also to the mass-critical problem in other dimensions;
however, we felt that presenting such generality would muddy the exposition. In
dimensions three and higher, this leads to non-squeezing for some low-regularity
symplectomorphisms; indeed, the flow map for the mass-critical NLS is merely
C1,4/d(L2) for d ≥ 5, C1,1(L2) for d = 4, and C2,1/3(L2) for d = 3.
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1.1. Prior Work. Let us now describe prior work on non-squeezing for Hamilton-
ian PDE in more detail, which will also permit us to introduce some of the funda-
mental ideas associated with this problem. The subject begins with the work [27]
of Kuksin. His approach was to develop a variant of Gromov’s theorem in Hilbert
space and then verify the hypotheses of his theorem for several PDE examples.
Ultimately, his method is based on finite-dimensional approximation; specifically,
he extends the symplectic capacity of Hofer–Zehnder to the Hilbert space setting
via finite-dimensional approximation and then shows that this notion of capacity is
preserved, provided the nonlinear component of the dynamics is sufficiently weak.
The specific assumptions on the dynamics imposed by Kuksin to implement this
strategy can be summarized as follows: The underlying linear dynamics should
be unitary on the symplectic Hilbert space Z and have discrete spectrum. The
nonlinearity should be compact in the following strong sense: it can be extended
continuously to a mapping Z− → Z+ where Z± are Hilbert spaces adapted to an
eigenbasis of the linear part and admitting compact embeddings Z+ →֒ Z →֒ Z−.
Kuskin’s work inspired several other authors who extended considerably the list
of models to which his abstract result could be applied; see [5, 36] for results of this
type.
In Kuksin’s paper (and in all the subsequent work) the linear functional ℓ ap-
pearing in Theorem 1.4 is restricted to be an eigenvector of the underlying linear
dynamics. Upgrading these prior works to the generality presented in our theorem
is relatively easy. On the other hand, since the Laplacian has purely continuous
spectrum on R2, there is no analogue of their reduced generality in our setting. In
fact, this spectral property means that the unitary group eit∆ has no invariant sub-
spaces of finite dimension (excepting {0}); this raises issues even for approximating
the linear flow by a finite-dimensional system and underlines another way in which
our proof must diverge from its predecessors.
It is perhaps tempting to imagine that one may define the Hofer–Zehnder ca-
pacity directly on subsets of the Hilbert space. This seems na¨ıve. Recall that this
capacity is defined by the maximal total variation of a Hamiltonian function that
does not produce an orbit with period ≤ 1. The key analytical basis underlying
this construction is the fact that in finite dimensions, non-trivial Hamiltonian flows
necessarily have closed orbits. No such result holds in infinite dimensions; indeed,
a quadratic Hamiltonian will admit periodic orbits if and only if it is the quadratic
form associated to an operator with discrete spectrum.
Promisingly, Abbondandolo and Majer [1] have recently constructed a capacity
directly on convex sets in Hilbert space (without finite-dimensional approximation).
They employ the dual action principle, which is peculiar to the convex case and
yields the existence of periodic orbits in the finite-dimensional setting — they cor-
respond to critical points of the dual action functional. As noted, periodic orbits
need not exist in infinite dimensions; instead, these authors define the capacity
directly from the variational problem and prove symplectic invariance by studying
Palais–Smale sequences associated to this problem. There is no reason to believe
that nonlinear PDE carry balls of initial data into convex sets, except on very
short time intervals. In this sense, the result of [1] is complementary to the PDE
development outlined below.
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Bourgain [4] was the first to prove non-squeezing for a model that does not fall
under Kuksin’s framework, considering the cubic NLS
i∂tu = −∆u+ |u|2u posed on R/Z,(1.4)
that is, on the one-dimensional torus. Note that the complete integrability of this
equation plays no role in his arguments, which apply also in the presence of a
smooth coupling coefficient b(t, x) in front of the nonlinearity.
The presence of the non-compact Galilei symmetry suffices to see that Kuksin’s
compactness hypothesis fails for (1.4). Bourgain proves non-squeezing for this
model by showing directly that it can be approximated by a finite-dimensional
system, specifically, the cubic NLS where a sharp Fourier cutoff Π≤N is placed on
the nonlinearity (and the initial data):
i∂tu = −∆u+Π≤N
(|u|2u).(1.5)
The key quantitative estimate used by Bourgain is the following: For fixedM,N0, t,
and ε, all positive, there exists N ≫ N0 so that the following holds: If u and v
denote the solutions to (1.4) and (1.5), respectively, with initial data φ = Π≤Nφ
obeying ‖φ‖L2 ≤M , then
‖uˆ(t, ξ)− vˆ(t, ξ)‖ℓ2(|ξ|≤N0) ≤ ε.(1.6)
Observe that this estimate immediately yields non-squeezing: If squeezing oc-
curred for the full dynamics (1.4), then (1.6) guarantees that it also occurs for the
finite-dimensional dynamics (1.5), which is forbidden by Theorem 1.3.
As N0 in (1.6) is fixed but arbitrary, Bourgain’s argument is inherently one of
showing that the full flow (1.4) can be approximated in the weak topology by a
sequence of finite-dimensional models of the form (1.5). Indeed, on the torus, a
bounded sequence in L2 converges weakly if and only if their Fourier transforms
converge pointwise.
The proof of the key estimate (1.6) can be reduced (by induction) to the case
where t is small enough that existence on the interval [0, t] follows from a single
application of contraction mapping. Note that the restriction on t depends only
on M , which is a hall-mark of the subcriticality of the problem. In this reduced
regime, the problem is transformed into a careful analysis of the contraction map-
ping step; in particular, Bourgain shows that low-frequencies are little affected by
much higher-frequencies because such interactions are non-resonant.
Note that the method just outlined does not carry over to the scaling-critical case,
because scale invariance forbids the possibility of a local existence time universal
across an entire ball of initial data (except in the small-data regime).
Broadly speaking, the paper [14] implemented Bourgain’s strategy for (1.4) in
the setting of the Korteweg–de Vries equation on the circle; however, in order to
do this, the authors had to surmount several major difficulties.
The symplectic Hilbert space on which KdV is Hamiltonian is the space of mean-
zero functions subject to the H−1/2(R/Z) norm. While the KdV equation is sub-
critical in this space, it does represent the end-point regularity for strong notions of
well-posedness. Specifically, the data to solution map is real-analytic on Hs(R/Z)
for s ≥ − 12 and not even uniformly continuous on bounded sets for s < − 12 ; see
[11, 12, 13] and the references therein. On the other hand, well-posedness (with
mere continuous dependence) holds down to H−1; see [21].
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It is shown in [14] that the introduction of a sharp Fourier cutoff (as in Bourgain’s
work) does not work; the requisite approximation result fails. This problem is
remedied by using a standard (smooth) Littlewood–Paley projector P≤N instead;
specifically, the Hamiltonian is modified from its usual form∫
1
2u
2
x + u
3 dx to
∫
1
2u
2
x + (P≤Nu)
3 dx.
The latter clearly yields a finite-dimensional Hamiltonian system on the space of
functions in the range of P≤N . The problem is to verify that solutions to the full
system can be adequately approximated by this system; the precise formulation
is a close analogue of (1.6). The authors of [14] do this by revisiting and further
strengthening their proof of well-posedness in H−1/2; this in turn involves passing
to mKdV via the Miura map and upgrading previous trilinear estimates.
More recently, Hong and Kwon, [20], have simplified the proof of non-squeezing
for KdV on the torus and further shown that non-squeezing holds for a certain
system of coupled KdV equations. The principal innovation here is the discovery of
a simple normal form transformation that can be used (in place of the Miura map)
to verify finite-dimensional approximation of the same type as before.
Our earlier discussion of Mendelson’s work emphasized her conditional result
[31, Theorem 1.2]. This paper contains a second principal result concerning non-
squeezing (see [31, Theorem 1.1]) that is unconditional, but only applies to very
short time intervals. The proof of this unconditional result is rather more compli-
cated and introduces the novel idea of tracking randomized initial data, for which
one has more leverage in the well-posedness problem. On the other hand, we con-
tend that the precise formulation of [31, Theorem 1.1] permits a simpler proof,
via the expedient of approximating the nonlinear flow by the linear flow, rather
than a frequency-localized nonlinear problem. (Non-squeezing for the linear Klein–
Gordon flow is elementary.) The basic Klein–Gordon estimate for the approach we
are advocating is the following:∥∥(u(t)− ulin(t), ut(t)− ulint (t))∥∥L∞t H1x×L2x([0,T ]×T3) . T∥∥(u(0), ut(0))∥∥3H1x×L2x ,
which holds for T sufficiently small depending on the H1x × L2x norm of the initial
data. Note that the energy space H1x × L2x does not coincide with the symplec-
tic space in the Klein–Gordon setting; however, [31, Theorem 1.1] considers only
frequency-localized data.
This completes our discussion of prior work. Given the wealth of work on the
torus, it is natural to ask if non-squeezing holds for the cubic NLS on the two-torus
R2/Z2, as opposed to R2, the problem studied here. In actuality, this question is
premature — it is not known if the cubic NLS is well-posed on L2(R2/Z2). Indeed,
even the small data problem remains open. In [25], Kishimoto shows that if the
data to solution map does exist, it cannot be C3 even at the origin.
1.2. Finite-dimensional approximation. Our finite-dimensional approximating
system will be a frequency-truncated version of (NLS) posed on a large torus
R2/LZ2. However, we must delay the formal statement of this result a little longer,
because the precise formulation is dictated by the need to circumvent a key diffi-
culty (stemming from the criticality of our problem), whose nature and resolution
we elaborate first.
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As in the analysis of numerical schemes, there are two key components to an
approximation result: stability and convergence. The former is the assertion that
the approximate problem (or numerical method) is stable, namely, that the (pu-
tative) solutions it produces obey bounds. These bounds must be uniform as the
supposed quality of the scheme improves. The second step is to show that these
well behaved approximate solutions do actually converge to a true solution.
For us, stability is a major issue. This stems from the criticality of the problem
and did not appear in previous work (excepting [31] where it was merely assumed).
The difficulty appears already if one merely introduces a Fourier cutoff in the cubic
nonlinearity. In fact, for the proof it is convenient to first overcome this particular
hurdle in the infinite-volume setting, before even starting to consider the frequency-
truncated problem on the torus. In Theorem 4.1, we therefore consider the problem
i∂tu = −∆u+ P
(|Pu|2Pu)(1.7)
for a suitable compactly supported Fourier multiplier with symbol m(ξ) and prove
uniform space-time bounds that depend only on the mass of the initial data. Note
that this equation is Hamiltonian with energy functional
H(u) =
∫
1
2 |∇u|2 + 14 |Pu|4 dx.
Ultimately, we will move the frequency cutoff to higher and higher frequencies by
using multipliers PMn with rescaled symbolsm(ξ/Mn) and sendingMn →∞. How-
ever, as our problem is scale-invariant, the stability problem for these multipliers
is equivalent to the one for (1.7). There is one vestige of this rescaling though,
namely, we must study (1.7) globally in time. Note that global existence is trivial
for (1.7). What we need, however, are uniform global space-time bounds.
Because we have an adequate perturbation theory for (1.7), see Lemma 3.2, a
proof of global space-time bounds for (1.7) would imply Theorem 1.2. Indeed, (1.7)
becomes (NLS) in the low-frequency limit. The converse implication is untrue —
the multiplier has a meaningful effect on solutions that have their Fourier support
concentrated in the region where P is transitioning from the identity to zero. Re-
member that to prove non-squeezing, we must approximate all solutions (in some
ball) simultaneously. We do not know how to prove such bounds for (1.7) when P
is a normal Littlewood–Paley projector, even in the radial case; this choice breaks
the Morawetz monotonicity formula at the heart of the proof of Theorem 1.2.
In Section 4 we present a robust scheme (based on an inductive argument) to
show that suitably frequency-localized versions of an equation inherit space-time
bounds from the original equation. The key such stability result in the case of (1.7)
is Theorem 4.1.
The first component of Theorem 4.1 is the choice of the symbol m(ξ) of P . It
will transition very very slowly from its value one near the origin to vanishing near
infinity. In fact, the rate required is dictated by the maximal mass of the initial data
under consideration via the constant C(M) appearing in Dodson’s Theorem. The
rationale for this is that solutions which remain concentrated (on the Fourier side)
will experience the multiplier as a single number. This is helpful since uniform
global bounds for (NLS) with modified coupling constant α4 ∈ [0, 1] do follow
directly from Theorem 1.2. Ultimately, we will convert this heuristic into a proof
of space-time bounds for initial data that is well localized on the Fourier side; see
Proposition 4.2.
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The second component of Theorem 4.1 is an induction argument, reminiscent
of that introduced in [6], to treat the case of Fourier delocalized initial data; see
Proposition 4.3. For well-posedness problems, the original argument of Bourgain
has mostly been displaced by the methodology of Kenig and Merle, [22]. Recall
that the latter proceeds as follows: one first shows the existence of a minimal
blowup solution (which necessarily will have good compactness properties) via the
concentration compactness techniques of [2, 23] and subsequently, one shows that
such almost periodic solutions are incompatible with known monotonicity formulas
and/or conservation laws. This is the style of argument used by Dodson in [17].
As we explain in Section 4, concentration compactness arguments do not aid in the
proof of Theorem 4.1; moreover, we will make no use of any monotonicity formulas
for (1.7) — none are known — nor any of the conservation laws associated with it.
Even conservation of mass plays no role, despite being the quantity on which we
induct.
Let us now make a few definitions as a last prerequisite to the formulation of our
approximation result. The approximating sequence of systems are of the following
form: Given a fixed parameter D and sequences of parameters Ln and Mn we
consider
i∂tu = −∆u+ PLnMn
(|PLnMnu|2PLnMnu)(1.8)
posed on the finite-dimensional Hilbert space
Hn := {f ∈ L2(Tn) : PLn>2DMnf = 0} with Tn := R2/LnZ2.
Here PLnMn denotes the Fourier multiplier on Tn with symbol mD(ξ/Mn) defined
explicitly in (4.1) and PLn>2DMn denotes the usual Littlewood–Paley projection op-
erator on the torus Tn.
To general ℓ ∈ L2(R2), which will be regarded as a linear functional on L2(R2),
we will need to associate a linear functional on Hn ⊆ L2(Tn). To do this we assume
that ℓ has compact support and then define p∗ℓ ∈ L2(Tn) via the covering map
p : R2 → Tn; see (8.16). As Ln →∞ and compactly supported functions are dense
in L2(R2), the reader should not take this formal necessity too seriously.
Our two approximation results are as follows:
Theorem 1.5 (Finite-dimensional approximation). Given M > 0, T > 0, and
Mn → ∞, there exists D > 0 and Ln → ∞ so that the following holds: Let un
be any sequence of solutions to (NLS) obeying ‖un(0)‖L2 ≤ M ; then there exist
solutions vn to (1.8) with vn(0) ∈ Hn satisfying ‖vn(0)‖L2 ≤M and
(1.9)
∣∣〈p∗ℓ, vn(t)〉L2(Tn) − 〈ℓ, un(t)〉L2(R2)∣∣ −→ 0 as n→∞
for all −T ≤ t ≤ T and all ℓ ∈ L2(R2) of compact support.
We stated this theorem for sequences of solutions un. A completely equivalent
assertion is that the approximation of solutions to (NLS) by sequences of solutions
to (1.8) holds uniformly across the M -ball of initial data, which is to say, conver-
gence in (1.9) is uniform on this ball. Without the assertion of uniformity in the
choice of initial data obeying ‖u(0)‖L2 ≤ M , this result would be relatively easy
to prove. As we have emphasized previously, the substance here is to be able to
simultaneously simulate a non-compact ensemble of trajectories.
Theorem 1.5 does not immediately yield Theorem 1.4, in part, because it does
not guarantee that all solutions to (1.8) appear as approximations to solutions to
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(NLS). Our proof of the non-squeezing theorem relies precisely on this latter type
of approximation; specifically, we show that the dynamics of all solutions to (1.8)
can be approximated (uniformly on balls) by that of solutions to (NLS):
Theorem 1.6 (Finite-dimensional embedding). Given M > 0 and Mn → ∞,
there exists D > 0 and Ln →∞ so that the following holds: Given any sequence of
solutions vn to (1.8) with initial data vn(0) ∈ Hn satisfying ‖vn(0)‖L2 ≤ M , there
exist solutions un to (NLS) with initial data satisfying ‖un(0)‖L2 ≤ M that also
obey ∣∣〈p∗ℓ, vn(t)〉 − 〈ℓ, un(t)〉∣∣ −→ 0 as n→∞
for all t ∈ R and all ℓ ∈ L2(R2) of compact support.
Note that no coherence is assumed for vn as n varies; this encapsulates the
underlying uniformity of this embedding of the finite-dimensional systems. This
is essential for our proof of Theorem 1.4, since in that case, the vn will simply be
witnesses to the non-squeezing phenomenon in the finite-dimensional setting. Since
all known proofs of Theorem 1.3 are obstructive in nature, we cannot say anything
at all about these witnesses — they are merely inside the ball at time t = 0 and
outside the cylinder at time t = T .
This embedding theorem is not inherently weaker or stronger than Theorem 1.5.
For purposes of exposition, however, we have chosen to prove Theorem 1.6 first and
then use it (together with some ingredients of the proof) to verify Theorem 1.5.
1.3. Outline of Proof. The proofs of Theorems 1.4, 1.5, and 1.6 all rest on the
same three pillars:
• Theorem 4.1, showing well-posedness and space-time bounds for the frequency-
localized NLS on R2. This is a key ingredient in our proof that the approximation
by finite-dimensional systems is stable.
• Theorem 6.2, which shows the following: Given a sequence u˜n of solutions to the
frequency-localized NLS on R2 with frequency truncation at heightMn →∞, whose
initial data u˜n(0) converge weakly in L
2(R2), then the sequence u˜n(t) converges
weakly in L2(R2) at all times t ∈ R; moreover, the pointwise-in-time weak limit is
a solution to (NLS).
• Theorem 8.9, which shows that solutions to the frequency-localized NLS on the
torus can be approximated in norm by solutions to the frequency-localized NLS on
the whole plane R2.
Before discussing the character and proof of each of these theorems — and the
sizable corps of preliminary results that this requires — let us first explain (at least
in caricature) how these results lead to a proof of Theorem 1.6; details are given in
Section 9.
Let the sequence vn(t) of solutions to (1.8) posed on the torus with Mn → ∞
be given. By Theorem 8.9 there is a sequence of solutions u˜n(t) to (1.8) posed on
the plane that approximates vn(t) in norm (as n → ∞) at any time t. Suppose
now that we pass to a subsequence along which u˜n(0) converges. In this reduced
setting, Theorem 6.2 guarantees that u˜n(t) can be approximated by a single solution
to (NLS), at least in the weak topology. This is then sufficient (by Theorem 6.1)
to guarantee that the solutions un(t) to (NLS) with initial data un(0) = u˜n(0)
approximate the solutions vn in the weak topology.
The above argument did not make direct use of Theorem 4.1. As we discussed
in the early part of subsection 1.2, this is however an essential and non-trivial
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ingredient in the proof of Theorem 6.2. Indeed, one cannot hope to describe the
asymptotic behavior of the sequence u˜n without uniform bounds. Theorem 4.1 is
also essential in the proof of Theorem 8.9.
The proof of Theorem 4.1 proceeds by the inductive argument outlined earlier.
This occupies the whole Section 4 and uses a number of tools developed in Section 3.
Theorem 6.1 is the analogue of Theorem 6.2 where we consider sequences of
solutions un to (NLS), rather than to the frequency-localized problem. It says that
if un(0) ⇀ u∞,0 and u∞(t) is the solution to (NLS) with initial data u∞,0, then
un(t) ⇀ u∞(t) for all t ∈ R. (Here all limits are in the weak topology on L2.) Note
that this is precisely the statement that (NLS) is well-posed in the weak topology
on L2(R2).
Well-posedness in the weak topology does not follow from well-posedness in
norm. Although strong-to-strong continuity implies weak-to-weak continuity for
linear maps, this is no longer true for nonlinear maps: the map f 7→ |f | acting on
L2(R/Z) is a particularly simple example.
Well-posedness in the weak topology was first proved at critical regularity in [2],
which treated the energy-critical wave equation. (In the subcritical setting, such an
assertion is much easier to prove due to local compactness.) Due to criticality, well-
posedness in the weak topology actually requires one to develop a structure theorem
for sequences of solutions up to a vanishing error in norm. This is precisely what a
nonlinear profile decomposition does; indeed, the development of such decomposi-
tions is one of the fundamental advances in [2]. A nonlinear profile decomposition
for (NLS) was constructed in [23] building on the linear profile decomposition of
[34]. These tools permit a direct proof of Theorem 6.1 along the lines laid out in [2].
The proof of Theorem 6.2, in which we are considering a sequence of solutions
u˜n that each obey a different equation, is more difficult. The presence of the
Fourier multiplier in the nonlinearity means that the nonlinear profiles are not
simply related by symmetries of (NLS); the equation that each profile solves depends
on the relation of its intrinsic length scale to the frequency cutoff. This obstacle
is overcome in Section 5, where the requisite nonlinear profile decomposition is
obtained; see Theorem 5.1. In particular, the reader will see that the broken scale
invariance leads to three distinct types of nonlinear profiles.
The proof of Theorem 6.2 is completed in Section 6. Note that the presence of
profiles not built from solutions of (NLS) shows that it is essential that Theorem 6.2
relates to the weak topology; no such approximation is possible in norm.
This leaves us to discuss the third pillar, namely, Theorem 8.9. The change in
geometry from the torus to the plane necessitates understanding solutions in the
norm topology, even if one ultimately only seeks conclusions in the weak topology,
just as in the case of the Fourier truncation discussed above.
The first step in connecting the two flows is to connect the initial data. The
obvious procedure here is to simply cut the torus and unwrap; equivalently, to view
functions on the torus as functions on the plane supported in a single fundamental
domain of the covering map p : R2 → R2/LZ2. There is a problem with this idea:
if one cuts the torus in a place where the initial data has a bubble of concentration,
this will defeat norm approximation of the corresponding nonlinear solutions. In-
deed, the nonlinear evolution of two half-bubbles does not resemble the nonlinear
evolution of the full bubble. Instead, we choose L very large and use a pigeonhole
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argument to find a location for cutting that is well-separated from any region of
concentration of the initial data.
This argument also shows that it is not merely sufficient that the initial data
is minimally affected by the cutting of the torus; this also needs to hold for the
nonlinear solution up to time T . This is effected by a careful choice of cutoffs (see
subsection 8.1) and by controlling the motion of mass (cf. Lemma 8.4). This is
one place where we see why it was essential to pass through the frequency-localized
problem in the planar setting before attempting to connect the dynamics of (NLS)
to that of the finite-dimensional system.
Having transferred the initial data to the plane, one can then build solutions to
the frequency-localized problem there. One must then lift them back to the torus
and verify that the mimic the dynamics there. This requires overcoming several
further difficulties; let us briefly describe some of these:
The frequency-localization operators on the plane and torus are not identical.
Their symbols may be the same, but their kernels are not: one is built from a
trigonometric sum, the other by a Fourier integral. One must link the two; see
Lemma 8.8. Subsections 8.2 and 8.3 also contain a number of lemmas controlling the
way in which the two frequency-localization operators interact with cutoff functions.
By Theorem 4.1 we know that the solution to the frequency-localized problem
on the plane obeys space-time bounds. By resolving the preceding problems, we
are able to show that the lift of the planar solution is almost a solution on the
torus, in the sense that it satisfies the equation up to a small error. One must then
show that small errors in the equation lead to small modifications to the solution;
this is what is known as perturbation theory. Traditionally, perturbation theory is
developed via Strichartz estimates. However, the standard mass-critical Strichartz
estimates fail on the torus in any dimension (cf. [3]).
The role of Section 7 in this paper is to develop Strichartz estimates on R2/Z2
that are scale-invariant and do not lose derivatives, by exploiting the frequency cut-
off appearing in our equation. (Once again, it is essential to pass to the frequency-
localized problem before moving to the torus.) These estimates are then used to
obtain a scale-invariant perturbation theory on the torus; see Proposition 7.3.
This brings to a close our outline of the proofs of the three main theorems.
While the arguments of this paper are presented in the concrete setting of the
mass-critical NLS in two space dimensions, no peculiar feature of this equation has
been exploited in the proofs. Indeed, in many ways, this particular equation was
selected because it seemed most antagonistic to the problem at hand. We contend
that the scheme presented here provides a road map of general applicability for
proving finite-dimensional approximation and non-squeezing results in both finite
and infinite volume.
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2. Preliminaries
Throughout this paper, we will will use
F (u) := |u|2u
to denote the cubic nonlinearity.
The development of many estimates on the torus is often much simplified by ex-
ploiting its product structure; however, the induction on mass argument in Section 4
benefits even more substantially from choosing spherically symmetric Littlewood–
Paley multipliers (rather than a product version). For this reason we adopt the
latter. To this end, let ϕ : R2 → [0, 1] be smooth, spherically symmetric, and obey
ϕ(x) = 1 for |x| < 1.41 and ϕ(x) = 0 for |x| > 1.42.
We then define Littlewood–Paley projections onto low frequencies according to
P̂≤Nf(ξ) := ϕ(ξ/N)fˆ(ξ)(2.1)
and then projections onto individual frequency bands via
fN := PNf := [P≤N − P≤N/2]f.(2.2)
Definition 2.1 (Strichartz spaces). We define the Strichartz norm of a space-time
function via
‖u‖S(I) = ‖u‖C0tL2x(I×R2) + ‖u‖L3tL6x(I×R2)
and the dual norm via
‖F‖N(I) = inf
F=F1+F2
‖F1‖L1tL2x(I×R2) + ‖F2‖L 32t L
6
5
x (I×R2)
Lemma 2.2 (Bilinear Restriction [37]). Let I be a compact interval. Assume that
u1, u2 : I × R2 → C have frequency supports in {|ξ| ≤ N} that are separated by at
least cN . Then for q > 53 we have
‖u1u2‖Lqt,x(I×R2) .c,q N
2− 4
q ‖u1‖S∗(I×R2)‖u2‖S∗(I×R2),
where S∗ denotes the strong Strichartz norm which is defined by
‖u‖S∗(I×R2) := inf
t0∈I
‖u(t0)‖2 + ‖(i∂t +∆)u‖N(I).
For the following, see [39, Lemma 2.5], which builds on earlier versions in [7, 15].
Lemma 2.3 (Bilinear Strichartz). For u, v : I × R2 → C we have
‖uNvM‖L2t,x(I×R2) .
(
M
N
) 1
2 ‖uN‖S0
∗
(I×R2)‖vM‖S0
∗
(I×R2)
whenever M ≤ N .
Before we record the linear profile decomposition for the Schro¨dinger propagator
for bounded sequences in L2, we first introduce some relevant notations and con-
cepts. Given parameters (Nn, ξn, xn, tn) ∈ R+ × R2 × R2 × R, we define unitary
operators
[gnf ](x) := [gNn,ξn,xnf ](x) := Nne
ix·ξnf(Nn(x− xn))(2.3)
NON-SQUEEZING FOR THE CUBIC NLS ON R2 15
and
Gnf := GNn,ξn,xn,tnf := gne
itn∆f.(2.4)
These operators are well suited to a discussion of the linear problem. When we turn
later to the nonlinear problem, we will need to employ analogous transformations
of space-time functions, namely,
[Tnv](t, x) := Nne
ix·ξne−it|ξn|
2
v(tn + tN
2
n, Nn(x− xn − 2ξnt)).(2.5)
Observe that eit∆Gnf = Tn[e
it∆f ]. Incidentally, none of the collections of operators
given above form groups (under composition); however, this could be remedied by
augmenting by phase rotations.
Definition 2.4 (Othogonality). Two quadruples of parameters (N jn, ξ
j
n, x
j
n, t
j
n) and
(Nkn , ξ
k
n, x
k
n, t
k
n) are said to be orthogonal if for n→∞,
Njn
Nkn
+
Nkn
Njn
+
|ξjn−ξkn|2
NjnNkn
+N jnN
k
n
∣∣ tjn
(Njn)2
− tkn
(Nkn)
2
∣∣
+N jnN
k
n
∣∣xjn − xkn − 2 tjn(Njn)2 (ξjn − ξkn)2∣∣→ 0.
In this case we write (N jn, ξ
j
n, x
j
n, t
j
n) ⊥ (Nkn , ξkn, xkn, tkn) or j ⊥ k for short.
Theorem 2.5 (Linear profile decomposition [34]). Let un be a bounded sequence in
L2(R2). Then, passing to a subsequence if necessary, there exists J∗ ∈ {0, 1, · · · } ∪
{∞} and for each finite 1 ≤ j ≤ J∗ there exist a non-trivial function φj ∈ L2(R2)
and parameters (N jn, ξ
j
n, x
j
n, t
j
n) ⊂ R+×R2×R2×R, conforming to one of the three
cases below, so that defining Gjn := GNjn,ξjn,xjn,tjn and r
J
n via
un =
J∑
j=1
Gjnφ
j + rJn ,
we have the following properties:
j ⊥ k for any j 6= k,
lim
J→∞
lim sup
n→∞
‖eit∆rJn‖L4t,x = 0,
φ1 = w-lim(G1n)
−1un and φj = w-lim(Gjn)
−1rj−1n for j ≥ 2,
sup
J
lim
n→∞
[
‖un‖22 −
J∑
j=1
‖φj‖22 − ‖rJn‖22
]
= 0.
The three cases are:
Case I: N jn →∞; or N jn → 0 and |ξjn| → ∞; or N jn ≡ 1 and |ξjn| → ∞.
Case II: N jn → 0 and ξjn → ξj ∈ R2.
Case III: N jn ≡ 1 and ξjn ≡ 0.
In each of these cases we may assume that either tjn ≡ 0 or tjn → ±∞.
Proof. The result quoted here differs from that of [34] only in claiming that it is
possible to choose parameters that conform to one of the three cases given. There-
fore, it suffices to show that by passing to a further subsequence and altering the
profiles φj , if necessary, one may reduce general tuples of parameters to conformant
tuples.
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Passing to a subsequence and applying a diagonal procedure, we can assume that
either tjn → tj ∈ R or tjn → ±∞ for every j. When tjn → tj ∈ R, by the dominated
convergence theorem,
lim
n→∞
‖(eitjn∆ − eitj∆)φj‖2 = 0.
Therefore, in this case we can assume tjn ≡ 0 by redefining φj as eit
j∆φj and
throwing the error into rJn .
Passing to a further subsequence and applying a diagonal procedure again we
can also assume that for each j,
lim
n→∞N
j
n = 0 or limn→∞N
j
n = N
j ∈ R+ or lim
n→∞N
j
n =∞.
If N jn → N j ∈ R+, by redefining φj as N jφj(N j ·) and rescaling the other param-
eters accordingly (which does not affect the asymptotic orthogonality of profiles),
we can assume N jn → N j = 1. Moreover, as in this case
lim
n→∞
‖N jnφj(N jnx)− φj(x)‖L2x = 0,
we may assume that N jn ≡ 1, by throwing the error into rJn . Hence, for each j we
can assume
lim
n→∞
N jn = 0 or N
j
n ≡ 1 or lim
n→∞
N jn =∞.
When N jn → 0 or N jn ≡ 1, by passing to a further subsequence we can assume
that
either |ξjn| → ∞ or ξjn → ξj ∈ R2.
Finally, we make the requisite further simplifications in the case N jn ≡ 1 and
ξjn → ξj ∈ R2. Observe that if we set x˜jn = xjn − 2tjnξjn, then
φjn = G
j
nφ
j = eit
j
n∆
[
eix·ξ
j
neit
j
n|ξjn|2φj(x− xjn + 2tjnξjn)
]
= eit
j
n∆
[
ei(x−x˜
j
n)·ξjnφj(x − x˜jn)ei(x˜
j
n·ξjn+tjn|ξjn|2)].
Passing to a subsequence, we can assume
lim
n→∞
ei(x˜
j
n·ξjn+tjn|ξjn|2) = eiθ.
On the other hand, the dominated convergence theorem yields
lim
n→∞
∥∥eiξjn·xφj − eiξj ·xφj∥∥
2
= 0.
Thus, if we replace φj by eiθeiξ
j ·xφj , set ξjn ≡ 0 and replace the original translation
parameters xjn by x˜
j
n, then the resulting errors can be safely absorbed into r
J
n . It is
elementary to verify that the changes just described do not spoil the orthogonality
between the jth profile and the others. 
3. Well-posedness theory for several NLS equations
Throughout the paper, we will use several versions of the cubic NLS, which can
be written into the following general form
iut +∆u = α
4PF (Pu),(3.1)
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where 0 ≤ α ≤ 1 and P is a Mikhlin multiplier with real symmetric symbol. All
estimates in this section will be uniform in α and in the symbol norms associated
to the multiplier underlying P .
If α = 0, (3.1) is the linear Schro¨dinger equation. When α = 1 and P = I, (3.1)
is the cubic NLS, which we denote by NLS. If P = I, we call the equation NLSα.
Solutions to (3.1) conserve the mass and energy∫
R2
|u(t, x)|2 dx and E(u(t)) :=
∫
R2
1
2 |∇u(t, x)|2 + α
4
4 |Pu(t, x)|4 dx.
Indeed, (3.1) is the Hamiltonian evolution associated to E(u) through the standard
symplectic structure on L2(R2).
Next, we record the basic local and perturbation theories for (3.1); as the oper-
ator P is Lp-bounded, no meaningful changes need to be made to the proofs given
in [29], for example.
Lemma 3.1 (Local theory). Let u0 ∈ L2(R2) with ‖u0‖2 ≤M . There exists ε0 > 0
such that whenever ε < ε0 and
‖eit∆u0‖L4t,x(I×R2) ≤ ε
for some interval I containing 0, there exists a unique solution u : I × R2 → C to
(3.1) with initial data u(0) = u0. Moreover,
‖u‖L4t,x(I×R2) ≤ 2ε and ‖u‖S(I) .M.
In particular, when M . ε0 (with the implicit constant given by the Strichartz
inequality), the solution u is global and satisfies
‖u‖L4t,x(R×R2) . ‖u0‖L2(R2).
Lemma 3.2 (Perturbation theory). Let I be a compact interval. Let u˜ : I×R2 → C
be an approximate solution to (3.1) in the sense that
(i∂t +∆)u˜ = α
4PF (P u˜) + e
for some function e. Assume that
‖u˜‖L∞t L2x(I×R2) ≤M and ‖u˜‖L4t,x(I×R2) ≤ L
for some positive constants M,L. Let u0 ∈ L2 be such that for some t0 ∈ I,
‖u0 − u˜(t0)‖2 ≤M ′
for some positive constant M ′. Finally, assume the smallness conditions
‖ei(t−t0)∆(u0 − u˜(t0))‖L4t,x(I×R2) +
∥∥∥∫ t
t0
ei(t−s)∆e(s) ds
∥∥∥
S(I)
≤ ε
for some 0 < ε < ε0(M,M
′, L). Then there exists a solution u : I × R2 → C to
(3.1) with initial data u0 at t = t0 satisfying
‖u− u˜‖L4t,x(I×R2) ≤ εC(M,M ′, L)
‖u− u˜‖S(I) ≤M ′C(M,M ′, L)
‖u‖S(I) ≤ C(M,M ′, L).
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Lemma 3.3 (Persistence of positive regularity). Let u : I × R2 → C be a finite
mass solution to (3.1) with
‖u‖L4t,x(I×R2) ≤ L
for some positive constant L. Fix 0 ≤ s ≤ 1 and assume that u(t0) ∈ Hs for some
t0 ∈ I. Then
‖|∇|su‖S(I) ≤ C(L)‖u(t0)‖H˙s .
Proof. Let η be a small constant to be chosen later depending only on Strichartz
constants. Divide I into J = O
(
1+L
4
η4
)
many intervals such that on each subinterval
Ij = [tj−1, tj ] we have
‖u‖L4t,x(Ij×R2) ≤ η.
On each subinterval we apply the Strichartz estimate and the fractional chain rule
to obtain
‖|∇|su‖S(Ij) . ‖u(tj−1)‖H˙s + ‖|∇|sPF (Pu)‖
L
4
3
t,x(I×R2)
. ‖u(tj−1)‖H˙s + ‖u‖2L4t,x(Ij×R2)‖|∇|
su‖L4t,x(Ij×R2)
. ‖u(tj−1)‖H˙s + η2‖|∇|su‖S(Ij).
Choosing η small enough we get
‖|∇|su‖S(Ij) . ‖u(tj−1)‖H˙s .
Iterating this process J many times we derive the claim. 
As a consequence of Lemma 3.3, we have
Lemma 3.4 (Persistence of low-frequency localization). Given any M > 0 and
L > 0, there is a threshold c(M,L) > 0 so that the following holds: If u : I×R2 → C
is a solution to (3.1) satisfying
‖u‖L∞t L2x(I×R2) ≤M, ‖u‖L4t,x(I×R2) ≤ L, and ‖P>Nu(t0)‖2 ≤ η ≤ c(L,M)
for some dyadic number N and some t0 ∈ I, then
‖P>N
η
u‖S(I) ≤ C(M,L)η.
Proof. Let v be the solution to (3.1) with initial condition
v(t0) = P≤Nu(t0).
Then
‖u(t0)− v(t0)‖2 = ‖P>Nu(t0)‖2 ≤ η.
By Lemma 3.2, if η is sufficiently small depending on M and L, the solution v
is defined on the whole interval I and satisfies
‖u− v‖S(I) ≤ C(M,L)η.(3.2)
On the other hand, from Lemma 3.3,
‖∇v‖S(I) ≤ C(M,L)‖v(t0)‖H˙1 ≤ C(M,L)N.(3.3)
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Combining (3.2) and (3.3), we obtain
‖P>N
η
u‖S(I) ≤ ‖P>N
η
(u− v)‖S(I) + ‖P>N
η
v‖S(I)
. ‖u− v‖S(I) + ηN ‖∇v‖S(I)
≤ C(M,L)η.
This completes the proof of the lemma. 
Lemma 3.5 (Persistence of negative regularity). Let u : I × R2 → C be a finite
mass solution to (3.1) such that
‖u‖2 ≤M and ‖u‖L4t,x(I×R2) ≤ L
for some positive constants M and L. Fix 0 < s < 12 and assume that there exists
t0 ∈ I such that
‖PNu(t0)‖2 ≤ ANs for all N ∈ 2Z
for some constant A > 0. Then there exists C0 = C0(M,L) such that
‖PNu‖S(I) ≤ C0ANs.(3.4)
Proof. Subdividing the time interval I as in Lemma 3.3, we can assume
‖u‖L4t,x(I×R2) ∼ η
for some small η to be chosen later depending only on the Strichartz constant and
M . An application of the Strichartz inequality yields
‖u‖S∗(I) . ‖u(t0)‖2 + ‖u‖3L4t,x(I×R2) . ‖u(t0)‖2 + η
3.(3.5)
By a continuity argument, it suffices to prove (3.4) under the additional hypoth-
esis
‖PNu‖S(I) ≤ 2C0ANs.(3.6)
Using the Strichartz inequality, we estimate
‖PNu‖S(I) . ‖PNu(t0)‖2 + α4
∥∥∥∥PN
∫ t
t0
ei(t−s)∆PF (Pu)(s) ds
∥∥∥∥
S(I)
. ANs +
∥∥∥∥PN
∫ t
t0
ei(t−s)∆PF (Pu) ds
∥∥∥∥
S(I)
.
Choosing C0 sufficiently large, we see that the first summand above is acceptable.
It remains to control the second summand. To that end, take ‖g‖N(I) = 1 and
consider the pairing〈
g, PN
∫ t
t0
ei(t−s)∆PF (Pu)(s) ds
〉
L2t,x
=
∫∫
I×R2
g(t, x)PN
∫ t
t0
ei(t−s)∆PF (Pu)(s) ds dt dx
=
∫∫
I×R2
PPNG(s, x) F (Pu)(s) ds dx,(3.7)
where we use the notation
G(s, x) :=
∫
χ{t∈I:t>s}ei(t−s)∆g(t) dt.
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Note that by Strichartz,
‖G‖S0
∗
(I) . 1.(3.8)
Now define uhi := P>10Nu and ulo := P≤10Nu. We have
RHS(3.7) .
∫∫
I×R2
|PPNG||Pulo|3 ds dx+
∫∫
I×R2
|PPNG||Puhi|3 ds dx.
Using Ho¨lder and (3.6), we estimate the first term on the right-hand side above by
‖PPNG‖L4t,x(I×R2)‖Pulo‖3L4t,x(I×R2)
. ‖G‖L4t,x(I×R2)‖u‖2L4t,x(I×R2)
∑
K≤10N
‖PKu‖L4t,x(I×R2)
. η2
∑
K≤10N
2C0AK
s
. η2C0AN
s.
Using Lemma 2.3, (3.5), and (3.8), we estimate the second term by a constant
multiple of∑
N1≥N2>10N
‖PNPGPuN1PuN2Puhi‖L1t,x(I×R2)
. ‖u‖L4t,x(I×R2)
∑
N1≥N2>10N
‖PNPGPuN1‖L2t,x(I×R2)‖uN2‖L4t,x(I×R2)
. η
∑
N1≥N2>10N
(
N
N1
) 1
2 ‖PNPG‖S0
∗
(I)‖PuN1‖S0
∗
(I)(2C0AN
s
2 )
. η
∑
N1≥N2>10N
(
N
N1
) 1
2C0AN
s
2
. ηC0AN
s.
Combining the bounds above we get
RHS(3.7) . ηC0AN
s,
which is acceptable if η is chosen small enough to defeat the implicit constant. This
completes the proof of the lemma. 
As a consequence of Lemma 3.5 we have
Lemma 3.6 (Persistence of high-frequency localization). Given any M > 0 and
L > 0, there is a threshold c(M,L) > 0 so that the following holds: If u : I×R2 → C
is a solution to (3.1) with
‖u‖2 ≤M, ‖u‖L4t,x(I×R2) ≤ L, and ‖P≤Nu(t0)‖2 ≤ η ≤ c(M,L)
for some t0 ∈ I and N ∈ 2Z, then
‖P≤ηNu‖S(I) ≤ C(M,L)η
1
3 .
Proof. Let v be the solution to (3.1) with initial data
v(t0) = P>Nu(t0).
Then
‖u(t0)− v(t0)‖2 = ‖P≤Nu(t0)‖2 ≤ η.
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By Lemma 3.2, if η is sufficiently small depending on M and L, the solution v
is defined on the whole interval I and satisfies
‖u− v‖S(I) ≤ C(M,L)η and ‖v‖S(I) ≤ C(M,L).
Moreover, by Lemma 3.5,
sup
K∈2Z
K−
1
3 ‖PKv‖S(I) ≤ C(M,L) sup
K∈2Z
K−
1
3 ‖PKv(t0)‖2 ≤ C(M,L)N− 13 .
We can then estimate
‖P≤ηNu‖S(I) ≤ ‖P≤ηN (u− v)‖S(I) + ‖P≤ηNv‖S(I)
≤ ‖u− v‖S(I) +
∑
K≤ηN
‖PKv‖S(I)
≤ C(M,L)η +
∑
K≤ηN
K
1
3C(M,L)N−
1
3
≤ C(M,L)η 13 .
This completes the proof of the lemma. 
Lemma 3.7 (Uniform space-time bound for NLSα). Suppose u is the solution to
NLSα with initial data u(0) = u0 and ‖u0‖2 ≤ M . Then for any 0 ≤ α ≤ 1, the
solution u is global and satisfies
‖u‖S(R) ≤ C(M)
uniformly in α.
Proof. From the standard local theory, we only need to prove the claim as an a
priori estimate. By Strichartz,
‖u‖S(R) . ‖u0‖2 + α4‖|u|2u‖
L
4
3
t,x(R×R2)
. ‖u0‖2 + α4‖u‖3S(R).
Using a continuity argument, we see that there exists 0 < α0(M)≪ 1 such that
when α ≤ α0, the solution u to NLSα is global and satisfies
‖u‖S(R) .M.
It remains to discuss those α belonging to the compact interval [α0, 1]. It is
easy to check that if u is a solution to NLSα, then α
2u solves NLS with data α2u0.
Therefore,
‖u‖S(R) = 1α2 ‖α2u‖S(R) ≤ 1α2L(M),
where
L(M) := sup{‖u‖S(I)}
and the supremum is taken over all time intervals I and all solutions u : I×R2 → C
with M(u) ≤ M . The claim now follows from Theorem 1.2, which implies that
L(M) is finite. 
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4. Global well-posedness and scattering for PDNLS
In this section we prove global well-posedness and scattering for
(PDNLS) :
{
iut +∆u = PDF (PDu),
u(0, x) = u0(x) ∈ L2x.
Here PD is a Fourier multiplier with symbolmD(ξ) defined as follows: Let ϕ : R2 →
[0, 1] be the bump function used in the definition of Littlewood–Paley projections.
For 1 ≤ D ∈ 2Z we define
mD(ξ) :=
1
log2(2D)
D∑
N≥1
ϕ(ξ/N)(4.1)
= ϕ(ξ) +
D∑
N≥2
[
log2(2D)− log2(N)
log2(2D)
][
ϕ(ξ/N)− ϕ(2ξ/N)].
It is easy to check that the symbol mD(ξ) satisfies
0 ≤ mD(ξ) ≤ 1 and
{
mD(ξ) = 1, if |ξ| ≤ 12 ,
mD(ξ) = 0, if |ξ| > 2D.
(4.2)
It is also easy to verify that PD is a Mikhlin multiplier uniformly for D ≥ 1.
Moreover, for any number k ≥ 1,
|mD(ξ)−mD(kξ)| . log2(k)
log2(D)
.(4.3)
Both the local theory and the small-data global theory for PDNLS are contained
in Lemma 3.1. Our goal for this section is to prove the following large-data global
result:
Theorem 4.1 (Scattering for PDNLS). Given M > 0, there are constants C(M)
and D0(M) so that the following holds: For any u0 ∈ L2(R2) with ‖u0‖2 ≤M and
any D ≥ D0(M), there exists a unique global solution u to PDNLS; moreover,
‖u‖S(R) ≤ C(M).(4.4)
In particular, there exist u± ∈ L2(R2) such that
lim
t→±∞
‖u(t)− eit∆u±‖2 = 0.
Inspired by Bourgain’s induction on energy method [6], we will prove this theo-
rem by inducting on the mass. For well-posedness problems, the original induction
argument has been mostly supplanted by the application of concentration compact-
ness techniques in the style of [22]; however, that type of argument is ill-suited to
the current problem. While we will develop a nonlinear profile decomposition in the
next section, this will be for D fixed. A concentration-compactness-style proof of
Theorem 4.1 would require such a decomposition for a general sequence Dn →∞,
leading to a significant proliferation of cases. Moreover, one would still be left
to prove space-time bounds for the individual profiles, which is not significantly
simpler than just proving space-time bounds for general solutions as we do in this
section. Note that the principal advantage of solutions in the form of a single profile
appears when using (localized) multiplier identities, such as monotonicity formulae;
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no such identities will be used in proving Theorem 4.1. We contend that the ar-
guments that follow are very robust and provide a general method for transferring
well-posedness from a dispersive equation to Fourier truncated variants.
The proof of Theorem 4.1 is built on Lemma 3.1 together with the following two
propositions:
Proposition 4.2 (Frequency-localized data obeys bounds). Given M > 0 there
exists η0(M) > 0 so that for any η1 > 0 there exists D1 = D1(M, η1) so that the
following holds: Suppose u0 ∈ L2 satisfies ‖u0‖2 ≤M as well as
‖P≤N0
2
u0‖2 ≤ 2η0 and ‖P>N0
η1
u0‖2 ≤ 2η0 for some N0 ∈ 2Z.
Then for any D ≥ D1, there is a global solution u to PDNLS. Moreover,
‖u‖S(R) ≤ C(M),
with the right-hand side independent of N0, u0, D, and η1.
Proposition 4.3 (Frequency-delocalized data inherits bounds). Let M > 0 and
η0 > 0 be given and suppose Theorem 4.1 holds up to mass M − η0, that is, there
are constants D2 and B so that all solutions u to PDNLS with D ≥ D2 and ‖u‖2 ≤
M−η0 can be extended globally in time and obey ‖u‖S(R) ≤ B. Then, there exists a
constant η1 = η1(M,B) so that the following holds: If u0 ∈ L2 satisfies ‖u0‖2 ≤M
and
‖P≤N0u0‖2 ≥ η0 and ‖P>N0
η1
u0‖2 ≥ η0 for some N0 ∈ 2Z,
then, for any D ≥ D2 there exists a unique global solution u to PDNLS with initial
data u0; moreover,
‖u‖S(R) ≤ C(M,B).
Proving these two propositions will occupy the better part of this section. Before
embarking on this task, we would first like to show how Theorem 4.1 follows from
these two propositions.
Proof of Theorem 4.1. It suffices to prove the result for an arbitrary (but fixed)
mass threshold M , say M =M∗. We will do this inductively.
By Lemma 3.1 there is a constant ε > 0 so that (4.4) holds for all initial data
with mass ‖u0‖2 ≤ ε. This is the base step of the induction.
Choose η0 = η0(M∗) small enough so that Proposition 4.2 may be applied to
all initial data with mass not exceeding M∗. We reduce η0 further, if necessary, so
that 2η0 < ε. This η0 represents the step-size in the induction.
Now we come to the inductive step. Let us suppose Theorem 4.1 is valid at the
mass threshold M − η0 in the sense explained in Proposition 4.3. This introduces
two constants B and D2, as there. We now choose η1 = η1(M,B) as in that
proposition and then set D0 = D2 +D1(M, η1) where D1 is as in Proposition 4.2.
To complete the inductive step, we must obtain a uniform bound C so that for any
initial data u0 ∈ L2(R2) with ‖u0‖2 ≤ M ∧M∗ and any parameter D ≥ D0 the
corresponding solution u to PDNLS obeys ‖u‖S(R) ≤ C. We divide into two cases:
Case 1: inf
N∈2Z
‖P≤N/2u0‖2 + ‖P> N
η1
u0‖2 < 2η0.
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In this case, we can find N0 ∈ 2Z so that
‖P≤N0/2u0‖ ≤ 2η0 and ‖P>N0
η1
‖2 ≤ 2η0.
In this case, the requisite bounds follow from Proposition 4.2.
Case 2: ‖P≤N/2u0‖2 + ‖P> 1
η1
Nu0‖2 ≥ 2η0 for any N ∈ 2Z.
If ‖u0‖2 < 2η0, the space-time bounds follow from Lemma 3.1; we exclude this from
further consideration. By the dominated convergence theorem,
‖P≤Nu0‖2 → 0 as N → 0 and ‖P≤Nu0‖2 → ‖u0‖2 ≥ 2η0 as N →∞.
Thus, one can find N0 ∈ 2Z such that
‖P≤N0/2u0‖2 ≤ η0 and ‖P≤N0u0‖2 ≥ η0.
Together with the defining property of Case 2, this then implies
‖P
>
N0
η1
u0‖2 ≥ η0.
Thus Proposition 4.3 applies yielding the requisite space-time bound.
This completes the proof of Theorem 4.1. 
It remains to prove Propositions 4.2 and 4.3. We start with
Proof of Proposition 4.2. Define
Plo = P<N0η0 , Phi = P> N0
η0η1
, and Pmed = PN0η0≤·≤ N0η0η1
.
As η0 is small, the notions of high and low frequencies appearing here lie far beyond
those appearing in the hypotheses of the proposition.
Let α := mD(N0η0). We discuss two cases: When 0 ≤ α ≤ η
1
6
0 , we approximate
the solution to PDNLS by the free Schro¨dinger evolution. In the case when η
1
6
0 <
α ≤ 1, we use the solution to NLSα as an approximate solution. In either case, we
then deduce the requisite bounds from Lemma 3.2.
First we assume 0 ≤ α ≤ η
1
6
0 . Define v := e
it∆Pmedu0; then v solves{
i∂tv +∆v = PDF (PDv) + e,
v(0) = Pmedu0,
with e = −PDF (PDv). By Strichartz,
‖u(0)− v(0)‖2 ≤ 4η0,(4.5)
‖Plov‖S(R) + ‖Phiv‖S(R) . η0.(4.6)
To apply Lemma 3.2, we need to show e is small in suitable spaces. Using Ho¨lder
and Strichartz, we estimate
‖e‖N(R) ≤ ‖PDF (PDv)‖N(R)
≤ ‖PDv‖2L3tL6x‖PDv‖L∞t L2x
.M2(‖Plov‖L∞t L2x + ‖Phiv‖L∞t L2x + ‖PDPmedv‖L∞t L2x).
Using the fact that mD(|ξ|) is decreasing, we get
‖PDPmed‖L2→L2 ≤ mD(N0η0) = α ≤ η
1
6
0 .
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Using also (4.6) we obtain
‖e‖N(R) .M2(η0 +Mη
1
6
0 ).
Combining this with (4.5) and invoking Lemma 3.2, we conclude that if η0 is suffi-
ciently small depending only on M , the solution to PDNLS is global and satisfies
‖u‖S(R) ≤ C(M).
Assume now that η
1
6
0 < α ≤ 1 and let v be the solution to{
ivt +∆v = α
4F (v),
v(0) = PN0≤·≤N0/η1u0.
By Lemma 3.7, such a solution exists, is global, and satisfies
‖v‖S(R) ≤ C(M).(4.7)
By construction,
‖v(0)− u(0)‖2 ≤ 4η0 and ‖Plov(0)‖2 + ‖Phiv(0)‖2 = 0.(4.8)
This together with (4.7) and Lemmas 3.4 and 3.6 give
‖Plov‖S(R) ≤ C(M)η
1
3
0 and ‖Phiv‖S(R) ≤ C(M)η0.
In particular, from Duhamel’s formula, writing
G(t, x) := α4
∫ t
0
ei(t−s)∆F (v) ds,
we have {
‖PloG‖S(R) ≤ ‖Plov‖S(R) + ‖Plov(0)‖2 . C(M)η
1
3
0 + η0,
‖PhiG‖S(R) ≤ ‖Phiv‖S(R) + ‖Phiv(0)‖2 . C(M)η0 + η0.
(4.9)
Our goal is to show that for η0 sufficiently small depending on M , v is an
approximate solution to PDNLS. Indeed, v solves
(i∂t +∆)v = PDF (PDv) + e
with
e = α4|v|2v − PDF (PDv) = (α− PD)α3|v|2v + PD(α3|v|2v − |PDv|2PDv)
=: e1 + e2.
We will prove that e1 and e2 are small in suitable spaces. For e1, we directly
estimate∥∥∥∥
∫ t
0
ei(t−s)∆e1(s) ds
∥∥∥∥
S(R)
=
∥∥ 1
α (α − PD)G
∥∥
S(R)
≤
∥∥ 1
α (α − PD)PhiG
∥∥
S(R)
+
∥∥ 1
α (α− PD)PloG
∥∥
S(R)
+
∥∥ 1
α (α− PD)PmedG
∥∥
S(R)
.
As (α− PD) is a Mikhlin multiplier and α > η1/60 , taking η0 sufficiently small and
using (4.9), we obtain∥∥ 1
α (α − PD)PhiG
∥∥
S(R)
+
∥∥ 1
α (α− PD)PloG
∥∥
S(R)
≤ C(M)η
1
3
0 η
− 1
6
0 ≤ C(M)η
1
6
0 .
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To estimate the last term, we note that
‖(α− PD)Pmed‖L2→L2 .
log2(
1
η1
)
log2(D1)
≤ η20 ,
by taking D1 sufficiently large depending on η0 and η1. Thus, by Strichartz and
(4.7), ∥∥ 1
α (α − PD)PmedG
∥∥
S(R)
≤ ‖α3(α − PD)Pmed(|v|2v)‖L1tL2x
. η20‖|v|2v‖L1tL2x
. η20‖v‖3L3tL6x
≤ C(M)η20 .
Putting the three pieces together, we obtain∥∥∫ t
0
ei(t−s)∆e1(s)ds
∥∥
S(R)
≤ C(M)η 160 .
To estimate e2, we use Strichartz and (4.7), as follows:
‖e2‖N(R) ≤ ‖α3|v|2v − |PDv|2PDv‖
L
3
2
t L
6
5
x
≤ ‖αv − PDv‖L∞t L2x(‖v‖2L3tL6x + ‖PDv‖
2
L3tL
6
x
)
≤ C(M)[‖(α− PD)Pmedv‖L∞t L2x + ‖Plov‖L∞t L2x + ‖Phiv‖L∞t L2x]
≤ C(M)(η20 + η
1
3
0 )
≤ C(M)η
1
3
0 .
Invoking Lemma 3.2, we conclude that by taking η0 sufficiently small depending
only on M , there exists a unique global solution to PDNLS such that
‖u‖S(R) ≤ C(M).
This completes the proof of Proposition 4.2. 
Finally, we conclude this section with the following
Proof of Proposition 4.3. Our basic small parameter is ε≪ 1, which will be chosen
later. If η1 is sufficiently small (we need
1
η1
> ε−2+ε−4ε
−2
), we can find ε−2 disjoint
intervals
[ε2Nj , ε
−2Nj] ⊂ [N0, 1η1N0],
where Nj = ε
−4jN0 for j ≥ 1. Consequently, there is an Nj such that
‖Pε2Nj≤·<ε−2Nju0‖2 . ε.(4.10)
Define
Plo := P≤εNj and Phi := P>ε−1Nj .
Let uhi be the solution to PDNLS with initial data uhi(0) = Phiu0. Let ulo be the
solution to PDNLS with initial data ulo(0) = Plou0. We have
‖uhi(0)‖2 ≤M − ‖P≤N0u0‖2 ≤M − η0,
‖ulo(0)‖2 ≤M − ‖P>N0
η1
u0‖2 ≤M − η0.
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By the inductive hypothesis, both uhi and ulo are global solutions and satisfy
‖ulo‖S(R) ≤ B and ‖uhi‖S(R) ≤ B.(4.11)
The implicit constants appearing in the remainder of the proof will all depend on
M and B (but not on ε or u0). For ease of reading, we omit this from the notation.
By Bernstein, for any s > 0,
‖|∇|sulo(0)‖2 . (εNj)s and ‖|∇|−suhi(0)‖2 . (ε−1Nj)−s.
Therefore, by Lemmas 3.3 and 3.5 we have
‖|∇|sulo‖S(R) . (εNj)s,(4.12)
‖PNuhi‖L4t,x . Ns(ε−1Nj)−s,(4.13)
for any 0 < s < 12 .
Define u˜ := uhi+ulo. We will show that u˜ is an approximate solution to PDNLS.
Note that u˜ satisfies {
iu˜t +∆u˜ = PDF (PDu˜) + e,
u˜(0) = (Plo + Phi)u(0),
with e = PDF (PDuhi) + PDF (PDulo)− PDF (PDu˜). By (4.10) and (4.11),
‖u˜(0)− u(0)‖2 . ε and ‖u˜‖S(R) . 1.
In order to apply Lemma 3.2, it suffices to show smallness of the error e.
Using (4.11) and a dyadic decomposition, we estimate
‖e‖
L
4
3
t,x
.
∥∥|PDuhi|2|PDulo|+ |PDulo|2|PDuhi|∥∥
L
4
3
t,x
.
∑
N≤ε− 12Nj
‖(PNPDuhi)PDulo‖L2t,x(4.14)
+
∑
N>ε−
1
2Nj
‖(PNPDuhi)P>N/8PDulo‖L2t,x(4.15)
+
∑
N>ε−
1
2Nj
‖(PNPDuhi)P≤N/8PDulo‖L2t,x .(4.16)
To estimate (4.14), we use (4.11) and (4.13) as follows:
(4.14) ≤
∑
N≤ε− 12Nj
‖PNPDuhi‖L4t,x‖PDulo‖L4t,x . (ε−1Nj)−s
∑
N≤ε− 12Nj
Ns . ε
s
2 .
To estimate (4.15), we use (4.11) and (4.12):
(4.15) ≤
∑
N>ε−
1
2Nj
‖uhi‖L4t,xN−s‖|∇|sulo‖L4t,x .
∑
N>ε−
1
2Nj
N−s(εNj)s . ε
3
2
s.
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To estimate the last term, we use the bilinear restriction estimate: Choosing p = 116
in Lemma 2.2 and using Sobolev embedding, we get
(4.16) .
∑
N>ε−
1
2Nj
‖(PNPDuhi) P≤N/8PDulo‖
1
2
L
11
6
t,x
‖P≤N/8ulo‖
1
2
L
44
9
t,x
‖PNuhi‖
1
2
L4t,x
.
∑
N>ε−
1
2Nj
N−
2
11
· 1
2 ‖|∇| 211P≤N/8ulo‖
1
2
L
44
9
t L
44
13
x
.
∑
N>ε−
1
2Nj
N−
1
11 (εNj)
1
11
. ε
3
22 .
Choosing ε sufficiently small depending on the implicit constants (that depend
only on M and B) we may then applying Lemma 3.2 to conclude that the solution
u with initial data u0 exists, is global, and obeys
‖u‖S(R) ≤ C(M,B).
This completes the proof of Proposition 4.3. 
5. Nonlinear profile decomposition for PDNLS
The principal goal of this section is to prove the following theorem. We remind
the reader that the unitary transformations Gjn were defined in (2.4).
Theorem 5.1 (Nonlinear profile decomposition for PDNLS). Fix M > 0 and
D ≥ D0(M) conforming to the requirements of Theorem 4.1. Let u0,n be a sequence
in L2(R2) with ‖u0,n‖2 ≤M and let un denote the sequence of solutions to PDNLS
with initial data un,0. Suppose the linear profile decomposition of u0,n given by
Theorem 2.5 takes the form
u0,n =
J∑
j=1
Gjnφ
j + rJn
and let ujn denote the solution to PDNLS with initial data G
j
nφ
j. Then
lim
J→∞
lim sup
n→∞
∥∥∥∥un −
( J∑
j=1
ujn + e
it∆rJn
)∥∥∥∥
S(R)
= 0.
This theorem provides an asymptotic principle of superposition for our nonlinear
equation. To prove such an assertion, one needs to show that the sum of nonlinear
solutions is almost a solution, which amounts to showing that cross terms in the
nonlinearity (i.e., those coming from different profiles) are negligible in some way.
This in turn requires non-trivial structural information on the nonlinear solutions
ujn, not merely uniform bounds. Traditionally, the profiles for differing n are related
by a symmetry of the equation; the Fourier truncation breaks the scaling symmetry
and so any possibility of such an exact relation when Nn 6≡ 1. The next two
lemmas provide the requisite description of the nonlinear solutions associated to
linear profiles conforming to Cases I and II of Theorem 2.5.
Lemma 5.2 (Case I nonlinear profiles). Fix M > 0 and let D ≥ D0(M) as above
and suppose φ ∈ L2 satisfies ‖φ‖2 ≤M . Let us further suppose that the parameters
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(Nn, ξn, xn, tn) ∈ R+×R2×R2×R obey the following: (i) tn ≡ 0 or tn → ±∞ and
(ii) Nn → ∞; or Nn → 0 and |ξn| → ∞; or Nn ≡ 1 and |ξn| → ∞. If un denotes
the solution to PDNLS with initial data φn := Gnφ, then
lim
n→∞
‖un − vn‖S(R) = 0 where vn := Tn[eit∆φ]
and Tn is as in (2.5). Moreover,
lim
n→∞
‖PDun‖S(R) = 0.(5.1)
Proof. Evidently,
vn(0) = φn and ‖vn‖S(R) . ‖φ‖2 .M.
Moreover, vn solves PDNLS up to an error
en = −PDF (PDvn).
Performing a change of variables, we first estimate
‖P≤2Dvn‖S(R) = Nn
∥∥P|ξ+ξn|≤2D{[ei(tn+N2nt)∆φ](Nn(y − xn − 2ξnt))}∥∥S(R)
= Nn
∥∥{ei(tn+N2nt)∆[P|Nnξ+ξn|≤2Dφ]}(Nnx)∥∥S(R)
. ‖P|ξ+ξn/Nn|≤ 2DNn φ‖2.
One can easily check that by dominating convergence,
‖P|ξ+ ξn
Nn
|≤ 2D
Nn
φ‖2 → 0 as n→∞,
and so,
lim
n→∞
‖P≤2Dvn‖S(R) = 0.(5.2)
Using this, we estimate
‖en‖N(R) ≤ ‖PDvn‖3L4t,x ≤ ‖P≤2Dvn‖
3
S(R) → 0 as n→∞.
An application of Lemma 3.2 then yields
lim
n→∞ ‖un − vn‖S(R) = 0.
This completes the proof. 
Lemma 5.3 (Case II nonlinear profiles). Fix M > 0 and let D ≥ D0(M) as above
and suppose φ ∈ L2 satisfies ‖φ‖2 ≤M . Let us further suppose that the parameters
(Nn, ξn, xn, tn) ∈ R+×R2×R2×R obey the following: (i) tn ≡ 0 or tn → ±∞ and
(ii) Nn → 0 and ξn → ξ∞ ∈ R2. If un denotes the solution to PDNLS with initial
data φn := Gnφ, then there exists v ∈ S(R) with ‖v‖S(R) ≤ C(M) so that setting
vn := Tnv we have
lim
n→∞ ‖un − vn‖S(R) = 0 and also limn→∞ ‖[PD −mD(ξ∞)]un‖S(R) = 0.(5.3)
Moreover, if tn ≡ 0 and ξn ≡ 0, then one may choose v to be the solution to NLS
with initial data φ.
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Proof. Set α = mD(ξ∞). When tn ≡ 0, let v be the global solution to NLSα with
initial data v(0) = φ. (Note that this choice of v is consistent with the final claim
in the lemma.) When tn → ±∞, let v be the global solution to NLSα that scatters
to eit∆φ as t→ ±∞. By Lemma 3.7 and construction,
‖vn‖S(R) . 1 and lim
n→∞
‖vn(0)− φn‖2 = 0;
here and below, the implicit constant depends onlyM . Moreover, vn solves PDNLS
with error
en = α
4F (vn)− PDF (PDvn)
= (α− PD)α3|vn|2vn + PD
[
α3|vn|2vn − |PDvn|2PDvn].
We estimate each summand in en separately, starting with the first one. Commuting
the Galilei boost outermost, we have
‖(α− PD)α3|vn|2vn‖L1tL2x
= α3N3n
∥∥[α−mD(−i∇+ ξn)]{(|v|2v)(tn + tN2n, Nnx)}∥∥L1tL2x
≤ N3n
∥∥[α−mD(−i∇+ ξn)]P≤ε{(|v|2v)(tn + tN2n, Nnx)}‖L1tL2x(5.4)
+N3n
∥∥[α−mD(−i∇+ ξn)]P>ε{(|v|2v)v(tn + tN2n, Nnx)}‖L1tL2x .(5.5)
Using the trivial Lipschitz bound on mD, we have
‖(α−mD(−i∇+ ξn))P≤ε‖L2→L2 . 1log2(2D)‖ξ + ξn − ξ∞‖L∞ξ ({|ξ|≤2ε}) .
ε+|ξn−ξ∞|
log2(2D)
,
and so may estimate
(5.4) ≤ ε+|ξn−ξ∞|log2(2D) N
3
n‖(|v|2v)(tN2n + tn, Nnx)‖3L3tL6x
.
ε+|ξn−ξ∞|
log2(2D)
‖v‖3L3tL6x
.
ε+|ξn−ξ∞|
log2(2D)
.
Similarly, we estimate
(5.5) . N3n
∥∥P>ε[(|v|2v)(tn + tN2n, Nnx)]∥∥L1tL2x
. ‖P> ε
Nn
(|v|2v)‖L1tL2x
. ‖P> ε
8Nn
v‖L3tL6x‖v‖2L3tL6x
. ‖P> ε
8Nn
v‖L3tL6x .
Putting these pieces together and using D ≥ 1, we derive
‖(α− PD)α3|vn|2vn‖N(R) . ε+ |ξn − ξ∞|+ ‖P> ε8Nn v‖L3tL6x .(5.6)
Next we estimate the second summand in en. We have
‖PD[α3|vn|2vn − |PDvn|2PDvn]‖N(R) . ‖α3|vn|2vn − |PDvn|2PDvn‖
L
3
2
t L
6
5
x
. ‖(α− PD)vn‖L∞t L2x‖vn‖2L3tL6x
. ‖(α− PD)vn‖L∞t L2x .
Arguing as above, we obtain
‖(α− PD)vn‖L∞t L2x ≤ ε+ |ξn − ξ∞|+ ‖P> εNn v‖L∞t L2x ,
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and so,
‖PD[α3|vn|2vn − |PDvn|2PDvn]‖N(R) . ε+ |ξn − ξ∞|+ ‖P> εNn v‖S(R).
Putting everything together, we get
‖en‖N(R) . ε+ |ξn − ξ∞|+ ‖P> ε
8Nn
v‖S(R).
Taking n→∞ and ε→ 0 we obtain
lim
n→∞
‖en‖S(R) = 0.
Consequently, Lemma 3.2 yields
lim
n→∞ ‖un − vn‖S(R) = 0.
Finally we remark that using
lim
n→∞
‖(α− PD)φn‖2 = 0
together with (5.6) and the Strichartz inequality, we derive
lim
n→∞
‖(α− PD)vn‖S(R) = 0,
from which (5.3) follows. This completes the proof of the lemma. 
The structure of nonlinear profiles associated to linear profiles of type III is
relatively trivial; however, we state it as a lemma for easier referencing when we
use this information in the next section.
Lemma 5.4 (Case III nonlinear profiles). Fix M > 0 and let D ≥ D0(M) as
above and suppose φ ∈ L2 satisfies ‖φ‖2 ≤ M . Assume also that Nn ≡ 1, ξn ≡ 0,
xn ∈ R2, and tn ∈ R with tn ≡ 0 or tn → ±∞. If un denotes the solution to PDNLS
with initial data φn := Gnφ, then there exists v ∈ S(R) with ‖v‖S(R) ≤ C(M) so
that setting vn := Tnv we have
lim
n→∞
‖un − vn‖S(R) = 0.(5.7)
Proof. If tn ≡ 0, let v be the global solution to PDNLS with initial data φ. If
tn → ±∞, let v be the global solution to PDNLS which scatters to eit∆φ as t→ ±∞.
Note that both Tnv and un obey the same equation. When tn ≡ 0, they have the
same initial data and so (5.7) holds trivially. When tn → ±∞, we have instead
‖un(0)− [Tnv](0)‖L2(R2) = ‖eitn∆φ− v(tn)‖L2(R2) → 0 as n→∞
by the construction of v. Thus, (5.7) also holds in that case in view of Lemma 3.2.

Proof of Theorem 5.1. Let u0,n be a sequence of L
2 functions such that
sup
n
‖u0,n‖2 ≤M.
Fix D ≥ D0(M) and let un be the global solutions to PDNLS with initial data
un(0) = u0,n. By Theorem 4.1, un satisfies
sup ‖un‖S(R) ≤ C(M).
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Applying the linear profile decomposition Theorem 2.5 and passing to a subse-
quence, we write
u0,n =
J∑
j=1
Gjnφj + r
J
n =:
∑
j=1
φjn + r
J
n .(5.8)
with the properties stated in that lemma. In particular, we have the mass decou-
pling:
lim
n→∞
‖u0,n‖22 −
J∑
j=1
‖φj‖22 − ‖rJn‖22 = 0 for any 1 ≤ J ≤ J∗.(5.9)
We now discuss the nonlinear profiles associated to each linear profile. As in
the statement of the theorem, we write ujn for the global solution to PDNLS with
initial data ujn(0) = φ
j
n. The existence of such global solutions is guaranteed by
Theorem 4.1.
If j conforms to Case I, then by Lemma 5.2,
lim
n→∞
‖ujn − T jnvj‖S(R) + ‖PDT jnvj‖S(R) + ‖PDujn‖S(R) = 0,(5.10)
where vj ∈ S(R) is independent of n.
If j conforms to Case II, Lemma 5.3 guarantees that
lim
n→∞
‖ujn − T jnvj‖S(R) + ‖(PD − α)T jnvj‖S(R) + ‖(PD − α)ujn‖S(R) = 0(5.11)
for some vj ∈ S(R) independent of n.
If j conforms to Case III, Lemma 5.4 guarantees that
(5.12) lim
n→∞ ‖u
j
n − T jnvj‖S(R) = 0
for some vj ∈ S(R) independent of n.
The asymptotic orthogonality of parameters implies asymptotic orthogonality of
the nonlinear profiles. Indeed, we have
Lemma 5.5 (Decoupling of nonlinear profiles). For any j 6= k
lim
n→∞
‖T jnvjT knvk‖L2t,x = 0,(5.13)
lim
n→∞
‖ujnukn‖L2t,x = 0,(5.14)
lim
n→∞
‖PD(ujn)PD(ukn)‖L2t,x = 0.(5.15)
Proof. The proof of (5.13) can be effected by elementary manipulations; see, for
example, [34, Lemma 3.42]. The argument relies only on the fact that vj , vk ∈
L4(R× R2); we will exploit this greater generality below.
Claim (5.14) follows from (5.13) and the asymptotic agreement between ujn and
T jnv
j provided by (5.10), (5.11), and (5.12).
It remains to prove (5.15). Exploiting the j ↔ k symmetry, we see that it suffices
to consider four cases:
Case 1: j conforms to Case I. In this case, using (5.10) we get
‖(PDujn)(PDukn)‖L2t,x ≤ ‖PDujn‖L4t,x‖ukn‖L4t,x ≤ C(M)‖PDujn‖L4t,x → 0
as n→∞.
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Case 2: Both j and k conform to Case II. By the triangle inequality,
‖(PDujn)(PDukn)‖L2t,x
≤ ‖[PD −mD(ξj)]ujn(PDukn)‖L2t,x
+mD(ξ
j)‖ujn[PD −mD(ξk)]ukn‖L4t,x +mD(ξj)mD(ξk)‖ujnukn‖L2t,x
≤ C(M)‖[PD −mD(ξj)]ujn‖S(R) + C(M)‖[PD −mD(ξk)]ukn‖S(R) + ‖ujnukn‖L2t,x ,
which converges to zero as n→∞ by (5.11) and (5.14).
Case 3: j conforms to Case II and k conforms to Case III. In this case we have
lim
n→∞
‖PDukn − T kn (PDvk)‖L4t,x = 0
and so,
‖PDujnPDukn‖L2t,x ≤ ‖[PD −mD(ξj)]ujnPDukn‖L2t,x +mD(ξj)‖(ujn − T jnvj)PDukn‖L2t,x
+mD(ξ
j)‖T jnvj(PDukn − T kn (PDvk))‖L2t,x
+mD(ξ
j)‖T jnvjT kn (PDvk)‖L2t,x
≤ C(M)‖[PD −mD(ξj)]ujn‖L4t,x + C(M)mD(ξj)‖ujn − T jnvj‖L4t,x
+ C(M)mD(ξ
j)‖PDukn − T kn (PDvk)‖L4t,x
+mD(ξ
j)‖T jnvjT kn (PDvk)‖L2t,x ,
which converges to zero as n→∞ by (5.11) and the extended version of (5.13).
Case 4: Both j and k conform to Case III. In this case we have
lim
n→∞
‖PDujn − T jn(PDvj)‖L4t,x + limn→∞ ‖PDu
k
n − T kn (PDvk)‖L4t,x = 0.
The claim follows again from the extended version of (5.13).
This completes the proof of Lemma 5.5. 
To continue with the proof of Theorem 5.1, we define
uJn :=
J∑
j=1
ujn + e
it∆rJn .(5.16)
In view of Lemma 3.2, the theorem will follow if we can verify the following three
claims about uJn:
Claim 1. ‖uJn(0)− un(0)‖2 → 0 as n→∞, for any J .
Claim 2. lim supn→∞ ‖uJn‖L4t,x .M 1 uniformly in J .
Claim 3. limJ→∞ lim supn→∞ ‖(i∂t +∆)uJn − PDF (PDuJn)‖N(R) = 0.
The first claim is trivial: by construction un(0) = u
J
n(0).
To prove Claim 2, we first show that
J∑
j=1
‖ujn‖4L4t,x .M 1 uniformly in J.(5.17)
Indeed, from the mass decoupling (5.9), we know that
J∗∑
j=1
M(ujn) =
J∗∑
j=1
M(φj) <∞.(5.18)
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Therefore, there exists J0 such that for j > J0 we have M(φj) < ε0, where ε0 is
the constant in the small data theory presented in Lemma 3.1. This lemma then
guarantees that
‖ujn‖4L4t,x .M(φ
j)2 for all j ≥ J0.
As J0 is finite, we can find a uniform constant depending only on M such that
‖ujn‖4L4t,x .M M(φ
j) for all j ≥ 1.(5.19)
Combining this with (5.18) and (5.19), we derive (5.17). Consequently,
‖uJn‖4L4t,x .
∥∥∥∥
J∑
j=1
ujn
∥∥∥∥
4
L4t,x
+ ‖eit∆rJn‖4L4t,x
.
J∑
j=1
‖ujn‖4L4t,x + C(J)
∑
j 6=k
∫∫
R2
|ujn||ukn|3 +M4
.M 1 + C(J)
∑
j 6=k
‖ujnukn‖L2t,x
.M 1 + C(J)o(1) as n→∞.
This completes the proof of Claim 2.
Next we verify Claim 3. A direct computation yields
(i∂t +∆)u
J
n − PDF (PDuJn) =
J∑
j=1
PDF (PDujn)− PDF
(
PD
J∑
j=1
ujn
)
+ PDF (PD(uJn − eit∆rJn))− PDF (PDuJn).
We estimate the two summands separately. By Lemma 5.5,∥∥∥∥
J∑
j=1
PDF (PDujn)− PDF
(
PD
J∑
j=1
ujn
)∥∥∥∥
N(R)
.J
∑
j 6=k
‖PDujn|PDukn|2‖
L
4
3
t,x
.J
∑
j 6=k
‖PDujnPDukn‖L2t,x‖PDukn‖L4t,x
.J,M o(1) as n→∞.
Thus for any J ,
lim
n→∞
∥∥∥∥
J∑
j=1
PDF (PDujn)− PDF
(
PD
J∑
j=1
ujn
)∥∥∥∥
N(R)
= 0.
We now turn to estimating the second term in the error. We have
‖PDF (PD(uJn − eit∆rJn))− PDF (PDuJn)‖N(R)
≤ ‖PDeit∆rJn‖L4t,x
(‖uJn‖2L4t,x + ‖eit∆rJn‖2L4t,x)
.M ‖eit∆rJn‖L4t,x ,
which converges to zero as n→∞ and J →∞. This completes the proof of Claim 3
and so also the proof of Theorem 5.1. 
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6. Approximation in the weak L2 topology
In [2, §5], Bahouri and Ge´rard show how a nonlinear profile decomposition can
be used to prove well-posedness in the weak topology (in the setting of the energy-
critical wave equation). The analogue of their result for (NLS) would be the fol-
lowing:
Theorem 6.1 (Well-posedness in the weak topology). Suppose we have (finite-
mass) solutions un and u∞ to NLS that satisfy
un(0)⇀ u∞(0) weakly in L2(R2).
Then
un(t)⇀ u∞(t) weakly in L2(R2)
for all t ∈ R.
For our purposes, we need a variant of this type of statement, where the under-
lying equation changes as well. We omit the proof of Theorem 6.1 since it is easily
reconstructed from the (more complicated) proof of this variant:
Theorem 6.2 (Approximation in the weak topology). Fix M > 0, D ≥ D0(M),
and a sequence Mn →∞. Assume that {u0,n} ⊂ L2 satisfy
‖u0,n‖2 ≤M and u0,n ⇀ u0,∞ weakly in L2.
Let un be the solutions to
(PMnNLS)
{
(i∂t +∆)un = PMnF (PMnun)
un(0, x) = u0,n(x),
where PMn denotes the Fourier multiplier with symbol mD(ξ/Mn) and let u∞ be
the global solution to NLS with initial data u0,∞. Then un are defined globally in
time and for any t ∈ R,
un(t) ⇀ u∞(t) weakly in L2(R2).
Proof. Recurrent objects in this argument will be the parameters
N0n :=M
−1
n , ξ
0
n ≡ 0, x0n ≡ 0, and t0n ≡ 0,
together with the associated operators
G0nf :=M
−1
n f(M
−1
n x) and [T
0
nv](t, x) :=M
−1
n v(M
−2
n t,M
−1
n x)
defined as in (2.4) and (2.5).
Let wn denote the solution to{
(i∂t +∆)wn = PDF (PDwn),
wn(0) = G
0
nu0,n.
By Theorem 4.1 this solution is global and so
un := (T
0
n)
−1wn
is the solution to the initial value problem (PMnNLS). This proves that un is global,
as stated in the theorem.
Let fn := G
0
n(u0,n − u0,∞) = wn(0)−G0nu0,∞, which by assumption satisfies
(G0n)
−1fn ⇀ 0 weakly in L2.(6.1)
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Applying the linear profile decomposition to {fn}, we write
fn =
J∑
j=1
Gjnφ
j + rJn(6.2)
with the properties stated in Theorem 2.5. In particular, for each φj we have
φj = w-lim
n→∞
(Gjn)
−1rj−1n ,(6.3)
with the convention r0n = fn. Further, let φ
0 := u0,∞. We now claim that
wn(0) =
J∑
j=0
Gjnφ
j + rJn(6.4)
provides a linear profile decomposition of wn(0), with all the attributes given in
Theorem 2.5 with just one exception: in this setting, it is possible that φ0 ≡ 0. The
justification of this claim is elementary once one affirms asymptotic orthogonality
of parameters, which in turn means showing
(N jn, ξ
j
n, x
j
n, t
j
n) ⊥ (N0n, ξ0n, x0n, t0n) for each j ≥ 1.(6.5)
Let us pause to verify (6.5). Supposing that it failed, we choose k ≥ 1 to be the
first witness. Then by (6.3),
0 6= φk = w-lim
n→∞
(Gkn)
−1rk−1n
= w-lim
n→∞
(Gkn)
−1
[
fn −
k−1∑
j=1
Gjnφ
j
]
= w-lim
n→∞
(Gkn)
−1G0n
[
(G0n)
−1fn
]− k−1∑
j=1
w-lim
n→∞
(Gkn)
−1Gjnφ
j
= 0.
To deduce the last step we used the following: 1) the operators (Gkn)
−1G0n converge
strong-∗ as n → ∞ by assumption and (6.1) and 2) the operators (Gkn)−1Gjn con-
verge weakly to zero (as n→∞) due to orthogonality of the parameters 1 ≤ j < k.
Continuing from the linear profile decomposition (6.4), we obtain an associated
nonlinear profile decomposition of wn via Theorem 5.1:
wn(t, x) =
J∑
j=0
wjn + e
it∆rJn + oS(R)(1) as n→∞ and J →∞.
Next we employ Lemmas 5.2, 5.3, and 5.4 to replace wjn by n-dependent transfor-
mations applied to fixed functions vj , up to a negligible error. Note that the zeroth
profile conforms to Case II and Lemma 5.3 shows that one may take v0 = u∞.
After these reductions, we deduce that un = (T
0
n)
−1wn obeys
lim
J→∞
lim
n→∞
∥∥∥∥un(t, x)−
[
u∞(t, x)+
J∑
j=1
[(T 0n)
−1T jnv
j ](t, x)+[(T 0n)
−1eit∆rJn ](x)
∥∥∥∥
S(R)
= 0.
By virtue of (6.5) we have that
w-lim
n→∞ [(T
0
n)
−1T jnv
j ](t) = 0
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in L2(R2) for each t ∈ R. Thus, to complete the proof of Theorem 6.2 we need only
show that
[(T 0n)
−1eit∆rJn ](x) = e
it∆(G0n)
−1rJn = e
it∆
[
(G0n)
−1fn −
J∑
j=1
(G0n)
−1Gjnφ
j
]
converges weakly to zero as n → ∞ for each fixed J ≥ 1 and t ∈ R. The last
equality written here is an application of (6.2) and provides the key to verifying this
assertion. Indeed, we simply apply (6.1) and use (6.5) to see that (G0n)
−1Gjn → 0
in the weak operator topology. 
7. Local-in-time dispersive estimates on the torus
In this section we establish local-in-time dispersive and Strichartz estimates for
the linear Schro¨dinger flow on the torus. We will show that if the size of the torus
is sufficiently large depending on the frequency localization and time for which we
seek the estimates, we have the full range of Strichartz estimates.
We will use the following lemma.
Lemma 7.1 (Midpoint rule error). Given ξ0 ∈ Rd and L > 0, let Q denote the
cube Q = ξ0 + [− 12L , 12L)d of side-length L−1 centered at ξ0. Then∣∣∣∣
∫
Q
h(ξ) dξ − 1
Ld
h(ξ0)
∣∣∣∣ . 1Ld+2 ‖∂2h‖L∞(Q).(7.1)
Proof. Performing a Taylor expansion, we get
h(ξ) = h(ξ0) +∇h(ξ0) · (ξ − ξ0) + r(ξ) with |r(ξ)| . ‖∂2h‖∞|ξ − ξ0|2.
Thus, ∣∣∣∣
∫
Q
h(ξ) dξ − 1Ldh(ξ0)
∣∣∣∣ =
∣∣∣∣
∫
Q
r(ξ) dξ
∣∣∣∣ . 1Ld+2 ‖∂2h‖L∞(Q).
This completes the proof of the lemma. 
Proposition 7.2 (Local-in-time dispersive and Strichartz estimates). Given T > 0
and 1 ≤ N ∈ 2Z, there exists L0 = L0(T,N) ≥ 1 sufficiently large so that for
L ≥ L0,
‖eit∆PL≤Nf‖L∞x (TL) . |t|−1‖f‖L1x(TL) uniformly for t ∈ [−T, T ] \ {0},(7.2)
‖eit∆PL≤Nf‖LqtLrx([−T,T ]×TL) .p,q ‖f‖L2x(TL).(7.3)
Here, TL = R
2/LZ2, (q, r) is a Schro¨dinger admissible pair, in the sense that
2
q +
2
r = 1 with 2 < q ≤ ∞,
and PL≤N denotes the Fourier multiplier P≤N on TL.
Proof. We will present the details for the dispersive estimate (7.2). The Strichartz
estimates (7.3) follow from this via the usual TT ∗ argument.
The convolution kernel associated to the operator eit∆PL≤N is
k(x) := 1L2
∑
n∈Z2
eiΦ(n)φ
(
n
NL
)
with Φ(n) := 2πx · nL − 4π2t|nL |2.
We need to show
|k(x)| . |t|−1(7.4)
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uniformly for 0 < |t| ≤ T and x ∈ [−L/2, L/2]2. To do this, we divide into two
cases: |x| ≤ R and |x| > R with R = 1 +NT . In the former case, we approximate
k by the Euclidean kernel (defined via an integral):
k(x) =
∑
n∈Z2
(
1
L2 e
2πix· n
L
−4π2it( n
L
)2φ
(
n
NL
)− ∫
Qn
e2πix·ξ−4π
2it|ξ|2φ(ξ/N) dξ
)
+
∫
R2
e2πix·ξ−4π
2it|ξ|2φ(ξ/N) dξ.
where Qn is the cube centered at n/L of side-length 1/L.
The second summand is O(|t|−1) by the usual Euclidean argument. To estimate
the first, we apply Lemma 7.1 to obtain the bound
L−4
∑
|n|.NL
(
R2 +N2T 2 + T +N−2
)
. L−4R2(NL)2 . T−1,
provided we choose L≫ (N2T 32 +N√T ).
It remains to consider those |x| > R and x ∈ [−L2 , L2 ]2. By symmetry, we can
also assume the x1-variable dominates so that |x1| >
√
2
2 R.
Let ~e1 =
(
1
0
)
. Using the identity
eiΦ(n) =
eiΦ(n+~e1) − eiΦ(n)
ei[Φ(n+~e1)−Φ(n)] − 1 =:
eiΦ(n+~e1) − eiΦ(n)
Ψ(n)
and applying a change of variables, we can write
k(x) = 1L2
∑
n∈Z2
eiΦ(n)
[
φ(n−~e1NL )
Ψ(n− ~e1) −
φ( nNL)
Ψ(n)
]
= 1L2
∑
n∈Z2
eiΦ(n) 1Ψ(n−~e1)
[
φ
(
n−~e1
NL
)− φ( nNL)](7.5)
+ 1L2
∑
n∈Z2
eiΦ(n)φ
(
n
NL
)[
1
Ψ(n−~e1) − 1Ψ(n)
]
.(7.6)
From
Φ(n+ ~e1)− Φ(n) = 2π x1L − 8π2 tL2n · ~e1 − 4π2 tL2 ,
and the definition of R we have
|Φ(n+ ~e1)− Φ(n)| ≥
√
2πRL −O
(
NT
L2 +
T
L2
) ≥ RL
provided L≫ 1. This lower bound also implies
|Ψ(n− ~e1)|−1 + |Ψ(n)|−1 . LR .(7.7)
From the Fundamental Theorem of Calculus we have∣∣φ(n−~e1NL )− φ( nNL)∣∣ . 1NL∣∣ 1
Ψ(n−~e1) − 1Ψ(n)
∣∣ ≤ |Φ(n+e1)−2Φ(n)+Φ(n−~e1)||Ψ(n)Ψ(n−~e1)| . TR2 .
Inserting these estimates into (7.5) and (7.6), we obtain
|k(x)| . 1L2 (NL)2
[
L
R
1
NL +
T
R2
]
. NR +
N2
R2 T .
1
T .
This completes the proof of the proposition. 
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As a direct consequence of these local-in-time Strichartz estimates and the argu-
ments used in the Euclidean case (cf. [29]), we obtain the following result regarding
perturbations of the frequency-localized NLS on the torus:{
(i∂t +∆)u = P
L
≤NPLF (PLu),
u(0) = PL≤Nu0.
(7.8)
Here PL is a Mikhlin multiplier on the torus R2/LZ2.
Proposition 7.3 (Perturbation theory for NLS on the torus). Given T > 0 and
1 ≤ N ∈ 2Z, let L0 be as in Proposition 7.2. Fix L ≥ L0 and let u˜ be an approximate
solution to (7.8) on [−T, T ] in the sense that{
(i∂t +∆)u˜ = P
L
≤NPLF (PLu˜) + e,
u˜(0) = PL≤N u˜0
for some function e and u˜0 ∈ L2(T). Assume
‖u˜‖S([−T,T ]) ≤ A
and the smallness conditions
‖u0 − u˜0‖2 ≤ ε and ‖e‖N([−T,T ]) ≤ ε.
Then if ε ≤ ε0(A), there exists a unique solution u to (7.8) such that
‖u− u˜‖S([−T,T ]) ≤ C(A)ε.
8. Torus problem approximation
Fix M > 0, T > 0 and D ≥ D0(M); recall that D0 was introduced in Theo-
rem 4.1. Let Mn → ∞ and εn → 0. Let Ln ≥ L∗(M,D,Mn, εn, T ), where L∗ is
a large constant determined through the arguments in this section. Lastly, we de-
fine Tn := R
2/LnZ
2 and let PLnMn denote the Fourier multiplier on Tn with symbol
mD(·/Mn).
We consider the following sequence of finite-dimensional Hamiltonian systems{
(i∂t +∆)un = PLnMnF (PLnMnun), (t, x) ∈ R× Tn
un(0) = u0,n
(8.1)
with initial data
u0,n ∈ Hn := {f ∈ L2(Tn) : PLn>2DMnf = 0} with ‖u0,n‖2 ≤M.(8.2)
We will show that for n sufficiently large, solutions to (8.1) can be well approxi-
mated by solutions to the corresponding problem in R2 on the fixed time interval
[−T, T ]. Note that as a finite-dimensional system with coercive Hamiltonian, (8.1)
automatically has global solutions.
8.1. Choice of cutoffs. We define one-dimensional cutoffs. The two-dimensional
cutoff functions will be tensor products of these one-dimensional cutoff functions.
Let ηn := ε
2
n. Subdivide the interval [
Ln
4 ,
Ln
2 ] into at least 16M
2/ηn many
subintervals of length 20 1ηnDMnT ; this can be achieved since we may assume that
Ln ≫ M2ηn · 1ηnDMnT.(8.3)
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By the pigeonhole principle, there exists a subinterval, which we denote by
I1n := [c
1
n − 10ηnDMnT, c
1
n +
10
ηn
DMnT ],
that satisfies
‖u0,n(x+ LnZ2)χI1n(x1)χ[−Ln/2,Ln/2](x2)‖L2(R2) ≤ 14εn.
For 0 ≤ j ≤ 4, let χjn,1 : R→ [0, 1] be smooth cutoff functions adapted to I1n in the
following sense
χjn,1(x) =
{
1, x ∈ [c1n − Ln + 10−2jηn DMnT, c1n −
10−2j
ηn
DMnT ],
0, x ∈ (−∞, c1n − Ln + 10−2j−1ηn DMnT ) ∪ (c1n −
10−2j−1
ηn
DMnT,∞).
An analogous argument allows us to find
I2n := [c
2
n − 10ηnDMnT, c
2
n +
10
ηn
DMnT ] ⊂ [Ln4 , Ln2 ],
with the property that
‖u0,n(x+ LnZ2)χ[−Ln/2,Ln/2](x1)χI2n(x2)‖L2(R2) ≤ 14εn.
For 0 ≤ j ≤ 4, we define cutoff functions χjn,2 : R→ [0, 1] adapted to I2n, as above.
We then define χjn : R
2 → [0, 1] via
χjn(x) := χ
j
n,1(x1)χ
j
n,2(x2).(8.4)
We list below some of the properties of χjn that we will rely on in this section:

‖∇χjn‖∞ ≤ ηnDMnT
χinχ
j
n = χ
i
n, for j > i
dist(suppχin, supp(1 − χjn)) ≥ 1ηnDMnT, for j > i
‖(1− χjn)u0,n‖L2(R2) ≤ εn, for 0 ≤ j ≤ 4.
(8.5)
8.2. Control on the solution to PMnNLS. Let u˜n : R×R2 → C be solutions to{
(i∂t +∆)u˜n = PMnF (PMn u˜n),
u˜n(0, x) = χ
0
n(x)u0,n(x+ LnZ
2),
(8.6)
where u0,n are as in (8.2). The existence of such solutions is guaranteed by The-
orem 4.1; indeed, this equation is simply a rescaling of (PDNLS). Rescaling (4.4)
shows that
‖u˜n‖S(R) .M 1.(8.7)
More generally, we have the following:
Lemma 8.1 (Control of u˜n). For n sufficiently large, the global solution u˜n to (8.6)
satisfies
‖|∇|su˜n‖S(R) .M (DMn)s for all 0 ≤ s ≤ 1.
Proof. Observe first that by Bernstein’s inequality and u0,n ∈ Hn,
‖∇u˜n(0)‖L2(R2) . ‖∇χ0n‖L∞(R2)‖u0,n‖L2(Tn) + ‖∇u0,n‖L2(Tn) . (1 +DMn)M,
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for n large enough. Using this, Strichartz, Bernstein, and (8.7), we deduce
‖|∇|su˜n‖S(R) . ‖|∇|su˜n(0)‖L2(R2) +
∥∥|∇|sPMnF (PMn u˜n)∥∥L1tL2x
. ‖u˜n(0)‖1−sL2(R2)‖∇u˜n(0)‖sL2(R2) + (DMn)s‖u˜n‖3L3tL6x
.M (DMn)
s,
thus proving the lemma. 
Lemma 8.2 (Mismatch estimate in R2). Fix 1 < p <∞ and let E,F be two sets
in R2 such that dist(E,F ) ≥ A ≥ 1. Then
‖χEPMnχF ‖Lp(R2)→Lp(R2) . 1MnA ,
uniformly for D ≥ 1.
Proof. Note that the kernel of χEPMnχF is given by
(χEPMnχF )(x, y) = χE(x)χF (y)M2nmˇD(Mn(x− y)).
Using the rapid decay of mˇD, we obtain
|(χEPMnχF )(x, y)| .M−1n |x− y|−3χE(x)χF (y)
(independent of D ≥ 1), and so
sup
y
∫
R2
|(χEPMnχF )(x, y)| dx + sup
x
∫
R2
|(χEPMnχF )(x, y)| dy
.
∫
|x−y|≥A
M−1n |x− y|−3 dx .M−1n A−1.
An application of Schur’s test yields the claim. 
Lemma 8.3 (Commutator estimates on R2). For 0 ≤ j ≤ 4, we have the following
commutator estimates, which hold uniformly for D ≥ 1 :
‖[χjn,PMn ]‖L2→L2 . ηnM2nDT ,(8.8)
‖[(1− χjn)2,PMn ]‖L2→L2 . ηnM2nDT .(8.9)
Proof. The proof of (8.9) is similar to that of (8.8), so we only present the details
for (8.8). Let
k(x, y) := [χjn,PMn ](x, y) = (χjn(x)− χjn(y))M2nmˇD(Mn(x− y)).
We compute
sup
y
‖k(x, y)‖L1(dx) ≤ sup
y
‖∇χjn‖∞M2n
∫
R2
|x− y||mˇD(Mn(x − y))| dx
≤ ηnDMnTM
2
nM
−3
n
∫
R2
|x||mˇD(x)| dx . ηnDTM2n .
By symmetry, we also have
sup
x
‖k(x, y)‖L1(dy) .
ηn
DTM2n
.
An application of Schur’s test yields (8.8). 
Lemma 8.4 (Motion of mass for u˜n). Let u˜n be the solution to (8.6) and let χ
j
n
be as above. Then for 1 ≤ j ≤ 4 we have
‖(1− χjn)u˜n‖L∞t L2x([−T,T ]×R2) .D,M εn.
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Proof. We need only present the proof for j = 1. To this end, we define
M(t) :=
∫
R2
|1− χ1n(x)|2|u˜n(t, x)|2 dx.
By construction, M(0) ≤ ε2n. Moreover,
d
dt
M(t) = 2Re
∫
R2
|1 − χ1n|2u˜n∂tu˜n dx
= −2 Im
∫
R2
|1− χ1n|2u˜n∆u˜n dx(8.10)
+ 2 Im
∫
R2
|1− χ1n|2u˜nPMnF (PMn u˜n) dx.(8.11)
Integrating by parts and using Lemma 8.1, we estimate
|(8.10)| =
∣∣∣4 Im ∫
R2
(1− χ1n)u˜n∇χ1n · ∇u˜n dx
∣∣∣
. ‖(1− χ1n)u˜n‖2 · ηnDMnT · C(M)DMn
≤ C(M)ηnT M
1
2 (t).
Next we estimate (8.11). We write
(8.11) = 2 Im
∫
R2
F (PMn u˜n)PMn
(|1− χ1n|2u˜n) dx
= 2 Im
∫
R2
F (PMn u˜n)[PMn , (1− χ1n)2]u˜n dx
+ 2 Im
∫
R2
F (PMn u˜n)(1− χ1n)2PMn u˜n dx
= 2 Im
∫
R2
F (PMn u˜n)[PMn , (1− χ1n)2]u˜n dx.
Using Ho¨lder and Lemma 8.3, we estimate
|(8.11)| . ‖[PMn , (1− χ1n)2]u˜n‖2‖F (PMn u˜n)‖2
≤ ‖[PMn , (1− χ1n)2]‖L2→L2‖u˜n‖2‖PMn u˜n‖36
. ηnM2nDT
‖u˜n‖2‖PMnun‖3
H˙
2
3
≤ C(M) ηnM2nDT (MnD)
2
≤ C(M)DηnT .
Putting things together we get
d
dtM(t) ≤ C(M)ηnT M
1
2 (t) + C(M)ηnDT .
Recalling that ηn = ε
2
n and M(0) ≤ ε2n, this differential inequality then implies
M(t) .D,M ε2n for all t ∈ [−T, T ].
This completes the proof of the lemma. 
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8.3. Estimates used for approximating solutions to (8.1) by those to (8.6).
Throughout this subsection, we will use KLn to denote the kernel of the Fourier
multiplier PLnMn :
KLn(x, y) =
1
L2n
∑
j∈Z2
e2πi(x−y)·j/LnmD
(
j
MnLn
)
.
When D = 1, this gives the kernel of the standard Littlewood–Paley projection
P≤Mn . The estimates proved in this section will be uniform in D ≥ 1, allowing
them to be applied to these operators as well.
Our preferred notion of distance on Tn = R
2/LnZ
2 is
dist(x, y) = dist(x1 − y1, LnZ) ∨ dist(x2 − y2, LnZ)
The following estimate will be used repeatedly:
Lemma 8.5 (Basic kernel estimate). Given A ≥ 1,∫
dist(x,y)≥A
|KLn(x, y)| dx . 1DMnA .
Proof. By symmetry, we may restrict attention to the region where dist(x1, y1) ≥
dist(x2, y2).
Let Φ(j) := 2π(x−y)·jLn . Using the identity
eiΦ(j) =
eiΦ(j+~e1) − eiΦ(j)
ei[Φ(j+~e1)−Φ(j)] − 1 =
eiΦ(j+~e1) − eiΦ(j)
e2πi(x1−y1)/Ln − 1 ,(8.12)
we write
KLn(x, y) =
1
L2n
1
e2πi(x1−y1)/Ln − 1
∑
j∈Z2
eiΦ(j)
[
mD
(
j−~e1
MnLn
)−mD( jMnLn )
]
.
Performing two more summation by parts using (8.12), we obtain
KLn(x, y) =
1
L2n
1
(e2πi(x1−y1)/Ln − 1)3
·
∑
j∈Z2
eiΦ(j)
[
mD
(
j−3~e1
MnLn
)− 3mD( j−2~e1MnLn )+ 3mD( j−~e1MnLn )−mD( jMnLn )
]
.
To continue, we note that
|e2πi(x1−y1)/Ln − 1| ∼ dist(x1−y1Ln ,Z) & dist(x,y)Ln
on the support of the integral we need to estimate. Thus, using also the estimate∣∣∣mD( j−3~e1MnLn )− 3mD( j−2~e1MnLn )+ 3mD( j−~e1MnLn )−mD( jMnLn )
∣∣∣
.
∥∥∥∂3ξ1[mD( ξMnLn )]
∥∥∥
∞
. (DMnLn)
−3,
we deduce that
|KLn(x, y)| . 1
DMn
dist(x, y)−3.
Integrating in x and performing a change of variables, we obtain∫
dist(x,y)≥A
|KLn(x, y)| dx . 1DMnA .
This completes the proof of the lemma. 
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As an immediate application of Lemma 8.5 and Schur’s test, we get
Lemma 8.6 (Mismatch estimate on the torus). Let E,F be two subsets of Tn such
that
dist(E,F ) = inf
x∈E,y∈F
dist(x, y) ≥ A(8.13)
for some A ≥ 1. Then for all 1 ≤ p ≤ ∞,
‖χEPLnMnχF ‖Lp(Tn)→Lp(Tn) . 1DMnA .
Lemma 8.7 (Commutator estimate on the torus). Fix 0 ≤ j ≤ 4 and let χjn be
one of the cutoff functions introduced above. Then for all 1 ≤ p ≤ ∞,
‖[χjn,PLnMn ]‖Lp(Tn)→Lp(Tn) .M−1n .(8.14)
Proof. By Schur’s test, it suffices to prove
sup
y
∫
Tn
∣∣[χjn,PLnMn ](x, y)∣∣ dx+ sup
x
∫
Tn
∣∣[χjn,PLnMn ](x, y)∣∣ dy .M−1n .(8.15)
By symmetry, it suffices to consider the first term on the left-hand side of (8.15).
Let H(x, y) := [χjn,PLnMn ](x, y) = (χjn(x) − χjn(y))KLn(x, y) where KLn(x, y)
denotes the kernel of PLnMn , as previously. We divide the integral into two regions:
D0 = {x : dist(x, y) ≤ An} and D1 = {x : dist(x, y) ≥ An} with An := DMnT
ηn
.
Note that An →∞ as n→∞; in particular, An & 1.
The estimate onD1 follows directly from |H(x, y)| ≤ 2|KLn(x, y)| and Lemma 8.5.
For those x ∈ D0, we write
KLn(x, y) =
∑
j∈Z2
[
1
L2n
e2πi(x−y)·j/LnmD
(
j
MnLn
)− ∫
Dj
e2πi(xi−yi)·ξmD
(
ξ
Mn
)
dξ
]
+
∫
R2
e2πi(x−y)·ξmD
(
ξ
Mn
)
dξ,
where Dj denotes the square box centered at j/Ln with side length 1/Ln. Note∥∥∂2ξ (e2πi(x−y)·ξmD( ξMn ))∥∥∞ . A2n + 1M2n . A2n.
Using Lemma 7.1 we estimate
|KLn(x, y)| . (DMnLn)2 1L4nA
2
n +M
2
n|mˇD(Mn(x− y))|
. (DMnAnLn )
2 +M2n|mˇD(Mn(x− y))|.
Hence for x ∈ D0,
|H(x, y)| . {1 ∧ |x− y|‖∇χjn‖∞}|KLn(x, y)|
. (DMnAnLn )
2 + 1An |x− y|M
2
n|mˇD(Mn(x− y))|.
Integrating over x and ensuring that Ln is sufficiently large, we have∫
D0
|H(x, y)|dx . (DMnA2nLn )
2 + 1MnAn .
1
Mn
.
This completes the proof of Lemma 8.7. 
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Next we prove estimates for the difference between the Fourier multiplier PMn
on R2 and the Fourier multiplier PLnMn on Tn. We remark that the bound we
obtain here is not optimal, but it suffices for our purposes. To compare such
operators on these two different manifolds, we must first transfer functions between
the two. We do this via push-forward and pull-back through the natural covering
map p : R2 → R2/LnZ2:
(8.16) [p∗f ](x+ LnZ2) =
∑
y∼x
f(y) and [p∗g](x) = g(x+ LnZ2).
As our cutoffs χjn : R
2 → R are supported in a single fundamental domain of the
covering map and we will only be applying these operations in the presence of such
cutoffs, the heavy burden of such notations is unwarranted in what follows. Below,
the transition between functions on the Euclidean space and the torus will be made
without further explanation.
Lemma 8.8 (Closeness of PMn and PLnMn). For 0 ≤ j ≤ 4 and 1 ≤ p ≤ ∞ we have
‖χjn(PMn − PLnMn)χjn‖Lp(R2)→Lp(R2) .M−1n .
Proof. By Schur’s test and symmetry, it suffices to prove
sup
y
∫
R2
∣∣χjn(x)[K(x, y) −KLn(x, y)]χjn(y)∣∣ dx .M−1n .(8.17)
To this end, we write
H(x, y) := χjn(x)(K(x, y)−KLn(x, y))χjn(y)
and note that on the support of H(x, y),
|x1 − y1| ∨ |x2 − y2| ≤ Ln −An, with An = DMnTηn .
Again we discuss the integral on two regions
D0 = {x : |x1 − y1| ∨ |x2 − y2| ≤ An}
and
D1 = {x : An < |x1 − y1| ∨ |x2 − y2| ≤ Ln −An}.
On D0 we can write
H(x, y) = χjn(x)χ
j
n(y)
∑
j∈Z2
∫
Dj
e2πi(x−y)·ξmD( ξMn )dξ − 1L2n e
2πi(x−y)·j/LnmD( jMnLn ),
where Dj denotes the square box centered at j/Ln with side length 1/Ln. Applying
Lemma 7.1 we obtain
|H(x, y)| . (DMnAnLn )2.
Hence ∫
D0
|H(x, y)|dx . (DMnA2nLn )
2 .M−1n ,
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provided Ln is sufficiently large. On D1, we simply estimate each piece separately.∫
D1
|χjn(x)K(x, y)χjn(y)|dx .
∫
|x−y|>An
|K(x, y)|dx
.
∫
|x−y|>An
M2n|mˇD(Mn(x− y))|dx
.M2nM
−10
n
∫
|x−y|>An
|x− y|−10dx
.M−8n A
−8
n .M
−1
n .
The estimate on the piece involving KLn follows directly from Lemma 8.5:∫
D1
|χjn(x)KLn(x, y)χjn(y)|dx .
∫
D1
|KLn(x, y)|dx .M−1n .
Collecting all estimates together proves Lemma 8.8. 
8.4. Approximating solutions to (8.1) by solutions to (8.6). Given u0,n ∈ Hn,
let un be solutions to the initial value problem (8.1) and let u˜n be those to (8.6).
Following the conventions outlined in the previous subsection, we implicitly push-
forward and pull-back functions via the natural covering map R2 → R2/LnZ2 when
necessary.
Our goal is to prove the following result:
Theorem 8.9 (Approximation). Fix M > 0, D ≥ D0(M) and T > 0. Let Mn →
∞ and εn → 0. Let Ln be sufficiently large depending on D,M, T,Mn, εn. Assume
u0,n ∈ Hn with ‖u0,n‖L2(Tn) ≤ M . Let un and u˜n be the solutions to (8.1) and
(8.6), respectively. Then
lim
n→∞
‖PLn≤2DMn(χ2nu˜n)− un‖S([−T,T ]×Tn) = 0.(8.18)
Proof. To keep formulas within margins, we simply write
zn := P
Ln
≤2DMn(χ
2
nu˜n).
We will deduce (8.18) as an application of the perturbation result Proposition 7.3.
Correspondingly, it suffices to verify the following:
‖zn‖S([−T,T ]×Tn) ≤ C(M) uniformly in n.(8.19)
lim
n→∞
‖zn(0)− un(0)‖L2(Tn) = 0.(8.20)
lim
n→∞
‖(i∂t +∆)zn − PLnMnF (PLnMnzn)‖N([−T,T ]×Tn) = 0.(8.21)
Claim (8.19) is an easy consequence of Theorem 4.1:
‖zn‖S([−T,T ]×Tn) . ‖χ2nu˜n‖S([−T,T ]×Tn) . ‖u˜n‖S([−T,T ]×R2) ≤ C(M).
To prove (8.20), we use the fact that PLn≤2DMnu0,n = u0,n together with (8.5) and
Lemma 8.4, as follows:
‖zn(0)− un(0)‖L2(Tn) = ‖PLn≤2DMn(χ2nχ0nu0,n − u0,n)‖L2(Tn)
. ‖u0,n − χ0nu0,n‖L2(Tn) . εn = o(1) as n→∞.
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It remains to verify (8.21). As PLn≤2DMnPLnMn = PLnMn , direct computation gives
(i∂t +∆)zn − PLnMnF (PLnMnzn) = PLn≤2DMn
[
2∇χ2n · ∇u˜n +∆χ2nu˜n
]
+ PLn≤2DMn
[
χ2nPMnF (PMn u˜n)− PLnMnF (PLnMn(χ2nu˜n))
]
.
Using the Lp-boundedness of PLn≤2DMn , it suffices to show that the terms in square
brackets converge to zero as n→∞ in N([−T, T ]× Tn).
Using Lemma 8.1 and (8.5), we obtain
‖∇χ2n · ∇u˜n‖N([−T,T ]×Tn) ≤ ‖∇χ2n · ∇u˜n‖L1tL2x([−T,T ]×R2)
≤ T ‖∇χ2n‖L∞x (R2)‖∇u˜n‖L2x(R2)
≤ C(M)T ηnDMnTDMn = o(1) as n→∞.
and
‖∆χ2nu˜n‖N([−T,T ]×Tn) ≤ T ‖∆χ2n‖L∞x (R2)‖u˜n‖L2x(R2)
≤ C(M)( ηnDMnT )2T = o(1) as n→∞.
To estimate the remaining term, we decompose it as follows:
χ2nPMnF (PMn u˜n)− PLnMnF (PLnMn(χ2nu˜n))
= χ2nPMn
[
F (PMn u˜n)− F (PMn(χ2nu˜n))
]
(8.22)
+ χ2nPMn(1− χ3n)F (PMn(χ2nu˜n))(8.23)
+ χ2nPMnχ3n
[
F (PMn(χ2nu˜n))− F (PLnMn(χ2nu˜n))
]
(8.24)
+ χ2n
(PMn − PLnMn)χ3nF (PLnMn(χ2nu˜n))(8.25)
+ [χ2n,PLnMn ]χ3nF (PLnMn(χ2nu˜n))(8.26)
+ PLnMn(χ2n − 1)F (PLnMn(χ2nu˜n)).(8.27)
To estimate (8.22), we use Ho¨lder, Theorem 4.1, and Lemma 8.4:
‖(8.22)‖N([−T,T ]×Tn) . ‖F (PMn u˜n)− F (PMn(χ2nu˜n))‖
L
3
2
t L
6
5
x ([−T,T ]×R2)
. ‖(1− χ2n)u˜n‖L∞t L2x([−T,T ]×R2)‖u˜n‖2L3tL6x([−T,T ]×R2)
≤ C(M)εn = o(1) as n→∞.
We turn next to (8.23). Using the fact that
dist(suppχ2n, supp(1 − χ3n)) ≥ 1ηnDMnT,
Lemma 8.2 and Theorem 4.1 yield
‖(8.23)‖N([−T,T ]×Tn)
. ‖χ2nPMn(1− χ3n)‖L2(R2)→L2(R2)‖F (PMn(χ2nu˜n))‖L1tL2x([−T,T ]×R2)
. ηnDM2nT
‖u˜n‖3L3tL6x([−T,T ]×R2) ≤ C(M)
ηn
DM2nT
= o(1) as n→∞.
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Consider now (8.24). Using (8.5), Lemma 8.8, and Theorem 4.1, we estimate
‖(8.24)‖N([−T,T ]×Tn)
. ‖χ3n(PMn − PLnMn)χ3n‖L2(R2)→L2(R2) · ‖χ2nu˜n‖L∞t L2x([−T,T ]×R2)
· (‖PMn(χ2nu˜n)‖2L3tL6x([−T,T ]×R2) + ‖χ4nPLnMn(χ2nu˜n)‖2L3tL6x([−T,T ]×R2))
≤M−1n C(M) = o(1) as n→∞.
We turn now to (8.25). Using Lemma 8.8 and Theorem 4.1, we get
‖(8.25)‖N([−T,T ]×Tn)
. ‖χ3n(PMn − PLnMn)χ3n‖L2(R2)→L2(R2)‖χ4nF (PLnMn(χ2nu˜n))‖L1tL2x([−T,T ]×R2)
.M−1n ‖u˜n‖3L3tL6x([−T,T ]×R2) ≤ C(M)M
−1
n = o(1) as n→∞.
For (8.26), we use the commutator estimate from Lemma 8.7:
‖(8.26)‖N([−T,T ]×Tn)
. ‖[χ2n,PLnMn ]‖L2(Tn)→L2(Tn)‖χ4nPLnMn(χ2nu˜n)‖3L3tL6x([−T,T ]×R2)
≤M−1n C(M) = o(1) as n→∞.
This leaves us to estimate only (8.27). Writing u˜n = χ
1
nu˜n + (1 − χ1n)u˜n and
employing Lemmas 8.6 and 8.4 shows
‖(8.27)‖N([−T,T ]×Tn)
. ‖(1− χ2n)PLnMnχ1n‖L2(Tn)→L2(Tn)‖u˜n‖3L3tL6x([−T,T ]×R2)
+ ‖(1− χ1n)u˜n‖L∞t L2x([−T,T ]×R2)‖u˜n‖2L3tL6x([−T,T ]×R2)
≤ C(M) ηnD2M2nT + C(M)εn = o(1) as n→∞.
This completes the proof of Theorem 8.9. 
9. Proofs of Theorems 1.4, 1.5, and 1.6.
We begin this section with a proof of Theorem 1.6; the proofs of the other two
theorems will then be built on this foundation.
Proof of Theorem 1.6. By using a diagonal argument, it suffices to prove the theo-
rem for t ∈ [−T, T ] with T arbitrary but fixed. We choose D ≥ D0(M) as dictated
by Theorem 4.1 and then Ln →∞ as dictated by Theorem 8.9.
Next, we define solutions un to (NLS) and u˜n to
(i∂t +∆)u˜n = PMnF (PMn u˜n) posed on R2(9.1)
with initial data
un(0, x) = u˜n(0, x) = χ
0
n(x)vn(0, x+ LnZ) ∈ L2(R2).
Recall that χ0n is defined in Subsection 8.1; it depends on vn, and so the map
from vn(0) to un(0) is nonlinear. Note that existence of the solutions un and u˜n is
guaranteed by Theorems 1.2 and 4.1, respectively.
We claim that the conclusion of Theorem 1.6 holds for this choice of un. To see
this, fix a compactly supported ℓ ∈ L2(R2). Without loss of generality, we may
pass to a subsequence and assume that
un(0) = u˜n(0)⇀ u∞,0 weakly in L2(R2).
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Let u∞ be the solution to (NLS) with initial data u∞,0 at time t = 0.
By Theorems 6.1 and 6.2 we have∣∣〈ℓ, u˜n(t)〉 − 〈ℓ, un(t)〉∣∣ ≤ ∣∣〈ℓ, u˜n(t)〉 − 〈ℓ, u∞(t)〉∣∣+ ∣∣〈ℓ, un(t)〉 − 〈ℓ, u∞(t)〉∣∣→ 0
as n→∞. Thus, it remains to verify that∣∣〈p∗ℓ, vn(t)〉 − 〈ℓ, u˜n(t)〉∣∣ = o(1) as n→∞.(9.2)
To finish the proof, we now explain why (9.2) follows from Theorem 8.9, which
guarantees that
lim
n→∞
‖PLn≤2DMn(χ2nu˜n)− vn‖L∞t L2x([−T,T ]×Tn) = 0.
As ℓ has compact support, we have χ2nℓ = p∗ℓ = ℓ for n sufficiently large. Hence,
by the triangle inequality, Lemma 8.8, and the Dominated Convergence Theorem,
‖ℓ− χ2nPLn≤2DMnℓ‖L2x
≤ ‖χ2n(1− P≤2DMn)ℓ‖L2x + ‖χ2n(P≤2DMn − PLn≤2DMn)χ2nℓ‖L2x(9.3)
. ‖P>2DMnℓ‖2 +M−1n = o(1) as n→∞.
Thus, combining all these observations, we have
LHS(9.2) ≤ ‖ℓ‖L2‖PLn≤2DMn(χ2nu˜n(t)) − vn(t)‖L2x + ‖u˜n‖L∞t L2x‖ℓ− χ2nPLn≤2DMnℓ‖L2x
= o(1) as n→∞.
This proves (9.2) and so Theorem 1.6. 
Proof of Theorem 1.4. Fix parameters z∗ ∈ L2(R2), l ∈ L2(R2) with ‖l‖2 = 1,
α ∈ C, 0 < r < R < ∞, and T > 0. Let M := ‖z∗‖2 + R and choose Mn → ∞.
We then choose D and Ln → ∞ as required by Theorem 1.6. Fix δ > 0 so that
R− r > 8δ.
By density, we can find z˜∗, l˜ ∈ C∞c (R2) such that
‖z∗ − z˜∗‖L2 ≤ δ and ‖l − l˜‖L2 ≤ δ/M with ‖l˜‖2 = 1.(9.4)
For n sufficiently large, the supports of z˜∗ and l˜ are contained inside the box
[−Ln/4, Ln/4]2. This has two consequences: First, we can view z˜∗ and l˜ as functions
on Tn = R
2/LnZ
2. Second, setting χjn to denote cutoff functions adapted to z˜∗ as
in subsection 8.1, we have that χjnz˜∗ = z˜∗ for all values of j.
We claim that
‖z˜∗ − PLn≤DMn z˜∗‖L2(Tn) = o(1) as n→∞;(9.5)
indeed, this follows from
LHS(9.5) ≤ ‖z˜∗ − P≤DMn z˜∗‖L2(R2) + ‖(1− χ2n)P≤DMnχ1nz˜∗‖L2(R2)
+ ‖χ2n[P≤DMn − PLn≤DMn ]χ2nz˜∗‖L2(R2) + ‖(1− χ2n)PLn≤DMnχ1nz˜∗‖L2(Tn),
by applying the Dominated Convergence Theorem (in Fourier variables), Lemma 8.2,
Lemma 8.8, and Lemma 8.6, respectively, to these terms. (As noted in subsec-
tion 8.3, these lemmas apply also to the standard Littlewood–Paley operators.)
Consider now the finite-dimensional Hamiltonian system
(i∂t +∆)vn = PLnMnF (PLnMnvn) posed on Hn = {v ∈ L2(Tn) : PLn>2DMnv = 0}.
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By Gromov’s symplectic non-squeezing theorem, there exist witnesses contradicting
any assertion of squeezing for this system. In particular, there are solutions vn with
vn(0) ∈ BHn(PLn≤DMn z˜∗, R− 4δ) and |〈l˜, vn(T )〉L2(Tn) − α| > r + 4δ.(9.6)
Note that by (9.5),
‖vn‖L∞t L2x(R×Tn) ≤M for n large.
We now apply Theorem 1.6 to obtain a sequence of solutions un to (NLS) which
have the property that∣∣〈p∗f, vn(t)〉 − 〈f, un(t)〉∣∣ −→ 0 as n→∞(9.7)
for all t ∈ R and all f ∈ L2(R2) of compact support. We then pass to a subsequence
(in n) so that un(0) converges weakly, writing u0 for this limit and u for the solution
to (NLS) with initial data u(0) = u0. We will complete the proof of Theorem 1.4
by showing that u is a witnesses to non-squeezing in the sense stated there.
First we show that u0 ∈ B(z∗, R). Writing F for the set of compactly supported
unit vectors in L2(R2), we argue as follows, using (9.4), (9.7), (9.6), and finally
(9.5):
‖u0 − z∗‖2 ≤ δ + sup
f∈F
lim inf
n→∞
|〈f, [un(0)− z˜∗]〉|
≤ δ + sup
f∈F
lim inf
n→∞
|〈f, [vn(0)− z˜∗]〉|
≤ δ + (R− 4δ) + lim inf
n→∞
‖z˜∗ − PLn≤DMn z˜∗‖L2
< R.
Second, using Theorem 6.1, then (9.4), (9.7), and (9.6), we have
|〈ℓ, u(T )〉 − α| = lim
n→∞
|〈ℓ, un(T )〉 − α| ≥ −δ + lim inf
n→∞
|〈ℓ˜, vn(T )〉 − α| > r,
which completes the proof of Theorem 1.4. 
Proof of Theorem 1.5. Let vn be the solutions to (1.8) with initial data
vn(0) = P
Ln
≤DMnp∗
(
χ[−Ln/4,Ln/4]un(0)
)
.(9.8)
Trivially, we have
‖vn‖L2 ≤ ‖un‖L2 ≤M.
If Theorem 1.5 were to fail, that is,
lim sup
n→∞
∣∣〈p∗ℓ0, vn(t0)〉L2(Tn) − 〈ℓ0, un(t0)〉L2(R2)∣∣ 6= 0(9.9)
for some ℓ0 ∈ L2(R2) of compact support and some t0 ∈ R, then it fails along some
subsequence where un(0) converges weakly. Correspondingly, there is no loss of
generality in assuming that
un(0) ⇀ u∞,0 weakly in L2(R2)(9.10)
for some u∞,0 ∈ L2(R2), which we do henceforth. We also define u∞ to be the
solution to (NLS) with initial data u∞(0) = u∞,0.
By Theorem 6.1, we have that un(t0) ⇀ u∞(t0); thus to falsify (9.9) and so
prove the theorem, we need only show that∣∣〈p∗ℓ0, vn(t0)〉L2(Tn) − 〈ℓ0, u∞(t0)〉L2(R2)∣∣ −→ 0.(9.11)
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By Theorem 1.6, there are solutions u˜n to (NLS) so that∣∣〈p∗ℓ, vn(t)〉L2(Tn) − 〈ℓ, u˜n(t)〉L2(R2)∣∣ −→ 0(9.12)
for all t ∈ R and all ℓ ∈ L2(R2) of compact support. Moreover, from (9.8), (9.10),
(9.3), and the t = 0 case of (9.12), we see that u˜n(0)⇀ u∞(0) weakly in L2(R2).
We now apply Theorem 6.1 to the sequence u˜n to deduce that u˜n(t0) ⇀ u∞(t0)
weakly in L2(R2). Combining this with (9.12) yields (9.11) and so Theorem 1.5. 
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