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Introduction and objectives
As mortality at older ages is frequently a consequence of complex pathological patterns caused by the interaction of many diseases (Janssen 1940) , the underlying cause of death may not reflect the complexity of the process leading to death (Dorn and Moriyama 1964) . The entire set of causes listed in the death certificate as multiple causes of death (MCOD) is a more appropriate portrayal of actual mortality risks among elderly people. With the increasing use of automated coding systems to capture information from death certificates, data on both underlying and contributing causes is now widely available, and many studies are exploring the added value of the MCOD approach in analyzing mortality risks. As described in Désesquelles et al. (2010) , the MCOD approach contributes in multiple ways to mortality analysis: capturing a country's mortality profile (Manton and Stallard 1982; Manton 1986; Manton and Myers 1987; Mackenbach et al. 1995; Stallard 2002; Désesquelles and Meslé 2004; Redelings, Sorvillo, and Simon 2006; Redeling, Wise, and Sorvillo 2007; Frova et al. 2009 ); reevaluating the contribution of a specific cause (Wing and Manton 1981; Nizard and Munoz-Pérez 1993; Coste and Jougla 1994; Wise and Sorvillo 2005; Fuhrman et al. 2006; Romon et al. 2008; Désesquelles et al. 2015) ; and studying the medical circumstances surrounding the deaths of elderly people and relationships between causes of death (Désesquelles et al. 2012 (Désesquelles et al. , 2014 . The present paper focuses on this last issue in order to better understand the system of relationships among causes of death for older men and women in Italy. In so doing, we also address an important limitation in existing studies: the neglect of multiple relationships among causes of death and the crucial role that some of these may play in the death process. There is evidence that relations among causes of death are too complex to be captured by current MCOD indicators (Désesquelles et al. 2010 (Désesquelles et al. , 2012 (Désesquelles et al. , 2014 (Désesquelles et al. , 2015 . A focus on relationships between underlying and contributing causes may hide important relationships among contributing causes that affect the death process, as well as preventing the identification of diseases and conditions that play an active role in pathological patterns.
To overcome these limitations, we employ social network analysis (SNA), a set of methods commonly used to analyze social relations between actors acting in complex systems with multiple relationships. In practice, the causes of death mentioned in death certificates can be viewed as a network, where the association among actors (the causes of death) represents the frequency with which each cause of death is mentioned with any others in death certificates. The MCOD network meets the formal requirements for using this method in terms of the interdependence of entities and actions as actors in the network and the relationships between them. Clearly, the meaning assigned here to entities and actions is quite different from that of classical SNA applications; in the present case, entities refer to the causes of death mentioned in the death certificate, and relationship between two causes refers to joint mention in a given certificate.
Data and method
Data
Data on causes of death was drawn from the Italian National Vital Statistics Death Registry, which is managed by the Italian National Institute of Statistics (ISTAT), based on death certificate information reported by certifying physicians. Following WHO recommendations, the Italian certificate comprises two parts. Part I records the diseases or conditions that led directly to death and is designed to identify the underlying cause of death. Part II records any other significant condition that unfavorably influenced the course of the morbid process but did not relate directly to the condition causing death.
After acquiring the information in digital format, an automated coding system (CODSAN II) assigns a ICD-10 classification code to each condition and identifies the underlying cause by applying a set of rules established by WHO. CODSAN II was introduced in 1995 as an adaptation of two systems: the American Classification of Medical Entities (ACME) and the American Mortality Medical Indexing, Classification and Retrieval (MICAR) system (ISTAT 2004) . The present study focuses on deaths in 2011 among persons aged 65 and over (517,000 deaths in total: 239,000 men and 278,000 women) and includes all causes reported on death certificates, making no distinction between underlying and contributing causes. To better capture information about frequently mentioned contributing causes of death, we referred to the European shortlist for causes of death (Eurostat 2012) . Our list includes 56 causes of death that were most relevant for present purposes and with at least one per thousand of total mentioned causes among men or women aged 65 and over (see Table A -1 in the Appendix). These are organized as 15 major groups, corresponding largely to ICD-10 chapters. In this list, any differences between men and women relate exclusively to differences in physiology. Some of the conditions reported by the certifying physician involve ill-defined causes or mechanisms of death (e.g., cardiac arrest, respiratory failure) that shed no light on the mortality process, and all mentions of these conditions (with the exception of senility) were excluded from the analysis. The average number of causes of death mentioned in the death certificates of all persons over 65 who died in Italy in 2011 was 3.3 (3.4 for men and 3.3 for women).
Fundamentals of social network analysis: from theory to mortality analysis
Used mainly in the analysis of social interactions, social network analysis (SNA) is an integrated set of techniques for analyzing relations among actors, based on the language of graph theory and matrix algebra. Interest in SNA has grown rapidly since 1990, marked by a great diversity of new quantitative applications within what is now an established paradigm. The social network perspective and methods are now widely used in the behavioral sciences and in research on epidemiology, organizations, economics, i nd u s t r i a l e ng i ne e ri n g , s e x , d ru g a b u s e , a nd t he s p re a d o f A I D S , a s w e l l a s by criminologists and physicists (see Rivellini 2006) . However, social network analysis of mortality remains relatively unexplored.
In general, SNA seeks to understand "linkages among social entities and the implications of these linkages" (Wasserman and Faust 1994: 17) . The approach centers on the key concepts of the 'actor' (which can be an individual, a collective social unit, or a corporate or conceptual entity) and 'relational ties' (which link actors to one another).
The defining feature of a tie is that it establishes a linkage between a pair of actors; a social network consists of a finite set or sets of actors and the relation or relations defined on them. The presence of relational information is a critical and defining feature of a social network (Wasserman and Faust 1994: 18) .
For any group of actors, several different relationships may be measured (e.g., friendship, transfers of economic resources, co-working, advice about a serious family or personal matter), while a single specific relation may refer to the collection of relational information among a specified actor set. At the most basic level, a relationship or linkage involves a tie between two actors ('dyad'). A subset of three actors and possible tie(s) among them is called a 'triad.' More generically, a 'subgroup' of actors refers to any subset of actors and all ties among them. At a wider level, network analysis facilitates the study of relationships among systems of actors, where a system comprises ties among members of some groups.
Depending on the number of sets of actors (or 'mode'), we can distinguish two types of network: 'one-mode' and 'two-mode.' The more common type is the one-mode network, comprising a single set of actors and the relations that connect them. A twomode or affiliation network structure comprises two sets of units (e.g., people and events) and the relations that connect the two sets (e.g., participation of people in social events) (Wasserman and Faust 1994) .
Graph theory helps to visualize a social netw ork and also provides a set of primitive concepts referring to social structural properties. From this perspective, a network can be represented as a graph, in which a set of 'nodes' is connected by 'arches' or 'edges.' Where the relation is directional, the corresponding graph is directed, and lines (arches) are orientated -that is, the presence of a line from node n i to n o d e n j does not imply the presence of another line in the opposite direction. Nondirectional relations correspond to undirected graphs, meaning that lines (edges) are not orientated; for instance, in the case of a scientific collaboration or co-authorship, association, or affiliation, the network is visualized by a nondirectional graph consisting of a set of nodes and a set of undirected edges connecting those nodes. In such cases, the relation between n i and n j is symmetric or reciprocal, and the generic tie is defined as x ij (i ÷ j), where x ij = 1 if at least one tie is observed between actor/author i (i = 1, …,n) and j (j = 1,…, n -1) (i.e., if a paper is co-authored, or if i and j belong to the same social club); otherwise, x ij = 0 and by definition x ij = x ji (see Rivellini, Rizzi, and Zaccarin 2006) .
The number of lines incident to each node in a graph is called the node's 'degree.' This can be understood as a measure of the 'activity' of the actor it represents and forms the basis for measures of 'centrality.' A graph's 'density' is the proportion of lines actually present in the graph (in relation to the possible maximum) (see Wasserman and Faust 1994: 101) . Where social network data also provides information about the strength or intensity of each tie, this is known as a 'valued' graph, in which each line bears a value. In the case of a co-authorship network, the number of co-authored papers determines the intensity of relations, and each line in the graph has a value that reflects the strength or intensity of the relation.
The empirical analysis of social network data requires the expression of data in matrix form. The primary matrix is called 'adjacency matrix' or 'sociomatrix' because the entries indicate whether or not two nodes are adjacent. For one-mode networks, an adjacency matrix has a row and a column for each node. As primitive concepts for present purposes, we consider the causes of death mentioned in the death certificate as nodes, referring to these as 'nodes-cause.' The nondirectional relations of interest indicate that two nodes-cause are jointly mentioned in the same death certificate, and edge thickness indicates the number of times that two causes of death are mentioned together in a death certificate. Because our network involves a single set of actors (the causes of death), we are dealing with a one-mode multiple cause of death network (MCOD network).
We selected the following indicators from those generally used to describe networks because they support measurements that are of relevance to cause of death interrelations:
ž the set of nodes (of size N), coincident with the selected causes of death; ž the set of lines (of size L), representing relations among nodes or ties connecting nodes; ž density (Χ) (as already mentioned) is the proportion of potential lines actually present in the network; a denser network indicates higher complexity of death processes, where multiple causes are mentioned in the same certificate; ž average degree, expressing the average number of links per node -that is, the average number of relations involving a specific cause of death; and ž number of isolate nodes: the number of nodes having no links to others -that is, causes of death that are not jointly mentioned with others.
It might also be of interest to look for clusters in the data -where a cluster is defined as a cohesive subset of nodes -as a means of partitioning nodes into subsets, within which node connections are dense (cohesive subset) but between which connections are sparse. The quality of the partition then relates to the presence or absence of edges joining pairs of nodes that fall into different clusters. In the case of a perfect partition, the frequency of external edges -that is, edges linking pairs of nodes that fall into different subsets -is null. Conversely, the partition becomes less perfect as the frequency of external edges moves away from zero. Borgatti's γ (Freeman 2011) can be useful in this context; this index is based on the correlation between the observed pattern of edges linking nodes and a perfect partitioning, where γ varies between -1 and 1. A value of -1 indicates that no internal edges and all possible external edges are present; conversely, a value of 1 describes a perfect partition of the nodes. The index measures "the degree to which the observed partitioning approaches the ideal" (Freeman 2011) .
We also considered the following nodes' indicators as a means of identifying nodes' 'importance' within the network.
4 is the number of links connecting a node n i to the others. This is the simplest definition of node centrality in the sense that central nodes must be the most active because they have most ties to other nodes in the network. In our application, a node-cause's degree centrality indicates the number of jointly mentioned causes of death (direct connection); ž closeness centrality (C C (n i )) 5 is an alternative view of node centrality, based on closeness or geodesic distance (length of the shortest path between a pair of nodes). This measure indicates how close a node is to all others in the set of nodes. In our application, a node-cause is 'close' to the others if it is reachable from another node (i.e., when there is a path linking the two nodes) and the concept of closeness can be translated as being connected directly and indirectly (via a short path) to other causes; ž betweenness centrality (C B (n i ))
6 r e f e r s t o t h e r o l e o f c e r t a i n n o d e s i n connecting nonadjacent nodes. This measure is again based on geodesic distance and shows which nodes exert some control over interactions between two nonadjacent nodes. Interactions between two nonadjacent actors depend on these 'nodes in the middle' -that is, those between the otherswhich have some control over paths in the graph (generally called 'gatekeeper' nodes). A node is central, then, if it lies between other nodes on their geodesics; large betweenness centrality means that the node lies between many other nodes. In our application, a cause of death has large betweenness centrality if it is frequently mentioned along with causes that are not otherwise mentioned together, serving as a 'bridge' between different death processes.
To obtain values of closeness and betweenness centrality that were comparable across nodes and networks, we used the normalized indicators C' C (n i ) 7 and C' B (n i ), 8 which vary between 0 and 1. More specifically, C' C (n i ) equals unity when the node is adjacent to all other nodes -that is, when the node is maximally close to all others.
is the degree of the node ni, xij is the tie linking the nodes ni and nj and, vice versa, xji is the tie linking nodes nj and ni.
where N is the total number of nodes in the connected component to which ni belongs and d(ni; nj) is the number of lines in the geodesic linking nodes ni and nj. 6 C ( ) = ∑ ( )/ where gjk(ni) is the number of shortest paths or geodesic distances between nodes nj and nk that include the node ni, and gik is the total number of shortest paths or geodesic distances between nodes nj and nk (including or not including node ni).
C' B (n i ) equals unity when a node is a 'gatekeeper' for all other nodes (see Wasserman and Faust 1994) .
The raw adjacency matrix and its normalization
The basic information is arranged as a symmetric matrix, with a row and a column for each cause of death i, where the generic cell x ij expresses the joint frequency -that is, the number of times that cause i is jointly mentioned with cause j. As already mentioned, this is viewed as an adjacency matrix, and nodes linked by a joint frequency that differs from zero are said to be adjacent. In our application, two causes of death are adjacent if they are mentioned at least once in the same certificate. The values along the diagonal of the matrix (expressing the relations of nodes with themselves) are set to zero. Table 1 is an example of such a matrix.
The observed data indicates a strong correlation between joint and marginal frequencies of causes -that is, the most frequent associations relate to the most common causes of death. To eliminate this confounding effect on relationships among causes, it was necessary to normalize the matrix by reducing all causes to the same marginal frequency. We normalized the original matrix by means of the iterative proportional fitting (IPF) method -a mathematical procedure in which the original values are gradually adjusted to simultaneously fit the desired row and column marginals sufficiently well (Wong 1992; Norman 1999) . We adopted the constraint that all causes of death should have row and column marginal frequencies of 1. IPF maintains almost unchanged the relationships between causes and the symmetry of the matrix. In the normalized matrix, the generic cell value x * ij expresses the joint frequency of causes i and j as a proportion of the marginal value of the row and column, where all causes have a marginal frequency of 1 (Table 2) . 
Results
The MCOD network
The MCOD network produces a high-density graph for men and women in which each cause is jointly mentioned with almost all other causes at least once, the average number of connections of each of the 56 nodes-cause reaches almost 55, and the density of the graph is 99.2% for both men (1,527 actual links from a possible 1,540) and women (1,528 actual links from a possible 1,540). The weights measuring link strength (represented by normalized joint frequencies) are generally extremely low. The median value is 0.015 for both men and women -in other words, when the confounding effect of differing prevalence is removed, each pair of causes of death is mentioned in the same certificate less than 1.5% of the time in 50% of cases. In order to eliminate near null joint frequencies for analyses of the MCOD network, we considered only the strongest relationships by selecting normalized joint frequencies higher than the ninety-fifth percentile -that is, we considered relationships having normalized joint frequencies higher than 4.3% for both men and women.
The MCOD network of strongest relationships: nodes-cause indicators
The most active nodes-cause are 'Unspecified' and 'Secondary malignant neoplasms,' 9 which have the largest value of degree centrality (10-12) for both men and women (Table 3 ). The following rankings show some slight differences. For women, malignant neoplasms ('Uterus,' 'Ovary,' 'Kidney,' and those in the residual category 'Other malignant neoplasms') have the highest degree; for men, certain non-neoplastic diseases ('Alzheimer's disease,' 'Other diseases of the digestive system,' and 'Dementias') are more frequently mentioned with other causes.
At the bottom of the rankings are causes that have weak relationships with others. More specifically, these include six isolate nodes-cause for men and seven for women, most of which are diseases of the circulatory system: heart diseases (both ischemic and not) and 'Other circulatory diseases' (except 'Cerebrovascular' diseases connected to 'Other nervous diseases'), as well as 'Hypertension' for women. Other isolate nodescause common to both genders are 'Renal failure' and the residual category 'Other infectious and parasitic diseases.' 'Other chronic lower respiratory diseases' are specific to men, and 'Thyroid' disorders are specific to women. In relation to closeness centrality, the highest values are for malignant neoplasms and 'Asthma' among men; among women, some non-neoplastic diseases of the 'Blood' and of the genitourinary system (e.g., 'Other kidney' and 'Other genitourinary' diseases) play the same role, as does 'Septicemia' (Table 4) . Betweenness centrality assumes a special importance in the study of multicause mortality, as it identifies causes that are common to different death processes as articulation points bridging different disease patterns. Table 5 shows higher normalized betweenness centrality values for women when compared to men, as well as differences between men and women in terms of causes. Excluding 'Secondary' and 'Unspecified' malignant neoplasms, which always have high centrality indicators, men's values are higher for diseases of the digestive, respiratory, and genitourinary systems. Among women, higher values are found for 'Septicemia' and 'Diseases of the skin' and subcutaneous tissue. Next in the women's ranking are Alzheimer's disease, 'Unspecified' malignant neoplasms, cancers of the lymphatic system and 'Haematopoietic' tissue, 'Other diseases of the genitourinary system,' and diseases of the 'Blood' and blood-forming organs. Table 6 synthesizes the structural characteristics of the MCOD networks, considering only the strongest relationships between causes of death. Looking at joint frequencies higher than the adopted threshold (4.3%), we observe 76 edges for men and 75 edges for women, with a density of 4.9% for both genders. The average degree is 2.7 -in other words, there are, on average, 2.7 incident edges (i.e., causes jointly mentioned) per node-cause for both men and women. While there is no difference in the number of nodes-cause, a slightly higher value of inclusivity for men is validated by the lower value of Borgatti's γ. For both men and women, the values of this index show a very low positive correlation between the observed pattern of edges and perfect partitioning. Despite a slightly higher value of Borgatti's γ for women, the partition appears substantially similar for males and females. While more detailed classification by age does not substantially alter the results (graphs and indicators are available on request), the gender distinction is of interest, as causes of death may differ between men and women for both biological and lifestyle reasons. The graphs in Figures 1 and 2 show the strongest relationships between causes of death in men and women aged 65 and over; nodes-cause are color-coded by group based on the 15 chapters of the ICD-10 classification (see Table A -1 in the Appendix). The thickness of edges connecting nodes-cause is proportional to the values of the corresponding joint frequencies in the analyzed death certificates.
MCOD networks: analytical and graphical comparison of the strongest relationships
Figures 1 and 2 clearly show why neoplasms (blue) have the highest centrality indicator values for both men and women. These constitute a highly connected subgraph, indicating that when a neoplasm is mentioned in a death certificate, other mentions in the same certificate are generally neoplasms. Among these, 'Unspecified' and 'Secondary' neoplasms play a highly active role in the network, with lines (joint mentions) connecting them to almost all other cancers. Some neoplasms that are localized in specific organs connect this group with diseases affecting the same organfor example, the malignant 'Brain' neoplasm is frequently mentioned in conjunction with 'Epilepsia' and the residual category 'Other diseases of the nervous system.' Similarly, the malignant 'Bladder' neoplasm is connected to 'Other diseases of kidney,' which are in turn connected to malignant 'Prostate' and 'Breast' neoplasms in men, and to malignant 'Ovary' and 'Uterus' neoplasms in women.
Malignant 'Pancreas,' 'Intestine,' and (in men) 'Stomach' neoplasms connect cancers to diseases of the digestive system, and the malignant 'Lung' neoplasm is connected to 'Other diseases of the respiratory system,' malignant neoplasm of 'Liver' to 'Viral hepatitis,' 'Chronic liver disease,' and 'Other diseases of the digestive system.' The final group includes 'Benign neoplasms' and malignant neoplasms localized in the lymphatic system and 'Haematopoietic' tissue; in men, both are connected to diseases of the 'Blood.'
In Figures 1 and 2 , other subgraphs can also be identified; some are similar for b o t h g e n d e r s , a s i n t h e c a s e o f t h e s u b g r a p h o f m e n t a l a n d n e r v o u s d i s e a s e s ('Parkinson's disease,' 'Alzheimer's disease,' and 'Dementia'); their consequences ('Malnutrition,' 'Diseases of the skin' and subcutaneous tissue, 'Lung diseases' due to external agents, and acute and chronic respiratory diseases); and other conditions ('Senility'). Conversely, the subgraph connecting diseases of the musculoskeletal system and the residual group 'Other diseases' differs between the genders, in part because of physiological differences. For men, this includes 'Hyperplasia of prostate' and 'Thyroid' disorders, connecting with the subgraph of 'Obesity' and 'Diabetes' mellitus. For women, there is no evident connection between the two subgraphs; rather, the 'Obesity' subgraph is connected to mental and nervous diseases through certain diseases of the respiratory system.
For both men and women, the final group in Figures 1 and 2 is a dyad formed by two external causes that are frequently mentioned together in older people's death certificates: 'Accidental falls' and 'Other external causes' (mainly due to unspecified factors causing fractures or events of undetermined intent).
Within some subgraphs, very thick edges indicate strong relationships between pairs or groups of causes. For both genders, this is the case for edges linking malignant neoplasms of 'Liver,' 'Viral hepatitis,' and 'Chronic liver disease'; malignant neoplasms of 'Lung' and 'Pancreas' to 'Secondary malignant neoplasms'; malignant 'Brain' neoplasm to 'Epilepsia' and 'Other diseases of the nervous system'; and the edge connecting 'Accidental falls' and 'Other external' causes. For women, equally strong relations can be observed between malignant 'Ovary' neoplasms and 'Secondary malignant neoplasms'; malignant 'Kidney' and 'Bladder' neoplasms; and malignant neoplasms of 'Bladder' and 'Uterus' and 'Other diseases of kidney' and ureter.
Contrary to expectations, nodes-cause isolated among the strongest associations describe situations in which they are jointly mentioned with other causes more frequently than the average. In such cases, death certificates in which they are mentioned record a higher average number of causes -that is, 4-5 causes as against an overall average of 3.3. H ow ever, they do not show specific associations , as their normalized joint frequencies are always lower than 4%. This is the case for 'Ischemic' heart diseases; in death certificates in which these are mentioned, the average number of causes is 4.0 for men and 3.9 for women, and the highest normalized association frequencies are with 'Obesity' (normalized joint frequency is 3.8% for men and 3.3% for women) and 'Diabetes' mellitus (3.2% and 3.3%, respectively). This is also the case for 'Renal failure,' for which the average number of causes in death certificates where they are mentioned is 4.5 for men and 4.4 for women, while their joint frequencies are always very low (generally below 2%). The same is true for some residual categories of a different nature (infectious and parasitic diseases, diseases of the lower respiratory system, and diseases of the circulatory system) for both men and women, as well as for 'Hypertension' and 'Thyroid' disorders in women. 
Discussion and conclusion
To analyze relationships between causes of death among Italians aged 65 and over, we adopted a social network approach as a means of revealing the complex relations linking diseases or disorders reported on death certificates. The analysis confirmed that the system as a whole is very dense, in the sense that each cause of death is jointly mentioned with each of the others at least once. However, as expressed by frequency of joint mention, the strength of relationships is generally very low. The paper focuses on associations with normalized frequencies higher than 4.3% after controlling for the confounding effects of differing prevalence of causes. The method helped to identify the particular roles played by certain causes. Some of these are mentioned very frequently in conjunction with others; some are very close to others in the sense of sharing many direct and indirect connections; some occur in different pathological patterns (homogeneous or otherwise), serving as a bridge between different death processes. For example, some diseases of the genitourinary or digestive system and some chronic or acute respiratory diseases act mainly as complications of the main process.
Additionally, the method identified subgroups of causes, within which crossreferences have higher frequencies while mentions external to the group are rare. This is the case for neoplasms, which constitute a very connected subsystem in which crossreferences between different sites are very frequent and extremely high when there is mention of 'Secondary' and 'Unspecified' malignant neoplasms. Within this subsystem, some cancer localization is jointly mentioned with non-neoplastic diseases affecting the same organ. These results confirm many of the associations already identified for France and Italy by Désesquelles et al. (2012) ; using a different approach, they also offered explanations for some of the observed associations. Here, framed by the complex web of relationships that link cancers to each other and to other diseases, the observed associations provide a clearer picture of the characteristics of processes where neoplasm is mentioned among the certified causes of death.
The same can be said of mental disorders and diseases of the nervous system, which form a very dense subsystem with their consequences. Looking at this group, the process of physical deterioration accompanying mental and nervous diseases is evident in "difficulties in swallowing and eating causing nutritional deficiencies, regurgitation and pneumonitis, immobility resulting in bedsores" (Désesquelles et al. 2014: 296) . These clearly relate to the diseases and conditions mentioned by physicians in death certificates and are equally well represented in the MCOD network graph.
The strong connections between 'Liver' neoplasm, 'Chronic liver diseases,' and 'Viral hepatitis' evidence the well-known causal chain linking viral hepatitis (mainly B and C), nonalcoholic chronic liver diseases (representing 96.0% for men and 99.6% for women of the category 'chronic liver diseases' in this age group), and neoplasm of the liver (Perz et al. 2006; El-Serag 2012) . This is especially the case in countries (like Italy) that have no tradition of alcohol abuse (WHO Global Information System on Alcohol and Health).
The link between obesity and diabetes -especially type 2 diabetes -is also clearly confirmed by the literature (Leong and Wilding 1999; Mokdad et al. 2003) . According to Ahmad (2016) , the two are 'kith and kin,' both because they are biologically related and because obesity plays a major role in diabetes onset. Their combined effect causes multiple complications, including cardiovascular diseases; the strong association with hypertensive diseases in older men is a clear consequence. In women, the strong association with chronic respiratory diseases, including asthma, reflects the association identified in the literature between obesity and chronic respiratory dysfunction (Littleton 2012) . This relationship has been widely studied, and the interaction between Body Mass Index (BMI) and asthma has proved to be stronger in women than in men, probably due to increased levels of female sex hormones in obese women (Poulain 2006) . Other associations with obesity are also of interest, including the link with rheumatoid arthritis and osteoarthrosis ('Arthritis' on the graph) in men, linking the 'Obesity' subgroup with that centered on 'Arthritis.' Obesity is an established risk factor for arthritis onset (Mehrotra, Chudy, and Thomas 2003) and worst outcomes (Ajeganova, Andersson, and Hafström 2013) . The relation is partly accounted for by physical inactivity, which is in turn a consequence of both obesity and arthritis. However, other unknown mechanisms may also play a role, owing mainly to the chronic inflammatory processes caused by obesity (Crowson et al. 2013) . At the same time, a similar underlying etiology justifies the proposed association between rheumatoid 'Arthritis' and 'Hyperplasia of prostate' among elderly men (Tzeng et al. 2015) , and thyroid hormones (mainly triiodothyronine or T3) are responsible for the association between 'Hyperplasia of prostate' and 'Thyroid' disorders (Gupta et al. 2006; Eldhose et al. 2016) .
The higher betweenness centrality of some causes of death warrants particular attention. As we observed, values differ for men and women and are usually higher for women. For some causes (e.g., secondary malignant neoplasms for men), higher betweenness can be explained as the consequence of the metastatic process by which cancer spreads to other organs. For others, such as septicemia for women, this reflects the disease's role as the terminal cause in many death processes. Causes that are often complications of the underlying cause of death also play a specific role in connecting different pathological patterns, as in the case of some respiratory, digestive, or genitourinary diseases in both men and women and, for women, diseases of the blood (mainly anemia). Again, for women in particular, Alzheimer's disease serves as a gatekeeper for many diseases or conditions connected to death at more advanced ages. For many cardiovascular diseases, which are widely diffused in death processes but indiscriminately associated with other causes, their particular nature is clearly visible in results. Along with other diseases of the circulatory system, ischemic and nonischemic heart diseases are the main causes of death for elderly people in Italy, but in mortality processes they describe patterns in which other causes do not play a specific role. The only exceptions are cerebrovascular diseases, which are associated with diseases of the nervous system and, in men, hypertensive diseases associated with obesity.
The social network approach has proved effective in illuminating the complexity of relationships between causes of death when compared to more traditional statistical approaches, such as those assessing the relationships between variables by comparing cause-of-death profiles in different groups of units (Frova et al. 2009 ). In the present case, this assertion was further supported by applying Latent Class Analysis (LCA) (Lazarsfeld and Henry 1968) to the same data. Using ten starting values and the BIC (Schwarz 1978) and ICL (Biernacki, Celeux, and Govaert 2000) as criteria to determine the number of classes, we obtained a solution entailing 25 latent classes for both males and females. However, as the substantial computational burden prevented us from using more than ten different starting values, therefore the obtained solutions may well correspond to local optima. Interpretation of the classes was difficult because of high internal heterogeneity values (measured by an entropy index), with distinct cause-ofdeath profiles allocated to the same class. We were far from a situation of a satisfactory latent class separation occurring when each variable is strongly associated only with a given set of classes, so that a group of classes is characterized by a specific set of variables. This was a consequence of the high dimension and sparseness of the data, which required a higher number of classes. However, we were unable to increase the number of estimated classes because model parameter estimation was highly demanding in terms of computing time. As we said before, our use of ten different starting points to avoid local maxima or spurious solutions may not be considered completely satisfactory. As a single replication of a latent class model with 30 classes takes about 580 minutes (male data), a higher number of replications would have exceeded the available computing time.
Where data is extremely sparse, as in the present empirical application, SNA's direct focus on relationships between causes of death allows immediate selection of the strongest associations, and this provided us with clearer results.
Finally, we cannot disregard the issue of quality in MCOD data in relation to certification and coding (Mackenbach et al. 1995; Désesquelles et al. 2012) . The automated procedure adopted in Italy for cause-of-death coding represents a step toward better-quality cause-of-death data. Indeed, the new procedure requires that all causes reported in death certificates by the certifying physicians must be automatically recognized and coded so that the underlying cause can be identified by uniform application of WHO rules. In this way, coder arbitrariness is eliminated, ensuring that all causes reported in the death certificate are coded to the same standard, significantly enhancing the general quality of coding and identification of underlying causes.
Certification problems are more complex; while some relate to the certification process as a whole (involving both underlying and contributing causes), others relate specifically to contributing causes. According to WHO rules, the certifying physician must report the diseases or conditions leading directly to death (Part I of the certificate), as well as any other significant condition that unfavorably influenced the course of morbidity although unrelated to the condition directly causing death (Part II). A number of factors may affect data accuracy during this phase. First of all, there are problems that relate to the state of current medical knowledge, as well as to the incomplete knowledge of the certifying physician regarding the particular process leading to death. Inadequate training of physicians in relation to the relevance of certification may lead to inaccurate reporting even when the death process, its complications, and other diseases eventually affecting the outcome are correctly identified.
All of these sources of error may be cause-dependent and clearly affect cause-ofdeath statistics, but they are not specific to MCOD studies. Conversely, errors may be reduced by adopting the MCOD approach, facilitating identification of the underlying cause even in cases of inaccurate certification. We cannot rule out the possible effect of certification and coding errors on some of the results presented here, and we have no way of directly assessing their impact. However, as the associations obtained using cause-of-death data align well with the findings of medical and epidemiological studies (generally based on data about incidence or prevalence of diseases), there are grounds for optimism about the reliability of our results. The present focus on the most frequent jointly mentioned causes of death also makes these findings less sensitive to slight distortions. Désesquelles et al. (2010 Désesquelles et al. ( , 2012 ) present a thorough discussion of certification and coding errors affecting Italian multicause mortality data and their possible impact on multicause mortality rates and relationships between causes. Additionally, Désesquelles et al. (2010 Désesquelles et al. ( , 2014 Désesquelles et al. ( , 2015 address specific causes of death, dealing respectively with cancer, Alzheimer's disease, and infectious diseases. In light of existing evidence that Italian MCOD data is of relatively high quality, we have confidence in the reliability of our results. Moreover, we are convinced that more intensive use of mortality data may further enhance quality by increasing awareness of these issues among all those involved in data collection and treatment.
The present study invites some positive conclusions. The first concerns the importance for demographic analysis of the rich information that physicians make available when compiling death certificates. Despite continuing widespread prejudice, this information aligns with current medical knowledge, so ensuring data quality.
Increased care among certifying physicians and new causes of death codification tools support better understanding of the complex risk patterns associated with causes of death at older ages. A second positive outcome of this study relates to method. Although applied in a nonstandard field, SNA has proved powerful as a means of identifying relationships between causes of death. These concepts and instruments have made it possible to identify causes that play an important role in the death process and in mortality patterns involving multiple interacting causes. While still operating on relationships linking paired causes of death, the method proved effective in highlighting complex structures described by subgroups of diseases, disorders, and conditions that should inform health policies in seeking to improve the health status of elderly people and further reduce mortality risks.
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