Nearest neighbor (NN) classifier is the most popular non-parametric classifier. It is a simple classifier with no design phase and shows good performance. Important factors affecting the efficiency and performance of NN classifier are (i) memory required to store the training set, (ii) classification time required to search the nearest neighbor of a given test pattern, and (iii) due to the curse of dimensionality the number of training patterns needed by it to achieve a given classification accuracy becomes prohibitively large when the dimensionality of the data is high. In this paper, we propose novel techniques to improve the performance of NN classifier and at the same time to reduce its computational burden. These techniques are broadly based on: (i) overlap based pattern synthesis which can generate a larger number of artificial patterns than the number of input patterns and thus can reduce the curse of dimensionality effect, (ii) a compact representation of the given set of training patterns called overlap pattern graph (OLP-graph) which can be incrementally built by scanning the training set only once and (iii) an efficient NN classifier called OLP-NNC which directly works with OLP-graph and does implicit overlap based pattern synthesis. A comparison based on experimental results is given between some of the relevant classifiers. The proposed schemes are suitable for applications dealing with large and high dimensional datasets like those in data mining.
Introduction
Nearest neighbor (NN) classifier is a very popular nonparametric classifier [1] [2] [3] . It is widely used because of its simplicity and good performance. It has no design phase and simply stores the training set. A test pattern is classified to the class of its nearest neighbor in the training set. So the classification time required for the NN classifier is largely for reading the entire training set to find the NN. 1 Thus the classifiers [8, 9] . Duda et al. [3] mention that for nonparametric techniques, the demand for a large number of samples grows exponentially with the dimensionality of the feature space. This limitation is called the curse of dimensionality. Thus, it is widely believed that the size of training sample set needed to achieve a given classification accuracy would be prohibitively large when the dimensionality of data is high.
Increasing the training set size has two problems, viz., (i) space and time requirements get increased and (ii) it may be expensive to get training patterns from the real world. The former problem can be solved to some extent by using a compact representation of the training set like PC-tree [10] , FP-tree [11] , CF-tree [12] , etc., while the latter by resampling techniques, like bootstrapping [13] which has been widely studied [14] [15] [16] [17] [18] . These two remedies are however orthogonal, i.e., they have to be followed one step after the other (cannot be combined into a single step).
An elegant solution to the above problems would be to find a compact and generalized abstraction for the training set. The abstraction being compact solves the space and time requirements problem. The generalization implies that not only the given patterns but also other new patterns are possible to be generated from it.
In this paper we propose (i) a novel pattern synthesis technique called overlap-based pattern synthesis (OLPsynthesis), (ii) a corresponding compact representation of the training set called OLP-graph and (iii) an efficient NN classifier called OLP-NNC.
The effectiveness of OLP-synthesis is established both informally and formally. The number of synthetic patterns generated by OLP-synthesis can be exponential in the number of original patterns. 2 As a result, the synthetic patterns cannot be explicitly stored.
To overcome the above problem, OLP-NNC directly works with the OLP-graph and avoids explicit synthetic pattern generation. That is, OLP-NNC implicitly does OLPsynthesis and the nearest neighbor for a given test pattern is found from the entire synthetic training set. So OLPgraph acts as a compact and generalized abstraction for the training set. Further, it can be incrementally constructed by scanning the training set only once, whereas the compact structures like FP-tree [11] require two database scans and cannot be constructed incrementally. Addition of new patterns and deletion of existing patterns from the OLP-graph can be done easily. Unlike compact representations like CF-tree [12] , this is independent of the order in which the original patterns are considered. Hence OLP-graph is a suitable representation for large training sets which can vary with respect to time like in data mining applications.
Empirical studies show that (i) the space requirement for OLP-graph is smaller than that for the original training set and the rate at which its size increases with respect to the 2 By original patterns, we mean the given training patterns (to contrast with the synthetic patterns).
original set becomes smaller and smaller as the original set grows, (ii) the classification time needed by OLP-NNC using the synthetic dataset is of the same order of magnitude as that of conventional NN classifier using the input data set and (iii) the performance of OLP-NNC is better than the conventional NN classifier. We also compare our results with those of other classifiers like the Naive Bayes classifier and NN classifier based on the bootstrap method given by Hamamoto et al. [18] . Naive Bayes classifier can be seen as carrying on a pattern synthesis implicitly by assuming statistical independence between features.
The rest of the paper is organized as follows: Section 2 describes pattern synthesis. Section 3 describes OLP-graph with its properties. OLP-NNC is explained in Section 4. Experimental results are described in Section 5 and conclusions in Section 6.
Pattern synthesis
Pattern synthesis can be seen as a method of generating artificial new patterns from the given training patterns. Broadly this can be done in two ways viz., model-based pattern synthesis and instance-based pattern synthesis.
Model-based pattern synthesis first derives a model based on the training set and uses this to generate patterns. The model derived can be a probability distribution or an explicit mathematical model like a Hidden Markov model. This method can be used to generate as many patterns as needed. There are two drawbacks of this method. First, any model depends on the underlying assumptions and hence the synthetic patterns generated can be erroneous. Second, it might be computationally expensive to derive the model. Another argument against this method is that if pattern classification is the purpose, then the model itself can be used without generating any patterns at all.
Instance-based pattern synthesis, on the other hand, uses the given training patterns and some of the properties about the data. It can generate only a finite number of new patterns. Computationally this can be less expensive than deriving a model. This is especially useful for non-parametric classifiers like NNC which directly use the training instances. Further, this can also result in reduction of the computational requirements of NNC.
We present in this paper an instance-based pattern synthesis technique called overlap based pattern synthesis, first providing key motivation. We also present an approximate version of the method.
Overlap based pattern synthesis-main ideas
Let F be the set of features. There may exist a three-block partition of F, say, {A, B, C} with the following properties. For a given class, there is a dependency (probabilistic) among features in A ∪ B. Similarly, features in B ∪ C have a dependency. However, features in A (or C) can affect those We present one simple example with hand-written digits which has geometric appeal also. Fig. 1 illustrates two given patterns (X and Y) for OCR digit '3', and two new patterns (P and Q) generated from the given patterns. In this example, the digits are drawn on a two- 
Overlap based pattern synthesis-formal procedure
To describe the overlap-based pattern synthesis formally, we use the following notation and definitions. A pattern (data instance) is described as an assignment of values X = (x 1 , . . . , x d ) to a set of features F = (f 1 , . . . , f d ). As usual, we assume that all the data instances (including those in the training set) are drawn from some probability distribution over the space of feature vectors. Formally, for each assignment of values X to F, we have a probability P r(F = X). That is, a set of features is also seen as a random vec-
Given a feature vector X, we use X A to denote the projection of X onto the features in A. Let = {A, B, C} be a three-block partition of F. Let X, Y and Z be three given feature vectors.
Let X = {X 1 , X 2 , . . . , X n } be a set of patterns belonging to class l . The synthetic set generated from X with respect to a given three-block partition = {A, B, C} of F is denoted as SS (X) and is obtained as follows:
It is easy to see that SS (X) and X are obtained from the same distribution provided for any assignment of values a, b, and c to the random vectors A, B, and C, respectively,
That is, A is conditionally independent of C, given B and class is l . Since we restrict our attention to one class at a time, we can equivalently state the rule as P r(A=a | B =b, C =c)=P r(A=a | B =b). We will use the notation I (A, C | B) to denote the conditional independence of two random variables A and C given random variable B.
If there is more than one such three-block partition, then we apply the synthesis technique sequentially (in some order). Let { 1 , . . . , m } be the m possible threeblock partitions satisfying the conditional independence requirement, then a synthetic set that can be obtained is
. For this kind of synthesis, three-block partitions can be seen as the building blocks and when applied in a sequence gives raise to the general form of the synthesis. That is, from given two original patterns, one can derive many synthetic patterns by applying the technique with respect to the given three-block partitions in a sequence.
Overlap-based pattern synthesis-an approximate method
is true for 1 i m are given, then it can be used for pattern synthesis. Unfortunately, there may not exist any such partition fully satisfying the conditional independence requirement. But there may exist partitions which approximately satisfy the requirement. Furthermore, finding either a true or an approximate partition might be very hard. In this section, we present one simple algorithm which provides a heuristic approach to dealing with this problem. The method is based on pairwise correlations between features. The partitions obtained by this method may not strictly satisfy the conditional independence requirement. Nevertheless, based on empirical results, the patterns generated using these partitions are shown to improve the classification accuracy of NNC.
Our intuition for constructing a candidate partition is based on the following: assume that a partition, ={A, B, C} does exist such that I (A, C | B) is true. We can think that the features in A directly influence features in B and that in turn directly influence those in C. However, there is an indirect influence of features in A on features in C, via features in B. Therefore, features in A will tend to be quite strongly correlated with features in B, similarly features in B will be strongly correlated with features in C. But correlation between features in A and C will be weak. There is a well-known "folk-theorem" that probabilistic influence tends to attenuate over distance; that is, direct influence is stronger than indirect influence. (This has been shown both formally and empirically in certain special cases in [19, 20] .) Therefore, we use these heuristics to choose appropriate partitions. Further, we would like to find as many partitions as possible. This is done as explained below.
We obtain an ordering of features such that features which are close by (according to this ordering) are highly correlated than for distant ones.
is an ordered set of features such that f i is the ith feature then we define a criterion or cost J = ∀i,j |cor(f i , f j )| × |i − j | where cor(f i , f j ) is the correlation factor for the pair of features f i and f j . We find an ordering of features for which the cost J is minimum. We give two methods for finding such an ordering of features.
If the number of features is small such that performing an exhaustive search over all possible orderings is feasible, then this is done to find the best ordering of features having minimum J value. Otherwise, we (i) select a random ordering of features, (ii) randomly choose two distinct features f i , f j and swap their positions (to get a new ordering of features) if it decreases the cost.
Step (ii) is repeated for a pre-specified number of times and the resulting ordering of features is taken.
Let (f 1 , f 2 , . . . , f d ) be the final ordering of features (such that f i is the ith feature), derived from the abovementioned process. For a given threshold correlation factor t (0 t 1), we get d partitions i = {A i , B i , C i } for (1 i d) as follows where d is the number of features.
. It is possible for A i or C i to be empty. It is worth noting that always A 1 and C d are empty. A concise representation of all partitions i.e., ( 1 , 2 , . .
An example
Let the ordered set of features be , (a, b, c, q, e, r) and (p, b, c, d, e, f ) , respectively. Finally, the entire synthetic set, a, b, c, d, e, f ), (a, b, c, q, e, r), (a, b, c, q, e, o), (p, b, c,  d, e, f ), (p, b, c, q, e, r), (p, b, c, q, e, o), (m, n, c, q, e, r) , (m, n, c, q, e, o)}.
A compact representation for synthetic patterns
For carrying out partition-based pattern synthesis, even though all possible partitions of the set of features are found, it would be a computationally hard job to generate all possible synthetic patterns. Further, the number of synthetic patterns that can be generated can be very large when compared with the given original set size. This results in increased space requirement for storing the synthetic set. In this section we present a data structure called overlap pattern graph (OLP-graph) which is a compact representation for storing synthetic patterns. OLP-graph, for a given collection of partitions of the set of features, can be constructed by reading the given original training patterns only once and is also suitable for searching the NN in the synthetic set.
For a given class of original patterns (X), for a given collection of partitions of the set of features ({ i | 1 i d}), overlap pattern graph (OLP-graph) is a compact data structure built by inserting each original pattern into it. But the patterns that can be extracted out of the OLP-graph form the synthetic set SS d (. . . (SS 1 (X)) ).
OLP-graph has two major parts, viz., (i) directed graph and (ii) header table. Every node in the graph has (i) a feature value, (ii) an adjacency list of arcs and (iii) a node-link. A path (consisting of nodes and arcs) of OLP-graph from one end to the other represents a pattern. If two patterns have an overlap with respect to a partition of the set of features, then these two patterns share a common sub-path. A node of the graph represents a feature for a pattern.
Header table and node links facilitate in finding the overlap. Header table consists of an entry for every feature. An entry in it points to a node in the graph which represents that feature for a pattern. The node link of a node points to another node which represents the same feature but for some other pattern. That is, a header table entry for feature f i is a pointer to the head of a linked list of nodes. Each node in this linked list represents feature f i for some pattern. This linked list is called feature-linked-list of f i .
A pattern is progressively inserted feature by feature. For this purpose, for every feature f i (1 i d) a possible overlap with the existing patterns in the OLP-graph with respect to the partition i is looked for. If no overlap is possible then a new node is created for the feature.
An example
For the example presented in Section 2.4 the corresponding OLP-graph is shown in Fig. 2 .
Node links which form feature-linked-lists are shown in dotted lines. A path consisting of nodes and arcs from the left end to the right end represents a pattern that can be extracted from the OLP-graph. Thus, all patterns that can be extracted out form the synthetic set SS 6 
(. . . (SS 2 (SS 1 (X)))).
An important point to observe is that first and second patterns in the original set have an overlap according to the partition 2 i.e., they have an overlap (or, same featurevalues) for features in B 2 = (f 2 , f 3 ). In the OLP-graph, the node corresponding to b is shared but that corresponding to c is not. The reason is that if the node corresponding to c is also shared then m → n → c → d → e → f becomes a valid path, i.e., (m, n, c, d, e, f ) becomes a synthetic pattern which can be extracted out of the graph. However, this is not a valid synthetic pattern according to overlap-based pattern synthesis (Section 2.2) based on the partitions given. To make this point clearer, a definition of the property nodesharability along with sharable-node is given below. , (p, b, c, d , e, f ), f 3 , 3) is false, so a new node for c is created.
OLP-graph construction
An OLP-graph can be constructed for each class of patterns and for a given overlap lengths list L = (|B 1 |, |B 2 |, . . . , |B d |) as described in the following method:
Build-OLP-graph(X, L) { //Let G be the empty OLP-graph having header table with all entries being empty.
The above method iteratively adds patterns from the original set to the already built OLP-graph.
The functions Add-to-feature-linked-list (v, f i ) appends node v to the feature-linked-list of f i , and Add-arc(u, v) will add an arc to the adjacency list of arcs of node u pointing to node v provided such an arc already does not exist in the adjacency list. (SS 1 (X))) ) generated by doing overlap pattern synthesis and the one extracted from the corresponding OLP-graph are the same. (2) For a given original set the OLP-graph is independent of the order in which the original patterns are considered. That is, the synthetic set generated from the OLP-graph is independent of the order in which the original patterns are arranged to build the OLP-graph. It is easy to see that the above properties are true.
Properties of OLP-graph
(1) The synthetic set SS d (SS d−1 (· · ·
Time complexity of build-OLP-graph
Let n be the number of patterns in the class for which the method is called. Since each pattern is considered only once, the method does a single scan over the training set. Because the patterns are considered to be stored in a disk (secondary storage medium), the number of times these are accessed from the disk is an important measure in applications (like data mining) where the total training set cannot be accommodated in the main memory.
The time complexity of the method is O(n 2 dl), where d is the dimensionality of patterns and l is the maximum element in L. The reason is that all patterns are considered once (total of n patterns), for each pattern every feature is considered once (total of d features), and for each feature its feature-linked-list is searched to check whether the nodesharability property holds or not. Each search for nodesharability takes at most O(l) time. Feature-linked list for any feature can be at most of size n.
Since d is constant and (l d), the effective time complexity of the method is O(n 2 ).
Space complexity of build-OLP-graph
The space required by the method is largely due to the space occupied by the OLP-graph G. G consists of a header table and a graph. The space required for the header table is O(d), and that for the graph is O(nd). Since each original pattern (total of n patterns) occupies a path in G, a path is of size d. So the effective upper bound on space complexity is O(n). But empirical studies (Section 5) show that the actual space consumed by an OLP-graph is much smaller than that of the original patterns. The reason is that many patterns in a class can have an overlap and thus can share a common sub-path. Another important point to note from the empirical studies is that the rate of increase in the size of G decreases as n increases and for some n 1 > n, it can be assumed to become zero. That is, the size of G does not increase after adding a sufficient number of patterns to it. This is a useful property in cases where the data sets are large and grow with time, as in applications like data mining.
An efficient NN classifier using the synthetic patterns
For each class, even though OLP-graph is a compact representation for the synthetic set that can be generated by overlap pattern synthesis, the conventional NN classifier with the entire synthetic set takes a large amount of time. The reason is that the synthetic set can be exponentially larger (in size) as compared to the original set which depends on the overlap lengths list considered.
We propose a NN classifier called OLP-NNC which has classification time upper bound equal to O(n) where n is the original training set size. OLP-NNC stores the partial distance computations in the nodes of the OLP-graph and avoids recomputing the same. This method is suitable for distance measures like Hamming distance, Squared Euclidean distance, etc., where the distance between two patterns can be found over its parts (called partial distance) and added up later to get the actual distance.
OLP-NNC first finds the distance between the test pattern and its NN within a synthetic set of a given class (represented by an OLP-graph). The class label assigned to the test pattern then is that for the NN or the pattern with the least distance. Algorithms 1 and 2 describe finding distance of NN within a class. Distance measure used is squared Euclidean distance. Note that NN found using either Euclidean or squared Euclidean distance measures are same.
{Let min-distance be an integer initialized to maximum possible value.} for (each node v in the feature-linked-list of
Experiments

Datasets
We performed experiments with five different datasets, viz., OCR, WINE, THYROID, GLASS and PENDIGITS, respectively. Except the OCR dataset, all others are from the UCI Repository [21] . OCR dataset is also used in [22, 10] . The properties of the datasets are given in Table 1 . For OCR, THYROID and PENDIGITS datasets, the training and test sets are separately available. For the remaining datasets 100 patterns are chosen randomly as the training patterns and the remaining as the test patterns.
All the datasets have only numeric valued features. The OCR dataset has binary discrete features, while the others have continuous valued features. Except OCR dataset, all other datasets are normalized to have zero mean and unit variance for each feature and subsequently discretized as follows. Let a be a feature value after normalization, and a OCR  192  10  6670  3333  WINE  13  3  100  78  THYROID  21  3  3772  3428  GLASS  9  7  100  114  PENDIGITS  16  10  7494  3498 be its discrete value. We used the following discretization procedure. 
If
Classifiers for comparison
The classifiers chosen for comparison purposes are as follows: NNC: The test pattern is assigned to the class of its NN in the training set. The distance measure used is Euclidean distance. It has both space and classification time requirements equal to O(n) where n is the number of original training patterns. k-NNC: A simple extension of NNC, where the most common class in the k NN (k 1) is chosen. The distance measure is Euclidean distance. Three-fold cross validation is done to choose the k value. Space and classification time requirements of the method are both O(n) when k is assumed to be a small constant when compared with n. Naive-Bayes classifier (NBC): This is a specialization of the Bayes classifier where the features are assumed to be statistically independent. Further, the features are assumed to be discrete valued. Let X = (x 1 , . . . , x d ) be a pattern and l be a class label. Then the class conditional probability,
is taken as the frequency ratio of number of patterns in class with label l and with feature f i value equal to x i to that of total number of patterns in that class. A priori probability for each class is taken as the frequency ratio of number of patterns in that class to the total training set size. The given test pattern is classified to the class for which the posteriori probability is maximum. OCR dataset is used as it is, whereas the other datasets are normalized (to have zero mean and unit variance for each feature) and discretized as done for the other classifiers. Design time for the method is O(n), but the effective space and classification time requirements are O(1) only. NNC with bootstrapped training set (NNC(BS)): We used the bootstrap method given by Hamamoto et al. [18] to generate an artificial training set. The bootstrapping method is as follows. Let X be a training pattern and let X 1 , . . . , X r be its r NN in its class. Then X = ( r i=1 X i )/r is the artificial pattern generated for X. In this manner, for each training pattern an artificial pattern is generated. NNC is done with this new bootstrapped training set. The value of r is chosen according to a three-fold cross validation. Bootstrapping step requires O(n 2 ) time, whereas space and classification time requirements are both O(n).
OLP-NNC:
This method is given in Section 4. The threshold correlation factor used in the overlap-based pattern synthesis is chosen based on a three-fold cross validation from Table 2 gives a comparison between the classifiers. It shows the classification accuracy (CA) for each of the classifiers as a percentage over respective test sets. The parameter values (like k in k-NNC, r in NNC(BS) and threshold correlation factor in OLP-NNC) are chosen based on three-fold cross validation. Some of the observations are: (i) for OCR, WINE and GLASS datasets OLP-NNC outperforms the rest of the classifiers, (ii) OLP-NNC is better than to NNC for all datasets except PENDIGITS for which the CA for both OLP-NNC and NNC is the same, and (iii) OLP-NNC significantly outperforms NBC over all datasets. In fact, except for the WINE dataset, the difference in CA between OLP-NNC and NBC over all datasets is almost 10% or higher. For OLP-NNC, there seem two ways to further reduce the computational requirements without degrading the CA much. First, one could increase the threshold correlation factor in doing the pattern synthesis. This would result in a compact OLP-graph structure that in turn would result in reduced space and classification time requirements. Table 3 demonstrates this for the THYROID dataset. The second way is to reduce the original training set size by taking only a random sample of it as the training set. Table 4 demonstrates this for OCR dataset. It can be observed that OLP-NNC even with (only) 2000 original training patterns outperforms NNC and is almost equal to k-NNC and NNC(BS) with 6670 training patterns with respect to CAs and clearly shows a significant reduction in both the space and classification time requirements. The difference is almost of an order of magnitude in favor of OLP-NNC, in terms of space requirements when compared with NNC, k-NNC and NNC(BS). Similar results are observed for the remaining datasets and hence are not reported.
Experimental results
Conclusion
Overlap-based pattern synthesis is an instance-based pattern synthesis technique which considers from the given training set, some of the properties about the data. This can result in reduction in both the curse of dimensionality effect and computational requirements for the NN classifier. Approximate pattern synthesis can be realized by considering pairwise correlation factor between the features and this is empirically shown to improve the classification accuracy in most cases. Synthetic patterns can be stored in a compact data structure called OLP-graph and can be used to find the NN of a given test pattern in O(n) time, where n is the number of given original training patterns. The techniques described are suitable for large and high dimensional datasets.
