ABSTRACT This paper aims at presenting a novel approach for the analysis of vibration signals detected from circuit breaker (CB) opening or closing operations and to mechanical fault identification. An adaptive signal decomposition approach and chaotic nonlinear dynamic technique are used for extracting fault sensitive features of CB. The fault sensitive frequency band is derived using variational mode decomposition (VMD) combining with Hilbert marginal spectrum (HMS). The obtained sensitive frequency band(s) are employed for the reconstruction of the dynamical attractor (chaotic dynamics viewed from a phase space perspective, namely, the attractor-based perspective) following the Taken's embedding theorem. The invariant measures and ergodic quantities such as the largest Lyapunov exponent, correlation dimension, and Kolmogorov entropy which can be estimated on the reconstructed attractor are presented as the fault sensitive features. The CB fault is estimated in a chaotic space using these sensitive features. The effectiveness of the developed method is evaluated by using data sets recorded from several vacuum CBs with the same type.
I. INTRODUCTION
High-voltage circuit breakers (including breakers rated at intermediate voltage) are a critical apparatus in electrical system. The circuit breakers (CBs) are there to facilitate the flow of current during normal operation and to protect electrical equipment from abnormal condition such as over load current or short circuit. But the CBs are, sooner or later, likely to experience some kind of failure. Thus the breakers are requiring periodic adjustments. In most cases, it is necessary to carry out electrical/mechanical testing to find out what is the cause of out-of-tolerance conditions.
Ideally a non-invasive method of testing should be used. Vibration testing of CBs is an interesting tool for CB diagnostics. The technology behind is the directly measure and record the mechanical vibrations generated during the CB opening or closing operation. It has been proved to be an effective approach for detection mechanical anomalies in
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breakers [1] - [3] . However, the vibration signals of CBs are complex. They are composed of numerous nonlinear, nonstationary, and fractal components, which makes it difficult to find features that are conducive for diagnosis.
Many studies have been devoted to extract faulty CB vibration features have gotten some achievement. In [4] , wavelet packets were used to convert measured vibration data from healthy and defective CBs into wavelet features. In [5] , an improved dynamic time warping (DTW) algorithm for detecting mechanical anomalies in breaker drive mechanisms and internal parts of the interrupting chambers of power CBs was presented. Recently, an adaptive signal decomposition method named variational mode decomposition (VMD) was applied to analyze the vibration signals of CB in [6] . The VMD, which is based on a mathematical framework, was proposed by Dragomiretskiy and Zosso for simultaneous decomposition of all the modes non-recursively both in temporal and spectral domain [7] . It has been proved that the VMD can effectively solve the drawbacks such as empirical mode decomposition (EMD) and local mean decomposition (LMD), and has better performance than the EMD and LMD in analyzing non-stationary signals. Especially, the VMD searches for a set of modes and their respective center frequencies, such that the band-limited modes reproduce the analyzed signal exactly or in leastsquares sense. So in this paper, the VMD is employed to analysis vibration signals of CB for extracting the fault sensitive frequency bands first.
In addition to these techniques, the nonlinear techniques, which are actually more reliable for analyzing nonlinear signals, can also be used to analyze the nonlinear vibration signals of CBs. It has been concluded that the nonlinear techniques can provide more information on the signal than the linear techniques [8] - [14] . Using the nonlinear techniques, such as the chaos analysis approach, the vibration signals of CB can be represented in the phase space (a phase space is a space in which all possible states of a dynamic system are represented). The phase space provides a completely different view of signal evolution in time, it is more easily understood. In the phase space, the dynamic characteristics of the original system can be recovered [15] - [18] . Thus, the dynamics of CB can be systematically explored and investigated in the phase space, which known as the attractor. The attractor is very sensitive to the change of dynamic system. In this respect, any tiny change in a CB will cause a corresponding change in the attractor. Thereby, in this paper, attractor-based classification for the response of a CB is employed for fault detection because the effect of damage alters the behavior of attractors.
In this paper we present a frequency and chaotic based technique for extraction of fault sensitive features in CB's vibration signals. The fault sensitive frequency band is first derived from CB's vibration signal using VMD-Hilbert marginal spectrum (HMS) approach [6] , then the embedding theorem is applied to reconstructed multidimensional phase space of the sensitive frequency band for investigating the attractor's behavior when CB subjected to different types of mechanical faults. Finally, the largest Lyapunov exponent, the correlation dimension, and the Kolmogorov entropy are extracted as sensitive fault features that quantify the behavior of the attractor in the reconstructed phase space. The approach is implemented using vibration data acquired from several vacuum CBs.
The outline of the paper is as follows. Section II presents the algorithm for phase space reconstruction, along with the sensitive fault features (i.e., the largest Lyapunov exponent, correlation dimension, and Kolmogorov entropy) are introduced. In Section III, the proposed method is verified by applications to real CBs. Discussion and comparison are presented in Section IV. Finally, conclusion is drawn in Section V.
II. ANALYSIS METHOD A. PHASE SPACE RECONSTRUCTION
Reconstructing the phase space of vibration signals in appropriate high dimension is an effective means to investigate the chaotic features of operation process in CB.
The reconstruction can be performed from the vibration signal because the variables in the CB dynamic system are related to each other. Therefore, based on Taken's embedding theorem [17] , we reconstructed the CB's vibration signal into phase space to reveal its dynamic characteristics. The details are as follows.
Let {x(t)} over time steps {x 1 , x 2 , . . . , x n } represent the vibration signal which is to be analyzed, then a set of vectors reconstructed from the vibration signal are expressed as
where, m is the embedding dimension, τ is the delay time, n is the length of vibration signal, N = n − (m − 1) τ is the number of vectors in the reconstructed phase space. A successful reconstruction requires the choice of both time delay (τ ) and embedding dimension (m), these two values should be previously defined.
The time delay should be neither too small nor too large. Too small time delay will result in an excessive correlation among the reconstructed phase orbits (compressed together), thus failing to fully demonstrate the dynamic characteristics of the original system. At the same time, too large time delay will bifurcate adjacent tracks in the phase space (each state of the system become irrelevant), thus lead to the serious loss of state information of the system. An optimal time delay can be obtained from the average mutual information (AMI) [19] of the measured vibration signal, which is appropriate for nonlinear signals. The optimal time delay is the first local minimum of the AMI. The AMI between x i and x i+τ is given by
where, P[x i ] is the probability of the appearance of x i , and P(x i ,x i+τ ) is the joint probability distribution of x i and x i+τ . After determining the optimal time delay, an appropriate embedding dimension of the reconstructed phase space is estimated using the false nearest neighbor (FNN) technique [20] - [21] . Suppose in the m-dimensional reconstructed space, the nearest neighbor to the reconstructed point given by equation (1) is given by
The distance between X i and X * i is described by
In dimension m+1, the distance between becomes
If R i (m+1) R i (m), then X i and X * i are false neighbors in dimension m. The following threshold R T can be defined for VOLUME 7, 2019 this comparison
The value of R T is suggested in the range of R T ≥10 [22] , in this paper R T =15 [23] is used. The threshold we set to 10% for selection of proper embedding dimension.
B. CHAOTIC FEATURES EXTRACTION
In the case of a chaotic system, at least one Lyapunov exponent must be greater than zero. Among the Lyapunov exponents, there exist a maximum one, which is called the Lyapunov exponent. The largest Lyapunov exponent describes the chaotic behavior of the attractor and represents the trajectories' divergence in phase space. This mean that the Lyapunov exponent of an attractor indicates sensitivity of a dynamical system to its initial conditions. The largest Lyapunov exponent can be calculated by the small data sets approach introduced in [24] .
The correlation dimension is a measure of the complexity of the attractor in the reconstructed phase space. The algorithm presented in [25] is used for determining the correlation dimension. If we select N points from an attractor, the other N − 1 points fall within a radius of R of the i-th point has the probability denoted as p i (R). Then the correlation sum C(R) can be given as
The correlation dimension D C is defined by
The Kolmogorov entropy is a measure of the loss of information that describes the chaos motion in phase space. Consider that the phase space is partitioned into boxes of size l. Let P i0...in be the joint probability of the trajectory x(t) is in box i 0 at time t = 0, x(τ ) is in box i 1 , . . . , x(kτ ) is in box i k , . . . , and x(nτ ) is in box i n . The Kolmogorov entropy of a system's dynamical process is given by
We extract the largest Lyapunov exponent, the correlation dimension and the Kolmogorov entropy as features that describe complexity and chaotic behavior of the attractor in the reconstructed phase space. All of these features give us an idea of how the characteristics of CB vibration signal is, which, of course, they all interpret and quantify in their own characteristic way. However, it might so happen that some faults cannot be distinguished with the above individual feature. Or, say the features of some different faults may be aliased. The concept of chaotic space is proposed here for solving the shortcoming. A flow chart of the proposed methodology is depicted in Fig. 1 by explaining the various steps involved. 
III. EXPERIMENTAL VERIFICATION
To demonstrate the sensitivity and stability of the proposed chaotic features for the superior performance of CB's mechanical defects classification, vibration test data of several vacuum CBs (with the same type) at various fault conditions are analyzed in this study. These data include four typical mechanical defects and healthy conditions of the CBs.
A. EXPERIMENTAL DATA SET
Several vacuum CBs with spring operated mechanism are used to validate the proposed approach. The CB equipped with spring-loaded drive mechanism, with rated voltage 12 kV, rated current 1250 A, rated short-circuit breaking current 25 kA and short-time withstand current (4s) 40 kA.
The vibration signals are recorded during CB closing and opening operations by using a 24 bits data acquisition system. The main features of this system are: an accelerometer to record vibration signals; an integrated Motor Drive and Control (MDC4) unit for the conditioning and amplification of the signals; a Human-Machine Interface (HMI) or a PC to show and store the data; and power supplies. As shown in Fig. 2(b) , the accelerometer is screwed into the external shell of the operating mechanism. The main performance parameters of the accelerometer include: sensitivity of 0.5 mV/g; maximum range of 10000 g; frequency response of 0-50 kHz; mounted resonant frequency of > 90 kHz; etc. The sampling frequency and sampling time for vibration measurements are 100 kHz, and 40 ms, respectively. The experimental schematic diagram for the system setup is plot in Fig. 3 .
We simulated four typical mechanical defects of this CB type, they are: insulating rod anomaly, closing coil malfunction, damper malfunction, transmission shaft deformation. The insulating rod anomaly was produced by polishing its connecting bolt. The closing coil malfunction was simulated by increasing its iron core's spring stiffness. The damper malfunction was created by adjusting its fastening bolts. The deformation of transmission shaft was produced by loosening its middle copper sleeve. Fig. 4 shows a representative vibrations obtained from the operation of a CB. Those vibrations are then processed (using the proposed method) to obtain an evaluation of the condition of the CB. Note that it is very necessary to preprocess the data before adopting the proposed method. De-trending (we used the least square method for eliminating polynomial trend terms) and de-noising (the five-point cubic smoothing approach was used for noise reduction) are the two key preprocessing steps.
B. FAULT SENSITIVE FREQUENCY BAND EXTRACTION
The vibration signals of CBs are very special, which have the characteristics of extremely short duration time and quite wide frequency range. It is therefore difficult to extract effective fault features from such complex signals. One way to explore is to decompose it into several non-interference modes and look for possible patterns of changes. There are many ways to decompose vibration signals, including EMD, wavelet transform (WT), LMD, VMD and so on. For the EMD, many reports have shown that the phenomenon of mode mixing is serious. The WT has strong theoretical basis and has been applied successfully in many fields. However, it also has disadvantages. It is actually a linear transformation method, and it lacks adaptability due to the fixed shape of the base function. The mode mixing of LMD is more serious than that of VMD. In addition, the number of modes needs to be VOLUME 7, 2019 reasonably chosen for the VMD, otherwise the results will be affected. The VMD-HMS method reported in [6] can effectively reduce the effect of VMD mode mixing. Furthermore, the HMS resolution of each intrinsic mode function (IMF) is higher than that of Fourier spectrum, which can greatly improve the decomposition accuracy of CB's vibration signal.
In order to confirm the superiority of the VMD-HMS approach, the performance of EMD, LMD, VMD, EMD-HMS, LMD-HMS and VMD-HMS is compared. A CB vibration signal (Fig. 4(d) ) is selected for the comparison. Fig. 5 shows the comparison result. As shown, the frequency bands overlap with each other in EMD, LMD, VMD, EMD-HMS and LMD-HMS. Moreover, the frequencies of these methods are not concentrated enough. The VMD-HMS overcomes these shortcomings, the frequency components of the vibration signal are successfully decomposed into independent subcomponents, no frequency mixing, and at the same time, with high frequency concentration.
By using the VMD-HMS method, the frequency distribution spectra for the faulty/healthy vibration signals (Fig. 4) are depicted in Fig. 6(a)-(f) , respectively. Out of all the frequency deviations of IMFs from all these different faulty/healthy conditions of CB, the one that most obvious, is observed to be the IMF-1. The frequency deviation map for the other five IMFs show no evident changes that may not be a good fault feature band. Thus, it can be concluded that IMF-1 is the best choice for the purpose of further fault sensitive feature extraction. It may be noted that such choice may not be universal and might vary slightly depending on the CB type.
C. PHASE SPACE RECONSTRUCTION
At first, the optimal time delay and the embedding dimension are determined in order to reconstruct the sensitive IMFs in phase space. The AMI method is applied to choose the optimum time delay. The graph of the mutual information value (MIV) for the time delay is plotted in Fig. 7 . The optimal time delay is obtained as the first local minimum of the function of the MIV. As presented, the value of the optimal time delay of the healthy and all the faulty CB conditions is 1.
The FNN approach is used to determine the optimal embedding dimension. Fig. 8 shows the relationship between the embedding dimension and the false neighbor rate (FNR). It turns out that, the FNR decreases as with the embedding dimension increasing. Here, we select the optimal embedding dimension at which the FNR drops to 0. Thus in this way, all the values of the embedding dimension are selected as 3 for various faulty/healthy conditions. This is the smallest dimension of the phase space for which the complete geometrical structure of the attractor can be displayed.
Once the optimal time delay and the embedding dimension are obtained, the first IMF of the vibration signal is reconstructed into a high-dimensional phase space. The portraits of reconstructed attractors that are corresponding to different CB conditions are depicted in Fig. 9 . Comparing  Fig. 9 (a) to (f) shows that the topology of these attractors between healthy and faulty ones is quite different from each other. Each attractor has its own characteristics. These observations indicate that the attractors of CB dynamic responses change with faults, which therefore can be used to detect fault types.
D. CHAOTIC SENSITIVE FEATURES AND FAULTS CLASSIFICATION RESULTS
The reconstructed attractor is analyzed for certain vibration that can be associated with the fault in the CB. This is because the dynamics of the CB is bound to change due to the fault and resulting changes in the dynamic characteristics of the CB. The disparities in the attractors show up when contrasted with the healthy one. This is subsequently quantified as the fault sensitive feature. As discussed in Section II-B, the dissimilarity of attractors can be quantified by the chaotic parameters, which are the largest Lyapunov exponent, correlation dimension and Kolmogorov entropy.
The largest Lyapunov exponent value from the reconstructed attractor of the 1-st IMF for different CB conditions are shown in a three dimensional bar chart in Fig. 10(a) . In the figure, conditions a-f represent healthy closing, insulating rod anomaly, closing coil malfunction, healthy opening, damper malfunction, and transmission shaft deformation, respectively. The plot in Fig. 10(a) is referred as largest Lyapunov exponent map. The correlation dimension and Kolmogorov entropy maps are also obtained from the first IMF, shown in Fig. 10(b)-(c) , respectively. From Fig. 10(a) and (c) , it can be concluded that the largest Lyapunov exponent and Kolmogorov entropy as nonlinear features have a potential for detection of faulty in CB vibration signals. As it can be seen in Fig. 10(b) , the correlation dimension although has smaller discrimination ability compared with the largest Lyapunov exponent and Kolmogorov entropy, but the different faults caused variations in the level of correlation dimension. Thereby, it can be concluded that VOLUME 7, 2019 these features are sensitive to the CB conditions and thus are applicable for the fault detection of the CB.
After the feature extraction from the first IMF of the CB vibration signal, obviously none of the individually extracted features is sufficiently reliable for detection of fault in CB. Therefore, a chaotic space is formed.by combining the largest Lyapunov exponent, correlation dimension and Kolmogorov entropy. The performance of the designed chaotic space and thus the new technique for detection of fault in the CB was tested by classification of 120 samples (20 samples for each CB condition) which were obtained during the CB opening/closing operations under each condition. The obtained results are shown in Fig. 11 , it can be concluded that all the healthy and faulty conditions were correctly classified.
IV. DISCUSSION AND COMPARISON
We have gathered some data sets of more than one CB with the same type, all of which were obtained in the laboratory (CB off-service). However, we try to recreate a scenario similar to the real situation. As mentioned earlier, these faults are the most common types on site. The details of the vibration data sets are described in Table 1 .
According the aforementioned process for sensitive feature extraction, three chaotic sensitive features (e.g., largest Lyapunov exponent, correlation dimension and Kolmogorov entropy) have been extracted. To evaluate the effect of these features on fault identification, they are fed into a support vector machine (SVM) to achieve intelligent fault identification for CB. The SVM based on radial basis function network (RBF) function is trained and tested to solve the identification problem. The results of fault identification obtained by each of chaotic sensitive features and by combining all of these features as an input of SVM for the CB data sets are shown in Fig. 12 . The accuracy of fault identification is listed in Table 2 . As shown, using the chaotic sensitive features one can see that all faults are successfully identified, with 100% success rate. But, with a single feature, some fault types cannot be successfully identified. The mean accuracy using largest Lyapunov exponent, correlation dimension, and Kolmogorov entropy is 90%, 92.9% and 96.4%, respectively. Results prove that the chaotic features extracted from attractors of sensitive IMFs are sensitive to dynamic changes in CB. Even a small change in the CB can be detected. The new approach can reliably recognize different fault types, it is expected to be a powerful feature extraction method for CB.
V. CONCLUSION
We have described and implemented a new approach to CB vibration signature extraction and fault identification. The approach works by forming the phase space of the CB using sensitive frequency bands from the measured CB vibration signals. Using this method we were able to detect changes in the CB vibration so that accurately identify the mechanical fault in the CB. It can be concluded that the three parameters have clearly interpreted and quantified the variation of the attractor in their own characteristic way. Furthermore, we strongly recommend that before the feature extraction, preprocessing CB vibration data should be carefully planned. Further analyses will be developed in order to evaluate and improve the stability of the proposed strategy and to fully exploit the potential of the tools for nonlinear analysis for the detection of CB faults. 
