A real isotropic Lanczos algorithm for eigenproblem of complex Hermite matrix by 赖降周 & 卢琳璋
书
第 41 卷 第 3 期
2013 年 6 月
福州大学学报( 自然科学版)
Journal of Fuzhou University( Natural Science Edition)
Vol． 41 No． 3
Jun． 2013
DOI: 10． 7631 / issn． 1000 － 2243． 2013． 03． 0261 文章编号: 1000 － 2243( 2013) 03 － 0261 － 05
复 Hermite 矩阵特征值问题的实 Isotropic Lanczos 算法
赖降周1，卢琳璋2
( 1． 福州大学数学与计算机科学学院，福州 福建 350116; 2． 厦门大学数学科学学院，厦门 福建 361005)
摘要: 研究了复 Hermite 矩阵经 Wilkinson 实数转化后矩阵的性质，利用其对称性和反 Hamiltonian 结构，给出
了特征值问题的隐式重启 Isotropic Lanczos 保结构算法． 数值试验表明，这种方法求解出的特征对残量很小，
具有较高的精度．
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A real isotropic Lanczos algorithm for eigenproblem of complex Hermite matrix
LAI Jiang － zhou1，LU Lin － zhang2
( 1． College of Mathematic and Computer Science，Fuzhou University，Fuzhou，Fujian 350116 China;
2． College of Mathematic Science，Xiamen University，Xiamen，Fujian，361005，China)
Abstract: This article deals with the eigenproblem of complex Hermite matrix． Firstly the proposition
of the matrix via Wilkinson’s transform was researched，then an implicitrestart Isotropic Lanczos meth-
od was also presented aid its symmetry and skew － Hamiltonian proposition． Finally numerical results
showed that this algorithm can efficiently solve the eigenvalue of complex Hermite matrix with high pre-
cision．
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0 引言
对称矩阵和 Hermite 矩阵有许多共同的地方，以至于大家似乎通常只习惯于讨论对称矩阵而有忽视
Hermite 矩阵的一种倾向［1］． 事实上，从计算的角度来说，这两类矩阵最不同的地方是: Hermite 矩阵通常
要涉及到复运算，而实对称阵不要． 具体到特征值问题来说，复 Hermite 矩阵的特征值都是实的，但特征
向量却肯定是复的． 由于复运算的工作量通常是实运算的 4 倍，因此，如何减少计算 Hermite 矩阵特征对
的复运算量、非常值得研究．
Wilkinson［2］考虑了这样的问题，他把一个 N 阶复 Hermite 矩阵特征对计算问题转化为一个 2N 阶实对
称阵特征对的计算问题，开辟了一条通过变换方式将它的特征值问题转化为实对称阵的特征值问题来处
理之路． 具体来说，假定
H = A + iB ( 1)
是一个 N 阶 Hermite 阵，其中 A 是 N 阶实矩阵，B≠ 0 是 N 阶实反对称阵，i 是一个虚数单位，H 能转化为
2N 阶实对称阵:
S = A － B[ ]B A ( 2)
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我们将研究矩阵 S 的性质，以下用 S 表示矩阵 S 构成的空间，先给出 Isotropic 子空间的概念．




－ In[ ]0 ．
显然 J 为反对称矩阵，那么对于任意一个向量 x∈ Ｒ2n，均有 xTJx = 0，且 JT = － J，JTJ = I2n，J
2 =
－ I2n ．
定义 2［3］ 称正交基 V是各向同性的( Isotropic) ，如果对于V的任意列vi，都有vi∈SＲ
2n，即vTi Jvj = 0．




[ ]T ［V － JV］ = V
TV － VTJV






[ ]T J［V － JV］ = V
TJV － VTJ2V






引理 2 1) 矩阵 S 是实对称矩阵，S 的每个特征值都是偶数重的、是 A 的特征值．
2) 矩阵 S 是反 Hamiltonian 矩阵，S2 也是反 Hamiltonian 矩阵，如果 S 还是可逆的，那么 S －1 也是反
Hamiltonian 矩阵．
证明 这里只证明( 2) ． 由 S的结构可知，S是反Hamiltonian矩阵，即( JS) T = － JS，JST = SJ可得:
( JS2 ) T = ST ( － JS) = ( JS) TA = － JS2
即 S2 是反 Hamiltonian 矩阵． 而
( JS －1 ) T = S －TJ －1 = ( JST ) －1 = ( SJ) －1 = － JS －1
故 S － 1也是反 Hamiltonian 矩阵．
定理 1 矩阵 S∈ Ｒ2n×2n 是反 Hamiltonian 矩阵，取向量 v∈ Ｒ2n，那么 Krylov 子空间 Ki ( S，v) 是各向
同性的．
证明 由 S 是实反 Hamiltonian 矩阵，由引理 1 得到 Si 也是反 Hamiltonian 矩阵，即 JSi 是反对称矩
阵，对于任意 i≥ 0，k≥ 0，由 STJ = JS，有:
( Si v) T JSkv = vTSiTJSkv = vTJSi +kv = 0
最后一个等式是因为 JSi + k是反对称矩阵．
由这个定理可知由反 Hamiltonian 矩阵生成的 Krylov 子空间都是各向同性的，所以用 Krylov 方法，理
论上保持生成的正交基是各向同性的．
1 隐式重启 Isotropic Lanczos 过程
由上节可知，由复 Hermite 矩阵产生的矩阵:
S = A － B[ ]B A
是对称矩阵也是反 Hamiltonian 矩阵，理论上保证 S 的 Lanczos 过程［4 － 6］生成的 Krylov 子空间肯定是各向
同性的，但在实际数值上由于误差的存在，这种性质可能失去． 为了得到各向同性的子空间，在计算 v j +1
时，除了把 Av j 和 v1，v2，…，v j 正交外，还和 Jv1，Jv2，…，Jv j 做正交，这种过程称为 Isotropic Lanczos 方
法． 现给出求解复 Hermite 矩阵特征值问题的隐式重启 Isotropic Lanczos 过程．
算法 1 隐式重启 Isotropic Lanczos 过程．
1) 把 Hermite 矩阵 H 转化成矩阵，
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S = A － B[ ]B A
2) For j = 1，…直到收敛．
( a) 执行 m 步的 Isotropic Lanczos 过程得到 Vm 和 Tm ;
( b) 计算 Tm 的特征值并选取 p =m － k 个 Ｒitz 值来作为位移步，对 Tm 执行 QＲ 迭代算法，得到 m 阶
Lanczos 分解;
( c) 截取前 k =m － p 步作为新的 k 阶 Lanczos 分解，作 p 步得新的 m 阶 Lanczos 分解;
end for
3) 计算 Hermite 矩阵 H 的特征对．
我们知道，已经求出正交基向量 v1，v2，…，v j，一般的Lanczos过程生成下一个基 v j +1 是形成Av j 然后
再把它和 v j －1，v j 正交，即




其中: tij = v
T
i Av j，i = 1，…，j，而 tj+1，j 是正常数，它使得 v j +1 2 = 1．
如果要建立一个 Isotropic 子空间，那么除了上面的正交化后，还必须跟向量 Jvj － 1，Jvj 正交，即:










i Svj， hij = ( Jvi )
TSvj
而 tj+1，j 是正常数，它使得 vj +1 2 = 1． 在精确计算情况下，这个过程 n － 1 步后停止，此时 v1，v2，…，vn 与
Jv1，Jv2，…，Jvn 构成 Ｒ
2n 的正交基． 令正交基 v1，v2，…，vn 构成 V∈ Ｒ
2n×n，那么由方程( 3) 式可得:
SV = ［V － JV］ T[ ]－ H ( 4)
其中: T =［tij］是三对角矩阵，H =［hij］是元素接近零的矩阵，其中 hij较小的量．
显然，由定理得，如果 S 是实反 Hamiltonian 矩阵，( 4) 式中的 hij将会是零，那么 Isotropic Lanczos 过程
就是一般意义下的 Lanczos 过程． 但是在有限精度情况下 hij将不再为零，这个时候，算法的第二步中( a) ，
( b) ，( c) 步骤中的 Lanczos 过程就必须采用( 3 ) 式来保证所求出的基是 Isotopic 正交的，m 步 Isotropic
Lanczos 过程后，向量 v1，…，v j + 1满足








所有的试验都是在内存为 512 MB，中央处理器为 AMD Sempron( tm) Processor 2 500 + 1． 41 GHZ，机器
精度为 eps≈2． 22 × 10 －16，系统为 Windows XP 的机器上使用 Matlab 7． 04 进行． 在所有的算法中停机准则
设为:
stopcrit = ( eTk y j ) rk
其中: y j 是第 j 个 Ｒitz 值对应的 Ｒitz 向量． 在下文的表格及解释中，用 tol 表示停机准则，即: 如果 stopcrit
≤tol，那么停机． 根据不同的要求取不同的 tol，Niters 表示总的迭代的步数( 隐式重新启动的次数) ，
r = hv － vλ 表示计算的特征向量对应的残向量的范数．
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表 1 例 1 中 500 ×500 矩阵 H
Tab． 1 Test for 500 × 500 matrix H in example 1
j 算法 1( 102 ) eij ( 10
2 ) error( 102 ) rj = Hqj － λqj averge( v
T
i Jvj )
1 5． 002 254 979 873 46 5． 002 254 979 873 47 0． 000 000 000 000 01 1． 012 1e － 011 2． 775 6 e － 01 7
2 4． 990 235 293 333 90 4． 990 235 293 333 90 0． 000 000 000 000 00 1． 025 7 e － 011 0
3 4． 980 011 361 800 76 4． 980 011 361 800 78 0． 000 000 000 000 02 1． 054 7 e － 011 1． 387 8 e － 017
4 4． 970 000 861 914 76 4． 970 000 861 914 74 0． 000 000 000 000 01 1． 170 2 e － 011 1． 387 8 e － 017
5 4． 960 000 628 052 80 4． 960 000 628 052 77 0． 000 000 000 000 02 2． 571 0 e － 012 2． 515 3 e － 017
6 4． 950 000 625 025 77 4． 950 000 625 025 77 0． 000 000 000 000 00 1． 715 9 e － 009 － 4． 076 6 e － 017
7 4． 940 000 624 999 90 4． 940 000 624 999 99 0． 000 000 000 000 09 5． 457 8 e － 012 2． 968 0 e － 018
8 4． 930 000 624 900 92 4． 930 000 624 999 84 0． 000 000 000 098 91 6． 982 0 e － 012 － 1． 171 7 e － 017
9 4． 920 000 076 079 64 4． 920 000 624 999 84 0． 000 000 548 920 20 1． 867 8 e － 006 1． 296 2 e － 016
10 4． 909 991 796 418 45 4． 910 000 624 999 83 0． 000 008 828 581 38 3． 941 2 e － 003 1． 250 9 e － 017
例 1 构造如下复 Hermite 矩阵:
B = 18 diag( eye( n) )
表 2 例 1 最大 5 个特征值数值实验
Tab． 2 Test for the 5th largest eigenvalues in example 1
dim( S) Niters Hq － qλ ( eTk yj ) rk
1 000 20 9． 973 0 e － 003 3． 048 3 e － 009
2 000 32 1． 819 5 e － 003 7． 567 2 e － 009
3 000 40 1． 746 8 e － 003 1． 451 2 e － 008
4 000 49 3． 842 9 e － 005 1． 043 0 e － 008
5 000 55 4． 190 1 e － 003 1． 334 4 e － 008
6 000 63 2． 051 1 e － 005 8479 9 e － 009
H3 = diag( 1，2，…，2n) +
0 － 12
－ 12 0 －
1
2
－ 12  



























+ i* 0 B
－ B[ ]0
先取 2* n = 500 时，即矩阵 H∈ C500×500 时，先 H 转化成 S∈ Ｒ1 000×1 000，取 m = 24，k = 10，p = 14，
tol = sqrt( eps) ，求解模最大的特征值问题，这时得到 stopcrit = 1． 715 9 e － 009，总的迭代步 Nitrs = 31．
求出 A 特征向量 v∈ Ｒ1 000，令 q = v( 1: 500) + iv( 501: 100) ，表 1 给出了算法 1 与 eig 的模最大的前 10
个特征值，及它们误差 error，以及复特征向量对应的残量 rj = Hqj － λqj 的计算值，还考虑 V 的 lsotropic 性
质的变化情况，即 norm( vTi Jv j － 0) ，i = 1，…，j － 1 值的大小，其中 J = ［zeros( 2n) ，eye( 2n) ; －
eye( 2n) ，zeros( 2n) ］． 由表 1 可以看出，特征向量 q10 的残量计算值 r10 = Hq10 － λq10 稍微大些，其他都很
精确，所以在后面的计算中只考虑所求的最后一个特征值所对应的特征向量的计算值，接着给出 dim( S)
= 1 000: 1 000: 6 000 时，取 m = 30，k = 10，p = 20，tol = sqrt( eps) 时，表 2 给出总的迭代步 Nitrs，停
机准则 ( eTk yj ) rk 的值以及所求的最后一个特征值对应的特征向量的残量的计算值．
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例 2 用 rand 构造任意 n 阶复 Hermite 矩阵，matlab code 如下:
n = 250，500: 500: 2 500; A = rand( n) ; SA = A' + A; B = rand( n) ;
SB = B － B'; H = SA + i* SB; S = A － B[ ]B A
列表给出 dim( S) = 500，1 000: 1 000: 5 000 时，取 m = 24，k = 10，p = 14，tol = sqrt( eps) 时，表
3 给出总的迭代步 Nitrs，停机准则 ( eTk yj ) rk 的值以及所求前四个模最大特征值对应的特征向量的残量的
计算值． 表 4 给出总的迭代步 Nitrs，停机准则 ( eTk yj ) rk 的值以及所求前四个模最小特征值对应的特征向
量的残量的计算值．
表 3 例 2 模最大特征值问题数值实验
Tab． 3 Test for the modulus maximum eigenvalue in example 2
维数( 2* n) Niters ( eTk y j ) rk Hq1 － q1λ1 Hq2 － q2λ2 Hq3 － q3λ3 Hq4 － q4λ4
500 7 9． 961 4 e － 009 2． 186 2 e － 013 3． 814 4 e － 013 9． 793 9 e － 014 3． 704 9 e － 013
1 000 9 4． 737 0 e － 009 9． 176 3 e － 013 8． 353 7 e － 013 1． 164 9 e － 013 2． 904 7 e － 013
2 000 20 1． 939 3 e － 009 1． 552 3 e － 012 2． 083 8 e － 012 5． 138 8 e － 013 1． 938 1 e － 013
3 000 21 8． 569 3 e － 009 4． 043 2 e － 012 4． 558 4 e － 012 9． 105 6 e － 013 3． 196 6 e － 013
4 000 31 3． 356 3 e － 009 5． 569 9 e － 012 5． 606 0 e － 012 1． 344 8 e － 012 5． 239 3 e － 013
6 000 34 2． 661 2 e － 009 7． 419 1 e － 012 7． 670 4 e － 012 1． 0420 e － 012 4． 0075 3 e － 013
表 4 例 2 模最小特征值问题数值实验
Tab． 4 Test for the modulus minimum eigenvalue in example 2
维数( 2* n) Niters ( eTk yj ) rk Hq1 － q1λ1 Hq2 － q2λ2 Hq3 － q3λ3 Hq4 － q4λ4
500 15 3． 040 2 e － 010 1． 149 5 e － 013 3． 848 3 e － 013 1． 491 8 e － 013 1． 020 4 e － 010
1 000 21 5． 735 6 e － 009 4． 218 7 e － 013 2． 800 7 e － 013 3． 209 2 e － 013 5． 545 0 e － 013
2 000 27 3． 148 5 e － 009 7． 663 8 e － 013 5． 038 7 e － 013 8． 446 1 e － 013 3． 898 9 e － 013
3 000 39 5． 968 6 e － 009 1． 336 9 e － 012 6． 955 5 e － 013 1． 147 5 e － 012 1． 602 4 e － 011
4 000 36 9． 130 4 e － 009 2． 076 2 e － 012 6． 685 5 e － 013 8． 680 4 e － 013 4． 318 8 e － 010
5 000 42 1． 006 3 e － 008 2． 403 5 e － 012 1． 765 8 e － 012 2． 498 6 e － 012 1． 189 3 e － 009
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