Signatures for finite-dimensional representations of real reductive Lie
  groups by Kalinov, Daniil et al.
ar
X
iv
:1
80
9.
03
53
3v
1 
 [m
ath
.R
T]
  1
0 S
ep
 20
18
Abstract
We present a closed formula, analogous to the Weyl dimension formula,
for the signature of an invariant Hermitian form on any finite-dimensional
irreducible representation of a real reductive Lie group, assuming that
such a form exists. The formula shows in a precise sense that the form
must be very indefinite. For example, if an irreducible representation of
GLpn,Rq admits an invariant form of signature pp, qq, then we show that
pp´ qq2 ď p` q. The proof is an application of Kostant’s computation of
the kernel of the Dirac operator.
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1 Introduction
Suppose G is a complex connected reductive algebraic group defined over R,
and GpRq the group of real points. Suppose that
pπ, V q, π : GpRq Ñ GLpV q » GLpdimpπq,Cq (1.1a)
is an irreducible finite-dimensional complex representation of GpRq. Of course
Weyl’s dimension formula provides a simple closed formula for dimpπq. It often
happens that V admits a non-zero GpRq-invariant Hermitian form
x, yπ : V ˆ V Ñ C, xπpgqv, πpgqwy “ xv, wy. (1.1b)
In this case Schur’s lemma guarantees that the form is non-degenerate, and
unique up to a nonzero real factor. Sylvester’s law says that the form has a
signature
pppπq, qpπqq, ppπq ` qpπq “ dimpπq, (1.1c)
π : GÑ UpV, x¨, ¨yq » Upppπq, qpπqq. (1.1d)
Changing the form by a positive factor does not change ppπq and qpπq, and
changing it by a negative factor interchanges them. Therefore both the absolute
value of the difference and the unordered pair
Sigpπq “def |ppπq ´ qpπq|, Σpπq “def tppπq, qpπqu (1.1e)
are well-defined whenever π is finite-dimensional irreducible, and admits a non-
zero invariant form. Because dimpπq is computable, calculating Σpπq is equiva-
lent to calculating the non-negative integer Sigpπq. That calculation is the main
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result of this paper (Theorem 5.12), with a formula nearly as easy to calculate
as Weyl’s dimension formula. Because the general case involves a number of
slightly subtle technicalities, we will in this introduction state only a special
case.
Theorem 1.2. Suppose G “ GLpn,Rq, and
λ “ pλ1, . . . , λnq
is a decreasing sequence of integers. Write
pπCpλq, V pλqq “ algebraic representation of GLpn,Cq of highest weight λ.
Write
n “ 2m` ǫ, m “ rn{2s, ǫ “ 0 or 1.
1. The restriction πpλq to GLpn,Rq is still irreducible.
2. The representation πpλq of GLpn,Rq admits an invariant Hermitian form
if and only if
λ “ p´λn,´λn´1, . . . ,´λ1q;
equivalently, if there is a decreasing sequence of nonnegative integers
µ “ pµ1, . . . , µmq
so that
λ “
#
pµ1, . . . , µm,´µm, . . . ,´µ1q pǫ “ 0q
pµ1, . . . , µm, 0,´µm, . . . ,´µ1q pǫ “ 1q
3. Suppose πpλq admits an invariant Hermitian form. Define σpµq to be the
irreducible representation of Spinpnq of highest weight µ` p1{2, . . . , 1{2q.
Then
Sigpπpλqq “ dimpσpµqq{2m´1`ǫ.
The denominator in the last formula is the dimension of an irreducible (half)
spin representation of Spinpnq, of highest weight p1{2, . . . , 1{2q. That it always
divides the numerator is a classical fact about representations of spin groups.
Of course the division is needed to make the formula give the correct signature
of `1 in case λ “ 0.
This formulation is a bit misleading. The general result Theorem 5.12 in-
volves for GLpnq a rather different representation of Spinpnq, of highest weight
2µ` pm´ 1` ǫ{2,m´ 3` ǫ{2, . . . , ǫ{2q.
The proof of Theorem 1.2 will then follow by a formal manipulation of the Weyl
dimension formula. We carry out the details at the end of Section 5.
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Nevertheless we can see in this special case some interesting behavior of the
signature. In what follows we use the notation of the theorem, always assuming
that
πpλq “ finite-dimensional Hermitian irreducible of GLpn,Rq. (1.3a)
Because SLpn,Rq is noncompact and simple, it cannot admit nontrivial finite-
dimensional unitary representations; that is, there can be no nontrivial homo-
morphism from SLpn,Rq to UpNq. Consequently Sigpπpλqq ą 0 whenever λ ‰ 0.
It is not difficult to prove (for example, using the structure of maximal tori in
Upp, qq) a little more: a nontrivial homomorphism from SLpn,Rq to Upp, qq can
exist only if |p´ q| ě n´ 1. That is,
Sigpπpλqq ě n´ 1 pλ ‰ 0q.
This estimate is the best possible absolute bound, because
Sigpπp1, 0, . . . , 0,´1qq “ n´ 1
either by Theorem 1.2 or by direct calculation of the invariant Hermitian form
xX,Y y “ trpXY q
on the complexified adjoint representation (on nˆ n complex matrices of trace
zero).
One thing that Theorem 1.2 shows is the “typical” behavior of signatures.
The Weyl dimension formula is a polynomial in λ:
degλpdimpπpλqqq “
`
n2 ´ n
˘
{2 “
ˆ
n
2
˙
“ 2m2 `mp2ǫ´ 1q. (1.3b)
(The number of positive roots for G is pdimG ´ rankGq{2.) The signature
formula in the theorem is also a polynomial in λ, but now of degree
degλpSigpπpλqqq “
ˆˆ
n
2
˙
´ rn{2s
˙
{2 “ m2 `mpǫ´ 1q ď degλpdimq{2. (1.3c)
The conclusion is that for “generic” λ,
signature grows more slowly than square root of dimension: (1.3d)
the invariant Hermitian form is close to being maximally isotropic. There is a
similar statement for any real reductive GpRq, with square root replaced by
pdimK ´ rankpKqq{pdimG´ rankpGqq.
Here KpRq is a maximal compact subgroup of GpRq.
For GLpn,Rq, the formulas are so simple and explicit that we can calculate
dimpπpλqq “ Sigpπpλqq2 ¨
mź
i“1
2λi ` n´ 2i` 1
n´ 2i` 1
(1.3e)
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This is a much stronger version of (1.3d). It would be fascinating to find a direct
representation-theoretic interpretation of this formula. (A difficulty is that for
n ě 4, the last product (which is always at least 1) need not be an integer.)
Here is how the rest of the paper is organized. Section 2 recalls the highest
weight parametrization of finite-dimensional representations (Proposition 2.6)
and the identification of Hermitian representations (Proposition 2.8). Section
3 concerns the structure of the “restricted Weyl group;” it can be omitted in
the (very common) case rankG “ rankK. Section 4 calculates the signature
of an invariant Hermitian form on extremal weight spaces (Corollary 3.9); this
is easy, amounting to a calculation in SLp2,Rq. Section 5 recalls from [4] and
[3, Theorem 4.2] elementary facts (Proposition 5.9) about the eigenvalues of the
Dirac operator on finite-dimensional representations. A simple linear algebra
result (Lemma 5.11), based on the self-adjointness of the Dirac operator, then
implies that the signature of an invariant Hermitian form is essentially equal
to the signature on the kernel of the Dirac operator (Corollary 5.10). Finally,
we use the result from Section 4 to calculate the signature on the kernel of the
Dirac operator, and deduce our main result Theorem 5.12 calculating signatures
for finite-dimensional representations of arbitrary real reductive groups.
We thank Jeffrey Adams for pointing out to us the interesting behavior of
signatures of forms on finite-dimensional representations. The third author,
who is an MIT undergraduate student, embarked on an exploration of this
behavior using the atlas software from [8] as a summer research project in
2018, under the guidance of the first author, an MIT graduate student. He
discovered experimentally the polynomial dependence on λ in Theorem 1.2. The
first author found a way to bound signatures from above, which for GLpn,Rq
gave the formula in Theorem 1.2 as an upper bound for Sigpπpλqq. (This method
of the first author is a version of Lemma 5.11.) At this point the second author,
who was old enough to remember [4], was able to join the race at Hereford
Street.
2 Weights and Hermitian representations
We continue as in (1.1) with
G complex connected reductive algebraic group
σR : GÑ G antiholomorphic involutive automorphism
GpRq “ GσR real form of G.
(2.1a)
We will make constant use of a fixed Cartan involution
θ : GÑ G algebraic involutive automorphism; (2.1b)
the characteristic requirement of θ is that the antiholomorphic automorphism
σc “def θ ˝ σR (2.1c)
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is a compact real form of G. Then automatically
K “def G
θ (2.1d)
is a (possibly disconnected) reductive subgroup of G, preserved by σR, and
KpRq “ KσR “ Kσc (2.1e)
is a maximal compact subgroup of GpRq. The Cartan decomposition of the Lie
algebra is the eigenspace decomposition under θ:
s “def ´1 eigenspace of θ,
g “ k` s,
gpRq “ kpRq ` spRq.
(2.1f)
What is much deeper and more powerful and is the Cartan decomposition of
the group:
GpRq “ KpRq ¨ exppspRqq; (2.1g)
the map from right to left is a diffeomorphism.
Every σR-stable maximal torus H Ă G has a GpRq-conjugate which is pre-
served by θ. We therefore consider
H Ă G maximal torus
σRpHq “ H, θpHq “ H
HpRq “def H
σR real points of H
T “def H
θ “ H XK
T pRq “def HpRq
θ “ HpRq XKpRq
“ maximal compact subgroup of HpR.
(2.2a)
Notice that T is a reductive abelian algebraic group, and T pRq its (unique)
compact real form. If we define
a “ hpRq X s, A “ exppaq.
then the Cartan decomposition (2.1g) gives a Lie group direct product decom-
position
HpRq “ T pRq ˆA. (2.2b)
The group A is not algebraic: if we define B “ H´θ then B is an abelian
algebraic group, and
A “ Lie group identity component of BpRq
The notation in (2.2b) (particularly for A) is very traditional and rather useful
(for describing continuous characters of HpRq, for example). But the non-
algebraic nature of A must always be remembered.
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The roots of H in G are complex-valued algebraic (and in particular holo-
morphic) characters of H :
α : H Ñ Cˆ pα P RpG,Hqq. (2.2c)
As holomorphic characters, the roots are determined by their restrictions to
HpRq, or the differentials of those restrictions:
αR : HpRq Ñ C
ˆ, dαR : hpRq Ñ C. (2.2d)
We will often write just α for either αR or its differential, relying on the context
to avoid ambiguity. But for the structural results we are now describing, it is
helpful to maintain an explicit distinction. In accordance with tradition, we
will write the group structure on roots as `, even though it corresponds to
multiplication of characters of H .
Because the automorphism θ is assumed to preserveH , it automatically acts
on the roots. A moment’s thought shows that σR also permutes the root spaces,
and therefore acts on the roots by the requirement
rσRpαqsphq “def αpσ
´1
R
phqq.
These two actions are related by
θpαq “ σRp´αq. (2.2e)
The root α is called real if dαR is real valued (equivalently, if αR is real-
valued). Because of (2.2e),
α is real ðñ σRpαq “ α ðñ θpαq “ ´α. (2.2f)
In case α is real, the root subgroup
φα : SLp2q Ñ G
may be chosen to be defined over R with the standard real form of SLp2q:
φα : SLp2,Rq Ñ GpRq (2.2g)
The root β is called imaginary if dβR is imaginary-valued (equivalently, if
βR takes values in the unit circle). Because of (2.2e),
β is imaginary ðñ σRpβq “ ´β ðñ θpβq “ β. (2.2h)
In case β is imaginary, the root subgroup φβ is defined over R, but with one of
two different real forms of SLp2q. In case
φβ : SUp1, 1q Ñ GpRq, (2.2i)
we say that β is noncompact imaginary. In case
φβ : SUp2q Ñ GpRq, (2.2j)
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we say that β is compact imaginary.
Finally, the root γ is called complex if dγR is neither real nor purely imaginary
valued (equivalently, if γR takes non-real values of absolute value not equal to
1). Because of (2.2e),
γ is complex ðñ σRpγq ‰ ˘γ ðñ θpγq ‰ ˘γ. (2.2k)
It is equivalent to require that the root subgroup
φγ : SLp2q Ñ G
is not defined over R for any real structure on SLp2q.
There are (up to conjugation by KpRq) two maximal tori of particular in-
terest to us. First is the maximally split torus
HspRq “ TspRq ¨ As. (2.3a)
This torus is characterized by the three equivalent requirements
dimRAs is as large as possible
dimR TspRq is as small as possible
there are no noncompact imaginary roots of Hs in G.
(2.3b)
Inside the root system RpG,Hsq we can find a set of positive roots R
`
s “
R`pG,Hsq satisfying
the nonimaginary roots in R`s are preserved by ´θ. (2.3c)
There is a unique Weyl group element specified by the requirement
w0,spR
`pG,Hsq “ θR
`pG,Hsq;
it commutes with θ (as an automorphism of H), and so acts on T pRq and A.
Next, themaximally compact torus (sometimes called the fundamental torus)
HcpRq “ TcpRq ¨ Ac. (2.4a)
This torus is characterized by the four equivalent requirements
dimRAc is as small as possible
dimR TcpRq is as large as possible
TcpRq0 is a maximal torus in KpRq0
there are no real roots of Hc in G.
(2.4b)
Inside the root system RpG,Hcq we can find a set of positive roots R
`
c “
R`pG,Hcq satisfying
R`c is preserved by θ. (2.4c)
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Our next goal is to recall the parametrization (due to Cartan and Weyl) of
finite-dimensional representations of GpRq by highest weights. In order to do
that, we need two more bits of notation. For each root α, recall that the coroot
α_ is the restriction to the maximal torus of the root SLp2q:
α_ : Cˆ Ñ H, α_pzq “ φα
ˆ
z 0
0 z´1
˙
. (2.5a)
The homomorphism φα is unique only up to conjugation by diagonal matrices
in SLp2q, but α_ is (therefore) absolutely unique. The homomorphism α_ is
specified by its differential
Hα “def dφα
ˆ
1 0
0 ´1
˙
P h. (2.5b)
If α is real, so that φα is defined over R, then we can define
mα “def φα
ˆ
´1 0
0 ´1
˙
“ α_p´1q “ exppiπHαq P HpRq, (2.5c)
an element of order (one or) two in the real Cartan subgroup HpRq.
A character
γ : HpRq Ñ Cˆcontinuous
dγpRq : hpRq Ñ C real linear
dγ : hÑ C complex linear
(2.5d)
is called weakly integral if
dγpHαq P Z pα P RpG,Hqq. (2.5e)
It is called strongly integral if it is integral, and also
γpmαq “ p´1q
dγpHαq pα P RpG,Hq realq. (2.5f)
Proposition 2.6. Suppose G is a reductive algebraic group as in (2.1), and H
is a real θ-stable maximal torus as in (2.2).
1. Every irreducible finite-dimensional representation of GpRq remains irre-
ducible on restriction to the identity component, and so defines an irre-
ducible finite-dimensional complex representation of the complex reductive
Lie algebra g.
2. The H-weights of finite-dimensional representations of GpRq are precisely
the strongly integral characters of HpRq (see (2.5f)).
3. If γ is a strongly integral character of HpRq, then there is a finite-dimen-
sional representation F pγq of GpRq having extremal weight γ.
4. If H “ Hs is maximally split, then the representation F pγq is uniquely
determined.
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Most of this is proven in [6, Section 0.4].
Corollary 2.7. In the setting of Proposition 2.6, define
GpRqrHs “ GpRq0 ¨HpRq,
the subgroup of GpRq generated by the identity component and the fixed maximal
torus. Put
πH0 pGpRqq “ GpRq{GpRq
rHs ,
the quotient of the component group by the image of the component group of
HpRq. Define
GpRq7 “ tg P GpRq | Adpgq P AdpGpRq0u Ą G0pRq,
π
7
0pGpRqq “ GpRq{GpRq
7.
1. Each group GpRqrHs contains GpRq7, with equality for the maximally com-
pact Cartan H “ Hc of (2.4a).
2. Each group πH0 is a quotient of π
7
0, which is a finite product of copies of
Z{2Z.
3. Suppose γ is a strongly integral character of HpRq. Then there is a sim-
ply transitive action of the character group of πH0 on the set of finite-
dimensional irreducible representations of GpRq having extremal weight
γ. The action is given by tensoring with the irreducible characters of
GpRq{GpRqrHs.
Proof. For (1), suppose g P GpRq7. Choose (according to the definition of
GpRq7) g0 P GpRq0 so that Adpgq “ Adpg0q. This means in particular that
g´10 g P ZpGpRqq Ă HpRq, which is the first assertion of (1). The last assertion
we will address in Section 4 after we have discussed restricted roots.
The first assertion in (2) is an immediate consequence of (1). The second
we will prove in Proposition 3.4(6) below.
For (3), Proposition 2.6 guarantees that there is an irreducible finite-dimen-
sional F pγq of extremal weight γ, and that F pγq remains irreducible for GpRq0.
The rest of (3) is a formal consequence.
We turn next to the calculation of Hermitian duals.
Proposition 2.8. Suppose again that G is a reductive algebraic group as in
(2.1), and H is a real θ-stable maximal torus as in (2.2). We use the decompo-
sition
HpRq “ T pRq ˆA
of (2.2b). Write
X˚pT q “ tcontinuous characters λR : T pRq Ñ S
1u
» talgebraic characters λ : T Ñ Cˆu
» X˚pHq{p1´ θqX˚pHq
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for the characters of the compact group T pRq. We identify characters of the
vector group A “ exppaq with the complex dual space
a˚C “ Hompa,Cq,
sending ν P a˚
C
to the character
exppXq ÞÑ exppνpXqq pX P aq
or equivalently
a ÞÑ aν pa P Aq.
1. Characters of HpRq may be indexed by pairs
γ “ pλ, νq P X˚pT q ˆ a˚C.
2. The differential of such a character γ is
dγ “ pdλ, νq P itpRq˚ ˆ a˚C.
3. The Hermitian dual of γ is
γh “ pλ,´νq.
4. If γ is strongly integral, then the Hermitian dual of a finite-dimensional
representation F pγq (of extremal weight γ) is a finite-dimensional repre-
sentation F pγhq (of extremal weight γh).
5. Suppose γh is conjugate by W to γ, so that F pγqh also has extremal weight
γ. If πH0 is trivial (see Corollary 2.7) (in particular, if GpRq is connected)
then the (uniquely determined) F pγq must admit an invariant Hermitian
form. If πH0 is not trivial, then either all or none of the |π
H
0 | choices for
F pγq admits an invariant Hermitian form.
6. Suppose Hs is maximally split as in (2.3), and pλs, νsq is a strongly integral
R`s -dominant weight. Then
F pλs, νsq
h “ F pw0,s ¨ λs,´w0,s ¨ pνsqq.
In particular, there is a nonzero invariant Hermitian form if and only if
νs “ ´w0,s ¨ pνsq, w0,s ¨ λs “ λs.
7. Suppose Hc is maximally compact as in (2.4), and pλc, νcq is a strongly
integral R`c -dominant weight. Then
F pλc, νcq
h “ F pλc,´νcq.
In particular, there is a nonzero invariant Hermitian form only if
νc is purely imaginary.
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Describing sufficient conditions for the existence of a form using the maxi-
mally compact Cartan Hc is complicated; we will address this in Corollary 4.3.
Sketch of Proof. The identification of algebraic characters of T with continuous
characters of the compact real form T pRq is a feature of any reductive algebraic
group. Parts (1)–(3) are immediate. The Hermitian dual of a direct sum is the
direct sum of the Hermitian duals, so (4) follows. In case H “ Hs, the extremal
weight pλs,´νsq is evidently dominant for the positive system w0,s ¨R
`pG,Hsq,
and (5) follows.
For (6), the only difficulty is that F pλc, νcq is not unique: we only know
that F pλc, νcq
h is some representation of highest weight pλc,´νcq. This proves
the necessity of the condition in (6) (for existence of an invariant form). The
hypothesis for the last assertion in (6) amounts to
GpRq “ GpRq0TcpRq,
which implies that the representation F pλc, νcq is unique.
3 Restricted Weyl group
Our goal is to study invariant Hermitian forms on extremal weight spaces with
respect to a maximally compact Cartan
Hc “ TcpRq ¨ Ac
as in (2.4). In order to do that, we first need to understand how the roots and
Weyl group of Hc restrict to Tc; that is the subject of this section. Fix a θ-stable
system of positive roots
R`c Ă RpG,Hcq.
Write
W “W pG,Hcq “W pRpG,Hcqq Ă AutpHcq (3.1a)
for the Weyl group of Hc in G. We are interested in several subgroups of W ,
including
W θ “ centralizer of θ in W
Wimag “W pRc,imagq ĂW
θ Weyl group of imaginary roots
WK “ NKpHq{pK XHq » NKpT q{T ĂW
θ
WK0 “ NK0pT0q{T0 ĂWK compact Weyl group
(3.1b)
The reason we do not call WK the “compact Weyl group” is that it need not
be the Weyl group of a root system.
The first important fact about the maximally compact Cartan is that no
root is trivial on Tc,0. The reason is that (for any θ-stable real Cartan) the
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roots vanishing on t are exactly the real roots (see (2.2f)); and on Hc there are
no real roots (see (2.4)). We can therefore introduce the restricted roots
RrespG, Tc,0q “ tα “ α|Tc,0 | α P RpG,Hcqu
Ă X˚pT0q “ X
˚pHcq{X
˚pHcq
´θ.
(3.1c)
The dual lattice to X˚pHcq{X
˚pHcq
´θ is
X˚pTc,0q “ X˚pHcq
θ (3.1d)
The restricted coroots are by definition
α_ “
$’&’%
α_ α “ θα imaginary
α_ ` θα_ α complex, α` θα not a root
2pα_ ` θα_q α complex, α` θα a root.
(3.1e)
Proposition 3.2. The restricted roots and coroots form a root datum
Rres “ pX
˚pTc,0q, Rres, X˚pTc,0q, R
_
resq
in the torus Tc,0. This root datum is not reduced when the third case for coroots
arises. Restriction to Tc,0 defines an isomorphism
W θ|Tc,0 “W pRresq.
Inside this root datum are several smaller root data.
1. The reduced restricted root datum, written Rres,red, consisting of the re-
stricted roots α so that 2α is not a restricted root; equivalently, those falling
in cases (1) and (2) of (3.1e). This subsystem is preserved by W θ, and
has the same Weyl group:
W pRres,redq “W pRresq.
2. The complex subsystem, written Rres,cplx, consisting of the restrictions to
Tc,0 of the complex roots and the corresponding coroots. This subsystem
is preserved by the action of W θ, and so defines a normal subgroup
Wcplx ⊳W
θ.
3. The imaginary subsystem, written Rres,imag, consisting of the restrictions
to Tc,0 of the imaginary roots and the corresponding coroots. This subsys-
tem is preserved by the action of W θ, and so defines a normal subgroup
Wimag ⊳W
θ.
The imaginary roots have a Z{2Z grading in which the compact imaginary
roots are even and the noncompact imaginary roots are odd (cf. (2.2h)).
This grading is respected by Wcplx, but not usually by Wimag.
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4. The root datum for K, written RK . Its roots are the disjoint union of the
complex roots and the compact imaginary roots:
RK “ Rcplx >Rimag,cpt.
Sketch of Proof. That the restricted roots are a root system is classical. The
term “restricted roots” most often refers to restriction to the split part of a
maximally split torus. The fact those restrictions constitute a root system
is proved in [2, Section VII.2]. Helgason’s arguments can be applied (with
substantial simplifications) to show that Rres is a root datum.
Another classical fact is that tc contains regular elements, so that no element
ofW can fix all elements of tc. This proves that restriction to Tc,0 is an injective
group homomorphism on W θ. That the image contains W pRresq follows from
sα “
$’&’%
sα|Tc,0 α imaginary
psαsθαq|Tc,0 α complex, α` θα not a root
sα`θα|Tc,0 α` θα a root.
(Only the second assertion requires thought, and it is very easy.)
That W θ is generated by elements of these three kinds is due perhaps to
Knapp; a proof may be found in [7, Proposition 3.12].
For (1), the complex roots are precisely those having a non-trivial restriction
to the ´1 eigenspace a of θ. That W θ preserves these roots is obvious. In
particular, the reflections in complex restricted roots preserve complex roots.
This last fact is the main part of the proof that the complex roots are a root
datum.
Part (2) is exactly parallel, except that this time the condition is trivial
restriction to a. The grading was already explained after (2.2h); that it is
preserved by compact imaginary reflections is clear. We postpone for a moment
the assertion that it is preserved by complex reflections.
Because K0 is a reductive algebraic group with maximal torus Tc,0, we have
the root datum of K0 in X
˚pTc,0q and X˚pTc,0q. Evidently this includes the
compact imaginary roots. From each complex root β with root vector Xβ we
get a root vector
Xβ ` θXβ P k
for β; so the complex roots are automatically roots for K0. This proves (3).
Because the complex root reflections have representatives in K, they must
preserve the compact/noncompact grading on the imaginary roots. This com-
pletes the proof of (2).
Recall that we have fixed a θ-stable set of positive roots R`c ; this defines
automatically a positive root system R`res for the restricted roots, and also for
the complex, imaginary, and compact roots. Write Γc for the Dynkin diagram
of R`c (a graph with a vertex for each simple α and an edge labelled r from α
to β whenever α ` rβ is a root). Then θ defines an automorphism of Γc. The
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R ò
θ
❝ ❝ ❝ ❝ Rres
❝ ❝ą ö
Rred ò
θ
❝ ❝s Rres,red
❝ să
Table 1: Restricted and reduced roots for SLp5, Rq
Dynkin diagram Γres for the restricted roots has as vertex set the orbits of θ
on Γc. A fixed point on Γc corresponds to an imaginary simple root in Γres;
an orbit consisting of two non-adjacent simple roots α and θpαq corresponds to
a complex simple root α in the second case of (3.1e); and an orbit consisting
of two adjacent simple roots α and θpαq corresponds to a non-reduced complex
simple root α in the third case of (3.1e). (Such a vertex α is joined to itself in
the restricted Dynkin diagram Γres since 2α is the (imaginary) root α ` θpαq.
See for example the top right diagram in Table 1.)
The reduced restricted roots are the restrictions of roots which involve either
both or neither of a pair pα, θαq of adjacent simple roots. Such roots in R are
themselves a θ-stable subsystem Rred. The simple roots of Rred are those of
R, except that each adjacent complex pair pα, θαq is replaced by the single
imaginary simple root α` θα.
This process is illustrated for SLp5,Rq in Table 1. The Dynkin diagram in
the upper left is for R, showing the action of θ reversing the line. The diagram
on the upper right is for the restricted roots, obtained by folding the diagram
on the left in half. The diagram on the lower left eliminates the complex roots
for which 2α is a root, by replacing the two middle roots by their sum. On
the lower right are the restricted reduced roots: the complex restricted root α
has been replaced by an imaginary (restricted) root α ` θα. In each diagram
imaginary vertices are indicated with a filled circle, and complex vertices with
an empty circle.
We offer one more example, the restricted root system for the split real
form of E6. In this case the Cartan involution θ interchanges the long legs
of the Dynkin diagram. There are no adjacent pairs pα, θαq, so the restricted
root system is already reduced. Its Dynkin diagram is obtained by folding
together the long legs of the E6 diagram, obtaining a diagram of type F4. Again
imaginary vertices are illustrated with a filled circle, and complex vertices with
an empty circle.
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Table 2: Restricted roots for the split real form of E6
Returning to general G, define
2ρcplx “
ÿ
αPR`
cplx
α P X˚pTc,0q
2ρimag “
ÿ
βPR`
imag
β P X˚pTc,0q
2ρK “
ÿ
γPR`
K
γ P X˚pTc,0q.
(3.3a)
Define the singular imaginary roots by
R
sing
imag “ tδ P Rres | x2ρcplx, δ
_y “ 0u, (3.3b)
the singular complex roots by
R
sing
cplx “ tδ P Rres | x2ρimag, δ
_y “ 0u, (3.3c)
and the singular noncompact roots by
R
sing
ncpt “ tδ P Rres | x2ρK , δ
_y “ 0u. (3.3d)
Using these root systems, we can begin to understand the restricted Weyl
group W θ “Wres.
Proposition 3.4. We use the notation of Proposition 3.2.
1. The weight 2ρcplx is dominant for R
`
res and regular for the complex roots.
Therefore the singular imaginary roots form a Levi subsystem in Rres,
consisting entirely of imaginary roots. We get a semidirect product de-
composition
W θ “Wcplx ¸W
sing
imag.
2. The weight 2ρimag is dominant for R
`
res and regular for the imaginary
roots. Therefore the singular complex roots form a Levi subsystem in Rres,
consisting entirely of complex roots. We get a semidirect product decom-
position
W θ “W singcplx ˙Wimag.
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For the last items, we modify our θ-stable choice of positive roots R`c to a new
choice
R`,Kc making 2ρK dominant.
3. The weight 2ρK is dominant for R
`,K
res and regular for the roots of K.
Therefore the singular noncompact roots form a Levi subsystem with re-
spect to R`,Kres consisting entirely of noncompact imaginary roots
t˘β1, . . . ,˘βru.
This root system is of type Ar1, so has Weyl group
W
sing
ncpt “ pZ{2Zq
r.
For 1 ď j ď r, choose a root SLp2q
φβj : SUp1, 1q Ñ GpRq, φβj
ˆ
Ad
ˆ
i 0
0 ´i
˙
pgq
˙
“ θpφβj pgqq
as in (2.2h). Define
σj “ φβj
ˆ
0 1
´1 0
˙
,
a representative in NGpHcq for the simple reflection sβj , and
mj “ φβj
ˆ
´1 0
0 ´1
˙
P Tc,0pRq Ă KpRq.
For B Ă t1, . . . , ru, define
HB “
ÿ
iPB
β_j P X˚pHcq, σB “
ź
jPB
σj
sB “
ź
jPB
sj PW
sing
ncpt mB “
ź
jPB
mj “ expp2πiHB{2q “ σ
2
B.
Then
θpσBq “ σ
´1
B “ mBσB .
4. The Weyl group element sB admits a representative in K if and only if
there is a coweight ℓB P X˚pHcq satisfying
ℓB ` θpℓBq “ HB.
In this case the representative may be taken to be
rsB “ exppπiℓBqσB .
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5. Define
W
sing
ncptpKq “ tsB P pZ{2Zq
r | HB P p1` θqX˚pHcqu pB Ă t1, . . . , ruq.
Then there is a semidirect product decomposition
WK “WK0 ¸W
sing
ncptpKq,
the second factor being an abelian group with every element of order one
or two.
6. Define
K7 “ tk P K | AdGpkq P AdGpK0qu “ K0Tc
(cf. Corollary 2.7; K7pRq “ GpRq7 XK). Then
GpRq{GpRq7 » KpRq{K7pRq » K{K7 »W singncptpKq.
Sketch of Proof. We recommend examining Table 3 to get a more concrete
picture of the constructions in the proposition.
Part (2) is [7, Proposition 3.12(c)]; part (1) can be proven in exactly the
same way. For (3), the dominance of 2ρK comes from the choice of positive
roots, and the regularity for K is a general fact about positive root sums in
a root datum. This implies that the singular noncompact roots are roots in a
Levi factor for the restricted root datum, and are all noncompact imaginary. In
particular, the sum of two distinct singular noncompact roots cannot be a root;
for if it were root, the grading would necessarily make it even, and so compact,
and therefore not singular.
The absence of root sums shows that the noncompact singular system con-
sists of orthogonal simple roots, and is therefore of type Ar1. The assertions
before (4) all take place in SUp1, 1qr, where they are easy computations.
For (4), any representative of sB is of the form
rsB “ hσB, some h “ exppiπℓq P Hc. (3.5a)
Therefore
θrsB “ θphqmBσB,
and rsB belongs to K if and only if
hσB “ θphqmBσB, hθphq
´1 “ mB,
or equivalently
exppiπpℓ´ θℓqq “ expp´iπHBq. (3.5b)
The kernel of expp2πiq on hc is X˚pHcq, so the conclusion is that there must be
an element ℓB P X˚pHcq satisfying
pℓ´ θℓq{2`HB{2 “ ℓB.
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R Rres Rcplx Rimag R
sing
cplx R
sing
imag Wcplx ¸W
sing
imag W
sing
cplx ˙Wimag
A2n´1 Cn Dn A
n
1 An´1 A1 W pDnq ¸ t˘1u Sn ˙ t˘1u
n
A2n BCn Bn A
n
1 An´1 H W pBnq ¸ 1 Sn ˙ t˘1u
n
Dn`1 Bn A
n
1 Dn A1 An´1 t˘1u
n ¸ Sn t˘1u ˙W pDnq
E6 F4 D4 D4 A2 A2 W pD4q ¸ S3 S3 ˙W pD4q
Table 3: Restricted root systems
Because HB is in the `1 eigenspace of θ and ℓ´ θpℓq in the ´1 eigenspace, this
equation is equivalent to two equations
HB “ ℓB ` θpℓBq, pℓ´ θℓq{2 “ pℓB ´ θpℓBqq{2. (3.5c)
So the existence of rsB guarantees the existence of ℓB as the Proposition requires.
Conversely, given ℓB as in the proposition, choosing ℓ “ ℓB makes (3.5c) true,
proving that rsB “ exppiπℓBqσB (3.5d)
is a representative for sB in K.
For (5), suppose w P WK . Clearly wpR
`
Kq is another positive root system
for RK , so there is a unique w1 PW pRKq “WK0 satisfying
wpR`Kq “ w1pR
`
Kq, wp2ρKq “ w1p2ρKq. (3.5e)
Therefore w2 “ w
´1
1 w fixes 2ρK . By Chevalley’s theorem, w2 is a product of
reflections fixing 2ρK ; that is, w2 PW
sing
ncpt. Now (5) follows.
Part (6) is elementary.
If θ acts trivially on the roots in Hc, then all roots are imaginary, and there is
not much content to Proposition 3.4(1)–(2). If θ interchanges two simple factors
RL » R0 and RR » R0 of the root system, then all the roots are complex,
and W θ is the diagonal copy of W pR0q. The remaining and most interesting
(indecomposable) possibility is that θ acts as a nontrivial automorphism of
order 2 of a simple root system R. There is up to isomorphism exactly one such
automorphism for the simple root systems of types An pn ě 2q, Dn pn ě 4q,
and E6, and none for the other simple systems. Table 3 lists the restricted
root systems in each case, and some of the other root systems described in
Proposition 3.2. In each case the last two columns give two semidirect product
decompositions of Wres “W
θ from Proposition 3.4.
One can give a similarly exhaustive enumeration of the results of Proposition
3.4(3–6), but the details are substantially more complicated; so we will content
ourselves with a few examples. If the complex group G is simply connected,
then X˚ is the coroot lattice, which has as a basis the simple coroots. Because
the roots βi are simple, the equation in Proposition 3.4(4) can have no solution
unless B is empty. That is (still for G simply connected)
W
sing
ncptpKq “ 1, K “ K
7 “ K0Tc.
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(In fact K must be connected in this case.)
We get interesting departure from this behavior only when X˚ includes more
than the coroots. Enlarging X˚ means passing to central quotients of G; the
most interesting case is for the adjoint group. Here are some examples.
Suppose first that G “ PSpp2n,Rq, the projective symplectic group. In this
case
X˚ “ tλ P Zn |
ÿ
i
λi P 2Zu RpG,Hcq “ t˘2ei, p˘ei ˘ ejq | i ‰ ju
X˚ “ xZ
n, p1{2, . . . , 1{2qy R_pG,Hcq “ t˘ei, p˘ei ˘ ejq | i ‰ ju
(3.6a)
The action of θ on Hc is trivial, so all the roots are imaginary. The compact
ones are
Rcpt “ tpei ´ ejq | i ‰ ju, 2ρK “ pn´ 1, n´ 3, . . . ,´n` 1q P X
˚. (3.6b)
We therefore calculate
R
sing
ncpt “ t˘pe1 ` enq, . . . , pern{2s ` en´rn{2s`1qu Y t2epn`1q{2u; (3.6c)
the last root is present only if n is odd. The corresponding simple coroots are
tpe1 ` enq, pe2 ` en´1q, . . . , pern{2s ` en´rn{2s`1qu Y tepn`1q{2u,
again with the last term present only if n is odd. The elements HB have all
coordinates 1 or 0, symmetrically distributed. Since θ acts by the identity, B
contributes to W singncpt if and only if HB is divisible by two in X˚; that is, if and
only if
B “ H or B “ t1, . . . , ru.
The nontrivial Weyl group element is
wBpt1, . . . , tnq “ pt
´1
n , . . . , t
´1
1 q (3.6d)
(reverse order and invert all entries). (More precisely, that is the Weyl group
element in Spp2nq, acting on the maximal torus pCˆqn. In our case that torus
is divided by ˘1.)
Suppose next thatG “ PSOp2n, 2nq, the projective special orthogonal group
(the split form of D2n). In this case
X˚ “ tλ P Z2n |
ÿ
i
λi P 2Zu RpG,Hcq “ tp˘ei ˘ ejq | i ‰ ju
X˚ “ xZ
2n, p1{2, . . . , 1{2qy R_pG,Hcq “ tp˘ei ˘ ejq | i ‰ ju
(3.7a)
We will sometimes write a semicolon between the first n and the last n coor-
dinates of X˚ for clarity. The action of θ on Hc is trivial, so all the roots are
imaginary. The compact ones are
Rcpt “ tp˘ep ˘ eqq, p˘en`p ˘ en`qq | 1 ď p ‰ q ď nu,
2ρK “ pn´ 1, n´ 2, . . . , 1, 0;n´ 1, n´ 2, . . . , 1, 0q P X
˚.
(3.7b)
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We therefore calculate
R
sing
ncpt “ t˘pep ´ en`pq | 1 ď p ď n´ 1u Y tpen ˘ e2nqu; (3.7c)
The corresponding simple coroots are the same. The elements HB have coordi-
nates 1 ď p ď n ´ 1 equal to 1 or 0, with the same value on coordinate p ` n.
The coordinates n and 2n are either p0, 0q or p1,˘1q or p2, 0q. Since θ acts by
the identity, B contributes to W singncptpKq if and only if HB is divisible by two in
X˚; that is, if and only if
HB0 “ 0, B0 “ H;
HB˘ “ p1, . . . , 1;´1, . . . ,¯1q, B˘ “ tpep ´ en`pq|p ď n´ 1u Y tpen ¯ e2nqu
HB2 “ p0, . . . , 2; 0, . . . , 0q, B2 “ tpen ´ e2nq , pen ` e2nqu.
The three nontrivial Weyl group elements are
wB˘ps1, . . . , sn; t1, ¨ ¨ ¨ , tnq “ pt1, . . . , t
˘1
n ; s1, . . . , s
˘1
n q
wB2ps1, . . . , sn; t1, . . . , tnq “ ps1, . . . , sn´1, s
´1
n ; t1, . . . , tn´1, t
´1
n q.
(3.7d)
(More precisely, those are the Weyl group elements in SOp4nq, acting on the
maximal torus pCˆq2n. In our case that torus is divided by ˘1.) Because
Tc “ Hc is connected, the group K
7 “ K0Tc is connected. Therefore the group
of connected components of K is
K{K0 “W
sing
ncptpKq “ pZ{2Zq
2,
the Klein four-group.
We are going to need to understand the cosets of WK0 in W
θ. We conclude
this section with that. Define
W 1 “ tw PW θ | wR`res Ą R
`
Ku; (3.8a)
equivalently, these are the restricted Weyl group elements making only noncom-
pact imaginary roots change sign. The reason these elements are of interest is
that they are natural coset representatives for WK0 in W
θ:
W θ “WK0 ¨W
1, W 1 »WK0zW
θ. (3.8b)
Corollary 3.9. In the setting of (3.8),
W 1 ĂW singimag.
More precisely,
W 1 “
!
w PW singimag | wR
`,sing
imag Ą R
`,sing
imag,cpt
)
,
WK0zW
θ »WKimag,0zWimag.
The groups on the right in the last formula come from the (maximal cuspidal
Levi) subgroup
Limag “ G
Ac
corresponding to the imaginary roots of Hc.
This is immediate from Proposition 3.4(1).
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4 Restricted weights
There are many useful classical facts about the set of weights of a finite-dimen-
sional representation, like the fact that all weights are in the convex hull of the
extremal weights. In this section we first formulate those facts for restricted
weights with respect to a maximally compact Cartan. Then we consider the
behavior of invariant Hermitian forms on the restricted extremal weight spaces.
Fix therefore a θ-stable system of positive roots
R`c Ă RpG,Hcq,
and a strongly integral R`c -dominant weight
γc “ pλc, νcq. (4.1a)
Write
F pγcq “ (some) finite-dimensional irreducible, highest weight γc (4.1b)
as in Proposition 2.6(3). Eventually we will impose also the requirement
νc is purely imaginary; (4.1c)
the requirement that νc be imaginary is the condition from Proposition 2.8 for
the existence of a GpRq7 invariant Hermitian form on F pγcq.
Every continuous character of HcpRq restricts to a continuous character of
TcpRq, which is in turn the restriction of a unique algebraic character in X
˚pTcq.
The restricted weights of the finite-dimensional representation F pγcq are the
characters
tφ P X˚pTcq | φ “ restriction of character φ of HcpRq in F pγcq.u (4.1d)
It was more convenient to discuss the general theory of restricted roots on the
connected torus Tc,0, but it is more convenient to discuss restricted weights on
all of Tc. Passage back and forth is facilitated by the fact
X˚pTcq
res
ÝÑ X˚pTc,0q is injective on restricted root lattice ZRres; (4.1e)
the lattice means the lattice of Tc-weights of Spgq. Using this fact, we will
freely replace any restricted root α P X˚pTc,0q by its unique extension to Tc as
a weight of g. Define
2ρ_res “
ÿ
αPR`
res,red
α_, (4.1f)
the sum of the coroots for the positive reduced restricted roots. If φ P X˚pTcq
is any character, then there is a unique character wφ (for w P W θ) with the
property that wφ is weakly dominant for R`res. We define the restricted height
of φ by
htrespφq “ xwφ, 2ρ
_
resy “ xwφ, 2ρ
_
resy (4.1g)
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a nonnegative integer. (The last pairing is independent of the choice of φ P
X˚pHcq restricting to φ, because the restricted coroots are θ-fixed.) Clearly
htrespφq “ htrespxφq px PW
θq. (4.1h)
Here is the description we want of restricted weights.
Proposition 4.2. Suppose we are in the setting of (4.1) so that in particu-
lar F pγcq is an irreducible finite-dimensional representation of GpRq of highest
weight
γc “ pλc, νcq.
1. The set of restricted weights (and their multiplicities) is invariant under
the restricted Weyl group W θ.
2. An R`res-dominant restricted weight φ is a restricted weight of F pγcq if and
only if
λc “ φ`
ÿ
αPR`res
nαα, pnα P Nq.
In this case
htrespφq ď htrespλcq,
with equality if and only if φ “ λc.
3. Suppose a restricted weight φ is a weight of F pγcq. Then
λc “ φ`
ÿ
αPR`res
nαα, pnα P Nq
and
htrespφq ď htrespλcq,
with equality if and only if
φ “ wλc, some w PW
θ.
We call twλc | w PW
θu the restricted extremal weights of F pγcq.
4. The R`K-dominant restricted extremal weights are
W 1λc,
with W 1 as in Corollary 3.9. Each such extremal weight is therefore
uniquely of the form
wλc “ λc ´
ÿ
βPR`,sing
imag
simple
nββ,
with notation as in (3.3).
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Part (1) is elementary. Part (2) is exactly parallel to a standard fact about
weights of finite-dimensional representations, and can be proved in the same
way. Then (3) follows from (1) and (2). Part (4) follows from Corollary 3.9.
We omit the details.
Corollary 4.3. Suppose we are in the setting of (4.1), and that (4.1c) also
holds, so that F pγcq admits a GpRq0-invariant Hermitian form
x¨, ¨yF pγcq.
We normalize this form to be positive on the λc restricted weight space.
1. The form x¨, ¨yF pγcq is nondegenerate on each (one-dimensional) restricted
extremal weight space wλc, and so either positive or negative there. Write
ǫF pγcqpwq “ ˘1
for this sign.
2. The sign ǫF pγcqpwq is invariant under left multiplication by W pK0q, and so
is determined by its restriction to the coset representativesW 1 of Corollary
3.9.
3. Write the simple roots for the Levi subsystem Rsingimag as the disjoint union
of compact and noncompact imaginary roots:
Π`,singimag “ Π
`,sing
imag,cpt > Π
`,sing
imag,ncpt
(notation as in Proposition 4.2(4)). For w PW 1, we have
ǫF pγcqpwq “
ź
βPΠsing
imag,ncpt
p´1qnβ .
4. The form x¨, ¨yF pγcq is invariant by KpRq (and therefore by GpRq) if and
only if
ǫF pγcqpxwq “ 1, all x PW
sing
ncptpKq
(see Proposition 3.4(5)).
Proof. se:extrsig Because all characters of the compact group TcpRq are Her-
mitian, the Hermitian pairing necessarily makes the distinct restricted weight
spaces orthogonal, and so (by nondegeneracy) defines a nondegenerate form on
each restricted weight space. Now (1) is immediate. The form is preserved by
GpRq0 Ą KpRq0, and the Weyl group elements in W pK0q have representatives
in KpRq0. So (2) follows. Part (3) can be proven by induction on the length of
w. It is obvious if w “ 1; so suppose w ‰ 1, and choose a simple reflection sβ
so that
ℓpsβwq “ ℓpwq ´ 1. (4.4a)
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Because w is in the Levi subgroupW singimag, the root β must be imaginary. Define
m “ xsβwλ, β
_y. (4.4b)
Then
wλ “ sβwλ´mβ. (4.4c)
The proposed formula for ǫpwq therefore satisfies
ǫpwq “ ǫpsβwq ¨
#
1 if β is compact
p´1qm if β is noncompact.
(4.4d)
To complete the induction argument, we must show that ǫ actually satisfies
(4.4d). The m` 1-dimensional space
Epw, βq “ span of the weight spaces twλ´ jβ | 0 ď j ď mu (4.4e)
is an irreducible representation of SLp2q, by means of the root SLp2q φβ (see
(2.2)). If β is compact, Epw, βq a Hermitian representation of SUp2q, so the
form is definite, and ǫpsβwq “ ǫpwq, as required by (4.4d).
If β is noncompact, then Epw, βq is an irreducible Hermitian representation
of SUp1, 1q. For such a representation, calculation in SUp1, 1q shows that the
signature of the form alternates in j on the weights wλ´ jβ. Consequently
ǫpwq “ p´1qmǫpsβwq, (4.4f)
again as required by (4.4d). This completes the induction, and the proof of (3).
For (4), if the form is KpRq-invariant, then it must be definite on each of the
irreducible representations of KpRq generated by an extremal weight. Because
the elements of W singncptpKq have representatives in KpRq (Proposition 3.4(5)),
the invariance property in (4) follows.
We omit the proof of the converse, which we will not use.
5 Dirac operator and signature calculation
We have so far avoided introducing invariant bilinear forms on g, because the
idea of root data teaches us to do that. But now it is time to talk about Dirac
operators, and there the choice of forms appears to be critical and unavoidable.
We begin by introducing the forms and the corresponding Casimir operators.
(The Casimir operators will play the role of Laplacians, of which the Dirac
operator is a kind of square root.)
We continue to work with our complex connected reductive algebraic group
G which is defined over R, and with a chosen Cartan involution θ as in (2.1),
so that we have
gpRq “ kpRq ` spRq
as in (2.1f). Fix a non-degenerate AdpGq-invariant symmetric bilinear form
B : gˆ gÑ C (5.1a)
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We require also that B is preserved by θ, and that
B is real negative definite on kpRq, real positive definite on spRq. (5.1b)
If G is semisimple, the Killing form meets these requirements; in general they
are easy to achieve. The properties are inherited by many real and θ-stable
reductive subalgebras. For example, if H “ T pRqA is a maximal torus as in
(2.2b), then
B is real negative definite on tpRq, real positive definite on spRq. (5.1c)
In particular B is nondegenerate on h, and so dualizes to a Weyl group invariant
symmetric bilinear form B˚ on h˚. Because the roots take imaginary values on
tpRq and real values on a, we get
B˚ is positive definite on the root lattice. (5.1d)
The decomposition
g “ rg, gs ` zpgq “ gss ` zpgq (5.1e)
(the second summand being the center) is orthogonal for B. On each maximal
torus this gives
h “ hss ` zpgq, hss “ hX rg, gs; (5.1f)
the first summand is the span of the coroots. Dualizing gives an orthogonal
decomposition
h˚ “ h˚ss ` zpgq
˚, (5.1g)
and the first summand is the span of the roots.
If tXiu is any basis of k, there is a unique dual basis tX
ju defined by the
requirements
BpXi, X
jq “ δij . (5.1h)
The Casimir operator for K (with respect to B) is
ΩK “
ÿ
i
XiX
i P Upkq. (5.1i)
It is independent of the choice of basis, and is fixed by AdpKq; in particular, it
belongs to the center of the enveloping algebra Upkq. Consequently ΩK acts by
a complex scalar operator
µpΩKq P C (5.1j)
on any irreducible representation µ of k. In the same way, if tZpu is any basis
of g and tZqu the dual basis, we get the Casimir operator for G
ΩG “
ÿ
p
ZpZ
p P Upgq, (5.1k)
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which acts by a complex scalar
πpΩGq P C (5.1l)
on any irreducible representation π of g.
If µ is an irreducible representation of K of highest weight ξ P X˚pTcq with
respect to R`K (see (3.3a)), then
µpΩKq “ Bpdξ ` dp2ρKq{2, dξ ` dp2ρKq{2
´Bpdp2ρKq{2, dp2ρKq{2q ě 0;
(5.1m)
equality holds if and only if dξ vanishes on all coroots of K. In accordance with
our policy of ignoring the difference between characters and their differentials
when it is harmless, we will usually write this result as
µpΩKq “ Bpξ ` ρK , ξ ` ρKq ´BpρK , ρKq.
In the same way, if pπ, F pγcqq is an irreducible representation of G as in
(4.1), then
πpΩGq “ Bpγc ` ρ, γc ` ρq ´Bpρ, ρq
“ Bpλc ` ρ, λc ` ρq ´Bpρ, ρq `Bpνc, νcq.
(5.1n)
We turn now to the Dirac operator. The key to its definition is the (positive
definite) real quadratic space
pspRq, Bq, Ad: K Ñ OpspRq, Bq. (5.2a)
The Clifford algebra CpspRqq is the real associative algebra with 1 generated by
spRq subject to the relations
X2 `BpX,Xq “ 0 pX P spRqq, (5.2b)
or equivalently
XY ` Y X ` 2BpX,Y q “ 0 pX,Y P spRqq. (5.2c)
By definition CpspRqq is a quotient of the tensor algebra of spRq, from which it
inherits a filtration indicated by lower subscripts:
CpspRqqm “ span of products of at most m elements of spRq.
We have
grCpspRqq »
Ź
spRq. (5.2d)
Here are the basic facts about the spin cover of a compact orthogonal group.
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Proposition 5.3. Define
CpspRqqˆ “ invertible elements of the Clifford algebra,
an open subgroup of the algebra. The conjugation action of this group on the
Clifford algebra is by algebra automorphisms. Regard CpspRqq as a Lie algebra
under the commutator of the associative algebra structure; this is the Lie algebra
of the group CpspRqqˆ. Then there is a natural inclusion of Lie algebras
sopspRqq »
Ź2
spRq
j
ãÑ CpspRqq2,
The spin group is by definition the corresponding Lie subgroup of CpspRqqˆ:
SpinpspRqq “ exp
`
jpsopspRqqq
˘
Ă CpspRqqˆ.
The spin group action on CpRq by conjugation preserves the filtration, and so
descends to an action on
grCpspRqq »
Ź
spRq,
The action on spRq preserves the quadratic form (because it comes from Clifford
algebra automorphisms), so defines
SpinpspRqq
π
ÝÑ SOpspRqq.
The differential of π is the inverse of the Lie algebra isomorphism j; so π is a
covering map. As long as dim spRq ě 2, we have
kerπ “ t˘1u Ă CpspRqqˆ,
so the covering is two to one.
Here is the representation theory of the Clifford algebra.
Proposition 5.4. Write
dim spRq “def n “ 2m` ǫ, m “ rn{2s.
The complexified Clifford algebra has dimension 2n “ 2ǫ ¨ p2mq2. It is the direct
sum of 2ǫ “ 1 or 2 copies of a matrix algebra of rank 2m. In particular, the
center of the Clifford algebra has dimension 2ǫ; it is spanned by 1 and (if n is
odd)
z “ e1 ¨ ¨ ¨ e2m`1,
with teiu an orthonormal basis of spRq. This central element depends only on
the orientation defined by the chosen orthonormal basis, and satisfies
z2 “ p´1qm´1.
The Clifford algebra has 2ǫ irreducible representations, called spin represen-
tations, each of dimension 2m. In case n is odd, these two representations are
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distinguished by the scalar by which z acts: we write pσr˘s, Sr˘sq for an irre-
ducible representation on which z acts by ˘im´1.
If n is even, the spin representation pσ, Sq has a Z{2Z grading
S “ S` ‘ S´,
with each summand of dimension 2m´1. The generators X P spRq carry S` to
S´. The action of the spin group
SpinpspRqq Ă CpspRqqˆ
preserves S˘, and acts irreducibly on each; these are the half-spin representa-
tions σ˘ of (the double cover of) an even special orthogonal group.
If n is odd, the two spin representations
`
σr˘s, Sr˘s
˘
are isomorphic as rep-
resentations of the spin group. The action is irreducible; this is the spin repre-
sentation σ of (the double cover of) an odd special orthogonal group.
Suppose that the weights for SOpspRqq acting spCq are
t˘µ1, . . . ,˘µmu > t0u;
the last zero is present only if ǫ “ 1. Then the weights of (either) spin repre-
sentation S are
p1{2q
mÿ
j“1
ǫjµj ,
with ǫj “ ˘1. Each such weight has multiplicity one.
It is possible to enlarge SpinpspRqq Ă CpspRqqˆ to a double cover of the full
orthogonal group OpspRqq. This is interesting for us because
Ad: K Ñ OpspRqq
need not have image inside SO. All of the discussion starting in (5.7) below
can accordingly be extended to some double cover rK of K. But this is a bit
complicated, and plays no essential role in this paper; so we omit it.
The real form CpspRqq of the complexified Clifford algebra corresponds to a
conjugate-linear automorphism
σR : CpspRqqC Ñ CpspRqqC, σRpXq “ X pX P spRqq. (5.5a)
There is also a (complex-linear) algebra antiautomorphism τ characterized by
τpXq “ ´X pX P spRqq. (5.5b)
(The reason for the existence of τ is that the requirement (5.5b) respects the
defining relations of the Clifford algebra.) If pπ,Mq is any CpspRqqC-module,
the Hermitian dual vector space Mh (consisting of conjugate-linear function-
als on M ; see for example [1, Section 8]) becomes a CpspRqqC-module by the
requirement
πhpcq “ π
`
τpσRpcqq
˘h
pc P CpspRqqCq (5.5c)
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or equivalently
xm,X ¨ µy “ x´X ¨m,µy pm PM,µ PMh, X P spRqq. (5.5d)
Here we write x¨, ¨y for the Hermitian pairing betweenM and its Hermitian dual
Mh. Passage to the Hermitian dual obviously fixes the unique simple CpspRqqC-
module S in the even-dimensional case, so S admits an invariant Hermitian form
x¨, ¨yS : S ˆ S Ñ C. (5.5e)
In the odd-dimensional case, we find for the central element z described in
Proposition 5.4 that
σRpzq “ z, τpzq “ p´1q
m´1z
Since z acts on S˘ by the scalar p˘iq
m´1, it follows that z acts on the Hermitian
dual Sh˘ by the scalar
p´1qm´1p˘iqm´1 “ p˘iqm´1.
Therefore Sh˘ » S˘, and S˘ admits an invariant Hermitian form
x¨, ¨yS˘ : S˘ ˆ S˘ Ñ C. (5.5f)
Proposition 5.6. In the setting of (5.5), the invariant Hermitian forms x, yS
and x, yS˘ are all definite. We normalize them henceforth to be positive. The
characteristic invariance property is
xX ¨ s, s1y ` xs,X ¨ s1y “ 0 pX P spRqq;
that is, the action of Clifford multiplication is by skew-adjoint operators.
These Hermitian forms are also invariant under the action of the spin group
SpinpspRqq.
Suppose
pξ, V q is a pg,K0q-module; (5.7a)
that is, that V is at the same time a complex representation of the Lie algebra
g, and a locally finite continuous representation of the Lie group K, and that
the differential of ξ|K is equal to the restriction to k0 of ξ|g. (5.7b)
Let pσ, Sq be a spin representation of the complexified Clifford algebra CpsRqC.
In the odd-dimensional case, we simply choose one of the two representations
S` or S´. Finally, fix any basis
tX1, ¨ ¨ ¨ , Xnu Ă spRq (5.7c)
for the ´1 eigenspace of the Cartan involution on the real Lie algebra, and let
tX1, ¨ ¨ ¨ , Xnu Ă spRq, BpXi, X
jq “ δij (5.7d)
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be the dual basis with respect to the symmetric invariant form B of (5.1). The
Dirac operator for pξ, V q is the linear operator on V b S defined by
D “
nÿ
j“1
ξpXjq b σpX
jq P EndpV b Sq. (5.7e)
It will be convenient as in the discussion of the Clifford algebra to write
n “ 2m` ǫ, dimS “ 2m “ 2rn{2s. (5.7f)
The adjoint action defines a group homomorphism
Ad: K0 Ñ SOpspRqq. (5.7g)
Using the covering
1 ÝÑ t˘1u ÝÑ SpinpspRqq
π
ÝÑ SOpspRqq ÝÑ 1, (5.7h)
from Proposition 5.3, we can define a pushoutrK0 “ tps, kq P SpinpspRqq ˆK0 | Adpkq “ πpsqu. (5.7i)
There is a short exact sequence
1 ÝÑ t˘1u ÝÑ rK0 πÝÑ K0 ÝÑ 1. (5.7j)
Projection on the first factor defines a homomorphism ĂAd,ĂAd: rK0 ÝÑ SpinpspRqq. (5.7k)
In this way S becomes a representation of rK0 by
σĂK0 “ σ ˝ ĂAd. (5.7l)
The nonzero weights of Tc on s are
t˘γj | 1 ď j ď ru > t0u. (5.7m)
Here the γj are the complex positive roots and the noncompact imaginary pos-
itive roots; and the multiplicity of the weight zero is dimAc. In light of Propo-
sition 5.4, it follows that the weights of rK0 on S are
p1{2q
rÿ
j“1
ǫjγj, (5.7n)
with ǫj “ ˘1. The multiplicity of such a weight is the number of expressions
for it of this form, times 2rdimAcs{2. (The multiplicity arises because the weights
µj appearing in Proposition 5.4 are the r pairs ˘γj, together with rdimAc{2s
pairs of zeros.)
Of course V is a representation of rK0 by ξ ˝ π, which we will just call ξ.
Therefore
pσĂK0 b ξ, S b V q (5.7o)
is a representation of rK0.
Here are the basic facts about Parthasarthy’s Dirac operator.
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Proposition 5.8 (Parthasarathy [5]). In the setting of (5.7), the Dirac oper-
ator D is independent of the choice of basis (of spRq), and commutes with the
representation σĂK0 b ξ of rK0. Consequently
kerD Ă S b V
is a representation of rK0 (as indeed is every eigenspace of D).
The square of the Dirac operator is
D2 “ ´1S b ξpΩGq ` pσĂK0 b ξqpΩKq ´ rBpρG, ρGq ´BpρK , ρKqs ¨ 1S b 1V .
Suppose next that ΩG acts on V by a complex scalar ξpΩGq (as is automatic
if ξ is irreducible). Then D2 is diagonalized by the decomposition of σĂK0 b ξ
into irreducible representations of rK0. All of the eigenvalues differ from ξpΩGq
by real scalars.
Suppose finally that V admits a nondegenerate invariant Hermitian form
x, yV . Then D is self-adjoint for the Hermitian form
x, yS b x, yV .
If V has signature pp, qq, then S b V has signature p2mp, 2mqq (notation as in
Proposition 5.4).
Here is Kostant’s result about the spectrum of the Dirac operator.
Proposition 5.9 ([4]). Suppose that F pγcq is an irreducible finite-dimensional
representation of GpRq of highest weight
γc “ pλc, νcq
as in Proposition 4.2, and S is a spin representation of SpinpspRqq as in Propo-
sition 5.4. Regard S b F pγcq as a representation of rK0 as in Proposition 5.8.
1. Every irreducible representation rτ of rK0 on S b F pγcq has highest weight
of the form
φ` wρG ´ ρK ´ 2ρpBq,
for some w P W 1 (see Corollary 3.9), φ a wR`res-dominant restricted
weight of F pγcq, and B a set of noncompact imaginary roots in wR
`.
2. The scalar rτpΩKq satisfies
rτ pΩKq ď xλc ` ρG, λc ` ρGy ´ xρK , ρKy.
Equality holds if and only if
φ “ wλc “ w
1λc, wρG ´ 2ρpBq “ w
1ρG
for some w1 PW 1. In particular, this largest possible eigenvalue of rτpΩKq
is equal to
xλc ` ρG, λc ` ρGy ´ xρK , ρKy.
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The proposition has been formulated in such a way as to outline its proof
in [4] and [3]. The highest weight of any representation of K0 in F pγcq must
be a K0-dominant restricted weight of F pγcq, and therefore a wR
`
res-dominant
restricted weight φ. The highest weight of rτ must therefore be equal to such a
weight, plus a weight of S. A weight of S is of the form wρG ´ ρK ´ 2ρpBq.
This is how (1) is proved. Now the formula in (5.1) for the eigenvalue of ΩK ,
together with Proposition 4.2(2), leads easily to (2).
Corollary 5.10. Suppose we are in the setting of Proposition 5.9.
1. The eigenvalues of D2 on S b F pγcq are less than or equal to the positive
number
´xνc, νcy.
Equality occurs exactly on the representations of rK0 of highest weights
wpλc ` ρGq ´ ρK pw PW
1q,
with W 1 as in Corollary 3.9.
2. Each such representation of rK0 has multiplicity
2rℓ{2s, ℓ “ dimAc.
3. The Hermitian form on SbF pγcq is definite on each such representation,
of sign ǫpwq computed in Corollary 4.3(4).
4. Define
p0 “
ÿ
wPW 1,ǫpwq“`1
dimEpwpλc ` ρGq ´ ρKq,
q0 “
ÿ
wPW 1,ǫpwq“´1
dimEpwpλc ` ρGq ´ ρKq,
Then the the signature of the form on the largest eigenspace of D2 is
2rℓ{2spp0, q0q.
Sketch of Proof. Part (1) is precisely Proposition 5.9, together with Partha-
sarathy’s formula in Proposition 5.8 for D2. For (2), the proof of Proposition
5.9 shows that the multiplicity of such a representation of rK0 is equal to the
multiplicity of a highest weight space of S of weight ρG ´ ρK . (That was the
reason for recalling the proof above.) This last weight multiplicity is computed
after (5.7n); it is 2rℓ{2s. For (3), this same proof shows that the highest weight
vector of such a representation is equal to a weight vector in F pγcq of weight
wλc (which by definition has length a positive multiple of ǫpwq) tensored with a
vector in S (which has positive length). Part (4) just writes (3) explicitly.
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Lemma 5.11. Suppose that T is a linear operator on a finite-dimensional Her-
mitian vector space V , self-adjoint with respect to a Hermitian form of signature
pP,Qq; and suppose that T has purely imaginary eigenvalues.
1. For x ‰ 0, the Hermitian form defines an isomorphism
V hix » V´ix.
In particular, the eigenspaces Vix and V´ix have the same dimension mpxq,
and contribute pmpxq,mpxqq to the signature.
2. The Hermitian form has a nondegenerate restriction to the kernel
V0 “ kerT,
where it has signature pp1, q1q.
3. The signatures on V and V0 satisfy
P ´Q “ p1 ´ q1.
In particular, the Signature invariant for V is equal to that for V0:
SigpV q “ |P ´Q| “ |p1 ´ q1| “ SigpV0q.
Once stated, this result is immediate; what is true is
P “ p1 `
ÿ
xą0
mpxq, Q “ q1 `
ÿ
xą0
mpxq.
Here at last is the main theorem.
Theorem 5.12. Suppose in the setting of (4.1) and (4.1c) that F pγcq is a
finite-dimensional representation of GpRq admitting an invariant Hermitian
form x¨, ¨yF pγcq; we normalize the form to be positive on the γc weight space.
Write 2r for the number of noncompact imaginary and complex restricted roots
of Tc in G:
2r “ dimG{Hc ´ dimK{Tc.
Then (with notation as in Corollary 5.10)
SigpF pγcqq “ |p0 ´ q0|{2
r.
Proof. The approximate idea is to apply Lemma 5.11 to the Dirac operator D.
This is indeed a self-adjoint linear operator on the finite-dimensional Hermitian
vector space F pγcqbS. Write pp, qq for the signature of the form on F pγcq; then
the form on F pγcq b S has signature
pP,Qq “ 2mpp, qq pm “ rdim s{2sq (5.13a)
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(see Proposition 5.4). Corollary 5.10 says that the eigenvalues of D2 are less
than or equal to ´xνc, νcy, and that the signature of the form on the largest
eigenspace is
2rℓ{2spp0, q0q. (5.13b)
Suppose for a moment that
νc “ 0. (5.13c)
Then the Corollary says that the eigenvalues of D2 are less than or equal to zero.
From this it follows that the eigenvalues of D (as square roots of non-positive
real numbers) are purely imaginary. Therefore Lemma 5.11 applies, and tells
us that
P ´Q “ 2rℓ{2spp0 ´ q0q. (5.13d)
Combining this with (5.13a) gives
2rdim s{2spp´ qq “ 2rℓ{2spp0 ´ q0q. (5.13e)
Because of (5.7m),
dim s “ 2r ` ℓ, (5.13f)
with r the number of complex and noncompact imaginary positive restricted
roots, and ℓ the dimension of Ac. Therefore
pp´ qq “ 2´rpp0 ´ q0q, (5.13g)
which is precisely the conclusion of the theorem.
So what if νc ‰ 0? In this case D
2 has at least some strictly positive
eigenvalues, meaning that D has some real eigenvalues. The proof of Lemma
5.11 would tell us that we could compute Sig by restricting the form to these
real eigenspaces. The largest of these real eigenvalues we understand, but the
smaller ones are not easily accessible. So the proof strategy appears to fail.
There are at least two ways out. The simplest is to work not with G but
with its commutator subgroup, a semisimple group. We already know that
an integral weight (like pλc, νcq) must take real values on the real span of the
coroots. If G is semisimple, this real span of the coroots is
itcpRq ` acpRq.
Therefore the purely imaginary linear functional νc on acpRq must be zero, and
we are back in the case (5.13c).
A second (equivalent) method is to use the strongly integral weight
χ “ p0,´νcq.
This weight χ is the differential of a one-dimensional unitary character Cχ of
GpRq, so the signature of F pγcq is the same as the signature of F pγcq b Cχ.
This latter representation has highest weight pγc, 0q, so we are again in the case
(5.13c).
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A third (still equivalent!) method would be to use not the Dirac operator of
(5.7e), but one built from spRq X rg, gs. The reason we did not do that is that
there is a long history and literature attached to Parthasarathy’s Dirac operator;
we preferred to use it and to make this extra argument at the end.
Proof of Theorem 1.2. Now G “ GLpn,Rq, and
spRq “ real symmetric matrices. (5.14a)
We will treat the case n “ 2m is even; the case of odd n is similar but slightly
simpler, and we leave it to the reader. The maximal compact torus is
TcpRq “ SOp2q
m, X˚pTcq » Z
m. (5.14b)
The restricted root system is (see Table 3)
Rres “ Cm, Rcplx “ Dm, Rimag “ A
m
1 ; (5.14c)
all of the imaginary roots are noncompact. We use the standard positive root
system
R`res “ tej ˘ ek | 1 ď j ă k ď mu Y t2eju. (5.14d)
Then we calculate
ρG “ p2m´ 1, 2m´ 3, . . . , 1q, ρK “ pm´ 1,m´ 2, . . . , 0q, (5.14e)
W 1 “W pA1q “ t1, smu, (5.14f)
with sm the reflection in the simple root 2em.
The theorem concerns a restricted highest weight
λc “ p2µ1, . . . , 2µmq “ ppλ1 ´ λnq, ¨ ¨ ¨ , pλm ´ λm`1qq . (5.14g)
In the theorem we took all the µj to be integers, but Proposition 2.6 says that
we can allow all the µj to be half-integers as well.
By definition ǫp1q “ 1; Corollary 4.3 says that
ǫpsmq “ p´1q
2µm “
#
1 λj P Z
´1 λj P Z` 1{2.
(5.14h)
The two highest weights of rK0 on the largest eigenspace of D2 are
p2µ1, . . . , 2µm´1,˘2µmq ` pm, . . . , 2,˘1q. (5.14i)
These two representations of Spinp2mq differ by the outer automorphism com-
ing from Op2mq, so they have the same dimension. The computation of the
signature from Theorem 5.12 is therefore
Sigpπpλqq “
#
2 ¨ dimEp2µ1 `m, . . . , 2µm ` 1q{2
m2 λj P Z
0 λj P Z` 1{2.
(5.14j)
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The dimension in this formula is calculated by the Weyl dimension formula for
Dm; the weight that must be inserted in the formula is the highest weight plus
ρK , which is
p2µ1 ` 2m´ 1, . . . , 2µm ` 1q. (5.14k)
Now the Weyl dimension formula is a homogeneous polynomial of degreem2´m
(the number of positive roots for Dm; so
dimEpkψ ` pk ´ 1qρKq “ k
m2´m dimEpψq. (5.14l)
If we apply this formula with k “ 2, we get
Sigpπpλqq “
#
2 ¨ dimEpµ1 ` 1{2, . . . , µm ` 1{2q{2
m λj P Z
0 λj P Z` 1{2.
(5.14m)
The first formula here is precisely Theorem 1.2 (in case n is even).
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