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I. Introduction and Research Objectives
The Eigenvalue Moment Method (EMM), developed by Handy and Bessis
[1-3], is a novel theory for generating converging lower and upper bounds to
the low lying energy eigenvalues of Schrodinger Hamiltonian operators. It has
been particularly successful in the analysis of singular problems for which
standard methods, such as perturbation theory, are inappropriate.
The basics of EMM theory involve the transformation of the time
independent Schrodinger equation eigenvalue problem H 'P = E 'P, into a
pure moment problem involving the moments of the wavefunction, {u(p)}. An
analysis of the positivity structure of the wavefunction leads to an infinite family
of constraints
on the energy, E, and the moments:
Ao,n{E:u} > 0 (for appropriate n values): (1.1)
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where the constraints correspond to Hankel-Hadamard (HH) determinants
[4.5], to be reviewed in Sec. II. For each energy parameter value, E, one must
determine if there exists a moment solution set to the above inequality
constraints, up to some given order, N (that is, n < N). At each order of the
calculation, one can determine, in principle, an energy interval (En('),EnW)
within which lie all the feasible energy parameter values admitting moment
solutions to Eq. (1.1).
Depending on the nature of the Hamiltonian, one may either directly solve
the nonlinear HH constraints or work with an equivalent set of linear moment
relations. The latter involves the application of a linear programming based
cutting method [2,3].
Regardless of which approach is adopted in solving the HH inequalities,
one must (essentially) always partition an arbitrary energy interval and
determine at each partition point whether all the HH inequalities, up to the
specified order N, are satisfied. Those partition points admitting moment
solutions are then used to determine the extent of the feasible energy interval,
(EnH.EnW).
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Within the conventional EMM theoretical formulation, there is no proof
available that says that there is only one feasible energy interval, for any
order N. In fact, there could be several or many feasible energy intervals. In
practice, this has not been observed, at sufficiently large order. That is,
numerically it appears that as the order of the HH analysis is increased, only
one continuous feasible energy interval remains. For some problems, at low
HH orders, there appears to be some feasible energy interval segmentation
[3]. Indeed, unless one is careful in selecting a sufficiently small mesh size for
the partition, it is possible that the existence of several or many feasible
energy intervals can go undetected; thereby spoiling the accuracy of the
generated bounds.
These concerns are important and suggest potentially important limitations
to the EMM theory. This thesis will focus on an alternate formulation of the
EMM theory which has none of the above theoretical/algorithmic potential
pitfalls. Specifically, we will look at finite matrix equation analogues for the
Euclidean time dependent problem
H'FCx.t) = 8t¥(x,t) (1.2),
analyzed from a moments problem perspective.
The immediate outcomes of the Euclidean-time EMM formulation (ET-EMM)
to be presented are:
(1) The ET-EMM approach generates energy bounds without having to use
any energy parameter space partitioning.
(2) The ET-EMM theory cannot yield feasible energy interval segmentation.
That is, only one continuous feasible energy interval can exist.
(3) The ET-EMM theory, will take on a structure analogous to that of Barnsley's
theorem in configuration space (the 'bath-tub' theorem) [6] which states that
for a given Schrodinger Hamiltonian, H, and an arbitrary and positive wave-
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function configuration, <I>(x), the infimum, over x, of the ratio HO(x)/<I>(x) is an
immediate lower bound to the ground state energy, Eg:
Inf {[HO(x)]/<D(x) < Eg: (1.3).
X
Before focusing on the objectives of this thesis, it is necessary to
appreciate the rudiments of EMM theory. We will do so by examining the
quartic anharmonic oscillator.
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II. Overview of the Eigenvalue Moment Method
Consider the Schrodinger problem (after an appropriate rescaling of the
conventional h2/2m factor), in one dimension, corresponding to a quartic
polynomial potential
- 4^ "(x) + {m x2 + g 'F (x) = E 4^ (x) (2.1).
where m, g, and E are the mass, coupling strength, and energy
parameters,respectively.
One can transform the above into a moment problem by applying the
+00
integral Jdx xP to both sides, yielding (for nonnegative integers, p)
-OO
p(p+4) = {-m p(p+2) + E p(p) + p(p-1) p(p-2)}/g (2.2),




We are particularly interested in the ground state solution. It is well known that
the ground state wavefunction of any multidimensional bosonic system must
be nonnegative, 4'ground(x) ^ 0. Because the present problem corresponds to
5
a parity invariant Hamiltonian, the ground state must also be symmetric.
Correspondingly, a moment problem formulation for the ground state is more
appropriate in terms of a Stieitjes moment problem analysis which effectively
discards the (zero) odd order Hamburger moments. Specifically, through a
simple change of variables, y = x^, for x ^ 0, one can work with the Stieitjes
moments u(q) = |i(2q). The Stieitjes moments satisfy the immediate moment
equation
u(q+2) = {-m u(q+1) + Eu(q) + 2q(2q-1) u(q-1) }/g , for q ^ 0 (2.4).
The preceding equation corresponds to a linear, homogeneous, finite
difference equation of second order. As such, there are two independent
initialization variables, u(0), and u(1). These are designated as missing
moments. The homogeneous structure permits an appropriate choice of
normalization, specifically;
u(0) + u(1) = 1 (2.5).
We choose u(0) as the constrained missing moment. In terms of the
unconstrained missing moment, one can generate (numerically or
algebraically) the following linear representation which expresses the
dependence of the moments on the unconstrained missing moment:
u(p)= S lOlE(p,i) u(i) (2.6a),
i=0
where
ME(p.i) - Me (P.O) if i ^0
(2.6b),
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and Cl (0) = 1, and Ci(1) = u(1). The ME(p,i), energy dependent coefficients
satisfy an equation identical to Eq.(2.4), with respects to the p variable.
ME(q+2) = { -m ME(q+1) + E ME(q) + 2q (q-1) ME(q-1)} / g (2.7a).
Also, the Me (p,i) s satisfy the inialization conditions.
MeOJ) = Sij ,for i,j = 0,1 (2.7b).
From the previously mentioned theorem concerning the nonnegativity of
the bosonic ground state wavefunction, it is apparent that one is dealing with a
genuine moment problem. It is well known from the classic 'moment problem'
theorems in mathematics [5] (which predates the discovery of quantum
mechanics), that the necessary and sufficient conditions for the Stieitjes
moments to correspond to a nonnegative function are that the Hankel
Hadamard determinants,
Am,n{u} = Det [ u(m+ni + n2) ], (0 < ni , na < n ) (2.8)
be nonnegative
Am,n{u} > 0 (2.9),
for m = 0,1 and 0 < n < oo.
It is apparent upon inserting Eq. (2.6) into Eq. (2.9) that for each arbitrary
energy parameter value,E, there will be nonlinear constraints upon the
unconstrained missing moments. We symbolize this by
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Am,n{E: u(1)} > 0 , for m = 0,1 and n > 0 (2.10).
Theoretically, for each order, N (n < N), the E values admitting a u(1) solution
set, must lie within a certain interval, (En^"), ). As the order of the
calculation increases, the corresponding interval endpoints define converging
lower and upper bounds to the desired physical ground state energy value,
En(“) < Eground < EnW-
The preceding discussion highlighted the theoretical structure of the EMM
approach. The algorithmic implementation of the EMM theory requires
effective methods for determining the feasible energy intervals. One such
approach is through a linear programming based cutting method [2,3]. The
specifics of this technique shall not be repeated here. The reader may consult
the appropriate references cited.
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III. Formulation of the Euclidean-time EMM Theory
Consider the following two dimensional (one space, one time)
problem:
H^(x,t)= 9t'F(x,t),fort> 0 (3.1a)
where H denotes the usual Schrodinger Hamiltonian operator. We will
assume, for simplicity, that the ground state energy is negative, Eg < 0, while
all other excited states have positive energies. Ex > 0. If this is not the case,
one can use a Rayleigh-Ritz variational approach [7] to determine a
sufficiently close upper estimate for Eg, e, satisfying Eg < e< Ex. One can
then work with
{H-e}'F(x,t)= at'E(x,t) (3.1b),
for which the effective ground state energy. Eg - e , is negative; while the
remaining effective excited states. Ex - e are positive. In any case, we shall
assume the representation given in Eq. (3.1a).
Let the eigenstates of H be denoted by Oi, where HOi = EiOi. It then
readily follows from Eq. (3.1a) that
'f'(x,t)= Xciexp(E|t) Oi(x) (3.2).
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It is clear that unless ^(x,t=0) is chosen exactly to be the ground state
configuration, 4^9 = Og ,the time evolving solution will 'blow up' at positive
(time) infinitiy.
That is, there is only one solution to Eq. (3.1a) which is bounded (i.e., has
finite moments in space and positive time) and is nonnegative for all t ^ 0,
specifically, the ground state Euclidean time solution exp(Egt) Og(x) (recall
the theorem quoted earlier on the nonnegativity of the bosonic ground
state wavefunction). This suggests that an EMM analysis can be done [8].
For Hamiltonian operators with parity invariant polynomial potentials, one
can transform Eq. (3.1) into a moment problem equivalent involving the two
dimensional Stieitjes moments.
(3.3).
Specifically, let us analyze the quartic anharmonic oscillator problem:
- 32x'F(x,t) + {m x2 + g x"^ - e } T (x,t) = 9t T(x,t) (3.4).
Note that a sufficiently small e parameter is introduced in accordance with the
preceding discussion. The Stieitjes moment equation counterpart is
g u(p+2,q) = - 6q,o v(p) + e u(p,q) - q u(p,q-1)
+ 2p(2p-1) u(p-1 ,q) - m u(p+1 ,q) (3.5),
where v(p) is the Stieitjes moment for the initial configuration at t = 0,
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v(p) = Jdy yP ^ (V y,0)/V7 (3.6).
The missing moments for this problem include the {v(p) | p ^ 0} and the set
{u{0,q). u(1 ,q) I q > 0}.
In principle, one can now apply the appropriate two dimensional HH
inequality constraints [2] which in turn limit the missing moment variables to a
bounded convex set, C, which decreases in size with the order of the
calculation. In the limit, this convex set becomes a point (in the infinite
dimensional missing moment space) corresponding to the exact values for the
ground state. It can readily be shown that to any finite order, N, one is always
working with a finite number of missing moments. Nevertheless, the
corresponding missing moment nonlinear convex set, Cn» is very
complicated.
It should be clear that no explicit energy parameter dependence is present
in any of the above. The immediate question then is: how do we get bounds
on the ground state energy. Eg ? The answer is simple. After all, to any finite
order N, the allowed set of missing moment values corresponds to Cn • Recall
that the true ground state time-independent wavefunction must satisfy the
moment equation (refer to Eq. (2.4))
-2p(2p-1) v(p-1) + m v{p+1) + g v(p+2) = E v(p) (3.7).
Define the moment ratio functions:
Rp{v} = [-2p(2p-1) v(p-1) + m v(p+1) + g v(p+2)]/v(p) (3.8).
Accordingly, the minimum and maximum values of any appropriate Rp over
the Cn space will define lower and upper bounds to the ground state energy
respectively:
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MinRp{v} < Eg < MaxRp{v} (3.9).
Cn Cn
The numerical implementation and verification of the above theoretical
analysis can be difficult because of the large number of missing moments. In
order to test the validity of the theory, it is more appropriate to focus on a
relatively simpler class of problems containing all of the essential structure.
Such is afforded by any arbitrary finite dimensional, D, matrix time dependent
problem of the type (we implicitly assume the presence, if necessary, of the e
parameter)
D
^Mjj vj{t) = 3t Vj(t) (3.10),
i=1
provided the lowest eigenvector of the matrix, Mjj, has vector components
which are all (strictly) positive. (This then implies that all other eigenvectors
must have at least one negative component.) We shall refer to such matrices
as Sturm-Liouville matrices, because the positivity property alluded to is
reminiscent of the structure of the Sturm-Liouville theory for linear differential
equations [9].
Any symmetric matrix with negative (non-zero) off-diagonal elements is of
Sturm-Liouville type. The proof is immediate. Firstly, consider the expectation
value of such a matrix with respects to any normalized vector, v :
= Vi Mjj Vj<v| MI v>
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= Vi Mii Vi + 2 J^Vi Mij Vj
i i < j
(3.11).
It is now immediate that the lowest eigenvector must have components of
uniform signature. If it did not, then cross terms involving the negative and
positive components of v, would be positive. A lower expectation value can
then be achieved by working with the vector generated by taking the absolute
value of each of v's components. Also, if any component of v is zero, one can
argue that an infinitessimal positive perturbation to v (with respects to the zero
components) would lead to a vector with lower expectation value. Thus, the
lowest eigenvector must have components of uniform signature. Through a
simple phase renormalization (multiplication by "-1", if necessary), one can
choose all the components of the lowest eigenvector to be positive.
In the following section we examine the ET-EMM theory as applied to
Sturm-Liouville matrices.
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IV. Euclidean Time Formulation of EMM Theory for Finite
Dimensional Systems
Consider a symmetric Sturm Liouville matrix, M, of dimension D, for which
the lowest eigenvector is strictly positive. It then follows that each of the other
eigenvectors must have at least one negative component. Any matrix with
negative off diagonal elements is of Sturm Liouville type. All of these results
readily follow from the analysis given in the previous section.
Denote the eigenvalues of M by Xj where the T index orders the eigenvalues
in increasing order, with corresponding to the smallest eigenvalue. The
corresponding eigenvectors are denoted by (All bold face symbols denote
vectors. The components of a vector do not appear in bold face form.) We wish
to generate bounds on the corresponding eigenvalue by applying the ET-
EMM formalism. Accordingly, we examine the temporal problem (note, all
repeated indices denote implicit summations unless otherwise indicated)
[A^j- e 5ij ] Vj(t) = 0t Vi(t), where 1 < i,j < D (4.1).
Once again, the e parameter denotes some suitable upper bound (assumed
determinable by Rayleigh Ritz variational method [7]) to the lowest eigenvalue
of the matrix M, so that the overall eigenvalues of the 'shifted' matrix, satisfy
Xi - e< 0 < Ai>i - e (4.2).
The temporal solution to Eq. (4.1) satisfies




The stated restriction on e in Eq. (4.2) is to ensure that the only solution to
Eq.(4.1) that is bounded and nonnegative is that corresponding to the lowest
eigenvector. However, this restriction is actually unnecessary in the absence
of any eigenvalue degeneracies for the 'ground' state eigenvalue ^i.
Specifically, assume that contrary to Eq.(4.2) we have;
A,i <?i2<...< ^< e < Xk+1 (4.4),
for some integer k value. Now consider the sum
k
Xcj exp( [ Xj -e] t) (4.5),
j=l
for arbitrary CjS. Under the new assumption (Eq. (4.4)), this superposition
represents a general solution to Eq. (4.1) which is bounded for all positive
time. However, even within this set of bounded solutions, there can only be
one nonnegative solution for all time. A simple asymptotic analysis shows that
at sufficiently large times, only the slowly varying solution(s) corresponding to j
= k will dominate: however, unless k = 1, the corresponding eigenvector
cannot have all its components positive. This is also true even for k
degenerate cases. (That is, any vector which is a superposition of degenerate
eigenvectors must have at least one negative component.) Asymptotically,
one of the components of the solution expressed by Eq. (4.5) must become
negative. Accordingly, if we are to have a positive solution for all time, then cr
= 0. The repeated (inductive) application of this logic shows that even under
the conditions given in Eq. (4.4), the only positive and bounded solution for all
time is that corresponding to the lowest eigenvector. The same argument
should apply to continuous systems.
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In summary then, the e parameter can be any upper bound to the lowest
(ground) state eigenvalue. Preceding with the ET-EMM analysis of Eq. (4.1),
define the temporal, component wise, Stieitjes moments by
Wj(p) = Jdt tP Vj(t) (4.6).
0
Through an appropriate integration by parts, we can transform Eq. (4.1) into a
multi-component Stieitjes moment equation:
[ /Wij - e 8ij] Wj(p) = - 5o,p Vi - p Wj (p-1) (4.7).
The Vj expression denotes the t = 0 value of the time dependent 'solution' to
Eq. (4.1).
From Eq. (4.7) one can generate all the w-moments, once the Vj's are
specified. Clearly, this dependence is linear. Specifically:
[ Mj - e 6ij] Wj(0) = - Vj
[ Mj - e 5ij] Wj(p) = -p Wi(p-1), for p > 1 .
(4.8)







where the M(p;i,j) coefficients satisfy the relation
[ - e 5ij] M(p:j,k) = - 5p.o 5i,k - p M(p-1 :i,k) (4.10).
It is readily apparent that the w-v system is homogeneous. We may then
impose a convenient normalization:
D
Xvi = 1 (4.11).
i = 1
D
We will constrain vi through the above. Substituting vi = 1 - ^Vj,
i=2
into Eq. (4.9), we obtain
D






N(p:i, j ^ 2) = M(p;i,j) - M(p:i,1), for j > 2.
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Given the representation in Eq. (4.12a), one must now impose the
necessary and sufficient constraints for the w-moments to correspond to the
moments of a nonnegative function. This can be done through the appropriate
nonlinear (in the moments) Hankel-Hadamard (HH) inequality constraint
relations. In light of the potentially large number of initialization variables
(missing moments) VjS,
it is more appropriate to adopt the cutting method [2,3] formulation of the EMM
theory. Specifically, an equivalent linear reformulation of the HH constraints is
provided by the quadratic form relations:
L
5^C|1 Wi(m+li+l2; V) C|2 > 0 , for m = 0,1; L = 0, 1 ,...,oo; (4.13)
ii l2 = 0
and arbitrary Cs. (Note, have included v to emphasize w's dependence on the
vs.)
Replacing the w's in Eq. (4.13) by the representation in Eq. (4.12a) defines
an (uncountably) infinite number of linear constraints on the v's. It is a well
known theorem within linear programming that the solution set to a set of
linear inequality relations must be convex [10]. For a given finite order L, we
shall refer to the corresponding solution set as C (L)v . As the order of the
calculation, L, increases, the size of the convex set must approach a D-
dimensional point; corresponding to the true initialization values, v(t=0), for
which there exists bounded and positive solution, for all time. Note that the
restriction to positive vjs, as well as the normalization constraint in Eq. (4.11)
prevents the trivial zero solution from being part of C (^)v .
The immediate question is, how are bounds to X-\ generated ? The
answer is immediately clear when we reflect upon the significance of the C
(L)v
set. Specifically, the true solution ¥ = 1^1 (implicitly normalized according to








then the determination of the minimum and maximum of Rp over the set C (L)y
will determine lower and upper bounds to A,i, respectively. This is because
these ratios, when evaluated at v = become the desired value, Xi,
We will determine the extremal values of Rp by letting Rp itself become a
variable. That is, we will (again) partition the Rp domain and determine at
each partition point if a solution set to Eq. (4.13), with that Rp value, exists or
not. This can be conveniently implemented through the cutting method. Note
that the use of a partitioning strategy does not defeat the purpose of the ET-
EMM theory because within the Rp domain, there can only exist one
continuous feasible interval! This follows from the continuous nature of the Rp
function, with respects to its v-dependence (particularly within the set C (L)v).
In order to implement the above program, we must invert the Rp-v
dependence and constrain one of the v's (while treating Rp as a variable).
Although p = 1 is allowed, the adopted constraint in Eq. (4.11) complicates the
ensuing analysis. For this reason, we prefer to restrict p to being greater than










VpRp= Mpi + ^ [Mpj-Mpi]Vi (4.15b),
i = 2
that is, if we assume that p D, then
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D
Vp [Rp - ^pp + A4pi] = Mp-\ + ^ [Wpj - Mp-|] Vj (4.15c).
i=2 and p
It is evident from Eq. (4.15c) that if one solves for vp in terms of the other v's
and Rp, then there is the potential problem of encountering singularities as Rp
is varied. Accordingly, it is preferable to eliminate anyone of the other VjS,
since no Rp dependent denominator is encountered. We shall eliminate vp:
D-1
[A4p-| - Mpo] vq =Mp-\ - Rpvp+ ^[Mpi - Mp-i] Vj (4.16).
i=2
We will regard Rp as a parameter. As such, only V2,...,vd-i are the
independent variables (from the cutting method perspective). Notice that
the preceding analysis has assumed that
2 < p < D-1 (4.17).
The final step is to incorporate Eq. (4.16) into Eq. (4.12a). First define
where
D-1
VD = Qi+ X Vi
i=2
(4.18a)
Qi = Mpi/ [Mpi - Mpo]
Qj = [Mpj - Mpi] / [Mpi - Mpo] , for i p and 2 < i < D -1 (4.18b):
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flip = [/Wpp- Mpi - Rp 1 / [A^pi - Mp[)] .
Incorporating Eq. (4.18) into Eq. {4.12a) yields
D-1




A/(p:i,j) = N(p:i,j) + N(p:i,D) Qj (4.19b).
Utilizing the representation in Eq. (4.19a) one is ready to use the standard
cutting method to obtain bounds for the lowest eigenvalue. The results are
reviewed in Sec. V.
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TABLE I
ET-EMM formulation for the ground-state eigenvalue bounds of a D = 3
dimensional (symmetric storage mode My, i=i and j =1 ,...,i): 3,-11,0,-4,-
1,1.
ACTUAL EIGENVALUES -10.6088586233, 1.52763211423, 13.0812259197
e= 0.1
1 N Lower Bound UDoer Bound
2 3 -10.80 -10.50
2 4 -10.63 -10.58
2 5 -10.614 -10.602
e = -0.1
1 N Lower Bound Uooer Bound
2 3 -10.8 -10.5
2 4 -10.63 -jm
e= -5.0
1 N Lower Bound Uooer Bound
2 3 -16.0 -6.5
2 4 -12.8 -8.8
2 5 -11.5 -9.8
2 6 -10.97 -10.32
2 7 -10.758 -10.493
2 8 -10.67 -10563
2 9 -10.633 -10.59
2 10 -10.619 -10.601
2 11 -10.6127 -10.606
2 12 -10.6104 -10.6077
2 13 -10.6095 -10.6084
2 14 -10.60915 -10.60866
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TABLE II
ET-EMM formulation for the ground-state eigenvalue bounds of a D = 4
dimensional (symmetric storage mode Mjj, i=i D and j =1 i): 3,-11,2,-4,-
1,1,-2,-3,-6,2.





1 N Lower Bound Uooer Bound
3 2 -12.0 -11.8
3 3 -12.0 -11.8
3 4 -11.91 -11.87
e =5.0
1 N Lower Bound Uooer Bound
3 2 -11.91 -11.86
3 3 -11.892 -11.889
3 4 -11.8906 -11.8903
£ =-5.0
1 N Lower Bound Uooer Bound
2 3 -17.1 -8.1
2 4 -13.61 -10.38
2 5 -12.5 -11.32
2 6 -12.107 -11.682
2 7 -11.971 -11.816
2 8 -11.919 -11.864
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TABLE III
ET-EMM formulation for the ground-state eigenvalue bounds of a D = 5
dimensional (symmetric storage mode M\^, i=1,...,D and j=1,...,i):
3.-11.2,-4.-1.1 .-2.-3.-6.2.-1 .-4.-2.-3.4.
FIRST THREE ACTUAL EIGENVALUES:-13.2923808358,-1.30526002142,
4.3S074612G47
e =-0.1
1 N Lower Bound UDoer Bound
2 2 -14.1 -12.6
2 3 -13.4 -13.19
2 4 -13.33 -13.27
3 3 -13.4 -135
4 2 -13.5 -13.1
4 3 -13.32 -13.26
4 4 -13.30 -13.284
e=-5.0
1 N Lower Bound Uooer Bound
2 2 -24.8 -6.9
2 3 -16.4 -10.7
2 4 -14.3 -12.4
2 5 -13.6 -13.0
2 6 -13.39 -13.2
7 -13.321 -13.265
3 2 -19.3 -9.1
3 3 -14.82 . -11.92
3 4 -13.74 -12.86
3 2 -13.43 -13.15
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3 3 -13.34 -13.24
3 4 -13.31 -13.27
3 7 -17.0 -10.3
e = -5.o
1 N Lower Bound Uooer Bound
4 2 -14.1 -12.3
4 3 -13.6 -13.0
4 4 -13.36 -13.22
4 5 -13.32 -13.27
4 6 -13.299 -13.285
4 7 -13.298 -13.290
e =0.1
1 N Lower Bound Uooer Bound
2 2 -14.0 -12.7
2 3 -13.4 -13.2
2 4 -13.31 -13.28
3 2 -13.7 -13.0
3 3 -13.34 -13.25
3 4 -13.30 -13.28
3 2 -13.5 -13.1
4 3 -13.32 -13.27
e = 5.0
1 N Lower Bound Uooer Bound
2 2 -13.4 -13.2
3 2 -13.4 -13.2
4 2 -13.4 -13.2
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V. ANALYSIS OF DATA
The results of this analysis are given in Table 1. The bounds obtained
using the "cutting method" are consistent with the actual values quoted in the
Table 1. Note that, unlike one dimensional systems with a fixed number of
missing moments, multi-dimensional problems involve an infinite number of
missing moments; although at any one time a finite number is required. Note
that I and N in the table are equivalent to "P", where 2 £ P S Dm -1, and L, the
finite order of the calculation respectively. For each I value up to the specified
dimension, N is variedup to the maximum finite order. In this way, I and N are
related. This is reflected in the data in Table 1.
The e denotes the chosen eigenvalue shift parameter. It is interesting to
note that even when the e value equals zero, accurate bounds were still
obtained. This implies that the upper bound to the lowest eigenvalue of the
matrix M, will always satisfy
<0 < ^j>i.
Hence as we have stated earlier, the restriction in Eq. (4.2) is not necessary.
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V. ANALYSIS OF DATA
The results of this analysis are given in Table 1. The bounds obtained
using the "cutting method" are consistent with the actual values quoted in the
Table 1. Note that, unlike one dimensional systems with a fixed number of
missing moments, multi-dimensional problems involve an infinite number of
missing moments; although at any one time a finite number is required. Note
that I and N in the table are equivalent to "P", where 2 < P < Dm -1, and L, the
finite order of the calculation respectively. For each I value up to the specified
dimension, N is variedup to the maximum finite order. In this way, I and N are
related. This is reflected in the data in Table 1.
The e denotes the chosen eigenvalue shift parameter. It is interesting to
note that even when the e value equals zero, accurate bounds were still
obtained. This implies that the upper bound to the lowest eigenvalue of the
matrix M, will always satisfy
A,i < 0 < .
Hence as we have stated earlier, the restriction in Eq. (4.2) is not necessary.
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VI. CONCLUSION:
We have presented the Euclidean time formulation of the Eigenvalue
Moment Method which has none of the theoretical or practical limitations of
the time-independent EMM formulations. The analysis presented and the
numerical results obtained show the correctness of this formulation. One does
not expect a rapid rate of convergence for the generated bounds since the
number of generated bounds is large.
28
REFERENCES
(1) C.R. Handy and D. Bessis, Phys. Rev. Lett. 55, 931 (1985)
(2) C.R. Handy, D. Bessis, G. Sigismondi, and T.D. Morley, Phys. Rev.
Lett. 60,253 (1988)
(3) C.R. Handy , D. Bessis, and T.D.Morley, Phys. Rev. A 37, 4557
(1988)
(4) G.A. Baker, Jr., Essentials of Fade Approximants (Academic, New
York,
1975).
(5) J.A. Shohat and J.D. Tamarkin, The Problem of Moments (American
Mathematical Society, Providence, Rl, 1963).
(6) M.J. Barnsley, J. Phys. A ; Math. Gen. 11,55 (1978)
(7) A. Messiah, Quantum Mechanics, translated by G.M.Temmer (Wiley-
Interscience, New York, 1961), Vol. 1, Chap. 3, Sect. 12.
(8) C.R.Handy and P. Lee, J. Phys. A: Math. Gen. 24,1565 (1991)
(9) C.M. Bender and S.A. Orszag, Advanced Analytical Methods for
Scientists and Engineers (New York: McGraw-Hill, 1978)
(10) V. Chvatal, Linear Programming (New York:Freeman, 1983)
