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INTRODUCTION
Modelling cycles in macroeconomic time series has been a major focus of attention in recent years. Deterministic cycles were initially proposed but they were shown to be inappropriate for many time series. Stochastic cycles were proposed amongst others by Harvey (1985) and Ahtola and Tiao (1987) , and they were generalised to allow for long memory by Gray et al. (1989 Gray et al. ( , 1994 . In particular, they considered processes like
where L is the lag operator (Lx t = x t-1 ); d is a given real number and the periodicity is determined by µ. If u t is I(0), defined in this context as a covariance stationary process with spectral density which is positive and finite at any frequency, x t in (1) follows a cyclic I(d)
process. Gray et al. (1989) showed that the polynomial in (1) can be expressed in terms of the Gegenbauer poynomial C j,d (µ), such that for all d ≠ 0, and Γ(x) means the gamma function. Gray et al. (1989) showed that x t in (1) is stationary if |µ| < 1 and d < 0.50 or if |µ| = 1 and d < 0.25. Simulated realizations based on fractional models like (1) can be found in Gray et al. (1989) , and an empirical application in GilAlana (2001) .
In this article, we propose a testing procedure for testing simultaneously the degree of integration of the cyclical component in a given time series and the need of a linear time trend. The structure of the paper is as follows: Section 2 describes the tests of Robinson (1994) which permit us to test fractional cyclic models like (1). In Section 3, the tests are extended to allow us to test simultaneously the order of integration and a linear time trend.
Section 4 evaluates finite-sample critical values of the tests described in sections 3 and 4, conducting Monte Carlo experiments to check the sizes and the power properties of the tests in finite samples. Section 5 contains an empirical application and finally Section 6 concludes.
THE TESTS OF ROBINSON (1994)
Following the discussions of Bhargava (1986) , Schmidt and Phillips (1992) and others of parameterization of unit-root models, Robinson (1994) considers the following regression model,
where y t is the time series we observe; β is a (kx1) vector of unknown parameters and z t is a (kx1) vector of deterministic regressors that may include, for instance, a linear time trend in case of z t = (1,t)′. The regression errors x t are such that
where ρ is a function of L and the (px1) vector θ and u t is I(0). Robinson (1994) 
for given real numbers d 1 , d 2 , …, d p and w r . Under the null hypothesis:
the above function becomes:
and thus, a wide range of possibilities can be tested under H o (5). Some special cases of interest are: 
where T is the sample size, and
where the function g above is a known function coming from the spectral density function
and I(λ j ) is the periodogram of , t u where
and the summation on * in the above expressions are over λ ∈ M where M = {λ: -π < λ < π, λ ∉ (ρ l -λ 1 , ρ l + λ 1 ), l = 1, 2, …, s}, such that ρ l , l = 1, 2, …, s < ∞ are the distinct poles
Based on the null hypothesis (5), Robinson (1994) showed that, under regularity conditions,
Thus, a test of (5) . He also showed that the tests are efficient in the Pitman sense that, against local alternatives of form H a :
with a non-centrality parameter ν which is optimal under Gaussianity of u t .
In the context of the present paper, based on cyclical models, we can particularize the above tests and consider the case with d 3 = d and d j = 0 for all j ≠ 3. Thus, the functions in (4) and (6) become respectively:
and
for a given real number d; w r = 2πr/T and r = T/s, s thus indicating the number of periods per cycle. Furthermore, if we impose white noise u t , the test statistic greatly simplifies and
where
where I(λ j ) is again the periodogram of t û as previously defined. Clearly, a test of (5) against H a : θ ≠ 0 will have a 2 1 χ asymptotic distribution.
The tests of Robinson (1994) (2001), and cyclical models with the tests of Robinson (1994) were also analysed in Gil-Alana (2001) . In the following section, we propose a joint test based on Robinson's (1994) procedure for testing simultaneously the need of a linear time trend and the order of integration of the cyclical component in a given raw time series.
A JOINT TEST OF THE TIME TREND AND THE INTEGRATION ORDER
In Gil-Alana and Robinson (1997) , a joint test was proposed for testing simultaneously the need of a linear time trend and the order of integration in a given series at the zero frequency. In this section, a similar test is proposed but, instead of looking at the long run or zero frequency, we concentrate on the cyclical component of the series.
We consider a model given by (2); (3) and (9), with z t = (1,t)′ for t ≥ 1; 0 otherwise, i.e.,
and test the null hypothesis:
against the alternative:
A joint test is then given by: 
with w t = (w 1t , w 2t )′ as given above (8), and
and R calculated as described in Section 2 but using the t ũ just defined. Table 1 reports finite-sample critical values of Robinson's (1994) test statistic R in (11) in a model given by (12) and (13) χ distribution, implying that the tests based on these finite-sample values will not reject the null so often as with the asymptotic results of the 2 2 χ distribution.
A FINITE-SAMPLE EXPERIMENT
We next examine the size and the power properties of the tests in finite samples, comparing the results with those based on the asymptotic results from the 2 χ distributions. Tables 3 and 4 report respectively the rejection frequencies of R in (11) and S in (16) using both, the finite-sample critical values computed in Tables 1 and 2 Starting with the tests of Robinson (1994) , in Table 3 , we assume that the true model is given by
and look at the rejection frequencies of R in (11) in a model given by (12) and (13) Table 10 in Robinson, 1994) . Using, however, the finite-sample critical values, they are smaller but close to the nominal value of 5%. This smaller size of the tests based on the finite-sample critical values is also associated with some inferior rejection frequencies though as we depart from the null, θ = 0, throughout θ = 1, the difference becomes negligible. Table 3 . We focus on this particular form of alternatives in order to get better comparisons with Table 3 . Similarly to that table, we see that the sizes of the tests based on the asymptotic critical values are too large in all cases while those based on the finitesample ones are smaller and close to the nominal values. Once more, these smaller sizes are also associated with some smaller rejection frequencies in the finite-sample tests, particularly when we are close to the null θ = 0. However, we see that for θ = 0.75 (and θ = 1), all the rejection frequencies are higher than 0.900 when using both the finite-sample and the asymptotic critical values. We should finally mention here that increasing the sample size, the difference between the asymptotic and the finite-sample results considerably reduces in both tables. However, we only present here the results for T = 40 since this is the sample size used in the empirical application in the following section.
(Tables 3 and 4 about here)

AN EMPIRICAL APPLICATION
We look in this section at the nominal GDP series in the US, the UK, Canada and Japan with annual data from 1960 to 1999. Plots of the original series with their corresponding correlograms and periodograms are given in Figure 1 . We observe that all the series increase over the sample period and the nonstationary character of the series seems to assert itself in view of the correlograms (with large and significant values) and the periodograms (with large values around the zero frequency). Figure 2 shows similar pictures for the detrended series (i.e, x t in (12) and (13)). We see that the trending behaviour disappears in all cases and the cyclical component becomes apparent in view of the correlograms and the periodograms.
(Figures 1 and 2 about here)
We initially employ R in (11), testing H o (5) in (12) and (13) i.e., we test for the order of integration of the cyclical component, including a deterministic trend in the original series. Results are given in Table 5 Table 3 ).
(Tables 5 and 6 about here)
In Table 6 we employ throughout S in (16), testing H o (14) in (12) and (13) (14) always is rejected, implying the need of a linear time trend at least for this country.
CONCLUDING COMMENTS
We use in this article a version of the tests of Robinson (1994) This article can be extended in several directions. Monte Carlo experiments can be conducted to examine the power of the tests when we misspecify the frequency w r of the process in the context of deterministic trends. Note that in the experiments carried out in Tables 3 and 4 we assume the same values for r under both the null and the alternative hypotheses. It would be worthwhile proceeding to get estimates of w r . However, this would require preliminary differencing to achieve stationarity and invertibility. The tests could have been extended to permit more than one cyclic behaviour in the data and, also to jointly test for a linear time trend and for the order of integration with seasonal fractional integration instead of the cyclical component analysed in this article. Finally, we could also have allowed for weakly parametrically autocorrelated disturbances, computing finitesample critical values and performing the tests on the GDP series. Work in all these directions is now under progress. Nominal GDP in U.S.A. Nominal GDP U.K. In case of T/6 and T/7, T = 42. The critical values of the 2 2 χ distribution are 5.99 at the 5% significance level and 9.21 at the 1% level.
TABLE 3
Rejection frequencies of R in (11) True model: y t = 1 + t + x t ; (1 -2 cos w r L + L 2 ) x t = ε t Alternative: Testing H o (5) in (12) and (13) 
TABLE 6
Testing H o (14) in (12) and (13) 
