I. INTRODUCTION
Considering for simplicity a system of spin-less electrons, for the uniform N e -particle ground state (GS) of this system one defines the Luttinger number
where Θ(x) is the unit-step function, G(k; ε) the zerotemperature limit of the thermal single-particle Green function in the grand-canonical ensemble in which the mean value of the number of particles is equal to N e , and µ the zero-temperature limit of the associated chemical potential (see later). Thus G(k; ε) corresponds to the N e -particle GS of the Hamiltonian H of the system. The summation with respect to k in Eq. (1) is over the entire available wave-vector space; for systems defined on a Bravais lattice, the latter region consists of the corresponding first Brillouin zone (1BZ). The Luttinger theorem under consideration states that [1, 2, 3, 4, 5, 6, 7, 8] :
There are some aspects to be taken into account (in particular in dealing with finite systems) concerning the definition of Θ(x), specifically at x = 0, which have been elaborated on in Ref. [7] and which we shall not discuss here.
Inspecting the proof of the Luttinger theorem [7] , one concludes that the validity of this theorem is dependent on the equality of the value of the chemical potential µ on the right-hand side (RHS) Eq. (1) with that of the thermodynamic variableμ specific to the grand-canonical ensemble to which G(k; ε) corresponds. With E M;0 denoting the energy of the M -particle GS of H, one readily verifies that the implicit dependence of G(k; ε) on the thermodynamic variableμ is solely through the requirements E Ne;0 − E Ne−1;0 <μ < E Ne+1;0 − E Ne;0 .
For metallic N e -particle GSs, where N e is necessarily macroscopically large, the deviation of E Ne+1;0 − E Ne;0 from E Ne;0 − E Ne−1;0 is microscopically small, of the order of 1/N e (see Appendix B in Ref. [7] ). For these states, the value ofμ is therefore up to an infinitesimal correction uniquely determined and is equal to E Ne+1;0 −E Ne;0 . The latter quantity coincides, up to an infinitesimal correction, with the zero-temperature limit of the chemical potential µ β , where β is the inverse temperature, satisfying the equation of state corresponding to N e as the mean value of the number of particles in the grand-canonical ensemble under consideration. Consequently, neglecting infinitesimal corrections, for metallic GSs the value of the µ on the RHS of Eq. (1) is bound to be equal to the zero-temperature limit of µ β . For insulating N e -particle GSs, E Ne+1;0 − E Ne;0 deviates from E Ne;0 − E Ne−1;0 by a finite amount, equal to the magnitude of the fundamental spectral gap. Since for these states, and forμ satisfying the inequalities in Eq. (3), the value of G(k; ε), ∀k, ε, is independent of the precise value ofμ, one naturally concludes that the Luttinger theorem in Eq. (2) should apply for all values of µ satisfying the same inequalities asμ. That this is not necessarily the case, was first discovered by Rosch [9] in his study of a simple model of a MH insulator.
In Ref. [7] (see also Ref. [8] ) it is unequivocally demonstrated that the possibility of the breakdown of the Luttinger theorem for MH insulators has its root in the possibility of the existence of a false [10] zero-temperature limit of a sum over Matsubara frequencies, and that this false limit is eliminated through identifying the µ on the RHS of Eq. (1) with the zero-temperature limit of µ β . Thus, insofar as the µ on the RHS of Eq. (1) is concerned, insulating N e -particle GSs are to be dealt with in exactly the same way as their metallic counterparts (see the previous paragraph). In this connection, it is important to realise that from the standpoint of the Lehmann representation of the thermal single-particle Green function G (of which G is the zero-temperature limit), metallic and insulating systems are fundamentally similar at nonvanishing temperatures [7] .
We should emphasise that were it not for the possibility of the existence of the above-mentioned false limit, the Luttinger theorem would apply for all values of µ satisfying the same inequalities asμ. Neither Stanescu, Phillips and Choy [11] nor KP [12] appear to have appreciated this fundamental aspect.
as the unit of length so that the set of k (hereafter k) points relevant to the sum in Eq. (1) is a subset of the interval (−π, π] (the points −π and π are identified along the k axis). Using the periodic boundary condition, for the lattice under consideration, and with N even, one has:
For the half-filled case, considered by KP [12] ,
A. Discussion of the numerical results by KP concerning finite systems
The finite systems for which KP [12] have carried out explicit numerical calculations, correspond to N = 14, 18, 22, 26, 30, (8) accommodating respectively N e = 7, 9, 11, 13, 15 spin-less electrons. For these systems, KP [12] employed exact diagonalization of H, making use of the Lanczos algorithm. We shall later show that in the thermodynamic limit, and for V > V c (t, t ′ ), the half-filled GS of the H in Eq. (4) is not uniform, but a non-uniform CDW state [13] (see Sec. III herein). This broken-symmetry GS cannot be reached by extrapolating the finite-size numerical results, which by necessity all correspond to uniform GSs.
In Fig. 2 of Ref. [12] , t(1+V /t) Re[G(k; µ)] is presented as function of the discrete values of k, namely k = 2πl/N , l = 0, 1, . . . , N/2 (in Ref. [12] , µ is chosen as the origin of the energy axis). We note that G(k; µ) ∈ R, ∀k [7] , so that the explicit use of Re[G(k; µ)] may imply that in the calculations reported in Ref. [12] , Im[G(k; µ)] ≡ 0. This is relevant, since the numerical artifact Im[G(k; µ)] ≡ 0 can in principle give rise to a false violation of the Luttinger theorem [7] (see in particular Sec. 6.2 herein).
From the data in Fig. 2 of Ref. [12] one observes that for N = 26 the Luttinger theorem, Eq. (2), indeed applies for all V /t ∈ [0, 8]: at k = 2πl/N , for l = −6, −5, . . . , 0, 1, . . . , 6 (that is, for 13 out of 26 distinct k points of which the underlying 1BZ consists), one has G(k; µ) > 0 (cf. Eq. (1)). Notwithstanding this fundamental fact, KP remarked that [12] :
"we note that k l is indeed near π/2, however, even without finite-size scaling a small deviation k l = π/2 may be observed for V > 4t."
Here k l is the Luttinger wave-vector, defined by KP [12] , and others, as the solution of G(k l ; µ) = 0.
In Ref. [7] (see in particular Sec. 2.4 herein) it has been emphasised that this and similar equations for higher space dimensions (defining the so-called 'Luttinger surface') must be used with caution, for these equations may not have solutions. In the particular case at hand, where the underlying 1BZ consists of a finite number of points, and where specifically π/2 ∈ 1BZ for N = 26 (cf. Eq. (6)), it should be abundantly clear that "deviation k l = π/2" is devoid of any meaning, whatever. It seems, rather surprisingly, that the criterion adopted by KP [12] for the validity of the Luttinger theorem amounts to the requirement of Eq. (9) having the exact solution k l = π/2 (and, by symmetry, k l = −π/2), even in the cases where π/2 does not belong to the underlying 1BZ! We repeat that, for the reasons spelled out in Ref. [7] , even in the limit N = ∞, for which the 1BZ consists of the continuum set (−π, π], absence of a solution to Eq. (9) cannot be held as signifying breakdown of the Luttinger theorem.
One general technical remark is in order. In Ref.
[12] KP indicated that "it has been realised that the LSR [Luttinger sum rule] should as well apply to finite systems [10, 11] ", where " [10] " refers to Ref. [14] and " [11] " to Ref. [15] . In this connection, we emphasise that this result is already implicit in the original paper by Luttinger and Ward [1] ; nothing in the proof by Luttinger and Ward is dependent on whether the sums with respect to k in the underlying expressions run over a finite or a macroscopically-large number of k points, to be approximated by a continuum set; the only significant aspect associated with these sums is that they include the complete set of the k points that are relevant to the uniform GS under considerationotherwise, by using an incomplete set of k points, the invariance property of the trace operator under the permutation of the product of the operators on which it operates, which is vital to the proof of the LuttingerWard identity, is violated [7] . What in our opinion has contributed to the obscuring of this very basic fact with regard to the applicability of the Luttinger theorem to the uniform GSs of finite systems, is the explicit reliance by Luttinger and Ward [1] on a continuum model; in contrast to lattice models (more explicitly, those without physical boundaries), the uniformity of the GS of the continuum model adopted by Luttinger and Ward is intimately connected with this model being infinitely large.
Summarising, on the basis of the data as presented in Fig. 2 of Ref. [12] we conclude that: for at least N = 26 and V /t ∈ [0, 8], the explicit calculations performed by KP [12] undisputedly confirm the validity of the Luttinger theorem, Eq. (2), specifically in the MH insulating phase. If this observation is applicable to all values of N presented in Eq. (8) above, it follows that the main conclusion arrived at by KP in Ref. [12] , that the Luttinger theorem broke down in the MH insulating phase, must entirely rest on the outcome of the finite-size-scaling scheme adopted by the authors. Following this observation, below we critically examine the last-mentioned scheme.
B. An analysis of the finite-size-scaling scheme employed by KP
In order to examine the reliability of the finite-sizescaling method adopted by KP [12] , we employ the following model for the self-energy Σ(k; ε) at ε = µ:
where A and B are constants to be determined. Evidently, by definition A and B are functions of µ, however for our following considerations knowledge of the functional forms of these parameters will not be necessary.
We emphasise that the expression in Eq. (10) is hypothetical and is not based on a microscopic calculation. With ε k denoting the non-interacting single-particle energy dispersion, for which we choose the tight-binding expression
for G(k; µ) one has (in the units where = 1):
where
We remark that use of a more general expression for the energy dispersion ε k , one involving t ′ in addition to t, would only increase the number of parameters in our considerations without affecting the main conclusion of this section.
By employing a graphical presentation of E k , one can determine a continuum of values for A, B, t and µ for which the GS corresponding to the Green function in Eq. (12) is a half-filled MH insulating GS. In Fig. 1 we present the E k and the corresponding G(k; µ) for the specific values A = 1, B = 1.33, t = 1 and µ = 0. Note that our specific choice µ = 0 is consistent with the explicit particle-hole asymmetry in the calculations by KP [12] , where t ′ = 0 (see the diagram in the upper panel of Fig. 1 ).
Before proceeding with our analysis, two remarks are in order. Firstly, for the reasons indicated in Ref. [12] , for the system considered by KP, G(k; µ) must be small, ∀k ∈ 1BZ, for large values of V /t, scaling like t/V 2 . This is clearly not the case for the function G(k; µ) displayed in Fig. 1 . One can directly convince oneself that this aspect is of no consequence to our conclusions to be arrived at in this section. To this end, one should consider the fact that k = ±π/2 remain the exact zeros of G(k; µ) on replacing E k and µ by αE k and αµ, where α is a non-vanishing but otherwise arbitrary positive constant. This implies that for in particular µ = 0, through a simple re-scaling of the parameters A, B and t, one will be able to render G(k; µ) as small as desired for all k ∈ 1BZ. (13), and the associated G(k; µ), Eq. (12), both in the units where a = 1 and = 1. The parameters used are, in the latter units, t = 1, A = 1.6, B = 1.33 and µ = 0. From the behaviour of E k one observes that for a finite range of values of µ indeed the underlying GS is insulating; this is the case for µ = 0 (broken horizontal line). In the lower panel, the small circles in the vicinity of k/π = 1/2 mark the values of G(k; µ) at k = π/2 ± π/N for the values of N listed in Eq. (8) . Although for the model considered here, kl/π is exactly equal to 1/2, the 'finite-size scaling' scheme based on the last-mentioned values of N yields kl/π = 0.500742. See Table I . Note that indeed G(k; µ) > 0 for k ∈ (−π/2, π/2) (cf. Eq. (1)).
One can readily verify that such uniform scaling of the above-mentioned parameters cannot lead to any change in the conclusions of our analysis to be presented below (with the aid of the details that we present in appendix A, the reader may verify this statement through explicit calculations). One should in addition note that since the smallest N that we consider in our following investigations is equal to 14, Eq. (8), we never probe G(k; µ) farther from k = π/2 than π/14 ≈ 0.22 on either side of this point. Consequently, for our specific considerations in this paper it is entirely irrelevant what non-vanishing magnitude G(k; µ) has outside the interval [π/2 − π/14, π/2 + π/14] (and by symmetry, also outside the interval [−π/2 − π/14, −π/2 + π/14]). Secondly, concentrating on the half-filled GSs (see Eq. (7)), we assume that the expression for Σ(k; µ) in Eq. (10) applies for all N , so that by increasing the value of N one merely samples the same function at a more dense set of k points of which the 1BZ in Eq. (6) consists. Denoting the 1BZ corresponding to a system consisting of M lattice sites by 1BZ(M ), with k ∈ 1BZ(M ) and k ∈ 1BZ(M ′ ), M = M ′ , in reality the value of Σ(k; µ) (and thus of G(k; µ)) pertaining to the M -site system is different from that pertaining to the M ′ -site system. Since in the t-t ′ -V model direct hoppings take place between nearest and next-nearest neighbours, in the absence of long-range order one may assume that for M, M ′ > M c , where M c is a finite integer, the lastmentioned difference is insignificantly small. The quantitative similarity between the results that we deduce below and those reported by KP in Ref. [12] , leads us to believe that the values of N in Eq. (8) satisfy the inequality N > M c .
Following KP [12] , we definē
and
For the smallest and the largest values of N given in Eq. (8), one has respectively π/N ≈ 0.224 and π/N ≈ 0.105 (see the small circles in the lower panel of Fig. 1 ).
Using the scaling relationships [12] 
KP [12] obtained:
By employing the explicitly-calculated values ofḠ(N ) and ∆G(N ), corresponding to the values of N in Eq. (8), KP [12] deduced the values of the parameters {a 1 , b 1 , c 1 } and {b 2 , c 2 } with the aid of a least-squares fitting method. Taylor expanding G(k l ; µ) (for N = ∞) to linear order at k = π/2, imposing the condition in Eq. (9), KP [12] obtained the approximate expression:
Clearly, the accuracy of this expression diminishes for increasing values of |k l − π/2|. On the basis of the observation that a 1 /b 2 = 0 for V /t ∈ [3.6, 10], KP [12] arrived at the conclusion that for the latter range of values of V /t, the Luttinger theorem broke down. See Fig, 5 in Ref. [12] . By employing the expressions in Eqs. (16) and (17) and the Green function in Eq. (12) as determined in terms of the model self-energy in Eq. (10) and the ε k in Eq. (11), on the basis of the same approach as KP [12] (specifically, by making use of the values of N given in Eq. (8)), we have calculated the parameters {a 1 , b 1 , c 1 } and {b 2 , c 2 } (see appendix A for some relevant technical details). We present these parameters corresponding to µ = 0, t = 1, B = 1.33 and some values of A in Table I . In this table we also present the values for k l /π as calculated on the basis of the approximate expression in Eq. (19) . One TABLE I: The parameters {a1, a2, a3} and {a2, b2} (in the units where a = 1 and = 1), Eqs. (16) and (17) , for various values of the parameter A, Eq. (10), obtained by means of a least-squares fitting approach described in appendix A. In all cases, µ = 0, t = 1 and B = 1.33, in the above-mentioned units. For fitting we have used exact data corresponding to the values of N listed in Eq. (8) . In the last column we present kl/π, with kl as calculated according to the last expression in Eq. (19) . The values for kl/π should be compared with the data for the same quantity displayed in Fig. 5 observes that for increasing values of A, the deviation of k l /π from the expected value 1/2 increases. It is seen that in our model calculations, the increase in the value of A brings about a similar change in k l as does the increase in the value of V /t in the calculations by KP [12] . Since for the model under consideration the zero of G(k; µ) at k = π/2 does not depend on the value of A, it follows that the deviation of the calculated values for k l /π from 1/2 is entirely bogus and a direct consequence of not employing sufficiently large values of N . This undisputedly demonstrates that the conclusion arrived at by KP [12] is devoid of any significance as regards the validity or otherwise of the Luttinger theorem. In contrast, if KP [12] had not disputed the validity of the Luttinger theorem and imposed the condition G(π/2; µ) = 0 as the result to be expected for N → ∞, they would have gained some valuable information regarding the behaviours of G(k; µ) and Σ(k; µ) for k in the close vicinity of k = π/2. For the reasons presented in Sec. 2.4 of Ref. [7] , we should emphasise that satisfaction of the condition G(π/2; µ) = 0 is not a prerequisite for the validity of the Luttinger theorem at half-filling. Nonetheless, as we shall see later (see, e.g., Eq. (C242)), G(π/2; µ) = 0 is exactly satisfied at half-filling and under the conditions for which the bosonization scheme is exact for the model under consideration.
III. A HEURISTIC ARGUMENT IN SUPPORT OF THE LUTTINGER THEOREM
The reasoning that we present in this section is due to Volovik [16] and is related here with his kind permission.
According to Volovik [16] , a metal and an insulator, as characterised by respectively a pole and a zero in their corresponding single-particle Green functions, belong to the same topological universality class, or have the same topological invariant in the momentum space (Chap. 2 in Ref. [17] ). That is to say, the transformation of the last-mentioned pole into the last-mentioned zero at the metal-insulator transition does not change the topology of the Green function [17] . This implies that the adiabatic transition between the two states, as well as the adiabatic transformation between non-interacting and interacting fermions (Sec. 8.1.6 in Ref. [18] ), cannot give rise to 'spectral flow': the state without excitation, the vacuum state, transforms into a state which is equally free of excitations. Consequently, as in the case of noninteracting fermions, for interacting fermions the number of particles in the GS remains to be determined by the 'volume' of the Fermi sea in the case of metallic states and by that of the Luttinger sea [7] in the case of insulating states.
For completeness, topological stability is defined (Sec. 8.1.6 in Ref. [18] ) as signifying the property by which any continuous change in a system leaves the system in the same topological universality class (see the previous paragraph). A continuous change in the system may be brought about by an adiabatic change in the coupling constant of the interaction potential.
IV. THE CDW GROUND STATE OF THE t-t ′ -V MODEL IN ONE SPACE DIMENSION, AND THE LUTTINGER THEOREM
In the thermodynamic limit, the half-filled GS of the one-dimensional t-t ′ -V model is a broken-symmetry state for V > V c (t, t ′ ) (to be precise, there are two such GSs, differing only by a translation over an inter-site distance). For V c (t, t ′ ) one specifically has V c (t, 0) = 2t (appendix C, in particular Eq. (C98)) [13] . With O denoting the GS expectation value of O per site, for the half-filled brokensymmetry GS one has (see Eq. (C63) and the subsequent remarks)
where δn is the CDW order parameter. In the uniform GS, δn = 0. Thus, the primitive unit cell of the CDW GS consists of two sites, leading to the 1BZ corresponding to this state, which we denote by 1BZ ′ , Eq. (B7), having half the size of that corresponding to the half-filled uniform GS, Eq. (B11). The CDW GS is an insulator whose gaps in the single-particle excitation spectrum is located at the boundaries of the 1BZ ′ , exactly as in the case of ordinary semiconductors. In contrast to the latter systems, whose discrete translation symmetry is due to a periodic ionic potential (an external potential), the discrete translation symmetry of the CDW state under consideration (a Z 2 symmetry) is due to a spontaneous symmetry breaking (see the second paragraph of Sec. C 4 on page 22). This breaking of the translation symmetry of the underlying Hamiltonian by the GS being possible only in the thermodynamic limit, for any finite realisation of the one-dimensional t-t ′ -V model the corresponding GS is a uniform one. The half-filled GSs that KP [12] have determined numerically are therefore all uniform, characterised by δn = 0.
The Luttinger theorem specific to inhomogeneous GSs is explicitly discussed by Luttinger in Sec. V of Ref. [2] , under the heading "The Band Case". The role played by G(k; µ) in the case of uniform GSs (see Eq. (1)), is in "the band case" played by the eigenvalues of the Hermitian single-particle Green matrix G(k; µ), which is the exact representation of the single-particle Green operator G(ε) at ε = µ in the momentum space. For the CDW state under discussion, G(k; µ) is a 2 × 2 matrix (appendix B). For this state, the statement of the Luttinger theorem is that in Eq. (2) , in which the Luttinger number N l is defined according to (cf. Eq. (1) above; see Eq. (95) in Ref. [2] and note that
where {γ ς (k; µ)} are the (real) eigenvalues of the Green matrix G(k; µ). Owing to the insulating nature of the CDW state, in the light of Eq. (7) one immediately observes that at half-filling the Luttinger theorem is trivially satisfied for this state. To appreciate this fact, one should realise that for all k ∈ 1BZ ′ , γ ± (k; µ) ≷ 0 and that, since each unit cell for the CDW state under consideration consists of two lattice sites, for this state the number of k points of which the 1BZ ′ , Eq. (B7), consists is half that of the points of which the 1BZ of the uniform GS consists.
V. THE INHOMOGENEOUS GROUND STATES OF THE t-t ′ -V MODEL IN ONE SPACE DIMENSION
In this section we explicitly consider the brokensymmetry GS of the t-t ′ -V model in two limits, one corresponding to V ↓ V c (t, t ′ ) (for t ′ sufficiently small in comparison with t), and the other to V ≫ t ≈ t ′ . In appendix C we present the details underlying our calculations corresponding to the former limit.
A. The case of V Vc(t, t ′ )
For the spectral gap E g corresponding to V larger than and sufficiently close to V c (t, t ′ ), one has (Eqs. (C190), (C104), (C226), (C212) and (C214)):
where M is the mass gap, Eq. (35) . Owing to this exponentially diminishing E g as V ↓ V c , for V sufficiently close to V c one can employ a continuum description for the calculation of the correlation functions of the system under considerations at distances that are large in comparison with the lattice constant a of the underlying lattice. With x . = ja, in the framework of this description one expresses the lattice annihilation operatorĉ j as (Eq. (C5)):
where the slowly-varying chiral field operatorsR(x) and L(x) can be represented in terms of the bosonic field operatorsΠ(x) andΦ(x), satisfying (in the thermodynamic limit -see Eqs. (C18) and (C19) -and in the units where = 1):
as follows (Eqs. (C6) and (C27)):
whereÛ ± are Klein factors [19] (see Eq. (3.14) herein) which ensure thatĉ j , as expressed according to Eq. (23), appropriately removes one particle from any eigenstate of the number operator, in the relevant Fock space, on which it operates. As we shall indicate in appendix C, the signs '±' with which the RHS of Eq. (25) [20] . Further, the '≃' in Eq. (23) becomes a strict equality provided that the Fourier spectrum ofĉ j , ∀j, Eq. (C4), is limited to two intervals of width 2Λ centred at ±k f , where Λ is equal to a fraction of π/a.
The dynamics of the slowly-varying chiral field operatorsR(x) andL(x) is governed by the quantum sineGordon Hamiltonian [21] in Eq. (C76) below, in which the parameters g, u and K are fully determined by t, t ′ and V (Eqs. (C77), (C123) and (C116)); provided that t ′ is sufficiently small, at half-filling the low-lying excitations are affected only perturbatively by t ′ (see Eqs. (C35), (C41) and the remarks following these equations, in particular those in the paragraph following the latter equation, on page 16).
Let K ′ ℓ and K ′ ℓ ′ , Eq. (B6), denote two reciprocal-lattice vectors corresponding to the Bravais lattice of which the underlying unit cells consist of two lattice points, and k ∈ 1BZ ′ , Eq. (B7). For the (ℓ, ℓ ′ ) element of G(k; z), where ℓ, ℓ ′ ∈ {0, 1}, k ∈ 1BZ ′ and z ∈ C, one has the expression in Eq. (B9), in which
Here (Eq. (25.14) in Ref. [22] )
in which (in the units where = 1)
is a fermion Matsubara frequency, with β the inverse temperature (in the units where k b = 1), and (Eqs. (23.3) and (23.6) in Ref. [22] )
whereρ g is the grand-canonical statistical operator, T τ the τ -ordering operator, and
the imaginary time (similarly for τ ′ );ĉ j (−iτ ) is the imaginary-time counterpart ofĉ j in the Heisenberg picture (similarly forĉ † j ′ (−iτ )) (Eq. (24.1) in Ref. [22] ). In the zero-temperature limit, the trace on the RHS of Eq. (28) reduces to the GS expectation value of the τ -ordered product ofĉ j (−iτ ) withĉ † j ′ (−iτ ′ ). We note that in Eq. (27) we have identified τ ′ with zero on account of the fact that in equilibrium G j,j ′ (τ, τ ′ ) is a function of τ − τ ′ . In the CDW state, G j,j ′ (iω n ) is a non-trivial function of j and j ′ , in contrast to the uniform state where it is a function of j − j ′ . With reference to Eq. (22) , for V ↓ V c the deviation of G j,j ′ (iω n ) from a function of j − j ′ becomes exponentially small so that, for V sufficiently close to V c , to an exponentially small error one can approximate G j,j ′ (iω n ) by a function of j − j ′ . On doing so, and by renumbering the site indices according to the scheme in Eq. (B1), in what follows we shall restrict our considerations to the single-particle Green function G(k; z), defined according to (appendix B)
(30) Following the considerations in appendix B, the function G(k; z) as defined here can be viewed as consisting of the union of G 0,0 (k; z) and G 1,1 (k; z), in which k ∈ 1BZ ′ .
LetÂ(x, −iτ ) andB(x, −iτ ) be the imaginary-time Heisenberg-picture counterparts of the Schrödingier-picture operatorsÂ(x) andB(x), whereÂ(x) andB(x) may be one ofL(x) andR(x). Defining, in analogy with Eq. (27) (in view of the G j,0 (z) in Eq. (30), below we suppress x ′ which would be the analogue of j ′ ),
where (cf. Eq. (28))
by employing the expression in Eq. (23), from Eq. (30) we obtain that (as in Eq. (23), below x . = ja):
whereL andR are the time-scaled counterparts ofL and R respectively, Eq. (C234), and u is the renormalized Fermi velocity v f , Eq. (C123); in the limit V = V c , one 
In appendix C we deal withGâ ,b (k; z), whereÂ andB stand for one ofL andR.
In Fig. 2 we present the Green function G(k; ω + i0 + ) for k = k f as calculated numerically on the basis of the expression Eq. (33) , in which {Gâ ,b (k±k f ; z/u)} are evaluated according to Eqs. (C239) and (C272). We point out that the nature of the approximations underlying our calculations (specifically, the approximation of Eq. (C249)) restrict the validity of the calculated G(k; ω + i0 + ) to the regions of the k-ω plane close to (±k f , µ), where µ = 0 in our calculations. The existence of gap in the singleparticle spectrum of the system under consideration, as evidenced by Im[G(k f ; ω + i0 + )] ≡ 0 for |ω|/(mu) < 2, trivially leads to the satisfaction of the Luttinger theorem, as discussed in Sec. IV. With reference to Eq. (22) , for the mass gap one has
where m is the soliton/antisoliton mass introduced in Eq. (C248); from Eq. (35) and Eq. (22), one readily deduces the expression for m specific to the case at hand. Fig. 2 further reveals that our calculated Green function exactly satisfies Eq. (9) for k = k f and µ = 0, whereby k l is to be identified with k f ≡ π/2. This result is a direct consequence of the symmetry relation in Eq. (C241), which, on the condition of continuity of G(k f ; z) at z = 0, leads to Eq. (C242). For completeness, the contributions to G(k f ; ω + i0 + ), as depicted in Fig. 2 , are essentially due toGr ,r (0; ω + i0 + ) andGr ,l (0; ω + i0 + ), Eq. (33), which are moreover equal.
B. The case of V ≫ t ≈ t ′ In the limit of infinitely large V , one of the two sites in the unit cell of the CDW GS is fully occupied and the other is fully empty. Thus for V ≫ t ≈ t ′ , the effective tunneling matrix element corresponding to nearestneighbours is proportional to t 2 /V , for which one has t 2 /V ≪ t ′ . It follows that in the case at hand, one can + )] and a shift towards lower energies of the zero in this function). This signifies that the farther removed k is from kf, the more significant become the higherorder soliton/anti-soliton contributions to G(k; ω + i0 + ) that are neglected in the approximation of Eq. (C249). As expected (since the minimum value of χ, Eq. (C279), amounts to 2m), the threshold at which Im[G(kf; ω + i0 + )] ≡ 0 satisfies |ω|/(mu) = 2. Note that G(kf; 0) = 0, which, in view of Eq. (C242), is an exact result. This outcome is significant in that in the present case kl = kf ≡ π/2 and µ = 0 (compare with Eq. (9)).
to a good approximation identify t with zero and only consider next-nearest-neighbour hopping processes. Assuming that for V = ∞ the odd sites are fully occupied, and thus the even sites are fully empty, for V ≫ t ≈ t ′ to a good approximation one has that electrons hop between even sites and holes hop between odd sites. One thus trivially obtains from Eq. (4) that in the case at hand the energy dispersions of the single-particle excitations of the system under consideration are to leading order described by
In the present case, the minimum spectral gap is an indirect one and its value amounts to V − 4t ′ .
VI. CONCLUDING REMARKS
We have unequivocally demonstrated that the finitesize-scaling analysis as employed by KP [12] , which is based on the explicitly-calculated values of the G(k; µ) pertaining to finite systems consisting of N lattice sites, with N taking the values presented in Eq. (8), is not capable of establishing breakdown of the Luttinger theorem for the insulating uniform GSs of the t-t ′ -V model; using a simple model self-energy for which the corresponding G(k; µ) exactly satisfies the Luttinger theorem, the approach by KP [12] implies failure of the Luttinger model. Furthermore, we have shown that the statement by KP [12] , that the numerical results corresponding to N = 26 implied breakdown of the Luttinger theorem, is erroneous; through a simple counting of the number of k points for which G(k; µ) > 0 (see Fig. 2 in Ref. [12] ), one readily ascertains that for N = 26, which according to Eq. (7) corresponds to N e = 13 at half-filling, the Luttinger theorem indeed applies: for exactly 13 different k points, out of the total of 26 different k points of which the underlying 1BZ consists, Eq. (6), one has G(k; µ) > 0.
On the basis of their calculations corresponding to the insulating GSs of the Hubbard Hamiltonian on a twodimensional triangular lattice, KP in an earlier paper [24] arrived at a similar conclusion as the above concerning the Luttinger theorem, namely that in the absence of particle-hole symmetry the Luttinger theorem fails. In a separate Comment [25] , one of us unequivocally demonstrates that this conclusion is also false and that the quantitative amount of the reported "failure" of the Luttinger theorem is fully attributable to an error arising from truncating by KP to leading order iñ µ . = µ − U/2 the infinite series expansion for G(k; µ) in powers ofμ that has underlain the considerations by KP [24] .
APPENDIX A: SOME COMPUTATIONAL DETAILS We have calculated the numerical results presented in Table I with the aid of Mathematica (version 6). The reader wishing to carry out calculations for the values of the parameters {µ, t, A, B} different from those to which the data in Table I correspond, may find the following Mathematica instructions helpful. The numerical results obtained for the specific values of µ, t, A and B that we choose below, are presented in the fourth row of Table I . As in Ref. [12] , for N we have chosen the five values listed in Eq. (8) . 
APPENDIX B: THE SINGLE-PARTICLE GREEN MATRIX OF THE CDW STATE
Here we determine the general form of the singleparticle Green matrix G(k; z) pertaining to the CDW state of the one-dimensional t-t ′ -V model that we consider in Sec. IV. Amongst others, we show that this matrix is a 2 × 2 one. As we shall see, this result is a direct consequence of the fact that the model under consideration is defined on a lattice; had the model been a continuum model, consisting of N/2 unit cells (each containing two 'atoms'), the relevant G(k, z) would be an N/2 × N/2 matrix [26] .
For the regular lattice under consideration, with lattice constant a, let {|x j j = 1, 2, . . . , N } denote the complete set of the normalized eigenkets of the position operatorsx, and {|k k ∈ 1BZ} the complete set of the normalized eigenkets of the momentum operatorp. For the following considerations it is more convenient to renumber the lattice sites in such a way that
where N is even. Note that since the system under consideration is in the thermodynamic limit, N is macroscopically large. One has
In the following, j and j ′ denote sums in which j and j ′ traverse the set in Eq. (B1). With G(k, k ′ ; z) denoting the momentum representation of the Green operator G(z), of which G j,j ′ (z) is the site representation, by the completeness of the set {|x j }, one has
On account of the fact that in the CDW state the unit cell consists of 2 lattice points, one has the following symmetry relationship:
for any finite integer value of ν (ν may be negative, zero and positive). Using Eq. (B4), from the expression in Eq. (B3) one trivially obtains that
from which one deduces that unless
one has G(k, k ′ ; z) ≡ 0. One observes that {K ′ ℓ } is the set of the reciprocal-lattice vectors corresponding to the CDW GS of the system under consideration. Since k, k ′ ∈ 1BZ, it follows that the ℓ in Eq. (B6) can take only the three values −1, 0 and +1. With
below we shall denote all non-trivial Fourier components of
Following Eq. (B3), one thus has (see Eqs. (B2) and (B6)):
Using the closure relation for {|k k ∈ 1BZ}, one can write
Decomposing the 1BZ as
and further
on account of the fact that the only non-trivial Fourier coefficients G(k, k ′ ; z) are those presented in Eq. (B8), after some algebra one obtains that
In arriving at this expression we have used the fact that e.g. the interval (−
We note that the total number of terms contributing to G j,j ′ (z) is nine, of which three are identically vanishing (such as the one corresponding to k∈1BZ ′
on account of the fact that the pertinent k and k ′ do not satisfy the relationship in Eq. (B6).
From Eq. (B2) one obtains that
where the RHS is independent of whether on the lefthand side (LHS) one has +K
Using the result in Eq. (B14), from Eq. (B3) one immediately deduces that
Using Eqs. (B14) and (B15), Eq. (B13) can thus be expressed as
and (cf. Eqs. (B2) and (B14))
The vector v † j (k) is a row vector whose first and second components are x j |k and x j |k + K ′ 1 respectively. That G(k; z) is a finite-dimensional matrix, is related to the fact that the 1BZ is finite, on account of the system under consideration being defined on a regular lattice of non-vanishing lattice constant; that it is a 2 × 2 matrix, is a consequence of the fact that the extent of 1BZ is twice as large as that of 1BZ
′ . Note that for the homogeneous GS of the system under consideration (that is for V < V c ),
′ . In such case, G 0,0 (k; z) and G 1,1 (k; z), with k ∈ 1BZ ′ , together describe the Green function G(k; z) of the uniform GS, with k ∈ 1BZ. In this connection, on account of Eq. (B15),
APPENDIX C: THE BOSONIZATION OF THE t-t ′ -V MODEL, THE QUANTUM SINE-GORDON AND THE XXZ SPIN-CHAIN MODELS
Here we determine the bosonized version of the onedimensional t-t ′ -V model in the continuum limit [27] , where (below a the lattice constant and j a site index)
is considered as a continuous variable. In doing so, we formally assume that a → 0 and N → ∞, in such a way that
is macroscopically large. In practice, the lattice constant a is identified as the unit of length so that physically a → 0 is to be understood as signifying that the correlation functions calculated in the continuum limit accurately describe those pertaining to the underlying lattice model over the length scales that are large in comparison with a.
Unless we indicate otherwise, in the following we shall explicitly deal with half-filled GSs, for which the Fermi points of the underlying non-interacting GS is located at
Preliminaries
Making use of the exact representation ofĉ j in terms of its Fourier components {â k }, that is (cf. Eq. (B2))
disregarding the contributions corresponding to values of k outside the interval
where Λ > 0, one obtains that
where the (±i) j are the values of e ±ikf(ja) for the specific k f in Eq. (C3). The slowly-varying chiral field operatorsR(x) andL(x) can be expressed in terms of the bosonic field operatorŝ
whereÛ ± is the Klein factor [19, 28] and α ≈ 1/Λ. Naturally, the operatorsΦ(x) andΘ(x) are functions of this cut-off parameter. Since the problem at hand is defined on a lattice, of lattice constant a, it is natural to identify α with a. This is the choice that we shall make in the following.
The second equality in Eq. (C6) is established through the application of the Baker-Campbell-Hausdorff formula [30] eÂ eB = eÂ +B e
which applies when [Â,B] − commutes with bothÂ and B, and making use of Eq. (C18) below. With reference to the latter equation, it is evident that the phase factors e ∓iπ/4 in the second expression in Eq. (C6) are directly related to our use ofΦ(x + 0 + ) (and L → ∞), instead ofΦ(x). Use ofΦ(x + 0 + ) is fundamental, as it prevents the possibility that ∂ xΘ (x) may occur alongsidê Φ(x) (orΘ(x) alongside ∂ xΦ (x)) whose commutation is unbounded; see Eq. (24) above. We note in passing that the first expression in Eq. (C6) coincides with those in Refs. [31] , [4] and [28] . As we shall see later (Sec. C 6), the second expression in Eq. (C6) will he crucial in establishing a relationship betweenR(x) andL(x) and the soliton-generating fields pertaining to the quantum sineGordon Hamiltonian [21] whose form factors have been determined by LZ [32] .
ForΦ(x) andΘ(x) one has the explicit expressions (cf. Eq. (2.23) in Ref. [28] ; [29] )
in which {b † k } and {b k } are canonical bosonic creation and annihilation operators, respectively. Abovê
is the total-charge operator, and
the total-current operator. SinceQ andĴ commute with the Hamiltonian under consideration, the Hilbert space of the problem at hand can be classified in terms of the eigenvalues Q and J of these operators, which are integer valued and satisfy the condition [19, 33] (see also p. 280 in Ref. [20] )
For clarity, ourQ is in Ref. [19] (in contrast to Refs. [33] and [34] ) denoted by N − N 0 , where N 0 = k f L/π is assumed to be an odd integer. This fact accounts for the absence of a minus sign on the RHS of Eq. (C12) in comparison with Eq. (2.3) in Ref. [19] .
For the explicit calculations to be carried out below, it is relevant to note that on the basis of the expressions in Eq. (C8) and (C9) one can easily demonstrate that (below x, x ′ are arbitrary)
(ii)Φ(x) commutes withΦ(x ′ ), and
Since x and x ′ are arbitrary, from (ii) and (iii) one immediately infers that (iv) ∂ xΦ (x) commutes withΦ(x ′ ), and
On account of (ii) and (iv), in dealing with the functions ofΦ(x) one can proceed as thoughΦ(x) were an ordinary function, and not an operator. Similarly forΘ(x), on account of (iii) and (v). In this connection, and in view of the exponential functions ofΦ(x) andΘ(x) that we shall encounter below, we point out that for an arbitrary operatorÂ(x) one has [35] 
which, forÂ(x) and ∂ xÂ (x) not commuting, amounts to a non-trivial and generally a very complicated expression to work with.
It is important to specify the nature of the sums with respect to k in Eqs. (C8) and (C9). These sums are over [19] 
This set is different from the discrete set
comprising the 1BZ corresponding to the system under consideration, Eq. (6). Thus, insofar as the sums in Eqs. (C8) and (C9) (and those in the related expressions) are concerned, the usual sharp cut-off of summations of the k-space, as imposed by the bounded domain 1BZ, is replaced by the soft cut-off e −α|k| . This replacement is crucial for the validity of some of the expressions that we shall encounter below.
From Eqs. (C8) and (C9) one readily deduces that
For completeness, theQ r andQ l inQ =Q r +Q l are in Ref. [28] denoted by N r and N l and the eigenvalues corresponding to these by respectively N r and N l (see Appendix B in Ref. [28] and in particular note that Haldane's above-mentioned N 0 is in this Appendix denoted by 2n 0 + 1). Making use of the explicit expressions in Eqs. (C8) and (C9), and the canonical commutations relations for the bosonic operators {b † k } and {b k }, one trivially obtains that for x, x ′ ∈ R (see Eq. (2.24) in Ref. [28] )
The last expression in Eq. (C18) is the leading-order asymptotic contribution (corresponding to the asymptotic limit L → ∞) to the function on the second line, subject to the condition that |x ′ − x| ≪ L; the expression can be treated as an exact one (i.e. the '∼' can be replaced by '=') by taking the limit L → ∞ prior to allowing x ′ −x to vary over the interval (−∞, ∞). We remark that on employing the set of k points in Eq. (C15), instead of the one in Eq. (C14), one would obtain a function that for |x ′ − x| ≪ L is up to a finite multiplicative constant almost identical to Si(π[x ′ − x]), where Si(z) is the sine-integral function (item 5.2.1 in Ref. [23] ); importantly, the derivative of this function with respect to x ′ is finite at x ′ = x for all values of L (compare with Eq. (24) in the light of Eq. (C19)).
We emphasise that the commutator in Eq. (C18) is a periodic function of
, it follows that unless one takes the limit L → ∞ prior to allowing x ′ − x to vary over the interval (−∞, ∞), use of the last expression in Eq. (C18), which is not a periodic function of x ′ −x, is not justified. This fact has not be taken account of in Refs. [4, 28, 31] . In contrast, Haldane [19] takes careful account of the periodicity of the commutator in Eq. (C18), as well as other related commutators. In doing so, Haldane only considers the limit α = 0 + , corresponding to the case where the cut-off function e −α|k| is infinitely soft. Taking the limit L → ∞, for
from Eq. (C18) one obtains the commutation relation in Eq. (24) . It follows that for L = ∞,Π(x) is the momentum operator canonically conjugate toΘ(x). With reference to our earlier remarks, for finite but sufficiently large values of L, instead of Eq. (24) one has the following asymptotic expression (cf. Eq. (3.27) in Ref. [19] )
(C20) Within the framework of the bosonization technique, one defines the chiral density-fluctuation operatorŝ
which are related to the bosonic fieldsΦ(x) andΘ(x) as follows (cf. Eq. (C19)):
In Eq. (C21), :ÂB : stands for the normal-ordered counterpart of the productÂB. The expressions in Eqs. (C22) and (C23) are readily obtained from Eqs. (C8) and (C9) by employing the expression for the canonical boson operatorb k in terms of the Fourier components of the chiral density operatorsρ r (x) andρ l (x) (see Eq. (2.15) in Ref. [28] ). We note thatρ r (x)+ρ l (x) is the slowly-varying part of the total density-fluctuation operator [36] . To appreciate this fact, one has to realise that, making use of Eq. (C5),
One observes thatρ r (x) +ρ l (x) does not take account of the last two terms on the RHS of Eq. (C24). As we shall see later (see e.g. Eq. (C31) below), the last-mentioned two terms do not contribute to the total number of particles in the system to leading order in the small parameter
These expressions make explicit thatQ andĴ are the k = 0 Fourier components ofρ r (x) +ρ l (x) andρ r (x) −ρ l (x) respectively.
To make contact with the work by LZ [32] , we now proceed with expressingΘ(x) in terms ofΠ(x). To do so, it is required thatΘ(x) be specified at one value of x; following Eq. (C19),Π(x) determinesΘ(x) up to an additive constant. With reference to the Riemann-Lebesgue lemma (Sec. 9.41 in Ref. [37] ), the second terms on the RHS of Eq. (C9) becomes vanishingly small for |x| → ∞, wherebyΘ
Thus, integrating both sides of Eq. (C19) with respect to x, one obtains that [38] Θ
where '∼' is to be identified with '=' for L = ∞. In a Hilbert space corresponding to a fixed eigenvalue J ofĴ, the operator √ πĴ on the RHS of Eq. (C27) gives rise to a constant phase factor in the expressions forR(x) and L(x), which, with reference to Eq. (C6) and in view of the fact that J takes integer values, is equal to (−1) J = ±1, depending on whether J is even or odd. This factor is of no consequence to Gâ ,b (x, τ ), and the related functions, whenÂ =B, whereÂ,B ∈ {L,R}; it is however relevant whenÂ =B. To clarify this, let |Ψ denote an arbitrary eigenstate ofQ r andQ l in the Fock space of the system under consideration. With reference to Eq. (C11), and since the J inĴ|Ψ = J|Ψ is the difference in the numbers of right-moving and left-moving particles in |Ψ , in addition to the fact that the number of the left-moving (right-moving) particles inL † |Ψ (inR † |Ψ ) is by one unit more than that in |Ψ , one immediately infers that the expectation value ofRL † (or ofLR † ) with respect to |Ψ differs by a minus sign from the one corresponding to the case in which the √ πĴ on the RHS of Eq. (C27) has been suppressed altogether. The '±' pre-multiplying the expression on the RHS of Eq. (25) (which we could equally have chosen to be '∓') accounts for the last-mentioned minus sign. As we shall see later in this appendix, without this minus sign, the contributions ofGr ,l (k − k f ; z) andGl ,r (k + k f ; z) to the calculated G(k; z), Eq. (33), would violate the causality principle (see in particular the second remark following Eq. (C236) below).
For L → ∞, one generally identifies the e ±i(−π/L) x on the RHS of Eq. (C6) with unity. Thus by equating α with the lattice constant a (see above) and making use of Eq. (C27), for L → ∞ the expressions in Eq. (C6) are transformed into the those presented in Eq. (25) . In our calculations we employ the expressions in Eq. (25) by further suppressing the Klein factorsÛ ± , this on account of the fact thatÛ ± do not affect the behaviours of correlation functions that we consider in this paper [39] (for a case where Klein factors play a role, consult Sec. 4.3.2 in Ref. [28] ). Consequently, the expressions in Eq. (25) in which theÛ ± are suppressed, are not operator identities, however can be viewed as such in calculating the correlation functions {Gâ ,b (x, iω n )} introduced in Eq. (31) . Barring the functions e ±ikf(ja) that we have already separated fromR(x) andL(x), the expression on the RHS of Eq. (25) concerningR(x) (L(x)) coincides with that of the operatorÔ 1 (Ô 2 ) introduced by Luther and Peschel in Ref. [39] .
We note in passing that, withΠ(x) being associated with the quantum-mechanical momentum operatorp, the contribution toR(x) andL(x) of the first term in the argument of the exponential function on the RHS of Eq. (25) is the equivalent of the single-particle eigenfunction exp(ip x) of the one-dimensional Schrödinger equation describing a particle in a constant potential. Further, from Eq. (C22) one observes that placing a particle at location x = x 0 gives rise to a 'kink' (a discontinuity if the particle is infinitely localised), of magnitude √ π, inΦ(x) at x = x 0 . Therefore, physically the factor exp[±i √ πΦ(x)] on the RHS of Eq. (25) introduces a phase jump equal to +π (−π) inR(x) (L(x)) for any x at which a localised particle is encountered [19, 40] (see in particular Sec. 3.1, "Phenomenological bosonization", in Ref. [28] ). The accumulation of these phase jumps amount to the Jordan-Wigner phase that ensures anticommutation relations to be satisfied for Fermi operators expressed in terms of Bose operators.
The dynamics of the bosonic field operatorsΦ(x) andΠ(x) are determined by the quantum sine-Gordon Hamiltonian [21] . Below we present the details underlying the derivation of this Hamiltonian for the one-dimensional t-t ′ -V Hamiltonian under consideration. This derivation almost entirely coincides with that encountered in the treatments of the Heisenberg-Ising chain of the SU(2) spin operators, as described in e.g. Refs. [4, 28, 31, 41] .
Bosonization and the sine-Gordon Hamiltonian
Using the expression in Eq. (C5), one trivially obtains that
Making use of the Euler-Maclaurin summation formula (item 23.1.30 in Ref. [23] ), whereby
for a → 0 one obtains that
For N j=1L † (ja)L(ja + a) one obtains a similar expression. For obtaining the sum with respect to j of the last two terms on the RHS of Eq. (C28), we assume that N is even, whereby one can write
where the last equality follows from the periodic boundary condition
This condition can be readily deduced from Eq. (C68) below in conjunction with Eq. (C16) above, taking into account that the eigenvalues ofQ are integers.
one obtains a similar result, implying that for a → 0 the last two terms on the RHS of Eq. (C28) do not contribute to
. This is a direct consequence of half-filling for which k f has the value given in Eq. (C3).
Combining the above results, for a → 0 and N → ∞ (see Eq. (C2)) one obtains that
In a similar fashion as above, one obtains that
In view of Eqs. (C21), (C22) and (C16) one has
This term can be absorbed in the contribution of the chemical potential in the thermodynamic Hamiltonian of the problem at hand (see in particular Eq. (C25) above). It follows that at half-filling, and for sufficiently small V /t, whereby the bosonization scheme as considered above is physically reasonable, the parameter t ′ does not enter into the bosonized Hamiltonian. As we shall discuss later, this Hamiltonian only to leading order in V /t coincides with the bosonized Hamiltonian derived from the exact solution of the t-V Hamiltonian (compare the H in Eq. (C75) with that in Eq. (C76)).
For completeness, we point out that the results in Eqs. (C33) and (C35) are immediately obtained by employing the following exact representation (see Eq. (C4)):
where for the energy dispersion ε(k) one has
On effecting (cf. Eq. (C5))
where Λ > 0 is the cut-off in the momentum space, and linearising ε(k) at k = ±k f , one has
one obtains that
Evidently, v f is independent of t ′ . The first term on the RHS of Eq. (C41) can be absorbed in the contribution of the chemical potential in the thermodynamic Hamiltonian. With reference to Eq. (C40), it should be evident that the normal-ordered form of the expression on the RHS of Eq. (C33) coincides with the contribution proportional to v f in Eq. (C41).
We point out that the non-linear corrections to ε(k), with ε(k) as expanded around k = ±k f , depend nontrivially on t ′ . However, since the contributions arising from these corrections correspond at the lowest order to four-fermion interactions in the Hamiltonian, they are all irrelevant operators, as can be established by simple power counting (for a precise treatment, one may consult Sec. 4.3 in Ref. [20] ). It follows that for sufficiently small values of t ′ , at half-filling the consequences of t ′ = 0 can be accounted for by perturbation theory. In our explicit calculations in this paper, we assume that t ′ is sufficiently small and thus neglect its consequences altogether.
Following Eq. (C6) and the remarks regarding e.g.Û ± in the paragraph subsequent to Eq. (C27) on page 14, we write (cf. Eq. (14.31) in Ref. [20] )
from which one deduces that (see the remarks (i)-(v) on page 13)
On account of the expressions in Eqs. (C21), (C22) and (C23), one thus obtains that (see Eqs. (C33), (C19) and
The right-hand side of this expression, which coincides with the expression for the Hamiltonian in Eq. (3.58) of Ref. [19] , is twice as large as the correct non-interacting Luttinger Hamiltonian. The truth of this statement is directly verified by substituting the expressions forΦ(x) andΘ(x) in Eqs. (C8) and (C9) in the expression on the RHS of Eq. (C44); following some algebra, one readily deduces that the resulting Hamiltonian is indeed twice the non-interacting Hamiltonian as expressed in terms of the bosonic operators {b k } and {b † k }, such as presented in e.g. Eq. (2.22) of Ref. [28] .
To circumvent the above-mentioned problem, which has not been recognised earlier, following Refs. [31] and [4] we proceed as follows. In order to keep the notation light, below we suppress the 0 + inΦ(x + 0 + ), with the understanding that when necessary the x inΦ(x), and related operators, stands for x + 0 + . With
the imaginary time, we define the complex 'time' coordinates
and express the imaginary-time Heisenberg-picture counterparts of the operatorsΦ(x) andΘ(x), that iŝ
in terms of respectively the analytic and anti-analytic operatorsφ(z) andφ(z), as follows (Eqs. (22.11) and (22.13) in Ref. [4] ):
From the first expression in Eq. (C42), for the imaginarytime Heisenberg-picture counterparts ofR(x) andL(x) one thus obtains that
) one has the same expression asR(x, −iτ ) (L(x, −iτ )) with +i (−i) however replaced by −i (+i). Compare with the relevant expressions in the bosonization tables 3.1 and 22.1 of Refs. [31] and [4] 
and consequently
From Eqs. (C48) and (C49) one trivially obtains that
One can thus make the following identifications (see the bosonization tables 3.1 and 22.1 of Refs. [31] and [4] , respectively):
Making use of the equalities in Eqs. 
These substitutions are motivated by the fact that R(x, −iτ ) depends only onz, Eq. (C50), andL(x, −iτ ) depends only on z, Eq. (C51). Using the expressions in Eq. (C52), one trivially obtains that
where the ∂ xR (x) and ∂ xL (x) on the RHSs are to be expressed in terms of ∂ xΘ (x) and ∂ xΦ (x) on the basis of the expressions in Eq. (C43). The pre-factors 
which the total variations ofR(x, −iτ ) and L(x, −iτ ) at τ = 0 are to be identified with their partial variations along the x axis.
We thus obtain that (cf. Eq. (C44))
where in arriving at the last expression we have employed Eq. (C19). Consequently, from Eqs. (C33), (C35) and (C40) one obtains that
where '⇋' denotes the association between the original Hamiltonian on the left and its bosonized counterpart on the right.
which on normal-ordering can be expressed aŝ
whereρ(x) is the total-density operator, Eq. (C22), and
an operator that measures the amount of chiral symmetry breaking. With reference to Eq. (20), from Eq. (C63) one observes that, at half-filling the GS expectation value of aρ(x) per unit length, i.e. Q/N , is equal to 1/2, and that the GS expectation value of aM (x) per unit length is equal to δn. In this connection, and with reference to Eqs. (C2), (C25) and (C29), we note that
As we shall indicate in Sec. C 4, δn is the counterpart of the staggered magnetization M in the Ising antiferromagnetic GS of the XXZ Heisenberg Hamiltonian for SU(2) spin operators. Making use of the expression in Eq. (C63), one obtains that
By the same reasoning as leading to the result in Eq. (C31), the contributions to jn jnj+1 of the two terms on the RHS pre-multiplied by (−1) j can be neglected in the limit a → 0. In what follows we shall therefore only consider the contributions ofρ(x)ρ(x + a) andM (x)M (x + a) to the latter sum.
Following Eq. (C22), for a → 0 one haŝ
In order to determineM (x)M (x + a), we make use of the expressions in Eqs. (C50) and (C51). In doing so, we employ the Baker-Campbell-Hausdorff formula in Eq. (C7) to express products of exponentials ofφ(z) andφ(z) as an exponential ofφ(z) +φ(z) ≡Φ(z,z), Eq. (C48). As we are dealing with τ = 0, we need only to determine [φ(ix/v f ),φ(−ix ′ /v f )] − . SinceΦ(z,z) (Θ(z,z)) coincides withΦ(x + 0 + ) (Θ(x)) for τ = 0, from Eqs. (C48) and (C49) and the commutation relation in Eq. (C18) (i.e. the one corresponding to α ↓ 0, L → ∞) one readily obtains that
Thus one haŝ
These expressions can be directly obtained by making use of the first equality in Eq. (C42). From Eqs. (C64) and (C68) one deduces that
We note that without the 0 + inΦ(x + 0 + ) in the expressions forR(x) andL(x) (here, those according to the second equality in Eq. (C42)), the pre-factors in the expressions in Eq. (C68) would have involved +1 instead of ±i, resulting inM (x) ≃ − SinceΦ(x) commutes withΦ(x + a) (see remark (ii) on page 13), in calculatingM (x)M (x + a) one can consider Φ(x) andΦ(x + a) as c numbers. Making use of the identity 2 sin(x) sin(y) ≡ cos(x − y) − cos(x + y),
and of the expansion
as well as the relationship
one readily obtains that
From Eqs. (C65), (C66) and (C73), one arrives at
Combining this result with that in Eq. (C61), one obtains the following correspondence between H and the bosonic Hamiltonian H in the continuum limit:
Provided that V /t is sufficiently small, this sine-Gordon Hamiltonian [4, 21, 31] governs the dynamics of the field operatorsΠ(x) andΦ(x). With reference to our remark following Eq. (C69) above, we note that without the 0 The Hamiltonian in Eq. (C75) coincides with that in Eq. (6.29) of Ref. [28] (taking into account that J z in the latter reference is the equivalent of the V in our present considerations [29] , that g 3 ≡ aJ z , and that, for the reason specified in the previous paragraph, the sign of the last term on the RHS of Eq. (C75) is opposite to that of the corresponding term in Eq. (6.29) of Ref. [28] ). Further, the coefficient of the cosine term in Eq. (29.27) of Ref. [4] , and that in Eq. (11.14) of Ref. [31] , is twice too large; this is due to partially neglecting the 2 on the LHS of the identity in Eq. (C70) above. In verifying this statement, one should note that the ratio V /(2t) is the equivalent of the dimensionless quantity ∆, Eq. (C104), the anisotropy parameter, in Eq. (29.27) of Ref. [4] , and in Eq. (11.14) of Ref. [31] .
3. The (exact) bosonized Hamiltonian for small |t ′ | (for t ′ = 0) and arbitrary values of t and V
As we have indicated earlier, the above analysis is valid for V sufficiently small with respect to t and t ′ . Here we consider the specific case corresponding to t ′ = 0, for which the model under consideration is identically equivalent to the XXZ Heisenberg Hamiltonian for SU(2) spin operators. Regarding the specific choice t ′ = 0, we refer the reader to our pertinent remarks in the paragraph preceding Eq. (C42) on page 16. Since the transfer matrix of the zero-field eight-vertex model [42] (defined on a two-dimensional lattice) commutes with the Hamiltonian of the one-dimensional XY Z model for SU(2) spin operators [43, 44] , on the basis of the exact solution of the former model [42, 45] , one can deduce the low-energy properties of the latter model [27, 46] . This enables one to deduce the bosonized Hamiltonian of the t-V model at half-filling for in principle arbitrary values of V .
The bosonized Hamiltonian corresponding to the t-V Hamiltonian can be brought into the standard sine-Gordon form
A comparison of this Hamiltonian with that in Eq. (C75) reveals that for sufficiently small V /t one has
Later we shall establish (see the discussions following Eqs. (C116) and (C123)) that the RHSs of the expressions in Eqs. (C78) and (C79) are exact to leading order in V /t. For completeness, we point out that the sign of the coupling constant g is not crucial, as it can be reversed on effecting the shift transformation: 
one has
where H stands for the Hamiltonian as expressed in terms of the imaginary-time Heisenberg-picture counterparts of Π(x) andΦ(x). From Eq. (C76) one obtains that
For the Euclidean action one thus has (cf. Eqs. (2.1) and (40.2) in Ref. [47] )
where β . = 1/T (with = k b = 1). In the second expression on the RHS of Eq. (C84), stands for
and subjecting the fieldsΦ(x, −iτ ) andΠ(x, −iτ ) to the canonical transformations (see Eq. (24))
the action in Eq. (C84) can be expressed as
is the Gaussian action, and
The constant β is not to be confused with β . = 1/T . Above,
The two-dimensional integrals in Eqs. 
In the following, where no confusion can arise, we shall suppress the bars below the symbols τ , g andΦ(x, −iτ ). With d denoting the scaling dimension of the field cos(βΦ(x, −iτ )) (see Eq. (C100)), for which one has (see Eq. (C102))
and D the dimension of the space over which the integral in Eq. (C90) is carried out (here D = 2), according to a well-known theorem one has that for d > D the perturbation to the Gaussian action S 0 in Eq. (C90) is irrelevant, for d < D it is relevant, and for d = D marginal (see pp. 206 and 207 in Ref. [4] ). In the case at hand, where D = 2, the perturbation to the Gaussian action S 0 is irrelevant when
etc. Using the expression for β in Eq. (C92), one deduces that for
the perturbation to the Gaussian action is irrelevant, for K < 1 2 it is relevant, and for K = 1 2 marginal. Thus, for K > 1 2 , and sufficiently small g, perturbation theory applies and the essential physics of the sine-Gordon action is determined by the Gaussian action S 0 . Amongst others, for K > 1 2 the single-particle excitation spectrum of the system is gapless and thus the system is 'critical' and the GS 'disordered' (see later, in particular the remarks in the paragraph preceding Eq. (C145) on page 26). With reference to Eq. (C78), one observes that for K ≈ 1 2 one must have V /t ≈ 3π/2 ≈ 4.71, which is too large for Eq. (C78) to be accurate. As we shall see later, K = 1 2 exactly corresponds to V /t = 2. Thus, with V c (t, t ′ ) denoting the critical value of V for the one-dimensional t-t ′ -V model on a regular lattice, one has (cf. Eq. (C119) below)
With
the scaling dimension d of the field cos(βΦ(x, −iτ )) is defined according to the following expression:
where C is a constant. The average . . . 0 is with respect to the Gaussian action S 0 , whereby the u's in Eq. (C99) are to be momentarily identified with v f , Eq. (C46). To calculate d, one employs the identity cos(x) ≡ 1 2 (e ix + e −ix ). Using the left-most identification in Eq. (C47), on the basis of the fact that (cf. Eqs. (22.8) and (22.9) in Ref. [4] ; see also Appendix C in Ref. [28] )
Comparing the last expression in this equation with the RHS of Eq. (C100), one arrives at the expression for d in Eq. (C95).
Exact results for K, u and M
Following Eq. (C92), β is seen to be determined by K, Eq. (C76). For determining K, one employs the correspondence between the t-V Hamiltonian (or the t-t ′ -V Hamiltonian at half-filling and for small values of t ′ -see our pertinent remarks in the paragraph preceding Eq. (C42) on page 16) and the XXZ Heisenberg Hamiltonian for SU(2) spin operators (also known as the Heisenberg-Ising Hamiltonian), which is established through the following identifications (compare Eq. (4) with Eq. (6.10) in Ref. [28] ):
Here, J xy denotes the common value of J x and J y . One defines
which measures the anisotropy of the exchange parameter in the z direction in comparison with those in the x and y directions. For the XXZ Heisenberg Hamiltonian, in the thermodynamic limit, one can show that for |∆| ≤ 1 the system is 'critical' and the GS 'disordered' (see later, in particular the remarks in the paragraph preceding Eq. (C145) on page 26); at ∆ = −1 the GS of the system is an isotropic Heisenberg ferromagnet, and at ∆ = +1 it is an Heisenberg anti-ferromagnet. For ∆ < −1 the GS is an Ising ferromagnet (FM), and for ∆ > 1 it is an Ising anti-ferromagnet (AFM). Whereas the Ising FMic GS is gapless, the Ising AFMic GS is gapped. The Ising AFMic GS has a broken translational symmetry, characterised by a non-vanishing staggered magnetization M, the order parameter of the GS (for the relationship between M and δn as introduced in Eq. (20) , see the remarks following Eq. (C63) above); the continuous symmetry of the GSs corresponding to ∆ ≤ 1 (i.e., the chiral symmetry of the underlying quantum sine-Gordon Hamiltonian) is for ∆ > 1 spontaneously broken and reduced to a discrete Z 2 symmetry. Thus, the unit cell of this brokensymmetry GS is twice as large as that of the uniform GSs corresponding to ∆ ≤ 1 (Ch. 11 in Ref. [31] , Ch. 6, in particular Fig. 6 .1, in Ref. [28] and Ch. 29 in Ref. [4] ).
Below we consider in some detail the cases corresponding to |∆| ≤ 1, ∆ < −1 and ∆ > 1.
a. The case of |∆| ≤ 1 (including a discussion of the XY Z model, with Jx = Jy)
The value of K is deduced from the leading-order asymptotic term of the correlation function
in the asymptotic region |z| ≡ |τ + ix/u| → ∞ (cf. Eq. (C99)). HereŜ z (x, −iτ ) is the z component of the SU(2) spin operator in the continuum limit, and S + (x, −iτ ) andŜ − (x, −iτ ) are respectively the rasing and lowering SU(2) spin operators, also in the continuum limit. The latter three spin operators can be expressed in terms of the field operatorsΦ(x, −iτ ) andΘ(x, −iτ ), whereon the above-mentioned asymptotic terms are relatively straightforwardly calculated (see Ref. [48] and Ch. 6 of Ref. [28] ; for a complementary calculation regarding the static counterparts of these dynamic correlation functions, see Refs. [49, 50] ); on replacing . . . by . . . 0 , these asymptotic terms are readily calculated along the same lines as those leading to Eq. (C102) above.
The subscript 'stag', for 'staggered', refers to that part of the correlation function Ŝ z (x, −iτ )Ŝ z (0, 0) whose amplitude is modulated by the phase factor e 2ikfx (at half-filling, for which k f = π 2a , Eq. (C3), this phase factor gives rise to a sign alteration for the j in x . = ja increasing in steps of unity). We note that the asymptotic series expansion of Ŝ z (x, −iτ )Ŝ z (0, 0) corresponding to |z| → ∞ contains a term that decays like 1/|z| 2 , so that, in view of Eq. (C106) below, the leading-order term in the asymptotic series expansion of Ŝ z (x, −iτ )Ŝ z (0, 0) stag , specific to |z| → ∞, may not be the leading-order term of the asymptotic series expansion of Ŝ z (x, −iτ )Ŝ z (0, 0) . This is in fact that case for −1 ≤ ∆ < 0, for which one has 1 < K ≤ ∞; for 0 < ∆ ≤ 1, in contrast, one has 1 2 ≤ K < 1 (see Eqs. (C108) and (C116)).
For the explicit asymptotic expressions of the first (second) of the above-indicated correlation functions, we refer the reader to Eqs. (16) and (21) [4] , and with Eq. (6.38) in Ref. [28] ). In this connection, we note that
where θ is the symbol employed in Ref. [48] (θ is denoted by η in Refs. [49, 50] ). For |z| → ∞ one has
where C 1 and C 2 are some finite constants. These powerlaw decays are indicative of the mass-less spectrum of the uniform, or 'disordered', GSs corresponding to |∆| ≤ 1, which, as we briefly indicated in the previous paragraph, correspond to K ≥ 1 2 (cf. Eq. (C97)). This is a peculiarity of the XXZ model, since for the XY Z model, the deviation of J x from J y gives rise to a massive spectrum, as we shall discuss later in this section (see Eqs. (C142), (C143), (C144) and (C163) below).
For |∆| ≤ 1, ∆ is expressed as
where µ is one of the elliptic-function parameters that one encounters in the exact solution of the 8-vertex model on a square lattice in the thermodynamic limit (see Ref. [46] and Ch. 10 in Ref. [45] [45] ) and the solution for other regions of this space are deduced from the symmetry of the partition function of this model under some well-specified transformations of these parameters (Eq. (10.2.17) in Ref. [45] , and Appendix A in Ref. [46] ). The essence of this symmetry property is encapsulated in a 'rearrangement procedure' which for the specific case of the XY Z model is very simple. For this model, the FR is defined as the region for which (Sec. 10.15 in Ref. [45] )
holds. For the cases where the parameters {J x , J y , J z } do not satisfy the inequalities in Eq. (C109), one defines the 'rearranged' parameters {J 
for which in the case of |∆| ≤ 1 one has:
This in turn leads to Γ r = −∆ and ∆ r = −1 (for the definitions of Γ r and ∆ r , see Eq. (10.15.5) in Ref. [45] 
In our case we thus have Γ r = +∆ and ∆ r = −1 (compare the latter Γ r with the one presented following Eq. (C111) above). For completeness, in the case of |∆| ≤ 1, for the elliptic modulus κ (often denoted by k) one has κ = 1 (Eq. (10.15.6a) in Ref. [45] ). Due to the fact that snh(λ, κ) ≡ −i sn(iλ, κ), which for κ = 1 is identical to tan(λ), from Eq. (10.15.6b) in Ref. [45] one immediately arrives at Eq. (C108). In doing so one makes use of Eq. (10.15.12) in Ref. [45] , in which
is the elliptic conjugate modulus; for κ = 1, κ ′ = 0, so that I ′ = π/2 (whereby λ = µ/2).
Above, sn(u, κ) is the Jacobian elliptic sinam function (Sec. 22.11 in Ref. [37] ) and K is the complete elliptic integral of the first kind (Ch. 15 in Ref. [45] ), or "the constant K" (K ≡ K(κ)) corresponding to κ (Sec. 22.3 in Ref. [37] ); by definition, sn(K, κ) = 1 (Sec. 22.3 in Ref. [37] ). To avoid confusion with the K as encountered in e.g. Eq. (C76), in what follows we shall adopt the notation in Ref. [45] and denote K ≡ K(κ) by I and
As we shall have occasion to refer to some results in Ref. [23] regarding elliptic functions, we point out that whereas in our notation κ 2 is the parameter of elliptic functions and κ ′ 2 the complementary parameter, in Ref. [23] (in particular in Chaps. 16 and 17 herein), m is the parameter of these functions and m 1 . = 1 − m the complementary parameter (Sec. 16.1 in Ref. [23] ).
For later use, we further remark that in the theory of elliptic integrals, one encounters the nome q ≡ q(m) and complementary nome q 1 ≡ q(m 1 ), defined according to (items 17.3.17 and 17.3.18 in Ref. [23] ; see also Eq. (15.7.6) in Ref. [45] ) The elliptic-function parameter µ in Eq. (C108) is related to K (as encountered in Eq. (C76)) as follows [48] (cf. Eqs. (C105) and (C162)):
Thus the K corresponding to the cases where |∆| ≤ 1 is deduced by obtaining the value of µ from Eq. (C108) and substituting the resulting value into the right-most expression in Eq. (C116). From Eq. (C116) one observes that the non-interacting case, for which K = 1, Eq. (C78), corresponds to µ = 
from Eqs. (C108) and (C116) one deduces that
to be compared with the result obtained from the expression in Eq. (C78), i.e.
One observes that to the linear order in ∆ . = V /(2t) the two expressions coincide.
From Eqs. (C116), (C108) and (C104) one deduces that
In particular, the latter exact equality (cf. Eq. (C98)) deviates from the perturbative result V ≈ 3π 2 t (obtained from Eq. (C78)) to which we referred in the text following Eq. (C97) above.
To make contact with Ref. [48] , we note that the expression in Eq. (C116) is the equivalent of that in Eq. (21 ′ ) of Ref. [48] where J xy is identified with unity and thus where J z is the equivalent of the ∆ in our present considerations (cf. Eq. (C104)); for clarity, one should recall Eq. (C105) above and note that arcsin(∆)+ arccos(∆) ≡ π/2. To make contact with Ref. [28] , we note that the counterpart of the parameter µ in our present considerations is the π(1 − β 2 ) (and not πβ 2 ) in Ref. [28] (see Eq. (6.31) herein), where the latter β is not to be confused with the β in our present considerations, which stands for 1/T ; the β 2 of Ref. [28] is thus equivalent to the θ in Ref. [48] ; this is easiest appreciated by comparing the expression 1/K = 2β 2 in Eq. (6.31) of Ref. [28] with Eq. (C105) above.
Having determined the functional form of the exact K corresponding to |∆| ≤ 1, we now proceed with doing the same for the exact u, for which for small values of V /t one has the expression in Eq. (C79).
For the excitation energy ∆E corresponding to the case |∆| ≤ 1 one has [46] (see Eq. (7.10b) herein)
where µ is the parameter deduced from Eq. (C108) and a the lattice constant (identified with unity in Ref. [46] ). We note that the last expression in Eq. (7.10b) of Ref. [46] contains typing errors: instead of sin q 1 and sin q 2 , one must have | sin q 1 | and | sin q 2 |. This fact can be verified by realising that for |∆| ≤ 1, the k 1 and k 2 in Eq. (7.8) of Ref. [46] are equal to 1 whereby the terms involving cos 2 q 1 and cos 2 q 2 reduce to | sin q 1 | and | sin q 2 | respectively. Physically, this fact can be appreciated by the realisation that the excitation energy ∆E cannot be negative (see the discussions concerning elementary excitations in metals in Sec. 1.1, p. 10, of Ref. [52] ν i , ν = x, y, z, we point out that the −J z in Eq. (7.8) of Ref. [46] (−J z is identified with 1 in Eq. (7.10b) of this reference) is to be replaced by t and not 2t (cf. Eq. (C103) above) ; on the absolute scale, the magnitudes of energies in Ref. [46] are twice as large as those in our present considerations. This clarifies the reason for the t, as opposed to 2t, on the RHS of Eq. (C120) (compare with Eq. (6.31) of Ref. [28] where one also encounters 1 2 J xy , instead of J xy , in the expression for u).
denoting the wave number of the low-lying elementary excitations in the system, from Eq. (C120) one obtains that
(C122) One can readily verify that the minimum of ∆E corresponds to q 1 = q 2 = mπ, where m = 0, ±1, . . . . For q = 2mπ + 0 + the expression in Eq. (C122) thus yields the value for u. One thus obtains that (cf. Eq. (29.31) in Ref. [4] and Eq. (6.31) in Ref. [28] )
where we have used Eq. (C40). For small values of ∆ . = V /(2t), from Eqs. (C108) and (C123) one obtains that
which is to be compared with
which is obtained from the expansion of the expression in Eq. (C79) in powers of ∆. Thus indeed to linear order in V /t the expression in Eq. (C79) coincides with the exact expression in Eq. (C123). From Eqs. (C119) and (C123) one deduces that
This result deviates from the perturbative result u ≈ 2v f that one obtains from Eq. (C79) and V ≈ 3π 2 t, the latter being deduced from Eq. (C78) and the condition K = The value of the gap in the single-particle excitation spectrum corresponding to ∆ > 1 can be directly deduced either from the expression for the inverse correlation length ξ −1 , or from that for the singular part of the Gibbs, or Helmholtz, free energy near criticality (see Eqs. (10.12.22a) -(10.12.23b) and (10.14.39) -(10.14.43) in [45] ). In general, the energy gap is proportional to ξ −z , where z is the dynamic scaling exponent (Eq. (1.3) in Ref. [20] ). In our case, the Lorentz invariance of the theory under consideration (see Eq. (C39)) implies that z is equal to unity (p. 88 in Ref. [20] ) so that the energy gap is directly proportional to ξ −1 . For a general discussion of the inverse correlation length, the reader is referred to Sec. 16.2 in Ref. [53] and Sec. 5.2 in Ref. [54] .
In anticipation of the calculation of the mass gap M in the broken-symmetry GS corresponding to ∆ > 1 in Sections C 4 c and C 5, below we establish the critical nature of the GS of the system under consideration for |∆| ≤ 1 (a fact that is apparent from the power-law decays of the correlation functions in Eqs. (C106) and (C107) above) by considering the case J x = J y as the limit of J x ↓ J y . To this end, we consider the case corresponding to
Following our earlier considerations (regarding the plus sign on the RHS of Eq. (C108)), one has
so that (Eq. (10.15.5) in Ref. [45] )
In view of Eq. (C127), it will be convenient to introduce
and consider the case ǫ ↓ 0. For convenience, in what follows we assume that
Following Eq. (10.15.6a) in Ref. [45] and making use of the expressions in Eq. (C129) for Γ r and ∆ r , one has
from which one obtains that (κ is bound to satisfy 0 ≤ κ ≤ 1, Eq. (10.15.7) in Ref. [45] )
Consequently,
Making use of
and expressing λ as
where λ 0 is the solution of Eq. (10.15.6b) in Ref. [45] corresponding to ǫ = 0 (and thus to η = 0) -that is, λ 0 is the solution of
after some algebra for δλ one obtains that
We note that 0 ≤ λ ≤ I ′ (Eq. (10.15.7) in Ref. [45] ), where, in view of Eq. (C134), for I ′ one has the expression in Eq. (C147) below. Thus, 0 ≤ λ 0 ≤ π/2, which is in conformity with the first equation in Eq. (C137) of which the RHS is positive.
In order to establish the critical nature of the system under consideration for J x = J y and |∆| < 1, we need to calculate the quantity t, defined in Eq. (10.12.2) of Ref. [45] , which is vanishing on the critical surface; in general, this quantity vanishes linearly with T − T c , where T c is the critical temperature; (T − T s )/t is positive (Sec. 10.12 in Ref. [45] ). In this connection, we note that the parameters w 1 , w 2 , w 3 and w 4 , or a, b, c and d, of the 8-vertex model are functions of temperature T , Eqs. (10.1.2) and (10.2.1) in Ref. [45] . According to Eq. (10.12.3) of Ref. [45] , one has
Calculation of t from this expression is mediated by the calculation of the quantity p for which one has (Eq. (10.12.5) in Ref. [45] )
where we have employed the series expansion in Eq. (C115) (for q 1 see Eq. (C114)). Expressing κ as κ = κ 0 +δκ, with κ 0 denoting the solution of the equation
from Eq. (C140) one obtains that
Substituting this expression into Eq. (C139), for κ → 1, and thus p → 0, Eq. (C140), one deduces that (cf. Eq. (10.12.19) in Ref. [45] )
Making use of Eqs. (C140), (C133) and (C130), one has (cf. Eq. (10.14.37) in Ref. [45] ; see also Sec. 4.5 in Ref. [32] )
For the inverse correlation length ξ −1 near criticality, one has (Eq. (10.12.23a) in Ref. [45] )
where C > 0 is a finite dimensionless constant and a the lattice constant. The following four remarks are in order: First, since Eq. (C144) applies for t < 0, and since (T − T c )/t is positive (see the previous paragraph), it follows that the case at hand, which is characterised by J x > J y > |J z |, corresponds to the 'ordered region' (T < T c ) of the 8-vertex model.
Second, the mathematical details underlying the expression in Eq. (C144) are strictly valid for λ ≤ ′ (see pp. 241 and 242 in Ref. [45] [45] ). We shall encounter this behaviour in Eq. (C187) below. The renormalization-group analysis in Sec. C 5 reveals that this behaviour is specific to the states inside the cross-over regime (CO), adjacent to the strong-coupling (SC) regime, to be discussed in Sec. C 5 c below. In contrast, the behaviour of ξ −1 as described by Eq. (C144) is specific to the states deep inside the SC regime, to be discussed in Sec. C 5 a.
Fourth, Eq. (C144) applies strictly for π/(2µ) different from an integer ; for π/(2µ) an integer, the expression for ξ −1 acquires a logarithmic correction (see p. 252 in Ref. [45] ; see also Sec. 8 in Ref. [42] ).
One observes that for J x ↓ J y , one has p ↓ 0 (see the inequalities in Eq. (C127)), whereby t ↑ 0, Eq. (C142). In the limit J x = J y , while |J z | < J x = J y (cf. Eq. (C127)), or |∆| < 1 in the light of Eq. (C103), t is vanishing, signifying the system under consideration as being critical. For J x > J y > |J z |, p is non-vanishing and unless µ = 0 (see the summary in the paragraph following Eq. (C158) on page 27), ξ −1 is non-vanishing so that the spectrum of the system is gapped (see the remarks in the paragraph following Eq. (C126) on page 24).
We proceed now with the calculation of µ, for which one has (Eq. (10.12.5) in Ref. [45] )
For J x = J y and |∆| ≤ 1 we should recover the expression in Eq. (C116) above. Making use of (item 17.3.11 of Ref. [23] )
from Eq. (C134) (and m 1 = κ ′ 2 ) one obtains
Thus, with
and (cf. Eq. (C138))
so that on account of Eq. (C137) (recall that 0
.
For J x = J y (≡ J xy , Eq. (C104)), i.e. for ǫ = 0, which, following Eq. (C131), implies η = 0, Eq. (C151) yields the exact result ∆ = − cos(µ), Eq. (10.16.8) in Ref. [45] ; the origin of the minus sign in this expression, which deviates from the plus sign in Eq. (C108), lies in the fact that in arriving at Eq. (C151) we have been dealing directly with (J x , J y , J z ), ordered according to Eq. (C127), leading to Eq. (C128), where one has the signature (+, −, −). This is to be contrasted with the signature of the corresponding parameters in Eq. (C113), which is (+, +, −). For further relevant details, the reader is referred to the discussions in the paragraph following Eq. (C108). For the cases where
It would therefore appear that for γ ↓ 0, π/(2µ) would approach a large value, of the order of 1/η, which is independent of γ. This is however not the case, as η is a non-trivial function of γ; from Eqs. (C131) and (C152) one obtains that
which implies that as γ approaches ǫ from above, the condition η ≪ 1, Eq. (C131), which underlies our above considerations, will eventually fail to be valid. It follows that the validity of Eq. (C151) is conditioned on ǫ ≪ γ. Thus, although γ can approach zero, it my not come closer to zero than ǫ . = J x − J y in order for Eq. (C151) to be applicable.
For the cases where
so that
from which one obtains that
It can be shown that Eq. (C154) applies also here, so that the smallness of η similarly requires ǫ ≪ γ. Summarising, since the exponent π/(2µ) as deduced from Eq. (C151) is finite, with reference to our remarks in the paragraph preceding Eq. (C145) on page 26, we conclude that indeed for J x > J y the inverse correlation length is non-vanishing and thus the excitation spectrum of the system is gapped. In contrast, for J x = J y (i.e. for ǫ = 0) the system is critical (t = 0) and the GS is 'disordered' (ξ −1 vanishing). This fact is reflected in the power-law decays of the GS correlation functions in Eqs. (C106) and (C107).
For J x > J y (generally, for J x = J y ) and |z| → ∞ one has [48] (see p. 3912 herein)
instead of the expression in Eq. (C107). Here C 3 is a finite constant and M the correlated mass gap, for which one has [48]
in which (cf. Eq. (C130))
the basal-plane anisotropy, is the uncorrelated mass gap. One has the following scaling law [48] (see Table I herein)
To appreciate the expressions in Eqs. (C160) and (C161), as well as the equivalence of ν with π/(2µ) (the second equality in Eq. (C162)), one should realise that on account of (as regards z = 1, see the remark in the paragraph following Eq. (C126) on page 24)
the expression in Eq. (C160) represents the same fact as expressed by Eq. (C144). In this connection, note that −t = 2η + O(η 3/2 ), Eqs. (C142), (C143), and that η ∝ ǫ, Eq. (C131), so that −t ∝ M 0 near criticality. With reference to Eq. (C158), we note that since for ǫ ≪ γ and γ ↓ 0 one has ν ↓ 1 2 , it follows that for ǫ ≪ γ and γ ↓ 0 the constant K approaches +∞ from below; this is evident from ν ∼ In the case of the XY model, for which J z = 0, one has the mean-field result ν = 1 [48, 55, 56] (see also page 270 in Ref. [45] ), which, following to Eq. (C162), correctly corresponds to K = 1, µ = π 2 and θ = 1 2 . The result ν = 1 immediately follows from Eq. (C151) for the isotropic XY model [55] , for which ǫ = 0, and thus η = 0. For the anisotropic XY model [56] , Eq. (C151) would incorrectly suggest that ν deviated from 1. One can explicitly demonstrate that for J z = 0, whereby Γ r = 0 (see Eq. (C129)), Eq. (10.15.6b) in Ref. [45] yields the exact result:
from which and Eq. (C145) one immediately obtains ν = 1. The result in Eq. (C164) follows from snh(λ, κ) ≡ −i sn(iλ, κ) and the exact result (Example 2 in Sec. 22.41 of Ref. [37] )
We note in passing that, on account of Γ r = 0 for J z = 0, one has further the following exact solution of Eq. (10.15.6a) in Ref. [45] (cf. Eq. (C133)):
where ∆ r is specified in Eq. (C129). Following the inequalities in Eq. (C127), one has ∆ r < −1 so that indeed 0 ≤ κ ≤ 1, Eq. (10.15.7) in Ref. [45] . Below we consider the cases corresponding to |∆| > 1. In doing so, we deal separately with the cases corresponding to ∆ < −1 and ∆ > 1. In what follows, we explicitly consider the case corresponding to the expression in Eq. (C112) above. In view of the definition of the FR in Eq. (C109), in the following we shall view the condition J 
With reference to Eq. (10.15.6b) in Ref. [45] , which involves κ −1/2 , we should consider κ = 0 as the limit of κ ↓ 0. In this limit, from Eq. (10.15.6a) in Ref. [45] one has
Making use of snh(λ, κ) ∼ sinh(λ) for κ ↓ 0, from Eq. (C169) and Eq. (10.15.6b) in Ref. [45] one obtains that
According to this expression, and in view of Eq. (C166),
Since κ ↓ 0, for the nome q(m) (m ≡ κ 2 ) to leading order one has q(m) ∼ κ 2 /16, Eq. (C115), on account of Eq. (C114) one deduces that
From this, I ∼ π/2 for κ ↓ 0 (item 17.3.22 in Ref. [23] ), and Eq. (C146) one thus has
On account of sinh(λ) ∼ 1 2 e λ for λ → ∞, from Eq. (C170) one deduces that
Conform Eq. (C171), one observes that λ indeed diverges (logarithmically) for Γ r ↓ −1. From the expression in Eq. (C174) and that in Eq. (C169) we thus arrive at
according to which and Eq. (C173) (see Eq. (10.16.8) of Ref. [45] )
Since for µ = π the expression in Eq. (C108), which is specific to all ∆ ∈ [−1, 1], yields ∆ = −1, it follows that µ is a continuous function of ∆ across the boundary ∆ = −1 whose derivative with respect to ∆ is however finitely discontinuous at this boundary.
The phase transition at ∆ = −1 is a first-order one, discussed in Sec. 8.11 of Ref. [45] . In Ch. 8 of this reference, ice-type models are considered and the phase relevant to ∆ < −1 (that is, ∆ > 1 in the convention of Ref. [45] ; see our remarks concerning the plus sign on the RHS of Eq. (C108)) is the ferroelectric one (i.e. the Ising FMic state in the magnetic language -see the second paragraph of Sec. C 4, on page 22), corresponding to ε 1 < ε 3 , ε 5 (pp. 156 and 157 in Ref. [45] ); realising that the Boltzmann weight d of the 8-vertex model is vanishing in the case corresponding to J x = J y (the Heisenberg-Ising chain; see pp. 271 and 272 in Ref. [45] ), one observes that indeed for d = 0 the ferroelectric phase of the 8-vertex model (phase I as specified on p. 246 of Ref. [45] )) coincides with that of ice-type models; in this phase, for the Boltzmann weights a, b and c one has a > b + c so that the phase boundary of the ferroelectric phase is determined by the condition a = b + c. In this case, T − T c is proportional to (Eq. (8.11.4) in Ref. [45] )
and for the free energy per site f one has (p. 157 in Ref. [45] )
establishing that indeed ∂f /∂t is discontinuous at t = 0, or ∆ = −1. Approaching the phase boundary from the region t > 0, from Eq. (C178) one further observes that the specific heat diverges like t −1/2 . Since in approaching the ferroelectric phase (our Ising FMic phase) one has (Sec. 8.11 in Ref. [45] )
where w is an elliptic-function parameter, on writing (Eq. (8.11.2) in Ref. [45] )
for the Boltzmann weights a, b and c one has
resulting in (Eq. (8.11.6) in Ref. [45] )
It follows that for t ↓ 0, both δ and ǫ vanish like t 1/2 . It should be noted that the approach µ ↑ π in Eq. (C179)
In the ordered phase, corresponding to t < 0, or ∆ < −1, the correlation length ξ is vanishing, and in the ferroelectric phase, corresponding to t > 0, or |∆| < 1, it is infinite (p. 157 in Ref. [45] ). The latter observation is in conformity with the one arrived at in the previous section (see the summary in the paragraph following Eq. (C158) on page 27). (C183) As in the previous case, here also one has κ = 0. Making use of Eq. (C170), for the present case we thus deduce the following equivalent of Eq. (10.15.6b) in Ref. [45] :
From this and the fact that in the case under consideration ∆ is positive, one arrives at
This result deviates from its counterpart in Eq. (10.16.8) of Ref. [45] by a minus sign on the RHS, which deviation is due to the same mechanism as we discussed in connection with the plus sign on the RHS of Eq. (C108) above. The asymptotic expression in Eq. (C173) applies equally for the present case. Since, however, Eq. (C185) implies λ to be finite for finite values of ∆ (cf. Eq. (C171)), in the present case for any finite value of ∆ one has
Since for µ = 0 the expression in Eq. (C108), which is specific to all ∆ ∈ [−1, 1], yields ∆ = +1, it follows that µ is a continuous function of ∆ across the boundary ∆ = +1 whose derivative with respect to ∆ is however finitely discontinuous at this boundary. As we have indicated following Eq. (C144) above, the expression for ξ −1 in this equation is invalid for µ = 0. For µ = 0, and T near T c , one instead has (Eq. (8.11.24) in Ref. [45] ; see also Eq. (6.12) in Ref. [46] )
As before, the mass gap is proportional to this expression, Eq. (C163). The expression in Eq. (C187) can be simplified in the case of ∆ − 1 ≪ 1. From Eq. (C185) one observes that λ approaches zero for ∆ ↓ 1. Further, since the RHS of Eq. (C184) is positive for ∆ > 1, one infers that for the case at hand, where ∆ > 1, λ is positive. Using the expansion
from Eq. (C185) one thus obtains that
whereby, following Eqs. (C163) and (C187),
(C190) This expression is to be compared with that presented in Eq. (C226) below.
The mass gap M: a perturbative
Renormalization-Group approach
Comparing the action S in Eq. (C90) above with that in Eq. (10.1) in Ref. [31] ), for the following considerations we introduce the dimensionless coupling constant
where g, the scaled coupling constant, is defined in Eq. (C92) above. Assuming that z is small, one can analyse the consequences of the cosine term in S by means of the perturbative renormalization-group (RG) analysis. This analysis is standard and its details can be found in e.g. Refs. [4, 28, 31] . The considerations in this section follow closely those in Ch. 10 of Ref. [31] , and Sec. 2.3.2 of Ref. [28] . As we indicated in Sec. C 3, the value of the scaling dimension d, Eq. (C95), of the cosine field in Eq. (C90) determines the significance or otherwise of the contribution to S of the term pre-multiplied by g in Eq. (C90): for d < 2 the latter term is relevant, for d > 2 it is irrelevant, and for d = 2 it is marginal. The boundary value d = 2 is more generally expressed as d = D, where D is the dimension of the space-time domain over which the S under consideration is defined.
With Λ ∼ 1/a the actual cut-off of the problem in the momentum space (see Eq. (C38) et seq.), one writeŝ
where Λ ′ < Λ so thatĥ(x) amounts to the spatially 'fast' mode ofΦ Λ (x). Integrating out the contribution ofĥ(x) to the action S, Eq. (C90), and expanding the resulting effective action to second order in g, with
one obtains the following coupled Kosterlitz-Thoulesstype RG differential equations:
In Eq. (C194), A is a well-defined constant whose value is of no immediate relevance to our present considerations (see however the last paragraph of this section, on page 32), and d(l) is a function of l which is constrained by the 'initial' condition
where d is the scaling dimension of the cosine field under consideration, Eq. (C95). For the 'initial' conditions of Eqs. (C195) and (C196) one has z (0) .
Note that z(0) = z, Eq. (C191). Multiplying both sides of Eq. (C195) by z (l), and those of Eq. (C196) by z ⊥ (l), subtracting the resulting equations, one deduces that
is independent of l; the quantity µ 2 is therefore commonly referred to as the 'constant of motion' or the 'scaling invariant' (this µ is not to be confused with µ and µ that we encounter elsewhere in this paper). One therefore has
The constancy of µ 2 , for given values of z 0 and z 0 ⊥ , implies that under the RG transformation the locus of z (l)ê + z ⊥ (l)ê ⊥ on the z -z ⊥ plane, with {ê ,ê ⊥ } a Cartesian basis of this plane, is a parabola. Owing to this fact, under the RG transformation, the trajectory z (l)ê + z ⊥ (l)ê ⊥ associated with (z 0 , +z 0 ⊥ ) is the exact mirror image of that associated with (z 0 , −z 0 ⊥ ). For convenience one therefore only considers the trajectories in the upper-half of the z -z ⊥ plane. Consequently, unless we indicate otherwise, in the following z ⊥ (l) ≥ 0, ∀l (with reference to Eqs. (C198) and (C191), in the following we are therefore tacitly assuming that V ≥ 0). In this upper half-plane, the region z ⊥ ≤ z corresponds to the weak-coupling (WC) regime, the region z ⊥ > |z | to cross-over (CO) regime, and z ⊥ ≤ −z to the strongcoupling (SC) regime [28, 31] . The WC and SC sectors are characterised by µ 2 > 0, that is by real µ, and the CO sector by −µ 2 . = µ 2 1 > 0, that is by purely imaginary µ.
One readily verifies that the following expressions exactly satisfy the equations in Eqs. (C195) and (C196):
where φ is a constant, independent of l. One trivially verifies that these expressions indeed yield z 2 (l)−z 2 ⊥ (l) = µ 2 for all l (cf. Eq. (C199)). Dividing the first of the above expressions by the second, identifying l with 0, and making use of the initial conditions in Eq. (C198), one obtains that
The gap E g in the single-particle excitation spectrum of H close to the CDW transition is obtained as follows. Let the gap energy corresponding to l = 0 be denoted by E g (l) so that for the actual gap one has E g = E g (0). Since E g (l) has the dimension of energy (or inverse-time, whereby, and by the Lorentz invariance of our continuum theory, it has the scaling dimension z = 1), under the RG transformation it transforms according to
Following the common practice, we consider the following three cases corresponding to gapped states (below, as elsewhere, z ⊥ ≥ 0):
(1) z ⊥ ≪ −z , specific to states deep inside the SC regime, (2) z ⊥ = −z , corresponding to states on the boundary separating the CO and SC regimes, and (3) z ⊥ −z , signifying states inside the CO regime adjacent to the SC regime.
Before dealing with the above three cases, we determine the value for the E g (l) specific to the strongcoupling regime, where g, the coupling-constant of the non-Gaussian contribution to the S in Eq. (C90), is large and β, Eq. (C92), is finite. In this connection, we note that g ∝ 1/u, Eq. (C92), so that large values of g can be achieved not only by large values of V , but also by small values of u. In view of Eq. (C123), u approaches zero according to u ∼ for µ ↑ π, so that for u approaching zero, the magnitude of gu 2 β 2 ≡ guβ 2 (see Eq. (C210) below) only weakly depends on u and is wholly determined by that of V , Eq. (C77). It is interesting to note that, following Eq. (C108), µ ↑ π corresponds to ∆ ↓ −1, and in the light of the considerations in Sec. C 4 a, the GS in the region |∆| < 1 is disordered and the spectrum of the system is gapless.
In the GS of the system corresponding to large values of g,Φ(x, −iτ ) is locked into a minimum of g cos(βΦ(x, −iτ )) and the low-lying excitation spectrum of the system is gapped.
This spectrum is readily obtained by expanding to quadratic order the cos βΦ(x, −iτ ) in the action in Eq. (C90) around the above-mentioned minimum. The position x 0 of the minimum of g cos(x) depends on the sign of g; for g < 0 one has x 0 = 0 (modulo 2π) and for g > 0, x 0 = π (modulo 2π). Assuming that g > 0, on neglecting the −1 in the expansion of cos(x) around x = π (by normal ordering) and effecting the transformation
the action in Eq. (C90) reduces into
where we have used |g| instead of g. This we have done on account of the fact that cos(x) = 1 − x 2 /2 + O(x 4 ) for x → 0 (note the minus sign), whereby Eq. (C206) indeed applies also for g < 0. For completeness, the transformation in Eq. (C205) does not apply for the cases where g < 0.
ExpressingΦ(x, −iτ ) in the double Fourier serieŝ
where (cf. Eq. (C94))
with {ω n } Matsubara frequencies, and (cf. Eq. (33) and Eq. (C3))k
for the S in Eq. (C206) one obtains that
The action in Eq. (C210) being quadratic in the modes {Φ(k, iω n )}, the zeros of the expression enclosed by the square brackets in Eq. (C210), subsequent to the application of the analytic continuation
coincide with the energy dispersions of these modes. One thus obtains that
is the mass gap at k = ±k f . Since in this section we are tacitly assuming that V ≥ 0 (see our pertinent remark following Eq. (C200) above), in what follows we shall denote |V | by V .
In the case at hand, for the spectral gap E g at k = ±k f one has E g = 2M. As the physical spectral gap is small for ∆ ↓ 1 (see Eqs. (22) and (C190)), for 0 < ∆ − 1 ≪ 1 one can identify the u in Eq. (C212) with that specific to ∆ = 1, that is u = πv f /2 = πat (Eqs. (C126) and (C40)). Similarly for K, which for 0 < ∆ − 1 ≪ 1 takes a value satisfying 0 < 
With 2t the bandwidth (for t ′ = 0), one observes that E g (l ⋆ ) is of the order of the bandwidth.
We should emphasise that, in contrast to E g (l ⋆ ) e −l⋆ , Eq. (C204), the quantity E g (l ⋆ ) is physically meaningless. This follows from the fact that in expanding the action as in Eq. (C206), we have taken no account of the reality that deep inside the massive phase (and indeed M ≈ 2 √ 2 t is a very large mass), the parameter u, which is well-defined only in the region −1 < ∆ ≤ 1, carries no physically relevant information about the system under consideration.
We are now in a position to consider the cases (1), (2) and (3) indicated above, on page 30.
In this case, one may identify the RHS of Eq. (C195) with zero (recall our convention, whereby z ⊥ ≥ 0), implying that z (l) is independent of l and thus equal to z 0 . Using this result in the expression on the RHS of Eq. (C196), one immediately obtains that
By defining l ⋆ as the value of l for which z ⊥ (l) = 1 (or, more generally, z ⊥ (l) = O(1)), we deduce that
and thus, following Eqs. (C204) and (C212),
where the last approximate expression is based on the consideration that in the case at hand z 0 ⊥ /|z 0 | 1 (recall the above reasoning leading to Eq. (C222)). Consequently, following Eqs. (C204) and (C212), one obtains that
(C226) This is the RG-based counterpart of the expression in Eq. (C190). The similarity between the two expressions clarifies our above choice for the condition
We note in passing that on identifying z Here we determine the single-particle Green functions Gâ ,b (k; iω n ),Â,B ∈ {L,R}, as defined through Eqs. (31) and (32) , in terms of the form-factors of the solitongenerating field operators pertaining to the quantum sine-Gordon Hamiltonian as determined by Lukyanov and Zamolodchikov (LZ) [32] .
a. Preliminaries
We first introduce (cf. Eqs. (C92) and (C77))
whereby the action in Eq. (C90) can be written as
This Euclidean action coincides with that underlying the considerations by LZ in Ref. [32] . The minus sign on the RHS of Eq. (C227) is not significant and serves only to bring our subsequent notation in conformity with that of LZ [32] . With reference to Eqs. (C82) and (C83), and in view of the fact that through the scaling transformations in Eq. (C88) and (C89) the K in the action in Eq. (C230) has been identified with unity, one haŝ
Making use of this expression and that in Eq. (C227), taking into account the transformations in Eqs. (C88) and (C89), from the second expression in Eq. (C6) (in which we suppress the Klein factorsÛ ± -see the remark in the paragraph following Eq. (C27), on page 14), combined with Eq. (C27) (cf. Eq. (25)), one readily obtains that
These expressions are to be compared with that of the non-local fieldÔ n s (x) considered by LZ [32] and presented in Eq. (2.4) of Ref. [32] (here n is an index and is not to be confused with a power). From this comparison one deduces that in employing the form factors as calculated by LZ [32] in the context of our present considerations, one has the following relationships:
(C233) We note that in Ref. [32] x ≡ (x, y), which is to be identified with the Cartesian vector r ≡ (x, τ ) in our notation. In the following we shall therefore denote theÔ n s (x) of LZ byÔ n s (x, −iτ ). With reference to Eqs. (C85), (C86) and (C87), we point out that
so that, in view of Eqs. (31) and (32) and the second equality in Eq. (33) (for L → ∞), one has
where ω n . = ω n /u (see Eqs. (C208), (C87) and (26)). The result in Eq. (C235) is a direct consequence of the Lorentz invariance of the continuum theory under consideration, so that it does not strictly apply for the CDW GS (see Eq. (C273) below and the subsequent remarks). Since the energy gap E g in the single-particle excitation spectrum of the system under consideration diminishes exponentially for V ↓ V c , Eq. , one immediately infers that the expression forL(x, −iτ ) is deduced from that ofL(x, −iτ ) by substituting, in the explicit expression for the latter operator, x/u by x and τ by τ . Similarly forR(x, −iτ ). Conversely, the expression forL(x, −iτ ) is deduced from that ofL(x, −iτ ) by substituting, in the explicit expression for the latter operator, x by x/u and τ by τ . Similarly forR(x, −iτ ) (see Eq. (C270)).
With |Ψ Ne denoting the N e -particle GS of H, we are to evaluate the following quantities:
this on account of the fact that for τ > 0 one has (cf. Eq. (32))
Following Eqs. (31) and (33), from these quantities one calculates G(k; z) (see the following two paragraphs). We note that, without the '±' with which the expression on the RHS of Eq. (C232) (and similarly Eq. (25)) is premultiplied (see our remarks following Eq. (C27) above), the phase factor on the RHS of Eq. (C236) would have been e +πi(ς−ς ′ )/4 . The expression in Eq. (C236) is in general not sufficient to calculate the zero-temperature Green function Gâ ,b (x, iω n ), for the limit β → ∞ in Eq. (31) is to be effected after evaluating the integral with respect to τ . Similarly forGâ ,b (k; z). To be explicit, by effecting the limit β → ∞ before evaluating the last-mentioned integral, one can demonstrate that the resulting Green function satisfies Im[Gâ ,b (k; ω + iη)] ≡ 0 for all ω < 0 when η = 0 ± . One can convince oneself of this fact by considering Eq. (25.18) in Ref. [22] , which reveals that evaluating the integral with respect to τ over [0, ∞) of the equivalent of the expression in Eq. (C236) is tantamount to identifying the (1 − n 0 j ) in Eq. (25.18) of Ref. [22] with its zero-temperature limit, which is identically vanishing for all j corresponding to ǫ In our case, the expression in Eq. (C236) contains sufficient information for calculating the zero-temperature Green function Gâ ,b (x, iω n ), orGâ ,b (k; z). This follows from the Lorentz invariance of the theory (which applies only approximately for V > V c ) whereby forÂ =B one hasGâ We note that in the notation of LZ [32] the vacuum state |0 is denoted by |vac , and a basis state containing n + N solitons, with rapidities θ 1 ,. . . , θ n+N , and N anti-solitons, with rapidities θ
With E(θ) and P (θ) denoting respectively the energy and momentum of a soliton/antisoliton corresponding to rapidity θ, one obtains that
For E(θ) and P (θ) one has (Eq. (2.5) in Ref. [57] , and Eq. (34.1) in Ref. [4] )
where m is the soliton/antisoliton mass (see the remark following Eq. (35)). The expression in Eq. (C247) makes explicit the way in which the Green functions G Close to insulator-metal transition (i.e. for ∆ ↓ 1), the first sum on the RHS of Eq. (C247) is dominated by the terms corresponding to n = 2. By the reasoning of the last paragraph, in this region only the exited states corresponding to two solitons, i.e. to ǫ 1 = − and ǫ 2 = −, contribute to the sum {ǫ1,ǫ2} on the RHS of Eq. (C247). For ∆ ↓ 1 we therefore employ the following approximation:
where 
in which (Eq. (2.14) of Ref. [32] )
and (Eq. (2.15) in Ref. [32] )
where we have used Eq. (C228) above. The quantity ξ is not to be confused with the correlation length ξ. The
for ∆ ↓ 1 (Eq. (C97) and the surrounding text, as well as Sec. C 4 c), it follows that ξ ↑ +∞ for ∆ ↓ 1.
(C254)
Since our interest is restricted to the region where ∆ ↓ 1, in what follows we shall employ the following simplifying result:
For t > 0 and ξ finite, the leading-order correction to the RHS of this expression is equal to − e −2ξt .
LZ [32] have conjectured an expression for Z n (s) which has been presented in Eq. (3.1) of Ref. [32] . For the specific case of n = 2, one has (appendix E)
where (Eq. (2.8) in Ref. [32] )
One has
From Eqs. (C256) and (C257) one observes that for the case at hand, Z 2 (s) takes the same value for s = +β/4
and s = −β/4. In appendix E we consider the behaviour of Z 2 (s) and in particular show that for a constant value of the soliton mass m, this function decays like 1/ξ 3/16 as ξ → ∞.
As is evident from the expressions in Eqs. (C249) and (C250), for our considerations we need to calculate |G(θ)|, and not G(θ). Consequently, we can simplify the calculations to be performed by separating the pure phase factor that may contribute to G(θ). To this end, we employ the identity
One observes that for θ, t ∈ R, the last term on the RHS of this expression gives rise to a pure phase in the expression for G(θ). Since the contribution to G(θ) of the second term on the RHS of Eq. (C259) is independent of θ, we absorb the contribution to G(θ) as arising from this term into C 1 and thus write
in which G . = exp(1/12 − ζ ′ (−1)) ≡ 1.282 427 129 . . . is the Glaisher number; here ζ ′ (z) is the derivative of the Riemann zeta function (Ch. 13 in Ref. [37] ). Clearly, |U(θ)| = 1, ∀θ ∈ R. For ξ → ∞ one has
≡ 0.932 937 401 . . . .
Following Eq. (C261) and (C263), one thus hasC 1 ∼ 1.265 187 350 . . . for ξ → ∞. Making use of the expressions in Eqs. (C249) and (C250), one obtains that
In writing the last expression, we have made explicit the fact that Z 2 (s) takes the same values for s = +β/4 and s = −β/4 (see our remark subsequent to Eq. (C258) above). In appendix D we present the closed expression for |G(θ)| specific to large values of ξ.
Introducing the auxiliary variable θ . = θ 1 − θ 2 , and using the transformation exp(θ 1 ) ⇀ y, the expression in Eq. (C264) can be expressed as (with s = ς β/4, s
in which K ν (z) is the modified Bessel function of the second kind (Ch. 9 in Ref. [23] ). With
on account of ς, ς ′ ∈ {−1, +1}, one has
Since K −ν (z) ≡ K ν (z) (item 9.6.2 in Ref. [23] ), it follows that the difference between the I (m) ς,ς ′ (θ; x, −iτ ) corresponding to ν = −1 and that corresponding to ν = +1 is entirely due to the function pre-multiplying the Bessel function on the RHS of Eq. (C267). From the last expression in Eq. (C267) one trivially deduces that
(C270) By introducing the function (see Eqs. (31), (33) , (C94) above as well as Eq. (25.14) in Ref. [22] )
from Eqs. (C236) and (C266) one obtains that
where Z 2 is the short-hand notation for Z 2 (s), which, as we have indicated following Eq. (C265) above, takes the same value for s = +β/4 and s = −β/4. In arriving at Eq. (C272), we have made use of the fact that |G(θ)| and
ς,ς ′ (θ; k, iω n ) are both even functions of θ. Since ω n τ ≡ ω n τ , Eqs. (C87), (C208), from Eq. (C270) one deduces that 
±1 (θ; k, iω n ; ϕ)
α ≡ α(iω n , k; ϕ) . = ω n cos(ϕ) − k sin(ϕ),
χ ≡ χ(θ) . = 2m cosh(θ/2).
In Eqs. (C276) and (C277), sinh −1 (z) stands for the inverse of sinh(z), for which one has (item 4.6.20 in Ref. [23] ) sinh −1 (z) = ln(z + 1 + z 2 ).
The property f (λ)
+1 is a consequence of K −ν (z) ≡ K +ν (z), to which we referred following Eq. (C269) above.
From Eqs. (C275), (C276) and (C277) one trivially deduces that for ν ∈ {−1, 0, +1}, and any finite value of |iω n |, one has In view of the leading-order asymptotic behaviour of |G(θ)| corresponding to |θ| → ∞ (see Eq. (D19) below), one infers that for |θ| → ∞ the integrand of the integral on the RHS of Eq. (C266) decays like |θ| 1/2 e −|θ|/2 . The order of differentiation with respect to λ and integration with respect to ϕ in Eq. (C275) is significant; exchanging this order, the integral with respect to ϕ may not exist. In our calculations, we have evaluated both the integral with respect to ϕ and the derivative with respect to λ in Eq. (C275) numerically. For the latter, we have employed the central finite difference method as presented in item 25.3.21 of Ref. [23] (using 2h ≤ 10 −4 , for which reason we have evaluated the integral with respect to ϕ to a relative accuracy better than (2h)
2 ). In Fig. 2 we present some numerical results of our calculations based on the details presented in this section.
In closing this section, we remark that through the variable transformation ϕ ⇀ −ϕ in Eq. (C275), one immediately deduces that, withς . = −ς, 
which, following Eq. (C272), lead to the symmetry relations presented in Eq. (C238).
c. Some general remarks
For |z| → ∞ and | arg z| < 3 2 π, one has the asymptotic expression (item 9.7.2 in Ref. [23] )
where γ . = 4ν 2 . This asymptotic expression reveals that the infinite series in powers of 1/(8z), enclosed by curly brackets, is terminating for γ = 1 ⇐⇒ ν = ± 1 2
(in which case it only consists of the single term 1), γ = 9 ⇐⇒ ν = ± 3 2
(in which case it consists of two terms, 1 and (γ−1)/(8z)), etc. In our case, where ν takes the tree values indicated in Eq. (C269), the function K (ς+ς ′ )/2 (z) ≡ K ν (z) (as encountered on the RHS of Eq. (C267)) is not expressible as a product of z −1/2 e −z and a finite series in powers of 1/z.
If one were to evaluateGâ ,b (k; z) for small values of |k| and |z|, it would be reasonable to approximate K ν (z) by the leading-order contribution on the RHS of Eq. (C283), an approximation whose validity is conditioned on 2m cosh(θ/2) τ 2 + x 2 ≫ a.
Employing this approximation, and using the identity (which underlies the expression 2.580.1 in Ref. [59] ): 
one can expressĨ
ς,ς ′ (θ; k, iω n ) fully analytically in terms of the elliptic integrals of the first and second kind, F (ψ, κ) and E(ψ, κ) respectively (items 8.111.2 and 8.111.3 in Ref. [59] ). We note in passing that although the real part of ϑ = tan −1 (c/b) is determined up to the constant nπ, where n = 0, ±1, . . . , this ambiguity in the value of ϑ is of no consequence to the validity of the identity in Eq. (C285). We do not present this closed expression forĨ (m) ς,ς ′ (θ; k, iω n ) here essentially for the fact that evaluation of elliptic integrals for complex arguments and moduli is not computationally less time-consuming than evaluation of the integral with respect to ϕ in Eq. (C275) (additionally, the full closed expression forĨ (m) ς,ς ′ (θ; k, iω n ) is both very extensive and involves some detailed prescriptions for singling out the appropriate branches of the many-valued functions F (ψ, κ) and E(ψ, κ)).
It should be noted that since m diminishes exponentially for V ↓ V c (t, t ′ ), Eqs. (22) and (35), the validity of the condition in Eq. (C284) for all θ implies that as V ↓ V c (t, t ′ ), the approximation forGâ ,b (k; z) based on the leading-order term in Eq. (C283) is accurate in principle only for exponentially small neighbourhoods of k = 0 and z = 0. 
It follows that within the framework of our formalism, where we have replaced the sum with respect of n on the RHS of Eq. (C247) by the underlying summand corresponding to n = 2, the coefficient of the leading-order asymptotic term of G(k; z) corresponding to |z| → ∞ is less than unity. To appreciate this fact, since A(k; ω) ≥ 0 for all ω (a consequence of the assumed stability of the GS of the system under consideration), restriction of the last-mentioned infinite sum to its summand corresponding to n = 2, amounts to the imposition of a specific (soft) cut-off on A(k; ω), which in general leads to the integral in Eq. (C288) taking a value less than unity. Due to the complexity of the full analysis of the asymptotic behaviour of the Green function G(k; z), for |z| → ∞, as calculated here, Eq. (33), below we only present an outline of the full analysis, which we do not claim to be rigorous. The aim of this investigation is to show that the Green function G(k; z) as calculated in this paper indeed decays to leading order like C/z for |z| → ∞, where, following our above considerations, C is a real constant satisfying 0 < C < 1 (the crucial property C > 0 should be noted). To this end, below we consider the leading-order term in the asymptotic series expansion of I (m) ς,ς ′ (θ; k, iω n ) corresponding to |iω n | → ∞. In this connection, note that since 1/z is analytic everywhere in the complex z plane outside z = 0, the direction along which we let z approach the point of infinity of the z plane is of no significance to our present leading-order calculations.
For ϕ = ∓π/2 one readily verifies that ∂f (λ) ν /∂λ decays to leading-order like 1/(iω n ) 2 as |iω n | → ∞. It follows that the leading-order term of the asymptotic series expansion ofĨ (m) ς,ς ′ for |iω n | → ∞ originates from the contributions to the integral with respect to ϕ in Eq. (C275) as arising from the small neighbourhoods of ∓π/2 inside [−π/2, π/2]. This is directly plausible, since, following the first expression in Eq. (C274), ϕ → ∓π/2 corresponds to τ → 0 for any finite value of ̺. Expanding cos(ϕ) and sin(ϕ) around ϕ = ∓π/2, from the expression in Eq. (C278) one deduces that
from which one infers the following leading-order asymptotic expression for |iω n | → ∞: ν (θ; k, iω n ; ϕ),
where C 1 and C 2 are constants of the order of unity. Since |f
ν | is bounded and non-vanishing for ϕ over the intervals of integration indicated, and since the lengths of these intervals is equal to χ/|iω n |, one immediately observes that indeed the RHS of Eq. (C290) decays like χ/(iω n ) for |iω n | → ∞. This in turn implies thatĨ (m) ς,ς ′ to leading order decays like 1/(iω n χ) for |iω n | → ∞. We have verified the correctness of this result numerically.
With reference to Eq. (C281), one observes that the processes of effecting the two limits |θ| → ∞ and |iω n | → ∞ do not commute: our considerations in the previous paragraph have revealed that for any finite value of θ (and therefore of χ), the 1/χ 2 in Eq. (C281) is replaced by 1/(iω n χ) as |iω n | approaches ∞. This ambiguity is bypassed through the observation that for any finite |iω n |, the integrand of the integral in Eq. (C272) decays like |θ| 1/2 e −|θ|/2 for |θ| → ∞, Eqs. (C281) and (D19), so that to exponential accuracy the upper bound of the integral on the RHS of Eq. (C272) can be replaced by a finite (large) constant θ 0 (in this connection, one should note that, following Eq. (C279), χ increases exponentially with θ as |θ| → ∞). With reference the conclusion arrived at in the previous paragraph, on replacing the upper bound of the integral on the RHS of Eq. (C272) by a finite constant, the conclusion that for |iω n | → ∞ the correspondingG + a,b (k; iω n ) decays like 1/(iω n ) is immediate. With reference to Eq. (C239), we thus conclude that for |z| → ∞ the corresponding G(k; z), Eq. (33), indeed to leading order decays like C/z, where C > 0. Our numerically-calculated G(k; ω±i0 + ) (see Fig. 2 ) conform with this observation; explicitly, our numerical calculations show that for ω 1 ≤ |ω| ≤ ω 2 this function is accurately described by a function decaying like 1/ω α , where α increases monotonically towards 1 for ω 1 ≪ ω 2 as ω 1 , ω 2 → ∞. 
Making use of the expressions for tanh(2t) and cosh(t) in terms of y . = e 2t and y −1 , followed by a partial-fraction expansion of the resulting expression, one deduces the following identities: 
where we have used the analytic continuation of expression 3.553.1 in Ref. [59] for a < 1 to a along the imaginary axis (explicitly, to a = iθ/π, where θ ∈ R). From Eq. (D3) one immediately obtains that 
where we have used the analytic continuation of expression 3.555.2 in Ref. [59] for a < 1 2 to a along the imaginary axis.
In order to obtain the closed expression for the integral corresponding to the third term on the RHS of Eq. (D2), we introduce the following auxiliary integral (this would not have been necessary, had the expression 3.557.1 in
