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ABSTRACT 
The nature of time series designs often leads to missing data, due 
to its requirement of taking a large number of repeated observations on 
a single experimental unit. There are many methods available for 
estimating missing observations; some have been borrowed or adapted from 
univariate methods, while others have been developed specifically for 
the time series problem. This study compares the effects of four 
different methods of data estimation on time series analysis. These 
methods include: (1) deletion of the missing data points; (2) 
substitution of the mean of the series; (3) substitution of the mean of 
the observations adjacent to each missing data point; and (4) the use of 
a maximum likelihood algorithm to estimate the missing data points . 
Time series data were simulated for 50 different combinations of 
autocorrelation, slope, and proportion of data missing. Original series 
were 100 data points in length. Methods of data point estimation were 
compared in terms of the resulting time series analysis estimates of 
level, error variance, degree of autocorrelation, and slope in the 
series. 
Major findings include: (1) the maximum likelihood approach is 
consistently accurate under all conditions tested; (2) the mean of the 
series is the least accurate approach overall; and (3) using the mean of 
the adjacent observations also has significant limitations. Results 
also indicate that conditions of severe negative autocorrelation in the 
time series lead to worse estimates of error variance, when using 
deletion or mean of the adjacent observations. Finally, series that 
have a non-zero slope result in less accurate parameter estimation. 
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Handling Missing Data in Time Series Analysis 
The use of time series analysis for analyzing small nor single 
case behavioral data is becoming increasingly recognized as an 
appropriate tool for research in the behavioral sciences. Time series 
analysis is used for experimental designs that consist of repeated 
observations on a single experimental unit. This design may be 
conceptualized as the reverse of an Analysis of Variance (ANOVA) desig n : 
rather than taking one observation each of many individual subjects, one 
takes many observations of a single subject. ANOVA deals with group 
means, while time series analysis examines behavior over time within a 
single subject. 
One major advantage of using time series analysis is that it 
allows the researcher to look at a pattern of c hange in behavior over 
time, rather than look at behavior at a single discrete point in time. 
However, the time series approach often results in the presence of 
dependency in the data. Dependency is the extent to which a subject's 
(or any experimental unit's) behavior at time tis predicted by that 
subject's behavior at time t-1. The terms "dependency" and 
"autocorrelation" are used interchangeably. 
Missing data is a common problem in studies that are characterized 
by repeated observations on the same experimental unit, particularly 
when the experimental unit is a person (Laird, 1988). The number of 
observations required for baseline time series ranges between 30 and 50. 
Obtaining complete data on a person at regular intervals for 30 to 50 
obser v ations is difficult, and the causes of the missing data are often 
1 
beyond the control of the experimenter. For example, if the study 
requires that the participant come to the research site for every 
observation , missing data may result on weekends if appointments cannot 
be scheduled, or on any days when unforeseen events (e.g ., illness; lack 
of transportation) preclude attendance. Alternatively, self-report data 
may be used (e.g., self-monitoring at regular intervals, or 
retrospective reports), which rely upon the study participants' 
compliance and memory. 
It is reasonable to assume that the greater the number of 
observations required on a single experimental unit, the more likely it 
is that some observations will be missing. Thus, time series designs 
are particularly susceptible t o missing data problems. Sin c e 
implementation of time series ana l ysis requires complete data, it is 
necessary to correct for missing data prior to analysis. 
This study examines the effects of using different techniques for 
handling missing data on time series analysis. Available techniques 
vary widely in terms of ease of implementation and theoretical 
appropriateness. Most of the development and application of the more 
sophisticated approaches (e.g., maximum likelihood estimation for state-
space models) have been developed within the field of econometrics, 
leading some to question their applicability to clinical research 
(Rankin & Marsh, 1985). This comparison of missing data techniques is 
an attempt to provide an empirical basis for researchers to choose the 
most appropriate and practical method available to them. 
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A comparison of missing data techniques could have been done using 
well-known data sets or simulated data. The decision to simulate data 
was made so that factors that may affect the comparability of these 
techniques (e.g., degree of slope and dependency) could be 
systematically manipulated. In addition, the use of simulated data 
provided population parameter values (criterion values) against which 
estimates could be compared. 
Fifty different types of series (10 samples of each) representing 
different degrees of dependency (phi), a slope of zero versus a positive 
slope of 15 degrees, and different proportions of randomly eliminated 
data points were generated. Four different techniques for handling 
missing data were then employed in each series, and results were 
compared for -each technique. 
Time Series Analysis: General 
The major advantage of time series analysis over analysis of 
variance is that it takes dependency into account, and therefore yields 
more accurate parameter estimates and significance tests. Consider the 
effect of dependency in the data on significance tests when ANOVA is 
used rather than time series analysis. If the dependency is positive, 
variability in the data is decreased, and the probability of a Type I 
error increases. If the dependency is negative, there is more 
variability in the data, thus increasing the likelihood of a Type II 
error. 
Box and Jenkins (1970) developed the procedures for analyzing time 
series models. These Autoregressive Integrated Moving Averages (ARIMA) 
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models mathematically represent the dependence in the data. For a more 
thorough description of time series analysis for the social sciences, 
see Glass, Willson, and Gattman (1975), Gattman (1981), or McCleary and 
Hay (1980). 
ARIMA models have three parameters (p, d, and q). P represents 
the order of the autoregressive component; d represents the amount of 
differencing necessary to remove any cyclicity present in the series; 
and q represents the order of the moving averages component. The 
numeric values of these three parameters specify the type of ARIMA model 
that best fits the series. Among the many methods available for model 
identification, the most common method (Glass, Willson, & Gattman, 1975) 
consists of examining the patterns of autocorrelations and partial 
autocorrelations in the data . Once the ARIMA model that best describes 
the process underlying the series has been ide ntified , the data are 
transformed to meet the assumptions of the general linear model. 
For the purposes of this study, the type of ARIMA model was held 
constant while degree of dependency, slope, and proportion of missing 
data in the series were manipulated. Even though model identification 
may be considered by some to be a central issue in time series analysis, 
it is not es~ential to time series analysis. Because methods of model 
identification (e .g., Glass, Willson, & Gattman, 1975) are subjective 
and have been shown to be unreliable (Velicer & Harrop, 1983), several 
methods of time series analysis without model identification have been 
proposed. All of these methods employ an estimated or genera lized 
transformation matrix, rather than a transformation specific to the 
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ARIMA model that underlies the series. Velicer and McDonald (1984) 
suggest analyzing a higher order (5, 0, 0) autoregressive model for all 
series. Simonton (1977) assumes that a simple (l, 0, 0) a uto regressi ve 
model is appropriate for all cases. Algina and Swaminathan (1979) us e a 
sample estimation of the transformation matrix. This approach is 
limited in its applicability, since it requires that the number o f 
subjects be greater than the number of obs ervations. For a discussion 
of these approaches' respective merits , see Velicer and McDonald (1984). 
Time Series Analysis: ARIMA (1, 0 , 0) 
A first o rder autoregressive ARIMA model was selected because it 
is the most commonly encountered mode l in the behavioral sciences. 
Glass, Willson, and Gettman (1975) state that high er-order models are 
unusual in the behavioral sciences. In a study of couple interaction 
during marital counseling , all of the 98 series could be repre sented by 
eithe r (0, 0, 0) or (1, 0, 0) models (Revenstorf et a l. , 1980). Als o , 
in a reanalysis of 70 clinical series published in journal articles over 
a four year period, Marsh and Shibano (1984) found that 40 percent of 
the series could be described as (0, 0 , 0) models, and 48 percent could 
be described as autoregressive models with one or two terms. More 
relevant is the fact that the use of a (1, 0, 0) model proved 
satisfactory with 80 percent of the series tested. In order to 
determine characteristics of time series data for a simulation s tudy, 
Rankin and Marsh (1985) examined baseline data obtained from the Elderly 
Support Project at the School of Social Service Administration at the 
University o f Chica go. Of the 16 ser i es that met t heir crite ria 
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(complete data and a minimum of 30 data points), 11 were identified as 
(0, 0, 0) models, 4 as (1, 0, 0), and 1 as a (0 , 0, l) model. As a 
result, data for the Rankin and Marsh (1985) simulation study were 
generated to fit a first order autoregressive model. 
There are four parameters that describe first order autoregressive 
ARIMA models: level (L), slope (S), error variance, and autocorrelation 
(phi). Lis the level of a series at time= O. This value is the 
inte rcept of the best-fitting straight line through the plotted 
observations of a series. When the series is level (i .e . , the slope of 
this line is equal to zer o), L = the mean of the series. If the series 
is not level, then the mean of the series is determined in part by the 
number of observations (N) in the series. Therefore, the intercept of 
the series (L) is used, because it is independent of the length of the 
series. 
Error variance is a measure of the chance variation that remains 
in the time series, once the series has been transformed to remove the 
dependency from the data. The residual error variance must be 
uncorrelated (i.e . , not significantly different from a series of random 
-errors) with a mean of zero. It is calculated by dividing the error sum 
of squares by the number of observations in the series. 
Phi represents the degree of dependency in the data. In an 
adequate (1, 0, 0) model, the value of phi must lie within the "bounds 
of stationarity" (Dixon, 1988), from -1.00 to 1.00. In this case, phi 
is analogous to a correlation coefficient. When phi is equal to zero, 
there is no dependency in the data, and the time series analysis is 
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equivalent to an ANOVA. (ANOVA is a special case of time series 
analysis). When phi is equal to 1.00 or -1.00, behavior is considered 
to be perfectly predictable (e.g., what a subject does at time t - 1 
completely determines what that subject does at time t). 
Negative and positive autocorrelation are distinguished by the 
direction in which a subject's behavior deviates from one time point to 
the next. For example, phi is positive when a subject's behavior 
deviates in the same direction at time t as it did at time t-1. 
Likewise, phi is negative when a subject's behavior deviates in the 
opposite direction at time t than it did at time t-1. 
Missing Data 
Classification of the Missing Data Mechanism 
The choice of an appropriate method for handling missing data 
depends in part on the reason why the data are missing, or the missing 
data mechanism . The following classifications were developed by Rubin 
(1976). 
Data are Missing Completely at Random (MCAR) if the observations 
with any missing values are a random subsample of the full sample. In 
this case , the missing data mechanism is unrelated to the model and is 
therefore ig~orable. 
Data are Missing at Random (MAR) if the pattern of missingness for 
a variable is not a function of its observed values, but it may be a 
function of other values in the model. For example, a response for 
annual household income on a survey may be missing for several reasons. 
One reason is that the respondent may not know his/her househo l d income. 
7 
The missing data mechanism may be a function of the respondent's age 
(e.g., very young respondents often don't know their family's income) 
but not a function of the respondent's household income. MAR is a less 
stringent assumption than MCAR. 
Values are classified as "not MAR" when they are systematically 
missing from the data set. In other words, the missingness is a 
function of the values that are missing. For example, a survey which 
inquires about the respondent's participation in illicit activity is 
likely to have some missing values for respondents who have broken the 
law, and complete data for respondents who have not. 
In this study, methods of handling missing data were compared in 
simulated time series data where the eliminated observations are MCAR. 
Data that are missing at random (MAR) or syste matically missing from a 
data set may be more typical of most missing data problems. However, 
the MCAR condition is the most basic missing data condition, and 
therefore is a logical starting point for research of this nature. 
Also, findings based on replacing data that are MCAR may be 
generalizable to other missing data conditions . 
Methods of Handling Missing Data: Time Series Analysis 
Missing data may be handled using any one of three general 
strategies: complete case analysis; imputation of an estimate of the 
missing value; or direct analysis of the incomplete data set, either by 
available case analysis or a maximum likelihood analysis (Little & 
Rubin, 1990). 
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A commonly used approach to handling missing data in time series 
analysis is to eliminate the observations that are missing from the 
series, and then analyze the condensed series as if it were the same as 
an original shorter series. This procedure is analogous to complete 
case analysis (also known as listwise deletion), which is often used to 
handle missing data in other types of univa riate and multivariate 
analyses. When using listwise deletion, all cases that have missing 
data on any va riable are eliminated from the sample. Statistical 
analyses are then performed on the set of cases with complete data on 
every variable. 
The costs associated with using listwise deletion to handle 
missing data are: (l) this method will always decrease the sample size 
(sometimes dramatically) if there are any missing values at all, and (2) 
the non-missing values for the dropped cases aren't utilized , which 
leads to inefficient estimators (Bollen, 1989). In univariate time 
series analysis ( i.e . , time series ana lysi s in which only one measure is 
taken at each timepoint), these problems are not as severe as for other 
multivariate analyses. Since the sample size (N) in time series is the 
number of observations rather than the number of subjects, and since 
typically one observation is taken at each time point, there aren't any 
non-missing data that are excluded from the analysis. 
The problem that may arise when using the deletion approach for 
time series analysis is unique to repeated measures types of analyses. 
When time points with missing data are eliminated from the series, the 
result is equivalent to a series with irregular time intervals. This is 
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a problem because when data are collected at irregular time intervals, 
but treated as though they were collected at regular intervals, 
autocorrelation becomes more difficult to detect. 
Time series statistical models assume that the data are gathered 
at regular time intervals. However, typical time series data is often 
collected at irregular time intervals, due to pragmatic considerati ons 
such as difficulty in scheduling repeated appointment s (e.g., 
observations may occur five days per week, with no observations taking 
place on weekends). A related problem occurs when observations are 
taken at regular intervals, but occur too far apart to detect the 
pattern of autocorrelation accurately . Both of these approaches result 
in missing data problems, although they are usu ally not conceptualized 
as such . 
The result is a biased sample of the behavior of interest (Busk & 
Marascuilo, 1988; Suen, 1987). To handle missing data by eliminating 
observations and analyzing a condensed series should add more 
irregularity and further distort the pattern of autocorrelation in the 
series. This point has been supported by Rankin and Marsh (1985), based 
on the results of their simulation study which examined the effects of 
missing data _on time series analysis. The authors concluded that once 
more than 20% of the data were missing, the higher the percentage of 
data were missing from the series, the more the series deviates from the 
complete data pattern. They in turn cautioned against graphing 
techniques that condense intervals with missing dat a. 
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Cle ar ly , deletion is not an idea l technique for handling missing 
da ta, but its simplicity is appealing to many re searchers . Also , since 
the re is s ome ev i dence that t his approach isn't det r imental when less 
tha n 20% of a series is missing , it was includ e d in t his study as one 
viable method fo r comp a riso n with other missing data techniques. 
Rankin and Marsh (1985 ) als o cautioned against graphing all of the 
ob s erved data po ints, then extrapola ti ng the missin g va l ues b y 
connecting successive points. This t ec hnique is the eq u ivalent of 
taking the mean of the adjacent o bser v ations. In o ther ty pes o f 
multivariate analyses, it is c ommo n t o imp u te the mean of a given 
va r iable f or missing values of that variable. Under certain co nditions, 
taking the mean of the adjacent o bservations is likely t o be mo re 
accurate for time series analysis th an imp uti ng th e mean o f the entire 
series . For e x ample, the mean of the adjacent o bservati o ns sh o uld be 
more accurate when the slope of a se r ies is not zero . In this case , 
imputing the mean of the entire se r ies could lead to inaccurate 
estimates, especi a lly at t he beginning or the e nd of a seri e s . 
Imputing the mean of the ad j ace nt observations may also b e more 
a cc ur ate than the mean of the entire s er i es when ph i (auto c o r relat io n) 
i s positive. _ However , when phi is negative , using the mean of the 
adjacent observa t ions may artifi c ially smooth the series, and mask t he 
amount of au t ocorrelati o n actual l y present in the behav io r of interest . 
Substituting t he mean of the entire series is more comparab l e to 
the typi c al mean imputat i on us e d in ot her mul tiv ariate analy s e s . I n 
th i s cas e , the mean wo ul d b e ob t ai ne d f r o m all o f t h e no n-m i ssing 
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observations in a series, and that value would be imputed for each 
missing observation. In regard to time series parameter estimation, 
imputing the mean of the series may have the same negative consequence 
as taking the mean of the adjacent observations. That is, imputing mean 
values may inappropriately smooth a series with negative 
aut oco rrelation. An additional problem occurs when the proportion of 
the missing data increases, and the mean of the series is subsequently 
imputed for each missing data point. The true variability of the series 
could be underestimated as many of the observations in a given series 
take on an equal value . 
Regression estimates are obtained by using the most high ly 
correlated variables in the data set as predictors. This procedure 
yields the most accurate estimates of the missing values (Tabachnick & 
Fidell, 1989). However, regression estimates tend to "over-fit" data 
sets, and therefore make results less gene ralizable. Specifically, 
variables in a data set will appear to correlate more highly than they 
actually do. Bias in regression estimates can be minimized by 
restricting the predictors to one variable at a time for missing values 
in another variable. 
This approach is impractical to extend to time series analysis. 
Theoretically, if 10 subjects were run in a time series design, and 
these subjects had missing data for different observations, regression 
estimates could be predicted for missing observations by using the 
relationship between the missing timepoint and the preceding timepoint 
for the other nine subjects. However, in t ime series analysis, separate 
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subjects are treated as replications, and therefore should be kept 
independent of each other. Another problem with using regression 
estimates for time series analysis is that missing values will be 
estimated from a preceding observation, and then used in turn to predict 
later observations, thus compounding the error in estimation. In 
typical uses of regression estimation, estimates of missing values would 
never be put in a regression equation in order to estimate another 
missing value. For these reasons that are specific to time series 
analysis, regressi on estimates were considered t oo problematic to test 
against the ot her techniques for handling missing data. 
BMDP 2T (Dixon, 1990 } uses "blocks" of contiguous data to forecast 
estimates of missing values. The program will identify a ti me series 
from the first non-missing value until the first missing value (i.e., 
complete block of data). To estimate the missing value, 2T determines 
which type of ARIMA model the block of complete data is from. The 
forecast o f the missing data point is based on this model. This 
approach seems acceptable for a few missing observations, but when 
several data points are missing thr oug hout the data set, forecasting 
ends up being based on too few data points . Also, the forecasting 
procedure woµld have to be repeated for each missing observation . 
Perhaps the least theoretically flawed method for handling missing 
data is a direct analysis of the incomplete data set using maximum 
likelihood estimation. One algorithm that has been used for this 
purpose is the EM (expectation maximization} algorithm . The EM 
algorithm is a general ite rati ve algorithm for maximum likelihood 
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estimation in missing data problems. For years, the algorithm had been 
applied to a limited and distinct set of problems. With each new 
application, the generality of the algorithm's underlying principle 
became more apparent (Baum et al., 1970; Beale & Little, 1975; Hartley, 
1958). In 1977, Dempster, Laird, and Rubin demonstrated the generality 
of what they named the "EM" algorithm, and provided a broad range of 
examples of its applications. For a .detailed description of the 
background of the EM algorithm, see Little and Rubin (1987 ) . 
The EM algorithm is implemented in a two-step procedure. The M 
step estimates parameters of the model ba s ed on all of the observed 
values. The Estep finds the conditional expectation of the missing 
values, given the observed values and the current estimates of the 
parameters. These expectations are then substituted for the missing 
value s, and the parameters are re-estimated. Each iteration decreases 
the residual sum of squares. Iteration continues until convergence. 
Disadvantages to using the EM algorithm include the fact that it 
is more difficult to implement than the other missing data techniques 
discussed, and that it can be very slow to converge when there is a lot 
of missing data. Also, since this is a direct analysis approach, 
estimates of individual data points are not obtained, therefore 
precluding graphic presentati on of the time series data. 
An algorithm that is very similar to the EM algorithm ha s been 
incorporated into the most recent version of SPSS-X Trends ARIMA (SPSS, 
Inc., 1988). Use of this algorithm allows direct analysis of a data 
series with embedded missing values, using a technique known as Kalman 
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filtering. This approach was actually developed for general state-space 
models (Kalman, 1960) and had been applied t o Box-Jenkins ARIMA models 
with moving averages components, but were considered more difficult to 
implement with autoregressive models than the EM algorithm (Little & 
Rubin, 1987). 
Now that this technique is a v ai l able in commercial s o ftware, the 
procedure is much easier to use. The greatest drawback in the use o f 
this technique is that the Kalman filtering algorithm takes much long er 
to re a ch its solution. Even a single imbedded mi ss ing value increases 
ARIMA processing time substantially; in extreme cases , by a factor of 
10. Because Kalman filtering can take so long, SPSS-X suggests a 3-step 
process to handle missing data. First, the RMV procedure would be used 
to make a copy of the data set with data interp ol ated in place of the 
missing data. Next, ACF and ARIMA would identify the type o f ARIMA 
model and estimate the coefficients for the series without the missing 
data. Using the model identified during this step, ARIMA would be run 
again, this time on the original data set with the missing values using 
the Kalman filter to handle missing data. APPLY INITIAL should be used 
so that the iteration will start with the final . estimates from the 
previous ARI~ procedure. This process supplies the Kalman filter with 
good initial estimates, and therefore reduces the number of iterations 
needed for convergence. Like the EM algorithm, this technique does not 
result in estimates of the individual missing values. 
Another maximum likelihood algorithm was suggested by Jones 
(1980). This approach has the same limitation as the EM algorithm an d 
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the Kalman filter (in terms of not providing estimates of the missing 
observations), however, it is equally appropriate mathematically, and it 
has also been made available in commercial software. SAS/ETS (SAS 
Institute, 1988) has incorporated this iterative algorithm int o Proc 
ARIMA in its Version 6 release. If a data set with missing values i s 
input to SAS Proc ARIMA, this algorithm is automatically used to 
estimate the datapoints, and perform the time series analysis. This 
technique may be too easy to use--researchers who do not read the manual 
carefully will not know that this method has been emp loyed. This is in 
contrast to SPSS-X Trends ARIMA, which identifies the number of missing 
values in the series, and clearly states on the printout that a Kalman 
filter has been used to estimate the missing data. 
Using the Jones (1980) algorithm, missing values are forecasted 
using the initial parameter estimates, which are based on the available 
data. The conditional least squares algorithm then fills in the missing 
values; estimates of the parameters and missing values are updated at 
each iteration until convergence. Although this technique works 
basically the same way as the Kalman filter, processing time is quite 
fast. 
The Jo~es algorithm, available through SAS/ETS, was tested in this 
study. Of the three maximum likelihood approaches discussed, it is the 
fastest and easiest to implement. It was fully expected that this 
maximum likelihood technique would be the most accurate approach to 
handling missing data. However, some researchers may not use maximum 
likelihood estimation because they prefer to use other time series 
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computer programs (e.g., BMDP 2T), or because they continue to handle 
missing observations at the raw data level, prior to analysis. Since 
some may continue to rely on less appropriate but well-known methods, it 
was considered important to find out the conditions under which this 
maximum likelihood approach distinguishes itself from the other methods. 
Although there are many techniques available for handling missing 
data for other types of experimental designs, the special complications 
presented by autocorrelation in time series analysis have received 
limited attention in the domain o f app li ed behavioral research. 
To date, only one simulation study has been published which 
examined the effect of missing data on behavioral time series analysis 
(Rankin & Marsh, 1985). This study used the deletion approa ch to 
handling the missing data. The fields of econ omet rics and engineering 
have produced more in-depth t reatment of this t opic (Harvey & Pierse, 
1984; Kohn & Ansley, 1986). This research is based on general state-
space models developed by Kalman (1960) rather than the Box-Jenkins 
ARIMA models. 
Method 
Data Generation 
Time series data were generated using a FORTRAN computer program. 
The program used was adapted from a program that was developed by Padia 
(1975) and revised by Harrop and Velicer (1985). Initially, 10 series 
were generated, representing all possible combinations of 5 levels of 
dependency (phi) and 2 levels of slope (S). Ten replications (samples) 
of each of the 10 series were then gene rated. Ten replications were 
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chosen based on Harrop and Velicer (1990). In a simulation study which 
evaluated computer programs for analyzing interrupted time series data, 
some preliminary runs were done to decide between 5, 10, an d 20 
replications. They found that 10 and 20 replications yielded estimates 
that were more accurate and stable than estimates from 5 replications. 
In addition, there was little or no improvement in the estimates when 
using 20 replications as opposed to 10. 
These 100 complete data sets (i.e ., 10 replications of each of the 
10 series) served as comparisons for the missing data estimation 
conditions . All series fit an ARIMA first order autoregressive (1, 0, 
0) model and were originally 100 data points in length (i.e., prior to 
any data elimination). The mean of the random component of all series 
is zero, and the variance is 1. 
Independent Variables Manipulated 
Slope (S). Half of the series generated had a slope o f zero; the 
other half had a positive slope of 15 degrees . Because the series 
consist of 100 data points, a slope of 15 degrees is sufficient to test 
the effects of slope on the effectiveness of the missing data methods. 
Also, there was no reason to expect . that the effects of a negative slope 
would be any different than the effects of a positive slope, so negative 
slopes were not investigated in this study. 
Degree of Dependency (Phi). Series were generated with five 
different levels of autocorrelation. Four values of phi (-.8, -.4, .4 
and .8) were chosen because they represent moderate and severe levels of 
autocorrelation that may be encountered in time series designs. It was 
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considered necessary to include negative and positive values of phi, 
since most techniques should affect these series differently. The fifth 
level of phi chosen was the white noise model, in which phi equals zero. 
(When phi= 0, the time series model defaults to an ANOVA model, and 
techniques appropriate for ANOVA may be used). This model provides a 
baseline for comparison. 
Proportion of Mis sing Data. In Rankin and Marsh's (1985) 
investigation of the effects of missing data (with no replacement), six 
different percentages were deleted: 10%, 20%, 30%, 40%, 50%, and 60%. 
The authors concluded that the higher the percentage of missing data , 
the poorer the model's overall fit, with poor fit beginning to occur 
when the percentage was more than 20%. Because a negative impact began 
to occur at 20% missing data, this study limit ed the percentages to 10%, 
20% , 30%, and 40%. 
Data were randomly eliminated from each of t he 100 original series 
in the four different proportions. This resulted in a total of 50 
conditions, or 500 series (10 replications each of: the original 10 
complete data sets; the same 10 data sets with 10% of observations 
randomly eliminated; the same 10 data sets with 20%, 30 %, and 40% of 
observation~ randomly eliminated). 
Techniques for Handling Missing Data. Four different missing data 
techniques were employed: 
a. No estimate of the missing data; the series were condensed 
and analyzed as a shorter series. (Deletion) 
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b. Mean of each series was imputed in place of the missing 
observations . 
c. Mean of the adjacent observations was imputed in place 
of the missing observations. 
d. Maximum-likelihood algorithm was used to directly analyze 
the data set and estimate the parameters of the series. 
All four techniques were employed for each of the 40 conditions 
(400 series ) with missing data. This resulted in a total of 170 
conditions: 5 levels of phi x 2 levels of slope x 4 proportions o f 
missing data x 4 methods of handling miss ing data, plus the 10 original • 
and complete series. Finally, 1700 time series analyses were performed: 
10 replications of each of the 170 conditions. 
Dependent Variables 
Four dependent variables were obtained from each time series 
analysis, which correspond to the four parameters of the model. 
Error Variance . Minimum residual error variance was obtained by 
dividing the sum of squares error at the last iteration by the number of 
data points in the series (usually 100) . The number of data points had 
to be adjusted by the missing data technique employed. For example, 
when deletion was used, and 40% of the data were missing, the number of 
data points in the series was 60. Error variance was used as a 
dependent variable because it is critical in the calculation of 
significance tests, when testing intervention effects (e.g., in an 
interrupted time series design). The population value for error 
variance was 1. 
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Autocorrelation Parameter (phi). An estimate of phi was obtained 
for each series to see how missing data techniques affect this 
parameter. 
Level {L) . Estimates of level were also obtained for each series, 
to assess the effects of missing data techniques on this parameter. 
This parameter is crucial for interrupted time series analysis, where 
change in level is one of the two parameters which measures intervention 
effects. For this reason, it is important to have an accurate measure 
o f baseline level. The population value of L was O. 
Slope {S) . Change in slope is the other parameter which measures 
intervention effects in time series analysis. Estimates of slope were 
obt ained for each series to test whether missing d ata methods affect the 
accuracy of estimating this parameter . 
Analyses 
Time series analyses were performed using SAS/ ETS Version 6 , Pree 
ARIMA (SAS Institute, 1988) on an IBM 4381 mainframe computer. SAS 
uses a nonlinear algorithm for its solution . Analyses used the true 
mod e l identification, and default values f o r starting estimates and 
stopping criterion. The maximum number of iterations was set at 50 . 
The conditional least squares (CLS) method of estimation was used . 
Results 
Separate repeated measures analyses of variahce were used for each 
of the four dependent variables: error variance, phi, level , and slope. 
In the cases of phi and slope, which are independent as well as 
dependent variables, separate analyses of variance were performed for 
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each level of the independent variable . Summary tables for these 
ANOVA's are presented in Appendices A through I. 
Error Va riance. 
A 2 x 5 x 5 x 4 (slope x phi x percent missing x technique) 
analysis of variance was used to examine differences in estimation of 
variance in the se ries. The percentage of data missing from the series 
and the technique for handling missing data were within - groups (i.e., 
repeated measures) factors; phi and slope were between - groups factors. 
Significant overall e ffects . In this analysis, all four main 
effects were significant : slope (E (1 , 90) = 2623.51, 2 < .001); phi (E 
(4, 90) = 35.47, 2 < . 001); percent missing (E (4, 360) = 1721.68, 2 < 
.001); and technique (E (3, 270) = 6062 .99, 2 < .001). There were five 
signi f icant 2 - way interactions : percent missing by slope (E (4, 360) = 
1327.76, 2 < . 001); percent missing by phi (E ( 16, 360) = 10.95, 2 < 
. 00 1 ) ; technique by slope (E (3, 270) = 5944.72, 2 < . 001) ; technique by 
phi (E (12, 270) = 11 .0 3 , 2 < .001); and percent missing by technique (E 
(12, 1080) = 1854.24, 2 < .001). The interaction between phi and s l ope 
was not significant. There were two significant 3- way interactions: 
te chniq ue by percent mi ssi ng by sl op e (E (12, 1080) = 1797.54, 2 < . 001) 
and techniqu~ by percent missing by phi (E (12, 1080) = 2 . 58, 2 < . 001). 
The remaining two 3 - way interactions (percent missing by slope by phi, 
and technique by sl ope by phi) and the 4 - way interaction were not 
significant. 
In Figure 1, the technique by percent missing by slope interaction 
is demonstrated. Simple effects tests showed that this interaction was 
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Figure 1. Mean error variance as a function of missing data technique, percent 
data missing, and slope of series. Criterion= 1. 
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significant when slope= 15 degrees (I (12, 1080) = 3683.93, Q <.001), 
but not when slope= 0 degrees. However, when simple simple effect~ 
tests were performed to determine at which levels of percent missing the 
mean estimates of error variance were different by technique, every 
level of missing data (i .e., 10%, 20%, 30%, 40%) was significant at both 
slope= 0 degrees an d slope= 15 degrees. The magnitude of these si mple 
simple effects and their associated I-values are presented in Appendix 
J. 
The technique by percent missing by phi interaction is 
demonstrated in Figures 2 and 3. Simple effects tests showed that this 
interaction was significant at every level of phi: -. 80 (I (12, 1080) 
4456.52, Q < . 001); -.40 (I (12, 1080) = 4349. 56 , 2 < . 001) ; o (I (12, 
1080) = 4499.15, 2 < .001); .40 (I (12, 1080) = 4467.04, 2 < .001); and 
.80 (I (12, 1080) = 4754.63, Q < . 001). Simple simple effects tests 
were significant for technique at every combination of percent data 
missing and level of phi. Results of these tests are presented in 
Appendix K. 
Fo l low u2 tests of significance: Technique by 2ercent missing by 
slo2e interaction. Tukey tests were done to determine the significant 
mean differences in variance estimation among the techniques, under 
different combinations of percent missing data and degree of sl o pe . 
With the alpha level set at . 05, mean differences had to exceed .328 to 
be significant. 
Major findings. As can be seen in Figure 1, the major finding 
concerning the err o r variance dependent variable involves the mean of 
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the series approach when the time series has a 15-degree slope. 
Resulting estimates of variance are extremely high , ranging from 7.6 
when 10% of the data were missing to 24.4 when 40% of the data were 
missing (the criterion value was 1). By way of contrast, the maximum 
likelihood approach yielded accurate variance estimates at all levels of 
missing data (i . e., the means were not significantly different from 
those in the complete data condition). 
Minor findings. Other findings when slope= 15 degrees, while 
statistically significant , are less dramatic. Beginning at 20% missing 
data, use of deletion and mean of the adjacent observations both led to 
estimates of variance that were significantly higher than those from the 
complete data set. Both approaches' overestimates were fairly modest, 
ranging from about 1.3 when 20% of the data were missing to about 1.6 at 
40% missing. The deletion approach was consistently more accurate than 
the mean of the adjacent observations, but this difference was not 
statistically significant. 
When slope= 0 degrees , there were similar minor findings. 
Maximum likelihood was the most accurate approach, followed by deletion 
and mean of the series ; mean of the adjacent observations was least 
accurate. B~ginning at 20% missing data, mean of the adjacent 
observations resulted in variance estimates that were significantly 
higher than those estimates when the data set was complete. At 30% 
missing data, mean of the series also resulted in a significantly higher 
variance estimate than that of the complete data set, but was not 
significantly higher than any of the other mean estimates. At 40% 
27 
missing data, deletion also led to overestimates of variance, but this 
approach was still significantly more accurate than either mean of the 
series or mean of the adjacent observations. See Tables 1 through 4 for 
the means and standard deviations of these conditions. 
Follow up tests of significance: Technique by percent missing by 
phi interaction. Separate Tukey tests were done at each combination of 
phi and percent data missing (e.g., phi= .80 and 10% data missing ) to 
compare mean estimates of error variance that resulted from the use of 
each technique, as well as from the complete data set. With alpha set 
at .OS, mean estimates of variance were significantly different when 
they exceeded .520. 
Major findings: The severe negative aut o correlation condition 
(phi= -.80) presents special problems for the deletion and mean of the 
adjacent observations techniques in terms of estimating variance than 
the other levels of phi. This finding is illustrated in Figure 2. When 
phi= -.80, these techniques substantially overestimate error variance, 
with mean of the adjacent observations significantly less accurate than 
deletion. 
At every other level of phi, deletion and mean of the adjacent 
observations yielded accurate variance estimates. (See Figure 3). This 
finding probably accounts for the shortcomings in these techniques that 
were found in the follow up tests of the technique by percent missing by 
slope interaction, described above. 
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Table 1 
Means and Standard Deviations of Estimate of Error Variance for 10% 
Missing Data. Criter i on = 1. 
Part I. Slope 0 degrees 
Complete Mean Mean Max . 
Phi Data De l ete Adjacen t Series Like . 
- .80 M 1.045 1. 569 2.180 1. 395 1.158 
SD . 101 .334 .541 .191 .116 
-.40 M . 898 .926 1.055 . 915 .899 
SD .138 .160 . 167 .164 .169 
.00 M . 995 1.010 1.063 1.010 1.008 
SD . 170 . 176 . 204 . 175 . 172 
.40 M .986 .98 9 .981 1.019 .993 
SD .159 . 171 . 165 .167 .165 
. 80 M . 949 1.020 . 947 1 . 342 1.015 
SD . 094 . 098 . 100 .204 .090 
Part II. Slope 15 degrees 
- .80 M 1 . 040 1. 798 2.297 8.466 1.134 
SD .151 .494 .68 9 1. 355 .211 
- .40 M . 960 1.110 1.177 7 . 356 .975 
SD .104 .189 . 233 .715 .141 
.00 M .941 .982 . 981 7.253 . 934 
SD .139 .161 .139 .605 .147 
.40 M 1.009 1.051 1 . 009 7 . 211 1.021 
SD .184 . 161 .173 . 517 .164 
.80 M 1.011 1.095 1.024 7.733 1.065 
SD .200 .232 . 233 .874 . 233 
To t a l M .983 1.155 1.271 4.370 1.020 
SD .148 .360 .578 3 . 324 .176 
29 
Table 2 
Means and Standard Deviations of Estimate of Error Variance for 20% 
Missing Data. Criterion= 1 . 
Part I. Slope = 0 degrees 
Complete Mean Mean Max. 
Phi Data Delete Adjacent Series Like. 
- .80 M 1.045 1. 846 2 . 828 1. 621 1.148 
SD . 101 .448 .646 .28 6 .150 
- .40 M .898 .986 1.209 .970 .934 
SD .138 .200 .28 4 .184 .183 
. 00 M .995 .964 1.070 .966 .961 
SD .170 .142 .180 .141 .137 
. 40 M .986 1. 010 . 994 1.031 1.004 
SD .159 .187 .188 .185 .183 
.80 M .949 1.139 .968 1.620 1.114 
-SD .094 .150 .146 . 177 .146 
Part II. Slope 15 degrees 
- .80 M 1 . 040 2.292 3.163 14.719 1.200 
SD .151 .912 1. 241 1.756 .262 
-.40 M .960 1.26 6 1. 309 13 . 364 .964 
SD .104 .273 .235 1. 549 .11 8 
.00 M .941 1.002 . 973 13 .115 .881 
SD .139 .136 .136 1.621 . 122 
.40 M 1 . 009 1.104 1.207 12.916 1.038 
SD .184 .240 . 203 1. 732 . 214 
.80 M 1.011 1.146 .997 13. 490 1.108 
SD .200 .281 .243 2.391 . 273 
Total M .983 1.276 1.454 7.381 1.035 
SD .148 .550 .909 6.315 .203 
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Table 3 
Means and Standard Deviations of Estimate of Error Variance for 30% 
Missing Data . Criterion= 1 . 
Part I. Slope 0 degrees 
Complete Mean Mean Max. 
Phi Data Delete Adjacent Series Like. 
-.80 M 1 . 045 2.057 3.388 1.861 1. 282 
SD . 101 .588 . 721 . 332 . 176 
-.40 M . 898 .966 1.239 .948 .910 
SD .138 . 184 .247 .183 .179 
.00 M .995 .981 1.150 .990 .982 
SD .170 .220 . 266 .222 .220 
.40 M .986 1.059 1.017 1.073 1.042 
SD .159 .175 .176 .171 .167 
. 80 M .949 1.219 .911 1. 874 1.171 
SD .094 .186 .119 .329 .162 
Part II. Slope = 15 degrees 
-.80 M 1.040 2.549 3.59 3 19.756 1. 300 
SD .151 .679 1.234 1. 927 .207 
-.40 M .960 1. 324 1.796 18.457 1.027 
SD . 104 .196 1.190 1.601 .118 
.oo M .941 1.104 1.043 18. 211 .920 
SD . 139 . 277 .238 1. 619 .170 
.40 M 1.009 1.148 1.261 17 . 776 1.052 
SD .184 .201 .668 1.663 . 236 
. 80 M 1.011 1.278 1.003 18.320 1.183 
SD . 200 .348 .243 3.221 .284 
Total M .983 1. 369 1.640 9.927 1.087 
SD .148 .598 1.141 8.756 .230 
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Table 4 
Means and Standard Deviations of Estimate of Error Variance for 40% 
Missing Data . Criterion= 1. 
Part I. Slope 0 degrees 
Complete Mean Mean Max. 
Phi Data Delete Adjacent Series Like. 
-.80 M 1.045 2.373 3.456 2.084 1. 235 
SD .101 .644 1.033 .406 .095 
-.40 M .898 1.001 1. 393 1.024 .942 
SD .138 .133 .231 .137 . 128 
.00 M .995 .930 1.030 .956 .937 
SD .170 .203 .258 .196 .197 
.40 M .986 1.125 1.050 1 . 152 1.095 
SD .159 .206 .216 .202 .196 
.80 M .949 1. 314 .960 2.264 1. 302 
SD .094 .196 .160 .412 .200 
Part II. Slope 15 degrees 
-.80 M 1.040 2.975 3 . 843 25.657 1.431 
SD .151 .854 1. 27 8 2.048 .401 
-.40 M .960 1.427 1.456 23 . 934 1.002 
SD .104 . 335 . 489 2.627 .184 
.oo M .941 1. 767 1.081 24.257 .932 
SD .139 1. 771 .179 .835 .142 
.40 M 1.009 1.188 .990 24. 118 1.045 
SD .184 .264 .177 1.197 .196 
. 80 M 1.011 1.383 .977 23.866 1.264 
SD .200 .338 .273 3.017 .317 
Total M . 983 1.548 1.623 12.931 1.119 
SD .148 .904 1.170 11. 599 .272 
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Phi: Overview. 
Because phi was an independent variable in this study, five 
separate 2 x 5 x 4 (slope by percent mis sing by technique) analysis of 
variance was done for each level of phi ( - .80, - . 40, 0, .40, .80 ) . In 
this design, slope is a between - groups factor ; percent missing and 
technique are both repeated measures (i . e., within-groups) factors. 
A. Phi = -.80. 
Significant overall effects. All of the effects in t he analysis 
of variance were significant . The main effects were: slope (f (1, 18) 
= 19 . 52, 2 < .001) percent missing (f (4, 72) = 192.11, 2 < .0 01) and 
technique (f (3, 54 ) = 601.37, 2 < .001) . The 2-way interactions were: 
slope by percent miss ing (f (4, 72) = 6 .65, 2 < .001) and slope by 
technique (f (3, 54) = 92.50, 2 < . 001) . 
The 3 - way interaction, technique by percent missing by slope (f 
(12, 216) = 8.73, 2 < . 001) is presented in Figure 4 . Simple effects 
tests found that the technique by per cen t missing interaction was 
significant at both levels of slope: 0 degrees (f (12, 216) = 519.30, 2 
< . 001) and 15 degrees (f (12, 216) = 691 . 23, 2 < .001). Simple simp l e 
effects tests were significant at the 2 < .001 level for technique at 
every combin~tion of percent missing and slope . The results of these 
tests are presented in Appendix L (Part I). 
Follow u2 tests of significance: Technique by 2ercent miss ing by 
slo2e interaction. Tukey tests were done to follow up the simple simple 
effects tests; mean differences had to exceed . 095 to be significant at 
the 2 < .05 level. 
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percent data missing, and slope of series. Criterion= -.80. 
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Major findings: As demonstrated in Figure 4, use of the maxi mum 
likelihood approach yielded accurate estimates of phi under all 
conditions. All of the other techniques generally underestimated phi, 
and estimation was slightly less accurate when sl op e= 15 degrees as 
opposed to 0 degrees . Using mean of the adjacent observations produced 
the least accurate estimates of phi; these estimates got substantially 
worse at each increasing level of missing data. At 40% missing data, 
this approach e s timated phi to be moderately positive, at approximate ly 
. 20 (see Table 5 , Part I, for means and standard deviations). 
Minor findings. Deletion underestimated phi, and was 
significantly less accurate than mean of the series, under all 
conditions. When sl o pe= 0 degrees and only 10% of the data were 
missing, mean of the series was accurate; otherwise mean o f the series 
underestimated phi. 
B. Phi= -.40. 
Significant overall effects. All of the effects in this analysis 
were significant, except the main effect for slope. Significant effe cts 
included: main effects for percent missing (E (4, 72) = 68.30, Q <.001) 
and technique (E (3, 54) = 176.37, 2 <.00 1); 2-way interaction effects 
for percent ~issing by slope (E (4 , 72) = 7.20, 2 < . 001), technique by 
slope (E (3, 54) = 18 . 02, 2 <.001), and percent missing by technique (E 
(12 , 216) = 38.36, 2 <.001); and the 3- way interaction for te chn ique by 
percent missing by slope (E (12, 216) = 5.20, Q < . 001) . 
Simple effects tests showed the 3-way intera ction to be 
significant at both levels of slope: 0 degrees (E (12 , 216) = 205.29, 2 
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Table 5 
Means and Standard Deviations of Estimate of Phi. 
Part I. Criterion = - .80 . 
Pe r cent Complete Mean Mean Max. 
Missing Slope Data Delete Adjacent Series Like. 
10% 0 M -. 783 - .658 - .513 -. 696 - .781 
SD . 053 .051 . 093 .071 .052 
15 M - .792 - .632 - .526 -.295 - .788 
SD .064 .052 .056 .128 . 073 
20% 0 M - .783 -. 563 - . 295 - .632 - .793 
SD . 053 .123 .160 .086 .058 
15 M -. 792 - .459 -.266 - .106 - .786 
SD . 064 .123 .144 .117 . 060 
30% 0 M - . 783 - .5 19 -.132 -.580 -. 770 
SD .053 .127 .120 . 071 . 081 
15 M - . 792 - .368 -. 059 - .093 ~.779 
SD . 064 .190 .164 .162 . 056 
40% 0 M - .783 - . 271 .188 -.43 7 - .807 
SD .053 .162 .151 .097 .064 
15 M - .792 - .191 .210 - .123 - .792 
SD .064 . 091 .113 . 145 .053 
Part II. Criterion = - .40 
10% 0 M - .376 -. 346 -. 222 - .358 -.389 
SD . 139 .137 .165 . 147 . 154 
15 M - .424 -. 287 - .221 - .083 -.410 
SD .098 . 129 . 107 .139 .108 
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< .001), and 15 degrees (~ (12, 216) = 317.99, p < .001). Simple simple 
effects tests were done to follow up these interactions, and were 
significant for technique at every combination of percent missing and 
slope. The results of these tests are presented in Appendix L (Part 
II). 
Follow up tests of significance: Technique by percent missing by 
slope interaction. Tukey tests were done to follow up the simple simp le 
effects tests; estimates of phi had to be different by more than . 111 to 
be significantly different at the p < . 05 level. 
Major findings. Again, the maximum likelihood technique resulted 
in accurate estimates of phi under every set of conditions, all other 
techniques generally underestimated phi, and estimation was slig ht ly 
worse when slope= 15 degrees rather than 0 degrees. Mean of the 
adjacent observations was the most inaccurate approach . 
As Figure 5 demonstrates, mean of the adjacent observations 
significantly underestimated the negative autocorrelation under every 
condition. By 20% missing data, this approach was estimating phi to be 
between 0 and -0.1. At 30% and 40% missing data, moderately positive 
autocorrelation was estimated, ranging from .13 to .22 when slope= 0, 
and from .21 to .32 when slope= 15 degrees. See Tables 5 and 6 for 
means and standard deviations. 
Minor findings. When slope 0 , deletion was accurate at all 
levels of missing data, except 30%, when it underestimated phi. Mean of 
the series was accurate until 40% of the data were missing, when it 
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Table 6 
Means and Standard Deviations of Estimate of Phi. 
Part I. Criterion= -.40. (contd.) 
Percent Complete Mean Mean Max. 
Missing Slope Data Delete Adjacent Ser ies Like. 
20% 0 M -.376 -. 273 -.050 -.305 -.3 80 
SD .139 .166 .182 .146 .155 
15 M -.424 -.1 94 -.102 -.022 -.4 51 
SD .098 .075 .124 .107 .116 
30% 0 M -.376 -. 216 .134 -.253 -.363 
SD .139 .113 .124 .116 .135 
15 M -.424 - .091 .214 -. 014 - .380 
SD .098 .152 .273 .172 .142 
40% 0 M -.376 -. 281 .21 7 -.264 - .445 
SD .139 .132 .102 .107 .194 
15 M - .424 .068 .320 -.108 -. 389 
SD .098 .186 .126 . 125 .1 81 
Part II. Criterion = 0 . 
10% 0 M -.048 -. 052 . 0 42 - .051 -.059 
SD .094 .092 . 0 94 .097 .105 
15 M -.0 50 .007 .071 -.011 -.044 
SD .073 .095 .088 .148 .092 
20% 0 M - .048 -. 062 .147 -.059 -. 080 
SD .094 .091 .084 .090 .114 
15 M - .050 . 074 .174 .01 0 -. 061 
SD .073 .121 .082 . 097 .111 
30% 0 M -. 048 -.114 .226 -.09 9 -.135 
SD .094 .143 .125 .119 .153 
15 M -.050 . 099 .287 -.023 -. 046 
SD . 073 .137 .135 .1 58 .1 84 
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underestimated phi. When slope= 15 degrees, both of these techniques 
significantly underestimated phi at every level of missing data. 
C. Phi= 0. 
Significant overall effects. In this analysis, significant main 
effects were found for percent missing (K (4, 72) = 8.89, p <.001) and 
technique (K (3, 54) 
autocorrelation (phi 
161.38, p <.001). As in the moderate negative 
-.40) condition, the main effect for slope was 
not significant. All 2-way interactions were significant: percent 
missing by slope (K (4, 72) = 3.03, p <.05), technique by slope (K (3, 
54) = 8.62, p <.001), and percent missing by technique (K (12, 216) = 
29.96, p <.001) . The 3-way interaction, technique by percent missing by 
slope, was also significant (K (12, 216) = 2.1 1, p <.05) and is 
presented in Figure 6. 
Simple effects tests demonstrated that the technique by percent 
missing interaction was significant at slope= 0 degrees (K (12, 216) 
192.80, p <.001) and at slope= 15 degrees (K (12, 216) = 192.80, p 
<.001). Simple simple effects tests were done as a follow up to these 
tests, and were significant for technique at every combination of 
percent missing and slope. The results of these tests are presented in 
Appendix M (Part I). 
Follow up tests of significance: Technique by percent missing by 
slope. Tukey tests were done with alpha set at .05; group mean 
differences had to be greater than . 087 to be significant . 
Major findings. As Figure 6 demonstrates, using the mean of the 
adjacent observations led to severe overestimates o f ph i. This approa ch 
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Table 7 
Means and Standard Deviations of Estimate of Phi . 
Part I. Criterion= 0. (contd.) 
Percent Complete Mean Mean Max. 
Missing Slope Data Delete Adjacent Series Like. 
40% 0 M -.048 - .022 .429 .014 .041 
SD . 094 . 196 .137 .117 .224 
15 M -.050 .076 .374 -. 070 -.112 
SD .073 .157 .137 .149 .136 
Part II. Criterion . 40 . 
10% 0 M . 354 .342 .430 .309 .369 
SD .111 .117 .115 . 097 .118 
15 M .331 . 322 .387 . 047 .326 
SD .091 .059 .081 .129 . 076 
20% 0 M ·. 354 · .315 .485 . 288 . 350 
SD .111 .109 .076 .115 .126 
15 M .331 . 308 . 46 4 .025 . 325 
SD .091 .125 .108 . 096 .124 
30% 0 M .354 .237 . 501 .236 .319 
SD .111 .122 . 0 93 .085 .119 
15 M .331 . 281 .542 -.016 .280 
SD .091 .109 .171 .190 .114 
40% 0 M .354 .186 .588 .186 .295 
SD .111 .165 . 097 .115 . 179 
15 M .331 .315 .617 -.064 .312 
SD . 091 .116 .090 .125 .158 
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significantly overestimated phi in every condi ti on, and its estimation 
got substantially worse as percent missing data increased. 
Minor findings. Except for one minor exception, all other 
techniques led to accurate estimates of phi when slope= 0 degrees, 
regardless of the percent of data missing. 
When slope= 0 degrees and 40% of the data were missing, maximum 
likelihood overestimated phi . The mean difference between maximum 
likelihood and the complete data set was .089 (i .e., exceeded the 
critical value for the Tukey test by .002). This is the only condition 
in this study under which the maximum likelih ood approach was 
i naccurate . 
When slope= 15 degrees, maximum likelih oo d and mean of the series 
resulted in accurate phi esti mates at all levels of missing data. 
Deletion was accurate when 10% of the data were missing, but at higher 
levels of missing data, deletion resulted in significant overestimates 
of phi. See Tables 6 and 7 for means and standard deviations. 
D. Phi = . 40. 
Significant overall effects . This analysis of the moderate 
positive autocorrelation condition showed less significant effects than 
the other levels of phi. There was a significant main effect for 
technique (f (3, 54) = 188 . 54, R <.001); and technique significantly 
interacted with slope (E (3, 54) = 35.41, R < . 001) and with percent 
missing (E (12, 216) = 32.64, R <.001). The 3-way interaction between 
technique, percent missing, and slope was also significant (E (12, 216) 
= 4.61, R <.001). No other effects were significant. 
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Simple effects tests showed the technique by percent missing 
interaction to be significant at both levels of slope: 0 degrees (f (12, 
2 16) = 139.74, Q <.001) and 15 degrees (f (12, 216) = 310.04, Q <.001). 
Simple simple effects tests were significant for technique at every 
level of missing data and slope. The results of these tests are 
presented in Appendix M, Part II. 
Follow up tests of significance: Technique by percent missing by 
slope. Tukey tests were done with alpha set at .05 and the critical 
value for group mean differences= .089. 
Major findings. Figure 7 demonstrates that when autocorrelation 
was moderately positive (i.e., .4 0), mean of the adjacent observations 
and mean of the series were both inaccurate. Mean of the adjacent 
observations overestimated phi when more than 10% of the data were 
missing. At 40% missing data, this approach led to average estimates of 
phi ranging from .59 to .62 (see Table 7). 
Using mean of the series resulted in underestimates of phi. This 
approach was less accurate when slope 15 degrees, when its phi 
estimates ranged between .1 and -.1. When slope= 0 degrees, mean of 
the series moderately underestimated phi after 30% of the data were 
missing. 
Use of the maximum likelihood approach resulted in accurate 
estimates of phi under all conditions. 
Minor findings. Deletion was generally accurate in this 
condition. When slope= 15 degrees, deletion estimated phi accurately 
at every level of missing data. When slope= 0 degrees, deletion only 
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underestimated phi when 30% or more of the data were missing. The means 
and standard deviations are presented in Table 7 Part II. 
E. Phi= .8 0 . 
Significant overall effects. As in the analysis of the severe 
negative autocorrelation condition, all of the effects were significant 
in the severe positive autocorrelation condition. The main effects 
were: slope (E (1, 18) = 18.33, p < . 001); percent missing (E (4, 72) = 
41.50, p <.001); and technique (E (3, 54) = 693.21, p <.001) . The 2-
way interactions were: percent missing by slope (E (4 , 72) = 6.51, p 
<.001); technique by slope (E (3, 54) = 149.46, p <.001); and percent 
missing by technique (E (12, 216) 78.35, p <.001). 
The 3-way interaction between technique, percent missing and slope 
(E (12, 216) = 14.43, p <.001) is presented in Figure 8. Simple effects 
tests showed the technique by percent missing interaction to be 
significant at slope= 0 degrees (E (12, 216) = 255.62, p < . 001) and 
slope= 15 deg rees (E (12, 216) = 856.74, p <.001). Simple simple 
effects tests were significant for technique at every combination of 
percent missing and slope. The results of these tests are presented in 
Appendix N. 
Follow up tests of significance: Technique by percent missing by 
slope interaction. As a follow up to the si mple simple effects tests, 
Tukey tests were run, with alpha level set at . 05. Mean differences had 
to exceed .076 to be significant. 
Major findings. Regardless of whether slope was 0 or 15 degrees, 
and regardless of the percentage of data missing from the series, use of 
46 
.c. 
0 .9 
0 .8 
0.7 
o.. 0.6 
-0 
Q) 0.5 
al 
E 0.4 
:.:; 
(/) 
Q) 0 .3 
C 
co 
Q) 0.2 
~ 
0 .1 
0-¥-= ~ ~L=~ ~ ~ ,L..__....,L=~~ L=:::e::;L=!==;L~ 
-0. 1 +---+--f---+---+-+-----+----1~-+---+- --(--- ---1' 
0 10 20 30 40 
Slope=0 degrees 
0 10 20 30 40 
Slope= 15 deg rees 
Percentag e of d ata point s missing 
Mean Ad jacent 
Max. Like. 
Mean Series 
Figure 8. Mean estimates of phi as a function of missing data technique, 
percent data missing , and slope of series. Criterion= .80. 
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maximum likelihood always resulted in accurate esti mates of phi, and use 
of the mean of the series always led to underestimates of phi (see 
Figure 8). Estimates of phi when using mean of the series were 
substantially worse when slope= 15 degrees, with estimates ranging from 
.12 when 10 % of the data were missing, to -.06 at 40% missing data. 
Minor findings. Deletion and mean o f the adjacent observations 
were moderately acceptable. In the O slope conditions, deletion began 
to underestimate phi when 30% of the data were missing . When 40% of the 
data were missing, mean of the adjacent observations overestimated phi. 
Otherwise, these techniques were accurate. 
When slope= 15 degrees, deletion resulted in accurate estimates 
of phi at all levels of missing data except 30 %, when it underestimated 
phi. Mean of the adjacent observations was accurate when only 10% of 
the data were missing; after that, phi was significantly overestimated. 
While these differences are statistically significant, the actual 
magnitude of mean differences is moderate . 
Level. 
A 2 x 5 x 5 x 4 (slope x phi x percent missing x technique) 
analysis of variance was used to compare the estimates of level 
associated with using each of the four techniques for handling missing 
data, under all of the experimental conditions . Slope and phi were 
between-groups factors, and percent missing and technique were within -
groups fact or s in this analysis. The means and standard deviations for 
each condition are presented in Tables 9 through 12. 
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Table 8 
Means and Standard Deviations of Estimates of Phi. 
Criterion= .80. 
Percent Complete Mean Mean Max . 
Missing Slope Data Delete Adjacent Series Like. 
10% 0 M .811 .801 . 835 . 725 .816 
SD .088 .090 .082 .064 .092 
15 M . 715 .70 4 .746 . 122 .718 
SD .117 .121 .112 .153 .128 
20% 0 M .811 . 76 4 . 855 .633 . 794 
SD .088 .1 00 .069 .087 .083 
15 M .715 .689 .796 .101 .726 
SD . 117 .156 .11 5 .086 . 136 
30% 0 M .811 . 706 .876 .494 . 775 
SD .088 .126 .059 .151 .083 
15 M . 715 .624 .812 .0 35 .698 
SD .117 .065 . 095 .1 84 .080 
40% 0 M .811 . 702 . 892 . 392 .802 
SD . 088 .123 . 051 . 066 .090 
15 M .715 .654 .835 - .059 . 717 
SD .117 .146 .088 .133 . 132 
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Table 9 
Means and Standard Deviations of Estimate of Level (Ll for 10% Missing 
Data. Criterion= O. 
Phi 
-.80 
-.40 
.00 
.40 
.80 
- .80 
-.40 
.oo 
.40 
.80 
Total 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
Part I. Slope= 0 degrees 
Complete 
Data 
.015 
.1-31 
-.043 
.130 
-.029 
.155 
.001 
. 223 
-.472 
1. 944 
Part 
.148 
. 097 
. 043 
.136 
-.064 
.258 
-.027 
.383 
-.118 
1. 729 
- .055 
.819 
Delete 
.02 3 
.1 68 
- .014 
.161 
- .0 44 
.153 
-.026 
.230 
-.516 
1. 949 
II. Slope 
.010 
.325 
-.035 
.303 
- .092 
.259 
-.168 
.494 
- . 248 
1.541 
-.111 
.803 
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Mean 
Adjacent 
.025 
.216 
. 001 
.186 
-.045 
.152 
- .027 
.238 
- .sos 
2.080 
15 degrees 
.110 
.228 
.080 
.160 
-.022 
.269 
-.065 
. 383 
- . 051 
1. 732 
- .050 
.857 
Mean 
Series 
.020 
.153 
-.011 
.149 
-.043 
.137 
- .012 
.23 1 
- . 450 
1.331 
1. 412 
.345 
1. 370 
. 310 
1.328 
.255 
1.255 
.498 
.547 
.928 
.542 
.884 
Max. 
Like. 
. 0 14 
.152 
- . 021 
.155 
- .036 
.155 
-. 008 
.248 
-.609 
1.978 
.117 
.116 
.063 
.128 
-.046 
.274 
-.060 
.377 
- .149 
1.642 
-.073 
.820 
Table 10 
Means and Standard Devi a tions of Estimate of Level /Ll for 20% Missing 
Data. Criterion= 0. 
Phi 
-. 80 
-. 40 
.00 
.40 
.80 
- .80 
-.4 0 
.00 
.40 
.80 
Total 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
Part 
Complete 
Data 
.015 
.13 1 
-. 043 
.130 
-. 029 
. 155 
.001 
.223 
.- . 472 
1. 944 
Part 
.14 8 
.097 
.043 
.136 
-. 064 
. 258 
- .027 
.383 
- . 11 8 
1.729 
-. 055 
.819 
I. Slope 
Delete 
-. 039 
.242 
-.064 
.146 
- .115 
. 186 
.012 
. 233 
-.272 
1. 731 
II. Slope 
.255 
.614 
. 051 
.571 
. 008 
.696 
.106 
.588 
.124 
1. 572 
.007 
.8 19 
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= 
= 
0 degrees 
Mean 
Adjacent 
-. 059 
.293 
-.040 
. 211 
-. 144 
.16 9 
. 057 
.174 
-. 355 
2.115 
15 degrees 
.190 
.346 
.007 
.185 
-. 038 
.299 
.036 
.398 
.373 
1.806 
.008 
.888 
Mean 
Series 
- .041 
.211 
-. 052 
.1 28 
-.103 
.157 
. 020 
. 201 
-.1.7 9 
. 935 
2.999 
.675 
2.820 
.709 
2 . 784 
.791 
2.862 
. 735 
1. 992 
1.262 . 
1.310 
1.556 
Max . 
Like. 
-.028 
.1 95 
-. 078 
.146 
-.11 8 
.1 83 
. 031 
. 222 
-.126 
1.503 
.164 
.128 
. 006 
. 120 
- .054 
.291 
.051 
.37 0 
-.102 
1. 623 
-. 025 
. 699 
Table 11 
Me ans and Stand a rd Deviations of Estimate of Level (Ll for 30% Missing 
Data . Cri t e r ion= 0. 
Phi 
- .80 
- .40 
. 00 
.40 
. 80 
-.80 
-. 40 
.00 
.40 
.80 
Total 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
Part I. Slope 
Complete 
Data Delete 
. 015 .113 
. 131 .18 1 
- .043 . 015 
. 130 .135 
- .029 - .061 
.155 .234 
.001 - . 007 
.223 . 288 
- .472 -. 205 
1. 944 1.533 
Part II. Slope 
.148 
.097 
.043 
. 136 
- . 064 
. 258 
- .027 
. 383 
- . 118 
1. 729 
-. 055 
. 819 
. 072 
.655 
-.125 
.601 
- . 139 
.603 
-.077 
. 806 
-. 648 
1 . 145 
- .106 
.745 
52 
0 degrees 
Mean 
Adjacent 
.214 
. 335 
.096 
.161 
-.058 
. 233 
.009 
. 244 
- .217 
1. 945 
15 degrees 
.186 
.388 
1. 357 
4.226 
- .046 
.287 
1.181 
4.090 
. 140 
1. 820 
.286 
2.023 
Mean 
Series 
.093 
.142 
.010 
.117 
-. 051 
. 197 
.013 
.237 
- .220 
.964 
4.125 
. 721 
3.962 
.685 
3 . 918 
.662 
3.998 
. 797 
3 . 077 
1.072 
1.892 
2.050 
Max . 
Like. 
- .036 
.167 
- .010 
. 171 
- .053 
.241 
.012 
.273 
-. 185 
1.488 
.144 
. 155 
- .059 
.255 
- .047 
.295 
-. 037 
. 421 
-.640 
1.074 
-. 091 
. 629 
Ta b l e 12 
Means and Standa r d Deviations of Estimate of Level (L} for 40% Missing 
Dat a. Cri terion = 0 . 
Part I. Slope= 0 degrees 
Phi 
- . 80 
-. 40 
.00 
.40 
.80 
- . 80 
- .40 
.oo 
.40 
.80 
Tota l 
M 
SD 
M 
SD· 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
M 
SD 
Compl ete 
Data 
. 0 1 5 
.131 
- . 043 
.130 
- .029 
. 155 
. 001 
. 223 
- .472 
1.944 
Part 
. 148 
. 097 
. 043 
. 136 
- .064 
.258 
-. 027 
.383 
- . 118 
1. 729 
-. 055 
.8 19 
Delete 
-. 102 
. 266 
-. 036 
. 202 
. 041 
.213 
-. 029 
.245 
-. 283 
1. 625 
II. Slope 
- .070 
. 572 
- .285 
. 715 
- .250 
.673 
-. 355 
. 691 
- .285 
1.842 
- .165 
.864 
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Mean 
Adjacent 
- .194 
. 273 
-. 066 
. 258 
.085 
. 203 
- . 049 
.249 
- .432 
2 .117 
15 degrees 
.204 
. 355 
- .021 
. 250 
. 043 
. 296 
- . 111 
. 459 
.078 
1.943 
-.046 
.919 
Mean 
Series 
-.084 
. 203 
-. 033 
. 124 
.013 
.164 
- . 006 
. 179 
- . 265 
.836 
5 . 360 
.546 
5.207 
. 706 
5. 194 
.657 
5.029 
. 653 
4.434 
. 699 
2.485 
2 . 636 
Max. 
Like. 
- .070 
.222 
- .050 
.215 
.061 
. 210 
- .03 0 
.273 
· - .355 
1 . 544 
. 143 
.096 
-.01 2 
. 223 
-. 027 
. 253 
-. 079 
.422 
- .309 
1 . 907 
- .703 
. 784 
Significant overall effects. There were significant main effects 
for slope (E (l, 90) = 25.93, p <.001), percent missing (E (4, 360) 
66.47, p <.001), and technique (E (3, 270) = 488.04, p <.001) . The main 
effect for phi was not significant. There were three significant 2 - way 
interactions: slope interacted with percent missing (E (4, 360) = 
56.48, p <.001), and with technique (E (3 , 270) = 479.82, p < . 001), and 
technique interacted with percent missing (E (12, 1080) = 102.88, p 
<.001). 
There was one significant 3- way interaction: technique by percent 
missing by slope (E (12, 1080) = 101.56, p <.001) . Simple effects tests 
found the interaction between technique and percent missing was only 
significant when slope= 15 degrees (E (12, 1080 ) = 200.59, p <.001). 
When slope was zero degrees, all of the missin g data techniques 
performed equally well, and none of their leve l estimates were 
significantly different from those based on complete data. See Figure 9 
for the graph of this 3-way interaction. 
To examine the nature of the 3-way interaction when slope= 15 
degrees, simple simple effects tests were performed . These tests f ound 
significant mean differences for technique at each level of missing 
data: at 10% missing, (E (3, 1350) = 194.90, p < .001); at 20 % missi ng, 
(E (3, 1350) = 890.14, p < .001); at 30% missing, (E (3, 1350) = 
1873.23, p < .001); and at 40% missing, (E (3, 1350) 
. 001) . 
3439.48, p < 
Follow up tests of significance: Technique by percent missing by 
slope. Tukey tests were used to determine which group mean differences 
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Figure 9. Mean estimates of level as a function of missing data technique, 
percent data missing, and slope of series . Criterion= 0. 
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accounted for the s ignificant effects. The alpha level was set at . 0 5, 
which resulted in a critical va l ue of mean difference equa l to .2 93. 
Major findings. As Figure 9 and the simple effects tests show, 
there were no significant effects when slope= 0 degrees . When slope 
15 degrees, using the mean of the series to handle missing data resulted 
in significantly inflated estimates of level. This approach produced 
inaccurate level estimates when only 10% of the data were missing (mean 
= 1.2), and got worse as more data were missing. When 40% of the data 
were missing, mean of the series estimated level to be 5.0. See Tables 
9 through 12 for all means and standard deviations. 
The other major finding was that both maximum likelihood and 
deletion resulted in accurate estimates of level under all conditions. 
Minor findings. When slope= 15 degrees and 30% of the data were 
missing, using the mean of the adjacent observations yielded a 
significantly inflated estimate of level. This technique estimated 
level to be .56 (the criterion value was 0). However, at every other 
level of missing data , use of this technique resulted in accurate 
estimates of level. 
Slope: Overview. 
Separate 5 x 5 x 4 (phi by percent missing by technique) analyses 
of variance were conducted for each value of slope used in the study 
(i.e., 0 and 15 degrees). Phi was a bet ween-gr oups factor, percent 
missing and technique were within-groups factors. 
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A. Slope= 0 degrees. 
Significant overall effects. When slope= 0 degrees, there were 
no significant effects in the analysis. All techniques accurate l y 
estimated slope to be 0 degrees, regardless of the level of phi, or t he 
percent of missing data. Means and standard de v iations are presen t ed i n 
Tables 13 and 14 for slope= 0 . 
B. Slope= 15 degrees. 
Significant overall effects. When slope= 15 degrees, all main 
effects were significant: phi (f (4, 45 ) = 2 . 63, p <. 0 5 ) ; percent 
missing (K (4, 180) = 89.29, p<.001); and technique (K (4, 135 ) = 
6153.54, p<.001). There were also t wo signif i cant 2- way i n terac t ions: 
technique by phi (K (12, 135 ) = 1.94, p<.05), a nd technique by percent 
missing (K (12, 540) = 1339.06, p< .0 01), which are presented i n Figures 
10 and 11 respectively. The 3-way interacti o n (technique by percent 
missing by phi) was not significant. 
Simple effects tests were done to follow up the i nteractions 
between technique and phi. These tests were significant for techniq u e 
at every level of phi: -.80 (f (3, 135) = 2972.97, p<.001); -.40 (K ( 3, 
135) = 3040.54, p<.001); o (f (3, 135) = 2972.97, p<.001); .40 (K ( 3, 
135) = 2972.97, p<.001); .80 (K (3, 135) = 2567.57, p<.001). 
To follow up the technique by percent missing i nteraction, simple 
effects tests were performed. Significant effects were found at every 
level of missing data: 10% (K (3, 675 ) = 40, p<.001); 20% (f (3, 675) 
175, p<.001); 30 % (f (3, 675) = 480, p<.001); and 40% (K (3, 675) 
1020, p<.001). 
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Table 13 
Mea ns and Standa r d Deviations of Tangent of Slope , when Slope 
Deg r ees. Crit e rion = 0. 
Phi 
- .80 M 
SD 
-. 40 M 
SD 
.00 M 
SD 
.40 M 
SD 
. 80 M 
SD 
-. 80 M 
SD 
-. 40 M 
SD 
. 00 M 
SD 
.40 M 
SD 
. 80 M 
SD 
Compl ete 
Dat a 
.000 
.002 
. 001 
.002 
.000 
.003 
.001 
.004 
. 008 
.029 
.000 
. 002 
.001 
.002 
.000 
.003 
.00 1 
.004 
.008 
.029 
10% Missing Dat a 
De l e t e 
-. 001 
. 003 
- .004 
.014 
. 000 
.004 
.001 
.004 
- .037 
.130 
20% Missing 
. 001 
.004 
.001 
.003 
.001 
.004 · 
. 001 
. 006 
. 007 
. 033 
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Me an 
Adjacent 
-.00 1 
. 003 
.001 
.003 
. 000 
.003 
.001 
. 004 
.009 
.030 
Data 
.000 
.004 
. 001 
. 003 
.001 
.003 
. 000 
.004 
.007 
. 031 
Mean 
Series 
-.001 
.002 
.001 
.002 
.000 
.003 
.001 
.003 
.007 
.023 
. 000 
.002 
.001 
.002 
. 001 
.002 
. 001 
.00 4 
. 002 
.016 
0 
Max. 
Like. 
. 000 
.002 
.001 
.002 
.000 
. 003 
. 001 
. 004 
.010 
.030 
. 001 
.002 
.001 
.002 
. 001 
.003 
.001 
. 005 
.002 
.025 
Table 14 
Means and Standard Deviations of Tangent of Slope, when Slope 
Degrees. Criterion= O. 
Phi 
-.80 M 
SD 
- . 40 M 
SD 
.00 M 
SD 
.40 M 
SD 
.80 M 
SD 
-.80 M 
SD 
- . 40 M 
SD 
.00 M 
SD 
.40 M 
SD 
.80 M 
SD 
Complete 
Data 
.000 
.002 
.001 
.002 
.000 
.003 
.001 
.004 
. 008 
. 029 
.000 
.002 
.001 
.002 
.000 
.003 
.001 
.004 
. 008 
. 029 
30% Missing Data 
Delete 
-.002 
.004 
-.001 
.003 
. 001 
. 004 
.001 
.008 
.009 
.032 
40% Missing 
.002 
.007 
.001 
.007 
- .003 
.006 
.001 
.0 10 
.010 
.042 
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Mean 
Adjacent 
- .003 
.005 
-.002 
.003 
.001 
.003 
.001 
.004 
.007 
.026 
Data 
.002 
.005 
.000 
.005 
-.002 
.003 
.001 
.005 
.009 
.029 
Mean 
Series 
-.001 
.002 
.000 
.00 1 
.001 
.002 
.000 
.003 
.003 
.016 
.001 
.003 
.0 00 
.002 
-.001 
.002 
.000 
.003 
.003 
.012 
0 
Max. 
Like. 
.001 
.003 
. 000 
. 002 
.001 
.003 
.0 01 
. 005 
.005 
.022 
. 002 
.003 
. 000 
.004 
-.002 
.004 
.001 
.006 
.006 
.0 25 
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Figure 10. Mean tangent of slope as a function of missing data technique and 
phi . Criterion = .27. 
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Figure 11. Mean tangent of slope as a function of missing data technique and 
percent data missing. Criterion= .27. 
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Tables 15 and 16 present the means and standard deviations for 
slope= 15 degrees. The cr i terion value for these means is . 27, which 
represents the tangent that corresp on ds to a 15 degree angle. It is the 
tangent o f the slope that the time series program actually estimates. 
However, results will be discussed in terms of sl ope , because degrees 
are more meaningful in general than tangents. 
Follow up tests of significance: Technique by phi interaction. 
Tukey tests were done as a f ollow up t o the simple effe ct s tests. With 
alpha set at .05, group mean differences had to exceed .007 to be 
significant . 
Major fi nd ings: At all levels of phi: (l) using mean of the 
series significantly underestimated slope; (2) using deletion 
significantly overestimated slope; and (3) using the maximum likelihood 
alg orithm and mean of the ad jacent observ at ions resulted in accurate 
estimates of slope. As Figure 10 demonstrates, estimation of slope was 
consistent at all levels of phi for these techniques. 
Follow up tests of significan ce : Technique b y percent missing 
interaction. The alpha level for th e Tukey tests was set at .05; the 
critical value for mean differences was .024. 
Major findings. At every le ve l of missing data, maximum 
likelihood and mean o f the adjacent observations both resulted in 
accurate estimates of slope. Use of deletion led to sig nific ant 
ov erestimates of slope, and using mean of the series significantly 
underestimated slope. As Figure 11 sh ows , both of these problems in 
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Table 15 
Means and Stand a rd Deviations of Tangent of Slope, when Slope= 15 
Degrees . Criterion= .27. 
Phi 
-.80 M 
SD 
-.40 M 
SD 
.oo M 
SD 
.40 M 
SD 
. 80 M 
SD 
-.80 M 
SD 
-.40 M 
SD 
.00 M 
SD 
.40 M 
SD 
.80 M 
SD 
Complete 
Data 
.268 
.002 
.268 
.002 
.269 
.003 
. 265 
.007 
.253 
.027 
.268 
. 002 
.268 
.002 
.269 
.003 
. 265 
.007 
.253 
.027 
10% Missing Data 
Delete 
.297 
.004 
.297 
.002 
.297 
.005 
. 294 
.009 
.280 
.027 
20 % Missing 
.332 
.008 
. 334 
.008 
.334 
.010 
.328 
.0ll 
. 3ll 
.029 
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Mean 
Adjacent 
.269 
.004 
.268 
.002 
.268 
.004 
.266 
. 007 
.252 
.027 
Data 
. 267 
. 006 
. 269 
.003 
.269 
.005 
.264 
. 007 
.247 
.027 
Mean 
Series 
. 240 
.005 
.239 
. 003 
.240 
.005 
.237 
.008 
.232 
.017 
.212 
.010 
.2 13 
.009 
. 213 
.0ll 
.209 
.0ll 
. 207 
. 015 
Max. 
Like. 
.268 
.003 
.268 
.001 
.269 
.004 
. 266 
.007 
.254 
.024 
. 267 
. 003 
.268 
.002 
.269 
.004 
. 264 
. 007 
. 252 
.028 
Table 16 
Means and Standard Deviations of Tangent of Slo pe , when Slope 
Degrees. Criterion = .27 . 
Phi 
-. 80 M 
SD 
- .40 M 
SD 
. 00 M 
SD 
. 40 M 
SD 
. 80 M 
SD 
-.80 M 
SD 
- . 4 0 M 
SD 
. 00 M 
SD 
.40 M 
SD 
.80 M 
SD 
Compl ete 
Data 
. 268 
.002 
. 268 
.002 
.269 
.003 
.265 
.007 
.253 
.027 
.268 
. 002 
.268 
.002 
.269 
. 003 
.265 
. 007 
. 253 
. 027 
30% Missing Data 
Delete 
. 383 
. 015 
.386 
.011 
.385 
.010 
.380 
.017 
. 371 
.026 
40% Missing 
. 44 6 
.00 7 
.4 50 
.009 
.446 
.014 
.444 
. 019 
.423 
.050 
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Mean 
Adjacent 
.266 
. 008 
.252 
.051 
.269 
.003 
.251 
.050 
. 251 
.024 
Data 
.266 
. 006 
.269 
. 003 
. 267 
.005 
.266 
. 008 
. 251 
. 027 
Mea n 
Ser i es 
. 189 
. 012 
.190 
. 0 10 
.19 0 
. 010 
.186 
.013 
. 185 
.0 14 
.162 
.006 
. 163 
.006 
.162 
.007 
.160 
.010 
.156 
.01 6 
15 
Max. 
Like. 
. 267 
. 004 
. 269 
.004 
.268 
. 004 
.266 
. 007 
.260 
.020 
. 268 
. 003 
.269 
.002 
.268 
.005 
.265 
.008 
. 257 
. 028 
slope estimation got increasingly worse at each higher level of mis sing 
data. 
Discussion 
This study compared the accuracy of four widely used methods for 
handling missing data in time series analysis. Accuracy was measured in 
terms of resulting parameter estimates for the time series model: 
level, slope, error variance, and phi. In orde r to evaluate the 
strengths and the limitations of these methods, they were tested using 
computer-generated time series that represented different levels o f 
slope, autocorrelation and percent of data missing in the series. 
The major findings in this study involve: (1) the accuracy of the 
Jones (1980) maximum likelihood algorithm which is available in SAS/ ETS, 
Version 6.0; and (2) the inaccuracy of using the mean of the series to 
handle missing data, especially when the slope of the series is not 
zero . 
The maximum likelihood procedure for handling missing data 
outperformed all others, remaining accurate in parameter estimation even 
when forty percent of the data had been rando mly eliminated. These 
results contradict statistical "rules of thumb" that suggest that data 
can only be used if they have less than 10 or 20 percent missing data 
points. The fact that using maximum likelihood to handle missing data 
results in accurate estimates of level, slope, and error variance 
indicates that it is a suitable technique to use for time series 
analysis, including interrupted time series designs, in which various 
interventions are tested. 
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A minor limitation of the maximum likelihood technique is that 
estimates of the actual missing data points can not be obtained in the 
current version of SAS/ETS. This would be important to the researcher 
who prefers a visual presentation of the data. 
Imputing the mean of the series is an unacceptable method for 
handling missing time series data, based on the results of this study. 
When the slope of the time series was 15 degrees, use of this method led 
to severe overestimates of err or variance and level, as well as moderate 
underestimates of slope. (Note that if the slope of the series had been 
negative, using the mean of the series would have underestimated level) . 
Phi was moderately underestimated regardless of the slope of the series. 
These findings indicate that this method of handling missing data should 
not be used for time series designs, even when as few as 10% of the 
observations are missing. 
Minor findings in this study involve the specific sets of 
circumstances under which imputing the mean of the adjacent observations 
and deletion prove acceptable methods for handling missing data. These 
will be explored in terms of the objective of the time series analysis. 
For the researcher interested in testing interventions, baseline 
measures of ~evel, slope, and error variance are critical. When the 
true slope of the baseline series was zero, both of these techniques 
accurately estimated of level and slope, even when forty percent of the 
data were missing. This was unexpected, given the lack of mathematical 
sophistication of these approaches. The implicati on of this finding is 
that if the baseline series is stable (i.e., the behavior in question is 
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not increasing or decreasing prior to an intervention) either o f these 
two approaches would generally provide accurate estimates o f these 
parameters. 
When the baseline series is not stable (in the case of this stud y, 
the slope of the series was 15 degrees) use o f deletion led to an 
overestimate of slope, but estimates o f level (often the more 
interesting intervention parameter) were accurate. The mean o f the 
adjacent observations led to accurate estimates of slope and level. 
However, one shortcoming of using the mean of the adjacent observations 
to replace missing data was illustrated when 30 percent o f data were 
eliminated. By chance, the pattern of random elimination at 30% missing 
data included several missing data p oints at the beginning of the 
series . Since this approach substitutes the mean of the adjacent 
observations, data points missing at the beginning (or end) of a series 
cannot be estimated, and therefore, the series begins at the first non-
missing observation. Thus, a series with a non-zero slope and data 
points missing at the beginning of the series will result in an 
inaccurate estimate of level. 
Estimation of error variance is also important to significance 
tests of intervention effects . Deletion and mean of the adjacent 
observations both performed consistently well in terms of error variance 
estimation, except in cases of severe negative auto co rrelation when both 
techniques yielded inflated estimates of variance. This finding is 
especially relevant to applied researchers in areas such as weight loss 
or smoking cess ati on , where conditions of severe negative 
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autocorrelation are likely to exist. For example, patients who binge 
eat on one day may make up for it the following day by following their 
diet closely. Overestimating error variance for this type of data could 
result in failing to detect a significant intervention effect. 
Estimation of phi is not as important to testing the significance 
of changes due to interventions, but it is still important to social 
scientists as a means of better understanding the nature of a behavior 
of interest. Also, since the main advantage of time series analysis is 
that it accounts for dependency in the data, and transforms the data to 
correct for it, an accurate estimate of phi is important to time series 
analysis. It is also important for forecasting purposes, more commonly 
used by economists and engineers. 
Use of the mean of the adjacent observations underestimated 
negative autocorrelation and overestimated positive autocorrelation and 
zero autocorrelation. This had been predicted, since imputing the mean 
of the adjacent observations artificially smooths the series. Deletion 
had mixed results in estimating phi; its accuracy varied depending on 
the particular combination of phi, slope, and percent of data missing in 
the series. 
Future directions for research. Given the exceptional performance 
of the maximum likelihood algorithm available in SAS/ETS, future 
directions in this area of research should include testing the 
limitations of this approach. For example, it would be interesting to 
test how much data could be missing from a series before the estimates 
became inaccurate. A related issue is the length of the series: how 
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short could a series be and still benefit from this approach to handling 
missing data? Another area of interest would be the model specificati o n 
required by SAS/ETS. In this study, the proper model was always 
specified. However, even though the AR (1, 0, 0) model sufficiently 
fits many data sets, the maximum likelihood algorithm is likely to not 
be as accurate when the model is incorrectly specified. 
Other areas of future research should include: (1) the effects o f 
various methods of handling missing data in series that fit other types 
of ARIMA models (e.g., series with a moving averages component, or a 
seasonality component); (2) a comparison of missing data techniques 
using interrupted time series data, to test differences in the ability 
to detect intervention effects; and (3) the effects of missing data 
techniques on systematically missing data. 
This study has examined the consequences of using four different 
methods of handling missing data on time series analysis . The results 
demonstrate that the choice of a method to handle missing data is a 
critical one. Used under inappropriate circumstances, some methods will 
lead one to incorrectly conclude that an intervention had been 
ineffective. For example, when the mean of the series was substituted 
for missing observations and the slope of the series was moderate (15 
degrees), error variance was estimated as 8 to 25 times greater than it 
actually was, depending on the percentage of data that had been missing 
from the series (i.e., 10 to 40%). Such high estimates of error 
variance could easily preclude finding a true (even robust) intervention 
effect. Under similar conditions, mean of the series resulted in leve l 
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estimates as high as 5.4, when the true value of level was zero. The 
amount of inaccuracy increases as the slope of the series increases. 
This could prove disastrous for testing i nterventi ons for alcohol or 
drug problems, since it is common for alcohol or drug use to be sharply 
increasing just before treatment is sought. 
Use of an inappropriate method could also lead to an incorrect 
assumption of the model that underlies the data. When the mean o f the 
adjacent observations is imputed for missing observations, a series with 
severe negative aut ocor relati on would likely be determined to have a 
moderate positive autocorrelation; a conclusion with very different 
implications for intervention and general understanding of the behavior 
of interest. 
Because using the wrong method to handle missing data can result 
in parameter estimates that are so severely inaccurate, we recommend 
that published studies which use time series analysis include details in 
the method section about the amount of missing data in the series, and 
the method used to handle it. Results of this study provide an 
empirical basis upon which resear ch ers may choose which meth od of 
handling missing data best meets their needs, given the characteristics 
of their data . 
In summary, the major conclusions of this study are listed below: 
1. The choice o f which technique to use to estimate missing data for 
time series analysis has potentially severe consequences. 
2. For estimating missing time series data, maximum likelihood 
estimation (available in SAS/ETS) is the method of choice. 
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3. At lower lev e ls of missing data (i.e. , less than 20% missing) , 
deletion and mean of the adjacent observations are adequate for 
intervention tests. 
4. For studies involving model identification, maximum likelihood 
estimation must be used; all other methods tested in this study were 
inaccu r ate . 
5 . Mean of the series is an unacceptable technique and should never be 
used for estimating time series data. 
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Appendix A: ANOVA Summary Table for Error Variance. 
s 
p 
S X p 
Sub (S X P) 
PM 
PM x S 
PM x P 
PM XS X P 
Sub x PM (S x P) 
T 
T X S 
T X P 
T X s X p 
Sub x T (S x P) 
PM x T 
PM x T X s 
PM x T X p 
PM x T X s X p 
Sub X PM X T (S X P) 
s = Slope 
p = Phi 
PM= Percent Missing 
T = Technique 
df 
1 
4 
4 
90 
4 
4 
16 
16 
360 
3 
3 
12 
12 
270 
12 
-12 
48 
48 
1080 
76 
ss 
4535.67 
245.28 
9 . 30 
155 . 60 
2694 . 61 
2078 . 09 
68 . 58 
7.30 
140 . 86 
13004.18 
12751 . 13 
94.68 
8.97 
193.05 
6048.44 
5892.09 
33.84 
7 .39 
295.01 
__ F_ 
2623.51 
35 . 47 
1. 35 
(MS = 1. 73) 
1721.68 
1327 . 76 
10.95 
1.17 
(MS= .39) 
6062 . 99 
5944. 72 
11.03 
1.05 
(MS= .71) 
1845.24 
1797.54 
2.58 
.56 
(MS = .27) 
p 
.000 
.0 00 
ns 
.000 
. 000 
.000 
ns 
.000 
.0 00 
.000 
ns 
.000 
.000 
.0 00 
ns 
Appendix 8: ANOVA Summary Table for Phi when Phi 
-. 80. 
s 
Sub (S) 
PM 
PM x S 
Sub (PM x S) 
T 
T x S 
Sub _(T x S) 
PM x T 
PM X TX S 
Sub x PM (T x S) 
S = Slope 
PM= Per c en t Mis sing 
T = Technique 
df 
1 
18 
4 
4 
72 
3 
3 
54 
12 
12 
216 
77 
ss 
1.14 
1. 05 
12.05 
. 42 
1.13 
12.56 
1. 93 
. 38 
6 . 30 
. 60 
1.23 
__ F_ 
19.52 
(MS= . 06) 
192 .11 
6.65 
(MS= . 02) 
601. 37 
92.50 
(MS= . 01) 
92 . 03 
8.73 
(MS= .01) 
p 
. 000 
.ooo 
.000 
.000 
. 000 
.000 
. 000 
Appendix C: ANOVA Summary Table for Phi when Phi= - .40 . 
s 
Sub (S) 
PM 
PM x S 
Sub (PM x S) 
T 
T X s 
Sub (T x S) 
PM x T 
PM X T x S 
Sub x PM (T x S) 
S = Slope 
PM= Percent Missing 
T = Technique 
df 
1 
18 
4 
4 
72 
3 
3 
54 
12 
12 
216 
78 
ss 
.53 
3.73 
4 . 68 
. 49 
1.23 
6.14 
.63 
.63 
3.43 
.46 
1. 61 
__ F_ 
2.55 
(MS= .21) 
68.30 
7.20 
(MS = .02) 
176.37 
18 . 02 
(MS= .0 1) 
38.36 
5.20 
(MS= . 01) 
p 
ns 
.000 
. 000 
.000 
.000 
. 000 
.000 
Appendix D: ANOVA Summary Table for Phi when Phi= O. 
s 
Sub (S) 
PM 
PM x S 
Sub (PM x S) 
T 
T X S 
Sub (T x S) 
PM x T 
PM X TX S 
Sub x PM (T x S) 
S = Slope 
PM= Percent Missing 
T = Technique 
df 
1 
18 
4 
4 
72 
3 
3 
54 
12 
12 
216 
79 
ss 
.10 
2.25 
.86 
. 29 
1.74 
3.16 
.17 
.35 
1. 70 
. 12 
1.02 
F 
.80 
(MS= .12) 
8.89 
3 . 03 
(MS = .02) 
p 
ns 
.000 
.023 
161.38 .000 
8.62 .000 
(MS . 01) 
29.96 .000 
2.11 .018 
(MS = . 00) 
Appendix E: ANOVA Summary Table for Phi when Phi .4 0 . 
s 
Sub ( S) 
PM 
PM x S 
Sub (PM x S) 
T 
T X S 
_Sub (T x S) 
PM x T 
PM X TX S 
Sub x PM (T x S) 
S == Slope 
PM= Percent Missing 
T = Technique 
df 
1 
18 
4 
4 
72 
3 
3 
54 
12 
12 
216 
80 
ss 
.28 
2.59 
.10 
. 08 
.87 
4.54 
.85 
.43 
1. 80 
.25 
.99 
__ F_ 
1. 96 
( MS == • 14) 
1. 99 
1. 79 
(MS == .01) 
188.54 
35.41 
(MS == • 01) 
32 .64 
4.61 
(MS == .00) 
p 
ns 
ns 
ns 
.000 
. 000 
.0 00 
. 000 
Appendix F: ANOVA Summary Table for Phi when Phi .8 0 . 
s 
Sub ( S) 
PM 
PM XS 
Sub (PM x S) 
T 
T X s 
Sub (T x S) 
PM x T 
PM X T x S 
Sub x PM (T x S) 
S = Slope 
PM= Percent Missing 
T = Technique 
df 
1 
18 
4 
4 
72 
3 
3 
54 
12 
12 
216 
81 
ss 
2. 77 
2 .72 
1.08 
.17 
. 47 
10.59 
2.28 
. 28 
3.34 
.62 
.77 
__ F_ 
18.33 
(MS= .15) 
41.50 
6.51 
(MS= .01) 
693.21 
149.46 
(MS= .01) 
78.35 
14.43 
(MS= .00) 
p 
.000 
.000 
.000 
.00 0 
. 000 
.000 
.000 
Appendix G: ANOVA Summary Table for Level 
s 
p 
S X P 
Sub (S x P} 
PM 
PM x S 
PM x P 
PM x S x P 
Sub x PM (S x P) 
T 
T X S 
T X P 
T X s X p 
Sub x T (S x P) 
PM x T 
PM x T x S 
PM X T x P 
PM x TX S X- P 
Su b x PM x T (S x P) 
S = Slope 
P = Ph i 
PM= Percent Missing 
T = Technique 
1 
4 
4 
90 
4 
4 
16 
16 
360 
3 
3 
12 
12 
270 
12 
12 
48 
48 
1080 
df 
82 
ss 
263 . 48 
35.76 
1.57 
914.53 
109 . 80 
93.31 
5.90 
7.95 
148.68 
613 . 53 
603 . 20 
4.82 
6.58 
113. 14 
315 . 07 
311.03 
6.48 
8.09 
275.62 
__ F_ 
25.93 
. 88 
. 04 
(MS= 10.16) 
66.47 
56.48 
.89 
1.20 
(MS= . 41) 
488 . 04 
479.82 
.96 
1. 31 
(MS = • 42} 
102.88 
101.56 
.53 
.66 
(MS= .26) 
p 
.000 
ns 
ns 
.000 
.000 
ns 
ns 
.000 
.000 
ns 
ns 
.000 
.000 
ns 
ns 
Appendix H: ANOVA Summary Table for Slope when Slope 0 degrees. 
p 
Sub (P) 
PM 
PM X P 
Sub (PM x P) 
T 
T x P 
Sub (T x P) 
PM x T 
PM x T x P 
Sub x PM (T x P) 
P = Phi 
PM= Percent Missing 
T = Technique 
df 
4 
45 
4 
16 
180 
3 
12 
135 
12 
48 
540 
83 
ss 
. 00 
.10 
.00 
.oo 
.04 
.00 
.00 
. 03 
.00 
.01 
.13 
__ F_ 
.33 
(MS = . 00) 
.93 
.89 
(MS = . 00) 
.7 6 
. 72 
(MS= . 00) 
1.20 
. 97 
(MS= .00) 
p 
ns 
ns 
ns 
ns 
ns 
ns 
ns 
Appendix I: ANOVA Summary Tabl e fo r Slope when Slope 15 degrees. 
p 
Sub (P) 
PM 
PM x P 
Sub (PM x P ) 
T 
T X P 
Sub (T x P) 
PM x T 
PM X TX P 
Sub x PM (T x P) 
P = Phi 
PM= Percent Missing 
T = Technique 
df 
4 
45 
4 
16 
180 
3 
12 
135 
12 
48 
540 
84 
ss 
. 03 
.13 
.OS 
. 00 
.02 
2.14 
.00 
.02 
1.29 
.00 
.04 
__ F_ 
2.63 
(MS= .00) 
89 . 29 
.73 
(MS= . 00) 
6153 .54 
1. 94 
(MS= . 00) 
1339.06 
.6 7 
(MS = • 00) 
p 
.047 
. 000 
ns 
. 000 
. 035 
.000 
ns 
Appendix J: Follow up of T x PM x S interaction in the estimation of 
error variance. (Simple simple effects tests). 
Effects of Percent 
Technique at: Slope Missing 
.E ( 3' 1350) 
0 degrees 10% 3.76* 
20% 10.25*** 
30% 15.44*** 
40% 18.04*** 
15 degrees 10% 4284.36*** 
20% 15491 . 05*** 
30% 30196.99*** 
40% 54114 .0 3*** 
*p<.05 ***p<.001 
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Appendix K: Follow up of T x PM x p interaction in the estimation of 
error variance. (Simple simple effects tests). 
Effects of Percent 
Technique at : Missing Phi .E (12 , 1350) 
10% -.80 468.32*** 
- .40 402.16*** 
0 407.46*** 
.40 400 . 19*** 
.80 510.58*** 
20% -.80 1628 . 65*** 
-. 40 1522.27*** 
0 1524.67*** 
.40 1464.06*** 
.80 1738.45*** 
30% - . 80 3090 . 55*** 
- .40 2996.77*** 
0 3044.12*** 
.40 2874.25*** 
. 80 3336.27*** 
40% - .-ao 5458 . 01*** 
- . 40 5273.70*** 
0 5479.17*** 
. 40 5530.69*** 
.80 5837.96*** 
***p<.001 
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Appendix L: Follow up of T x PM x s interaction in the estimation of 
phi . (Simple simple effects tests). 
Part I. Phi -.80. 
Effects of Percent 
Technique at: Slope Missing E ( 3, 270) 
0 degrees 10% 63.33*** 
20% 215.oo*** 
30% 358.33*** 
40% 851.67*** 
15 degrees 10% 215.oo*** 
20% 436.67*** 
30% 555_00*** 
40% 810.00*** 
Part II. Phi = - .40 
0 degrees 10% 19 . 28*** 
20% 72.29*** 
30% 166.27*** 
40% 293.98*** 
15 degrees 10% 67 . 47*** 
20% 125.30*** 
30% 339 . 62*** 
40% 321. 59*** 
***p<.001 
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Appendix M: Follow up of T x PM x s interaction in the estimation of 
phi. ( Simple simple effects tests) . 
Effects of 
Technique at: 
***p< . 001 
Part I. Phi 0 . 
Slope 
0 degrees 
15 degrees 
Percent 
Missing 
10% 
20% 
30% 
40% 
10% 
20% 
30% 
· 40% 
Part II. Phi .40 
0 degrees 10% 
20% 
30% 
40% 
15 degrees 10% 
20% 
30% 
40% 
88 
.E (3, 270) 
13.73*** 
68.63*** 
174.51*** 
260.78*** 
13.72*** 
58.82*** 
137.26*** 
284.31*** 
13.09*** 
43.40*** 
88.68*** 
203.77*** 
130.19*** 
190.57*** 
294.34*** 
439.62*** 
Appendix N: Follow up of T x PM x S interaction in the estimati on of 
phi. (Simple simple effects tests). 
Phi = .80. 
Effects of Percent 
Technique at: Slope Missing 
.E ( 3, 270) 
0 degrees 10% 17.95*** 
20% 66.67*** 
30% 200.00*** 
40% 364.10*** 
15 degrees 10% 694.87*** 
20% 792.31*** 
30% 925.64*** 
40% 1256.41*** 
***p<.001 
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