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Of all organic carbon on Earth, the majority is captured as structural components in the
plant cell wall, while continuously replenished through photosynthesis. These reserves
serve not only as nutrition for different forms of life, but also have an enormous potential as
feedstock in so-called biorefineries, wherein practically every molecule that is made from
fossil resources can be produced in a sustainable way1. Such biorefineries will be inevitable
in the near future because energy demand is continuously increasing while the fossil re-
sources are gradually depleting and environmental concerns are rising2;3. Lignocellulosic
biomass is a broad term for wood, agricultural residues, municipal solid waste such as pa-
per and packaging industry wastes, and dedicated energy crops that contain a significant
fraction of structural polysaccharides4. These non-edible feedstocks are actually the basis
for second generation renewable fuels, whereas the first generation, including sugar/starch-
based material, is under debate, mainly because of the food-versus-fuels controversy5.
Depolymerization of lignocellulosic biomass’ dominant component, cellulose, yields D-
glucose molecules, that can subsequently form the basis for an endless possibility in fer-
mentations. Well-known end-products are bio-ethanol6 and lactic acid, the precursor of
polylactic acid (PLA, ’bio-plastics’)7. Enzymatic degradation of cellulose is however im-
paired by the stable bond (β-1,4-linkage), crystalline structure and wrapping by hemicellu-
lose and lignin. Nature has evolved many enzymatic strategies to deal with these problems.
However, the biggest challenge for using lignocellulosic biomass as renewable resource is
to make it a cost-efficient process8;9. Until very recently, the enzymatic degradation of
cellulose was thought to be brought about by hydrolytic enzymes only, i.e. a mixture of
endoglucanases and cellobiohydrolases8. However, it was always hard to imagine how
an individual cellulose chain could get separated from a microfibril and brought into the
active site of these cellulases. Therefore, the presence of a ’missing link’ in the process
was already suggested in 1950, although it remained undetected for many years10. With
the recent discovery of the lytic polysaccharide monooxygenases (LPMOs), a major step
towards better understanding of biomass degradation has been taken. This novel class of
metalloproteins, degrades cellulose in a manner completely aberrant to that of cellulases
and is able to process crystalline substrates very efficiently11;12. Hence, LPMOs render cel-
lulose more susceptible to be attacked by the canonical cellulases. Exploitation of LPMO
properties should result in the development of more efficient enzyme cocktails for low-cost
lignocellulosic biomass conversion11;13.
LPMOs were first discovered in the process of chitin degradation with Chitin Binding
Protein 21 (CBP21) from Serratia marcescens 14 and a little later, the analogy was made
towards cellulose degradation with the enzymes GH61A from Thermoascus aurantiacus
and GH61B and E from Thielavia terrestris 15. Four classes of LPMOs exist to date, clas-
sified in Auxiliary Activity (AA) families 9, 10, 11 and 1316, whereas the members of AA9
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were initially (wrongly) grouped as glycoside hydrolase family 61 (GH61) and AA10 as cel-
lulose binding module family 33 (CBM33). All four of them perform an oxidative cleavage
of a polysaccharide chain, being either (hemi)cellulose (AA9, AA10), chitin (AA10, AA11)
or starch (AA13). Since their first description as oxidative enzymes and elucidation of their
role as cellulase boosters in 201014, these enzymes have revived the interest in enzymatic
cellulose degradation, which was earlier thought to be inscrutable and inefficient by some
groups. The putative power of these LPMOs is reflected in the number of articles that are
published since then (Figure 2). During the period January-October 2016 alone, 31 articles
have been published on LPMOs. The most recently discovered group, AA1317, is some-
what exceptional since it boosts amylases in degradation of starch, what is a more amor-
phous and readily degradable polymer. The obvious advantageous function of LPMOs in
making crystalline substrates (cellulose and chitin) more amenable is therefore questioned
as being its core function. This underpins the limited knowledge we have obtained in the
past 6 years about this interesting class of enzymes. More diverse functions are gradually
emerging such as for example a role in virulence18, keratinolysis19 and plant infection20.
More research is clearly needed.
Figure 2: Articles found in the Web Of Science about LPMOs, starting from 1994 until October 2016. Search
terms were "polysaccharide monooxygenase OR GH61 OR CBM33 OR LPMO".
Because of the recent discovery of the LPMOs, many aspects of these enzymes still
have to be unveiled. Most studies aim to increase the basic understanding of these LPMOs
in studies dealing on substrate and electron donor characterization, reaction mechanism
or exploration and determination of crystal structure. Very little is known about stability of
these enzymes yet, even though this parameter is crucial in industrial applications. More-
over, the canonical cellulases clearly benefit from stability increasing strategies21. Ad-
vantages attributed to use of higher temperatures include an increased reaction rate and
solubility22, a decreased risk on microbial contamination23 and cell-wall disorganization24.
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The aim of this doctoral research is therefore to expand the well-needed knowledge on
stability of LPMOs. To that end, two different LPMOs were expressed, assays were eval-
uated, stability was characterized and an improvement was aimed by protein engineering
strategies (Figure 3).
Trichoderma reesei Cel61A (AA9)
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Figure 3: Schematic overview of the chapters in this PhD dissertation.
First, an overview of the required literature is provided in chapter 1. In the framework
of biomass-degrading enzymes, only families AA9 and AA10 are considered to be impor-
tant19. Therefore, a representative of each family was elected as case study. For family
AA9, Trichoderma reesei Cel61A was chosen because the fungus T. reesei (teleomorph
Hypocrea jecorina) is the industrial standard when it comes to cellulase production8. Its
enzymes are exploited among other applications in food/feed processing, textile manufac-
turing and paper processing25. In this thesis, the LPMO was heterologous expressed in
the yeast Pichia pastoris, as described in chapter 2. Next, a stability and activity assay
were evaluated in chapter 3. As second case study, the AA10 representative Streptomyces
coelicolor LPMO10C ( ScLPMO10C, formerly ScCelS2) was expressed in Escherichia coli,
as described in chapter 4. Streptomyces coelicolor is one of the major soil degrading bac-
teria, while the enzyme ScLPMO10C was one of the first discovered LPMOs. Moreover,
family AA10 was first thought to be chitin-active, whereas ScLPMO10C was the first AA10
member that was found to be active on cellulose26. Meanwhile this enzyme is examined in
various studies and has become one of the model LPMOs. Different concerns, faced while
expressing TrCel61A, were also considered while expressing ScLPMO10C in this prokary-
otic host. The same assays evaluated for TrCel61A, were also tested for ScLPMO10C in
chapter 4.
Because stability is typically crucial for industrial applications, chapters 5 and 6 describe
various approaches for stability improvement through protein engineering. The first han-
dles on TrCel61A, while the second targets ScLPMO10C. To conclude the work, chapter 7
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CHAPTER 1
1.1 The promise of lignocellulosic biomass as renewable
resource
Lignocellulosic biomass is a broad term for wood, agricultural residues, municipal solid
waste (including paper and packaging industry wastes) and dedicated energy crops that
contain a significant fraction of structural polysaccharides4. This biomass has enormous
potential to serve as renewable feedstock, replacing fossil resources. Since the natural
function of a plant cell wall is to provide rigidity however, degradation is highly recalcitrant.
The biggest challenge for using biomass as renewable resource is therefore developing a
cost-efficient breakdown process8;9.
1.1.1 Renewable resources
About 80 % of the worldwide energy supply in 2014 came from fossil fuels, including oil,
coal and gas27. These resources have been the basis for a large variety of fuels and chem-
icals over the past 100 years, refined in chemical industry. The biggest part hereof goes
to energy supply. Meanwhile, the energy demand is continuously increasing and the re-
serves are becoming gradually depleted. Furthermore, the burning of fossil fuels is one of
the big contributors to the increasing amount of carbon dioxide in the atmosphere. Since
this greenhouse gas (GHG) is related to global warming, it causes serious environmental
concerns. Moreover, most fossil carbon is located in the Middle-East, which is an unstable
region and suffers from uncertain availability and varying prices. Taken together, there is
an increasing demand for renewable energy resources2;3.
In this respect, current worldwide energy policies are integrating renewable resource
goals in their government programs. The renewable energy projections of the 27 EU coun-
tries is depicted in figure 1.1. Biomass plays an important role herein with its share of 56
% in 202028. To meet this goal, the estimated required biomass will increase from 3.8 EJ
in 2005 to 10 EJ in 2020 in the EU. Therefore, it is expected that agricultural land will be
allocated to grow dedicated energy crops. Because the demand will keep increasing for
energy, but also for food/feed and biomaterial production, very efficient agricultural land
use is required as well as exploration of alternative resources29.
Other types of renewable energies depend on the availability of resources such as sun-
light, wind and water. In this respect, parts of Africa and India have the highest solar
capacity factor, while wind capacity factors are highest in Australia and New Zealand and
hydroelectric capacity factor is the highest in Canada and South America. The fastest
growing type of renewable energy is solar energy, increasing by 8.3 % a year30. However,
a barrier to large-scale integration is the variability in supply. Several approaches have been
developed to overcome these fluctuations: mainly storage of the energy on moments with
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high supply and switchable loads31. One interesting solution for integration of renewable
energy in the existing system, that supports those needs, is the use of electric vehicles with
electric grid connection. The vehicle contains a battery and is plugged in to the electric
network. When needed, the battery could put electricity back to the grid, while the battery
is loaded when the supply is large31. While this technology is further developed, electricity
remains a minor fuel based on the world’s transportation energy use, with a predicted share
of only 1 % in 204030.
Figure 1.1: Production of energy from renewable resources in the 27 EU countries, as stipulated in the national
renewable energy action plans 28 (Figure from 29)
The quest for alternative carbon sources
In replacement for fossil fuels, alternative carbon sources are searched for. The advantage
in comparison to other renewable energy resources such as solar power, is that not only
energy but also biofuels and a variety of chemicals and materials can be produced in a
sustainable way. Three generations of biofuels are described to date and are discussed
below.
The first generation of biofuels comprises direct sugar-containing crops like sugarcane
and sugar beet, starch-based crops such as corn and grain, and lipids derived from oilseed
such as soybean oil and rapeseed oil. These resources require limited pretreatment and
were therefore the first resources used. Nonetheless, the long-term usage was questioned
quickly. First of all, they induced the so-called food-versus-fuel debate, since the feed-
stocks used are also major food substances. Secondly, there is a poor energy balance
between the energy required for production and the output of the biofuel32. Also, a theo-
retical maximum of only 10 % of the ethanol required in the US / year was calculated2 and
a negative impact on the biodiversity, soil quality and even net increase in greenhouse gas
(GHG) emission were discussed5. Nonetheless, this first generation is the most produced
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biofuel with mainly corn (USA) and sugarcane (Brazil) as primary raw material and is used
as supplement in gasoline.
An alternative, the second generation of biofuels consumes lignocellulosic biomass.
Because cellulose is the main constituent of the plant cell wall, it is the most abundant bio-
logical material on Earth33, and thus a low cost resource. In addition, cellulose is constantly
replenished by carbon fixation via photosynthesis, using carbon dioxide. The land use is
also more efficient in comparison to the first generation, because here not only the seeds,
but the entire plant can be utilized. Moreover, a 90 % reduction in greenhouse gas (GHG)
emission was concluded from a life-cycle analysis (LCA) from 2013 comparing cellulosic
ethanol with gasoline34. These characteristics make cellulose a highly promising feedstock
in biobased industries for production of energy and a variety of chemicals1;8;35. The high
cost of pretreatment and enzymes for hydrolysis combined with a low saccharification yield
are challenges to face in making it an economically viable process.
Biomass is renewable but also limited to the available land and additional resources
(water and nutrients). There are also some concerns rising considering increased use of
forest and agricultural waste streams. These include lower soil fertility, soil productivity,
decreased organic matter in the soil and lower biodiversity36. Furthermore, there will be
pressure on land use because the trade-off between land-use for food supply or non-food
biomass production. This not only affects food prices, but also stimulates farmers to in-
crease the productivity by reducing crop rotations and using higher amounts of fertilizer,
resulting in acidification and eutrophication37;38. Some studies even argue that there is a
net increase in GHG emission in comparison to gasoline when the carbon cost (sacrificed
carbon storage and sequestration) for land-use change is included in the life-cycle assess-
ment5.
Algae are described for production of third-generation biofuels. They have some out-
standing advantages compared to the first two such as fast growth rate and high carbo-
hydrate and lipid content and a lower requirement of arable land. Moreover, they not only
fixate carbon dioxide from the atmosphere, but are able to grow on saline and wastewater,
whereof they remove pollutants39;40. However, the biggest bottlenecks here are the design
of a cost-effective photobioreactor, an efficient harvesting/separation method and metabolic
engineering techniques for increasing the productivity41–43.
1.1.2 Structure and challenges of lignocellulose
Lignocellulose is mainly composed out of 3 constituents: cellulose (40-50 %), lignin (20-
30 %) and hemicellulose (20-40 %)6. The exact proportion depends on the nature of the
biomass. Cellulose is a linear homopolymer of D-glucose molecules, linked in a β-1,4-bond.
Native cellulose can link up to 10.000 units44. These long chains are tightly packed by
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hydrogen bonds into crystalline macrofibrils, buried in a complex matrix of lignin and hemi-
cellulose (Figure 1.2). Hemicellulose is a heteropolymeric molecule, consisting of pentoses
(C6 sugars), hexoses (C5 sugars) and acetylated sugars. Because of its more amorphous
structure, it is easier to break down. Lignin is considered the glue of the complex and
exploits the strength of cellulose while conferring flexibility. It is an aromatic polymer con-
sisting of mainly p-coumaryl alcohol, coniferyl alcohol and sinapyl alcohol. This structure
is recalcitrant for microbial and enzymatic attack and therefore, it usually not fermented but
rather used for energy generation or chemical extraction45.
Figure 1.2: Structure of lignocellulosic biomass with celluose, hemicellulose and lignin as three major building
blocks. (Figure from 6)
Even though starch and cellulose both consist out of D-glucose units as elementary
unit, starch is easily degradable, while cellulose is highly recalcitrant towards enzymatic
degradation. This has been a serious hurdle for the development of cost-effective biore-
fineries46. Three major reasons form the basis of this problem. First, starch is a storage
molecule and therefore its sugars should obviously be easily accessible, while the function
of cellulose is to enclose the cell and survive environmental stress such as drought and
microbial infection. This is also reflected in the build-up: the stability of the β-1-4-linkage
found in cellulose far exceeds the stability of the α-1,4- and α-1,6-bound glucoses, that
form amylose and amylopectine respectively in starch. This results in an uncatalyzed half-
life time of several million years for cellulose47;48. Second, in the plant cell wall, cellulose is
embedded in a matrix of hemicellulose and lignin49. This physical barrier limits accessibil-
ity makes pretreatment steps crucial4. Finally, cellulose chains are associated in so-called
microfibrils, which have a high degree of hydrogen bonding and are insoluble in water and
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most other solvents. This crystalline structure offers very difficult access for the required
enzymes and even water can barely penetrate the structure. To illustrate the difficulty, cel-
lulose requires 40 to 100 times more enzymes to break down in glucose units than starch
does35.
1.1.3 Biorefinery concept
Biorefining is defined by the International Energy Agency (IEA) Bioenergy as
"sustainable processing of biomass into a spectrum of biobased products (food, feed,
chemicals, and materials) and bioenergy (biofuels, power and/or heat)"50.
The basis of this definition is a sustainable process, whereas all different generations of
biofuels described above are qualified. Concerning the second generation, the heteroge-
neous structure provides the advantage of different components and putative production
of a large variety of chemicals. However, distinct conversion technologies are therefore
required. Many processes demand another 10-15 years before commercial stage45. A
variety of technical processes can be applied in biorefineries: going from fermentation
and anaerobic digestion over gasification to chemical processes such as hydrolysis and
transestrification. Nonetheless, the majority of biobased products available today, are not
produced in a biorefinery, but rather in a single-chain plant.
Transportation fuels obtain a lot of attention concerning biofuels, which is understood by
the large fraction of the fossil fuels they consume (± 60 %45). Their impact on the environ-
ment is important and seems beneficial. For example, blending of biodiesel or bioethanol
with fossil diesel reduces particulate matter51 and bioethanol has a higher octane num-
ber than gazoline52. Continuous progress in the field is made, yielding engineered micro-
organisms for the production of a variety of biofuel molecules such as biosynthetic biobu-
tanol, terminal alkenes and fatty alcohols53. In fact, the endeavors done in transportation
fuels drive the development of biorefineries. Indeed, despite its high demand and high vol-
ume, fuels are low-value products. An integrated biorefinery, that also produces high-value
chemicals would give a better return on investment.
Every molecule made from a petroleum refinery can be produced via biorefining, albeit
with higher costs54. In fact, cellulose and hemicellulose can be hydrolyzed to monosaccha-
rides, that can be isomerized to sweeteners or can be substrate for single cell production or
fermentation of a tremendous amount of chemicals such as ethanol, citric acid, L-glutamic
acid and penicillin44. Generally, the production of a few platform molecules has to be com-
pleted. Since the biorefinery is still in its infancy, choosing the most viable molecules is
a cumbersome task. The US Department of energy proposed a list of 12 molecules (Fig-
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ure 1.3), that was later updated to 1055, whereof other bulk or added-value chemicals can
be derived53. A typical example of such a platform molecule is lactic acid as reviewed
by Dusselier and coworkers7. This is the precursor of polylactic acid (PLA) polymers, the
main constituent of biodegradable plastic. Moreover, other fine chemicals, green solvents
and fuel precursors are in the range. A second example is succinic acid, easily converted
to 1,4-butanediol, tetrahydrofuran and different pyrrolidinone derivatives. However, further
strain improvement is indispensable to compete with the chemically produced form56.
In addition, lignin can be used as energy source (burning), or can lead to a variety of
(aromatic) compounds57. One example of a high-potential platform molecule is vanillin.
This molecule has not only an obvious application as flavoring component, but is also an
intermediate component for production of a wide variety of chemicals such as herbicides,
air-fresheners and anti-foaming agents58. The hemicellulose component xylose on the
other hand is interesting for production of mainly xylitol and furfural59.
Figure 1.3: Proposed platform molecules from a biorefinery, listed by the US Department of Energy. (Figure
from 60)
1.1.4 Lignocellulosic ethanol: Biochemical versus thermochemical
conversion
In the second generation of ethanol production, lignocellulosic biomass is converted into
ethanol, either through a biochemical or thermochemical conversion route. The first relies
on the use of enzymes and is therefore considered as a sustainable and thus green biotech-
nological application. Indeed, enzymes are very attractive because of the applicability in
mild reaction conditions and their high selectivity and catalytic turnover61. In biochemi-
cal conversion, biomass is mainly converted to polysaccharides, that can be fermented to
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ethanol in a subsequent step62. The lignin component is mainly burned to generate heat
and electricity. The thermochemical route on the other hand involves catalytic synthesis
and gasification. During this procedure, raw biomass is heated under oxygen deficient con-
ditions, what results in formation of synthesis gas (syngas, primarily hydrogen and carbon
monoxide). This syngas can be burned or further processed into ethanol in the presence
of catalysts63.
Although the energy efficiency at plant level is identical for both routes and compara-
ble amounts of ethanol are produced, there are differences from a life cycle perspective.
Indeed, a life cycle assessment (LCA) evaluates the true environmental impact by con-
sidering an entire life cycle of a process or product. For biochemical conversion routes,
several LCA studies exist and confirm that biochemical conversion performs much better
than starch-based ethanol production in terms of fossil fuel consumption and greenhouse
gas emission (> 50 % GHG reduction compared to gasoline64;65). On the contrary, a neg-
ative evolution has been described by indirect impacts such as the use of sulfuric acid for
pretreatment purposes followed by lime for neutralization and nutrients consumed during
fermentation. For thermochemical conversion methods, published LCA analyses are rare.
A comparative study of both routes has been conducted by Mu and coworkers63. The
results of ethanol yield, energy efficiency and carbon conversion efficiency are listed in
table 1.1. In the current situation, thermochemical conversion performs best for all feed-
stocks. However, a bigger improvement is expected in the long term for the biochemical
conversion. Indeed, the low efficiencies are largely caused by relatively low conversion
of (hemi)cellulose (70 %), while this is expected to improve to at least 90 % by intensive
research. Intensive research on thermochemical routes can lead to higher alcohol selec-
tivity but cannot exclude co-product formation such as higher molecular weight alcohols.
Furthermore, this study also describes a lower GHG emission and fossil fuel consumption
for the biochemical route, whereas a the thermochemical route performs better in terms of
direct and indirect water use63.
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Table 1.1: Technical performance of Thermochemical (Thermo) and Biochemical (Bio) plants, based on different
feedstocks. Table from 63.
Wood chips Corn stover Waste paper Wheat straw
Thermo Bio Thermo Bio Thermo Bio Thermo Bio
Current
Ethanol yield (l/dry ton) 283 262 272 264 325 284 270 225
Energy efficiency (as ethanol) % 41 38 36 35 36 31 36 30
Energy efficiency (as ethanol and co-products) 49 44 43 41 43 37 43 36
Carbon conversion efficiency (ethanol/all products) 23/27 21 24/30 24 32/39 28 25/30 21
Near term
Ethanol yield (l/dry ton) 340 368 326 371 390 399 324 316
Energy efficiency (as ethanol) % 49 53 43 50 43 44 43 42
Energy efficiency (as ethanol and co-products) 58 59 52 54 51 49 51 47
Carbon conversion efficiency (ethanol/all products) 27/33 30 29/35 34 38/46 40 30/36 30
Long term
Ethanol yield (l/dry ton) 359 411 344 415 411 445 342 353
Energy efficiency (as ethanol) % 51 60 45 55 45 49 45 47
Energy efficiency (as ethanol and co-products) 62 65 54 60 54 54 54 52
Carbon conversion efficiency (ethanol/all products) 29/35 33 31/37 38 41/49 44 32/38 33
1.2 Enzymes for cellulose hydrolysis
Although chemical methods for cellulose decomposition, such as acid hydrolysis and treat-
ment with ionic liquids exist66, enzymatic hydrolysis is still the most common and environ-
mentally friendly method. Moreover, the involved cellulases are one of the largest groups of
industrial enzymes, used in a wide variety of applications including paper recycling, deter-
gents, juice extraction and cotton processing21. A brief overview of the distinct synergistic
enzymes working together is given in this section.
1.2.1 Cellulase classification
The Enzyme Commission (EC) of the International Union of Biochemistry and Molecular
Biology (IUBMB) has set an enzyme classification system, based on substrate specificity
and the type of reaction the enzyme catalyzes67. Each enzyme group is defined by a
unique 4-digit code, whereof the first digit represents one of the six main classes: (1) oxi-
doreductases, (2) transferases, (3) hydrolases, (4) lyases, (5) isomerases and (6) ligases.
The second and third digit describe the type of substrate, while the last part unambiguously
assigns the actual reaction and enzyme specificity. Cellulases are defined as glycoside
hydrolases that break the β-1,4-glycosidic linkage between glucose molecules through a
mechanism of acid-hydrolysis. They thus belong together with many hemicellulases to the
glycoside hydrolases that break a O-glycosyl linkage, assigned with EC-number 3.2.1.x.
Because several thousand glycoside hydrolases exist and no structural information was
included in the EC-system, it became insufficient and a different ordering, based on amino
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acid sequence, was proposed by Henrissat and coworkers68. In this classification, the
members originate from public databases and at least one member per family is experi-
mentally characterized. Furthermore, biochemical information is continuously curated and
the families largely reflect enzymatic mechanisms and conserved structural folds69. The
grouping involves catalytic domains and carbohydrate binding domains of all enzymes that
build, modify or break linkages in complex carbohydrates or glucoconjugates. This large
group of enzymes was called Carbohydrate Active Enzymes or CAZymes, all ordered in
the associated database CAZy69. Currently, 5 enzyme classes are covered: (1) glycoside
hydrolases (GH), (2) glycosyltransferases (GT), (3) polysaccharide lyases (GL), (4) carbo-
hydrate esterases (CE) and recently added (5) auxiliary activities (AA)16. Carbohydrate-
binding modules (CBM) are classified in a separate, non-catalytic class.
A cellulase mixture consists typically of three main components, i.e. endocellulases,
exocellulases and β-glucosidases (Table 1.2). Endoglucanases cut at internal positions of
the glucose chain, while exocellulases work processively from the glucose chain end and
β-glucosidases hydrolyze cellobiose to glucose.
Table 1.2: Three main types of cellulase activities, with their EC number and function description.
Activity type Subtype EC Alternative names Short function description
Endoglucanase 3.2.1.4 1,4-β-D-glucan-4-
glucanohydrolase
creation of new chain ends by cut-
ting at internal sites of an amorphous
structure
Exoglucanase cellodextrinase 3.2.1.74 1,4-β-D-glucan glucano-
hydrolase
processive liberation of glucose
molecules starting from a chain end
cellobiohydrolase 3.2.1.91 1,4-β-D-glucan cellobio-
hydrolase
processive liberation of cellobiose
molecules starting from a chain end
β-glucosidase 3.2.1.21 β-glucoside glucohdrolase hydrolyzation of soluble dextrins and
cellobiose to glucose
1.2.2 Major actors in the synergistic machinery
A well-designed enzyme consortium works together to break down the recalcitrant cellu-
lose fibers. The enzymes work in a synergistic way, meaning that the hydrolysis rate of
a combination of cellulases exceeds the sum of individual rates. Different synergies have
been reported between endo- and exocellulases, but also between different exocellulases
and between exocellulases and β-glucosidases. In multimodular systems, even a synergy
between the catalytic domain and cellulose-binding domain was described8.
Exoglucanases are active on microcristalline cellulose and work in a processive manner
(consecutive action without releasing the substrate), and always start from a chain end. Two
types of cellobiohydrolases (CBH) exist, CBH I and CBH II, with a preference of acting from
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the reducing and or non-reducing end, respectively. In the catalytic domain, different sur-
face loops come together to form a tunnel region (Fig. 1.4), through which the glucose chain
is pulled with release of mainly cellobiose (occasionally glucose and cellotriose)70. Mostly,
a cellulose-binding module is present (CBM), which is shown to be important for binding
and processivity of the enzymes as the CBM brings the catalytic domain and substrate in
close proximity71. CBHs make out an important and substantial part of the cellulase mix-
ture. Indeed, the natural Trichoderma reesei cellulase load contains 60 % CBH I and 20 %
CBH II. Likewise, optimizing mixtures of Humicola insolens resulted in a composition of 70
% CBHI and 30 % CBH II for maximum efficiency72.
A.                             B.                               C.
Figure 1.4: Three types of active sites, as found in cellulases from Trichoderma reesei. (A) tunnel in CBH I
(Cel6A, PDB-code 1QK2) (B) groove or cleft in endoglucanase 2 (Cel5A), with cellotetraose in bound in the tunnel
region (PDB-code 3QR5) and (C) pocket or crater in β-glucosidase (Cel3A) with glucose situated in the active site
(PDB-code 4I8D). Figure made with Pymol 73.
Endoglucanases (EG) create free chain ends for CBHs to work on, by cleaving on in-
ternal positions in relative amorphous regions in the cellulose substrate74. EGs contain
shorter surface loops so that a groove is created rather than of a tunnel region (Fig. 1.4
B)75;76. A CBM is not essential for these proteins, although sometimes present. The op-
timal H. insolens mixture contained only 1-2 % endoglucanase (EG)72. Despite this small
contribution, many different types of EG exist, probably reflecting the wide variety of cellu-
lose substrates that exist in nature.
β-glucosidases (BG) are not active on cellulose, although they fulfill a very impor-
tant task. They significantly improve the mixture by removing cellobiose and other short
oligosaccharides77. This is crucial because CBH for example suffers from end-product
inhibition from cellobiose. The Trichoderma-mixtures contains a low BG content that is




1.2.3 Microbial sources of cellulase systems
Free enzyme systems (Fig. 1.5 A) are the most studied and industrially most applied sys-
tem. They are isolated from cellulolytic fungi and actinomycete bacteria, that release their
cellulases in enclosed cavities after penetrating the substrate with their hyphae8. The in-
dustrial standard today is Trichoderma reesei (teleomorph Hypocrea jecorina), named after
its principal investigator Elwyn T. Reese. During World War II, the US Army was suffering
from cotton rot and thus deteriorated tents in the South Pacific. Reese isolated T. viride
strain QM6a, that was later renamed after him. This actual strain forms the basis of all in-
dustrial Trichoderma cellulase-producers today79. Trichoderma secretes an highly efficient
cellulase system, although it does not produce a large variety of enzymes80: two exocel-
lulases, 5 endocellulases and 2 β-glucosidases. Alternative widely studied systems are
Humicola insolens 72;81 or bacteria from genera Cellulomonas 82 and Thermobifida, one of
the major soil degrading organisms83.
Figure 1.5: Schematic representation of (A) a free cellulase system versus (B) an associated cellulosome (Figure
from 84).
Secondly, cellulases can also exist in large multi-enzyme complexes, called cellulo-
somes (Fig. 1.5 B). These are mainly found in anaerobic bacteria, that cannot penetrate
the substrate and thus compete with other surrounding organisms for the hydrolyzed sug-
ars. Moreover, they only have a limited ATP available for cellulase production. As a solution,
nature invented the enzyme-complex, that is associated with the cell wall of the bacterium
and is only formed when cellulosic substrate is available. Often a glycocalyx and/or contact
corridor connects the cell with the cellulosome to avoid product diffusion and facilitates easy
product uptake85. The general architecture is common, with a non-enzymatic scaffoldin that
binds the various catalytic domains through so-called cohesins. The catalytic domains are
connected to a dockerin, that matches to the cohesins86. Mostly, also a CBM is attached
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to tightly bind the substrate. The exact composition however, can vary depending on the
species. The complex is usually 2-16 MDa, but can become up to 100 MDa, called a poly-
cellulosome. The first discovered and best characterized cellulosome is from the anaerobic
bacterium Clostridium thermocellum 87. It is thought to contain at least 22 catalytic modules
including endocellulases, exocellulases, hemicellulases and 1 lichenase88. Alternatively,
Rhuminococcus species, found in rumen of large herbivorous animals, are also well-known
cellulosome producers85;89.
1.2.4 Non-hydrolytic factors aiding cellulose hydrolysis
In recent years, increasing attention goes to the importance of non-hydrolytic and even non-
enzymatic factors that can help in amorphogenesis, i.e. to loosen the difficult crystalline
structure of cellulose in order to make it more amenable for cellulase attack90. Several fac-
tors indeed hamper an efficient degradation. These can be either related to the substrate
such as cellulose crystallinity and lignin/hemicellulose wrapping (see above), or related to
limiting ability of the cellulases itself such as end-product inhibition and accessibility re-
stricted to the surface of the crystals49. In 1950 already, Reese proposed the concept of
amorphogenesis with the C1-Cx theorem for enzymatic breakdown of cellulose10. Herein
the C1 component activates the degradation by loosening or deaggregation of the structure,
while the Cx component subsequently performs the depolymerization. While all cellulases
are contained in the Cx component, elucidation of suitable C1 components seems more
cumbersome.
Expansins have been proposed as one of these C1 factors. They are plant-derived
proteins without enzymatic activity. These proteins are thought to enlarge cell walls by dis-
rupting non-covalent interactions in the cell wall (e.g. cellulose-hemicellulose)91. In this
way, they stimulate growing cells92. However, when expansins are removed, the cell wall is
found restored in its original state93. A large variety in expansins has been described and
their function is under investigation. One explanation would be dedication to specific cell
types as well as related processes like fruit ripening94 and pollination95. Adding them to
cellulase mixtures yields a synergistic effect96.
Similarly, it was shown that some bacteria and fungi also produce expansins with compa-
rable structural and functional characteristics. One example is the EXLX1 protein, from the
soil bacterium Bacillus subtilis, that enhances root colonization97. Furthermore, T. reesei
produces a protein called swollenin98, able to swell cotton fibers, but with a different struc-
ture than the expansins. Recent literature also suggests a hydrolytic activity for these pro-
teins99. Besides, a third expansin-like protein, loosenin, was found from the basidiomycete
Bjerkandera adusta100. It is distantly related to expansins, although can bind polysaccha-
rides, while enhancing hydrolytic enzymes.
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A completely different group of non-hydrolytic enzymes that could fill the gap in our
understanding of biomass degradation, comprises the recently discovered lytic polysac-
charide monooxygenases (LPMOs). These enzymes degrade cellulose in a manner com-
pletely different to that of cellulases and is able to process crystalline substrates very ef-
ficiently11;12. Hence, LPMOs render cellulose more susceptible to attack by the canonical
cellulases and exploitation of their properties should result in the development of more ef-
ficient enzyme cocktails for low-cost lignocellulosic biomass101. More information on this
interesting class of enzymes is given in the next topic.
18
LITERATURE REVIEW
1.3 Lytic Polysaccharide MonoOxygenases
Lytic polysaccharide monooxygenases (LPMOs) are a recently discovered class of en-
zymes that aid in breakdown of the polysaccharide substrates (hemi)cellulose, chitin and
starch by a direct oxidative reaction. They come in especially helpful in biomass degrada-
tion, which is a difficult and costly process. LPMOs can directly bind the inaccessible and
crystalline substrates by their flat binding surface and randomly create new chain ends.
Hereby they render the substrate more amenable for the classical cellulases and they boost
the entire process.
1.3.1 Discovery and classification of LPMOs
Despite the fact that Reese already indicated some missing factors in the mechanism of
cellulose breakdown in 195010, Eriksson and coworkers described the beneficial effect of
aerobic conditions on natural cellulase mixtures in 1974102 and it was generally known that
redox enzymes were involved in lignin degradation103, it took till 2010 before the involve-
ment of lytic polysaccharide monooxygenases (LPMOs) in direct, oxidative depolymeriza-
tion reaction was elucidated14.
Some LPMOs were known earlier, although wrongly classified as glycoside hydrolase
family 61 (GH61) or carbohydrate binding module 33 (CBM33)104. Family GH61 contained
mainly fungal enzymes, such as for example T. reesei Cel61A105, although a clear function
was not assigned yet. These enzymes were co-induced with other cellulases and some
harbored a CBM1, suggesting a role in cellulase breakdown. Moreover, they could bind
cellulose and a very low endoglucanase activity was measured. The first crystal structure
of T. reesei Cel61B in 2008106, revealed an aberrant build-up as compared to classical
cellulases. Indeed, no tunnel, cleft or pocket was present, but a flat binding surface with a
metal-binding site. Therefore, more questions about an actual glycoside hydrolase charac-
ter were raised. A similar observation was done by Harris and coworkers in 2010, revealing
a crystal structure of Thielavia terrestris GH61E15. They were also the first to show a boost-
ing effect on cellulose hydrolysis when adding the GH61 enzymes to a classical cellulase
mixture. In addition, mutating the metal-coordinating residues resulted in loss of the boost-
ing effect.
Besides, non-hydrolytic CBMs were described, such as CBHI from Streptomyces olivaceo-
viridis, that could bind α-chitin but without shown activity107. An ortholog of this enzyme,
Serratia marcescens CBP21 (chitin binding protein 21), would be the first LPMO described.
The enzyme was classified in family CBM33 and a crystal structure was revealed in 2005108,
showing a similar fold as the GH61 enzymes. To further draw the analogy, mutagenesis ex-
periments of the metal-binding residues impaired the chitinase C synergy. In 2010, finally,
Vaaje-Kolstad and coworkers were the first to prove an oxidative mechanism for CBP21 in
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chitin degradation and suggested highly similar reactions for GH61 in the structural ana-
logue cellulose14. Since then, more accurate names have been proposed, such as cop-
per metalloenzyme, oxidohydrolases and (lytic) polysaccharide monooxygenase. In 2013,
these enzymes were reclassified as auxiliary activity family 9 (AA9, formerly GH61) and
auxiliary activity family 10 (AA10, formerly CBM33) in the CAZy database16. The name
lytic polysaccharide monooxygenases is generally adopted to point to this diverse group of
enzymes.
Nowadays, LPMOs include the auxiliary activity families 9, 10, 11109 and 1317, as listed
in table 1.3. Even though the grouping is based on sequence similarity, families AA9, 11
and 13 contain predominantly enzymes from eukaryotic origin (99 % fungal), while family
AA10 includes mostly bacterial enzymes (although also contains some viral representa-
tives). Three different substrate groups are comprised: (hemi)cellulose, chitin and starch.
(Hemi)cellulose forms the main substrate for members of family AA9 and part of AA10,
while chitin is the preferred substrate for representatives of family AA11 and part of AA10.
Families AA9 and AA10 are thought to have a common ancestor. The ancestor of AA10 is
suggested to be chitin-active and thus part of the group diverged towards cellulose oxida-
tion110. Surprisingly, starch is the target of AA13 although this is not a crystalline substrate,
thereby losing the benefit of the flat binding surface.
Table 1.3: The 4 auxiliary activity classes, representing the LPMOs. The number of enzymes from the different
source organisms is derived from CAZy (October 2016).
Source organism Main substrate Oxidation position
archaea bacteria eukaryota virusses
AA9 0 0 399 0 cellulosic substrate C1, C4, C1 / C4
(formerly GH61)
AA10 1 2036 6 133 chitin, C1, C1 / C4
(formerly CBM33) cellulosic substrate
AA11 0 1 65 0 chitin C1
AA13 0 0 14 0 starch C1
For family AA9, a further sequence-based grouping was proposed that subdivides the
family in 3 types, varying in their site of oxidation (Fig. 1.6). LPMO type-1 includes the
LPMOs that introduce a C1-oxidation, LPMO type-2 includes members that perform a C4-
oxidation and LPMO type-3 can oxidize at both sides101;111. One exception, LPMO-3*, only
hydroxylates the C1-carbon of the β-1,4-linkage112. In the early days, some researchers
also indicated C6-oxidation, which is not performing an actual chain cleavage113. Other
researchers suggested later that this C6-oxidation is not taking place. The subdivision is
not absolute however, e.g. Podospora anserina AA9H was predicted to be an LPMO-2,
while it is shown to produce both C1- and C4-oxidized products17. For cellulose-active
AA10 members, C1-oxidation and C1/C4-oxidation pattern exist114, although no pure C4-
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oxidizers have been described so far. AA11 and AA13 members are currently only known
to oxidize at C1.
A distinct system was suggested by Busk and Lange, who divided the AA9 family based
on short conserved sequences using an algorithm called Peptide Pattern Recognition. The
algorithm led to 16 subfamilies wherein the already characterized LPMOs belong to only
six of these subclasses. The 16 subfamilies thus probably are an overestimation or can
indicate much more variability, which is not elucidated yet115;116. Nevertheless, this system
does not find general application in further literature.
Figure 1.6: LPMOs from family AA9 are further divided into three types depending on the type of oxidation they
perform. Type 1 performs oxidation at the reducing end (C1) of the cellulose chain, while type 2 oxidizes the
non-reducing end (C4) and type 3 can perform both reactions. (Figure adapted from: 117)
1.3.2 Synergy with classical cellulases
Breaking up cellulose fibrils into soluble chains requires a substantial amount of energy,
which means that the pretreatment of biomass is a crucial (yet expensive) step. However,
LPMOs are able to bind directly to crystalline cellulose thanks to a flat active site that is
located at the protein’s surface106. By cutting the chains and introducing oxygen atoms,
LPMOs can disrupt the substrate’s crystalline structure and thus facilitate the action of
cellulases. Furthermore, the electrons needed for this oxidative cleavage can be delivered
amongst others by redox active compounds like gallic acid or ascorbic acid (see further
for full list of known electron donors). Consequently, a high degree of synergy is to be
expected between the redox enzymes on the one hand, and the hydrolytic enzymes on the
other hand.
Harris and coworkers described the LPMOs for the first time as ’cellulase-enhancing’
factors15. They described an almost twofold reduction in enzyme loading by addition of
T. aurantiacus GH61A to Celluclast 1.5L (Novozymes) to reach 91 % cellulose conversion.
One year later, Langston et al. described a doubled conversion of microcrystalline cellulose
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after 72 hours incubation when TaGH61A and HiCDH (as electron donor) were added
to a combination of HjCBHI and HjEGII12. The individual cellulase specificities that are
present in the mixture were also evaluated in combination with LPMO, whereof it could
be concluded that LPMOs enhance the work of cellulases in a generic way rather than
improving the action of one specific type of cellulase12;15. Furthermore, the enhancement
of LPMO addition to classical cellulase cocktails was clearly proportional to the amount of
LPMO added118 and also different LPMOs can have a synergistic effect.
In order to mimic industrial relevant scenarios for enzymatic cellulose breakdown, one
should apply real cellulosic substrates such as corn stover, wheat straw and sugarcane
bagasse and operate the process at high dry matter content (> 20 %)119;120. Under these
conditions, Cannella and coworkers evaluated the effect of oxidative enzymes in a com-
mercial cellulase cocktail, Cellic CTec 2 (Novozymes), as compared to earlier cocktails,
Celluclast 1.5L and Novozym188 (Novozymes), that lack LPMOs121. As substrate, they
used hydrothermally pretreated wheat straw from a pilot scale facility (30 % water insoluble
solids) and only used the present lignin as suitable electron donor. The study showed that
Cellic CTec 2 had a 25 % higher conversion yield after 144 hours and that only 4 % of the
released glucose appeared as the oxidized gluconic acid. Besides, also the pretreatment
method appears to have an effect on LPMO activity. Organosolv, hydrothermal and alkaline
pretreatment were evaluated considering the chemical composition of the biomass and the
subsequent enzymatic hydrolysis and oxidation by the same commercial cellulase-mixture
Cellic CTec 2. The highest LPMO activity was observed for the pretreatment that had left
the highest lignin content, namely the hydrothermally pretreated biomass (observed for all
three substrates). Furthermore, wheat straw resulted in higher cellulose conversion after
96 hours (80 % glucose yield and 0.4 % oxidized cellulose) than sugarcane bagasse (64 %
and 0.46 %, respectively) and corn stover(50 % and 0.25 %, respectively)122. Surprisingly,
the amount of LPMO added to a cellulase mixture for optimal yield appears to be relatively
low (about 2 mg/g cellulose) independent of the substrate concentration for both steam
pretreated corn stover and popular123.
The known specificities of LPMOs have been broadened in the last years. Indeed, Isak-
sen and coworkers described activity on short soluble oligosaccharides in 2014124, while
also different hemicelluloses have been described as substrates such as xyloglycan and
lichenan in addition to or exclusive from cellulose specificity125–127. Moreover, synergis-
tic action of LPMOs with hemicellulases (xylanase) has recently been described128. This
collaboration is found on pure xylose or pure cellulose substrate as well as on pretreated
lignocellulosic biomass. Because there is also a large diversity in substrate composition,
that demand different compositions of the various cellulases and accessory enzymes (like
LPMOs, that are shown to act different on various substrate compositions129), the idea of
having tailor-made enzyme cocktails is gaining more attention than making one generic
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cocktail for efficient saccharification of different sources of biomass123;130.
LPMOs are exclusively found in aerobic organisms, meaning that enzyme-complexes
(cellulosomes), produced by anaerobic bacteria, lack these promising type of enzyme.
Therefore Arfi and coworkers included Thermobifida fusca LPMOs in their designer cel-
lulosome and obtained indeed increased saccharification. The cellulosome-principle also
yielded a 1.7 fold improvement in comparison to the free enzymes and even 2.6 fold im-
provement in comparison to cellulases without LPMO131.
In complete analogy, chitin-active LPMOs boost the activity of chitinases, also working
in a synergy with endo- and exochitinases, while starch active LPMOs (AA13) push activity
of β-amylases. A recent study even describes a 30- and 20-fold improvement in alpha- and
beta-chitin, respectively, by addition of Streptomyces griseus LPMO to chitinases132.
1.3.3 Protein Structure
Overall Fold
The location of the active site in LPMOs is very different from that in canonical cellulases.
Indeed, the latter contain a binding cleft or tunnel (See figure 1.4 on page 15), whereas
the former have a wedge-like structure with a flat binding surface that can adhere to crys-
talline substrates. Their fold comprises two anti-parallel and twisted β-sheets that form an
immunoglobulin- or fibronectin-III like structure (Figure 1.7)15. Most LPMOs are composed
of a single domain, although approximately 30 % of the AA9 members and 30 % of the AA10
members contain an additional carbohydrate module (CBM) to facilitate substrate binding.
The first carries mostly a CBM1 (cellulose-binding), while the latter concerns a CBM2 or
CBM3 (cellulose-binding) or CBM5 or CBM12 (chitin-binding)110. For family AA13, no less
than 60 % carries a CBM20133.
A complete characterization of the substrate-protein interactions is required to get a full
understanding of the LPMO action. Obtaining this information is impeded by the insoluble
nature of the crystalline substrate. However, to date, some clues are elucidated. Binding
cellulosic substrate is usually performed by stacking interactions with aromatic residues in
the binding surface, in a comparable way as found for CBM1101. Furthermore, a flexible
loop, L2, is suggested to account for cellulose specificity since it is also found in cellulose-
specific AA10 members and is reduced in AA11 and AA13 members134. Moreover, it en-
larges the substrate binding plane and contains aromatic residues, ideally spaced for cellu-
lose binding. MD-simulations revealed two additional flexible loops, called LC and LS, that
could be involved in substrate binding135, or alternatively, could allow association with its










Figure 1.7: Overal and detailed active-site structure of the different auxiliary activiy families representing LPMOs,
with the substrate binding surface located on top. (A,F) Thermoascus aurantiacus AA9 (PDB: 2YET), (B,G) En-
terococcus faecalis AA10 (PDB 4 ALC), (C,H) Streptomyces coelicolor LPMO10B (PDB 4OY6), (D,I) Aspergillus
oryzae AA11 (PDB 4MAI) and (E,J) Aspergillus oryzae AA13 (PDB 4OPB). The L2 loop is colored in blue, LC
loops red and LS magenta. The aromatic residues in the surface, responsible for substrate binding are indicated
in yellow. The dashed lines in the copper-active site are red for interaction with copper, blue in the axial positions
and black for specific chitin binding. (Figure adapted from: 117)
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enzyme can provide the electrons that are required for the reaction via a conserved hydro-
gen network that leads from CDH to the active site of the LPMO136. Chitin-specific LPMOs
on the other hand rather bind their substrate via hydrophilic interactions137. These enzymes
were first thought to harbor an extra cavity in their surface for the protruding N-acetyl group
from chitin114, although a later study demonstrated this is not generally true138. An interest-
ing finding by Forsberg and coworkers is that the ability to bind a substrate does not always
imply activity on this substrate. Indeed, Streptomyces coelicolor LPMO10C can bind chitin,
nonetheless lacks activity on this substrate139. Therefore, they proposed the geometry of
the copper-center would be of major importance.
Furthermore, AA11 and AA13 deviate slightly from the typical flat surface. The first ap-
pears to have a more convex substrate binding plane109, while the latter contains a shallow
groove and lacks aromatic residues in the surface. The size of the groove would be large
enough to bind an amylose chain, although this is not experimentally confirmed (yet)17.
Since LPMOs are secreted, post-translational modifications can occur such as disulfide
bridges and glycosylation. The N-glycosylation site in LPMO-3 from Neurospora crassa
is found close to the active site, forming an extension of the flat binding surface. The
appearance of an alpha 310-helix in the L2 loop seems to be correlated to this glycosylation
and seems to direct the active site towards the substrate. An identical combination was
found in T. reesei Cel61B, despite being absent in other family members101. Furthermore,
various fungal members have been identified with a methylation of the N-terminal histidine
residue. The exact function is still unknown because recombinant expression hosts like P.
pastoris or E. coli lack the machinery to perform this methylation, although the produced
heterologous LPMOs are still active109;113;135. Aachmann and coworkers proposed the
methylation aids copper binding140.
Active site: copper coordination center
The flat binding surface of an LPMO carries a type 2 copper center, which is the protein’s
active site. Initial studies were not conclusive on the nature of the metal whereas a number
of studies in 2011 revealed copper was the most suitable in AA9 proteins11;111;141, where-
after the same conclusion followed quickly for AA10 members142. Meanwhile it has been
shown that copper is bound very strongly, in nanoMolar scale, in the active center140;143;144.
Two histidine residues form the core of this center in a T-shaped geometry, the so-called
His-brace 11, and it is the most conserved region in the protein (Figure 1.8). Copper is
bound via the actual N-terminus, the side chain of this required amino-terminal histidine
and a second histidine side chain of a distinct residue. Even though most other oxyge-
nases contain 2 or 3 copper sites, LPMOs only contain a single copper. A highly similar
structure has also been found in methane monooxygenases11;111.
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Figure 1.8: Schematic representation of the af the copper active site in LPMOs from family AA9 and AA10. The
N-terminal histidine is methylated for AA9 in this schema. (Figure adapted from: 109)
There is some ambiguity in the remainder of the copper site (apart from the His-brace)
including the exact coordinating ligands and the oxidation state of copper. The reason be-
hind this is that X-ray beam causes photoreduction of copper and NMR is impeded by the
paramagnetism of Cu(II)145. Mostly a trigonal bipyramidal structure is found with an oxy-
gen, water or substrate molecule at the axial position out of the protein. Sometimes an
additional water molecule is found as equatorial ligand in the His-brace plane. A tyrosine is
found on the axial position in the protein for families AA9, 11 and 13 (Fig. 1.7 (F,I,J)). For
family AA10, either a tyrosine (Tyr) or a phenylalanine (Phe) can occur, and the last option
is most conserved (90 %). All AA10 also contain an alanine (Ala 112 and Ala 148 in Fig 1.7
G and H, respectively), which results in a a blockage of the axial position of copper and thus
a forced different coordination geometry of exogenous ligands. Despite the conservation of
this alanine, it does not imply an identical spatial position. The absence of this alanine is
suggested as C4-oxidizing determinant in family AA9114;146. Additionally, family AA11 (so
far) also contains this alanine, while a loop region containing a glycine is found in AA13 at
this position.
1.3.4 The oxidative reaction
Independent of the substrate preference and independent of the regioselectivity (C1- and/or
C4-oxidation in glucose linkages), every LPMO intervention is dependent on an exogenous
electron donor source to provide 2 electrons and molecular oxygen to provide one oxy-
gen atom (mono-oxygenase). The oxygen indeed originates from molecular oxygen as
shown via 18O2 isotope labeling first for AA10 member SmCBP21 in chitin degradation14
and later for AA9 member NcLPMO9E (NCU08760) in cellulose degradation147. How-
ever, in a very recent groundbreaking perspective, Bissaro and coworkers claim that hydro-
gen peroxide and not oxygen would the actual cosubstrate of the LPMOs148. Regarding
the electron donor, LPMOs show a promiscuity and most recent papers suggest even an
LPMO-dependent reducing agent preference149.
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Different exogenous electron donor sources have been described to date (Figure 1.9).
The first and most used reducing agent is ascorbic acid14;125;147;150. Alternative small
molecules that have been reported are gallic acid, catechin and low molecular-weight lignin
products (phenols)11;124;151;152. These are very useful in laboratory experiments, although
they are questioned for their physiological relevance regarding their natural availability in
the system. For example ascorbic acid is only present in non-lignified plant tissue. As sec-
ond electron donor, another redox enzyme, cellobiose dehydrogenase (CDH), has been de-
scribed12. This enzyme generates electrons at its flavin-binding dehydrogenase domain via
the oxidation of cellobiose, and this electron is subsequently shuttled to the heme-binding
cytochrome domain of the enzyme153. Only this last cytochrome domain is responsible for
the direct electron transfer to the LPMO136. The speed of electron transfer is dependent
on pH and the specific LPMO-CDH combination. This system is suggested to be physio-
logically more important because almost 60 % of the fungi contain cdh and lpmo genes,
that are often co-expressed153. In addition, the LPMO-CDH system is thought to have a
faster electron-transfer rate than the small-molecules. To date, CDH is not found in bacteria,
although co-expression of LPMO and other redox-enzymes have been described for Cel-
lvibirio japonicus, suggesting the existance of alternative systems154. Third, a light-driven
oxidation is described through photosynthetic pigments155. Both soluble chlorophillin and
membrane-bound thylakoids can herein provide the electrons after light-induced excita-
tion of the pigment. The cycle is completed by a pigment reduction via lignin or ascorbic
acid. Notably, not only the catalytic activity of LPMOs was significantly increased (∼ x100),
but also the specificity of the investigated enzyme was broadened. As last group of elec-
tron donors plant-derived and fungal phenols, especially diphenols, are described. More-
over, a continuous supply can be ensured by the coupled recycling via glucose-methanol-
choline oxidorectuases (GMC oxidoreductase)152;156. Some examples are glucose dehy-
drogenase, glucose oxidase and pyranose dehydrogenase. Interestingly, also the above
mentioned CDH belongs to this enzyme class. Care should be taken in whole cellulase
systems because phenolic compounds might also inactivate or inhibit cellulases157–160.
The biological relevance of this reducing agent promiscuity is not completely understood.
One hypothesis is the flexibility to degrade cellulose substrate in various stages of the
breakdown while adapting to the changing substrate.
Just like the disagreement in the exact copper-center configuration, there is still dis-
cussion on the exact reaction mechanism. First of all, some researches suggest a direct
electron transfer at the copper site136;153. Alternatively, long-range electron transfer path-
ways through the enzyme have been described101;135. The last option merits from the
benefit of the LPMO being absorbed to the substrate while electrons can be continuously
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Figure 1.9: Different electron donor sources for a fungal LPMO. (Figure based on 161, 152 and 155)
LPMO mechanisms for bond cleavage have been proposed. A consensus exist about the
first part though, an electron reduces Cu(II) to Cu (I), where after O2 is activated and a
Cu(II)-superoxo complex is formed. What happens next is to be unveiled. It is unsure if
this superoxo species is the principal catalytic form147 or if a more reactive oxyl-radical is
formed afterwards162.
1.3.5 Diverse functions of LPMOs
An intriguing observation is that several organisms produce multiple LPMO enzymes that
display high sequence variability. For example, the soil fungus Haetomium globosum con-
tains 44 unique LPMO genes163, whereas a cell-wall degrading fungus is estimated to code
for an average number of AA9 members in their genome of no less than 1019. Even more
remarkable, some fungi have more LPMOs than cellulases. Neurospora crassa for exam-
ple, codes for 10 LPMOs with an average pairwise sequence identity of 33%. A suggested
hypothesis is that this multiplicity covers the diversity in cellulosic substrates, electron donor
preference or variability in environmental circumstances (such as pH, salt concentration
and temperature), rather than the efficiency of a cellulase mixture20;116. Furthermore, it
has been suggested by some authors that different LPMOs are required to attack cellulose
concomitantly from different angles163 and on different substrate types150. This also im-
plies that a cellulase mixture has to be optimized for each different type of biomass. It can
be concluded that LPMOs (families AA9 and AA10) play an underestimated role in biomass
degradation, but a detailed understanding of their mode of action is still lacking19;101.
This role is not attributed to families AA11 and AA13, which lack activity on cellulose. For
family AA11, a role in degradation of keratin or another skin-macromolecule was sug-
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gested19, deduced from their prevalence in dermatophytes. Moreover, the starch active
AA13 LPMOs are also highly represented in for example Aspergillus nidulans and are co-
regulated with starch-degrading enzymes164. An important role in starch-degradation is
therefore assumed as well.
Their importance and role in biomass degradation industry is obvious. Nonetheless,
a putative role in pathogenesis has come up in recent years, mostly for AA10 members.
In that respect, virulence factors of the human pathogens Listeria monocytogenes 165 and
Vibrio cholerae 166 and an insect pathogen167 were found to contain an LPMO-domain with
activity on chitin. The LPMO helps to degrade the peritrophic matrix in the gut of inverte-
brates by the LPMO as key virulence factor18. Furthermore, also plant infection has been
related to LPMOs (AA9), contained by a variety of necrotrophic fungi. For example, Col-
letotrichum graminicola (maize pathogen) expresses 22 out of 28 LPMOs during its necrotic
phase168. Alternatively, the pathogen Blumeria graminis only contains 1 LPMO, associated
with infection.
Apart from the oxidative polysaccharide cleavage, LPMOs also produce reactive oxy-
gen species (ROS) in absence of substrate (but presence of electron donor). This ROS-
generation can come in handy during infection of a living plant. This plant will induce a sen-
sitive response, that leads to localized cell death in the plant, a benefit for necrotic organ-
isms. Indeed, several AA9-LPMOs are overexpressed during plant infection. At the same
time, LPMO expression is sometimes found concomitant with ROS-neutralizing enzymes
such as catalase to protect the LPMO producer itself20 and reduce cellulase inactivation169.
Lastly, a symbiosis of Sirex noctilio (woodwasp) and AA10 LPMOs has been described.
The wasp leaves eggs in the bark of a pine tree, covered with mucus that include fungal
spores and bacteria. These produce cellulose degrading enzymes, such as LPMOs, to
provide nutrients for the larvae170;171.
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1.4 Biochemical lignocellulose biorefining and LPMO con-
tribution
The development of a more efficient biorefinery process is of very high interest. Indeed,
oil can theoretically be replaced by plant biomass to produce a range of chemicals, and of
course biofuels. The following text will be mainly focused on biofuels, although the basic
concepts of degrading biomass are valid for all processes.
1.4.1 Fermentation strategies for production of biofuels
The conversion of lignocellulose biomass into valuable products, such as a biofuels, takes
generally 4 steps: (1) Pretreatment is mostly required to increase cellulose digestibility, (2)
Biomass is hydrolyzed to hexose and pentose sugars, (3) The sugar is fermented into a
valuable product such as bioethanol (4) Bioethanol is recovered.
A pretreatment method of the biomass is generally performed to make the structure
more accessible by (partially) liberating the cellulose from the lignin and hemicellulose
components. The pretreatment can be biological, chemical or mechanical or any combi-
nation1;2, although the biological treatment is not suitable for industrial purposes because
it takes too long. The choice for the ideal method strongly depends on the structure and
composition of the biomass used172. Even though it is an expensive step in the process,
pretreatment is inevitable. A study using Ammonia Fibre Explosion (AFEX) as pretreat-
ment, described a four-to five-fold higher glucose yield thanks to this preceding step173.
Afterwards, this biomass can be fermented in different configurations, whereof the most
prevalent are separate hydrolysis and fermentation (SHF), simultaneous saccharification
and fermentation (SSF), or consolidated bioprocessing (CBP) (Figure 1.10).
Separate hydrolysis and fermentation (SHF, green strategy) is a two-step process wherein
biomass is first hydrolyzed by adding an externally produced enzyme mixture and in a next
vessel fermented to ethanol. Additionally, the pentoses in the liquid fraction of pretreatment
can be separately hydrolyzed and fermented, albeit not always included175. The hexoses
and pentoses can also be fermented simultaneously in a variant process called separate
hydrolysis and co-fermentation (SHcF). This is usually performed by engineered strains,
including the desired pentose pathways176. The main advantage of SHF/SHcF is that both
steps can be performed at optimal conditions. Simultaneous saccharification and fermenta-
tion (SSF, brown strategy) on the other hand, combines both steps in one vessel.The main
benefit of this set-up is the enhanced hydrolysis because the hydrolysis end-products, that
can inhibit cellulases, are immediately removed. However, the compatibility of hydrolysis
and fermentation conditions is of major importance. Thermotolerant organisms can bring
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Figure 1.10: Different processing strategies for production of bioethanol (2nd generation) from plant material.
Three main routes exist: Separate hydrolysis and (co-)fermentation (SH(C)F), Simultaneous saccharification and
(co-)fermentation (SS(C)F) and Consolidated bioprocessing (CBP). The dashed lines around the pentose route,
implies this is not always performed and furthermore, a pretreatment in CBP would ideally not be necessary by
using organisms that can reduce the recalcitrance during hydrolysis. (Figure from: 174)
a considerable advantage to close the gap between the optimal growth temperature of the
organism and the optimal catalytic temperature of the enzyme174. Likewise, hexoses and
pentoses can again be co-fermented in a process called SScF177.
From an economical point of view, integrating different steps is thought to result in lower
costs178. Therefore, consolidated bioprocessing (CBP, blue strategy) encompasses a one-
vessel process without addition of externally produced enzymes179;180. Two possible routes
exist to create the perfect organism for CBP. On one hand, the native cellulolytic strategy
makes use of naturally cellulolytic organisms that are engineered towards higher titers and
higher yields. On the other hand, the recombinant cellulolytic strategy involves organisms
that also have high production yields and high titers, but need engineering to include ex-
pression of cellulolytic enzymes. For this strategy, mostly organisms are selected that are
well-known considering genetic background, information and genetic tools. This ususally
turns out to industrially used organisms such as Escherichia coli, Saccharomyes cerevisae,
Bacillus subtilis 181 and Corynebacterium glutamicum 182.
1.4.2 Rethinking the process for LPMO integration
It is clear that LPMOs have potential in lowering the enzyme loadings and/or process time
by adding them to commercial cellulase mixtures. The importance therefrom lies in the
fact that enzyme cost is still underestimated and is one of the main factors to overcome
in making the process economically interesting46. Most studies are performed at labscale,
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using pure cellulose, whereas this differs from real process conditions such as using real
biomass, at high dry matter content119;120. Furthermore, the process configuration needs
serious rethinking since LPMOs, which are oxidative enzymes, have different needs than
the classical cellulases. The most important concerns to tackle are (1) the need for oxygen
(2) the need for an electron donor183 and (3) the production of non-fermentable oxidized
products184.
As early as 1974, Eriksson and coworkers described experiments with cell-free extract
of 4 different fungi, that revealed a beneficial effect on glucose yields in aerobic condi-
tions102. At the time, the exact reasoning was unclear, whereas we now know that LPMOs
are the key answer. Indeed, the improvement of cellulase cocktails by LPMO addition only
appeared when oxygen and a suitable electron donor were provided183. This premise has
implications on the entire process. Before LPMO discovery, SSF seemed to be the most
suitable process. However, now that LPMOs are added, SHF appeared to have a 20 %
higher glucose yields (or a comparable yield, while 30% reduction in enzyme loading)185.
This difference is caused by the competition for oxygen by the yeast and the LPMO in the
SSF set-up. Alternatively, in the anaerobic process of lactic acid bacteria producing lactic
acid from biomass, SHF also seems to yield up to 30% more lactic acid despite the incapa-
bility of respiration of these bacteria. LPMOs can be activated by oxygen in SSF, while this
oxygen supply shifts the metabolic pathways towards acetic acid production. An inverse
result was described by Zhang and coworkers, presumably because they treated the sub-
strate different after the initial hydrolysis step186.
As a cellulose wrapping component, lignin is long believed to be a disturbing factor
during biomass degradation. It not only impairs swelling of the cellulose fibers during pre-
treatment, resulting in reduced accessibility for cellulases to work on90;187, but also causes
unproductive binding188. This view was recently revised, since Dimarogona and coworkers
showed that lignin could serve as electron donor for LPMO activity118, after earlier work that
showed involvement in redox cycles103. This was confirmed in later industrial-like config-
urations, adding no other electron donor than lignin183–185. Interestingly, the pretreatment
method applied, can not only influence the amount of lignin left, but also the extent of LPMO
activation122.
Every LPMO intervention creates a neutral and an oxidized chain end. The exact ratio
depends on the process conditions such as substrate, pretreatment and cellulase cock-
tail composition, although a relative low prevalence for the oxidized sugars is observed in
comparison to glucose. For example, ∼ 4 % of the glucose release appeared as gluconic
acid184 and <1 % as Glc4gemGlc (C4-oxidized cellobiose183). Why the LPMOs seem to
be so slow, is still to be elucidated. The yield of these by-products has to be taken into
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consideration for designing an ideal process. These oxidized sugars might cause problems
because gluconic acid for example inhibits β-glucosidases more than glucose does184 and
the enzyme works 10x slower on cellobionic acid as on cellobiose. Furthermore, the indus-
trial important yeast S. cerevisiae can not metabolize gluconic acid and thus this results in a
loss of fermentable sugar. Therefore, a recent study describes the catabolic pathway trans-
fer for cellobionic acid utilization from N. crassa to S. cerevisiae (Figure 1.11)189. Earlier,
a pathway for cellodextrin190 and hemicellulose (xylodextrin)191, also from N. crassa, were
already successfully transfered. The pathways for utilization C4-oxidized products are still
unknown, but can be expected in cellulolytic fungi. Additionally, Cannella and coworkers
found that less gluconic acid was formed during SHF, where hydrolysis is performed at 50
°C, than during SSF, performed at 30 °C.
Furthermore, the oxidative reaction results in formation of toxic by-products such as hy-
droxyl radicals and reactive oxygen species, that inactivate cellulases. Therefore, addition
of catalase to the mixture would increase the proteins inactivation time169.
These 3 issues describe the problems that are to be handled when using LPMOs, while
they underpin at the same time the importance of not only optimizing one step, but integrat-
ing the complete process in order to find the optimal process configuration192.
Figure 1.11: Catabolic pathway for cellobionic and gluconic acid consumption in N. crassa, and transfered in S.
cerevisiae. BGs: β-glucosidases, CBT-1: cellobionic transporter, HXTs: hexose transporters, CAP: cellobionic




Enzymes are increasingly used as biocatalyst in industrial applications because they offer
a green alternative for conventional chemical catalysts. Indeed, enzymes are sustainable
and produce less waste and (toxic) side products while they require less energy and raw
material. Moreover, they offer some advantages such as high catalytic turnover (>500 / min)
and high selectivity (chemo-, stereo and regioselectivity)61. However, natural enzymes
usually don’t meet the requirements for an efficient industrial processes, i.e. combine a
high stability, activity and selectivity. To overcome these issues, often enzyme engineering
techniques are applied to push the biocatalysts beyond their natural limits.
1.5.1 General principles
Iterative rounds of mutagenesis
Irrespective of what characteristic is aimed to improve and what engineering technique is
applied, a general principle of iterative rounds of mutagenesis is followed (Figure 1.12).
First, changes are made at DNA-level to generate diversity. Next, these genes have to be
expressed in a suitable host where after the so-called library is screened or selected for the
desired characteristic to identify improved variants. These steps are usually repeated in an
iterative way until the optimized enzyme is reached or until no ameliorations are obtained
anymore.
The last step, identification of improved mutants is the most challenging. The method
should be specific for the characteristic one wants to improve and sensitive to identify vari-
ants with only small improvements. Two different approaches exist: in vivo selection and
in vitro screening61;193. The first, selection, applies the Darwinian principle of ’survival of
the fittest’. This methodology is typically used when the improved variant could give an ad-
vantage to the expression organism, such as for example use of a specific carbon source.
After transformation of the library into the expression host, the mixture is grown on minimal
medium, containing that specific carbon source. Strains with improved variants will over-
grow the ones with less functional variants. The improved variants can subsequently be
enriched by repetitive inoculation in fresh medium. Another well-known example of selec-
tion is the use of an antibiotic, where only the strains that contain a resistance gene can
survive. Screening on the contrary, tests each variant separately for the desired reaction.
After transformation of the library in the expression host, single colonies are individually
transferred to liquid medium and tested. The disadvantage is thus that also inactive vari-
ants (>50 %) can not be excluded on beforehand and are assessed. Typically colorimetric
methods, based on chemical or enzymatic reactions, are used as high-throughput screen-









Figure 1.12: General principle of iterative rounds of mutagenesis, expression and screening/selection to create
an optimized enzyme. (Adapted from: 61)
microfluidics are gaining attention194.
The fitness landscape
Even though the number of possible amino acid combinations (sequence space) is as-
tronomical high, only limited combinations lead to folded proteins, let alone to functional
entities195. Nature counts 20 (most abundant) different amino acids, so that for a protein
of ∼ 300 residues (such as LPMOs) 20300 sequences can be built. Taken into account
that the entire universe ’only’ counts between 1070 and 1080 molecules, only a very limited
number of combinations are indeed prevalent in nature61. Regarding that screening ef-
forts are mostly limited to 106-108 by practical issues, only a negligible fraction of sequence
space can be screened/selected at each round196. Nature solves this problem by taking
only limited searches, which radiate from a parental enzyme and only retains the fittest
enzymes. The fitness of a certain enzyme variant is measured under a set of selection
conditions and is typically a function of several properties such as substrate affinity, active
site accessibility, protein stability and catalytic mechanism196. The fitness landscape then
represents the entire sequence space and its according fitness. This usually looks like a
rough mountain chain with peaks and valleys. Enzyme engineering aims to climb uphill,
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either in small steps (single mutations) or large steps (recombinations or multiple simul-
taneous mutations), which can not only reach local maxima but also distinct neighboring
maxima.
While walking the fitness landscape, trade-offs between different properties are known
to occur. Enzyme stability is for example often compromised when mutations for activ-
ity improvement are accumulated197. Therefore, an enzyme is often first stabilized before
the activity is altered198 and/or rounds of stability improvements are introduced in between
activity alteration rounds199;200. Also, the variants can be evaluated on both activity and
stability in order to retain only those mutations that solely improve activity without stability
trade-off.
Numerous methods exist today to introduce sequence diversity. The type of mutage-
nesis corresponds largely to the type of protein engineering, as further explained below.
In general, random methods correspond to directed evolution, whereas targeted methods
include rational design.
1.5.2 Directed evolution
Directed evolution bundles all molecular biology techniques that mimic natural, Darwinian
evolution in a test tube, although for one specific gene rather than for a whole genome201.
The ’fittest’ variants are in this approach subjected to a subsequent round of mutagene-
sis196. This system is highly comparable to the way Nature takes its ’evolutionary walks’.
Since random variability is introduced, no knowledge on the mechanism, nor a crystal struc-
ture are required.
Two main types of library generation can be distinguished, i.e. asexual or sexual. In
asexual evolution, one parental gene (template) is subjected to random mutagenesis such
as for example UV-radiation or error-prone PCR (epPCR). The error rate of a polymerase
can be increased by addition of MnCl2 or the use of unbalanced dNTPs. However, the
diversity suffers from bias caused by the difference in mutations it takes to change the
codon for another residue (e.g. AGT and AGC both code for serine). Sexual evolution
on the contrary, takes homologous enzymes or enzyme variants as starting point that are
randomly recombined. The most used method is called DNA shuffling202. An advantage of
this technique is that a more complete coverage of the sequence space is reached. More
advanced methods are being developed to enhance the random mutagenesis methods
such as for example proSAR. It stands for PROtein Sequence Activity Relationships and
sorts single mutations in three categories (beneficial, neutral or deleterious) as a training
set. Only the beneficial mutations are kept for subsequent rounds203.
Although the ease of library generation, the biggest bottleneck is the large libraries to
screen, associated with limited success rates. The screening method is extremely impor-
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tant here and needs to be specific for the desired characteristic. The first law of directed
evolution therefore states ’You get what you screen for’193;201. Moreover, when altering the
specificity, one can not introduce a completely new functionality. This means to be suc-
cessful, the starting point should already perform, albeit at a very low level, the desired
reaction204. In that respect, the second rule of directed evolution is stated as ’you should
select for what is already there’.
Directed evolution has led to many successes, for example significant increases in ther-
mostability and pH stability of a number of xylanases205;206 an increased thermostability of
an esterase have been obtained207.
1.5.3 Rational design
In contrast to directed evolution, a profound insight into the structure-function relationships
is required, which includes the availability of a 3D-structure, mechanistic knowledge and/or
knowledge on the determinants for substrate specificity. In particular for stability ame-
lioration, the mechanism of deactivation is a considerable asset to target specifically the
most labile regions. Guided by this understanding, whether or not aided by computational
techniques, specific amino acid substitutions are proposed and introduced via site-directed
mutagenesis (SDM). This technique is also regularly used to proof the inverse: residues
that are believed to be crucial are mutated in order to prove their importance and specific
role208.
1.5.4 Semi-rational design
Any combination of structural information with random elements is known as semi-rational
design. This methodology involves first the targeting of a hot-spot via structural insights
or any random approach, often followed by site saturation mutagenesis (SSM). Different
rounds of mutagenesis are usually performed, known as iterative saturation mutagenesis
(ISM), which reduces the molecular work and screening effort significantly as compared to
directed evolution209. Libraries are created by use of mutagenic primers with degenerate
codons such as NNS or NNK (32 codons for all 20 aminoacids) or NDT (12 codons for 12
different residues)210. Libraries can be made for one position or for different positions at
the same time to allow synergistic mutations.





The first, structure based approach, links protein structure with protein functionality. A well-
known example hereof is combinatorial active-site saturation testing (CASTing)211. Be-
cause typically 10-15 residues are in actual contact with the substrate (first coordinating
sphere) and 20-30 residues are in indirect contact (second coordinating sphere), alter-
ation of the enantioselectivity and/or substrate specificity often benefits from targeting these
residues only61. Therefore, CASTing arranges active site residues in groups of 2 to 3 that
are saturated simultaneously211. A close variant of this technique for stability improvement,
B-factor iterative test (B-FIT), targets residues with high crystallographic B-factor. Since a
B-factor reflects the thermal displacement, a high B-factor is correlated with high flexibil-
ity212.
Sequence-based approach
Second, sequence based methods use the diversity that billions of years of natural selection
have provided us. The diversity of functional homologous sequences can be studied using
a multiple sequence alignment (MSA) and phylogenetic analysis. Even though these se-
quences hold highly valuable information, the success of actually extracting this information
strongly depends on the quality of the alignment, which is especially challenging in variable
loop regions. One example of a technique hereof is consensus engineering, where in each
amino acid is replaced by the most frequently occurring amino acid in an MSA of homolo-
gous sequences213. This approach has been successfully used for increasing the stability.
The underlying assumption is that a more frequent residues would contribute to protein
stability214;215. The concept can be either used to create new full-length proteins216;217
or to create libraries of a protein by targeting specific positions218;219. Other approaches
are the construction of ancestral sequences for altering substrate specificity and increasing
thermostability. The first is based on the assumption that the parent enzyme would have
a higher promiscuity (broad substrate specificity) and the second on the assumption that
ancient life was hotter220. Moreover, correlation networks of residues that tend to change
together, can be extracted from the MSA221. Those networks are believed to be directly or
indirectly related to protein function or stability.
Computational design
Last, the possibilities of computational design are ever increasing with the fast development
of powerful computers. They allow to numerically solve chemical problems with increasing
size and complexity222. Homology modeling and ligand docking are now considered as
standard protein engineering tools, although a good scientist is still required to interpret
and adjust the results. Some prominent examples of rational protein design are ROSETTA
and SCHEMA. The software package ROSETTA is developed for structure prediction and
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functional design223. One of the most striking possibilities is to model the active site and
transition state of the reaction so that a novel biocatalyst can be created from an existing
template structure. SCHEMA on the other hand aids in sequence recombination for the cre-





1.6.1 The importance of protein stability
As stated in the former section, there is an increasing interest in the use of biocatalysts
in industrial applications. Of course, the costs herein has to be minimized, resulting in the
need for stable, selective and productive catalysts. Stability is often a crucial determinant
for economical success and actually limits the widespread use225. Indeed, an enzyme with
increased thermostability has a longer lifetime and can thus perform more turnovers dur-
ing its life, described as an increased total turnover number (TTN)198. Furthermore, often
higher temperatures are preferred to (1) improve the reaction rate, (2) improve solubility
of the substrate and/or product and (3) decrease the risk on microbial contamination. In
addition, stable proteins are of high interest as template for mutagenesis strategies (e.g. to
design a better catalyst). Stable proteins have indeed a higher mutational robustness and
evolvability199.
The stability of a biocatalyst is influenced by many factors such as temperature, pH,
oxidative stress, binding of metal ions or co-factors and the presence of organic solvents or
surfactants225. In applications such as production of fine chemicals and pharmaceuticals,
tolerance to organic solvents is important and gains increasing attention226. The reason
hereof is that this increased tolerance can allow for higher concentration of substrate and
products and thus wider operating conditions. Furthermore, since the detergent industry
is the largest application area of biocatalysts, the effect that surfactants have on stability
is extremely important. Moreover, stability is sometimes only desired under specific cir-
cumstances. For example, in some specific cases therapeutic proteins should be stable
under storage conditions (long shelf-life), whereas they should be relatively low stable in
vivo, because the proteins can otherwise lead to toxicity and side-effects227. Of all forms,
thermostability is the most studied one and discussed in this section. Nonetheless, differ-
ent forms of stability seem to be interrelated, albeit not through an absolute correlation. For
example, thermostability is often closely related to organic solvent stability228.
1.6.2 Thermodynamic versus kinetic stability
Thermal denaturation of proteins is thought to be at least a 2-step process, as described in
the Lumry-Eyring model229.
N ↔ U → F (1.1)
wherein N stands for native state, U for unfolded state (inactive) and F for final permanently
inactivated enzyme. The first step, N ↔ U , is assumed to proceed in both directions and
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is therefore reversible. The second step, U → F , is irreversible, meaning that it cannot
return to the native, neither to the unfolded state. Different phenomena may cause this ir-
reversibility such as aggregation, autolysis and chemical or covalent alteration of residues.
This Lumry-Eyring model is the simplest model, although more complex situations can oc-
cur e.g. the unfolding step might involve a significant amount of intermediate states230. A
more accurate model is thus to change the unfolded form (U) for ’non-native ensemble’,
which includes unfolded partially unfolded and misfolded proteins. In this view, there is at
least one kinetic barrier, which separates the native from the non-native ensemble. Indeed,
when denaturing conditions are applied, enzymes from the native state tend to unfold much
slower than all intermediate states. Two reasons for this energy barrier are described. The
first includes a ’safety mechanism’ that guarantees substantial stability in an aggressive
environment because the irreversible process cannot go faster than the reversible. The
second reason is that the states that form the actual barrier have high free energy and are
thus not significantly populated. Therefore, alteration from these states are disfavoured.
Based on this Lumry-Eyring model, two types of stability can be distinguished, i.e. ther-
modynamic and kinetic stability, that clearly refer to different processes231. First, thermody-
namic stability of an enzyme measures the tendency of a protein to reversibly unfold. This
means that a denaturing influence alters the polypeptide chain so that it can no longer form
the active site in order to perform the reaction, although, when the denaturing influence is
removed, the unfolding is reversed and the activity restored232. In practical terms, thermo-
dynamic stability can be represented by the free energy of unfolding (4Gu), an unfolding
equilibrium constant (Ku) or the melting temperature (Tm). Methods to obtain these param-
eters include differential scanning calorimetry (DSC), circular dichroism (CD), tryptophan
fluorescence or changes in tyrosine absorbance231.
Secondly, kinetic stability measures the tendency to irreversible unfold and thus the
length of time a protein remains active before undergoing irreversible denaturation (matches
the second step from the Lumry-Eyring model). In practice, parameters describing this type
of stability include the overall observed deactivation constant (kd,obs), temperature at which
the activity of the enzyme is reduced by half after a specified and fixed amount of time
(T50), and the most commonly used half-life of denaturation (t1/2),which equals the time
it takes to reach half of its activity at a specified and fixed temperature . Measurement
of these parameters is mostly done via an enzyme activity test231. Since kinetic stability
relates directly to interesting applied parameters, such as shelf-life and half-life time for
degradation, it is often more informative than thermodynamic stability.
1.6.3 Increasing protein stability
Numerous methods exist to increase protein stability. One important concern herein is the
preservation of the catalytic center, since it is generally considered the most fragile part
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of the enzyme, while crucial for activity233. Different methods exist such as addition of
compounds to stabilize the protein, protein immobilization and enzyme engineering. These
three strategies will be described in more detail below.
Additives
The oldest and most commonly applied type of stabilization is the use of additives, usually
in quite high concentrations of 1 molar or higher234. It is a good approach to increase shelf-
life or storage stability232. The largest disadvantage of additives however is that additives
have to be separated again from the final product231.
Two categories have been described, namely charged and uncharged additives. The
charged group, also referred to as ionic stabilizers, include salts and work through shielding
of surface charges. The second group, also called osmolytes, include polyols, amino acids
and polysaccharides. They mainly affect solvent viscosity and surface tension. Sugars
and polyols in an aqueous solution lead to protein rigidification via strengthening of the hy-
drophobic interactions with non-polar residues. For example, the addition of glycol chitosan
could increase the T50 of trypsin from 49 °C to 93 °C235.
Immobilization
One of the more recent non-biological ways to confer added stability to proteins is to link
them covalently to solid or gel-like matrices, including agarose beads, porous glass, zeo-
lite and epoxy resins. Immobilization provides structural protection against intermolecular
process and external influences (proteolysis, aggregation, inadmissible organic solvents
and oxygen)236. Positive effects from random immobilization is nonetheless not guaran-
teed, because even negative effects have been documented237. Several different methods
have been tested. Most promising techniques proved to be adsorption, entrapment, mem-
brane confinement and single or multiple covalent bonding232. The most applied method
is however the use of multipoint covalent attachment, which is based on fixation of critical
positions of the enzyme to a stable surrounding. This is obtained through covalent binding
of residues of certain amino acids to reactive groups on spacer arms on the carrier sub-
stance. Through locking these amino residues in to place, they retain their relative positions
during denaturing conditions, resulting in a higher stability (e.g. 5-fold and 18-fold for chy-
motrypsin and penicillin G acylase respectively as reported by Mateo et al.). Furthermore,
this allows the fixation of different subunits in multimeric enzymes, preventing inactivation
through inter-subunit dissociation or unconstructive intra-subunit crosslinking237.
The number of enzyme-support bonds can be correlated with the degree of stabilization
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obtained through immobilization. A successfully executed multi-covalent attachment has
even led to stabilization factors up to even 30000-fold. The use of covalent bond enzyme
also offers the additional advantages of an increased operational control and enzyme re-
covery through filtration232. Activity studies however, have shown slight decreases after
immobilization, with activity recoveries around 60% on average236. For increasing the ther-
modynamic stability of enzymes, the second most common technique is the entrapment
of enzymes. When compared to the soluble enzyme of Horseradish peroxidase, an in-
crease in activity of 100-fold and an increase in turn-over after 80 minutes of 230-fold was
measured after entrapment in a copolymer231.
Enzyme engineering
As described above, enzyme engineering is an increasingly used method to obtain biocat-
alysts with desired properties, such as high stability. Apart from directed evolution, (semi-)
rational approaches have been very productive. Despite the numerous studies published,
there is no general technique to improve thermostability of a protein. Stability not only differs
for different proteins, it is also suggested to be fold specific238. Some underlying principles
that form the base of these stabilizing strategies are modification of the protein scaffold to
improve hydrophobic interactions or electrostatic-surface interactions239;240, amelioration
of the internal packaging241, reinforcement of oligomerization state, inclusion of rigidifying
mutations (e.g. increase proline content)242;243 and shortening of surface loops239.
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1.7 Lytic polysaccharide monooxygenases and stability
After reviewing the literature on lytic polysaccharide monooxygenases (LPMOs, section 1.3
starting on page 19) and some basics on protein stability (section 1.6, starting on page 40),
an overview is given of the rather limited current literature on LPMOs and their stability.
In 2013, Hemsworth and coworkers resolved an X-ray structure of Bacillus amylolique-
faciens AA10A244. They also found that the configuration of the His-brace, with binding of
a suitable metal ion is crucial for LPMO stability. Indeed, they studied the effect of differ-
ent metal ions (copper(II), nickel (II), manganese (II), zinc(II)) in the active site and found
that the binding of copper to the LPMO is extremely strong with a low nanomolar dissocia-
tion constant. Furthermore, only Zinc(II) showed some measurable binding via isothermal
titration calorimetry (ITC). To confirm these data, thermostability experiments were also
performed: BaAA10A in presence of Cu(II) resulted in an apparent melting temperature
(Tm) of 65 °C, while much lower temperatures of 53 °C, 52 °C, and 46 °C were obtained
in the presence of Ni(II), Zn(II) and for the apo-enzyme respectively244. A subsequent
study concludes that the stability of the LPMO greatly increases when adding substrate144.
Indeed, an increase of 8 °C in Tm is measured by adding chitin (its substrate) to the apo-
enzyme, whereas no increase could be measured by adding cellulose and the Tm of a
copper-containing BaAA10A increased with 3.5 °C. Meanwhile some more apparent melt-
ing temperatures of LPMOs of different families were determined (Table 1.4), ranging from
63 to 72 °C.
Table 1.4: Currently known apparent melting temperatures of LPMOs. DSC: Differential scanning calorimetry,
DSF: Differential scanning fluorimetry, Intrinsic fluorescence measured at 295 and 345nm.
Family Enzym Tm (°C) Method Source
AA9 Neurospora crassa PMO-01867 (NcLPMO9J) 66.9 DSC 245
Neurospora crassa PMO-02916 (NcLPMO9C) 63 DSC 245
Neurospora crassa PMO-03328 (NcLPMO9F) 68.9 DSC 245
Neurospora crassa PMO-08760 (NcLPMO9E) 67.9 DSC 245
AA10 Bacillus amyloliquefaciens CBM33 (BaAA10A) 65 DSF 246
Enterococcus faecalis CBM33A (EfAA10A) 72 intrinsic fluorescence 142
Serratia marcescens CBP21 (SmAA10A) 70.3 intrinsic fluorescence 142
AA13 Aspergillus terreus LPMO13A (AtLPMO13A) 70 DSC 133
Margnoporthe oryzae LPMO13A (MoLPMO13A) 70.9 DSC 133
In the search for more sustainable production of biofuels, alternative systems were ex-
plored such as the use of seawater during saccharification in biorefineries. Therefore, two
LPMOs from the mangrove-associated fungus Pestaloptiopsis sp. NCi6 were produced in
Pichia pastoris and characterized. PsLPMOA and PsLPMOB were found to have a high
stability and activity in the presence of up to 6 % of salt, presumably as a result of the high
abundance of negative charges at the protein’s surface247. The oxygen-reducing capacity,
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measured via H2O2-production245, was around 3 U/g, which is comparable to results ob-
tained for other terrestrial LPMOs125;245. The authors were also the first (and so far only) to
publish pH-dependent activities and temperature profiles for LPMOs. The salt-responsive
LPMOs retained more than 50 % residual activity between pH 5.0 and 6.5, with an optimum
at pH 5.5247. In addition, both PsLPMOA and B retained 100 % activity after 150 minutes
at 30 and 40 °C. PsLPMOA showed a fast degradation at 60 °C, with an estimated half-life
of 2 minutes, while PsLPMOB is still fairly stable at this temperature247.
Finally, as an alternative for new economically and environmentally friendly chemicals
during biomass pretreatment, ionic liquids are proposed. A recent study that contained only
in silico molecular dynamics simulations concludes that ScLPMO10C and ScLPMO10B
show a very similar stability behavior in water as in ionic liquids so that ionic liquids would




There is an increasing demand for renewable resources for the sustainable production of
biochemicals and commodity chemicals in biorefineries. Lignocellulosic biomass is thought
to be the most promising feedstock to fulfill these needs. Traditional models of enzyme-
catalysed polysaccharide degradation involve the concerted action of synergistic endo- and
exo-acting cellulases and β-glucosidases. Despite decades of research on these enzymes,
the process has long seemed inscrutable due to the highly recalcitrant nature of the sub-
strate. With the discovery of lytic polysaccharide monooxygenases (LPMO), classified as
auxiliary activity families 9, 10, 11 and 13, the interest in lignocellulosic biomass has re-
vived. LPMOs are believed to facilitate the action of canonical cellulases by loosening the
crystalline packaging of the carbohydrate substrate (cellulose, chitin or starch) by a novel,
oxidative reaction and thus render the process much more efficient. Despite the discovery
of this new enzymatic function only 6 years ago, the research field is moving in a rapid
pace. Our view on these enzymes is continuously broadened and it has become clear that
our understanding is far from complete.
In biomass degradation industry, only families AA9 and AA10 are important because
only these show activity on cellulosic substrate. LPMOs are considered an inevitable ad-
dition to the existing enzyme mixtures to make the degradation process economically in-
teresting. They indeed have the potential to lower the costly enzyme loadings, shorten
saccharification time or reduce the severity of pretreatment. Integrating LPMOs in an in-
dustrial process however, demands a serious redesign since LPMOs require oxygen and
an electron donor, while they produce oxidized products that cannot be metabolized by the
traditional fermentation organisms.
In industrial settings, stability is a crucial parameter that is still largely unexplored for
LPMOs, yet required for fruitful application of LPMOs. In the field of the traditional cel-
lulases, especially enzyme engineering strategies have been very productive to improve
stability, while LPMOs still lack this experimental phase. In the early days, mimicking na-
ture in directed evolution approaches was most often used while rational and semi-rational
techniques are gradually arising. These have the advantage of lowering the cost, time
and effort needed for screening or selection, whereas the availability of structure-function
relationships are essential as starting material. In case of LPMOs, some site-directed mu-
tagenesis studies have been performed to elucidate important residues for the catalytic
reaction or for binding the substrate or electron donor. So far, no mutagenesis studies
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The auxiliary activity family 9 (AA9, formerly GH61) harbors a recently discovered group
of oxidative enzymes that boost cellulose degradation. Indeed, these lytic polysaccharide
monooxygenases (LPMOs) are able to disrupt the crystalline structure of cellulose, thereby
facilitating the work of hydrolytic enzymes involved in biomass degradation. Since these
enzymes require an N-terminal histidine residue for activity, their recombinant production
as secreted protein is not straightforward. Therefore, in this first chapter, we optimized the
expression of Trichoderma reesei Cel61A (TrCel61A) in the host Pichia pastoris so that this
basic system can be used in chapter 5 for stability engineering of the protein. The use of
the native TrCel61A secretion signal instead of the α- mating factor from Saccharomyces
cerevisiae was found to be crucial, not only to obtain high protein yields ( > 400 mg/ L
during fermentation) but also to enable the correct processing of the N-terminus. Further-
more, the LPMO activity of the enzyme is demonstrated here for the first time, based on
its degradation profile of a cellulosic substrate. Finally, the same system was shown to be
successful also for the expression of Phanerochaete chrysoporium GH61D.
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2.1 Introduction
Lytic Polysaccharide MonoOxygenases (LPMOs) are a recently identified group of en-
zymes that assist in the breakdown of carbohydrate polymers like cellulose, chitin and
starch by oxidative cleavage17. Although the first representatives were assigned to glyco-
side hydrolase (GH) families, they have recently been reclassified in auxiliary activity (AA)
families16;163;249. Family AA9 (formerly GH61) only contains eukaryotic LPMOs with activity
towards cellulose as substrate13;118;147. By disrupting the crystalline structure of cellulose,
they facilitate the enzymatic cleavage of classical cellulases, which is expected to signifi-
cantly boost the production efficiency of second-generation ethanol250;251. The production
of several AA9 members has already been described, either by their native hosts13;106 or
using Pichia pastoris for heterologous expression113;118;141;245. Nevertheless, every protein
needs optimization of its own expression conditions252.
All LPMOs have a similar active site architecture, where an N-terminal histidine is in-
volved in binding of a copper ion. The correct processing of the protein’s N-terminus is
therefore crucial to obtain an active enzyme11;13. In particular, the choice of the secretion
signal may have a big influence, as this leader sequence needs to be cleaved off after
the pre-protein has been targeted to the secretory pathway. In Pichia pastoris, the most
commonly used secretion signal is the alpha-mating factor (α-MF) originating from Sac-
charomyces cerevisiae. However, many alternatives exist and whether or not the protein
can be correctly processed depends on the compatibility of the secretion signal used and
machinery of the host cell253.
The filamentous fungus Trichoderma reesei (Hypocrea jecorina) is one of the best-
studied organisms in the field of biomass valorization21;35;254. Besides a whole array of
hydrolytic enzymes, it also produces two LPMOs of family AA9, namely TrCel61A and
TrCel61B. The former consists of a catalytic domain connected to a cellulose-binding do-
main (CBM1) by a flexible linker, whereas the latter only harbors a catalytic domain, which is
49% identical to that of Cel61A106. Before the discovery of LPMO as a new enzyme class,
Cel61A was thought to have a very weak endoglucanase (EG) activity and was therefore
referred to as EGIV. The enzyme has already been produced in both a heterologeous host
(S. cerevisiae, 1997255) and overexpressed from the native host (T. reesei, 2001105). How-
ever, its LPMO activity has not yet been demonstrated.
In this chapter, the recombinant expression of TrCel61A in the yeast Pichia pastoris is
described for the first time, resulting in the highest yields reported so far. This allowed us to
confirm that TrCel61A indeed is a polysaccharide monooxygenase that generates oxidized
oligosaccharides from cellulose substrate.
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2.2 Results and discussion
2.2.1 Optimizing the yield of secreted protein
Many factors can influence the yield of secreted recombinant proteins252. In this work,
the evaluation was focused on (1) the type of promoter, (2) the codon usage and (3) the
secretion signal on the expression yield of TrCel61A (Uniprot O14405). To that end, 6 dif-
ferent constructs were prepared and their expression yields were compared by SDS-PAGE
analysis (Table 2.1). In the compared analysis of at least three biologic replicates, the
TrCel61A protein was detected at a molecular mass of about 60 kDa (Figure S2.3), which
is higher than its calculated mass of 35 kDa. Furthermore, the bands appear to be slightly
diffuse, both due to glycosylation. Indeed, the protein contains 2 putative N-glycosylation
positions and a Ser/Thr rich linker, prone to O-glycans. When adding endo-N-acetyl-β-
D-glucosaminidase from Trichoderma reesei (EndoT) to remove N-glycans, the apparent
molecular mass was only decreased to 50 kDa. This suggests an important contribution
of O-glycans too, since the difference between the theoretical and observed mass is not
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Figure 2.1: SDS-PAGE of TrCel61A and deglycosylation experiment. (1) TrCel61A (purified via Ni-NTA chro-
matography) (2) the same enzyme treated with EndoT for deglycosylation (3) EndoT only.
Although the methanol-regulated AOX1 promoter and the constitutive GAP promoter
are supposed to be equally strong256, only a very low expression level could be detected
for the GAP constructs in our case. This could be an indication that either the secretion
pathway was not followed correctly or that the proteins ended in the ER-associated protein
degradation (ERAD) pathway as described earlier in literature257. An increase in expres-
sion yield (p=0.002, Student t-test) was achieved by modifying the codon usage towards
Pichia pastoris (sequences in supplementary material). Analysis from the rare codon clus-
ter already indicates a large difference for the expression in the native host Trichoderma
reesei or the recombinant host Pichia pastoris when using native codons and a clearly im-
proved pattern for the codon optimized sequence (Fig. S2.1). Improvement in yields by
codon optimization have already been reported previously for the recombinant expression
of cellobiohydrolase and mannanase258. Interestingly, the codon-optimized native secre-
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tion signal of Trichoderma reesei Cel61A in combination with the codon optimized gene was
found to significant give better results (p=0.001, Student t-test) than the more commonly
used α-mating factor from Saccharomyces cerevisiae (α-MF). At the end of the optimization
process, the optimized construct yielded 70 ± 2 mg / L of secreted protein on microscale,
which is about 4 times higher than the starting construct (Table 2.1).
Table 2.1: Relative expression levels of secreted TrCel61A by P. pastoris. Yields were relatively compared by
setting the highest value for protein concentrations in the culture supernatant to 100 %, as quantified by digital
imaging. The effect of promoter (column A), codon optimization (column B), and secretion signal (column C) was
compared. ND not determined, since the obtained concentration was below the quantifiable range. (n=3, error is
standard deviation)
Construct Promoter Codon opti-
mization
Secretion Signal Relative yield
(%)
Inducible expression
pPpT4-aMF-TrCel61A-nat AOX1 No a-MF (EKR-EA-EA) 26 ± 3
pPpT4-aMF-TrCel61A-CO AOX1 Yes a-MF (EKR-EA-EA) 41 ± 5
pPpT4-NSS-TrCel61A-CO AOX1 Yes Native secretion signal TrCel61A 100 ± 5
Constitutive expression
pPpT4-GAP-aMF-TrCel61A-nat GAP No a-MF (EKR-EA-EA) ND
pPpT4-GAP-aMF-TrCel61A-CO GAP Yes a-MF (EKR-EA-EA) ND
pPpT4-GAP-NSS-TrCel61A-CO GAP Yes Native secretion signal TrCel61A ND
2.2.2 Optimizing N-terminal processing
For most proteins the exact amino-terminus is of little importance. However, some ex-
ceptions exist where the N-terminus is important for its biological function259 such as for
example virulence260. This is also the case for LPMOs, where the correct removal of the
secretion signal is absolutely essential, as the enzyme requires an N-terminal histidine for
activity. So far, several LPMOs have been produced using the α-MF for secretion purposes
in Pichia pastoris, but little attention has been paid to its processing118;136. Therefore, N-
terminal sequence analysis has now been performed on several constructs (Table 2.2).
The α-MF sequence ends with the amino acid sequence EKR, which is recognized by the
protease Kex2 in the Golgi apparatus. To increase the cleavage efficiency of Kex2, the
signal peptide can be extended with 2 EA repeats, which are subsequently cleaved off by
another Golgi-protease Ste13261. However, neither of these constructs resulted in a correct
N-terminus for TrCel61A (Fig. 2.2 and table S2.1 for exact position). The former was not
recognized at all by Kex2, resulting in the entire pro-sequence still present in the protein.
Although the addition of the EA repeats indeed increased the activity of Kex2, their removal
by Ste13 was highly inefficient. As an alternative to the EA repeats, an enterokinase cleav-
able sequence (DDDDR141) was tested, to check whether an artificially introduced cleavage
site could help to circumvent an inefficient biologic post-translational processing. Although
this complicates the process by the introduction of an extra step, the result was satisfac-
tory (Figure 2.2), as was also reported for the LMPO from Phanerochaete chrysosporium
51
CHAPTER 2
GH61D by Westereng and coworkers141.
Table 2.2: Effect of secretion signal sequence on N-terminal processing. The different secretion signals that were
applied are listed with their amino acid sequence and percentage correctly processed (HIS1) enzyme. The last
column indicates prior use of the secretion signal.

















T. reesei Cel61A MIQKLSNLLVTALAVATGVVG 100 -
P. chrysosporium GH61D MKAFFAVLAVVSAPFVLG 82 -
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Figure 2.2: Effect of secretion signal on yield and processing. The expression level of the secreted protein (white)
and corresponding share of correctly processed form (black) as determined by Edman degradation is given. (aMF
is indicated with its different amino acids in the end, DDDK protein = secretion signal of DDDK protein, PcGH61A-
SS = Phanerochaete chrysosporium GH61D native secretion signal, TrCel61A-SS = Trichoderma reesei Cel61A
secretion signal) (n=3, error bars show standard deviation)
As a comparison, two related native LPMO secretion signals have also been evaluated,
i.e. that of TrCel61A and that of Phanerochaete chrysosporium GH61D (PcGH61D). In-
terestingly, and despite both secretion signals are equally foreign for Pichia pastoris, the
former is completely and correctly removed by the host, and is thus the preferred option
in terms of both protein yield and N-terminal processing. In contrast, the latter only had
a removal efficiency of 85% and also resulted in a product with a 2-fold lower expression
yield. Finally, inserting an endogenous secretion signal from P. pastoris has also been
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tried, as one would expect that the cellular machinery is optimized to recognize this signal.
For example, the DDDK-protein signal sequence has been proposed as alternative for the
α-MF263. Unfortunately, the N-terminus was found to be processed incorrectly in our case,
and, more specifically by cleaving at position His3 in the protein.
2.2.3 Scale-up to fermentation and demonstration of LPMO activity
In order to get a better insight into the expression capabilities for our optimized construct
(AOX1 promoter, codon optimized TrCel61A secretion signal and gene and native TrCel61A
secretion signal), the production process was scaled-up to a 2L fed-batch fermentation.
Since there is no direct, fast and quantitative activity measurement (yet) available for LPMO,
the protein concentration was monitored during the fermentation. To that end, four differ-
ent methods were compared: (1) Abs280 (Nanodrop 2000c), (2) Bradford protein assay,
(3) Bicinchoninic acid (BCA) protein assay and (4) quantitative SDS-PAGE. The first three
suffered from a high background, high variation and/or a low response to increases in pro-
tein content, most likely due to interference by the culture medium or glycosylation of the
protein245. In contrast, quantification of the protein band on SDS-PAGE by digital imaging
was found to be a more reliable method. After an induction phase of 96 hours, a protein
concentration of 447 mg/L was obtained (Figure 2.3), which outperforms production in the
natural host Trichoderma reesei by almost a factor four105 and represents the highest ex-
pression level for TrCel61A reported so far. Although the enzyme was already expressed
in S. cerevisiae, comparison was not possible since no yields were reported255. As a com-
parison, expression of 4 Neurospora crassa LPMOs in Pichia pastoris yielded 340 mg per
liter medium.
More importantly, TrCel61A was shown to be active as LPMO by incubating the en-
zyme with phosphoric acid swollen cellulose (PASC) as substrate and ascorbic acid as
electron donor. HPAEC (high performance anion-exchange chromatography, specialized
HPLC) analysis showed the formation of cello-oligosaccharides in their neutral and ox-
idized form (Figure 2.4). Interestingly, the even-numbered aldonic acids (cellobionic acid
and cellotetraonic acid; have a higher prevalence than the odd-numbered counterparts (cel-
lotrionic acid and cellopentaonic acid, p=0.000025, Student t-test based on 10 biological
replicates). This might suggest a preference in the cleavage mechanism for this enzyme.
Furthermore, products appear in the region for C1-oxidized, C4-oxidized and double (C1-
and C4-) oxidized products, which classifies TrCel61A as a type-3 LPMO17.
When optimizing the N-terminal processing, one notable characteristic has not been
taken into account. Indeed, it is expected that all fungal LPMOs in nature posses an N-
-methylation of the N-terminal histidine residue. In its native host, Trichoderma reesei,
Cel61A is methylated, while this is not the case in the recombinant host Pichia pastoris.
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Figure 2.3: Fermentation parameters. Protein concentration (g/L) and cell wet weight (g/L) monitored and given
for different time points. The methanol feed was initiated at 30 h (first vertical line). A second increase in cell wet
weight was found after 90 h (second vertical line) due to pressure increase caused by foaming that resulted in
fouling of the outlet filter.
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Figure 2.4: Enzymatic activity of recombinant TrCel61A. HPAEC-PAD profile of TrCel61A activity on PASC at
50 °C. The neutral oligosaccharides, cellobionic acid (GlcGlcA) and cellotrionic acid (Glc2GlcA) were used as
standard (Figure S2.5) whereas the nature of the other oxidized products was inferred from the literature 264. The
dotted line represent the blanc reaction (buffer was added instead of TrCel61A.)
Nevertheless, the enzyme clearly shows activity as an LPMO. This is in accordance to other
recombinantly expressed LPMOs (P. pastoris or E. coli) found in literature109;125;141;146. The
function of this unusual post-translational modification is still unknown. The alkyl substituent
may alter the electronic properties around the active site246, or explain the stronger Cu(II)
affinity140 and thus impact the enzyme-substrate electrostatic interaction265. As an alter-
native, it has been proposed that the methylation protects the LPMO from oxidative self-
destruction148. A recent study with TrCel61A, produced in its native host, describes also
activity on PASC, but the C4-oxidized products are much more abundant (comparable to
C1-oxidized products) than in our case. The authors suggest a possible explanation by the
methylation266. A more elaborate comparison between the two enzymes would be highly
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interesting.
2.2.4 Proof of concept: Expression of Phanerochaete chrysosporium
GH61D with native secretion signal
Phanerochaete chrysosporium GH61D (Uniprot code H1AE14) was first shown to be a
type-1 LPMO by Westereng and coworkers141. They expressed the protein in Pichia pas-
toris, using an enterokinase cleavable part to ensure the HIS1-condition (recognition se-
quence DDDDR, as used above). Given this article, the outcome in terms of activity is
known. As a proof-of-concept, it was therefore evaluated when using the same set-up as
TrCel61A: its own codon optimized native secretion signal, AOX1-promotor and codon op-
timized gene-sequence.
PcGH61D is in contrary to TrCel61A a single domain protein, i.e. only having a cat-
alytic part and no glycosylated linker nor a cellulose-binding-domain. The protein has a
theoretical size of 26 kDa, but appears at higher size because of glycosylation (2 putative
N-glycosylation positions N-191 and N-221135). The obtained yield was 36 ± 16 mg/L for
growth on microscale. Westereng and coworkers described a yield of 50 mg/L141. This is
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Figure 2.5: SDS-PAGE of PcGH61D. Three replicates are shown, grown on microscale.
Secondly, the activity on PASC was measured, resulting in a profile characteristic for a
type-1 LPMO, as earlier described141. The detectable range of neutral glucose chains has
a degree of polymerization (DP) up to 6 and aldonic acids display a DP up to 7 (Figure 2.6).
Here cellotetraonic acid (DP4) is the most prevalent product, while cellosextaonic acid (DP
6) was the most formed product in the former study, despite using the same conditions.
Nonetheless, the use of the expression system was shown to result in an active protein,
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Figure 2.6: HPAEC-trace for PcGH61D, incubated on PASC.The dotted line represents the blanc reaction,
wherein buffer was added instead of PcGH61D.
2.3 Conclusion
The yeast Pichia pastoris was found to be a suitable expression host for the LPMO Cel61A
from Trichoderma reesei, with a protein yield during fermentation of > 400 mg/L when
using the AOX1 promoter, a codon optimized gene and the protein’s native secretion signal.
Considering the importance of an N-terminal histidine residue, we here report that the
processing of the native secretion signal is much more accurate than that of the more
commonly used alpha-mating factor from Saccharomyces cerevisiae. Furthermore, our
results demonstrate for the first time that TrCel61A is an active LPMO that generates both
neutral and oxidized cello-oligo-saccharides from PASC as substrate. Finally, PcGH61D
was also expressed in Pichia pastoris with its native signal sequence and appeared as an
active type-1 LPMO. This suggests the native secretion signal can be a valuable option in
different cases.
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2.4 Materials and methods
2.4.1 Biological materials
The cDNA coding for Trichoderma reesei Cel61A (GenBank Y1113) was isolated from T.
reesei QM6A (MUCL 44908) via total RNA extraction (RNeasy Mini kit, Qiagen) followed
by cDNA production (Superscript III first strand synthesis kit, Invitrogen). This gene was
cloned in pJET1.2 plasmid (Life Technologies) for further use. A codon optimized secretion
signal and gene-sequence were ordered from GeneArt Gene Synthesis (Thermo Fisher
Scientific). Pichia pastoris strain CBS7435 and all plasmids (pPpT4 plasmid variants, de-
scribed by Näätsaari267) were kindly provided by the institute of Molecular Biotechnology
at TU Graz, Austria.
2.4.2 Molecular work for TrCel61A
The molecular constructs were completed in E. coli cells (Transformax™ EC100™ Elec-
trocompetent E. coli cells from Epicentre). The required primers were ordered from Inte-
grated DNA Technologies (IDT). In all cases the constructs were integrated in the pPpT4
vectors downstream of the promoter (GAP or AOX1) and included an N-terminal secretion
signal followed by Trcel61A gene with a His6-tag directly attached to its C-terminus (Fig-
ure 2.7). The constructs described in the section ’Optimizing the yield of secreted protein’
were cloned by restriction-ligation using XhoI, EcoRI and NotI, using Fast digest enzymes
(Life Technologies). All other variations of the secretion signal were constructed by var-
ious molecular techniques such as the method developed by Sanchis to eliminate a few
base-pairs268 and Gibson assembly269 to insert TrCel61A preceded by another secretion
signal in the pPpT4 backbone. More detailed information on the molecular constructs can
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S. cerevisiae aMF (-EKR-)
S. cerevisiae aMF (-EKR-EA-EA-)
S. cerevisiae aMF (enterokinase)
native codon usage
codon optimized
Figure 2.7: Molecular background of cloning strategies. (A.) Representation of the vector with the relative posi-
tions of promoter, secretion signal, and coding sequence of TrCel61A. All evaluated options are indicated in a list.
(B.) Short schematic overview of the different steps going from DNA sequence till mature active protein.
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After confirming its correct sequence (LGC Genomics) in E. coli, the resulting plasmid was
linearized and transferred into freshly prepared electrocompetent Pichia pastoris CBS7435
cells270. Positive transformants were selected by incubating the transformation mixture at
30°C for 48 hours on YPD-agar plates containing 100 µg/mL Zeocin. At least 5 colonies
per transformation were grown on microscale (96-deep well plate, see further) and the
supernatant was analyzed via SDS-PAGE.
2.4.3 Molecular work for PcGH61D
Phanerochaete chrysosporium GH61D (Uniprot code H1AE14) was codon optimized for
Pichia pastoris and synthetically ordered from GeneArt (LifeTechnologies, cloned on pMA-
T vector). The gene sequence was cloned in the pPpT4-vector containing PcGH61D native
secretion signal already from the experiments with TrCel61A via Gibson assembly269, using
the primers from table 2.3.
Table 2.3: Primers for cloning Pcgh61d in pPpT4-vector after its own native secretion signal. Bold: Pcgh61d
sequence, underline: 6 x his-tag.





2.4.4 Media and growth methods
LB-medium was used for growing E. coli cultures containing 2% (w/v) agar, if required, and
25 µg / mL Zeocin for selection. The cultures were grown overnight at 37°C while shaking
at 200 rpm.
The standard medium for P. pastoris was YPD medium (1% (w/v) yeast extract, 2% (w/v)
tryptone and 2% (w/v) glucose) containing 2% (w/v) agar, if required, and 100 µg/mL Zeocin
for selection).
Selection of the best producing strain
After P. pastoris transformation with the destined vector containing the coding sequence
of the desired enzyme variant, 5 colonies per construct were selected and grown on mi-
croscale to obtain the colony with best expression, as analyzed via SDS-PAGE on undiluted
culture supernatant. If no expression was obtained, the experiment was repeated with 10
colonies each, followed by analysis on SDS-PAGE and western blot. Only the best produc-
ing strain for each variant was produced on larger scale and purified for stability and activity
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analysis.
For growth experiments, a buffered minimal medium was used (composition in table
2.4). Microscale cultivation271 was performed in 96-deep well plates (8x8x40mm with
round bottom, Enzyscreen) that were sealed with a low-evaporation sandwich-cover (En-
zyscreen). Plates were incubated at 28°C tilted under an angle of 25°C shaking at 300
rpm. The plates were inoculated from a single colony on YPD-agar plate in 250 µL BMD1
medium. After 48-60 hours, induction was initiated by adding 250 µL BMM2 medium in
the morning to each well and 50 µL BMM10 medium in the evening (at least 8 hours in
between). Next, the induction was kept at 2 times 50 µL BMM10 medium a day. After 3-5
days induction, the cultures were harvested by centrifuging 5 minutes, 2000xg at 4 °C.
Table 2.4: Medium composition of buffered minimal medium for growing Pichia pastoris. BMD1: Buffered Medium
with 1 % Dextrose, BMM2: Buffered Medium with 2 % Methanol, BMM10: Buffered Medium with 10 % Methanol.
Compound BMD1 BMM2 BMM10
Sodium phosphate buffer, pH 6 (M) 0.200 0.200 0.200
Biotin (%) 4*10-5 4*10-5 4*10-5
Yeast nitrogen base (YNB) (%) 1.34 1.34 1.34
Glucose (%) 1 - -
Methanol (%) - 1 5
Enzyme production and purification
The best producing strain for each enzyme variant was grown in 250 mL (unbaffled) shake
flasks at 30°C by 200 rpm shaking. Initially the culture was started in 45 mL BMD medium,
followed by induction after 48-60 hours by adding 5 mL BMM10 medium. Subsequently
methanol supply was kept at 2 shots of 0.5 mL MeOH a day. After 3 to 5 days induction,
cultures were harvested by centrifuging at 1500 rpm for 15 minutes (4°C).
The culture supernatant was subjected to ultrafiltration using a stirred bioseparation cell
(Amicon) and 10 kDA ultrafiltration disks (Merck Millipore). The 50 mL culture supernatant
was filtered and subsequently washed 3 times with 50 mL 50 mM Sodium acetate buffer
pH5 and harvested in 2-3 mL final volume. If found necessary, a subsequent his-tag purifi-
cation was performed as described in chapter 3.
Secondly, His6-tagged proteins (C-terminal attachment) can be purified in an optional
second Ni-NTA Chromatography step. Therefore, 1.5 mL of the nickel NTA-agarose slurry
(MC-lab) was added to 10 mL purification columns. After washing with 6 mL of sterile dis-
tilled water, the resin was equilibrated with 3 x 8 mL native binding buffer (PBS buffer = 50
mM sodium phosphate and 300 mM sodium chloride at pH 7.4), supplemented wit 10 mM
imidazole. The sample was adjusted to 10 mM imidazole concentration and it was allowed
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to bind to the resin by gentle rotation of the sealed columns while incubating at 4 °C for
30-60 minutes. The resin is settled by gravity and the suspension is aspirated. Next, the
resin was washed with 3 x 8 mL of BPS buffer (pH 7.4) containing 20 mM imidazole in
PBS. Elution was performed with 10 mL of PBS buffer (pH 7.4) supplemented with 250 mM
imidazole. Hereafter, the buffer was exchanged to 50 mM Sodium-acetate buffer pH 5 in
Vivaspin filter columns (10000 MWCO PES, Vivaspin, Sartorius).
2.4.5 Fermentation and purification
TrCel61A was fermented in a 2l fermentation vessel (Biostat B, B. Braun Biotech) starting
with one liter BSM culture medium, as described by De Winter et al.272. Methanol feed was
initiated at a cell wet weight volume of 160 g/L (30 hours batch phase) and was gradually
increased to 2g/L/h during 6 hours and kept at this rate for 90 hours. After 60 hours of induc-
tion, the pO2 feed was increased to maintain a dissolved oxygen percentage of 50%. The
protein was obtained by centrifuging the fermentation broth for 10 minutes at 10.000 rpm.
The resulting supernatant was filtered using depth filtration, followed by cross-flow filtration
and buffer exchange for 50 mM sodium acetate buffer pH 5.2 (Vivaflow 200, Sartorius).
2.4.6 Protein technology
SDS-PAGE
Sodium dodecyl sulphate - Polyacrylamide gel electrophoresis or shortly stated SDS-PAGE,
was used to check the presence of our desired protein as well as the purity of the samples
(culture supernatant or purified proteins)273. The required gels were made in-house (12 %
resolving and 5 % concentrating gel, composition in table 2.5).
Table 2.5: Composition of stacking and resolving gel for preparing 2 gels for SDS-PAGE.
Component 5 % stacking gel 12 % resolving gel
dH2O (mL) 2.85 3.4
Acrylamide (30 %) (mL) 0.85 4
Tris-HCl (0.5 M, pH 6.8) (mL) 1.25 0
Tris-HCl (1.5 M, pH 8.8) (mL) 0 2.5
SDS (10%) (µL) 50 100
APS (10%) (µL) 50 50
TEMED (µL) 5 5
Total volume (mL) 5 10
To perform SDS-PAGE, the gels were placed in the gel electrophoresis unit (Mini- Protean
Tetra Cell, Biorad) and submerged in running buffer (0.303 % Tris base, 1.44 % glycine and
0.1 % SDS). Before samples could be loaded, sample preparation required the production
of Laemmli buffer (10 % β-Mercaptoethanol, in 62.50 mM Tris-HCl pH 6.8, 26.3 % glycerol,
60
EXPRESSION OF TrCEL61A IN P. pastoris
2 % (w/v) SDS and 0.01 %(w/v) bromophenol blue273). Ten µL sample buffer was mixed
with 20 µL sample and was boiled at 95 °Cfor 3-5 minutes. For a sample, 12 µL of this
mixture or 4 µL of ladder (Pageruler Prestained protein ladder, ThermoScientific) was then
pipetted into the wells and the electrophoresis was performed for 1 hour at 200 V.
The gel was removed from the spacer plate and was stained with the QC Colloidal coomassie
stain from Biorad following the manufacterer’s instructions.
Western blot
During Western Blot, the proteins are transferred to a Hybond ECL nitrocellulosemembrane
(Amersham). The blotting sandwich is covered with ice-cold CAPS buffer (10 mM CAPS,
pH 11 and 10% methanol.) in a 1D-electrophoresis chamber (Biorad) and the transfer
is performed during 60 minutes at 100 V. The blocking was done with 1 % milkpowder
in PBS buffer. The detection was performed using anti-polyhistidine antibody (produced in
mouse, H1029, Sigma-Aldrich), subsequent anti-mouse antbody (produced in goat, A3562,
SigmaLAldrich)) and finally NBT/BCIP.
Protein concentration
The protein concentration of the samples was estimated via SDS-PAGE. Together with a
reference standard protein ladder, every gel was also provided with a a reference protein,
namely 0.1 mg/mL bovine serum albumin (BSA), to estimate the protein concentration.
The intensity of the desired bands was measured and compared by digital imaging274,
using ImageJ (Image Processing and Analysis in Java, available at http://imagej.nih.gov/ij/).
Samples were diluted to fit in the linear range (0.050 - 0.200 mg/mL protein, Figure S2.4).
2.4.7 Protein deglycosylation
TrCel61A was treated with recombinant Endo-N-acetyl-β-D-glucosaminidase from Tricho-
derma reesei (EndoT) (kind gift from dr. Ingeborg Stals275). An amount of 2 µg EndoT was
added to 100 µg LPMO in 50 mM sodium acetate buffer pH 5 and a total volume of 100 µL.
This mixture was incubated overnight at room temperature.
2.4.8 Activity testing
To measure activity, ∼40 µg of TrCel61A or PcGH61D was mixed with 1mM ascorbic
acid and 1.2% Phosphoric Acid Swollen Cellulose (PASC), prepared from Avicel PH-101
(Sigma-Aldrich) following instructions from Wood276. The volume was adjusted to 1 mL
with 10 mM sodium acetate buffer pH 5.2 in Eppendorf tubes. The tubes were incubated
overnight at 50°C while shaking at 1400 rpm in an Eppendorf Thermomixer. The enzyme
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was heat-inactivated by incubating the tubes at 95°C for 10 minutes and the samples an-
alyzed by HPAEC-PAD (ICS3000 CarboPac PA20, Dionex) by the method described by
Forsberg et al.26. Identification of some products was done by running an in house ’ladder’
containing neutral glucose chains, gluconic acid, cellobionic acid and cellotrionic acid (Fig
S2.5).
2.4.9 Protein Sequencing
The N-terminus of the proteins was determined by Edman degradation. The proteins were
blotted on a PVDF membrane and the desired bands were excised from the blot. Sub-
sequently, the samples were analyzed using a 494 Procise protein sequencer (Applied
Biosystems).
2.4.10 Statistical analysis
In order to evaluate if the average yields of two expression conditions were significantly
different, a two-sample Student t-test was performed. The zero-hypothesis (H0) states that
there is no difference between the compared conditions. A probability (p-value) is obtained,
reflecting the probability that H0 is true. If p < 0.05, a difference is considered statistically
significant.
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Supplementary material
Codon optimized sequences
• TrCel61A native secretion signal, codon optimized for Pichia pastoris
ATGATTCAAAAATTGTCTAACTTACTTGTTACTGCTTTGGCAGTTGCTACTGGTGTTGTGGGA



































A.                      B.                        C.
Figure S2.1: Codon clustering analysis for recombinant TrCel61A, calculated from the rare codon calculator 277.
(A) TrCel61A with native codon usage in its native host Trichoderma reesei (B) native codon usage in the host
Pichia pasoris (C) codon optimized gene in the host Pichia pastoris .
• PcGH61D native secretion signal, codon optimized
ATGAAGGCTTTCTTTGCCGTTTTGGCAGTTGTCTCTGCTCCATTTGTCTTGGGT











Figure S2.2: Codon clustering analysis for recombinant PcGH61D, calculated from the rare codon calculator 277,
studying the codon optimized gene in the host Pichia pastoris.
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Codon optimized   native codon use   
~130kDa
Figure S2.3: SDS-PAGE analysis of 3 different colonies, producing Trichoderma reesei Cel61A preceded by
different secretion signals. Lane 1: wild-type Pichia pastoris, lanes 2-4: codon optimized gene sequence preceded
by its native secretion signal, lanes 5-7: codon optimized gene sequence preceded by α-mating factor, lanes 8-10:
native codon usage of the gene preceded by α-mating factor.
A.                                                              B.
Figure S2.4: Standard curve for different concentrations of (A) bovine serum albumin (BSA) and (B) TrCel61A
(performed in triplicate) and the relative intensity on SDS-PAGE.
Edman-degradation
Table S2.1: Exact N-terminal processing position following Edman-degradation analysis. Remark: the DDDDR-
sequence was not treated with enterokinase in this experiment.
Secretion signal name ObtainedN-terminus Remark Percentage (%)
S. cerevisiae























T. reesei Cel61A HGHINDI Correct (H22 = H1 from TrCel61A) 100
P. chrysosporium GH61D HGHINDIAYDXTTX
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Figure S2.5: HPAEC-PAD standards that were included in every run to identify products. GlcA: gluconic acid,



















Table S2.2: Detailed overview of strategies used to assemble the different constructs. Overview of all constructions that were compared. The molecular strategy and
applied primer sequences are summed in the table. In the primer sequences, uppercase Italic letters are part of the secretion signal sequence, while uppercase bold
letters are used for TrCel6A+His-tag DNA-sequence.
Construct description Strategy Primer sequences
Codon optimized TrCel61A pre-
ceded by α-mating factor (EKR-
EA-EA)
1. Include XhoI restriction site at 5’ and NotI
at 3’ end of the sequence, starting from a
pMAT vector including TrCel61A (primers
FW1+REV1, restriction sites underlined)
2. Restriction digest from the PCR product






TrCel61A with native codon us-
age + α-mating factor (EKR-EA-
EA)
1. Include XhoI restriction site at 5’ and NotI
at 3’ end of the sequence, starting from a
pJET vector including TrCel61A (primers FW1
+REV1)
2. Restriction digest from the PCR product










One-piece Gibson assembly 269 remov-
ing E-A-E-A from the α-mating factor and
changing it for D-D-D-D-R amino acid se-






with native codon usage
+ α- mating factor (EKR)
Method as described by Sanchis and
coworkers 268 to remove amino-acids E-A-E-
A at the 3’ end of the α-mating factor start-
ing from the complete vector with alpha-














Construct description Strategy Primer sequences
DDDK protein native secretion
signal
1. Amplify TrCel61A with the DDDK-protein
secretion signal in front via PCR amplifica-
tion and including the sequence into the
primer (primers FW1+REV1)
2. Gibson assembly (1) to insert gene and
secretion signal into pPpT4 vector (insert
amplification primers: FW2 +REV1, backbone












Gibson assembly 269 to exchange TrCel61A
sequence to pPpT4 vector containing
already Phanerochaete chrysosporium
GH61D secretion signal (insert amplification










TrCel61A preceded by its native
secretion signal sequence
1.Precede TrCel61A by its native secretion
signal sequence via PCR primers and in-
clude EcoRI restriction site at the 5’ and NotI
site at 3’ end of the sequence (primers FW1
+ REV1, restriction sites underlined)
2.Restriction digest from the PCR product













In this chapter, the measurement methods that will be used to identify stabilized variants of
Trichoderma reesei Cel61A are evaluated. These will become important when engineering
the enzyme in chapter 5.
First, the thermodynamic stability of TrCel61A was measured via differential scanning
fluorimetry (DSF). The corresponding parameter that is obtained and compared between
variants is the apparent melting temperature (Tm). DSF appeared to be sensitive and repro-
ducible method with a low technical and biological variability (1 °C). In most cases, purifying
the culture supernatant is sufficient to a sufficient purity was obtained after ultrafiltration of
the culture supernatant of the recombinantly produced
purification of the recombinantly produced TrCel61A from the culture medium via ultra-
filtration will be sufficient, although a subsequent Ni-NTA chromatography step can increase
the quality of the resulting unfolding curve.
Secondly, high performance anion-exchange chromatography (HPAEC, specialized HPLC)
was performed for activity analysis on the cellulosic substrate PASC. The peak area of dif-
ferent reaction products was monitored through time, whereby cellobionic acid can serve
as a representative for the overall reaction. Neutral and C1-oxidized chains with a degree of
polymerization (DP) starting from 5 and up decrease over time, suggesting a specificity of
TrCel61A for short oligosaccharides in addition to the more crystalline cellulosic substrate
PASC. Even though cellobiose dehydrogenase (CDH) is a suitable electron donor, ascorbic
acid is preferred because of overlap in product formation of both enzymes.
Finally, the methods were shown to be valuable for the evaluation of destabilizing mu-
tations. Disturbing ion pair network (E123-K85) in the surface decreases the stability, as
could be measured with the optimized DSF method.
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3.1 Introduction
In chapter 2, the expression optimization of Trichoderma reesei Cel61A was described,
while in a later phase (Chapter 5), some engineering methods will be applied to increase
the stability of this LPMO. In that respect, a sensitive and selective measurement method
is crucial for assessing the stability and activity of the LPMO variants.
Despite the fact that the enzymatic function of LPMOs has been discovered now for six
years, measuring the activity on quantitative and even qualitative level is still the largest
bottleneck in studying these interesting enzymes. There are several reasons for the lack of
such basic biochemical methods. The actual nature of LPMOs, creating reaction products
of different degrees of polymerization combined with oxidation at different positions (C1-
or C4-carbon in the β-1,4-linkage), makes the analysis extremely challenging. Additionally,
the lack of commercially available standards, use of insoluble substrates, auto-oxidation
of the electron donor by dissolved Cu(II)278, and spontaneous decomposition of the C4-
oxidized products in aqueous solutions279 and at high pH (∼ HPAEC)280 further hamper
the development process of a suitable method.
The most powerful and most popular method till now is still the use of high perfor-
mance anion-exchange chromatography (HPAEC, a specialized form of HPLC) to analyze
the soluble reaction products. The drawbacks of this method though are the low through-
put due to lengthy incubation periods and a long analysis program to separate the reaction
products, costly standards for identification and underestimation of the LPMO activity be-
cause only soluble products are measured. Different studies used the peak area of certain
peaks as measure, while a recent study used the peak height of C4-oxidized cellobiose
(Glc4gemGlc) to quantify activity of NcLPMO9C183. Some alternative approaches, aiming
at more high-throughput screening have been proposed. These include the use of chro-
mogenic substrates281, the monitoring of ascorbate (electron donor) consumption282 and
an unproductive side reaction of the LPMO: reduction of O2 to H2O2 245. However, these
assays all have drawbacks resulting in a low practical application. Indeed, the use of hy-
drogels and chromogenic substrates is not developed as a fully quantitative assay since
the chlorotriazine groups may hinder the LPMO to access the substrate. And secondly,
the use of ascorbic acid is diminishing because of its questionable stability and biological
relevance as electron donor152. Furthermore, the method is still labor-intensive and time-
consuming since the reaction mixtures have to be centrifuged, filtered and subsequently
analyzed via HPLC. Only the last assay (measuring H2O2 production) is used in other stud-
ies124;125;128;133, albeit often to measure substrate preference rather than activity. Hence
the side reaction only occurs in absence of a suitable substrate.
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Engineering approaches require a fast and robust method to measure specifically the
desired characteristic. In the case of stability, two types exist: kinetic and thermodynamic
stability (See literature study, section ’Protein thermostability’ starting on page 40). Since
the first is mostly measured via an activity assay, we will omit this by mainly focusing on
thermodynamic stability, measured without the catalytic reaction. Various methods exist
to follow the reversible thermal denaturation of a protein such as the conventional meth-
ods of differential scanning calorimetry (DSC)283 and circular dichroism (CD)284. However,
these methods have the huge disadvantage of low throughput (∼ 1 hour / sample) and the
need for large amounts of pure protein. Moreover, CD only works in limited buffer con-
ditions. A more recent technique for monitoring protein unfolding is differential scanning
fluorimetry (DSF)285, which has the advantages of high-throughput performance (96-well
plate), requirement of low enzyme amounts and application in a simple real-time PCR de-
vice, available in many labs286. However, the need for a dye can hamper the measurement
and makes subsequent cycles of heating/cooling impossible. A very recent method is nan-
oDSF, also called microscale thermophoresis. This device uses a capillary system for high-
throughput and requires only low protein amounts and measures the intrinsic fluorescence
of the protein287;288.
This chapter will therefore describe the use of HPAEC-traces and differential scanning
fluorimetry for evaluation of activity and thermodynamic stability, respectively. As a proof
of concept, the activity and stability of a destabilized mutant will be assessed in the last
section.
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3.2 Results and discussion
3.2.1 Differential scanning fluorimetry for measuring the apparent melt-
ing temperature
Differential scanning fluorimetry (DSF) measures thermal unfolding of a protein by moni-
toring the fluorescent signal that is caused from dye-binding to the hydrophobic interior of
a protein such as exposed in molten globules or thermal unfolding intermediates285. Dyes
are selected on this ability combined with the premise of being quenched in polar environ-
ments. Some examples of such dyes are 1-anilinonaphtalene-8-sulphonic acid (1,8-ANS)
and variants289, Nile Red and Sypro Orange. The assay is also known as thermal shift
assay, ThermoFluor assay or high-throughput thermal scanning (HTTS) and was originally
developed as a screening method on micro-scale for drug discovery, based on the concept
of ligand-induced conformational stability290. Later on, the applicability was extended to
identifying enzyme-stabilizing buffers and ligands286 and measuring stability of protein vari-
ants289. Differential scanning fluorimetry results in a sharp protein unfolding curve, whereof
the inflection point corresponds to the apparent melting temperature (Tm). This can be de-
duced from the negative first derivative, as calculated by the software of the qPCR device
(here Biorad CFX Connect software).
Since DSF will be the main evaluation tool in the stability engineering part, a profound
evaluation was done to find the variability of the test. A set-up with 4 parallel Erlen-
meyer shake flasks was performed, containing 1 flask with the wild-type P. pastoris strain
and 3 flasks with the strain producing heterologous TrCel61A, as developed in chapter 2
(TrCel61A-NSS). They were all 4 simultaneously and equally grown and induced for protein
expression, followed by purification via ultrafiltration and subsequent Ni-NTA chromatogra-
phy. The apparent melting temperature was measured in duplicate after each purification
step. Obviously, the wild-type P. pastoris did not show any protein on SDS-PAGE (S3.1),
nor a curved signal during DSF, confirming no background should be taken into account.
On the other hand, from the strains producing TrCel61A, a melting curve and derivative
(Fig. 3.1) were obtained after ultrafiltration only. In 2 out of the 3 cases, a decent melting
temperature could be deduced (Table 3.1), while in the third case (Erlenmeyer 3, yellow
curve) a double melting value was obtained. After subsequent Ni-NTA chromatography
however, the curves were more smooth and showed an identical 2-step transition, with a
Tm equal to the value obtained after ultrafiltration only. Concerning variability, the techni-
cal variability was found to be 1 °C which is the measurement error of the device, while
the biological variability also equals 1 °C. In conclusion, DSF is a robust assay with low
variability. Ultra-filtration provides in most cases an enzyme sample, pure enough to find
the apparent melting temperature, while subsequent immobilized metal ion affinity chro-
matography (IMAC) can provide a solution for difficult samples. Moreover, a difference of
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at least 2 °C as compared to the WT enzyme will be necessary to conclude on a significant
increase/decrease in thermodynamic stability. Since stability increments are usually very
small, out-stepping this difference will be a challenge.
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Figure 3.1: Melting curve and negative derivative for proteins purified by ultrafiltration and immobilized metal ion
affinity chromatography (IMAC).
Table 3.1: Set-up for measuring variability and the effect of purity on DSF.
Erlenmeyer Concentration Tm (°C) Average Stdev
(mg/mL) 1 2 (°C) (°C)
Ultrafiltration
1 0.255 61 61 61 0
2 0.243 62 61 62 1
3 0.237 61 en 70 62 and 70 62 (and 70) 1
62 1
Ultrafiltration and IMAC
1 0.174 62 62 62 0
2 0.150 62 61 62 1
3 0.221 61 62 62 1
62 0
Secondly, an optimal ratio of enzyme and Sypro Orange was assessed. An undiluted
sample after purification was taken as starting point (∼ 4 µg LPMO), whereas different di-
lutions of the enzyme and dye were tested (Figure S3.2). An optimal protocol was found
to be in a total of 25 µL sample volume, including 10 µL 1/400 diluted Sypro Orange and
about 4 µg LPMO.
Despite TrCel61A being a multidomain protein, containing a catalytic domain and celu-
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lose binding domain, connected by a linker, the protein only shows one unfolding midpoint
temperature. Even though this is contra-intuitive, such findings were observed earlier and
were explained as cooperative unfolding of the protein290. As alternative explanation, pre-
ferred and strong binding of the dye to one of the domains during the unfolding process
was suggested286.
It can also be observed from figure 3.1 that the melting curve is nicely clock shaped
for IMAC purified TrCel61A, while the fluorescence starts higher for an ultrafiltrated culture
supernatant. This observation is also found in further work in this thesis. The high starting
signal is most probably due to impurities that interact with the dye such as for example
DNA/RNA that is released by the host during cell lysis, while removed during his-tag purifi-
cation. The impurities should be bigger than the 10 kDa filter cut-off since they are retained,
although not found on SDS-PAGE (S3.1).
On a more general note, it should be noted that the obtained fluorescent signal is rather
low compared to other enzymes available in the lab and used to check the method. This
can be due to the size and shape of the protein, determining the ratio of surface residues
compared to buried (hydrophobic) residues that cause the signal. Furthermore, disulfide
bridges in the protein might also keep the fold tight, even in denatured form so that the
interior is not fully exposed to dye-binding.
3.2.2 HPAEC for analysis of reaction products formed from PASC
Activity tests will be mainly used to check if enzyme variants did not alter the activity dramat-
ically, whereas stability is the main concern during this work. The activity method described
here, is the use of high performance anion exchange chromatography (HPAEC) analysis to
evaluate the reaction products formed from the cellulosic substrate PASC. A simple end-
point measurement was already shown in chapter 2 and demonstrated that TrCel61A is
a type-3 LPMO, with products appearing in the region for neutral, C1-, C4-oxidized and
double (C1- and C4-) oxidized products.
Cellobiose dehydrogenase as electron donor
LPMOs require an electron donor for their oxidative reaction as explained in the litera-
ture review (page 26 and following). Often ascorbate is used, although the natural system
has been proposed to be relying on a second enzyme, namely cellobiose dehydrogenase
(CDH), and this LPMO/CDH system has been applied in different studies11;12;111;118;245.
Frommhagen et al. even proposed that LPMOs have, apart from their regioselectivity, also
an electron donor preference149. In our lab, cellobiose dehydrogenase from Mycelioph-
thora fergusii was available (MfCDHIIB, Uniprot E7D6B9) and therefore it was compared
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to the use of ascorbate, as depicted in figure 3.2.

















































































Figure 3.2: Activity of TrCel61A on PASC in combination with different electron donors: ascorbic acid (AA) or
Mycelophthora fergusii cellobiose dehydrogenase (MfCDH). Panel A shows the reaction of combining a mixture
of buffer, PASC, TrCel61A and the indicated electron donor, while panel B shows the result of an activity test when
only mixing buffer and PASC and the indicated extra component.
From panel A, a clear difference between the use of ascorbic acid (AA) and CDH that
can be observed is the product shift from neutral oligos to aldonic acids (C1-oxidized), re-
spectively. Hence the natural reaction of CDH is the conversion of cellobiose to cellobiono-
δ-lactone, which spontaneously hydrolyzes to cellobionic acid291. The specificity for cel-
lodextrins up to cellopentaose (DP 5) has been demonstrated for CDH from Sporotrichum
pulverulentum 292. MfCDH is shown here to also utilize cellotriose and cellotetraose as
substrates, reducing the load of neutral glucan chains. Furthermore, the complex prod-
ucts that are eluted around 40 minutes are different in both reactions (precise identification
was not done here or in any other study because very high complexity of instable prod-
ucts279;280). However these products did not appear from a control reaction lacking LPMO.
When both electron donors are added simultaneously to the LPMO-reaction, a combined
pattern of the former two reactions appears, wherein the neutral oligos are all converted to
aldonic acid forms and a complex pattern in the C1/C4-regio is observed. It can also be
observed in panel B of figure 3.2 that there is already formation of some neutral oligosac-
charides when only TrCel61A is mixed with substrate, lacking an electron donor. This is
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the background activity we observe from an endogenous endoglucanase (GH45, GenBank
id CCA40496.1) that appears to be present in our host P. pastoris. Similarly, when adding
just MfCDH, some peaks already appear in the C1-oxidized region. This enzyme was also
produced in P. pastoris and therefore also suffers from this background endoglucanase.
The neutral oligosaccharides are directly oxidized by CDH. To evaluate the influence, ex-
periments with his-tag purified enzymes can be performed (not done in this work).
In conclusion, TrCel61A can use either ascorbic acid or CDH as electron donor. How-
ever, the use of ascorbic acid is preferred for analysis since the reaction products from CDH
(especially C1-oxidized) partially overlap with the reaction products from the LPMO. This
might be particularly cumbersome for analysis of the reaction products of type-1 LPMOs,
that strictly form C1-oxidized oligosaccharides along with the neutral ones.
Time-course of the reaction on cellulose
In order to evaluate how fast products are formed and what products are formed first by the
LPMO, the release of soluble products was monitored on different time points via HPAEC-
PAD. Even though the release rate of soluble cello-oligos is considered relatively low for
LPMOs, so that lengthy incubations are usually performed, a time-course of TrCel61A al-
ready reveals a detectable amount of neutral and C1-oxidized products after only 2 hours of
incubation with PASC. In the 44 hour-incubation shown (Fig. 3.3), the amount of most sol-
uble cello-oligos kept increasing. Hence, Langston et al. even showed increasing product
formation up to 5 days of incubation, albeit at a strongly reduced rate when incubation time
increased12. Notably, the C4-oxidized products remain very small and barely detectable
in comparison to the neutral oligos and aldonic acids. The reason behind this is mostly
underestimation because of instability of ketoaldoses, especially in alkaline environments
such as applied for HPAEC280. For C1-oxidized products on the other hand, no literature
was found on instability of the compounds. It is known that C1-oxidized products in solution
exist in a chemical equilibrium between their lactone form and aldonic acid form, depending
on factors like pH, temperature and concentration293.
When observing the time-course, it can be noted that the neutral oligos appear quicker
than the C1-oxidized products although one would expect to see a neutral product for ev-
ery charged product following the LPMO reaction. Different reasons can be found for this
observation. First, as mentioned above, P. pastoris also expresses an endogenous en-
doglucanase (GH45, GenBank id CCA40496.1). This endoglucanase background is re-
sponsible for formation of neutral oligo formation apart from the LPMO formation. Second,
detection of C1-oxidized products is less sensitive than neutral ones because products are
oxidized at the gold electrode and C1 has the highest reducing tendency. Furthermore, the
later the product elutes, the higher the sodium acetate gradient and thus the lower the sig-
77
CHAPTER 3
nal294. And third, it is known for C4-oxidized products that the 4-ketoglucose (non-reducing
end) is lost at HPAEC-conditions280. Thus, some of the non-charged products also result
from degradation of the corresponding C4-oxidized compound. Observing the aldonic acid
region, TrCel61A seems to have a preference for even-numbered products, whereof cel-
lobionic acid is the main product formed. A very strong even-numbered preference has
been shown for different bacterial LPMOs, active on chitin14;140;295, although not yet ob-





























































Figure 3.3: Time-course of a reaction of TrCel61A on PASC at 50°C. Samples were analyzed after 0, 2, 8, 19, and
44 h of reaction. (A) Enzyme reaction with the addition of TrCel61A. (B) Control reaction performed without the
addition of enzyme. Cellobionic acid (GlcGlcA) and cellotrionic acid (Glc2GlcA) were used as standard whereas
the nature of the other oxidized products was inferred from the literature 264.
Furthermore, the release of cellobiose (DP2) and cellotriose(DP3) and their oxidized
counterparts cellobionic acid and cellotrionic acid keep increasing over time, while cellote-
traose and cellotetraonic acid (DP4) is no longer linear after 20 hours. This can indicate
the substrate is depleted or cellotetraose/cellotetraonic acid is used as substrate. The
same trend is observed for products of DP 6 (no more linear after 10 hours) and prod-
ucts of DP5 even start decreasing over time (Fig. 3.4). This suggests that TrCel61A is
also active on short soluble oligos as described earlier for Neurospora crassa LPMO9C124.
TrCel61A would recycle its own reaction product again as substrate when the concentration
becomes high enough. A substrate of minimally 4 glucose units would be required. Alter-
natively, these products can also be the result the background endoglucanase in P. pastoris.
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Since the HPAEC-trace involves many different reaction products, monitoring the peak
area of one product as representative for the reaction would be interesting. Cellobionic
acid and cellotrionic acid seem to be excellent candidates since they only increase in time
(thus, do not serve as substrate) and oxidized products are specific for the LPMO reaction
with ascorbic acid as electron donor. Furthermore, they are all nicely separated in the
chromatogram and show a decent peak area. Since cellobionic acid is the most prevalent
peak, this was chosen for further analyses. An endpoint after overnight reaction (16h) is
still in the linear phase, based on figure 3.4
The linear cause between enzyme concentration and product formation was further
examined by Ir Barbara Danneels, as written in a recently submitted paper and will be
























































































































































































































Figure 3.4: Peak area of different products in HPAEC-analysis.
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3.2.3 Proof of concept: stability and activity of a destabilizing mutant
In order to evaluate the methods described above, potentially destabilizing mutants were
designed and created. Hence, destabilizing a protein is often a less cumbersome task and
can equally validate the protocols.
Design of destabilizing variants
Two ion-pair networks were disturbed to destabilize TrCel61A by rationally inspecting the
protein using Pymol as visualization tool73. The first network is situated at the protein
surface and is not conserved in the AA9 family. Exchanging glutamate 123 for an alanine
(E123A) will disturb the electrostatic interaction with lysine 85 (Fig.3.5 A). The effect is
considered only on stability of the protein, while no effect on activity is expected. The
second proposed mutation is a conserved ion-pair in the twisted β-sandwich, defining the
core region of the LPMO (Fig.3.5 B). Mutating glutamate 179 into alanine (E179A) might






A.                                     B.
Figure 3.5: Design of destabilizing variants via destroying ion pair networks (A) mutation E123A will destroy
network E123–K85 (B) mutation E179A will disturb E179A–R177.
Effect on thermodynamic stability and activity
The enzyme variant carrying mutation E179A, could not be produced. The mutation was
most likely too dramatic and resulted in misfolding and the degradation pathway. The other
enzyme variant was produced in shake flasks and purified via ultrafiltration. The yield
was approximately 60 % from the wild-type TrCel61A, which corresponds to 42 mg protein
/L culture volume. (SDS-gel in supplementary figure S3.3). A subsequent Ni-NTA chro-
matography step was not performed since the variant already showed a 2-state unfolding
with distinct and unambiguous apparent melting temperature (curves in supplementary fig
S3.4). This melting temperature was significantly (p=0.0004, Student t-test) decreased with
4 °C to 56 ± 1 °C, as compared to the wild-type enzyme (60 ± 1 °C).
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Secondly, the activity of variant TrCel61A-E123A has slightly increased (x 1.5) on PASC
in comparison to the wild-type LPMO. More elaborate experiments should confirm if the
increase of the first is a real increase. However, they were not performed in the course of
this thesis work.
Nevertheless, this proof-of-concept shows differences in apparent melting temperature
and activity can be observed and the DSF method is rigid enough to screen the stabilizing




In this chapter, the use of differential scanning fluorimetry (DSF) for stability evaluation was
proven to be a sensible and reproducible measurement (technical and biological variance 1
°C). Mostly purification via ultrafiltration will be sufficient, although Ni-NTA chromatography
can improve the quality of the resulting curve, when any doubt. Furthermore, high perfor-
mance anion-exchange chromatography will be performed for analysis of the activity, that
can be monitored following the peak area of cellobionic acid. Even though TrCel61A can
use cellobiose dehydrogenase (CDH) as electron donor, ascorbic acid is preferred. The
underlying reason is the overlap in C1-oxidized products formed by both the LPMO and
CDH. Finally, the methods were shown to be valuable by use of destabilizing mutations.
When an ion pair network (E123-K85) in the surface of the protein is destroyed, a decrease
in thermodynamic stability is observed.
82
EVALUATION OF MEASUREMENT METHODS
3.4 Materials and methods
The experimental procedure for Pichia pastoris transformation, growth, protein production
and purification can be found in ’Materials and methods’ section of chapter 2.
3.4.1 Molecular techniques for creating destabilizing variants
Destabilizing variants of TrCel61A-NSS were created in the pPp-T4-vector, as described in
chapter 2. The site-directed mutants were created by use of the method of Sanchis et al.268,
using mutagenic forward primers for mutation E123A ( 5’-AACGGTGACTGTGCTACTGT
TGACAAG-3’) and E179A (5’-CGTTTTGAGACACGCTATTATCGCTTTGCACTCCGC-3’).
The same reverse primer was used in both cases (5’-CGAATGCGAAGGTTAGTAGG-3’),
located about 500 bp downstream the stopcodon of the gene sequence of interest. Sanchis
et al describe in their method a single PCR reaction, combining the creation of a mega-
primer in 5 cycles and a subsequent whole plasmid PCR. Nonetheless, this procedure was
split in separate PCR reactions in order to obtain higher yields. The first reaction was
performed with Primestar GXL DNA polymerase (Takara Bio Inc) and the template was
1/1000 diluted from a 100-200 ng/µ purified plasmid concentrate. Subsequently, 2 µL of the
first reaction is added to a second tube to perform the whole-plasmid PCR reaction, using
Pfu Ultra AD polymerase (Agilent Technologies), whereto 1 µL template (1/10 dilution) is
again added as well as 2% (v/v) DMSO and primers were avoided. After dpnI restriction
digest, 20 µL in-house prepared296 electrocompetent BL21 (DE3) cells was subjected to
electroporation with 2 µL of the mixture. Cells were selected on LB plates containing 100
µg / mL zeocin. The correct sequence of the mutated versions of TrCel61A was confirmed
by nucleotide sequencing (Macrogen Europe) before transforming Pichia pastoris with the
corresponding plasmid, followed by enzyme production.
3.4.2 Differential scanning fluorimetry
The apparent melting temperature of purified enzymes was determined by differential scan-
ning fluorimetry (DSF) in a CFX Connect96 cycler (Biorad). Excitation and fluorescent
detection were performed using the FRET channel at wavelengths of 450-490 nm and 560-
580 nm, respectively. Samples were diluted to equal enzyme concentrations (minimal 0.5
mg/mL) and all variants were measured in triplicate. Each well consisted of 15 µL puri-
fied enzyme and 10 µL 1/400 diluted Sypro Orange (Sigma-Aldrich). The temperature was
linearly increased (1 °C / min) from 25 to 95 °C. The inflection point of the melting curve,
corresponding with the apparent melting temperature, is calculated as the minimum value




3.4.3 Production of MfCDHIIB
As alternative electron donor, Myceliophthora fergusii cellobiose dehydrogenase IIB (Mf -
CDHIIB), was available in the lab. This enzyme was produced by dr. Paul Ameloot in
Pichia pastoris KM71H during fermentation, identical to the one explained in chapter 2.
Although the commercial system from Invitrogen with pPicZ-vector was applied, the coding
sequence of MfCDHIIB was preceded by its native secretion signal while a 6xHis-tag was
C-terminally attached.
3.4.4 Activity analysis
Activity evaluation was performed in 1.5 mL Eppendorf tubes in a 1000 µL reaction vol-
ume. This reaction contained 40-100 µg TrCel61A, 1 mM ascorbic acid and 1.2 % (w/v)
PASC (prepared from Avicel PH-101276) in 10 mM sodium acetate buffer pH 5. When CDH
was used as alternative electron donor, ascorbic acid was replaced by 0.6 µM MfCDHIIB
and 200 µM lactose. The tubes were incubated in a thermomixer (Eppendorf) at 50 °C,
while 1400 rpm shaking. To end the reaction, samples of 75 µL were boiled at 95 °C for
15 minutes, subsequently incubated on ice for 10 minutes and centrifuged for 15 minutes
at maximum speed. The supernatant was diluted tenfold in milliQ water and analyzed via
HPAEC-PAD, using the method of Forsberg et al26.
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Supplementary material
Figure S3.1: SDS-PAGE gel presenting different Erlenmeyer flasks and purification steps in DSF optimization.
BSA: 0.1 g/l as a reference for quantification with ImageJ, UF: ultrafiltration, UF+IMAC: sample purified via ultrafil-
tration and subsequent Ni-NTA chromatography, 1/2: dilution of final fraction, WT Pichia: wild-type Pichia pastoris
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Figure S3.3: SDS-PAGE of destabilizing variant (TrCel61A-E123A) to test the measurement methods. BSA: 0.1

































Figure S3.4: Meltcurve and negative derivative of destabilizing variant to evaluate the DSF protocol.
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Expression of LPMO10C from





Because lytic polysaccharide monooxygenases (LPMOs) have only recently been discov-
ered, many aspects of these interesting enzymes are still to be unveiled. This work focuses
on stability engineering in the next chapters, which requires a solid expression system. The
expression of a fungal LPMO, TrCel61A from Trichoderma reesei, in the yeast Pichia pas-
toris is described in the previous chapters. Here, a second parallel expression system in the
prokaryotic workhorse E. coli was described for LPMO10C from Streptomyces coelicolor.
This second system has the huge advantage of a shorter turnover cycle in a bacterial host,
which is advantageous for engineering purposes.
First, the expression of ScLPMO10C was studied with special attention to the preserva-
tion of the histidine residue at the protein’s N-terminus, indispensable to maintain activity.
The protein’s native secretion signal and isolating the LPMO from the periplasm seemed
the most suitable method. Next, purification was optimized and measurement methods
validated. The use of differential scanning fluorimetry (DSF) as key method in stability en-
gineering was shown to have very low variability and therefore an excellent assay. Activity
was evaluated on the cellulosic substrate PASC and subsequently analyzed by HPAEC-
PAD.
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4.1 Introduction
Recombinant protein expression by yeasts, as described in chapter 2 is often used because
yeasts combine the benefits of being unicellular organisms with eukaryotic characters297.
This enables post-translational modifications that are required for the correct folding, sta-
bility and activity of many proteins. Saccharomyces cerevisiae was the first characterized
yeast because of its use in brewing and baking. However, the applicability is limited be-
cause often low expression and hyperglycosylation appear298;299. As an alternative, Pichia
pastoris has become widely applied in science and industry261;262;300. The yeast has sev-
eral profitable features such as the capability of growing to very high cell density (200 g / L
cell dry weight)301, accompanied with possible high protein yields of > 5 g / L302;303. Along
with that, low endogenous protein secretion facilitates the down-stream processing and can
lower the production cost261.
Despite all these advantages, when using P. pastoris for protein engineering purposes,
a disadvantage is the relatively long time required for 1 cycle of mutagenesis. Indeed,
enzyme variants are mostly created through a bacterial intermediate (some exceptions ex-
ist304), linearization of the vector and integration in the genome of the yeast. Additionally,
growing the yeast and producing a protein quickly takes one week (see chapter 2), while
this only takes 2 days for an Escherichia coli culture. Therefore, a parallel expression
system in the bacterial workhorse E. coli 305 was established that strongly decreases the
protein engineering cycle time.
LPMOs are classified following the CAZy database in auxiliary activity families 9, 10, 11
and 1316. They all share a characteristic flat binding surface to accommodate the substrate,
a central twisted β-sandwich and an essential copper ion in the active site, coordinated by
a so-called histidine brace. Family AA10, formerly known as CBM33, counts at the mo-
ment about 2000 entries, of which about 1800 are from bacterial origin. Most of them are
active on chitin although some have shown activity on cellulose. One of these examples is
Streptomyces coelicolor LPMO10C, formerly known as ScCelS2. The enzyme is active on
cellulose and oxidizes the glucose chain to form neutral cellodextrins and gluconic acids.
It is one of the first LPMOs that has been discovered and characterized26. Additionally,
the availability of its crystal structure has made the enzyme an interesting research sub-
ject114;248;280;306. For all those reasons, ScLPMO10C seems a suitable second LPMO test
case.
In later stages of this thesis work, the LPMO will be subjected to stability engineering
strategies. The main goal of this chapter is therefore to evaluate an expression system
in E. coli, that produces an active protein and of which the apparent melting temperature
can be measured by differential scanning fluorimetry (DSF). A prerequisite is therefore a
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pure enzyme of high quality. The first part of this chapter focuses mainly on the correct
N-terminus required for activity, then the purification protocol is optimized and finally all
assays are tested on the most suitable expression system.
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4.2 Results and discussion
4.2.1 Evaluation of a suitable expression system: N-terminal process-
ing
The most challenging part in expressing an active LPMO is to get the amino-terminal pro-
cessing precisely to obtain a histidine at the first position (His-1). The reason behind this
premise is that the histidine and the actual amino-terminus are involved in the coordination
of a copper atom in the active center (see Literature review in chapter 1). To ensure this
required N-terminus, different systems were compared in chapter 2 for the heterologous
expression in the yeast Pichia pastoris. Likewise, different set-ups were considered here
for heterologous expression in the bacterium Escherichia coli. Their expression level and
purity, necessary for measuring activities, and especially apparent melting temperatures,
were evaluated by SDS-PAGE. Their N-terminal processing on the other hand was investi-
gated by activity on phosphoric acid swollen cellulose (PASC).
Different constructs
Similar to the strategies described for Pichia pastoris, the use of the natural cleavage sys-
tem via a secretion signal and the use of a synthetic cleavable N-terminal extension were
both considered to fulfill the His-1 premise (Fig. 4.1).
The first approach, the use of a leader sequence, has been applied for expression of
AA10 members in E. coli with subsequent isolation of the mature protein from the periplas-
mic space138;139;246;307. In chapter 2, the native secretion signal of TrCel61A outperformed
all other options in terms of expression level and accurate His-1 processing. Therefore,
the native secretion signal (NSS) of Streptomyces coelicolor LPMO10C was cloned up-
stream the mature protein. As an alternative, the secretion signal of the homologue AA10A
(formerly Chitin Binding Protein 21, CBP21) from Serratia marcescens was selected, in-
spired by the successful expression of different AA10 members by Forsberg et al.139. This
second option was included because the origin of our target protein, S. coelicolor, is a
gram-positive bacterium, lacking a periplasmic space. The required machinery to recog-
nize the signal peptide, cleave it correctly and translocate the protein might substantially
differ in E. coli. In order to investigate this, an in silico webserver (Signal P308) was used to
predict the presence of a signal peptide and the expected position of cleavage. Following
this output (Supplementary fig S4.1), the leader sequence of SmAA10A is recognized at
the desired position in gram-negative and gram-positive bacteria, while ScLPMO10C signal
peptide is correctly recognized in a gram-positive bacteria (its parent organism), but below
the threshold of a gram-negative bacteria. However, increased values were displayed at
the desired cleavage position.
Secondly, His-1 can also be obtained post-expression by protease cleavage26;139;144;309.
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Such a system and expression strain (in E. coli Origami 2 (DE3) cells) was provided by Ir.
Barbara Danneels. The short peptide sequence MIDGR preceded the His-1 and can be
cleaved by the protease factor Xa.


































Figure 4.1: Schematic representation of different expression systems for ScLPMO10C.
Since it is difficult to predict whereto leader sequence will direct the protein, the con-
structions including a secretion signal were attempted to isolate from the periplasm,cytoplasm
and medium fraction. On the other hand, the Xa-cleavable construct will solely be isolated
from the cytoplasm, where proteins are most commonly expressed in E. coli.
After finishing the molecular work, the construction with the Serratia marcescens secre-
tion signal failed after repeated and different assembly methods such as the method from
Gibson269, CPEC310 and CLIVA311. Therefore, only the construct with the native secretion
signal, ScLPMO10C-NSS, was compared to the construct with factor Xa recognition site,
ScLPMO10C-Xa.
Expression level and purity
Because purity and expression level are important parameters for differential scanning flu-
orimetry, the proteins are his-tag purified and evaluated by SDS-PAGE.
ScLPMO10C-NSS is found in both cytoplasm and periplasm and not (abundantly enough)
in the medium fraction (not shown on SDS-PAGE). A slightly larger amount of protein is iso-
lated from the cytoplasm. ScLPMO10C-Xa, on the other hand, is found in the cytoplasm, in
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a much larger amount. This is expected since the cytoplasmic space is the final destination
of the protein and the protein amount builds up, while the protein is only on its way out in
case of a secretion signal.
Protein isolation from the periplasmic space has several advantages over cytoplasmic
isolation such as an exact N-terminal processing, lower protease abundance and easier
purification because of lower protein content312. The latter is clearly displayed in the SDS-
gels (Fig 4.2), where the periplasmic fraction contains very few other proteins at the start
of the purification while the cytoplasmic fraction is overloaded.
Figure 4.2: SDS-PAGE of purification for ScLPMO10C-NSS and ScLPMO10C-Xa. INSOL: insoluble fraction,
FT: flow through from the soluble fraction loaded on the Ni-NTA column, W1: first wash fraction, W3: third wash
fraction, EL: eluted fraction, F: final enzyme, buffer exchanged and concentrated via spin column.
An interesting observation in all SDS-gels is the size of the LPMO. The theoretical mass
of the mature protein is 35.4 kDa, while this is 38 kDa for ScLPMO10C-NSS with leader
sequence attached and 36 kDa for the uncleaved ScLPMO10C-Xa. The apparent weight
of the enzyme on SDS-PAGE seems slightly higher and rather 40 than 35 kDa. To in-
vestigate this further, MS-analysis was performed at the lab of Prof. dr. Bart Devreese.
This MS-analysis did not only confirm the correct cleavage of the secretion signal, but also
the presence of 3 disulfide bridges. Indeed, molecular masses of 35384 and 35957 ± 1
Dalton were measured for the cytoplasmic fraction of ScLPMO10C-NSS and ScLPMO10C-
Xa, respectively. These numbers are both 6 Dalton lower than the theoretically calculated
masses, but can easily be explained by the formation of 3 disulfide bridges. Formation
of disulfide bridges in the cytoplasm is highly exceptional313, because an oxidizing envi-
ronment and the help of proteins Dsb A-C is required. In the case of ScLPMO10C-NSS,
produced in E. coli BL21 (DE3), the result can be most likely attributed to incomplete ex-
traction of the periplasmic space and thus presence of those proteins in the cytoplasmic
fraction that is isolated subsequently. For ScLPMO10C-Xa on the other hand, this is less





As second parameter, the activity of the LPMO, isolated from the different fractions was
measured. A protocol from Forsberg and coworkers was used, since they first expressed
the enzyme26 and had proven the character to be a lytic polysaccharide monooxygenase,
active on PASC.
In accordance with the results from the MS-analysis, confirming that the enzyme ScLPMO10C-
NSS was correctly processed in both the cytoplasmic and periplasmic fraction, both frac-
tions showed indeed activity on PASC (Fig. 4.3). For ScLPMO10C on the other hand,
the LPMO only showed activity when the protein was cleaved with factor Xa. This result
confirms the inevitability of this His-1 for activity and ScLPMO10C as type-1 LPMO (only
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Figure 4.3: HPAEC-PAD trace of ScLPMO10C-NSS and ScLPMO10C-Xa. The dotted line represents the blanc
reaction (buffer instead of enzym).
As a general conclusion, all 3 possibilities tested can be used for enzyme expression.
Therefore a choice was made, based on practical considerations. Despite the higher
enzyme yield, the construction ScLPMO10C-Xa was excluded because of extra process
cost, time and purification required for the additional protease cleavage step. Even though
ScLPMO10C-NSS isolated from periplasmic and cytoplasmic fraction showed the correct
N-terminal processing and subsequent activity, the periplasmic fraction was preferred. The
cytoplasmic fraction was less pure, hampering the buffer exchange and concentration pro-
cedure by quickly clogging of the filter columns.
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4.2.2 Optimization of the purification protocol
The construction ScLPMO10C-NSS was selected as best suitable expression system.
However, the protein yield was still quite low. The use of terrific broth (TB), developed
by Tartof and Hobbs, provides an extended growth phase by use of a buffered, enriched
medium314. Obviously, the resulting higher cell densities can also improve recombinant
protein yields in E. coli 315;316. In our experiments TB multiplied the protein yield by a factor
3 compared to the use of classical lysogeny broth (LB). Furthermore, a standard of 250 mL
culture volume was purified to ensure enough protein.
However, the immobilized metal ion affinity chromatography (IMAC) purification protocol
was already used in the first section of this chapter, it can be further optimized to obtain the
highest possible purity and yield. Because an elution based on differences in pH could not
improve the process, the imidazole concentration was varied. A fresh periplasm fraction
was therefore washed with subsequent increasing imidazole concentrations going from 10
mM to 60 mM (10 mM steps), followed by 100 and 250 mM imidazole concentration. It is
clear that most of the impurities are already washed with 20 mM imidazole. Increasing the
imidazole concentration improves the purity, while at the same time more of the desired
protein is lost. At a concentration of 60 mM, almost all ScLPMO10C is already eluted.
Therefore a washing concentration of at least 20 mM and maximum 40 mM imidazole is
suggested, while eluting with 100 mM imidazole is sufficient. The actual wash condition
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Figure 4.4: ScLPMO10C-NSS (periplasmic fraction) purification with increasing imidazole concentration (in mM).
FT: flow through from the soluble fraction loaded on the Ni-NTA column. The arrow points to the imidazole
concentration, that elutes most of the enzyme.
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4.2.3 Validation of assays
In chapter 3, a measurement method was assessed for evaluation of stability and activity.
Here, a validation of these methods with the LPMO ScLPMO10C is performed.
Differential scanning fluorimetry for measuring the apparent melting temperature
Thermodynamic stability is measured by differential scanning fluorimetry (DSF). This re-
sults in an apparent melting temperature (Tm), which is a parameter that describes a pro-
tein’s tendency to unfold231. This will be the main screening assay in chapter 6, working
on stability engineering of ScLPMO10C. Because an exact and reproducible assay is the
absolute premise for engineering purposes, the use of DSF for ScLPMO10C expressed
with their native secretion signal will be evaluated here.
To assess the variability of the assay and the effect of purity and enzyme concentration
on DSF, a set of wild-type enzyme cultures was grown and purified with different wash
conditions. Three of these cultures were purified using a wash buffer containing 40 mM
imidazole, while two more were purified using a wash buffer containing 20 mM imidazole.
The last resulted in a higher enzyme concentration (∼ 0.3 mg/mL) but as a drawback also
a lower purity, while the first resulted in a lower enzyme concentration (∼ 0.1 mg/mL), but
a higher purity as explained in the previous section. Furthermore, one of 20 mM imidazole
samples was diluted to the same concentration (about 3 times) as the 40 mM imidazole
samples to see the effect of concentration. The apparent melting temperature of each
enzyme was measured in triplicate, listed in table 4.1.
The biological and technical variability both equal 0 °C, corresponding to the identical
values between erlenmeyers within the same wash condition and the identical values for
every measurement of a certain erlenmeyer, respectively. This is an extremely low vari-
ability, making DSF an excellent method as screening assay for stability engineering. The
largest error that can be estimated in this case, is the measurement error of the qPCR de-
vice, which is 1 °C, and will be taken as error further in this work, unless a larger variability
was measured elsewhere.
Table 4.1: Set-up for measuring variability, effect of concentration and purity on DSF.
Erlenmeyer Imidazole (wash) Concentration Tm (°C) Average Stdev
(mM) (mg/mL) 1 2 3 (°C) (°C)
A1 40 0.089 51 51 51 51 0
A2 40 0.073 51 51 51 51 0
A3 40 0.086 51 51 51 51 0
B1 20 0.298 50 50 50 50 0
B2 20 0.263 50 50 50 50 0
B2 diluted 20 0.088 51 51 51 51 0
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A difference of 1 °C was observed for all enzymes with lower concentration, indepen-
dent of the purity level. Because this is only a small difference that is equal to the measure-
ment error of the qPCR device, this only suggests a dependence on protein concentration.
However, the protein variants that will be compared to each other will be diluted to similar
concentrations.
To decide upon what wash condition to use further, the quality of the actual melting
curves was also evaluated (Fig. 4.5). The quality of the curve for both treatments is similar
and as can be expected, a higher enzyme concentration yielded a higher relative fluores-
cence. Since the signal is only very low for the 40 mM imidazole washed samples, the final





20 40 60 80
40 mM imidazole wash
20 mM imidazole wash
20 mM imidazole wash





















Figure 4.5: Melt curves and corresponding negative derivatives for different wash conditions. The inflection point
of the left curve, corresponding to the minimum in the negative first derivative, is the apparent melting temperature
of the protein.
HPAEC for analysis of reaction products formed from PASC
The activity of ScLPMO10C on the cellulosic substrate PASC was evaluated by incuba-
tion at 37 °C and analysis of the reaction products by high-performance anion-exchange
chromatography (HPAEC). A time-course of the reaction is given in figure 4.6. This con-
firms that ScLPMO10C is a type-1 LPMO (as described in114), strictly producing neutral
and C1-oxidized oligosaccharides. The degree of polymerization (DP) of maximum 6 for
the neutral oligosaccharides and aldonic acids untill DP 8 could be observed. Further-
more, the enzyme seems to have a preference to produce cellotetraonic acid (Glc3GlcA)
and cellosextaonic acid (Glc5GlcA), which both count an even number of units, as seen
for many chitin-active LPMOs from family AA1014;140;295 and was thought to be caused in
those cases by the stereochemistry of chitin with alternating positioning of the acetyl-amine
group. Moreover, the products with higher DP do not decrease over time, suggesting that
contrary to TrCel61A, ScLPMO10C can not oxidize short oligosaccharides.
LPMO activity is known to be a slow reaction to be measured, as reflected in the slow
product release in the time-course. Indeed, it takes 24 hours in this case to measure peak
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Figure 4.6: Time-course of a reaction of ScLPMO10C on PASC at 37°C. Samples were analyzed after 0, 4, 8, 24,
and 48 h of reaction. Cellobionic acid (GlcGlcA) and cellotrionic acid (Glc2GlcA) were used as standard whereas
the nature of the other oxidized products was inferred from the literature 264. The blanc reaction is represented as
a dotted line.
(see figure 3.3 on page 78). The underlying cause might be a preference for different
substrates or electron donor (different specificity). The observed HPAEC-trace is practi-
cally identical to the one desribed by Forsberg et al.26 for activity of ScLPMO10C on Avi-
cel, which is the basic substance where PASC was prepared from. However, the result is
somewhat surprising since PASC is much less crystalline than Avicel is.
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4.3 Conclusion
Comparable to the expression of TrCel61A in chapter 2, using the native secretion signal of
ScLPMO10C was shown to be the most suitable expression system here, despite the fact
that an in vitro prediction was not convincing about the cellular localization. ScLPMO10C
was isolated from the periplasmic space facilitating the purification procedure. However, the
use of terrific broth medium and at least 250 mL culture volume were necessary to obtain
a considerable protein yield. Interestingly, isolating the ScLPMO10C from the cytoplasm
and/or using an N-terminal cleavable part proved to be useful alternatives. The formation
of disulfide bridges and correct processing were confirmed by MS-analysis.
Considering purification and assay evaluation, a higher enzyme concentration prevailed
even with slightly lower purity. The quality of unfolding curve was still high and a melting
temperature could easily be deduced with a biological and technical variance of 0 °C if
the same enzyme concentration was used. For different concentrations, the variability is 1




4.4 Materials and methods
4.4.1 Cloning of ScLPMO10C
The coding sequence for Streptomyces coelicolor LPMO10C (Uniprot Q9RJY2) preceded
by its native secretion signal was synthetically ordered from GeneArt Gene Synthesis
(Thermo Fisher Scientific) and codon optimized for E. coli expression by the same com-
pany (sequence in supplementary). The secretion signal of Serratia marcescens CBP21
was built in via primer sequence instead of the native secretion signal. The coding DNA
sequence was cloned into the pCXP34 vector for constitutive expression317 and a His6-
tag was immediately attached downstream the sequence via a three-piece Gibson assem-
bly269. The three pieces were first amplified with Pfu Ultra AD high fidelity polymerase (Ag-
ilent technologies). The first piece amplified via polymerase chain reaction (PCR) included
the coding sequence of the desired protein (bold bases) as picked up from the p-MAT
vector provided by GeneArt. The his6-tag (underlined) was built in the primer sequence
(Primers in table 4.2). The second and third piece were amplified from the destination vec-
tor, pCXP34. The second piece started at the His6 built-in and ended in the middle of the
beta-lactamase sequence while the third piece completed the beta-lactamase gene and
ended right downstream the p34 promoter sequence. After dpnI digest and purification of
the fragments (MinElute PCR Purification Kit, Quiagen), a Gibson assembly was performed
during 1 hour at 50 °C. Next, 2 µL of the mixture was mixed with 20 µL electrocompetent
BL21 (DE3) cells and subjected to electroporation (1.8 kV, 200 Ω, 25 µF).
Piece Template Primer sequence (5´−→ 3´)
ScLPMO10C-Native secretion signal
1 pMA-T-ScLPMO10C FWD: CTCGAATTCGGAGGAAACAAAGATGGTTCGTCGTACCCGTC
REV: CTCTCCCATATGGTCGACCTTAATGGTGATGGTGATGGTGCGGTGCAACACAACCAAT
2 pCXp34 FWD: ATTGGTTGTGTTGCACCGCACCATCACCATCACCATTAAGGTCGACCATATGGGAGAG
REV: CCCAACGATCAAGGCGAGTTACATG
3 pCXp34 FWD: TAACTCGCCTTGATCGTTGGGAACC
REV: GACGGGTACGACGAACCATCTTTGTTTCCTCCGAATTCGAG
ScLPMO10C-SmCBP21 secretion signal
1 pMA-T-ScLPMO10C FWD: [TACCCTGCTCTCTCTGGGCCTGCTGAGCGCGGCCATGTTCGGCGTTTCGCAAC-
AGGCGAATGCC]CATGGTGTTGCAATGATGCC
REV: CTCTCCCATATGGTCGACCTTAATGGTGATGGTGATGGTGCGGTGCAACACAACCAAT
2 pCXp34 FWD: ATTGGTTGTGTTGCACCGCACCATCACCACACCATTAGGTCGACCATATGGGAGAG
REV: CCCAACGATCAAGGCGAGTTACATG
3 pCXp34 FWD: TAACTCGCCTTGATCGTTGGGAACC
REV: GCCGAACATG[GCCGCGCTCAGCAGGCCCAGAGAGAGCAGGGTACGGGAAGTT-
TTGTTCAT]CTTTGTTTCCTCCGAATTCGAG
Table 4.2: Primers for cloning of ScLPMO10C in pCXp34-vector; Bold face: synthetic gene sequence, Underlined:
his6-tag, FWD: forward primer, REV: reverse primer, (XXX): secretion signal built in.
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4.4.2 Expression and enzyme extraction
For ScLPMO10C-NSS, E. coli BL21 (DE3) cells were grown at 30 °C, 200 rpm for 18-20
hours in 250 mL terrific broth (TB) medium supplemented with 100 µg/mL ampicillin, if
required. Terrific broth (TB) contains 1.2 % tryptone, 2.4 % yeast extract, 0.4 % glycerol,
0.017 M KH2PO4 and 0.072 M K2HPO4. The culture was inoculated with 1 % (v/v) of an
overnight grown 5 mL preculture.
In the optimization phase, growth at 20 °C and 37 °C were also evaluated and the
commonly used LB medium (1 % trypton, 0.5 % yeast extract, 0.5 % NaCl) was compared
to TB. The protein was isolated from 2 different fractions: the periplasm or the cytoplasm.
Both protocols are described below.
ScLPMO10C-Xa was cloned in a pET22b vector and expression was optimized in Origami
2 (DE3) cells by ir. Barbara Danneels. In this protocol, the cells were grown at 37 °C in LB
medium until the start of the exponential phase (OD600=0.6), when 1 mM IPTG was added
for induction. The culture was further incubated at 20 °C for 60 hours, while shaking at 200
rpm.
Periplasmic protein isolation
The biomass was harvested by centrifugation at 3200 x g for 10 minutes (4 °C ) and the
pellet was resuspended by vortexing in 12.5 mL of the periplasmic fraction buffer (20 %
(w/v) sucrose, 100 mM Tris-HCl (pH8) and 1 mM EDTA) and subsequently incubated on
ice for 30 minutes. This cell suspension was centrifuged at 4500 x g for a duration of 20
minutes and the supernatant was stored as the periplasmic fraction. Next, the pellet was
resuspended in a second solution containing 5 mM MgCl2, to isolate the osmotic shock
fraction. After 20 minutes incubation on ice, the suspension was centrifuged at 4500 x g
for 20 minutes and supernatant was kept. These periplasmic and osmotic shock fractions
were pooled and formed 1 periplasmic extract to be used. The pellet can either be used for
a subsequent cytoplasmic extraction or can be discarded.
Cytoplasmic protein isolation
Subsequent to periplasmic protein extraction, cytosolic protein isolation was performed.
The produced biomass was harvested by centrifugation for 20 min at 5000 x g and 4 °C.
The cell pellet was stored for at least one night at -20 °C. After thawing the pellet, the cells
were resuspended in 5 mL lysis buffer (PBS buffer containing 50 mM NaH2PO4 and 300
mM NaCl at pH 7.4, 1 mg/mL lysozyme, 10 ÎijL/mL PMSF and 10 mM imidazole). This cell
suspension was incubated on ice during 30 minutes and afterwards sonicated 3 times for
2.5 minutes (Branson sonifier 250, output 3, duty cycle 50 %). To remove the cell debris, the
suspension was centrifuged at 8000 rpm for 1 h. The supernatant, containing his6-tagged




All proteins were C-terminally His6-tagged for purification by Ni-NTA chromatography and
this technique is applied after either cytoplasmic or periplasmic protein isolation. For
these purifications, 1.5 mL of the nickel NTA-agarose slurry (MC-lab) was added to 10
mL columns. This was washed with 6 mL of sterile distilled water and consecutively equili-
brated with 3 volumes of native binding buffer (PBS buffer = 50 mM sodium phosphate and
300 mM sodium chloride at pH 7.4). The sample was bound to the resin by adding 8 mL
to the slurry and incubating at 4 °C for 30 to 60 minutes while slowly rotating. The resin is
settled by gravity and the suspension is aspirated. More sample can be added to bind to
the slurry if necessary and this can be repeated until all sample is loaded. Next, the resin
was washed three times with 8 mL of BPS buffer (pH 7.4) containing 20 mM imidazole in
PBS. Elution was performed with 10 mL of PBS buffer (pH 7.4) supplemented with 100 mM
imidazole. After this, the buffer was exchanged to 50 mM Sodium-acetate buffer pH 5 in
Vivaspin filter columns (10000 MWCO PES, Vivaspin, Sartorius).
The protein content was analysed by measuring the absorbance at 280 nm. The ex-
tinction coefficients for the desired proteins were calculated using the ProtParam tool on
the ExPASy server (http://web.expasy.org/protparam/), as well as the theoretical molecular
weight. Approximately 0.5-1 mg of protein was obtained from 250 ml of culture medium.
Purity and molecular weight were verified by SDS-PAGE (12% gel).
For optimization purposes, the concentration of imidazole in the washing buffer and elu-
tion buffer was varied. Furthermore, another type of elution was tested, based on the
change of protonation at different pH. The elution was hereby induced with 4 different
buffers with decreasing pH, using 0.1 M citrate buffers with a pH 6 to 3. However, this
method was discarded, as it was more extensive and proved no more efficient.
Protease treatment for ScLPMO10C-Xa was performed after purification and prior to




The melting temperature of the purified enzymes was measured using differential scanning
fluorimetry (DSF)285 in a CFX Connect96 cycler (Biorad) using the FRET channel (excita-
tion / emission: 450 to 490 nm / 560 to 580 nm). Twenty µL of sample was then mixed with
10 µL of Sypro Orange (Sigma-Aldrich) in a 1/400 dilution in Sodium-acetate buffer pH 5.
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All measurements were performed in triplicate. The temperature was increased from 25 to
95 °C with 1 °C / min increment. As the apparent melting temperature (Tm) is defined as
the inflection point of the melting curve, the minimum value of the negative first derivative
equals the Tm. This value is determined by the CFX Manager software (Biorad).
Activity on PASC and HPAEC-analysis
A 1.5 mL Eppendorf Tube containing 20-50 µg LPMO, 2 mM ascorbic acid as electron
donor and 1,2 % PASC in a total of 1 mL of 10 mM ammonium acetate buffer pH 5 was
incubated overnight at 37 °C in a thermoshaker while shaking at 1400 rpm. Samples (75
µL) were heated at 95 °C for 10 minutes for deactivation. Subsequently, they were cooled
on ice and centrifuged for 10 minutes at max speed. The supernatant was diluted 10 times
in milliQ water prior to analysis on HPAEC, using the method developed by Forsberg et
al.26. Identification of some products was done by running an in house ’ladder’ containing





• Secretion signal Serratia marcescens AA10A
ATGAACAAAACTTCCCGTACCCTGCTCTCTCTGGGCCTGCTGAGCGCGGCCATGTTCGGCGTTTCG
CAACAGGCGAATGCC
• Secretion signal Streptomyces coelicolor LPMO10C
ATGGTTCGTCGTACCCGTCTGCTGACCCTGGCAGCAGTTCTGGCAACCCTGCTGGGTAGCCTGGGT
GTTACCCTGCTGCTGGGTCAGGGTCGTGCCGAAGCA


















EXPRESSION AND MEASUREMENT METHODS FOR ScLPMO10C
Measure  Position   Value    Cutoff   sp?
max. C     35         0.322
max. Y     35         0.266
max. S     1           0.699
mean S    1-34      0.358
D    1-34      0.300      0.510   NO
SP='NO' 
D=0.300 , D-cutoff=0.510 
Networks=SignalP-TM
Measure  Position   Value    Cutoff   sp?
max. C    35        0.351
max. Y     35         0.385
max. S     7           0.924
mean S    1-34      0.613
D    1-34      0.474      0.450   YES
SP='N-YES'  
Cleavage site between pos. 34 and 35: AEA-HG
D:0.474 D-cutoff 0.450  Networkd=SignalP-TM
Measure  Position   Value    Cutoff   sp?
max. C     28         0.706
max. Y     28         0.738
max. S     15         0.951
mean S    1-27      0.858
D    1-27      0.794      0.570   YES
SP='YES' 
Cleavage site between pos. 27 and 28: ANA-HG
D=0.794 D-cutoff=0.570  Networks= SignalP-noTM 
Measure  Position   Value    Cutoff   sp?
max. C     28         0.458
max. Y     27         0.594
max. S     2           0.699
mean S    1-27      0.896
D    1-27      0.680      0.450   YES
SP='YES' 
Cleavage site between pos. 27 and 28: ANA-HG
D=0.680  D-cutoff=0.450  Networks = SignalP-TM 
Gram negative bacteria Gram positive bacteria











































Figure S4.1: Prediction of presence and position of signal sequence with SignalP 4.1 server. The secretion signal
of ScLPMO10C and and SmAA10A were both evaluated in gram-negative and gram-positive bacteria. C-score:
recognizes signal cleavage position by an increased value, S-score: recognizes positions in signal peptide (high
score) and in mature protein (low score), Y-score: geometric average of the C-score and slope of the S-score,
mean S: average S-score of the putative signal peptide, D-score: discrimination value (weighted average of mean









Since the discovery of Lytic Polysacharide MonoOxygenases (LPMOs) and their stimulat-
ing effect on cellulose degradation, numerous studies have already been published. Most
of these focused on the structure and mechanism of LPMOs, but only limited research has
been done on the stability of these interesting enzymes. Nonetheless, stability is a very
important factor in industrial processes. Therefore, this chapter discusses some stability
engineering strategies explored via the LPMO Cel61A from Trichoderma reesei.
Since TrCel61A is a multidomain protein, it was investigated whether removing the car-
bohydrate binding module (CBM) would increase stability and could serve as template for
the engineering strategies. This analysis revealed that only the variant that preserved the
glycosylated linker could be expressed well but a slight decrease in thermodynamic stability
was found for this variant. Therefore, the most stable form, the full-length TrCel61A was
taken as template for engineering strategies.
An initial study of the wild-type TrCel61A uncovered that both N-glycosylation at position
Asn-158 and the native disulfide bridges contributed to the protein’s stability. The first is re-
sponsible for a 2 °C increase in apparent melting temperature, while the latter is responsible
for an unusual and unaltered activity after a 2 hour incubation at 80 °C. Inspired by these
interesting findings, a reverse strategy of adding extra positions for such post-translational
modifications was implemented. Even though all variants could be expressed in our host
Pichia pastoris, they did not show an improvement in thermodynamic stability.
After building a phylogenetic tree, 2 consensus genes were also generated by using
the statistical distribution of the different amino acids at each position of the catalytic do-
main. The resulting sequences were also fused to the linker and CBM domain of TrCel61A.
Nonetheless, these de novo enzymes showed a significant decrease in thermodynamic
stability. The MSA and the choice of the sequences therein is of utmost importance. A
larger set, thus more variability, only decreased the Tm with 6 °C, while a small set of se-
quences with the same loop length has led to a decrease with > 20 °C. On the other hand,
exchanging 2 small flexible clusters for their consensus counterpart did not notably alter
the enzyme’s stability.
Despite the negative outcome for the stability engineering approaches for TrCel61A,
some interesting characteristics of the LPMO were unveiled.
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5.1 Introduction
Cellulose, the main component of plant biomass, is the most abundant biopolymer on Earth
and has therefore a huge potential as second generation renewable resource33. However,
the natural need for robustness in the plant cell wall results in recalcitrant behavior to-
wards degradation. Bacteria and fungi, that can grow on cellulosic materials are therefore
equipped with an entire cellulose degradation machinery, including a range of cellulases
such as endo- and exocellulases, beta-glucosidases and (usually) a variety of the newly
discovered lytic polysaccharide monooxygenases (LPMOs). This last group of enzymes
has gained an enormous interest since its first mentioning117;163;318. The promise of these
LPMOs lies in the boosting effect that they exert on the classical cellulases by oxidatively
cleaving the glycosidic bond in cellulose14;15;147. In this way, they disrupt the crystalline
structure and provide new chain ends for the cellulases to work on. As a consequence,
LPMOs have become a compelling addition to the existing industrial cellulose degradation
cocktails147;319.
Although LPMOs are intensively studied these days, the majority of the studies deals
with elucidation of the reaction mechanism, expression and characterization of new family
members. Only very few studies include the stability of LPMOs, whereas this has been
a very productive research area in the case of classical cellulases21. Increased temper-
atures can not only increase the reaction rate, solubility and availability of the substrate22
but also offer other advantages such as decreased viscosity and decreased risk of micro-
bial contamination23. Moreover, altering the stability (and solubility) of a protein can also
improve the heterologous production of a protein320. Furthermore increased temperatures
might promote cell-wall disorganization and thus better penetration of the enzymes24. In
that view, temperatures above the classical 50-55 °C for industrial lignocellulose breakdown
are recommended321;322. Besides, biomass is often pretreated in harsh conditions such as
extreme pH, high temperature and high pressure. The classical (hemi)cellulases in the
enzyme mixtures have therefore already undergone intensive thermostability engineering
while LPMOs still need this experimental phase.
Little information about stability of LPMOs has been reported. Vaaje-Kolstad and cowork-
ers reported that the apparent melting temperature (Tm) is 4 °C higher for Serratia marcescens
CBP21 with disulfide bridges, compared to a variant without these linkages142. Further-
more, the metal ion in the active site seems to have a huge effect on the thermodynamic
stability. Hemsworth and coworkers described for Bacillus amyloliquefaciens CBM33 a
difference in melting temperature (Tm) of 20 °C for the apo-enzyme in comparison to a
Cu(II)-bound form244. Also, Sprenger et al showed through in silico molecular dynamics
simulations that ScLPMO10C and ScLPMO10B show a very similar stability behavior in
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water as in ionic liquids248. For family AA9, some melting temperatures of Neurospora
crassa enzymes were already measured245 and a very recent article describes the stability
and halotolerance of two LPMOs isolated from a mangrove247.
Despite the discovery of 4 auxiliary activity families (AA9, 10, 11 and 13), only family
AA9 and AA10 are considered important in the field of cellulose breakdown19. Therefore,
the focus of this work is limited to stability engineering of a single representative from each
family. In this chapter, stability of Cel61A (AA9) from the industrial important Trichoderma
reesei is studied. The expression was optimized in chapter 2 and measurement methods
in chapter 3. The next chapter focuses on an AA10 member from the soil degrading Strep-
tomyces coelicolor, namely ScLPMO10C (AA10), whereof expression and measurement
methods are optimized in chapter 4.
To date, predicting the effect of a mutation on the protein stability is still one of the most
difficult problems, yet unresolved in protein science323. On top of that, no generic engineer-
ing method exist to increase stability, since mutations are always context dependent234 and
often the concerted action of multiple mutations only leads to stability improvement324.
To circumvent these issues, directed evolution approaches are often applied, followed by
screening huge amounts of mutant enzymes in so-called libraries207;324–327. The premise of
this strategy however, is the availability of a fast and efficient screening method for activity,
which is unfortunately lacking for LPMOs. Therefore, rational design will be applied, limiting
the screening effort.
In this chapter, an increase in thermostability of TrCel61A was evaluated on the base
of 3 approaches: (1) introducing additional N-glycosylation positions, (2) introducing ad-
ditional disulfide bridges and (3) designing enzymes using the statistically most prevalent
residues (consensus design). The first 2 are facilitated thanks to the eukaryotic nature of
Pichia pastoris, that serves as expression host, while the latter is a sequence-based man-
ner because of the lack of a crystal structure for TrCel61A. However, the chapter will start
with some characteristics of the wild-type enzyme that provide the basis for the engineer-
ing strategies and evaluating the effect of removing the carbohydrate binding module of the
LPMO.
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5.2 Results and discussion
5.2.1 General stability exploration of TrCel61A
The first section gives a short overview of some stability-related characteristics that were
observed in the wild-type enzyme TrCel61A and that form the reasoning behind the ther-
mostability engineering strategies. First, the general build-up of the sequence is analyzed
in detail, next the flexible regions in the protein are mapped as possible target residues. Fi-
nally, the effect of removal of N-glycosylation recognition sites and putative disulfide bridges
on the stability of the protein is evaluated.
General build-up of the protein
For different LPMOs a crystal structure is available, although not for Trichoderma reesei
Cel61A (UniProt O14405). Therefore, the amino acid sequence is the main source of in-
formation. Following the predictions on UniProtKB328, the LPMO consists of a catalytic do-
main (CD, His-22–Gly-256), glycosylated linker region (Ser-257–Pro-307) and carbohydrate-
binding module 1 (CBM 1,Thr-308–Leu-343) to bind the cellulosic substrate. A schematic
overview is given in figure 5.1.
CBM1
1   22                                                                       257         307   343






H Histidine residue at N-terminus
                10                 20                30                   40                50
MIQKLSNLLV  TALAVATGVV  GHGHINDIVI  NGVWYQAYDP  TTFPYESNPP
                60                  70                 80                  90               100
IVVGWTAADL  DNGFVSPDAY  QNPDIICHKN  ATNAKGHASV KAGDTILFQW
              110               120               130             140                150
VPVPWPHPGP IVDYLANCNG DCETVDKTTL EFFKIDGVGL LSGGDPGTWA
             160                170               180                190               200
SDVLISNNNT  WVVKIPDNLA  PGNYVLRHEI  IALHSAGQAN GAQNYPQCFN
              210               220                230            240                250
IAVSGSGSLQ  PSGVLGTDLY  HATDPGVLIN  IYTSPLNYII  PGPTVVSGLP
              260                270                 280                290                300
TSVAQGSSAA  TATASATVPG  GGSGPTSRTT  TTARTTQASS  RPSSTPPATT
              310                 320               330               340 
SAPAGGPTQT  LYGQCGGSGY  SGPTRCAPPA  TCSTLNPYYA  QCLN
Figure 5.1: Schematic build-up and translated coding sequence of TrCel61A.
Serine and threonine residues are highly abundant in the linker region (bold face letters)
as putative O-linked glycosylation positions and the region is also rich in proline and glycine
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residues. The length of 50 residues is considerably long for a linker region. Additionally,
2 N-linked glycosylation positions can be found, namely Asn-80 and Asn-158 (signal se-
quence -N-X-S/T-). Furthermore, 2 disulfide bridges can be found in the catalytic domain
(Cys-118–Cys-122, Cys-77–Cys-198) and two more in the CBM region (Cys-315–Cys-332,
Cys-326–Cys-342). An N-terminal secretion signal (gray colored) leads the protein out of
the cell and is cleaved off in order to obtain a functional protein with a histidine residue at
the actual N-terminus (see chapter 2).
Mapping flexible regions in TrCel61A via B-factor analysis
If a crystal structure is available, this not only reveals the spatial organization of the amino
acids in the protein, but also reports the error on the average position of each atom, the
so-called B-factor, B-value or thermal displacement factor. Since the size of the electron
smear around the average position they represent is linked to local flexibility329, residues
with high B-factors form often targets for stability engineering strategies330;331. This can be
explained by the observation that protein unfolding often starts at regions with large thermal
fluctuations, as studied via molecular dynamics simulations332.
B.                                                   C.
A.




C77                         C118      C122                                                          C198S-S S-S
Figure 5.2: Flexible regions in TaGH61A and TrCel61A according to B-factor analysis. (A) TaGH61A: The yel-
low bars are the top 20 flexible residue (here, B-factor higher than 23), red bars are fairly stable and blue bars
represent the residues within 6 Å from the copper ion. Disulfide bridges are also indicated with a dotted line. (B)
TaGH61A: The flexible regions indicated in a cartoon representation wherein the cellulose binding surface is at
the bottom. (C) TrCel61A: homology model with top 20 most flexible residues transfered from TaGH61A. Figures
were prepared with PyMol 73.
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Despite the benefits it could deliver, no crystal structure has yet been determined for
TrCel61A. To circumvent this problem, a homology model was built, based on the clos-
est homologue, Thermoascus aurantiacus GH61A (Uniprot G3XAP7, PDB 3ZUD-chain A).
Because backbone flexibility is usually conserved within a family333;334, the B-factors for
TaGH61A were analyzed and the top 20 most flexible residues were transfered to TrCel61A
via a structural overlay and manual comparison (Table S5.1). In figure 5.2, the B-factor of
TaGH61A is given in function of the residue number. Yellow and blue bars represent the
most flexible residues and residues within a distance of 6 Å from the copper ion, respec-
tively. The most labile residues are mostly scattered throughout the sequence with two
small clusters (FLEXI 1 and FLEXI 2), close to the protein’s substrate binding surface.
Panel (B) shows the same residues in cartoon representation for TaGH61A, while panel
(C) depicts the homology model of TrCel61A.
Effect of removing native N-glycosylation positions
N-glycosylation takes place at asparagine residues in the motif Asn - Xxx - Ser/Thr (Xxx
is everything except Pro), which is also called the N-glycosylation ’sequon’. Glycosylation
takes place co-translationally when the protein enters the endoplasmic reticulum (ER) in
eukaryotic organisms335;336.
Different functions have been attributed to these N-glycans such as accelerating the
folding (fourfold has been described)337, facilitating disulfide bond formation338;339, protect-
ing sites for protease attack340, preventing aggregation of (partially) unfolded proteins341
and increasing the thermodynamic stability (about 3,1 kCal/mol)337. Furthermore, it can be
required for the protein’s functionality, due to an otherwise incorrect fold of the glycosylation-

















Figure 5.3: Effect of N-glycoslation N158 on thermostability of TrCel61A. (A) Melting curves of WT enzyme and
variants N158Q, N158A. (B) Cartoon representation of the N-glycosylation sites: red, Asn-158; purple: Asn-80.
Figures were prepared with PyMol 73.
To explore the function of N-glycosylation recognition site asparagine-158 (N158) in
TrCel61A, two constructs were created by ir. Barbara Danneels that interchanged as-
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paragine 158 for a glutamine residue (N158Q) or an alanine residue (N158A). The first
mutation preserves the general properties but omits glycosylation, while the latter changes
into a very small and flexible residue. The protein also harbors a second glycosylation po-
sition, but that was left untouched (N80, purple in cartoon of figure 5.3 B). The effect on
activity and specificity is thoroughly investigated by ir. B. Danneels, yet not reported in this
work. Only the effect on thermodynamic stability was evaluated here via measurement of
the apparent melting temperature (Tm). A decrease in Tm (compared to wild-type) of 3 °C
and 2 °C, respectively, was measured (Figure 5.3 A). Therefore, a reverse strategy of extra
N-glycosylation positions in order to stabilize the protein is described in section 5.2.3 on
page 122.
Effect of removing native disulfide bridges
As described above, two disulfide bridges are formed in the catalytic domain (CD) of
TrCel61A. In order to evaluate the effect that they exert on the thermal stability, one of
the cysteine partners was mutated into an alanine residue (C122A and C77A). However,
none of these variants could be properly produced. Both SDS-PAGE and Western blot
(against his6-tag) failed to reveal any protein. Drastic decrease in protein expression has
earlier been observed. For example, Yin and coworkers removed three disulfide bridges of
a feruloyl esterase (cysteine to threonine) and observed for each single removal expression
levels that were more than 10-25 fold lower in P. pastoris 344. Similarly, alkaline phosphatase
is shown to fail proper folding into its final and active conformation without disulfide bonds
resulting in high sensitivity for protease attacks345. Additionally, free sulfhydryl groups are
described to cause expression hurdles346;347 so that mutating both cysteines of the couple
might have resulted in better yields.
In consequence, the disulfide linkages were chemically broken by addition of tris(2-
carboxyethyl)phosphine (TCEP). Figure 5.4 A represents the melting curves of the wild-
type enzyme and with addition of 0.1 and 1 mM TCEP, which are all identical, indicating
that the disulfide bridges did not alter the melting temperature in this case. The location of
the disulfide bridges is depicted in panel B.
The effect of the native disulfide bridges on the activity was also analyzed via HPAEC
(Figure 5.5 A). Surprisingly, the activity after a 2 hour treatment at 80 °C did not differ
significantly (p=0.1, Student t-test) from the activity of an enzyme incubated on ice for the
same period of time. The enzyme thus retained or regained all its activity after treatment at
this temperature, far exceeding the melting temperature. This highly remarkable activity is.
Nonetheless, it was only observed in the presence of native disulfide bridges.
The activity tests for TrCel61A are preformed at 50 °C. To further explore this residual
activity, tests were also performed at higher temperatures (50-80 °C) as depicted in panel
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Figure 5.4: Effect of native disulfide bridges on thermostability of TrCel61A. (A) Melting curves of WT enzyme and
with addition of TCEP. (B) Cartoon representation wherein the disulfide linkages are indicated in yellow spheres.
































0                     20                     40                     60                    80                   100                   120
A.                                                         B.
Peak area of cellobionic acid (max  = 100%)
80 °C
ice
Figure 5.5: Activity of TrCel61A on PASC (A) after a 2 hour heat treatment at 80 °C and subsequently incubated
for 2 hours on ice compared to identical enzyme aliquots incubated for 4 hours ice. The actual activity test is
performed at 50 °C. The effect of the native disulfide bridges is studied by chemically breaking them with TCEP.
(B) Activity measured at different temperatures (and without TCEP). The relative cellobionic acid production is
given whereas the production at 50 °C after incubation on ice is 100 %.
B. This experiment reveals that no activity is left at 70 and 80 °C, suggesting that the pro-
tein looses its active conformation at a temperature of 70 °C and thus regains it again after
cooling on ice, thanks to disulfide bridges. On the other hand, the LPMO retaining activity
at this high temperature can not be excluded. The cofactor added here, ascorbic acid, is
very unstable at this high temperature348 and also oxygen transfer is limited. These factors
might be responsible for the lack or strong decrease in activity. Furthermore, figure 5.5
B also shows that activity tests performed at 60 °C yield higher product formation. Since
this is very close to the apparent melting temperature, which is always determined without
substrate, a stabilizing effect of the substrate349–351 cannot be excluded but needs further
investigation. A recent paper describes indeed such a stabilizing effect for B. amyloliquefa-
ciens AA10 in presence of its substrate chitin144.
A very unusual property of remaining active at higher temperatures or regaining activity
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after treatment at higher temperature is described here. The effect on the thermal stability
of introducing more disulfide bridges will therefore be investigated in section 5.2.4 on page
124.
116
THERMOSTABILITY ENGINEERING OF TrCEL61A
5.2.2 Removal of the carbohydrate binding module
TrCel61A contains a catalytic domain (CD), linker region and carbohydrate binding module
(CBM). In general, about 40 % of the fungal (hemi)cellulases contains a CBM352, while this
number is similar for the LPMOs of family AA9. Indeed, approximately 30 % of the AA9
members contain a CBM1 and 4 % a CBM0 (unclassified CBM)110.
The precise role of this CBM is still poorly understood, although the most widely ac-
cepted theorem is that a CBM helps in substrate binding so that interaction time is increased
and the biocatalytic reaction is promoted353;354. Nonetheless, this seems not necessarily
true in industrial set-ups, where very high substrate concentrations are added and very little
free water is present. In that condition, a cellulase with and without CBM performs equally
well355. Furthermore, some state that the function of a CBM not only relies on binding, but
also decreases recalcitrance356;357 .
In addition, Payne and coworkers found that the linker region, that connects the CD with
CBM, is not simply ’linking’ both domains, but would aid cellulose binding in an unspecific
way and thus contribute to activity of the protein358.
Hence, we wanted to investigate whether a truncated form of TrCel61A could be the starting
point for the stability engineering effort and if so, whether the single domain protein has
advantages in stability. To that end, various constructs were designed and created, devoid
of linker region and/or CBM.
Construct design
Three main approaches were taken in designing truncated variants. A schematic overview
of all constructs is given in figure 5.7. The starting point is the enzyme produced in chap-
ter 2, i.e. native amino acid sequence of TrCel61A with 6xHis C-terminally attached for
purification purposes.
• Truncation based on domain prediction
In the first construct, all residues after the predicted catalytic domain, as stated by
UniProtKB (UniProtKB328, protein ref. O14405), were removed. This means, remov-
ing the complete linker and CBM (brown and purple part of figure 5.1, respectively)
and attaching a his6-tag directly to the C-terminal glycine 256. This construct was
called TrCel61A-CD-prediction.
• Truncation based on MSA and structural overlay
A structural overlay (Pymol73) and a multiple sequence alignment (MSA by ClustalW2359)
were made to compare all AA9 members with known structure at that time. This
analysis includes 6 other AA9 members (Table 5.12, except for Neurospora crassa
LPMO9 F and C). The analysis revealed that the predicted CD from UniProtKB yielded
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a protein that was C-terminally 8 residues extended, in comparison to the other LP-
MOs, all naturally lacking a CBM (Fig. 5.6). Therefore, a construct with identical
length as the other sequences was prepared with and without His6 C-terminally at-
tached, called TrCel61A-CD-MSA-His and TrCel61A-CD-MSA-NoHis, respectively.
Secondly, some differences were observed in the C-terminal region of the CD. Posi-
tion 246 is in all other sequences an aromatic residue (phenylalanine, tryptophan or
tyrosine), while a valine in TrCel61A. Accordingly, it was mutated into a tryptophan
(V246W), resulting in TrCel61A-CD-MSA-V246W.
Thirdly, half of the sequences posses a third disulfide bridge in their CD, whereas
the last cysteine is the carboxyl end. Fixating the extension in this way can not only
facilitate the expression, but can also contribute to stability360. So, the C-terminus
was adapted to the consensus sequences, which is identical to NcLPMO9M (a type-
3 LPMO), namely 244-AVFTC-248. The disulfide bridge was completed with mutation
N168C. This last construct was called TrCel61A-CD-MSA-3SS-His
1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
6 4 4 4 4 4 4 4 4 4 5 5 5 5 5 5 5
8 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6
Trichoderma reesei Cel61A N P G P T V V S G L P T S V A Q G
Thermoascus aurantiacus GH61D T P G P P L Y T G - - - - - - - -
Trichoderma reesei Cel61B S P G P A L W Q G - - - - - - - -
Neurospora crassa LPMO9M C P G P A V F T C - - - - - - - -
Neurospora crassa LPMO9D C P G P S V F T C - - - - - - - -
Thielavia terrestris GH61E C P G P A V F S C - - - - - - - -
Phanerochaete chrysosporium GH61D S P G P A V W Q G - - - - - - - -
Consensus C P G P A V F T C - - - - - - - -
disulfide bridge
C-terminus of CD following: UniprotKBMSA + overlay
Figure 5.6: MSA of AA9 members with crystal structure and the carboxyl-terminus of the catalytic domain.
• Truncation preserving CD and linker region
In this last approach, the linker was preserved. This means the glycosylated linker,
as predicted by UniProtKB, was kept attached to the CD, with and without C-terminal
His6-tag. These constructs were called TrCel61A-CD-Linker-His and TrCel61A-CD-
Linker-NoHis.
Alternatively, the long glycosylated linker was swapped for a short flexible linker:
Glycine-Glycine-Glycine-Serine361, followed by His6-tag (TrCel61A-MSA-G3S-His).
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CBM
1   22                                                                       257          307   343
H CD linker
1   22                                                                         257
H
1   22                                                                       257          307
H linker
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Figure 5.7: Schematic overview of the different constructs made for CBM removal.
Expression of the constructs
All constructs were successfully cloned in the pPpT4-vector downstream the native secre-
tion signal, because this was found to be the most favorable in chapter 2. The first construct
prepared was TrCel61A-CD-prediction. Considerable effort was done to express this en-
zyme. Nonetheless, no detectable amount of soluble protein was obtained. Therefore the
7 other constructs were created. Hereof, only the ones that preserved the glycosylated
linker (TrCel61A-CD-Linker-His and TrCel61A-CD-Linker-NoHis) resulted in active protein
expression with a yield about 30 % higher than the full-length protein. All other variants
could not be detected in the medium fraction with analysis via SDS-PAGE, nor Western
Blot for over 10 colonies tested per enzyme variant (indicated with a red cross in figure
5.7).
The theoretical size of the truncated proteins is about 30 kDa, while observed at about
50 kDa due to O- and N-glycosylation (SDS in Fig. S5.2). A possible explanation for the
expression of only these proteins might lie in the presence of this glycosylated linker that
improves solubility of the protein and can improve stability. Nonetheless, literature does not
describe similar problems and only presents simple removal of linker and/or CBM. Linker
regions are generally unstructured entities and often expected to be highly glycosylated.
From the single signal obtained in differential scanning fluorimetry and the difficulty of re-
moval of this CBM, some interaction between the catalytic domain and CD can be sug-
gested. This interaction might be solely for stability purposes or also functional. A removal




For two truncations, a variant with and without His6-tag is prepared. No difference
was observed between the variants. Therefrom, we conclude the presence of the His6-
tag is not the cause of the expression deficit. Furthermore, separating the CD from the
tag could not yield expression: neither the short flexible linker Gly-Gly-Gly-Ser, nor the
8 residue extension for the construct TrCel61A-CD-prediction showed improvement. It is
known however, that the size and degree of flexibility of a linker region can be important
and might influence the success in expression361. Anyhow, the addition of glycosylation
to the linker seems to improve the expression. An interesting experiment in that respect
would be to remove the O-glycosylation from the linker region, for example with Jack bean
mannosidase, and look at the effect on protein expression of the wild-type enzyme.
Surprisingly, adapting the C-terminus to existing LPMOs without CBM and introducing
an extra disulfide bridge did not yield protein expression. Nevertheless, reducing the mobil-
ity of the extremities is known to improve stability. Examples exist for either fixation of N-362
and/or C-terminus24.
Effect on stability and activity
The thermodynamic stability (Fig. S5.6) and activity on PASC were also evaluated, as
summarized in table 5.1. The variants without CBM showed a slightly reduced stability (2-3
°C) in comparison to the wild-type enzyme. It is generally thought that the CD and CBM
are 2 separate entities that (un)fold independently from each other since they are spatially
separated by a long, unstructured linker region363. However it was observed already that
the full-length protein only displays one unfolding midpoint temperature, suggesting coop-
erative unfolding. That CD and CBM can influence one another is further proposed by
Lu and coworkers, describing a β-mannanase, also containing a CBM1 and glycosylated
linker364. They describe differences in secondary structure for proteins missing a CBM
and/or linker, whereas the glycosylated linker was found to be conformationally stabilizing,
reflected in a higher residual activity. Even though this is the opposite effect of what we
have observed, both the stabilizing365–367 and destabilizing368–370 effect of having a CBM
have been described before. Nonetheless, the stability decrease is very small. Also, Pel-
legrini and coworkers studied the stability of Trichoderma harzianum Cel7B and obtained
very similar results for CD only compared fo full-length enzymes although small differences
can be observed, depending on pH371.
The activity, represented as cellobionic acid production, had remained unchanged. This
seems at first sight a surprising result since mostly activity strongly decreases when re-
moving the CBM from a cellulosic enzyme354;372. Hence, the CBM aids in attaching to the
substrate and allows a longer interaction time with the substrate. Bennati-Granier seems to
confirm this theorem by showing that different LPMOs from Podospora anserina containing
a CBM1 in nature result in higher soluble product release than the ones naturally devoid of
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Table 5.1: Thermodynamic stability and activity of catalytic domain variants. (Error = standard deviation)
Mutation Tm (°C) 4 Tm (°C ) Relative activity (%)
1 2 3 Average
WT 60 60 59 60 ± 1 - 100
TrCel61A-CD-Linker-NoHis 57 58 57 58 ± 1 -2 91
TrCel61A-CD-Linker-His 56 58 58 57 ± 1 -3 110
CBM125. However, the story seems more complex for LPMOs. Indeed, the effect of CBM
deletion in different studies appears to be rather modest albeit LPMO-, CBM- and substrate
specific373. For example, Borisova and coworkers found that the CBM1 of Neurospora
crassa LPMO9C contributed to xyloglucan degradation of the full-length enzyme, but had
no effect on PASC digestion146. Furthermore removal of the CBM in Thermobifida fusca
E7 and E8 only caused a limited reduction in activity on PASC131. A second remarkable
result is that despite Streptomyces coelicolor LPMO10C being only active on cellulose, a
strong binding of the CD to α- and β-chitin was observed and only very weak binding to
cellulose306. Thanks to the CBM attached, the LPMO can better bind cellulose. In addition,
different ratios of neutral and oxidized products were observed for truncated LPMOs373;374.
Thus, CBMs have rather an effect on activity or substrate specificity, even though binding
to a specific substrate does not imply activity.
In conclusion, these results and discussion clearly show that more research is needed
for further elucidation of the role of CBMs in stability and activity of cell-wall degrading
enzymes and in particular LPMOs. Even though the expression of the truncated variants
was slightly increased and the activity remained unchanged, the stability showed a modest
decrease in stability. Therefore, the template for stability engineering was decided to be the




5.2.3 Stabilization via N-glycosylation
It is known that N-glycosylation can improve protein stability340. Many studies on the re-
moval of these N-linked sugars and their effect on stability can be found either by site-
directed mutagenesis of the N-glycosylation recognition site375;376 or by enzymatic removal
of the glycan in the final protein341;377. For example, removal of putative N-linked glycosy-
lation positions in glucoamylase from Aspergillus niger results in exposure of hydrophobic
part of the protein and concomitant increase in aggregation and reduction in thermosta-
bility378, although no significant effect on secretion or thermostability was observed for
α-amylase from Aspergillus oryzae 379. On the contrary, much less studies can be found
that introduce extra glycosylation positions. Although some examples exist. For example
Clark and coworkers added two glycosylation positions from a homologue in α-glucosidase
from Horeum vulgare and found a stabilizing effect for one mutation and no effect for the
other380.
Selecting targets for N-glycosylation
Since N-glycosylation takes place at the motif Asn- Xxx (No Pro)- Ser/Thr, all possible N-
glycosylation recognition sites that could be obtained by 1 single mutation can easily be
selected searching the amino acid sequence (via python script). Next, all positions were
considered on (1) spatial orientation in the homology model and (2) sequence conserva-
tion. For the first restriction, the cellulose binding surface, residues within 6 Å from the
copper ion and residues close to a native glycosylation376 were avoided as well as buried
side chains. For the latter constraint, the complete alignment of LPMO9-type 3 from the
consensus strategy (see further) was inspected to avoid mutation of conserved residues,
since mutating these can largely decrease stability and more importantly activity381. A
complete list of all possible mutational positions and their considerations can be found in
table S5.2, whereas a compacted list with only the retained options are listed in table 5.2
and shown in figure 5.8.
Effect on thermal stability
All selected site-directed mutants for N-glycosylation were successfully expressed in Pichia
pastoris. Nonetheless, a considerable variation in expression yield can be observed (re-
flected on SDS-PAGE gels in supplemental figure S5.3, wherein none of the samples were
diluted to be easily comparable). All LPMO variants, except S206N, reveal a slightly larger
estimated size after SDS-PAGE than the wild-type enzyme, confirming that at least 6 out
of the 7 glycosylation sites were occupied. Clear melting curves were observed for all
variants (figure S5.7) and their corresponding apparent melting temperatures, derived from
their inflection points, are listed in table 5.2. Hereof, we can conclude that no significant
differences (p=0.17, one-way ANOVA) were induced by the extra glycosylation positions.
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Figure 5.8: Overview of site-directed mutations for additional N-glycosylation positions, indicated as green sticks.
The native N-glycosylations are indicated in spheres (red, Asn-158; purple: Asn-80). Residues within 6 Å from
the active site are indicated as gray sticks.
Wang and coworkers showed that the impact of the deglycosylation effect on stability
was dependent on the degree of glycosylation341. Since TrCel61A already holds an O-
glycosylated linker and two N-glycsoylation positions, the additional glycosylation might not
drastically induce a change in stability. Furthermore, it is known that not all glycosylation
positions affect stability379;380;382.
Table 5.2: Overview of stability mutants, aiming for extra N-glycosylation position. (n=3, error = standard deviation)
Nr Start residue Original sequon Mutation Tm (°C) 4 Tm (°C )
WT 80 NAT - 57 ± 1 -158 NNT -
1 87 HAS H87N 56 ± 1 -1
2 126 DKT D126N 57 ± 1 0
3 206 SGS S206N 56 ± 1 -1
4 215 LGT L215N 57 ± 1 0
5 221 HAT H221N 55 ± 1 -2
6 31 NGV V33S 56 ± 1 -1
7 168 NLA A170S 56 ± 1 -1
In order to make sure the mutants did not dramatically change the activity, a quick test
to determine the cellobionic acid production rate on PASC was determined (Figure 5.9).
This graph only reveals little differences in activity so that no notable difference in stability,
















































Figure 5.9: Activity of site-directed variants with additional N-glycosylation positions. Activity is measured on
PASC at 50 °C, pH5 and followed during 8 hours. The analysis was performed with HPAEC and the slope of
cellobionic acid production was relatively compared to the wild-type enzyme. (error = standard error on slope,
calculated from 8 data points)
5.2.4 Stabilization via disulfide engineering
Disulfide engineering is a promising strategy to increase protein stability. For example, a
rise in melting temperature of 10 °C was described by introduction of three disulfide bonds
in Cel7A from Talaromyces emersonii 377. Despite many positive reports, the outcome can
hardly be predicted383–385. Apart from the geometric requirements, such as suitable angles
and distances, some guidelines for higher success ratios were reported: beneficial disul-
fide bridges might be found when (1) rigidifying flexible regions (target high B-factor)386,
(2) covering a large loop length (25-75 residues ideally387) or (3) choosing residues close
to the protein surface387. To keep up with all the restrictions and requirements, several
tools exist to predict at what positions to introduce new stabilizing mutations. Some exam-
ples are DISULFIND388, Disulfide by design386, MOdelling of DIsulfide bridges in Proteins
(MODIP)387;389 and MAESTRO390.
Selecting target residues for disulfide engineering
Putative positions for additional disulfide introductions were selected by using a combi-
nation of two computational tools, i.e. Disulfide by Design (DbD)386;391 and MOdeling
of DIsulfide bridges in Proteins (MODIP)387;389, a combination that has earlier been ex-
amined344;392. The homology model was uploaded as input file, while usually the crystal
structure is used. The latter tool, MODIP, ranks its disulfide predictions depending on the
likelihood to be formed, with a grade A to D. In this way, six A-graded and 23 B-graded
options were listed (figure 5.10). Hereof, Disulfide by Design predicted five of the A-graded
options and 15 of the B-graded options. Despite the fact that only A-list members were
explored earlier, also B-list options were included here. However, to increase the success
ratio, an additional constraint was implied: at least one of the involved residues must be in
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the top 20 most flexible positions (see table S5.1). Furthermore, all putative linkages that
included a residue that is situated within a distance of six Å from the copper ion were ex-
cluded. A final selection of seven putative linkages was retained for in vitro analysis (table
5.3).
Noteworthy, the disulfide bridge that was built in earlier to remove the CBM (Page 117
and further), while obtaining good expression for our truncated protein, was only predicted






















Figure 5.10: Distribution of predicted disulfide bridges. Left: combination of predictions made from DbD and
MODiP grade A. The combinations from the green consensus were evaluated. Right: Combination of DbD and
MODiP grade B and the most flexible residues. The combinations in the gray overlay were assessed.
Effect on thermodynamic stability
The LPMO variants were all expressed in P. pastoris with variable yields (SDS in figure
S5.4). Noteworthy, the MODIP A-list predictions all showed a very low yield in comparison
to the B-list and the wild-type enzyme. Hence, the assignment into MODIP categories is
based on the steric hindrance the newly introduced cysteine side chain might cause to its
neighboring residues. Since only a homology model was used as base for the calculations,
the prediction has presumably a reduced accuracy.
Surprisingly, just like the N-glycosylation strategy, no improvement in apparent melting
temperature, nor destabilizing effect could be observed (table 5.3). In addition, the compu-
tational services only predict the possible formation of a disulfide bond, without mentioning
the effect on stability. Furthermore, the actual formation of the linkages is not confirmed
here. The combination P49C-E46C, having only 2 residues separation, might have been
supposed to be too short to obtain stability improvement in advance.
However, some differences in melting curve were observed. For an ideal unfolding,
the fluorescent level starts at 0 because the dye, Sypro Orange, is quenched in aqueous
environment. While heating the sample, the protein unfolds and at a certain point the fluo-
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Table 5.3: Site-directed mutants with additional disulfide bridges and their apparent melting temperatures. The
bold face and asterisk indicate the residues from the top 20 most flexible positions. (n=3, error = standard devia-
tion)
Nr Residue 1 Residue 2 MODIP-grade DbD Tm (°C ) 4 Tm (°C )
WT C77 C198 A X 57 ± 1 -C118 C122 A X
1 E179C P196C A X 57 ± 1 0
2 I111C A150C A X 56 ± 1 -1
3 L140C Y238C A X 56 ± 1 -1
4 P49C* E46C* B X 56 ± 1 -1
5 P49C* F43C B X 56 ± 1 -1
6 A58C K79C* B X 56 ± 1 -1
7 I51C* K85C B X 57 ± 1 0
rescence quickly rises exponentially till a maximum. Hereafter, the signal decreases again
because of aggregation. Now, it stands out that different curves have an aberrant form in
comparison to the wild-type (Figure S5.8), indicating that a more complex phenomenon has
been conducted. For example, variant P49C-E46C has a small plateau phase at its max-
imum. This might indicate a second maximum is followed by the first. Also, a small peak
in fluorescent signal precedes the main peak in variant I51C-K85C. Furthermore, variant
E179C-P196C starts with an extraordinary high initial fluorescence, higher than the maxi-
mum at transition temperature. In general, high fluorescence might suggest that the protein
does not well behave at starting conditions, indicating (partially) unfolded or molten globule
forms393. All three variants most probably will not unfold in a 2-state-pattern. A possible
explanation might be the formation of wrong disulfide bridges or lack of cysteine pairing in
at least part of the total protein amount. This suggestion is proposed since the Tm of the
WT enzyme is in all cases also found. A more thorough investigation is required to under-
stand the complete process but was not evaluated here since no stability improvement was
obtained.
Secondly, we have investigated whether the activity was not completely destroyed by
the introduction of the cysteine residues (Fig. 5.11). Based on HPAEC profiles, most
variants show a comparable activity to the wild-type enzyme. One exception is found for
variant E179C-P189C. This variant was already mentioned above: it has not only a low
expression, weak unfolding transition difference combined with high initial fluorescence but
also an impaired activity on PASC. The location of the involved residues might explain
difficulties in the formation of the disulfide crosslink. E179 and P189 are located on 2
adjacent strands of an anti-parallel β-sheet in the inner core of the twisted β-sandwich.
These so-called cross-strand cysteine pairs are not very common in nature, although few
examples exist. Some researches claim that they would not impair the conformation of the
sheet, although some preferences are found: one of the cysteines is best located at the
edge of a strand and the bridge is most likely formed between non-hydrogen bonded amino
acid pairs394;395. The first requirement is violated, whereas only the latter is complied. A
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Figure 5.11: Activity of disulfide variants. The height of the bar indicates the relative cellobionic acid production
rate as measured on PASC at 50 °C, pH5. (error = standard error on slope, calculated from 8 data points)
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5.2.5 Stabilization via consensus engineering
Since no crystal structure is available for TrCel61A, the third strategy of consensus engi-
neering is solely based on protein sequence. Although science does not (yet) understand
all information encoded, this primary amino acid sequence is a very rich source of informa-
tion. Indeed, it holds irrefutably and uniquely all instructions required for the protein’s fold
and biochemical function396
In consensus engineering an amino acid is replaced by the most frequent representa-
tive in a set of homologous sequences213, based on the assumption that residues that are
more prevalent at a certain position have a positive effect on protein stability214. Among
stability engineering strategies, the consensus concept has been proposed as a promising
alternative for the frequently used directed evolution approach397. Indeed, positive results
are faster reached because much larger steps in sequence space can be taken398. More-
over, the success ratio is remarkably high, considering 50 % of the residues exchanged for
its consensus counterpart yield stability improvement214;227;381;399;400. Likewise, Lehmann
and coworkers propose a direct link for the fungal phytases, between residue conservation
and thermostability215.
The concept of consensus residues can be applied either by creating a full-length de
novo protein, using the most frequent residue at each position216;217;401–404, or by mutating
only targeted positions213;218;219;403;405;406. Both approaches will be utilized here after a
short phylogenetic exploration.
Phylogenetic analysis
The first and most difficult task of consensus engineering is to decide on the set of se-
quences to build the consensus from. Indeed, Aerts and coworkers showed that the choice
of sequences involved can have an influence on the final result219. Therefore, a phyloge-
netic tree was built for the entire auxiliary activity family 9 in order to get some insight in the
evolutionary diversity.
The AA9 family was downloaded from CAZy, yielding 263 sequences (September 2015).
A multiple sequence alignment (MSA) was made with these sequences and subsequently
a phylogenetic tree of the catalytic domains of all sequences was built using maximum
likelyhood (in MEGA6407). To link this information to the AA9 members with available crys-
tal structure (table 5.4), a limited phylogenetic tree was built simultaneously containing all
enzymes with available crystal structure (build with endscript 2.0408).
When comparing both trees and tracing back all members from the left tree in the right
one, a high degree of similarity was found (Figure 5.12). Both trees nicely branched in 3
distinctive groups, corresponding to the 3 types of LPMOs that are described to date101.
A similar partitioning was earlier observed in a phylogenetic analysis by Book and cowork-
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ers110. Furthermore, the protein of interest, TrCel61A, can be found in the LPMO type 3
group, which is in accordance with the HPAEC traces in chapter 2. The sequence identities
in table 5.4 suggest a quite low degree of identity within the family, and lower between the
different oxidation types.
Organism LPMO Uniprot PDB % id Active site Type oxidizer Source
Trichoderma reesei TrCel61A O14405 - 100 H22-H107-Y195 PMO-3 409
Thermoascus aurantiacus TaGH61A G3XAP7 3ZUD 56.83 H1-H86-Y175 ? PMO-3 11
Trichoderma reesei TrCel61B Q7Z9M7 2VTC 49.78 H1-H89-Y176 ? PMO-3 106
Neurospora crassa NcLPMO9M Q7SA19 4EIS 36.82 H1-H82-Y171 PMO-3 13
Neurospora crassa NcLPMO9C Q7SHI8 4D7U 35.86 H1-H86-Y166 ? PMO-2 146
Neurospora crassa NcLPMO9D Q1K8B6 4EIR 30.50 H1-H84-Y168 PMO-2 13
Thielavia terrestris TtGH61E D0VWZ9 3EII 30.26 H1-H68-Y153 ? PMO-1 15
Neurospora crassa NcLPMO9F Q1K4Q1 4QI8 29.59 H1-H72-Y157 ? PMO-1 153
Phanerochaete chrysosporium PcGH61D H1AE14 4B5Q 27.92 H1-H76-Y160 ? PMO-1 135
Table 5.4: Overview of AA9 member with reveiled crystal structure. The representatives are ranked from high to
low sequence identity (% id) to TrCel61A. The uniprot code, PDB code, active site residues that coordinate the
















































Figure 5.12: Phylogenetic tree of AA9 from all known crystal structers (left) compared to all CAZy members
(right). A nice separation in 3 types of oxidizers can be found in both trees. TrCel61A is situated in LPMO-3
region, as expected from chapter 2. The tree was bootstrapped 1000 times and the frequency values > 50% are
added.
Design of full-length consensus sequences
It is known that single mutations usually contribute to very limited stability increments, al-
though combination of multiple mutations can make a big difference410. Therefore, the first




In order to avoid differences caused by specificity features, only the LPMO-type 3 subset
that was adopted from the phylogenetic tree was kept. This list of 106 sequences was
reduced with another 9 sequences by a 95 % sequence identity filter to compensate for
phylogenetic bias411. Indeed, the key concept of consensus-based approach demands a
set of independent sequences with identical fold. From the remaining set of 97 sequences,
a full-length consensus gene was built, called Consensus-AA9-LPMO3-95, wherein the
most prevalent amino acid was taken at each position, unless a gap was more frequent
than any other residue. In that case, a gap was built in.
An MSA, however, holds much more information than sequence conservation only403
and positions in an MSA are not completely independent412. This is exemplified by the
network of correlated positions221, that can ameliorate the chances for a correctly folded
protein when including them in the analysis403;413. Combinations of residues with a correla-
tion factor of 0.8 - 1 were manually inspected (Figure 5.13), but allowed combinations were
preserved at all involved positions in the consensus enzyme. Secondly, the N-glycosylation
position 80-NAT, was only present in 16/97 sequences. Although the motif GAT, present in
30/97, was more prevalent, it was adapted to 80-NAT because we have proven earlier that
this glycosylation contributes to thermostability. After codon optimization for Pichia pas-
toris, this final consensus enzyme, Consensus-AA9-LPMO3-95, was ordered synthetically
and cloned in the pPpT4 vector with and without the C-terminal linker and CBM region
from TrCel61A. The catalytic domain (CD) shared 68 % identity and 79 % similarity with
TrCel61A.
As a second consensus sequence, the former alignment was further reduced by dis-
carding the sequences with different loop lengths because the quality of the MSA is a
crucial factor in the consensus concept. Likewise, an MSA becomes more challenging in
loop regions, especially when they span different lengths and in weakly conserved regions.
Moreover, it has been shown that longer loops usually result in lower stability414. The se-
quences were manually and stepwise removed, while the alignment was rebuilt for every 5
sequences removed from the former alignment. In order to preserve a decent amount of
sequences, ’same loop length’ was defined as not more than 2 subsequent gaps in compar-
ison to the target enzyme TrCel61A. This approach resulted in a reduction to 40 sequences
only. The size of the sequence collection varies among different studies with various out-
come. As little as about 20 close homologous sequences have been successfully served
in an MSA215;397;410, while other successful stories used 31402 to 100227 and even up to >
600 sequences403. Again to ameliorate the quality of the final enzyme, correlated positions
were taken into account. Remarkably, different correlation networks were generated (figure
5.13), containing all different residues. More surprising, two couples in this consensus en-
130
THERMOSTABILITY ENGINEERING OF TrCEL61A
zyme were new to nature, namely P71-K189 and P20-A41. These were manually adapted
to existing couples, namely E71-K189 (17,5 % appearance) and P20-D41 (15 % appear-
ance). Furthermore the combination D50-T151 had a very low prevalence of only 2.5 %
so that it was exchanged for to S50-T151, which has a tenfold higher prevalence (22.5
%). Moreover, the first N-glycosylation recognition site, i.e. 80-NAT, was also violated in
this consensus enzyme (DAT in 11/40 sequences, while NAT in 10/40 sequences) so that
it was manually adapted. The final resulting enzyme, Consensus-AA9-LPMO3-95-loops,
shared 73 % sequence identity and 84 % sequence similarity to TrCel61A. The protein was
also expressed as CD only and CD linked to CBM of TrCel61A.
Both consensus enzymes (alignment in figure 5.14) shared a high identity and similarity
of 85 % and 90 %, respectively. Furthermore, following the correlation networks, 3 correla-
tions are violated in TrCel61A. The residue pair E202-K89, from correlations of the same
loop length collection, shows a clear ionic pair interaction, also spatial close to each other
in the enzyme model, that could contribute to enzyme stability. Simple introduction of this
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Figure 5.13: Correlation networks extracted from the 2 different MSA’s for consensus engineering. Only correla-
tions with a correlation coefficients between 0.8 and 1 are shown.
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Design of flexible loop exchange
Besides creating a de novo full-length enzyme, B-factor analysis was used to identify so-
called hotspots for mutagenesis. Only the two most flexible regions in TrCel61A, FLEXI
1 and FLEXI 2 (figure 5.2 on page 112), were exchanged for their consensus counterpart
described above (figure 5.14). This resulted in three enzyme variants of TrCel61A: (1)
FLEXI 1 mutated into 46-MSNPPE-51 (2) FLEXI 1 mutated into 46-MSNPPT-51 and (3)
FLEXI 2 mutated into 233-QSLSS-237. Since both consensus enzymes only differed in
position 236 and serine shares the same side chain properties with threonine, only 1 variant
was prepared to represent both options.
2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4 4
2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 0 4 5
TrCel61A_catalytic H G H I N D I V I N G V W Y Q A Y D P T T F P Y
Consensus_AA9_LPMO3_95 H G H V S N I V I D G V Y Y Q G Y D P Y S D P Y
Consensus_AA9_LPMO3_95_short H G H V S N I V V N G V Y Y Q G Y D P T S Y P Y
*
7 7 7 7 7 7 7 7 8 8 8 8 8 8 8 8 8 8 9 9 9 9 9 9
2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
TrCel61A_catalytic N P D I I C H K N A T N A K G H A S V K A G D T
Consensus_AA9_LPMO3_95 S P D I I C H K N A T P A A L H A P V A A G D T
Consensus_AA9_LPMO3_95_short S P D I I C H K N A T N A K G H A E V A A G D K
* * *
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4
b 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 0 4
TrCel61A_catalytic - C E T V D K T T L E F F K I D G V G L L S G G
Consensus_AA9_LPMO3_95 G C S T V D K T T L E W F K I D E A G L I D G T
Consensus_AA9_LPMO3_95_short - C E T V D K T T L E F F K I D E V G L I D G S
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
7 7 7 7 7 7 7 7 7 7 8 8 8 8 8 8 8 8 8 8 9 9 9 9
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3
TrCel61A_catalytic A P G N Y V L R H E I I A L H S A G Q A N G A Q
Consensus_AA9_LPMO3_95 A P G N Y V L R H E I I A L H S A G Q E N G A Q
Consensus_AA9_LPMO3_95_short A P G N Y V L R H E I I A L H S A G Q E N G A Q
*
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 4 4 4 4
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3
TrCel61A_catalytic Y H A T D P G V L I N I Y T S P L N Y I I P G P
Consensus_AA9_LPMO3_95 Y K A T D P G I L F N I Y Q S L T S Y T I P G P
Consensus_AA9_LPMO3_95_short Y K A T D P G I L V N I Y Q S L S S Y T I P G P
* * * * *
* Top-20 flexible positions
4 4 4 4 5 5 5 5 5 5 5 5 5 5 6 6 6 6 6 6 6 6 6 6 7 7
6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
E S N P P I V V G W T A A D L D N G F V S P D A Y Q
M S N P P E V I G W S T P A T D N G F V S P D A Y S
M S N P P T V V G W T T T D T D N G F V S P S A Y G
* * * * * *
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
9 9 9 9 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 2 2
6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
I L F Q W V P V P W P H P G P I V D Y L A N C N G D
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Figure 5.14: Multiple sequence alignment of TrCel61A and the 2 consensus enzymes. The top 20 most flexible
residues are indicated with an asterisk as well as the two most flexible loops from the B-factor analysis (figure 5.2
on page 112) are indicated. The residues are colored according to their side chain properties.
Effect on thermodynamic stability
After completing the molecular work, the host Pichia pastoris was transformed with the final
plasmids containing the coding sequences of the enzyme variants for enzyme production.
The yield and purity was compared via SDS-PAGE (SDS-gel in figure S5.5). The enzymes
from the flexible loop exchange show a very similar yield to the wild-type enzyme, while the
full-length enzymes show a larger variation. Although the expression of the CD only seems
more difficult because less intense bands were observed. A complete loss of activity was
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observed earlier in this chapter when trying to remove the CBM (see page 117 and further).
In order to evaluate the thermostability, the apparent melting temperature was mea-
sured and listed in table 5.5 (melting curves can be found in supplementary figure S5.9).
The thermal unfolding curves for the full-length consensus enzymes appeared distorted
and therefore inconclusive. As described in chapter 3, a consecutive immobilized metal ion
affinity chromatography (IMAC) purification step after the standard ultrafiltration can ame-
liorate the results and indeed nice melting curves were obtained afterwards.
In accordance to the yields obtained for the loop-swap variants that were similar to
the wild-type enzyme, the melting temperatures are also highly comparable. The changes
made in the sequence are also rather small so that little effects can be expected. The
de novo designed variants, on the other hand, show a distinct and clear decrease in ther-
modynamic stability with a reduction of 6 °C and > 20 °C in Tm for a consensus enzyme
calculated from a set of AA9 sequences with LPMO-3 specificity or the same set reduced
to sequences with identical loop lengths, respectively. The size of the effect on thermosta-
bility is comparable for both the catalytic domain only and the variant linked to the linker and
CBM from TrCel61A. This suggests that the main unfolding action is initiated in the catalytic
domain. A surprising non-two-state unfolding pattern is found for the catalytic domain only
of this last consensus enzyme with a transition temperature at 40 °C, like the variant com-
plemented with at CBM, and 62 °C, like the WT enzyme. Such a phenomenon can result
from a different unfolding event for distinct domains in the protein415;416 or can be pointed
to the presence of different forms of the enzyme417.
Strategy Name configuration Tm (°C) 4 Tm (°C)
WT - - 62 -
Full-length consensus Consensus-AA9-LPMO3-95 CD - linker - CBM 56 ± 1 -6
CD 56 ± 1 -6
Consensus-AA9-LPMO3-95-loops CD - linker - CBM 39 ± 1 -23
CD 40 ± 1 (61 %) -22
62 ± 1 (39 %) 0
Loop exchange 46-MSNPPE-51 CD - linker - CBM 62 ± 1 0
46-MSNPPT-51 CD - linker - CBM 59 ± 1 -3
233-QSLSS-237 CD - linker - CBM 61 ± 1 -1
Table 5.5: Apparent melting temperatures (Tm) of consensus based enzymes. When multiple peaks appear, the
relative percentage of appearance, deduced from peak height, is given between brackets. CD: catalytic domain,
CBM: carbohydrate binding module (n=3, error = standard deviation)
Protein folding is a very complex process that is not completely understood yet418. Ob-
taining a correctly folded and thus well-expressed de novo enzyme is admittedly already
an achievement, even for a consensus enzyme. The decrease in stability can be pointed
to the nature of the sequences. Cellulase-producing fungi mostly live in mesophile environ-
ments86 and some in thermophile environments419;420, wherein an apparent melting tem-
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perature of ∼60 °C for TrCel61A is already considerable high. Preparing the consensus
sequence of the entire family most likely ’averages’ all positions so that many compen-
satory mutations will be introduced too403. The underlying cause is that positions with low
sequence conservation contain little information so that taking the consensus residue is
most likely not stabilizing406. The effect is larger for the subset with same loop-lengths, so
that this selection most likely also contained less stable enzymes. Often a vote weight is
assigned for different sequences from the same organism to compensate for phylogenetic
bias215;219. Such an approach might have improved our results.
The combination of B-factor analysis and consensus approach seems logical and showed
already positive outcome331. However, infinite possible strategies and variations on strate-
gies are possible. One alternative to our approach here would be to look only at ther-
mostable enzymes. For example, one could swap the flexible region for the respective
region of a thermostable enzyme. Such a design was shown successful for a Bacillus sub-
tilus esterase421. Differently, the entire L2-loop might also be exchanged for the shortest
representative in the family. Also, the other, non-clustered top 20 residues could be mu-
tated for their statistically most prevalent residue227 or for multiple ’allowed’ residues at that
specific position. When inspecting the alignment of the consensus enzymes in figure 5.14,
both consensus enzymes show some similarities, distinct from TrCel61A. Combining this
information to the protein model can reveal some interesting mutagenic positions. One ex-
ample would be to mutate the couple A189-H121 into E189-K221. This last salt bridge was
present in both consensus enzymes but lacked in TrCel61A. Spatially, they would be close
enough to each other, whereas the C-α carbons are separated at only 10 Å in the model.
A more thorough study can certainly reveal much more interesting options.
As for the other strategies, the activity was also checked, depicted in figure 5.15. The
loop swap variants are in accordance to the melting temperature and expression level, also
highly similar in activity to the wild-type TrCel61A. On the contrary, the full-length enzymes
show a distinct effect. This activity is measured at 50 °C, what is still in the reach of the
LPMO-AA9 based enzyme, but surprisingly above the Tm of the enzymes from the same-
loop collection. Furthermore, the LPMO-AA9 based enzyme shows a 10 times higher ac-
tivity due to addition of the CBM. Hence, this could be explained by arguing that the CBM
accomodates the substrate. However, the inverse is observed for the variant created using
only sequences with same loop length. The variant without CBM showed a 3-fold higher
activity. However, its thermal denaturation curve contained a second unfolding event at 62
°C. The presence of this more stable form can be responsible for the higher activity, while
completely compensating for the benefits of the CBM. In addition, this variant with CBM still
shows a comparable activity to the WT enzyme, even though its Tm is 40 °C. This suggests,
as earlier mentioned for the wild-type enzyme, a stabilizing effect after adding the substrate.
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These results need further investigation to find the basis of this interesting observation.



































































In this chapter, the full length TrCel61A was taken as template for stability engineering since
removing the CBM appeared to be a cumbersome task, slightly lowering the thermody-
namic stability. Three distinct approaches for stability engineering were explored, whereas
none of them could improve the thermodynamic stability. The variants of the consensus
design even showed a very large decrease (∼ 20 °C) in apparent melting temperature.
However, they showed interesting increases in activity that need further investigation. De-
spite this negative outcome, some very interesting stability characteristics of the LPMO
were unveiled such as a very unusual and intriguing characteristic of the native disulfide
bridges. Indeed, although the wild-type LPMO shows an apparent melting temperature
around 60 °C, the protein still shows an unchanged activity after a 2 hour treatment at 80
°C most likely due to the presence of native disulfide bridges. Furthermore a possible stabi-
lizing effect of the substrate was suggested. These very interesting results still need further
investigation.
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5.4 Materials and methods
The experimental procedure for SDS-PAGE, Western blot analysis,his-tag purification can
be found in chapter 3. A more elaborate procedure on Pichia pastoris transformation,
selecting the best producing strain, enzyme production and purification can be found in
chapter 2.
5.4.1 Molecular work
Cloning of full consensus genes
The full consensus genes were ordered from GeneArt (Invitrogen) after codon optimization
for Pichia pastoris. They were delivered in a pMA-T vector, a simple vector containing an
ampicillin resistance gene (β-lactamase) and a Col E1 origin of replication. The 2 consen-
sus genes were cloned via circular polymerase extension cloning (CPEC310) in the pPpT4-
alpha-vectors downstream the secretion signal of TrCel61A and a His6-tag was c-terminal
attached to the gene (figure 5.16). The genes were expressed as modular enzyme, com-
pleted with linker and CBM region (panel A) originating from TrCel61A and as catalytic part
only (panel B).
CBM1H catalytic part linker
full consensus - catalytic part full consensus - catalytic part
pPpT4
pMA-T







CBM1H catalytic part linker
pPpT4
AmpR Col E1





f ll   l i  
A.                                                B.
Figure 5.16: Schematic overview of cloning strategy for full consensus genes. The location of the primers is also
indicated whereas the color of the arrow indicates the region of the sequence they represent. The upper vector
is the pMA-T vector, obtained from GeneArt with the synthetic genes. The pPpT4-vector contains the wild-type
TrCel61A as used for expression in this work. (A) Cloning strategy to obtain a modular protein, including linker
region and CBM. (B) Cloning strategy to obtain a catalytic part only.
Prior to the CPEC assembly, the insert (full consensus gene, picked up from the pMA-T
vector) and backbone (pPpT4-vector) were first amplified using Primestar GXL polymerase
(Takara Bio, inc) with the primers indicated in table 5.6. Subsequently, the fragments were
purified with innuPREP PCRpure kit (Analytik Jena) and eluted in 12 µL milliQ water. The
fragments were assembled in a CPEC reaction containing 1 µL Q5 high fidelity DNA poly-
merase (New England Biolabs), 10 µL 5x Q5 high fidelity buffer (New England Biolabs) 10
mM dNTP mixture, 3% (v/v) DMSO and an equimolar amount of both fragments (100-250
ng). The volume was adjusted to 50 µL with sterile milliQ water. The total mixture was
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subjected to an initial denaturation of 30 seconds at 98 °C, followed by 15 cycli of denat-
uration (10 sec, 98 °C), annealing (30 sec, 55 °C) and elongation (75 sec, 72 °C). A final
elongation of 10 minutes at 72 °C completed the program. Without purification, 2 µL of the
mixture was mixed with 20 µL electrocompetent BL21 (DE3) cells and subjected to elec-
troporation. If the sequence was checked to be correct (Macrogen Europe), Picha pastoris
was transformed with the corresponding plasmid.
CBM? Template Primer sequence (5´−→ 3´)
pPpT4-TrCel61A_AA9_PMO3_95

















Table 5.6: Primers for cloning full consensus genes in pPpT4-vector. Bold face: synthetic gene sequence, under-
lined: his6-tag FWD: forward primer, REV: reverse primer.
Molecular cloning for CBM removal
The constructs were made using circular polymerase extension cloning (CPEC310), start-
ing from the pPpT4-vector containing the wild-type full length enzyme from chapter 2. A
schematic overview for the construction of a variant lacking linker and CBM is shown in
figure 5.17. All other variants were made in analogy.
CBM1H catalytic part linker
full consensus - catalytic part full consensus - catalytic part
pPpT4












f ll   l i  Fragment 1 Fragment 2
Figure 5.17: Schematic overview of molecular strategy for CBM removal. This is an example for removal of
glycosylated linker and CBM, while keeping the 6 x His-tag. Other truncations were made in analogy.
First 2 different fragments were amplified via PCR, whereas the first fragment started
at the His6-tag or terminator region in case of no tag and ended in the zeocine resistance
gene. The second fragment completed the zeocine resistance gene and ended in the se-
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quence at the position that corresponds to the carboxy terminus of the desired protein.
Fragment assembly and CPEC were performed as explained above. The forward and re-
verse primer in the zeocine resistance region were identical in all cases (fwd: 5’-CTGAG
TGGTCTGAGGTCGTGTCTAC-3’, rev: 5’-GTAGACACGACCTCAGACCACTCAG-3’). All
other required primers can be found in table 5.7.
For construct pPpT4-TrCel61A-CD-MSA-3SS, an additional mutation at position 168
was made (N168C) to complete the disulfide bridge with C248. Therefore, the vector with
truncated gene was first created followed by site-directed mutagenesis using the method of
Sanchis et al268 and explained in the following alinea.



























Table 5.7: Primers for CBM removal of TrCel61A. Bold face: trcel61a gene sequence, underlined: his6-tag FWD:
forward primer, REV: reverse primer.
Site-directed mutagenesis of TrCel61A
Variants of TrCel61A were created in the pPp-T4-vector with native secretion signal an
C-terminal His-tag and controlled by the AOX1-promotor, as described in chapter 2. The
mutations were created by use of the method of Sanchis et al.268, using the forward primers
from table 5.8 and reverse primer 5’-CGAATGCGAAGGTTAGTAGG-3’, located about 500
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bp downstream the stopcodon of our gene sequence. A detailed description of the method
can be found in Materials and Methods of chapter 3 on page 83.






























Table 5.8: Mutagenic primers for stabilizing TrCel61A. Bold face: synthetic gene sequence, underlined: his6-tag.
One variant of the flexible loop exchange (consensus design 233-QSLSSY-238) could
not be obtained by the method of Sanchis et al. since the regions to change are too ex-
tended (> 2-3 subsequent amino acids). Therefore a 2-piece CPEC assembly was per-
formed, starting from the original pPpT4-plasmid, with WT Trcel61a sequence. The pro-
cedure was identical to the procedure described above, with overlapping regions in the
flexible loops to mutate and the zeocin resistance gene. The first piece started at the re-
gion to mutate, ending in the middle of the zeocin resistance gene (fwd: 5’-GGTGTTTTGAT
CAACATCTACCAATCCTTGTCTTCCTACATCATCCCAGGTCCAAC-3’, rev: 5’-GTAGAC
ACGACCTCAGACCACTCAG-3’), while the second piece completed the zeocin resistance
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5.4.2 Enzyme thermostability
The apparent melting temperature of all enzyme variants was determined using differential
scanning fluorimetry (DSF) in a CFX Connect96 cycler (Biorad), as described in chapter 3.
Samples were diluted to equal enzyme concentrations (minimal 0.5 mg/mL) and all variants
were measured in triplicate. Each well consisted of 15 µL purified enzyme and 10 µL 1/400
diluted Sypro Orange.
When different unfolding actions appeared, the height of the unfolding peak (amplitude)
was calculated to determine the relative amount in the respective unfolding event.
5.4.3 Enzyme activity
To determine the activity of the enzyme variants on PASC, not an endpoint measurement,
but a kinetic follow-up of cellobionic acid production was applied, while taking regular sam-
ples during 8 hours and 1 sample after 20 hours. The experimental data were fitted in a
linear curve wherein the slope was estimated via the least squares principle with accompa-
nying standard error on this coefficient.
5.4.4 Molecular modeling
Because a crystal structure was lacking, a homology model for Trichoderma reesei Cel61A
was generated with the YASARA software (YASARA bioscience, Vienna)422;423. The soft-
ware searches for homologues and builds a model. Five template structures were first
selected by Yasara and 5 different initial models were built using these structures. The
crystal structure from the closely related LPMO from Thermoascus aurantiacus izosyme A
(56% identity, 68% similarity) was found to be the best template (PDB entry 3ZUD-chain
A) to build the final model and could not be improved by combination of different models.
Yasara considered the model as satisfactory with a z-score of -3.369. Only the catalytic
part was modeled since the homologue did not harbor a CBM, nor a linker region.
5.4.5 Sequence analysis
The B-FITTER tool was used to determine the most flexible residues within the protein. This
software, freely available from the developers, ranks all residues from high to low B-factor
by calculating the mean B-factor per amino acid using all atoms except hydrogen212.
TrCel61A is part of the auxiliary activity family 9 on CAZy (Cazy.org)16.The complete
set of proteins classified as AA9 family was downloaded from CAZY via the Research tools
developed by Alexander Holm Viborg (research.AHV.dk). A classical multiple sequence
alignments (MSA) was performed on amino acid level using the MUSCLE algorithm424
with standard gap penalties in MEGA6.0407. The sequences were trimmed to the catalytic
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domain only, meaning to remove anything before histidine-22 (=N-terminus because of pre-
ceding secretion signal) and removing the possible present linker and CBM. Furthermore
a reduction in the set of sequences was done by removing all sequences that resembled
more than 95 % in a pairwise comparison by CD-HIT425;426. Next, a phylogenetic tree was
built (MEGA6.0 software) by using the maximum likelihood method (JTT Matrix-based sub-
stitution model427) and 1000 bootstraps were performed to test the phylogeny. An unrooted
tree was built after clustering the data by the nearest neighbor-joining algorithm. All posi-
tions containing gaps were eliminated, whereas the tree was built on a total of 66 positions
in the final dataset of 263 sequences.
The consensus residues were determined by taking the highest prevalent residue at a
certain position after MSA, unless a GAP was most prevalent. Correlation networks were
studied using the correlation mutation analysis tool (Comulator) from 3DM428;429.
5.4.6 Statistical analysis
Significant differences between one specific enzyme variant and the wild-type enzyme were
determined with the Student t-test, while ANOVA was used to determine if there are signifi-
cant differences when comparing all variants and wild-type enzyme at once. If probabilities
(p-values) lower than 0.05 were obtained, the result is considered statistically significant.
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Supplementary material
Rank Residue TaGH61A B-value (Å2) Residue TrCel61A
1 GLY-228 31.59 GLY-227
2 SER-216 29.34 LEU-215
3 THR-227 28.86 SER-226
4 ASN-27 28.37 ASN-27
5 PRO-28 26.52 PRO-28
6 SER-217 26.51 ASN-216
7 LYS-214 25.94 SER-213
8 PRO-29 25.22 PRO-29
9 LEU-215 25.15 PRO-214
10 SER-26 24.49 SER-26
11 MET-25 24.48 GLU-25
12 GLN-213 24.42 THR-212
13 ASN-190 24.29 GLN-189
14 GLU-30 23.90 ILE-30
15 GLN-169 23.49 ALA-168
16 ARG-58 23.42 LYS-58
17 LYS-61 23.15 THR-61
18 ASP-10 23.13 ASN-10
19 ASN-98 23.09 ASN-98
20 PRO-71 23.07 ALA-71
Table S5.1: Top 20 most flexible residues in TaGH61A and transfer to TrCel61A.
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Residue start motif remark
1. adapted motif X - X (No PRO) - SER or THR
40 PTT close to cellulose binding surface, P not directly at surface
45 YES in cellulose binding surface
54 GWT not at protein’s surface
64 FVS F64 at < 6 Å from Cu ion
80 NAT native glycosylation
87 HAS possibility
93 GDT G93 conserved residue
122 CET disulfide bridge involved
126 DKT Possibility
140 LLS L140 not completely surface exposed
146 PGT P146 in cellulose binding surface
149 WAS not at protein’s surface
154 LIS oriented inwards on alpha-helix and close to other glycosylation position
158 NNT native glycosylation
183 LHS H184 at < 6 Å from Cu ion




231 IYT Y232 semi-conserved
245 VVS semi-conserved regio
2. adapted motif ASN - X (No PRO) - X
26 NDI N26 not completely surface exposed
31 NGV Possibility
62 NGF all at distance < 6 Å from Cu ion
80 NAT native glycosylation
83 NAK close to native glycosylation
117 NCN disulfide bridge involved
157 NNN next to N158 = native glycosylation position
158 NNT native glycosylation
168 NLA Possibility
173 NYV V175 semi-conserved
190 NGA A192 semi-conserved
194 NYP Y195 involved in copper-binding
200 NIA N200 not surface exposed
230 NIY Y232 semi conserved
237 NYI Y238 conserved
3. adapted motif ASN - PRO - SER or THR
NONE
Table S5.2: Overview of all possible N-glycosylation sequons by single mutation effort. Three different adaptations
of the conserved motif are possible and each yield different options. The putative positions that were evaluated in
the lab are colored gray.
Multiple sequence alignment
ESPRIPT figuur - combi met CBM verwijdering mogelijk?, ZEKER 3ZUD moet erin staan
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Figure S5.1: Codon clustering analysis for recombinant expression of the WT TrCel61A and the full consensus
















































Figure S5.2: SDS-PAGE of truncated variants. BSA: 0.1 g/L as reference for quantification with ImageJ, Linker-














































Figure S5.3: SDS-PAGE analysis of all site-directed mutants for removal of N158 glycan (LEFT) or introduction
of additional N-glycsoylation positions (RIGHT) in TrCel61A. All enzymes were purified via ultrafiltration.
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Figure S5.4: SDS-PAGE analysis of all site-directed mutants for additional disulfide bridges in TrCel61A.All en-













































































































Full- length consensus Loop exchange
UF                                                   UF +  IMAC UF        
Figure S5.5: SDS-PAGE analysis of consensus enzymes and flexible loop exchange variants for TrCel61A. The
full-length consensus enzymes were purified with ultrafiltration (UF) and subsequent immobilized metal ion affinity













































Figure S5.6: Meltcurve and negative derivative of truncated variant of TrCel61A.
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Figure S5.7: Overview of DSF curves for all variants introducing additional putative N-glycosylation positions.The
inflection point of the curve corresponds to the apparent melting temperature. This is 57 °C for the wild-type
TrCel61A, as indicated with a black dotted line. Experiment was performed in triplicate, but only one curve s
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Figure S5.8: Overview of DSF curves for all variants introducing additional putative disulfide bridges.
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Full-length consensus Loop exchange
Figure S5.9: Overview of DSF curves for the consensus-based variants. The inflection point of the curve corre-






Part of this chapter was published as:
Tanghe M., Danneels B., Last M., Beerens K., Stals I., Desmet T. (2017) Disulfide bridges as essential elements
for the thermostability of lytic polysaccharide monooxygenase LPMO10C from Streptomyces coelicolor.




Lytic polysaccharide monooxygenases are known to boost the cellulose degradation pro-
cess. Because very little is known about the stability of these interesting enzymes, this
chapter will focus on enhancing the stability of a bacterial LPMO, namely Streptomyces
coelicolor LPMO10C, formerly known as ScCelS2.
In order to stabilize Streptomyces coelicolor LPMO10C, some rational mutants were
designed based on improving interactions in the protein’s surface such as creating ion pair
networks and increasing hydrophilic contact with the solvent. Nonetheless, these mutations
could not improve the apparent melting temperature.
As second strategy, extra disulfide bridges were introduced in the wild-type ScLPMO10C.
The reason behind this was not only to increase the thermodynamic stability, but also
to assess the role of disulfide bridges in this LPMO. Although Streptomyces coelicolor
LPMO10C has an apparent melting temperature of only 51 °C, the enzyme was found to
retain 34 % of its activity after 2 hour incubation at 80 °C. However, this was no longer true
when its disulfide bridges were chemically broken prior to the incubation. To further assess
this interesting finding, additional disulfide bridges were then introduced. Sixteen putative
new linkages were designed and subsequently evaluated based on apparent melting tem-
perature (Tm). Four of the resulting variants showed an improvement in Tm, ranging from
2 to 9 °C. Combining the positive disulfide introductions yielded additional improvements
(up to 19 °C) but aberrant unfolding patterns became apparent in some cases, resulting in
a diminished capacity for heat resistance. Nonetheless, the best variant, a combination of
A143C-P183C and S73C-A115C, displayed a 12 °C increase in Tm and was able to retain
no less than 60 % of its activity after heat treatment (compared to only 34 % for the wild-
type).
Disulfide engineering is thus a valuable strategy for LPMO stability improvement. Extra
disulfide bridges not only contribute to a higher stability but can also increase resistance to
heat treatment.
154
THERMOSTABILITY ENGINEERING OF ScLPMO10C
6.1 Introduction
As stated already in the introduction of the former chapter, LPMOs are considered a key
factor in cellulose breakdown because of their boosting effect on the entire process14;15;147.
In this context, LPMOs are an indispensable addition to the current industrial cellulose
degradation cocktails147;319. Even though stability is a main concern in industrial pro-
cesses23;231, the current literature lacks information about this important parameter for
LPMOs. A broadened substrate specificity for different LPMO families has been unveiled
including the closely related chitin and even the structurally different starch430. The ac-
tual biomass (lignocellulose) targeting families seem to be limited to only auxiliary activity
families 9 and 1019. The previous chapter dealt with the stability improvement of an AA9
representative. Therefore, this chapter will focus on an AA10 representative, namely Strep-
tomyces coelicolor LPMO10C, for which expression and measurement methods have been
optimized in chapter 4 (starting from page 87).
Despite the exploration of various engineering strategies in chapter 5, the outcome was
limited. For this reason, a different approach was taken here. Also, the availability of a
crystal structure of ScLPMO10C, enlarges the possibilities. To that end, ScLPMO10C was
firstly explored in terms of sequence conservation, flexibility and heat resistance to obtain
some insight in the structure - function relationships. Because the role of surface residues
in stability is highly underestimated431, these were examined in the first stability engineer-
ing strategy. The 3D structure of the protein was examined and residue substitutions were
suggested that might form interactions such as ion pairs432;433 or increase hydrophilic con-
tact with the solvent. Stability through ion pair networks on the surface has been widely
used as a strategy for stability engineering434–436 because of the high prevalence of ex-
tended ion pair networks on the surface of (hyper)thermostable enzymes433;437;438.
In a last approach disulfide engineering was applied even though it was not successful
for TrCel61A thermostability engineering. The reason behind this is not only to (possibly)
increase the stability, but also to explore the interesting capabilities of these linkages. Disul-
fide bridges seem very important, as shown for TrCel61A in chapter 5 (page 114) and its
high heat tolerance.
In this chapter, after exploration of the WT enzyme, the 2 strategies for stability engineer-
ing are explained. These start with an explanation of the target residues for mutagenesis
and proceed with determination of the apparent melting temperatures as first screening
method. Only positive hits were retrieved for more tests considering kinetic activity. The
activity evaluation was solely based on HPAEC-PAD analysis since the H2O2-method ap-
peared not suitable for his-tag purified enzymes (see chapter 4).
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6.2 Results and discussion
6.2.1 General exploration of stability of the WT ScLPMO10C
Some general observations about stability of the wild-type Streptomyces coelicolor LPMO10C
enzyme will be reported here. This includes the importance of the amino-terminus on the
thermal stability, an overview of flexible regions as target residues for stability engineering
and a remarkable residual activity after heat treatment.
Overall structure
Despite AA9 and AA10 being both LPMO families sharing the same overall structure, they
only show a low sequence identity and similarity apart from the active site residues110.
Moreover the largest part of the conserved regions are located at the inside of the pro-
tein19;115. As illustration, all AA10 members with known crystal structure are listed in table
S6.1. Only 30% of the AA10 members harbor a cellulose-binding domain, that can serve for
cellulose binding (CBM2 or CBM3) or chitin binding (CBM5 or CBM12)110. ScLPMO10C
harbors a catalytic domain (CD), formerly classified as CBM33 and known as a chitin-
binding domain. This part is connected through a linker to a CBM2 domain. The protein
harbors 3 disulfide bonds, of which two in the CD (C48-C66 and C103-C222, figure 6.3)




H Histidine residue at N-terminus
                10                20                 30                   40                50
MVRRTRLLTL  AAVLATLLGS  LGVTLLLGQG RAEAHGVAMM PGSRTYLCQL 
                60                 70                 80                  90               100
DAKTGTGALS  PTNPACQAAL DQSGATALYN WFAVLDSNAG GRGAGYVPDG
            110               120               130             140                150
TLCSGDRSP YDFSAYNAAR SDWPRTHLTS GATIPVEYSN WAAHPGDFRV      
               160                170               180                190               200
YLKTKPGWSPT SELGWDDLEL IQTVTNPPQQ GSPGTDGGHY YWDKAKOSGR       
              210                220              230              240               250
SGDALIFMQW VRSDSQENFF SCDVVFDGG NGEVTGIRGS GSTPDPDPTP        
           260                270               280              290                300
TPTDPTTPT HTGSCMAVYS VENSWSGGFQ GSVEVMHGT EPLNGWAVQW    
              310                 320               330               340              350 
QPGGGTTLGG VWNGSLTSGS DGTVTVRNVD HNRVVPPDGS VTFGFTATST 
              360
GNDFPVDSIG  CVAP
CBM2
1       35                                                       226                      265                      364
H
linkercatalytic domain
MVRRTRLLTL AAVLATLLGS LGVTLLLGQG RAEAHGVAMMPGSRTYLCQL
Figure 6.1: Schematic build-up and translated coding sequence of ScLPMO10C.
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Importance of the N-terminus
A characteristic trait of LPMOs is the need for an N-terminal histidine residue. We have
shown earlier in this thesis that a His-1 residue is inevitable to obtain an active LPMO
(see also chapter 4). Additionally, the effect of a free His-1 on the thermodynamic stabil-
ity was also assessed here. A variant of ScLPMO10C was created in that chapter, called
LPMO10C-Xa, that has an additional N-terminal extension that can be cleaved off with pro-
tease factor Xa to yield an active protein with His-1 (see also page 91 and following). The
melting temperature of this LPMO10C-Xa was determined before and after the cleavage
with Xa-factor. The obtained melting temperature of 44 ± 1 °C for the construct with extra
addition at its N-terminus was significantly lower (p=0.0002, Student t-test) than the 51 ±
1 °C obtained for a correct N-terminus (Figure 6.2). This result shows that the impaired
copper coordination center not only results in a loss of activity, but also introduces a new
unfolding region, i.e. the most labile region in a protein where the denaturation will initiate
under stress conditions such as heat increase in this case330. In accordance with these
results, a very recent report of Chaplin et al. concludes that AA10 member Streptomyces
lividans LPMO10E with N-terminal methionine-glycine extension can still bind copper but
has a weaker affinity to bind this copper than the His-1 variant439.



















Figure 6.2: Influence of His-1 on thermostability. The apparent meting temperature of ScLPMO10C with a cor-
rect N-terminus is 7 °C higher than with an additional N-terminal part attached. The graph shows the negative
derivative of the melting temperature so that the minimum value represents the apparent melting temperature
(Tm).
The copper coordination center is indeed really prone to instability as was already
shown by Hemsworth et al. They described for Bacillus amyloquefaciens CBM33 that the
thermal unfolding temperature decreased with 19 °C when all copper is removed. The
same decrease was reported when Manganese (II) was added instead, while only a 11 °C
decrease was shown for Zinc (II) or Nickel (II)143;144. Thus, having an N-terminal extension
shows significant decrease in melting temperature, but seems to have less impact on the
overall fold than having no or an improper metal ion.
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Mapping flexible regions in ScLPMO10C via B-factor analysis
Several (semi-) rational engineering strategies for stabilization include rigidifying flexible
regions242 because these are thought to be initiators for denaturation. Hence, fixating
these targets can highly increase the stability of your protein330. Therefore, possible target
regions were mapped by identification of the flexible regions using B-factor iterative test
(B-FITTER program available from the developers using PDB 4OY7-chain A)212. This soft-
ware assigns every residue with a value for local flexibility that is the average B-factor of
all atoms (except hydrogen) in that specific residue and ranks them from high to low value.
Herein, the B-factor corresponds to the size of the atomic electron density smearing around
the average position of the atom and thus correlates with local flexibility231.
C48           C66                          C103                                                                                                   C222
FLEXI 1    FLEXI 2                                                                                          FLEXI 3
90°










Figure 6.3: Flexible regions in ScLPMO10C according to B-factor analysis. (A)The yellow bars are the top 20
flexible residue (here, B-factor higher than 15), red bars are fairly stable and blue bars represent the residues
within 6 Åfrom the copper ion (H35, A142, H144, W210, R212, E217, F219). Disulfide bridges are also indicated
with a dotted line. (B) The flexible regions indicated in a cartoon representation where the left side is a front view
with cellulose binding surface at the bottom and the right side is a view from the binding surface onwards. Three
flexible regions are indicated on te graph and cartoon with FLEXI 1 to 3. The shortest distance between flexible
loop 1 and 3 is also indicated with the distance in Angstrom. Figures were prepared with PyMol 73.
The result for ScLPMO10C is shown in figure 6.3, where the top 20 (or 10 %) most
flexible residues are colored yellow, while the presumed active site residues are presented
in blue. The graph shows that the most flexible positions are mostly focused in 3 clus-
ters, that are all loop regions. There is a higher clustering as was the case for TrCel61A,
as shown in figure 5.2 on page 112. The first flexible group of ScLPMO10C (FLEXI 1,
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residues Lys-53–Thr-62) corresponds to the region that Sprenger and coworkers obtained
by molecular dynamics simulations to be the most flexible248. This group is also part of the
so-called L2-loop (Pro–41-Arg-125) that is highly variable in LPMOs and that is responsible
in ScLPMO10C for at least 50% of the cellulose binding capacity114. The second (short)
group (FLEXI 2, Asp-71–Gln-72) is still located in the L2-loop but a little distant from the ac-
tual cellulose binding surface. The last group (FLEXI 3, Gln-180–Gly-187) corresponds to
the short loop (LS-loop) in family AA9, also known for substrate binding but was not further
referred to in AA10. Interestingly, the first group and third group are both positioned at the
cellulose binding surface. This might suggest a required flexibility in binding the substrate.
Finally, G230 is also highly flexible, but this can be expected from a terminal residue.
Improved heat resistance due to native disulfide bridges
The thermal stability of the wild-type enzyme was first examined by Differential Scanning
Fluorimetry (DSF)285, which yielded an apparent melting temperature (Tm) of 51 °C, a value
that is quite typical for a mesophilic enzyme440 (chapter 4).
In contrast to the enzyme’s rather normal thermodynamic stability, a surprisingly high ki-
netic stability was observed at elevated temperatures. Indeed, after two hours of incubation
at 80 °C, a residual activity of 34 % could still be detected on phosphoric acid swollen cellu-
lose (PASC) (figure 6.4). However, this was only true when the native disulfide bridges were
kept intact, since prior treatment with tris(2-carboxyethyl)phosphine (TCEP) to break these
bonds441;442 resulted in complete loss of activity under similar incubation conditions. The
chemical treatment did by itself also lower the enzyme’s activity (to 82%) but not enough
to explain the dramatic decrease in stability. To further assess the role of disulfide bridges
in the enzyme’s heat resistance, the effect of introducing additional disulfide bridges was
investigated next.
This is a surprising and very intriguing result since 80 °C far exceeds the melting tem-
perature of 51 °C so one would expect a denatured enzyme, yet not active. Indeed, when
measuring activity at higher temperatures (Figure 6.4 B), there is no activity at 80 °C. Sim-
ilar reports of increased resistance for thermal denaturation have been described443;444.
They assigned the effect to a lower energy requirement for reclaiming the original confor-
mation after (partial) heat denaturation. The reason behind this would be that disulfide
bridges would lower the entropy in the denatured state.
With respect to this interesting result, in one of the thermostability engineering strategies
further in this chapter (section 6.2.3 on page and 163 further), the effect of more disulfide
bridges is explored. The hypothesis to investigate is whether more disulfide bridges can
even further increase this heat resistance.
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Figure 6.4: (A) Effect of a 2-hour 80 °C treatment on the WT ScLPMO10C. The dark gray bars represent the
activity when the enzyme is incubated on ice for 4 hours, while the light gray bars show the activity when the
enzyme was pre-incubated for 2 hours at 80 °C and subsequently 2 hours on ice. A concentration of 10 mM
TCEP was added to break the disulfide bridges chemically. The activity is calculated as the relative peak area on
HPEAC-PAD analysis of the cellobionic acid. (B) Relative activity at different temperatures (without TCEP), while
the activity at 37 °C is taken as 100.
suitable temperature than the 37 °C applied in this work. The optimum temperature is
presumably a little under 50 °C. A possible stabilizing effect of the substrate351 cannot
be excluded since there is a high activity at the protein’s melting temperature (measured
without substrate) and even at 60 °C a little activity can still be measured. Similar results
were observed for TrCel61A in the previous chapter.
6.2.2 Stabilization through rational inspection of ScLPMO10C’s pro-
tein surface
Selecting residues for mutagenesis
From the analysis of flexible regions earlier (Figure 6.3 on page 158), two flexible protru-
sions were found in the protein surface (FLEXI 1 and FLEXI 3). Their closest connection is
lysine 53 (K53) and aspartate 186 (D186) at a distance of 6.5 Å. While these residues are
oppositely charged, this distance is too large to indeed form a salt bridge (<4 Å)445. There-
fore, in a first approach, an attempt was made to facilitate the formation of a salt bridge by
decreasing this distance and at the same time fixating both loops in order to stabilize the
enzyme. This can be obtained by the use of amino acids with a larger side chain, while
maintaining the opposite charges. Accordingly, 2 mutations are proposed: change lysine
53 for arginine (K53R) and/or aspartate 183 for glutamate (D183E) resulting in formation of
3 putative salt bridges (new shortest distances for rotamers without sterical clashes, calcu-
lated with PyMol, are found between brackets): K53–D183E (4 Å), K53R–D183 (5.5 Å) or
K53R–D183E (3.6 Å) in the 3 different enzyme variants.
As a second approach, the crystal structure of ScLPMO10C (PDB 4OY7-chain A) was
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visualized in PyMol73 and the entire protein surface was inspected for some additional
interactions, mainly at the surface and focused around the flexible regions. Hereby, the
copper-coordinating residues were left untouched as well as the amino acids within a dis-
tance of 6 Å from the copper ion. Furthermore, the alignment in figure S6.1 (page 175) was
used as a guideline not to alter conserved residues (red box/white letters). This resulted
in introduction of 5 ion pair interactions: 4 apolar residues at the surface were replaced
by a polar alternative for hydrophilic interaction with the solvent and in 1 case an ion pair
interaction was suggested to be facilitated. Indeed, the methyl group of threonine 175 was
found as a possible physical barrier between the negatively charged aspartate 147 and
the positively charged arginine 149 and was therefore substituted by a serine (T175S). An
overview of all suggested mutations are given in the table below (table 6.1).
Strategy Proposed mutation
Flexible loop connection K53R
D183E
K53R + D183E
Ion pair network L50D (Connecting to K53)
A58K (connecting to D60)
T62K (Connecting to D59)
T173D (Connecting to R149)
T173R (Connecting to D149)




Avoid -CH3 group to interrupt an ion pair T175S
Table 6.1: Overview of rational, site-directed mutations in ScLPMO10C.
Effect on the stability
ScLPMO10C and its enzyme variants were expressed in the periplasmic space of E. coli.
An SDS-PAGE containing all purified variants is shown in supplementary figure S6.3, page
178. As screening method for improved (thermo)stability, the protein’s melting temperature
(Tm) of all variants was measured using differential scanning fluorimetry (DSF), as shown
in S6.5, page 179. This is a parameter that represents a protein’s tendency to unfold as a
function of temperature231.
The comparison in Tm is shown in figure 6.5. The loop connecting variants showed 1
increase of 1 °C for mutation K53R. Since this difference is not bigger than the measure-
ment error, it is not considered as a positive hit. The other substitutions did not differ from
the wild type, suggesting that formation of an ion pair could not be obtained or did not alter
the thermodynamic stability of the protein. Secondly, introducing additional ion pairs at the
surface appeared to be a more tedious task because it results in higher differences in Tm,
all decreasing in comparison to the wild-type. Finally, increasing polar interactions with the
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Figure 6.5: Effect of rational, site-directed mutations on the protein’s melting temperature. (n=3, error = standard
deviation)
However, the stability gain frequently comes at the expense of functional efficiency,
presumably by over-rigidifying catalytic motions.
Despite the fact that decrease or loss of activity was not expected from changing surface
residues far from the active site, over-rigidifying is frequently described to result in loss of
functional efficiency of the protein197;446. Additionally, the flexible regions at the binding
surface suggest the need for flexibility. Therefore, a single overnight activity test on PASC
was done to verify activity was not lost. The activity here is the amount of cellobionic acid
formed, measured as the peak area obtained after HPAEC-PAD analysis. Other products
showed similar patterns. The graph indeed reveals similar activities for all variants (figure
6.6).
The mutations suggested here are based on a clear rational mutagenesis strategy that
requires a thorough insight into the structure - function relationships, but anyhow difficult to
predict because of complex networks that are formed. However, targeting regions with high
B factor has already proved its success213;436. What further complicates the procedure is
that very low increases in Tm can be expected from such an approach, so that multiple
concerted mutations will only lead to significant increases324;410. A smarter method could
probably increase the success ratio. One option is to take the strength of the charge-charge
interaction into account (depends on spatial orientation) and the local context of the salt
bridge447. An even more elaborate alternative, that is more universally applicable but also
requires a lot of technical knowledge, is to use computational models to calculate the en-
ergy and optimize the surface charges. Such an approach has been described successful
by Gribenko and coworkers for 2 distinct enzymes448.
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Figure 6.6: Effect of site-directed mutations on the protein’s activity. Measured as the cellobionic acid produced
after overnight incubation at 37 °Cand products measured with HPAEC-PAD. (n=1)
6.2.3 Stabilization via disulfide engineering
Selecting targets for disulfide introduction
In this second approach, additional disulfide bridges will be introduced in ScLPMO10C for
increased thermostability. In addition, disulfide bridges seem very important for the LPMO:
indeed, they are unusually formed in the cytoplasm of the prokaryotic host and they are
responsible for an increased heat tolerance. Therefore, the disulfide linkages are further
studied in this section.
To introduce additional disulfide bonds, only the catalytic domain (CD) of the enzyme
was considered since not all AA10 members harbor a CBM. Additionally, the computational
tools that were used for the mutational design require a crystal structure as input, which is

































Figure 6.7: Distribution of all predicted disulfide bridges. Left: combination of MODiP-grade A and DbD, wherein
the suggestions in the green overlap were evaluated except for the native crosslinks and options involving the




Target positions were selected based on the combination of 2 computational tools. The
first tool, called MOdelling of DIsulfide bridges in Proteins (MODIP)387;389, resulted in a
list of 57 possible linkages, graded A to D reflecting a decreasing geometric and steric
feasibility. Sixteen of them were graded A and 21 graded B. The options with grade C and
D were not further considered since they are not very likely to be formed. The second tool,
Disulfide by Design (DbD, v 2.12)386 yielded a list of 40 possibilities. All 16 A-graded options
of MODIP were predicted by DbD too, including the 2 native disulfide bonds. Since these
show the highest possibility to be formed, they will be considered for mutation experiments.
From the 21 B-graded MODIP predictions, 15 were predicted by DbD too (overview figure
6.7). Because a B-graded MODIP score means the disulfide bridges are less likely to be
formed, an additional restriction was added. This B-list of 15 options was thus reduced
to only 3 options by solely considering bonds that include a residue in the top 20 (or 10
%) of most flexible positions as determined by their B-factor212. Furthermore, to avoid
activity loss, the targeted cysteine couples that included one of the copper coordinating
residues (His-35, His-144 and Phe-219) were eliminated from the entire A and B-list. In
total, a list of 16 disulfide introductions was preserved in this way and can be found in table
6.2. The residues part of the top 20 most flexible positions are indicated with an asterisk
and also the sum of B factors from both possible cysteine partners is listed. Interestingly
a rearrangement of a disulfide bridge was also included: the native bond C48-C66 being
substituted by P61C-C66. Therefore, cysteine at position 48 was mutated into an alanine
to avoid expression hurdles or aberrant disulfide bonds due to the free -SH group346;347;449.
Effect on thermal stability
All of the predicted disulfide bridges were then introduced individually by site-directed muta-
genesis (SDS-PAGE gel with purified enzymes in supplementary figure S6.4). The stability
of the corresponding enzyme variants was screened by DSF (Table 6.2 and Fig. S6.6). Un-
fortunately, the effect of three of the suggested crosslinks could not be measured because
the protein expression was much too low for practical purposes. The other linkages showed
a variable effect on Tm, i.e. nine resulted in a significant decrease (p<0.05, Student t-test)
and four in an increase (p<0.05, Student t-test). Interestingly, mutation S73C was involved
in two beneficial combinations, but only the one with the highest increase (S73C-A115C)
will be used in further combinations. Despite the fact that A115C was involved in the highest
thermostability improvement, this mutation was also part of a slightly destabilizing disulfide
introduction (Q72C-A115C).
It should be noted that few variants failed to express, even after various optimization
attempts (Table 6.2). This positional effect has earlier been described for disulfide intro-
ductions346 but is very hard to predict or rationalize. Furthermore, the effect of a single
mutation can also be remarkably variable, as several residues could form the basis of more
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than one bond but with a different outcome, i.e. from 2 beneficial combinations (S73C),
over a beneficial and neutral introduction (A115C), a beneficial and disadvantageous ef-
fect (P61C), to non-expressed proteins (P41C). This suggests that the stabilizing effect is
caused by a specific residue couple and cannot be predicted by one residue only.
Nr Residue 1 Residue 2 MODIP-grade DbD Sum of B-factors Tm (°C ) 4 Tm (°C )
WT C48 C66 A X 20.96 51 ± 1 -C103 C222 A X 13.89
1 A143C P183C * A X 32.78 53 ± 1 +2
2 A52C P61C * A X 31.40 56 ± 1 +5
3 A52C L59C * B X 30.75 45 ± 1 -6
4 P61C * C66 (C48A) B X 27.78 N.d. /
5 Q72C * A115C B X 24.48 49 ± 1 -2
6 S73C D112C A X 22.66 54 ± 1 +3
7 S73C A115C A X 21.04 60 ± 1 +9
8 M39C E137C A X 18.52 47 ± 1 -4
9 P41C T126C A X 17.3 N. d. /
10 R92C Y96C A X 16.48 44 ± 1 -7
11 R125C D224C A X 15.49 40 ± 1 -11
12 P41C S223C A X 15.03 N.d. /
13 T45C W81C A X 15.01 44 ± 1 -7
14 S104C F113C A X 14.72 40 ± 1 -11
15 V37C S221C A X 13.45 44 ± 1 -7
16 A105C F220C A X 12.07 46 ± 1 -5
Table 6.2: Overview of all extra disulfide bonds evaluated in this study with their resulting melting temperature
(Tm). The melting temperature (Tm) of 3 combinations could not be determined (N.d.). The bold face and asterisk
(*) after the residue means the WT residue is in the top 20 of most flexible residues. The sum of B factors of both
residues is also given. The stabilizing linkages are highlighted in gray.
Every disulfide bond that increased the thermal stability was also evaluated in combi-
nation with another stabilizing linkage via a full factorial design (table 6.3). An SDS-PAGE
gel with all purified enzymes can be found in figure S6.4 and DSF curves in figure S6.7.
Since serine 73 was involved in 2 beneficial combinations, only the one with the highest
increase (S73C-A115C) was used in combinations. The combined variants revealed that
their effect on Tm is more or less additive. However, a second peak at a lower temperature
in the melting curve started to emerge in all cases (Figure 6.8). The combination of A143C-
P183C with either A52C-P61C or S73C-D115C (Double 1 (D1) and Double 2 (D2)) resulted
in both cases in an additional increase leading to a Tm of 59 °C and 63 °C respectively,
and a second signal that is relatively small. However for the combination A52C-P61C and
S73C-D115C (Double 3(D3)), the left peak became more prominent than the right peak.
With the variant that contained all three of the additional disulfide bridges (Triple (T)), the
unfolding curve even appeared to be the result of multiple overlapping peaks, from which
Tm-values of 40, 51 and 70 °C could be deduced.
To summarize the results, the thermal stability was increased based on the melting
temperature from 51 °C for the wild-type to 60 °C for the best single disulfide introduction
(S73C-A115C) and 63 °C for the best combined disulfide introduction (A143C-P183C and
S73C-A115C, Double 2 in table 6.3). Since biomass degradation is usually performed at
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Combinations A143C-P183C A52C-P61C S73C-A115C Tm (°C ) * 4 Tm (°C )(4 Tm = +2 °C ) (4 Tm = +5 °C ) (4 Tm = +9 °C )
Double 1 (D1) X X 33 ± 1 (8 %) -18
59 ± 1 (92%) +8
Double 2 (D2) X X 35 ± 1 (22 %) -16
63 ± 1 (78 %) +12
Double 3 (D3) X X 46 ± 1 (69 %) -5
67 ± 1 (31 %) +16
Triple (T) X X X 40 ± 1 (42 %) -11
51 ± 1 (47 %) +0
70 ± 1 (11 %) +19
Table 6.3: Overview of all combined variants and the apparent melting temperature. *: Values derived from the
different peaks in the spectrum, with the relative amplitude (peak heights) in between brackets. (n=3, error =
standard deviation)
50-60 °C, increasing the Tm to values above that temperature is a very useful outcome.
Indeed, the classical cellulases have already been extensively engineered for exactly that
purpose. Lantz and coworkers present an overview of industrially relevant Trichoderma
reesei (now Hypocrea jecorina) cellulases with an apparent melting temperature ranging
from 61 to 77 °C. They even improved the mixture by engineering HjCel6A to obtain a
Tm increase from 67 to 74 °C25. So even the Tm of our best variant is still at the lower
end of the spectrum and further engineering techniques might be required to avoid limiting
circumstances due to the LPMO performance.
Additionally, the activity was measured after overnight incubation with PASC to make
sure activity was not lost due to the disulfide introductions. The resulting amount of cel-
lobionic acid formation is shown in figure S6.8. However, this must be interpreted carefully
because the test was only performed once. The activity might be decreased for 2 bene-
ficial mutants S73C-D112C and S73C-A115C. In contrary, these decreases were not ob-
served in combinations, suggesting the observed decrease included a measurement error.
Furthermore, 2 disulfide introductions might increase the activity at 37 °C. More thorough
investigation is therefore required to make any conclusion.
Improved kinetic stability due to additional disulfide bridges
In order to investigate the practical effects of the ambiguous melting pattern, the combined
variants were also evaluated with respect to their resistance against inactivation (kinetic
stability) at higher temperatures (2h at 80 °C). All enzymes showed a comparable activity
before incubation, meaning that the mutations did not affect their catalytic machinery (Fig-
ure 6.9). Differences could be observed. However, when comparing the samples that were
pre-incubated for two hours at 80 °C. In particular, variant D2 offered a clearly improved
kinetic stability, with 58% of its activity remaining compared to only 34% for the wild-type
enzyme (p=0.02, Student t-test). Interestingly, the variants for which the Tm curves showed
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Figure 6.8: Melting curves of combined disulfide introductions. The melting curve of the wild-type enzyme is
shown in black (dotted curve), while the combined disulfide introductions are colored as follows: Double 1 (A143C-
P183C and A52C-P61C) in yellow, Double 2 (A143C-P183C and S73C-A115C) in green, Double 3 (A52C-P61C
and S73C-A115C) in blue, Triple (A143C-P183C, A52C-P61C and S73C-A115C) in red. The experiments were
performed in triplicate, but only one curve is shown hear for clarity.
pronounced multiple peaks (i.e. D3 and T) had a very low residual activity, indicating that
the mixed denaturation pattern has a negative effect on heat resistance.
When combining the individual disulfide bridges, an unexpected phenomenon was ob-
served, i.e. the appearance of additional unfolding peaks in the melting curve (Fig. 6.8).
Although one peak always seems to originate from the additional effect of the beneficial
bonds, the other signals correspond to Tm-values that are considerably lower, even lower
than that of the wild-type enzyme (Table 6.3). Furthermore, the variants for which the addi-
tional peaks became very prominent (D3 and T) also showed a diminished residual activity
after heat treatment (Figure 6.9). One possible explanation could be the formation of un-
intended bonds between the available cysteine residues, resulting in isomers that are less
stable than the target structure. Such behavior is known as disulfide scrambling450 and
has been reported in literature for leech carboxypeptidase inhibitor451, Thermobifida fusca
Cel6A346 and IgG2 monoclonal antibodies452. For example, residues Ala-52 and Ser-73
are both relatively close to the native cross-linked Cys-66 and could become part of a mis-
matched pair after their mutagenesis to cysteine. Remarkably however, the introduction of
either A52C-P61C or S73C-A112C seems to have a beneficial effect in combination with
the native C66-C48 bond, while the combination of all three crosslinks (in D3 or T) results
in a deteriorated stability. When all parameters are taken into account, the best performing
variant seems to be D2 (combination of A143C-P183C and S73C-A115C) as this variant
shows only a very small aberrant peak in its melting curve and offers an almost doubled
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Figure 6.9: Effect of heat treatment on variants with combined crosslinks. The peak area of cellobionic acid
was taken as comparison after HPAEC-PAD analysis. The dark gray shows the activity when the enzymes were
incubated for 4 hours on ice. The light gray bars indicate the activity left when pretreated for 2 hours at 80 °C and
subsequently 2 hours on ice. (n=3, error = standard deviation)
Structural implications
Disulfide engineering has been applied in the field of cellulases with varying outcome in
terms of stability improvement377;382;453. Moreover, the location of the crosslink has to be
carefully chosen not to perturb the activity. For example, adding extra disulfide bridges
across the tunnel region of the exocellulase Thermobifida fusca Cel6B did not yield an in-
crease in melting temperature and resulted in a decrease in ligand binding so that lower
activity and processivity were measured454. In the case of ScLPMO10C, the actual copper-
coordination residues (His-35, His-144 and Phe-219) were left untouched. Interestingly,
alanine 143 was involved in a putative crosslink with stabilizing outcome even though its
neighboring residues histidine 144 (binds copper) and alanine 142 (shields copper114;246)
are crucial and strictly conserved. Additionally, the introduced crosslink A143C-P183C is
situated in the cellulose binding surface. Nonetheless, similar activities (after incubation on
ice) were measured for all of the combined variants (figure 6.9), what indicates the activity
is left untouched. This could probably be expected because alanine 143 itself is not a con-
served residue within the AA10 family (Figure S6.1) and the disulfide bond did not alter any
of the aromatic residues in the surface, still allowing the protein to bind its substrate. Note-
worthy, all other beneficial disulfide bonds are situated in the L2-loop (indicated in green on
figure 6.10). This loop is suggested to be responsible for substrate specificity13, because
it differs significantly in length and conformation between the different LPMOs in a family.
In LPMO10C, it would be responsible for at least half of the substrate binding surface114.
Nonetheless, all enzyme variants showed a comparable product profile that contains none
of the keto-aldonic acids that are characteristic for the other LPMO classes (Figure S6.9).
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Figure 6.10: Detailed view of the location of the beneficial disulfide bridges. The variable L2 loop is colored in
green and the active site is colored blue, while the copper ion is represented by an orange sphere and the native
S-S bonds are colored yellow. An overview pictures is given where the cellulose binding surface is at the bottom
of the protein. (A) Location of residues A143-P183 from a bottom point of view. They are located next to the active
site, indicated in blue, and situated in the cellulose binding surface. (B) P61 and A52 can form a crosslink that is
about parallel to the native C66-C48 bond. (C) S73 can form a disulfide bridge with either D112 or A115, both
resulting in a higher melting temperature. Figures were made with PyMol 73
Figure 6.10 B and C shows the location of the 3 other beneficial disulfide introductions.
Cysteine pair A52C-P61C forms a connection in the most flexible region of the protein
(FLEXI 1 from figure 6.3 on page 158) and is almost parallel to the native bond C48-C66.
Although longer loop lengths (>25 residues) are usually preferred for a stabilizing effect455,
this shows an exceptional case for the native as well as the engineered linkage. The last
two possibilities (Panel B) connect serine 73 to either alanine 115 or aspartate 112 (table
6.2). Serine 73 is not part of the 10 % most flexible residues, but residue 71 and 72 are,
which might contribute to the stabilizing effect (for overview with flexible regions, see also
additional figure S6.2). The connecting residues have a medium to low flexibility (B factor of
D112 is 10.6 and A115 8.6 while the average is 10.5). All 3 residues are found at the protein
surface what is known to have a beneficial effect387. The crosslink S73C-A115C shows the
biggest increase in thermostability, probably because it connects 2 (almost) parallel alpha-
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helices, which could highly increase the overall packing.
Reflections on the strategy of disulfide introductions
The results presented in this topic, describe the introduction of 16 additional crosslinks, a
rather big amount that can teach some lessons for future disulfide engineering, especially
in the light of set reduction. First of all, the last 6 couples in table 6.2 all had a negative
effect on the melting temperature. This can be explained by the close proximity of a na-
tive disulfide bridge. Indeed they are all at 3 or less residues apart from a native cysteine.
However, alanine 52 is situated at only 4 residues of native cysteine 48 and did yield a 5 °C
increase in Tm in one case and a 6 °C decrease in another. Secondly, the combination of
MODIP (grade A) and disulfide by design has been used before344;392;453 and shown to be
valuable in this study. Despite the use of MODIP grade B was shown here to be omitted.
Furthermore, B factors (as used before392) seems a reliable parameter to reduce the list of
possible linkages. Taking MODIP grade A and the 5 highest sum of B factors would have
reduced the tested set to 5 disulfide introductions only, and at the same time would have
resulted in an enormous increase in success ratio. One must take care nonetheless, that
not the result with the highest sum of B factors yields the highest Tm increase. In this case,
the highest increase corresponded to only the fourth one on the list.
As a general remark, although stability engineering through disulfide introduction does
not seem the method of choice for an enzyme produced in E. coli, we have shown here
the potency the method holds in this expression host too. Most proteins are expressed
in the cytosol while this environment does not provide the oxidative needs for disulfide
formation. In LPMO research, correct processing of the protein is very important to obtain
a free histidine at the N-terminus for an intact copper-coordination center. Cytoplasmic
expression combined with the use of a cleavable part has shown its usefulness26, but also
expression in the periplasmic space is an option often considered142;246;306;456. Periplasmic
expression also holds other advantages than an intact N-terminus, namely the possibility
to form disulfide bridges (presence of Dsb machinery and oxidative environment) and the
lower protease content312. Our results show a positive outcome of this expression and
engineering strategy combination. However, a drawback is the relatively low protein yields.
This issue can be addressed by the use of knock-out strains that provide a sufficiently
oxidizing environment with formation of disulfide bridges in the cytoplasm and provide the
correct machinery457;458. Furthermore, the protein can be obtained from the supernatant
with successful disulfide introduction454. This can contribute to making the method more
valuable in E. coli.
170
THERMOSTABILITY ENGINEERING OF ScLPMO10C
6.3 Conclusion
Rational engineering of surface residues via introduction of extra ion pair networks is a
complex operation, that did not yield stabilized variants in this work. However, this method
has proven valuable in former work. The use of computer algorithms and combination of
multiple mutant residues could improve the success ratios.
Disulfide engineering was shown to be a powerful tool for increasing the thermody-
namic stability of ScLPMO10C. Indeed, the enzyme’s apparent melting temperature could
be increased from 51 °C to 63 °C by the introduction of two additional disulfide bridges
(A143C-P183C and S73C-A115C). Furthermore, this variant displayed a drastic increase
in residual activity after incubation at 80 °C. Remarkably, however, some mutations resulted
in a melting pattern with multiple peaks and concomitant deterioration of thermostability.
This means that caution is advised when several cysteine residues are introduced in close
proximity, since these can become part of unwanted bonds. For the design of disulfide
bridges, the combination of MODIP (grade A) and DbD was confirmed to be especially
valuable when targeting the most flexible positions (high B-factor) in the protein structure.
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6.4 Materials and methods
The experimental procedure for differential scanning fluorimetry (DSF) can be found in
chapter 4. For comparable results, the protein samples were diluted to the concentration of
the sample with the lowest yield, with a minimum of 0,200 mg / mL.
6.4.1 Site-directed mutagenesis of ScLPMO10C
Streptomyces coelicolor LPMO10C preceded by its native secretion signal (ScLPMO10C-
NSS) served as template for mutagenesis. The protein sequence is cloned in the constitu-
tive expression plasmid pCXP34317, explained in chapter 4.
All mutants were created using the method of Sanchis and coworkers268. However,
instead of using a single PCR-reaction, the creation of the mega-primer and whole plasmid
PCR were separately performed to obtain higher yields. For these reactions Primestar
GXL DNA polymerase (Takara Bio Inc) and Pfu Ultra AD polymerase (Agilent Technologies)
were used respectively following manufactures´ instructions. The required forward primer
sequences are listed in table 6.4, while the same reverse primer (5´-CATCCGTCAGGA
TGGCCTTC-3´) was used for all mutants. After dpnI restriction digest, 20 µL in-house
prepared296 electrocompetent BL21 (DE3) cells was subjected to electroporation with 2
µL of the mixture. Cells were selected on LB plates containing 100 µg / mL ampicillin.
The correct sequence of the mutated versions of ScLPMO10C was confirmed (Macrogen
Europe) before enzyme production.
6.4.2 Protein expression and purification
E. coli cells were grown in 250 mL terrific broth medium (1.2 % tryptone, 2.4 % yeast
extract, 0.4 % glycerol, 0.017 M KH2PO4 and 0.072 M K2HPO4) containing 100 µg / mL
ampicilin. The cultures were inoculated with 2.5 mL of an overnight-grown preculture and
they were incubated at 30 °C for 18-20 hours, while shaking at 200 rpm.
The cells were pelleted by centrifuging 10 minutes at 3200 x g at 4 °C and the periplas-
mic fraction was isolated in two steps. The first fraction was obtained by re-suspending the
pellet in 12.5 mL (1/20 of the culture volume) of a 20 % (w/v) sucrose, 100 mM Tris-HCl
(pH 8) and 1 mM EDTA solution and subsequently incubating on ice for 30 minutes. After
centrifugation (20 minutes 4500 x g), the supernatant was kept. Next, the cell pellet was
resuspended in 12.5 mL 5 mM MgCl2 solution and incubated for 20 minutes on ice. The
suspension was centrifuged for 20 minutes at 4500 x g again and the resulting supernatant
was pooled with the former one and stored at -20°Cupon use, while the cell pellet was
discarded.
The protein was purified by immobilized metal ion affinity chromatography (IMAC) using
1.5 mL Ni-NTA agarose slurry (MC-lab) in 10 mL purification columns. The resin was first
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Mutation Primer sequence (5´−→ 3´)










































Table 6.4: Overview of the mutagenic forward primers used for site-directed mutations in ScLPMO10C.
washed with 10 mL distilled water and equilibrated with 2 x 10 mL PBS buffer (50 mM
sodium phosphate and 300 mM sodium chloride at pH 7.4) containing 10 mM imidazole.
The same concentration imidazole was added to the samples and the first 10 mL was
applied to the column. The columns were incubated at 4 °C for 30-60 minutes while gently
rotating to allow binding to the resin. The suspension is settled down by gravity. More
sample is applied and incubated at 4 °C until all sample is loaded to the column. Next, the
column is washed with 3 x 8 mL 20 mM imidazole in PBS-buffer and the protein is finally
eluted in 10 mL 100 mM imidazole solution. The buffer is exchanged for 50 mM Sodium-
acetate buffer pH 5 and 25 times concentrated using Vivaspin 6 columns with 10 K PES
membrane (Sartorius). The protein content was measured using a Nanodrop (absorbance
at 280nm). The extinction coefficient of 75775 M-1 cm-1 was calculated using the Protparam
tool on the ExPASy server (http://web.expasy.org/protparam/). The purity was evaluated
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using SDS-PAGE (12% gels) and subsequent coomassie staining (QC Colloidal coomassie,
Biorad).
6.4.3 Activity testing and HPAEC-PAD
The activity on phosphoric acid swollen cellulose (PASC) was measured to ensure all mu-
tants had remained active. For that purpose, 5-10 µM of ScLPMO10C was mixed with 1
mM ascorbic acid and 1.2 % (PASC), prepared from Avicel PH-101 (Sigma- Aldrich) follow-
ing instructions from Wood276. A 10 mM sodium acetate buffer pH 5 was used to adjust the
volume to the final volume (usually 150µL or 750µL). The Eppendorf tubes were incubated
overnight at 37 °C while shaking at 1400 rpm in an Eppendorf Thermomixer. The reaction
was stopped by heat-inactivated the enzyme at 95 °C for 10 min. The reaction products
were analyzed by HPAEC-PAD using the method described by Forsberg and coworkers26.
The peak area of cellobionic acid was used as a measure for activity since it is a charac-
teristic product that gives a strong signal and is nicely separated from the others.
6.4.4 Heat treatment
To evaluate the heat resistance, the best mutants were subjected to a treatment at 80 °C
(hot water bath) for 2 hours and subsequent incubation for 2 hours on ice. Identical enzyme
aliquots were incubated for 4 hours on ice at the same time. A mixture containing ascorbic
acid, PASC and buffer was added to the enzyme after incubation to start an activity test
at 37 °C. The peak area of the products after HPAEC-PAD analsyis was used to compare
the amount of activity with or without heat treatment. If necessary, disulfide bridges were
chemically broken by addition of 10 mM tris(2-carboxyethyl)phosphine (TCEP)441;442.
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Figure S6.1: Multiple sequence alignment (MSA) of ScLPMO10C and the bacterial AA10 members with known
crystal structure and highest sequence identity (Table S6.1). The secondary structure is indicated on top, as
well as the disulfide bridges (S-S). (red box/white character: strictly conserved residue; yellow box/red character:
similarity within group (black letter differs); acc: accessibility score (white is buried, cyan is intermediate, blue
is accessible and blue with red border is highly exposed), hyd: hydropathy score (pink is hydrophobic, gray is
intermediate and cyan is hydrophilic, R: residues involved in rational design approach (section 6.2.2), D: residues
involved in disulfide engineering strategy (section 6.2.3). A gray star indicates the copper coordinating residues.










Organism LPMO UniProt ID PDB % identity Active site residues Substrate Source
Streptomyces coelicolor ScLPMO10C Q9RJY2 4OY7 100 H35-H144-F219 cellulose (C1) 114
Cellvibrio japonicus CjLPMO10A B3PJ79 5FJQ 35.80 H37-H136-F207 chitin 138
Thermobifida fusca TfLPMO10A (E7) Q47QG3 4GBO 32.40 H37-H144-Y213 cellulose (C1/C4), chitin 114
Streptomyces lividans SliLPMO10E - 5FTZA 32.35 H30-H120-F193 chitin (C1) 439
Streptomyces coelicolor ScLPMO10B Q9RJC1 4OY8 31.28 H43-H150-Y219 cellulose (C1/C4), chitin (C1) 114
Anomala entroopoxvirus fusolin (ACV34) - 4YN1 27.37 H1-H144-F225 N.d. 167
unidentified entopopoxvirus fusolin - 4YN2 27.13 H1-H142-F222 N.d. 167
Vibrio cholerae VcAA10b Q9KLD5 2XWX 25.86 H24-H121-F193 chitin (C1) 307
Melolontha melolontha fusolin Q83389 4X29 25.79 H1-H144-F225 N.d. 167
Bacillus amyloquefaciens BaAA10A (ChbB) E1UUV3 2YOX 25.14 H8-H125-F196 α and β chitin 144;246
Enterococcus faecalis EfAA10A (EfCBM33A) Q838S1 4ALT 24.53 H29-H114-F185 chitin(C1) 459
Jonesia denitrificans JdLPMO10A C7R4IO 5AA7 22.70 H32-H109-F164 chitin (C1) 460
Serratia marcescens SmAA10A (CBP21) O83009 2BEM 22.62 H28-H114-F187 chitin (C1) 461
Burkholderia pseudomallei BpAA10A Q3JY22 3UAM 19.34 H19-H122-F205 N.d. -
Table S6.1: Overview of all AA10 members with revealed crystal structure. The PDB code, active site residues and substrate specificity are given as well. The percentage
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Figure S6.2: Beneficial disulfide introductions linked to B factor. The upper part shows again the average B-factor per residue in function of the residue number. Yellow
bars are the top 20 most flexible amino acids, blue bars represent the residues within a distance of 6 Åfrom the copper ion. The native disulfide bridges are indicated on
top, while the introduced and beneficial ones are drawn below the diagram. The bottom figure adds the secondary structure of the protein, including an indication of the



























































































































































































Figure S6.4: SDS-PAGE analysis of all variants of ScLPMO10C with introduced disulfide linkages.
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Figure S6.5: Overview of DSF curves for all mutants for the rational engineering strategy. The inflection point
of the curve corresponds to the apparent melting temperature. This is 51 °C for the wild-type ScLPMO10C, as
indicated with a black dotted line. Experiment was performed in triplicate, but only one curve is shown here for
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Figure S6.6: Overview of melting curves for all mutants for the disulfide engineering strategy. The melting curve
shows the increase in fluorescence while heating the sample from 20 to 95 °C (1 °C / min increment). The inflection
point of the curve corresponds to the apparent melting temperature. This is 51 °C for the wild-type ScLPMO10C,
as indicated with a gray dotted line. Experiment was performed in triplicate, but only one curve is shown here for
clarity. The relative fluorescent units (RFU) were normalized for better comparison. The black frames indicate the
beneficial variants.
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Figure S6.7: Overview of melting curves for combined mutants in the disulfide engineering strategy. The melting
curve shows the increase in fluorescence while heating the sample from 20 to 95 °C (1 °C / min increment). The
inflection point of the curve corresponds to the apparent melting temperature. This is 51 °C for the wild-type
ScLPMO10C, as indicated with a gray dotted line. Experiment was performed in triplicate, but only one curve is
shown here for clarity. The relative fluorescent units (RFU) were normalized for better comparison. The black













































































































Figure S6.8: Effect of additional disulfide bridges on the protein’s activity. Measured as the cellobionic acid
produced after overnight incubation at 37 °C and products measured with HPAEC-PAD. (Double 1: A143C-P183C
and A52C-P61C, Double 2: A143C-P183C and S73C-A115C, Double 3: A52C-P61C and S73C-A115C, Triple:
































Figure S6.9: HPAEC-PAD profile of all disulfide variants. The proteins were incubated overnight with PASC
at 37 °C, pH5. After inactivation (95 °C), the product profile was analyzed using HPAEC-PAD. Neutral cello-
oligosaccharides and aldonic acids (C1-oxidized) are formed, while keto-aldonic acids (C4-oxidized) are lacking.
Beneficial single and combined disulfide introductions are indicated in green and gold, respectively.
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The discovery of lytic polysaccharide monooxygenases (LPMOs) has revolutionized our
view on cellulose degradation14;163. Indeed, these copper-dependent enzymes boost the
activity of the classical endo- and exocellulases by making the substrate more amenable
after oxidative cleavage of crystalline cellulose15. The biggest bottleneck in making lig-
nocellulosic biomass a suitable feedstock for second generation biorefineries is the cost,
mainly attributed to pretreatment and required high enzyme loadings. Therefore, these LP-
MOs have the potential to reduce the costs462. As a matter of fact, they can potentially
decrease the severity of the pretreatment, reduce enzyme loadings or shorten saccharifi-
cation time.
In this PhD thesis, the final goal was to study and improve the stability of LPMOs through
various protein engineering strategies. Indeed, stability is an industrially important parame-
ter, yet unexplored for LPMOs. To that end, two different enzymes from the two main LPMO
classes for biomass degradation were selected as case study19, namely Trichoderma ree-
sei Cel61A as representative of auxiliary activity family 9 (AA9) and Streptomyces coeli-
color LPMO10C of auxiliary activity family 10 (AA10). For each enzyme, three subsequent
stages were run through (Figure 7.1): first, the enzymes were heterologously expressed.
Next, an evaluation method for stability and activity was tested, where after different protein
engineering techniques were applied, as listed in the scheme.
Trichoderma reesei Cel61A (AA9)


























  fluorimetry (DSF)
STABILITY:
ACTIVITY:
Figure 7.1: Schematic overview of the PhD thesis. (vertical arrow point at transfer of knowledge from one part to
succeed in another)
In summary, the ten major achievements of this PhD thesis are:
1. Construction of an inducible expression system for TrCel61A in P. pastoris and
proof that the native secretion signal is superior in comparison to the generally used
184
GENERAL DISCUSSION AND OUTLOOK
α-mating factor from S. cerevisiae considering both yield and N-terminal processing
(Chapter 2).
2. Construction of a constitutive expression system for ScLPMO10C in E. coli with
both a cleavable N-terminal part, when the LPMO is isolated from the cytoplasm or a
mature enzyme isolated from the periplasmic fraction by use of the native secretion
signal (Chapter 4).
3. Evaluation of DSF for measuring the thermodynamic stability of an LPMO for
both TrCel61A (Chapter 3) and ScLPMO10C (Chapter 4). The method is repro-
ducible, accurate and sensitive to measure differences as small as 1 °C.
4. Characterization of TrCel61A as a type-3 LPMO with suggested additional activity
on short oligos (DP 5 and higher) and an apparent melting temperature of 62 ± 1 °C
(Chapter 3).
5. Characterization of ScLPMO10C as a type-1 LPMO (confirmation of earlier litera-
ture) with an apparent melting temperature of 51 ± 1 °C (Chapter 4).
6. Expression of an active TrCel61A, lacking CBM, when glycosylated linker is still
attached to the protein. A slight decrease in stability was observed for the resulting
enzyme (Chapter 5).
7. Successful introduction of additional disulfide bridges and N-glycosylation po-
sitions in TrCel61A, while still obtaining active enzyme variants with a comparable
thermodynamic stability. This mutagenesis strategy was inspired by the stabilizing
effect of native glycans and disulfide bridges (Chapter 5).
8. Construction of 2 de novo enzymes, based on a consensus strategy of family
AA9 (LPMO-3), where both enzymes were expressed with and without linker and
CBM (Chapter 5).
9. Disulfide bridges were found to be important in LPMOs: Both wild-type enzymes,
i.e. ScLPMO10C and TrCel61A, show an unusual activity after 80 °C treatment due to
disulfide bridges. Introduction of extra disulfide bridges yields a highly variable effect
on stability of the protein (Chapter 6)
10. A +12 °C increase in thermodynamic stability was obtained by disulfide engi-
neering. The variant also exhibited and improved residual activity (∼ x2 compared to




7.2.1 Key to successful expression: control N-terminal processing
Despite the fact that the exact amino-terminal processing does not matter for most pro-
teins, it is known that LPMOs have the unusual requirement of strict processing to obtain a
precise amino-terminus. Indeed, an N-terminal histidine side chain is involved in copper co-
ordination together with the actual NH2-terminus and a second distant histidine side chain,
forming all together the so-called "histidine brace"11. Focusing on this special character-
istic has led to successful heterologous expression in this PhD thesis in both P. pastoris
and E. coli as expression host. In Chapter 2, different secretion signals were compared in
that respect, with very promising results: higher yields than earlier described in P. pastoris
for LPMOs and certainty of a 100 % correctly N-processed enzyme population by use of
the protein’s native secretion signal. Moreover, the comparison also showed that the most
commonly used α-mating factor from S. cerevisiae is not always the best option. Many
alternatives can be evaluated, whereas the native secretion signal in particular should be
taken into account. Furthermore, for expressing ScLPMO10C in E. coli, the sequence was
preceded by its native secretion signal as well. This resulted in successful expression of
an active LPMO. In addition, it was found that an N-terminal extension to ScLPMO10C re-
sulted not only in complete activity loss but also in a significant decrease in thermodynamic
stability (-7 °C). This clearly indicates the enzyme fold has been disturbed and a new weak
point for denaturation initiation has been introduced (Chapter 4). Complete removal or re-
placement of the copper ion by other divalent cations was earlier shown in literature to have
an even larger effect, with decreases up to -20 °C in thermodynamic stability246. Although
the N-terminal histidine residue is closely evaluated, the N--methylation that is present in
all fungal LPMOs has not been taken into account265. In case of TrCel61A, the native host
does perform this modification, while P. pastoris is unable to do this. The function of the
alkyl substituent is unknown so far. A recent study with TrCel61A, produced in the native
host, suggest a difference in regiospecificity (relatively more C4-oxidation)266.
Even though the heterologous expression systems of the two LPMOs seem very differ-
ent at first sight, especially because the eukaryotic and prokaryotic character of the hosts,
they comprise a highly parallel strategy (Table 7.1). In both cases, the use of a secre-
tion signal was the preferred option to secure an authentic N-terminus combined with a
relatively simple purification method from the medium fraction or periplasmic fraction, re-
spectively. Using an N-terminal cleavable parts was in both hosts established, although
concluded to be more labor-intensive. First, in P. pastoris, isolation of a secreted protein
from the medium fraction was evaluated because this secretory pathway also benefits from
formation of disulfide bridges and N-glycosylation, which both were shown to contribute to
stability (Chapter 5). Moreover, following this strategy also merits the well-known advan-
186
GENERAL DISCUSSION AND OUTLOOK
tage of low endogenous protein content and low protease activity which results in simple
protein purification261. Indeed, a simple ultrafiltration was in most cases sufficient. Second,
in E. coli, periplasmic expression was evaluated because secretion in the medium fraction
is not widely used since it was found to be rather complicated463. Periplasmic expression
in E. coli has comparable advantages to the secreted fraction from P. pastoris such as
the ability to form disulfide bridges and low protease content (compared to cytoplasm)305.
Nonetheless, techniques for cytoplasmic expression are much better developed, whereas
periplasmic expression is mostly used if problems occur for the cytoplasm such as forma-
tion of inclusion bodies, wrong protein formation and protein toxicity305.
Next to these similarities mentioned above, a clear difference between the two systems
can be found in the way expression is switched on: in P. pastoris an inducible expression
was used261, while a constitutive expression for E. coli 317. The huge advantage of an in-
ducible system is the strict regulation, while the advantage of constitutive expression is the
ease and lower labor-input, especially when thinking about large mutant libraries. One in-
ducible promoter (Glyceraldehyde-3-phosphate dehydrogenase (GAP)) was also evaluated
for P. pastoris, but did not yield good expression of the protein (Chapter 2). No further effort
was put into varying the promoter strength since large libraries would anyhow not be conve-
nient in an integrative expression system and in addition, as long as no fast and convenient
LPMO assay exists, library screening is out of reach (see next topic).
TrCel61A in P. pastoris ScLPMO10C in E. coli
1. Native secretion signal 1. Native secretion signal
• Authentic N-terminus ensured • Authentic N-terminus ensured
• More convenient than cleavable part (enterokinase
cleavage)
• More convenient than cleavable part (factor Xa)
• Performs better than other secretion signals in terms
of yield and N-terminal processing
2. Isolation from medium fraction 2. Isolation from periplasmic fraction
• Disulfide bridge formation • Disulfide bridge formation
• Glycosylation
• Low protease activity • Low protease activity
• Low endogenous protein secretion • Low endogeneous protein load in periplasm
• Easy down-stream processing (Ultra-Filtration) • Easy down-stream processing (e.g. osmotic shock)
3. Inducible expression (pAOX1) 3. Constitutive expression (pCX34)
• Strict regulation possible • No regulation possible
• More labor-intensive • Less labor intensive, preferred for library screenings
Table 7.1: Comparison of two different expression systems for the two LPMO families.
Just like other cellulases, LPMOs are always secreted enzymes in nature. This is easily
explained by its function to degrade an extracellular substrate, so that the resulting simple
sugars are transported in the cell as nutrients. An additional benefit of using this strategy
is that active LPMOs will not end up in the cytosol. Assuming they would, in absence of
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cellulose substrate, start generating reactive oxygen species (ROS) and provide stress in
the cell, thereby damaging DNA, RNA, proteins and lipids.
7.2.2 LPMO (stability) engineering: Challenge accepted!
Regardless of what characteristic of a protein one wants to engineer and how the genetic
diversity is created, a crucial prerequisite for finding a variant with the desired characteris-
tic is a good screening or selection method. This is the main reason why so little studies
published today involve engineering of LPMOs, despite the high interest in these proteins.
Analysis of LPMO activity is very challenging on quantitative and even qualitative level166.
The lack of a quick and convenient biochemical method has several reasons. First of all, the
actual nature of the LPMO reaction results in generation of products with different degree
of polymerization combined with oxidation at different positions (C1- and/or C4-oxidation
have been described). Furthermore, the shortage of commercially available standards, use
of insoluble substrates, auto-oxidation of the electron donor by dissolved Cu(II) and spon-
taneous decomposition of the C4-oxidized products in aqueous solutions and at high pH
(∼ HPAEC) further hampers the development process of a suitable method280. In addition,
the resulting product of one LPMO intervention can form the substrate for its next action.
The most powerful and thus most popular method to date is the use of high perfor-
mance anion-exchange chromatography (HPAEC, a specialized HPLC), also used for ac-
tivity measurement in this PhD thesis. The analysis method separates neutral from C1- and
C4- oxidized cellulose products and also internally on degree of polymerization. However,
the method is still lengthy and labor-intensive (typically >30 minutes per HPAEC-run is re-
quired). Moreover, the LPMO does much more than one can observe since only soluble
products are analyzed and the interpretation is complicated by subsequent use of reaction
products (as for example shown in Chapter 3 for TrCel61A). In addition, for type-3 LPMOs,
the double oxidized products are very difficult to separate, let alone identify. Instead of
monitoring all products of the HPAEC-trace, often the reaction rate of one single product is
followed as representative for the reaction. One should choose a short oligo to make sure
it is an actual end-product of the reaction. Furthermore, it should be preferentially one of
the predominant products and be nicely separated in the chromatogram. In that respect,
cellobionic acid was selected in this PhD thesis. While we used peak area of the resulting
product for quantification, peak height can also be used as shown in a recent publication, in
which the authors monitored C4-oxidized cellobiose (Glc4gemGlc)183. However, the pitfall
is that you screen for production of that specific product only and not the total amount of
oxidation reactions performed. In other words, if the LPMO variant would make less of the
monitored product, but 100 times more of another product, one will never find it.
188
GENERAL DISCUSSION AND OUTLOOK
Some alternative approaches that endeavor more high-throughput screening have been
proposed. These include the use of chromogenic substrates281, the monitoring of ascor-
bate (electron donor) consumption282 and an unproductive side reaction of the LPMO: re-
duction of O2 to H2O2 245. However, these assays have all drawbacks resulting in a low prac-
tical application. For example the chromogenic substrates are not designed for enzyme ki-
netics because enzyme accessibility can be hindered in the hydrogels by the chlorotriazine
groups281;464. The use of ascorbate on the other hand is being is diminished because the
biological relevance is questioned as well as its stability during long incubation periods152.
Only the last assay (reduction of O2 to H2O2) is highly promising and has been applied in
various studies124;125;128;133. Nonetheless, the assay is often used to measure substrate
preference rather than activity, hence the side reaction only occurs in absence of a suitable
substrate. In addition, the side reaction can have different optima (such as pH optimum
as described by Yu et al282) than the actual polysaccharide oxidation reaction. Design of
a high-throughput method for LPMOs is highly cumbersome, considering the large variety
in substrates and products and additionally in electron donor specificity149, while a specific
assay is required. Presumably focusing on the common factor, the oxidation, could offer a
solution. Such an approach would also present a universal assay for cellulose as well as
hemicellulose substrates. Often high-throughput methods are colorimetric. In that respect
one can think on the use of redox indicators.
Now, in this PhD research in particular, the aim was to increase the stability of LPMOs.
Enzymes are prone to denaturation by different factors such as temperature, but also pH
and various chemicals225. It is often assumed that they are all related in a way so that
enzymes with a higher thermal stability for example would also offer more resistance to
denaturing chemicals. However, thermal stability is the best studied form and main subject
in this thesis. Two fundamental types can be distinguished, namely thermodynamic and
kinetic stability231. The first refers to the protein’s tendency to reversibly unfold, while the
last refers to the time it takes for a protein to irreversibly unfold and thus become inactive.
Although both terms clearly refer to different processes, they are often related. Indeed, irre-
versible loss of activity is initiated by partial unfolding, but in contrary to the thermodynamic
equilibrium, the kinetic process is followed by permanent change such as aggregation or
proteolytic cleavage. Measurement of kinetic stability usually relies on a solid activity test
to determine parameters like half-life of denaturation (t1/2), optimum operating temperature
(Topt) and temperature at which only half of the enzyme activity is retained after a specified
amount of time (T50). Because no fast and convenient activity test exists, measuring those
parameters for kinetic activity would be a cumbersome task. Therefore, we focused on
thermodynamic stability, which can be measured without the catalytic reaction. Parameters
reflecting this type of stability are unfolding equilibrium constant (Ku), melting temperature
(Tm) and free energy of unfolding (4Gu). These mostly require a pure protein, so that high-
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throughput possibilities are limited. In this PhD thesis, apparent melting temperature was
measured by use of differential scanning fluorimetry (DSF). This is a good initial screen to
find promising enzyme variants and the result contains very interesting information from sci-
entific point of view. However, to find the real merit of a variant in industrial applications, i.e.
its actual lifetime in a process, kinetic stability parameters are more interesting. The promis-
ing variants should therefore be further characterized on kinetic stability. To that end, the
positive hits from disulfide engineering in Chapter 6, were additionally evaluated concerning
their residual activity after 80 °C treatment before deciding on the best variant. Although
this is a limited kinetic stability test, it already indicated important differences between the
variants. In the light of more practical applications, it would be very useful to add more
experiments such as incubation at industrial relevant incubation temperatures and times to
validate the LPMO variants. For example, one could incubate the LPMO and its variants for
a few days at different temperatures (for example 50, 60 and 65 °C) and measure the resid-
ual activity afterwards. When incubating the enzymes together with substrate, a suitable
electron donor and a beta-glucosidase, the glucose content can be measured (by HPLC for
example) to find the best performing enzyme variant. Similar experiments are performed
in companies like Novozymes (See patent application ’Variants of polypeptides having cel-
lulolytic enhancing activity and polynucleotides encoding same’, number US 20130219568
A1) to find improved enzyme variants (in this case even for higher stability). Instead of
adding a beta-glucosidase, a very small amount of an industrial cellulase mixture (such as
Accelerase Trio (Dupont) or Novozym 188 (Novozymes)) can be added and one could also
monitor the gluconic acid for example to quantify the activity performed by the LPMO.
In conclusion, activity testing of LPMOs is still in its infancy and measuring thermody-
namic stability requires a rather pure protein. This means that protein engineering endeav-
ors are limited to rational methods, resulting in only small amounts of enzyme variants. This
poses a second major challenge in engineering LPMOs. Indeed, these enzymes are still
very recently discovered and very little structure-function information is available. However,
this makes the work also extremely interesting and of high-value for the scientific commu-
nity.
7.2.3 Stability engineering: is there a perfect route?
Stability remains a very important enzyme parameter and often determinant for economic
success225. First, industrial applications require stable enzymes because higher temper-
atures offer advantages such as reduced risk on contamination, decreased viscosity and
increased reaction rate. Second, the most stable variants are often taken as template for
mutagenesis199. As a matter of fact, introducing mutations that improve function are of-
ten compromised on stability and/or lead to expression loss. Third, stability engineering is
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highly interesting from a scientific point of view: the molecular basis of the protein folding
problem, which is related to many diseases, is still unresolved. One valid option is always
to look for a thermostable variant in nature, although these are not always available. For
LPMOs, 4 years ago, nothing was known on stability so that industrial (T. reesei) and/or
scientifically (S. coelicolor ) relevant representatives were chosen to study in this thesis. In
addition, the availability of a crystal structure for ScLPMO10C was a convincing factor.
Despite the numerous studies on protein stability, the effect of a mutation is still hard
to predict. It is even considered one of the most difficult problems, unresolved in protein
science323. In addition, no generic engineering method exist to increase stability, since
mutations are always context dependent234 and one single mutation often results in a very
humble improvement, if even detectable. It is usually only the concerted action of multiple
mutations that leads to a significant stability improvement324.
It should be clear by now that there is no such thing as the shortest road to success
in stability engineering rather than trial and (unfortunately) error. In this PhD thesis, ratio-
nal engineering methods were applied including disulfide engineering for both TrCel61A
and ScLPMO10C, introduction of N-glycosylation positions and consensus engineering for
TrCel61A and rational inspection of the protein surface for ScLPMO10C. The highest suc-
cess rates could most probably be expected from disulfide engineering and rational surface
inspection, while rather big differences can result from the first and only subtle differences
from the last. Consensus engineering and N-glycosylation are both somewhat long-shot
strategies because they have only known limited preceding examples and no clear rules
exist to improve the chances on success. For example consensus engineering is known to
strongly depend on the input sequences219, although this can be rationalized in many ways.
For de novo full consensus genes, the actual expression of a fully functional LPMO is al-
ready an appreciable achievement and the difference in stability found is highly interesting.
Since the apparent melting temperature of TrCel61A is already reasonable high, a more
advanced technique would be to only withdraw the LPMO sequences from thermophilic
organisms for example and start building the consensus therefrom. In our experiments,
the mutations were presumably neutralized by combining sequences with higher as well as
lower thermostability.
The engineering approach with the highest outcome in this work is disulfide engineer-
ing. Disulfide bridges are known to have the ability of lowering the conformational entropy
as compared to the unfolded state. Although this results in an increased stability, the suc-
cess ratio of disulfide introduction is limited. This is also illustrated in this research: 0/7
stabilizing introductions for TrCel61A (Chapter 5) and 4/16 for ScLPMO10C (Chapter 6).
The underlying cause is that we only have limited knowledge on where to add a disulfide
191
CHAPTER 7
bridge in the protein. Some generic rules are set such as the understanding that larger
loop lengths have higher chances on success. And also, computational tools evaluate ideal
geometric requirements to find suitable positions for cysteine pairs. Nonetheless, these
methods are not aiming at the core of the problem. As a matter of fact, the information
one actually needs is: how does the protein unfold and what parts initiate the process?
Indeed, fixating regions that are involved in early unfolding events can only stabilize the
protein465. So, on a more general note, one should first study the unfolding through for
example a molecular dynamics (MD) simulation and subsequently determine how to sta-
bilize the unfolding initiators. Despite the promising character of such an approach, there
are some impediments. First, this strategy requires coordinates of a 3D structure of the
protein and second the approach results in complex calculations. Indeed, one not only
needs special hardware (computer clusters) to perform the calculations on, but also an ad-
vanced knowledge to choose the most suitable forcefield and its parameters. Furthermore,
the calculation always leads to an outcome, although it is difficult to estimate the reliability
thereof. It is clear that these techniques hold an enormous potential to learn a lot about the
dynamics of the protein, and to save time on extensive lab work. Notwithstanding, a further
development and user-friendliness are inevitable to open the door of this fascinating area
to a more wide research community. As a proxy for this techniques, B-factor analysis is a
very useful tool to find target regions. Indeed, regions with high B-factor represent highly
flexible regions, that are likely to unfold early in the denaturation process. In addition, more
user-friendly in silico calculation tools are gradually becoming available such as for exam-
ple the FoldX web server. Empirical terms are used so that also non-specialist can easily
use the tool to predict stabilizing mutations of a protein, by calculation of the change in free
energy between the wild-type enzyme and its variants466.
7.2.4 There are the LPMOs! Problem solved?
There is no doubt about the potential that LPMOs hold in biomass industry. However there
is one question remaining: Will it be enough? From its natural function as constituent of the
plant cell wall, lignocellulosic biomass is meant to be onerous in degradation. Therefore,
large enzyme loadings are required, what increases the cost significantly. LPMOs facilitate
the process, but how helpful can they really be? At the same time, (bio)fuels are low-value
products that will certainly not be economical viable without their integration in a complete
biorefinery. These questions are highly interesting, still not possible to fully answer yet.
First, LPMOs are still in early development phase, with de discovery of their enzymatic
function only six years ago14. The one paper on LPMOs is followed by the other, while our
view is continuously broadened. For example, the story started with activity on chitin, while
we known now that LPMOs are not only active on cellulose but also hemicellulose125–127,
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soluble oligosaccharides124 and even starch17. In addition, the range of possible electron
donors is continuously expanding. Lignin, first thought to be a disturbing factor, is now found
to serve as electron donor118;183–185 and moreover, would be much more interesting than
ascorbic acid in a biomass degradation process161. Although, the knowledge on LPMOs is
developing in a rapid pace, the full potential of these enzymes is clearly not revealed yet.
Second, the entire process needs a serious make-over to fulfill the needs of these oxida-
tive enzymes. Indeed, in contrary to glycoside hydrolases, LPMOs require oxygen for their
reaction14;147. This is more complex than one would assume at first sight. Indeed, simul-
taneous saccharification and fermentation (SSF) was long thought to be the most efficient
process, although when aerobic organisms are used, they go in competition for oxygen
with the LPMOs183. Alternatively, when anaerobic fermentation is applied, the addition
of oxygen alters the metabolism, resulting in undesired side-products467. In this respect,
separate fermentation and hydrolysis (SFH) seems again more convenient. Furthermore,
LPMOs produce different products than glycoside hydrolases: namely oxidized oligosac-
charides. Even though, these oxidized forms are much less prevalent than glucose in the
end of the process, they could significantly disturb the process. Indeed, they inhibit clas-
sical cellulases, e.g. gluconic acid inhibits β-glucosidases more than glucose does and
these β-glucosidases have a much higher preference (10x) for cellobiose than cellobionic
acid as substrate184. In addition, the classical fermentation organisms cannot metabolize
these oxidized products (unless the required pathways are introduced). From an industrial
point of view, this is very important because it means that part of the glucose is lost and
cannot be fermented into ethanol. These concerns are gradually arising, as some recent
articles demonstrate (also described in literature study "Rethinking the process for LPMO
integration").
On a more general note, considering the current knowledge, LPMOs are an inevitable
addition to cellulase cocktails. Regarding the large variety in LPMOs, some seem more
appropriate than others. An ideal process would probably contain multiple LPMOs because
LPMOs themselves can also work in synergy. One hypothesis therefore is that different
LPMOs can attack the cellulose fibers from different angles. In addition to cellulose-active
LPMOs, also hemicellulose active LPMOs could be added to biomass. Specificity for short
oligosaccharides is not a main requirement since the other cellulases can degrade them
as well. Lignocellulose material is highly variable and also different pretreatment methods
result in variable carbohydrate composition of the substrate122. Different behaviors of AA9
enzymes have been observed in these various situations129. Therefore it is becoming more
generally believed that the enzyme composition has to be adjusted to the biomass type130.
Because high dry matter content is applied in this context, a CBM domain seems not to
be required. However, it would not harm the process. Furthermore, lignin can serve as
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electron donor121, while cellobiose dehydrogenase should be omitted because the enzyme
also produces undesired, non-fermentable, oxidized oligosaccharides. As alternative, the
most recently found light-driven electron transfer (via photosynthetic machinery)155 would
be highly interesting because it would be possible to only activate the LPMOs when needed
by a simple light pulse. In nature, not all cellulose niches have access to light such as
for example cellulases in the bark of a tree. Therefore, there must exist LPMOs, with
preference for a different electron donors. And finally, of course, a stable enzyme is required
which performs well at 50-60 °C in a SFH set-up.
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7.3 Outlook
In this PhD thesis, many enzyme variants were created and screened on the characteristic
of thermodynamic stability. As the first law of directed evolution states ’You get what you
screen for’, we might have missed other, yet interesting changes in for example enzyme
specificity. Even though this was not the initial aim of the mutagenesis strategies, it would
be worth characterizing them in more depth. Especially the mutants created during con-
sensus engineering (Chapter 5) are considered interesting. Indeed, type-3 LPMOs are all
able to oxidize at both the C1- and C4-carbon of the β-1,4 linkage. However, there is a
range in the ratio of the different oxidized products that can vary. Other than that, there
is a wide diversity in possible substrates going from PASC (used here) to more crystalline
forms of cellulose over all types of hemicelluloses to soluble oligosaccharides. These sub-
strate specificity differences are moreover not taken into account in the 3 distinct LPMO
types. Furthermore, the variant of TrCel61A lacking a CBM would also be a high-valued
result since the exact function of a CBM is still not completely unraveled (see Chapter 5).
A supplementary comparison with the other LPMO from T. reesei, i.e. TrCel61B, which
naturally does not carry a CBM would be interesting to find out the rather humble diversity
of this fungus in LPMO production. Other variants (disulfide bridges and N-glycosylation)
are thought to be less interesting in this respect because the copper-coordination center
and substrate binding plane were both left untouched in the design.
The outcome of the rational engineering techniques, applied in this PhD thesis, was
rather limited, reflecting the fact that science does not understand protein stability well.
During the last years, advances in the direction of high-throughput methods are gradually
becoming available so that one can start thinking in the direction of more random or semi-
rational engineering approaches. First, effective library creation has become possible: the
efficiency of P. pastoris transformation techniques has been increased last years and also
in E. coli, periplasmic expression systems with higher yields as described here are devel-
oped468. Second, more high-throughput systems for screening on microtiterplate-scale are
being studied. One example is the fluorescent labeling of insoluble C1-oxidized products,
with the advantage of not underestimating the LPMO performance compared to other tech-
niques that only measure soluble products (e.g. HPAEC)464. Alternatively, MS-analysis
of the product-mixture can also be done in high-throughput format (e.g. 384-target plate
MALDI at the lab of Prof. B. Devreese). Besides, thermostability measurement via DSF
can be performed in 96-well format. These techniques open the door to more engineering
techniques. One example is iterative saturation mutagenesis (ISM)209, where amino acids
can be randomized at the most flexible position(s) (e.g. via B-FIT analyses in Chapters 5
and 6) and in iterative cycles. Such a strategy can be narrowed by only using ’allowed’
residues, for example by looking to a multiple sequence alignment of LPMOs from ther-
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mophile organisms. Also, the packaging of the protein can be improved by filling cavities
in the protein. In a similar way, hotspots can be determined in a rational way and later
fully saturated by the different amino acids or only by larger ones. Furthermore, all random
techniques can be applied going from DNA-shuffling to error-prone PCR and use of mutator
strains in order to create variability in the wild type sequence.
One of the biggest questions in LPMO research today is still: Why is there such a
large diversity? Sometimes, even more than 30 LPMO variants are present in one single
organism. Different reasons have been proposed such as variety in substrate specificity,
regioselectivity and electron donor preference. This would permit LPMO action in different
stages of biomass degradation and various environmental circumstances. From the point
of view of the classical cellulases, CBH I works from the reducing end and CBH II from the
non-reducing end. Maybe, it is not a coincidence that LPMOs can also introduce an oxy-
gen at the reducing and/or non-reducing end? There might be an activating mechanism and
subsequent synergy that we don’t understand yet and that clearly needs more investigation.
In order to find flexible regions in a protein, molecular dynamics (MD) simulations can
be a valuable addition to B-FIT analysis for proteins whereof a crystal structure is available.
Furthermore, the finding that some LPMOs are active on short soluble oligos makes the out-
come of molecular docking studies with these substrates more valuable. Indeed, docking
studies with short oligos are more easily attainable than for cellulose substrate. Cellulose is
an extended substrate with many possibilities in rotability. Therefore, it demands extremely
difficult calculations. Moreover, this only includes cellulose and not even hemicellulose or
lignin. Even more trustworthy than a simulation is of course elucidation of the first LPMO
crystal structure, bound to a short soluble glucose chain. In the near future, such a compo-
sition can definitely be expected, while being of major importance for the LPMO community.
The highest goal of numerous studies involving LPMOs is to propose an amelioration to
the existing cellulase degradation process. The route can be either through a milder pre-
treatment or an improved cellulase mixture (faster saccharification with lower enzyme load-
ing). These ultimately aim of course in lowering costs for making lignocellulosic biomass a
suitable renewable feedstock. In this respect, to know the true benefit of a single optimized
parameter in the degradation process (e.g. stabilized LPMOs), its contribution to the entire
synergistic process has to be evaluated. Many calculations can offer interesting insights,
although they always have to be experimentally validated to find the true benefit. Moreover,
making lignocellulosic biomass a cost-efficient feedstock is a challenge that puzzles sci-
entists all over the world. Finding the ultimate process in cellulose degradation demands
really a multi-disciplinary endeavor, tackling the problem from different angles (process-
optimization, enzyme engineering, metabolic engineering) and in distinct bottlenecks of the
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entire process. An inspiring, completely different and additive approach to this work is for
example the design of genetically modified energy plants with lower lignin content, which
require lower pretreatment469. Another recent, yet interesting suggestion is that the use
of seawater in biorefineries, by applying halotolerant LPMOs (and cellulolytic system)247,
could offer even more environmental advantages. The solution has to be found in bringing
such ideas all together.
It is clear that the last paper on LPMO research is far from near. Thanks to their applica-
bility in biomass industry, the research on LPMOs has grown very quickly. Their underlying
natural function in degradation of organic matter, is not yet fully understood. The newest
advances describe 100x activity improvement by the use of photosynthetic pigments (ex-
cited via sunlight) as electron donor155. This literally sheds, again, new light on the LPMO
reaction. Nonetheless, LPMOs hold much potential in other research areas too. This is em-
phasized by the observation of different functions last years such as a role in virulence18,
keratinolysis19 and plant infection20. Furthermore, considering the large variety on LPMOs,
for each application, a suitable LPMO or LPMO mixture can be found or designed. That
is really a task of matching all parts. For example a study demonstrated that mixing a
catalytic domain of one LPMO and CBM form another LPMO could alter and/or increase
its activity373. Many questions still have to be resolved such as: what are the so-called
’second sphere’ residues, important for activity? Is there an equivalent for CDH in family
AA10? What is the rate determining step in the reaction? Have we reached the full range
of possible substrates and electron donors?
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Lignocellulosic biomass is believed to be the most promising renewable feedstock for
sustainable production of biofuels and commodity chemicals in biorefineries. While the
need for sustainable systems is continuously increasing, the depolymerization of lignocel-
lulose is impeded by its high recalcitrance. This makes the development of a cost-effective
process extremely challenging. In enzymatic degradation, the classical view of synergistic
endo- and exocellulases working together has recently been revolutionized by the discovery
of the lytic polysaccharide monooxygenases (LPMOs). These metalloproteins oxidize the
glycosidic linkage, thereby rendering the crystalline substrate more amorphous and thus
more amenable for traditional cellulases. In that way, LPMOs boost the efficiency of the
degradation process.
It is clear that LPMOs have a huge potential for cost reduction in biomass-converting
industry and the knowledge on these enzymes is quickly expanding. Nonetheless, many
aspects of this interesting group of enzymes still have to be elucidated. One of the concerns
with LPMOs is protein stability, which is an industrially important parameter. Processes at
higher temperatures indeed offer advantages such as a reduced risk of contamination and
an increased reaction rate. Therefore, this PhD thesis aims to study and increase the sta-
bility of 2 LPMOs via various protein engineering techniques. Since only two classes of
LPMOs show activity on (hemi)cellulose, only these are important for the biomass industry
and they are therefore the focus of this PhD thesis. More specifically, one member of aux-
iliary activity family 9 (AA9) and one from AA10 were selected to study. For family AA9, on
the one hand, an LPMO of the well known cellulase-producing fungus Trichoderma reesei
was examined, namely TrCel61A. For family AA10 on the other hand, the first described
cellulose-active bacterial LPMO was studied, i.e. LPMO10C (formerly CelS2) from the soil
bacterium Streptomyces coelicolor.
The first enzyme, TrCel61A, was heterologously expressed in the eukaryotic host Pichia
pastoris to enable post-translational modifications. A peculiar concern in expressing an
LPMO is the special characteristic that LPMOs require a histidine residue at their N-terminus
(His-1) in order to remain active. To that end, different secretion signals were compared.
The protein’s native secretion signal outperformed the widely used α-mating factor of S.
cerevisiae among others. The highest LPMO yield in P. pastoris ( > 400 mg/ L during fer-
mentation) was described and a 100 % correct processing was guaranteed.
Next, the activity and stability were measured of the previously expressed protein. Phos-
phoric acid swollen cellulose (PASC) served as substrate in the activity test, while the anal-
ysis of the reaction products was performed by high performance anion-exchange chro-
matography (HPAEC, specialized HPLC). For the first time LPMO activity of TrCel61A on
PASC was demonstrated and furthermore, the protein was found to be a type-3 LPMO,
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generating neutral, C1- and C4-oxidized products.
Furthermore, the enzyme’s thermostability was measured via differential scanning fluorime-
try (DSF), which yields a thermal denaturation curve. The resulting parameter that can be
compared between enzymes is the apparent melting temperature (Tm), which matches the
inflection point. The method was found to be sensitive and reproducible with a low technical
and biological variability. Moreover, for TrCel61A, an apparent melting temperature of 62 ±
1 °C was measured.
Finally, some protein engineering strategies were applied to TrCel61A. First, the cat-
alytic domain (CD) only of the protein was expressed, but did not show a higher stability.
Therefore, the full-length protein (including linker and carbohydrate binding module) was
taken as starting point for engineering. Second, even though N-glycosylation and native
disulfide bridges were found to contributed to the wild-type protein stability, a reverse strat-
egy of adding extra positions for such post-translational modifications did not yield more
stable variants. Finally, the principle of consensus engineering was applied after building
a phylogenetic tree. However, these de novo designed enzymes showed a significantly
decreased thermodynamic stability.
The second enzyme, ScLPMO10C, was heterologously expressed in the prokaryotic
host Escherichia coli. Taking the His-1 requirement into account, the protein was expressed
in the periplasmic space by preceding the coding sequence by its native secretion signal.
ScLPMO10C was also active on PASC as a type-1 LPMO, producing only neutral and C1-
oxidized products and had an apparent melting temperature of 51 ± 1 °C. Despite this
rather moderate melting temperature, an unusual 34 % residual activity was measured af-
ter 2 hours incubation at 80 °C, which could be attributed to the native disulfide bridges.
Finally, ScLPMO was also subjected to protein engineering strategies in view of increas-
ing its stability. Even though some rational mutations at the protein’s surface did not have
the desired effect, disulfide engineering yielded different variants with improved apparent
melting temperature, ranging from +2 to +9 °C. By combining the positive disulfide intro-
ductions, the best variant obtained, displayed a +12 °C increase in Tm and was able to
retain no less than 60 % of its activity after heat treatment (compared to only 34 % for the
wild-type). This improvement brings the enzyme’s apparent melting point to an industrially
relevant temperature.
In conclusion, even though not all engineering strategies yielded more stable LPMO
variants, some interesting stability characteristics were discovered for LPMOs. Further-






Van lignocellulose biomassa wordt algemeen gedacht dat het de meest belovende
hernieuwbare grondstof is voor duurzame productie van biobrandstoffen en alledaagse
chemicaliën in zogenaamde bioraffinaderijen. Terwijl de nood voor zulke hernieuwbare
systemen voortdurend toeneemt, blijkt het gebruik van lignocellulose biomassa erg moei-
lijk door zijn weerstand tegen depolymerisatie. Hierdoor verloopt de ontwikkeling van een
kostenefficiënt proces erg moeizaam. In de klassieke modellen voor enzymatische afbraak
van cellulose, werken verschillende endo- en exocellulasen samen voor hydrolytische split-
sing van de β-1,4-binding tussen de glucose moleculen. Recent werd dit beeld volledig
herzien door de ontdekking van de lytische polysaccharide monooxygenasen (LPMO’s).
Deze metalloproteïnen oxideren de glycosidische binding, waardoor de kristalliene struc-
tuur verbroken wordt en dus meer toegankelijk voor de klassieke cellulasen. Op die manier
maken ze het depolymerizatieproces efficiënter.
Er bestaat weinig twijfel over het enorme potentieel in kostenvermindidering dat deze
enzymen teweeg kunnen brengen. Hierdoor krijgen de LPMO’s zeer veel aandacht en
groeit de kennis over deze interessante klasse van enzymen erg snel. Vele eigenschap-
pen en aspecten zijn totnogtoe niet bekend. Eén van deze eigenschappen is de enzym
stabiliteit. Nochtans is dit een industrieel zeer interessante parameter omdat processen
op hogere temperatuur een verlaagd kans op contaminatie en een verhoogde reactiesnel-
heid tot gevolg hebben. Daarom werd in deze doctoraatsthesis een studie gemaakt van de
stabiliteit van 2 LPMO’s en werden er verschillende enzyme engineering strategieën uitge-
test om de stabiliteit te verhogen. Slechts 2 LPMO klassen zijn actief op (hemi)cellulose
substraat, waardoor ze interessant zijn voor gebruik in bioraffinaderijen. Daarom werd het
onderzoek enkel op deze klassen toegespitst. Het gaat over de auxiliary activity families 9
(AA9) en 10 (AA10). Van elke klasse werd 1 enzym bestudeerd. Voor familie AA9, werd een
LPMO van Trichoderma reesei uitgekozen, namelijk TrCel61A. Deze natuurlijke schimmel
is ervoor bekend een efficiënt cellulase systeem te produceren. Voor familie AA10, werd
het eerste bacteriële LPMO uitgepikt dat actief bevonden werd op cellulose substraat. Het
gaat over ScLPMO10C (vroeger ScCelS2) uit de bodembacterie Streptomyces coelicolor.
Het eerste enzym, TrCel61A, werd heteroloog tot expressie gebracht in de eukaryote
gist Pichia pastoris om post-translationele modificaties mogelijk te maken. Een bijzondere
eigenschap van LPMOs, waarmee men rekening moet houden tijdens productie, is dat een
N-terminaal histidine residue (His-1) noodzakelijk is voor de activiteit. Om dit te bekomen
werd het eiwit extracellulair tot expressie gebracht en werden er verschillende secretiesig-
nalen vergeleken. Hieruit bleek dat het natieve secretiesignaal van TrCel61A veel beter
presteerde dan onder andere het algemeen gebruikte α-secretiesignaal uit S. cereviae. De
hoogste LPMO opbrengst in P. pastoris kon bekomen worden ( > 400 mg/ L tijdens een
fermentatie), waarbij tevens ook een correct N-terminus (His-1) gegarandeerd werd.
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Vervolgens werden de activiteit en stabiliteit gemeten van TrCel61A. Phosphoric acid
swollen cellulose (PASC) werd hierbij als substraat gebruikt en de resulterende reactie-
producten werden geanalyseerd via high performance anion-exchange chromatography
(HPAEC, een gespecialiseerde soort HPLC). Voor het eerst kon LPMO activiteit voor TrCel-
61A beschreven worden en bovendien kon aangetoond worden dat het om een type-3
LPMO gaat, omwille van de generatie van neutrale zowel als C1- en C4-geoxideerde pro-
ducten.
Daarnaast werd de stabiliteit gemeten via differential scanning fluorimetry (DSF), waarbij
een thermische denaturatie curve bekomen wordt. Als parameter wordt hierbij de schijn-
bare smelttemperatuur (Tm) vergeleken tussen enzymen. Deze parameter komt overeen
met het buigpunt van de smeltcurve. De meetmethode werd als gevoelig en herhaalbaar
beschouwd met een lage technische en biologische variabiliteit. Daarnaast werd voor
TrCel61A, een schijnbare smelttemperatuur van 62 ± 1 °C opgemeten.
Ten slotte werden een aantal enzyme engineering strategieën toegepast op TrCel61A.
Allereerst werd hierbij enkel het eigenlijke katalytische deel tot expressie gebracht. Aange-
zien dit geen verbetering in stabiliteit opbracht, werd het volledige enzym (met linker regio
en koolhydraat bindende module) als startpunt voor de engineering genomen. Ten tweede
bleek introductie van extra N-gycosylatie posities en disulfidebruggen geen verbetering in
stabiliteit teweeg te brengen. Als laatste werd het principe van consensus engineering toe-
gepast nadat een fylogenetsiche boom was opgesteld. Hoewel deze enzym varianten goed
tot expressie kwamen, brachten ze een significante daling in thermodynamische stabiliteit
met zich mee.
Het tweede enzym, ScLPMO10C, werd geproduceerd in de prokaryote gastheer Es-
cherichia coli. Rekening houdend met de His-1 voorwaarde, werd het enzym naar de peri-
plasmatische ruimte geleid door gebruik te maken van een secretiesignaal. ScLPMO10C
vertoonde ook activiteit op PASC als type-1 LPMO, waarbij neutrale en C1-geoxideerde
producten bekomen worden. Hoewel een bescheiden schijnbare smelttemperatuur van 51
± 1 °C gemeten werd, bleek het enzym een verrassend hoge residuele activiteit (34 %)
te vertonen nadat het 2 uur op 80 °C geïncubeerd was. Deze speciale eigenschap werd
toegewezen aan de disulfide bruggen.
Ten slotte werden ook een aantal engineering strategieën toegepast met het oog op
verbetering van de stabiliteit. Hoewel enkele rationele veranderingen in het enzym opper-
vlak niet tot een verbeterde stabiliteit leidden, kon de introductie van disulfide bruggen dat
wel. Bij verschillende varianten werd een verhoging in Tm gemeten, gaande van +2 tot +9
°C. Door combinatie van deze positieve disulfide bruggen kon een sterk verbeterde variant
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bekomen worden. Hiervoor werd een verbetering van +12 °C op vlak van Tm gemeten
en deze variant vertoonde na 2 uur incubatie op 80 °C wel 60 % residuele activiteit (ten
opzichte van 34 % voor het oorspronkelijk enzym). Deze verbetering is zeer belangrijk en
brengt de smelttemperatuur naar een industrieel relevante temperatuur.
Om af te sluiten, ookal leidden niet alle engineering strategieën tot verhoging in sta-
biliteit, een aantal interessante aspecten in verband met LPMO stabiliteit konden worden
bloodgelegd. Daarnaast kon ook besloten worden dat disulfide bruggen essentiële ele-
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