Every year business is overwhelmed by the quantity and variety of data. Visualization of Multi-dimensional data is counter-intuitive using conventional graphs. Parallel coordinates are proposed as an alternative to explore multivariate data more effectively. However, it is difficult to extract relevant information through the parallel coordinates when the data are Multi-dimensional with thousands of lines overlapping. The order of the axes determines the perception of information on parallel coordinates. This paper proposes three new techniques in order to arrange the axes in the most significant relation between the datasets. The datasets used in this paper, for Egyptian patients, with many external factors and medical tests. These factors were collected by a questionnaire sheet, made by medical researchers. The first Technique calculates the correlation between all features and the age of the patient when they get diabetes disease. The second technique is based on merging different features together and arranging the coordinates based on the correlations values. The Third Technique calculates the entropy value for each feature and then arrange the parallel coordinates in descending order based on the positive or negative values. Finally based on the result graphs, we conclude that the second method was more readable and valuable than the other two methods.
I. INTRODUCTION
In the recent studies of computer science and technologies, an accelerating information explosion is being witnessed. In digital universe today about 2.7 Zeta bytes executed continuously [1] . Based on the Estimations and studies presented by the International Data Corporation (IDC), they suspect that by 2020 business transactions on the internetbusiness-to-business and business-to-consumer will reach 450 billion per day [2] . Moreover, analysis and knowledge are power and in order to analysis and interpret these huge amounts of data, Users have to use tools to visualize this data. These visualization tools can assist in retrieving valuable information, which may effectively help in solving many different types of problems. One of these important tools is the Parallel coordinates, method of visualizing high dimensional geometry and analyzing multidimensional data [3] .
These days the data and its dimensions' increase rapidly which results too much interference in the coordinates and timelines of the parallel coordinates, lead to obstacles in analyzing. For this reason, many papers are presented to solve these difficulties and complexities to interpret this data [4] [5] [6] [7] . This interference could lead to a complexity in reading or interpreting the data.
Previous research has proposed exploratory techniques to enhance the visualization of multidimensional data. Within the last 20 years researches focused on Techniques to reduce the number of poly-lines or reducing or reordering the parallel axes [8] [9] . This paper introduces novel techniques for reordering the factors of the data based on the correlation coefficient calculations. The goal of these techniques is to facilitate the readiness and the complexity of the parallel coordinates. The paper categorized into different sections, the proposed methods, a detail explanation about the new techniques proposed. The results and discussion the comparison between the three techniques and finally the conclusion section.
II. BACKGROUND AND RELATED WORK
The Parallel coordinates is an interactive visualization, and is the most used for multidimensional data visualization. It was developed and popularized by Alfred Inselberg [10] . Improving the parallel coordinates plot is a highly active research topic. There are some techniques proposed in previous research that attempted to enhance the readability of the results by applying clustering techniques or sampling polynies [11] [12] [13] [14] . Moreover the readiness and effectiveness of the parallel coordinates depends on ordering the dimensions and factors, different dimension ordering techniques were presented [15] [16] [17] .
Other papers proposed new methods for interpreting the readiness of the parallel coordinate by dividing the dimensions of the datasets input into groups of lower dimensions based on the correlations calculations; the conclusion of this technique can represent various groups of correlated dimensions in high dimensional data space [8] .
Furthermore, another paper proposed the automated assistance to rearrange the order of the variable; this automation was done using a system called V-miner. Motorola engineers were affected by the new powerful enhancements and also facilitate the use of the parallel coordinates [4] .
Also techniques were proposed to simplify the representation of the parallel coordinate visualization, where a new study proposed using the eye tracking. The main idea is to understand whether the parallel coordinate visualizations are easy to be perceived or not. www.ijacsa.thesai.org
From the results of this study, the users were able to interpret and realize the parallel coordinate easily by concentration on the correct areas for the chart [18] .
III. THE PROPOSED METHODS
This section will discuss the proposed methods to enhance the visualization in the parallel coordinates. The goal of using the Parallel coordinates is one of the most important techniques to visualize dataset with multidimensional datasets, the better visualization becomes obvious, and more information can be retrieved [19] . The results of the parallel coordinate visualization always confuse the reader, and could lead to difficulties to read. Past studies proved that the correlation coefficient affects the result and the interpretation of the parallel coordinate visualization [20] . The effectiveness on the interpretation and the readiness, also has an effect on the visualization between two coordinates, for instance, the parallel coordinates plot for data that have negative 1 correlation different from the parallel coordinates for data that have 1 correlation is as follows:
In Fig. 1 and 2, the correlation affects the visualization of the parallel coordinate chart, and incase the two features are correlated or not the lines interfere or move in parallel path. For this reason, this paper proposed two of the new methods based on the correlation coefficient. In order to simplify the complexity of the intervention between lines that may lead to difficulties in tracking the parallel coordinate's graphs.
Moreover, these techniques give the user a better chance to interpret and analyze the datasets more professionally. The used datasets are for Egyptian people suffering from the diabetes disease. This data was collected by the Egyptian National Research Center and was based on standard medical questionnaire. This questionnaire was prepared by specialized doctors in the diabetic field.
The goal of implementing these two methods on the diabetic patients' dataset is to reach the most significant features that affect the health of these patients and assist in triggering the diabetic disease faster in younger ages. 
A. Datasets
The Egyptian National Research Center compiled these Datasets based on a medical questionnaire which contains 348 patients. This questionnaire is comprised of questions regarding the risk factors that cause diabetes disease and were questions for diabetes patients. After that these forms were extracted into a statistical tool called SPSS, for doing statistical analysis on this data and finally they were exported into an excel sheet, in order to be used in experiments as shown in Fig. 3 .
The datasets were collected 6-years ago. The Dataset comprised of 23 features; these features are summarized in Table I . 
B. First Method
In the first method the datasets are categorized into independent variable and dependent variables, the dependent variable in this case is the age of the patients when they got the diabetes disease. Then calculate the correlation between all the features with the dependent variable (age). These features will be organized based on the correlation values ascending on both sides of the age variable. The positive correlation features arranged on the right hand side and the negative correlation values on the left hand side. Then a parallel coordinate chart is drawn using the TIBCO spotfire software.
The correlation was calculated based on the Pearson's correlation function; the used function is:
This function will measure the strength of the linear association between the two variables. n is the number of pairs data. The X and the Y variables represent the independent and the dependent variables. r is such that -1 < r < +1. The + andsigns are used for positive linear correlations and negative linear correlations, respectively.
1) Positive correlation:
If x and y have a strong positive linear correlation, r is close to +1. An r value of exactly +1 indicates a perfect positive fit. Positive values indicate a relationship between x and y variables such that as values for x increase, values for y also increase.
2) Negative correlation: If x and y have a strong negative linear correlation, r is close to -1. An r value of exactly -1 indicates a perfect negative fit. Negative values indicate a relationship between x and y such that as values for x increase, values for y decrease.
3
) No correlation:
If there is no linear correlation or a weak linear correlation, r is close to 0. A value near zero means that there is a random, nonlinear relationship between the two variables.
In Fig. 5 , it illustrates the arrangement of the positive or negative values regarding to the dependent variable.
C. Second Method
In this section a new method is proposed for rearranging the coordinates. On the first method calculated the correlations of all the features with the output value only. But the values of the most two significant correlation values are merged with the age and then calculate the correlation of these merged factors with the rest of the features to get the most two significant values to the new merged value as shown in Fig. 4 .
For example, the result of the first calculation for correlation with the age factors were the high blood pressure and the smoking variable, subsequently multiply the values of these three factors, and recalculate the correlation again. Other positive and negative correlations will be resulted; hence multiply the five factors together and recalculate the correlations and so on until getting a final arrangement based on this methodology, then draw the parallel coordinate chart based on these arrangements. 
D. Third Method
Third method used the entropy function, which characterizes the impurity of an arbitrary collection. The entropy always uses the information theory and is used in the decision tree algorithm to calculate the homogeneity of the datasets [21] . In this method the entropy value is being calculated for all the independent and dependent variables, then rearranging them in a descending order. Furthermore, these features will be arranged based on the sign, where positive values on the right and the negative values on the left. Finally, plot the parallel coordinates chart with the result in ordering. The following query is used to calculate the entropy:
Pi: the probability of class i. Compute proportion of i in the set. The higher E(s) the more information gain.
IV. RESULTS AND DISCUSSION
The first experiment is comparing the three methods in general without using the brushing tool. The differences between the three figures are obvious. Fig. 9 is readable and easily to interpret comparing to Fig. 8 and Fig. 10 , for instance in Fig. 9 there are many negative correlations easily to be tracked or analysis other than the other two figures. These negative correlations became visible after applying the 2 nd new method on the parallel coordinate chart.
Moreover, some features aren't correlated in Fig. 8 and 10 , where the lines crossing all around forming disorganization and complexity, for example the Neuro and cigarettes numbers factors. Fig. 9 shows all the features are correlated to each other, this could result in enhancing the readability of the charts by reorganizing the factors or the parallel coordinates based on the correlations combination method. On the next section a comparison between two snap shots Fig. 6 represent the parallel coordinates using the 1 st method and Fig. 7 represent the 2 nd method. If analyzed, the lines in Fig. 7 between Cigarette, Family Diabetes History and High blood pressure features are organized and correlated. In this section, Fig. 11, 12 and 13 , brushed data to focus on the Education feature and specifically the highest level of educational patients, as we can see the difference between the three graphs, where the features aren't correlated between each other in the first graph, forming random lines between different features. On the other hand, most of the features are either positive or negative correlations in the second chart.
Furthermore, as a quick notice can be reached from the second figure, all people with high level of education are much stressed and most of them suffer from high blood pressure, for this reason they probably may have a high risk to be candidate of diabetes disease at a younger age. Also the second figure is still better than the third chart.
Another example, Fig. 14, 15 and 16 , when brushing the data for people who are smoking, the same result like previous charts, most of the features are significant correlated with the second method other than the first and third method. Also extracting useful information from the second chart, for instance most of the male patients are smoking and they are a positive correlation to be a candidate of the diabetes disease. 
V. CONCLUSION
In this paper, three techniques to reorder the coordinates of the charts were introduced. Two of these techniques based on the correlation coefficient and the third one based on the entropy function. The goals of these techniques to enhance the parallel coordinate visualization and facilitate the interpretation of data.
Concluding based on the analysis and by comparison, the second method results a better visualization than others. New information was interpreted and extract from the charts. In the future work a plan to merge between the three techniques with the clustering methodology. Moreover, further analysis and discussion will be held between the old and the new charts.
