Abstract-In this paper, we present a novel algorithm that guarantees of finding a variable-length error-correcting code (VLEC) with minimal average codeword length for a fixed free distance dfree. We also propose a low complexity maximum a posterior (MAP) decoding algorithm for our codes under the premise that the receiver knows the number of codewords being transmitted. The resulting VLEC provides significant gains over other codes from the literature. When compared with separate source-channel tandem codes with identical dfree, such as a tandem code consisting of a Huffman source code concatenated with a (2, 1, 4) tail-biting convolutional channel code, our system has only a 0.3 dB performance loss at a bit error rate of 10 −5 while requiring significantly less decoding complexity.
I. INTRODUCTION
In [1] , Buttigieg explored properties of VLECs and confirmed that d free affects the error performance of VLECs. Along with this finding, several approaches to construct VLECs targeting a given d free were proposed in [5] and [7] . In [1] , Buttigieg also modified the Viterbi algorithm (VA) to realize a MAP decoder for VLECs. Later in 2008, Huang et al. [3] proposed a trellis-based MAP priority-first search decoding algorithm for VLECs and empirically showed a complexity improvement over Buttigieg's MAP decoder. Recently, Savari and Kliewer [8] focused on minimizing the average codeword length of VLECs. In their design each codeword is required to have Hamming weight W , where W is a multiple of an integer ≥ 2, resulting in a class of VLECs with d free ≥ 2. In [9] , an algorithm to develop VLECs with largest d free was proposed under the premise that all codeword lengths are known in advance. A similar approach was used in [10] for constructing good error-correcting arithmetic codes. Other related work can be found in [12] , [13] .
In this work, a novel algorithm that can construct optimal VLECs in terms of minimal average codeword length under a fixed d free is proposed. By assuming that the receiver knows the number of codewords that have been transmitted, an efficient two-phase MAP priority-first search decoder is presented for the constructed optimal codes. Our joint source-channel VLEC system outperforms the codes of [1] and [7] . We also compared it, in terms of performance and complexity, with a traditional tandem coding scheme that concatenates separately designed source and channel codes when transmitting a binary nonuniform memoryless source over a binary phase-shift keying (BPSK) modulated additive-white Gaussian noise (AWGN) channel.
II. PRELIMINARIES
Let S {α 1 , α 2 , · · · , α K } be the alphabet of a discrete memoryless source with respective source symbol probabilities p 1 , p 2 , · · · and p K . Let C {c 1 , c 2 , · · · , c K } be their corresponding binary VLEC codewords. The average codeword length of C is then given by |C| K i=1 p i |c i |, where |c i | is the length of codeword c i . 
A. Free Distance
Let X L,N {x 1 x 2 · · · x L : ∀x i ∈ C and L i=1 |x i | = N } be a set
B. MAP Decoding Criterion
Assume the sequence of codewords of overall length N is transmitted over a binary-input memoryless channel and the received vector r (r 1 , r 2 , · · · , r N ). Define the hard decision of r i as
It can then be derived [3] that, with ⊕ denoting modulo-2 addition, the MAP decision v satisfies
for all v ∈ X N , if the receiver only knows N ; X L,N , if the receiver knows both L and N .
C. Trellis Diagram
In [1] , Buttigieg employed a VLEC decoding trellis T N as illustrated in Fig. 1(a) for C = {00, 010, 0110}, in which state S j denotes the number of bits decoded thus far is j. If the receiver knows both L and N , we can have an extension trellis T L,N , where S i,j denotes the numbers of decoded codewords and decoded bits are i and j, respectively, as shown in Fig. 1(b) . 
III. CODE CONSTRUCTION
Recently, Huang et al. [4] proposed a new search algorithm to construct optimal reversible variable-lengths codes. We herein observe that by modifying the algorithm in [4] , an algorithm that guarantees finding optimal VLECs for a given d * free can be obtained. To demonstrate our algorithm, we first construct the search tree for VLECs, then describe the search algorithm step by step.
A. Search Tree
To construct a VLEC with K elements, a search tree is used in which each node X contains three elements denoted by {C X , A X , f (X)}. Here C X = {c 
, · · · } is the set of possible bitstreams, excluding all bitstreams whose prefix is in C X , which could be a codeword for C X (candidate codewords) listed in order of non-decreasing lengths: |a
is used as a metric for the search algorithm; it is defined as
The search tree is constructed as a binary tree, and the relation between a parent node and its children is illustrated in Fig. 2 . Specifically, for a parent node P, its left child L is obtained by adding the next candidate codeword a P 1 to C L . Since a P 1 is now a codeword in C L , the set A L needs to be updated by removing all bitstreams in A P whose prefix is a P 1 . Hence, the left child L becomes
On the other hand, the right child R is obtained by rejecting the next candidate codeword a P 1 from its parent node. So, the right child R becomes
By traversing the path from the root node, every possible VLEC can be found in a leaf of the tree.
B. Finding an Optimal VLEC with a Fixed d * free
Since the search tree can be well-constructed, the priorityfirst search algorithm can be easily applied on it. To reduce the search space, the average codeword length of any existing VLEC with free distance no less than the d * free can be used as an upper bound, denoted by B, during the search process. The algorithm for finding an optimal VLEC is described as follows.
Step 1. Initialize the root node as
and push it into the Stack. Set upper bound B as the smallest average codeword length of existing VLECs with free distance no less than d * free .
Step 2. If the top node of the Stack has selected K codewords (i.e., |C top | = K) and d free (C top ) = d * free , then output C top as the optimal VLEC and the algorithm stops.
Step 3. Generate the two children of the top node as in Fig. 2 and then delete the top node from the Stack. If the left child has selected K codewords with its free distance ≥ d * free and its associated metric f is smaller than B, then update B = f .
Step 4. Discard the child node which satisfies any one of the following conditions: 1) It has selected more than K codewords for C; 2) There is no more candidate in A (i.e. A = ∅);
3) The metric f is larger than B.
Step 5. Insert the remaining children into the Stack, and reorder the Stack in order of ascending metrics. Go to Step 2. Observation: It should be pointed out that the above code construction algorithm focuses only on VLECs that satisfy the prefix-free condition, i.e., VLECs for which no codeword can be a prefix of any other codeword. Although there exist nonprefix-free but uniquely decodable VLECs, their implementation may require extra mechanisms such as buffers; hence, they are generally regarded as less cost-effective. For this reason, we restrict ourselves to the search of optimal prefixfree VLECs as in most previous works [1] , [5] , [7] - [10] .
C. Proof of Optimality
To show that the proposed algorithm can always find a VLEC with minimal average codeword length and free distance d * free , the following lemma is needed. Lemma 1: The metric f of each node is not greater than its children:
where node P is the parent of L, and R as shown in Fig. 2 .
Proof: The candidate codewords of each node are listed in order of non-decreasing lengths (i.e., A = {a 1 , a 2 , a 3 , · · · } with
Since |a
The proposed algorithm repeatedly pops out the node with smallest f from the Stack. Suppose that the algorithm encounters the first top node which has selected K codewords and its free distance equals d * free ; then by Lemma 1, no matter how the algorithm continues, extending any node in the Stack will generate a node with metric f no smaller then the top node. Hence, the algorithm yields an optimal VLEC.
IV. MAP DECODER
Usually, an MAP decoder for VLECs operates under the assumption that the receiver knows only the number of transmitted bits. However, if the receiver also knows the number of transmitted codewords, the error performance of the MAP decoder can be improved. As a result, the MAP decoder can operate on an extended trellis T L,N as shown in Fig. 1(b) . This extended trellis has much more nodes than the traditional trellis T N .
We then proceed by representing a path from S 0,0 to S i,j in trellis T L,N by the codeword it traverses x (i,j) (0,0)
x 1 x 2 · · · x i ∈ X i,j , where each x i ∈ C. We can also represent 
Then, the MAP decision with known L and N at the receiver can be found by applying the VA over trellis T L,N with the path metric just defined. However, as the number of nodes in T L,N grows dramatically even with moderate L and N , the decoding complexity of such a straightforward design is apparently infeasible.
A. Two-Phase MAP decoder
Inspired by the decoder algorithm proposed in [6] , an alternative two-phase decoding design is therefore proposed in this work to search for the MAP decision over trellis T L,N . The proposed algorithm first applies the VA in a backward fashion on trellis T N , which has a considerably smaller number of nodes than T L,N , and retains the metric h(S j ) of each reverse path ending at node S j . If at the end of the first phase, the reverse path with the minimum metric contains L codewords, then this is the final decision, and there is no need to proceed to the second phase; otherwise, the second phase is performed. The first phase is described as follows.
Step 1. Associate a zero path metric to node
Step 2. Apply the backward VA with path metric given by (1) from S N on T N , and record the metric and survivor path for each state as h(S i ) and p b (S i ), respectively.
Step 3. If the number of codewords correspond to p b (S 0 ) is equal to L, then output p b (S 0 ) as the MAP decision and the algorithm stops; otherwise, go to phase 2. In the second phase, the decoding metric for path x
where h(S i,j ) = h(S j ). We can then apply the algorithm of [2] in a forward way on trellis T L,N and determine the MAP decision. The second phase of the decoder is next described.
Step 1. Initialize the path metric of x In the second phase described above, the Open Stack 1 is a data structure which stores all visited nodes and can easily access the node with minimum decoding metric. Unlike the Open Stack, the Close Table is used to record nodes that have been extended.
B. Proof of Optimality
The proof is similar to the one given in Section III-C, except that we need to prove that the path metric is non-decreasing along any path on trellis T L,N .
Lemma 2: In the second phase, the decoding metric is nondecreasing along any path on trellis T L,N , i.e.,
, if there exists a codeword c ∈ C and |c| = m.
Proof: Based on the backward VA of the first phase, h(S j ) is the minimal metric among all paths from level j to the final node; i.e.,
.
When there is a codeword c ∈ C and |c| = m, then
V. SIMULATION RESULTS OVER THE AWGN CHANNEL
In all simulations, the alphabet set S is obtained by grouping a block of 3 information bits generated from a binary nonuniform memoryless source with bit probabilities p 0 and p 1 = 1 − p 0 . In Table I , we compare the VLECs found by the proposed method with Buttigieg's code [1] and the code by Wang et al. [7] for different values of p 0 and d * free . Since our proposed algorithm guarantees to find VLECs with minimal average codeword length under a fixed d * free , the resulting VLECs have a shorter average codeword length than any other code with identical free distance. Note that the algorithms of Buttigieg and Wang et al. generate identical VLEC when free distance equal to 5 and 7.
We next investigate the error performance 2 of different VLECs and coding schemes for a BPSK-modulated AWGN channel with average energy per information bit E b and noise variance N 0 /2. In all simulations, at least 100 block errors were counted to ensure the accuracy of the results. In Fig. 3, 30 information bits (i.e., 10 grouped symbols) are encoded by the VLECs with d * free = 7 of Table I . The dotted lines show the performance of the MAP decoder under the assumption that the receiver only knows the number of transmitted bits, N . The solid line portrays the MAP decoder's performance under the assumption that receiver knows both number of symbols, L, and transmitted bits, N . We clearly observe that VLECs found by the proposed method outperform the other VLECs; furthermore, about 0.5 dB in coding gain is realized by knowing L (in addition to N ). In Fig. 5 , we compare the VLECs found by the proposed method with d * free = 7 with a traditional tandem (separate) source-channel coding scheme. The information bits are generated using p 0 = 0.8, and ten 3-bit symbols (L = 10) are encoded and transmitted. The tandem system is a concatenation of Huffman code and a (2, 1, 4) tail-biting convolutional code (TBCC) with generator polynomial [27, 31] (in octal) and d * free = 7. The tandem system performs only about 0.3 dB better than the VLEC code at a BER of 10 −5 . For signal-tonoise ratios (SNRs) E b /N 0 ≤ 3 dB, the VLEC has a better BER performance than the tandem system. Finally, Table II compares the decoding complexity of different schemes for p 0 = 0.8 and L = 10. From the table, we remark that the two-phase MAP decoder has similar decoding complexity as VA-MAP on T N while achieving about 0.5 dB coding gain in error performance. For identical error performance, the two-phase decoding algorithm spends almost 4 times less in branch computations than VA-MAP on T L,N . In comparison with the tandem scheme mentioned above, the two-phase MAP decoder requires less decoding complexity than the decoding of the (2, 1, 4) TBCC component code by a PFSA decoder [6] .
VI. CONCLUSION
In this work, an optimal search algorithm for prefix-free VLECs and an efficient MAP decoder are proposed. The resulting (optimal) VLECs outperform all existing VLECs with identical free distance and are comparable to a tandem scheme that concatenates a Huffman code with a tail-biting convolutional code. One advantage of the VLEC approach (as opposed to tandem coding) is that only one encoder and decoder are needed. It is known that the VLECs' free distance only affects their BER performance for high SNRs. Optimizing VLECs in terms of other parameters such as the number of codewords of weight equal to the free distance to further improve BER performance in the medium-to-low SNR range is an interesting future work. 
