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Abstract
In this paper, we study a strongly coupled elliptic system arising from a Lotka–Volterra prey–predator
system, where cross-diffusions are included in such a way that the prey runs away from the predator and the
predator moves away from a large group of preys. We establish the existence and non-existence of its non-
constant positive solutions. Our results show that if m1b < a < 2m1b/(1 − m1m2) when 0 < m1m2 < 1
or a > m1b when m1m2  1, 0 < d1 < (m1v˜ − u˜)/μ1, d2 > 0, d3  0 and d4 > 1/(m1v˜ − u˜), then there
exists (d1, d2, d3, d4) such that the stationary problem admits non-constant positive solutions. Otherwise,
the stationary problem has no non-constant positive solution. In particular, the results indicate that its non-
constant positive solutions are mainly created by the cross-diffusion d4.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we study non-constant positive steady-state solutions of the following Lotka–
Volterra prey–predator system with cross-diffusion effects:
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
− d1
[
u(1 + d3v)
]= r1
(
u − u
2
k1
)
− m1uv, x ∈ Ω , t > 0,
∂v
∂t
− d2
[
v(1 + d4u)
]= r2
(
v − v
2
k2
)
+ m2uv, x ∈ Ω , t > 0,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω , t > 0,
u(x,0) = u0(x) 0, ≡ 0, v(x,0) = v0(x) 0, ≡ 0, x ∈ Ω ,
(1.1)
where Ω is a bounded domain in RN (N  1) with smooth boundary ∂Ω , and ν is the outward
unit normal on ∂Ω ; di , ri , ki , mi , i = 1,2, are positive constants, and dj , j = 3,4, are non-
negative constants. In the system (1.1), u and v, respectively, represent the population densities of
prey and predator species which are interacting and migrating in the same habitat Ω . ri , i = 1,2,
are their intrinsic growth rates, and ki , i = 1,2, represent the coefficients of the carrying capacity.
The terms m1u and m2u, respectively, account for the functional response and the conversion rate
of the prey captured by the predator. The homogeneous Neumann boundary condition indicates
that the system (1.1) is self-contained with zero population flux across the boundary. In diffusion
terms, di , i = 1,2, represent the natural dispersive force of movement of an individual, while
d1d3 and d2d4 describe the mutual interferences between individuals. d1d3 and d2d4 are usually
referred as cross-diffusion pressures. The system (1.1) means that, in addition to the dispersive
force, the diffusion also depends on population pressure from other species. The first cross-
diffusion pressure d3 (or d1d3) means the tendency that the prey keeps away from the predator.
In a certain kind of prey–predator relationships, a great number of prey species form a huge
group to protect themselves from the attack of predator. So d4 (or d2d4) represents the tendency
of predators to move away from a large group of preys. See also [8,9] and references therein for
the biological background.
In mathematical ecology, the classical prey–predator system, due independently to Lotka and
Volterra in the 1920s, reflects only population changes due to predation in a situation where
predator and prey densities are not spatially dependent. It does not take into account either the
fact that population is usually not homogeneously distributed, nor the fact that predators and
preys naturally develop strategies for survival. Both of these considerations involve diffusion
processes which can be quite intricate as different concentration levels of predators and preys
cause different population movements. Such movements can be determined by the concentration
of the same species (diffusion) and that of other species (cross-diffusion).
In [8,9], authors give a more detailed study of a Lotka–Volterra prey–predator system with
homogeneous Dirichlet boundary condition and with cross-diffusion effects. They not only es-
tablish the existence of positive steady-state solutions, but also carefully analyze the stability and
S-shaped bifurcation of positive steady-state solutions.
For ecological models with homogeneous Neumann boundary condition, what is of interest is
whether the various species co-exist, in particular, the various species do in non-constant time-
independent positive solutions. For example, Pang and Wang [13] first investigate a three species
predator–prey model with homogeneous Neumann boundary condition and with cross-diffusion,
and demonstrate that cross-diffusion terms can create non-constant positive steady states. The
readers also see [1,3,7,10,13,16–19] and references therein for models with homogeneous Neu-
mann boundary condition.
However, as far as we are aware, many authors deal with such a class of ecological models
that, in addition to the preys considered, there does not exist other natural source of food to a
kind of the predators at least. Namely, there −r2v takes the place of the term r2(v − v2 ) ofk2
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competition model.
For a class of prey–predator models having other natural sources of food to all predators,
many works deal with these models with homogeneous Dirichlet boundary condition (see [2,5,8,
9,14,15] and references therein), while a few papers deal with these models with homogeneous
Neumann boundary condition. We wonder whether these two kinds of boundary conditions can
be adopted by the same model. To our knowledge, for the class of prey–predator models with
homogeneous Neumann boundary condition, if we only take into account such a way of move-
ment that the predator chases the prey, then it is easy to check that the corresponding steady-state
models only have constant positive solutions, which are not the mainly studying purpose to peo-
ple. Therefore, it is necessary to take into account another way of movement of the predator as
the system (1.1) (see also [8,9]).
In the system (1.1), the predator v diffuses with flux
J = −∇(d2v + d2d4uv) = −d2d4v∇u − (d2 + d2d4u)∇v.
We observe that, as −d2d4v < 0, the part −d2d4v∇u of the flux is directed toward the decreasing
population density of the prey. In particular, when d4 is large enough, −d2d4v∇u represents that
the predator moves away from a large group of preys.
We denote a = r1 and b = r2. By scaling
u = au, v = bv, d3 = d3
b
, d4 = d4
a
, m1 = m1
b
, m2 = m2
a
,
and for the simplicity of writing, we may drop the ‘−’ sign above and assume that k1 = k2 = 1,
then system (1.1) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
− d1
[
u(1 + d3v)
]= au − u2 − m1uv, x ∈ Ω , t > 0,
∂v
∂t
− d2
[
v(1 + d4u)
]= bv − v2 + m2uv, x ∈ Ω , t > 0,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω , t > 0,
u(x,0) = au0(x), v(x,0) = bv0(x), x ∈ Ω .
(1.2)
Since the main purpose of the present paper is to investigate the effects of the cross-diffusion
pressures on the existence of non-constant positive steady-state solutions of problem (1.2), we
will concentrate on the following strongly coupled elliptic system:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−d1
[
u(1 + d3v)
]= au − u2 − m1uv, x ∈ Ω ,
−d2
[
v(1 + d4u)
]= bv − v2 + m2uv, x ∈ Ω ,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω .
(1.3)
It is obvious that, when a > m1b, system (1.3) has the only positive constant solution de-
noted by (u˜, v˜)T . Furthermore, if a satisfies: (1) m1b < a < 2m1b1−m1m2 when 0 < m1m2 < 1, or(2) a > m1b when m1m2  1, then u˜ < m1v˜ (see Lemma 3.4).
We are mainly interested in non-constant positive solutions of system (1.3). It is said that
(u, v)T is a positive solution of system (1.3) if u > 0 and v > 0 in Ω . We will demonstrate that
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with the results of system (1.3) when d4 is small (see Theorems 6.1–6.3 and Lemma 5.2).
The contents of the present paper are as follows: In Section 2, we discuss the Turing instability.
In Section 3, we establish a priori upper and lower bounds for positive solutions of system (1.3).
In Section 4, we analyze the linearized steady state problem of system (1.3) at (u˜, v˜)T . In Sec-
tion 5, we discuss the non-existence of non-constant positive solutions of system (1.3). In the
last section, we study the existence of non-constant positive solutions of system (1.3) for suit-
able values of the cross-diffusion coefficient d4 and the diffusion coefficient d2, respectively, and
discuss the bifurcation of non-constant positive solutions of system (1.3) with respect to d1.
2. Turing instability
For the simplicity, we denote w = (u, v)T ,
(w) = (d1u(1 + d3v), d2v(1 + d4u))T ,
G(w) = (au − u2 − m1uv,bv − v2 + m2uv)T ,
then problem (1.2) can be written as⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂w
∂t
= (w) + G(w), x ∈ Ω , t > 0,
∂w
∂ν
= 0, x ∈ ∂Ω , t > 0,
w(x,0) = (au0(x), bv0(x))T , x ∈ Ω .
(2.1)
Whereas the corresponding spatially homogeneous counterpart of problem (2.1) is
∂w
∂t
= G(w), t > 0. (2.2)
We know that, when a > m1b, G(w) = 0 has four non-negative constant solutions: (0,0)T ,
(a,0)T , (0, b)T and ( a−m1b1+m1m2 ,
b+m2a
1+m1m2 )
T which are denoted by 0, u∗, v∗ and w˜, respectively.
Whereas when a m1b, G(w) = 0 only has three non-negative constant solutions: 0, u∗ and v∗.
We now discuss the stability of every non-negative constant equilibrium of problem (2.2).
When a > m1b, the linearization of problem (2.2) at w˜ is
∂w
∂t
= Gw(w˜)w, where Gw(w˜) =
( −u˜ −m1u˜
m2v˜ −v˜
)
. (2.3)
Its character polynomial of Gw(w˜) is
λ2 + (u˜ + v˜)λ + u˜v˜(1 + m1m2) = 0.
It is obvious that Re(λ) < 0. Therefore, w˜ is stable.
By a similar argument, we know that both 0 and u∗ are unstable, and v∗ is unstable when
a > m1b, whereas v∗ is stable when a m1b.
Next, we discuss the stability of every non-negative constant equilibrium of the PDE dynam-
ics (2.1).
When a > m1b, the Turing instability refers to “diffusion driven instability,” i.e., the stability
of the constant equilibrium w˜ changing from stable, for the ODE dynamics (2.2), to unstable, for
the PDE dynamics (2.1). Here we perform some calculations as that in [17] to find a criterion for
the Turing instability.
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⎪⎩
∂w
∂t
=w(w˜)w + Gw(w˜)w, x ∈ Ω , t > 0,
∂w
∂ν
= 0, x ∈ ∂Ω , t > 0.
(2.4)
Let {μ,ϕ(x)} be an eigenpair of − in Ω subject to homogeneous Neumann boundary con-
dition. Then problem (2.4) has a non-trivial solution of the form w = cϕeλt , where c ∈ R2 is a
constant vector, if and only if (λ, c) is an eigenpair for the matrix −μw(w˜) + Gw(w˜). Hence,
the equilibrium w˜ of system (2.1) is unstable if the matrix −μw(w˜)+Gw(w˜) has an eigenvalue
with positive real part.
By the direct computations, we have
λ2 + [d1(1 + d3v˜)μ + u˜ + d2(1 + d4u˜)μ + v˜]λ + det[−μw(w˜) + Gw(w˜)]= 0,
det
[−μw(w˜) + Gw(w˜)]= Aμ2 + Bμ + C,
where
A = d1d2(1 + d3v˜ + d4u˜) > 0,
B = d1(1 + d3v˜)v˜ + d2u˜
[
1 + d4(u˜ − m1v˜)
]+ d1d3m2u˜v˜,
C = u˜v˜ + m1m2u˜v˜ > 0.
Suppose that a satisfies:
(1) m1b < a < 2m1b1−m1m2 when 0 < m1m2 < 1, or (2) a > m1b when m1m2  1, such that
u˜ < m1v˜ (see Lemma 3.4).
Let d1, d3 and d2 (or d4) be fixed and satisfy that d1 is a positive number small enough, d3  0
and d2 > 0 (or d4 > 1m1v˜−u˜ ), then there exists a positive constant D4 (or D2) large enough such
that, when d4 > D4 (or d2 > D2), det[−μw(w˜) + Gw(w˜)] < 0 for some μ (see (4.12), (4.13)
and Lemma 4.3). Therefore, we have
Lemma 2.1.
(i) Suppose that a satisfies m1b < a < 2m1b1−m1m2 when 0 < m1m2 < 1 or a > m1b when
m1m2  1. Let d1, d3 and d2 (or d4) be fixed and satisfy that d1 is a positive number small
enough, d3  0 and d2 > 0 (or d4 > 1m1v˜−u˜ ). Then there exists a positive constant D4 (or D2)
large enough such that, when d4 > D4 (or d2 > D2), the equilibrium w˜ of (2.1) is unstable
in Ω , whereas when d4 D4 (or d2 D2), the equilibrium w˜ of system (2.1) is stable in Ω .
(ii) For 0 < m1m2 < 1, if a satisfies a  2m1b1−m1m2 , then the equilibrium w˜ of system (2.1) is stable
in Ω .
By a similar argument, we have
Lemma 2.2.
(i) Both 0 and u∗ of system (2.1) are unstable in Ω .
(ii) The equilibrium v∗ of system (2.1) is unstable when a > m1b, whereas v∗ is stable when
a m1b.
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with those to the ODE dynamics (2.2), we know that if a > m1b, the stability of the constant
equilibrium w˜ may change from stable, for the ODE dynamics (2.2), to unstable, for the PDE
dynamics (2.1), whereas those of other constant equilibria are invariant.
3. Some prior estimates of positive solutions of (1.3)
In the following, the generic positive constants C, Ci and C∗i , i = 1,2,3,4, etc., will depend
only on Ω, a, b, m1, m2 and some other positive constants given, but not on d, where d denotes
(d1, d2, d3, d4).
The main purpose of this section is to give prior upper and lower positive bounds for positive
solutions of problem (1.3). To this end, we first cite two known results. Lemma 3.1 is due to Lou
and Ni [10], and Lemma 3.2 to Lin, Ni and Takagi [11].
Lemma 3.1 (Maximum principle). Let g(x,w) ∈ C(Ω × R1) and bj (x) ∈ C(Ω), j =
1,2, . . . ,N .
(i) If w(x) ∈ C2(Ω) ∩ C1(Ω) satisfies w(x) + ∑Nj=1 bj (x)wxj + g(x,w(x))  0 in Ω ,
∂w
∂ν
 0 on ∂Ω , and w(x0) = maxΩ w, then g(x0,w(x0)) 0.
(ii) If w(x) ∈ C2(Ω) ∩ C1(Ω) satisfies w(x) + ∑Nj=1 bj (x)wxj + g(x,w(x))  0 in Ω ,
∂w
∂ν
 0 on ∂Ω , and w(x0) = minΩ w, then g(x0,w(x0)) 0.
Lemma 3.2 (Harnack inequality). Let c(x) ∈ C(Ω), and w(x) ∈ C2(Ω) ∩ C1(Ω) be a positive
solution to w(x) + c(x)w(x) = 0 in Ω subject to homogeneous Neumann boundary con-
dition. Then there exists a positive constant C = C(N,Ω,‖c(x)‖∞) such that maxΩ w(x) 
C minΩ w(x).
Remark 3.1. Referring to [6,10,13], we know that C = C(N,Ω,‖c(x)‖∞) is monotone in-
creasing with respect to ‖c(x)‖∞. Therefore, if there is a sequence of {ci(x)} satisfying
‖ci(x)‖∞  C0, then there exists C = C(N,Ω,C0) such that positive solutions wi(x) to
w(x) + ci(x)w(x) = 0 in Ω subject to homogeneous Neumann boundary condition satisfy
max
Ω
wi(x)C(N,Ω,C0)min
Ω
wi(x)
for all i.
Lemma 3.3. Let D1, D2, D3 and D4 be positive constants given. Then there exists a positive
constant C = C(a, b,m1,m2,D1,D2,D3,D4) such that, when d1 D1, d2 D2, d3 D3 and
d4 D4, the positive solution (u, v)T of problem (1.3) satisfies
max
Ω
u(x) < C, max
Ω
v(x) < C, min
Ω
v(x) > C−1.
Furthermore, if a = m1b, then minΩ u(x) > C−1.
Proof. Set φ = u(1 + d3v) and ψ = v(1 + d4u), then problem (1.3) becomes⎧⎪⎪⎨
⎪⎪⎩
−d1φ = au − u2 − m1uv, x ∈ Ω ,
−d2ψ = bv − v2 + m2uv, x ∈ Ω ,
∂φ = ∂ψ = 0, x ∈ ∂Ω .
(3.1)∂ν ∂ν
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of problem (3.1), we have u(x0) a and v(x0) am1 . Thus
max
Ω
umax
Ω
φ(x) = (1 + d3v(x0))u(x0)
(
1 + D3 a
m1
)
a  C1.
Similarly, let x1 ∈ Ω be a point such that ψ(x1) = maxΩ ψ(x). Applying Lemma 3.1 to the
second equation of problem (3.1), we have v(x1) b + m2u(x1) b + m2C1. Thus
max
Ω
v max
Ω
ψ(x) = v(x1)
(
1 + d4u(x1)
)
 (b + m2C1)(1 + D4C1) C2.
On the other hand, problem (1.3) can also be written as⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−φ = a − u − m1v
d1(1 + d3v) φ, x ∈ Ω ,
−ψ = b − v + m2u
d2(1 + d4u) ψ, x ∈ Ω ,
∂φ
∂ν
= ∂ψ
∂ν
= 0, x ∈ ∂Ω .
(3.2)
As ‖ a−u−m1v
d1(1+d3v)‖∞  a+C1+m1C2D1 for all d1  D1, Lemma 3.2 holds for φ, i.e., maxΩ φ 
C∗1 minΩ φ for some positive constant C∗1 . Therefore,
maxΩ u
minΩ u
 maxΩ φ
minΩ φ
1 + d3 maxΩ v
1 + d3 minΩ v
 C∗1
(
1 + d3 max
Ω
v
)
 C∗1 (1 + D3C2) C∗3 . (3.3)
Similarly, as ‖ b−v+m2u
d2(1+d4u)‖∞  b+m2C1+C2D2 for all d2  D2, Lemma 3.2 holds for ψ , i.e.,
maxΩ ψ C∗2 minΩ ψ for some positive constant C∗2 . Hence,
maxΩ v
minΩ v
 maxΩ ψ
minΩ ψ
1 + d4 maxΩ u
1 + d4 minΩ u
 C∗2
maxΩ u
minΩ u
 C∗2C∗3  C∗4 . (3.4)
By integrating the second equation of problem (1.3) in Ω , we have ∫
Ω
v(b − v + m2u)dx = 0.
Thus, there exists x2 ∈ Ω such that b − v(x2) + m2u(x2) = 0, which implies that v(x2)  b.
This, combined with (3.4), yields that
min
Ω
v  maxΩ v
C∗4
 v(x2)
C∗4
 b
C∗4
.
Turning now to prove that minΩ u(x) > C−1 if a = m1b. Here, we still use problem (1.3), but
its corresponding variables u, v, diffusion coefficients d1, d2, and cross-diffusion coefficients d3,
d4 etc., are with sub-index base i.
Assume, on the contrary, that there exists a sequence {(d1i , d2i , d3i , d4i )}, i = 1,2,3, . . . ,
satisfying d1i D1, d2i D2, d3i D3 and d4i D4, such that the corresponding positive so-
lutions (ui, vi)T of problem (1.3) with (d1, d2, d3, d4) = (d1i , d2i , d3i , d4i ) satisfy minΩ ui → 0
as i → ∞. Combining this with (3.3), we have maxΩ ui → 0 and ui → 0 uniformly as i → ∞.
We may assume, by passing to a subsequence if necessary, that (d1i , d2i , d3i , d4i ) →
(d1, d2, d3, d4) and (ui, vi) → (u, v) as i → ∞, where both u and v are non-negative functions.
Let ψi = vi(1 + d4iui), then the second equation of problem (1.3) can be written as⎧⎪⎪⎨
⎪⎪⎩
−ψi = b − vi + m2ui
d2i (1 + d4iui)ψi, x ∈ Ω ,
∂ψi = 0, x ∈ ∂Ω .
(3.5)∂ν
996 X. Zeng / J. Math. Anal. Appl. 332 (2007) 989–1009First, since ‖ui‖∞  C1 and ‖vi‖∞  C2, there is a positive constant C3 independent of i
such that ‖ψi‖∞  C3 and ‖ b−vi+m2uid2i (1+d4iui )‖∞  C3 for all i  1. Thus, by making use of Lp-
estimate to problem (3.5), we have ‖ψi‖W 2,p(Ω)  C23 |Ω|
1
p for all i  1, where p > 1 is
any positive number. Next, let p > N , then, by the Sobolev embedding theorems, we have
‖ψi‖C1,α(Ω)  C∗‖ψi‖W 2,p(Ω)  C∗C23 |Ω|
1
p , where α ∈ (0,1) and C∗ is the embedding con-
stant. This, combined with ui and vi ∈ C2(Ω), yields that b−vi+m2uid2i (1+d4iui )ψi ∈ Cα(Ω). And last, by
the regularity theory for elliptic equations, we have ψi ∈ C2,α(Ω). Therefore, we can assume,
by passing to a subsequence if necessary, that ψi converges uniformly to some function ψ in
C2(Ω). Combining this with ui → 0, we have vi = ψi1+d4iui → ψ (or denoted by v) as i → ∞.
Furthermore, if d2i → d2 ∈ [D2,∞) as i → ∞, then v satisfies⎧⎨
⎩
−d2v = v(b − v), x ∈ Ω ,
∂v
∂ν
= 0, x ∈ ∂Ω . (3.6)
Applying Lemma 3.1 to problem (3.6) and noting that minΩ vi  bC∗4 , we have v = b. If d2i → ∞
as i → ∞, then ψ satisfies⎧⎨
⎩
−ψ = 0, x ∈ Ω ,
∂ψ
∂ν
= 0, x ∈ ∂Ω , (3.7)
which implies that ψ = v = C for some non-negative constant C.
Since
∫
Ω
vi(b − vi −m2ui) dx = 0, by letting i → ∞ and noting that minΩ vi  bC∗4 , ui → 0
and vi → C, we also have v = b.
Let the first equation of problem (1.3) be divided by maxΩ ui , then, by a similar argument
as that in (3.5), we have ui
maxΩ ui
→ u uniformly in C2(Ω). This, combined with ui
maxΩ ui

minΩ ui
maxΩ ui
 1
C∗3
, yields that u 1
C∗3
. On the other hand, the first equation of problem (1.3) is divided
by maxΩ ui and then integrated in Ω by parts∫
Ω
ui
maxΩ ui
(a − ui − m1vi) dx = 0. (3.8)
Let i → ∞, and note that ui
maxΩ ui
→ u  1
C∗3
, ui → 0 and vi → b, then a = m1b, which is a
contradiction to a = m1b. Therefore, minΩ u(x) C−1 if a = m1b.
In conclusion, if necessary, we may suitably enlarge the upper positive bounds of both u and v,
and diminish its lower positive bounds such that Lemma 3.3 holds. 
Lemma 3.4. Let a > m1b, and (u˜, v˜)T be the constant positive solution of problem (1.3). If a
satisfies: (1) m1b < a < 2m1b1−m1m2 when 0 < m1m2 < 1, or (2) a > m1b when m1m2  1, then
u˜ < m1v˜.
Proof. The constant positive solution (u˜, v˜)T of problem (1.3) satisfies{
a − u˜ − m1v˜ = 0, (3.9)
b − v˜ + m2u˜ = 0.
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u˜ = a − m1b
1 + m1m2 , v˜ =
b + m2a
1 + m1m2 , (3.10)
and u˜ − m1v˜ = (1−m1m2)a−2m1b1+m1m2 . Therefore, if a satisfies: (1) m1b < a < 2m1b1−m1m2 when 0 <
m1m2 < 1, or (2) a > m1b when m1m2  1, then u˜ < m1v˜. 
Remark 3.2. For 0 < m1m2 < 1, if a satisfies a  2m1b1−m1m2 , then we can check that problem (1.3)
has no non-constant positive solution bifurcating from (u˜, v˜)T (see Lemma 5.3(3)). Therefore, in
the following sections, if a is not mentioned, then we always assume that a satisfies: (1) m1b <
a < 2m1b1−m1m2 when 0 < m1m2 < 1, or (2) a > m1b when m1m2  1.
4. Local analysis at the constant positive steady state
In this section, we study the linearization of problem (1.3) at (u˜, v˜)T . Its argument is similar
to that of [13].
Let 0 = μ0 < μ1 < μ2 < · · · be the eigenvalues of the operator − in Ω with the homoge-
neous Neumann boundary condition, E(μi) be the eigenspace corresponding to μi in C1(Ω),
φij , j = 1,2,3, . . . ,dim E(μi), be an orthonormal basis of E(μi), and Xij = {cφij | c ∈ R2}.
Define
X =
{
(u, v)T ∈ [C1(Ω)]2 ∣∣∣ ∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω
}
,
X+ = {(u, v)T ∈ X ∣∣ u > 0, v > 0, x ∈ Ω},
B(C) = {(u, v)T ∈ X ∣∣ C−1 < u,v < C, x ∈ Ω},
then X =⊕∞i=1 Xi , where Xi =⊕dim E(μi)j=1 Xij . Let
(u, v) = (d1u(1 + d3v), d2v(1 + d4u))T ,
G(u, v) = (au − u2 − m1uv,bv − v2 + m2uv)T ,
then problem (1.3) can be written as⎧⎨
⎩
−(u, v) = G(u, v), x ∈ Ω ,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω . (4.1)
Since
∂(u, v)
∂(u, v)
=
(
d1(1 + d3v) d1d3u
d2d4v d2(1 + d4u)
)
and det{ ∂(u,v)
∂(u,v)
} > 0 for all non-negative (u, v)T , [ ∂(u,v)
∂(u,v)
]−1 exists and det{[ ∂(u,v)
∂(u,v)
]−1} is pos-
itive. Hence w (u, v)T is a positive solution of problem (4.1) if and only if
F(w)w − (I − )−1{[w(w)]−1[G(w) + ∇www(w)∇w]+ w}= 0, w ∈ X+,
(4.2)
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erator, for any B B(C), the Leray–Schauder degree deg(F(·),0,B) is well-defined if F(w) = 0
on ∂B. Further, we note that
DwF(w˜) = I − (I − )−1
{[
w(w˜)
]−1Gw(w˜) + I}, (4.3)
where w˜ = (u˜, v˜)T . We recall that if DwF(w˜) is invertible, the index of F at w˜ is defined as
index(F(·), w˜) = (−1)r , where r is the number of negative eigenvalues of DwF(w˜).
We refer to the decomposition in our discussion of the eigenvalues of DwF(w˜). First, we note
that, for each integer i  1 and each integer 1 j  dimE(μi), Xij is invariant under DwF(w˜),
namely, DwF(w˜)w ∈ Xij for all w ∈ Xij . Thus, λ is an eigenvalue of DwF(w˜) on Xij if and only
if it is an eigenvalue of the matrix
I − 1
1 + μi
{[
w(w˜)
]−1Gw(w˜) + I}= 11 + μi
{
μiI −
[
w(w˜)
]−1Gw(w˜)}. (4.4)
Since det{Gw(w˜)} = 0 when a > m1b, DwF(w˜) is invertible if and only if, for all i  1, the
matrix
I − 1
1 + μi
{[
w(w˜)
]−1Gw(w˜) + I} (4.5)
is non-singular. Writing
H(μ)H(w˜,μ) = det[μI − [w(w˜)]−1Gw(w˜)], (4.6)
we note, furthermore, that the sign of det{I − 11+μi {[w(w˜)]−1Gw(w˜) + I }} depends on the
number of negative eigenvalue of I − 11+μi {[w(w˜)]−1Gw(w˜)+ I}, and both H(μi) and det{I −
1
1+μi {[w(w˜)]−1Gw(w˜)+I}} have the same signs. Therefore, if H(μi) = 0, then for each integer
1 j  dimE(μi), the number of negative eigenvalues of DwF(w˜) on Xij is odd if and only if
H(μi) < 0.
In conclusion, we have the following:
Lemma 4.1. Suppose that, for all i  1, the matrix μiI − [w(w˜)]−1Gw(w˜) is non-singular.
Then
index
(
F(·), w˜)= (−1)r , where r = ∑
i1,H(μi)<0
dim E(μi).
To facilitate our computation of index(F (·), w˜), we will consider carefully the sign of H(μi).
Note that
H(μ) = det{[w(w˜)]−1}det{μw(w˜) − Gw(w˜)}, (4.7)
and det{[w(w˜)]−1} > 0, so we will only need to consider det{μiw(w˜) − Gw(w˜)}.
In the following, by analyzing the two roots of H(μ) = 0, we discuss the sign of H(μi). As
w(w˜) =
(
d1(1 + d3v˜) d1d3u˜
d2d4v˜ d2(1 + d4u˜)
)
, Gw(w˜) =
( −u˜ −m1u˜
m2v˜ −v˜
)
,
we have
det
{
μw(w˜) − Gw(w˜)
}= Aμ2 + Bμ + C, (4.8)
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A = d1d2(1 + d3v˜ + d4u˜) > 0,
B = d1(1 + d3v˜)v˜ + d2u˜
[
1 + d4(u˜ − m1v˜)
]+ d1d3m2u˜v˜,
C = u˜v˜ + m1m2u˜v˜ > 0.
When B2 − 4AC > 0, let μ1(d) and μ2(d) denote two roots of det{μw(w˜) − Gw(w˜)} = 0
with μ1(d) < μ2(d). We note that m1v˜ > u˜ when a satisfies the assumption in Remark 3.2.
Therefore, if d4  1m1v˜−u˜ , then B > 0, and both μ1(d) and μ2(d) are non-positive. Whereas if
both μ1(d) and μ2(d) are positive and μ1(d) = μ2(d), then it is necessary that d4 > 1m1v˜−u˜ and
B2 − 4AC > 0.
Now, we discuss the dependence of μ1(d) and μ2(d) on di, i = 1,2,3,4.
Lemma 4.2. Assume that d1 > 0, d2 > 0, d3  0 and d4 > 1m1v˜−u˜ satisfying B2 − 4AC > 0.
(i) Let d2, d3 and d4 be fixed, then
lim
d1→0+
μ1(d) = u˜v˜ + m1m2u˜v˜
d2u˜[d4(m1v˜ − u˜) − 1] , limd1→0+ μ2(d) = +∞.
Furthermore, 0 < limd1→0+ μ1(d) < μ1 when one of d2 and d4 is large enough.
(ii) Let d1, d3 and d4 be fixed, then there exists a positive constant D2(d1, d3, d4) such that
0 < μ1(d) < μ1 and μ2(d) < C(d1) for all d2 > D2(d1, d3, d4).
(iii) Let d1, d2 and d3 be fixed, then there exists a positive constant D4(d1, d2, d3) such that
0 < μ1(d) < μ1 and μ2(d) < C(d1) for all d4 > D4(d1, d2, d3).
Proof. (i) We note that B < 0 when d1 < d2u˜[d4(m1v˜−u˜)−1](1+d3v˜)v˜+d3m2u˜v˜ , thus both μ1(d) and μ2(d) are posi-
tive. Let A1 = d2(1 + d3v˜ + d4u˜), B1 = (1 + d3v˜)v˜ + d3m2u˜v˜, B2 = d2u˜[d4(m1v˜ − u˜)− 1] and
B = B1d1 − B2, then
μ1(d) = 2C
B2 − B1d1 +
√
(B2 − B1d1)2 − 4d1A1C
, (4.9)
μ2(d) = B2 − B1d1 +
√
(B2 − B1d1)2 − 4d1A1C
2d1A1
. (4.10)
Let d2, d3 and d4 be fixed. Since B2 − d1B1 > 0, we have
lim
d1→0+
μ1(d) = u˜v˜ + m1m2u˜v˜
d2u˜[d4(m1v˜ − u˜) − 1] ,
lim
d1→0+
μ2(d) lim
d1→0+
B2
2d1A1
− B1
2A1
→ +∞. (4.11)
Therefore, if one of d2 and d4 is large enough, then 0 < limd1→0+ μ1(d) < μ1.
(ii) We note that B < 0 when d2 > d1(1+d3v˜)v˜+d1d3m2u˜v˜u˜[d4(m1v˜−u˜)−1] , thus both μ1(d) and μ2(d) are
positive. Let d1, d3 and d4 be fixed. Since limd2→∞ Ad2 = d1(1 + d3v˜ + d4u˜), limd2→∞ Bd2 =
u˜[1 + d4(u˜ − m1v˜)] and limd2→∞ Cd2 = 0, we have
lim μ1(d) = 0, lim μ2(d) = u˜[d4(m1v˜ − u˜) − 1] . (4.12)
d2→∞ d2→∞ d1(1 + d3v˜ + d4u˜)
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μ2(d) <
B2
d1A1
= u˜[d4(m1v˜ − u˜) − 1]
d1(1 + d3v˜ + d4u˜) <
m1v˜ − u˜
d1
 C(d1).
Therefore, there exists a positive constant D2(d1, d3, d4) such that 0 < μ1(d) < μ1 and μ2(d) <
C(d1) for all d2 > D2(d1, d3, d4).
(iii) We note that B < 0 when d4 > d1(1+d3v˜)v˜+d2u˜+d1d3m2u˜v˜d2u˜(m1v˜−u˜) , thus both μ1(d) and μ2(d) are
positive. Let d1, d2 and d3 be fixed. Since limd4→∞ Ad4 = d1d2u˜, limd4→∞ Bd4 = d2u˜(u˜ − m1v˜)
and limd4→∞ Cd4 = 0, we have
lim
d4→∞
μ1(d) = 0, lim
d4→∞
μ2(d) = m1v˜ − u˜
d1
, (4.13)
which implies that there exists a positive constant D4(d1, d2, d3) satisfying D4(d1, d2, d3) 
1
m1v˜−u˜ such that 0 < μ1(d) < μ1 and μ2(d) < C(d1) for all d4 > D4(d1, d2, d3).
Last, let d1, d2 and d4 be fixed. If B < 0, then d3 < d2u˜[d4(m1v˜−u˜)−1]−d1v˜d1v˜2+d1m2u˜v˜ . 
To sum up, we have
Lemma 4.3. If 0 < μ1(d) < μi < μ2(d) for some i  1, then H(μi) < 0. Whereas, H(μi) > 0
provided μi /∈ [μ1(d),μ2(d)] for some i  0.
Remark 4.1.
(i) Let d2, d3, d4 be fixed and satisfy that d2 > 0, d3  0, d4 > 1m1v˜−u˜ , one of d2 and d4 be
large enough. If d1 is also large enough, then 0 < μ1(d)  μ2(d) < μ1. In this case, we
may prove that problem (1.3) has no non-constant positive solution bifurcating from w˜, (see
Lemma 5.3(2)).
(ii) For any n 1 given, we may choose d1, d2, d3 and d4 satisfying that d1 is a positive number
small enough, d2 > 0, d4 > 1m1v˜−u˜ , and one of d2 and d4 is large enough, such that 0 <
μ1(d) < μ1 and μ2(d) ∈ (μn,μn+1).
5. Non-existence of non-constant positive solution
In this section, we discuss the non-existence of non-constant positive solution of prob-
lem (1.3). We mainly use the methods in [10,13]. To this end, we first introduce the definitions
of bifurcation and regular points and the bifurcation theory. See also [4,12,13].
Definition 5.1. Suppose that a > m1b and w˜ = (u˜, v˜)T . Let d2, d3 and d4 be fixed, and d˜1 ∈
(0,+∞). (d˜1, w˜) is a bifurcation point of problem (1.3) if, for any δ ∈ (0, d˜1), there exists d1 ∈
[d˜1 −δ, d˜1 +δ] such that problem (1.3) has a non-constant positive solution in Bδ(w˜). Otherwise,
we say that (d˜1, w˜) is a regular point. See [17].
Bifurcation and regular points with respect to d2, d3 and d4, respectively, are defined analo-
gously.
Lemma 5.1. Let Γp = {μ0,μ1,μ2,μ3, . . .}, Sd1(d1) = {μ  0 | H(μ) = 0}, where H(μ) is as
defined in (4.6), and let A and C be as defined in (4.8). We note that, for every d1, since A > 0
and C > 0, Sd1(d1) has 0 or 2 elements.
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(1) if Γp ∩ Sd1(d˜1) = ∅, then (d˜1, w˜) is a regular point of problem (1.3);
(2) if Γp ∩ Sd1(d˜1) = ∅, then (d˜1, w˜) may be a bifurcation point of problem (1.3).
Now, we discuss the non-existence of non-constant positive solution to problem (1.3), and
note that u˜ < m1v˜ if a satisfies the assumption of Remark 3.2.
Lemma 5.2. Suppose that a satisfies the assumption of Remark 3.2.
(1) Let D1, D2 and D3 be positive constants given, where D1 and D2 are small enough, and
D3 is large enough, then there exist positive constants D02 and D
0
4 satisfying D02 D2 and
D04 
1
m1v˜−u˜ such that, when d1 D1, d2 > D
0
2, d3 D3 and d4 < D04 , problem (1.3) has
no non-constant positive solution.
(2) If d4  1m1v˜−u˜ , then (1.3) has no non-constant positive solution bifurcating from w˜.
Proof. (1) Its proof is similar to that of Theorem 3.1 in [10]. For the completeness of our paper,
we still give a complete procedure to its proof.
Assume, on the contrary, that there exists a sequence of {(d1i , d2i , d3i , d4i )} satisfying
d1i  D1, d2i  D2, d3i  D3, d4i  1m1v˜−u˜ , d2i → ∞, d4i → 0, such that (ui, vi)T are non-
constant positive solutions to problem (1.3) with (d1, d2, d3, d4) = (d1i , d2i , d3i , d4i ).
Set φi = ui(1 + d3ivi),ψi = vi(1 + d4iui). The second equation of (1.3) is written as⎧⎪⎪⎨
⎪⎪⎩
−ψi = b − vi + m2ui
d2i (1 + d4iui)ψi, x ∈ Ω ,
∂ψi
∂ν
= 0, x ∈ ∂Ω .
(5.1)
By the same argument as (3.5), we may assume, by passing to a subsequence if necessary, that
ψi converges uniformly to some function ψ in C2(Ω). Furthermore, ψ satisfies⎧⎨
⎩
−ψ = 0, x ∈ Ω ,
∂ψ
∂ν
= 0, x ∈ ∂Ω , (5.2)
which implies that ψ = ψ0 for some non-negative constant ψ0. Hence,
|vi − ψ0| |ψi − ψ0| + d4i‖ui‖∞‖vi‖∞ → 0.
Set vi = vi‖vi‖∞ . By minΩ vi  bC∗4 and vi → ψ0, we obtain that vi → 1 uniformly.
On the other hand, φi satisfies the following equation⎧⎪⎪⎨
⎪⎪⎩
−φi = φi
d1i (1 + d3ivi)
(
a − φi
1 + d3ivi − m1vi
)
, x ∈ Ω ,
∂φi
∂ν
= 0, x ∈ ∂Ω .
(5.3)
By a similar argument, there exists a subsequence which still is denoted by {φi}, and φ such that
φi → φ uniformly in C2(Ω). Since d3i‖vi‖∞ D3C2, we may assume, by passing to a subse-
quence if necessary, that d3i‖vi‖∞ → τ . Applying Lemma 2.1 to (5.3), we have
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1 + d3i‖vi‖∞ min
Ω
vi
)(
a − m1 max
Ω
vi
)
 φi 
(
1 + d3i‖vi‖∞ max
Ω
vi
)(
a − m1 min
Ω
vi
)
. (5.4)
Since d3i‖vi‖∞ → τ , vi → ψ0 and vi → 1, we see that φi → (1 + τ)(a − m1ψ0) uniformly.
Therefore, by d3i → d3 and vi → ψ0, we have ui → u for some non-negative constant u.
If u ≡ 0, then, by integrating the second equation of problem (1.3) in Ω , letting i → ∞ and
noting that minΩ vi  bC∗4 , we have vi → b. By a similar argument as that of (3.8), we have
a = m1b, which is a contradiction to a > m1b. Hence u = u˜ and v = v˜.
We further show that (ui, vi)T = (u˜, v˜)T for all large i. By the definition of (φi,ψi)T , we
know that both ui and vi are functions of (φi,ψi)T , and (φi,ψi)T satisfies⎧⎪⎪⎨
⎪⎪⎩
−d1iφi = ui(φi,ψi)
(
a − ui(φi,ψi) − m1vi(φi,ψi)
)
, x ∈ Ω ,
−d2iψi = vi(φi,ψi)
(
b − vi(φi,ψi) + m2ui(φi,ψi)
)
, x ∈ Ω ,
∂φi
∂ν
= ∂ψi
∂ν
= 0, x ∈ ∂Ω .
(5.5)
It is easy to check that
∂u
∂φ
= 1 + d4u
1 + d3v + d4u,
∂v
∂φ
= − d4v
1 + d3v + d4u,
∂u
∂ψ
= − d3u
1 + d3v + d4u,
∂v
∂ψ
= 1 + d3v
1 + d3v + d4u.
Let φi = 1|Ω|
∫
Ω
φi dx and ψi = 1|Ω|
∫
Ω
ψi dx denote the average of φi and ψi , respectively. Set
h(φi,ψi) = ui(φi,ψi)
(
a − ui(φi,ψi) − m1vi(φi,ψi)
)
.
Multiplying the first equation of (5.5) by φi − φi and integrating in Ω , we have
d1i
∫
Ω
|∇φi |2 dx
=
∫
Ω
h(φi,ψi)(φi − φi) dx
=
∫
Ω
{[
h(φi,ψi) − h(φi,ψi)
]+ [h(φi,ψi) − h(φi,ψi)]}(φi − φi) dx

∫
Ω
∂h
∂φ
(ξi,ψi)(φi − φi)2 dx +
∫
Ω
∣∣∣∣ ∂h∂ψ (φi, ηi)
∣∣∣∣|φi − φi ||ψi − ψi |dx, (5.6)
where ξi lies between φi and φi , and ηi lies between ψi and ψi . Since (ui, vi)T → (u˜, v˜)T , and
both φi − φi and ψi − ψi converge to zero uniformly, we can check that
∂h
∂φ
(ξi,ψi) + u˜1 + d3i v˜
= (a − 2ui − m1vi)(1 + d4iui) + m1d4iuivi + u˜ + o(1) → 0, (5.7)
1 + d3ivi + d4iui 1 + d3ivi + d4iui 1 + d3i v˜
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∂ψ
(φi, ηi) = − (a − 2ui − m1vi)d3iui1 + d3ivi + d4iui −
m1ui(1 + d3ivi)
1 + d3ivi + d4iui + o(1)
→ d3u˜
2 − m1u˜(1 + d3v˜)
1 + d3v˜ , (5.8)
uniformly. Therefore, there exists i0 > 0 such that ∂h∂φ (ξi,ψi) < − u˜2(1+d3i v˜) for all i > i0.
On other hand, since d3i D3, ‖ui‖∞  C1 and ‖vi‖∞  C2, we have ‖ ∂h∂ψ (φi, ηi)‖∞  C
for all i, where C is a positive constant independent of i. Substituting these results into (5.6) and
using the Young’s inequality, we have
d1i
∫
Ω
|∇φi |2 dx 
(
− u˜
2(1 + d3i v˜) + ε
)∫
Ω
(φi − φi)2 dx + C
2
ε
∫
Ω
(ψi − ψi)2 dx. (5.9)
Set g(φi,ψi) = vi(φi,ψi)(b − vi(φi,ψi) + m2ui(φi,ψi)). By a similar argument, we have
∂g
∂φ
(ξi,ψi) = m2vi(1 + d4iui)1 + d3ivi + d4iui −
(b − 2vi + m2ui)d4ivi
1 + d3ivi + d4iui + o(1) →
m2v˜
1 + d3v˜ , (5.10)
∂g
∂ψ
(φi, ηi) = − m2vid3iui1 + d3ivi + d4iui +
(b − 2vi + m2ui)(1 + d3ivi)
1 + d3ivi + d4iui + o(1)
→ −m2d3u˜v˜
1 + d3v˜ − v˜. (5.11)
Therefore, ‖ ∂g
∂ψ
(ξi,ψi)‖∞  C, ‖ ∂g∂ψ (φi, ηi)‖∞  C, where C is a positive constant independent
of i. Multiplying the second equation of problem (5.5) by ψi − ψi and integrating in Ω , by
similar arguments as (5.6) and (5.9), we have
d2i
∫
Ω
|∇ψi |2 dx  ε
∫
Ω
(φi − φi)2 dx +
(
C2
ε
+ C
)∫
Ω
(ψi − ψi)2 dx. (5.12)
Let ε = u˜4(1+d3i v˜) . It follows from (5.9) and (5.12) that
d1i
∫
Ω
|∇φi |2 dx + d2i
∫
Ω
|∇ψi |2 dx 
(
8(1 + D3v˜)C2
u˜
+ C
)
C∗2
∫
Ω
|∇ψi |2 dx, (5.13)
where C∗ is the Poincaré’s embedding constant, i.e., C∗ satisfies that ‖ψi − ψi‖L2(Ω) 
C∗‖ψi‖W 1,2(Ω) for all ψi ∈ W 1,2(Ω). If necessary, we enlarge i0 such that d2i > ( 8(1+D3v˜)C
2
u˜
+
C)C∗2 for all i > i0, then ∇φi = ∇ψi = 0 for all i > i0, which implies that φi and ψi are
constants. Hence ui = u˜ and vi = v˜ for all i > i0. We choose D02 and the corresponding D04
satisfying D02  (
8(1+D3v˜)C2
u˜
+C)C∗2 and D04  1m1v˜−u˜ , then when d1 D1, d2 > D02 , d3 D3
and d4 < D04 , problem (1.3) has no non-constant positive solution.
(2) Let d1 be extended to (0,+∞), d2 to (0,+∞), d3 to [0,+∞) and d4 to [0, 1m1v˜−u˜ ],
respectively. When d4  1m1v˜−u˜ , by (4.7) and (4.8), we have H(μ) > 0 for all μ  0. Thus
Γp ∩ Sdj (dj ) = ∅, j = 1,2,3,4. Therefore, by using Lemma 5.1, all these points (dj , w˜) are
regular points of problem (1.3). This, combined with Lemma 5.2(1), yields that problem (1.3)
has no non-constant positive solution bifurcating from w˜ if d4  1m1v˜−u˜ . 
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(1) Suppose that a > m1b. Let D1, D2, D3 and D4 be positive constants given, where D1 and
D2 are small enough, and D3 and D4 are large enough, then there exist positive constants
D01 and D
0
3 satisfying D01 D1 and D03 D3 such that, when d1 > D01 , d2 D2, d3 < D03
and d4 D4, problem (1.3) has no non-constant positive solution.
(2) Let a satisfy the assumption of Remark 3.2. If d1  m1v˜−u˜μ1 , then problem (1.3) has no non-
constant positive solution bifurcating from w˜.
(3) For 0 < m1m2 < 1, if a  2m1b1−m1m2 , then problem (1.3) has no non-constant positive solution
bifurcating from w˜.
Proof. (1) Its proof is similar to that of Lemma 5.2(1). Here we give a simple proof.
Assume, on the contrary, that there exists a sequence of {(d1i , d2i , d3i , d4i )} satisfying
d1i  D1, d2i  D2, d3i  D3, d4i  D4, d1i → ∞ and d3i → 0, such that (ui, vi)T are non-
constant positive solutions of problem (1.3) with (d1, d2, d3, d4) = (d1i , d2i , d3i , d4i ).
Set φi = ui(1 + d3ivi),ψi = vi(1 + d4iui). It is easy to check that ui → u˜ and vi → v˜ as
i → ∞. Thus, by making use of the equality of (5.11), there exists i0 > 0 such that ∂g∂ψ (φi, ηi) <
− v˜(1+d3i v˜)2(1+d3i v˜+d4i u˜) for all i > i0. By similar arguments as (5.6), (5.9) and (5.12), we have
d1i
∫
Ω
|∇φi |2 dx 
(
C + C
2
ε
)∫
Ω
(φi − φi)2 dx + ε
∫
Ω
(ψi − ψi)2 dx, (5.14)
d2i
∫
Ω
|∇ψi |2 dx  C
2
ε
∫
Ω
(φi − φi)2 dx +
(
ε − v˜(1 + d3i v˜)
2(1 + d3i v˜ + d4i u˜)
)∫
Ω
(ψi − ψi)2 dx,
(5.15)
where C, which is independent of i, is an upper bound of ‖ ∂h
∂φ
(ξi,ψi)‖∞, ‖ ∂h∂ψ (φi, ηi)‖∞ and
‖ ∂g
∂φ
(ξi,ψi)‖∞. Let ε = v˜(1+d3i v˜)4(1+d3i v˜+d4i u˜) . It follows from (5.14) and (5.15) that
d1i
∫
Ω
|∇φi |2 dx + d2i
∫
Ω
|∇ψi |2 dx 
(
C + 8(1 + D3v˜ + D4u˜)C
2
v˜
)
C∗2
∫
Ω
|∇φi |2 dx.
(5.16)
If necessary, we enlarge i0 such that d1i > (C + 8(1+D3v˜+D4u˜)C2v˜ )C∗2 for all i > i0, then ∇φi =∇ψi = 0 for all i > i0, which implies that both φi and ψi are constants. Hence ui = u˜ and
vi = v˜ for all i > i0. We may choose positive constants D01 and the corresponding D03 satisfying
D01  (C + 8(1+D3v˜+D4u˜)C
2
v˜
)C∗2 and D03  D3, then when d1 > D01 , d2  D2, d3 < D03 and
d4 D4, problem (1.3) has no non-constant positive solution.
(2) Let d1 be extended to [m1v˜−u˜μ1 ,∞), d2 to (0,+∞), d3 to [0,+∞) and d4 to [0,+∞),
respectively, and let A,B,C,A1,B1,B2 and H(μ) be as defined in Section 4. If B2 − 4AC  0,
then, by A > 0 and C > 0, and by making use of (4.9) and (4.10), we have
0 < μ1(d) μ2(d) <
B2
d1A1
= u˜[d4(m1v˜ − u˜) − 1]
d1(1 + d3v˜ + d4u˜) <
m1v˜ − u˜
d1
 μ1, (5.17)
or μ1(d) μ2(d) < 0, which implies that μi /∈ [μ1(d),μ2(d)] for all i  0. Thus, by Lemma 4.3,
we have H(μi) > 0 for all i  0.
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In conclusion, we have Γp ∩ Sdj (dj ) = ∅, j = 1,2,3,4. Thus, by Lemma 5.1, all of (dj , w˜),
j = 1,2,3,4, are regular points of problem (1.3) when d1  m1v˜−u˜μ1 . This, combined with
Lemma 5.3(1), yields that problem (1.3) has no non-constant positive solution bifurcating from
w˜ when d1  m1v˜−u˜μ1 .
(3) For 0 < m1m2 < 1, if a  2m1b1−m1m2 , then we have m1v˜  u˜. By (4.7) and (4.8), we have
H(μi) > 0 for all i  0. Thus, Γp ∩∑dj (dj ) = ∅, j = 1,2,3,4. Hence, by using Lemma 5.1,
all of (dj , w˜) are regular points of problem (1.3). This, combined with Lemma 5.3(1), yields that
problem (1.3) has no non-constant positive solution bifurcating from w˜. 
Lemma 5.4.
(1) Suppose that a m1b and d4 ≡ 0. There exist positive constants D01 and D02 such that when
d1 > D
0
1 and d2 > D
0
2 , problem (1.3) has no positive solution.
(2) Problem (1.3) has no non-constant positive solution bifurcating from 0 or u∗.
(3) Problem (1.3) has no non-constant positive solution bifurcating from v∗if a = m1b.
Proof. The proof process of Lemma 5.4(1) is similar to that of Lemma 5.2(1), so we here omit.
Whereas, by Lemma 3.3, the positive solution (u, v)T of problem (1.3) satisfies minΩ v > C−1.
Furthermore, if a = m1b, then minΩ u > C−1. Therefore, Lemma 5.3(2)–(3) holds. 
Remark 5.1. For a = m1b, since det{Gw(v∗)} = 0, DwF(v∗) is not invertible. Therefore, our
discussion is exclusive of this case.
6. The existence and bifurcation of non-constant positive solutions
By Lemmas 5.2–5.4, if problem (1.3) has non-constant positive solutions bifurcating from w˜,
then the following conditions hold:
(i) a satisfies: (1) m1b < a < 2m1b1−m1m2 when 0 < m1m2 < 1, or (2) a > m1b when m1m2  1;
(ii) (d1, d2, d3, d4) satisfies that 0 < d1 < m1v˜−u˜μ1 , d2 > 0, d3  0 and d4 >
1
m1v˜−u˜ .
In the following, we first study the existence of non-constant positive solutions to prob-
lem (1.3).
Theorem 6.1. Suppose that a satisfies the assumption of Remark 3.2. Let d1, d3 and d4 be
fixed and satisfy that 0 < d1 < m1v˜−u˜μ1 , d3  0 and d4 > 1m1v˜−u˜ , and let D2(d1, d3, d4) be a
positive number defined in Lemma 4.2. For d2 > D2(d1, d3, d4), if there exists some n 1 such
that μ0 < μ1(d) < μ1, μ2(d) ∈ (μn,μn+1), and the sum σn = ∑ni=1 dimE(μi) is odd, then
problem (1.3) has non-constant positive solutions.
Proof. Let D02 and D
0
4 be as defined in Lemma 5.2(1), and let D1, D2, D3 and D4 be positive
constants and satisfy that D1 < d1, D2 < min{D02,D2(d1, d3, d4)}, D3 > d3 and D4 > d4 >
1 D0, respectively. For t ∈ [0,1], define w = (u, v)T ,m1v˜−u˜ 4
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(
d2 − 2D02
)
,
d3(t) ≡ d3, d4(t) = D
0
4
2
+ t
(
d4 − D
0
4
2
)
,
(t;w) = (d1(t)u(1 + d3(t)v), d2(t)v(1 + d4(t)u))T ,
G(w) = (au − u2 − m1uv,bv − v2 + m2uv)T ,
and consider the problem⎧⎨
⎩
−(t;w) = G(w), x ∈ Ω ,
∂(t;w)
∂ν
= 0, x ∈ ∂Ω . (6.1)
Then w is a non-constant positive solution of problem (1.3) if and only if it is such a solution of
problem (6.1) for t = 1. It is obvious that w˜ = (u˜, v˜)T is the unique constant positive solution
of problem (6.1) for any 0 t  1. As we observed in (4.2), for any 0  t  1, w is a positive
solution of problem (6.1) if and only if
F(t;w)w − (I − )−1{[w(t;w)]−1[G(w) + ∇www(t;w)∇w]+ w}
= 0, w ∈ X+. (6.2)
It is obvious that F(1;w) = F(w). Lemma 5.2(1) shows that F(0;w) = 0 only has the positive
solution w˜ in X+. By a direct computation, we have
DwF(t; w˜) = I − (I − )−1
{[
w(t; w˜)
]−1G(w˜) + I}.
For t = 1, by making use of the condition of Theorem 6.1 and Lemma 4.3, we have H(μ0) =
H(0) > 0, H(μi) < 0 for 1  i  n, H(μi) > 0 for i > n, where H(μ) is as defined in (4.6).
Thus
∑
H(μi)<0
dim E(μi) =
n∑
i=1
dim E(μi) = σn
which is odd. Thanks to Lemma 4.1, we have
index
(
F(1; ·), w˜)= (−1)σn = −1.
For t = 0, since d4(0) = D
0
4
2 <
1
m1v˜−u˜ , by (4.7) and (4.8), we have H(μi) > 0 for all i  0.
Therefore, by a similar argument, we have
index
(
F(0; ·), w˜)= (−1)0 = 1.
On other hand, by Lemma 3.3, there exists a positive constant C such that F(t;w) = 0 on ∂B(C)
for all 0 t  1. Therefore, by the homotopy invariance of the topological degree, we have
deg
(
F(1; ·),0,B(C))= deg(F(0; ·),0,B(C)).
If F(1;w) = 0 has no non-constant positive solution on B(C), then
deg
(
F(1; ·),0,B(C))= deg(F(0; ·),0,B(C))= index(F(0; ·), w˜)= 1,
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non-constant positive solutions.
Further, by (4.12), if d1, d3 and d4 satisfy that
lim
d2→∞
μ2(d) = u˜[d4(m1v˜ − u˜) − 1]
d1(1 + d3v˜ + d4u˜) ∈ (μn,μn+1),
then let D2(d1, d3, d4) be enlarged such that 0 < μ1(d) < μ1 and μ2(d) ∈ (μn,μn+1) for all d2 >
D2(d1, d3, d4). Thus, in this case, problem (1.3) always has non-constant positive solutions for all
d2 > D2(d1, d3, d4). Furthermore, by a similar argument as that in (3.5), we have (1+d4u)v = C
as d2 → ∞, and u satisfies⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−d1
[
u
(
1 + d3C
1 + d4u
)]
= au − u2 − m1Cu
1 + d4u,∫
Ω
C
1 + d4u
(
b − C
1 + d4u + m2u
)
dx = 0,
(6.3)
where C is a positive constant, the second equation of (6.3) is obtained by integrating the second
equation of problem (1.3) and letting the limit, the first equation of (6.3) is the limit of the first
equation of problem (1.3), and here let C1+d3u take the place of v. 
By a similar argument as Theorem 6.1, we have Theorems 6.2 and 6.3 in the general case.
Theorem 6.2. Suppose that a satisfies the assumption of Remark 3.2. Let d1, d2 and d3 be
fixed and satisfy that 0 < d1 < m1v˜−u˜μ1 , d2 > 0 and d3  0, and let D4(d1, d2, d3) a positive
number defined in Lemma 4.2 and satisfy that D4(d1, d2, d3) 1m1v˜−u˜ . For d4 > D4(d1, d2, d3),
if there exists some n  1 such that μ0 < μ1(d) < μ1, μ2(d) ∈ (μn,μn+1), and the sum σn =∑n
i=1 dimE(μi) is odd, then problem (1.3) has non-constant positive solutions.
Remark 6.1. Suppose that the sum
∑n
i=1 dimE(μi) is odd.
(1) Let d1, d3 and d4 be fixed and satisfy 0 < d1 < m1v˜−u˜μ1 , d3  0, d4 >
1
m1v˜−u˜ and
u˜[d4(m1v˜−u˜)−1]
d1(1+d3v˜+d4u˜) ∈ (μn,μn+1), then there exists a positive constant D2(d1, d3, d4) such that μ0 <
μ1(d) < μ1 and μ2(d) ∈ (μn,μn+1) for all d2 > D2(d1, d3, d4).
(2) Let d1, d2 and d3 be fixed and satisfy 0 < d1 < m1v˜−u˜μ1 , d2 > 0, d3  0 and
m1v˜−u˜
d1
∈
(μn,μn+1), then there exists a positive constant D4(d1, d2, d3) satisfying D4(d1, d2, d3) >
1
m1v˜−u˜ such that μ0 < μ1(d) < μ1 and μ2(d) ∈ (μn,μn+1) for all d4 > D4(d1, d2, d3).
Theorem 6.3. Suppose that a satisfies the assumption of Remark 3.2. Let d1, d2, d3 and d4 satisfy
that 0 < d1 < m1v˜−u˜μ1 , d2 > 0, d3  0 and d4 >
1
m1v˜−u˜ . If there exist two integers n2 > n1  0 such
that μ1(d) ∈ (μn1 ,μn1+1), μ2(d) ∈ (μn2 ,μn2+1), and the sum σn =
∑n2
i=n1+1 dimE(μi) is odd,
then problem (1.3) has non-constant positive solutions.
Next, we consider the bifurcation of non-constant positive solutions with respect to d1. Sup-
pose that a satisfies the assumption of Remark 3.2. Let d2, d3, d4 be fixed and satisfy that d2 > 0,
d3  0, d4 > 1m1v˜−u˜ , and one of d2 and d4 is large enough, then we have the following theorem.
Its proof is a similar treatment in [13].
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(1) If Γp ∩ Sd1(d˜1) = ∅, then (d˜1, w˜) is a regular point of problem (1.3).
(2) Suppose that Γp ∩ Sd1(d˜1) = ∅ and the positive roots of H(μ) = 0 are all simple. If∑
μi∈Sd1 (d˜1) dimE(μi) is odd, then (d˜1, w˜) is a bifurcation point of problem (1.3). In this
case, there exists an interval (d1, d1) ∈ R+, where
(i) d˜1 = d1 < d1 < +∞,Γp ∩ Sd1(d1) = ∅, or
(ii) 0 < d1 < d1 = d˜1, Γp ∩ Sd1(d1) = ∅,
such that, for every d1 ∈ (d1, d1), problem (1.3) admits a non-constant positive solution.
Remark 6.2. Let k1 = k2 = 1. If we directly consider the positive steady states of system (1.1),
then the assumption of Remark 3.2 will be replaced by m1 < r1 < 2m1 + m1m2r2 . By Lemmas 5.3
and 5.4, we know that, when r1  2m1 + m1m2r2 (or r1 < m1), the stationary problem of sys-
tem (1.1) has no non-constant positive solution bifurcating from w˜ (or v∗).
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