Abstract-In this paper, gene sets, instead of individual genes, are used in the genetic process to speed up convergence. A gene-set mutation operator is proposed, which can make several neighboring genes to simultaneously mutate. A gene-set crossover operator is also designed to choose the crossover points at the boundary of gene sets. The proposed gene-set mutation and crossover operators will cause a larger diversity than the conventional ones. A hierarchical gene-set genetic algorithm is then proposed, which uses adjustable gene-set lengths to find final solutions. Different phases of populations use different gene-set lengths to perform the genetic operations. The gene-set length is shortened in half in each phase until the length is 1. Experiments on three problems are also made to show the effectiveness of the proposed gene-set genetic algorithm.
I. INTRODUCTION
Genetic algorithms (GAs) have become increasingly important to solving difficult problems because they can provide feasible solutions in a limited amount of time. Ref. [9] Holland et al. first proposed this GAs in 1975. GAs have been successfully applied to the fields of optimization [4] [10] [21] [22] , machine learning [8] [18] , neural networks [15] [19] [25] [26] , and fuzzy logic controllers [14] [31], among others [13] [16] [17] .
When genetic algorithms are used to solve a problem, a representation that describes the problem states must first be defined. An initial population is then generated and three genetic operations (crossover, mutation, and reproduction) are performed to generate the next generation. In the past, a gene was usually regarded as the basic unit for performing crossover and mutation operations. In this paper, gene sets, instead of individual genes, are used in the genetic process. The operation length can thus be logically thought of as the number of gene sets, which is much shorter than the total chromosome length. The convergence speed can be faster than that in the original GA and the execution time needed can be reduced. Since the gene-set representation is a little different from the current one, the original crossover and mutation operators also need to be modified. A hierarchical gene-set genetic algorithm is then proposed, which uses adjustable gene-set lengths to find final solutions. At beginning, a larger gene-set length is set and the genetic process is run for a fixed number of generations. Then the gene-set length is shortened in half and the genetic process is run again for a fixed number of generations. The same process is repeated until the gene-set length is 1. In this way, the proposed genetic algorithm can search more flexibly in the solution space. Experiments on three problems are also made to show the effectiveness of the proposed genetic algorithm.
The paper is organized as follows. Some related works are reviewed in Section 2. The gene-set genetic representation is proposed and the crossover and mutation operators for this representation are designed in Section 3. The hierarchical gene-set genetic algorithm is proposed in Section 4. Experimental results for showing the performance of the proposed algorithm are described in Section 5. Conclusion and future works are given in Section 6.
II. REVIEW OF RELATED WORKS
When genetic algorithms are used to solve a problem, a representation that describes the problem's states must first be defined. Several chromosome representations have been proposed and commonly used, such as binary strings, real-value vectors, permutations, finite-state representation, and parse-tree representation. Binary strings [8] [9] are the standard and the most commonly used representation of solutions for genetic algorithms. They use only the two symbols 0 and 1 to represent a chromosome. Real-valued vectors [8] are another popular representation used in GA. Each position in a chromosome is a real value. Real-value vectors are especially useful for solving real-value optimization problems. Permutations are a popular representation for some combinatorial optimization problems [7] [23] [27] [32]. They encode the set of objects into numbers and then arrange them into a chromosome. As to the finite-state representation [1] [6] [12] , it first constructs a state transition table according to the given problems, and then evolve according to the transitive table. This method is used for the environment in which a sequence of states have some implicit relations and must be generated with the relation. In addition, the parse-tree representation [2] [20] [24] is often used for evolving executable structures, such as a program. Each chromosome is represented by a parse tree.
After a representation has been chosen for a problem, the genetic process begins. An initial population is generated and three genetic operations (crossover, mutation, and reproduction) are performed to generate the next generation. The simple genetic algorithm uses a single crossover operator and a single mutation operator throughout the entire genetic process. The same procedure is then repeated until the termination criterion is satisfied. The simple genetic algorithm is described as follows.
The Simple Genetic Algorithm:
Step 1: Define a suitable representation for the problem to be solved.
Step 2: Create an initial population of N individuals for evolution.
Step 3: Define a suitable fitness function for the individuals.
Step 4: Perform genetic operations (crossover and mutation) to generate possible offspring.
Step 5: Evaluate the fitness value of each individual.
Step 6: Select superior N individuals according to their fitness values.
Step 7: If the termination criterion is not satisfied, go to Step 4; otherwise, stop the algorithm.
The simple genetic algorithm uses several parameters such as population size, crossover probability p crossover and mutation probability p mutation . The crossover operator usually exchanges some bits between two individuals with probability p crossover . Valuable information of the parents can thus be shared among the offspring. The mutation operator is applied to each single individual with a small probability p mutation . The mutation operator preserves a reasonable level of population diversity and prevents premature convergence to local optima. The values of p crossover and p mutation are known to critically affect the behavior and performance of the genetic algorithm [29] .
Some researches about dynamical adjustment of crossover and mutation rates were thus proposed. Srinivas and Patnaik proposed the adaptive genetic algorithm (AGA), in which p crossover and p mutation are varied according to the fitness values of the solutions [29] . Fogarty used a varying mutation rate and demonstrated that a mutation rate decreasing exponentially over generations has superior performance [5] . Davis defined five fixed operators to replace the original crossover and mutation operators [3] . The operators that caused generations with better strings were allocated higher probabilities. Hong et al. proposed a dynamic genetic algorithm (DGA), which simultaneously used more than one crossover and mutation operators to generate the next generation. The crossover and mutation ratios changed along with the evaluation results of the respective offspring in the next generation [11] . This paper tries to improve the performance of the genetic algorithms from a different aspect. Gene sets, instead of individual genes, are used and dynamically adjusted in the genetic process to speed up convergence.
Some common crossover operators are multiple-point crossover [28] , uniform crossover [30] , one-point crossover, substring crossover, etc. They are briefly described as follows.
1. Multi-point crossover method: This method defines a mask to determine which bits should be exchanged between two individuals. For the positions which are 1 on the mask, the parents exchange the corresponding bits.
2. Uniform crossover method: This method defines a mask to determine which bits should be exchanged between two individuals. Bit values of 1 and 0, however, alternative with each other on the mask.
3. One-point crossover method: There is only one bit with value 1 on the mask. That is, the operator randomly selects a single bit within two parents to perform crossover.
4. Substring crossover method: This method changes arbitrary substrings between two individuals. Lengths and positions of these substrings are chosen at random, but are the same for both individuals.
Some common mutation operators are swapping mutation, inversion mutation, and bit-change mutation, among others. They are briefly described as follows :
1. One-point mutation method: This method changes one bit of a chromosome.
2. Swapping mutation method: This method exchanges arbitrary two bits in a chromosome.
3. Inversion mutation method: This method changes the order of the bits in an arbitrary interval of a chromosome.
4. Bit-change mutation method: This method changes the bit value 0 to 1 and 1 to 0 in an entire chromosome.
III. THE GENE-SET REPRESENTATION AND OPERATORS
In this paper, the gene-set genetic algorithm is proposed to speed up the convergence of the genetic process. The representation is first described below.
A. Gene-Set Representation
A gene set is a set of genes, which combines two or more neighboring genes together into a unit and operates like a composite gene. n genes a gene-set
Gene-set representation
When gene sets, instead of individual genes, are used in the genetic process, the operation length can be logically thought of as the number of gene sets, which is much shorter than the total gene length. The convergence speed is thus faster than that in the original GA, and the execution time needed can be reduced. The experimental results described in Section 5 will show the effect. Note that the gene-set representation can also be easily extended to other gene types in addition to binary bits.
B. The Proposed Gene-Set Mutation Operator
Since the gene-set representation is a little different from current one, the genetic operations must also be modified or re-designed. The gene-set mutation operation is first proposed here. As mentioned above, a gene set is a unit which is operated as a whole. Assume each gene set in a chromosome is chosen for mutation with the probability of p mu . If a gene set has been chosen for mutation, the proposed mutation operator will convert the original gene set into another possible one with the same probability except itself. For binary-bit genes, the probability can be easily derived as 1/(2 m -1), where m is the length of a gene set. Fig. 3 shows an example of the proposed mutation operation for a 4-bits gene set. Assume the gene set "0000" has been chosen for mutation. It may be converted into one of the other 15 different gene sets with the same probability, 0.0667.
Note that the conventional single-point mutation operator sets a mutation rate for each gene. That is, each gene may be mutated from 0 to 1 or vice verse according to the given mutation rate. In this way, the probability for several neighboring genes to simultaneously mutate will be much smaller than that for a single gene. For example, assume the four genes "0000" are to be mutated and the mutation rate is 0.04. Fig. 4 shows that the fifteen possible mutation results with their probability by the conventional single-point mutation operator.
Note that the proposed gene-set mutation operator will assign the same probability to all the possible offspring. It will thus have a larger diversity than the conventional one.
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C. The Proposed Gene-Set Crossover Operator
In this paper, a gene-set substring crossover operator is proposed for generating possible offspring. The conventional substring crossover operator exchanges arbitrary substrings between two individuals. In the proposed gene-set substring crossover operator, the crossover points at two parents must be the same and are randomly chosen at the boundary of gene sets. Fig. 5 shows an example for the proposed gene-set crossover operator, and where the crossover point is chosen at the end of the third gene set. The two parent chromosomes in Fig. 5 (a) will crossover to produce two possible offspring chromosomes shown in Fig. 5(b) .
Note that the average length of the shorter substring in a parent chromosome by the gene-set substring crossover operator will be a little longer than that of the conventional one. For example in a 32-bit chromosome, the gene-set substring crossover will set the crossover point at the boundary. There are thus seven possible crossover points. The average length of the shorter substring for the proposed crossover operation is calculated as (2×(4+8+12)+16)/7, which is 9.1428. The average length of the shorter substring by the original substring crossover operation is (2×(1+2+3+…+15)+16)/ 31, which is 8.2580. It is easily observed that the average length of the shorter substring by the proposed crossover operator is longer than that by the conventional one. The proposed crossover operator will thus in average cause wider discrepancy between offspring and parents.
Formally, let the length of each chromosome is n and the length of each gene set is m. When both n and m are two's exponential expressions, the number of gene sets will be even. In this case, the average length (AL 1 ) of the shorter substring by the proposed crossover operator is calculated as follows: Similarly, the average length (AL 2 ) by the original crossover operator is calculated as follows:
AL2=[1+2+3+…+(n/2-1)+n/2+(n/2-1)+(n/2-2)+…+] /(n-1) = [2×((1+n/2-1)×(n/2-1)/2)+n/2]/(n-1) = [(1+n/2-1)×(n/2-1)+n/2]/(n-1) = [n/2×(n/2-1)+n/2]/(n-1) = (n/2)2/(n-1).
The following theorem can then be derived. Theorem: Let n be the length of each chromosome, m be the length of each gene set. Assume n and m are two's exponential expressions, m<n and gcd(m,n)=m. If m>1, the average length of the shorter substring by the proposed gene-set substring crossover operator is longer than that by the original substring crossover operator.
Proof: According to the above derivation, the average length of the shorter substring by the proposed crossover operator is (n/2) 2 /(n-m), and is (n/2) 2 /(n-1) by the original one. If m>1, then n-m<n-1.
2 /(n-1).
IV. THE HIERARCHICAL GENE-SET GENETIC ALGORITHM
A genetic process is rough when the gene-set length is large as the entire large gene set is processed as a whole. It is thus suitable to the beginning of a genetic process. On the contrary, the genetic process can be refined if the length is set at a small value. A hierarchical gene-set genetic algorithm is thus proposed here to effectively and efficiently find nearly optimal solutions to a problem. At beginning, a larger gene-set length is set, and the genetic process is run for a fixed number of generations (or until convergence). Then the gene-set length is shortened in half and the genetic process is run again for a fixed number of generations (or until convergence). The same process is repeated until the gene-set length is 1. In this way, the proposed genetic algorithm can search more flexibly in the encoding space. Fig. 6 shows a simple example, where the gene-set length is initially set at 4. The genetic process for each gene-set length is run for n generations. After n generations have been run, the length will be shortened to 2, and then to 1.
The proposed hierarchical gene-set algorithm is described below. 
A. The hierarchical gene-set genetic algorithm:
INPUT: A population size P, a chromosome size w, an initial gene-set length l, a mutation rate r m, , a crossover rate r c , and a number N of generations in each phase.
OUTPUT: A nearly optimal solution.
Step 1: Define a suitable chromosome representation with size w for the problem to be solved.
Step 2: Define a suitable fitness function for evaluating the individuals.
Step 3: Randomly generate a population of P individuals.
Step 4: Set k = l, where k is used to keep the gene-set length currently being processed.
Step 5: Set n = 1, where n is used to count the number of generations.
Step 6: Execute gene-set crossover and mutation operations on the population.
Step 7: Evaluate the fitness value of each individual.
Step 8: Select the superior P individuals according to their fitness values.
Step 9: Set n = n+1.
Step 10: If n < N, repeat Steps 6 to 10; otherwise, do the next step.
Step 11: set k = k/2.
Step 12: If k < 1, stop the algorithm and output the best chromosome in the current generation as the result; otherwise, go to Step 5.
After the process of the hierarchical gene-set genetic algorithm, a nearly optimal solution to the given problem can be found.
V. EXPERIMENTAL RESULTS
This section reports on experiments made to show the performance of the proposed genetic algorithm. They were implemented in C Language on an AMD K7 2300 with the Linux OS. Also presented are experiments made to compare the time required by the proposed genetic algorithm and by the simple genetic algorithm. The following three problems to find the maximum were used for test:
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The first function is a simple one-peak function with only one local (also global) optimal solution. The second one has two peaks, and the third one has multiple peaks. In all the experiments, the chromosome length was 32 and the initial gene-set length was 4. The termination criterion was the generation number, with each phase being run for the same number of generations.
Experiments were first made for Function A. The problem could actually be solved by calculus. It was used here to compare the performance of the proposed approach and the simple GA. Fig. 7 shows the relations between fitness values and generations for Function A, where the mutation rate was set at 0.06, the population size at 100, and the total generation number at 2100 (each phase has 700 generations). It can be observed from Fig. 7 that the fitness values by both the algorithms increased along with the increase of generations. It was quite consistent with the characteristics of GAs. The gene-set size in the proposed approach was long at the beginning generations, which were regarded as a rough optimization phase. In this phase, the offspring generated by HGSGA lacked delicate local search but focused on big escape movement. The fitness of HGSGA was thus worse than that of SGA in this phase. Along with the gene-set size becoming smaller, the local search in HGSGA was performed more and more delicately and the escape effect was still better than that in simple GA. HGSGA thus soon generated better fitness values than SGA. Fig. 8 shows the execution time along with generations by the two algorithms for Function A. The proposed approach needed less computational time than SGA. Experiments were then made for showing the relations between fitness values and termination generations. The fitness values along with different termination generations for Function A.
generations was small, convergence could not be achieved. HGSGA had a worse effect than SGA since the former had run only 1/3 of total generations for each phase. But along with the number of termination generations increased, HGSGA generated better fitness values than SGA. The execution time along with termination generations for Function A by the two algorithms is shown in Fig. 10 . Fig. 10 indicates that the proposed approach needed less computational time than SGA for different termination generations. Next, experiments were made to show the effect of the mutation rate on the proposed algorithm. The genetic process was terminated at 600 generations. Fig. 11 shows that the final best fitness values along with different mutation rates for Function A by both the two algorithms. It can be observed from Fig. 11 that the fitness value increased along with the increase of the mutation rates. Mutation rates were thus very important to the final results of both the algorithms. The proposed approach needed higher numbers of generations and mutation rates to achieve batter results. Besides, the fitness value of the proposed approach was better than that of the simple GA. At last, experiments were made for Function C, which is a complex multi-peak function. It has several local optimal solutions. The experimental results are shown in Figures 17 to 21 , where the population size was set at 300. The results are also similar to those for the other two functions. VI. Conclusion and Future Works In this paper, gene sets, instead of individual genes, have been used in the genetic process to speed up the convergence. A gene-set mutation operator has been proposed, which can make several neighboring genes to simultaneously mutate. A gene-set crossover operator has also been designed to choose the crossover points at the boundary of gene sets. The proposed gene-set mutation and crossover operators will cause a larger diversity than the conventional ones.
A hierarchical gene-set genetic algorithm has been proposed, which uses adjustable gene-set lengths to find final solutions. The gene-set length is shortened in half in each phase until the length is 1. In this way, the proposed genetic algorithm can search more flexibly in a solution space. Three problems have been used for experiments, respectively with one-peak, two-peak, and multi-peak solution spaces. From the experimental results, the proposed hierarchical gene-set GA (HGSGA) spends less computational time and gets better fitness values than simple GA. HGSGA can reduce the number of fitness evaluation since the offspring chromosomes generated for gene-sets is smaller than those by the conventional one. Besides, when the termination generations and mutation rates increase, the performance of HGSGA is significantly improved. In the future, we will attempt to further improve the performance of the proposed approach, such as adding other mechanisms to help the escape from local optimums. Figure 20 .
The execution time along with different termination generations for Function C
