Abstract: Methods of contemporary physics are increasingly important for biomedical research. For a multitude of diverse reasons there exists a gap between the practitioners of biomedicine and modern physics methodologies. In this work, the technique of surrogate data has been used as a method to test for the linearity or nonlinearity of biomedical functional near-infrared spectroscopy (fNIRS) signals observing brain activities. Throughout three different surrogate tests, the third-order autocovariance, the asymmetry resulting from time reversal, and the delay vector variance, the dynamic response of brain activities through fNIRS biomedical signals is very likely to be a nonlinear system.
Nonlinear measures such as correlation dimension, Lyapunov exponents, and nonlinear prediction error are often applied to time series with the intention of identifying the presence of nonlinear, or possibly chaotic behavior. Theiler et al. (1992) have introduced the concept of "surrogate data," which has been extensively used in the context of statistical nonlinearity testing [1, 2] . The surrogate data method tests for a statistical difference between a test statistic computed for the original time series and for an ensemble of test statistics computed on linearized versions of the data, the so-called "surrogate data," or "surrogates" for short. In other words, a time series is nonlinear if the test statistic for the original data is not drawn from the same distribution as the test statistics for the surrogates. The surrogate data method was also used to test with respect to the nonstationarity of time series by J. Timmer [3] .
Neurophysiological and neuroimaging technologies have contributed much to our understanding of normative brain function. Functional magnetic resonance imaging (fMRI) is currently considered the "gold standard" for measuring functional brain activation. The limitations of fMRI relative to fNIRS include the requirement that participants must lie within the confines of the magnet bore, which limits its use for many applications. The readout gradients in the imaging pulse sequences also produce a loud noise [4] . fMRI is also highly sensitive to movement artifact; subject movements on the order of a few millimeters can invalidate the data. And fMRI systems are quite expensive [5] .
In recent years, functional near-infrared spectroscopy (fNIRS) has been introduced as a new neuroimaging modality with which to conduct functional brain-imaging studies. fNIRS technology uses specific wavelengths of light, introduced at the scalp, to enable the noninvasive measurement of changes in the relative ratios of deoxygenated hemoglobin (deoxy-Hb) and oxygenated hemoglobin (oxy-Hb) during brain activity. A wireless fNIRS system consists of personal digital assistant (PDA) software controlling the sensor circuitry, reading, saving, and sending the data via a wireless network. This technology allows the design of portable, safe, affordable, noninvasive, and minimally intrusive monitoring systems [6] .
For such advanced features, fNIRS signal processing really becomes an attractive field for computational science. M. Izzetoglu et al. investigated the canceling of motion artifact noise from fNIRS signals by Wiener filter [7] . K. Izzetoglu el al. presented a statistical analysis of fNIRS signals for the purpose of cognitive state assessment while the user performs a complex task [8] . The results indicated that the rate of change in the blood oxygenation of fNIRS signals was significantly sensitive to task load changes and correlated fairly well with performance variables. S. Fantini et al. describe a specific frequency-domain instrument for near-infrared tissue spectroscopy. It has been proven that the hemodynamic changes monitored with NIR spectroscopy correlate with the activation state of the cortex in response to a stimulus [9, 10] . R. Sitaram et al. presented the results of signal analysis indicating that distinct patterns of hemodynamic responses exist that could be utilized in a pattern classifier [11] .
Although there are many computing analyses on fNIRS biomedical signals, there is not yet any work mentioning the aspects of fNIRS physics. This paper therefore considers the problem of determining the nature of this biomedical time series. In general, performing a nonlinearity analysis in a modeling or signal processing context can lead to a significant improvement of the quality of the problems mentioned above, since it facilitates the selection of appropriate processing methods suggested by the data itself, for example, using linear or nonlinear filters. Moreover, a change in the nature of a monitored signal might indicate a change in the health condition. Three different surrogate tests, the third-order autocovariance, the asymmetry resulting from time reversal, and the delay vector variance, are used to test the nonlinearity.
SURROGATE DATA METHOD
Three major aspects of the surrogate data method need to be considered:
-The exact definition of the null hypothesis; -The realization of the null hypothesis, i.e., the generation method for the surrogate data; -The test statistic. Simple null hypothesis. The simple null hypothesis of linearity is that it is generated by a specific linear stochastic process, driven by white Gaussian noise. Thus for the generation of surrogate data, the appropriate autoregressive model can be determined, after which it can be used for generating several surrogate time series. Several algorithms for the generation of surrogate data were mentioned by D. Kugiumtzis [12] .
Hypothesis testing. Since it is nearly impossible to describe the fundamental property of nonlinearity in a single, unambiguous definition, it is often assessed as the "absence of linearity." In other words, in a statistical context, a null hypothesis is declared that the time series is linear, and it is rejected if the time series does not conform to the properties associated with a linear signal.
Many nonlinearity analysis methods compare metrics obtained for the original signal to those obtained for an ensemble of surrogates. If the metric of the original time series is significantly different from those of the surrogates, the null hypothesis is rejected and the original time series is hypothesized to be nonlinear.
For every original time series, we generate N s surrogates for the nonlinearity tests. The test statistics for the original, t 0 , and for the surrogates, t s,i (i = 1; …; N s ), are computed, and the series {t 0 ,t s,i } is sorted in increasing order, after which the position index (rank) r of t 0 is determined. For subsequent analyses, it is convenient to define the symmetrical rank r symm as follows:
For right-tailed tests:
For left-tailed tests:
For two-tailed tests:
Nonlinearity metrics
The third-order autocovariance: Two traditional measures of nonlinearity were used by Schreiber and Schmitz (1997) , namely, the third-order autocovariance and the asymmetry resulting from time reversal [13] . The thirdorder autocovariance (C3) is a higher-order extension of the traditional autocovariance and is given by:
where τ is a time lag that, for simplicity and convenient comparison, is set to unity in all simulations. In combination with the surrogate data method, it has been used as a two-tailed test for nonlinearity.
The asymmetry resulting from time reversal: A time series is said to be reversible if its probabilistic properties are invariant with respect to time reversal, i.e., if the joint probability of (x n ; x n+τ ;…; x n+kτ ) equals the joint probability of (x n+kτ ; x n+(k-1)τ ;…; x n ), for all k and n. Furthermore, it has been shown that time reversibility is preserved by a static (possibly nonlinear) transform. Schreiber and Schmitz [13] proposed the following metric (REV) for measuring the asymmetry resulting from time reversal: t REV (τ ) = <(x k -x k-τ ) 3 > They have shown that in combination with the surrogate data method, it yields a reliable two-tailed test for nonlinearity.
The delay vector variance: Gautama et al. (2004) described a novel characterization method for a time series that examines the predictability of a time series by virtue of the observation of the variability of the targets called the "Delay Vector Variance" (DVV) method [14, 15] . DVV analysis is based on the "target variance," σ *2 , which is an inverse measure of the predictability of a time series for a given embedding dimension, m. A set is generated by grouping those DVs, denoted by x(k) = [x k-mτ ,…, x k-τ ], where the subscript indexes time and τ is a time lag set to unity throughout the simulations. The variance of the corresponding target, σ k *2 (r d ), is computed; this variance consists of all DVs that lie closer to x(k) than a certain r d (4) In this way, a single test statistic is obtained by righttailed surrogate testing.
IMPLEMENTATION AND RESULTS

Biomedical time series acquisition
We used a multichannel fNIRS instrument, OMM-3000, from Shimadzu Corporation, Japan, to acquire oxygenated hemoglobin and deoxygenated hemoglobin concentration changes. The system operated at three different wavelengths, 780 nm, 805 nm, and 830 nm, emitting an average power of 3 mW·mm 2 . The illuminator and detector optodes were placed on the scalp. The detector optodes were fixed at a distance of 3 cm from the illuminator optodes. The optodes were arranged above the hemisphere on the subject's head.
Near-infrared rays leave each illuminator, pass through the skull and the brain tissue of the cortex, and are received by the detector optodes. The photomultiplier cycles through all the illuminator-detector pairings to acquire data at every sampling period. The data were digitized by the 16-bit analog-to-digital converter. Because oxygenated and deoxygenated hemoglobin have characteristic optical properties in the visible and near-infrared light range, the change in concentration of these molecules during neurovascular coupling can be measured using optical methods. By measuring absorption changes at two (or more) wavelengths, one of which is more sensitive to oxy-Hb and the other to deoxy-Hb, changes in the relative concentrations of these chromophores can be calculated. Using these principles, researchers have demonstrated that it is possible to assess brain activity through the intact skull in adult humans.
The fNIRS instrument was capable of storing the raw signals for each of the channels, one of which consists of the intensity values of 3 wavelengths, and also the derived values of oxygenated hemoglobin [Ox-Hb], deoxygenated hemoglobin [Deox-Hb], and total hemoglobin [totalHb] = [Ox-Hb] + [Deox-Hb] concentration changes for all time points in an output file in a prespecified format. Under the view of recognition brain activities, we chose the total hemoglobin [total-Hb] concentration changes to analyze its functions.
In this work, we investigate an experiment brain response on listening to music. The subject is a normal 28-year-old woman measured during 3 min, with the sampling time of 55 ms, by 14 channels consisting of 7 channels on the left side of the head and 7 on the right side. The position of illuminators and detectors are shown in Fig. 1 , in which the red circles are illuminators, the blue circles are detectors, and the numbers between them are measured channels.
Testing for nonlinearity
For every original time series, we generated 99 surrogates and computed the test statistics for both the original and the surrogate time series. These values are shorted in increasing order, and a right-tailed (or left-tailed) test is rejected at a level of α = 0.10 if rank r of the original time series exceeds 90 (or is smaller or equal to 10), and the two-tailed test is rejected if rank r is greater than 95, or smaller or equal to 5. The results are shown in Table 1 .
In this table we used an embedding dimension of m = 2 for the DVV method and a time lag τ = 1 for the C3 and REV methods. With suboptimal parameters, all three of these methods show a detective capacity of nonlinearity in most of the biomedical time series. Within 42 detections, some time series are detected as linearity as 4 series of C3, 17 series of REV, and 2 series of DVV. As mentioned in [14] , DVV methods are more robust to noise and correctly detect the presence of nonlinearity than either C3 or REV. Moreover, the embedding dimension m of DVV methods can be chosen as the optimal value by running several DVV analyses for the different values of m, and by choosing that for which the minimal target variance σ *2 min is lowest and that yields the best predictability. An example is shown in Fig. 2 . for channel No. 2 of Deoxy-hemoglobin performing embedding dimensions ranging from 2 to 10 and indicating an optimal embedding dimension of m = 10. Fig. 1 . The position of measured channels for listening tasks on the left side, and on the right side, in which the red circles are illuminators, the blue circles are detectors, and the numbers between them are measured channels.
The DVV method is run again with the optimal embedding dimension showing that 100% biomedial time-series detected nonlinearity. The results are shown in Table 2 . With this result, the fNIRS observing the listening tasks of human brain can be considered as nonlinearity.
Compared to the results of nonlinear analysis of blood oxygen level dependent (BOLD) signals for fMRI in [15] , DVV analyses indicate the BOLD signals to be nonlinear, Table 1 . Results from the nonlinearity tests, ranks obtained using three methods C3, REV and DVV; the embedding dimensions m = 2; and the time lags used for the C3 and REV τ = 1, the labels NL and LIN (linearity and nonlinearity). In the first column, each block is respectively one of three hemodynamics, oxyhemoglobin, deoxy-hemoglobin, and total-hemoglobin through 14 measured channels. and the C3 analysis hardly indicates the presence of nonlinearity. However, the results of fNIRS in this work strongly indicate the presence of nonlinearity in both DVV and C3 analyses.
Deterministic or stochastic
The DVV method can take into consideration either the linear/nonlinear or the deterministic/stochastic aspects of a time series. A decision between deterministic and stochastic, the predictability of a time series, is closely related to the prevalence of the deterministic component. The results in Fig. 3 show the target variance as a function of the standardized distance. The minimum of target variance is a measure for the amount of noise that is present in the time series. The presence of a strong deterministic component will lead to a small target.
On Fig. 3 , all of the 14 channels of total-hemoglobin responses are less than 0.1, indicating a strong deterministic component and the time series is well predictable.
CONCLUSION
A time series can be characterized by a variety of different criteria, based on different aspects of the signal. Thus the fundamental problem of choosing an appropriate criterion or "test statistic" for the nonlinearity analysis needs to be done with due caution. In this work, the surrogate data methods were then applied to a biomedical time series of brain hemoglobin dynamics. All surrogate-based methods found evidence for nonlinearities in most time series. In further works, it has been suggested on several occasions that the presence of nonlinearities in the biomedical signals convey information regarding the health status of a patient. 
