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SHARP COMPLEXITY ASYMPTOTICS AND TOPOLOGICAL TRIVIALIZATION
FOR THE (p, k) SPIKED TENSOR MODEL
ANTONIO AUFFINGER, GERARD BEN AROUS, AND ZHEHUA LI
Abstract. We provide O(1) asymptotics for the average number of deep minima of the (p, k) spiked
tensor model. We also derive an explicit formula for the limiting ground state energy on the N-
dimensional sphere, similar to the work of Jagannath-Lopatto-Miolane [16]. Moreover, when the
signal to noise ratio is large enough, the expected number of deep minima is asymptotically finite as
N tends to infinity and we determine its limit as the signal-to-noise ratio diverges.
1. Introduction
Large dimensional rough landscapes play a central role in many different fields of science. Sci-
entists very often face the question “Given a function in many variables, how does one obtain
significant statistical properties that discern noise to relevant data?” Relevant quantities, for in-
stance, are the number of local minima at a given energy, the value of the absolute minimum, the
number of saddles and their geometries.
In this paper, we study one example of such landscapes, the spherical pure p-spin in the presence








i = N} be the N-sphere of
radius
√
























and (Ji1,i2,...,ip)1≤i1,...,ip≤N are independent standard gaussian
random variables. We call HN the Hamiltonian of the (p, k) spiked tensor model.
Without loss of generality, we refer to the direction of v0 as the North Pole of the model and we
let
m(σ) = σ · v0/N ∈ [−1, 1]
be the overlap of σ with the signal v0. The aim of this paper is to investigate the landscape of the














For each λ > 0, define
mλ := min
1,































As illustrated in the transformative work of Ros et al. [22] (see also Sections 2.3 and 2.4 in [7]), in
the “low-latitude” region, |m| ≤ mλ, HN has a rugged energy landscape, with exponentially many
critical values in N, resembling the spherical p-spin spin glass models [2] while, in the “high-
latitude” region, |m| ≥ mλ, it resembles a convex potential. The study of phase transitions in the
topology of level sets of HN , and limit theorems for mN and LN have drawn a lot of attention
recently, see for instance [9], [16], [20], [21].
Figure 1. The landscape of HN (σ) on S N−1. v0 is the North Pole, m = 〈σ, v0〉 /N .
The spikes around the equator represent numerous local maxima (minima) that are
possibly exponential in N in the “low-latitude” region |m| ≤ mλ. When m ≥ mλ,
there are only a few critical points on a parallel m = m∗.
Here, we focus on providing a better understanding of the model in the presence of a strong
signal, that is, when λ in (1.1) is large. In this case, low energy level sets of Hamiltonian HN will
go through a phenomena called “topology trivialization”, a term pioneered by Fyodorov and Le
Doussal [14], and discussed in Fyodorov’s remarkable work [12,13]. In short, for λ large, one does
not expect exponentially many critical values of HN with energy near the ground state energy LN .
Our first result computes the sharp asymptotics of the average number of critical values and shows
that for λ sufficiently large, they remain of constant order, not diverging with N. In this regime, all
critical values are, with probability going to one, local minima.





. For open sets M ⊆ [−1, 1], and E ⊆ R, we denote the total number of critical points
of HN that have overlap with v0 in M and whose critical values are in NE by





1{σ·v0/N∈M} · 1{HN (σ)/N∈E}
and the corresponding number of critical points of index l = 0, . . . ,N − 1 by





1{σ·v0/N∈M} · 1{HN (σ)/N∈E}1{i(∇2HN)=l}.
Here, the index i (·) is the number of negative eigenvalues of the corresponding matrix. When
l = 0, CtrN,0 (M, E) counts the number of local minima that have overlap with v0 in M and whose
critical values are in NE. Our first main result is the following.
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Theorem 1.1. Let M be an open interval of (−1, 1) and E be a bounded open interval on R such
that







There exists c > 0 such that for any λ ≥ c there exists a constant C = C (λ, p, k) that does not









E [CrtN (M, E)] =
C > 0 if x∗ (λ) ∈ E and m∗ (λ) ∈ M,0 otherwise.
The constant C is explicit and we can further consider its asymptotics when λ → ∞. Let









on (0, 1]. Such m∗ exists when λ ≥ λ(1) (p, k) =
0, k = 1, 2√p (k−1)k−1
(k−2)k−2
, k > 2.
.




C (λ, p, k) = 1.
Theorem 1.2 confirms the existence of the trivialization phase for the (p, k) spiked tensor model.
It is believed that as λ → ∞, the deterministic potential becomes stronger and the landscape
should approach a convex potential with a unique minimum located exactly at the signal vector v0,
see [22]. Closest to our setting is the recent nice work of Belius-et-al. [5] which deals with the
mean number of critical points for mixed spherical spin glass models with an external field.
Theorems 1.1 and 1.2 will follow from the main technical contribution of this paper, which is the
derivation of O (1) asymptotics of E [CrtN (M, E)] in the large N limit. Exponential asymptotics of






























p + (1 − p) m2
)
− I1 (−y) , (1.5)
where
y = y (x,m) :=
px − (1 − p/k) λmk√








t2 − 2dt for z ≥
√
2, I1 (z) = ∞ for z <
√
2.
The next two results do not require any assumptions on λ.
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Theorem 1.3. Let M be an open interval of (−1, 1) such that M̄ ⊂ (−1, 1) and E be a bounded


















− λ (k − 1) mk−2o J (mo, yo)
)
( √
y2o − 2 − yo
)
p
























J (m, y) = exp
−
 λ22p2 m2k−2 (p (1 − m2) + m2) + λmky2p
√


















yo := yo (mo) , yo (m) = arg maxy∈ ¯̃Em S̃ p,k (m, y) ,
and
mo := arg maxm∈M̄g (m) , g (m) = S̃ p,k (m, yo (m)) .
Theorem 1.3 naturally leads to the following corollary.













S̃ p,k (m, y) . (1.8)
Remark 1.5. The function S p,k (m, x) := S̃ p,k(m, y(x,m)) describes the exponential behavior of
E [CrtN (M, E)] with respect to the dimension N and it is called the annealed complexity, a function
of m ∈ [−1, 1] and x ∈ R such that for any Borel sets M ⊂ [−1, 1] and E ⊂ R,
sup
m∈Mo,x∈Eo



















S p,k,0 (m, x) .
Remark 1.6. It was discovered in the paper of Ros et al. [22] that near the signal v0 and as λ
grows, the annealed complexity changes from positive to zero. This transition, named topology
trivialization, has been observed and studied in various models of statistical physics and high di-
mensional optimization, the reader is invited to look at the works of Fyodorov [12, 13], Fyodorov,
Le Doussal [14] and Belius et al. [5]. The threshold in λ in which such transition occurs is referred
to as the trivialization threshold.
The O (1) asymptotics of Theorem 1.3 also allow us to study the ground state energy in the
trivialization region. Our main result in this direction is the following.
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1 − m2∗ (λ)
)
almost surely. (1.11)
The above theorem was first conjectured and proposed in the article of Ros et al. [22], where
the authors studied the number of local minima of HN via a replica theoretic approach. The above
formulas are not expected to be true when λ is small (see [15] and [22] and Remark 1.8) for any
choices of (p, k). In the case p = k, the (p, k) spiked tensor model has a log-likelihood interpretation
as tensor PCA. This interpretation was used by Jagannath-Lopatto-Miolane to derive asymptotic
formulas for the ground state energy for all values of λ. Theorem 1.7 above is an extension of
Theorem 1.2 in [16] for p , q and λ sufficiently large, although the method of the proof is different.
Remark 1.8. (Trivialization threshold). Recall mλ from (1.2). Let
λ(2) (p, k) = inf
{





λ ≥ λ(2) (p, k) : sup
0≤m≤mλ
S p,k (m, x∗ (λ)) ≤ 0 and (1.12)
S p,k (m, x∗ (λ)) 1m∈[0,mλ] is a decreasing function of λ on [λ
(2) (p, k) ,∞)
}
. (1.13)
Our proof of Theorem 1.7 shows that (1.10) and (1.11) hold for all λ > λtr. We expect that
condition (1.12) implies (1.13) and that (1.10) and (1.11) fail for λ < λtr. Figure 2 below shows a
plot of the annealed complexity for various values of λ.
For the spiked tensor model (p = k > 2), it has been shown in [7] and [16] that λ(1) = λ(2) < λtr.
For the general case, we show in Lemma B.3 that λ(1) = λ(2) if and only if p ≤ k. However, λ(2) and
λtr can only be compared numerically. More details on the existence and values of λ(i) (p, k) , i =
1, 2 and λtr can be found in Lemma B.1, B.2, Proposition 4.3 and Figure 2.
We finish this introduction mentioning a few related results and a brief description of the rest
of the paper. First, the study of models such as the (p, k) spiked tensor along the direction of high
dimensional statistical inference was initiated by Montanari-Richard [20]. For the readers who
are particularly interested in Tensor PCA and spiked matrix-tensor model, we refer the reader to
papers [16,19,20,22–24] and the references therein. A prototypical inference model called spiked
matrix-tensor model which is closely related to the case of k = 2 and p ≥ 3 was extensively studied
in [19, 23, 24]. In a recent paper by Maillard-Ben Arous-Biroli [18], the complexity study (using
the replicated Kac-Rice approach) is extended to current machine learning models like random
generalized linear models and neural networks.
In Section 2 we prove Theorem 1.3.We first show that the deep minima dominate the total num-
ber of critical points in Proposition 2.1. This result allows us to transform the problem of comput-
ing the mean number of deep minima into a problem of computing the mean Euler characteristic
of level set for which we could use tools from random matrix theory to compute the characteristic
polynomial of a deformed Gaussian Orthogonal Ensemble (GOE).
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(a) p=3,k=1 (b) p=3,k=2
(c) p=3,k=3 (d) p=4,k=3
Figure 2. S p,k (m, x∗ (λ)) 1m∈[0,mλ] with different values of p, k and λ. The numbers
in the legends are values of λ. In each of the subfigures and for each m ∈ [0, 1], the
values of S p,k (m, x∗ (λ)) 1m∈[0,mλ] decreases as λ increases. For p = 3, k = 1, λ
(1) =
0, λ(2) = λtr = 1.732. For p = 3, k = 2, λ(1) = 0, λ(2) = λtr = 2.449. For p = 3, k = 3,
λ(1) = λ(2) = 3.464, λtr = 3.619. For p = 4, k = 3, λ(1) = 4, λ(2) = λtr = 4.243.
In Section 3 we prove Theorems 1.1 and 1.2 where we study the mean number of deep minima
(minima near the bottom of the energy landscape) and its asymptotic as λ→ ∞.
In Section 4 we analyse the ground state energy and prove Theorem 1.7. We first provide in
Proposition 4.1 an upper bound of the ground state energy by restricting to energies with fixed
latitude m, a method that was used [16] in the case of k = p. A matching lower bound is given
in Proposition 4.2 by exploring the supremum of the annealed complexity near the bottom of the
energy landscape.
2. Proof of Theorem 1.3






































where v̂0 := v0 ∈ S N−1. Then
CrtN (M, E) =
∑
σ∈S N−1,∇ f (σ)=0
1{σ·v̂0∈M} · 1{ f (σ)/√N∈E}
and the corresponding number of critical points of index l = 0, . . . ,N − 1 by
CrtN,l (M, E) =
∑
σ∈S N−1,∇ f (σ)=0
1{σ·v̂0∈M} · 1{ f (σ)/√N∈E}1{i(∇2 f)=l}.











S p,k (x,m) . (2.2)
We postpone the proof of this Proposition to the end of this section. We now show how to prove
Theorem 1.3.
Proof of Theorem 1.3. Since f is a Morse function almost surely, let
SN (M, E) :=
{
σ ∈ S N−1 : f (σ) ∈
√
NE, σ · v̂0 ∈ M
}
,
then its Euler characteristic φ (SN (M, E)) can be computed in terms of the numbers of critical
points as below,
φ (SN (M, E)) =
N−1∑
l=0
(−1)l+2 CrtN,l (M, E) .





∼ E [CrtN (M, E)] ∼ E
[
φ (SN (M, E))
]
. (2.3)
Therefore it suffices to compute the asymptotic of the mean Euler characteristic E
[
φ (SN (M, E))
]
.
Applying formula 12.4.4 in [1] (see also Eq. (6.22) in [4]) , we have
E
[







det∇2 f (σ) · 1{ f∈
√
NE} | ∇ f = 0
]
φ∇ f (σ) (0) dσ, (2.4)






be the surface area of N − 2 dimensional unit sphere, using the data in




det∇2 f (σ) · 1{ f∈
√
NE} | ∇ f = 0
]

































GN (x,m) = (2 (N − 1) p (p − 1))
N−1
2 E










θ = θ (m) :=





2p (p − 1)
, (2.6)
and
y = y (x,m) :=
√
p
2 (p − 1)
(
x − (1/p − 1/k) λmk
)
. (2.7)
Using Lemma A.3 and A.6, we can express G using Hermite polynomials (see definition A.2),









































































































































Since for any m ∈ M and x ∈ E, y = y (x,m) < −
√
































































































)− 32 h̃(y (x,m)) exp (NS p,k (x,m)) dxdm.
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N − 1 (−1)N−1 (p − 1)
N−2

















































 φN−2 (√Ny) .





















2 (N − 1)
h̃
√ NN − 1y
 .
Therefore as N → ∞,
II ∼ −
















√ NN − 1y (x)
 LN (m, x) ,
where
LN (m, x) = exp
−N2
λ2p m2k−2 (1 − m2) + (x + λmk/k)2 − y2 + 2 (N − 1)N I1












2 LN (m, x) = exp
(
− (N − 1) S̃ p,k (m, z)
)
JN (m, z) ,
where
JN (m, z) = exp
− λ22p2 m2k−2 (p (1 − m2) + m2) + λmkzp
√
2 (p − 1)
p
(N − 1)
1 − √ NN − 1

 .
Substituting z for x, we have as N → ∞,
II ∼ −









(N − 1) S̃ p,k (m, z)
)






Since Ẽm is precompact, 1Ẽm,N (z) JN (m, z) converges to 1Ẽm (z) J (m, z) uniformly on m ∈ M and
z ∈ Ẽm. Therefore as N → ∞,
II ∼ −









(N − 1) S̃ p,k (m, y)
)
J (m, y) . (2.10)
Combining Eq. (2.9) and (2.10), we get Eq. (1.7) from the Laplace method. 
We end the section with the proof of Proposition 2.1.










[∣∣∣det∇2 f (σ)∣∣∣ · 1{ f∈√NE,i(∇2 f)=l} | ∇ f = 0] φ∇ f (σ) (0) dσ, (2.11)
Set
AN,`(σ) = E
[∣∣∣det∇2 f (σ)∣∣∣ · 1{ f∈√NE,i(∇2 f)=l} | ∇ f = 0] .
We now show that for any σ with σ · v0 ∈ M ⊆ (mλ, 1) and E satisfying (1.3), we have for ` ≥ 1
1
N






uniformly in σ. Looking at (2.5), (2.6), and (2.7), and using Lemma A.1 it suffices to show there
exists η > 0, independent of y ∈ E, such that
E
[




| det(M − θeN−1eTN−1 − yIN)|1{λ0 ≤ y}
] ≤ exp(−Nη). (2.12)
Let LN be the empirical spectral measure of the matrix M − θeN−1eTN−1, λ`(θ) its `-th smallest
eigenvalue, and µ denote the semi-circle law. For δ > 0 consider the event
BN(δ) =
{∣∣∣∣∣∫ log |x − y|dLN(x) − ∫ log |x − y|dµ(x)∣∣∣∣∣ > δ} .
By [6], and an application of eigenvalue interlacement, there exist ε > 0 so that for all N sufficiently
large




| det(M − θeN−1eTN−1 − yIN)| =
∫
log |x − y|dLN(x),
note that there exists C > 0 so that E
∫
log |x − y|dLN(x) ≤ exp(CN) and a positive constant C′,
such that for N large enough
E
[














log |x−y|dµ)P(λ` ≤ y) + e−εN
2+C′N . (2.13)
At the same time, we also have the lower bound
E
[








Thus, for N large enough, we obtain for all y ∈ E
E
[




| det(M − θeN−1eTN−1 − yIN)|1{λ0 ≤ y}







On the other hand, by our choice of E, there exists κ > 0 such that y < −
√
2 + κ for all y ∈ E. By
an application of the large deviation principle for the extreme eigenvalues of rank one perturbation




Plugging (2.16) into (2.15), we find that there exists η > 0 so that for N large enough, and all y ∈ E
the bound (2.12) is satisfied. This completes the proof of the proposition. 
3. The mean number of deep minima
In this section we prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. If x∗ (λ) ∈ E and m∗ (λ) ∈ M, we prove Theorem 1.1 by deriving an explicit
formula for the constant C (λ, p, k) as follows,
lim
N→∞




p (1 − m∗)−
3





y2∗ − 2 − y∗
) √∣∣∣∂yyS̃ p,k (m∗, y∗) g′′ (m∗)∣∣∣ , (3.1)
where






2 (p − 1)
−
p√








g (m) = S̃ p,k (m, y∗ (m)), h (·) and I1 (·) are defined in Theorem A.7.
Otherwise we show that S̃ p,k (mo, yo) < 0 in Eq.(1.7). Therefore,
lim
N→∞
E[CrtN (M, E)] = 0.
A direct computation gives











y2 − 2. (3.3)





p , then −∂yS̃ p,k = Ay + B −
√
y2 − 2.
When m ≤ mλ, − BA ≥ −
√






and S̃ p,k (m, ·) is increasing.
When m ≥ mλ, − BA ≤ −
√


















2 (p − 1)
−
p√








We then define g (m) = S̃ p,k (m, y∗ (m)). Plugging Eq. (3.4) into S̃ p,k (m, ·), we have


























We compute l′ (v) = 2v
(








v is decreasing, l
′ (v) = 0 on (0,∞) if and






















As mentioned in Lemma B.1, when λ ≥ max
{
λ(1) (p, k) , λ(2) (p, k)
}
, there is a unique solution





S̃ p,k (m, y) = sup
mλ≤m<1
S̃ p,k (m, y∗ (m)) = S̃ p,k (m∗, y∗ (m∗)) = 0. (3.5)

















∣∣∣∂yyS̃ p,k (m, y∗ (m))∣∣∣
(
1 − m2
)− 32 √2h (y∗ (m))√
y∗ (m) − 2 − y∗ (m)




∣∣∣∂yyS̃ p,k (m∗, y∗) g′′ (m∗)∣∣∣
(
1 − m2∗
)− 32 √2h (y∗)√








y∗ − 2 − y∗
) √
p
∣∣∣∂yyS̃ p,k (m∗, y∗) g′′ (m∗)∣∣∣ . (3.6)
Similarly, we apply Laplace method to II and get
II ∼ −







∣∣∣∂yyS̃ p,k (m, y∗ (m))∣∣∣mk−2
√
2h (y∗ (m))√
y∗ (m) − 2 − y∗ (m)
exp ((N − 1) g (m)) J (m, y∗ (m))
∼




2h (y∗) exp ((N − 1) g (m∗)) J (m∗, y∗)( √
y∗ − 2 − y∗
) √∣∣∣∂yyS̃ p,k (m∗, y∗) g′′ (m∗)∣∣∣
=
√
2λ (k − 1) mk−2∗ h (y∗) J (m∗, y∗)
p
( √
y∗ − 2 − y∗
) √∣∣∣∂yyS̃ p,k (m∗, y∗) g′′ (m∗)∣∣∣ . (3.7)




































Combining this with Eq. (3.6) and (3.7), we get Eq. (3.1). 
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Proof of Theorem 1.2. Since m∗ satisfies Eq.(1.4), as λ → ∞, m∗ → 1. When k = 1 or 2 this can
be obtained directly from Eq.(B.1). When k ≥ 3, by Implicit differentiation theorem, denoting
m′∗ :=
d





























k−1 , so (k − 1) m
2
∗ − (k − 2) > 0 and thus m
′






















2 (p − 1)
(
1 − m2∗










2 (p − 1)
(
1 − m2∗
)− 12 ((p − 1) m2∗ − p) . (3.8)
Therefore, as λ→ ∞,
y∗ (m∗) ∼ −
1√










2p (p − 1)
λkmk−1 −
p√

















Using Eq.(1.4), we have as λ→ ∞,
y′∗ (m∗) =
k (p − 2)
2
√

















2 (p − 1)
(
1 − m2∗






















We also compute for k ≥ 1,







2 (p − 1)
p
y −
λ2 (k − 1)
p
m2k−3 +
λ2k (p − 1)
p2
m2k−1.
For k ≥ 2,
∂mmS̃ p,k = −
1 + m2(
1 − m2
)2 − λk (k − 1) mk−2p
√
2 (p − 1)
p
y −




λ2k (p − 1) (2k − 1)
p2
m2k−2,





p2 , and for k ≥ 2,




2 (p − 1)
p
.
Using Eq.(1.4) and (3.9), we have as λ→ ∞,












(p − 1) m2∗ − p
)
















∂myS̃ p,k (m∗, y∗ (m∗)) =
k
√















Recall that g (m) = S̃ p,k (m, y∗ (m)), so




+ ∂yS̃ p,k · y′′. (3.14)
Note that ∂yS̃ p,k (m∗, y∗ (m∗)) = 0, using Eq. (3.12), (3.13), (3.9) and (3.10), we know that as
λ→ ∞,














2 (p − 1)
 (1 − m2∗)− 12
+
2 (p − 1)
p
k2









From the definition of h (·) in Theorem A.7 and Eq. (3.9), it is easy to see
lim
λ→∞
h (y∗ (m∗)) = 2.
14
To sum up, as λ→ ∞,


















































4. Limiting ground state energy
In this section we prove Theorem 1.7. The proof relies on the following two propositions whose
proofs are presented after the proof of Theorem 1.7.




 1N minσ∈S N−1(√N) HN(σ)




























+ p a.s.. (4.2)













 1N minσ∈S N−1(√N) HN(σ)
 a.s..






























































Therefore Eq.(4.3) holds. 
Now we prove Proposition 4.1 and 4.2.
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 1N minσ∈S N−1(√N),σ·v0=m HN(σ)
 ≥ E  1N minσ∈S N−1(√N) HN(σ)
 .
Since HN is isotropic, without loss of generality, we assume v0 =
√


















ik j =N,1≤ik≤N−1,k,k j, j∈[l]
Ji1,i2,...,ip
σi1σi2 · · ·σip
σik1σik2 · · ·σikl
.































gi1,i2,...,ip−1σ̂i1σ̂i2 · · · σ̂ip−l





























gi1,i2,...,ip−1σ̂i1σ̂i2 · · · σ̂ip−l





















By Proposition 1 in [10](see also Theorem 1.10 in [17]),
E
 1N minσ∈S N−1(√N),σ·v0=m HN(σ)






















The key to proving Proposition 4.2 is to identify the point at which 0, the supremum of the com-
plexity function S p,k, is attained. The following proposition shows that the point lies in the high-
latitude region of the sphere.
Proposition 4.3. There exists a constant λ̃c = λ̃c (p, k) such that for any λ ≥ λ̃c, M = (0,mλ),
sup
m∈M̄
S p,k (m, x∗) < 0.
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f (m) := S̃ p,k (m, y∗) = S p,k (m, x∗) .
We will first show that f (m) has at most one critical point on M, and if it exists, it must be a local
minimum of f , then we use the results on the pure p-spin model from [3] and Theorem 1.1 to show
that f (0) < 0 and f (mλ) < 0, thus deriving supm∈M̄ S p,k (m, x∗) = supm∈M̄ f (m) < 0.
A direct computation shows that







2 (p − 1)
p
y∗ −
λ2 (k − 1) m2k−3
p
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p
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Case I: If k ≤ p,















(k − p) ≤ f2 (u)
where



















p − 1y∗ +
√
k2 (p − 1) y2∗ − 2 (k − 1) p2
)
.





















umax = u (mλ) = λ
2
k






































2 (p − 1)
.
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When λ→ ∞, it is observed from Eq.(1.4) that limλ→∞m∗ (λ) = 1, so
y∗ ∼ −
λ√





p (k − 1)
as λ→ ∞. (4.5)
Combining Eq.(4.4) and (4.5), there exists λ̃c > 0 such that if λ ≥ λ̃c, , umax < u∗, so f1 (m) crosses
m-axis at most once over [0,mλ]. Note that f1 (0) = 1 > 0 and it is continuous on [0,mλ], so
f ′ (m) < 0 when m is small and it crosses m-axis at most once over [0,mλ].
Case II: If k > p, then when λ ≥ 2k (p − 2)
√
p
p−1 , mλ ≤
1






then we have f1 (m) ≤ f3 (u), where












The same argument in Case I also applies to Case II and we derive the same conclusion that




f (m) = max { f (0) , f (mλ)} . (4.6)
Note that f (0) = Φp (y∗), where Φp (·) is the annealed complexity of the p-spin spherical spin glass







and limy→−∞Φp (y) = −∞, so when λ is large enough so that y∗ is smaller than the limiting









f (0) = Φp (y∗) < 0. (4.7)
As to f (mλ), we know from Theorem 1.1 (more specifically, Eq. (3.5)) that when λ ≥ λ̃,
f (mλ) ≤ sup
m≥mλ
f (m) ≤ 0.
Combining this with Eq.(4.6) and (4.7) we prove this proposition.

Proof of Proposition 4.2. For any ε > 0, let M = [0, 1] and E = (−∞, x∗ − ε). It is shown in
Theorem 1.1 that for fixed m < 1, S̃ p,k (m, ·) is increasing on (−∞,−x∗ − ε). Combining this with
18





logE [CrtN (M, E)] = sup
m∈M̄,x∈Ē
S p,k (m, x)
≤ sup
m∈M̄
S̃ p,k (m, y∗)
≤ max{ sup
m∈[0,mλ]
S̃ p,k (m, y∗) , sup
m∈[mλ,1]
S̃ p,k (m, y∗)}
< 0.
Therefore, by Markov inequality,
P
 1N minσ∈S N−1(√N) HN(σ) ≤ x∗ − ε
 ≤ P (CrtN (M, E) ≥ 1) ≤ E [CrtN (M, E)] ,
then Eq.(4.2) follows from Borel-Cantali lemma.

Appendix A. Covariance computations and some formulas from Random Matrix Theory
In this appendix we derive the random matrices appearing in the Kac-Rice computation in Sec-
tion 2 and summarize a series of tools that we use in random matrix theory.
Lemma A.1. Let f : S N−1 → R be defined in Eq.(2.1). Without loss of generality, we set σ = eN ,
v̂0 = meN +
√

















Cov ( f (σ) ,∇i f (σ)) = Cov
(
∇2jk f (σ) ,∇i f (σ)
)
= 0 for i, j, k = 1, 2, . . . ,N − 1.
Cov
(
∇2 f , f
)
= −pIN−1
Cov (∇ f ,∇ f ) = pIN−1
Cov
(




= p (p − 1)
(
δikδ jl + δilδ jk
)
+ p2δi jδkl for i, j, k, l = 1, 2, . . . ,N − 1.





















































= p (p − 1)
(
δikδ jl + δilδ jk
)
for i, j, k, l = 1, 2, . . . ,N − 1.
From Lemma A.1, conditional on ∇ f (σ) = 0, f (σ) =
√
Nx,
∇2 f (σ) d=
√
2 (N − 1) p (p − 1)WN−1 − λ
√



















Definition A.2. For N ∈ N, denote













)− 12 hN (x) e− x22 .
Lemma A.3 (Lemma 3 in [2], Corollary 11.6.3 in [1]).







Using Eq.(1.8) in [11], we obtain the following proposition which is useful for expressing de-



































WN−1 − f eN−1eTN−1 + sIN−1
)]







det WN−2 + √N − 1N − 2 sIN−2

Proof. Combine Lemma A.3 and A.4. 
Theorem A.7 (Plancherel-Rotach asymptotics). There exists δ0 > 0 such that for any δ ∈ (0, δ0),




















































Proof. This lemma is the same as Lemma 7.1 in [3] and Lemma 5 in [2]. 
From Theorem A.7 we derive the following lemma that we need in the proof of Theorem 1.3.
























Proof. Note that limN→∞
√
N



































 (1 + O (N−1))
= (−1)N−2
e−NI1(−y)eI1(−y)e−(N−1)

















 = h (y) (1 + O (N−1)) (A.4)
and
eI1(−y)e−(N−1)
∫ −√ NN−1 y
−y
√





















, combining Eq.(A.3), (A.4) and (A.5) we prove Lemma A.8.

Appendix B. Mathematical Analysis on Thresholds
In this section we discuss the existence and values of λtr, λ(1) (p, k) and λ(2) (p, k).
Lemma B.1. If k ≤ 2, then Eq.(1.4) has a unique solution on (0, 1] for any λ > 0. If k > 2, then


























, k = 1√
1 − p
λ2
, k = 2.
(B.1)
When k > 2, let g (m) = λ
2m2k−4(1−m2)
p . We compute
g′ (m) =

























, it is unique. 
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In the next lemma we study the values of λ(2) (p, k).
Lemma B.2. For any integers p ≥ 3, k ≥ 1, there exists λ(2) := λ(2) (p, k) > 0 such that m∗ (λ) < mλ
when λ < λ(2) and m∗ (λ) ≥ mλ when λ ≥ λ(2).

















































When k > 2, the existence of λ(2) is guaranteed by the fact that m∗ (λ) increases to 1 and mλ
decreases to 0. 
Lemma B.3. For any p ≥ 3 and k ≥ 1, λ(1) (p, k) = λ(2) (p, k) if and only if p ≤ k.
Proof. When k = 1, 2, using Lemma B.1 and B.2 we have λ(1) = 0 < λ(2). Therefore from now on
we assume p, k ≥ 3.





(p − 2)2 (k − 1)
(k − 2)2 (p − 1)
≤ 1.
By Lemma B.1, mλ(1)(p,k) ≤
√
k−2
k−1 ≤ m∗ and thus λ
(2) = λ(1).


























log  p − 2√
p − 1
 − log ( k − 2√
k − 1
) + log (k − 2k − 1
)
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