This paper presents two hybrid genetic algorithms (HGAs) to optimize the component placement operation for the collect-and-place machines in printed circuit board (PCB) assembly. The component placement problem is to optimize (i) the assignment of components to a movable revolver head or assembly tour, (ii) the sequence of component placements on a stationary PCB in each tour, and (iii) the arrangement of component types to stationary feeders simultaneously. The objective of the problem is to minimize the total traveling time spent by the revolver head for assembling all components on the PCB. The major difference between the HGAs is that the initial solutions are generated randomly in HGA1. The Clarke and Wright saving method, the nearest neighbor heuristic, and the neighborhood frequency heuristic are incorporated into HGA2 for the initialization procedure. A computational study is carried out to compare the algorithms with different population sizes. It is proved that the performance of HGA2 is superior to HGA1 in terms of the total assembly time.
1.

Introduction
The printed circuit boards (PCBs) have been extensively applied in numerous contemporary electronic products such as personal computers, mobile phones, and audio-video equipment. This has placed an unprecedented demand for PCBs. Besides, customers' changing needs such as for smaller product size and more functions are forcing the surface mount technology (SMT) to replace the plated-through-hole technology. The PCB assembly process in the SMT environment consists of five major operations. First of all, solder paste is applied to where the electronic components will be placed on. Typically, it is applied in a screen print fashion. Then, it is followed by the placement operation. A high-speed placement machine (e.g., the chip shooter machine) is used to mount small components such as chip resistors on the PCB first. A flexible placement machine (e.g., the pick-and-place machine) is then adopted to mount large components such as integrated circuits on the PCB. After all the components have been assembled, the PCB is inspected whether there is any missing component or not. Subsequently, the PCB is conveyed through an oven, which causes the solder paste to reflow and form the solder joints. Finally, the PCB must be cleaned in order to remove the contaminants exposed during fabrication and assembly.
Among the assembly operations, the component placement one is generally the most time-consuming (Souza and Wu, 1995; Ong and Khoo, 1999; Ong and Tan, 2002) . In addition, it is frequently a bottleneck of an assembly line (Dikos et al., 1997; Csaszar et al., 2000; Ong and Tan, 2002) , and determines the line's cycle time (Wilhelm and Tarmy, 2003) . Evidently, the throughput rate of a PCB manufacturing company or the company's competitiveness can be increased if the component placement process is optimized. So, the focus of this paper is confined to the optimization of the component placement process. The objective is to minimize the placement time spent for assembling all electronic components to a board using an SMT placement machine.
In PCB assembly, there are several types of SMT placement machines. Each type of machines possesses its own peculiarities as well as operation. Among them, the three most popular types are the pick-and-place, chip shooter, and collect-and-place (CAP) machines. In the pick-and-place machine, components of the same type are stored in a single stationary feeder, whereas the PCB is secured on a fixed working table. During the placement operation, the assembly head travels to pick up one component at a time from a feeder, and then places it on the stationary board. The pick-and-place machine can achieve high accuracy. Moreover, it is suitable for operating with large components such as integrated circuits.
The second type of machine is the chip shooter machine. It possesses an X-Y table carrying a PCB, a feeder carrier with several feeders holding components, and a rotary turret with multiple assembly heads to pick up and place components. Each assembly head has several nozzles of different sizes. A large nozzle is used to pick up and place large components.
The major advantage of the chip shooter machine is its high speed because the pickup and placement operations are performed concurrently. However, it is only preferable for operating with small components such as chip resistors.
In the last two decades, the component placement problem has been studied thoroughly for both pick-and-place machine (Ball and Magazine, 1988; Ji et al., 1992; Foulds and Hamacher, 1993; Leu et al., 1993; Francis et al., 1994; Kumar and Li, 1995; Broad et al., 1996; Magyar et al., 1999; Ong and Khoo, 1999; Ho and Ji, 2004; Ho and Ji, 2005) , and chip shooter machine (Leu et al., 1993; Bard et al., 1994; Souza and Wu, 1995; Moyer and Gupta, 1996a; Moyer and Gupta, 1996b; Sohn and Park, 1996; Yeo et al., 1996; Crama et al., 1997; Dikos et al., 1997; Moyer and Gupta, 1997; Klomp et al., 2000; Ellis et al., 2001; Ong and Tan, 2002; Ho and Ji, 2003; Wilhelm and Tarmy, 2003; Ho and Ji, 2006) . Due to this reason, this paper studies the component placement problem for the CAP machine.
The CAP machine, as shown in Fig. 1 , combines the advantages of the pick-and-place machine and those of the chip shooter machine. It can assure high placement accuracy and also achieve high placement speed. Furthermore, it is suitable for operating with a wide variety of components ranging from chip resistors to integrated circuits. This type of machines has multiple stationary feeders holding components, a stationary working table securing a PCB, and two or even more revolver heads with several vacuum nozzles (normally, 12) . Each feeder of the machine can only hold components of the same type. In this paper, three basic assumptions are made. First of all, the CAP machine being studied consists of one revolver head in which there are 12 nozzles. Second, the head is always fully loaded with 12 components except for the final assembly tour. Third, each component type can only be assigned to a single feeder. The operation sequence of the CAP machine is that: The revolver head moves from its original location to a stationary feeder carrying components at the beginning. The first nozzle of the head picks up a component at a time, and then rotates one step. The second nozzle of the head picks up another component from the previous feeder if the next component is the same type with the previous one or moves to another feeder to pick up the next component if it is different from the previous one. The head repeats this pick-up operation until the head is fully loaded. After that, the head travels to the PCB, and places the components on it sequentially. This operation procedure is regarded as an assembly tour in which the placement sequence is the same as the pick-up sequence. In addition, the revolver head performs stepwise rotational movements only in one or forward direction while reverse rotation is not allowed. Another assembly tour is carried out until all components are placed on the board.
In order to minimize the assembly time for the CAP machine, three interrelated problems should be solved simultaneously. They include the assignment of components to assembly tours or which set of components is placed by the same assembly tour (i.e., the component grouping problem), the determination of component placement sequence (i.e., the component sequencing problem), and the arrangement of component types to feeders (i.e., the feeder arrangement problem). Since the traveling distance or assembly time is dependent on all these three problems, they are studied and solved in this paper. This paper is organized as follows. Section 2 reviews the relevant literature concerning the component placement problem for the CAP machine. Section 3 describes two hybrid genetic algorithms for optimizing the component placement problem. Section 4 compares the performance of the algorithms, and studies the effect of population sizes on the solutions' quality. Finally, Section 5 concludes the paper.
Literature Review
To our best knowledge, there are only three publications in the international literature Wright saving method. Finally, the 2-opt local search heuristic was applied to improve the solutions. It was, however, proved that the efficiency of component placement process in the SMT environment is also dependent on a feeder to hold which types of components besides the pick and placement sequence. If the arrangement of components to feeders is not done carefully, even if the pick and placement sequencing is optimally solved, it can cause significant deterioration in the machines' performance (Altinkemer et al., 2000) .
Based on the inadequacies of the above approaches, this paper develops two hybrid genetic algorithms to solve the component grouping, component sequencing, and feeder arrangement problems simultaneously rather than separately as Grunow et al. (2004) did. In addition, it is valid that the revolver head can pick up components of the different types instead of the same type only as Altinkemer et al. (2000) and Kazaz and Altinkemer (2003) proposed.
Hybrid Genetic Algorithms
Genetic algorithm (GA), developed by John Holland in the 1960s, is a stochastic optimization technique. Similar to other heuristic methods like simulated annealing (SA) and tabu search (TS), GA can avoid getting trapped in a local optimum by the aid of one of the genetic operations called mutation. The basic idea of GA is to maintain a population of candidate solutions that evolves under a selective pressure. Hence, it can be viewed as a class of local search based on a solution-generation mechanism operating on attributes of a set of solutions rather than attributes of a single solution by the move-generation mechanism of the local search methods, like SA and TS (Osman and Kelly, 1996) . In the recent years, it has been successfully applied to a wide variety of hard optimization problems such as the traveling salesman and quadratic assignment problems (Goldberg, 1989; Gen and Cheng, 1997) . The success is critical due to GA's simplicity, easy operation, and great flexibility. These are the major reasons why GA is selected as an optimization tool in this paper.
GA starts with an initial set of random solutions, called population. Each solution in the population is called a chromosome, which represents a point in the search space. The chromosomes evolve through successive iterations, called generations. During each generation, the chromosomes are evaluated using some measures of fitness. The fitter the chromosomes, the higher the probabilities of being selected to perform the genetic operations: crossover and mutation. In the crossover phase, the GA attempts to exchange portions of two parents (i.e., two chromosomes in the population) to generate an offspring. The crossover operation speeds up the process to reach better solutions. In the mutation phase, the mutation operation maintains the diversity in the population to avoid being trapped in a local optimum. A new generation is formed by selecting some parents and some offspring according to their fitness values, and by rejecting others to keep the population size constant. After the predetermined number of generations is performed, the algorithm converges to the best chromosome, which hopefully represents the optimal solution or may be a sub-optimal solution to the problem.
As mentioned earlier in Section 1, the problem being studied can be regarded as an integration of three hard optimization problems: the component grouping, component sequencing, and feeder arrangement problems. An individual problem is already complex, and difficult to solve (Crama et al., 1997) . So, a simple GA may not perform well in this situation.
The GA developed in this paper is, therefore, hybridized with several heuristics in order to improve the solution further. Nevertheless, it is found that none of the researchers have solved the problems simultaneously for the CAP machine using a hybrid GA (HGA).
The flowchart of the two HGAs for the component placement problem is shown in Fig. 2 .
The difference between them is that HGA1 only hybridizes an improved heuristic called the iterated swap procedure (ISP). Besides the ISP, HGA2 also hybridizes the Clarke and Wright saving method, the nearest neighbor heuristic, and the neighborhood frequency heuristic for the initialization procedure. The procedure of the HGAs is described as follows: After the GA parameters such as the iteration number, the population size, the crossover rate, and the mutation rate, have been set, the HGA generates the initial chromosomes or solutions to the problem. Each chromosome contains two links. The first link represents the sequence of component placements, whereas the second link represents the arrangement of component types to feeders. In HGA1, both links are generated randomly. In HGA2, conversely, the Clarke and Wright saving method is used to divide a set of components into groups. Each group of components is picked up and placed in the same assembly tour. Then, the nearest neighbor heuristic (NNH) is used to determine the sequence of component placements in each group.
After the component grouping and component sequencing problems are solved, the first link can be generated. Based on the first link, the second link can be generated using the neighborhood frequency heuristic. After generating a population of initial chromosomes, the ISP is performed on the two links. Each chromosome is then measured by an evaluation function. The roulette wheel selection operation is adopted to select some chromosomes for the genetic operations including the order crossover, the heuristic mutation, and the inversion mutation. After a new chromosome or offspring is produced, all its two links are improved by the ISP. The fitness of the offspring will be measured and may become a member of the population if it possesses a relatively good quality. These steps form an iteration, and then the roulette wheel selection is performed again to start the next iteration. The HGAs will not stop unless the predetermined number of iterations is conducted.
Encoding
The chromosome to the component placement problem is encoded by the two-link representation as illustrated in Fig. 3 . Link 1 represents the sequence of component placements, whereas Link 2 denotes the assignment of component types to feeders.
Consider a PCB with ten components (numbered as 1, 2, …, 10) to be assembled by the CAP machine in which the revolver head consists of five nozzles. Since the head can only pick up and place five components in each tour, the ten components are divided into two groups. For example, the components are grouped as:
• First group: components 1, 2, 4, 5, and 10;
• Second group: components 3, 6, 7, 8, and 9.
And, the sequence of component placements is as follows:
• First group: components 1, 2, 5, 10, and 4;
• Second group: components 9, 7, 3, 6, and 8.
Link 1 can be represented as (1 2 5 Therefore, the head has to visit feeder 2 or f 2 initially to pick up a component of type 4 for component 1 or c 1 . The entire assembly sequence of the head is shown in the following:
First tour (placement):
The NNH (Reinelt, 1994 ) is used to solve the component sequencing problem. The principle of the NNH is to start with the first component randomly, then to select the next component as close as possible to the previous one from those unselected components to form the placement sequence until all components are selected.
The neighborhood frequency heuristic is used to solve the feeder arrangement problem.
Based on the sequence of component placements, the heuristic calculates the neighborhood relationships or frequencies between every two component types. Then, the component types with higher frequencies are assigned to the closer feeders.
Improvement
The 2-opt local search heuristic is generally used to improve the solutions to the hard optimization problems (Grunow et al., 2004) . It is found that, however, this heuristic increases the computational time since every two swaps are examined. If a new solution generated is better than the original one or parent in terms of quality, it will replace and become the parent.
All two swaps are examined again until there is no further improvement in the parent. In order to increase efficiency, the ISP is used to improve the two links of each initial solution as well as each offspring generated by the three genetic operators. Actually, the principle of the ISP, as illustrated in Fig. 4 , is very similar to that of the 2-opt local search heuristic, except that some instead of all two swaps are examined. The procedure of the ISP is as follows:
Step 1: Select two genes randomly from a link of a parent.
Step 2: Exchange the positions of the two genes to form an offspring.
Step 3: Swap the neighbors of the two genes to form four more offspring.
Step 4: Evaluate all offspring and find the best one.
Step 5: If the best offspring is better than the parent, replace the parent with the best offspring and go back to Step 1. Otherwise, stop.
It is noticed that the ISP may interchange the components within the same assembly tour (intra-tour improvement), or swap a component from one component group to another (inter-tour improvement). The type of improvements performed is dependent on the selection of components in Step 1.
Evaluation
For the CAP machine, the fitness function used is the summation of all the pick-up times shown in equation (1), and placement times shown in equation (2) of the assembly tours. When the revolver head moves from a feeder/component's location to another, the head rotates one step. The indexing time of the revolver head is also taken into consideration in such occasions.
Let eval(X h ) be the fitness function for chromosome X h in the component placement problem. n is the number of components on a PCB; N n is the number of nozzles in a revolver head; N t is the number of assembly tours required for assembling all components;
t is the tour number; N c(t) is the number of components collected and placed in tour t;
N cr(t) is the number of components remained after tour t; N cr(t) = N cr(t -1) -N c(t) ;
N cc(t) is the cumulative number of components after tour t; N cc(t) = N cc(t -1) + N c(t) ;
a t is the first component in tour t; a t = N n (t -1) + 1; c(0) refers to the original location of the revolver head.
Selection
The roulette wheel method (Goldberg, 1989 ) is adopted to choose some chromosomes to undergo genetic operations. The approach is based on an observation that a roulette wheel has a section allocated for each chromosome in the population, and the size of each section is proportional to the chromosome's fitness. The fitter the chromosome, the higher the probability of being selected. Although one chromosome has the highest fitness, there is no guarantee it will be selected. The only thing that is certain is that on the average a chromosome will be chosen with the probability proportional to its fitness.
Genetic operations
The genetic operators used in the HGAs are one crossover and two mutations. Generally, GAs developed especially for the PCB assembly problems are not limited to using one crossover and one mutation (Leu et al., 1993) . The two links in a chromosome are required to perform these genetic operations. Similar to that in the ISP, intra-tour and inter-tour moves will be occurred using the following genetic operations.
The order crossover
The crossover operator adopted in the HGAs is the classical order crossover operator (Gen and Cheng, 1997), and two offspring will be generated at each time. The procedure of the order crossover operation is listed as follows:
Step 1: Select a substring from the first parent randomly.
Step 2: Produce a protochild by copying the substring into the corresponding positions in the protochild.
Step 3: Delete those genes in the substring from the second parent. The resulted genes form a sequence.
Step 4: Place the genes into the unfilled positions of the protochild from the left to the right according to the resulted sequence of genes in Step 3 to produce an offspring.
Step 5: Repeat Steps 1 to 4 to produce another offspring by exchanging the two parents.
The heuristic mutation
A heuristic mutation (Gen and Cheng, 1997) is designed with the neighborhood technique to produce a better offspring. A set of chromosomes transformed from a parent by exchanging some genes is regarded as the neighborhood. Only the best one in the neighborhood is used as the offspring produced by the mutation. Herein, the original heuristic mutation is modified in order to promote diversity of the population. The modification is that all neighbors generated are used as the offspring. The procedure of the heuristic mutation operation is listed as follows:
Step 1: Pick up three genes in a parent at random.
Step 2: Generate neighbors for all possible permutations of the selected genes, and all neighbors generated are regarded as the offspring.
In
Step 1, only three genes are selected since two genes have only one variation (one offspring) while more than three genes will generate too many offspring and it will take a very long time for computation.
The inversion mutation
The inversion operator (Gen and Cheng, 1997) selects a substring from a parent and flips it to form an offspring. The inversion operator, however, operates with one chromosome only.
It is very similar to the heuristic mutation and thus lacks interchange of the characteristics between chromosomes. So, the inversion operator is a mutation operation, which is used to increase the diversity of the population rather than to enhance the quality of the population.
Result Analysis
In this section, two studies concerning the performance of the HGAs are carried out. First, the effect of the population size on the performance of HGAs is studied. Second, a computational study is made to compare the HGA1 and HGA2.
The performance of the HGAs is evaluated using a PCB example. The example has 50 components with 10 different component types. There is no solid instruction in selecting the crossover rate and mutation rate. A higher crossover rate allows exploration of more solution space and reduces the chances of setting for a false optimum; but if this rate is too high, it results in the wastage of a lot of computation time in exploring unpromising regions of the solution space. On the other hand, if the mutation rate is too low, many genes that would have been useful are never tried out. But if it is too high, there will be much random perturbation, the offspring will lose their resemblance to their parents, and the algorithm will lose the ability to learn from the history of search (Gen and Cheng, 1997) . Here, a relatively high mutation rate is applied so that more new genes can be introduced into the population. The parameters of the HGA for the problem are: population size = 5 or 25, iteration number = 500, crossover rate = 0.4, and mutation rate = 0.2.
Effect of population size
Population size plays a vital role since it determines the efficiency and the effectiveness of the HGA. Larger population size means that more offspring is produced at each iteration.
The more the offspring or search points, the higher the chance of finding the optimal solution or a better solution. Nevertheless, larger population size spends longer times for computation and takes more computer storage space. In order to identify the effect of the population size, HGA1
and HGA2 are run with the 50-component problem using two different population sizes: 5 and 25. Fig. 5 and Fig. 6 show the effect of population size on the performance of HGA1 and HGA2, respectively.
It can be seen from Fig. 5 and Fig. 6 that the curves representing the population size of 25 are lower than those representing the population size of 5. This phenomenon shows that the HGAs with larger population size can obtain better initial and final solutions. This may be due to the fact that more offspring are produced at each iteration. If the population size is 25, there are totally 40 offspring produced at each iteration. However, there are only 8 offspring generated at each iteration provided that the population size is 5. It can therefore be proved that the quality of the HGAs' solution is highly related to the population size since it determines the number of chromosomes generated.
HGA1 vs. HGA2
The result of comparison between HGA1 and HGA2 is summarized in Table 1 suggested that HGA2 instead of HGA1 should be adopted to optimize the component placement problem for the CAP machine.
5.
Conclusions
This paper developed two HGAs to solve the component grouping, component sequencing, and feeder arrangement problems simultaneously for the CAP machine with one revolver head, with the objective of minimizing the total placement time. It was proved that the algorithm hybridized with the Clarke and Wright saving method, the nearest neighbor heuristic, and the neighborhood frequency heuristic for the initialization procedure, and an improved heuristic called the iterated swap procedure can generate better initial and final solutions than the algorithm hybridized with the iterated swap procedure only.
In the intermediate future, there are three possible areas related to the component placement problem for the CAP machine can be investigated. First of all, a mathematical model should be formulated in order to obtain the global optimal solutions to the problem. Once it is obtained, the effectiveness of the proposed algorithms can be known. Second, in the component placement problem, the number of feeders supplied is exactly the same as the number of component types required. In the real-world situations, the number of feeders available may be greater. Components of the same type can, therefore, be stored in more than one feeder. In this case, the feeder arrangement problem no longer belongs to the category of 1-to-1 assignment problem. Also, it is necessary to determine which feeder a component should be retrieved from since more than one feeder hold the same type of components, that is, the component retrieval problem. Third, the component placement problem for the CAP machine with two or even more revolver heads can also be studied. The HGAs developed in this paper can be easily modified to tackle this problem. 
