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Rezime: U ovom radu se razmatra problem usmeravanja pretrage u automatskom
dokazivanju teorema. Rad se sastoji od dva dela cˇija je dodirna tacˇka CDCL sistem
pretrage, koji se intenzivno koristi kod modernih SAT resˇavacˇa.
U prvom delu rada razmatran je problem jednostavnog usmeravanja pretrage
— izborom resˇavacˇa, njegovih heuristika i njihovih parametara, a u zavisnosti od
svojstava instance koju je potrebno resˇiti. Osnova predlozˇenih metoda za izbor al-
goritama je sintaksna slicˇnost formula koja se odrazˇava na njihovu grafovsku struk-
turu. Ova slicˇnost je prvi put pouzdano ustanovljena i analizirana pomoc´u ori-
ginalne mere slicˇnosti grafova (koja se pokazala korisnom i u drugim domenima).
Prakticˇni pristupi merenju slicˇnosti formula se zbog racˇunske efikasnosti ipak za-
snivaju na numericˇkim atributima iskaznih formula. Predlozˇene su dve jednostavne
metode izbora algoritma zasnovane na algoritmu k najblizˇih suseda. Prva tehnika,
ArgoSmArT se zasniva na klasifikaciji instance u jednu od unapred zadatih familija
za koje su poznati algoritmi koji ih efikasno resˇavaju. Instanca se resˇava algoritmom
koji odgovara familiji u koju je instanca klasifikovana. Druga tehnika, ArgoSmArT
k-NN se zasniva na nalazˇenju nekoliko slicˇnih instanci u trening skupu za koje je po-
znato vreme resˇavanja pomoc´u svih algoritama kojima sistem raspolazˇe. Instanca
se resˇava algoritmom koji se najbolje ponasˇa na pronad¯enim instancama. Tehnika
ArgoSmArT je pogodnija za izbor konfiguracije SAT resˇavacˇa, a ArgoSmArT k-NN za
izbor samog SAT resˇavacˇa. Tehnika ArgoSmArT k-NN se pokazala znacˇajno efikasni-
jom od najvazˇnijeg i pritom vrlo slozˇenog sistema za izbor SAT resˇavacˇa — sistema
SATzilla. Pored problema izbora KNF SAT resˇavacˇa i njihovih heuristika, razma-
tran je i problem izbora ne-KNF SAT resˇavacˇa u kojem fokus nije bio na tehnikama
izbora resˇavacˇa, posˇto se predlozˇene tehnike direktno primenjuju i na taj problem,
vec´ na atributima kojima se ne-KNF instance mogu opisati, a koji do sad nisu pre-
dlozˇeni. Rezultati u ovom domenu su pozitivni, ali za sada ogranicˇeni. Osnovni
razlog za to je nedostatak vec´eg broja ne-KNF resˇavacˇa raznovrsnog ponasˇanja, sˇto
ne iznenad¯uje s obzirom da je ova vrsta resˇavacˇa tek u svom povoju.
Pored konstrukcije efikasnog sistema za izbor SAT resˇavacˇa, prikazana je i me-
todologija pored¯enja SAT resˇavacˇa zasnovana na statisticˇkom testiranju hipoteza.
Potreba za ovakvom metodologijom proizilazi iz velike varijacije vremena resˇavanja
jedne formule od strane jednog SAT resˇavacˇa, sˇto mozˇe dovesti do razlicˇitih re-
dosleda SAT resˇavacˇa prilikom pored¯enja njihovih performansi ili rangiranja, sˇto
je i eksperimentalno demonstrirano. Predlozˇena metodologija pruzˇa ocenu stati-
sticˇke znacˇajnosti testiranja i ocenu velicˇine efekta, poput verovatnoc´e da jedan
SAT resˇavacˇ bude brzˇi od drugog.
Drugi deo rada se odnosi na uopsˇtavanje CDCL sistema pretrage na fragmente
logike prvog reda. Predlozˇeni sistem mozˇe predstavljati osnovu za efikasno dokaziva-
nje u nekoj logici ukoliko je u njoj moguc´e definisati pravila rezolucije i faktorisanja.
Ova pravila su definisana za jedno uopsˇtenje koherentne logike. Za ovaj sistem
su dokazana svojstva potpunosti i saglasnosti. Sistem ima nekoliko vazˇnih karak-
teristika koje su posledica prethodno sprovedene analize izazova u dokazivanju u
koherentnoj logici. Sistem omoguc´ava rezonovanje prvog reda, umesto bazno, sˇto
je karakteristika svih postojec´ih dokazivacˇa za koherentnu logiku. Takod¯e, sistem
koristi povratne skokove i ucˇenje lema. Prilikom dizajna sistema, posebna pazˇnja je
posvec´ena moguc´nosti da se na osnovu rada dokazivacˇa generiˇsu cˇitljivi dokazi. Ova
moguc´nost je jedna od osnovnih prednosti koherentne logike, ali to nije lako postic´i
pri koriˇsc´enju CDCL sistema pretrage. Jedno od svojstava ovog sistema proisteklo
iz potrebe za cˇitljivim dokazima je ocˇuvanje kvantifikatora prilikom dokazivanja i
vrlo je nekarakteristicˇno za postojec´e CDCL sisteme. Takod¯e, prednost formulisanja
CDCL sistema je moguc´nost prenosˇenja heuristika koje su se vec´ pokazale korisne u
resˇavanju SAT problema.
Nad predlozˇenim sistemom, definisana je procedura Calypso, za dokazivanje u
prosˇirenoj koherentnoj logici, koju je moguc´e primeniti i na standardnu koherentnu
logiku. Predlozˇeno je prosˇirenje algoritma Rete koje omoguc´ava nalazˇenje literala
koji se mogu propagirati, detekciju konflikata i predlaganje literala za pravilo De-
cide. Procedura Calypso je implementirana u jeziku C++. Evaluirana je na re-
prezentativnim problemima zapisanim u koherentnoj logici i na njima se pokazala
superiornom u odnosu na druge dokazivacˇe za koherentnu logiku, kao i dokazivacˇ
Vampire, najefikasniji dokazivacˇ za logiku prvog reda.
Na osnovu rezultata izlozˇenih u ovom radu, mozˇe se zakljucˇiti da je potvrd¯ena
njegova osnovna teza — da se sistem pretrage koji se koristi u CDCL SAT resˇavacˇima
mozˇe znacˇajno unaprediti jednostavnim usmeravnjem, a da se takod¯e mozˇe uspesˇno
formulisati i za fragmente logike prvog reda kao sˇto je koherentna logika, kao i da
su dati konkretni odgovori na pitanje kako se to mozˇe uraditi.
Kljucˇne recˇi: automatsko dokazivanje teorema, pretraga, SAT resˇavacˇi, koherentna
logika, istrazˇivanje podataka
Naucˇna oblast: racˇunarstvo
Uzˇa naucˇna oblast: automatsko dokazivanje teorema
UDK broj: 004.83:007.5( 043.3)
Disertation title: Guiding search in automated theorem proving
Abstract: In this thesis the problem of guiding search in automated theorem pro-
ving is considered. The thesis consists of two parts that have the CDCL search
system, the system intensively used by modern SAT solvers, as their common topic.
In the first part of the thesis a simple approach to guiding search is considered
— guiding by the selection of the solver, its heuristics, and their parameters, based
on the properties of an instance to be solved. The basis of the proposed methods
for algorithm selection is syntactical similarity of formulae which is reflected in their
graph structure. This graph similarity is established and analyzed by using an
original graph similarity measure (which turned out to be useful in other contexts,
too). Yet, practical approaches to measuring similarity of formulae are based on their
numerical features due to the computational complexity issues. Two simple methods
for algorithm selection, based on k nearest neighbors, were proposed. The first
technique, ArgoSmArT is based on classification of instance in one of the predefined
families for which the efficient algorithms are known. The instance is solved by
algorithm corresponding to the family to which the instance was classified. The
second technique, ArgoSmArT k-NN is based on finding several similar instances in
the training set for which the solving times by all considered algorithms are known.
The instance is solved by the algorithm that behaves the best on those instances.
ArgoSmArT technique is better suited for configuration selection of a SAT solver,
and ArgoSmArT k-NN for SAT solver selection. ArgoSmArT k-NN technique showed
to be more efficient than the most important and very complex system for SAT
solver selection — SATzilla system. Apart from CNF SAT solver selection, the
problem of non-CNF SAT solver selection is considered. The focus was not on
solver selection techniques, since the proposed techniques are directly applicable,
but on the attributes that can be used to describe non-CNF SAT instances, which
have not been proposed earlier. The results in this domain are positive, but still
limited. The main reason for that is the lack of greater number of non-CNF SAT
solver of different behaviour, which is not surprising, having in mind that this kind
of solvers is in its early stage of development.
Apart from construction of efficient SAT solver selection system, the methodo-
logy of SAT solver comparison, based on statistical hypothesis testing is proposed.
The need for such a methodology comes from great run time variations of single
instance solving by a solver, which can result in different SAT solver orderings when
one tries to compare their performance or rank them, as experimentally demonstra-
ted. The proposed methodology gives the estimate of statistical significance of the
performed test and the estimate of the effect size, for instance the probability of a
solver being faster than another.
The second part of the thesis is concerned with generalizing CDCL search system
to fragments of first order logic. The proposed system can be used as a basis for
efficient proving in some fragment if the rules of resolution and factoring are specified
for that fragment. These rules are defined for an extension of coherent logic. The
soundness and completeness of the system are proved. The system has several
distinguishing features which are a consequence of previously performed analysis
of challenges in coherent logic theorem proving. The system enables first order
reasoning, instead of ground one characteristic for all existing coherent logic provers.
Moreover, it introduces backjumps and lemma learning. The special attention in
system design was paid to the possibility of generating readable proofs by the prover
implementing the system. This possibility is one of the greatest qualities of coherent
logic, but it is not easy to achieve if CDCL search system is used. One of the
properties of the system that came from the need for generation of readable proofs
is preservation of quantifiers in proving process which is rather unusual for existing
CDCL systems. Another advantage of the proposed CDCL system is the possibility
of transfer of heuristics which are already successfully employed in SAT solving to
other domains.
Based on the proposed system, the proof procedure Calypso for extended co-
herent logic was defined which can also be used in standard coherent logic. The
extension of Rete algorithm which enables detection of conflicts and literals to be
propagated or decided is proposed. Procedure Claypso is implemented in C++. It
was evaluated on a representative coherent logic problems and it showed superior to
other coherent logic provers and also the prover Vampire, the most efficient prover
for first order logic.
Based on the results presented in this thesis, it can be concluded that the main
hypothesis of this work, that the search system used in CDCL SAT solvers can be
significantly improved by simple guiding and that it can be successfully formulated
for fragments of first order logic such as coherent logic, was confirmed and that the
concrete answers on how to do that were provided.
Keywords: automated theorem proving, search, SAT solvers, coherent logic, data
mining
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Glava 1
Uvod
U prethodne dve decenije automatski dokazivacˇi teorema su dozˇiveli velika una-
pred¯enja na planu algoritama, heuristika i implementacionih tehnika. Povec´anje
efikasnosti kojim su ova unapred¯enja rezultovala omoguc´ilo je primenu dokazivacˇa
teorema na probleme sa stotinama hiljada aksioma. Ovo je ucˇinilo moguc´im au-
tomatsko resˇavanje mnogih prakticˇnih problema poput automatske verifikacije i
dizajna hardvera i softvera, automatskog planiranja i raspored¯ivanja, dokazivanja
matematicˇkih teorema i drugih.
Dve kljucˇne odluke u dizajnu automatskog dokazivacˇa teorema za konkretnu
teoriju su izbor skupa pravila cˇijom se primenom dokazivanje vrsˇi i izbor tehnika
kojima se usmerava primena ovih pravila. Interakcija izmed¯u ova dva izbora je jedna
od najvazˇnijih tema u razvoju automatskih dokazivacˇa teorema i obicˇno najvazˇniji
razlog njihove uspesˇnosti ili neuspesˇnosti u primenama. U slucˇaju mnogih doka-
zivacˇa je tesˇko postaviti strogu granicu izmed¯u pravila izvod¯enja i pravila koja sluzˇe
za navod¯enje, pa se diskusija u nastavku mozˇe smatrati specificˇnom za neke fami-
lije dokazivacˇa. Pre svega, misli se na rezolucijske dokazivacˇe za logiku prvog reda,
dokazivacˇe zasnovane na rezonovanju unapred, SAT resˇavacˇe i na SMT resˇavacˇe. Za-
jednicˇka crta ovih dokazivacˇa je eksplicitna ili implicitna povezanost sa rezolucijom
i moguc´nost pruzˇanja rezolucijskih dokaza.
Pravila izvod¯enja. Pravila izvod¯enja koja dokazivacˇ koristi opisuju transforma-
cije kojima se od postojec´ih formula dobijaju nove formule. Primeri ovakvih pravila
su pravilo rezolucije i pravila prirodne dedukcije [37]. Trenutno najefikasnji doka-
zivacˇi teorema za logiku prvog reda kao pravilo izvod¯enja koriste upravo pravilo
rezolucije. Jedan od rezolucijskih dokazivacˇa — Vampire, vec´ godinama ubedljivo
dominira takmicˇenjima automatskih dokazivacˇa teorema za logiku prvog reda. U
dokazivanju teorema iskazne logike najefikasniji dokazivacˇi, zasnovani na DPLL pro-
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ceduri [23, 22], koriste pravilo rezolucije u procesu analize konflikta i ucˇenja, kojima
najviˇse duguju za svoju efikasnost. Primena pravila izvod¯enja ne mora uvek biti
eksplicitna. Primera radi, u originalnoj DPLL proceduri nema eksplicitnih pravila
izvod¯enja, vec´ su data samo pravila pretrage. Med¯utim, svakom stablu pretrage
indukovanom izvrsˇavanjem DPLL procedure na nezadovoljivoj iskaznoj formuli do
njenog zaustavljanja, odgovara neko rezolucijsko pobijanje te iskazne formule, koje
se mozˇe izvesti na osnovu stabla pretrage. U modernoj DPLL proceduri [13], pri-
mena pravila rezolucije je eksplicitna i dobijene rezolvente se mogu dodati u skup
klauza. Izbor rezolventi koje c´e biti dodate u skup klauza je vod¯en nekom heuri-
stikom. Pravilo rezolucije je korisno i u slucˇaju zadovoljivih formula — u izgradnji
modela.
Usmeravanje primene pravila izvod¯enja. Pravila izvod¯enja se cˇesto mogu pri-
meniti na razlicˇite formule iz skupa postojec´ih formula. Na primer, pravilo rezolucije
se cˇesto mozˇe primeniti na vec´i broj klauza. U slucˇaju nekih sistema mozˇe postojati
viˇse razlicˇitih primenljivih pravila. Stoga, proces dokazivanja nije pravolinijski, vec´
se mozˇe razmatrati kao proces pretrage. Vreme dokazivanja teoreme mozˇe drasticˇno
varirati u zavisnosti od nacˇina na koji se pravila izvod¯enja primenjuju. Primera
radi, ukoliko se dokazivanje vrsˇi rezonovanjem unapred, odnosno primenom aksioma
cˇije su pretpostavke zadovoljenje, tvrd¯enje ∀x (p(x)⇒ t(x)) se iz aksioma
A1 : ∀x (p(x)⇒ q(x) ∨ r(x)) A2 : ∀x (p(x)⇒ s(x)) A3 : ∀x (s(x)⇒ t(x))
mozˇe dokazati na dva nacˇina neformalno prikazana na slici 1.1. Drugi dokaz je
ocˇigledno efikasniji u smislu velicˇine dokaza, ali automatski dokazivacˇ teorema mozˇe
proizvesti i prvi dokaz.
Vazˇna tema u analizi sistema pravila na kojima se automatski dokazivacˇi za-
snivaju je slozˇenost dokaza (eng. proof complexity) koje dopusˇtaju. Na primer, u
slucˇaju dokazivanja nezadovoljivosti iskaznih formula, moderna DPLL procedura
dopusˇta dokaze eksponencijalno manje velicˇine u odnosu na dokaze koji se mogu do-
biti koriˇsc´enjem originalne DPLL procedure [81]. Pitanje koje se prirodno namec´e
je kako iskoristiti takvu moguc´nost, odnosno kako primenjivati pravila sistema tako
da se u sˇto manjem broju koraka dod¯e do sˇto krac´ih dokaza. Ispostavlja se da je
u slucˇaju sistema koji dopusˇtaju krac´e dokaze, problem optimalnog ili makar kvali-
tetnog izbora pravila koja se primenjuju puno tezˇi nego u slucˇaju sistema sa vec´om
slozˇenosˇc´u dokaza (ovo zapazˇanje je potvrd¯eno i empirijski i teorijski [1]). Ovim
tehnike za usmeravanje primene pravila, odnosno pretrage za dokazom, dodatno
dobijaju na vazˇnosti.
2
Uvod
Dokaz 1:
• Neka vazˇi p(a) za neko a
• na osnovu aksiome A1 i p(a), vazˇi q(a) ∨ r(a)
• Neka vazˇi q(a)
– Na osnovu aksiome A2 i p(a), vazˇi s(a)
– Na osnovu aksiome A3 i s(a), vazˇi t(a)
– Stoga, vazˇi p(a)⇒ t(a)
– Kako je a proizvoljno, vazˇi ∀x (p(x)⇒ t(x))
• Neka vazˇi r(a)
– Na osnovu aksiome A2 i p(a), vazˇi s(a)
– Na osnovu aksiome A3 i s(a), vazˇi t(a)
– Stoga, vazˇi p(a)⇒ t(a)
– Kako je a proizvoljno, vazˇi ∀x (p(x)⇒ t(x))
Dokaz 2:
• Neka vazˇi p(a) za neko a
• Na osnovu aksiome A2 i p(a), vazˇi s(a)
• Na osnovu aksiome A3 i s(a), vazˇi t(a)
• Stoga, vazˇi p(a)⇒ t(a)
• Kako je a proizvoljno, vazˇi ∀x (p(x)⇒ t(x))
Slika 1.1: Dva dokaza tvrd¯enja ∀x (p(x)⇒ t(x)).
Tehnike usmeravanja pretrage u automatskom dokazivanju teorema su brojne i
mogu se odnositi na razlicˇite aspekte pretrage. Neke od njih su algoritamskog karak-
tera, poput povratnih skokova [89] koji omoguc´avaju eliminaciju grananja u dokazu,
ako ta grananja nisu relevantna za zatvaranje grane dokaza. Takvo je grananje u
prvom dokazu na slici 1.1. Ovakve tehnike omoguc´avaju odsecanje velikih delova
prostora pretrage. Druga vrsta tehnika je heuristicˇka i fokusira se na inteligentan
izbor pravila koje treba primeniti ili nacˇina na koji pravilo treba primeniti. U pri-
meru na slici 1.1, heuristika koja daje prioritet primeni aksioma koje ne dovode do
grananja u dokazu bi bila dovoljna da dokazivacˇ proizvede zˇeljeni dokaz. U slucˇaju
problema zadovoljivosti iskaznih formula, heuristike se bave izborom promenljive po
cˇijoj vrednosti se vrsˇi grananje u pretrazi, izbor vrednosti te promenljive, odnosno
grane kojom c´e se pretraga nastaviti, izbor trenutka za otpocˇinjanje pretrage iznova
i drugim slicˇnim aspektima pretrage. U daljem tekstu c´e u razlicˇitim kontekstima
biti razmatrane obe vrste tehnika za usmeravanje pretrage.
Usmeravanje pretrage izborom ili podesˇavanjem algoritma. Moderni do-
kazivacˇi teorema cˇesto omoguc´avaju podesˇavanje razlicˇitih aspekata svog rada. Neki
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dokazivacˇi implementiraju razlicˇite tehnike za usmeravanje pretrage i omoguc´avaju
korisniku izbor izmed¯u njih. Dodatno, svaka od tehnika mozˇe imati parametre koji
preciznije definiˇsu njeno ponasˇanje, koji se takod¯e mogu birati prilikom pokretanja
dokazivacˇa. Ponasˇanje razlicˇitih konfiguracija istog dokazivacˇa na istim problemima
mozˇe biti drasticˇno razlicˇito i naizgled vrlo nepredvidljivo. Tim pre, razumljivo je i
da ponasˇanje razlicˇitih dokazivacˇa na istim problemima mozˇe biti vrlo razlicˇito cˇak
i ako su oni zasnovani na istim ili slicˇnim algoritmima. Jedan nacˇin usmeravanja
pretrage predstavlja izbor dokazivacˇa ili njegove konfiguracije za konkretan problem
koji je potrebno resˇiti. Ovaj izbor se vrsˇi jednom, pre pocˇetka dokazivanja i ne
podrazumeva promene u toku rada dokazivacˇa (bilo bi moguc´e razmatrati i problem
konfigurisanja u toku rada dokazivacˇa, ali se taj problem u ovom radu ne razmatra).
Problem izbora dobrog dokazivacˇa, tehnika pretrage koje c´e on koristiti i vrednosti
njihovih parametara je netrivijalan i zahteva puno ljudskog vremena. U tabeli 1.1
prikazan je broj teorema iz unapred datog skupa koji svaki od dokazivacˇa mozˇe da
dokazˇe u odred¯enom vremenu, kao i maksimalan broj teorema koje bi mogle biti
dokazane ukoliko bi se znalo koji je dokazivacˇ najbolje primeniti. Konkretan izbor
dokazivacˇa i problema o kojima je recˇ u ovom trenutku nije relevantan. Kao sˇto
Tabela 1.1: Broj dokazanih teorema iz nekog skupa za 6 dokazivacˇa i maksima-
lan broj teorema koje bi se mogle dokazati izborom najboljeg dokazivacˇa za svaku
teoremu.
Dokazivacˇ 1 2 3 4 5 6 Maks.
Broj teorema 282 252 244 238 259 243 444
se mozˇe primetiti, uz poznavanje najboljeg dokazivacˇa, broj dokazanih teorema se
mozˇe znacˇajno povec´ati u odnosu na bilo koji pojedinacˇni dokazivacˇ. Stoga je pro-
blem automatskog izbora dokazivacˇa ili njegovog automatskog podesˇavanja, kako bi
pretraga za dokazom bila sˇto krac´a, od velikog znacˇaja. Taj problem je prvi problem
kojim se ovaj rad bavi.
CDCL sistem pretrage. Tehnike za usmeravanje pretrage se nekad formuliˇsu za
vrlo specificˇne aspekte sistema pravila koji se koristi i mogu biti neprimenljive u
drugim kontekstima. Med¯utim, neke tehnike pretrage se mogu prenositi iz jednog
konteksta u drugi. Identifikovanje takvih tehnika koje su uspesˇne u viˇse domena i
njihova eksploatacija su od posebnog znacˇaja. Jedan sistem pretrage, zasnovan na
konfliktima vod¯enom ucˇenju klauza (eng. conflict driven clause learning), skrac´eno
CDCL, se pokazao kao najuspesˇniji u ispitivanju iskazne zadovoljivosti i primenjen je
u mnogim SAT resˇavacˇima, ali i u SMT resˇavacˇima koji vrsˇe ispitivanje zadovoljivosti
formula logike prvog reda. Dodatno, formulisane su i vrlo uspesˇne heuristike za
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specificˇne aspekte primene pravila ovog sistema. Zbog toga, ovaj sistem pretrage je
zanimljiv kandidat za prenosˇenje u bogatije logike.
Koherentna logika. Jedan fragment logike provog reda, koherentna ili geometrij-
ska logika, je od posebnog znacˇaja u primenama automatskog dokazivanja teorema.
Formule koherentne logike su sledec´eg oblika:
∀~v (p1(~v) ∧ . . . ∧ pn(~v)⇒ ∃~y Q1(~v, ~y) ∨ . . . ∨ ∃~y Qm(~v, ~y)),
gde p1, . . . , pn oznacˇavaju atomicˇke formule, a Q1, . . . , Qm konjunkcije atomicˇkih
formula. Razlicˇiti problemi iz oblasti poput geometrije i algebre se mogu prirodno
predstaviti u ovoj logici bez ikakvih ili sa vrlo malim transformacijama polaznih
formula. Zahvaljujuc´i prirodnom deduktivnom sistemu zasnovanom na rezonovanju
unapred, koherentna logika je posebno pogodna za automatsko generisanje cˇitljivih
dokaza matematicˇkih teorema. Dokazivacˇi koji se trenutno koriste u koherentnoj
logici uglavnom koriste vrlo jednostavne i neefikasne sisteme pretrage. Zbog te
cˇinjenice i svog znacˇaja, koherentna logika je prirodan domen za formulisanje teh-
nika pretrage analognih onima koje se vec´ uspesˇno koriste u drugim domenima.
Prenosˇenje tehnika CDCL pretrage u domen koherentne logike je drugi problem
kojim se ovaj rad bavi.
Osnovna teza ovog rada je da se sistem pretrage koji se koristi u CDCL SAT
resˇavacˇima mozˇe znacˇajno unaprediti jednostavnim usmeravnjem, a da se takod¯e
mozˇe uspesˇno formulisati i za fragmente logike prvog reda kao sˇto je koherentna
logika.
Doprinosi ovog rada su sledec´i:
• Uocˇena je i empirijski analizirana veza izmed¯u sintaksne slicˇnosti iskaznih for-
mula i slicˇnosti algoritama koji su najpogodniji za njihovo resˇavanje. Ova veza
je uocˇena koriˇsc´enjem mere slicˇnosti grafova koja je formulisana u ovu svrhu.
Rad o tome je objavljen u cˇasopisu Intelligent Data Analysis [75] (potpoglavlje
3.1.2).
• Na osnovu uocˇene slicˇnosti, predlozˇena su dva algoritma za izbor i konfigurisa-
nje SAT resˇavacˇa zasnovanih na CDCL sistemu pretrage. Predlozˇeni algoritmi
su mnogo jednostavniji od postojec´ih, a postizˇu znacˇajno bolje rezultate od
njih u empirijskoj evaluaciji. Jedan rad o tim algoritmima je prikazan na
konferenciji Theory and Applications of Satisfiability Testing [73], a drugi ob-
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javljen u cˇasopisu Artificial Intelligence Review [77] (poglavlja 3.2, 2.4, 3.4 i
3.5).
• Predlozˇen je metod pored¯enja SAT resˇavacˇa koji je zbog velikog variranja vre-
mena resˇavanja iskaznih formula zasnovan na statisticˇkom testiranju hipoteza
i omoguc´ava procenu statisticˇke znacˇajnosti pored¯enja. Rad o ovom metodu
je prikazan na konferenciji Theory and Applications of Satisfiability Testing
[74] (poglavlje 3.6).
• Predlozˇeno je uopsˇtenje CDCL sistema pretrage koje se mozˇe instancirati kako
za koherentnu logiku i jedno njeno prosˇirenje tako i za iskaznu logiku, ali i za
druge logike u kojima bi se na pogodan nacˇin definisala pravila rezolucije i fak-
torisanja. Svojstva ovog sistema su teorijski analizirana i dokazana je njegova
saglasnost i potpunost. Rad o ovom sistemu pravila prikazan je na konfe-
renciji Conference On Intelligent Computer Mathematics u sekciji Claculemus
[76] (poglavlje 4.4).
• Implementiran je dokazivacˇ teorema za koherentnu logiku koji odgovara pre-
dlozˇenom CDCL sistemu i proizvodi dokaze u sistemu koherentne rezolucije.
Empirijskom evaluacijom je pokazano da je novi dokazivacˇ efikasniji od po-
stojec´ih dokazivacˇa za koherentnu logiku i najefikasnijeg opsˇteg dokazivacˇa
za logiku prvog reda primenjenog na ovom fragmentu. Dokazivacˇ je uspesˇno
primenjen na probleme koji sadrzˇe i po 30000 aksioma (poglavlje 4.5).
Ostatak rada je organizovan na sledec´i nacˇin:
• U glavi 2 opisane su tehnike pretrage koriˇsc´ene u modernim SAT resˇavacˇima,
sa naglaskom na CDCL sistemu pretrage. CDCL sistem je formulisan u obliku
apstraktnog sistema pravila koji ga precizno definiˇse. Bic´e prikazani i osnovni
rezultati vezani za ispravnost SAT resˇavacˇa.
• Glava 3 opisuje tehnike za prilagodljivo resˇavanje SAT problema koje na pre-
tragu uticˇu kroz izbor algoritma, heuristika koje on koristi ili vrednosti njihovih
parametara. Ove tehnike su primenjene u slucˇaju kako klasicˇnih, KNF, tako
i novih, ne-KNF SAT resˇavacˇa. U ovoj glavi se diskutuje i pored¯enje SAT
resˇavacˇa.
• U glavi 4 je formulisan sistem pretrage za dokazivanje teorema u koherentnoj
logici inspirisan CDCL sistemom koriˇsc´enim u iskaznoj logici. Dokazana su
njegova osnovna svojstva i opisan je dokazivacˇ Calypso koji ga implementira.
Opisani su i drugi sistemi za dokazivanje u koherentnoj logici.
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• Glava 5 daje zakljucˇke ovog rada i opisuje dalje pravce istrazˇivanja koji iz
njega proisticˇu.
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Glava 2
SAT problem i SAT resˇavacˇi
Iskazna logika se bavi istinitosˇc´u iskaza, izgrad¯enih nad iskaznim promenljivim
pomoc´u iskaznih veznika. Iskazne promenljive predstavljaju elementarne iskaze.
Nacˇin izgradnje slozˇenijih iskaza iz njih je definisan sintaksom iskazne logike. Istini-
tosnu vrednost ispravnih iskaza opisuje semantika iskazne logike. Osnovni problem
iskazne logike — problem SAT je problem ispitivanja da li je iskazna formula zadovo-
ljiva, to jest, da li postoji dodela vrednosti promenljivim za koju je iskazna formula
tacˇna. Ovaj problem je jedan od fundamentalnih matematicˇkih problema i ima
centralno mesto u teoriji slozˇenosti izracˇunavanja. Dokazano je da je problem SAT
NP-kompletan [19]. Posˇto ima sˇiroke primene, posvec´uje se velika pazˇnja algorit-
mima koji bi sˇto efikasnije resˇavali instance ovog problema u praksi. Pod resˇavanjem
iskazne formule, podrazumeva se ispitivanje njene zadovoljivosti. Do sada je razvijen
veliki broj SAT resˇavacˇa, sistema koji implementiraju ovakve algoritme.
SAT resˇavacˇi se mogu svrstati u dve grupe — potpune i stohasticˇke. Za datu
iskaznu formulu, potpuni SAT resˇavacˇi sigurno nalaze zadovoljavajuc´u valuaciju ili
utvrd¯uju da ona ne postoji, dok stohasticˇki resˇavacˇi ne mogu dokazati nezadovolji-
vost formule iako mogu pokazati njenu zadovoljivost. Njihova prednost je u tome
sˇto za neke klase formula, mogu utvrditi zadovoljivost brzˇe od potpunih resˇavacˇa.
U ovom radu bic´e razmatrani samo potpuni SAT resˇavacˇi.
Moderni potpuni SAT resˇavacˇi su najcˇesˇc´e zasnovani na proceduri DPLL [23, 22],
opisanoj ranih sˇezdesetih godina. SAT resˇavacˇi su postigli veliki napredak na prelazu
prosˇlog u ovaj vek, kada su se pojavili poznati resˇavacˇi kao SATO, CHAFF, MiniSAT i
drugi. Ovaj napredak je bio posledica kako konceptualnih, tako i implementacionih
unapred¯enja procedure DPLL koja su vodila do takozvane CDCL varijante DPLL
procedure. U daljem tekstu c´e se pod SAT resˇavacˇima podrazumevati potpuni SAT
resˇavacˇi.
U ovoj glavi c´e biti razmotreni osnovni pojmovi iskazne logike, tehnike pretrage
2.1 Osnovni pojmovi iskazne logike
koje se koriste u resˇavanju SAT problema, apstraktni sistem pravila koji opisuje
CDCL sistem pretrage, heuristike koje se koriste za upravljanje razlicˇitim aspektima
rada modernih SAT resˇavacˇa, kao i rezultati vezani za ispravnost CDCL sistema.
2.1 Osnovni pojmovi iskazne logike
U tekstu se koriste naredne definicije osnovnih pojmova iskazne logike [46, 64].
Definicija 1 Skup iskaznih formula IF nad prebrojivim skupom iskaznih slova P
je skup za koji vazˇi:
• iskazna slova (iz skupa P ) i logicˇke konstante > i ⊥ su iskazne formule;
• ako su A i B iskazne formule, onda su i (¬A), (A ∧ B), (A ∨ B), (A⇒ B) i
(A⇔ B) iskazne formule.
U zapisu iskaznih formula, zagrade mogu biti izostavljene i u tom slucˇaju se
podrazumeva prioritet operatora u sledec´em poretku, od najviˇseg ka najnizˇem: ¬,
∧, ∨.
Iskazna slova nazivamo i iskaznim promenljivim, a iskazna slova i logicˇke kon-
stante nazivamo atomicˇkim iskaznim formulama. Atomicˇke iskazne formule i njihove
negacije nazivamo literalima. Disjunkcije literala nazivamo klauzama.
Ako je p iskazno slovo i l literal nad tim iskaznim slovom, l oznacˇava literal ¬p
ukoliko je l = p, a literal p ukoliko je l = ¬p.
Definicija 2 Skup potformula formule A je najmanji skup formula koje zadovolja-
vaju sledec´e uslove:
• A je potformula sama sebi;
• Ukoliko je A jednako ¬B, potformule formule B su potformule formule A;
Ukoliko je A jednako B∧C, B∨C, B ⇒ C ili B ⇔ C, onda je svaka potformula
formule B i svaka potformula formule C, takod¯e potformula formule A.
Definicija 3 Pozicija je niz a1.a2. . . . .an, pri cˇemu je n ≥ 0 i ai ∈ {1, 2} za svako
i (1 ≤ i ≤ n). U slucˇaju kad je n = 0, pozicija se naziva praznom i zapisuje
. Polaritet mozˇe biti bilo koja od vrednosti -1,0,1. Za formulu A, potformula na
poziciji pi, A|pi i polaritet potformule na poziciji pi, pol(A, pi), definiˇsu se na sledec´i
nacˇin:
• A| = A i pol(A, ) = 1;
• ako je Api jedanko ¬A1, onda je A|pi.1 = A1 i pol(A, pi.1) = −pol(A, pi);
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• ako je A|pi jednako A1 ∧ A2 ili A1 ∨ A2, onda je A|pi.i = Ai i pol(A, pi.i) =
pol(A, pi) za i = 1, 2;
• ako je A|pi jednako A1 ⇒ A2, onda je A|pi.i = Ai za i = 1, 2 i pol(A, pi.1) =
−pol(A,A|pi) i pol(A, pi.2) = pol(A,A|pi);
• ako je A|pi jednako A1 ⇔ A2, onda je A|pi.i = Ai i pol(A, pi.i) = 0 za i = 1, 2.
Definicija 4 Funkcije koje preslikavaju skup iskaznih slova u skup {0, 1} se nazivaju
valuacijama. Polazec´i od valuacije v konstruiˇse se funkcija Iv koja preslikava skup
iskaznih formula u skup {0, 1}. Nju nazivamo funkcijom istinitosne vrednosti za
valuaciju v i definiˇsemo na sledec´i nacˇin:
• Iv(p) = v(p), za svaki element p skupa P ;
• Iv(>) = 1 i Iv(⊥) = 0;
• Iv(¬A) = 1 ako je Iv(A) = 0 i Iv(¬A) = 0 ako je Iv(A) = 1;
• Iv(A ∧B) = 1 ako je Iv(A) = 1 i Iv(B) = 1; Iv(A ∧B) = 0 inacˇe;
• Iv(A ∨B) = 0 ako je Iv(A) = 0 i Iv(B) = 0 ; Iv(A ∨B) = 1 inacˇe;
Definicija 5 Iskazna formula F je zadovoljiva ako postoji valuacija v takva da je
Iv(F ) = 1. Takva valuacija se naziva modelom formule F , sˇto se zapisuje v |= F .
U suprotnom, F je nezadovoljiva. Iskazna formula F je valjana ( tautologija) ako
za svaku valuaciju v vazˇi Iv(F ) = 1. U suprotnom, F je poreciva. Formula F je
logicˇka posledica skupa formula Γ, sˇto se zapisuje Γ |= F , ukoliko je svaka valuacija
koja je model za sve formule iz skupa Γ, takod¯e model i za formulu F .
Definicija 6 Iskazna formula je u konjunktivnoj normalnoj formi (KNF) ako je
oblika
A1 ∧ A2 ∧ . . . ∧ An
pri cˇemu je svaka od formula Ai (1 ≤ i ≤ n) klauza.
Definicija 7 Supstitucija (ili zamena) formule C formulom D u formuli A je funk-
cija A[C 7→ D] : IF × IF × IF → IF definisana na sledec´i nacˇin:
• ako je A jednako C, onda je A[C 7→ D] jednako D;
• ako A nije C i A je iskazno slovo, onda je A[C 7→ D] jednako A;
• ako A nije C i vazˇi A = (¬B) za neku iskaznu formulu B, onda je A[C 7→ D]
jednako ¬(B[C 7→ D]);
• ako A nije C i vazˇi A = B1 ∧ B2, odnosno A = B1 ∨ B2, za neke iskazne
formule B1 i B2, tada je A[C 7→ D] jednako B1[C 7→ D] ∧ B2[C 7→ D],
odnosno B1[C 7→ D] ∨B2[C 7→ D].
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function dpll (F: KNF formula) : bool
begin
if F = ∅ then return true
else if ∅ ∈ F then return false
else if {l} ∈ F then return dpll(F [[l 7→ >]])
else if pureLiteral(l,F) then return dpll(F [[l 7→ >]])
else begin
select l such that l ∈ C and C ∈ F
if dpll(F [[l 7→ >]]) = true then return true
else return dpll(F [[l 7→ ⊥]])
end
end
Slika 2.1: Osnovna DPLL procedura.
Primene supstitucija c´e uvek biti pisane postfiksno.
Definicija 8 Ako je A iskazna formula, a l literal, onda
• A[[l 7→ >]] oznacˇava formulu A[l 7→ >][l 7→ ⊥] iz koje su uklonjene sve klauze
koje sadrzˇe konstantu > i sva pojavljivanja konstante ⊥;
• A[[l 7→ ⊥]] oznacˇava formulu A[[l 7→ >]];
2.2 Osnovne procedure pretrage
U ovom poglavlju c´e biti prikazane osnovne procedure pretrage koje se koriste u
resˇavanje SAT problema. Prvo c´e biti opisana osnovna DPLL procedura [22], a po-
tom i njena moderna varijanta definisana koja implementira CDCL sistem pretrage.
2.2.1 Osnovna DPLL procedura
Osnovni algoritam za proveru zadovoljivosti iskaznih formula je Dejvis-Patnam-
Logman-Lovelandova procedura (DPLL procedura) [22]. Formula cˇija se zadovolji-
vost ispituje mora biti u konjunktivnoj normalnoj formi. Formula se predstavlja kao
skup klauza, a klauza kao skup literala. DPLL procedura je data na slici 2.1 [64].
Funkcija pureLiteral ima vrednost true ukoliko je l literal koji se javlja u formuli
F , pri cˇemu se l ne javlja u formuli F .
DPLL algoritam se mozˇe koristiti i za proveru da li je formula valjana, tako sˇto
se krene od negacije polazne formule i ako je ona nezadovoljiva, zakljucˇuje se da je
polazna formula valjana.
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function dpll (F: KNF formula) : bool
begin
M := []
repeat begin
if vM |= F then return true
else if vM |= ¬F then
if M = M ′| l M ′′ and | /∈M ′′ then M := M ′ l
else return false
else if {l} ∪ C ∈ F and vM |= ¬C then M := M l
else begin
select l such that l ∈ C and C ∈ F and l /∈M and l /∈M
M := M | l
end
end
end
Slika 2.2: Iterativna DPLL procedura.
2.2.2 Moderna DPLL procedura
Vec´ina modernih SAT resˇavacˇa se zasniva na DPLL proceduri, ali cˇesto sa kom-
pleksnim izmenama. Modifikovanje formule i njeno prosled¯ivanje u rekurziju je
neefikasno u praksi. Takod¯e, nalazˇenje literala l za koji vazˇi pureLiteral(l,F) se
upraksi ispostavlja kao neefikasno. Stoga se DPLL procedura implemenitra itera-
tivno, bez modifikovanja formule. Umesto toga, gradi se lista literala M koji se
smatraju tacˇnim i ona se menja dok valuacija vM koja joj odgovara ne zadovolji for-
mulu ili dok se ne ustanovi da takva valuacija ne postoji. Iterativna procedura data
je na slici 2.2. Ova procedura predstavlja prvi korak ka modernoj DPLL proceduri.
Izbor literala koji se dodaje u listu M se naziva odlukom (eng. decision). Li-
teralu koji je odlucˇen u listi M prethodi oznaka |. Prilikom odluke, najcˇesˇc´e se
odovojeno bira promenljiva cˇija c´e vrednost biti zadata, kao i njen inicijalni polari-
tet, tj. odred¯uje se da li pri odluci promenljiva u valuaciji vM prvo dobija vrednost
0 ili 1. Kada se ispostavi da neka promenljiva mora imati odred¯enu vrednost (u
slucˇaju kad vazˇi {l} ∪ C ∈ F and vM |= ¬C), radi se o implikaciji (eng. impli-
cation). Situacija u kojoj vazˇi vM |= ¬F , naziva se konfilkt (eng. conflict). Kada
se desi konflikt, potrebno je izvrsˇiti promenu prethodne odluke kako bi se pokusˇala
nac´i neka valuacija koja zadovoljava formulu.
Kako bi se procedura dalje poboljˇsala, moguc´e je trazˇiti razloge zbog kojih je
do konflikta uopsˇte dosˇlo. Oni se formuliˇsu u obliku naucˇenih klauza (eng. learnt
clauses) koje se dodaju u pocˇetni skup klauza, a konstruiˇsu se nekim mehanizmom
rezonovanja (na primer iskaznom rezolucijom), na osnovu informacija koje su ras-
polozˇive o konfliktu. Ako je, na primer, klauza {x, y, z} postala netacˇna u toku
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resˇavanja, onda {¬x,¬y,¬z} nazivamo razlogom konflikta (eng. reason set of the
conflict) [28]. Vrednost 0 je implicirana za promenljivu x, na primer, tako sˇto je
prisutna klauza {¬u,¬v,¬x}, a promenljive u i v imaju vrednost 1 u tekuc´ oj parci-
jalnoj valuaciji. Odatle sledi da i skup {u, v,¬y,¬z} takod¯e mora voditi ka konfliktu.
Taj konflikt se mozˇe sprecˇiti dodavanjem klauze {¬u,¬v, y, z} za koju kazˇemo da je
naucˇena (eng. learnt). Kako bi se pretraga nastavila, potrebno je otkloniti konflikt i
da bi se to ucˇinilo, preduzima se povratni skok pri cˇemu se parcijalna valuacija koja
se gradi skrac´uje tako da naucˇena lema viˇse nije netacˇna u njoj. Kako broj naucˇenih
klauza obicˇno raste, njihovo analiziranje opterec´uje resˇavacˇ, pa stoga ove klauze u
nekom trenutku treba brisati (one su ionako uvek izvedene iz polaznih klauza).
Ovaj postupak se naziva zaboravljanje. Kako je drvo pretrage koju DPLL procedura
sprovodi veliko, resˇavacˇ mozˇe veliku kolicˇinu vremena potrosˇiti pretrazˇujuc´i grane
koje ne sadrzˇe resˇenje. Da bi se to sprecˇilo, proces resˇavanja s vremena na vreme
otpocˇinje iznova (eng. restart). Da otpocˇinjanje iznova ne bi ugrozilo potpunost
pretrage, ono se obicˇno vrsˇi sve red¯e i red¯e u toku resˇavanja.
Tehnike povratnih skokova i ucˇenja lema, pored nekih implementacionih tehnika,
su najzasluzˇnije za efikasnost modernih SAT resˇavacˇa i cˇine jezgro takozvanog CDCL
sistema pretrage. Povratni skokovi omoguc´avaju da se posle konflikta ne ispituju
alternative odluka koje nisu bile zasluzˇne za dolazˇenje do konflikta i time se vrsˇi
veliko odsecanje prostora pretrage. Ovo odsecanje nazivamo odsecanjem unazad.
Uloga ucˇenja lema je da se u buduc´nosti pretrage skrati izvod¯enje konflikta koji bi
nastao iz istih razloga kao konflikt na osnovu kojeg je lema izvedena. Dakle, ume-
sto da se do istog konflikta ponovo dod¯e pretragom, on biva otkriven zahvaljujuc´i
prisustvu leme. Ovakvo odsecanje delova prostora pretrage naziva se odsecanjem
unapred. Znacˇaj ucˇenja lema u modernim SAT resˇavacˇima je inspirisao novi pogled
na modernu DPLL proceduru — umesto posmatranja DPLL procedure kao proce-
dure pretrage, ona se mozˇe smatrati mehanizmom usmeravanja rezolucije u cilju
izvod¯enja prazne klauze i formiranja rezolucijskog dokaza nezadovoljivosti formule.
2.3 Apstraktni sistem pravila za CDCL pretragu
Moderni SAT resˇavacˇi, zasnovani na CDCL (eng. conflict driven clause learning)
sistemu pretrage, su cˇesto med¯u sobom vrlo slicˇni. Mnogi od njih su nastali ma-
njim ili vec´im modifikovanjem resˇavacˇa MiniSAT [28]. Cˇesto se razlikuju pre svega
u heuristikama koje upravljaju nekim aspektima njegovog rada. Dodatno, imple-
mentacije resˇavacˇa nisu jednostavne ni lake za razumeti. Zarad boljeg razumevanja
SAT resˇavacˇa korisno je razdvojiti razlicˇite komponente njihovog dizajna i uocˇiti u
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cˇemu se sastoji osnovni mehanizam pretrage, koje komponente cˇine implementaci-
ona poboljˇsanja, a sˇta su heuristike koje upravljaju nekim aspektima rada resˇavacˇa.
U tom cilju predlozˇena su dva apstraktna sistema pravila koji opisuju samo osnovni
mehanizam pretrage i apstrahuju sve druge aspekte modernih SAT resˇavacˇa [72, 53].
Ovakvi sistemi omoguc´avaju analizu teorijskih svojstava SAT resˇavacˇa poput sagla-
snosti, zaustavljanja i potpunosti bez opterec´ivanja implementacionim detaljima ili
heuristikama koje ne uticˇu na ove aspekte, vec´ samo na efikasnost izvrsˇavanja. Ap-
straktni sistemi pravila su i osnova za formalnu analizu i dokazivanje svojstava SAT
resˇavacˇa u sistemima za formalno dokazivanje teorema [66] o cˇemu c´e viˇse recˇi biti
u poglavlju 2.5. U nastavku je analiziran apstraktni sistem Krstic´a i Goela [53].
Apstraktni sistem pravila za SAT problem opisuje proces provere zadovoljivosti
iskazne formule kao lanac stanja. Stanje je ured¯ena trojka (F,M,C) gde je F skup
klauza, M lista literala, a C mozˇe biti klauza ili poseban simbol no cflct. Relacija
prelaska→ nad stanjima je definisana tako da su dva stanja S1 i S2 u relaciji S1 → S2
ukoliko se stanje S2 mozˇe dobiti iz stanja S1 primenom nekog od pravila sa slike 2.3,
cˇiji opis sledi. Stanje S je zavrsˇno ukoliko ne postoji stanje S ′ takvo da S → S ′.
Zavrsˇno stanje je prihvatajuc´e ukoliko vazˇi C = no cflct, a odbacujuc´e u suprotnom.
Svaki lanac stanja oblika S → . . . Si → Si+1 → . . . je konacˇan, odnosno primena
pravila ovog sistema se zaustavlja. Takod¯e, sistem je saglasan i potpun, odnosno
odgovor koji daje na pitanje zadovoljivosti bilo koje iskazne formule je tacˇan, i
za svaku iskaznu formulu je u stanju da daˆ odgovor. U prihvatajuc´em zavrsˇnom
stanju, lista M indukuje valuaciju iskaznih promenljivih vM takvu da je vM(v) = 1
ukoliko v ∈ M , a vM(v) = 0 ukoliko ¬v ∈ M i koja zadovoljava polaznu formulu
F . Valuacija v je dobro definisana zahvaljujuc´i tome sˇto je lista M u svakom stanju
neprotivrecˇna.
Pravila na slici 2.3 opisuju nacˇine na koje se mogu menjati elementi stanja. U
nastavku su data objasˇnjenja ovih pravila.
Decide opisuje pravljenje pretpostavke o tacˇnosti nekog literala. Ukoliko ni literal
ni njegova negacija nisu u listi M , onda se on mozˇe dodati u nju.
Unit propagation opisuje korak jednostavnog zakljucˇivanja. Ukoliko su svi li-
terali neke klauze, osim jednog (takvog da ni on ni njegova negacija nisu u M),
netacˇni u valuaciji vM koju indukuje lista M , onda taj literal mora biti tacˇan i mozˇe
se dodati u listu M .
Conflict opisuje ustanovljavanje postojanja konflikta. Ukoliko su svi literali neke
klauze netacˇni u valuaciji vM , konfliktna klauza se pamti u elementu stanja C kako
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Decide:
l ∈ L l, l /∈M
M := M |l
Unit propagation:
l ∨ l1 ∨ . . . ∨ lk ∈ F l1, . . . , lk ∈M l, l /∈M
M := M l
Conflict:
C = no cflct l1 ∨ . . . ∨ lk ∈ F l1, . . . , lk ∈M
C := {l1, . . . , lk}
Explain:
l ∈ C l ∨ l1 ∨ . . . ∨ lk ∈ F l1, . . . , lk ≺ l
C := C ∪ {l1, . . . , lk} \ {l}
Learn:
C = {l1, . . . , lk} l1 ∨ . . . ∨ lk /∈ F
F := F ∪ {l1 ∨ . . . ∨ lk}
Backjump:
C = {l, l1, . . . , lk} l ∨ l1 ∨ . . . ∨ lk ∈ F level l > m ≥ level li
C := no cflct M := Mm l
Forget:
C = no cflct c ∈ F F \ c |= c
F := F \ c
Restart:
C = no cflct
M := M [0]
Slika 2.3: Apstraktni sistem pravila za SAT predlozˇen od strane Krstic´a and Goela
(L je skup svih literala nad datim skupom iskaznih promenljivih, li ≺ lj oznacˇava
da literal li prethodi literalu lj u listi M , l oznacˇava literal suprotnog polariteta
od literala l, | oznacˇava da je sledec´i literal odlucˇen, level l oznacˇava broj odluka
zakljucˇno sa literalom l, a Mm oznacˇava prefiks liste M pre odluke m+ 1)
bi se daljim objasˇnjavanjem konflikta mogli nac´i njegovi uzroci. Proces kojim se
dolazi do ovih uzroka se naziva analiza konflikta.
Explain opisuje korak analize konflikta pri kojem se uocˇava jedan literal iz kon-
fliktne klauze C i nalazi se klauza iz F koja ga je mogla propagirati. Objasˇnjavanje
se vrsˇi rezolviranjem te klauze sa trenutnom konfliktnom klauzom i tako nastaje
nova konfliktna klauza.
Learn omoguc´ava da se trenutna konfliktna klauza doda u skup klauza ukoliko
vec´ nije u njemu. To je moguc´e jer je ona posledica polaznog skupa klauza jer je
nastala njihovim rezolviranjem.
Backjump omoguc´ava vrac´anje u pretrazi. Pri tome se preskacˇu odluke koje nisu
bile relevantne za dolazak do konflikta i njihove alternative se ne ispituju. Povratni
skok se vrsˇi skrac´ivanjem liste M tako da se ukloni poslednji literal l iz nje koji
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klauzu C cˇini konfliktnom. Uslovi primene ovog pravila garantuju da posle njegove
primene, ova klauza mozˇe da propagira literal l. Pri povratnom skoku se mozˇe iz
liste M ukloniti veliki broj odluka cˇije se alternative ne ispituju.
Forget omoguc´ava uklanjanje impliciranih (izvedenih) klauza iz skupa klauza. Ra-
zlog za zaboravljanje je pre svega prakticˇne prirode — u slucˇaju prevelikog broja
klauza, SAT resˇavacˇi mogu raditi vrlo neefikasno.
Restart se realizuje uklanjanjem svih literala iz liste M osim onih koji prethode
prvoj odluci. Ovo omoguc´ava izlazak iz delova prostora pretrage u kojima pretraga
predugo traje sa nadom da c´e se do resˇenja brzˇe doc´i u nekom drugom delu pretrage.
Otpocˇinjanjem iznova se ne poniˇstava prethodni rad resˇavacˇa. Jedan od razloga za
to je sˇto se zadrzˇavaju naucˇene klauze koje c´e eliminisati delove prostora pretrage
koji su vec´ obid¯eni.
2.4 Heuristike za usmeravanje pretrage u CDCL
sistemu
Mnogi aspekti ponasˇanja SAT resˇavacˇa se mogu preciznije definisati i to se po-
stizˇe uvod¯enjem razlicˇitih heuristika. Za neke od tih aspekata c´e biti detaljnije
opisane heuristike koje se najcˇesˇc´e koriste.
Heuristike izbora promenljive
Heuristike izbora promenljive se odnose na izbor promenljive u vezi sa cˇijom
vrednosˇc´u c´e biti doneta odluka. U nastavku c´e biti opisane neke od njih.
Jednostavna heuristika je heuristika pseudoslucˇajnog izbora jedne od promen-
ljivih cˇija vrednost u datom trenutku nije definisana nekom prethodnom odlukom
niti implicirana. Ovu heuristiku c´emo u daljem tekstu oznacˇavati VSrandom . Ova
heuristika se mozˇe uopsˇtiti tako sˇto bi se dozvolilo da se u odred¯enom broju biranja
izbor promenljive vrsˇi u skladu sa heuristikom VSrandom , a u ostalim, prema alterna-
tivnoj ponud¯enoj heuristici. Za zadatu verovatnoc´u izbora p (0 ≤ p ≤ 1) u skladu sa
slucˇajnom heuristikom, ovakvu heuristiku c´emo dalje oznacˇavati sa VSprandom◦ VSx.
Iako zanimljiva u kontekstu teorijske analize rada SAT resˇavacˇa, heuristika slucˇajnog
izbora se u praksi pokazuje vrlo losˇe i stoga se ne koristi. S druge strane, koriˇsc´enje
heuristike VSprandom◦ VSx za vrlo malo p mozˇe biti uspesˇnije od koriˇsc´enja same al-
ternativne politike.
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Nesˇto slozˇenija i, ujedno, najpopularnija heuristika izbora promenljive je heuri-
stika VSIDS. Ona koristi dinamicˇko rangiranje promenljivih prema njihovom ucˇesˇc´u
u skorasˇnjim konfliktima. Za svaku promenljivu se cˇuva faktor aktivnosti. Prilikom
svakog konflikta, svim promenljivama koje ucˇestvuju u njemu povec´ava se faktor
aktivnosti za neku vrednost bumpAmount. Prilikom konflikta, bumpAmount se mnozˇi
koeficijentom decayFactor koji je vec´i od 1. Na taj nacˇin, promenljive koje su
ucˇestvovale u skorijim konfliktima imaju vec´e faktore aktivnosti. S vremena na
vreme, svi faktori aktivnosti se skaliraju kako ne bi dosˇlo do prekoracˇenja. Pro-
blem sa heuristikom VSIDS je sˇto na pocˇetku resˇavanja ni jedna promenljiva nema
prednost nad nekom drugom. Jednostavna modifikacija koja se u praksi pokazala
kao korisna je da se, na pocˇetku resˇavanja, faktor aktivnosti svake promenljive ini-
cijalizuje na broj njenih pojavljivanja u formuli. Politika je opisana u pseudokodu
koji sledi, a u nastavku teksta c´emo je oznacˇavati sa VSb,d ,initVSIDS gde je b skrac´enica za
bumpAmount, d za decayFactor, a init oznacˇava da li se vrsˇi inicijalizacija polaznih
aktivnosti.
function selectVariable () : variable
begin
select v such that activity[v] = max(activity)
return v
end
function onConflict (c: clause) : void
begin
foreach v in c
bumpVariableActivity(v)
end
function varDecayActivity () : void
begin
bumpAmount := bumpAmount * decayFactor
end
function bumpVariableActivity (v : variable) : void
begin
activity[v] := activity[v] + bumpAmount
if activity[v] > MAX_ACTIVITY then
rescaleVariableActivities()
end
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function rescaleVariableActivities () : void
begin
foreach v
activity[v] := activity[v] / MAX_ACTIVITY
bumpAmount := bumpAmount / MAX_ACTIVITY
end
Heuristike izbora polariteta promenljive
Kada je izabrana promenljiva u vezi sa cˇijom vrednosˇc´u c´e biti doneta odluka,
potrebno je izabrati i njen polaritet, tj. odlucˇiti da li c´e joj prilikom odluke biti prvo
dodeljivana vrednost 0 ili 1. Najjednostavnije su heuristike konstantnog izbora. Pod
PSpositive c´e se podrazumevati heuristika koja uvek bira pozitivan polaritet za pro-
menljivu, dok c´e PSnegative oznacˇavati heuristiku koja uvek bira negativan polaritet.
Heuristika koja se bazira na slucˇajnom izboru, tako da se sa verovatnoc´om p odlucˇuje
za pozitivan polaritet, a inacˇe za negativan, oznacˇavac´e se sa PSprandom .
Nesˇto slozˇenija i cˇesto koriˇsc´enja heuristika cˇuvanja polariteta, PSinitpolarity caching ,
koja se u praksi pokazala vrlo uspesˇnom, bira polaritet promenljive koji je za nju
bio poslednji put izabran u odluci ili impliciran. Za polazni polaritet se u izvornoj
verziji politike bira negativan. Kako na ovaj nacˇin postoji moguc´nost da se negativan
polaritet predugo zadrzˇi za veliki broj promenljivih i da tako ova politika bude
previˇse slicˇna politici PSnegative , ona se cˇesto modifikuje tako da se pocˇetni polaritet
promenljive inicijalizuje na pozitivan ako ona u formuli cˇesˇc´e ucˇestvuje bez negacije,
a na negativan u suprotnom. Ova politika c´e se oznacˇavati sa PSinitpolarity caching .
Heuristike otpocˇinjanja iznova
Najjednostavnija heuristika otpocˇinjanja iznova je da se ono ne koristi. Ona c´e
se oznacˇavati sa Rno restart . Druge heuristike koje c´e biti opisane se zasnivaju na
brojanju konflikata do sledec´eg otpocˇinjanja iznova.
Heuristika koju koristi MiniSAT zahteva da se kao parametar zada polazni broj
konflikata do otpocˇinjanja iznova numConflictsForFirstRestart. Posle svakog
otpocˇinjanja iznova, broj potrebnih konflikata se povec´ava mnozˇenjem sa drugim pa-
rametrom restartInc koji treba da bude vec´i od 1. Za ovu politiku buc´e koriˇsc´ena
oznaka Rc0,qminisat gde je c0 skrac´enica za numConflictsForFirstRestart, a q za
restartInc. Ova heuristika je opisana pseudokodom u nastavku.
function init () : void
begin
numConflictsForNextRestart := numConflictsForFirstRestart
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function shouldRestart () : bool
begin
if numConflicts >= numConflictsForNextRestart then return true
else return false
end
function onRestart () : void
begin
numConflicts := 0
numConflictsForNextRestart = numConflictsForNextRestart * restartInc
end
function onConflict () : void
begin
numConflicts = numConflicts + 1
end
Zbog eksponencijalnog rasta broja potrebnih konflikata posle kojeg dolazi do
otpocˇinjanja iznova pri ovoj politici, ono posle odred¯enog vremena prakticˇno ne-
staje. Zbog toga su formulisane dve heuristike brzog otpocˇinjanja iznova. Lubijeva
heuristika [61], vrsˇi i-to otpocˇinjanje iznova posle ti · sizeFactor konflikata od
prethodnog. Pri tome je sizeFactor parametar politike, dok je niz ti definisan na
sledec´i nacˇin:
ti =
{
2k−1 ako je i = 2k − 1
ti−2k−1+1 ako je 2k−1 ≤ i ≤ 2k − 1
Prvih nekoliko elemenata niza ti su:
1, 1, 2, 1, 1, 2, 4, 1, 1, 2, 1, 1, 2, 4, 8, 1, . . .
Za ovu heuristiku c´e biti koriˇsc´ena oznaka Rmluby gde m skrac´enica za sizeFactor.
Heuristika koriˇsc´ena u resˇavacˇu PicoSAT [48], kao parametre trazˇi pocˇetni broj
konflikata do otpocˇinjanja iznova numConflictsForFirstRestart i faktor kojim se
ovaj broj mnozˇi — restartInc. Mnozˇenje se vrsˇi posle svakog otpocˇinjanja iznova,
sve dok broj potrebnih konflikata ne pred¯e odred¯eno ogranicˇenje. U tom trenutku se
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to ogranicˇenje mnozˇi sa restartInc, a broj potrebnih konflikata se ponovo postavlja
na numConflictsForFirstRestart. Ova politika c´e biti oznacˇena sa Rc0,qpicosat gde je
c0 skrac´enica za numConflictsForFirstRestart, a q za restartInc. U nastavku
je dat odgovarajuc´i pseudokod.
function init () : void
begin
inner := numConflictsForFirstRestart
outer := numConflictsForFirstRestart
end
function shouldRestart () : bool
begin
if numConflicts >= numConflictsForNextRestart then return true
else return false
end
function onRestart () : void
begin
numConflicts := 0;
if inner >= outer then
begin
outer := outer * restartInc
inner := numConflictsForFirstRestart
end
else inner = inner * restartInc
numConflictsForNextRestart := inner
end
function onConflict () : void
begin
numConflicts := numConflicts + 1
end
Heuristika izbora klauza za zaboravljanje
U trenutku kada treba vrsˇiti zaboravljanje, potrebno je imati nacˇin izbora kla-
uza koje c´e biti zaboravljene. Kod MiniSAT resˇavacˇa, klauze se sortiraju prema
ucˇestalosti njihove upotrebe u analizama konflikta. Zaboravlja se odred¯eni proce-
nat, percentToForget, ukupnog broja klauza koje smeju biti zaboravljene. Klauze
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koje ne smeju biti zaboravljene su one koje su uzrokovale dodelu vrednosti trenutno
impliciranih promenljivih. Njih nazivamo zakljucˇanim (eng. locked).
Aktivnost klauza se racˇuna na isti nacˇin kao aktivnost promenljivih kod politike
VSb,d ,initVSIDS . Stoga u pseudokodu koji sledi racˇunanje aktivnosti klauza nije prikazano.
function onForget (learntClauses : clause[]) : void
begin
unlockedClauses := removeLockedClauses(learntClauses)
sortAscendingOnActivity(unlockedClauses)
firstToForget := length(ulockedClauses) * (1 - percentToForget)
for i := firstToForget to length(unlockedClauses)
delete(unlockedClauses[i])
end
Heuristika izbora trenutka zaboravljanja
MiniSAT koristi heuristiku kod koje se zaboravljanje vrsˇi posˇto se naucˇi odred¯eni
broj klauza. Ovaj broj se povec´ava za faktor forgetInc posle svakog otpocˇinjanja
iznova. U nastavku je dat odgovarajuc´i pseudokod.
function init () : void
begin
numClausesForNextForget = numInitialClauses / 3
end
function shouldForget () : bool
begin
if numLearntClauses >= numClausesForNextForget then return true
else return false
end
function onConflict () : void
begin
numClausesForNextForget = numClausesForNextForget * forgetInc
end
function onForget () : void
begin
numLearntClauses := 0
end
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2.5 Ispravnost SAT resˇavacˇa
Moderni SAT resˇavacˇi predstavljaju slozˇene softverske sisteme. Njihove imple-
mentacije zasnovane na CDCL sistemu pretrage ukljucˇuju netrivijalne algoritme i
tehnike na implementacionom nivou. Zbog toga je tesˇko ili cˇak nemoguc´e uveriti se
da ne sadrzˇe gresˇke bez njihove formalne analize. Opisi novih procedura se obicˇno
diskutuju vezujuc´i se za konkretne implementacije i njihove tehnicˇke detalje, dok su
dokazi njihovih svojstava poput ispravnosti obicˇno dati u vrlo neformalnom obliku.
S obzirom na njihovu primenu u aplikacijama poput verifikacije softvera i hardvera
u kojima je ispravnost od kriticˇnog znacˇaja, dokazivanje njihvove ispravnosti pred-
stavlja vazˇan problem u naucˇnoj oblasti resˇavanja SAT problema. Prve korake u
teorijskoj analizi SAT resˇavacˇa predstavlja formulisanje apstraktnih sistema pravila
koji ih formalno opisuju. Jedan takav sistem je prikazan u potpoglavlju 2.3. Na
osnovu tih apstraktnih sistema, urad¯eni su prvi dokazi ispravnosti SAT resˇavacˇa
[72, 53]. Kako su ovi dokazi bili standardni dokazi ,,na papiru”, sadrzˇali su ne-
preciznosti i nedorecˇenosti. Dodatno, nisu sadrzˇali dokaze ispravnosti algoritama i
slozˇenih struktura podataka koje se koriste na konkretnom nivou — u implemen-
tacijama SAT resˇavacˇa. Alternativa standardnim dokazima izvedenim ,,na papiru”
predstavljaju formalni dokazi proverivi od strane specijalizovanog softvera — inter-
aktivnih dokazivacˇa (eng. proof assistant) cˇiji su glavni predstavnici sistemi Isabelle
[78] i Coq [25].
Formalizacija modernih SAT resˇavacˇa je urad¯ena u sistemu Isabelle [65, 66, 67,
68]. Formalizacija je urad¯ena na nekoliko nivoa. Dokazana je korektnost osnovne
DPLL procedure [67], potom korektnost apstraktnog sistema pravila za SAT [68],
zatim korektnost funkcionalne implementacije SAT resˇavacˇa [66] i korektnost impe-
rativne implementacije u okviru horove logike [65]. Formalizacija se oslanja na ap-
straktni sistem pravila Krstic´a i Goela [53]. Dokaz saglasnosti SAT resˇavacˇa oslanja
se na nekoliko uocˇenih invarijanti apstraktnih pravila sistema. Dokaz zaustavljanja
se zasniva na zapazˇanju da je med¯u listama literala M koje indukuju parcijalne
valuacije za ulaznu formulu, moguc´e definisati parcijalno ured¯enje  takvo da vazˇi
M1  M2 ukoliko je M2 lista literala u stanju koje je dobijeno primenom pravila
na stanje kom pripada lista M1. Dokaz zaustavljanja se zasniva na svojstvima ovog
ured¯enja i cˇinjenici da postoji konacˇan broj listi literala koje zadovoljavaju inva-
rijante pravila. Tezˇina dokaza zaustavljanja poticˇe pre svega iz prisustva pravila
povratnog skoka. Takod¯e se dokazuje da sva stanja u kojima se pravila ne mogu pri-
meniti, moraju biti ili prihvatajuc´a ili odbacujuc´a. Ova tri rezultata cˇine ispravnost
SAT resˇavacˇa.
Ideja uvod¯enja ured¯enja nad listama literala bic´e klucˇna i u ovom radu u po-
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glavlju 4.4 prilikom dokazivanja svojstava CDCL sistema za koherentnu logiku. Ta-
kod¯e, ispostavic´e se da su i neka od drugih svojstava CDCL sistema za SAT resˇavacˇe
koja figuriˇsu u dokazu zaustavljanja, takod¯e korisne i u dokazima svojstava CDCL
sistema za koherentnu logiku.
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Glava 3
Prilagodljivo resˇavanje SAT
problema
Ova glava se bavi pristupima usmeravanja pretrage u resˇavanju SAT problema
zasnovanim na izboru resˇavacˇa, heuristika koje oni koriste i njihovih parametara, a
na osnovu svojstava konkretne instance problema koju je potrebno resˇiti. Ovaj izbor
se vrsˇi jednom — pre pocˇetka pretrage. Umesto razdvajanja i posebnog razmatranja
izbora SAT resˇavacˇa, heuristika ili njihovih parametara, mozˇe se govoriti opsˇte, u
terminima izbora algoritma. Ovo je opravdano utoliko pre sˇto se za sve pomenute
zadatke mogu koristiti iste ili vrlo slicˇne tehnike.
Izvor potrebe za prilagodljivim resˇavanjem SAT problema je varijacija vremena
koju algoritmi pokazuju na razlicˇitim SAT instancama, zahvaljujuc´i cˇemu nijedan
algoritam nije pogodan za resˇavanje svih SAT instanci. Sistemi koji implementi-
raju tehnike za ovakvo prilagodljivo resˇavanje problema nazivaju se algoritamskim
portfolijima i vrlo su korisni u resˇavanju SAT problema. Iskustvo sa takmicˇenja u
resˇavanju SAT problema (eng. SAT Competitions1), na kojem ucˇestvuju najbolji
sistemi za resˇavanje SAT problema, pokazuje da algoritamski portfoliji za SAT ne
predstavljaju viˇse samo korisnu nadogradnju SAT resˇavacˇa, vec´ su sazreli da budu
primarni izbor u prakticˇnom resˇavanju SAT problema. Metode izbora algoritma
koje c´e biti predlozˇene u ovoj glavi su znacˇajno jednostavnije od ranije koriˇsc´enih
metoda, a u praksi se pokazuju superiornim u odnosu na njih. Ove metode pocˇivaju
na sintaksnoj slicˇnosti instanci kojima odgovaraju isti algoritmi. Analiza sintaksne
slicˇnosti instanci urad¯ena je pomoc´u dve predlozˇene metode, od kojih jedna pocˇiva
na slicˇnosti grafova, a druga na rastojanjima izmed¯u vektora svojstava koja opisuju
instance.
Pored varijacije vremena resˇavanja koju na istom problemu pokazuju razlicˇiti
1http://www.satcompetition.org/
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algoritmi, postoji i znacˇajna varijacija vremena pri ponavljanju resˇavanja jedne in-
stance istim algoritmom pri malim promenama u zapisu problema, poput zamene
redosleda klauza ili literala u klauzi. Zbog ovog fenomena, za temeljno pored¯enje
SAT resˇavacˇa potrebne su naprednije tehnike od prostog merenja vremena resˇavanja,
opisane u narednim poglavljima.
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Pristup prilagodljivom resˇavanju SAT problema koji c´e biti prikazan, susˇtinski se
temelji na pojmu slicˇnosti SAT instanci. Slicˇnost koja je od znacˇaja je prvo sintaksna
slicˇnost, a potom i slicˇnost algoritama koji su adekvatni za resˇavanje datih instanci.
Iskazne formule cˇiju je zadovoljivost potrebno proveriti cˇesto dolaze iz primena u
kojima se iskazna logika koristi za modelovanje stvarnih problema, ured¯aja i slicˇno.
Zahvaljujuc´i tome, one se mogu podeliti u familije formula istog porekla. Opravdano
je pretpostaviti da slicˇnosti u njihovom poreklu impliciraju i slicˇnost algoritama koje
treba primeniti prilikom njihovog resˇavanja kako bi se dobilo na brzini. Stoga bi za
SAT resˇavanje bilo korisno da za razlicˇite familije formula budu poznati algoritmi
koji se ponasˇaju u proseku najbolje na njima, a da se algoritam koji treba primeniti
na nepoznatoj instanci bira na osnovu slicˇnosti sa vec´ poznatim instancama.
Formule koje dolaze iz primena, a pripadaju razlicˇitim familijama imaju razlicˇite
i, u pogodnoj grafovskoj reprezentaciji, vizuelno prepoznatljive strukture. Postoji
vec´i broj nacˇina reprezentovanja formula grafovima. Takod¯e, postoji i vec´i broj
nacˇina vizualizovanja grafova. Stoga ovo zapazˇanje predstavlja samo neformalnu
motivaciju za dalje razmatranje, a ne formalan argument. Ipak, vizualizacija gra-
fovske strukture formule je tema kojoj je u literaturi vec´ poklonjena pazˇnja [91].
Pretpostavka na kojoj pocˇivaju metode koje c´e biti izlozˇene je da se ta struktura
mozˇe na neki nacˇin automatski prepoznati i da se na osnovu nje mozˇe postic´i visok
nivo preciznosti klasifikacije. Kao ilustraciju prepoznatljivosti prikaza grafovskih
struktura koje odgovaraju formulama, navodimo nekoliko primera. Razmatrane
formule pripadaju korpusu sastavljenom za takmicˇenje SAT resˇavacˇa, SAT Compe-
tition 2002, a odgovarajuc´i grafovi su vizuelizovani pomoc´u paketa GRAPHVIZ2. Na
slikama 3.1, 3.2 i 3.3 su prikazane grafovske reprezentacije po dve formule iz tri fami-
lije. Neformalno govorec´i, ocˇigledno je da prikazi grafova koji predstavljaju formule
koje pripadaju istoj familiji imaju slicˇan oblik, iako imaju razlicˇit broj cˇvorova.
Postojanje slicˇnosti izmed¯u formula iz iste familije se mozˇe demonstrirati meto-
dama istrazˇivanja podataka — tako sˇto bi se izvrsˇila automatska klasifikacija formula
2http://www.graphviz.org/
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Slika 3.1: Prikaz formula bart10.shuffled.cnf sa 144 promenljive i 560 klauza i
bart20.shuffled.cnf sa 270 promenljivih i 1476 klauza. Obe formule poticˇu iz pro-
blema verifikacije hardvera.
Slika 3.2: Prikaz formula homer06.shuffled.cnf sa 180 promenljivih i 830 klauza
i homer09.shuffled.cnf sa 270 promenljivih i 1920 klauza. Obe formule poticˇu iz
problema verifikacije hardvera.
Slika 3.3: Prikaz formula rope 0003.shuffled.cnf sa 108 promenljivih i 252 klauze
i rope 0008.shuffled.cnf sa 288 promenljivih i 672 klauze. Obe formule poticˇu iz
problema bojenja grafova.
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u familije i proverio njen kvalitet.
3.1.1 Problem klasifikacije i slicˇnost SAT instanci
Klasifikacija je jedan od najcˇesˇc´ih problema u istrazˇivanju podataka. Neka po-
stoji konacˇan broj unapred odred¯enih disjunktnih klasa Ci cˇija je unija ceo skup
instanci. Problem se sastoji u tome da se za novu, nepoznatu instancu pronad¯e
jedna klasa kojoj ova instanca pripada. Formalno, ako je X skup svih instanci i ako
je dat skup {(x1, c1), (x2, c2), . . . , (xn, cn)} gde je xi ∈ X, a ci ∈ N predstavlja redni
broj klase kojoj pripada i-ta instanca, onda je potrebno nac´i funkciju h : X → N
koja preslikava skup instanci X u skup rednih brojeva klasa kojima te instance
pripadaju.
Problem klasifikacije se mozˇe javiti u razlicˇitim prakticˇnim situacijama: prepo-
znavanje relevantnih priloga na Internet grupama [56], prepoznavanje rukom pisanog
teksta [59], prepoznavanje autora dokumenata [51] i slicˇno.
Problem klasifikacije se cˇesto resˇava tehnikama masˇinskog ucˇenja. Ucˇenje se
vrsˇi na osnovu podataka koje nazivamo podacima za trening, a njihov skup trening
skupom. Rezultat procesa ucˇenja nazivamo modelom. Naucˇeni model se kasnije na
neki nacˇin primenjuje na nepoznate podatke kako bi se dosˇlo do zakljucˇaka o njima.
Pre upotrebe uobicˇajeno je da se model testira i evaluira. U tu svrhu se koristi
odvojen skup podataka za testiranje — test skup na kojima se ocenjuje unapred
izabrana mera kvaliteta kao sˇto je procenat pravilno klasifikovanih instanci.
Ako se odredi neka funkcija rastojanja (ili slicˇnosti) nad instancama koje treba
klasifikovati, za resˇavanje problema klasifikacije mozˇe se koristiti algoritam k naj-
bliˇzih suseda koji novu instancu dodeljuje klasi koja se najcˇesˇc´e javlja med¯u k naj-
blizˇih instanci za trening u smislu usvojene distance (ili slicˇnosti) [27].
Standardna mera kvaliteta klasifikacije je preciznost klasifikacije — broj tacˇno
klasifikovanih instanci podeljen ukupnim brojem instanci.
Kako bi se ispitala teza o slicˇnosti iskaznih formula iz iste familije potrebno
je proveriti preciznost klasifikacije iskaznih formula u familije. Za to je potrebno
definisanje mera slicˇnosti nad iskaznih formulama. U nastavku su predlozˇena dva
nacˇina merenja slicˇnosti.
• Prvi pristup merenju slicˇnost SAT instanci se zasniva na meri slicˇnosti nad gra-
fovima, posˇto je prva indikacija slicˇnosti upravo vizuelno ustanovljena slicˇnost
grafova.
• Drugi pristup se zasniva na predstavljanju iskaznih formula vektorima nu-
mericˇkih atributa i koriˇsc´enju mera rastojanja nad tim vektorima.
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3.1.2 Slicˇnost grafova i klasifikacija zasnovana na njoj
Slicˇnost grafova je od centralnog znacˇaja za razne tehnike analize podataka i
postoji vec´i broj takvih metoda [52, 38, 14, 101]. Ove metode su uspesˇno prime-
njene u viˇse domena poput rangiranja rezultata upita prilikom pretrage Interneta
[52], izdvajanja sinonima [14], uparivanja struktura baza podataka [70], konstrukcije
filogenetskih stabala [38], analize socijalnih mrezˇa [58] i slicˇno. Ove tehnike se cˇesto
zasnivaju na iterativnom racˇunanju slicˇnosti cˇvorova grafova i izvod¯enju ukupne
mere slicˇnosti za cele grafove iz slicˇnosti cˇvorova. Med¯utim, poznatim metodama
nedostaju odred¯ena pozˇeljna svojstva koja su potrebna za analizu slicˇnosti iskaznih
formula. Stoga je potrebno profinjenje pojma slicˇnosti grafova koje vodi do nove
metode za merenje slicˇnosti grafova i njihovih cˇvorova [75]. Za ovu novu metodu,
dokazana je konvergencija ali i sledec´a pozˇeljna svojstva, od kojih svakoj postojec´oj
meri slicˇnosti nedostaje bar jedno:
• Pri racˇunanju slicˇnosti grafa sa samim sobom, svaki cˇvor bi trebalo da bude
najslicˇniji samom sebi.
• Vrednosti mere slicˇnosti cˇvorova treba da budu iz fiksiranog intervala, pri cˇemu
slicˇnost cˇvora sa samim sobom treba uvek da bude maksimalna vrednost iz
intervala.
• Vrednosti mere slicˇnosti cˇvorova ne treba samo da odrazˇavaju relativnu slicˇnost
parova cˇvorova (u smislu da je jedan par slicˇniji od drugog), vec´ da odrazˇavaju
slicˇnost dva cˇvora i nezavisno od slicˇnosti drugih cˇvorova (ovo svojstvo je
posebno vazˇno za konstrukciju mere slicˇnosti celih grafova).
• Slicˇnost cˇvorova treba prepoznati i u slucˇaju nedostatka grana koje vode ka
tom cˇvoru ili od njega.
Slicˇnost cˇvorova grafova. U postojec´im metodama, racˇunanje slicˇnosti xij cˇvora
i iz grafa A i cˇvora j iz grafa B se bazira na sabiranju ili uprosecˇavanju slicˇnosti svih
parova cˇvorova koji su susedni cˇvoru i u grafu A i cˇvoru j u grafu B. Predlozˇena
metoda, koja c´e biti nazvana metoda uparivanja suseda, se bazira na principu koji
se mozˇe ilustrovati sledec´im primerom. Dve ljudske ruke deluju slicˇno ne zato sˇto su
svi prsti jedne ruke slicˇni svim prstima druge ruke, vec´ zato sˇto svakom prstu jedne
ruke odgovara jedan prst druge koji mu je vrlo slicˇan. Analogno, koncept slicˇnosti se
mozˇe korigovati — dva cˇvora i i j se mogu smatrati slicˇnim ukoliko se susedi cˇvora
i mogu upariti sa susedima cˇvora j koji su im vrlo slicˇni.
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Ako je (i, j) grana u grafu, cˇvor i se naziva ulazni sused cˇvora j, a cˇvor j se
naziva izlazni sused cˇvora i. Ulazni stepen us(i) cˇvora i je broj ulaznih suseda cˇvora
i, a izlazni stepen is(i) cˇvora i je broj izlaznih suseda cˇvora i. Ako su A i B dva
konacˇna skupa, uparivanje elemenata ovih skupova je skup parova M = {(i, j)|i ∈
A, j ∈ B} takvih da ni jedan element jednog skupa nije uparen sa viˇse od jednog
elementa drugog skupa. Za uparivanje M , funkcije nabrajanja f : {1, 2, . . . k} → A
i g : {1, 2, . . . k} → B se definiˇsu tako da vazˇi M = {(f(l), g(l)) | l = 1, 2, . . . , k}
gde vazˇi k = |M |. Ako je w(a, b) funkcija koja dodeljuje tezˇine parovima elemenata
a ∈ A i b ∈ B, tezˇina uparivanja je suma tezˇina dodeljenih parovima elemenata
tog uparivanja. Problem dodele je problem nalazˇenja uparivanja elemenata skupova
A i B najvec´e tezˇine, koje nazivamo optimalnim. Problem dodele se obicˇno resˇava
poznatim Mad¯arskim algoritmom slozˇenosti O(mn2) gde je m = max(|A|, |B|) i
n = min(|A|, |B|) [54].
Racˇunanje slicˇnosti xij cˇvorova i i j se zasniva na iterativnoj proceduri datoje
sledec´im jednacˇinama:
xk+1ij ←
sk+1ul (i, j) + s
k+1
iz (i, j)
2
gde je
sk+1ul (i, j)←
1
mul
nul∑
l=1
xkfulij (l)gulij (l)
sk+1iz (i, j)←
1
miz
niz∑
l=1
xkf izij (l)gizij (l)
(3.1)
mul = max(us(i), us(j)) miz = max(is(i), is(j))
nul = min(us(i), us(j)) niz = min(is(i), is(j))
pri cˇemu su funkcije fulij i g
ul
ij funkcije nabrajanja za optimalno uparivanje ulaznih
suseda cˇvorova i i j u odnosu na funkciju tezˇine w(a, b) = xkab, i analogno za f
iz
ij i
gizij . U jednacˇinama (3.1),
0
0
se definiˇse kao 1. Polazne vrednosti slicˇnosti x0ij su 1
za svako i i j. Kriterijum zaustavljanja je maxij |xkij − xk−1ij | < ε za neku odabranu
preciznost ε.
Primer 1 Zarad ilustracije metoda, metod je primenjen na dva grafa (prikazana na
slici 3.4). Vrednosti mere slicˇnosti njihovih cˇvorova su date u tabeli 3.1. U datoj
tabeli mozˇe se primetiti znacˇajna slicˇnost cˇvorova 1A sa 1B i 3B posˇto oni imaju
samo po jednu izlaznu granu 3A sa 6B posˇto oni imaju samo po jednu ulaznu granu.
Cˇvor 2A je slicˇan ,,unutrasˇnjim” cˇvorovima 2B,4B i 5B.
Predlozˇeni metod konvergira, kao sˇto tvrdi sledec´a teorema.
Teorema 1 Za bilo koja dva grafa A i B, i za bilo koji par cˇvorova i ∈ A i j ∈ B,
postoji granicˇna vrednost xij = limk→∞ xkij sa vrednosˇc´u u intervalu [0, 1].
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Slika 3.4: Primer dva grafa.
Tabela 3.1: Slicˇnosti cˇvorova grafova datih na slici 3.4, izracˇunate koriˇsc´enjem me-
tode uparivanja suseda za ε = 10−4.
1B 2B 3B 4B 5B 6B
1A 0.682 0.100 0.597 0.200 0.000 0.000
2A 0.000 0.364 0.045 0.195 0.400 0.000
3A 0.000 0.000 0.000 0.091 0.091 0.700
Dokaz. Za svako i ∈ A i j ∈ B, niz (xkij)∞k=0 je neopadajuc´i. To c´e biti dokazano
indukcijom po k.
Polazna vrednost slicˇnosti x0ij je jednaka 1, po definiciji. U prvoj iteraciji, tezˇina
optimalnog uparivanja ulaznih, odnosno izlaznih cˇvorova je jednaka nul, odnosno niz,
posˇto je tezˇina uparivanja bilo koja dva cˇvora 1. Posˇto vazˇi mul ≥ nul i miz ≥ niz,
vazˇi s1ul(i, j) =
nul
mul
≤ 1 i s1iz(i, j) = nizmiz ≤ 1. Isto vazˇi i za prosek ove dve vrednosti
koji je po definiciji x1ij. Ovim je dokazano da u prvom koraku vrednost slicˇnosti ne
mozˇe da poraste sˇto je baza indukcije.
Pretpostavimo da je do iteracije k niz vrednosti xkij neopadajuc´i, sˇto znacˇi da
vazˇi xkij ≤ xk−1ij . Ovo znacˇi da tezˇine uparivanja (sˇto su upravo xkij) bilo koja dva
cˇvora prilikom racˇunanja sk+1ul i s
k+1
iz nisu vec´e nego tezˇine (x
k
ij) prilikom racˇunanja
skul i s
k
iz, i stoga vazˇi s
k+1
ul ≤ skul i sk+1iz ≤ skiz. Ovo c´e biti dokazano u slucˇaju slicˇnosti
sk+1ul ulaznih cˇvorova, a rezonovanje za slicˇnost izlaznih cˇvorova s
k+1
iz je analogno.
Neka su fkij i g
k
ij funkcije nabrajanja optimalnog uparivanja ulaznih suseda cˇvorova
i ∈ A i j ∈ B u iteraciji k. Tada vazˇi
nul∑
l=1
xk+1
fk+1ij (l)g
k+1
ij (l)
≤
nul∑
l=1
xk
fk+1ij (l)g
k+1
ij (l)
≤
nul∑
l=1
xkfkij(l)gkij(l)
Prva nejednakost vazˇi na osnovu induktivne pretpostavke, a druga iz optimalnosti
uparivanja definisanog funkcijama fkij i g
k
ij, u iteraciji k. Deljenjem svih izraza sa mul,
zakljucˇuje se da vazˇi sk+1ul (i, j) ≤ skul(i, j). Isto vazˇi i za slicˇnosti izlaznih cˇvorova.
Stoga vazˇi xk+1ij ≤ xkij. Ovim je dokazan korak indukcije. Stoga je niz vrednosti
slicˇnosti (xkij)
∞
k=0 neopadajuc´i.
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Indukcijom po k c´e biti dokazano da su u svim iteracijama vrednosti slicˇnosti
nenegativne. U prvoj iteraciji vrednosti slicˇnosti su nenegativne po definciji. U sva-
koj sledec´oj iteraciji, vrednosti se azˇuriraju uprosecˇavanjem vrednosti iz prethodne
iteracije. Uprosecˇavanjem nenegativnih vrednosti dobijaju se nenegativne vredno-
sti. Stoga su vrednosti slicˇnosti ogranicˇene odozdo nulom. Nerastuc´i niz ogranicˇen
odozdo mora imati granicˇnu vrednost, tako da xij = limk→∞ xkij postoji. Posˇto je
niz nerastuc´i i vazˇi x0ij = 1, granicˇna vrednost ne mozˇe biti vec´i od 1. Takod¯e,
posˇto su svi elementi nenegativni, granicˇna vrednost mora biti nenegativna. Ovim
je teorema dokazana. 
Jednostavnim primerima se mozˇe pokazati da je ova mera slicˇnosti mozˇe uzeti i
maksimalnu i minimalnu vrednost iz intervala [0, 1].
Vazˇno svojstvo slicˇnosti za izomorfne grafove, dato je sledec´om teoremom.
Teorema 2 Neka su A i B dva izomorfna grafa. Neka je f : A → B izomorfizam
ova dva grafa. Za svaki cˇvor i ∈ A, vazˇi xi,f(i) = 1.
Dokaz. Indukcijom po k se mozˇe dokazati da vazˇi xki,f(i) = 1 za sve i ∈ A i sve k ≥ 0.
Po definiciji, polazna vrednost x0i,f(i) je jednaka 1 za sve i ∈ A. Ovim je doka-
zana baza indukcije. Neka je k > 0. Neka vazˇi xki,f(i) = 1 za sve i ∈ A. Posˇto je
f izomorfizam dva grafa, cˇvorovi i i f(i) moraju imati isti broj ulaznih i izlaznih
suseda. Stoga vazˇi mul = nul i miz = niz. Stoga je dovoljno dokazati da su tezˇine
optimalnih uparivanja za ulazne i izlazne slicˇnosti jednake nul i niz. Prvo c´e biti
razmotrena slicˇnost ulaznih cˇvorova. Posˇto je f izomorfizam, f preslikava sve ulazne
susede cˇvora i u ulazne susede cˇvora f(i). Tezˇine xaf(a) uparivanja svakog ulaznog
suseda a cˇvora i sa ulaznim susedom f(a) cˇvora f(i) su jednake 1 na osnovu in-
duktivne hipoteze, sˇto je pri tome maksimalna vrednost. Stoga, uparivanje ulaznog
suseda a cˇvora i sa ulaznim suedom f(a) cˇvora f(i) je optimalno. Posˇto postoji
nul ulaznih suseda, tezˇina optimalnog uparivanja ulaznih suseda je nin. Analognim
zakljucˇivanjem se mozˇe pokazati da je tezˇina optimalnog uparivanja izlaznih suseda
jednaka nout. Stoga, i ulazna i izlazna slicˇnost cˇvora i sa cˇvorom f(i) u koraku k+ 1
je 1 za sve i ∈ A, pa je stoga i njihov prosek xk+1i,f(i) takod¯e jednak 1 za sve i ∈ A.
Posˇto vazˇi xki,f(i) = 1 za sve k ≥ 0, i i ∈ A, limes xi,f(i) je takod¯e jednak 1 za sve
i ∈ A. 
U slucˇaju gde je A = B i f trivijalni automorfizam f(i) = i, za sve i ∈ A, ova
teorema ima jednostavnu posledicu.
Posledica 1 Za svaki graf A i svaki cˇvor i ∈ A, vazˇi xii = 1.
Prema navedenim tvrd¯enjima, metoda uparivanja suseda poseduje prve dve od
nabrojanih pozˇeljnih osobina.
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A B C
Slika 3.5: Primer tri grafa.
Kako se matrica slicˇnosti [xij] ne normira na kraju iteracije kao kod drugih
metoda, lako je nac´i primere grafova cˇiji svi cˇvorovi imaju slicˇnost 0 ili 1. U slucˇaju
cˇvorova kojima nedostaju ulazne ili izlazne grane, njihova ulazna, odnosno izlazna,
slicˇnost je 1. Mozˇe se zakljucˇiti da metoda uparivanja suseda poseduje sva navedena
pozˇeljna svojstva.
Slicˇnost grafova. Slicˇnosti xij izracˇunate metodom uparivanja suseda mogu se
upotrebiti za definisanje mere slicˇnosti dva grafa. Neka su f i g funkcije nabrajanja
optimalnog uparivanja cˇvorova grafova A i B u odnosu na funkciju tezˇine xij i neka
vazˇi n = min(|A|, |B|). Tada se slicˇnost grafova A i B mozˇe definisati na sledec´i
nacˇin
s(A,B) =
1
n
n∑
l=1
xf(l)g(l). (3.2)
Na osnovu teoreme 1, vrednost mere slicˇnosti s je u intervalu [0, 1]. Posledica teo-
reme 2 je da u slucˇaju da su A i B izomorfni grafovi, vazˇi s(A,B) = 1. Naravno, i
drugacˇije definicije slicˇnosti dva grafa su moguc´e.
Primer 2 Na slici 3.5, prikazana su tri grafa. Vazˇi s(A,B) = 0.74, s(A,C) ≈
0 i s(B,C) ≈ 0. Razlog za ovakav odnos slicˇnosti parova grafova bi se mogao
ilustrovati sledec´om neformalnim razmatranjem. U prva dva grafa, protok duzˇ grana
se iz spoljnih cˇvorova koncentriˇse u centralni deo grafa, dok kod trec´eg grafa postoji
ciklicˇan protok.
Metoda uparivanja suseda se u evaluaciji na nekoliko problema pokazala superi-
ornom u odnosu na druge metode [75].
Slicˇnost iskaznih formula. Iskazne formula se mogu predstaviti grafom cˇiji su
cˇvorovi klauze i literali i u kojem postoji grana izmed¯u klauze i literala ukoliko
literal ucˇestvuje u klauzi. To je takozvani graf literala i klauza. Formula se mozˇe
predstaviti i grafom cˇiji su cˇvorovi promenljive i u kojem postoji grana izmed¯u dve
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promenljive ukoliko se one javljaju u istoj klauzi u iskaznoj formuli. Ovo je graf
promenljivih.
Kako bi se proverila teza o slicˇnosti iskaznih formula iz iste familije, urad¯ena je
klasifikacija iskaznih formula u familije, koriˇsc´enjem metoda k najblizˇih suseda. Za
merenje slicˇnosti koriˇsc´ena je metoda uparivanja suseda. Koriˇsc´eno je 149 instanci iz
9 familija iz korpusa sa takmicˇenja SAT 2002.3 Odabrane instance su one sa manjim
brojem cˇvorova u grafu literala i klauza, kako bi racˇunanje slicˇnosti bilo vremenski
efikasno. Grafovi literala i klauza za vec´inu formula su imali do 1000 cˇvorova, ali su
grafovi 25 formula bili vec´i (do 5280 cˇvorova). Klasifikacija je izvrsˇena koriˇsc´enjem
algoritma k najblizˇih suseda sa unakrsnom validacijom [27] — za svaku formulu F ,
algoritmom k najblizˇih suseda odabrana je klasa na osnovu preostalih formula.
Eksperimenti su sprovedeni na klaster racˇunaru sa 32 Intel Xeon procesora rad-
nog takta od 2GHz sa dva jezgra i sa 2GB RAM memorije po procesoru. Ukupno
vreme eksperimenta, koje je ukljucˇivalo 11026 izracˇunavanja slicˇnosti, je 102 sata, a
prosecˇno vreme racˇunanja slicˇnosti je 33 sekunde. Najbolja preciznost klasifikacije
je bila 93% za k = 7. Ovim je potvrd¯eno da iskazne formule iz iste familije imaju
strukturu koja se mozˇe uspesˇno automatski prepoznati, ali je racˇunanje slicˇnosti
grafova koji odgovaraju formulama previˇse racˇunski zahtevno da bi se koristilo u
praksi.
3.1.3 Numericˇki atributi iskaznih formula i klasifikacija za-
snovana na njima
SATzilla, algoritamski portfolio koji dominira prethodnim takmicˇenjima SAT
resˇavacˇa4, je najvazˇniji i najuspesˇniji algoritamski portfolio za SAT problem, sa za-
divljujuc´im performansama [99, 98]. Med¯u brojnim doprinosima sistema SATzilla,
verovatno je najvec´i uticaj na dalji razvoj oblasti ucˇinilo predlaganje skupa atributa
kojima se mogu okarakterisati instace SAT problema. Ovaj skup atributa intenzivno
je koriˇsc´en u mnogim drugim sistemima ukljucˇujuc´i i one koji su predlozˇeni u ovom
radu. Ovi atributi su prvi put predlozˇeni od strane Nudelmana i saradnika [79], ali
su u kasnijim verzijama prosˇirivani [98].
Na slici 3.6 su prikazani atributi SAT instanci koje koriste sve verzije sistema
SATzilla [99]. One se mogu podeliti u dve kategorije. Prvu grupu cˇine cˇisto sin-
taksni atributi (1-33) koji mogu biti izracˇunati jednostavnim pregledom instance.
Drugu grupu cˇine atributi koji se racˇunaju na osnovu kratkih pokretanja algoritama
pretrage nad ovim instancama (34-48). Ovi atributi su koriˇsc´eni od strane viˇse al-
3Instance su dostupne na adresi http://www.satcompetition.org.
4http://www.satcompetition.org/
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goritamskih portfolija za SAT problem [99, 73, 49, 62, 77]. U svim eksperimentima
opisanim u nastavku c´e biti koriˇsc´eni samo sintaksni atributi.
Atributi vezani za velicˇinu instance:
1-3. Broj klauza c, Broj promenljivih v, Odnos v/c
Atributi vezani za graf literala i klauza:
4-8. Statistike stepena cˇvorova literala: prosek, koeficijent varijacije,
minimum, maksimum i entropija.
9-13. Statistike stepena cˇvorova klauza: prosek, koeficijent varijacije,
minimum, maksimum i entropija.
Atributi grafa promenljivih:
14-17. Statistike stepena cˇvorova: prosek, koeficijent varijacije, minimum
i maksimum.
Atributi vezani za odnose:
18-20. Odnos broja pozitivnih i negativnih literala u klauzama: prosek,
koeficijent varijacije i entropija.
21-25. Odnos broja pozitivnih i negatvinih pojavljivanja promenljivih:
prosek, koeficijent varijacije, minimum, maksimum i entropija.
26-27. Udeo klauza duzˇine dva i tri.
Blizina Hornovoj formuli:
28. Udeo Hornovih klauza
29-33. Broj pojavljivanja svake promenljive u Hornovim klauzama: pro-
sek, koeficijent varijacije, minimum, maksimum i entropija.
Atributi pretrage DPLL procedurom:
34-38. Broj jedinicˇnih propagacija: racˇunat na dubini pretrage 1,4,16,64
i 256.
39-40. Ocena velicˇine prostora pretrage: prosecˇna dubina konflikta,
ocena logiratma broja cˇvorova u stablu pretrage.
Atributi lokalne pretrage:
41-44. Broj koraka do najboljeg lokalnog minimuma po pokretanju: pro-
sek, medijana, deseti i devedeseti percentil za lokalni resˇavacˇ SAPS.
45. Prosecˇno poboljˇsanje kvaliteta tekuc´eg resˇenja u odnosu na najbolje
resˇenje po pokretanju resˇavacˇa SAPS.
46-47. Udeo poboljˇsanja dobijenog na osnovu prvog lokalnog minimuma:
prosek za resˇavacˇe SAPS i GSAT.
48. Koeficijent varijacije broja nezadovoljenih klauza u svakom lokal-
nom minimumu pri pokretanju resˇavacˇa SAPS.
Slika 3.6: Atributi koriˇsc´eni od strane sistema SATzilla.
Kako bi se vektori numericˇkih atributa koristili za klasifikaciju algoritmom k
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najblizˇih suseda, potrebno je definisati funkciju rastojanja nad njima. U ovom radu
bic´e koriˇsc´eno nekoliko funkcija rastojanja koje su se pokazale uspesˇnim u drugim
domenima [94].
d1(x, y) =
√ ∑
x∈atributi
(xi − yi)2 (3.3)
d2(x, y) =
∑
x∈atributi
(
xi − yi√|xiyi|+ 1
)2
(3.4)
d3(x, y)
∑
x∈atributi
|xi − yi|√|xiyi|+ 1 (3.5)
d4(x, y) =
∑
x∈atributi
(
xi − yi√|xiyi|+ 10
)2
(3.6)
Za klasifikaciju je koriˇsc´en ceo korpus sa takmicˇenja SAT 2002, od 1964 formule.
Eksperimenti su sprovedeni na klaster racˇunaru sa 32 Intel Xeon procesora radnog
takta od 2GHz sa dva jezgra i sa 2GB RAM memorije po procesoru. Prosecˇno vreme
racˇunanja atributa je bilo 0.39 sekundi, a najbolja preciznost izracˇunata unakrsnom
validacijom postignuta je za k = 1 sa merom rastojanja d3 i iznosila je 98,6%. Pri-
stup klasifikovanju instanci pomoc´u numericˇkih atributa daje izrazito visoku preci-
znost, a vreme racˇunanja atributa i rastojanja je za prakticˇne potrebe zanemarljivo
i stoga se mozˇe koristiti kao osnova prilagodljivog resˇavanja SAT problema.
3.2 Metode prilagodljivog resˇavanje SAT problema
Kao sˇto je recˇeno, najefikasniji i najznacˇajniji algoritamski portfolio za SAT
problem je SATzilla [99]. SATzilla je vrlo uspesˇan sistem, ali vrlo slozˇen i nije
ga lako razumeti, reimplementirati ili modifikovati. Ovo inspiriˇse na potragu za
jednostavnijim principom za izgradnju algoritamskog portfolija. U ovom poglavlju
bic´e opisana dva pristupa prilagodljivom izboru algoritma za resˇavanje zadate SAT
instance. Oba se zasnivaju na metodi k-najblizˇih suseda. Pri tome, oba su znacˇajno
jednostavniji od sistema SATzilla, a u eksperimentalnoj evaluaciji pokazuju bolje
rezultate. Kako je SATzilla najefikasniji postojec´i portfolio sistem, zakljucˇuje se
da su predstavljene tehnike bolje od postojec´ih pristupa.
Tehnika zasnovana na klasifikaciji. Iskazne formule koje nastaju zapisivanjem
prakticˇnih problema (na primer, raspored¯ivanje cˇasova, verifikacija razlicˇitih vrsta
35
3.2 Metode prilagodljivog resˇavanje SAT problema
function ArgoSmArT (
T : (atributeVector,family)[],
f : function (F : family) : algorithm,
k : integer,
i : instance
) : algorithm
begin
v := computeAtributeVector(i)
T’ := nearestNeighbors(k,v,T,distance)
F := mostFrequentFamily(T’)
return f(F)
end
Slika 3.7: Procedura za izbor algoritma zasnovana na klasifikaciji instanci u familije.
hardvera i slicˇno) se mogu podeliti u familije na osnovu svog porekla, odnosno
problema koji predstavljaju. Kao sˇto je pokazano u potpoglavljima 3.1.3 i 3.1.2, in-
stance koje pripadaju jednoj familiji su med¯u sobom obicˇno sintaksno slicˇnije nego
instance koje pripadaju razlicˇitim familijama. Ove slicˇnosti se mogu iskoristiti kao
osnova za izgradnju algoritamskog portfolija zasnovanog na klasifikaciji algoritmom
k najblizˇih suseda. Prva predlozˇena tehnika, zasnovana na klasifikaciji nepoznate
instance u neku od poznatih familija, podrazumeva da je skup instanci unapred
particionisan na familije i da je za svaku od tih familija poznato koji algoritam, iz
nekog skupa unapred datih algoritma, u proseku najbrzˇe resˇava instance te familije.
Nepoznata instanca koju je potrebno resˇiti, se klasifikuje algoritmom k najblizˇih su-
seda u jednu od familija i resˇava se algoritmom koji odgovara toj familiji. Precizniji
opis je dat na slici 3.7. Na osnovu rezultata prikazanih u potpoglavlju 3.1.3, naj-
bolja vrednost za parametar k je 1 i ta vrednost c´e biti koriˇsc´ena u svim narednim
eksperimenitma, tako da u njima k nec´e figurisati kao parametar tehnike. Izbori
funkcija computeAtributeVector i distance mogu biti razlicˇiti i nisu definisani
opisom ove opsˇte tehnike. Takod¯e nacˇin na koji c´e za svaku familiju biti odabran
pogodan algoritam nije jedinstveno odred¯en, ali postoji nekoliko metoda pomoc´u
kojih je to moguc´e uraditi [43, 3]. Ova tehnika c´e se zvati ArgoSmArT.
Tehnika zasnovana na slicˇnosti pojedinacˇnih instanci. Druga tehnika je in-
spirisana zapazˇanjem da postojec´i portfolio sistemi za SAT, pa i tehnika ArgoSmArT,
grade svoje modele (regresioni modeli, grupisanje instanci, itd.) unapred bez ob-
zira na karakteristike ulazne instance. Stoga je pozˇeljno isprobati tehniku koja bi
se oslanjala na lokalne modele specificˇne za instancu koju je potrebno resˇiti. To
je takod¯e moguc´e postic´i razmatranjem njenih suseda u prostoru zadatih atributa.
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function ArgoSmArTkNN (
A : algorithm[],
T : (atributeVector,time)[],
k : integer,
i : instance
) : algorithm
begin
v := computeAtributeVector(i)
T’ := nearestNeighbors(k,v,T,distance)
foreach a in A
c’[a] := cost(a,T’)
select A’[] such that a ∈ A’ iff a ∈ A and c’[a] = min(c’)
foreach a in A’
c’’[a] := cost(a,T)
select A’’[] such that a ∈ A’’ iff a ∈ A’ and c’’[a] = min(c’’)
select a such that a ∈ A’’
return a
end
Slika 3.8: Procedura zasnovana na lokalnom izboru algoritma.
Sledec´a tehnika podrazumeva da je dat skup instanci za koje je poznato vreme
izvrsˇavanja svih algoritama (u okviru unapred odred¯enog maksimalnog vremena za
resˇavanje) u algoritamskom portfoliju. Na osnovu ovih vremena, za svaki solver se
mozˇe izracˇunati cena pokretanja na svakoj instaci (sˇto je vec´e vreme pokretanja,
vec´a je cena). Za ulaznu instancu se prvo nalazi k najblizˇih poznatih instanci, a onda
se instanca resˇava algoritmom koji na nad¯enim instanciama ima najmanju cenu. U
slucˇaju da viˇse algoritama ima jednaku cenu na tim instancama, onda se bira bilo
koji od njih sa najmanjom cenom na celom skupu poznatih instanci. Ova procedura
je preciznije opisana na slici 3.8. Funkcije computeAtributeVector, distance i
cost se mogu izabrati na razlicˇite nacˇine i nisu definisane opisom ove opsˇte tehnike.
Ova tehnika c´e se zvati ArgoSmArT k-NN.
Neke karakteristike ovih tehnika se mogu uocˇiti i bez empirijske evaluacije. Teh-
nika ArgoSmArT k-NN zahteva poznavanje vremena resˇavanja k susednih instanci
pomoc´u svih algoritama. U slucˇaju velikog broja algoritama, kao u slucˇaju pro-
blema izbora heuristika i njihovih parametara gde broj moguc´ih kombinacija mozˇe
da se meri hiljadama i desetinama hiljada, primena ove tehnike je prakticno ne-
moguc´a osim u slucˇaju k = 1 kada je za svaku instancu dovoljno poznavati makar
jedan algoritam koji je efikasno resˇava. S druge strane, ArgoSmArT k-NN ne zahteva
nikakvo grupisanje instanci koje mozˇe predstavljati ogranicˇenje u slucˇaju nedostatka
adekvatnog korpusa.
U nastavku su prikazani rezultati primene datih tehnika na sledec´e probleme:
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1. problem izbora heuristika SAT resˇavacˇa pogodnih za resˇavanje ulazne KNF
instance,
2. problem izbora SAT resˇavacˇa pogodnog za resˇavanje ulazne KNF instance i
3. problem izbora SAT resˇavacˇa za resˇavanje zadate ne-KNF instance.
Drugi relevantni sistemi za resˇavanje tih problema su diskutovani na kraju svakog
poglavlja.
3.3 Izbor heuristika SAT resˇavacˇa
U ovom poglavlju c´e opsˇte tehnike prikazane u poglavlju 3.2 biti primenjene na
problem izbora heuristika SAT resˇavacˇa ArgoSAT [64]. ArgoSAT predstavlja visoko
podesivi CDCL SAT resˇavacˇ koji nudi viˇse razlicˇitih heuristika za razne aspekte svog
funkcionisanja.
Konfiguracije resˇavacˇa. U tabeli 3.2, prikazane su heuristike koje c´e biti koriˇsc´ene
sa svojim parametrima u skladu sa oznakama iz poglavlja 2.4. Jedan izbor heuri-
stika za svaki od nabrojanih aspekata rada SAT resˇavacˇa nazivac´e se konfiguracijom.
Ukupan broj konfiguracija je 60 (3 · 5 · 4).
Tabela 3.2: Pregled heuristika koriˇsc´enih u eksperimentu.
Izbor promenljive VSrandom , VS
1.0, 1.0/0.95, freq
VSIDS
VS0.05random◦ VS1.0, 1.0/0.95, freqVSIDS
Izbor polariteta promenljive PSpos, PSneg, PS
0.5
random
PSnegpolarity caching , PS
freq
polarity caching
Otpocˇinjanje iznova Rno restart , R
100,1.5
minisat , R
512
luby , R
100,1.5
picosat
Korpus. Predlozˇene tehnike bic´e primenjene i evaluirane na korpusu sa takmicˇenja
SAT resˇavacˇa SAT 2002.5 Iako postoje korpusi iz skorijih godina, prednost ovog kor-
pusa je sˇto se sastoji iz velikog broja familija iskaznih formula slicˇnog porekla. Ovo
svojstvo ga cˇini zanimljivim za primenu tehnike ArgoSmArT. Ukupan broj instanci
u korpusu je 1964, a broj familija (skupova instanci koji poticˇu od istog problema)
je 38.
5http://www.satcompetition.org/
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Empirijska evaluacija. Sve instance iz korpusa su resˇene za svih 60 konfigura-
cija koje se mogu dobiti kombinovanjem heuristika iz tabele 3.2. Dozvoljeno vreme
resˇavanja za jednu instancu i jednu konfiguraciju je bilo 600s. Ukupan broj pokre-
tanja SAT resˇavacˇa je bio 117840 (= 1964 · 60). Eksperimenti su sprovedeni na
klaster racˇunaru sa 32 Intel Xeon procesora radnog takta od 2GHz sa dva jezgra
i sa 2GB RAM memorije po procesoru. Ukupno procesorsko vreme potrosˇeno za
eksperimente je oko 505 dana. U svrhe evaluacije, iz korpusa je slucˇajnim izborom
izdvojena jedna trec´ina instanci koje c´e biti koriˇsc´ene iskljucˇivo za testiranje.
Za funkciju rastojanja koriˇsc´ena je funkcija d3 koja se pokazala kao najbolja u
eksperimentima opisanim u potpoglavlju 3.1.3. Kao i u tim eksperimentima, i u
ovom su bila koriˇsc´ena prva 33 atributa sistema SATzilla. Atributi nisu skalirani
posˇto koriˇsc´ena funkcija d3 ukljucˇuje normiranje razlika vrednosti atributa. Za funk-
ciju cene koristi se PAR10 skor koji je jednak vremenu resˇavanja instance ako je
instanca resˇena, a desetostrukoj vrednosti vremenskog ogranicˇenja ukoliko instanca
nije resˇena [43]. PAR10 skor resˇavacˇa na skupu instanci jednak je sumi PAR10
skorova na pojedinacˇnim instancama. U slucˇaju tehnike ArgoSmArT, na osnovu
rezultata prikazanih u potpoglavlju 3.1.3, najbolja vrednost za parametar k je 1.
Za tehniku ArgoSmArT k-NN, eksperimentalno je utvrd¯eno da je najbolja vrednost
k = 5. Pored ove vrednosti, bic´e prikazani rezultati i za ArgoSmArT 1-NN zbog po-
sebnog znacˇaja ove varijante prokomentarisanog u prethodnom poglavlju. U tabeli
3.3, prikazano je pored¯enje broja resˇenih formula i medijana (srediˇsnjih vrednosti)
vremena resˇavanja koje su na odvojenom test skupu postigli ArgoSmArT, ArgoSmArT
1-NN, ArgoSmArT 5-NN, najbolja pojedinacˇna konfiguracija na trening skupu6, port-
folio sistem ISAC [49] i virtualna najbolja konfiguracija — teorijski najbolji prortfolio
koji za svaku instancu bira najbolju od raspolozˇivih konfiguracija.
Tabela 3.3: Pored¯enje algoritamskih portfolija za izbor heuristika SAT resˇavacˇa.
Metoda Broj resˇenih Medijana vremena
instanci resˇavanja
Najbolja pojed. konf. 337 256.4s
ArgoSmArT 1-NN 343 224.2s
ISAC 357 118.9s
ArgoSmArT 357 110.7s
ArgoSmArT 5-NN 358 129.6s
Virt. najbolja konf. 372 58.7s
Kako bi se shvatio pun znacˇaj prikazanih rezultata, treba imati u vidu vrlo brz
rast niza sortiranih vremena resˇavanja za sve tehnike prikazan na slici 3.9. Sa slike se
6U ovom eksperimentu to je bila konfiguracija (VS
1.0, 1.0/0.95, freq
VSIDS , PS
neg
polarity caching , R
100,1.5
minisat).
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uocˇava da je resˇavanje svake sledec´e instance mnogo tezˇe nego resˇavanje prethodnih
instanci. Dodatno, svi metodi resˇavaju 40-50% instanci iz test skupa za manje od
1s. Ovo znacˇi da bi relativne razlike izmed¯u brojeva resˇenih instanci izgledale mnogo
vec´e kad bi se lake instance uklonile.
Mozˇe se primetiti da algoritamski portfoliji znacˇajno nadmasˇuju najbolju po-
jedinacˇnu konfiguraciju. Rezultat ostvaren od strane tehnike ArgoSmArT 1-NN je
znacˇajno losˇiji od ostalih varijanti predlozˇenih tehnika. Najverovatniji razlog za to
je veliki broj vrlo lakih instanci u korpusu koje su uspesˇno resˇene koriˇsc´enjem bilo
koje konfiguracije, pa stoga jedna susedna instanca cˇesto ne daje dovoljno informa-
cije za razlikovanje konfiguracija.
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Slika 3.9: Sortirana vremena resˇavanja za razlicˇite tehnike izbora konfiguracije.
Treba primetiti da iako ArgoSmArT 5-NN resˇava najviˇse instanci, ArgoSmArT je
ipak pogodniji za resˇavanje ovog problema, s obzirom da resˇava samo jednu formulu
manje, a zahteva samo da se za svaku familiju zna jedna dobra konfiguracija Za
razliku od njega, ArgoSmArT k-NN za k > 1 zahteva da se na svim instancama
trening skupa zna vreme resˇavanja svih moguc´ih konfiguracija. S obzirom na to da
broj svih moguc´ih konfiguracija nekad mozˇe da se meri i desetinama hiljada, ovo je
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ozbiljna mana tehnike ArgoSmArT k-NN.
Prikazani rezultati pokazuju da se inteligentnim, a ipak jednostavnim, izborom
heuristika SAT resˇavacˇa mozˇe znacˇajno povec´ati njegova efikasnost.
Relevantni sistemi. ISAC je sistem za konfigurisanje resˇavacˇa koji se mozˇe ko-
ristiti kao algoritamski portfolio [49]. Ovaj sistem je u literaturi opisan godinu
dana posle tehnike ArgoSmArT [73] i koristi vrlo slicˇne ideje. Za razliku od tehnike
ArgoSmArT, ISAC automatski vrsˇi grupisanje instanci u familije koriˇsc´enjem metoda
klasterovanja. On ukljucˇuje GGA, sistem za nalazˇenje pogodnih konfiguracija za sku-
pove instaci [3]. Takod¯se, instance se predstavljaju koriˇsc´enjem SATzilla atributa
skaliranih u interval [-1,1]. Za ulaznu instancu, racˇunaju se atributi, i nalazi se
centar najblizˇeg klastera u trening skupu. Ukoliko je rastojanje do centra tog kla-
stera manje od nekog praga, za resˇavanje ulazne instance koristi se konfiguracija
najbolja za taj klaster. U suprotnom se koristi konfiguracija koja je najbolja za ceo
trening skup. S obzirom na slicˇnost ovog sistema sa predlozˇenim tehnikama, slicˇnost
dobijenih rezultata nije iznenad¯ujuc´a.
SATzilla nije pogodan sistem za izbor konfiguracija SAT resˇavacˇa s obzirom
na to da SATzilla mora da trenira po jedan predikcioni model za svaku konfigu-
raciju, a broj moguc´ih konfiguracija mozˇe biti izuzetno veliki. Kao sˇto je recˇeno,
za primenu tehnika ArgoSmArT i ArgoSmArT 1-NN, dovoljno je poznavati po jednu
dobru konfiguraciju za svaku familiju ili pojedinacˇnu instancu uz trening skupa, sˇto
je mnogo laksˇe obezbediti. Pored¯enje ovih tehnika sa sistemom SATzilla bic´e dato
u sledec´em poglavlju na drugom problemu.
Pored ovih, postoje i stariji pristupi koji nemaju dostupne implementacije niti
ucˇestvuju na takmicˇenjima resˇavacˇa [55], ili su orijentisani na resˇavanje drugih,
srodnih, problema [88].
3.4 Izbor KNF SAT resˇavacˇa
U ovom poglavlju c´e tehnike iz poglavlja 3.2 biti primenjene na problem izbora
SAT resˇavacˇa koji kao svoj ulaz uzimaju formulu u KNF obliku, sˇto je standardni
ulaz za SAT resˇavacˇe. Kako je ovo isti zadatak koji resˇava i sistem SATzilla ekspe-
riment je dizajniran tako da se omoguc´i direktno pored¯enje sa tim sistemom.
Komponentni resˇavacˇi. U eksperimentima je koriˇsc´eno 13 SAT resˇavacˇa koje
koristi sistem SATzilla 2009 [98]. To su resˇavacˇi: Kcnfs04, March dl2004, MiniSAT
2007, MiniSAT 2.0, Vallst, Zchaff rand, Tts, PicoSAT 846, MXC08, Adapt g2w
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SAT 0, Adaptg2wSAT Plus, Gnovelty Plus i SATenstein qcp.
Korpus. Umesto resˇavanja instanci iz trening skupa, kao podaci za primenu pre-
dlozˇenih tehnika, koriˇsc´eni su podaci pomoc´u kojih je treninran sistem SATzilla
2009 [98] i koji su dostupni na sajtu posvec´enom ovom sistemu.7 SATzilla sistem
je treniran koriˇsc´enjem 5883 instance sa SAT takmicˇenja od 2002 do 2005 i 2007 i sa
SAT trka 20068 i 20089. Podaci dostupni na sajtu ukljucˇuju informacije o resˇavanju
za 4701 instancu. Samo te instance su koriˇsc´enje u evaluaciji. Od dostupnih po-
dataka koriˇsc´ena su vremena resˇavanja instanci pomoc´u razlicˇitih resˇavacˇa, dok su
atributi izracˇunati iznova kako bi se izbeglo pretprocesiranje koje SATzilla vrsˇi.
Dozvoljeno vreme resˇavanja instanci je bilo 1500s. Kada su odstranjene instance
koje nisu resˇene ni jednim resˇavacˇem u ovom vremenu, kao i viˇsestruka pojavlji-
vanja nekih instanci, preostalo je 4276 instanci u trening skupu. Kao test skup
koriˇsc´ene su instance sa SAT takmicˇenja iz 2009. godine koji sadrzˇi 1143 instance.
Empirijska evaluacija. Instance iz test skupa su resˇene pomoc´u u nastavku na-
vedenih sistema. Eksperimenti su izvrsˇeni na klaster racˇunaru sa 32 Intel Xeon
procesora radnog takta od 2GHz sa dva jezgra i sa 2GB RAM memorije po proce-
soru.
SATzilla sistem ima tri specijalizovane verzije za tri razlicˇite vrste instanci —
za slucˇajno generisane, za rucˇno dizajnirane i za industrijske [98]. Za predlozˇene
tehnike nisu pravljene specijalizovane varijante. Kako pored¯enje ne bi favorizovalo
predlozˇene tehnike, na svakoj od tri kategorije, u eksprimentima je koriˇsc´ena odgo-
varajuc´a verzija SATzilla sistema. Za funkciju rastojanja u predlozˇenim tehnikama
koriˇsc´ena je funkcija d3 koja se pokazala kao najbolja u eksperimentima opisanim
u potpoglavlju 3.1.3. Kao i u tim eksperimentima, i u ovom su bila koriˇsc´ena prva
33 atributa sistema SATzilla. Za funkciju cene koriˇsc´en je PAR10 skor. U eksperi-
mentalnu evaluaciju ukljucˇen je resˇavacˇ MXC08, kao najbolji pojedinacˇni resˇavacˇ na
trening skupu, SATzilla, ArgoSmArT, ArgoSmArT 1-NN, ArgoSmArT 9-NN (k = 9 se
pokazao kao najbolji izbor na trening skupu) i virtualno najbolji resˇavacˇ kao gor-
nja granica moguc´ih performansi. Rezultati su dati u tabeli 3.4 i ukljucˇuju broj
resˇenih instanci i medijanu vremena resˇavanja po kategorijama. Rezultati pokazuju
da ArgoSmArT k-NN znacˇajno nadmasˇuje ostale sisteme u svim kategorijama.
Uobicˇajena je praksa na takmicˇenjima SAT resˇavacˇa da se ponavljaju instance
koriˇsc´ene na prethodnim takmicˇenjima. Ovo rezultuje preklapanjem trening i test
7http://www.cs.ubc.ca/labs/beta/Projects/SATzilla/
8http://fmv.jku.at/sat-race-2006/
9http://baldur.iti.uka.de/sat-race-2008/
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Tabela 3.4: Pored¯enje algoritamskih portfolija za izbor SAT resˇavacˇa. Za svaki
sistem dat je broj resˇenih instanci i medijana vremena resˇavanja na celom korpusu
SAT 2009 i broj resˇenih instanci po pojedinacˇnim kategorijama koje sadrzˇe slucˇajno
generisane, rucˇno dizajnirane i industrijske instance.
TSve NSve NSlu NRuc NInd
MXC08 >1500s 355 84 124 147
ArgoSmArT 874s 609 308 154 147
SATzilla 635s 635 375 128 132
ArgoSmArT 1-NN 390s 685 367 158 160
ArgoSmArT 9-NN 353s 692 390 149 153
VNR 115s 816 454 188 174
Tabela 3.5: Pored¯enje algoritamskih portfolija za izbor SAT resˇavacˇa. Za svaki
sistem dat je broj resˇenih instanci i medijana vremena resˇavanja na korpusu SAT
2009 bez instanci koje su se pojavljivale na prethodnim takmicˇenjima i broj resˇenih
instanci po pojedinacˇnim kategorijama koje sadrzˇe slucˇajno generisane, rucˇno dizaj-
nirane i industrijske instance.
TSve NSve NSlu NRuc NInd
MXC08 >1500s 243 84 77 82
ArgoSmarT 895s 475 308 88 79
SATzilla 497s 513 375 68 70
ArgoSmArT 1-NN 343s 533 367 86 80
ArgoSmArT 9-NN 274s 553 390 83 80
VNR 76s 659 454 115 90
skupa. Zarad temeljnosti evaluacije, u tabeli 3.5 su prikazani rezultati na test skupu
iz kojeg su odstranjene instance koje postoje u trening skupu. Tako su od 1143
preostale 894 instance.
Na osnovu rezultata iz tabele 3.5, mozˇe se primetiti da se na industrijskim in-
stancama komponentni resˇavacˇ MXC08 ponasˇa bolje od svih portfolio pristupa. Ovo
verovatno znacˇi da se industrijske instance u test skupu u znacˇajnoj meri razli-
kuju od onih u trening skupu. Na celom test skupu ArgoSmArT k-NN znacˇajno
nadmasˇuju ostale sisteme. Moguc´i razlog za to je sˇto ArgoSmArT k-NN za razliku
od tehnike ArgoSmArT i sistema SATzilla ne koristi predefinisane grupe instanci
niti prediktivne modele izgrad¯ene bez znanja o instancu koju treba resˇiti. Umesto
toga, ArgoSmArT k-NN bira resˇavacˇ uzimajuc´i u obzir samo susede instance koju
treba resˇiti u trening skupu. Na taj nacˇin se zanemaruje uticaj instanci koje nisu
relevantne. Uistinu, sistem SATzilla popravlja svoje performanse upravo gradec´i
specijalizovane verzije za manje skupove instanci (slucˇajno generisane, rucˇno dizaj-
nirane i industrijske) [99], sˇto potkrepljuje ponud¯eno objasˇnjenje.
Zanimljivo je da i ArgoSmArT 1-NN znacˇajno nadmasˇuje sistem SATzilla. Pre-
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dlozˇeni pristup time pokazuje da buduc´nost portfolio sistema ne mora pocˇivati na
velikoj kompleksnosti.
Relevantni sistemi. Kako zbog svog znacˇaja, tako i zbog jasnijeg kontrasta
sa jednostavnosˇc´u predlozˇenih tehnika, sistem SATzilla c´e biti detaljno opisan.
SATzilla raspolazˇe skupom SAT resˇavacˇa za koje je temeljnom evaluacijom utvrd¯eno
da se ponasˇaju razlicˇito jedni od drugih. Osnovni princip izbora resˇavacˇa je sledec´i.
SATzilla predstavlja SAT instance koje je potrebno resˇiti pomoc´u odred¯enog broja
numericˇkih atributa, i potom bira najbolji za resˇavanje te instance na osnovu ovih
atributa oslanjajuc´i se na empirijske modele tezˇine problema koji su dobijeni u fazi
treniranja sistema. Empirijski modeli tezˇine su statisticˇki regresioni modeli cˇija je
svrha predvid¯anje tezˇine problema.
SATzilla je vrlo kompleksan sistem. Na datu instancu koju treba resˇiti, SATzilla
prvo, na kratko (na primer, po 5 sekundi), primenjuje dva predresˇavacˇa u nadi da c´e
trivijalne instance biti vrlo brzo resˇene bez primene sofisticiranih tehnika. Ukoliko
instanca ne bude resˇena predresˇavacˇem, potrebno je izracˇunati atribute koji joj od-
govaraju. Posˇto racˇunanje atributa mozˇe dugo da potraje, pre racˇunanja atributa
predvid¯a se vreme koje je potrebno za to racˇunanje pomoc´u regresionog modela
treniranog u ovu svrhu. Ukoliko je procenjeno vreme racˇunanja preko dva minuta,
racˇunanje se ne vrsˇi, vec´ se primenjuje rezervni SAT resˇavacˇ. Ukoliko je predvid¯eno
vreme manje od dva minuta, racˇunaju se atributi i primenom empirijskih modela
tezˇine, predvid¯a se vreme resˇavanja. Za resˇavanje problema koristi se resˇavacˇ za koji
je predvid¯eno vreme najmanje. Ukoliko ovaj resˇavacˇ nepravilno zavrsˇi izvrsˇavanje
(na primer zbog manjka memorije ili gresˇke u programiranju) pokrec´e se drugoran-
girani resˇavacˇ.
Podaci na kojima se treniraju empirijski modeli tezˇine se dobijaju merenjem
vremena resˇavanja svih problema iz nekog izabranog korpusa instanci za trening
pomoc´u svih SAT resˇavacˇa koje SATzilla koristi (uz koriˇsc´enje unapred odred¯enog
vremena nakon kojeg se izvrsˇavanje prekida). Za svaku kategoriju SAT instanci koja
se koristi na takmicˇenjima SAT resˇavacˇa — slucˇajno generisane, rucˇno pravljene i in-
dustrijske instance, konstruiˇse se poseban SATzilla sistem. Za svaki od tih sistema,
trenira se poseban empirijski model tezˇine. Predvid¯anje koje on daje se dobija kom-
binovanjem predvid¯anja uslovnih modela koji se treniraju posebno za zadovoljive i
nezadovoljive instance. Kako bi ovakva kombinacija bila moguc´a, SATzilla koristi
statisticˇku ocenu verovatnoc´e zadovoljivosti instance koju resˇava. Svaki od uslovnih
modela se dobija na sledec´i nacˇin. Prvo, polazec´i od skupa polaznih atributa, vrsˇi
se izbor njegovog podskupa kako bi se nasˇli atributi pri cˇijem koriˇsc´enju se najviˇse
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smanjuje gresˇka predvid¯anja na podacima za treniranje. Potom se u skup odabranih
atributa dodaju proizvodi njihovih parova i ponovo se vrsˇi izbor podskupa atributa.
Potom, se trenira regresioni model za predvid¯anje vremena na osnovu izabranih atri-
buta. Iz skupa resˇavacˇa koji su evaluirani na trening podacima, automatski se bira
podskup resˇavacˇa koriˇsc´enjem randomizovane iterativne procedure. Predresˇavacˇi i
rezervni resˇavacˇ se takod¯e automatski biraju.
Pristup modeliranja latentnih klasa se zasniva na statisticˇkim modelima ponasˇanja
resˇavacˇa koji se koriste za izbor resˇavacˇa [90]. Predlozˇeni model pokusˇava da opiˇse
zavisnosti izmed¯u resˇavacˇa, problema i trajanja resˇavanja. Prilikom treniranja, svaka
instanca mora biti resˇavana puno puta od strane svakog resˇavacˇa. Model se tre-
nira na osnovu dobijenih vremena koriˇsc´enjem poznatog algoritma maksimizacije
ocˇekivanja. U toku faze testiranja, model se azˇurira na osnovu novih podataka.
Ovaj pristup omoguc´ava i izbor resˇavacˇa i izbor vremena resˇavanja. Autori prija-
vljuju da je njihov sistem grubo uporediv sa sistemom SATzilla.
Pristup zasnovan na metodi k najblizˇih suseda je nezavisno razvijen i paralelno
predlozˇen od strane Malitskog i drugih [62]. Odred¯ene razlike u odnosu na pre-
dlozˇene tehnike ipak postoje. Pomenuti pristup koristi euklidsko rastojanje i skali-
ranje atributa u interval [0,1]. Takod¯e, koristi svih 48 atributa sistema SATzilla.
Implementacija ovog pristupa nije javno dostupna, ali je elemente koji se razlikuju
bilo moguc´e implementirati u okviru implementacije tehnike ArgoSmArT k-NN. Broj
resˇenih instanci na trening skupu za oba sistema, za razlicˇito k, je prikazan na slici
3.10. Vidi se da je ArgoSmArT k-NN uniformno bolji od alternativnog pristupa.
Pored broja resˇenih instanci, znacˇajno je razmotriti i vreme racˇunanja atri-
buta. Vremena racˇunanja za 33 atributa i za 48 atributa su data u tabeli 3.11.
Vreme racˇunanja za 48 atributa je znacˇajno vec´e. Mozˇe se zakljucˇiti da je uprkos
slicˇnostima, predlozˇeni pristup bolji.
Pored ovih, postoje i stariji pristupi koji nemaju dostupne implementacije niti
ucˇestvuju na takmicˇenjima resˇavacˇa [60, 100, 35, 41].
3.5 Izbor ne-KNF SAT resˇavacˇa
Problem zadovoljivosti iskaznih formula, SAT, po definiciji podrazumeva da se
radi o formulama u konjunktivnoj normalnoj formi (KNF). Med¯utim, kad se formula
transformiˇse u KNF oblik, strukturalna informacija u formuli, potencijalno vazˇna i
upotrebljiva u procesu resˇavanja, se gubi. Kako bi se ovaj problem izbegao, razvijaju
se algoritmi, takozvani ne-KNF SAT resˇavacˇi, koji proveravaju zadovoljivost formula
koje nisu u KNF obliku [93, 44, 45]. Nazˇalost, i dalje nema puno takvih resˇavacˇa, a
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Slika 3.10: Broj resˇenih instanci iz trening skupa za ArgoSmArT k-NN kada se koristi
rastojanje d3 i euklidsko rastojanje nad normianim vektorima za k od 1 do 30.
Broj atributa/Vreme Minimalno Prosecˇno Maksimalno
33 0,0017s 0,45s 51,2s
48 0.002s 19.2s 6257s
Slika 3.11: Vremena racˇunanja SATzilla atributa.
postojec´i resˇavacˇi nisu lako dostupni, ali se mozˇe ocˇekivati da c´e se sa napretkom u
oblasti to promeniti.
Kao sˇto je primec´eno u slucˇaju KNF SAT resˇavacˇa, algoritamski portfoliji su u
stanju da znacˇajno nadmasˇe performanse pojedinacˇnih resˇavacˇa. Slicˇno ponasˇanje se
mozˇe ocˇekivati i u slucˇaju ne-KNF SAT resˇavacˇa, sˇto motiviˇse izgradnju algoritam-
skog portfolija za tu vrstu resˇavacˇa. Portfoliji za KNF SAT resˇavacˇe se uglavnom
oslanjaju na atribute sistema SATzilla. Slicˇnih atributa za formule koje nisu u
KNF obliku, nema. Stoga, u ovom poglavlju se prvo predlazˇu atributi, inspirisani
atributima sistema SATzilla, za formule u ne-KNF obliku.
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Atributi za ne-KNF SAT instance. Prirodan nacˇin predstavljanja ne-KNF in-
stanci je usmereni aciklicˇni graf (UAG). Prednost predstavljanja ne-KNF instance
pomoc´u UAG-a je u tome da se ponovljena pojavljivanja potformule u formuli za-
pisuju samo jednom.
Primer 3 Na slici 3.12 prikazanje UAG i stablo koji odgovaraju formuli ((r ∨ p) ∧
(¬p ∨ q))⇒ ((¬p ∨ q) ∧ q). Usled deljenja zapisa potformule ¬p ∨ q, reprezentacija
u obliku UAG-a je manja nego reprezentacija u obliku stabla.
⇒
∧ ∧
∨ ∨ q
r ¬
p
⇒
∧ ∧
∨ ∨ ∨ q
qr ¬
p
q ¬
p
p
Slika 3.12: UAG (levo) i stablo (desno) za formulu ((r∨p)∧(¬p∨q))⇒ ((¬p∨q)∧q)
Stoga je prirodno formulisati atribute oslanjajuc´i se na tu strukturu. Ne-KNF in-
stance mogu ukljucˇivati veznike negacije, konjunkcije, disjunkcije, implikacije i ekvi-
valencije, sˇto treba uzeti u obzir pri predlaganju atributa (prosˇirenje na vec´i broj
veznika je trivijalno). Predlozˇeni atributi, podeljeni na tri grupe su dati na slici 3.13.
Prva grupa se sastoji od jednostavnih atributa vezanih za velicˇinu problema. Druga
grupa se sastoji od atributa vezanih za raspodelu pojavljivanja veznika, promenlji-
vih i razlicˇitih polariteta u instanci. Trec´a grupa su atributi vezani za grafovsku
strukturu. U pocˇetku je razmatran i sˇiri skup atributa, ali su zadrzˇani samo atri-
buti koji se mogu izracˇunati u linearnom vremenu u odnosu na velicˇinu UAG-a.
Atributi se racˇunaju10 kako za UAG koji odgovara instanci, tako i za stablo koje
odgovara instanci. Pritom, posˇto bi konstrukcija stabla bila memorijski i vremenski
vrlo zahtevna, atributi vezani za stablo se racˇunaju bez njegove eksplicitne konstruk-
cije — obilaskom UAG-a. Postoje jasne slicˇnosti sa atributima sistema SATzilla.
Ti atributi ukljucˇuju neke atribute vezane za velicˇinu formule, atribute vezane za
grafovsku strukturu i za polaritet promenljivih. Med¯utim, ne mogu se svi atributi
sistema SATzilla formulisati za ne-KNF instance, poput atributa koji se direktno
odnose na svojstva klauza (atributi 1,3,26-33 na slici 3.6). Za neke od njih, poput
atributa koji se odnose na svojstva grafova i literala (atributi 2,4-25 na slici 3.6)
mogu se definisati analogni atributi. Povrh toga, predlozˇeni su i neki atributi bez
10Racˇunanje atributa su implementirali Aleksandar Zeljic´ i Milan Todorovic´, studenti doktorskih
studija na Matematicˇkom fakultetu.
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analogona u skupu atributa sistema SATzilla. To su atributi koji se odnose poja-
vljivanja veznika, svojstva UAG-a i stabla i odnose tih njihovih svojstava (atributi
2-23,40-43,54-57 na slici 3.13). Posˇto ne-KNF SAT resˇavacˇi nisu otvorenog koda,
nije se moglo eksperimentisati sa atributima zasnovanim na algoritmima pretrage.
Atributi vezani za velicˇinu instance:
1. Broj promenljivih
2. Broj pojavljivanja iskaznih veznika u stablu formule lf
3. Broj pojavljivanja iskaznih veznika u UAG-u ld
4. Velicˇina stabla formule st
5. Velicˇina UAG-a sd
6-7. Faktor kompresije i njegova reciprocˇna vrednost st/sd, sd/st
8. Broj pojavljivanja promenljivih u stablu formule vf
9-10. Odnos broja pojavljivanja iskaznih veznika i promenljivih u stablu
formule i njihova reciprocˇna vrednost lf/vf , vf/lf
Atributi vezani za veznike:
11-16. Raspodela frekvencija (C1) pojavljivanja veznika u stablu formule:
raspodela i entropija.
17-22. Raspodela frekvencija (C2) pojavljivanja veznika u UAG-u: raspo-
dela i netropija.
23. Pirsonov koeficijent korelacije ρ(C1, C2)
24-27. Raspodela frekvencija (V1) promenljivih u stablu formule: prosek,
minimum, maksimum i entropija.
28-30. Udeo efektivno pozitivnih pojavljivanja promenljivih p/(p+n): pro-
sek, koeficijent varijacije i entropija.
31-33. Balansiranost polariteta promenljivih min{p, n}/(p + n): prosek,
koeficijent varijacije i entropija.
34-36. Udeo efektivno pozitivnih pojavljivanja svake potformule pf/(pf +
nf ): prosek, koeficijent varijacije i entropija.
37-39. Balansiranost polariteta potformula min{pf , nf}/(pf + nf ): pro-
sek, koeficijent varijacije i entropija.
Atributi vezani za grafovsku strukturu instance:
40-43. Duzˇina putanja od korena do lista u stablu formule: prosek, mini-
mum, maksimum i koeficijent varijacije.
44-48. Izlazni stepen cˇvorova UAG-a (arnost veznika): prosek, minimum,
maksimum, koeficijent varijacije i entropija.
49-53. Ulazni stepen cˇvorova UAG-a: prosek, minimum, maksimum, ko-
eficijent varijacije i entropija.
54-55. Odnos dubine UAG-a i broja promenljivih i njegova reciprocˇna
vrednost.
56-57. Odnos broja grana i cˇvorova u UAG-u i njegova reciprocˇna vred-
nost.
Slika 3.13: Predlozˇeni atributi za ne-KNF SAT instance.
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Komponentni resˇavacˇi. Kao komponentni resˇavacˇi za porfolio, koriˇsc´ena su tri
resˇavacˇa — Nflsat [45], Lingeling [12] i kw aig [2]. Dok je Nflsat pravi ne-KNF
resˇavacˇ, Lingeling i kw aig su u susˇtini KNF resˇavacˇi koji pre resˇavanja vrsˇe Cajti-
novu transformaciju [95] kako bi dobili instancu u KNF obliku. Koriˇsc´eni su Nflsat i
kw aig posˇto su oni ucˇestvovali na SAT trci u okviru koje se vrsˇi pored¯enje ne-KNF
SAT resˇavacˇa i dostupni su. Lingeling je koriˇsc´en kao efikasniji naslednik resˇavacˇa
PicoSAT koji je takod¯e ucˇestvovao na SAT trci. Drugi dostupni ne-KNF resˇavacˇi
nisu koriˇsc´eni posˇto su u preliminarnim testovima pokazali dosta losˇije rezultate od
ovih. Zbog manjka resˇavacˇa, koriˇsc´eno je nekoliko konfiguracija svakog od dostupnih
resˇavacˇa (9 konfiguracija za Nflsat, 8 za Lingeling i 1 za kw aig) pri cˇemu je svaka
od njih tretirana kao poseban resˇavacˇ.
Korpus. Polazni korpus se sastojao od 3923 ne-KNF instance. Koriˇsc´ene su in-
stance sa SAT trke 200811, SMT problemi instituta FMV12 i strukturalne SAT in-
stance FMV instituta13. Sve instance su zapisane u takozvanom AIG formatu u
kojem se formule zapisuju pomoc´u veznika konjunkcije i negacije14. Svaka instanca
je resˇena svakim resˇavacˇem i vreme resˇavanja je zabelezˇeno. Maksimalno dozvoljeno
vreme je bilo 900s. Ako instanca nije resˇena ni jednim resˇavacˇem, odstranjena je
iz trening skupa (83 instance su odstranjene na ovaj nacˇin). Dodatno, instanca je
odstranjena ako se mozˇe smatrati lakom, to jest ako je resˇena od strane svih resˇavacˇa
(3094 instance su uklonjene na ovaj nacˇin)15. Dodatno, odstranjene su i formule koje
se pojavljuju u test skupu (31 instanca je uklonjena na ovaj nacˇin). Finalni trening
skup se sastojao od 746 instanci. Kao test skup, koriˇsc´eno je svih 100 instanci sa
SAT trke 201016.
Izbor atributa. Pre evaluacije na test skupu, izvrsˇen je izbor atributa unazad
na trening skupu. Izbor atributa unazad je uobicˇajena iterativna procedura za
izbor atributa [99]. U svakom koraku procedure, za svaki atribut iz tekuc´eg skupa
atributa, radi se sledec´e. Atribut se izdvaja iz skupa, racˇuna se PAR10 skor za
portfolio na trening skupu bez tog atributa i atribut se vrac´a u skup. Najlosˇiji
atribut, odnosno onaj cˇije uklanjanje rezultuje najvec´im PAR10 skorom se belezˇi
i uklanja. Ovo se radi dok skup atributa ne postane jednocˇlan. Na kraju se bira
11http://baldur.iti.uka.de/sat-race-2008/downloads/AIG-SAT-Race-TS.tgz, http://
baldur.iti.uka.de/sat-race-2008/downloads/SAT-Race-2008-AIG.tar
12http://fmv.jku.at/aiger/smtqfbv-aigs.7z
13http://fmv.jku.at/aiger/tip-k-ind-aigs-o1234g.zip
14http://fmv.jku.at/aiger/
15Uklanjanje ovihinstanci ne uticˇe na rezultate. Njihovo prisustvo samo donekle usporava por-
folio u fazi koriˇsc´enja.
16http://baldur.iti.uka.de/sat-race-2010/
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najbolji evaluirani skup atributa — onaj sa najmanjim PAR10 skorom. U nasˇem
slucˇaju, 19 atributa je izabrano ovom procedurom: 1, 2, 4, 9, 10, 11, 16, 27, 28, 33,
35, 37, 39, 49, 50, 52, 55, 56, i 57. Samo ovi atributi su koriˇsc´eni u daljoj evaluaciji.
U svakom koraku procedure, najbolji izbor za parametar k je bila vrednost 3, tako
da je ova vrednost koriˇsc´ena i u daljoj evaluaciji.
Empirijska evaluacija. Eksperimenti su sprovedeni na klaster racˇunaru sa 32
Intel Xeon procesora radnog takta od 2GHz sa dva jezgra i sa 2GB RAM memorije
po procesoru.
Atributi su izracˇunati za sve instance u trening skupu (najvec´a instanca je imala
viˇse od 4 miliona konjunkcija). Minimalno, prosecˇno i maksimalno vreme racˇunanja
atributa bilo je 0.008s, 0.89s i 21.9s, sˇto pokazuje da je racˇunanje atributa dovoljno
efikasno za upotrebu u algoritamskim portfolijima.
Za izbor ne-KNF SAT resˇavacˇa koriˇsc´ena je tehnika ArgoSmArT k-NN, posˇto se na
problemu izbora resˇavacˇa u prethodnom poglavlju pokazala superiornom. Takod¯e,
za rastojanje je koriˇsc´ena funkcija d3, a za funkciju cene PAR10 skor. Ovaj pristup
je upored¯en sa najboljim pojedinacˇnim resˇavacˇem na trening skupu, koji predsta-
vlja minimalno ocˇekivanje od portfolija i sa virtualnim najboljim resˇavacˇem kao
teorijskim maksimumom performansi portfolija. Tabela 3.8 prikazuje broj resˇenih
instanci iz test skupa i medijanu vremena resˇavanja za svaki od pomenitih sistema.
Tabela 3.6: Broj resˇenih formula i ukupno vreme resˇavanja na test skupu. Vrsta dobi-
tak oznacˇava odnos ostvarenog poboljˇsanja (u pored¯enju sa najboljim pojedinacˇnim
resˇavacˇem) u odnosu na moguc´e poboljˇsanje.
Broj resˇenih Vreme
Najbolji pojedinacˇni resˇavacˇ 62 229
ArgoSmArT 3-NN 66 223
VNR 68 132
Dobitak 67% 6%
Tabela 3.8 pokazuje da je razlika izmed¯u rezultata najboljeg fiksiranog resˇavacˇa
i virtualnog najboljeg resˇavacˇa prilicˇno mala. U rezultatima SAT trke za 2010,17
razlika izmed¯u prvog i poslednjeg resˇavacˇa je bila 5 formula. U tom svetlu, postig-
nuti rezultati su pozitivni. Ipak, mogla se ocˇekivati vec´a razlika sa 18 koriˇsc´enih
resˇavacˇa. Kako bi portfolio postigao dobre rezultate, potrebno je da komponentni
resˇavacˇi budu nezavisni u smislu da se vremena resˇavanja med¯u resˇavacˇima na is-
tim instancama znacˇajno razlikuju. Da bi se razmotrilo ovo svojstvo, izracˇunata je
17http://baldur.iti.uka.de/sat-race-2010/results.html
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korelacija vremena resˇavanja komponentnih resˇavacˇa na test skupu. Minimalni koe-
ficijent korelacije izmed¯u vremena resˇavanja dva resˇavacˇa je bio 0.55, a prosecˇni 0.8.
Ovi koeficijenti su vrlo visoki, sˇto znacˇi da komponentni resˇavacˇi nisu bili dovoljno
nezavisni. Razlog za to je najpre koriˇsec´enje viˇse konfiguracija svega 3 razlicˇita
resˇavacˇa.
Performanse portfolija zavise od nezavisnosti njegovih komponentnih resˇavacˇa i
od sposobnosti portfolija da detektuje bolje resˇavacˇe za ulazne instance. Za svaku
instancu, resˇavacˇi se mogu rangirati prema vremenu za koje resˇavaju tu instancu.
Dobar portfolio c´e birati bolje rangirane resˇavacˇe. Verovatnoc´a izbora resˇavacˇa
odred¯enog ranga se mozˇe oceniti na test skupu. Kumulativna raspodela verovatnoc´e
pokazuje verovatnoc´u izbora solvera zadatog ili boljeg ranga. Slika 3.14 prikazuje
kumulativnu raspodelu verovatnoc´e za predlozˇeni pristup i najbolji resˇavacˇ na tre-
ning skupu. Frekvencija izbora prvorangiranog resˇavacˇa je skoro duplo vec´a prilikom
koriˇsc´enja portfolija, nego prilikom koriˇsc´enja resˇavacˇa koji se ponasˇa najbolje na
trening skupu. Ovo pokazuje da predlozˇeni atributi omoguc´avaju izgranju portfolija
koji donosi bolje izbore nego sˇto je bilo koji konstantan izbor na osnovu trening
skupa.
Relevantni sistemi. Drugih portfolija za ne-KNF SAT instance nema, ali mozˇe
se skrenuti pazˇnja na upotrebu atributa sistema SATzilla ili njihovih prosˇirenja u
razlicˇitim domenima. Na osnovu predvid¯anja vremena izvrsˇavanja na osnovu atri-
buta koje koristi SATzilla, uspesˇno je konstruisan algoritamski portfolio za problem
zadovoljenja najvec´eg broja klauza u SAT instanci (MAX-SAT problem) [69]. Port-
folio resˇavacˇ za problem ispitivanja zadovoljivosti kvantifikovanih iskaznih formula je
konstruisan na osnovu atributa inspirisanih atributima koje koristi SATzilla, ali je
ukupan broj atributa bio vec´i zbog specificˇnosti ovog domena [84]. Oslanjajuc´i se na
atribute sistema SATzilla, postignuti su dobri rezultati u predvid¯anju zadovoljivosti
iskaznih formula pomoc´u metoda masˇinskog ucˇenja [26]. U oblasti zadovoljavanja
ogranicˇenja, razmatran je problem automatskog podesˇavanja algoritma pretrage pri
cˇemu su koriˇsc´eni atributi inspirisani atributima sistema SATzilla [4].
3.6 Pored¯enje SAT resˇavacˇa
U ovom poglavlju c´e biti predlozˇena metodologija za pored¯enje SAT resˇavacˇa
zasnovana na statisticˇkom testiranju hipoteza. Dodatno, bic´e prikazana i njena
empirijska evaluacija u pored¯enju nekoliko SAT resˇavacˇa na dva korpusa. Razlog za
predlaganje ovakve metodologije je velika varijacija vremena resˇavanja jedne instance
51
3.6 Pored¯enje SAT resˇavacˇa
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l l l
2 4 6 8 10 12 14 16 18
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Rang rešavaca (r)
Ve
ro
va
tn
oc
a 
da
 je
 po
sti
gn
u
ti 
ra
n
g 
m
an
ji o
d r
l Predložena tehnika
Najbolji rešavac na trening skupu
Slika 3.14: Kumulativna raspodela verovatnoc´e ranga izabranog resˇavacˇa.
od strane jednog SAT resˇavacˇa, sˇto dovodi u pitanje pouzdanost pored¯enja bez ocene
statisticˇke znacˇajnosti.
3.6.1 Motivacija za pored¯enje SAT resˇavacˇa
U prethodnih 15 do 20 godina, SAT resˇavacˇi su dozˇiveli mnogobrojna una-
pred¯enja. Odlucˇivanje o tome koji je resˇavacˇ ili koja je verzija resˇavacˇa bolja, se
u okviru zajednice koja se bavi resˇavanjem SAT problema obicˇno vrsˇi na osnovu
empirijske evaluacije koja ukljucˇuje pored¯enje resˇavacˇa ili njihovih verzija. Takva
pored¯enja omoguc´avaju identifikovanje i afirmaciju dobrih ideja. Upravo to je jedna
od glavnih svrha SAT takmicˇenja i SAT trka koje su u znacˇajnoj meri pomogle u
usmeravanju razvoja SAT resˇavacˇa. I pored postojanja ovakvih takmicˇenja, glavna
odgovornost za evaluaciju novih ideja je ipak na samim istrazˇivacˇima.
Mnogi SAT resˇavacˇi nastaju modifikovanjem postojec´ih SAT resˇavacˇa, poput
resˇavacˇa MiniSAT [28]. Kako bi se procenio znacˇaj predlozˇene modifikacije, obicˇno
se osnovna i modifikovana varijanta SAT resˇavacˇa pokrec´u na nekom skupu SAT
instanci. Resˇavacˇ koji resˇi viˇse instanci se smatra boljim. Isti postupak se koristi
52
3.6 Pored¯enje SAT resˇavacˇa
Tabela 3.7: Broj resˇanih instanci za ,,srec´nu” i ,,nesrec´nu” verziju svakog od
resˇavacˇa.
Industrijske Bojenje grafova
Resˇavacˇ Srec´an Nesrec´an Srec´an Nesrec´an
MiniSAT 09z 161 111 180 157
minisat cumr r 156 107 190 180
MiniSAT 141 93 200 183
MiniSat2hack 144 93 200 183
i u slucˇaju pored¯enja dva proizvoljna resˇavacˇa. Razlika u performansama koja je
potrebna da bi se rezultat smatrao pouzdanim nije odred¯ena i predstavlja stvar
licˇnog uverenja istrazˇivacˇa. Mana ovog pristupa je sˇto vremena resˇavanja instanci
mogu znacˇajno da variraju u zavisnosti od trivijalnih svojstava formule ili resˇavacˇa,
poput poretka klauza i literala u njima, imenovanja promenljivih i polazne vrednosti
generatora pseudoslucˇajnih brojeva. Razlike u ovim svojstvima mogu dovesti do
razlicˇitih eksperimentalnih rezultata, iako su, u matematicˇkom smislu, ova svojstva
potpuno nebitna.
Kako bi se ova tvrdnja potkrepila, sproveden je sledec´i eksperiment. Izabrana su
cˇetiri resˇavacˇa koja su ucˇestvovala u takmicˇenju SAT 2009, u posebnom odeljku za
modifikacije resˇavacˇa MiniSAT. Izabrani su prvorangirani i poslednji resˇavacˇ, polazni
resˇavacˇ MiniSAT i resˇavacˇ sa srednjim rezultatima na osnovu rezultata takmicˇenja18.
Koriˇsc´ena su dva skupa instanci. Prvi se sastojao od 292 industrijske instance
koriˇsc´ene u ovom takmicˇenju, a drugi od 300 instanci koje poticˇu od problema boje-
nja grafova sa takmicˇenja SAT 2002. Svaki resˇavacˇ je pokretan na 50 izmesˇanih va-
rijanti svake instance. Izmesˇane varijante se dobijaju slucˇajnim preraspored¯ivanjem
klauza, literala u njima i preimenovanjem promenljivih. Resˇavanje je trajalo najviˇse
1200 sekundi po instanci.
Prvo je analizirano koliko broj resˇenih formula mozˇe da varira. Resˇavacˇ se smatra
srec´nim ukoliko za svaku formulu koju treba da resˇi, dobija njenu izmesˇanu varijantu
koju resˇava za najmanje vremena. Resˇavacˇ se smatra nesrec´nim ukoliko za svaku
formulu koju treba da resˇi, dobija njenu izmesˇanu varijantu koju resˇava za najviˇse
vremena (ili je ne resˇava ukoliko takva varijanta postoji). U tabeli 3.7 dat je broj
resˇenih formula za svaki resˇavacˇ i svaki skup instanci. Uocˇava se da varijacija u
broju resˇenih formula mozˇe biti drasticˇna.
Ispitan je i efekat primec´ene varijacije vremena na pored¯enje resˇavacˇa. Potvrd¯eno
je da za se svaka dva resˇavacˇa, na skupu industrijskih instanci mozˇe izabrati pogodna
izmesˇana varijanta za svaku instancu, tako da je prvi resˇavacˇ bolji od drugog, ali i
18http://www.cril.univ-artois.fr/SAT09/results/ranking.php?idev=25
53
3.6 Pored¯enje SAT resˇavacˇa
da se izmesˇane varijante mogu izabrati tako da je drugi resˇavacˇ bolji od prvog (oba
resˇavacˇa se pokrec´u na istoj izmesˇanoj varijanti svake formule). Naravno, ovakav
dogad¯aj mozˇe biti izuzetno redak i njegova verovatnoc´a mora biti uzeta u obzir.
Za svaki par resˇavacˇa, izvrsˇeno je 10000 simuliranih pored¯enja pri cˇenu je izmesˇana
varijanta svake instance slucˇajno birana kako bi se procenila verovatnoc´a da se jedan
resˇavacˇ ispostavi kao bolji od drugog. Za vec´inu parova, izmena ishoda pored¯enja se
pokazala kao vrlo malo verovatna. Med¯utim, ima izuzetaka. Pri pored¯enju resˇavacˇa
MiniSAT 09z i minisat cumr r na industrijskim instancama, sˇanse za pobedu u
pored¯enju su 92% prema 8%, pri pored¯enju resˇavacˇa minisat2hack i MiniSAT na
industrijskim instancama, sˇanse su 94% prema 6%, i prilikom pored¯enja resˇavacˇa
MiniSAT i minisat2hack na instancama vezanim za bojenje grafova, sˇanse su 74%
prema 26%. Interesantno je primetiti da se ni dobijene sˇanse od 8% ili 6% za
pobedu losˇijeg resˇavacˇa ne bi mogle smatrati zanemarljivim u bilo kom eksperimentu
koji ukljucˇuje proveru statisticˇke znacˇajnosti rezultata. Zanimljivost je da se na
takmicˇenju SAT 2009 desio upravo manje verovatan raspored resˇavacˇa MiniSAT i
minisat2hack.
Prikazani primeri se zasnivaju na mesˇanju instanci. Med¯utim, mesˇanje instanci
nije od kljucˇnog znacˇaja za ovaj fenomen. Uloga mesˇanja je da ucˇini da resˇavacˇ do-
nese razlicˇite odluke u toku resˇavanja u razlicˇitim pokretanjima i da se na taj nacˇin
dobije informacija o raspodeli vremena resˇavanja. Takav efekat se takod¯e mogao
postic´i promenom polazne vrednosti generatora pseudoslucˇajnih brojeva19. Ilustra-
cije radi, u tom slucˇaju, ,,srec´na” varijanta resˇavacˇa MiniSAT resˇava 144 instanci,
a ,,nesrec´na” 96, sˇto je slicˇno varijaciji dobijenoj prilikom mesˇanja. Ovi eksperi-
menti sugeriˇsu da je koriˇsc´enje velikog broja formula u eksperimentima nedovoljno
za donosˇenje pouzdanih zakljucˇaka.
Pored prikazanog rezultata, u naucˇnoj praksi postoje i problemi vezani za nacˇin
izvod¯enja zakljucˇaka iz dostupnih eksperimentalnih rezultata. Nekada se rezultati
prezentuju tabelama koje pokazuju da se jedan SAT resˇavacˇ ponasˇa bolje od drugog
na jednom podskupu instanci, a losˇije na drugom, bez jasnog zakljucˇka o ukupnoj
razlici. Dodatno, pored¯enja SAT resˇavacˇa se zakljucˇuju bez diskusije o tome da li
je dobijena razlika mogla biti dobijena slucˇajno ili je autenticˇna.
U ovom poglavlju bic´e formulisana statisticˇki zasnovana metodlogija pored¯enja
SAT resˇavacˇa koja je u stanju da (i) ublazˇava efekat slucˇajnosti u pored¯enju, kao
sˇto je slucˇaj sa statisticˇkim testovima u drugim oblastima, (ii) da odgovor postoji
li ukupna pozitivna ili negativna razlika med¯u resˇavacˇima i (iii) da informaciju o
statisticˇkoj znacˇajnosti razlike med¯u resˇavacˇima. Takva metodologija c´e omoguc´iti
19Upotreba slucˇajnih brojeva je vrlo vazˇna u radu SAT resˇavacˇa.
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laksˇe prepoznavanje dobrih i losˇih ideja, olaksˇavajuc´i fokusiranje na one koje viˇse
obec´avaju.
Postoji nekoliko problema na koje je potrebno obratiti pazˇnju prilikom formulisa-
nja ovakve metodologije. Prvi je prisustvo cenzurisanih podataka. Ukoliko formula
nije resˇena u predvid¯enom vremenu, poznato je samo da je za njeno resˇavanje po-
trebno viˇse vremena, ali ne tacˇno koliko. Drugi problem je potreba za pored¯enjem
raspodela vremena resˇavanja umesto vremena resˇavanja pri jednom pokretanju SAT
resˇavacˇa, za koja je pokazano da su nepouzdana. Trec´i problem je nalazˇenje nacˇina
da se objedine zakljucˇci dobijeni na pojedinacˇnim instancama iz korpusa kako bi se
doneo ukupan zakljucˇak.
Metodologija koja c´e biti predlozˇena je zamiˇsljena pre svega za detekciju po-
boljˇsanja nad nekim konkretnim resˇavacˇem (npr. mnogi uspesˇni resˇavacˇi su dobijeni
unapred¯ivanjem resˇavacˇa MiniSAT), ali se mozˇe koristi bez ogranicˇenja, za pored¯enje
bilo koja dva resˇavacˇa. Dodatno, bic´e pokazano kako se ova metodologija mozˇe pri-
meniti na rangiranje viˇse resˇavacˇa. Pritom, metodlogija se ne bavi izborom instaci
na kojima se resˇavacˇi porede. Pretpostavlja se da su koriˇsc´ene instance reprezenta-
tivne za probleme od znacˇaja.
3.6.2 Osnove pored¯enja SAT resˇavacˇa
U ovom potpoglavlju se opisuju koncepti i tehnike vazˇni za razumevanje pre-
dlozˇene metodologije i uvodi se notacija koja c´e biti koriˇsc´ena.
Statisticˇko testiranje hipoteza i pojam velicˇine efekta. Statisticˇko testira-
nje hipoteza se bavi odred¯ivanjem da li je predlozˇena hipoteza o nekoj populaciji
(odnosno populacijama) tacˇna, na osnovu uzorka populacije (odnosno populacija).
Test se obicˇno obavlja tako sˇto se pokusˇava odbaciti nulta hipoteza H0. H0 je obicˇno
tvrdnja o nedostatku efekta u razmatranoj populaciji (odnosno populacijama), po-
put nedostatka korelacije, razlike med¯u prosecima i slicˇno.
Kako bi se testiralo da li hipoteza H0 vazˇi, na uzorku se racˇuna vrednost t neke
test statistike T (koja zavisi od svrhe i formulacije testa), koja ima poznatu raspo-
delu verovatnoc´e. Verovatnoc´a dobijanja opazˇene ili ekstremnije vrednosti statistike,
pod pretpostavkom da hipoteza H0 vazˇi, naziva se p vrednost. Ukoliko je p vrednost
manja od nekog unapred odred¯enog praga α (obicˇno 0.05), opazˇeni dogad¯aj se sma-
tra previˇse neverovatnim ukoliko hipoteza H0 vazˇi, pa se stoga hipoteza H0 odbacuje.
Takav rezultat se naziva statisticˇki znacˇajnim na nivou statisticˇkog testiranja α. U
suprotnom (p > α), hipoteza H0 se ne mozˇe odbaciti.
Sˇto je p vrednost manja, vec´a je pouzdanost da opazˇeni efekat nije dobijen
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slucˇajno. Med¯utim, mala p vrednost nije dovoljna da se zakljucˇi da je efekat ve-
liki u bilo kom prakticˇno vazˇnom smislu, posˇto p vrednost zavisi kako od velicˇine
efekta, tako i od velicˇine uzorka. Stoga, cˇak i ako je efekat statisticˇki izuzento
znacˇajan, i dalje mozˇe biti previˇse mali da bi bio od bilo kakvog prakticˇnog znacˇaja.
Zbog toga su predlozˇene mere velicˇine efekta. Postoji viˇse standardnih mera velicˇine
efekta [87, 36]. Jedna, cˇesto korsˇc´ena takva mera, je point-biserijska korelacija [87].
Point-biserijska korelacija. Point-biserijska korelacija ρpb izmed¯u dve slucˇajne
promenljive Z1 i Z−1 je korelacija izmed¯u vrednosti tih promenljivih i indikatorske
promenljive koja uzima vrednost 1 za vrednosti promenljive Z1, a -1 za vrednosti
promenljive Z−1. Uzoracˇka ocena ove velicˇine rpb se racˇuna po formuli:
rpb =
∑N
i=1(Xi −X)(Yi − Y )√∑N
i=1(Xi −X)2
√∑N
i=1(Yi − Y )2
gde su Xi vrednosti iz uzoraka promenljivih Z1 i Z−1, a Yi su odgovarajuc´e vrednosti
indikatorskih promenljivih. X i Y oznacˇavaju proseke vrednosti Xi i Yi, a N je broj
elemenata u celom uzorku.
Primer 4 Neka je {1, 2, 4} uzorak vrednosti promenljive Z1, a {3, 5, 6} uzorak vred-
nosti promenljive Z−1. Vrednosti X1, X2, X3, X4, X5 i X6 mogu biti 1, 2, 3, 4, 5 i
6 (mogu biti i drugacˇije raspored¯ene). Vrednosti Y1, Y2, Y3, Y4, Y5 i Y6 su onda 1,
1, -1, 1, -1, -1. Uzoracˇka ocˇena rpb, velicˇine ρpb je -0.683.
Velicˇine ρpb i rpb uzimaju vrednosti u intervalu [−1, 1]. Apsolutna vrednost blizu 1
znacˇi da su raspodele slucˇajnih promenljivih Z1 i Z−1 bolje razdvojene, dok apso-
lutna vrednost blizu 0 znacˇi da se te raspodele znacˇajno preklapaju.
Ukoliko nema informacije o raspodeli podataka, podaci se pre racˇunanja point-
biserijske korelacije rangiraju, odnosno zamenjuju svojim indeksima, odnosno ran-
govima u sortiranom uzorku. Ukoliko su neke vrednosti u uzorku jednake, rang
svake od njih je prosek indeksa tih vrednosti u sortiranom uzorku. Point-biserijska
korelacija izracˇunata nad rangiranim podacima predstavlja instancu Spirmanovog
koeficijenta korelacije [21, 20].
Ocena rpb je asimptotski normalno raspodeljena sa prosekom ρpb. Varijansu
vrednosti rpb nije lako odrediti ukoliko se koristi rangiranje ili ukoliko raspodela po-
dataka nije normalna, osim u slucˇaju ρpn = 0 [21, 20]. Ipak, ona mozˇe biti ocenjena
poduzorkovanjem (eng. bootstrapping), tehnikom koja se zasniva na uzimanju no-
vog uzorka sa ponavljanjem iz postojec´eg uzorka i racˇunanju varijanse na osnovu
vrednosti statistike na poduzorcima [29, 30]. Varijansa ocene rpb je jako zavisna od
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vrednosti ρpb. Stoga se rpb u statisticˇkom testiranju obicˇno koristi nakon primene
Fiˇserove transformacije za stabilizaciju varijanse z(x) = arctanh(x) [42]. Dodatno,
transformisana promenljiva je blizˇe normalnoj raspodeli od polazne. Ona ima pro-
sek z(ρpb), a varijansa se mozˇe oceniti izrazom var(rpb)(1 − r2pb)−2 gde je var(rpb)
varijansa ocene rpb.
U cilju interpretacije velicˇine vrednosti rpb, mogu se pratiti Koenove prakticˇne
smernice — efekti sa vrednostima |rpb| u intervalima [0,0.1), [0.1,0.3), [0.3,0.5), i
[0.5,1], se mogu smatrati, zanemarljivim, malim, srednjim i velikim. Treba imati u
vidu da ove preporuke ne pocˇivaju na objektivnoj teorijskoj analizi, vec´ predstavljaju
samo okvirne smernice.
Cenzurisani podaci. Pod cenzurisanim podacima podrazumevaju se podaci za
koje se zna da su vec´i od nekog praga koji c´e biti nazvan prag cenzurisanja, ali se
tacˇna vrednost ne zna. Jedan poznat test za pored¯enje uzoraka sa cenzurisanim
podacima je Gehanov test [34]. Statistika koja se koristi u ovom testu se mozˇe
formulisati na sledec´i nacˇin [63]. Objedinjeni uzorak je uzorak koji ukljucˇuje elemente
oba uzorka koji se porede. Pritom su moguc´a ponavljanja elemenata. Neka je Ui
razlika u broju elemenata objedinjenog uzorka od kojih je i-ti element strogo vec´i
minus broj elemenata od kojih je i-ti element strogo manji. U slucˇaju jedinstveno
odred¯enog praga cenzurisanja, cenzurisani elementi se tretiraju kao jednaki i vec´i od
svih necenzurisanih elemenata20. Gehanova statistika se definiˇse kao
WG =
1
|A1||A2|
∑
i∈A1
Ui
gde je Aj skup indeksa u objedinjenom uzorku koji pripadaju elementima iz j-tog
uzorka (j = 1, 2). Kako je pokazao Gehan [34], koriˇsc´enjem teorije U statistika
[39, 57], Gehanova statistika je konzistentna ocena velicˇine ω = P (X > Y )−P (X <
Y ). Ona je asimptotski normalno raspodeljena i ima prosek ω. Varijansa statistike
WG se lako racˇuna ukoliko vazˇi ω = 0. U drugim slucˇajevima mozˇe se koristiti
poduzorkovanje [29, 30]. Kao u slucˇaju statistike rpb, varijansa statistike WG zavisi
od vrednosti ω, smanjujuc´i se kako se ω priblizˇava ekstremnim vrednostima -1 i 1.
3.6.3 Metodologija pored¯enja resˇavacˇa
Ideja predlozˇene metodologije za pored¯enje dva resˇavacˇa je jednostavna. Nefor-
malno, za svaku instancu iz nekog korpusa, racˇuna se pogodno izabrana razlika u
performansama dva resˇavacˇa na toj instanci. Ukoliko su performanse dva resˇavacˇa
20U slucˇaju varirajuc´eg vremena cenzurisanja, koriste se drugacˇije metode.
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priblizˇno iste na datom korpusu, onda bi razlike izracˇunate na pojedinacˇnim in-
stancama trebalo da se potiru pri sumiranju, pa prosek tih razlika ne bi trebalo da
bude veliki. U ovoj metodologiji pojam raspodele vremena resˇavanja je vazˇan, ali
mehanizam uzorkovanja je ostavljen nedefinisan i metodologija je primenljiva bez
obzira na to koji se mehanizam koristi (mesˇanje instanci, menjanje polazne vrednosti
generatora pseudoslucˇajnih brojeva, itd).
Skica metodologije. Neka promenljiva τ j predstavlja vreme resˇavanja instance F
od strane resˇavacˇa Sj (j = 1, 2) Kako vreme resˇavanja mozˇe biti vrlo veliko, uvodi se
maksimalno vreme resˇavanja T . Razlika performansi dva SAT resˇavacˇa predstavlja
se nekom funkcijom δ(τ 1, τ 2) koja meri pogodno izabranu razliku izmed¯u raspo-
dela ovih promenljivih. Posˇto raspodele promenljivih nisu poznate, zakljucˇivanje o
njima c´e biti vrsˇeno na osnovu njihovih uzoraka. Stoga, vrednost razlike δ izmed¯u
raspodela se aproksimira razlikom d izmed¯u uzoraka. Razlike δi koje odgovaraju
formulama Fi mogu se uprosecˇiti kako bi se dobila ukupna vrednost δ koja meri
razliku izmed¯u resˇavacˇa na celom korpusu formula. Uzoracˇka ocena velicˇine δ je
prosek vrednosti di i bic´e oznacˇavana sa d. Raspodela proseka d pri nultoj hipotezi
δ = 0 bic´e oznacˇena sa Θ. p vrednost se mozˇe izracˇunati na osnovu ove raspodele
i dobijenog proseka d. Dobijeni rezultat se smatra statisticˇki znacˇajnim ukoliko
je p vrednost manja od α za neki unapred odred¯eni nivo znacˇajnosti statisticˇkog
testiranja α. Procedura za pored¯enje resˇavacˇa je preciznije data na slici 3.15.
Ocˇigledno, da bi se ova metodologija prakticˇno primenila, potrebno je diskutovati
njene razlicˇite aspekte. Najvazˇniji su izbor funkcije d i ocena raspodele Θ, odnosno
utvrd¯ivanje statisticˇke znacˇajnosti.
Izbor ocene razlike. Uloga funkcije d je da kvantifikuje razliku u performansama
dva resˇavacˇa na jednoj instanci na osnovu uzoraka njihovih vremena resˇavanja. U
tu svrhu analiziramo tri razlicˇite mere velicˇine efekta.
Jedan od intuitivnih indikatora da se dva resˇavacˇa ponasˇaju jednako na nekoj
instanci F bi bio da je verovatnoc´a da jedan resˇavacˇ resˇi instancu brzˇe nego drugi
jednaka verovatnoc´i da drugi resˇavacˇ resˇi tu instancu brzˇe nego prvi, preciznije:
P (τ 1 > τ 2) = P (τ 1 < τ 2)
ili ekvivalentno
ω = P (τ 1 > τ 2)− P (τ 1 < τ 2) = 0
Ove dve verovatnoc´e se ne moraju sabirati do 1 ukoliko su prisutni cenzurisani
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function compareSolvers (
S1 : solver,
S2 : solver,
N : integer,
F : instance[],
alpha: real
) : (different: bool, pValue : real, S : solver, difference: real)
begin
foreach f in F
begin
for i := 1 to N
begin
T1[i] := sampleSolvingTime(S1,f)
T2[i] := sampleSolvingTime(S2,f)
end
differenceOnInstance[f] := d(T1,T2)
end
difference := average(differenceOnInstance)
Theta := estimate of distribution of difference if δ = 0
pValue := estimatePValue(difference,Theta)
if pValue > alpha then
return (false, pValue, NA, difference)
if difference < 0 then
return (true, pValue, S1, difference)
else
return (true, pValue, S2, difference)
end
Slika 3.15: Procedura za pored¯enje SAT resˇavacˇa.
podaci. Neka je
pi =
1− ω
2
= P (τ 1 < τ 2) +
1
2
P (τ 1 = τ 2)
Ova vrednost je intuitivna mera koja kombinuje jacˇinu empirijskog dokaza da se je-
dan resˇavacˇ ponasˇa bolje od drugog sa neizvesnosˇc´u koja proizilazi iz izjednacˇenosti
resˇavacˇa na nekim instancama. Kako se u praksi svaka dva necenzurisana podatka
razlikuju makar malo ukoliko se merenje vrsˇi sa dovoljno preciznosti, slucˇaj iz-
jednacˇenih vremena resˇavanja se pre svega odnosi na situaciju kad oba resˇavacˇa nisu
resˇila neku instancu. Vrednost pi je u literaturi koriˇsc´ena kao mera velicˇine efekta
[36]. Kako se velicˇina ω mozˇe oceniti statistikom WG, velicˇina pi se mozˇe oceniti sta-
tistikom (1−WG)/2. Mana koriˇsc´enja velicˇina ω i pi je nedostatak transformacije za
stabilizaciju varijanse i priblizˇavanje normalnoj raspodeli poput one koja je poznata
u slucˇaju point-biserijske korelacije (opisane u potpoglavlju 3.6.2), koja bi merenje
statisticˇke znacˇajnosti ucˇinila pouzdanijim. Iako je pogodnija za merenje statisticˇke
znacˇajnosti zbog dostupnosti pomenute transformacije, za point-biserijsku korela-
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ciju nije ocˇigledno u kakvom je odnosu sa prethodnim pomenutim merama. Takod¯e,
mera poput pi je intuitivnija i laksˇa za razumevanje vec´em broju ljudi. Sledec´a
teorema ustanovljava odnos izmed¯u uzoracˇke point-biserijske korelacije rpb i stati-
stike WG. Za vrednosti Xi, S
2
X oznacˇava
∑
(Xi−X)2, pri cˇemu X oznacˇava prosek
vrednosti Xi.
Teorema 3 Neka su T 1 i T 2 uzorci slucˇajnih promenljivih τ 1 i τ 2, velicˇine n1 i n2.
Neka je Xi i-ti element u sortiranom objedinjenom uzorku, Ri njegov rang u uzorku,
Yi odgovarajuc´a vrednost indikatorske promenljive i rpb uzoracˇka point-biserijska ko-
relacija izmed¯u Ri i Yi. Tada, ukoliko nema jednakih vrednosti u objedinjenom
uzorku i prag cenzurisanja je konstantan, vazˇi sledec´a relacija:
WG = rpbSRSY /n1n2 (3.7)
Dodatno, ukoliko n1/n2 → c, gde je c konacˇna pozitivna konstanta, kada n1 → ∞,
onda vazˇi
lim
n1→∞
var(WG) = lim
n1→∞
var(rpb)S
2
RS
2
Y /n
2
1n
2
2 (3.8)
Dokaz. Neka je N = n1 + n2, neka su brojevi cenzurisanih podataka u uzorcima T
1
i T 2 redom c1 i c2 i neka je C = c1 + c2. Sa I
1 i I2 bic´e oznacˇeni skupovi indeksa
u objedinjenom uzorku necenzurisanih podataka iz uzoraka T 1 i T 2. Dodatno, neka
je I = I1 ∪ I2. Skup indeksa elementata prvog uzorka u objedinjenom uzorku svih
podataka bic´e oznacˇen sa A1.
Prvo c´e biti pokazano da vazˇi relacija (3.7). Bic´e razmotreni izrazi n1n2WG
i SRSY rpb i bic´e pokazano da su jednaki. Bic´e koriˇsc´ena Mantelova formulacija
statistike WG [63] i zapazˇanje da se ona mozˇe razlozˇiti na zbir izraza vezanih za
necenzurisane podatke, plus izraz za cenzurisane podatke.
n1n2WG =
∑
i∈A1
Ui =
∑
i∈I1
[(Ri − 1)− (N −Ri)] + c1(N − C)
= 2
∑
∈I1
Ri − (n1 − c1)(N + 1) + c1(N − C)
= 2
∑
∈I1
Ri − (n1 − 2c1)(N + 1)− c1(C + 1)
Razmotrimo SRSY rpb:
SRSY rpb =
N∑
i=1
(Ri −R)(Yi − Y ) =
N∑
i=1
RiYi −
N∑
i=1
RiY −
N∑
i=1
RYi +
N∑
i=1
RY
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pri cˇemu su R i Y proseci vrednosti Ri i Yi. Kako su poslednje tri sume jednake,
vazˇi
SRSY rpb =
N∑
i=1
RiYi −
N∑
i=1
RiY =
N∑
i=1
RiYi − E1
pri cˇemu je E1 = (N + 1)(n1 − n2)/2 i dobija se koriˇsc´enjem cˇinjenice da je suma
rangova konstantna i jednaka N(N + 1)/2 i da je Y = (n1 − n2)/N . Razdvajanjem
cenzurisanih i necenzurisanih podataka, dobija se
SRSY rpb =
∑
i∈I
RiYi + E2 − E1 =
∑
i∈I1
Ri −
∑
i∈I2
Ri + E2 − E1
pri cˇemu je E2 = (2N − C + 1)(c1 − c2)/2, jer je (2N − C + 1)/2 prosecˇni rang
cenzurisanih podataka. Posˇto su svi necenzurisani podaci manji od cenzurisanih i
posˇto je suma njihovih rangova konstanta, druga suma se mozˇe izraziti preko prve
sume, zahvaljujuc´i cˇemu se dobija:
SRSY rpb = 2
∑
i∈I1
Ri − (N − C)(N − C + 1)/2 + E2 − E1
Jednostavnim racˇunom se dobija:
SRSY rpb = 2
∑
∈I1
Ri − (n1 − 2c1)(N + 1)− c1(C + 1)
cˇime je relacija (3.7) dokazana.
U daljem izlaganju, zbog tehnicˇke pogodnosti, bic´e koriˇsc´ene oznake a1 = c1/n1
i a2 = c1/n2. Jedina svojstva uzorka od kojih zavise velicˇine SR i SY su upravo a1
i a2. Koriˇsc´enjem relacije (3.7) i osnovnih svojstava varijanse, za uslovnu varijansu
statistike WG dobija se var(WG|a1, a2) = S
2
RS
2
Y
n21n
2
2
var(rpb). Kako bi se dokazala relacija
(3.8), dovoljno je pokazati da vazˇi var(WG)/var(WG|a1, a2) → 1 kada n1 → ∞ (s
obzirom da vazˇi n1/n2 → c, dovoljno je razmatrati granicˇne vrednosti kad n1 →∞).
Na osnovu zakona potpune varijanse, vazˇi
var(WG) = Ea1,a2var(WG|a1, a2) + vara1,a2E(WG|a1, a2)
Na osnovu zakona velikih brojeva, a1 i a2 tezˇe u verovatnoc´i svojim ocˇekivanjima
α1 and α2 kada n1 →∞. Kako, na osnovu toga, verovatnoc´e vrednosti ai takvih da
|ai − αi| ≥ ε tezˇe nuli za svako ε > 0 kada n1 →∞, vazˇi
Ea1,a2var(WG|a1, a2)
var(WG|a1, a2) → 1
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kada n1 → 1 posˇto i brojilac i imenilac u tom slucˇaju tezˇe var(WG|α1, α2).
Sˇto se ticˇe drugog izraza u formuli zakona potpune varijanse, po definiciji vari-
janse, vazˇi
vara1,a2E(WG|a1, a2) = Ea1,a2E2(WG|a1, a2)− (Ea1,a2E(WG|a1, a2))2
Ova vrednost tezˇi nuli kad n1 → 1 na osnovu istih argumenata kao u prosˇlom slucˇaju.
Ovim je dokazana relacija (3.8). 
Uslovi teoreme se mogu smatrati ispunjenim u kontekstu resˇavanja iskaznih for-
mula. Kao sˇto je vec´ primec´eno, pretpostavka da nema jednakih vrednosti u objedi-
njenom uzorku za necenzurisane podatke je realisticˇna posˇto se vremena resˇavanja
u praksi makar malo razlikuju. Takod¯e, pretpostavka o jedinstvenom pragu cen-
zurisanja je standardna u evaluaciji resˇavacˇa. Poslednju pretpostavku je trivijalno
ispuniti posˇto se velicˇina uzoraka mozˇe kontrolisati. Na primer, mogu se koristiti
uzorci jednake velicˇine za oba resˇavacˇa.
Teorema pokazuje da prilikom pored¯enja SAT resˇavacˇa, koriˇsc´enje bilo koje od
statistika WG i rpb vodi ka istim zakljucˇcima u pored¯enju, makar u slucˇaju veli-
kih uzoraka. Razlog za to je sˇto p vrednost zavisi samo od kolicˇnika test stati-
stike i korena njene varijanse, koji su prema prethodnoj teoremi priblizˇno jednaki
kada su uzorci veliki. Stoga, ima smisla koriˇstiti ove statistike naizmenicˇno ili za-
jedno. Tehnicˇki najpogodnija point-biserijska korelacija se mozˇe koristiti prilikom
racˇunanja p vrednosti, ali se u rezultatima pored¯enja dva SAT resˇavacˇa, kao intui-
tivnija, mozˇe prijaviti i ocena vrednosti pi.
Utvrd¯ivanje statisticˇke znacˇajnosti. Smatra se da dva resˇavacˇa imaju jednake
performanse ukoliko vazˇi ρpb = 0, odnosno ukoliko rpb nije znacˇajno razlicˇito od 0
u smislu statisticˇkog testiranja. Statisticˇko testiranje zasnovano na statistici rpb se
obicˇno vrsˇi posle Fiˇserove transformacije prikazane u potpoglavlju 3.6.2. Kako bi
se proverila statisticˇka znacˇajnost razlike izmed¯u dva resˇavacˇa na celom korpusu, za
svako ri racˇuna se vrednost z(ri). Posˇto su statistike z(ri) asimptotski normalno
raspodeljene, na osnovu svojstava normalne raspodele sa prosekom z(ρi) i varijansom
var(ri)/(1− r2i )2, vazˇi da je i prosek z asimptotski normalno raspodeljen:
z ∼ N
(
1
M
M∑
i=0
z(ρi),
1
M2
M∑
i=1
var(ri)
(1− r2i )2
)
Kako bi se ustanovilo da li je moguc´e odbaciti nultu hipotezu δ = 0, potrebno je
proveriti da li dobijeni prosek z znacˇajno odstupa od njegove ocˇekivane vrednosti
62
3.6 Pored¯enje SAT resˇavacˇa
0 pri nultoj hipotezi. p vrednost (dvostrana) se mozˇe izracˇunati na osnovu formule
2(1 − Φ(z/√var(z))), gde je Φ funkcija raspodele N (0, 1). Na kraju, p vrednost
je potrebno uporediti sa nekim unapred izabranim pragom statisticˇke znacˇajnosti
(obicˇno 0.05 ili 0.01). Ukoliko je p vrednost manja od tog praga, nulta hipoteza se
odbacuje i konstatuje se da su performanse resˇavacˇa znacˇajno razlicˇite. Koji od dva
resˇavacˇa je bolji odlucˇuje se na osnovu znaka vrednosti d ili z, kao sˇto je prikazano
na slici 3.15.
Pored¯enje viˇse resˇavacˇa. U slucˇaju pored¯enja viˇse resˇavacˇa, pored poznavanja
svih pojedinacˇnih pored¯enja, potrebno je raspolagati i metodom rangiranja. Vazˇan
problem vezan za primenu statisticˇkih testova je njihova potencijalna netranzitiv-
nost. Pri tome, takva moguc´nost nije mana ni jednog testa, vec´ prirodni probabili-
sticˇki fenomen. Naime, postoje primeri slucˇajnih promenljivih A, B i C takvih da
vazˇi P (A < B) > 1
2
i P (B < C) > 1
2
, ali da P (A < C) > 1
2
ne vazˇi. Efronove kockice
predstavljaju popularnu ilustraciju ovog fenomena [17]. Kako bi se izbegli ovakvi
problemi koji onemoguc´avaju naivno rangiranje na osnovu rezultata pojedinacˇnih
pored¯enja, mozˇe se koristiti, na primer, metod Kendala i Veija [50] koji je dizajniran
za situacije koje ukljucˇuju netranzitivne rezultate pored¯enja.
3.6.4 Empirijska evaluacija
U ovom potpoglavlju su prikazana dva eksperimenta. Prvi se ticˇe broja izmesˇanih
varijanti instance koje su potrebne za primenu metodologije, a drugi prikazuje re-
zultate primene prikazane metodologije. U oba eksperimenta su koriˇsc´ena ista cˇetiri
resˇavacˇa i dva korpusa kao u uvodu ovog poglavlja. Za nivo statisticˇke znacˇajnosti
α uzet je uobicˇajeni nivo 0.05. Uzorak iz raspodele vremena resˇavanja za svaku
formulu je uzet tako sˇto je resˇeno 50 izmesˇanih varijanti te formule sa vremenskim
ogranicˇenjem od 1200 sekundi. Ukoliko su sve izmesˇane varijante neke formule resˇene
za manje od 0.1 sekunde21 od strane oba resˇavacˇa ili ni jedna izmesˇana varijanta nije
resˇena od strane ni jednog resˇavacˇa, instance su odstranjivane kao neinformativne.
Za funkciju d izabrana je ocena point-biserijske korelacije rpb. Varijansa ocene rpb je
ocenjena poduzorkovanjem sa 100000 poduzoraka [29].22
Prvo vazˇno pitanje vezano za primenu predlozˇene metodologije je njena racˇunska
zahtevnost koja se odrazˇava kroz broj izmesˇanih varijanti koje je potrebno resˇavati
kako bi se dobila pouzdana ocena velicˇine efekta i statisticˇke znacˇajnosti. Pored
21Najviˇse jedna industrijska instanca i 30 instanci vezanih za bojenje grafova su odbacˇeni na
osnovu ovog kriterijuma u bilo kom pored¯enju.
22Izvorni koˆd softvera koji je koriˇsc´en za sve statisticˇke kalkulacije dostupan je na adresi http:
//www.matf.bg.ac.rs/~nikolic/solvercomparison/sc.zip
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Tabela 3.8: Ocene korelacije ρpb pri pored¯enju razlicˇitih verzija MiniSAT resˇavacˇa.
Umesto celih imena, date su samo oznake koje ih razlikuju.
Industrijske Bojenje grafova
09z cumr r polazni hack 09z cumr r polazni hack
09z - -0.097 -0.249 -0.229 - 0.206 0.453 0.461
cumr r 0.097 - -0.241 -0.208 -0.206 - 0.327 0.333
polazni 0.249 0.241 - 0.072 -0.453 -0.327 - -0.001
hack 0.229 0.208 -0.072 - -0.461 -0.333 0.001 -
racˇunske zahtevnosti, povec´avanje broja izmesˇanih varijanti vodi ka smanjenju p
vrednosti usled povec´anja uzorka, iako bez povec´anja velicˇine efekta. Prakticˇni
savet u ovakvim slucˇajevima je ne uvec´avati uzorak posˇto je ocena velicˇine efekta
stabilizovana [18]. Kako bi se proverilo koji je broj izmesˇanih varijanti potreban, za
svaka dva resˇavacˇa, na grafiku je prikazana vrednost rpb za broj izmesˇanih varijanti
od 1 do 50. Grafici za oba korpusa su dati na slici 3.16. Grafici sugeriˇsu da je
dovoljan broj izmesˇanih varijanti izmed¯u 10 i 15.
U tabeli 3.8, prikazane su ocene statistike ρpb pri pored¯enju svaka dva resˇavacˇa
koristec´i 15 izmesˇanih varijanti svake formule. Dobijeni rezultati nisu iznenad¯ujuc´i s
obzirom na informacije prikazane u tabeli 3.7. U svim pored¯enjima p vrednosti (dvo-
strane) su manje od 0.001, osim prilikom pored¯enja originalnog MiniSAT resˇavacˇa i
njegove modifikacije MiniSat2hack na instancama poteklim iz bojenja grafova. U
tom slucˇaju p vrednost je 0.945. I pored visoke statisticˇke znacˇajnosti, neke razlike
se mogu smatrati zanemarljivim u svetlu preporuka za interpretaciju velicˇine rpb da-
tih u potpoglavlju 3.6.2. U ovom eksperimentu nema netranzitivnosti i rangiranje
je lako izvesti iz tabele. U slucˇaju industrijskih instanci, rangiranje je S1S2S4S3, a u
slucˇaju instanci poteklih iz bojenja grafova, rangiranje je S3S4S2S1, gde su oznake
iste kao u tabeli 3.8.
3.6.5 Drugi pristupi
Postoji viˇse radova na temu pored¯enja SAT resˇavacˇa. Le Ber i Simon su prvi
uocˇili znacˇaj ovog pitanja u oblasti resˇavanja SAT problema [8]. Takod¯e, primec´eno
je da mesˇanje instanci mozˇe da dovede do zamene redosleda resˇavacˇa. Sugerisano je
da se u korpuse mogu dodati izmesˇane varijante formula. S druge strane, njihov rad
se bavi standardnim nacˇinom pored¯enja resˇavacˇa. Odemar i Simon su dalje anali-
zirali uticaj mesˇanja na broj resˇenih formula i zakljucˇili da on mozˇe biti znacˇajan
[5].
Ecioni i Ecioni su predlozˇili statisticˇke testove za cenzurisane podatke u evaluaciji
metoda ucˇenja zarad ubrzavanja (eng. speedup learning), ali pored¯enje vremenskih
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Slika 3.16: Grafici statistike rpb za industrijske instace (gore) i za instance potekle iz
problema bojenja grafova (dole) u funkciji broja izmesˇanih varijanti koje se koriste
za njeno racˇunanje.
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raspodela nije razmatrano [31]. Brglez i saradnici naglasˇavaju znacˇaj statisticˇkog
pristupa pored¯enju SAT resˇavacˇa [15, 16]. Dodatno, uocˇen je znacˇaj raspodele vre-
mena resˇavanja za pored¯enje SAT resˇavacˇa. Oni su primenili statisticˇke testove u
pored¯enju SAT resˇavacˇa, ali samo na po jednoj instanci. Nije razvijena puna me-
todologija koja bi omoguc´ila koriˇsc´enje korpusa instanci kombinovanjem rezultata
testiranja na pojedinacˇnim instancama, niti je uocˇen znacˇaj pojma velicˇine efekta,
koji je vazˇan u takvoj metodologiji. Rangiranje viˇse resˇavacˇa i probelm netranzitiv-
nosti takod¯e nisu razmatrani.
Metodama za rangiranje sistema u automatskom rezonovanju i svojstvima koja
takve metode treba da imaju bavio se Pulina [85]. Neka od ovih svojstava su sta-
bilnost pri variranju velicˇine korpusa, stabilnost pri variranju dozvoljenog vremena
resˇavanja i koreliranost ranga resˇavacˇa prilikom primene evaluirane metode ran-
giranja i njegovog doprinosa virtualnom najboljem resˇavacˇu sastavljenom od svih
resˇavacˇa koji se porede. U ovom radu se ne razmatra statisticˇko pored¯enje resˇavacˇa.
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Glava 4
CDCL pretraga za dokazivanje u
koherentnoj logici
U ovoj glavi c´e biti formulisan sistem pretrage za dokazivanje u koherentnoj logici
zasnovan na CDCL sistemu pretrage za ispitivanje zadovoljivosti iskaznih formula.
Dokazana su i najvazˇnija svojstva ovog sistema — saglasnost i potpunost. Ovaj
sistem predstavlja odgovor ili makar polaznu tacˇku za razlicˇite izazove u dokaziva-
nju teorema u koherentnoj logici, koji c´e biti analizirani u nastavku. Pored CDCL
sistema pretrage, prikazana je i njegova implementacija — dokazivacˇ Calypso. Ovaj
dokazivacˇ se pokazao superiornim u odnosu na druge dokazivacˇe za koherentnu lo-
giku, kao i u odnosu na najefikasniji dokazivacˇ za opsˇtu logiku prvog reda primenjen
u ovom fragmentu.
4.1 Osnovni pojmovi koherentne logike
Kohrentna logika je fragment logike prvog reda koji se sastoji od formula oblika:
∀~v (p1(~v) ∧ . . . ∧ pn(~v)⇒ ∃~y Q1(~v, ~y) ∨ . . . ∨ ∃~y Qm(~v, ~y)),
gde su ~v i ~y konacˇni nizovi promenljivih, p1(~v), . . . , pn(~v) oznacˇavaju atomicˇke
formule koje ukljucˇuju promenljive iz niza ~v, a Q1(~v, ~y), . . . , Qm(~v, ~y) konjunkcije
atomicˇkih formula koje ukljucˇuju promenljive iz nizova ~v i ~y. U slucˇaju da vazˇi
m = 0, umesto desne strane implikacije, piˇse se ⊥. Aksiome i mnoge teoreme u
disciplinama poput geometrije i algebre se mogu prirodno predstaviti u ovoj logici.
Postojanje prirodnog deduktivnog sistema, bliskog sistemu prirodne dedukcije, cˇini
da koherentna logika bude posebno pogodna za automatsko generisanje cˇitljivih do-
kaza matematicˇkih teorema. U nastavku ovog poglavlja bic´e predstavljena sintaksa
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i semantika logike prvog reda koji su primenljivi i u koherentnoj logici, prirodni
deduktivni sistem koherentne logike i svojstva koherentne logike.
4.1.1 Sintaksa i semantika logike prvog reda
U tekstu se koriste naredne definicije osnovnih pojmova logike prvog reda [46].
Definicija 9 (Signatura) Signatura je ured¯ena trojka L(Σ,Π, ar), gde je Σ pre-
brojiv skup funkcijskih simbola, Π prebrojiv skup predikatskih simbola, a ar : Σ ∪
Π→ N funkcija arnosti, pri cˇemu vazˇi Σ ∩ Π = ∅.
Definicija 10 (Skup termova) Skup termova TL nad signaturom L i prebrojivim
skupom promenljivih V je najmanji skup za koji vazˇi:
• svaki simbol konstante (funkcijski simbol arnosti 0) je term;
• svaki simbol promenljive je term;
• ako je f funkcijski simbol za koji je ar(f) = n i t1, . . . , tn su termovi, onda je
f(t1, . . . , tn) term.
Definicija 11 (Skup atomicˇkih formula) Skup atomicˇkih formula (ili krac´e ato-
ma) nad signaturom L i prebrojivim skupom promenljivih V je najmanji skup za koji
vazˇi:
• logicˇke konstante konstante > i ⊥ su atomicˇke formule;
• ako je p predikatski simbol za koji je ar(p) = n i t1, . . . , tn su termovi, onda je
p(t1, . . . , tn) atomicˇka formula.
Definicija 12 (Skup formula logike prvog reda) Skup formula logike prvog reda
(ili krac´e formula) FL nad signaturom L i prebrojivim skupom promenljivih V je naj-
manji skup za koji vazˇi:
• svaka atomicˇka formula je formula logike prvog reda;
• ako je A formula logike prvog reda, onda je i (¬A) formula logike prvog reda;
• ako su A i B formule logike prvog reda, onda su i (A∧B), (A∨B), (A⇒ B)
i (A⇔ B) formule logike prvog reda;
• ako je A formula logike prvog reda i x promenljiva, onda su (∀x A) i (∃x B)
formule logike prvog reda.
Prilikom pisanja formula, zagrade mogu biti izostavljene i u tom slucˇaju se pod-
razumeva prioritet operatora u sledec´em poretku, od najviˇseg ka najnizˇem: ∀, ∃, ¬,
∧, ∨, ⇒, ⇔.
Bazni term je term koji ne sadrzˇi ni jednu promenljivu. Bazna formula je formula
koja ne sadrzˇi ni jednu promenljivu.
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Definicija 13 (Slobodno i vezano pojavljivanje) Slobodno pojavljivanje i ve-
zano pojavljivanje u formuli se definiˇse na sledec´i nacˇin:
• svako pojavljivanje promenljive u atomicˇkoj formuli je slobodno u toj formuli;
• svako pojavljivanje promenljive koje je slobodno u formuli A je slobodno i u
formuli ¬A; svako pojavljivanje promenljive koje je vezano u formuli A je
vezano i u formuli ¬A;
• svako pojavljivanje promenljive koje je slobodno u formuli A ili u formuli B
je slobodno i u formulama (A ∧ B), (A ∨ B), (A ⇒ B) i (A ⇔ B); svako
pojavljivanje promenljive koje je vezano u formuli A ili u formuli B je vezano
i u formulama (A ∧B), (A ∨B), (A⇒ B) i (A⇔ B);
• svako slobodno pojavljivanje promenljive razlicˇite od x u formuli A je takod¯e
slobodno u formulama ∀x A i ∃x A; pojavljivanje promenljive x u formulama
∀x A i ∃x A je vezano.
Promenljiva je slobodna u formuli ako i samo ako ima slobodno pojavljivanje u toj
formuli. Promenljiva je vezana u formuli ako i samo ako ima vezano pojavljivanje
u toj formuli.
Definicija 14 (L-struktura) Za datu signaturu L, L-struktura D je par (D, I),
gde je D neprazan skup koji se naziva domen, a I funkcija, koja se naziva interpre-
tacijom, pri cˇemu vazˇi sledec´e:
• svakom simbolu konstante c iz Σ, funkcija I pridruzˇuje jedan element cI iz D;
• svakom funkcijskom simbolu f iz Σ za koji je ar(f) = n i n > 0, funkcija I
pridruzˇuje jednu totalnu funkciju fI : D
n → D;
• svakom predikatskom simbolu p iz Π za koji je ar(p) = n i n > 0 funkcija I
pridruzˇuje jednu totalnu funkciju pI : D
n → {0, 1}.
Valuacija za prebrojiv skup promenljivih V u odnosu na domenD je preslikavanje
v : V → D.
Definicija 15 (Funkcija istinitosne vrednosti) Neka je D = (D, I) L-struktura
za neku signaturu L i v valuacija za skup promenljivih V u odnosu na domen D.
Tada se funkcija istinitosne vrednosti Iv definiˇse na sledec´i nacˇin:
• Iv(x) = v(x) za x ∈ V ;
• Iv(c) = cI za simbol konstante c iz Σ;
• Iv(f(t1, . . . , tn)) = fI(Iv(t1), . . . , Iv(tn)) za funkcijski simbol f iz Σ za koji je
ar(f) = n;
• Iv(>) = 1, Iv(⊥) = 0;
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• Iv(p(t1, . . . , tn)) = pI(Iv(t1), . . . , Iv(tn)) za predikatski simbol p iz Π za koji je
ar(f) = n;
• Iv(¬A) je 1 ako je Iv(A) = 0, a 0, inacˇe;
• Iv(A ∧B) je 1 ako je Iv(A) = 1 i Iv(B) = 1, a 0, inacˇe;
• Iv(A ∨B) je 0 ako je Iv(A) = 1 i Iv(B) = 1, a 1, inacˇe;
• Iv(A⇒ B) je 1 ako je Iv(A) ≤ Iv(B), a 0, inacˇe;
• Iv(A⇔ B) je 1 ako je Iv(A) = Iv(B), a 0, inacˇe;
• Iv(∃x A) je 1 ako postoji valuacija w sa domenom D koja se eventualno ra-
zlikuje od v jedino u vrednosti promenljive x i za koju vazˇi Iw(A) = 1, a 0,
inacˇe;
• Iv(∀x A) je 0 ako postoji valuacija w sa domenom D koja se eventualno ra-
zlikuje od v jedino u vrednosti promenljive x i za koju vazˇi Iw(A) = 0, a 1,
inacˇe.
Definicija 16 (Model, zadovoljivost i valjanost) Neka je Iv interpretacija odre-
d¯ena L-strukturom D sa domenom D i valuacijom v nad domenom D. Formula A
je tacˇna u interpretaciji Iv ako vazˇi Iv(A) = 1. L-struktura D sa valuacijom v se
naziva modelom formule A, sˇto se oznacˇava (D, v) |= A. Formula je zadovoljiva ako
ima model, a nezadovoljiva ili kontradiktorna ako ga nema. Ako vazˇi (D, v) |= A za
svaku L-strukturu D sa domenom D i valuaciju v nad domenom D, formula A se
naziva valjanom. Ako formula nije valjana, onda je poreciva. Skup formula je zado-
voljiv ako postoji model koji zadovoljava svaku formulu iz tog skupa. U suprotnom,
skup formula je kontradiktoran.
Definicija 17 (Logicˇka posledica i logicˇka ekvivalentnost) Neka je Γ skup for-
mula i neka je A formula nad signaturom L. Formula A se naziva logicˇkom posledi-
com skupa Γ, sˇto se oznacˇava Γ |= A, ukoliko za svaki model (D, v) vazˇi (D, v) |= A
ako vazˇi (D, v) |= Γ. Formule A i B su logicˇki ekvivalentne ako vazˇi A |= B i
B |= A.
Definicija 18 (Supstitucija u termu) Supstitucija promenljivih x1, . . . , xn ter-
movima t1, . . . tn u termu t je funkcija t[x1 7→ t1, . . . , xn 7→ tn] : TL× V n×T nL → TL
i definiˇse se na sledec´i nacˇin:
• ako je t simbol konstante, onda je t[x1 7→ t1, . . . , xn 7→ tn] = t;
• ako je t = xi za i = 1, . . . , n, onda je t[x1 7→ t1, . . . , xn 7→ tn] = ti;
• ako je t = y, gde je y 6= xi za i = 1, . . . , n, onda je t[x1 7→ t1, . . . , xn 7→ tn] = t
• ako je t = f(t′1, . . . , t′m), onda je t[x1 7→ t1, . . . , xn 7→ tn] = f(t′1[x1 7→
t1, . . . , xn 7→ tn], . . . , t′m[x1 7→ t1, . . . , xn 7→ tn])
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Definicija 19 (Supstitucija u formuli) Supstitucija promenljivih x1, . . . , xn ter-
movima t1, . . . , tn u formuli A je funkcija A[x1 7→ t1, . . . , xn 7→ tn] : FL×V n×T nL →
FL i definiˇse se na sledec´i nacˇin:
• >[x1 7→ t1, . . . , xn 7→ tn] = >;
• ⊥[x1 7→ t1, . . . , xn 7→ tn] = ⊥;
• ako je A = p(t′m, . . . , t′m), onda je A[x1 7→ t1, . . . , xn 7→ tn] = p(t′1[x1 7→
t1, . . . , xn 7→ tn], . . . , t′n[x1 7→ t1, . . . , xn 7→ tn])
• (¬A)[x1 7→ t1, . . . , xn 7→ tn] = ¬(A[x1 7→ t1, . . . , xn 7→ tn])
• (A∧B)[x1 7→ t1, . . . , xn 7→ tn] = A[x1 7→ t1, . . . , xn 7→ tn]∧B[x1 7→ t1, . . . , xn 7→
tn]
• (A∨B)[x1 7→ t1, . . . , xn 7→ tn] = A[x1 7→ t1, . . . , xn 7→ tn]∨B[x1 7→ t1, . . . , xn 7→
tn]
• (A ⇒ B)[x1 7→ t1, . . . , xn 7→ tn] = A[x1 7→ t1, . . . , xn 7→ tn] ⇒ B[x1 7→
t1, . . . , xn 7→ tn]
• (A ⇔ B)[x1 7→ t1, . . . , xn 7→ tn] = A[x1 7→ t1, . . . , xn 7→ tn] ⇔ B[x1 7→
t1, . . . , xn 7→ tn]
• (∀xi A)[x1 7→ t1, . . . , xn 7→ tn] = (∀xi A) za i = 1, . . . , n
• (∃xi A)[x1 7→ t1, . . . , xn 7→ tn] = (∃xi A) za i = 1, . . . , n
• ako je xi 6= y za i = 1, . . . , n, neka je z promenljiva koja se ne pojavljuje ni u
∀y A ni u ti za i = 1, . . . , n; tada je (∀y A)[x1 7→ t1, . . . , xn 7→ tn] = ∀z A[y 7→
z][x1 7→ t1, . . . , xn 7→ tn];
• ako je xi 6= y za i = 1, . . . , n, neka je z promenljiva koja se ne pojavljuje ni u
∃y A ni u ti za i = 1, . . . , n; tada je (∃y A)[x1 7→ t1, . . . , xn 7→ tn] = ∃z A[y 7→
z][x1 7→ t1, . . . , xn 7→ tn];
Definicija 20 (Kompozicja supstitucija) Za supstitucije φ = [x1 7→ t1, . . . , xn 7→
tn] i λ = [y1 7→ s1, . . . , yn 7→ sn], kompozicija supstitucija φλ je supstitucija
[x1 7→ t1λ, . . . , xn 7→ tnλ, y1 7→ s1, . . . , yn 7→ sn] bez zamena oblika xi 7→ xi i bez
zamena oblika yi 7→ si, gde je yi = xj za neko i i j.
Za supstituciju se kazˇe da je bazna supstitucija nad nekim promenljivim ukoliko
svakoj od tih promenljivih dodeljuje neki simbol konstante. Primene supstitucija c´e
uvek biti pisane postfiksno.
Definicija 21 (Unifikator i najopsˇtiji unifikator) Ako su e1 i e2 dve formule
ili dva terma, i ako postoji supstitucija σ takva da vazˇi e1σ = e2σ, onda kazˇemo
da su izrazi e1 i e2 unifikabilni i da je supstitucija σ unifikator za ta dva izraza.
Supstitucija σ je najopsˇtiji unifikator za e1 i e2 ako svaki unifikator τ za e1 i e2
mozˇe biti predstavljen u obliku τ = σµ za neku supstituciju µ.
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4.1.2 Koherentni dokazi
Standardni deduktivni sistem koherentne logike se zasniva na rezonovanju una-
pred na osnovu baznih atoma. Mozˇe se zapisati u stilu prirodne dedukcije na sledec´i
nacˇin [92]:
p1(~a) ∧ . . . ∧ pn(~a)
pi(~a)
∧E p1(~a) ∨ . . . ∨ pn(~a)
[p1(~a)]....
A . . .
[pn(~a)]....
A
A
∨E ⊥
A
efq
p1(~a) . . . pn(~a) p1(~v) ∧ . . . ∧ pn(~v)⇒ ∃~y1 Q1(~v, ~y1) ∨ . . . ∨ ∃~ym Qm(~v, ~ym)
Q1(~a, ~w1) ∨ . . . ∨Qm(~a, ~wm) ax
gde je ~a niz konstanti, a ~wj (za 1 ≤ j ≤ m) su nizovi novih simbola konstanti,
takozvanih svedoka, kojima se prosˇiruje signatura. U zapisu se podrazumeva da su
slobodne promenljive univerzalno kvantifikovane.
Koherentna formula
p1(~v) ∧ . . . ∧ pn(~v)⇒ ∃~y Q1(~v, ~y) ∨ . . . ∨ ∃~y Qm(~v, ~y)
je teorema neke teorije zadate skupom aksioma AX , ukoliko se iz aksioma AX i
pretpostavki teoreme instanciranih konstantama koje se ne javljaju u polaznoj sig-
naturi p1(~a), . . . , pn(~a) , primenom datih pravila mogu izvesti svi konjunkti formule
Qj(~a, ~w) za neko j (1 ≤ j ≤ m) i za neki niz konstanti ~w.
Postoji viˇse procedura dokazivanja koje se zasnivaju na ovom sistemu [10, 92].
One su u stanju da generiˇsu objektne dokaze, odnosno dokaze opisane do nivoa
aksioma i primena pravila deduktnivnog sistema, kako u formalnim jezicima inter-
aktivnih dokazivacˇa kao sˇto su Isabelle [78] i Coq [25], tako i u pirodnom jeziku.
Dobar primer teorije za koju je pogodno koristiti koherentnu logiku je euklidska
geometrija. Veliki delovi aksiomatskih sistema Hilberta i Tarskog, kao i relevantna
tvrd¯enja se vrlo lako, cˇesto i bez ikakvih intervencija, zapisuju u koherentnoj lo-
gici. Kao ilustracija primene koherentnih dokazivacˇa u dokazivanju geometrijskih
teorema, dat je sledec´i izlaz dokazivacˇa ArgoCLP [92]. Izlaz ukljucˇuje formulaciju
tvrd¯enja i njegov dokaz na prirodnom jeziku, za tvrd¯enje koje je u polaznom obliku
zadato u formalnom jeziku.
Primer 5 (Preuzet iz rada [92]) Assuming that p 6= q, and q 6= r, and the line
p is incident to the plane α, and the line q is incident to the plane α, and the line
r is incident to the plane α, and the lines p and q do not intersect, and the lines q
and r do not intersect, and the point A is incident to the plane α, and the point A
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is incident to the line p, and the point A is incident to the line r, show that p = r.
Proof:
Let us prove that p = r by reductio ad absurdum.
1. Assume that p 6= r.
2. It holds that the point A is incident to the line q or the point A is not
incident to the line q (by axiom of excluded middle).
3. Assume that the point A is incident to the line q.
4. From the facts that p 6= q, and the point A is incident to the line p,
and the point A is incident to the line q, it holds that the lines p and
q intersect (by axiom ax D5).
5. From the facts that the lines p and q intersect, and the lines p and q
do not intersect we get a contradiction.
Contradiction
6. Assume that the point A is not incident to the line q.
7. From the facts that the lines p and q do not intersect, it holds that
the lines q and p do not intersect (by axiom ax nint l l 21).
8. From the facts that the point A is not incident to the line q, and the
point A is incident to the plane α, and the line q is incident to the
plane α, and the point A is incident to the line p, and the line p is
incident to the plane α, and the lines q and p do not intersect, and
the point A is incident to the line r, and the line r is incident to the
plane α, and the lines q and r do not intersect, it holds that p = r
(by axiom ax E2).
9. From the facts that p = r, and p 6= r we get a contradiction.
10. Contradiction.
Therefore, it holds that p = r.
This proves the conjecture.
Pored euklidske geometrije, vazˇan primer primene dokazivanja u koherentnoj
logici je automatizacija dokaza Hesenbergove teoreme [11]. Ovaj dokaz nije spro-
veden potpuno automatski, vec´ uz pomoc´ cˇoveka tako sˇto su uocˇene leme koje je
bilo moguc´e automatski dokazati i pomoc´u kojih je bilo moguc´e automatski doka-
zati Hesenbergovu teoremu. Iako se ne radi o potpunoj automatizaciji, ovaj pristup
dokazivanju teorema je vrlo znacˇajan jer omoguc´ava cˇoveku da se skoncentriˇse na
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zanimljive i inventivne delove dokaza, dok se racˇunaru prepusˇta da sprovede delove
tehnicˇkog karaktera.
4.1.3 Svojstva koherentne logike
Koherentna logika je prvi put definisana od strane Skolema, pocˇetkom prosˇlog
veka. U prethodnih 15 do 20 godina, ponovo postaje popularna zahvaljujuc´i svojim
svojstvima, znacˇajnim u domenu formalizacije matematicˇkog znanja [10, 32, 11, 92].
Svaka formula logike prvog reda se mozˇe prevesti u logicˇki ekvivalentan skup for-
mula koherentne logike bez primene skolemizacije ili razbijanja formule do klauzalne
forme. Stoga, koherentna forma se mozˇe smatrati normalnom formom za logiku pr-
vog reda, poput klauzalne forme. Med¯utim, osnovni kvalitet koherentne logike je
sˇto njena izrazˇajnost, koja se ogleda u prisustvu egzistencijalni kvantifikatora i u
implikacijskoj formi, omoguc´ava da za razne teorije ili pojedinacˇne teoreme, zapis u
koherentnoj formi bude vrlo blizak ili cˇak identicˇan polaznom zapisu. Rezonovanje
unapred, predstavlja prirodan, saglasan i potpun metod dokazivanja u koherent-
noj logici [10]. Prethodna dva svojstva omoguc´avaju generisanje cˇitljivih dokaza
— dokaza izrazˇenih na jeziku koji je blizak jeziku polaznog problema, a izvedenih
primenama aksioma na nacˇin svojstven cˇoveku.
Svodljivost problema provere valjanosti u logici prvog reda na proveru valjanosti
u koherentnoj logici, pokazuje da provera valjanosti u koherentnoj logici nije odlucˇiv
problem [9].
Rezonovanje unapred u koherentnoj logici je intuicionisticˇko. Usled neposto-
janja negacije u koherentnoj logici, iskljucˇenje trec´eg nije moguc´e izraziti. Stoga
su dokazi u koherentnoj logici konstruktivni. Naravno, ova konstruktivnost je od
znacˇaja samo ukoliko u prevod¯enju problema iz polazne forme u koherentnu formu
nije urad¯ena ni jedna transformacija klasicˇne logike. Med¯utim, klasicˇne transfor-
macije su u opsˇtem slucˇaju sastavni deo svakog prevod¯enja iz logike prvog reda u
koherentnu logiku [83]. Ukoliko se u zapisu polaznog problema koristi negacija, ona
se mozˇe simulirati u okviru koherentne logike. Ako je A atomicˇka formula, ¬A se
mozˇe predstaviti u obliku A ⇒ ⊥, ali se ovo ne mozˇe uraditi u slucˇaju proizvoljne
neatomicˇke formule jer to koherentna forma ne dozvoljava. Uobicˇajeno, sastavni
deo prevod¯enja formula koje ukljucˇuju negaciju u koherentnu logiku je uvod¯enje
dodatnih predikatskih simbola koji odgovaraju negaciji polaznog simbola. Tako se
za predikatski simbol p uvodi novi simbol p, koji zamenjuje ¬p, i dodaju se sledec´e
aksiome: ∀~x (p(~x) ∧ p(~x) ⇒ ⊥) i ∀~x (p(~x) ∨ p(~x)). Uvod¯enje druge aksiome je
nepozˇeljno jer je po njoj moguc´e granati bez potrebe da se prethodno zadovolje
neke pretpostavke. Nju je u nekim situacijama moguc´e izostaviti [83].
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Koherentna logika ima svojstvo kompaktnosti — za svaku formulu za koju postoji
klasicˇni dokaz, postoji i intuicionisticˇki dokaz [10].
4.2 Sistemi za dokazivanje u koherentnoj logici
Prvi dokazivacˇ teorema zasnovan na koherentnoj logici je Euklid [47]. Euklid
nije opsˇti dokazivacˇ za koherentnu logiku, vec´ je specijalizovan za geometriju i si-
stem aksioma je zadat kroz implementaciju i ne mozˇe se menjati. Rezonovanje koje
Euklid koristi je bazno rezonovanje unapred sa jednostavnim vrac´anjem u pretrazi
na prvo prethodno grananje u dokazu. Ovaj dokazivacˇ je u stanju da pruzˇi dokaze
na prirodnom jeziku. Posluzˇio je kao inspiracija za kasnije dokazivacˇe za koherentnu
logiku, ukljucˇujuc´i i dokazivacˇ Calypso zasnovan na sistemu pravila koji c´e biti pre-
dlozˇen u ovoj glavi. Neke ideje, prvi put upotrebljene u dokazivacˇu Euklid, vezane
za redosled primene aksioma i ogranicˇavanje dubine pretrage, su koriˇsc´ene i u kasnije
predlozˇenim dokazivacˇima.
CL je opsˇti dokazivacˇ za koherentnu logiku koji se mozˇe primeniti na proizvoljno
tvrd¯enje i proizvoljan aksiomatski sistem [10]. Koristi bazno rezonovanje unapred
i, kao i Euklid, prilikom vrac´anja u pretrazi uvek se vrac´a na prvo prethodno gra-
nanje. Uprkos jednostavnom nacˇinu pretrage, ispostavilo se da postoje koherentna
tvrd¯enja na kojima je CL neuporedivo efikasniji od najboljih dokazivacˇa za logiku pr-
vog reda. Ovaj rezultat je znacˇajno ohrabrenje za razvoj specijalizovanih dokazivacˇa
za koherentnu logiku. CL mozˇe da daˆ izlaz u jeziku interaktivnog dokazivacˇa Coq
[25]. Dokazivacˇ teorema napravljen po ugledu na CL je ugrad¯en i u sistem Isabelle.
Geolog je dokazivacˇ zasnovan na istim principima kao dokazivacˇ CL, ali ima
graficˇki korisnicˇki interfejs koji omoguc´ava izvrsˇavanje dokazivacˇa korak po korak i
iscrtavnje stabala dokaza.
Prvi dokazivacˇ teorema za koherentnu logiku, ili preciznije za fragment logike
prvog reda vrlo blizak koherentnoj logici, koji implementira ucˇenje lema je Geo [24].
Zahvaljujuc´i ucˇenju lema, prilikom vrac´anja u pretrazi, primena naucˇene leme u
svakom od prethodnih grananja koja nisu bila bitna za zatvaranje grane pretrage u
kojoj je lema naucˇena, dovodi do toga da se pretraga nastavlja od prvog prethodnog
grananja koje je relevantno za zatvaranje te grane pretrage. Rezultujuc´e ponasˇanje
dokazivacˇa je vrlo slicˇno ponasˇanju koje bi se dobilo koriˇsc´enjem tehnike povratnih
skokova. Geo je pre svega sistem za nalazˇenje minimalnih konacˇnih modela, ali se,
kao takav, mozˇe upotrebiti i za dokazivanje teorema pobijanjem. Na takmicˇenju do-
kazivacˇa teorema CASC1 je nagrad¯en u kategoriji sistema za nalazˇenje modela. Re-
1http://www.cs.miami.edu/~tptp/CASC/
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zonovanje koje Geo sprovodi je takod¯e bazno rezonovanje unapred i ucˇenje lema koje
je formulisano se ne mozˇe primeniti prilikom rezonovanja koje nije bazno. Takod¯e,
forma naucˇenih lema je ogranicˇena — naucˇene leme na desnoj strani implikacije
mogu imati samo ⊥. Geo ne pruzˇa objektne dokaze tvrd¯enja.
ArgoCLP je dokazivacˇ teorema za koherentnu logiku inspirisan sistemom Euklid
[92] koji mozˇe da se primeni na proizvoljnu koherentnu teoriju. Koristi bazno rezono-
vanje unapred sa jednostavnim vrac´anjem u pretrazi. U stanju je da pruzˇi objektne
dokaze u jeziku Isar [97], koji se koristi u interaktivnom dokazivacˇu Isabelle i do-
kaze na prirodnom jeziku. Uspesˇno je primenjen u dokazivanju teorema euklidske
geometrije u Hilbertovom aksiomatskom sistemu [92], a u toku je njegova primena i
na dokazivanje teorema u aksiomatskom sistemu Tarskog.
Dokazivacˇ za koherentnu logiku clp zasnovan je na baznom rezonovanju unapred
i implementira tehniku povratnih skokova [40]. Takod¯e, implementira i algoritam
koji omoguc´ava da se pokusˇaji unifikacije pretpostavki aksiome sa istim atomima ne
ponavljaju, sˇto je posao u koji cˇini veliki deo ukupnog vremena prilikom dokazivanja
teorema rezonovanjem unapred. U eksperimentalnoj evaluaciji u kojoj su koriˇsc´ene
koherentne instance, ovaj dokazivacˇ se pokazao efikasnijim od dokazivacˇa CL, pod-
jednako efikasnim kao dokazivacˇ Geolog, ali manje efikasnim od dokazivacˇa Geo [40].
Takod¯e, na istim instancama, pokazao se efikasnijim od dokazivacˇa za opsˇtu logiku
prvog reda Vampire i Eprover [40].
Pored dokazivacˇa za koherentnu logiku, za sistem koji c´e biti predlozˇen rele-
vantni su i postojec´i sistemi zasnovani na DPLL proceduri. Jedan takav sistem je
razvijen za fragment logike prvog reda poznat kao efektivno iskazna logika ili Bernejz-
Sˇenfinkelov fragment [82]. Efektivno iskazna logika predstavlja klauzalni fragment
logike prvog reda bez egzistencijalnih kvantifikatora i funkcijskih simbola osim kon-
stanti. Ovaj fragment je odlucˇiv. Racˇun evolucije modela predstavlja podizanje
moderne DPLL procedure u klauzalni fragment logike prvog reda [7] i osnovu za
dokazivacˇ Darwin [6]. U ovom pristupu prilikom transformacije u klauzalnu formu,
razbija se struktura polazne teorije i uvode se Skolemove funkcije. U dokazivanju
svojstava ovog racˇuna, povratni skokovi se ne tretiraju kao deo racˇuna, vec´ kao
implementaciona tehnika. Ovo je vazˇno jer je, kao sˇto je pomenuto u glavi 2.5,
najvec´i deo tezˇine dokaza potpunosti DPLL procedure vezan za prisustvo povratnih
skokova.
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4.3 Izazovi u dokazivanju teorema u koherentnoj
logici
Kao sˇto je opisano u prethodnom poglavlju, osnovu vec´ine dokazivacˇa za kohe-
rentnu logiku cˇini bazno rezonovanje unapred sa jednostavnim vrac´anjem unazad
na prvo prethodno grananje u dokazu [10, 92], ali postoje i dokazivacˇi koji su u
stanju da preskocˇe nerelevantna grananja u dokazu [40] ili, josˇ vazˇnije, da po za-
tvaranju svake grane naucˇe lemu koja uopsˇtava razloge za zatvaranje te grane [24].
Neki od dokazivacˇa su u stanju da pruzˇe objektne dokaze za tvrd¯enja koja dokazuju
[10, 92, 40]. Med¯utim, ni jedan od postojec´ih dokazivacˇa ne objedinjuje sve ove
elemente. Ovakvo stanje stvari u oblasti ne predstavlja slucˇajnost. Neke od ovih
elemenata je tesˇko formulisati u koherentnoj logici, a neke je tesˇko uskladiti. U
nastavku su izlozˇeni neki od najvazˇnijih izazova vezanih za izgradnju dokazivacˇa za
koherentnu logiku.
Rezonovanje prvog reda. Bazno rezonovanje ima ocˇigledne mane vezano za
kompaktnost reprezentacije znanja do kog se dolazi u toku rada dokazivacˇa. Na
primer, u slucˇaju aksiomatskog sistema koji ukljucˇuje aksiome ∀x p(x) i ∀x (p(x)⇒
q(x)), za svaki simbol konstante a je moguc´e izvesti instancu prve aksiome p(a),
pa primenom druge aksiome izvesti q(a). Kako broj simbola konstanti mozˇe biti
veliki, i broj izvedenih atoma mozˇe biti veliki. Dodatno, ovaj postupak mora biti
ponavljan prilikom svakog uvod¯enja novih svedoka dobijenih eliminacijom egzisten-
cijalnog kvantifikatora. Pri ovakvom nacˇinu rezonovanja, ne samo sˇto se koristi veliki
broj koraka u toku izvod¯enja, nego se dokazivacˇ usporava usled cˇeste pretrage kroz
izvedene atome. Umesto toga, bilo bi pozˇeljnije jednom primenom druge aksiome
na prvu aksiomu izvesti zakljucˇak ∀x q(x). U drugom primeru, ako su date for-
mule ∃x p(x) i ∀x (p(x)⇒ ⊥), bilo bi pozˇeljno ustanoviti kontradikciju bez potrebe
za eliminacijom egzistencijalnog kvantifikatora. Korist od takve moguc´nosti ne bi
bila zanemarljiva zato sˇto u nekim sistemima koriˇsc´enje atoma sa novouvedenim
konstantama nije odmah dozvoljeno, pa detekcija kontradikcije mozˇe biti dodatno
odlozˇena i nakon eliminacije egzistencijalnog kvantifikatora. Bilo bi pozˇeljno detek-
tovati kontradikciju i u slucˇaju sledec´ih formula ∃x p(x) ∨ ∃x q(x), ∀x (p(x) ⇒ ⊥)
i ∀x (q(x)⇒ ⊥), bez potrebe za grananjem po disjunktima i eliminacijom egzisten-
cijalnih kvantifikatora.
Zbog opisanih problema, potrebno je omoguc´iti koriˇsc´enje atoma sa slobodnim
promenljivim (implicitno univerzalno kvantifikovanim) i/ili prosˇirenih egzistencijal-
nim kvantifikatorima. Ovakva odluka nosi sa sobom skrivene probleme vezane za
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ucˇenje lema, koji c´e biti pomenuti u nastavku.
Povratni skokovi i ucˇenje lema. Povratni skokovi i ucˇenje lema su dva naj-
znacˇajnija unapred¯enja modernih SAT resˇavacˇa, koja su dovela do CDCL sistema
pretrage. Dokazivacˇi za koherentnu logiku koji ih implementiraju se pokazuju efika-
snijim od onih koji se zasnivaju na obicˇnom rezonovanju unapred [40, 24]. Med¯utim,
ucˇenje lema za logiku vrlo blisku koherentnoj, koje je implementirano u sistemu Geo
[24] je primenljivo je samo u slucˇaju baznog rezonovanja unapred, sˇto je znacˇajno
ogranicˇenje. Takod¯e, kao sˇto je pomenuto, leme koje Geo ucˇi su ogranicˇene forme
sˇto je pozˇeljno izbec´i.
U slucˇaju odluke da se dozvoli rezonovanje prvog reda, ucˇenje lema nosi odred¯ene
izazove i dovodi do potrebe za prosˇirivanjem fragmenta logike u kojem se rezonuje.
Na primer, ukoliko se koriˇsc´enjem aksioma ∀x p(x) i ∀x (p(x) ⇒ q(x)) izvede za-
kljucˇak ∀x q(x), lema koja odgovara ovom zakljucˇivanju je (∀x p(x)) ⇒ (∀y q(y)).
Ova lema ne pripada koherentnoj logici zbog prisustva univerzalnog kvantifikatora
u levoj strani implikacije. Med¯utim, ovakvo prosˇirenje je neophodno, jer je po-
trebno da lema izrazi sve pretpostavke pod kojima se dosˇlo do izvedenih zakljucˇaka.
Stoga, postoji potreba da se, zarad ucˇenja lema, fragment logike u kojem se rezonuje
prosˇiri tako da se u levoj strani implikacije mogu pojavljivati onakve potformule ka-
kve se mogu koristiti prilikom primene aksiome u rezonovanju unapred. Prilikom
uopsˇtavanja baznog rezonovanja za koherentnu logiku, dovoljno je razmatrati vrste
potformula koje se mogu javiti u desnoj strani implickacije, posˇto se prilikom re-
zonovanja unapred mogu izvoditi samo takve formule i samo one mogu sluzˇiti za
primenu aksioma. Na taj nacˇin se mozˇe uocˇiti sledec´a korespodencija vrste formula
na koje se prilikom rezonovanja unapred mogu primenjivati aksiome i fragmenata
logike koji su potrebni za ucˇenje lema:
• U slucˇaju da se u rezonovanju unapred na osnovu koherentnih aksioma koriste
samo bazni atomi, naucˇene leme se mogu predstaviti u okviru koherentne
logike.
• U slucˇaju da se u rezonovanju unapred za primenu koherentnih aksioma koriste
bazni atomi i formule oblika ∀~x p(~a, ~x) i formule oblika ∃~x p(~a, ~x), gde u oba
slucˇaja ~a sadrzˇi samo konstante, naucˇene leme se mogu predstaviti u sledec´em
obliku
∀~v (∀~x p1(~v, ~x) ∧ . . . ∧ ∀~x pn(~v, ~x)⇒ ∃~y Q1(~v, ~y) ∨ . . . ∨ ∃~y Qm(~v, ~y)),
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pa je stoga potrebno prosˇiriti razmatrani fragment logike na fragment koji se
satoji iz ovakvih formula.
• U slucˇaju da se pored formula pomenutih oblika dozvoli primena aksioma i na
formule oblika ∀x∃y p(~a, ~x, ~y), naucˇene leme se mogu predstaviti u sledec´em
obliku
∀~v (∀~x ∃~z ( p1(~v, ~x, ~z) ∧ . . . ∧ pn(~v, ~x, ~z))⇒ ∃~y Q1(~v, ~y) ∨ . . . ∨ ∃~y Qm(~v, ~y)),
pa je stoga potrebno prosˇiriti razmatrani fragment logike na fragment koji se
satoji iz ovakvih formula.
Ucˇenje lema i cˇitljivi dokazi. Dokazivacˇi za koherentnu logiku koji ne koriste
ucˇenje lema mogu da proizvedu objektni dokaz za dokazano tvrd¯enje memorisa-
njem svih izvedenih koraka prilikom rezonovanja unapred i njihovim prevod¯enjem
u neki formalni ili prirodni jezik [92, 40, 10]. Neki od ovih dokazivacˇa su u stanju
da pruzˇe dokaz iz kojeg su uklonjeni svi suviˇsni koraci, bilo postprocesiranjem [92],
bilo pomoc´u mehanizmima koji se za to staraju u toku rada [40]. U slucˇaju sistema
koji koristi ucˇenje lema, postavlja se pitanje na koji nacˇin naucˇene leme treba da
figuriˇsu u objektnom dokazu. Naucˇene leme mogu biti dugacˇke u zapisu i cˇoveku
nezanimljive ili tesˇko razumljive. U slucˇaju da se u toku dokazivanja naucˇi puno
takvih lema, prac´enje dokaza u kojem one figuriˇsu mozˇe biti vrlo naporno za cˇoveka.
S druge strane, eliminacija lema iz dokaza u najgorem slucˇaju dovodi do eksponen-
cijalnog rasta dokaza, sˇto ga ponovo cˇini tesˇkim za prac´enje. Naravno, dokazivacˇ
koji ne koristi ucˇenje lema bi u startu proizveo preveliki dokaz, tako da moguc´nost
koriˇsc´enja lema u dokazu nije mana, vec´ prednost koju treba iskoristiti. Osnovno
pitanje je kada lemu treba zadrzˇati u dokazu, a kada je iz njega treba eliminisati.
Implementacione tehnike. Prilikom izgradnje modernih dokazivacˇa, posvec´uje
se velika pazˇnja implementacionim tehnikama. Zahvaljujuc´i njima, mozˇe se znacˇajno
dobiti na efikasnosti. U slucˇaju SAT resˇavacˇa, tehnika dva nadgledana literala koja
sluzˇi za efikasno nalazˇenje literala koji se mogu propagirati je dovela do velikog
ubrzanja resˇavacˇa [71]. Analogan problem u koherentnoj logici je problem unifika-
cije pretpostavki aksiome sa izvedenim formulama, u cˇemu se provodi najvec´i deo
vremena u toku rada dokazivacˇa [40]. Jedan algoritam za unifikaciju pretpostavki
aksiome koji se koristi kod dokazivacˇa clp je Rete algoritam formulisan za bazno
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rezonovanje [40] koji omoguc´ava cˇuvanje parcijalnih unifikatora za pretpostavke ak-
siome, zahvaljujuc´i cˇemu se u kasnijim pokusˇajima unifikovanja ne pokusˇava unifi-
kovanje sa istim atomima, vec´ samo sa atomima koje mogu dovesti do prosˇirivanja
parcijalnog unifikatora, sˇto smanjuje kolicˇinu posla u unifikaciji pretpostavki ak-
siome. Konstrukcija i unapred¯ivanje ovakvih algoritama je od velikog znacˇaja za
efikasnost dokazivacˇa.
Formulisanje heuristika. Moderni SAT resˇavacˇi svoju efikasnost u znacˇajnoj
meri duguju pametnim heuristikama, pre svega heuristici VSIDS za izbor promen-
ljive prilikom odlucˇivanja [71], ali i heuristici cˇuvanja polariteta [80]. Formulisanje
CDCL sistema pretrage za koherentnu logiku bi omoguc´ilo da se ovakve heuristike
ili njihovi analogoni formuliˇsu i u tom domenu.
4.4 Novi CDCL sistem za dokazivanje u koherent-
noj logici
Osnovna svrha predlaganja CDCL pristupa za dokazivanje u koherentnoj logici
je formulisanje teorijskog okvira za izgradnju dokazivacˇa za koherentnu logiku na
osnovama koje su se pokazale vrlo efikasnim u resˇavanju SAT problema — apstrakt-
nom sistemu pravila za CDCL pretragu. Pristup koji se predlazˇe ima tri vazˇna
oslonca:
Pogodnost koherentne logike. Koherentna logika ima nekoliko pozˇeljnih svoj-
stava razmatranih u poglavlju 4.1. Njen znacˇaj je pre svega u njenoj izrazˇajnosti
i moguc´nosti generisanja cˇitljivih dokaza — dokaza nastalih na osnovu aksio-
matskog sistema cˇija je forma ista ili bliska originalnoj umesto da je razbijena
do nivoa klauzalne forme ili da se koriste Skolemove funkcije. Takod¯e, ovi
dokazi mogu biti zapisani i u formalnim jezicima koje koriste interaktivni do-
kazivacˇi. Eksploatacija ovih prednosti je vazˇan faktor koji treba uzeti u obzir
prilikom dizajna sistema pravila.
Prakticˇna unapred¯enja u resˇavanju SAT problema. U toku prethodne dve de-
cenije napravljen je veliki napredak u resˇavanju SAT problema. Predlozˇeno je
nekoliko algoritamskih i implementacionih poboljˇsanja, zahvaljujuc´i kojima
moderni SAT resˇavacˇi mogu da se nose sa industrijskim instancama koje
ukljucˇuju stotine hiljada klauza i desetine hiljada promenljivih. Predlozˇeni
pristup bi trebalo da omoguc´i prenos ovakvih tehnologija u dokazivanje u ko-
herentnoj logici.
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Teorijski napredak u resˇavanju SAT problema. SAT resˇavacˇi su precizno opi-
sani apstraktnim sistemima pravila, sˇto omoguc´ava njihovu temeljnu mate-
maticˇku analizu. Kao sˇto je ukazano u poglavlju 2.5, njihova ispravnost je
dokazana prvo neformalno [72, 53], a potom i formalno uz pomoc´ interak-
tivnih dokazivacˇa [65, 68]. Ovi rezultati su pomogli u razdvajanju razlicˇitih
koncepata koje SAT resˇavacˇi koriste, a koji su cˇesto izmesˇani u tipicˇnim optimi-
zovanim implementacijama. Dodatno, oni olaksˇavaju dublje razumevanje rada
SAT resˇavacˇa. Ideje koriˇsc´ene u apstraktnim sistemima pravila za resˇavanje
SAT problema su koriˇsc´ene u dizajnu i opisu apstraktnog sistema pravila za
koherentnu logiku i za dokazivanje njegovih svojstava.
4.4.1 Temelji CDCL dokazivanja u koherentnoj logici
Apstraktni sistem pravila za koherentnu logiku je uopsˇtenje apstraktnog sistema
pravila za iskaznu logiku koji je dat u poglavlju 2.3 i predstavlja osnovu za pro-
ceduru poluodlucˇivanja za koherentnu logiku. Ovi sistemi su formulisani u istom
duhu. Pravila za iskaznu logiku imaju svoje analogone u sistemu za koherentnu
logiku u nesˇto komplikovanijem obliku. U sistemu za koherentnu logiku nedostaju
pravila otpocˇinjanja iznova i zaboravljanja. Otpocˇinjanje iznova nije ukljucˇeno jer
je u slucˇaju ispitivanja zadovoljivosti iskaznih formula njegov znacˇaj u slucˇaju ne-
zadovoljive ulazne instance znacˇajno manji nego u slucˇaju zadovoljive instance, a
upravo je prvi slucˇaj taj koji odgovara dokazivanju teoreme, sˇto je svrha predlozˇenog
sistema, dok drugi odgovara nalazˇenju kontramodela. Zaboravljanje nije pogodno
koristiti kada je cilj generisanje dokaza, jer se pri zaboravljanju mogu izgubiti i leme
neophodne za generisanje objektnih dokaza. Ipak, dodavanje bilo kog od ova dva
pravila predstavlja legitimno prosˇirenje predlozˇenog sistema.
Predlozˇeni sistem c´e ukljucˇivati klasicˇno rezonovanje i objektni dokazi koji se na
osnovu ovog sistema budu proizvodili mogu ukljucˇivati iskljucˇenje trec´eg.
U ostatku teksta, ukoliko nije drugacˇije naglasˇeno, bic´e koriˇsc´enja konvencija
da p(~t1, . . . ,~tn) oznacˇava atom koji ukljucˇuje neke (mozˇda nijedan) od elemenata iz
nizova ~ti (i = 1, . . . , n) promenljivih i/ili konstanti kao svoje argumente. Pri tome
arnost simbola p ne mora biti n.
Definicija 22 (Relacija ∼) Neka za atom l, li oznacˇava njegov i-ti argument.
Neka su data dva atoma l = p(~t1, . . . ,~tn) i l
′ = p(~t′1, . . . ,~t
′
n). Neka je Ii skup indeksa
takvih da vazˇi j ∈ Ii ako i samo ako lj ∈ ~ti. Neka je I ′i skup indeksa takvih da vazˇi
j ∈ I ′i ako i samo ako l′j ∈ ~t′i. Kazˇemo da l i l′ odgovaraju jedan drugom i piˇsemo
l ∼ l′ u koliko za svako i ∈ {1, . . . , n} vazˇi Ii = I ′i i postoji funkcija fi takva da za
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svako j ∈ Ii vazˇi lj fi7−→ l′j ili za svako j ∈ I ′i vazˇi l′j fi7−→ lj.
Na primer, neka se razmatraju zapisi p(~t1,~t2) i p(~t
′
1,~t
′
2), pri cˇemu je ~t1 = x1 x2,
~t2 = y1 y2, ~t
′
1 = c i ~t
′
2 = u. Dve konkretne formule koje dati zapisi mogu oznacˇavati
su p(x1, y1, x2, y2) i p(c, u, c, u)⇒ ⊥.
U svim narednim formulama, smatra se da su slobodne promenljive implicitno
univerzalno kvantifikovane.
U CDCL sistemu za SAT problem, pojam literala ima centralno mesto. Da bi
se formulisao CDCL sistem za koherentnu logiku, potrebno je definisati relevantne
elementarne formule koje c´e imati ulogu literala u tom sistemu. Te formule c´e biti
izabrane tako da je moguc´e rezonovanje prvog reda.
Definicija 23 (Kvantifikovani literal) Pozitivni kvantifikovani literal je formula
oblika p(~v) ili formula oblika ∃~y p(~y), gde je p predikatski simbol i ∃~y p(~y) nema
slobodnih promenljivih. Negativni kvantifikovani literal je formula oblika p(~v) ⇒
⊥ ili formula oblika (∀~x p(~x)) ⇒ ⊥ gde je p predikatski simbol i ∀~x p(~x) nema
slobodnih promenljivih. Kvantifikovani literal ili k-literal je pozitivni ili negativni
kvantifikovani literal. Skup kvantifikovanih literala nad signaturom Σ se obelezˇava
QL(Σ).
Formule oblika ∀~x p(~v, ~x) i ∃~y p(~v, ~y) su pozitivni prosˇireno kvantifikovani lite-
rali. Formula oblika (∀~x p(~v, ~x)) ⇒ ⊥ je negativni prosˇireno kvantifikovani literal.
Prosˇireni kvantifikovani literal ili pk-literal je pozitivni ili negativni prosˇireno kvan-
tifikovani literal.
Umesto l ⇒ ⊥, mozˇe se pisati l. Za skup literala S = {l1, . . . , ln}, S oznacˇava
skup {l1, . . . , ln}.
Primer 6 U ovom i narednim primerima, na konstante c1, c2, . . . c´e se referisati
oznakama a, b, . . .. Smatrac´e se da vazˇi Π = {p, q, r, s, p′, q′, r′, s′, p′′, . . .} gde je
ar(p) = ar(q) = ar(r) = 2 i ar(s) = 1, a arnosti predikatskih simbola sa oznakom ′
je ista kao i arnost odgovarajuc´eg predikatskog simbola bez te oznake.
Formule p(a, b), p(a, x) i ∃y p(a, y) su kvantifikovani atomi. Formule ∀x p(a, x),
∀x p(v, x), i ∃y p(x, y) su prosˇireni kvantifikovani atomi (usled prisustva univer-
zalnog kvantifikatora u prva dva slucˇaja i egzistencijalnog kvantifikatora u trec´em
slucˇaju. Formule p(a, b), p(a, x), p(x, y) su negativni kvantifikovani literali, dok je
formula ∀x p(x, y) negativni prosˇireno kvantifikovani literal.
Prema razmatranju iz poglavlja 4.3, izbor elementarnih formula koje se koriste
u rezonovanju, povlacˇi i izbor fragmenta koji je dovoljan da obezbedi ucˇenje lema.
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Tamo predlozˇeni fragment koji odgovara kvantifikovanim literalima kao elementar-
nim formulama je
∀~x p1(~v, ~x) ∧ . . . ∧ ∀~x pn(~v, ~x)⇒ ∃~y Q1(~v, ~y) ∨ . . . ∨ ∃~y Qm(~v, ~y)
gde su Qi, za i = 1, . . . ,m, konjunkcije pk-literala.
Ovaj izbor elementarnih formula i fragmenta predstavlja kompromis izmed¯u
povec´anja izrazˇajnosti u rezonovanju i tehnicˇke komplikovanosti pri izgradnji si-
stema za rezonovanje u datom fragmentu.
Iako c´e se u nastavku intenzivno koristiti obe vrste literala, osnovna razlika u
ulogama k-literala i pk-literala je da se samo na osnovu izvedenih k-literala mozˇe
vrsˇiti rezonovanje, odnosno da se samo na osnovu njih mogu propagirati pk-literali i
ustanovljavati kontradikcije, sˇto je u skladu sa upravo ucˇinjenim izborom fragmenta.
U nastavku c´e se uvek birati najmanje opsˇt izraz koji je primenljiv. Odnosno,
ukoliko u nekom kontekstu figuriˇse k-literal, insistirac´e se na tom izrazu umesto da
se upotrebi opsˇtiji izraz pk-literal.
Kako CDCL pristup nije pogodan za rezonovanje koje ukljucˇuje disjunkcije ko-
njunkcija, vec´ samo disjunkcije literala, forma dozvoljene formule se mozˇe dodatno
modifikovati uvod¯enjem novih predikata kojima se zamenjuju konjunkcije u desnoj
strani formula, pri cˇemu je potrebno uvesti dodatne aksiome kako bi se izrazila veza
izmed¯u konjunkcija i predikata koji ih zamenjuju:
∀~x p1(~v, ~x) ∧ . . . ∧ ∀~x pn(~v, ~x)⇒ ∃~y q1(~v, ~y) ∨ . . . ∨ ∃~y qm(~v, ~y), (4.1)
pri cˇemu su q1, . . . , qm novouvedeni predikatski simboli koji se ne javljaju u signaturi
i pri cˇemu se dodaju aksiome qi(~v, ~y) ⇒ Qji (~v, ~y) za svako i (1 ≤ i ≤ m) i j
(1 ≤ j ≤ |Qi|) gde je |Qi| broj atoma u konjunkciji Qi, a Qji j-ti konjunkt u toj
konjunkciji i aksiome Qi(~v, ~y)⇒ qi(~v, ~y) za svako i (1 ≤ i ≤ m). Uvedeni predikati
mogu biti eliminisani iz objektnog dokaza na osnovu ovih aksioma. U nastavku
teksta, pod koherentnom formulom, podrazumeva se formula koja ima formu (4.1).
Formule koje se razlikuju samo u imenovanju promenljivih c´e se smatrati jed-
nakim. Radi jednostavnije prezentacije, skup elemenata liste L c´e biti obelezˇavan
takod¯e sa L, a prazna lista c´e biti obelezˇavana ∅. Dodatno, skup formula u ko-
njunkciji P , odnosno disjunkciji Q c´e biti oznacˇavan takod¯e sa P , odnosno Q. Ako
je P jednako {p1, . . . , pn} i ako je Q jednako {q1, . . . , qn}, onda ∀~x P oznacˇava
{∀~x p1, . . . ,∀~x pn}, a ∃~y Q oznacˇava {∃~y q1, . . . ,∃~y qn}.
U nastavku teksta podrazumeva se da za svaku koherentnu formulu P ⇒ Q vazˇi
P ∩Q = ∅. Formule koje ovo ne zadovoljavaju se izbacuju iz skupa aksioma, a bic´e
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pokazano da ne mogu nastati primenom pravila sistema.
Ako je F formula, zapis F , u zavisnosti od konteksta, mozˇe da oznacˇava i skup
pk-literala formule F . Neka je m : F → X funkcija. Funkcija m−1 : m(F)→ P (F),
gde P (F) oznacˇava partitivni skup skupa pk-literala formule F , je definisana kao
m−1(l) = {l′ ∈ F | m(l′) = l}.
4.4.2 Koherentna rezolucija i koherentno faktorisanje
Dva osnovna pojma na kojima pocˇiva sistem koji c´e biti predlozˇen su pojam ko-
herentne rezolucije i pojam koherentnog faktorisanja. Prvo c´e biti definisan pojam
koherentne rezolucije. Koherentna rezolucija je inspirisana klauzalnom rezolucijom,
ali je formulisana tako da se vrsˇi direktno nad implikacijama i kao rezolventu izvodi
implikaciju. Takod¯e, kvantifikatori se ne eliminiˇsu vec´ su ukljucˇeni u pravilo rezo-
lucije. Sledec´a definicija uvodi pomoc´ ni pojam unifikatora pozitivnih pk-literala, a
potom se uvodi pojam koraka koherentne rezolucije.
Definicija 24 (Unifikator pozitivnih pk-literala) Supstitucija λ je unifikator
za pozitivne pk-literale ∀~x p(~v, ~x) i p(~v′, ~v′′), odnosno za pozitivne pk-literale ∃~x p(~v, ~x)
i p(~v′, ~v′′), ukoliko vazˇi p(~v, ~x) ∼ p(~v′, ~v′′) i ukoliko za neko ~u i ~w vazˇi p(~v, ~x)λ =
p(~u, ~x) i p(~v′, ~v′′)λ = p(~u, ~w), pri cˇemu vaiˇ p(~u, ~x) = p(~u, ~w)µ gde je µ preimenovanje
promenljivih ~w.
Primer 7 Supstitucija λ = [x 7→ y, z 7→ y] je unifikator za pk-literale p(x, z) i
p(y, y) jer vazˇi p(x, z)λ = p(y, y) i p(y, y)λ = p(y, y). Supstitucija λ = [x 7→ z] je
unifikator za pk-literale p(x, z) i ∃y p(y, y) jer vazˇi p(x, z)λ = p(z, z) i p(y, y)λ =
p(y, y), pri cˇemu je p(y, y) = p(z, z)µ, gde je µ = [z 7→ y] preimenovanje promenljive
z.
Definicija 25 (Relacija koraka koherentne rezolucije: ResStep) Pravila kohe-
rentne rezolucije su sledec´a dva pravila
P ⇒ Q∪ {∃~y r(~v, ~y)} {r(~v′, ~v′′)} ∪ P ′ ⇒ Q′
(P ∪ ∀~v′′ P ′ ⇒ Q∪ ∃~v′′ Q′)λ
P ′ ⇒ Q′ ∪ {r(~v′, ~v′′)} {∀~x r(~v, ~x)} ∪ P ⇒ Q
(∀~v′′ P ′ ∪ P ⇒ ∃~v′′ Q′ ∪Q)λ
pri cˇemu je λ unifikator za pk-literale ∃~y r(~v, ~y) i r(~v′, ~v′′) u prvom slucˇaju, a za
pk-literale r(~v′, ~v′′) i ∀~x r(~v, ~x) u drugom slucˇaju, i pri cˇemu formule koje se rezol-
viraju nemaju zajednicˇkih promenljivih. Ukoliko se formula R mozˇe dobiti jednom
primenom nekog od pravila rezolucije na formule F1 i F2 po pk-literalima l1 iz F1 i
l2 iz F2, pri unifikatoru λ, to se zapisuje ResStepl1 7→l2λ (F1,F2,R).
Ukoliko u datom kontekstu preslikavanje l1 7→ l2 ili supstitucija λ nisu bitni,
mogu se izostaviti u zapisu.
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Ukoliko je S skup koherentnih formula, ResStepλ(F ,S,⊥) oznacˇava da vazˇi
ResStepλ(F ,F ′,⊥) za svaku formulu F ′ ∈ S.
Vrednost funkcije uparivanja pri rezolviranju formula po istaknutim pk-literalima
r : P ∪Q ∪ P ′ ∪Q′ → QL(Σ), za pk-literal l je
• lλ, ukoliko vazˇi l ∈ P ili l ∈ Q,
• ∀~v′′ lλ, ukoliko vazˇi l ∈ P ′,
• ∃~v′′ lλ, ukoliko vazˇi l ∈ Q′.
Smisao funkcije uparivanja je povezivanje pk-atoma polaznih formula sa pk-
atomima rezultujuc´e formule koji su od njih nastali. Smisao funkcije uparivanja
c´e i u narednim definicijama biti slicˇan. Ova funkcija je dobro definisana zahva-
ljujuc´i pretpostavci da ni jedna koherentna formula nema isti pk-literal i u levoj i u
desnoj strani i pretpostavci da su skupovi promenljivih formula koje se rezolviraju
disjunktni. Ukoliko su duzˇina niza ~y u prvom pravilu i duzˇina niza ~x′ u drugom
pravilu jednaki 0, dva pravila rezolucije su jednaka i u tom slucˇaju nije vazˇno ra-
zlikovati koje je pravilo upotrebljeno. Ukoliko nije naglasˇeno drugacˇije, u daljem
tekstu se pod rezolucijom podrazumeva koherentna rezolucija.
Primer 8 Neka su date formule p(v, u)⇒ q(v, u)∨∃y r(v, y) i r(v′, u′)∧p′(v′, u′)⇒
q′(v′, u′). Primenom prvog pravila koherentne rezolucije na ove formule se mozˇe do-
biti rezolventa p(v, u) ∧ ∀u′ p′(v, u′)⇒ q(v, u) ∨ ∃u′ q′(v, u′). U ovom slucˇaju, funk-
cija upraivanja pri rezolviranju je data sledec´im pridruzˇivanjima p(v, u) 7→ p(v, u),
p′(v′, u′) 7→ ∀u′ p′(v, u′), q(v, u) 7→ q(v, u) i q′(v′, u′) 7→ ∃u′ q′(v, u′). Neka su
date formule p(v, u) ⇒ q(v, u) ∨ r(v, u) i ∀x′ r(v′, x′) ∧ p′(v′, u′) ⇒ q′(v′, u′). Pri-
menom drugog pravila koherentne rezolucije na ove formule se mozˇe dobiti rezol-
venta ∀u p(v, u) ∧ p′(v, u′) ⇒ ∃u q(v, u) ∨ q′(v, u′). U ovom slucˇaju, funkcija
upraivanja pri rezolviranju je data sledec´im pridruzˇivanjima p(v, u) 7→ ∀u p(v, u),
p′(v′, u′) 7→ p′(v, u′), q(v, u) 7→ ∃u q(v, u) i q′(v′, u′) 7→ ∃u′ q′(v, u′).
Sledec´a definicija uvodi koherentno faktorisanje. Primer koji ilustruje potrebu
za uvod¯enjem ovog pojma je sledec´i. Neka su date formule s(u) ⇒ ∃v∃w p(v, w) i
p(x, y) ∧ p(x, z) ⇒ ⊥. Ocˇigledno je da se na osnovu datih formula, rezonovanjem
unapred mozˇe dokazati formula s(u) ⇒ ⊥. Rezolviranjem po drugom atomu prve
formule i prvom atomu druge, dobija se s(u)∧∀x∀z p(x, z)⇒ ⊥, sˇto je formula koja
se ne mozˇe ponovo rezolvirati sa prvom formulom. S druge strane, ako se iz polazne
formule prvo izvede formula p(x, y) ⇒ ⊥, iz nje se rezolviranjem dobija formula
s(u)⇒ ⊥. Posˇto se pravilo rezolucije primenjuje samo na po jedan pk-literal iz obe
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formule, potrebno je uvesti relaciju faktorisanja. Prvo se uvodi relacija faktorisanja
za samo jednu grupu pk-literala, a onda se induktivno definiˇse relacija potpunog
faktorisanja formule koje je korisna u slucˇaju da formula sadrzˇi viˇse razlicˇitih grupa
pk-literala po kojima je moguc´e uraditi faktorisanje.
Definicija 26 (Relacija koraka koherentnog faktorisanja: FactStep) Neka su
P ⇒ Q i P ′ ⇒ Q′ koherentne formule i m : (P ⇒ Q)→ QL(Σ) preslikavanje. Neka
za neki k-literal lc iz m(P ⇒ Q) i skup S = m−1(lc) vazˇi |S| > 1. Takod¯e, neka vazˇi
jedan od sledec´ih uslova:
• lc je pozitivan k-literal, postoji pk-literal ∀~x l takav da vazˇi ResStep(lc,∀~x l,⊥)
i da vazˇi ResStepµ(lσ,Sλ,⊥) i vazˇi P ′ = (P \ S)λ ∪ {∀~x l} i Q′ = Qλ;
• lc je negativan k-literal, postoji pk-literal ∃~y l takav da vazˇi ResStep(lc,∃~y l,⊥)
i da vazˇi ResStepµ(lσ,Sλ,⊥) i vazˇi P ′ = Pλ i Q′ = (Q \ S)λ ∪ {∃~y l},
pri cˇemu je σ supstitucija koja slobodnim promenljivim pk-literala ∀~x l (u prvom
slucˇaju), odnosno ∃~y l (u drugom slucˇaju), dodeljuje med¯usobno razlicˇite simbole
konstanti koji nisu u signaturi, λ je supstitucija u kojoj ne ucˇestvuju konstante
koje nisu u signaturi, a µ je supstitucija koja ukljucˇuje samo zamene promenljivih
konstantama koje nisu u signaturi. Kazˇe se da se formula P ′ ⇒ Q′ dobija fakto-
risanjem formule P ⇒ Q po skupu S u odnosu na preslikavanje m, sˇto se zapisuje
FactStepSλ(P ⇒ Q,m,P ′ ⇒ Q′).
Ukoliko u datom kontekstu skup S ili supstitucija λ nisu bitni, mogu se izostaviti
u zapisu.
Vrednost funkcije uparivanja pri faktorisanju formule P ⇒ Q po skupu S u
odnosu na preslikavanje m, f : P ∪Q → P ′ ∪Q′, za pk-literal l′ je
• ∀~x l ukoliko je lc pozitivan k-literal i vazˇi l′ ∈ S,
• ∃~y l ukoliko je lc negativan k-literal i vazˇi l′ ∈ S ili
• l′λ ukoliko vazˇi l′ /∈ S.
Svrha uslova ResStep(lc,∀~x l,⊥) je da k-literal lc koji mozˇe da zadovolji pk-
literale u levoj strani aksiome, takod¯e mozˇe da zadovolji i pk-literal koji ih zame-
njuje u formuli dobijenoj faktorisanjem. Svrha uslova ResStepµ(lσ,Sλ,⊥) je da
proizvedeni pk-literal zadovoljava sve pk-literale u faktorisanoj formuli koji odgo-
varaju pk-literalima koje je zamenio. Svrha uslova u drugom slucˇaju definicije je
slicˇna.
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Primer 9 Neka je data formula F = q(x, y) ∧ ∀z p(x, y, z) ∧ ∀z p(z, z, v)⇒ ⊥ i k-
literali q(u, v) i p(u, u, w). Neka je m preslikavanje [q(x, y) 7→ q(u, v),∀z p(x, y, z) 7→
p(u, u, w),∀z p(z, z, v) 7→ p(u, u, w)] i neka je F ′ = q(u, u)∧∀x′∀z′ p(x′, x′, z′)⇒ ⊥.
Neka je S = {∀z p(x, y, z), ∀z p(z, z, v)} i λ = [x 7→ u, y 7→ u]. Tada, na osnovu pr-
vog slucˇaja definicije relacije FactStep, vazˇi FactStepSλ(F ,m,F ′). To pokazujemo
detaljnije. Ocˇigledno vazˇi ResStep(p(u, u, w),∀x′∀z′ p(x′, x′, z′),⊥). Takod¯e vazˇi
ResStep[](∀x′∀z′ p(x′, x′, z′), {∀z p(u, u, z),∀z p(z, z, v)},⊥), sˇto znacˇi da je prvi
uslov definicije ispunjen. U ovom primeru su i µ i σ prazne supstitucije. Funkcija
uparivanja f je [q(x, y) 7→ q(u, u),∀z p(x, y, z) 7→ ∀x′∀z′ p(x′, x′, z′), ∀z p(z, z, v) 7→
∀x′∀z′ p(x′, x′, z′)].
Treba primetiti da je faktorisanje uvek moguc´e u slucˇaju kad vazˇi |S| > 1.
Ukoliko je lc = p(~x), za pk-literal ∀~x l se mozˇe uzeti ∀~x p(~x). Ukoliko je lc = ∃~y p(~y),
za pk-literal ∀~x l se mozˇe uzeti p(~y) (niz ~x je prazan). Ukoliko je lc = p(~y), za pk-
literal ∃~y l se mozˇe uzeti ∃~y p(~y). Ukoliko je lc = ∀~x p(~x), za pk-literal ∃~y l se mozˇe
uzeti p(~x) (niz ~y je prazan).
Definicija 27 (Relacija potpunog koherentnog faktorisanja: Fact) Formula
F ′ se dobija potpunim faktorisanjem od formule F u odnosu na preslikavanje m :
F → QL(Σ), sˇto se zapisuje Factλ(F ,m,F ′), ukoliko vazˇi jedan od uslova:
• F = F ′ i λ = [];
• FactStepSλ1(F ,m,F ′′) i Factλ2(F ′′,m ◦ f−1,F ′) pri cˇemu je λ = λ1λ2, a f
funkcija uparivanja pri faktorisanju formule F po skupu S pri preslikavanju
m.
Vrednost funkcije uparivanja pri potpunom faktorisanju formule F u odnosu
na preslikavanje m, f ′ : F → QL(Σ) je u prvom slucˇaju identicˇka funkcija, a u
drugom se definiˇse kao f ′ = f ′′ ◦ f pri cˇemu je f ′′ funkcija uparivanja pri potpunom
faktorisanju formule F ′′ u odnosu na preslikavanje m ◦ f−1.
Primer 10 Neka je data formula F = ∀x p(v, x) ∧ ∀x p(x, v) ⇒ ∃y q(v, y) ∨
∃y q(y, v) i preslikavanje m = [∀x p(v, x) 7→ p(u′, v′),∀x p(x, v) 7→ p(u′, v′)],
∃y q(v, y) 7→ q(u′, v′) i ∃y q(y, v) 7→ q(u′, v′). Tada vazˇi Fact(F ,m,F ′′), gde je
F ′′ = ∀u′∀v′ p(u′, v′)⇒ ∃u′∃v′ q(u′, v′) jer vazˇi FactStep{∀x p(v,x),∀x p(x,v)}(F ,m,F ′),
gde je F ′ = ∀u′∀v′ p(u′, v′) ⇒ ∃y q(v, y) ∨ ∃y q(y, v) i Fact(F ′,F ′′). Poslednja re-
lacija vazˇi zato sˇto vazˇi FactStep{∃y q(v, y),∃y q(y, v)}(F ′,m,F ′′).
Na osnovu pravila rezolviranja i faktorisanja, mozˇe se definisati uopsˇteno pravilo
koherentne rezolucije. U njemu formule koje se rezolviraju nec´e biti tretirane sime-
tricˇno. Samo c´e prva formula koja ucˇestvuje u rezoluciji biti faktorisana pre primene
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pravila rezolucije. I druga bi mogla biti faktorisana, ali, kao sˇto c´e se ispostaviti, to
nije potrebno u predlozˇenom sistemu.
Definicija 28 (Relacija uopsˇtenog koherentnog rezolviranja: ResGen) For-
mula R se dobija od formula F1 i F2 uopsˇtenom koherentnom rezolucijom u od-
nosu na preslikavanja m1 : F1 → QL(Σ) i m2 : F2 → QL(Σ), sˇto se zapi-
suje ResGenS1 7→l2λ (F1,F2,m1,m2,R) ukoliko su ispunjeni uslovi Factλ1(F1,m1,F ′1),
ResStepl1 7→l2λr′ (F ′1,F2,R′) i Factλr(R′,mr,R), pri cˇemu vazˇi
• Formule F1 i F2 nemaju zajednicˇkih promenljivih;
• S1 = f−11 (l1) pri cˇemu je f1 funkcija uparivanja pri potpunom faktorisanju
formule F1;
• λ = λ1λr′λr
• preslikavanje mr : R′ → QL(Σ) se definiˇse kao mr(l) = m1(f−11 (r−1(l)))
ukoliko vazˇi r−1(l) ⊆ F1, a mr(l) = m2(r−1(l)) ukoliko vazˇi r−1(l) ∈ F2.
Vrednost funkcije uparivanja pri uopsˇtenom rezolviranju formula F1 i F2 u od-
nosu na preslikavnja m1 i m2, u : F1 ∪ F2 → R, za pk-literal l se definiˇse kao
u(l) = f(r(f1(l))) ukoliko vazˇi l ∈ F1 i f1(l) 6= l1, a kao u(l) = f(r(l)) ukoliko vazˇi
l ∈ F2 i l 6= l2 pri cˇemu je r funkcija uparivanja pri rezolviranju formula F ′1 i F ′2, a
f funkcija uparivanja pri potpunom faktorisanju formule R′.
Funkcija uparivanja je dobro definisana zahvaljujuc´i pretpostavci da nijedna ko-
herentna formula nema isti pk-literal i u levoj i u desnoj strani i pretpostavci da su
skupovi promenljivih formula koje se rezolviraju disjunktni.
Sledec´a definicija uvodi relaciju rezolviranja koja vazˇi ukoliko se formula R mozˇe
dobiti od formule F tako sˇto se jedan po jedan k-literal iz liste L rezolvira sa formu-
lom F , odnosno njenim rezolventama iz prethodnih rezolviranja. Ovakva relacija
je korisna za izrazˇavanje konflikta formule sa skupom k-literala ili moguc´nosti da
se na osnovu neke formule i skupa k-literala propagira pk-literal. Funkcija m koja
se pojavljuje u definiciji relacije rezolviranja povezuje pk-literale iz formule F sa
k-literalima iz liste L po kojima je vrsˇeno rezolviranje.
Definicija 29 (Relacija izvod¯enja rezolucijom: Res) Formula R se izvodi re-
zolucijom iz formule F i k-literala iz liste L, sˇto se oznacˇava Resmλ (F , L,R), ukoliko
vazˇi
• F = R, pri cˇemu je m prazno preslikavanje, a λ prazna supstitucija ili
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• postoje preslikavanja mF : F → QL(Σ) i mL : {l} → QL(Σ), gde je l k-
literal iz L, takva da vazˇi ResGenS7→lλ1 (F , l,mF ,mL,R′) za neku formulu R′
i Resm2λ2 (R′, L,R), pri cˇemu je m definisano kao m(l′) = l ukoliko vazˇi l′ ∈
S, a m(l′) = m2(u(l′)) ukoliko vazˇi l′ /∈ S gde je u funkcija uparivanja pri
uopsˇtenom rezolviranju formula F i l u odnosu na preslikavanja mF i mL i pri
cˇemu je λ = λ1λ2.
Ukoliko vazˇi Resmλ (F , L,R) za neko m, piˇse se i Resλ(F , L,R). Ukoliko vazˇi
Resmλ (F , L,R) za neko λ, piˇse se i Resm(F , L,R). Ukoliko vazˇi Resmλ (F , L,R)
za neko m i neko λ, piˇse se i Res(F , L,R). Skup m(F) se onda naziva konfliktnim
skupom, k-literali u njemu konfliktnim literalima, a m konfliktnim preslikvanjem za
formulu F .
Treba primetiti da se u definiciji konfliktnih literala insistira na tome da su oni
k-literali, nasuprot pk-literalima. Razlog za ovo poticˇe od izbora fragmenta logike
u kojem ocˇekujemo da budu naucˇene leme.
Primer 11 Vazˇi Resm(s(x)⇒ ∃y p(x, y), [∃x s(x)],∃x∃y p(x, y)) pri cˇemu je m =
[s(x) 7→ ∃x s(x)], a r = [∃y p(x, y) 7→ ∃x∃y p(x, y)].
Vazˇi Resm
′
(∃x∃y p(x, y), [p(x, y)],⊥), pri cˇemu je m′ pridruzˇivanje ∃x∃y p(x, y) 7→
p(x, y). Dodatno, vazˇi Resm(s(x) ⇒ ∃y p(x, y), [p(x, y),∃x s(x)],⊥) za m(s(x)) =
∃x s(x) i m(∃y p(x, y)) = m′(r(∃y p(x, y))) = m′(∃x∃y p(x, y)) = p(x, y).
4.4.3 Apstraktni sistem pravila za koherentnu logiku
U nastavku se definiˇsu osnovni elementi apstraktnog sistema pravila za kohe-
rentnu logiku, kao i sam sistem.
Definicija 30 (Signatura i koherentno tvrd¯enje) Neka je L = (Σ∞,Π, ar) sig-
natura takva da je Σ∞ = {ci | i ∈ N \ {0}}, pri cˇemu za svako i = 1, . . . vazˇi
ar(ci) = 0 i neka je Π konacˇan skup predikatskih simbola. Neka je no cflct speci-
jalni simbol koji se ne pojavljuje u signaturi.
Neka je data koherentna teorija T , to jest konacˇan skup koherentnih aksioma
AX , nad prebrojivim skupom promenljivih V i signaturom (ΣT ,Π, ar) gde je ΣT =
{c1, . . . , ck} ⊆ Σ∞ i k ≥ 0, i koherentno tvrd¯enje Φ = ∀~x H(~v, ~x) ⇒ ∃~y G(~v, ~y)
nad istom signaturom, pri cˇemu je H(~v, ~x) jednako h1(~v, ~x)∧ . . .∧hm(~v, ~x) i G(~v, ~y)
jednako g1(~v, ~y) ∨ . . . ∨ gn(~v, ~y), a hi i gi su predikatski simboli iz Π. Sa PR(Φ)
oznacˇava se skup {h1(~v, ~x), . . . , hm(~v, ~x), g1(~v, ~y), . . . , gn(~v, ~y)}λ, pri cˇemu je λ bazna
supstitucija nad ~v gde sve konstante koje se javljaju u supstituciji λ pripadaju skupu
Σ∞ \ ΣT i med¯usobno su razlicˇite.
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U daljem tekstu pod izrazom tvrd¯enje c´e se podrazumevati koherentno tvrd¯enje.
Tvrd¯enje c´e u predlozˇenom sistemu biti dokazivano pobijanjem, a prilikom primene
sistema pravila, skup PR(Φ) c´e sluzˇiti kao skup polaznih pretpostavki.
Definicija 31 (Stanje) Stanje je ured¯ena petorka (Σ,Γ,M, C, `), gde je Σ konacˇna
lista elemenata iz Σ∞, Γ je konacˇna lista koherentnih formula nad prebrojivim
skupom promenljivih V i signaturom (ΣT ,Π, ar), M je lista razlicˇitih prosˇireno
kvantifikovanih literala nad skupom promenljivih V i signaturom (Σ,Π, ar), C je
formula koja se naziva konfliktnom implikacijom ili simbol no cflct, a ` je in-
deks poslednje uvedene konstante. Polazno stanje za tvrd¯enje Φ je stanje S0 =
(Σ0,AX ,PR(Φ), no cflct, n), gde je Σ0 skup konstanti iz PR(Φ) i ΣT (ako je Σ0
prazna lista, u nju se dodaje prva konstanta iz Σ∞), a n je maksimum indeksa
konstanti u listi Σ0.
Intuitivno, uloga komponenti stanja je sledec´a: Σ sadrzˇi konstante iz polazne
teorije i uvedene svedoke, Γ sadrzˇi aksiome i naucˇene leme, M sadrzˇi pretpostavljene
i izvedene pk-literale. Izvedeni pk-literali predstavljaju logicˇke posledice aksioma i
pretpostavljenih literala. Formula C se koristi u procesu analize konflikta cˇiji je cilj
pronalazˇenje opsˇtijeg razloga zbog kojih je dosˇlo do konflikta u cilju ucˇenja leme.
Definicija 32 (Nivoi odlucˇivanja) Elementi listi M i Σ se mogu podeliti na nivoe
odlucˇivanja. Elementi razlicˇitih nivoa odlucˇivanja se razdvajaju simbolom |. Redni
broj (pocˇevsˇi od 0) nivoa u listi M na kojem se nalazi pk-literal l se oznacˇava level(l).
Prefiks liste L koji ukljucˇuje tacˇno elemente prvih m nivoa odlucˇivanja se obelezˇava
sa Lm.
Za listu L i element e, zapis L e oznacˇava listu dobijenu od L dodavanjem ele-
menta e na kraj liste L ukoliko vazˇi e /∈ L, a listu L ukoliko vazˇi e ∈ L.
Definicija 33 (Relacija prethod¯enja: ≺) Ako u nekom stanju za listu M vazˇi
M = M1 l M2 l
′ M3, pri cˇemu bilo koja od listi Mi (i = 1, 2, 3) mozˇe biti prazna, to
se zapisuje l ≺ l′. Ako za skup pk-literala S i pk-literal l′ vazˇi l ≺ l′ za svaki literal
l ∈ S, to se zapisuje S ≺ l′.
Primer 12 Neka je M = [p(a, b), q(x, y), r(x, y)]. Tada vazˇi p(a, b) ≺ q(x, y). Ta-
kod¯e vazˇi {p(a, b), q(x, y)} ≺ r(x, y).
Sledec´a definicija uvodi relaciju tacˇnosti pk-literala u odnosu na listu M . In-
tuitivno, relacija tacˇnosti se definiˇse na osnovu relacije rezolviranja po principu da
jedan pk-literal povlacˇi drugi ako je u kontradikciji sa njegovom negacijom. U de-
finiciji se pribegava koriˇsc´enju skolemovih konstanti za eliminaciju egzistencijalnih
kvantifikatora nastalih negiranjem implicinih univerzalnih kvantifikatora.
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Definicija 34 (Relacija tacˇnosti: ↑) K-literal l je tacˇan u odnosu na listu M , sˇto
se zapisuje l ↑ ukoliko postoji k-literal l′ u listi M , takav da vazˇi jedan od sledec´ih
uslova
• l = p(~v) i ResStep(l′, p(~v)σ,⊥)
• l = ∃~y p(~y) i ResStep(l′, p(~y),⊥)
• l = p(~v) i ResStep(l′, p(~v)σ,⊥)
• l = ∀~x p(~x) i ResStep(l′, p(~x),⊥)
pri cˇemu je u oba slucˇaja σ supstitucija koja promenljivim ~v dodeljuje med¯usobno
razlicˇite simbole konstanti koji nisu u signaturi.
Pk-literal l koji nije k-literal je tacˇan u odnosu na listu M ukoliko postoji bilo
kakav pk-literal l′ u listi M koji zadovoljava neki od prethodnih uslova.
Razlika u tretmanu k-literala i pk-literala dovodi do toga da k-literal mozˇe biti
ubacˇen u listu M cˇak i ako u njoj postoji pk-literal cˇija je dati k-literal posledica.
Naime, kako izbor fragmenta logike u kojem se radi namec´e ogranicˇenje na vrstu
elementarnih formula koje c´e biti koriˇsc´ene u rezonovanju, upotrebna vrednost pk-
literala i k-literala nije ista. Na primer, ukoliko vazˇi p(x, y),∀x q(x, y) ∈ M , mozˇe
se zakljucˇiti da je formula p(x, y)⇒ q(x, y) u kontradikciji sa listom M . Med¯utim,
u opsˇtem slucˇaju, upotreba pk-literala u cilju detekcije kontradikcije ili jedinicˇne
propagacije mozˇe dovesti do toga da se lema koju bi trebalo naucˇiti ne nalazi u
koriˇsc´enom fragmentu. S druge strane, zakljucˇak o kontradiktornosti bi mogao biti
izveden i u slucˇaju da je u listi prisutan k-literal ∀x q(x, a), a koriˇsc´enje k-literala
u pomenute svrhe ne mozˇe dovesti do navedenog problema. Stoga se dozvoljava
dodavanje k-literala u listu M , cˇak i ako je u njoj vec´ prisutan pk-literal cˇija je on
posledica.
Primer 13 Ukoliko vazˇi p(u, v) ∈M , onda vazˇi p(x, x) ↑, zahvaljujuc´i tome sto vazˇi
ResStep(p(u, v), p(x, x)[x 7→ c],⊥), pri cˇemu je c simbol konstante koji nije u sig-
naturi. Smisao definicije postaje jasniji eksplicitnim navod¯enjem univerzalne kvan-
tifikacije slobodnih promenljivih i koriˇsc´enjem negacije. Pk-literal p(x, x) predstavlja
formulu ∀x p(x, x). Njena negacija je ¬∀x p(x, x) = ∃x ¬p(x, x). Skolemizacijom,
izostavljanjem univerzalnog kvantifikatora i zapisa negacije u implikacijskoj formi se
dobija p(x, x)[x 7→ c]. Kontradiktornost (ustanovljena rezolucijom) formula p(u, v)
i p(c, c) svedocˇi da je pk-literal p(x, x) logicˇka posledica pk-literala p(u, v), odnosno
liste M u kojoj se poslednji pk-literal nalazi.
91
4.4 Novi CDCL sistem za dokazivanje u koherentnoj logici
Sledec´a definicija uvodi relaciju konflikta literala sa listom M .
Definicija 35 (Relacija konflikta: ↓) Pk-literal l je u konfliktu sa listom M , sˇto
se zapisuje l ↓, ukoliko postoji pk-literal l u listi M , takav da vazˇi ResStep(l, l′,⊥).
Definicija 36 (Relacija neodred¯enosti: ?) Pk-literal je neodred¯en u odnosu na
listu M , sˇto se zapisuje l?, ukoliko ne vazˇi ni l ↑, ni l ↓.
Definicija 37 (Apstraktni sistem pravila za koherentnu logiku) Za datu fik-
siranu signaturu L = (Σ∞,Π, ar), apstraktni sistem pravila za koherentnu logiku
je sistem pravila2 prikazan na slici 4.1. Svako pravilo, kada je primenljivo, presli-
kava jedno stanje u drugo. Pre primene pravila, vrsˇi se preimenovanje promenljivih
u formulama na koje se referiˇse u preduslovima pravila, tako da formule nemaju
zajednicˇkih promenljivih.
Decide:
l ∈ QL(Σ) l?
M := M |l Σ := Σ|
Intro:
∃~y l ∈M ∃~y lλ ∈ QL(Σ) lλλ′? za svako λ′
M := M lλ[y1 7→ c`+1, . . . , yk 7→ c`+k] Σ := Σ c`+1, . . . , c`+k ` := `+ k
Unit propagation:
F ∈ Γ Res(F ,M, l) l?
M := M l
Conflict:
C = no cflct F ∈ Γ Res(F ,M,⊥)
C := F
Explain:
C 6= no cflct Resm(C,M,⊥) l ∈ m(C) F ∈ Γ
Resm
′
(F ,M, l) m′(F) ≺ l ResGen(C,F ,m,m′,R)
C := R
Learn:
C 6= no cflct C /∈ Γ
Γ := Γ C
Backjump:
C ∈ Γ Res(C,M,⊥) Res(C,Mn, l)
M := Mn l Σ := Σn C := no cflct
Slika 4.1: Apstraktni sistem pravila za koherentnu logiku. Iz konteksta je jasno koja
je vrsta objekata koji figuriˇsu u sistemu.
2Objasˇnjenja pravila, koja je preporucˇljivo cˇitati paralelno sa njihovim definicijama, kao i primer
izvrsˇavanja pravila sistema, dati su u nastavku.
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Decide: Ovim pravilom se uvodi pretpostavka. Pretpostavka mozˇe biti k-literal koji
je neodred¯en u odnosu na listu M (na primer, ako je kvantifikovani atom s(y) u listi,
tada se pravilo ne mozˇe primeniti za kvantifikovane atome s(c) i ∃x s(x)). U ovom
koraku se u listama M i Σ oznacˇava da pocˇinje novi nivo (koji zavisi od napravljene
pretpostavke).
Intro: Ovim pravilom se eliminiˇse egzistencijalni kvantifikator i uvodi se novi simbol
konstante kao svedok. Na primer, ukoliko je M = [∃y q(a, y)] i Σ = [a], ovo pravilo
mozˇe da doda novi simbol konstante b u listu Σ i kvantifikovani atom q(a, b) u listu
M .
Unit propagation: Ukoliko se rezolviranjem formule sa kvantifikovanim literalima
iz liste M mozˇe dobiti pk-literal l koji je neodred¯en u odnosu na listu M , onda se on
mozˇe dodati u listu M . Ako je p(x, y) ∈ M , na osnovu formule s(x) ⇒ ∃y p(x, y)
je moguc´e propagirati pk-literal s(x). Ukoliko je p(a, y) ∈ M , mozˇe se propagirati
s(a). Ukoliko je ∃z s(z) ∈M , propagira se pk-literal ∃z∃y p(z, y).
Conflict: Ukoliko se rezolviranjem formule sa k-literalima iz liste M mozˇe izvesti
prazna klauza, onda je skup trenutnih pretpostavki iz liste M i aksioma kontradik-
toran i potreban je povratak u pretrazi. Tada zapocˇinje proces analize kofnlikta, cˇiji
je cilj pronalazˇenje opsˇtijeg razloga konflikta na osnovu cˇega se mozˇe naucˇiti lema
koja se mozˇe koristiti za zatvaranje kasnijih grana pretrage koje se mogu zatvoriti
izvod¯enjem analognim onome koje je dovelo do tekuc´eg konflikta.
Explain: Ovo pravilo vrsˇi analizu konflikta rezolviranjem konfliktne implikacije i for-
mule iz Γ koja je mogla propagirati k-literal u konfliktnom skupu. Neka je konfliktna
implikacija p(u, v)∧ q(u, v)⇒ r(u, v) i neka postoji aksioma s(x)⇒ ∃y p(x, y) koja
je propagirala k-literal koji je u konfliktnom skupu konfliktne implikacije. Rezolvira-
njem ovih formula dobija se nova konfliktna implikacija s(x)∧∀y q(x, y)⇒ ∃y r(x, y)
koja zamenjuje staru.
Ucˇenje: U procesu analize konflikta, izvodi se formula C. Posˇto je ova formula
posledica aksioma mozˇe se dodati u skup Γ kao naucˇena lema.
Povratni skok: Posˇto je konfliktna implikacija C u konfliktu sa listom M , neki od
k-literala iz liste M moraju biti uklonjeni, pa se stoga primenjuje povratni skok.
Nivo na koji se povratni skok vrsˇi je bilo koji takav da se ukloni samo k-literal iz
konfliktnog skupa sa najviˇsim nivoom u listi M . Kako su svi ostali k-literal iz kon-
fliktnog skupa i nakon povratnog skoka prisutni u listi M , iz konfliktne implikacije
se mozˇe izvesti novi pk-literal koji sprecˇava da se uklonjeni k-literal iz konfliktnog
skupa ponovo pojavi u listi M .
Definicija 38 (Relacija prelaska:
r−→) S r−→ S ′ oznacˇava da stanje S ′ mozˇe biti
dobijeno iz stanja S primenom pravila r. S → S ′ oznacˇava da vazˇi S r−→ S ′ za neko
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pravilo r. Niz stanja Si, takvih da vazˇi Si → Si+1 za svako i, se naziva lanac.
Naredna definicija uvodi pojam zavrsˇnih stanja. S obzirom na to da je namena
sistema dokazivanje teorema, a ne pronalazˇenje modela, stanje se smatra prihva-
tajuc´im ukoliko je pobijanje uspesˇno izvrsˇeno.
Definicija 39 (Zavrsˇna stanja) Prihvatajuc´e stanje je stanje u kojem vazˇi C 6=
no cflct, Resm(C,M,⊥) i m(C) ⊆ PR(Φ), pri cˇemu je Φ tvrd¯enje ili stanje S0
ako u njemu vazˇi Res(l,M,⊥) za neki k-literal l ∈ M . To se zapisuje AX `CL
∀~x H(~v, ~x)⇒ ∃~y G(~v, ~y). Odbacujuc´e stanje je stanje S koje nije prihvatajuc´e i za
koje nema stanja S ′ takvog da vazˇi S → S ′. Zavrsˇno stanje je prihvatajuc´e stanje
ili odbacujuc´e stanje.
Sledec´i primer ilustruje primenu pravila predlozˇenog sistema.
Primer 14 Neka su aksiome AX teorije T implicitno univerzalno zatvorene for-
mule:
(Ax1) p(x, y) ∧ q(x, y) ∧ r(x, y)⇒ ⊥,
(Ax2) s(x)⇒ ∃y q(x, y),
(Ax3) q(x, y)⇒ r(x, y) i
(Ax4) s(x) ∨ q(y, y)
i neka je tvrd¯enje Φ = ∀z p(x, z)⇒ ⊥.
Slobodna promenljiva x u tvrd¯enju se instancira novom konstantom a i vazˇi
PR(Φ) = {p(a, z)}. Polazno stanje je S0 = ({a},AX , p(a, z), ∅, ∅, 1). Detalji jed-
nog moguc´eg izvrsˇavanja sistema su dati u tabeli. Posˇto redosled primene pravila
nije fiksiran, moguc´a su i drugacˇija izvrsˇavanja. Kako je poslednje stanje u tabeli
prihvatajuc´e stanje, tvrd¯enje je dokazano.
Pravilo Σ Γ \ AX (leme) M C1 ⇒ C2
a ∅ p(a, z) ∅ ⇒ {no cflct}
Decide a| ∅ p(a, z)|s(a) ∅ ⇒ {no cflct}
UP (Ax2) a| ∅ p(a, z)|s(a), ∃y q(a, y) ∅ ⇒ {no cflct}
Intro a|b ∅ p(a, z)|s(a), ∃y q(a, y), q(a, b) ∅ ⇒ {no cflct}
UP (Ax1) a|b ∅ p(a, z)|s(a), ∃y q(a, y), q(a, b), r(a, b) ∅ ⇒ {no cflct}
Conflict (Ax3) a|b ∅ p(a, z)|s(a), ∃y q(a, y), q(a, b), r(a, b) q(x, y)⇒ r(x, y)
Explain (Ax1) a|b ∅ p(a, z)|s(a), ∃y q(a, y), q(a, b), r(a, b) p(x, y) ∧ q(x, y)⇒ ⊥
Explain (Ax2) a|b ∅ p(a, z)|s(a), ∃y q(a, y), q(a, b), r(a, b) ∀y p(x, y) ∧ s(x)⇒ ⊥
Learn a|b ∀y p(x, y) ∧ s(x)⇒ ⊥ p(a, z)|s(a), ∃y q(a, y), q(a, b), r(a, b) ∀y p(x, y) ∧ s(x)⇒ ⊥
Backjump a ∀y p(x, y) ∧ s(x)⇒ ⊥ p(a, z), s(a) ∅ ⇒ {no cflct}
UP (Ax4) a ∀y p(x, y) ∧ s(x)⇒ ⊥ p(a, z), s(a), q(y, y) ∅ ⇒ {no cflct}
UP (Ax1) a ∀y p(x, y) ∧ s(x)⇒ ⊥ p(a, z), s(a), q(y, y), r(a, a) ∅ ⇒ {no cflct}
Conflict (Ax3) a ∀y p(x, y) ∧ s(x)⇒ ⊥ p(a, z), s(a), q(y, y), r(a, a) q(x, y)⇒ r(x, y)
Explain (Ax1) a ∀y p(x, y) ∧ s(x)⇒ ⊥ p(a, z), s(a), q(y, y), r(a, a) p(x, y) ∧ q(x, y)⇒ ⊥
Explain (Ax4) a ∀y p(x, y) ∧ s(x)⇒ ⊥ p(a, z), s(a), q(y, y), r(a, a) p(x, x)⇒ s(z)
Explain (lema) a ∀y p(x, y) ∧ s(x)⇒ ⊥ p(a, z), s(a), q(y, y), r(a, a) p(x, x) ∧ ∀u p(z, u)⇒ ⊥
94
4.4 Novi CDCL sistem za dokazivanje u koherentnoj logici
U automatskom dokazivanju teorema, zarad obezbed¯ivanja potpunosti sistema
ili procedura za dokazivanje, cˇesto se koristi sistematicˇna pretraga. Na primer, u
slucˇaju rezolucije, formuliˇsu se strategije izbora klauza za rezolviranje koje garan-
tuju da c´e prazna klauza biti izvedena ukoliko je tvrd¯enje koje se dokazuje zaista
teorema date teorije. U slucˇaju racˇuna evolucije modela, ogranicˇava se dubina ter-
mova koji mogu figurisati u klauzama koje se smeju koristiti i ta se dubina postepeno
povec´ava. Slicˇnu strategiju je moguc´e formulisati i za predlozˇeni sistem, sˇto c´e biti
resˇeno uvod¯enjem dodatnog pravila i malim modifikovanjem postojec´ih. Stanje se
prosˇiruje sa dva elementa — listom brojeva ∆ i brojem δ. Stoga, stanje je sedmorka
(Σ,Γ,M, C, `,∆, δ). U polaznom stanju S0 vazˇi δ0 = `0 i ∆0 = δ0. Dodaje se pravilo
Limiter:
Limiter:
Druga pravila nisu primenjiva δ < max{i | ci ∈ Σ}
δ := δ + 1
Pravilo Intro se menja tako da je primenljivo samo ukoliko za svaku konstantu ci iz
pk-literala (∃~y l)λ vazˇi i ≤ δ. Akcije pravila Decide se prosˇiruju dodelom ∆ := ∆| δ,
a pravila Backjump dodelama ∆ := ∆m i δ := δ′ gde je δ′ poslednji element u ∆m.
4.4.4 Odnos CDCL sistema za koherentnu logiku sa CDCL
sistemom za SAT
Predlozˇeni CDCL sistem za koherentnu logiku je uopsˇtenje CDCL sistema za
SAT. Jedina neophodna izmena koju je potrebno ucˇiniti kako bi se dobio sistem
ekvivalentan CDCL sistemu za SAT je zamena skupa kvantifikovanih literala QL(Σ)
skupom iskaznih literala L. Uklanjanjem elementa stanja Σ i referisanja na njega
i uklanjanjem pravila Intro se dobija jednostavnija i preglednija reprezentacija si-
stema, ali to nije neophodno. Jedna od vazˇnih razlika u prezentaciji dva sistema je
koriˇsc´enje konfliktne implikacije, a ne konfliktnog skupa, kao osnovnog elementa za
analizu konflikta. Razlog za takvu odluku je to sˇto korespodencija izmed¯u konfliktne
implikacije i konfliktnog skupa u koherentnoj logici nije trivijalna kao korespoden-
cija izmed¯u konfliktne klauze i konfliktnog skupa u iskaznoj logici. Prednost se daje
konfliktnoj implikaciji zato sˇto je nju potrebno rezolvirati u toku procesa analize
konflikta i zato sˇto se na osnovu nje mozˇe nac´i i konfliktni skup, dok obratno ne
vazˇi.
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4.4.5 Procedura Calypso
Apstraktni sistem pravila prikazan u prethodnom potpoglavlju ne definiˇse re-
dosled primene pravila. Redosled pravila nije strogo impliciran ni potrebom za
saglasnosˇc´u i potpunosˇc´u postupka dokazivanja koji bi bio zasnovan na ovim pravi-
lima, ali primena pravila ne mozˇe biti ni sasvim proizvoljna. Sledec´i primer, koji je
vec´ razmatran u drugom kontekstu, to potvrd¯uje.
Primer 15 Neka su date aksiome ∃y p(y), p(x) ⇒ q(x) i p(x) ∧ q(x) ⇒ ⊥. Tada
se mozˇe doc´i do konfliktnog stanja primenom pravila Intro na prvu aksiomu sˇto
daje atom p(a) za novu konstantu a, a onda se mozˇe propagirati q(a), sˇto dovodi
do moguc´nosti primene pravila konflikt, pri kojoj aksioma p(x) ∧ q(x) ⇒ ⊥ postaje
konfliktna implikacija. Ukoliko se pravilo Explain primeni na konfliktnu implikaciju
i prvu aksiomu, dobija se nova konfliktna implikacija ∀~x q(x) ⇒ ⊥. Rezolviranjem
sa drugom aksiomom, dobija se ∀~x p(x)⇒ ⊥, sˇto se viˇse ne mozˇe rezolvirati i proces
analize konflikta ostaje nedovrsˇen. U slucˇaju da se pravilo Explain primeni prvo na
konfliktnu implikaciju i drugu aksiomu, dobija se p(x)∧p(x)⇒ ⊥. Rezolviranjem sa
prvom aksiomom, dobija se ⊥, sˇto znacˇi da je polazni skup aksioma kontradiktoran.
Dati primer demonstrira potrebu za ured¯ivanjem redosleda primene pravila. Na
slici 4.2 prikazana je procedura Calypso — jedna procedura poluodlucˇivanja za
problemAX `CL F (gde jeAX skup koherentnih aksioma, a F koherentno tvrd¯enje)
zasnovana na predlozˇenom sistemu.
U datoj proceduri se pretpostavlja da su svi elementi stanja globalne promenljive.
Funkcije cˇija imena pocˇinju sa applicable proveravaju preduslove odgovarajuc´ih
pravila i eventualno josˇ neke uslove ukoliko je to posebno naglasˇeno. Funkcije cˇije ime
pocˇinje sa apply izvrsˇavaju akcije predvid¯ene odgovarajuc´im pravilom i eventualno
josˇ neke komande ukoliko je to posebno naglasˇeno.
Vazˇna struktura podataka koja se koristi u implementacijama CDCL sistema
za SAT je asocijativni niz razloga literala u kojem se za svaki literal pamti na
osnovu koje klauze je propagiran. Ova struktura se koristi za usmeravanje pravila
Explain. Slicˇna struktura c´e biti koriˇsc´ena i u proceduri Calypso. Pretpostavlja
se da postoji niz k-literala conflictSet koji igra ulogu konfliktnog skupa m(C) i
asocijativni nizovi reasonFormula i reasonLiterals koji za svaki pk-literal u listi
M ili signaliziraju da on nije propagiran ili cˇuvaju formulu i skup k-literala na osnovu
kojih je pk-literal propagiran u listu M .
• funkcija applyDecide za k-literal l koji je odlucˇen postavlja odgovarajuc´e
vrednosti nizova komandama
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function calypso(AX : clFormula[], F : clFormula) : bool
begin
setInitialState(AX,F)
repeat begin
while applicableUnitPropagate() do
applyUnitPropagate()
if applicableConflict() then
begin
applyConflict()
while not suitableToLearn(C) do
begin
if applicableExplain() then
applyExplain()
if isAcceptingState() then
return true
end
applyLearn()
applyBackjump()
end
else
begin
if applicableIntro() then
applyIntro()
else if applicableDecide() then
applyDecide()
else if applicableLimiter() then
applyLimiter()
else
return false
end
end
end
Slika 4.2: Procedura Calypso koja proverava da li je data koherentna formula teo-
rema skupa koherentnih aksioma.
reasonFormula[l] := 0
reasonLiterals[l] := 0
sˇto oznacˇava da k-literal l nije propagiran.
• funkcija applyUnitPropagate, za pk-literal l koji propagira, postavlja odgo-
varajuc´e vrednosti nizova komandama
reasonFormula[l] := F
reasonLiterals[l] := getConflictSet(F’)
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gde je F formula iz koje je pk-literal l propagiran, a F ′ njen deo bez pk-literala
koji odgovara propagiranom pk-literalu l i koji je u konfliktu sa listom M ,
• funkcija applyIntro za k-literal l′ dobijen eliminacijom egzistencijalnog kvan-
tifikatora postavlja odgovarajuc´e vrednosti nizova komandama
reasonFormula[l’] := reasonFormula[l]
reasonLiterals[l’] := reasonLiterals[l]
gde je l pk-literal iz kojeg je literal l′ dobijen,
• funkcija applyConflict postavlja niz conflictSet komandom
conflictSet := getConflictSet(C)
• funkcija applicableExplain vrac´a false ukoliko vazˇi reason[l] = 0 gde
je l k-literal iz konfliktnog skupa takav da vazˇi l′ ≺ l za svaki k-literal l′ iz
konfliktnog skupa i
• funkcija applyExplain je definisana na sledec´i nacˇin:
function applyExplain() : void
begin
select l such that l ∈ conflictSet and
if l’ ∈ conflictSet then l’ ≺ l
F := reasonFormula[l]
resolve(C, F, l)
conflictSet := remove(conflictSet, l)
conflictSet := join(conflictSet, reasonLiterals)
end
Funkcija suitableToLearn odred¯uje koje c´e rezolvente biti smatrane pogodnim za
naucˇene leme. Ona mozˇe biti definisana na razlicˇite nacˇine, ali c´e biti pretpostavljeno
da vrac´a false ukoliko konfliktna implikacija ne zadovoljava uslove u preduslovima
pravila Backjump osim uslova C ∈ Γ.
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4.4.6 Saglasnost i potpunost apstraktnog sistema pravila i
procedure Calypso
U ovom poglavlju se dokazuju osnovna svojstva apstraktnog sistema pravila i
procedure Calypso — saglasnost i potpunost. Saglasnost sistema pravila znacˇi da
ukoliko postoji lanac koji pocˇinje u polaznom stanju, a zavrsˇava se u prihvatajuc´em,
onda je razmatrano tvrd¯enje zaista logicˇka posledica skupa aksioma. Kako pro-
cedura Calypso koristi samo pravila pomenutog sistema, njenom izvrsˇavanju uvek
odgovara neki lanac. Stoga je saglasnost ove procedure direktna posledica saglasno-
sti sistema pravila. Potpunost sistema pravila znacˇi da za svaku koherentnu logicˇku
posledicu skupa koherentnih aksioma postoji lanac cˇije je prvo stanje polazno, a
poslednje prihvatajuc´e. Ukoliko je procedura Calypso potpuna, odnosno ukoliko
svakom koherentnom tvrd¯enju koje je logicˇka posledica skupa koherentnih aksioma
odgovara jedan takav lanac, onda je potpun i sistem pravila. Stoga, kako bi sa-
glasnost i potpunost sistema pravila i procedure Calypso bili dokazani, dovoljno je
dokazati saglasnost sistema pravila i potpunost procedure.
Saglasnost
Dokaz saglasnosti sistema pravila i procedure Calypso se zasniva na tome da
pravilo Explain izvodi logicˇku posledicu formula na koja se primenjuje. Ostala pra-
vila nisu bitna za saglasnost sistema. Razlog za to je sˇto se definicija prihvatajuc´eg
stanja zasniva na tome da je tvrd¯enje logicˇka posledica poslednje naucˇene leme, a
ta lema je dobijena samo primenom pravila Explain na prethodno naucˇene leme i
aksiome.
Lema 1 Neka za koherentne formule F1, F2 i R vazˇi ResStep(F1,F2,R). Onda
vazˇi F1,F2 |= R.
Dokaz. Formula R se mozˇe dobiti primenom jednog od dva pravila koherentne
rezolucije. Dokaz c´e biti izveden za slucˇaj primene prvog pravila. Dokaz za slucˇaj
primene drugog pravila se izvodi analogno. Neka je F1 = P1 ⇒ Q1 ∪ {∃~y r(v, y)}
i F2 = {r(v′, v′′)} ∪ P2 ⇒ Q2 gde su ∃~y p(v, y) i p(v′, v′′) pk-literali po kojima
se vrsˇi rezolviranje kojim se iz formula F1 i F2 dobija formula R. Tada je R =
∀~v∀~v′ (P1λ ∪ ∀~v′′ P2λ ⇒ Q1λ ∪ ∃~v′′ Q2λ) za λ za koje vazˇi ResStepmλ (F1,F2,R),
pri cˇemu je m = [∃~y p(v, y) 7→ p(v′, v′′)].
Dovoljno je ustanoviti kontradiktornost formula ∀~v (P1 ⇒ Q1 ∨ ∃~y r(v, y)),
∀~v′∀~v′′ (r(v′, v′′) ∧ P2 ⇒ Q2) i ¬∀~v∀~v′ (P1λ ∧ ∀~v′′ P2λ⇒ Q1λ ∨ ∃~v′′ Q2λ), odnosno
formula ∀~v (¬P1 ∨Q1 ∨ ∃~y r(v, y)) , ∀~v′∀~v′′ (¬r(v′, v′′) ∨ ¬P2 ∨Q2) i ∃~v∃~v′ (P1λ ∧
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∀~v′′ P2λ∧¬Q1λ∧∀~v′′ ¬Q2λ). Dokaz c´e biti sproveden pobijanjem pomoc´u klauzalne
rezolucije. Dovoljno je dokazati da je sledec´i skup klauza nezadovoljiv:
¬p11(~v, ~f 1p (~v)), . . . ,¬p1m1(~v, ~f 1p (~v)), q11(~v, ~f 1q (~v)), . . . , q1n1(~v, ~f 1q (~v)), r(~v, ~f 1q (~v))
[¬p21(~v′, ~v′′, ~f 2p (~v′, ~v′′)), . . . ,¬p2m2(~v′, ~v′′, ~f 2p (~v′, ~v′′)),
q21(~v
′, ~v′′, ~f 2q (~v
′, ~v′′)), . . . , q2n2(~v
′, ~v′′, ~f 2q (~v
′, ~v′′)),¬r(~v′, ~v′′)]
p11(~vλ, ~x)[~v 7→ ~c]
...
p1m1(~vλ, ~x)[~v 7→ ~c]
...
p21(~v
′λ,~v′′, ~x′)[~v′ 7→ ~c′]
...
p2m2(~v
′λ,~v′′, ~x′)[~v′ 7→ ~c′]
...
¬q11(~vλ,~v′′)[~v 7→ ~c]
...
¬q1n1(~vλ,~v′′)[~v 7→ ~c]
...
¬q21(~v′λ,~v′′, ~y′)[~v′ 7→ ~c′]
...
¬q2n2(~v′λ,~v′′, ~y′)[~v′ 7→ ~c′]
pri cˇemu je prva klauza dobijena tranformisanjem prve formule, druga klauza trans-
formisanjem druge formule, dok ostale klauze poticˇu od trec´e i pri cˇemu su ~f 1p ,
~f 1q ,
~f 2p i
~f 2q nizovi funkcija dobijenih skolemizacijom u prve dve formule, a ~c i ~c
′ nizovi
konstanti dobijeni skolemizacijom u trec´oj formuli.
Literali r(~v, ~f 1q (~v)) i ¬r(~v′, ~v′′) se mogu rezolvirati pri unifikatoru λ[~v′′ 7→ ~f 1q (~v)].
Rezolviranjem prve dve klauze po tim literalima dobija se klauza:
¬p11(~vλ, ~f 1p (~vλ)), . . . ,¬p1m1(~vλ, ~f 1p (~vλ)), q11(~vλ, ~f 1q (~vλ)), . . . , q1n1(~vλ, ~f 1q (~vλ)),
¬p21(~v′λ, ~f 1q (~v), ~f 2p (~v′λ, ~f 1q (~v))), . . . ,¬p2m2(~v′λ, ~f 1q (~v), ~f 2p (~v′λ, ~f 1q (~v))),
q21(~v
′λ, ~f 1q (~v), ~f
2
q (~v
′λ, ~f 1q (~v))), . . . , q
2
n2
(~v′λ, ~f 1q (~v), ~f
2
q (~v
′λ, ~f 1q (~v)))
Izvedena rezolventa se mozˇe rezolvirati sa jednocˇlanim klauzama do prazne klauze,
cˇime je dokaz zavrsˇen. 
Lema 2 Ako za koherentne formule F i F ′ i preslikavanje m vazˇi FactStep(F ,m,F ′),
onda vazˇi F |= F ′.
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Dokaz. Formula F ′ se mozˇe dobiti od formule F faktorisanjem po skupu literala u
levoj ili u desnoj strani formule F . Dokaz c´e biti izveden za prvi slucˇaj, a za drugi
slucˇaj se izvodi analogno.
Za razliku od dosadasˇnje prakse da p(~x, ~y) oznacˇava atom sa predikatskim sim-
bolom p koji ukljucˇuje neke od promenljivih iz nizova ~x i ~y, u nastavku dokaza c´e
u slucˇaju predikatskog simbola r (i samo u tom slucˇaju) uvek biti podrazumevani
tacˇno oni argumenti koje pk-literal sa tim predikatskim simbolom ukljucˇuje.
Neka je F = S ∪P ⇒ Q formula sa slobodnim promenljivim ~v, pri cˇemu je S =
{∀~x1 r(~v1, ~x1), . . . ,∀~xk r(~vk, ~xk)} gde su ~vi ⊆ ~v i neka je F ′ = {∀~x′ r(~v′r, ~xr)}∪Pλ⇒
Qλ za S i λ za koje vazˇi FactStepSλ(F ,m,F ′), pri cˇemu je ∀~x′ r(~v′, ~x′) pk-literal
koji zamenjuje S u formuli dobijenoj faktorisanjem. Onda vazˇi ∀~xi r(~vi, ~xi)λ =
∀~xi r(~v′r, ~xi) za svako i = 1, . . . , k.
Da bi se dokazalo tvrd¯enje, dovoljno je dokazati kontradiktornost formula ∀~v (S∧
P ⇒ Q) i ¬∀~v′ (∀~x′ r(~v′, ~x′) ∧ Pλ ⇒ Qλ), odnosno formula ∀~v (¬S ∨ ¬P ∨ Q) i
∃~v′(∀~x′ r(~v′, ~x′) ∧ Pλ ∧ ¬Qλ). Za ovo je dovoljno pokazati klauzalnom rezolucijom
da je sledec´i skup klauza nezadovoljiv:
[¬r(~v1, ~f 1p (~v)), . . . ,¬r(~vk, ~fkp (~v)),¬p1(~v, ~fp(~v)), . . . ,
¬pm(~v, ~fp(~v)), q1(~v, ~fq(~v)), . . . , qn(~v, ~fq(~v))]
r(~cr, ~xr)
p1(~c, ~x)
...
pm(~c, ~x)
...
¬q1(~c, ~y)
...
¬qn(~c, ~y)
pri cˇemu je prva klauza dobijena transformisanjem formule F i pri cˇemu su literali sa
predikatskim simbolom r dobijeni transformisanjem podformule S, a ostale klauze
su dobijene transformisanjem formule F ′. Pri tome su ~fp i ~fq nizovi funkcija dobi-
jeni skolemizacijom u prvoj formuli, ~c konstante dobijene skolemizacijom u drugoj
formuli. Za svako i = 1, . . . , k, za nizove promenljivih ~vi vazˇi ~vi ⊆ ~v, a za nizove
funkcija ~f ip vazˇi
~f ip ⊆ ~fp. Takod¯e vazˇi ~cr ⊆ ~c.
Na osnovu definicije relacije FactStep, posˇto su ~c med¯usobno razlicˇite pro-
menljive koje nisu u signaturi, vazˇi ResStepµ(r(~cr, ~xr),Sλ,⊥) za neke supstitu-
cije µ i λ takve da µ ukljucˇuje samo zamene promenljivih konstantama iz ~c, a
u λ ne figuriˇsu konstante iz ~c. To znacˇi da se r(~cr, ~xr) mozˇe koherentno rezol-
virati sa svakim od literala ∀~xi r(~vi, ~xi) pri unifikatoru λµ, odnosno da, za svako
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i, vazˇi ∀~xi r(~vi, ~xi)λµ = ∀~xi r(~cr, ~xi). Odatle sledi da se r(~cr, ~x′) i ¬r(~vi, ~f ip(~v))
mogu rezolvirati pri unifikatoru λµνi, odnosno vazˇi r(~cr, ~x
′)λµνi = r(~cr, ~f ip(~v)) i
¬r(~vi, ~f ip(~v))λµνi = ¬r(~cr, ~f ip(~v)). Odatle sledi da se r(~c, ~x′) mozˇe rezolvirati sa svim
¬r(~vi, ~f ip(~v)) pri unifikatoru λµν gde je ν = ν1 . . . νk. Imajuc´i u vidu da promenljivih
~x′ na koje deluje supstitucija ν nema u prvoj klauzi, odatle sledi da se rezolviranjem
r(~c, ~x′) sa prvom klauzom dobija rezolventa
(¬p1(~v, ~fp(~v)), . . . ,¬pm(~v, ~fp(~v)), q1(~v, ~fq(~v)), . . . , qn(~v, ~fq(~v)))λµ
odnosno
(¬p1(~v′, ~fp(~v′)), . . . ,¬pm(~v′, ~fp(~v′)), q1(~v′, ~fq(~v′)), . . . , qn(~v′, ~fq(~v′)))µ
Posˇto na osnovu za svako i = 1, . . . , k vazˇi ∀~xi p(~vi, ~xi)λµ = ∀~xi p(~v′r, ~xi)µ =
∀~xi p(~cr, ~xi), zakljucˇuje se da vazˇi µ = [~v′r 7→ ~cr], odnosno da supstitucija µ slika neke
od promenljivih ~v′ u one konstante iz ~c koje su im pridruzˇene prilikom skolemizacije
(kojom su uvedene konstante ~c). Na osnovu toga, iz ove klauze se rezolviranjem sa
ostalim jedinicˇnim klauzama pri unifikatoru [~v′ 7→ ~c, ~x 7→ ~fp(~v)] mozˇe izvesti prazna
klauza. 
Lema 3 Neka za koherentne formule F i F ′ i preslikavanje m vazˇi Fact(F ,m,F ′).
Onda vazˇi F |= F ′.
Dokaz. Neka je n = |m(F)|. Dokaz c´e biti izveden indukcijom po n. Neka je n = 1
i neka je {lc} = m(F). Ukoliko je |m−1(lc)| = 1, tada na osnovu definicije relacija
Fact i FactStep vazˇi F = F ′, pa je tvrd¯enje dokazano. Ukoliko je |m−1(lc)| > 1,
tada na osnovu definicije relacije Fact vazˇi FactStep(F ,m,F ′). Na osnovu leme 2,
tvrd¯enje vazˇi.
Neka tvrd¯enje vazˇi za n ≤ k i neka je n = k + 1. Neka je lc ∈ m(F). Ukoliko je
|m−1(lc)| = 1, tada na osnovu definicije relacija Fact i FactStep vazˇi F = F ′, pa je
tvrd¯enje dokazano. Ukoliko je |m−1(lc)| > 1, tada na osnovu definicije relacije Fact
vazˇi FactStep(F ,m,F ′′) i Fact(F ′′,m◦f−1,F ′), pri cˇemu je f−1 funkcija uparivanja
pri faktorisanju formule F . Na osnovu leme 2, tvrd¯enje vazˇi F |= F ′′. Na osnovu
induktivne hipoteze i i Fact(F ′′,m ◦ f−1,F ′), vazˇi F ′′ |= F ′. Stoga, vazˇi i F |= F ′,
cˇime je dokaz zavrsˇen. 
Lema 4 Neka za koherentne formule F i F ′ i neka preslikavanja m i m′ vazˇi
ResGen(F ,F ′,m,m′,R). Onda vazˇi F ,F ′ |= R.
Dokaz. Tvrd¯enje vazˇi na osnovu definicije relacije ResGen i lema 1 i 3. 
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Sledec´a teorema izrazˇava saglasnost sistema pravila, odnosno da ukoliko za neki
skup aksioma i neko tvrd¯enje postoji lanac sa zavrsˇnim stanjem, onda je tvrd¯enje
logicˇka posledica skipa aksioma. Osnovna ideja dokaza je da u zavrsˇnom stanju
postoji stablo u cˇijem se svakom cˇvoru nalazi koherentna formula, pri cˇemu je u
korenu poslednja izvedena lema i pri cˇemu je svaka formula dobijena rezolucijom
nad prethodno izvedenim formulama i aksioma. Kako je pravilo koherentnog re-
zolviranja saglasno, ovo stablo predstavlja rezolucijski dokaz za poslednju izvedenu
lemu. Potom se pokazuje je polazno tvrd¯enje logicˇka posledica izvedene leme.
Teorema 4 (Saglasnost sistema pravila) Ukoliko za skup koherentnih aksioma
AX i koherentno tvrd¯enje ∀~x H(~v, ~x) ⇒ ∃~y G(~v, ~y) vazˇi AX `CL ∀~x H(~v, ~x) ⇒
∃~y G(~v, ~y), onda vazˇi AX |= ∀~x H(~v, ~x)⇒ ∃~y G(~v, ~y).
Dokaz. Ukoliko vazˇi AX `CL ∀~x H(~v, ~x) ⇒ ∃~y G0(~v, ~y), po definiciji relacije
`CL, postoji stanje S takvo da vazˇi S0 ∗−→ S, C2 6= {no cflct}, Resm(C,M,⊥) i
m(C) ⊆ PR(∀~x H(~v, ~x) ⇒ ∃~y G0(~v, ~y)). Formula C je izvedena pomoc´u konacˇnog
broja primena pravila Explain na osnovu prethodno izvedenih rezolventi (ukljucˇujuc´i
naucˇene leme) i aksioma. Stoga, za lemu C postoji binarno stablo TC, takvo da je
lema C u korenu i deci N1 i N2 svakog cˇvora N , odgovaraju formule F1 i F2 na osnovu
kojih je primenom pravila Explain dobijena formula F koja odgovara cˇvoru N . Kako
je na osnovu leme 4 rezolventa logicˇka posledica formula od kojih je dobijena, jedno-
stavnom indukcijom po dubini stabla TC se mozˇe dokazati da vazˇi AX |= C. Da bi se
dokazala teorema, dovoljno je dokazati da vazˇi C |= ∀~x H(~v, ~x)⇒ ∃~y G(~v, ~y), odno-
sno da vazˇi C |= (∀~xH(~v, ~x)⇒ ∃~y G(~v, ~y))σ za proizvoljnu baznu supstituciju σ koja
promenljivim ~v dodeljuje med¯usobno razlicˇite simbole konstanti. Kako je supstitu-
cija λ iz definicije 30 proizvoljno izabrana takva supstitucija, dovoljno je izvesti dokaz
za σ = λ. Dovoljno je dokazati da vazˇi C,∀~x H(~v, ~x)λ |= ∃~y G(~v, ~y)λ, odnosno da
vazˇi C,∀~x H(~v, ~x)λ,¬∃~y G(~v, ~y)λ |= ⊥, odnosno C,∀~x H(~v, ~x)λ,∀~y ¬G(~v, ~y)λ |= ⊥,
za sˇta je dovoljno pokazati da je sledec´i skup klauza nezadovoljiv:
¬p1(~v′, ~fp(~v′)), . . . ,¬pk(~v′, ~fp(~v′)), q1(~v′, ~fq(~v′)), . . . , ql(~v′, ~fq(~v′))
h1(~v, ~x)λ
...
hm(~v, ~x)λ
...
¬g1(~v, ~y)λ
...
¬gn(~v, ~y)λ
103
4.4 Novi CDCL sistem za dokazivanje u koherentnoj logici
pri cˇemu je prva klauza dobijena transformisanjem konfliktne implikacije, a ostale
transformisanjem preostale dve formule i pri cˇemu su nizovi funkcija ~fp i ~fq dobijeni
skolemizacijom u konfliktnoj implikaciji. Na osnovu uslovam(C) ⊆ PR(∀~xH(~v, ~x)⇒
∃~y G0(~v, ~y)), iz ovog skupa klauza se mozˇe izvesti prazna klauza. 
Direktna posledica ove teoreme je teorema o saglasnosti procedure Calypso.
Teorema 5 (Saglasnost procedure Calypso) Ukoliko za skup koherentnih aksi-
oma AX i koherentno tvrd¯enje ∀~x H(~v, ~x) ⇒ ∃~y G(~v, ~y) procedura Calypso vrati
vrednost true, onda vazˇi AX |= ∀~x H(~v, ~x)⇒ ∃~y G(~v, ~y).
Potpunost
Zarad prezentacije dokaza potpunosti, prvo se uvode definicije pojmova i oznaka
koji nisu bili neophodni za prezentaciju sistema, ali su potrebni u dokazu potpunosti.
Prefiks liste L koji uklucˇujue sve elemente koji prethode elementu e se oznacˇava Le.
Ukoliko vazˇi e /∈ L, onda je Le = L. Sva pravila osim pravila Limiter se nazivaju
osnovnim pravilima. Skup svih simbola konstanti iz skupa Σ∞ sa indeksima manjim
ili jednakim δ se naziva skupom dopustivih konstanti i oznacˇava Υ. U kontekstima
u kojima se referiˇse na viˇse razlicˇitih stanja, da bi se naglasila veza izmed¯u elementa
stanja i stanja, oznaka stanja c´e se dodavati na poziciji indeksa. Na primer, MS
oznacˇava listu M u stanju S. Vrednost funkcije reasonFormula(l, S) je vrednost
polja reasonFormula[l] u proceduri Calypso u stanju S. Calypso lanac je lanac
stanja koji odgovara izvrsˇavanju procedure Calypso. Naredna definicija predstavlja
jednostavno prosˇirenje relacije tacˇnosti.
Definicija 40 (Relacija posledice: ) Pk-literal l je posledica liste L, sˇto se za-
pisuje L ` l ukoliko postoji pk-literal l′ u listi L, takav da vazˇi jedan od sledec´ih
uslova
• l = p(~v) i ResStep(l′, p(~v)σ,⊥)
• l = ∃~y p(~y) i ResStep(l′, p(~y),⊥)
• l = p(~v) i ResStep(l′, p(~v)σ,⊥)
• l = ∀~x p(~x) i ResStep(l′, p(~x),⊥)
pri cˇemu je u oba slucˇaja σ supstitucija koja promenljivim ~v dodeljuje med¯usobno
razlicˇite simbole konstanti koji nisu u signaturi.
Definicija 41 Neka je S0 → . . . → S lanac i neka je MS = MS0 M ′. Lista
MS je kontradiktorna ukoliko postoje pk-literali l1 ∈ M i l2 ∈ M ′ takvi da vazˇi
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ResStep(l1, l2,⊥). Za listu MS kazˇemo da je ispravna ukoliko nije kontradiktorna i
ne sadrzˇi ponavljanja pk-literala.
Primetimo da je uslov definiciji kontradiktornosti da jedan pk-literal ne pripada
MS0 tehnicˇka pogodnost koja vodi elegantnijim formulacijama kasnijih lema. U
slucˇaju da su oba med¯usobno kontradiktorna pk-literala iz MS0 , S0 je prihvatajuc´e
stanje, pa se u njemu procedura Calypso zaustavlja.
Lema 5 Neka je C = S0 → . . .→ S Calypso lanac. Tada je lista MS ispravna.
Dokaz. Tvrd¯enje c´e biti dokazano indukcijom po broju prelaza n od S0 do S. Neka
je n = 0. Lista M0 po definiciji kontradiktornosti ne mozˇe biti kontradiktorna.
Dodatno, M0 po definiciji stanja S0 sadrzˇi k-literale iz skupa PR(Φ), zbog cˇije
skupovne prirode ne mozˇe sadrzˇati ponovljene pk-literale. Neka tvrd¯enje vazˇi za
n ≤ k za neko k i neka vazˇi n = k + 1. Neka je S ′ stanje iz kojeg je S dobijeno
primenom pravila r. Tada prema induktivnoj pretpostavci u stanju S, lista M je
ispravna. Ukoliko je r neko od pravila Conflict, Explain, Learn ili Limiter, stvrd¯enje
vazˇi posˇto ta pravila ne menjaju listu M . Ukoliko je r pravilo Decide ili Unit
propagation, uslovi tih pravila zabranjuju umetanje pk-literala koji su u njoj vec´
sadrzˇani ili cˇine listu M kontradiktornom. Ako je r pravilo Intro, neka je l k-literal
dodat u listu M tim pravilom i neka je ∃∗l′ ∈M pk-literal iz kojeg je l izveden. Posˇto
je lista MS′ ispravna, nema pk-literala l
′′ ∈MS′ takvog da vazˇi ResStep(l′′, ∃∗ l′,⊥)
ili l′′  ∃∗l′. Ukoliko bi vazˇilo ResStep(l′′, l,⊥), onda bi vazˇilo i ResStep(l′′,∃∗l′,⊥),
sˇto je kontradikcija. Dodatno, uslov pravila Intro ne dozvoljava dodavanje k-literala
koji je vec´ prisutan u list M . Kako je l jedini k-literal dodat u listu M u prelazu iz
S ′ u S, lista MS je ispravna. Neka je r pravilo Backjump, neka je l pk-literal koji se
primenom pravila Backjump dodaje u listu M , l′ k-literal iz konfliktnog skupa koji
je uklonjen primenom pravila Backjump i neka je t nivo liste MS. Prema poslednja
dva uslova pravila Backjump, lista MS je neprotivrecˇna, a prema definiciji notacije
L e, kad vazˇi e ∈ L, vazˇi L e = L, pa stoga pravilo Backjump ne mozˇe u listu dodati
pk-literal koji je vec´ prisutan u listi. Time je tvrd¯enje dokazano. 
Lema 6 Neka je S0 → . . .→ S → . . . Calypso lanac u kojem posle stanja S nema
prelaza pomoc´u pravila Backjump i Limiter. Tada je broj prelaza uz pomoc´ pravila
Decide, Intro i Unit propagation konacˇan.
Dokaz. Kako nakon stanja S nema prelaza pomoc´u pravila Limiter niti Backjump,
skup Υ je u narednim stanjima konstantan i skup konstanti koje mogu figurisati
u literalima je konacˇan. Skup predikata Π, nad kojim se grade formule, je takod¯e
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konacˇan. Zahvaljujuc´i tome sˇto se formule koje se razlikuju samo u preimenovanju
promenljivih smatraju jednakim, broj pk-literala nad skupom predikata Π i kon-
stanti Υ je konacˇan. Kako na osnovu leme 5, lista M ne mozˇe sadrzˇati ponovljene
pk-literale, svi pk-literali u njoj moraju biti razlicˇiti, sˇto znacˇi da je duzˇina liste M
u stanjima koja slede S ogranicˇena. Kako nakon stanja S nema primena pravila
Backjump, lista M se ne mozˇe smanjivati, postoji poslednje stanje u lancu u kojem
dolazi do izmene liste M . Neka je to stanje S ′. Kako posle stanja S ′ nema izmena
liste M , to znacˇi da posle njega nema prelaza pomoc´u pravila Decide, Intro, i Unit
propagation, cˇime je tvrd¯enje dokazano. 
Naredna lema tvrdi da se, bez koriˇsc´enja povratnih skokova i prosˇirivanja skupa
dopustivih konstanti, analiza konflikta mora zavrsˇiti u konacˇnom broju koraka.
Lema 7 Neka je C = S0 → . . . → S → . . . Calypso lanac i neka u njemu posle
stanja S nema prelaza primenom pravila Backjump i Limiter. Tada, je broj prelaza
upotrebom pravila Conflict, Explain i Learn konacˇan.
Dokaz. Kako je C Calypso lanac, ukoliko posle S nema primene pravila Backjump,
nema ni primene pravila Learn, posˇto iza primene tog pravila uvek sledi primena
pravila Backjump.
Na osnovu leme 6, sva ostala pravila, osim eventualno Conflict i Explain se mogu
primeniti samo konacˇno mnogo puta nakon stanja S. Neka je S ′ stanje nakon ko-
jeg nema primena pravila osim eventualno pravila Conflict i Explain. Sva stanja
nakon S ′ imaju istu listu M = MS′ . Ukoliko nakon S ′ nema primena ni ovih pra-
vila, tvrd¯enje je dokazano. Pretpostavimo suprotno. Jedino pravilo koje postavlja
C na no cflct je pravilo Backjump. Stoga, ukoliko se pravilo Conflict primeni nakon
S, nije primenljivo u narednim stanjima. Odnosno, pravilo Conflict je primenljivo
najviˇse jednom. Ukoliko u narednim stanjima nije primenljivo pravilo Explain,
tvrd¯enje je dokazano. U suprotnom, u nekom od narednih stanja vazˇi C 6= no cflct.
Neka je CS1, CS2, . . . niz konfliktnih skupova u narednim stanjima koja se dobijaju
primenom pravila Explain. Pri svakoj primeni pravila Explain, neki k-literal se ukla-
nja iz konfliktnog skupa i potencijalno se dodaju drugi k-literali koji mu prethode
u listi M . Iskoristic´emo ovo svojstvo kako bismo pokazali da je niz CS1, CS2, . . .
konacˇan i time, da ima konacˇno mnogo primena pravila Explain nakon stanja S.
Neka je indexM(l) indeks (koji polazi od 0) pk-listerala l ∈M . Oznacˇimo
γ(L) =
∑
l∈L
2indexM (l)
Posˇto pri svakoj primeni pravila Explain dolazi do uklanjanja k-literala iz konfliktnog
skupa i dodavanja k-literala nizˇeg indeksa i posˇto vazˇi 1 + 2 + . . . + 2n < 2n+1,
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zakljucˇujemo da vazˇi γ(CSi+1) < γ(CSi). Kako je γ(L) nenegativan broj, mozˇe biti
svega konacˇno mnogo primena pravila Explain nakon stanja S. 
Lema 8 Neka je C = S0 → . . . → S → . . . lanac bez prihvatajuc´eg stanja, neka u
stanju S vazˇi C 6= no cflct i neka je pravilo Explain neprimenljivo. Tada je u stanju
S primenljivo pravilo Learn ili pravilo Backjump.
Dokaz. Ako vazˇi C 6= Γ, pravilo Learn je primenljivo. Pretpostavimo vazˇi C ∈ Γ.
Posˇto stanje S nije prihvatajuc´e, postoji k-literal l u konfliktnom skupu koji nije
med¯u inicijalnim k-literalima PR(Φ). Neka je njegov nivo n. Pretpostavimo da je
n = 0. Tada l nije dodat u M primenom pravila decide. Ukoliko je l dodat u M pri-
menom pravila Unit propagation ili Backjump, onda postoji reasonFormula(l, S)
takva da je pravilo Explain primenljivo, sˇto je kontradikcija. Ukoliko je dodat prime-
nom pravila Intro, onda postoji pk-literal l′ na koji je pravilo intro primenjeno. Ovaj
pk-literal ne mozˇe biti iz PR(Φ) jer sadrzˇi egzistencijalni kvantifikator. To znacˇi da
je dodat pravilom Unit propagation ili Backjump i da postoji reasonFormula(l′, S)
takva da se na nju i k-literal l mozˇe primeniti pravilo Explain, sˇto je kontradikcija.
Stoga, mora vazˇiti n > 0.
Pretpostavimo da postoje dva k-literala u m(C) na nivou n. Posˇto ne mogu oba
biti odlucˇeni k-literali, jedan od njih to nije. Onda je morao biti dodat u M nekim
od pravila Intro, Unit propagation ili Backjump i za njega se istim rezonovanjem
kao u prosˇlom slucˇaju izvodi da je pravilo Explain primenljivo sˇto je kontradikcija.
Stoga, na nivou n liste M postoji tacˇno jedan k-literal iz m(C). U tom slucˇaju vazˇi
Res(C,Mn−1, l′) za neki pk-literal l′, cˇime su uslovi za primenu pravila Backjump
ispunjeni. 
Naredne definicije uvode poredak na skupu listi pk-literala. Ova relacija c´e biti
koriˇsc´ena za dokazˇivanje da je broj promena koje se mogu ucˇiniti nad listom pk-
literala M u toku izvrsˇavanja procedure Calypso konacˇan.
Definicija 42 Neka su M1 i M2 liste pk-literala. Neka je l prvi negativni kvantifi-
kovani literal u M2 takav da postoji l
′ ∈M1 takav da vazˇi ResStep(l, l′,⊥). Piˇsemo
M1 <t M2 ukoliko vazˇi M
l
2 ⊆ M l′1 . Za stanja S i S ′ piˇsemo S <s S ′ ukoliko vazˇi
MS <s MS′.
Naredna lema trivijalno sledi iz prethodne definicije i definicije pravila Backjump.
Lema 9 Ukoliko vazˇi S
Backump−−−−−→ S ′, onda vazˇi S <s S ′.
Lema 10 Neka je M skup svih listi pk-literala u svim stanjima S takvim da vazˇi
S0 → . . .→ S. Na skupu M, relacija <t je tranzitivna, nerefleksivna i aciklicˇna.
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Dokaz. Tranzitivnost relacije <t je trivijalna. Pretpostavimo da vazˇi M <t M za
neku listuM ∈M. Tada jeM kontradiktorna lista sˇto nije moguc´e prema lemi 5, sˇto
znacˇi da je relacija <t nerefleksivna. Pretpostavimo da postoji niz M1,M2, . . . takav
da vazˇi M1 <t . . . <t Mk < M1. Tada, na osnovu tranzitivnosti vazˇi M1 <t M1,
sˇto je kontradikcija sa nerefleksivnosˇc´u relacije <t. Ovo dokazuje da je relacija <t
aciklicˇna. Svojstva relacije <s slede iz svojstava relacije <t. 
Naredna lema tvrdi da c´e konstanta koja je trajno prisutna u signaturi od nekog
stanja postati dopustiva.
Lema 11 Neka je C = S0 → . . . → S → . . . Calypso lanac bez prihvatajuc´eg
stanja. Ukoliko u stanju S i u svim narednim stanjima vazˇi c ∈ Σ, tada je u stanju
S ili u nekom od narednih stanja konstanta c dopustiva i ni jedno osnovno pravilo
nije primenljivo.
Dokaz. Pretpostavimo da za neku konstantu vazˇi ck ∈ Σ i δ < k u stanju S i svim
narednim stanjima u lancu C. Na osnovu lema 9, 10 i konacˇnosti skupa listi pk-
literala nad ogranicˇenim skupom dopustivih konstanti Υ ⊆ ΣckS i predikata Π, mozˇe
biti konacˇno mnogo primena pravila Backjump nakon stanja S. Neka je S ′ stanje iz
lanca C dobijeno poslednjom primenom pravila Backjump nakon stanja S ili ukoliko
takvo stanje ne postoji neka vazˇi S ′ = S. Posˇto nema primene pravila Backjump
nakon stanja S ′. δ se ne mozˇe smanjivati. Posˇto vazˇi δ < k postoji poslednje stanjeu
kojem je pravilo Limiter primenjeno i neka je to stanje S ′′ ukoliko je to stanje nakon
S ′, a S ′′ = S ′ u suprontom. Nakon stanja S ′′ nema primena pravila Backjump i
Limiter. Na osnovu lema 6 i 7 postoji konacˇno mnogo stanja u C nakon stanja S ′′ u
kojima je primenljivo bilo koje osnovno pravilo. U pravom stanju nakon S ′′ u kojem
nije primenljivo ni jedno osnovno pravilo, primenljivo je pravilo Limiter jer je u tom
stanju δ < k ≤ max{i | ci ∈ Σ}, sˇto je kontradikcija. Stoga, u stanju S ili u nekom
od narednih stanja vazˇi ck ∈ Υ. Oznacˇimo to stanje sa S1. Pretpostavimo da nakon
tog stanja nema stanja u kojem ni jedno osnovno pravilo nije primenljivo. To znacˇi
da ni u jednom sledec´em stanju, pravilo Limiter nije primenljivo i da se δ ne menja.
Stoga se ni Υ ne menja. Kao i ranije, izvodi se zakljucˇak da mora postojati neko
naredno stanje u kojem je pravilo Limiter primenljivo sˇto je kontradikcija. Stoga
tvrd¯enje vazˇi. 
Naredna definicija uvodi vazˇnu strukturu koja c´e sluzˇiti kao model za skup aksi-
oma i kontramodel za tvrd¯enje prilikom dokazivanja potpunosti procedure Calypso.
Definicija 43 (Erbranov univerzum i Erbranova struktura za lanac) Neka
je C lanac i neka je L skup svih pk-literala l za koje postoji stanje S u lancu C takvo
da vazˇi l ∈ M u stanju S i u svim stanjima iz C posle njega. Erbranov univerzum
108
4.4 Novi CDCL sistem za dokazivanje u koherentnoj logici
ΣC za lanac C, je skup svih simbola konstanti koje se pojavljuju u atomima iz L.
Erbranova struktura EC za lanac C, je skup baznih atoma, nad konstantama iz ΣC
i predikatima iz Π takvih da je bazni atom l u EC ako i samo ako vazˇi L  l. Bazni
atom je tacˇan u Erbranovoj strukturi za lanac C ako i samo ako joj pripada.
Naredna tema tvrdi da ukoliko su premise aksiome zadovoljene atomima iz liste
M u nekom stanju i u svim narednim stanjima u lancu, onda postoji stanje takvo
da su zakljucˇci aksiome takod¯e zadovoljeni u tom i narednim stanjima.
Lema 12 Neka je C = S0 → . . . → S ′ → . . . Calypso lanac bez prihvatajuc´eg
stanja. Neka u stanju S ′ vazˇi P ⇒ Q ∈ Γ i neka je σ bazna supstitucija nad
slobodnim promenljivim formule P ⇒ Q i konstantama iz ΣC. Neka u stanju S ′ i
svim narednim stanjima vazˇi l ↑ za svako l ∈ Pσ. Tada postoji k-literal ∃ ∗ l ∈ Qσ
i supstitucija σ′ nad nekim slobodnim promenljivim iz l i konstantama iz ΣC, tako
da od nekog stanja, u svim stanjima iz C vazˇi lσ′ ↑.
Dokaz. Po definiciji Erbranovog univerzuma ΣC , mora postojati stanje u lancu C
takvo da su sve konstante iz supstitucije σ u skupu Σ u tom stanju i svim narednim
stanjima iz lanca C. Na osnovu leme 11 u lancu C mora postojate stanje S nakon S ′
tako da su sve konstante koje figuriˇsu u supstituciji σ dopustive i ni jedno osnovno
pravilo nije prihvatljivo i neka je S prvo takvo stanje u C pocˇevsˇi od S ′.
Prvo dokazujemo da u stanju S i svim narednim stanjima u kojima ni jedno
osnovno pravilo nije primenljivo, mora postojati pk-literal l′ ∈M bez egzistencijal-
nih kvantifikatora takav da vazˇi l′  ∃ ∗ l za neki k-literal ∃ ∗ l ∈ Qσ. Posˇto pravilo
Decide nije primenljivo, za svaki k-literal ∃ ∗ l ∈ Qσ u tom stanju vazˇi ili ∃ ∗ l ↑
ili ∃ ∗ l ↓. Ukoliko vazˇi ∃ ∗ l ↓ za svaki k-literal ∃ ∗ l ∈ Qσ, onda u tom stanju
mora da vazˇi i C 6= no cflct jer bi u suprotnom bilo primenljivo pravilo Conflict.
Takod¯e mora da vazˇi i C ∈ Γ, inacˇe bi bilo primenljivo pravilo Learn. Posˇto pravilo
Explain nije primenljivo, na osnovu leme 8, pravilo Learn ili pravilo Backjump mora
biti primenljivo sˇto je kontradikcija. Stoga, mora da vazˇi ∃ ∗ l ↑ za neki k-literal
∃ ∗ l ∈ Qσ. Kako su sve konstante iz ∃ ∗ l dopustive (posˇto su sve konstante iz
supstitucije σ dopustive u stanjima lanca C pocˇevsˇi od S) i kako je pravilo Intro
neprimenljivo, mora postojati k-literal l′ ∈ M bez egzistencijalnih kvantifikatora
takav da vazˇi l′  ∃ ∗ l.
Neka je S niz S1, S ′1, S2, S ′2, . . . svih stanja takvih da vazˇi
• S1 = S,
• u stanju Si ni jedno osnovno pravilo nije primenljivo (i stoga vazˇi ∃ ∗ l ↑ za
neki k-literal ∃ ∗ l ∈ Qσ),
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• S ′i je prvo stanje nakon Si takvo da ni za jedan k-literal ∃ ∗ l ∈ Qσ ne postoji
k-literal l′ ∈M bez egzistencijalnih kvantifikatora takav da vazˇi l′  ∃ ∗ l,
• Si je za i > 1 prvo stanje nakon S ′i−1 takvo da ni jedno osnovno pravilo nije
primenljivo.
Primetimo da su sva stanja S ′i dobijena primenom pravila Backjump posˇto je to
prvo stanje u kojem je uklonjen odred¯eni k-literal, sˇto je moguc´e samo usled primene
pravila Backjump.
Za sva stanja iz niza S c´emo dokazati da vazˇi Υ ⊆ ΥS (gde je Υ skup dopustivih
konstanti). To po definicji niza S vazˇi za stanje S1. Neka tvrd¯enje vazˇi za stanje Si.
Tada δS′i ne mozˇe biti vec´e od δSi Stanje S
′i je dobijeno primenom pravila Backjump
koje postavlja vrednost δ na poslednju vrednost u ∆m gde je m nivo povratnog
skoka. Kako je ovim pravilom izbacˇen iz liste M k-literal koji je u njoj u stanju
Si, m mora biti manje nego nivo u stanju Si. Kako su vrednosti u ∆ neopadajuc´e,
vazˇi δS′i ≤ δSi , odnosno ΥS′i ⊆ ΥS. Neka tvrd¯enje vazˇi za stanje S ′j. Posˇto je Sj+1
prvo stanje nakon S ′j u kojem ni jedno osnovno pravilo nije primenljivo, mora biti
δSj+1 = δS′j pa vazˇi ΥSj+1 ⊆ ΥS. Zakljucˇujemo da vazˇi Υ ⊆ ΥS u svakom stanju
niza S
U nastavku pokazujemo da je niz S konacˇan. Pretpostavimo da je niz S bes-
konacˇan. Neka je l′i pk-literal ubacˇen u M od strane pravila Backjump kojim je
dobijeno stanje S ′i. Pk-literal l′i je ili pristuan u svim narednim stanjima ili biva
uklonjen primenom pravila Backjump u nekom od sledec´ih stanja. Ukoliko biva
uklonjen pravilom Backjump, drugi pk-literal se umec´e na nizˇi nivo. Neka je l′ji
niz pk-literala takvih da je l′1i = l
′
i i l
′j+1
i je pk-literal ubacˇen primenom pravila
Backjump kojom je uklonjen pk-literal l′ji . Za svako i i j vazˇi da je nivo u listi M
pk-literala l′j+1i manji od nivoa pk-literala l
′j
i . Med¯utim, kako su nivoi u listi M
ogranicˇen odozdo, u svakom od nizova, mora da postoji poslednji pk-literal l′′i koji
nikad ne biva uklonjen. Kako je S beskonacˇan i ponovljeni pk-literali se, prema
lemi 5, ne dodaju u M , niz l′′i za i = 1, . . . mora imati beskonacˇno mnogo razlicˇitih
pk-literala. Posˇto se oni nikad ne uklanjaju iz liste M , postoji stanje S ′ki takvo da
je l′′i u listi M u stanju S ′ki i ostalima. Pokazac´emo da je ovo kontradiukcija se
cˇinjenicom da vazˇi ΥS′i ⊆ ΥS za svako i = 1, . . .. Neka je Ki = |ΣSi |. Kako se sve
nove konstante koje uvodi pravilo Intro dodaju na kraj liste Σ i maksimalni nivo u
stanju S ′i je manji od nivoa u stanju Si, vazˇi |ΣS′i | ≤ Ki za svako i = 1, . . .. Broj
pk-literala nad ΥS je konacˇan i broj konstanti koje se mogu dobiti primenom pravila
Intro nad tim pk-literalima je konacˇan. Stoga, broj konstanti koje se mogu pojaviti
u ΣSi je ogranicˇen nekim brojem K za i = 1, . . .. Tada takod¯e vazˇi |ΣS′i | ≤ K za
svako i = 1, . . .. Neka je N ukupan broj pk-literala sa predikatskim simbolom iz
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Π koji se mogu konstruisati nad bilo kojim skupom konstanti velicˇine K. U stanju
S ′kN+1 postoji bar N + 1 razlicˇiti pk-literal, sˇto je kontradikcija. Otud niz S mora
biti konacˇan.
U poslednjem stanju niza S mora da vazˇi ∃ ∗ l ↑ za neki k-literal ∃ ∗ l ∈ Qσ.
Poslednje stanje mora biti jedno od stanja Si, a ne S ′i, inacˇe bi na osnovu leme 11
postojao josˇ jedan element niza iza tog stanja, sˇto je nemoguc´e. Neka je l′ prvi k-
literal bez egzistencijalnih u listi M za koji vazˇi l′  ∃∗l. Ovaj k-literal nec´e viˇse biti
uklanjan iz liste M jer bi u suprotnom postojalo josˇ jedno stanje S ′i iza poslednjeg
stanja niza S, sˇto je nemoguc´e. Primetimo da to znacˇi da su sve konstante iz l′ u
ΣC . Kako su l i l
′ pozitivni atomi bez kvantifikatora, na osnovu l′  ∃ ∗ l mora da
vazˇi l′σ′ = lσ′ gde je σ′ najopsˇtiji unifikator za l′ i l. Posˇto je σ′ najopsˇtiji unifikator,
on ne sadrzˇi konstante koje nisu prisutne u l′ i l. Oba skupa konstanti su iz ΣC , pa
je σ′ supstitucija nad ΣC , cˇime je tvrd¯enje dokazano. 
Naredna teorema izrazˇava potpunost procedure Calypso, odnosno da ukoliko
je neka formula logicˇka posledica skupa aksioma, onda se izvrsˇavanje procedure
Calypso zaustavlja u prihvatajuc´em stanju. Osnovna ideja dokaza je da se pret-
postavi suprotno, da se procedura ne zaustavlja, na osnovu cˇega se pokazuje da
postoji Erbranova struktura u kojoj su sve aksiome tacˇne, ali tvrd¯enje nije. Kako je
tvrd¯enje po pretpostavci logicˇka posledica aksioma, ovo je kontradikcija i zakljucˇuje
se da se procedura mora zaustaviti.
Teorema 6 (Potpunost procedure Calypso) Ukoliko za skup koherentnih aksi-
oma AX i koherentno tvrd¯enje ∀~x H(~v, ~x) ⇒ ∃~y G(~v, ~y) vazˇi AX |= ∀~x H(~v, ~x) ⇒
∃~y G(~v, ~y), onda u svakom Calypso lancu postoji prihvatajuc´e stanje.
Dokaz. Pretpostavimo suprotno. Neka u nekom Calypso lancu C ne postoji prihva-
tajuc´e stanje. Takav lanac je ili beskonacˇan ili se zavrsˇava odbacujuc´im stanjem.
U nastavku se pokazuje da ni jedan od ova dva slucˇaja ne mozˇe vazˇiti i da stoga
teorema vazˇi.
Neka je EC Erbranova struktura za lanac C. Neka vazˇi P ⇒ Q ∈ AX i neka je
konjunkcija Pσ tacˇna u EC za neku baznu supstituciju σ nad slobodnim promenlji-
vim iz P ⇒ Q i konstantama iz ΣC . Ukoliko je konjunkcija Pσ tacˇna u EC , tada
postoji stanje S u C, takvo da u njemu i u svim narednim stanjima iz C vazˇi l ↑ za
svako l ∈ Pσ. Tada, na osnovu leme 12, postoji naredno stanje S ′ u C, takvo da
za neko ∃ ∗ l ∈ Qσ postoji supstitucija σ′ nad ΣC za koju vazˇi lσ′ ↑ u stanju S ′ i
svim narednim stanjima. Na osnovu toga, disjunkcija Qσ je tacˇna u strukturi EC .
Odatle, struktura EC je model za aksiome iz AX .
Razmotrimo tanˇost tvrd¯enja u strukturi EC . Posˇto su svi kvantifikovani literali
iz konjunkcije H u L, konjunkcija H je tacˇna u strukturi EC . Potrebno je dokazati
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da disjunkcija G nije tacˇna u ovoj strukturi. Ukoliko vazˇi G = ⊥, onda disjunkcija
G nije tacˇna u strukturi EC . Ukoliko vazˇi G 6= ⊥, pretpostavimo da je G is tacˇno
u strukturi EC . Tada postoji stanje S u lancu C i kvantifikovani atom l takav da
u stanju S i stanjima posle njega vazˇi l ∈ M i l  G. Na osnovu toga sˇto se
u inicijalizaciji u listi M dodaju atomi takvi da vazˇi ResStep(l, l′,⊥) koji u njoj
ostaju u svim narednim stanjima i leme 5 zakljucˇuje se da je ovo kontradikcija.
Ovo znacˇi da je EC model za skup aksioma AX , ali ne i za formulu ∀~x H(~v, ~x)⇒
∃~y G(~v, ~y) sˇto je nemoguc´e jer je pretpostavljeno da vazˇi AX |= ∀~x H(~v, ~x) ⇒
∃~y G(~v, ~y). Na osnovu toga, nije moguc´e da postoji Calypso lanac bez prihvatajuc´eg
stanja za tvrd¯enje ∀~x H(~v, ~x)⇒ ∃~y G(~v, ~y). 
Direktna poslediva ove teoreme je potpunost sistema pravila.
Teorema 7 (Potpunost sistema pravila) Ukoliko za skup koherentnih aksioma
AX i koherentno tvrd¯enje ∀~x H(~v, ~x) ⇒ ∃~y G(~v, ~y) vazˇi AX |= ∀~x H(~v, ~x) ⇒
∃~y G(~v, ~y), onda vazˇi i AX `CL ∀~x H(~v, ~x)⇒ ∃~y G(~v, ~y).
4.5 Dokazivacˇ Calypso
U ovom poglavlju c´e biti opisani detalji implementacije dokazivacˇa Calypso.
Najvazˇniji deo implementacije su struktura i algoritam koji se koriste za za otkrivanje
konflikata i k-literala koji se mogu propagirati ili odlucˇeni. Bic´e dato i pored¯enje
dokazivacˇa Calypso sa drugim dokazivacˇima.
4.5.1 Implementacija
Dokazivacˇ Calypso je implementiran u programskom jeziku C++. Najvazˇniji
implementacioni detalji se odnose na sledec´e probleme:
• izbor k-literala u pravilu Decide,
• nalazˇenje pk-literala koji se mogu propagirati pravilom Unit propagation,
• detekcija konflikta,
• uslovi za dodavanje konfliktne implikacije u skup formula kao naucˇene leme i
• izbor unifikatora pri rezolviranju u pravilu Explain,
Odgovor na prva cˇetiri problema je u potpunosti ili delimicˇno vezan za modifikaciju
Rete algoritma koji je vec´ koriˇsc´en u dokazivacˇu clp [40] i bic´e dat kroz opis i
razmatranje ovog algoritma.
112
4.5 Dokazivacˇ Calypso
Tabela 4.1: Elementi cˇvorova tipa α i njihovi tipovi.
Element Tip
literal referenca na pk-literal
unifiers niz unifikatora
children niz referenci na cˇvorove tipa β
Tabela 4.2: Elementi cˇvorova tipa β i njihovi tipovi.
Element Tip
unifikatori niz unifikatora
a-parent referenca na cˇvor tipa α
b-parent referenca na cˇvor tipa β
child referenca na cˇvor tipa β
Modifikovani Rete algoritam. Rete algoritam je algoritam za unifikaciju pret-
postavki aksiome sa atomima u bazi znanja koriˇsc´en u dokazivacˇu clp za standardnu
koherentnu logiku [33, 40]. Njegov osnovni kvalitet je sˇto ne ponavlja pokusˇaje unifi-
kacije sa istim cˇinjenicama. Algoritam pokusˇava da unifikuje pretpostavke aksiome
sa atomima u bazi znanja polazec´i od prvog atoma u formuli i prosˇirujuc´i parci-
jalni unifikator za prvih k − 1 atoma pretpostavki svim saglasnim unifikatorima
k-tog atoma sa atomima iz baze znanja. Ovaj algoritam je prosˇiren tako da radi
u prosˇirenom fragmentu koherentne logike za koji je formulisan apstraktni sistem,
unifikuje i levu i desnu stranu aksiome i ima moguc´nost azˇuriranja pri povratku u
pretrazi.
Neka je L skup svih pk-literala l koji se javljaju u desnoj strani neke formule
iz Γ i pk-literala l takvih da se l javlja u levoj strani neke formule iz Γ. Ovaj
skup mozˇe biti prosˇirivan prilikom ucˇenja lema. Neka svakom od pk-literala iz L
odgovara jedan cˇvor tipa α. Cˇvor tipa α je struktura cˇiji su elementi dati u tabeli
4.1. Neka je F = l1 ∧ . . . lk ⇒ lk+1 ∨ . . . ∨ lm formula iz skupa Γ. Formuli F
odgovara niz β cˇvorova duzˇine m+ 1. Cˇvor tipa β je struktura cˇiji su elementi dati
u tabeli 4.2. Tabela 4.3 prikazuje strukturu unifikator. Uloge elemenata pomenutih
struktura c´e biti opisane kasnije. Rete mrezˇa je neusmereni graf (V ,E) gde je V
skup α cˇvorova koji odgovaraju pk-literalima u formulama iz Γ i β cˇvorova koji
odgovaraju formulama iz Γ. E je skup grana. Postoji grana izmed¯u u i v ukoliko su
u i v susedni cˇvorovi tipa β u nizu koji odgovara nekoj formuli iz Γ. U tom slucˇaju
se cˇvor sa manjim indeksom u nizu naziva roditeljem cˇvora sa vec´im indeksom, a
cˇvor sa vec´im indeksom detetom cˇvora sa manjim indeksom. Takod¯e postoji grana
izmed¯u u i v ukoliko je u cˇvor tipa α koji odgovara pk-literalu li iz neke formule F
i v je i-ti β cˇvor u nizu koji odgovara formuli F . U tom slucˇaju se α cˇvor naziva
roditeljem odgovarajuc´eg β cˇvora, a β cˇvor detetom tog α cˇvora.
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Tabela 4.3: Elementi strukture unifikator i njihovi tipovi.
Element Tip
equalities niz jednakosti
a-parent referenca na unifikator
b-parent referenca na unifikator
literal referenca na pk-literal
delete {true,false, undef}
Struktura α cˇvora sadrzˇi referencu na pk-literal iz formule sa kojim je pove-
zana, niz unifikatora sa k-literalima iz liste M i niz referenci na decu cˇvorove tipa
β. Struktura β cˇvora sadrzˇi niz parcijalnih unifikatora za deo formule koji prethodi
pk-literalu kojem cˇvor odgovara, referencu na α cˇvor koji odgovara istom pk-literalu
i referencu na prethodni i naredni β cˇvor. Struktura unifikator sadrzˇi niz jednakosti,
reference na unifikatore cˇijim spajanjem je unifikator nastao, referencu na pk-literal
na osnovu kojeg je nastao α-roditelj i indikator koji se koristi tokom brisanja unifi-
katora prilikom vrac´anja u pretrazi.
Prilikom ucˇenja lema, Rete mrezˇa se prosˇiruje cˇvorovima i granama koji odgova-
raju naucˇenoj lemi. Prilikom ubacivanja k-literala u listu M , o tome se obavesˇtava
Rete mrezˇa pozivom funkcije notify koja je data na slici 4.3, a koja poziva funk-
ciju insert koja je data na slici 4.4. Funkcija clashUnifier kao argumente uzima
dva pk-literala l i l′ i vrac´a najopsˇtiju supstituciju λ za koju vazˇi ResStepλ(l, l′,⊥).
Ukoliko to ne vazˇi ni za jednu supstituciju λ, funkcija clashUnifier vrac´a null.
Funkcija signalConflict signalizira da je primec´en konflikt. Na osnovu cˇlana
b-parent mogu se nac´i svi preci unifikatora koji figuriˇse u konfliktu. Kako taj
unifikator i svi njegovi preci imaju cˇlan literal, mogu se pronac´i svi k-literali iz
liste M koji ucˇestvuju u konfliktu.
Funkcija signalUnitPropagate signalizira da je moguc´e propagirati pk-literal,
osim ukoliko se on ili opsˇtiji pk-literal vec´ nalaze u listi M . Kao i u slucˇaju konflikta,
moguc´e je nac´i sve k-literale iz liste M koji su zasluzˇni za propagaciju. Ovako defini-
san algoritam je u stanju da pronad¯e jedinicˇne propagacije samo ukoliko je se propa-
gacija vrsˇi na osnovu posldenjeg pk-literala u formuli. Algoritam je moguc´e prosˇiriti
tako da nalazi sve jedinicˇne propagacije, ali u eksperimentima cena nalazˇenja pro-
pagacija se pokazala jednakom dobitku, pa to prosˇirenje nec´e biti prikazano.
Rete mrezˇa omoguc´ava i nalazˇenje k-literala za primenu pravila Decide. Funkcija
getDecideLiteral koja nalazi takav literal je prikazana na slici 4.5. Pri tome
funkcija findAcceptableInstance kao argumente uzima pk-literal l i vrac´a k-literal
l′ koji je instanca pk-literala l, takva da vazˇi l′? ukoliko takva instanca postoji, a
null ukoliko takva instanca ne postoji.
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function notify(l : literal) : void
begin
foreach a in alphaNodes do
begin
u := clashUnifier(a.literal, l)
if u = null then
return
a.unifiers := a.unifiers u
foreach c in a.children do
begin
if c.parent = null then
unifiers := [null]
else
unifiers := c.unifiers
foreach pu in unifiers do
begin
mu := mergeUnifiers(pu, u)
if mu != null then
insert(c.child, mu)
end
end
end
end
Slika 4.3: Funkcija koja obavesˇtava mrezˇu o novom k-atomu koji je dodat u listu
M .
Na slici 4.6 prikazana je funkcija backtrack(lvl : integer) koja azˇurira Rete
mrezˇu pri povratku u pretrazi. Uklanjaju se svi unifikatori pri cˇijem je dobijanju
ucˇestvovao k-literal sa nivoa liste M koji je manji od nivoa na koji se vrsˇi povratak.
Izbor unifikatora pri rezolviranju. Za razliku od klauzalne rezolucije kod koje
je izbor unifikatora pri rezolviranju trivijalan problem (uvek se bira najopsˇtiji) kod
koherentne rezolucije izbor unifikatora igra vazˇnu ulogu. Primera radi, ako su date
formule p(x)∧q(x, y)⇒ ⊥, ∃y p(y) i q(y, x) i prva se rezolvira sa drugom pri praznom
unifikatoru, dobija se rezolventa ∀~x q(x, y) ⇒ ⊥. Dalje rezolviranje sa trec´om
formulom je nemoguc´e. Med¯utim, ukoliko se rezolviranje uradi pri unifikatoru [y 7→
x], dobija se rezolventa ∀~x q(x, x)⇒ ⊥, koja se mozˇe rezolvirati sa trec´om formulom.
Stoga je izbor unifikatora vazˇan. U nastavku je opisan njegov izbor.
Sledec´a definicija uvodi funkciju eliminacije simbola iz supstitucije.
Definicija 44 (Funkcija eliminacije simbola: elim) Neka je data supstitucija
µ i skup simbola S = {s1, . . . , sn} i neka vazˇi µ = µ1µ2[x11 7→ s1, . . . , x1m1 7→
s1, . . . , xn1 7→ sn, . . . , xnmn 7→ sn], pri cˇemu u µ1 nema simbola iz S, µ2 deluje samo
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function insert(b : betaNode, u : unifier) : void
begin
foreach bu in b.unifiers do
begin
if bu.equalities = u.equalities then
if level(u.literal) < level(bu.literal) then
begin
bu.a-parent = u.a-parent
bu.b-parent = u.b-parent
bu.literal = u.literal
break
end
end
b.unifiers := b.unifiers u
if b.child = null then
begin
signalConflict()
return
end
merged := false
foreach au in b.a-parent.unifiers do
begin
mu := mergeUnifiers(u, au)
if mu != null then
begin
merged := true
insert(b.child, mu)
end
end
if not merged and b.child.child = null then
signalUnitPropagate()
end
Slika 4.4: Funkcija koja propagira novi unifikator.
na simbole iz S i simboli xij nisu iz S ni za jedno i i j. Neka je λ = µ1[x12 7→
x11, . . . , x1m1 7→ x11, . . . , xn2 7→ xn1, . . . , xnmn 7→ xn1]. Supstitucija λ se dobija od
supstitucije µ eliminacijom simbola is skupa S, sˇto se zapisuje λ = elim(µ, S).
Primer 16 Vazˇi [z 7→ x, u 7→ v] = elim([x 7→ a, y 7→ b, z 7→ a, u 7→ v], {a, y}).
Neka su F1 i F2 formule takve da vazˇi ResGenS7→lµ (F1,F2,m1,m2,R) pri cˇemu
je µ najopsˇtija supstitucija za koju data relacija vazˇi. Neka je l′ pk-literal za koji
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function getDecideLiteral() : literal
begin
foreach f in Gamma do
begin
m := length(f)
for i := m - 1 to 0 do
begin
b := getBetaNode(f,i)
foreach u in b.unifiers do
begin
l := applyUnifier(f[i],u)
l’ := findAcceptableInstance(l)
if l’ != null then
return l’
end
end
end
end
Slika 4.5: Funkcija koja bira literal za pravilo Decide.
vazˇi l′ ∈ F1 i l′ /∈ S ili l′ ∈ F2 i l′ 6= l. Neka je l′′ = m(l′). Neka je I skup
svih indeksa na kojima se u k-literalu l′′ nalaze slobodne promenljive. Neka je λ
najopsˇtiji unifikator za skup jednakosti {l′i = l′′i | i ∈ I}, neka je C = {l′′i | i ∈ I}
i neka je λ′ = elim(λ,C). Neka je λ = µλ1 · · ·λn, pri cˇemu su λi sve supstitucije
koje odgovaraju pk-literalima koji zadovoljavaju uslov za l′. Unifikator koji se bira
pri rezolviranju je upravo λ. Na ovaj nacˇin se obezbed¯uje da se rezolventa mozˇe
rezolvirati sa istim konfliktnim literalima sa kojima se mogu rezolvirati formule od
kojih je nastala.
4.5.2 Generisanje dokaza
Dokazivacˇ Calypso je u stanju da generiˇse dokaze u sistemu koherentne rezolu-
cije zapisane u TPTP formatu3. Ovaj format je jedan od standardnih formata za
zapisivanje dokaza u logici prvog reda i izmed¯u ostalog se koristi u takmicˇenjima
dokazivacˇa za logiku prvog reda. Pogodnost koriˇsc´enja ovog formata je moguc´nost
automatske provere generisanih dokaza pomoc´u sistema za proveru javno dostupnog
na TPTP sajtu4. Svaka linija dokaza predstavlja formulu koja mozˇe biti aksioma ili
rezolventa uz koju se cˇuva informacija o tome na osnovu koje dve prethodne formule
3Viˇse detalja o ovom formatu se mozˇe nac´i na adresi http://www.cs.miami.edu/~tptp/TPTP/
QuickGuide/Derivations.html
4http://www.cs.miami.edu/~tptp/cgi-bin/SystemOnTSTP
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function backtrack(lvl : integer) : void
begin
foreach a in alphaNodes do
backtrack(a, lvl)
foreach b in betaNodes do
backtrack(b, lvl)
end
function backtrack(a : alphaNode, lvl : integer) : void
begin
foreach u in a.unifiers do
if level(u.literal) > lvl then
remove(a.unifiers, u)
end
function backtrack(b: betaNode, lvl : integer) : void
begin
foreach u in b.unifiers do
if u.delete = true or checkToDelete(u, lvl) = true then
remove(b.unifiers, u)
end
function checkToDelete(u : unifier, lvl : integer) : {true, fale, undef}
begin
if u = null then
return false
if u.delete != undef then
return u.delete
u.delete := checkToDelete(u.b-parent, lvl)
if u.delete = false then
if level(u.literal) > lvl then
u.delete = true
return u.delete
end
Slika 4.6: Funkcije za azˇuriranje Rete mrezˇe pri povratku u pretrazi.
je dobijena. Dokazi se konstruiˇsu tako sˇto se prilikom rada dokazivacˇa pri svakoj
primeni pravila explain uz novu konfliktnu implikaciju cˇuvaju pokazivacˇi na formule
iz kojih je ona nastala. Pri tome, iako se mnoge od konfliktnih implikacija koje
se izvode u analizi konflikta ne dodaju u skup formula, one se cˇuvaju u memoriji
kako bi se na kraju mogao rekonstruisati dokaz. Na kraju rada dokazivacˇa, dokaz se
generiˇse jednostavnim obilaskom binarnog stabla u cˇijem korenu je korenu poslednja
konfliktna implikacija.
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4.5.3 Pored¯enje sa drugim sistemima
Dokazivacˇ Calypso je upored¯en sa drugim relevantnim sistemima. Ti sistemi
su koherentni dokazivacˇi CL, clp i Geo opisani u glavi 4.2 i najefikasniji rezolucijski
dokazivacˇ Vampire [86]. Dokazivacˇi su pokrenuti na skupu od 66 problema koji je
koriˇsc´en i u ranijim istrazˇivanjima [40]. Za svaki problem, dat je skup aksioma i
tvrd¯enje koje je potrebno dokazati. U ovim problemima, aksiomatski sistemi sadrzˇe
i do 30000 aksioma. Prilikom dokazivanja, koriˇsc´eno je vremensko ogranicˇenje od
300 sekundi. Meren je broj dokazanih teorema i prosecˇno vreme dokazivanja. Broj
dokazanih teorema za svaki od dokazivacˇa, dat je u tabeli 4.4. Iz tabele se vidi
Tabela 4.4: Broj dokazanih teorema i prosecˇno vreme izvrsˇavanja u sekundama za
svaki od dokazivacˇa.
Dokazivacˇ CL clp Geo Vampire Calypso
Dokazanih 43 50 55 57 58
Vreme (s) 103.6 73.5 50.7 47.7 40.7
da je Calypso najefikasniji dokazivacˇ i po broju dokazanih teorema i po vremenu
izvrsˇavanja. Kako je za sve dokazivacˇe vec´ina dokazanih teorema dokazana za ma-
nje od jedne sekunde, na vreme izvrsˇavanja najviˇse uticˇe broj neresˇenih instanci, pa
stoga ove mere kvaliteta prenose slicˇnu informaciju. Treba imati u vidu da se radi o
osnovnoj implementaciji sistema Calypso koja ostavlja puno prostora za dalja po-
boljˇsanja poput heuristika navod¯enja i implementacionih trikova od kojih se ocˇekuje
dalje ubrzanje sistema, dok su Geo i Vampire dokazivacˇi na kojima je duzˇe rad¯eno i
koji su ucˇestvovali i na takmicˇenjima dokazivacˇa za logiku prvog reda.
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Zakljucˇci i dalji rad
U ovoj glavi se sumiraju rezultati prikazani u radu i izvode zakljucˇci rada. Potom
se skiciraju pravci daljeg rada kako u oblasti prilagodljivog resˇavanja SAT problema,
tako i u oblasti dokazivanja teorema u koherentnoj logici.
5.1 Zakljucˇci
U ovom radu je razmatran problem usmeravanja pretrage u automatskom doka-
zivanju teorema. Fokus je bio na CDCL sistemu pretrage za koji je pokazano da se
njegova efikasnost mozˇe znacˇajno unaprediti jednostavnim navod¯enjem, ali takod¯e i
da se mozˇe uopsˇtiti za bogatije logike od iskazne za koju je polazno formulisan.
U prvom delu rada razmatran je problem jednostavnog usmeravanja pretrage
— izborom resˇavacˇa, njegovih heuristika i njihovih parametara, a u zavisnosti od
svojstava instance koju je potrebno resˇiti. Osnova predlozˇenih metoda za izbor al-
goritama je sintaksna slicˇnost formula koja se odrazˇava na njihovu grafovsku struk-
turu. Ova slicˇnost je prvi put pouzdano ustanovljena i analizirana pomoc´u originalne
mere slicˇnosti grafova (koja se pokazala korisnom i u drugim domenima). Prakticˇni
pristupi merenju slicˇnosti formula se zbog racˇunske efikasnosti ipak zasnivaju na
numericˇkim atributima iskaznih formula. Predlozˇene su dve jednostavne metode iz-
bora algoritma zasnovane na algoritmu k najblizˇih suseda. Prva tehnika, ArgoSmArT,
se zasniva na klasifikaciji instance u jednu od unapred zadatih familija za koje su
poznati algoritmi koji ih efikasno resˇavaju. Instanca se resˇava algoritmom koji od-
govara familiji u koju je instanca klasifikovana. Druga tehnika, ArgoSmArT k-NN,
se zasniva na nalazˇenju nekoliko slicˇnih instanci u trening skupu za koje je poznato
vreme resˇavanja pomoc´u svih algoritama iz portfolija. Instanca se resˇava algoritmom
koji se najbolje ponasˇa na pronad¯enim instancama. Tehnika ArgoSmArT je pogod-
nija za izbor konfiguracije SAT resˇavacˇa, a ArgoSmArT k-NN za izbor samog SAT
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resˇavacˇa. Tehnika ArgoSmArT k-NN se pokazala znacˇajno efikasnijom od najvazˇnijeg
i pritom vrlo slozˇenog sistema za izbor SAT resˇavacˇa — sistema SATzilla. Pored
problema izbora KNF SAT resˇavacˇa i njihovih heuristika, razmatran je i problem
izbora ne-KNF SAT resˇavacˇa u kojem fokus nije bio na tehnikama izbora resˇavacˇa,
posˇto se predlozˇene tehnike direktno primenjuju i na taj problem, vec´ na atributima
kojima se ne-KNF instance mogu opisati, a koji do sad nisu predlozˇeni. Rezultati
u ovom domenu su pozitivni, ali za sada ogranicˇeni. Osnovni razlog za to je ne-
dostatak vec´eg broja ne-KNF resˇavacˇa raznovrsnog ponasˇanja, sˇto ne iznenad¯uje s
obzirom da je ova vrsta resˇavacˇa tek u svom povoju.
Pored konstrukcije efikasnog portfolija za SAT problem, prikazana je i metodolo-
gija pored¯enja SAT resˇavacˇa zasnovana na statisticˇkom testiranju hipoteza. Potreba
za ovakvom metodologijom proizilazi iz velike varijacije vremena resˇavanja jedne for-
mule od strane jednog SAT resˇavacˇa, sˇto mozˇe dovesti do razlicˇitih redosleda SAT
resˇavacˇa prilikom pored¯enja njihovih performansi ili rangiranja, sˇto je i eksperimen-
talno demonstrirano. Predlozˇena metodologija pruzˇa ocenu statisticˇke znacˇajnosti
testiranja i ocenu velicˇine efekta, poput verovatnoc´e da jedan SAT resˇavacˇ bude brzˇi
od drugog.
Drugi deo rada se odnosi na uopsˇtavanje CDCL sistema pretrage na bogatije
fragmente logike prvog reda. Predlozˇeni sistem mozˇe predstavljati osnovu za efikasno
dokazivanje u nekoj logici ukoliko je u njoj moguc´e definisati pravila rezolucije i
faktorisanja. Ova pravila su definisana za jedno uopsˇtenje koherentne logike. Za ovaj
sistem su dokazana svojstva potpunosti i saglasnosti. Sistem ima nekoliko vazˇnih
karakteristika koje su posledica prethodno sprovedene analize izazova u dokazivanju
u koherentnoj logici. Sistem omoguc´ava rezonovanje prvog reda, umesto bazno sˇto
je karakteristika svih postojec´ih dokazivacˇa za koherentnu logiku. Takod¯e, sistem
koristi povratne skokove i ucˇenje lema. Prilikom dizajna sistema, posebna pazˇnja je
posvec´ena moguc´nosti da se na osnovu rada dokazivacˇa generiˇsu cˇitljivi dokazi. Ova
moguc´nost je jedna od osnovnih prednosti koherentne logike, ali to nije lako postic´i
pri koriˇsc´enju CDCL sistema pretrage. Jedno od svojstava ovog sistema proisteklo
iz potrebe za cˇitljivim dokazima je ocˇuvanje kvantifikatora prilikom dokazivanja i
vrlo je nekarakteristicˇno za postojec´e CDCL sisteme. Takod¯e, prednost formulisanja
CDCL sistema je moguc´nost prenosˇenja heuristika koje su se vec´ pokazale korisne u
resˇavanju SAT problema.
Nad predlozˇenim sistemom, definisana je procedura Calypso, za dokazivanje u
prosˇirenoj koherentnoj logici, koju je moguc´e primeniti i na standardnu koherentnu
logiku. Predlozˇeno je prosˇirenje algoritma Rete koje omoguc´ava nalazˇenje literala
koji se mogu propagirati, detekciju konflikata i predlaganje literala za pravilo De-
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cide. Procedura Calypso je implementirana u jeziku C++. Evaluirana je na re-
prezentativnim problemima zapisanim u koherentnoj logici i na njima se pokazala
superiornom u odnosu na druge dokazivacˇe za koherentnu logiku, kao i dokazivacˇ
Vampire, najefikasniji dokazivacˇ za logiku prvog reda.
Na osnovu rezultata izlozˇenih u ovom radu, mozˇe se zakljucˇiti da je potvrd¯ena
njegova osnovna teza — da se sistem pretrage koji se koristi u CDCL SAT resˇavacˇima
mozˇe znacˇajno unaprediti jednostavnim usmeravnjem, a da se takod¯e mozˇe uspesˇno
formulisati i za fragmente logike prvog reda kao sˇto je koherentna logika, kao i da
su dati konkretni odgovori na pitanje kako se to mozˇe uraditi.
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Postoji viˇse pravaca daljeg rada. Sˇto se ticˇe prilagodljivog SAT resˇavanja, ra-
zvijene tehnike mogu biti upotrebljene u problemu predikcije vremena izvrsˇavanja
SAT resˇavacˇa. Tekuc´i pristupi ukljucˇuju kompleksne sheme treniranja regresionih
modela na velikim skupovima instanci. SAT resˇavacˇi mogu ispoljavati drasticˇno
razlicˇita ponasˇanja na razlicˇitim grupama instanci koje su zastupljene u okviru ovih
korpusa. Ocˇigledna mana postojec´ih pristupa je sˇto se pomoc´u jednog regresionog
modela pokusˇavaju pokriti evidentno razlicˇite zakonitosti. Slicˇnost instanci uocˇena
u ovom radu, koja se automatski mozˇe prepoznati pomoc´u predlozˇenih metoda klasi-
fikacije visoke preciznosti, se mozˇe iskoristiti za particionisanje celog skupa instanci
u manje podskupove med¯usobno slicˇnih instanci. Ovo mozˇe biti urad¯eno na osnovu
unapred postojec´eg znanja o familijama kojima instance pripadaju ili automatski
— klasterovanjem. Na svakom od ovih podskupova moguc´e je trenirati jedan regre-
sioni model. Zahvaljujuc´i srodnosti ovih instanci, mozˇe se ocˇekivati da c´e regresioni
modeli imati znacˇajno vec´u preciznost, ali se postavlja pitanje koji model treba pri-
meniti za predvid¯anje vremena izvrsˇavanja za datu instancu. Izbor modela se mozˇe
izvrsˇiti koriˇsc´enjem metoda klasifikacije predlozˇenih u ovom radu.
Eksperimenti vezani za portfolio ne-KNF SAT resˇavacˇa su pokazali pozitivne
rezultate, ali i dalje ne ubedljive kao u slucˇaju portfolija KNF SAT resˇavacˇa. Osnovni
razlog za to je nedovoljna raznovrsnost ne-KNF SAT resˇavacˇa u ovom trenutku.
Kako se razvoj SAT resˇavacˇa krec´e prilicˇno brzo, uskoro bi bilo moguc´e iznova
ispitati potencijale ove ideje i, ako je potrebno, doraditi predlozˇene atribute za ne-
KNF instance.
Primena mere slicˇnosti grafova, predlozˇene u svrhe analize slicˇnosti SAT instanci,
je vec´ dovela do znacˇajnih rezultata u analizi studentskih zadataka [96]. Njene dalje
primene su moguc´e i u drugim domenima.
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U domenu dokazivanja teorema u koherentnoj logici, osnovni pravac daljeg rada
je generisanje cˇitljivih dokaza, kako u jezicima, kao sˇto je Isar, koji omoguc´uju
masˇinsku proveru dokaza, tako i u prirodnom jeziku. Kako bi se to realizovalo,
potrebno je nac´i nacˇin da se na osnovu rada resˇavacˇa konstruiˇsu dokazi u prirod-
nom deduktivnom sistemu koherentne logike zasnovanom na rezonovanju uapred,
razmatranom u potpoglavlju 4.1.2, ili u nekom slicˇnom sistemu. Kako je dokaz u
koherentnoj rezoluciji vec´ dostupan, prirodno se postavlja pitanje moguc´nosti ek-
strakcije cˇitljivog dokaza iz dostupnog rezolucijskog dokaza. Ovde c´e, na primeru,
biti skiciran planirani nacˇin na koji bi to moglo biti urad¯eno. Neka je dat skup
aksioma (podrazumeva se da su sve aksiome univerzalno zatvorene):
(Ax1) p(x, y) ∧ q(x, y)⇒ ⊥
(Ax2) s(x)⇒ ∃y q(x, y)
(Ax3) s(x) ∨ q(y, y)
i tvrd¯enje (∀x∀y p(x, y))⇒ ⊥. U nastavku je dat dokaz tvrd¯enja pomoc´u koherentne
rezolucije, sˇto je polazni dokaz, i stablo koje opisuje postupak izvod¯enja cˇinjenica
rezonovanjem unapred, sˇto je struktura iz koje se mozˇe generisati cˇitljivi dokaz u
prirodnom ili nekom formalnom jeziku. Pri tome se podrazumeva da se prilikom
izvod¯enja svakog zakljucˇka u stablu mogu koristiti sve cˇinjenice izvedene duzˇ grane
od korena do trenutnog cˇvora. Grananja u stablu su rezultat postojanja disjunkcija
u desnim stranama aksioma.
s(x) ∨ q(y, y) p(x, y) ∧ q(x, y)⇒ ⊥
p(x, x)⇒ s(z)
s(x)⇒ ∃y q(x, y) p(x, y) ∧ q(x, y)⇒ ⊥
∀y p(x, y) ∧ s(x)⇒ ⊥
p(x, x) ∧ ∀y p(z, y)⇒ ⊥
⊥
q(y, y)
⇒ (Ax1)
⊥
q(a, b)
⇒ (Ax1)
∃y q(a, y) ∃
∃y q(x, y) Inst
s(x)
⇒ (Ax2)
AX , p(x, y) ∨(Ax3)
Izvedeno stablo se dobija iz rezolucijskog dokaza njegovim obilaskom u dubinu
s leva nadesno. U korenu stabla su literali iz pretpostavki tvrd¯enja. Prva aksioma
na koju se nailazi prilikom obilaska rezolucijskog dokaza je aksioma Ax3 i stoga se
ona prva primenjuje, sˇto dovodi do grananja u dokazu. Predak cˇvora koji odgovara
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Ax3 je rezolventa koja se dobija od Ax3 i Ax1 (sˇto je sledec´i list koji se posec´u
je pri obilasku) po literalu q(y, y), pa je stoga grana stabla u kojoj se generisanje
nastavlja grana q(y, y). Kako se vrsˇi rezolviranje sa aksiomom Ax1, to znacˇi da se ta
aksioma primenjuje sledec´a i izvodi se zakljucˇak ⊥ koji zatvara granu stabla. Potom
se generiˇse druga grana stabla ukojoj se pretpostavlja da vazˇi s(x). Sledec´i list koji
se posec´u je u obilasku rezolucijskog dokaza je aksioma Ax2 cˇijom se primenom
dobija ∃y q(x, y). Prilikom izvod¯enja egzistencijalno kvantifikovanih atoma, oni
se instanciraju ako imaju slobodne promenljive i vrsˇi se eliminacija egzistencijalnog
kvantifikatora. Sledec´i list koji se posec´uje obilaskom rezolucijskog dokaza je aksioma
Ax1, cˇijom primenom se izvodi ⊥ sˇto zatvara poslednju granu stabla. Generisanje
cˇitljivog dokaza iz ove strukture bi trebalo da bude pravolinijski posao. Formalno
opisivanje, dokazivanje korektnosti i implementacija ovog postupka su netrivijalani
zadaci koji c´e biti obrad¯eni u daljem radu.
Predlozˇeni sistem je dao osnovu za prenosˇenje heuristika koje su se pokazale
uspesˇnim u resˇavanju SAT problema u domen koherentne logike. Najvazˇnija he-
uristika je heuristika za izbor literala za pravilo Decide. Moderni SAT resˇavacˇi u
ove svrhe koriste heuristike zasnovane na aktivnosti koje prate koliko cˇesto odred¯eni
literali ucˇestvuju u konfliktima, jedinicˇnim propagacijama itd. U slucˇaju resˇavanja
SAT problema, skup literala je konacˇan i poznat na pocˇetku rada resˇavacˇa. S druge
strane, u toku rada dokazivacˇa za koherentnu logiku mogu se pojavljivati literali koji
nisu vid¯eni u ranijem koracima. Stoga se postavlja pitanje kako se mogu donositi
heuristicˇke pretpostavke o korisnosti literala za proces rezonovanja na osnovu poda-
taka o prethodnom koriˇsc´enju drugih literala sa istim predikatskim simbolom ili li-
terala koji su sadrzˇali iste simbole konstanti. Takod¯e se postavlja pitanje prenosˇenja
tehnika poput otpocˇinjanja iznova ili zaboravljanja naucˇenih lema. Zaboravljanje
naucˇenih lema bi moglo da onemoguc´i generisanje dokaza i stoga je u tom pitanju
potrebna posebna pazˇnja.
Pored prosˇirivanja moguc´nosti apstraktnog sistema pravila za koherentnu logiku
i unapred¯ivanja dokazivacˇa, u planu su i njegove primene u dokazivanju teorema u
matematicˇkim disciplinama u cilju formalizacije matematicˇkog znanja. Najpogod-
nije teorije su geometrijske, zasnovane na aksiomama Hilberta, Tarskog i modernim
varijantama u Euklidovih aksioma. Dokazivacˇ Calypso se mozˇe upotrebiti kao alat
za delimicˇnu automatizaciju napora formalizacije.
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