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“Die Schwierigkeit bestehe ja nicht
darin, etwas im Kopf zu haben, im
Kopf ha¨tten alle das Ungeheuerlichste
und zwar ununterbrochen bis an ihr
Lebensende, das Ungeheuerlichste,
sondern die Schwierigkeit sei, dieses
Ungeheuerliche aus dem Kopf heraus
auf Papier zu bringen. Im Kopf ko¨nne
man alles haben und tatsa¨chlich habe
auch jeder alles im Kopf, aber auf dem
Papier habe fast keiner etwas“
Thomas Bernhard, Das Kalkwerk [1]

PREFACE
Centuries ago, artists discovered that contaminating glass with very fine metallic dust gave rise to vibrant
colors upon illumination [2]. In order to stain church windows, they thus exploited an interesting
property of metallic nanoparticles that are smaller than the wavelength of visible light: Namely that
they often possess resonances in the visible. Little did they know that the effects they witnessed were
due to physical processes at the nanoscale and that it would take scientists until the beginning of the
twentieth century to be able to conduct reliable experiments and start developing the corresponding
theories [2]. The origin of the resonances lies in the excitation of so-called localized surface plasmon
polaritons. Surface plasmon polaritons are mixed excitations, consisting of charge-density oscillations
and an electromagnetic field. They occur at metallic surfaces and if they are confined to the geometry
of a particle, they are called localized surface plasmons.
From a theoretical point of view, Drude’s 1900-paper “Zur Ionentheorie der Metalle” [3] can be
viewed as a landmark on the way to what is now known as “plasmonics” and its significance to this
date will become apparent to the readers of this thesis. Within the model presented by Drude, the
electromagnetic properties of a metal are described by a gas of free, non-interacting electrons that move
against a positively charged ionic background due to external fields [4]. Based on that theory, Maxwell
Garnett was able to explain the colors in metal-doped glasses in 1904 [2, 5]. The corresponding rigorous
scattering theory by Gustav Mie followed a few years later, in 1908 [2, 6]. On the experimental side,
Wood discovered anomalous reflection from metallic gratings for p-polarized light in 1902 [2, 7]. An
effect which could not be explained until half a decade later, when Pines, Fano and Ritchie laid the
theoretical foundations for what is nowadays called plasmonics [2]. They were also the ones who
coined the terms “plasmons” and “polaritons” [2].
This laid the foundations for a veritable industry built around plasmonics, dealing with the manipu-
lation and confinement of light at the nanoscale. Very prominently, the presence of surface plasmons
significantly increases the Raman cross section of molecules placed near a plasmonic nanoparticle. This
effect, called surface enhanced Raman scattering (SERS), was discovered in the 1970s [8–10] and is
today one of the most sensitive spectroscopy methods that exist [11].
In order to achieve good SERS intensities, the size of the nanostructures will usually have to be
between 10 nm and 100 nm [12]. At the low end of this range, at around 10 nm, the simpler material
descriptions based on the aforementioned model by Drude start to fail as corrections due to quantum
mechanical effects have to be accounted for. Most notably, nonlocality plays a role here which can
be viewed as a macroscopic manifestation of the Pauli exclusion principle that becomes important as
soon as the motion of the electrons with respect to each other is taken into account. This is contained
in a more sophisticated material model, called the hydrodynamic Drude model1, which represents an
extension of the Drude model. Investigations of effects contained within this important material model
are a central topic of this thesis.
1I use the terms hydrodynamic model and hydrodynamic Drude model synonymously.
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A second, more recent application of plasmonics are wave-mixing processes from metal nanopar-
ticles, such as second harmonic generation (SHG) or sum-frequency generation. This enables for in-
stance background free imaging at the second harmonic frequency [13, 14]. Since higher harmonic
cross-sections from nanoparticles are very small, they need to be enhanced by geometric tuning in very
much the same way as the local fields are enhanced in the context of SERS. Additional enhancement
is obtained by double-resonant tuning, i.e. having a particle resonance at both the frequency of the
incoming light and the frequency of the second harmonic. Higher harmonic generation is completely
absent in the Drude model, but it is also included in the aforementioned nonlocal hydrodynamic model.
The questions arising in the context of SERS and of SHG are very similar: it is important to know at
which frequencies strong fields can be generated, what the corresponding distributions look like, and
how they can be excited. This requires a thorough investigation of the modes pertaining to a specific
geometric structure. I perform an investigation of the (high order multipole) modes which are present
in different nanostructures, i.e. the typical field distributions which are characteristic for a geometri-
cal setup and their corresponding frequency which is determined by the material model. By analyzing
the symmetries of the modes, I can draw important conclusions on how to excite them both by linear
and nonlinear processes. These studies are done by combining analytical considerations and numerical
calculations performed employing the discontinuous Galerkin time domain method (DGTD).
The theoretical findings of this work can be helpful in the design of SERS-active structures or struc-
tures featuring strong SHG on the one hand, but I also discuss fundamental effects which are due to
nonlocality and could serve to check the validity of the material model.
Outline
Chapter 1 motivates this work by giving a more detailed introduction to the topics and questions ad-
dressed. After introducing Maxwell’s equations and surface plasmons, I discuss some details of SERS
and point out questions that are inspired by this very important application of plasmonics and that I will
discuss later on. Furthermore, I give a short introduction to higher harmonic generation.
In Chap. 2, the relevance of the material models is explained by giving a detailed introduction to
the Drude and the hydrodynamic model and highlighting the differences and similarities between them.
The derivation of both models from the underlying very basic assumptions is carried out. The con-
nection between the hydrodynamic model and Thomas-Fermi theory and density functional theory is
also addressed. From the full hydrodynamic model, the linearized hydrodynamic model is derived. In
this context, I construct the dielectric function for the linearized hydrodynamic model and discuss bulk
plasmons. I comment on nonlinearities in the hydrodynamic model and discuss the importance of the
model, as well as possible extensions and modifications.
Chapter 3 deals with analytical considerations that are based on the hydrodynamic Drude model. I
start out with some basic considerations for a single cylinder and present an asymptotic description of
resonant shifts which are introduced due to nonlocality. This is done both within Mie-theory and within
electrostatic theory. The electrostatic treatment of the single cylinder lays the foundation for the second
part of the chapter, the electrostatic treatment of a cylindrical dimer which requires a conformal map to
bicylindrical coordinates. In the last section of the chapter, I discuss the excitation of modes by linear
and nonlinear processes by means of group theory. To do this, the symmetries of the hydrodynamic
equations and the Maxwell equations are expressed in terms of the irreducible representations of the
xii
symmetry point group pertaining to the geometry under consideration. This makes it possible to derive
selection rules which connect the symmetries of the mode that is excited to the symmetries of the
incoming light pulse – both for linear and nonlinear processes.
Chapter 4 is dedicated to the numerical method used here, the discontinuous Galerkin time domain
method (DGTD). I start with an introduction to the method in general and then discuss how the hy-
drodynamic equations are implemented. Furthermore, I introduce the concepts and schemes used here,
such as the total field-scattered field formalism and the on-the-fly Fourier transform. Finally, I present
convergence checks for the hydrodynamic Drude model within the discontinuous Galerkin method for
the test case of a single cylinder, investigating the convergence characteristics of surface plasmons for
both linear and nonlinear excitation and the convergence characteristics of bulk plasmons.
In Chap. 5 I present all the results which were obtained numerically, discussing basic features of the
hydrodynamic Drude model and presenting studies of field enhancement and SHG. For the example
of a single cylinder, I show the influence of nonlocality on surface plasmon resonances and study bulk
plasmons and SHG. I discuss the origin of the nonlinear signal and comment on the selection rules for
SHG. The second structure which is analyzed is the cylindrical dimer which is treated analytically in
Chap. 3. A thorough numerical analysis of the hybridized modes pertaining to this system, using the
DGTD method, is backed by further considerations employing a quasinormal mode solver (App. A)
and the group theoretical considerations from Sec. 3.4. The selection rules for linear excitation and
second harmonic generation are confirmed. Field enhancement is discussed in much detail, especially
with regard to the influence of nonlocality. I then discuss second harmonic generation from a double-
resonant V-groove, whose selection rules are related to those of the dimer, and study three-wave mixing
for a bow tie-antenna.
A summary of the findings of this thesis, conclusions and a short outlook are given in Chapter 6.
xiii
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1 CHAPTER 1INTRODUCTION AND MOTIVATION
In this Chapter, after introducing Maxwell’s equations, I start out with a basic introduction of surface
plasmons. I then present an important application of surface plasmons, namely surface enhanced Raman
spectroscopy (SERS). I discuss some of the challenges and questions which arise in this context and
which I am going to address in this work. I motivate why a thorough understanding of the plasmonic
modes, i.e., an investigation of which field distributions are found at which frequencies, is of practical
importance. Finally, I comment on on second harmonic generation from metallic nanoparticles.
1.1 Maxwell’s Equations
The equations which are used to describe electromagnetic fields – and therefore light – are Maxwell’s
Equations. In media, they read [15]
r D(r; t) = (r; t); (1.1)
r B(r; t) = 0; (1.2)
rE(r; t) =  @tB(r; t); (1.3)
rH(r; t) = @tD(r; t) + j(r; t): (1.4)
Here, E(r; t) and H(r; t) are the electric and magnetic field, respectively. D(r; t) is the magnetic
displacement and B(r; t) the magnetic induction. The quantities (r; t) and j(r; t) represent the charge
density and the current density.
The interaction of electromagnetic fields with matter is thereby described by the charges which con-
stitute the matter and the current densities effected by the movement of these charges. However, in a
macroscopic material, it is impossible to describe every single charge, therefore macroscopic quantities
1
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have to be derived. By averaging over the electric and magnetic dipole moments which are induced by
the charges in the material, one arrives at macroscopic expressions for the polarization P(r; t) and the
magnetization M(r; t) which connect E(r; t) and D(r; t), and H(r; t) and B(r; t)
D(r; t) = 0E(r; t) +P(r; t); (1.5)
H(r; t) =  10 B(r; t) M(r; t); (1.6)
thus completing the set of equations (1.1)-(1.4). The vacuum permittivity 0 and the vacuum permeabil-
ity 0 are connected to the speed of light:
c =
1p
00
: (1.7)
This thesis deals with the optical properties of metallic particles. At optical frequencies, the magnetiza-
tion is significantly smaller than the polarization and can therefore be neglected [16]. The polarization
in a linear, isotropic, local medium in response to an electric field is described by the susceptibility
tensor :
P(r; t) = 0
Z t
 1
dt0(r; t  t0)E(r; t0): (1.8)
Hence, the displacement is given by
D(r; t) = 0
Z t
 1
dt0(r; t  t0)E(r; t0); (1.9)
where the dielectric function  is given by
 = 0(1 + ): (1.10)
The above consideration were done in time-domain. When interpreting the equations in frequency
domain,  = (!) depends on the frequency for many materials. This is known as dispersion or temporal
nonlocality [15]. To conduct the studies within this thesis, an adequate description for the dielectric
function (!) for metals is needed. The equations for  then have to be solved consistently along
with Maxwell’s equations. The optical properties of metal nanoparticles are primarily governed by the
interaction of the quasi free electrons within the metal structure with the electromagnetic field pertaining
to an incoming light pulse [17]. The theoretical models used in this thesis which describe these free
electrons – the Drude model and the hydrodynamic Drude model – are introduced and discussed in
detail in Chap. 2. The hydrodynamic model exhibits not only dispersion, but also spatial nonlocality,
i.e. a dielectric function of the type (r; r0; t   t0) (See Sec. 2.2.4). On top of this, metals feature
nonlinearities which give rise to light radiated at other frequencies than that of the incoming light which
I will comment on later in this Chapter (Sec. 1.4). The discussion of these complicated properties of
this material model lie at the heart of this thesis.
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Figure 1.1: a) Schematic of the surface charge density wave for a propagating plasmon polariton
[18]. b) Schematic for a localized surface plasmon for a single cylinder.
1.2 Surface Plasmons
The considerations in the previous section were made for infinitely extended systems. The matter be-
comes more interesting at interfaces of regions with different dielectric function. An important phe-
nomenon that occurs at the surface of metal nanostructures and that is investigated in this work, are
surface plasmon polaritons. In a surface plasmon polariton, the free-moving electrons in a metal, which
are displaced by the electromagnetic field, and the electromagnetic field itself, generate mixed (po-
laritonic) excitations at the boundary between a metal and a dielectric1 (Fig. 1.1). The fields decay
exponentially with the distance from the interface and feature very high fields near the interface. For a
flat surface, these excitations propagate along the surface (Fig. 1.1 a)), while for other geometries such
as cylinders (Fig. 1.1 b)) localized modes exist, in principle of arbitrarily high multipole order. They
depend highly on the geometry. Such localized surface plasmon polaritons are calculated analytically
and numerically for different geometries in Chaps. 3 and 5. For gap structures or for geometries with
sharp edges, the field enhancement due to localized surface plasmons can be extremely large, as I will
demonstrate. These strong fields are important for applications such as surface enhanced Raman spec-
troscopy (SERS) and second harmonic generation. The questions inspired by these applications are
presented in the following sections.
Theoretically, a condition for surface plasmon polaritons can be derived as follows: As pointed out,
the fields are supposed to decay exponentially with increasing distance from the surface. Thus, solutions
to electromagnetic wave equation exist, which feature fields that propagate in the plane and exhibit the
desired exponential decay. These modes go along with charge density oscillations and strongly confined
optical fields. Fields and charges are coupled, hence they form a polariton [2, 4, 17–19].
1For brevity, I will often refer to the plamon polaritons simply as plasmons. Since I am only dealing with the mixed type of
excitations described here, there is no risk of confusion.
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The solutions can be found by solving the wave equation. For transverse waves, it reads
r2Et + !
2
c2
(r; !)Et = 0: (1.11)
Having the interface in the xy-plane, with the metal extending to negative z-values, assuming prop-
agation in x-direction, an Ansatz for p-polarized plane-waves decaying exponentially, away from the
surface, reads
E =
0B@ Ex;0
Ez;
1CA ei(kxx !t)eikz;z; (1.12)
where k can be complex-valued and the index + or   stands for z > 0 and z < 0 respectively. Using
the usual boundary conditions, one arrives at the dispersion relations (for details, see References [4, 17,
18])
k2x =
+ 
+ +  
!2
c2
; (1.13)
k2z; =
2
+ +  
!2
c2
: (1.14)
Since the desired solutions are supposed to be bound to the surface (requiring imaginary kz) and prop-
agating in x-direction (requiring real kx), one arrives at the two important conditions
+  < 0 (1.15)
and
++  < 0: (1.16)
Hence, for surface plasmons to exist on a planar surface, the dielectric function has to have a change
in sign at the surface. This type of behavior is found at metal-dielectric interfaces. Furthermore, the
absolute value of the negative permittivity has to be greater than that of the positive permittivity.
In order to study surface plasmon polaritons, it is important to have an adequate description of the
materials on both sides of the interface, i.e. to have an expression for + and  . The description of the
dielectric (lossless and frequency-independent) poses no technical difficulties, while the description of
the metal, which is presented in Chap. 2, is very involved. Once the material models for the metal are
introduced, surface plasmons can be discussed, based on analytical and numerical studies. This is done
in Chaps. 3 and 5.
1.3 Surface-Enhanced Raman Spectroscopy
The high field intensities in the vicinity of the boundaries, due to the presence of localized surface
plasmons, give rise to an important effect called surface enhanced Raman scattering (SERS)2. Under-
standing the field distributions, investigating hot-spots of very high field enhancement, depending on
2Additional enhancement due to chemical processes plays a role for certain setups [20] but is not of interest for this thesis.
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the geometry and the frequency is an important question inspired by the field of SERS and a motivation
for many investigations in this thesis. In Raman scattering, light scatters inelastically from a molecule,
thereby exciting (or de-exciting) a vibrational mode [12, 21]. This process is illustrated in Fig. 1.2.
The resulting energy shift is a characteristic fingerprint of the molecule. One of the advantages of the
method is that it is a non-resonant method, i.e. the excited intermediate state can be a virtual state [22].
The disadvantage of this method is the very small cross section of about 10 30cm2=molecule [18, 23].
A resonant excitation yields somewhat larger cross-sections but at the same time induces (usually un-
desired) photo-induced processes [22].
A significant enhancement of the Raman cross-section is achieved in the presence of a surface: In
1974, Fleischmann et al. [8] subjected a silver electrode to an oxidation-reduction process and showed
significant enhancement of the Raman signal. Jeanmaire and Van Duyne [9], as well as Albrecht and
Creighton [10] conducted similar experiments and showed that the enhancement could not solely be
due to an increase in surface area (and hence an increase in molecules adsorbed at the surface), but that
there must be an additional effect. The measured intensities exceeded the expected enhancement by a
factor of 105 [9, 10, 24]. Albrecht and Creighton already suspected that the interaction with surface
plasmons could play a role (Philpott had previously presented a mechanism which led to broadening
of the molecular levels due to resonance energy transfer between an excited molecule and the surface
plasmon modes [25]).
a) b)
h¯ωinc h¯ωinch¯ωR h¯ωR
h¯ωvib h¯ωvib
Stokes anti-Stokes
Figure 1.2: Schematics of the a) Stokes Raman process and
b) anti-Stokes Raman process. An incoming wave excites the
molecule from the ground state to a (virtual) intermediate state
from where it is de-excited to a vibrational state (Stokes) or
vice versa (anti-Stokes). [18]
Further studies showed that the ef-
fect predominantly stems from the in-
teraction with the surface plasmons ex-
plained above, and can be described
as follows [12, 21]: The average lo-
cal field near the particle surface Es =
gE0 is enhanced by an enhancement-
factor g with respect to the magnitude
of the incoming field E0 due to the
excitation of surface plasmons. For
light incident at a surface plasmon res-
onance frequency, the highest enhance-
ment is obtained. The molecule is then
excited by the scattered field Es. Since
the shift in frequency is typically very
small compared to the frequency of the
incoming pulse, it can therefore be ne-
glected and the Raman scattered light
is still on resonance with the surface plasmon and undergoes a second enhancement process with g0  g.
Hence, light is radiated with a field strength
ER / REs  Rg2E0: (1.17)
The Raman cross-section is proportional to the intensity, i.e. the square of the field:
ISERS / jRj2jg2j2I0: (1.18)
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Therefore, the electromagnetic enhancement of the SERS cross section (known as the SERS-factor) is
given by [12, 18, 26]
MSERS  jgj4 
 
jEsj
jE0j
!4
; (1.19)
and can be determined from scattering simulations for plasmonic nanoparticles.
An enhancement that scales with the fourth power of the incoming field helps overcome the flaw of
small cross-sections, making even detection of single molecules possible [22, 23, 27]. An enhancement
of MSERS  107 - 1011 is required for single molecule detection, depending on the molecule and
whether the excitation is resonant. The measurement of molecular vibrations from a single hemoglobin
molecule located in the gap of a spherical silver dimer was for instance reported by Xu et al. [23]. In
this work, the authors discuss the influence of particle size and separation while pointing out, that those
factors are particularly difficult to control in an experiment. Xu and coworkers aimed at theoretically
calculated enhancement factors (at the center point between two spheres) of MSERS  6  106, but
found enhancement factors of up to MSERS  1010 which they calculated to be within reach of the
electromagnetic theory for SERS, due to the above-mentioned uncertainties in the experimental setup.
The fact that the hemoglobin molecule was placed in the gap of a silver dimer was very important, as
SERS-hotspots, i.e. points of very high field intensity, are usually not found in the vicinity of single
plasmonic scatterers such as spheres or cylinders, but rather in gaps or near sharp edges. Thus more
complicated particle geometries or assemblies of particles are needed [12]. Geometries need to be
designed which are experimentally feasible and lead to the best possible results. Dimers are essentially
the building blocks of more complicated array-structures are are often used for studies in the context of
SERS [28, 29]. They are an important testing platform when it comes to studying plasmonic effects.
Figure 1.3: Scanning electron microscope im-
age of a periodic nanorod array used for SERS.
Photo courtesy of Jo¨rg Schilling.
Many scientists are working towards designing
SERS active structures in a well-controlled fashion.
The modes of those structures which are associated
with specific field distributions for every frequency,
have to be well-known in order to effectively exploit
their properties for SERS. Those properties can be
tuned by using different materials or varying the geom-
etry. For instance, in a dimer one can change the size of
the constituents and the distance between the particles.
Other popular setups are periodic assemblies such as
the nanopillar array depicted in Fig. 1.3 which was de-
signed in the group of Prof. Wehrspohn in Halle. The
setup is highly ordered and the distances between the
different pillars as well as their thickness can be well-
controlled, thus allowing to tune the field distributions
and the frequencies of the modes.
Furthermore, for any complicated structure such as
a dimer, the field enhancement depends on the type of excitation that is used to illuminate the structure
– the polarization of the E-field or, more generally, the symmetries of the excitation, being the crucial
factor. A simple argument goes as follows [12]: If the light is polarized along the dimer axis, the charges
6
1.4 Second Harmonic Generation and Sum-Frequency Generation
are moved in such a fashion that very strong fields can be obtained in the gap as in Fig. 1.4 a), whereas
if the polarization is rotated by ninety degrees, there is no charge difference across the gap and hence
no large field enhancement (1.4 b)). However, a dimer system as depicted in Fig. 1.4 supports more
types of different modes than the ones depicted in the figure. Those are only the ones that are excited
in the case of a static external field. In Chaps. 3 and 5, I discuss the modes of such a dimer system and
their corresponding field enhancements analytically and numerically in full detail and the findings go
far beyond the simple picture from Fig. 1.4.
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Figure 1.4: The charges in a dimer system are moved under illumination by a static field. a) For
an electric field polarized along the dimer axis, charge differences across the gap generate a large
field enhancement within the gap. b) If the electric field polarization is rotated, no strong fields are
expected in the gap [12].
In fact, one of the most important topics of this thesis is to perform extensive studies of those modes.
The concepts introduced include an analytical investigation of the modes within electrostatic theory,
scattering calculations (numerically, and analytically where possible), quasinormal mode calculations
as well as group-theoretical symmetry considerations. The tools that I introduce in this thesis and use to
discuss a number of geometries provide fundamental insight. They help to gain an intuitive understand-
ing of some important mechanisms and can be adapted to discuss further geometries. The numerical
schemes and analytical considerations presented in this thesis can be helpful for experimental design
purposes in the context of SERS-experiments. Vice versa, they describe how SERS measurements or
other experiments can be used to determine the validity of the material models used here.
1.4 Second Harmonic Generation and Sum-Frequency Generation
Nonlinear processes from metal nanoparticles typically exhibit very small cross sections. However, as
in the case of SERS, the process benefits from the strong field enhancement which can be achieved
in certain geometrical setups such as for sharp tips or in gap structures [13, 14, 30–34]. Second har-
monic generation (SHG) is used for background-free imaging at the second harmonic frequency and has
thus important applications. Specifically, metallic tips exhibit a lightning rod effect and can therefore
function as efficient point-like light sources with a very sharp emission spectrum [14]. They are stable
under illumination with laser beams while other realizations of point-like light sources, such as single
molecules or N-V-centers, suffer from blinking or photo-bleaching [14].
Nonlinear optical processes can be described by a generalized susceptibility which describes the po-
larization as a power series in the field strength [35]. To do this, the tensorial nature of the susceptibility
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has to be taken into account. If nonlocality is included, this yields [35–37]
Pi(r; t) = 0
Z
dr0
Z t
 1
dt0(1)ij (r; r
0; t  t0)Ej(r0; t0)+
+ 0
Z
dr0
Z
dr00
Z t
 1
dt0
Z t0
 1
dt00(2)ijk(r; r
0; r00; t  t0; t  t00)Ej(r0; t0)Ek(r00; t00); (1.20)
where the indices i; j; k label the cartesian coordinates of the fields and Einstein’s sum convention was
used. Assuming that the fields can be expressed as a discrete sum of frequency components,
E(r; t) =
X
n
E(r; !n)e
 i!nt; (1.21)
the polarization in frequency domain is is connected to the polarization in time domain via [35]
P(r; t) =
X
n
P(r; !n)e
 i!nt; (1.22)
where the sum is carried out over all negative and positive frequencies. In this thesis, I consider second
harmonic generation, as well as the more general case of sum-frequency generation which requires two
distinct incoming pulses. These processes, known as three-wave mixing, are described by the second
order susceptibility (2)ijk in frequency space, which is defined as [35]
Pi(r; !n + !m) = 0
Z
dr0
Z
dr00
X
(nm)

(2)
ijk(r; r
0; r00; !n + !m;!n; !m)Ej(r0; !n)Ek(r00; !m);
(1.23)
where the brackets in the sum over (nm) indicate that the sum !n + !m has to be held fixed while the
separate frequencies !n and !m are allowed to vary. The sum over jk is once again implied by the
sum-convention. The product E(!n)E(!m) has a time-dependence of the type e i(!n+!m)t, according
to Eq. (1.21). For monochromatic input fields, one finds for sum-frequency generation
Pi(r; !3) = 20
Z
dr0
Z
dr00(2)ijk(r; r
0; r00; !3;!1; !2)Ej(r0; !1)Ek(r00; !2); (1.24)
and for SHG
Pi(r; !3) = 0
Z
dr0
Z
dr00(2)ijk(r; r
0; r00; !3;!1; !1)Ej(r0; !1)Ek(r00; !1): (1.25)
SHG and sum-frequency generation are investigated numerically for metal nanoparticles of different
geometries in Chap. 5. To describe the nonlinear response of a metal nanoparticle, an appropriate
material model has to be employed. The nonlinear model used within this thesis to describe metals is
introduced in Sec. 2.2. In Sec. 2.2.5 I will present a relation between P2 and E for a metal. There, it
becomes apparent that the tensorial nature of the nonlinear susceptibility has to be taken into account.
For second harmonic generation from metallic nanoparticles which I investigate in this thesis, the
same kind of mode-analysis as described above for SERS is helpful to determine under which circum-
stances strong SHG signals can be obtained. However, the selection rules, i.e. connecting the symmetry
8
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of the excited mode to the symmetry of the incoming pulse (which is trivial in the case of linear ex-
citation), are more involved as I demonstrate using group theory in Section 3.4. Understanding this
excitation process is crucial in order to make predictions regarding SHG. Additional enhancement can
be obtained if the setup is tuned double-resonantly, i.e., if a resonance is available at the fundamental
frequency and at the second harmonic. Extensive studies of the efficiency of nonlinear signals are car-
ried out in this work. This is predominantly done employing a numerical method, since the nonlinear
equations are difficult to tackle analytically. The results which I present in Sec. 3.4 and in Chap. 5 allow
for very fundamental statements regarding the nonlinear properties of metals.
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2 CHAPTER 2MATERIAL MODELS
This chapter is dedicated to the introduction of the material models for describing metals at optical fre-
quencies, namely the Drude model and an extension thereof, the nonlocal and nonlinear hydrodynamic
model which can account for local fluctuations of the density of the free valence electrons in a metal.
For the latter model, two approaches to obtain an expression for the kinetic pressure of the electron
gas are presented. The detailed discussions of the hydrodynamic model and its nonlocal and nonlinear
properties taking place in this chapter lay the foundation of all the subsequent analytical and numerical
studies performed throughout this thesis.
2.1 The Drude Model
In metals, the majority of effects associated with the interaction with an electromagnetic field are gov-
erned by the freely moving conduction electrons [17]. The Drude model described here takes only these
conduction electrons into account which are subject to some damping. Drude introduced his simple, yet
very successful model for the free electrons in a metal in a paper which appeared already in the year
1900 [3]. In this work, Drude speaks of a (temporally varying) “electric force” X which is responsible
for displacing a charge carrier:
me
d2r
dt2
= qX medr
dt
: (2.1)
Here, me is the effective mass of the charge carrier, q is its charge (q =  e =  1:602:::  10 19 C
for electrons), and  describes friction or damping. The effective electron mass is used to account for
some of the collective effects, such as the formation of a positive charge cloud in the vicinity of each
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Figure 2.1: Real and imaginary part of the permit-
tivity for a Drude metal. At ! = !p=
p
2 the real
part of the permittivity surpasses the value of  1
(black lines), above this frequency no surface plas-
mons exist according to Eqs. (1.15) and (1.16).
electron. Employing such an effective mass, the
electrons can be treated as free quasi-particles of
mass me according to Eq. (2.1) with good accu-
racy [38].
Since in the Drude model free particles are
considered, there is no restoring force. It is how-
ever interesting to note that in the original publi-
cation [3] Drude did in fact already consider the
possibility of a restoring term proportional to the
displacement r. Such a term is used to describe
interband transitions, i.e., the excitation of elec-
trons from lower-lying bands into the conduction
band within Drude-Lorentz theory [17].
From the Drude equation of motion, Eq. (2.1),
one can derive a dielectric function for the Drude
material [17] by assuming a harmonic time-
dependence (the driving force X as defined above is of course the electric field E)
r(t) = ~re i!t ; X(t) = Ee i!t; (2.2)
which leads to
( me!2   ime!)~r = qE: (2.3)
The linear susceptibility (1) connects the polarization and the electric field:
0
(1)(!)E = P: (2.4)
It is now assumed that the origin of the polarization lies in the formation of a number of dipoles (n
dipoles per unit volume), where the dipole moment (r) = qr is given by the displacement r from
Eq. (2.1):
P = n(r) = nqr: (2.5)
Equating Eqs. (2.4) and (2.5) yields
 q2n
me!2 + i!me
E = nqr; (2.6)
from which the susceptibility and the dielectric function can be directly extracted:
(1)(!) =
 q2n
me0(!2 + i!)
(2.7)
) t(!) = 1 + (1)(!) = 1+  q
2n
me0(!2 + i!)
= 1  !
2
p
!(! + i)
; (2.8)
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Where the index t stands for “transverse”, since ordinary transverse electromagnetic waves are governed
by this dielectric function. Furthermore, the plasma frequency !p was defined as
!p =
s
q2n
me0
: (2.9)
A typical Drude permittivity is depicted in Fig. 2.1. Note that for a typical metal   ! for optical
frequencies, so that the limit of the so-called plasma-model without damping
t(!) = 1 
!2p
!(! + i)
! ! 1  !
2
p
!2
(2.10)
can sometimes be useful.
Given such a dielectric function for a plasma model, one can now take a look at the conditions for
surface plasmons which are given by Eqs. (1.15) and (1.16). If the second material is assumed to be air
( = 1), surface plasmons can only exist in the region where t(!) <  1, which is the case for
! < !p=
p
2 =: !sp; (2.11)
where I have defined the surface plasmon frequency !sp = !p=
p
2. Above this frequency, no surface
modes can exist within the plasma model.
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Figure 2.2: a) Dispersion relation for a plasma model (without damping), yielding only real values
for kx, b) Dispersion relation for a Drude model, curves shown for Re(kx) and Im(kx). The light
line ! = ckx is indicated by a dashed black line and the surface plasmon frequency !sp = !p=
p
2
by a solid black line.
In Fig. 2.2, the dispersion relation defined by Eq. (1.13) is plotted for a plasma model and for a Drude
model. For the plasma model, Fig. 2.2 a), there is a lower branch which initially follows the light line
! = ckx and then approaches the surface plasmon frequency !sp. Above the plasma frequency another
branch opens up, but this time Eqs. (1.15) and (1.16) are violated, kz becomes real and radiation into
the metal occurs [4, 17]. When damping is not neglected (Fig. 2.2 b)), there is a small imaginary
contribution to kx for both branches so that the surface modes are also slightly damped. As kx is
increased and ! approaches !sp, the imaginary part starts to grow rapidly, i.e. the losses grow very big.
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By the same token, the curve for the real part of kx bends back and finally connects to the upper branch.
The modes between !sp and !p feature very high losses and their energy is strongly localized inside the
metal [17].
Localized surface plasmons for several geometries will be discussed analytically and numerically in
Chaps. 3 and 5.
2.2 The Hydrodynamic Drude Model
The hydrodynamic Drude model, just like the Drude model, describes only the free valence electrons of
a metal. However, within the Drude model, all electrons were displaced collectively as the model did not
allow for local fluctuations of the electron density. For very small particle sizes as in the case of SERS
applications, such local density fluctuations can become important, as I will demonstrate in the analyti-
cal and numerical calculations in Chaps. 3 and 5. They are included in the hydrodynamic Drude model.
Figure 2.3: An electric field com-
ponent of a bulk plasmon in a cylin-
drical nanowire.
The name hydrodynamic model comes from the fact that the elec-
tron gas (or electron liquid) is now described by hydrodynamic
equations of Euler-type. The field of hydrodynamics deals with
macroscopic effects of fluids (or gases) which are assumed to
be continua, i.e. any infinitesimally small volume element is as-
sumed to contain a large number of molecules or particles [39].
In this spirit, the free-moving electrons in a conducting metal are
considered as a fluid which is characterized by a velocity distri-
bution v(r; t), along with two other thermodynamic quantities
which are needed to fully determine the problem. This approx-
imation will be discussed later in this section in the context of
the Jellium Model. In the present case, the pressure p and the
(particle-)density n are used to characterize the fluid. The pres-
sure, which keeps the electron gas from collapsing, is derived
here. It is a manifestation of the Pauli exclusion principle and
is therefore of quantum mechanical nature. One consequence of
allowing for fluctuations in the electron density and hence spatial
derivatives of the electron density, are so called bulk plasmons,
i.e. sound wave-like excitations of the electron liquid, paired with a longitudinal electromagnetic field
(Fig. 2.3). For vanishing ~ (classical limit), the pressure vanishes and therefore the liquid becomes
incompressible. In this case, the Drude model is recovered.
The second feature of the hydrodynamic model, besides nonlocality, is that the equations are intrinsi-
cally nonlinear. The nonlinearity is perhaps an even stronger deviation from the Drude model. Second
harmonic generation from metal nanoparticles can therefore readily be discussed within this model.
This is done numerically in Chap. 5.
2.2.1 The Continuity Equation and the Euler Equation
I now turn to the derivation of the hydrodynamic equations for an electron gas.
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The Continuity Equation
The first equation governing such a system is the continuity equation [39]
@n
@t
+r  (nv) = 0; (2.12)
where the particle current density can be introduced
jn = nv: (2.13)
Eq. (2.12) describes the conservation of the number of particles. Not only the number of particles is
conserved, but also the charge and the mass contained in the system. Since I am going to consider
electrodynamic effects (acting on the charge of the particles) along with thermodynamic or mechanical
effects (pressure, damping, ...) it is important to keep track of all the masses and charges in the equations.
I therefore introduce the charge density c and the mass density m, via
n = c=q = m=m; (2.14)
which, along with their current densities jc and jm fulfill their own continuity equations.
The Euler Equation
The second fundamental equation governing the motion of a fluid is the Euler equation. The derivation
starts by stating that the total force acting on a volume containing a liquid is equal to the surface inte-
gral of this volume over the pressure, which can be written as a volume integral by means of Gauss’s
Theorem [39]:
 
I
S
p dS =  
Z
V
rp dV: (2.15)
Here, S is the surface of the Volume V and S its normal unit vector, pointing outward. The force per
volume, according to Newton’s Second Law is then
m
dv
dt
=  rp: (2.16)
The delicate part of Eq. (2.16) is the total derivative dvdt (see also Reference [40] for another insightful
introduction to fluid dynamics). It is important to note that the derivative represents the change in
velocity of a particle within the liquid, whereas here one needs to consider quantities which belong
to a fixed point in space. These two different perspectives are known as Lagrangian frame (moving
observer) and Eulerian frame (fixed observer). The total derivative can be written as
dv
dt
=
@v
@t
+
dx
dt
@v
@x
+
dy
dt
@v
@y
+
dx
dt
@v
@z
=
@v
@t
+ (
dr
dt
 r)v = @v
@t
+ (v  r)v; (2.17)
where the first addend on the very right of Eq. (2.17) represents the change in velocity of a particle at a
fixed position during the time dt, whereas the second addend accounts for the change of velocity at two
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distant points with distance dr at the very same time. I will demonstrate in Sec. 2.2.3, that this term is
nonlinear (of leading order v2) and therefore plays no role in the widely used linearized hydrodynamic
model [41–43]. The hydrodynamic equations are also nonlocal equations. On a linear level, this is
solely due to the pressure-gradient term which gives rise to a nonlocal dielectric function of the form
(r; r0; !), as I will demonstrate in Sec. 2.2.4. In Sec. 5.1.3 I will investigate the intensity-dependence
of second-order quantities numerically and show that further contributions to nonlocality which are not
due to the pressure term can usually be neglected. From Eqs. (2.16) and (2.17), one finds the Euler
equation
@v
@t
+ (v  r)v =  rp
m
: (2.18)
Any additional force acting on the liquid can be added to the right hand side of Eq. (2.18):
m
 
@v
@t
+ (v  r)v
!
=  rp+ F: (2.19)
The electron-liquid which I intend to describe is subject to external forces. One additional force that
is needed is a damping term, which is described by a term proportional to the velocity. The damping
frequency  is introduced phenomenologically.
To describe the interaction of the liquid with an impinging electromagnetic field, a second additional
force is needed, namely the Lorentz-force. The Lorentz-force term provides the coupling between
the Hydrodynamic equations and Maxwell’s equations (as does the current-density term in Maxwell’s
equations). So, finally, for the problem under discussion, one finds (assuming non-magnetic materials,
r = 1, throughout)
m
 
@v
@t
+ (v  r)v
!
=  rp  mv + c
 
E+ 0v H

: (2.20)
In order to address such problems, for example within the numerical framework, the discontinuous
Galerkin time domain method, Maxwell’s equations have to be solved along with the hydrodynamic
equations in a self-consistent fashion. The details of this numerical scheme will be discussed in Chap. 4.
2.2.2 Thomas Fermi Theory
The model which I am going to use is based on Thomas Fermi theory. Within this model, the pressure
gradient in Eq. (2.20) accounts for repulsion between the electrons. It is a macroscopic manifestation
of the Pauli exclusion principle and plays a central role in the my investigations. Thomas Fermi theory
is frequently used (although sometimes not explicitly stated) in the literature when calculating nonlocal
characteristics of nanoparticles [41–46]. The derivation of the pressure term and its justification can be
found in many textbooks on electron gas or electron liquid theory [47, 48]. The arguments are the same
ones that were used by Sommerfeld and Bloch when they developed their theories to describe electrons
in metals or atoms [49, 50]. However, care has to be taken since the name Thomas Fermi Theory turns
out to be ambiguous when going to a linear theory as I will demonstrate in this section.
In a first approximation, it is assumed that the pressure originates from the kinetic energy of the
electron gas. One can then determine p as the pressure of a Fermi gas. As a second approximation, zero
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temperature is assumed. These approximations are the same ones that were made by Llewellyn Thomas
and Enrico Fermi when they (independently) developed a theory to calculate the electric field in an atom
in the 1920s [51, 52] – hence the name Thomas Fermi Theory. Their approximation aimed at finding a
self-consistent potential which would be be valid for each of the electrons independently, thus reducing
the many-body problem to a single-particle problem. This is done by integrating over the coordinates
of all electrons except for the one under consideration. The remaining electron then experiences the
average field of all other electrons and the nucleus (or nuclei in the case of a solid). Their theory has
proven quite accurate in the regime of Bohr’s Correspondence Principle, the regime of large quantum
numbers, where quantum mechanical results approach those of classical mechanics [53].
I will now turn to the derivation of the pressure gradient from Eq. (2.20). The starting point is to treat
the electrons as a gas which is (at least locally) uniform. In a uniform gas, there are N electrons in a
given Volume V with mean density n = NV . At zero temperature, the electrons will occupy all states
in momentum space, up to the Fermi momentum pf . This is multiplied by the volume occupied in real
space to arrive at the volume of phase space which is occupied
Vp =
4
3
p3fV; (2.21)
which corresponds to a sphere. Because of the Pauli exclusion principle, two electrons can occupy a
volume of h3, hence
n =
N
V
=
2
h
4
3
p3f : (2.22)
From this, the Fermi momentum of a free electron follows
pf = ~
"
3
8
(2)3
N
V
#1=3
; (2.23)
or, correspondingly
kf =
"
32
N
V
#1=3
: (2.24)
Now, one has to evaluate the total kinetic energy T for N electrons with momenta ~pi
T =
NX
i=1
p2i
2m
: (2.25)
In order to do so, the sum is transformed into an integral over a sphere in k-space, via
P
k ! 1Vk
R
d3k =
V
(2)3
R
4k2dk, where one makes use of the fact that the phase space volume is spherical. In addition
the sum over the two possible spins states is carried out for every value k. One then arrives at the
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following expression for the kinetic energy T :
T =
X
jkjkf ;
~2k2
2me
= 2  4 V
(2)3
~2
2me
Z kf
o
k4dk
=
1
5
V ~2
22me
"
32
N
V
#5=3
=
3
10
~2
me
(32)2=3
N5=3
V 2=3
: (2.26)
The pressure can now be calculated in the usual manner, by differentiating the energy with respect
to the volume, keeping the particle number constant. The resulting expression for the Thomas-Fermi
pressure corresponds to what was found by Bloch in his 1933-paper [50]. I will label it accordingly to
distinguish it from the slightly different expression discussed in the next section which also comes out
of Thomas-Fermi theory [44]. The pressure reads
pBloch =  
 
@T
@V
!
N
=
1
5
~2
me
(32)2=3
 
N
V
!5=3
=: n5=3; (2.27)
and the corresponding force density is then
FBloch =  rpBloch: (2.28)
The last ingredient before one can start to make any calculations are the boundary conditions. Along
with the usual boundary conditions of electromagnetism which are applied to the electromagnetic fields,
one demands that the fluid does not leave the particle. Therefore tunneling and also spill-out is ne-
glected. This is accomplished by imposing so-called slip boundary conditions, where the component
of the velocity normal to the particle surface vanishes on the surface (as opposed to no-slip condition,
where all components of the velocity vanish on the surface). As an initial condition, an initially flat
distribution of charge within the particle is used which drops infinitely fast to zero at the boundary
(cf. Fig. 2.4).
Having followed the above path to arrive at an expression for the Euler equation 2.19 and the Thomas
Fermi pressure 2.27, I will now present a second approach to the problem. It provides further insight
and also relates what is being done in this thesis to density functional theory.
Density Functional Theory, the Jellium Model and Thomas-Fermi Theory
It was shown by Hohenberg and Kohn [54] that any property of a system of interacting particles can be
expressed in terms of a functional of the ground state density. Therefore, instead of a pressure gradient
as in Eq. (2.20) one often finds a force term for the electronic repulsion that is written as functional
derivative G[n]n . The functional G can in principle contain correlation, exchange energy and kinetic
energy of the electrons [41, 55]. The findings of Hohenberg and Kohn opened up an area of research
called density functional theory. In this very active field, physicists have taken on the challenge of
finding the correct functionals which properly describe the exchange correlation of the electrons. This
is especially difficult to do since there is no set path to follow in order to arrive at such a functional.
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If one wishes to arrive at the Euler Equation, along with an expression for Thomas Fermi pressure,
one can write down the energy of the system in the form of a Bloch hydrodynamic Hamiltonian [45,
50, 56, 57]. It consists of the internal energy of the electron gas, written in terms of G[n], the coupling
to the electromagnetic field by means of the potentials  and A by means of minimal coupling and a
potential Vb coming from the interaction with the background (background-background interaction is
neglected):
H = G[n(r)] +
Z
(p(r)  eA(r))2
2me
n(r) dr+ e
Z
(r)n(r) dr+ e
Z
Vb(r)n(r) dr; (2.29)
where
(r) =
e
2
Z
n(r0)r  r0 dr0 ; Vb(r) =  e
Z
nb(r
0)r  r0 dr0: (2.30)
Here, I have set 40 = 1 and enb is the charge density of the background. The last two terms in
Eq. (2.29) can be identified with the Hartree Potential (without background-background interaction)
[58], which describes Coulomb repulsion between the electrons and interaction of the electrons with
the background1.
Instead of solving Schro¨dinger’s Equation at this point, one now makes a further approximation,
known as free electron gas or jellium model. In this model, the nuclei are smeared out over the volume
of the particle, yielding a translationally invariant system. Consequently, the distribution of the electrons
also becomes smeared out [58], which makes it possible to treat them hydrodynamically as a continuum,
just as it was done in the beginning of this section. Also in the same spirit as earlier, exchange and
correlation terms are not included. This approximation is well-suited if the valence electrons are very
weakly bound as is the case in alkali metals [59, 60]. For other metals, such as silver or gold, it
represents the first extension of the simple Drude model in the regime where interband transitions play
no role, incorporating nonlocal and nonlinear effects, and it leads to a number of new features which I
will discuss in this thesis.
The smearing of the background results in a uniform charge distribution, replacing the electron-
background-interaction term in the Hartree Potential by just a constant. The inner structure of the metal
is thus removed and does not have an influence on the electrons as they move through the material.
Naturally, the whole system of electrons and background has to be charge neutral. When thinking of
a material that is not infinitely extended, electron-background interaction is also responsible for the
electrons not leaving the nanoparticle. So the remaining effect of the electron-background potential
term has to be put into the model via the boundary conditions.
The equations of motion can now be obtained by evaluating the hydrodynamic Poisson brackets
@p
@t
=

p; H
	
HD
@n
@t
=

n;H
	
HD
(2.31)
1Hartree’s idea was to use this Hamiltonian in order to iteratively find a self-consistent solution to the one-electron
Schro¨dinger equation. For an even more advanced theory, the single-electron wavefunctions which are solutions to this
Schro¨dinger equation could then be combined to an N-particle wavefunction, using a Slater determinant (Hartree-Fock
method) [58].
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where

A;B
	
HD
=  
Z 8><>:"Anr  Bp #+ "Ap  rBn #+
24r p
n

 
B
p
 A
p
!35
9>=>; dr: (2.32)
This special formulation of Poisson brackets accounts for the transformation to Eulerian frame [57, 61–
63]. Plugging the Hamiltonian 2.29 into the equations of motion yields
@n
@t
=  r  (nv) (2.33)
m
 
@v
@t
+ (v  r)v
!
=  nrG
n
+ c(E+ 0v H) (2.34)
with E =  r   @A@t and 0H = r  A which is similar to Eq. (2.20), but with rp replaced by
nr Gn (and without the damping term which is phenomenological). From Eq. (2.34) one finds that
by including the Lorentz force in Equation 2.20, the electron-electron interaction term in the Hartree
potential is automatically accounted for.
I would now like to turn to the pressure term in Eq. (2.34), which contains the functional G[n],
following Ref. [48]. Using Thomas-Fermi theory one can find a specific form of G[n], which contains
only the kinetic energy. This functional expresses the kinetic energy density in terms of the electron
density n(r). Above, I argued that the momentum space occupied is 43p
3
f . From this, the probability
Ir(p)dp of finding an electron at position rwith a momentum between p and p+dp (at zero temperature)
can be derived. It is zero outside the Fermi-sphere and inside the Fermi-sphere it is found to be
Ir(p)dp =
4p2dp
4
3p
3
f (r)
; p  pf (r) (2.35)
The kinetic energy density t is then
t =
Z pf (r)
0
n(r)
p2
2me
3p2
p3f (r)
dp =
3~2
10me
(32)2=3[n(r)]5=3 =: ck[n(r)]
5=3: (2.36)
The total kinetic energy yields
T [n] = ck
Z
[n(r)]5=3 dr (2.37)
where the integration is performed over the the charge cloud which makes up the medium. Evaluating
T [n]
n results in
T [n+ n]  T [n] = 5
3
ck
Z
n2=3(r)n(r) dr+ ::: (2.38)
) T [n]
n
=
5
3
ckn
2=3: (2.39)
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Therefore, besides the Bloch-Theory above, there is now a second expression for a force coming out of
Thomas Fermi theory, which I shall label DFT for density functional theory:
FDFT =  nr5
3
ckn
2=3: (2.40)
Taking a close look at the derivation which I have just outlined, one notices that the Hamiltonian 2.29
actually contains two kinetic terms. There is the minimal coupling term (p(r) eA(r))
2
2me
and there is the
kinetic energy density which also contains an integral over p
2
2me
. The presence of these two different
terms can be explained by the fact that the minimal coupling term is a (in some sense) macroscopic
hydrodynamic term: it describes the physical behavior of the electron liquid when interacting with the
electromagnetic field. The term contained in the functionalG is however microscopic in the sense that it
describes the behavior of a single particle making up the fluid. Once the integral over momentum space
is carried out, one loses track of all these microscopic particles and arrives at an effective expression
which characterizes the liquid under consideration, but does not describe single particle dynamics like
the other term does.
I have now derived two different expressions for the force associated with the kinetic pressure. Both
are called Thomas-Fermi in the literature. As I will show below, they agree up to 1st order perturbation
theory which is why usually no distinction is made between them. Throughout this thesis, I use the
Bloch-Expression. In Sec. 2.2.3 I comment on the differences between these two expressions when
going to higher orders, by expanding the pressure terms in terms of the density n.
2.2.3 Perturbative Treatment of the Hydrodynamic Model
The full hydrodynamic model features nonlocal and nonlinear effects, both of which are contained in the
model as it is. No further assumptions are necessary to study the nonlocal and nonlinear characteristics
of this model. Specifically, having assumed a jellium model, one specific expression for the pressure,
and the slip boundary conditions, both the bulk and the surface are accounted for and, in principle,
higher harmonic generation can be calculated to an arbitrarily high order.
In order to study higher harmonic generation within this model, a time-domain simulation has to
be performed. In Chap. 5 I will present such calculations. For very narrow-band incident pulses, the
incoming signal is sufficiently small at twice the incoming frequency so that a second harmonic signal
without any background can be observed. Clearly, this can only be done in such time-domain simu-
lations (employing for instance the discontinuous Galerkin method or a finite difference time domain
method). Due to the demanding nature of this problem, such computational schemes are only now
emerging [M2, M3, 64–66].
Calculations employing the linearized hydrodynamic model, however, have been done for a very long
time. Using the linearized model, numerical simulations become much more feasible and the model can
also be evaluated in the frequency domain.
The linearized model reproduces all the linear features observed in the case of the full hydrodynamic
model. Higher harmonic generation is of course not contained. In the calculations that I performed in
the making of this thesis, I found no shifting, broadening or change in height of the peaks in broadband
calculations which could be attributed to nonlinear terms, i.e., for a broad pulse, no intensity dependent
changes between the linearized and the nonlinear model could be detected in the calculations. As I
show in Sec. 5.1.3, the intensity dependence of the nonlinear terms is also restricted to the obvious
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scaling of the cross sections, while any additional intensity dependent shifts are negligible (or at least
too small to be studied by means of the DGTD method). Thus, the full nonlinear hydrodynamic model
and the linearized hydrodynamic model can be considered to deliver equivalent results for broad band
calculations.
Given the importance of the linearized hydrodynamic model, I would like to discuss a perturbative
expansion of the hydrodynamic equations at this point. Going beyond the linear order will reveal some
further insight regarding the origin of the higher harmonic generation and shall serve as an important
foundation for subsequent discussions. A perturbative treatment of the hydrodynamic equations to
higher orders is also discussed in Refs. [M3, 41, 67].
Recalling the hydrodynamic equations which need to be solved,
@n
@t
+r(nv) = 0 (2.41)
m
 
@v
@t
+ (v  r)v
!
=  mv  rp+ c
 
E+ 0v H

; (2.42)
there are two possible choices for the pressure gradient. It is either given by Bloch’s theory (cf.
Eq. (2.27))
 rp = FBloch =  rn5=3; (2.43)
or by density functional theory (cf. Eq. (2.40))
 rp = FDFT =  5
3
cknrn2=3 =  5
2
nrn2=3: (2.44)
The fields constituting the hydrodynamic equations are expanded in the following manner:
E = E0 +E1 + ::: (2.45)
H = H1 +H2 + ::: (2.46)
n = n0 + n1 + ::: (2.47)
v = v1 + v2 + ::: (2.48)
hence
jm = menv = men0v1 +me(n0v2 + n1v1) + ::: (2.49)
Note that the expansion as it is written down here is not based on the smallness of a physical parameter,
but simply splits the quantities in components that scale linearly, quadratically and so forth with the
amplitude of the incoming electric field [67]. The assumption that
n0 
1X
i=1
ni (2.50)
with
n0  n1  n2 (2.51)
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is only conditionally fulfilled if the incoming field amplitude E0 is small enough that only small de-
partures from equilibrium are effected. An estimate for the relative magnitudes of the linear and the
second order susceptibility shows that the assumption is reasonable if the nonlinearity is of electronic
origin [35, 68]: The linear polarization and the second order polarization are expected to be of the same
order of magnitude if the exciting field is of the order
Eat =
e
40a20
= 5:14  1011V=m; (2.52)
x
t = 0
n0
n
xboundary
Figure 2.4: Initial density n at time t =
0. The density is set to n0 inside the
particle and drops sharply to zero at the
boundary x = xboundary, therefore the
gradient rn0 is zero everywhere as the
measure of the infinitely sharp drop at the
boundary is zero.
where a0 is the Bohr radius of the hydrogen atom [35]. The
mechanism described here which describes dipoles which
are formed in dielectrics as a result of the electromagnetic
excitation is not the same as second harmonic generation
due to density fluctuations as in the hydrodynamic model.
Yet, I can compare the SHG intensities of my structures
to the estimate provided here. The field strengths which I
employ in my calculations are 106V=m and they give rise
to SHG signals for which E1  E2. In fact, the hydro-
dynamic second harmonic signals are below the estimate
above for most structures. Intensities comparable to the esti-
mate above can be reached for instance by geometric tuning
(see for instance the double-resonant V-groove in Sec. 5.3)
In principle, a second order quantity can exceed its linear
counterpart and a third order quantity its second order coun-
terpart if the incoming field is strong enough, but the numer-
ical scheme will eventually become unstable as the density
fluctuations become so large that the density locally drops
to zero which causes the scheme to explode. At such high
intensities (> 1011V=m) the metal would most likely be destroyed in an experiment.
Turning to the expansion of the the hydrodynamic equations, according to the initial condition that
the electron density is flat in the beginning of the simulation and sharply drops to zero at the particle
boundary (Fig. 2.4), the gradient of the 0th order density vanishes:
rn0 = 0: (2.53)
I start out with the treatment of the pressure gradients by expanding the exponentials of the density
appearing in those terms in the following way
n = (n0 + n1 + n2 + :::| {z }
n0
)
= n0 (1 +
n1
n0
+
n2
n0
+ :::| {z }
1
)
= n0 + n
 1
0 n1 +
1
2
(  1)n 20 n21 + n 10 n2: (2.54)
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Then
FBloch = rn5=30 +
5
3
n
2=3
0 rn1 +
5
9
n
 1=3
0 rn21 +
5
3
n
2=3
0 rn2 + ::: (2.55)
and
FDFT =(n0 + n1 + n2)
5
2
rn2=30 +
5
3
n
2=3
0 rn1 +
5
3
n
 1=3
0 n1rn1 
  5
18
n
 1=3
0 rn21 +
5
3
n
2=3
0 rn2 + ::: (2.56)
As can be seen, the expressions agree only up to 1st order and as long as rn0 = 0. Going to higher
orders, the terms containing rn2 also agree, but the ones proportional to rn21 have opposing signs
and differ in magnitude by a factor of two. In addition, in the DFT-case, an additional term appears.
While the n2 and the n21 terms both scale quadratically with the incoming field, it is not clear that
they are in fact of the same order of magnitude. An investigation of these terms could certainly be
interesting. In this thesis I do not perform this comparison and always use the Bloch-formulation (2.43)
when performing nonlinear simulations.
The continuity equation and the Euler equation are given to 0th order by
@tn0 = 0; (2.57)
en0E0 = 0; (2.58)
so the electric fields of 0th order also have to vanish. The 1st order equations yield (n0 is assumed to be
constant)
@tn1 =  r  (n0v1); (2.59)
men0@tv1 =  men0v1   5
3
n
2
3
0rn1   en0E1: (2.60)
For the second order, one finds
@tn2 =  r(n1v1 + n0v2) (2.61)
and
me(n0@tv2) +m0n1@tv1 +men0(v1  r)v1 =
 me(n1v1 + n0v2)
  5
9
n
 1=3
0 rn21  
5
3
n
2=3
0 rn2
  e(n1E1 + n0E2)
  en0v1 H1: (2.62)
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2.2.4 The Linear Susceptibility, Bulk Plasmons and the Parameter 
I will turn to some of the properties of the linearized hydrodynamic model now. Applying the divergence
operator to Eq. (2.60) and making use of Eq. (2.59), one arrives at the following equation which turns
out to be very insightful (cf. Ref. [18]):
r2n1   3me
5n
2
3
0
@2t n1 =  
3en0
5men
2
3
0
r E1 + 3me
5n
2
3
0
@tn1
) r2n1   1
2
@2t n1 =  
en0
2me
r E1 + 
2
@tn1; (2.63)
where, from Maxwell’s equations,
r E1 =   e
0
n1: (2.64)
A wave equation for the density as in Eq. (2.63) describes sound waves. They are in this case driven
by the divergence of the electric field on the right hand side of the equation, which is in turn given by
fluctuations of the density (Eq. (2.64)), so a coupling is found between a sound wave and the electric
field. Note that no magnetic field is associated with this excitation. It follows from Eqs. (2.59) and (2.64)
– assuming a harmonic k-dependence and applying the divergence operators – that both the electric field
and the current are longitudinal in nature. Electric field and current are effected by the electron density
modulation n1 and its time-derivative, respectively. The hybrid excitation of a sound wave and an
electric field is also a plasmon polariton, but it occurs in the bulk, as opposed to the transverse surface
plasmon polaritons discussed above. The parameter  introduced above can be identified with the speed
of sound. It can be directly extracted from Eq. (2.63) and it is given by
 =
r
5
3

me
n
2
3
0 : (2.65)
This parameter is of great importance when it comes to discussing the nonlocal characteristics of this
model, since it determines the strength of the nonlocality or spatial dispersion and, while it is fixed
to this particular value for Thomas-Fermi Theory, there are other choices of  which I will discuss in
Sec. 2.2.6. It is important to note that  is related to the Fermi velocity vf :
2 =
5
3

me
n
2
3
0 (2.66)
=
1
3
2666664~
 
!2p03
2
e2m2e
! 1
3
| {z }
vf
3777775
2
: (2.67)
The dispersion relation can easily be determined from Eqs. (2.63) and (2.64) (cf. Ref. [18]). Assuming
harmonic solution with spatial and temporal dependence ei(kr !t) and inserting the plasma frequency
!2p =
e2n0
me0
a Fourier transform then leads to the desired expression:
2r2n1   @2t n1 =  !2pn0r E1 + @tn1 (2.68)
) !2 = !2p + 2k2   i!: (2.69)
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There are two important limiting cases for Eq. (2.69). When damping is negligible so that  ! 0 one
finds (2k2  !2p)
!  !p + 1
2
2
!p
k2: (2.70)
This expression is equal to the condition (k; !) = 0 and I will show in the following why this condition
is physically meaningful. For a local material with vanishing k or  = 0, including damping, one arrives
at
! = (!2p   2=4)1=2   i

2
2!2p !p   i
2
; (2.71)
where only positive frequencies are taken into account.
A few more comments are in order regarding the speed of sound . Within the Thomas Fermi
model there is no ambiguity that parameter  has to take on the value vf=
p
3. It depends on the initial
density n0, on the plasma frequency !p and on the effective electron mass me. Therefore, three of these
parameters need to be fixed (besides the damping  which is independent) and the fourth one will be
given via the relationships above. In the full hydrodynamic model, modifying  directly would mean
altering the Fermi velocity and would therefore lead to an alteration of the effective electron mass,
the initial density or the plasma frequency. In a linearized model, however, there are only two free
parameters, namely the plasma frequency and . In Sec. 2.2.6 I will discuss different choices of .
Besides that, in Chap. 3.2.3, I will consider  as a free parameter which can be treated perturbatively.
Now that the description of the free electrons by means of the hydrodynamic model has been dis-
cussed in detail, the steps from Sec. 1.2 are repeated for the longitudinal excitations to arrive at a di-
electric function for the (linearized) hydrodynamic model. A nice account of this is given in Ref. [69].
Above, the polarization was simply given by the dipole moments which were proportional to the dis-
placement (Eq. (2.5)). Now, according to the hydrodynamic theory, from Eq. (2.13), the time-derivative
of the polarization can be written as
@tP = jc =  ejn =  ne@tr; (2.72)
and therefore, by means of the continuity equation, (2.12)
@t(en r P) = 0: (2.73)
More generally than in Eq. (2.4), the susceptibility can now not only depend on the point r where the
response of the material is considered, but is influenced by interactions taking place in the vicinity of
this point. It is in this sense that nonlocality is introduced into the dielectric function of the material. In
terms of such a nonlocal susceptibility, the (linear) polarization for an isotropic material is written as
P1(r) = 0
Z
V
(1)(r; r0)E1(r0) dr: (2.74)
This is equivalent to having a k-dependent permittivity or susceptibility when transforming the equa-
tions to k-space. I will demonstrate now that within the hydrodynamic model, one arrives at such a type
of nonlocal or spatially dispersive dielectric function.
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To extract a dielectric function, one employs the linearized Euler equation including the Lorentz force
(Eq. (2.60)) and expresses the velocities in terms of the polarization. Thus rewriting Eq. (2.60), making
use of Eq. (2.73), one finds
@2tP1 =  @tP1 + 2r(r P1) +
e2n0
me
E1; (2.75)
and, again assuming a harmonic dependence of the type ei(kr !t),
!2P1 =  i!P1 + 2k2P1   e
2n0
me
E1; (2.76)
from which the linear susceptibility follows
P1 = 0
(1)E1 = 0
 
 !2p
!(! + i)  2k2
!
E1: (2.77)
The corresponding dielectric function reads
l(k; !) = 1 
!2p
!(! + i)  2k2 : (2.78)
The index l stands for longitudinal, since this dielectric function accounts for the longitudinal plasmon
polaritons discussed above. Such a k-dependence is known as spatial dispersion.
Note, that in the hydrodynamic model, transverse waves are also allowed, just as they were in the
case of the Drude model. Therefore, one now has to distinguish between the longitudinal dielectric
function (2.78) and the transverse dielectric function, given by Eq. (2.8), depending on which waves
one wishes to describe. They are however not totally independent from one-another. They are coupled
in a delicate way and a new boundary condition has to be found to account for the longitudinal E-fields
inside the particle. It turns out that this is the continuity of the normal component of the displacement
field – including the longitudinal fields [43, 70]. Melnyk and Harrison showed in Ref. [70] that the
normal component of both the displacement field and the charge current are continuous across the
interface, the latter condition being equivalent to the usual condition of tangential H being continuous.
The remaining conditions for tangential E and normal H, which are also equivalent, remain intact as
usual. As a result of this delicate coupling of the longitudinal and the transverse waves by means of the
boundary conditions, the localized surface plasmon resonances are shifted. This will become apparent
as I carry out some analytical calculations in Chap. 3.
Formally, the conditions are written down in the following way: For the longitudinal waves, the rela-
tionsrE = 0 holds. Therefore, the governing equation becomes the macroscopic Maxwell equation
r  D = 0, assuming no free charges. Given the new dielectric function (2.78) for the longitudinal
waves, I can write [18, 67, 69]
r D(r; t) =
Z
dk
(2)
3
2
d!
(2)
1
2
l(k; !)[ik E(k; !)]: (2.79)
Since now k E 6= 0, this results in the condition
l(k; !) = 0; (2.80)
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which implicitly defines the dispersion relation 2.69.
If a material is nonlocal a solution to the dispersion relation (2.80) can be found for any frequency
!. For real k, there are solutions above the plasma frequency !p. In Chaps. 3 and 5 I will show how
they manifest themselves as distinct peaks (depending on the confining geometry) in the scattering or
absorption spectra and as oscillations of the density and the electric field extending far into the particle.
In the local case  ! 0, only one solution exists for ! = !p. Again, this is the classical limit of
incompressibility (sending ~ and thus the speed of sound to zero) which means that no spatial density
oscillations are possible and only oscillations in time are allowed.
2.2.5 Nonlinear Susceptibility
The perturbative approach can also be used to express the second order nonlinearity in terms of a
nonlinear polarization [71–74]. In Sec. 1.4, the wave-mixing processes were described in terms of a
nonlinear susceptibility, which was given by
Pi(r; !3) = 0
Z
dr0
Z
dr00(2)ijk(r; r
0; r00; !3;!1; !1)Ej(r0; !1)Ek(r00; !1); (2.81)
with !3 = 2!1. The second order nonlinear polarization for a hydrodynamic gas can be shown to have
the form [71]
P(r; !3) = 1(E(r; !1)  r)E(r; !1) + 2r(E(r; !1) E(r; !1)) + 3E(r; !1) (r E(r; !1));
(2.82)
where the prefactors 1-3 can be determined from the hydrodynamic equations [71–73]. Most notably,
the third term is zero for transverse waves since they yield r  E = 0. It only contributes if density
fluctuations are present (cf. Eq. (2.63)). Below the plasma frequency, they occur primarily at the surface
as I will demonstrate in Chap. 5. Therefore, this term is often considered to describe “surface contribu-
tions” to the nonlinearity, whereas the other terms describe “bulk contributions”. Note, that within this
thesis, no such formulation of the nonlinearity is employed. Rather, for the numerical simulations, the
full set of equations, without any further assumptions, is used. Therefore, both contributions are fully
contained as longitudinal and transverse fields are included. The distinction between bulk and surface
contributions makes sense if one takes an approach where the two have to be separated, but in reality one
cannot exist without the other. For the nonlinear calculations performed here, I employ a finite volume
method which describes both the bulk and the surface and does therefore not rely an any assumptions
or approximations.
I would also like to comment that in the presence of bulk plasmons, above the plasma frequency, the
second term from Eq. (2.82) starts to contribute in the bulk. This makes the SHG mechanism even more
involved. Since such processes are beyond the optical regime they are not important here, but the effect
of these processes becomes visible in Sec. 5.1.2.
2.2.6 The Importance of the Hydrodynamic Model: Applicability and Extensions
Extensions of the Linearized Hydrodynamic Model
The debate about the validity of the hydrodynamic model is an important one. It clearly represents the
nonlocal extension of the ubiquitous Drude model, which is still the method of choice for many applica-
tions. However, at small particle sizes nonlocal properties become important. This can be explained by
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the interplay between damping, i.e. the mean free path of the electrons, and the particle size [75]. Since
the bulk plasmons are subject to damping, they only start to suffer geometry-dependent effects (such as
a bulk-mode in a cylindrical structure) when the particle is small enough so that a bulk plasmons can
actually ”feel“ the confinement in the particle, i.e. the plasmons don’t experience too much damping
when traveling from one side of the particle to the other. The bulk plasmons are experimentally ob-
servable in small structures [76] and their description is one of the most obvious and most important
advantages of the hydrodynamic model over a normal Drude mode.
The issue becomes much more complicated when going to structures where the boundary becomes
more important or quantum mechanical effects start to set in. An example of such structures are dimer
structures with very small particle separation of less than a nanometer, where a comparison to time
dependent density functional theory calculations shows qualitative but not quantitative agreement [77].
This is not surprising, since a semi-classical model is not expected to perform very well in this regime.
However, as I have shown above, there are many attempts to remedy the shortcomings of the descrip-
tion of the surface which lead to better agreement with quantum descriptions [45, 78].
Redirecting attention to the bulk-part of the method, it is important to discuss the value of the speed
of sound  in the plasma. While the value calculated above is consistent within Thomas-Fermi theory,
taking a look at the problem from a slightly different angle reveals that  = vf=
p
3 would actually have
to be considered a low-frequency limit for frequencies that are much lower than the damping  of the
system, which is clearly not the case for optical frequencies which are three orders of magnitude above
the damping of a typical noble metal. The argument goes as follows [79, 80]2:
Given an adiabatic process, the pressure is proportional to nm where m depends on the degrees of
freedom f , via m = (f + 2)=f . For low frequencies and high damping, collisions dominate and the
motion becomes very random, resulting in f = 3 for a three-dimensional gas. For high frequencies,
the collisions, the movement is so fast and the distance traveled within one cycle become so small that
collisions become negligible and the motion is predominantly given by the direction of the electric field,
therefore reducing the degrees of freedom to f = 1. From this, one finds
 =
8<:vf=
p
3; !  
vf
p
3=5; !   : (2.83)
According to these findings, the qualitative behavior will be the same in both cases, but the Thomas
Fermi limit !   underestimates the nonlocal effects when applying it to optical frequencies. Most
publications that are concerned with the linearized hydrodynamic model simply assume the high fre-
quency value, whereas I choose to stick to the value obtained above, also for the linearized calculations,
in order to be consistent with Thomas Fermi theory on both the linear and nonlinear level – keeping
in mind that the results obtained within this thesis with respect to nonlocality might therefore be just a
lower limit.
As a matter of fact, both limits have to break down when !   and there exists a further generaliza-
tion, based on the Boltzmann equation, which results in a complex-valued, frequency-dependent (!).
The theory is discussed in detail by Halevi in Ref. [79]. The model includes the effect of collisions by
means of a correction which was proposed by Mermin. On a linear level, it results in an expression for
2Note that the discussion can be found in the 2nd edition of the book by J. D. Jackson [80], but has been taken out of the
third edition of the book.
29
2 Material Models
 which reads
2(!) =
3
5! +
1
3 i
! + i
v2f : (2.84)
For very high or very low frequencies it tends to the two known real-valued limiting cases from
Eq. (2.83). In Ref. [79] the expression (2.84) is inserted into the permittivity (2.78) and then the implicit
definition of the dispersion relation (2.80) is used. The author arrives at
!(! + i)2   !2p(! + i) 

3
5
! +
i
3


v2fk
2 = 0; (2.85)
which can be expanded if the expression for ! for vanishing k, Eq. (2.71) is used in the last term. The
dispersion relation then reads
!  !p + 3
10
v2f
!p
k2   i
2
+ i

2
4
15
v2f
!2p
k2: (2.86)
Here, the first two terms are just the dispersion relation as in Eq. (2.70) for a nonlocal model with 
given by its high-frequency value. The third term is the phenomenological damping as in Eq. (2.71).
However, the last term is a k-dependent damping term which was not present in the previous theories.
It accounts for Landau damping which describes a loss of energy of the plasma wave to surrounding
particles or quasi-particle excitations which have a velocity similar to the phase velocity of the plasma
wave [81, 82]. In the present model, the Landau damping also depends on the damping  and is therefore
collision-modified.
A similar generalization of the nonlocal hydrodynamic model to complex-valued, frequency-dependent
 was presented in Ref. [83].
Interband Transitions
I have not touched upon interband transitions in this chapter. The problem here is that a description of
interband transitions that would be suitable to go along with the nonlocal and nonlinear hydrodynamic
model which I am employing would in itself have to be nonlinear. The incorporation of interband
transitions into nonlocal frameworks by means of a method presented by Liebsch [84] yields very good
results [45]. Since the nonlinear aspects of the hydrodynamic Drude model, which are one of the main
objectives of this work, are much more involved and such an extension will not be aimed at here. The
model without interband transitions gives rise to a manifold of new phenomena on the linear and on the
nonlinear level which need to be understood and are conceptually interesting so they deserve a thorough
investigation.
Quantum Corrections and the Von-Weizsa¨cker Extension
An extension to the kinetic energy functional was suggested by von Weizsa¨cker. It features an additional
term which contains a gradient correction to the Thomas-Fermi functional of the form [85, 86]
TW [n] = 
1
8
Z jrnj2
n
dr: (2.87)
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In the language of density functional theory it is the next correction to the hydrodynamic Drude model
and it can account for an electron spill-out. Such corrections containing the gradient of the density can
be important in regions of high density fluctuations near the surface. Effectively the hard-wall boundary
condition is lifted and the density goes smoothly to zero at the particle interface [45]. This spill-out
becomes important within about 1A˚ of the surface [87]. It was shown by Toscano et al. [45] that
this advanced model features Bennett-resonances that are otherwise not present in hard-wall models
and leads to a correction of the (size-dependent) shifts of the dipole resonances in cylindrical metal
nanowires: While the hydrodynamic Drude model with hard walls inevitably leads to a blue-shift as
the radius is decreased, the model including spill-out can lead to a red-shift [45]. Toscano et al. found
a blue-shift for a silver nanowire when decreasing the particle size (linear with the inverse radius) and
a red-shift for a sodium nanowire which is in agreement with experimental observations [45]. To my
knowledge, the shift of the higher order modes within this model has not yet been investigated.
In a quantum mechanical description of a gap-system, tunneling is expected, which would give rise
to short-circuiting between two particles that are in close proximity. How close the particles would
have to be is a matter of debate. Time-dependent density functional theory calculations suggest that
the separations need to be below one nanometer [88], which is much more than the Von-Weizsa¨cker
spill-out can account for.
A publication by Mortensen et al. [83] suggests that effects commonly attributed to short-circuiting
in ab-initio calculations – most notably the suppression of the dipole plasmon resonance (which is not
present in local calculations or in the hydrodynamic Drude model) – can be accounted for by introducing
a complex-valued  in a similar fashion as in the aforementioned approach by Halevi [79]. In fact,
Mortensen and coworkers argue that quantum mechanical tunneling (reported to occur in the picosecond
range) is likely to be too slow to be mediated by optical excitations (in the femtosecond range) and AC
tunneling currents have also not been confirmed experimentally. Therefore, an additional damping
mechanism is a more likely explanation for the broadening.
Concluding Remarks
Publications that are concerned with (a linearized verson of) the hydrodynamic model for plasmons
have been and continue to be appearing in abundance. The linearized model can be treated in both
time- and frequency domain and an extended Mie-theory and an electrostatic formulation exist (both
of which will be discussed in Chap. 3 of this thesis). The linearized model with numerous possible
extensions regarding electron density profiles, interband transitions or Landau damping continues to be
of importance, as it has proven to point us in the right direction, while being computationally much
more feasible than density functional theory calculations which can typically not describe plasmonic
nanoparticles with a typical size of some ten nanometers. With the large number of new Ansatzes
described above [M2, M3, 45, 79, 83], and ever better computing clusters, this is clearly not the end of
the story and the hydrodynamic model will become more and more useful to make both qualitative and
quantitative predictions.
Since nonlocality depends on the size of the particle (cf. Sec. 2.2.6) and can therefore in principle be
made visible in an experiment by studying the size-dependence, nonlocality cannot simply be turned off
in an experiment as it can be done in a numerical simulation. Numerical simulations therefore provide
a way to look for qualitative modifications of the spectra or field distributions which arise due to the
nonlocality and provide fundamental theoretical insight. The spectrum of a simple single scatterer, such
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as a sphere or a cylinder, is usually not diverse enough to exhibit such interesting features effected by
nonlocality. A very interesting system whose spectra and field distributions are much more complex
but can still be understood analytically, is the cylindrical dimer. The investigations of such a system in
Chaps. 3 and 5 lie at the heart of this thesis.
The second feature of this model, nonlinearity opens up even more opportunities. The hydrodynamic
model, being the simplest nonlinear extension of the Drude model, makes it possible to gain insight into
nonlinear processes and allows for fundamental statements regarding the excitation of plasmonic modes
by nonlinear processes. Such considerations are also carried out in Chap. 5.
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3 CHAPTER 3ANALYTICAL CONSIDERATIONS
In this Chapter, I present analytical scattering calculations employing the linearized hydrodynamic
model or the Drude model on the level of electrostatic theory or Mie theory. The analytical solutions
not only serve as reference solutions to validate the numerical methods I use later on, but also provide
significant insight regarding the theory that is employed. They allow me to discuss limiting cases in
a much better way than numerical calculations and, most importantly, are of help when it comes to
interpreting the numerical results. In the simple case of a single cylinder, a full analytical Mie-solution
including nonlocal effects is available, which is presented here. For the more complicated setup of a
cylindrical dimer, a solution within local electrostatic theory is presented. All considerations are made
for infinitely extended structures that can effectively be treated as two-dimensional. In the last section,
I discuss the hydrodynamic equations employing group theory. This is done by determining the sym-
metry point group of a given geometrical setup. The action of the spatial derivatives occurring within
the hydrodynamic and the Maxwell equations is determined for this point group, which can be used to
link the symmetries of the modes excited by second order processes to the symmetries of the incident
pulse.
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3.1 The Material Parameters
In Chap. 2 I discussed the hydrodynamic material model with transverse and longitudinal dielectric
functions
t(!) = 1 
!2p
!(! + i)
; (3.1)
l(!; k) = 1 
!2p
!(! + i)  2k2 : (3.2)
I will now introduce a set of parameters which I am going to use throughout this thesis. It is based on
the parameters for silver presented in the landmark paper by Johnson and Christy [89], which provides
parameters for a number of noble metals. As pointed out in Sec. 2.2.6, interband transitions are not go-
ing to be discussed in this thesis, but only a Drude material and a hydrodynamic Drude material which
includes nonlinear and nonlocal effects. Therefore, I use only the Drude-contribution of the dielec-
tric function extracted from Ref. [89] and simply dismiss the Lorentz terms accounting for interband
transitions. This results in the following values
!p = 1:39  1016 s 1; (3.3)
 = 3:23  1013 s 1; (3.4)
me = 0:96m0 = 8:7450  10 31 kg; (3.5)
where m0 = 9:1094  10 31 kg is the free electron mass. As discussed in Sec. 2.2.3, the system is fully
defined by these three parameters, since the equilibrium electron density and the Fermi velocity can be
calculated:
n0 = 0me!
2
p=e
2 = 5:828  1028m 3; (3.6)
vf = ~
 
!2p03
2
e2m2e
!1=3
= 1:4464  106ms 1: (3.7)
The set of parameters obtained this way is consistent with the values found elsewhere in the literature,
which were obtained from different experiments. See for instance Ashcroft and Mermin [90], where the
values are given as n0 = 5:86  1028m 3 and vf = 1:39  106ms 1.
Note that by dismissing the Lorentz terms, silver is only well-described in the low-frequency regime.
Specifically, the important transition from Re() < 0 to Re() > 0 which happens at the plasma
frequency !p for a Drude metal is shifted to a lower frequency when interband transitions are included,
i.e. the resonances are also redshifted and bulk plasmons start to appear at a lower frequency. In
principle, the shifts could be accounted for by using a different “effective plasma frequency”, yet this
would not correctly describe the physical situation since an alteration of the plasma frequency would
result in incorrect electron density. While resonances can be shifted this way, this would happen through
the wrong physical mechanisms. The shifts that should be coming from interband transitions would
instead be mediated by free electrons. This being said, the model can be considered rather generic. The
observations made in this thesis are of relevance for any noble metal in a long wavelength limit and for
alkali metals. The features discussed persist regardless of the actual values for all the materials that are
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Figure 3.1: Real and imaginary part of the permittivity t(!).
commonly treated as Drude metals in
the literature (for instance for Gold as
in Refs. [42, 46, 91, 92], for Aluminum
as in Ref. [93], or for Sodium as in
Refs. [43, 94]). I will therefore state
all frequencies in units of the plasma
frequency, on the one hand because it
is far more insightful to relate all ef-
fects to this important quantity, and on
the other hand to underline the gen-
eral nature of these effects. The dielec-
tric function is displayed in Fig. 3.1.
Note that the frequency range of inter-
est here ranges from about 0:5!p to just
above !p. In this regime,   ! and therefore, the limit of the plasma model, Eq. (2.10), with a purely
real dielectric function already makes it possible to draw important conclusions.
3.2 Analytical Treatment of a Single Cylinder
3.2.1 Extended Mie Theory for a Nonlocal Material
As a starting point for my considerations, I use the analytical considerations made by Ruppin [43].
It is based on the standard Mie theory for a cylinder as described for instance in [95]. Mie theory
provides a rigorous scattering theory for a cylinder (or a sphere) by solving Maxwell’s Equations with
the appropriate boundary conditions. I will only give a short outline of how this is done and refer the
reader to Ref. [95]. To arrive at a solution for the scattering problem, the scalar wave equation is solved
in the appropriate coordinates. The fields E and H can be rigorously constructed from these solutions
and the boundary conditions can be applied.
I will now present the most relevant details from Ref. [43] where the solution for a single cylinder,
described by a nonlocal dielectric function is given. I consider an infinite cylindrical nanowire of radius
a which is described by the dielectric functions from Eqs. (3.1) and (3.2). It is surrounded by air with
 = 1. When dealing with a nonlocal material, a longitudinal E-field arises that needs to be described.
Modified matching conditions are needed in order to account for this field. Since Eljjk, there is no B-
field associated with the longitudinal fields (cf. Sec. 2.2.3). Inside the cylinder, where both transverse
and longitudinal modes exist, the fields are expanded in cylindrical Bessel functions Jn, since they
remain regular in the origin. Here, n 2 N+ is the mode index. The transverse modes fulfill
k2t =
!2
c2
t(!); (3.8)
and the longitudinal modes obey the implicit dispersion relation
l(kl; !) = 0 ) k2l =
!(! + i)
2
t(!): (3.9)
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It is useful to introduce the quantity  which relates kl and kt:
(!) =
!
! + i
2
c2
(3.10)
) kl = !
c
r
t
(!)
= kt=
p
: (3.11)
With this, the solutions for inside the cylinder are given by
Jn(ktr)

r<a
for transverse waves; (3.12)
Jn(klr)

r<a
for longitudinal waves: (3.13)
Outside of the cylinder, no longitudinal modes exist. Bessel functions Jn describe the incident waves
and Hankel functions Hn the scattered waves. The dispersion is given by the free-space dispersion
k0 = !=c: (3.14)
Thus,
Jn(k0r)

r>a
for incident waves; (3.15)
Hn(k0r)

r>a
for scattered waves: (3.16)
The matching conditions which I presented in Section 2.2.4 can now explicitly be written down in the
following way [43, 70]:
Continuity of the E-field component parallel to the surface:
J 0n(k0a)| {z }
outside
incoming
+ anH
0(k0a)| {z }
outside
scattered
= gnJ
0(kta)| {z }
inside
transverse
  in
k0a
hnJn(kla)| {z }
inside
longitudinal
: (3.17)
Continuity of the H-field component normal to the surface:
Jn(k0a)| {z }
outside
incoming
+ anH(k0a)| {z }
outside
scattered
=
p
tgnJ(kta)| {z }
inside
transverse
: (3.18)
Continuity of the displacement current normal to the surface (additional boundary condition):
n
k0a
Jn(k0a)| {z }
outside
incoming
+
n
k0a
anH(k0a)| {z }
outside
scattered
=
n
kta
gnJ(kta)| {z }
inside
transverse
  i kl
k0
hnJ
0
n(kla)| {z }
inside
longitudinal
: (3.19)
One arrives at the following scattering coefficients [43]:
an =   [cn+J
0
n(kta)]Jn(k0a) 
p
tJn(kta)J 0n(k0a)
[cn+J 0n(kta)]Hn(k0a) 
p
tJn(kta)H0n(k0a)
;
cn =
n2
kla
Jn(kla)
J 0n(kla)
Jn(kta)
kta
[t   1]: (3.20)
36
3.2 Analytical Treatment of a Single Cylinder
The local model is restored for cn = 0.
These coefficients now depend on the nonlocal parameter  through kl. Note that they are still
coefficients of the scattered and hence transverse field modes which exist below the plasma frequency,
i.e., the spectra at frequencies below !p are influenced by nonlocality. While there are no oscillatory
longitudinal modes below the plasma frequency, there are evanescent longitudinal modes with almost
purely imaginary kl which cause this shift [75]. The scattering and extinction spectra [95] are given by
scat =
2
k0a
1X
n= 1
janj ; ext = 2
k0a
1X
n= 1
Re an; (3.21)
from which one can also compute the absorption spectrum abs = ext   scat. Note that the an are
complex-valued and have poles in the complex frequency plane. Unlike a resonator made up of perfect
mirrors, energy is radiated and, in addition, the materials are lossy (cf. Appendix A). The imaginary part
is small and I will neglect it here in the discussion of finding the mode-frequencies, it should however
be kept in mind that a larger imaginary part (a small Q-factor) corresponds to stronger dissipation
and yields a broader peak in the spectrum [96]. This is discussed in Appendix A in the context of
quasinormal modes and I will touch upon this subject again in the discussion of the numerical results in
Chap. 5.
Discussion of the Spectra
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Figure 3.2: Scattering and Absorption spectra for a Drude
silver cylinder of radius 10 nm. The results were obtained
with Mathematica [97]. For this setup, prominent dipole
and quadrupole resonances are found, the first contributing
strongly to the scattering cross section and the latter dom-
inating the absorption spectrum. The nonlocal spectra are
blueshifted with respect to the local spectra.
The spectra which are obtained by
means of Eq. (3.21) are displayed in
Fig. 3.2 for a cylinder of radius a =
10 nm, both for the local and the nonlo-
cal case. The dipole peak (with n = 1)
of the nonlocal spectrum is blueshifted
with respect to the local spectrum by
!(n = 1)  0:003!p; (3.22)
which corresponds to less than one
nanometer when converting the fre-
quency to wavelengths. There is also
a reduction in magnitude from the lo-
cal to the nonlocal spectrum. Here, I
will focus on the shift, but below in
Sec. 3.2.3 the influence on the height of
the peaks is also investigated and it be-
comes important again when I discuss
field enhancement in nonlocal materi-
als in Sec. 5.2.5. While in this setup
only contributions of the dipole and the
quadrupole mode are visible, it is in-
sightful to take a close look at the an
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that constitute the spectra. In Fig. 3.3I), the positions of the maxima for several modes an from
Eq. (3.20) are displayed for the local and the nonlocal case. The corresponding calculations have been
performed with Mathematica [97]. Let me define the frequencies of the peaks of the an on the real
frequency axis as !maxn , so a1(!) has a maximum for ! = !
max
1 , which is the dipole resonance.
Taking a look at all the an and their resonance frequencies !maxn , one makes an interesting observa-
tion: For both the local and the nonlocal model, the an shift to the blue for increasing n. However, for
the local model, there is an upper bound. In the local model, it is approached as early as for n = 3. It
is given by the surface plasmon frequency !sp = !p=
p
2. However, for the nonlocal model, the maxi-
mum of each an is shifted with respect to that of an 1. There is no upper limit to this shift and even the
plasma frequency does not set a bound to this behavior. Fig. 3.3II) shows the difference between the
local and the nonlocal calculation, which is given by
!(n) = anonlocaln   alocaln : (3.23)
While this difference !(n) is small for the first few n (which are the ones dominating a spectrum), it
grows approximately linear. I performed a fit to these differences and found the functional dependence
to be
!(n) = 6:08  10 6n2 + 0:00304n+ 1:95  10 4: (3.24)
This means that the quadrupole peak shifts approximately twice as much as the dipole peak when going
from a local to a nonlocal material model and it means that the resonance frequencies for higher n are
not bounded. There are surface modes that exist above the plasmon frequency !sp = !p=
p
2 and in
principle even beyond the plasma frequency !p. While the contribution to the spectra of the higher
order modes is very small in highly symmetric structures such as cylinders excited by plane waves, it
was pointed out by Christensen et al. [93] in the context of nanospheres, that by introducing a zero- or
one-dimensional source, these resonances can be made visible.
These findings could also be of importance in the context of the spaser [99, 100]. Spaser stands
for surface plasmon amplification by stimulated emission of radiation. In such a spaser, the decay of
dye molecules acting as emitters in the vicinity of a metallic nanosphere produces localized surface
plasmons. Therefore, an efficient coupling between the emitters and the dipole mode of the nanosphere
is desired. Decay into all other modes is radiation loss. Within semi-classical spaser theory [101, 102]
using a nonlocal material model, it was shown [102] that higher order modes act as important loss
channels which would impede spasing for the setup under consideration in Ref [100]. In the local case
where all of the modes cluster at the surface plasmon frequency !sp, even high order modes have a
significant overlap with the dipole mode and therefore add to the loss. In the calculations presented in
Ref. [102], as many as 300 modes were added up in order to obtain a reliable result1 for the loss. As
I have demonstrated, in a nonlocal model, the modes are spaced out, thus the overlap between higher
order modes and the dipole mode becomes insignificant and much less than 300 modes are expected
to contribute to the loss. The structures studied in the above-mentioned works are in fact only 7 nm
in radius, they will, according to the findings presented here, show nonlocal behavior. While spasing
is believed to be out of reach for the parameters used in Ref. [100] within a local model, the absence
of many of the loss-channels in a nonlocal model could be an argument in favor of the highly disputed
setup.
1convergence of the result was checked in the sense that it was made sure that adding another mode to the calculation would
not change the result on the level of the desired precision.
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Figure 3.3: I) The frequencies of the maxima of the Mie coefficients (Eq. (3.20)), !maxn , are plotted
over the mode number n for a Drude silver cylinder of radius 10 nm. The horizontal lines indicate
the plasma frequency and the plasmon frequency !p=
p
2. The latter poses an upper bound to the
positions of the maxima of the local Mie coefficients, which lie just below !p=
p
2 for the first
few n and then quickly approach this value. The nonlocal Mie coefficients are not bounded and
extend beyond the plasma frequency. They follow a behavior which looks linear at first sight. The
results were obtained with Mathematica [97] IIa) The difference between the nonlocal and the
local results from I) is shown and a quadratic fit was performed. The difference is approximately
linear in n with a small quadratic correction. The fit for the frequency shift is given by ! =
6:08  10 6n2 + 0:00304n + 1:95  10 4 IIb) The residuals for the quadratic fit from IIa) are
displayed. The error of the fit is well below 1 o=oo for the whole range of n under consideration.
The fit was performed with Matlab [98].
3.2.2 Asymptotic Behavior
To further investigate the shift of the Mie scattering coefficients, I will make some analytical consider-
ations for the limiting case n 1, for which an approximation for the Bessel functions exists.
The maxima of Eq. (3.20) can be determined analytically by searching for solutions of the equation
[cn(!) + J
0
n(kta)]Hn(k0a) 
p
t(!)H
0
n(k0a)Jn(kta) = 0: (3.25)
In the nonlocal case the equation for the resonances can be rewritten as
n2
kla
 
J 0n(kla)
Jn(kla)
! 1 
t(!)  1
k0a
p
t(!)
!
+
J 0n(kta)
Jn(kta)
 
p
t(!)
H 0n(k0a)
Hn(k0a)
= 0; (3.26)
and in the local case
J 0n(kta)
Jn(kta)
 
p
t(!)
H 0n(k0a)
Hn(k0a)
= 0: (3.27)
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For metals like silver =!p  10 3 and c=!p  20 nm. The solutions are going to be near the surface
plasmon frequency !sp = !p=
p
2 and thus !n . !p. This means that if the radius a is of the order of
a few nanometer it follows that jk0aj  1. Below the plasma frequency Re[t(!)] < 0 while above
Re[t(!)] > 0 and jt(!p)j  =!p. In addition, in the range of frequencies under consideration,
(!)  2=c2  1. Let me consider the case where jt(!)j is of the order of unity. This means
that jktaj  1. For high order modes (large n), the Bessel and Hankel functions can be approximated
as [103]
Jn(z)
n1 1p
2n

ez
2n
n
(3.28)
Yn(z)
n1  
r
2
n

ez
2n
 n
(3.29)
H(1)n (z) = Jn(z) + iYn(z)
n1  i
r
2
n

2n
ez
n
[1 +
i
2

ez
2n
2n
]: (3.30)
In this limit, the logarithmic derivatives give
J 0n(z)
Jn(z)
=
d
dz
ln[Jn(z)]  n
z
; (3.31)
H 0n(z)
Hn(z)
=
d
dz
ln[Hn(z)]   n
z
: (3.32)
This means that in the local case cn(!)! 0 one finds
1p
t(!)
+
p
t(!) = 0) t(!) =  1; !  !sp = !pp
2
; (3.33)
which was to be expected from Fig. 3.3. Therefore, for large n the same value is obtained as in the
electrostatic limit, but in the present example of a cylinder of 10 nm radius, the approximation breaks
down for small n. Explicitly, for small arguments,
Jn(z)
jzjpn+1 1
n!

z
2
n
; (3.34)
Yn(z)
jzjpn+1
8>><>>:
2


ln
h
z
2
i
+ 

n = 0
  (n 1)!

2
z
n
n 6= 0
; (3.35)
which, for n 6= 0, once again leads to Eq.(3.33), showing that in small radius limit all resonances
collapse into the resonance for n = 1.
Let me move on to the nonlocal contributions. Taking a look at the arguments of the functions, one
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finds jklaj  1 since   2=c2  1. For very large arguments the approximation reads
Jn(z)
jzj1
8>><>>:
q
1
2z e
i

z n
2
 
4

for Im[z] < 0q
1
2z e
 i

z n
2
 
4

for Im[z] > 0
(3.36)
) d
dz
ln[Jn(z)] 
8><>:i

1 + i2z

for Im[z] < 0
 i

1  i2z

for Im[z] > 0
: (3.37)
Choosing the solution for Im[z] > 0 (see Eq.(3.40)), together with the same approximation for the local
case (n 6= 0) leads to
i
n
kla

1 +
i
2kla
 
t(!)  1
k0a
p
t(!)
!
+
1
kta
+
p
t(!)
1
k0a
= 0: (3.38)
Some further simplifications yield
t(!) =  
1  i nkla
1 + i nkla
  1 + i 2n
kla
; (3.39)
where  1 on the right hand side of Eq. (3.39) represents the local solution and i 2nkla is a nonlocal
correction. Thus one can calculate a nonlocal correction that depends on n and then add it to the actual
local solution, rather than adding it to the approximate local solution t(!) =  1. Dissipation is still
neglected and (!)  2=c2. Consider now the solution !sp of t(!) =  1. In a linear approximation,
it is assumed that the solutions of the previous equations have the form !n = !sp(1+n) with jnj  1
Thus,
t(!n)   1 + !sp0t(!sp)n (3.40)
and, directly from Eq. (3.11), using Eq. (3.40), it follows that
kl  i!sp

"
1 +

1  !sp
2
0t(!sp)

n
#
(3.41)
and therefore one arrives at
n  2n
!spa
"
!sp
0
t(!sp) +
2n
!spa

1  1
2
!sp
0
t(!sp)
# 1
 2n
a!2sp
0
t(!sp)
 1: (3.42)
In the non-dissipative limit !sp0t(!sp)  4, which leads to
!n = !sp +
2
a!sp0t(!sp)
n  !sp + 
2a
n: (3.43)
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Figure 3.4: a) The frequencies of the maxima of the Mie coefficients (Eq. (3.20)), !maxn , are
plotted over the mode number n for a Drude silver cylinder of radius 10 nm as in Fig. 3.3. The
green line displays the local values which have been corrected according to Eq. (3.44). Even though
n assumes only discrete values, ta line is used as a guide to the eye. b) The absolute difference
between the asymptotic correction n and the de facto difference between the local and the nonlocal
Mie solution !(n) is depicted over n. While the differences are small, it can be seen that the
missing shift is well described by a quadratic contribution.
Hence, in a first approximation, nonlocality introduces a shift in frequency which grows linearly with
n. As was also pointed out by Christensen [93], the plasma frequency !p does not pose a limit to the
blue shift.
The findings from above explain the small blue shift of the dipole or quadrupole resonance of a
conventional scattering or absorption spectrum of a single circular cylinder that is illuminated by a
Gaussian pulse. Let me proceed to make a more quantitative statement regarding the approximations
which I have just performed. As I pointed out earlier, the local part in Eq. (3.39) is clearly off for the
first few n. Since I am not interested in an approximate solution to the local part, I will use the nonlocal
correction on the non-approximate solution to the local solution, i.e., identify the n with !(n) from
Eq. (3.23):
!n  !sp + 
2a
n! !sp;n + 
2a
n; (3.44)
where !sp;n is the solution to Eq. (3.27). For the material model at hand and a cylinder of radius
a = 10 nm, the shift is given by
n =

2a
n = 0:003004!p; (3.45)
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which agrees well with the linear contribution to the fit above in Fig. 3.3. The results of Eq. (3.44) are
displayed in Fig. 3.4, along with the !maxn from the Mie calculations.
Entering the Electrostatic Regime
As a second example, I study the nonlocal spectra for a cylinder of 2 nm radius for which I calculate the
frequency shifts to be
n = 0:015020!p: (3.46)
In Fig. 3.5 the spectra are shown. In Fig. 3.5 b) a quadrupole resonance is found in the absorption
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Figure 3.5: a) The nonlocal spectra for a cylinder of radius 2 nm are displayed using a logarithmic
scale for the y-axis. The bulk plasmons are very prominent in such a small structure. In b) a
zoom is provided which shows that a small quadrupole resonance is present in the absorption cross
section.
spectrum, which would coincide with the main dipole peak in a local theory. The position of the dipole
and the quadrupole peak match the prediction according to Eq. (3.44), as can be seen from Fig. 3.6.
It can also be seen from Fig. 3.6 a) that this example is well-described by the electrostatic limit as all
the local !maxn are approximately at !sp (see Sec. 3.2.5). However, since the effects of nonlocality are
stronger in such a small system, the asymptotics are less accurate than in the case of the 10 nm cylinder
above, as can be seen from Fig. 3.6 b).
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Figure 3.6: As in Fig. 3.4, the positions of the maxima of the Mie coefficients are displayed,
this time for radius 2 nm. This is deeper in the electrostatic regime, as all the local coefficients
have their maxima near the plasmon frequency !sp. The green line again displays the frequencies
calculated from 3.44.
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3.2.3 Perturbative Treatment of the Parameter 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Figure 3.7: Influence of the nonlocal parameter  on the cross
sections. a) Absorption b) Scattering c) Extinction. The pa-
rameter  is varied between 0 and vf=
p
3.
In this work, the parameter  was de-
termined to be TF =
q
1
3vf from
Thomas Fermi theory. As pointed out,
the high-frequency limit  =
q
3
5vf is
also frequently found in the literature.
Since different values for  are being
used, I now go ahead and consider 
as a free parameter which determines
degree of nonlocality, and study its in-
fluence on the spectra as it is varied.
To do this, I investigate how it affects
the magnitude and the position of the
peaks in the cross sections. Above, in
Eq. (3.44), I have already derived an
approximate formula for the shift of the
nth mode
!n  !sp;n + n
2a
; (3.47)
which can be interpreted as an equation
for !n(), where the shift grows lin-
early in . Writing  = TF  x yields
!n  !sp;n + n
2a
(3.48)
= !sp;n +
TF n
2a
x; (3.49)
where x is varied between 0 and 1. The
expected slope is
TF n
2a
x = 0:00300n!px: (3.50)
In Fig. 3.7 the spectra are displayed
for different values of beta, varying be-
tween  = 0 and  = TF , using the Mie scattering algorithm from above. In Fig. 3.8 the spectral
positions and heights of the maxima of the spectra from Fig. 3.7 are displayed, along with their linear
regressions.
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The linear regressions yield
Linear Regression R2
Scattering Max. Value 233:8085  1:0730x 1:0000
Scattering !max 0:6803!p + 0:0031!px 0:9988
Extinction Max. Value 243:7446  1:1758x 1:000
Extinction !max 0:6803!p + 0:0031!px 0:9987
Absorption Max. Value 52:1803  0:6296x 0:9782
Absorption !max 0:7004!p + 0:0061!px 0:9994
which is in good agreement with Eq. (3.50): For the scattering and the extinction cross section, the
maximum value is the dipole peak (and the slope of 0:0031!p is approximately the expected slope for
n = 1). For the absorption cross section the maximum value is at the quadrupole peak and I find the
slope 0:0061!p  0:0030  2!p, i.e., the expected slope for n = 2. Note that the numerically obtained
values for the frequencies of the maxima in Fig. 3.7 are limited by the frequency discretization within
the numerical solver which was chosen to be 1:8  10 4!p.
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Figure 3.8: Linear Regressions studying the influence of the degree of nonlocality on the spectra
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3.2.4 Bulk Plasmons
Having discussed the surface plasmon resonances, I now turn to the bulk modes which exist above the
plasma frequency. Let me recall the equation for the scattering coefficients 3.20:
an =   [cn+J
0
n(kta)]Jn(k0a) 
p
tJn(kta)J 0n(k0a)
[cn+J 0n(kta)]Hn(k0a) 
p
tJn(kta)H0n(k0a)
;
cn =
n2
kla
Jn(kla)
J 0n(kla)
Jn(kta)
kta
[t   1]; (3.51)
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Figure 3.9: Absorption spectrum for a Drude silver cylin-
der of radius a = 10 nm above the plasma frequency, dis-
playing Bulk plasmons, along with the derivatives of the
Bessel functions J 0n(kla) with n = 1; 2. The bulk plasmon
resonances occur at J 0n(kla) = 0. The vertical lines serve
as a guide to the eye to relate a zero-point of the J 0n(kla)
to a peak in the spectrum. The results were obtained with
Mathematica [97].
Above the plasma frequency, the
Jn(kla) oscillate while Jn(k0a), Jn(kta)
and Hn(k0a) are monotonic and do not
change sign in the frequency range of
interest. Therefore the scattering co-
efficients exhibit maxima when the -
dependent term cn diverges, which hap-
pens under the condition
J 0n(kla) = 0: (3.52)
The oscillatory behavior of Jn(kla) re-
sults in an infinite number of resonances
for every an. All an with even n have their
resonances at the same positions while
the resonances of the an with odd n are
shifted with respect to those with even n.
In Fig. 3.9 the absorption spectrum dis-
playing bulk plasmon resonances is de-
picted, along with the functions J 0n(kla)
for n = 1; 2. The main contribution to the
absorption spectrum comes from n = 1,
therefore the peaks in the spectrum are
found where J 01(kla) = 0. In princi-
ple, there are intermediary peaks where
J 02(kla) = 0. For the setup under consid-
eration, these intermediary peaks are how-
ever barely visible. The vertical dashed
lines in Fig. 3.9 relate one of the main peaks and one of the intermediary peaks to the zero points
of J 01(kla) and J 02(kla) respectively.
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3.2.5 Electrostatics
Even though the “full problem” was solved above using an extended Mie-Theory, I would like to discuss
nonlocal electrostatics at this point – for the following two reasons: Firstly, it is interesting to see which
mechanisms persist in an electrostatic theory (e.g. the blue shift) and therefore determine how good
the electrostatic approximation is for the problem at hand. Secondly, this serves as a preparation for
the discussion of the cylindrical dimer below. For the dimer, the electrostatic local theory is fairly
straightforward, but a full Mie-theory and a nonlocal electrostatic theory are problematic. Therefore, it
is important to learn as much as possible about the electrostatics, in order to be able to deduce as much
as possible from the local theory of the cylindrical dimer.
Before I set out to do any calculations I would like to clarify what I mean by electrostatics since this
can in the present case be a source of confusion. Whenever I speak of electrostatics I imply that I solve
Laplace’s equation for the electrostatic potential V , with the corresponding boundary conditions for a
particle. Thus, the electric field becomes curl-free. I go however beyond the frequency-independent
full electrostatic case (as if one were to apply a constant voltage to a capacitor) in several ways: First
of all, by applying the boundary conditions, the permittivity used to describe the material (in all cases
the previously introduced Drude metal) introduces a frequency dependence which yields frequency-
dependent solutions for the modes. Secondly, I consider all higher order modes, regardless of their
symmetry, also those modes that cannot be excited by a static electric field.
In this section I apply this protocol to a single cylinder with radius R and a dielectric function (!),
embedded in a constant background material with M :
V = 0; (3.53)
such that
Vi(R) = Vo(R); (3.54)
(!)
@Vi
@r

R
= M
@Vo
@r

R
: (3.55)
Here, Eq. (3.54) ensures that the potential is continuous across the surface, while Eq. (3.55) takes care
of the discontinuity in the normal component of the E-field on the particle boundary.
Solutions of the Laplace equation in Cylindrical coordinates separate:
V (r; ) = R(r)(): (3.56)
The Ansatz (see, for instance [104])
() = A cos k+B sin k; k = 0; 1; 2; ::: (3.57)
R(r) = rn; n = k (3.58)
R(r) = C ln r +D; k = 0 (3.59)
leads to
(!)
M
Rn 1 =  Rn 1; (3.60)
) (!)
M
=  1; (3.61)
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independent of n. This is in contrast to the solution for a sphere, where a dependence on a quantum
number l is found: !M =   l+1l . The solutions of Eq. (3.61) are just the !maxn from Sec 3.2.2 This means
that in the electrostatic limit, all modes are found at the surface plasmon frequency !sp = !plasma=
p
2,
which I have already demonstrated to be a good approximation in the case of a 2 nm cylinder (cf.
Fig. 3.6).
The potentials possess specific symmetries and will therefore be excited depending on the symmetries
of an incident light pulse. Note that only the dipole mode is “fully electrostatic” in the sense that its
symmetry is such that it could be excited by means of a static electric field in a capacitor. To excite
the quadrupole mode, a more complicated excitation such as a propagating light pulse is needed (see
Sec. 3.4). The potentials for sine and cosine, for k = 1; 2 are displayed in Fig. 3.10. They lead to fields
which show the typical dipole and quadrupole field distributions.
Nonlocal Electrostatics
An electrostatic theory including nonlocal effects in the case of a sphere was given by Dasgupta, Fuchs
and Claro [105, 106]. In the following derivations I am strictly following Ref. [105], but with the
spherical functions replaced by the cylindrical functions to account for the quasi two-dimensional case.
More generally than in the local case above, a k-dependent longitudinal dielectric function (k; !)
has to be considered now and the matching conditions at the particle boundary have to be modified
accordingly. The inclusion of the nonlocal effects in a nonlocal theory formulated by means of potentials
is not straightforward.
Outside of the cylinder the potential is in general still expanded in a 2-periodic angular part (which
is again quantized due to the periodicity) and, as above, a power-law for the radial part (from now on,
0 = 1 and the surrounding medium is assumed to be air with M = 1)
V (r) = blr
 leil; l 2 N+ (3.62)
and, in vacuum, the displacement field outside is simply
E(r) = D(r) =  rV (r) = lblr l 1eil: (3.63)
Inside, in the electrostatic case,
rE = 0; (3.64)
and
r D = 0: (3.65)
To find a potential formulation for the nonlocal boundary conditions, one formally introduces surface
charges at the interface r = a in such a way that the tangential component of D is left continuous at the
boundary and the normal component is discontinuous, thus, violating Eq. (3.65) on the boundary and
acting as a source for D.
In the electrostatic limit, Eq. (3.64) holds everywhere. Therefore one can introduce a potential func-
tion inside the cylinder which is given by
D(r) =  rVD(r); (3.66)
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Figure 3.10: Dipole (k = 1) and quadrupole (k = 2) potentials and field distributions for a single
cylinder from electrostatic theory, for the two symmetry classes of potentials.
51
3 Analytical Considerations
regardless of (k; !), and its Fourier transform
VD(k) =
1
2
Z
VD(r)e
 ikr d2r: (3.67)
In the same manner, a Fourier transform can be defined V (k) of V (r). Because of Eqs. (3.64) and
(3.65), this potential also fulfills the Poisson equation
r2V (k) = 0; (3.68)
inside and outside of the cylinder, but not at the surface, where there are non-vanishing charge terms on
the right hand side of 3.68. Their angular dependence has to be the same as the angular dependence of
the fields inside and outside. Just as in Eq. (3.62), a general 2-periodic angular function cle il is used
as an Ansatz. The charges are confined to the surface by multiplying with a delta function (r   a).
Putting it all together results in the following expression in k-space:
 k2V lD(k) =
cl
2
Z 1
0
Z 2
0
(r   a)e ile ikr cos( )r dr d; (3.69)
where r = (r; ) and k = (k; ). Expanding the exponential function in cylindrical coordinates, known
as Jacobi-Anger expansion [107], and evaluating the r-integral, yields
 k2V lD(k) =
cl
2
Z 2
0
ae il
1X
n= 1
( i)ne inJn(ka)ein d (3.70)
=
cla
2
1X
n= 1
e in( i)nJn(ka)
"
2 sin[(n  l)]
(n  l)
#
| {z }
=2ln
(3.71)
= clae
 il( i)lJl(ka): (3.72)
I can now write
V lD(k) = clae
 il( i)lJl(ka)=k2 (3.73)
and the potential for E inside the cylinder is given by
V l(k) = V lD(k)=(!;k): (3.74)
Transforming back to real space, yields
V l(r0) =
cla
2
( i)l
Z 1
0
Z 2
0
e ilJl(ka)eikr
0 cos( 0)k
k2(k; !)
dk d (3.75)
=
cla
2
( i)l
Z 1
0
Z 2
0
Jl(ka)
k (k; !)
1X
m= 1
(i)mJm(kr
0)ei(m l)e im
0
dk d (3.76)
= clae
il0
Z 1
0
Jl(ka)Jl(kr
0)
k (k; !)
dk; (3.77)
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and, using (see [108], p. 405) Z 1
0
J(at)J(bt)
t
dt =
(a=b)
2
; (3.78)
it follows that
V lD(r) = clae
 il
Z 1
0
Jl(kr)Jl(ka)
k
dk (3.79)
= clae
 il (r=a)l
2l
(3.80)
=
cle
 il
2l
rl
a(l 1)
: (3.81)
Hence,
@rVD(r) = cle
 il r(l 1)
2a(l 1)
: (3.82)
In order to match the fields at the boundary, one has to match Voutside with Vinside = VD=, and @rV =
Er = Dr on the outside with @rVD = Dr on the inside (the angular dependence can be dropped since
it is the same everywhere):
bla
 l = cla
Z 1
0
J2l (ka)
k (k; !)
dk; (3.83)
blla
 l 1 =  cl a
(l 1)
2a(l 1)
=  cl
2
: (3.84)
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Figure 3.11: a) Graphical solution of Eq. (3.85) b) Linear Regression for the solutions from a)
over the mode number l. The dependence is linear in the regime under consideration, for l = 1:::20.
The frequency ! solving Eq. (3.85) is given by ! = :7066!p + :0031!p  l with R2 = :9999.
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Thus, one has to solve
 1 = 2l
Z 1
0
J2l (ka)
k (k; !)
dk; (3.85)
which be done numerically for the real part, for instance using the Gauss-Kronrod quadrature function
of MATLAB [98]. The shift for the modes obtained from Eq. (3.85) in Fig. 3.11 is found to be 0:0031!p
which agrees once again with the asymptotic value from Sec. 3.2.2 which was found to be 0:00300!p
(Eq. (3.45)) and the shift found for the full Mie calculation 0:00304!p (Eq. (3.24)).
3.3 Electrostatic Treatment of a Cylindrical Dimer
3.3.1 Introduction to Bicylindrical Coordinates
As shown above, the problem of a single cylinder can be treated analytically in many ways. For the
nonlocal case, there is both a full Mie-solution and an electrostatic formulation. Going to a more com-
plicated setup such as a cylindrical dimer means giving up many of the symmetries which simplified
the treatment of the cylindrical setup. At the heart of the analytical treatment of a dimer structure lies
a conformal map which provides a transformation between a strip of R2 and a dimer (Fig. 3.12). The
Laplace-operator bears a complicated form in these transformed coordinates. As I will show shortly, in
the most general case of a Poisson equation with sources, the operator does not separate. For the elec-
trostatic case V = 0 however, the Laplace operator becomes particularly simple, which allows us to
solve the problem at hand and draw important conclusions which will be of great use when interpreting
the numerical findings for a cylindrical dimer in Chap. 5.2.
A general introduction to different coordinate systems is given in Ref. [109] and a very detailed
account of bipolar coordinates can be found in Ref. [110], but also the considerations done by Ruppin for
two spheres in Ref. [111] serve as a good guideline. I will follow these works in the following sections.
The bicylindrical coordinates u and  are one of many possible extensions of bipolar coordinates. Just as
for cylindrical coordinates, the third dimension is given by z. Bipolar coordinates can also be extended
to treat bispherical or toroidal systems and thus are a powerful tool to treat a multitude of different
geometries [110].
In a plane, the transformation between cartesian coordinates and bipolar coordinates is given by
x = a
sinh 
(cosh    cosu) ; (3.86)
y = a
sinu
(cosh    cosu) : (3.87)
Since bipolar coordinates feature two poles, there is one additional free parameter calles a. It determines
the distance between the two foci that lie ata. The coordinates  and u are built around these two foci.
For any specific setup of two circles with their respective radii and a given distance between them, there
is only one solution for a. The -level curves are non-concentric circles around the foci (in a close zoom
in on one of the foci,  looks similar to r in cylindrical coordinates, however approaching one of the
foci, means approaching1, rather than zero) and the u-level curves are truncated circles that connect
the two foci (u takes the place of the angular variable  in cylindrical coordinates, when zooming in on
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Figure 3.12: A conformal map provides a transformation between two cylinders and a strip of R2.
The horizontal lines (green and red) are mapped onto the surfaces of the two cylinders. The space
extending beyond the lines, towards positive and negative infinity, is mapped into the cylinders and
the space between the lines represents all of the surrounding space.
one of the foci – it runs from 0 to 2). The values of the coordinates  and u in a cartesian coordinate
system are depicted in Fig. 3.13.
It is possible to determine a for any specific problem via the center points of the two cylinders, xc1=2
and the radii R1=2:
xc1=2 =
a
tanh 1=2
; R1=2 =
a
j sinh 1=2j
: (3.88)
In this thesis, I consider radii R1 = R2 = 10 nm and a gap of 2 nm, corresponding to xc1=2 = 11 nm.
Then,
1=2 = Arcosh

xc
R

= 0:443568245::: (3.89)
a = 4:582575:::nm: (3.90)
3.3.2 Conformal Maps
In the last section I introduced the bicylindrical coordinates and from Figs. 3.12 and 3.13 one can
gain some intuition for them. In order to work further with these coordinates, i.e. define differential
operators or implement them in a computer program, it is helpful to define the bicylindrical coordinates
as a conformal map, i.e. an analytic mapping, where cartesian space is interpreted as the complex plane,
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The u coordinate
0
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2pi
The ξ-coordinate
−∞
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∞
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Figure 3.13: On the left, the u-coordinate is depicted, which runs from 0 to 2 – clockwise around
the left focus which lies on the negative x-axis, and counterclockwise around the right focus on the
positive x-axis (note however, that moving along a -level line (a circle), u looks distorted towards
the center of the plot, compared to the actual angle-variable  in cylindrical coordinates. On the
right, the -coordinate is displayed which runs from  1 (left focus) to +1 (right focus).  = 0
represents both the y-axis and all of spatial infinity. The black circles represent the cylindrical
dimer setup which I investigate in this thesis.
z = x+ iy, and the general mapping is of the form
w = f(z) (3.91)
= u+ iv = f(x+ iy): (3.92)
In technical terms, a conformal map is a diffeomorphism (a bijective, differentiable mapping between
manifolds whose inverse is also differentiable) which preserves the metric up to a scale. This means
that under a conformal mapping, angles are preserved [112].
To gain some insight, I will take a small detour and discuss polar coordinates as a conformal map
first.
Polar Coordinates as a Conformal Map
Let me start by considering a mapping
w = f(z) = ln(z): (3.93)
This can be rewritten
x+ iy = eu+iv = eu(cos v + i sin v); (3.94)
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which resembles very much the well-known polar coordinates, but with eu in lieu of  or r: 
x
y
!
= eu
 
cos v
sin v
!
: (3.95)
By performing a simple substitution, one obtains the ubiquitous polar coordinates, but that is not what
I will do now and it will become apparent shortly, why the current form can be advantageous. The
variable u now ranges from  1 to +1, whereas  or r assume only positive values, as they simply
represent the distance from the origin. The variable v which takes on the role of , is found only as an
argument of 2-periodic trigonometric functions and therefore runs only from 0 to 2 (or from   to
+ if this convention is better suited for the problem at hand).
The main difference between the representation 3.95 and the usual form of polar coordinates becomes
apparent when taking a look at the metric. The Jacobian is
Jconformal =
 
eu cos(v)  eu sin(v)
eu sin(v) eu cos(v)
!
; (3.96)
as opposed to
Jpolar =
 
cos()  r sin()
sin() r cos()
!
(3.97)
for polar coordinates. Since the exponential function remains unaltered upon derivation, one realizes
immediately that 3.96 looks more symmetric than 3.97 and the respective metric tensors g = JTJ yield:
gconformal =
 
e2u 0
0 e2u
!
=
 
h2u 0
0 h2v
!
=: h21; (3.98)
and
gpolar =
 
1 0
0 r2
!
=
 
h2r 0
0 h2
!
: (3.99)
Comparing Eqs. (3.98) and (3.99), it becomes apparent why the transformation 3.93 is a conformal
map which only rescales the metric, while polar coordinates are not. The entries hi are just the scaling
factors between the contravariant component and the unit-vector component of a given vector V:
V = V i
@
@xi
= V iei = V
ihie^i: (3.100)
The symmetric metric has an immediate effect on the differential operators in the respective coordinates:
The familiar form of the gradient, the divergence etc. in cylindrical or spherical coordinates is very
asymmetric. The divergence acting on a vector V = V iei = V ueu + V vev = V rer + V e is written
as (using Einstein’s sum convention)
r V = 1Q
i hi
@n
24(Y
n
hn)V
n=hn
35 ; (3.101)
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and the gradient of a function f
rf = 1
hi
(@if)ei: (3.102)
When solving an electrostatic problem, the Laplacian is needed. It reads
f =
1Q
i hi
@n
"Q
i hi
h2n
@nf
#
; (3.103)
which, in the symmetric case 3.98 yields simply
f =
1
h2
h
@2uf + @
2
vf
i
: (3.104)
In the case of a homogeneous equation, one can get rid of the prefactor 1=h2 and the equation takes the
same form as in cartesian coordinates and one can easily write down the harmonic solutions. However,
it has to be kept in mind that, unlike in cartesian coordinates, v is limited from   to  and only
2-periodic solutions are allowed.
3.3.3 Bicylindrical Coordinates as a Conformal Map
The bicylindrical coordinates introduced above via 3.86 and 3.87 are already a conformal map that can
be written as
w = f(z) =  i ln

z + a
z   a

; (3.105)
and the metric is
g = h21 =
 
a
cosh    cosu
!2
1: (3.106)
Therefore, the Laplace Operator reads
f =
 
cosh    cosu
a
!2 h
@2 f + @
2
uf
i
; (3.107)
which, again, separates in the case of the electrostatic Poisson equation V = 0:
V = f1()f2(u); (3.108)
and has the harmonic solutions
f1 =

sinh k; cosh k

or
h
ek; e k
i
(3.109)
f2 =

sin ku; cos ku

or
h
eiku; e iku
i
: (3.110)
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u
ξ
u
ξ
−pi pi
ξ0
−ξ0
y
x
conformal
map
Figure 3.14: The conformal map for bicylindrical coordinates is depicted along with the possible
solutions of Laplace’s equation in - and u-coordinates for l = 1.
The solutions for the electrostatic potential given by Eqs. (3.109) and (3.110) are depicted in Fig. 3.14
for the specific case of a bicylindrical setup. For the -coordinate between the cylinders hyperbolic sine
and hyperbolic cosine are possible solutions. Inside the cylinders the solutions have to be exponentially
decaying to avoid singularities. The variable u takes on the role of the azimuthal coordinate  in
cylindrical coordinates and the solutions have to be 2-periodic, thus k is quantized. Symmetrical
considerations make it possible to split the problem into 4 categories, combining the solutions sin(ku)
or sin(ku) with sinh(k) or cosh(k). In Fig. 3.15, I display the 4 types of potentials, along with their
gradients, shown as arrows (which correspond to the electric field), for k = 1. In Fig. 3.16, the x-
and y-components of the electric fields are displayed. The field distributions are also important for the
discussion of the numerical results in Chap. 5, since they are accessible in the discontinuous Galerkin
time domain method. The four symmetry categories can be identified as pertaining to the dihedral
symmetry point-group D2. More specifically, each potential represents one of the four irreducible
representations of this group. A thorough discussion of the symmetries is presented in the next section.
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I II
III IV
u
u
ξ ξ
x
y
Figure 3.15: The four different types of electrostatic potentials which can be constructed in bi-
cylindrical coordinates. I categorize them in four classes, labeled I-IV.
Again, as for the cylinder in Sec. 3.2, I now solve for the modes, via
Vi(0) = Vo(0); (3.111)
(!)
@Vi
@

0
= M
@Vo
@

0
; (3.112)
where i stands for inside the cylinder (where the permittivity is given by (!)) and o stands for outside
60
3.3 Electrostatic Treatment of a Cylindrical Dimer
where the surrounding medium shall be air with M = 1. The azimuthal variable u plays no role
Ex
Ey
Ex
Ey
Ex
Ey
Ex
Ey
I II
III IV
u
u
u
u
ξ ξ
x
y
Figure 3.16: Electric field components corresponding to the four different types of potentials from
Fig. 3.15.
in the boundary problem, since the u-dependence is the same everywhere in space, so the sine- and
cosine-solutions are degenerate in frequency. According to Fig. 3.14, exponentially decaying solutions
ek; e k are needed inside the cylinders and hyperbolic functions sinh k; cosh k in all the rest of
61
3 Analytical Considerations
space. Inserting this into Eqs. (3.111) and (3.112), the solutions are
(!) =   coth(k0) for sinh-type solutions;
(!) =   tanh(k0) for cosh-type solutions: (3.113)
For k ! 1, they both tend to (!) =  1, which is the same as in the case of a single cylinder. Thus,
the limiting frequency is the surface plasmon frequency !sp. However, now there are two solutions for
0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
−4
−3
−2
−1
0
k=1
k=2
...
...
k=2
k=1
− tanh(kξ0)
− coth(kξ0)
Frequency [ωp]
Re()
Im()
Figure 3.17: Graphical solution for the frequencies of the modes of a cylindrical dimer within
electrostatic theory, as given by Eq. (3.113).
each k, one above and one below the limiting frequency !sp, which is a typical hybridization effect.
The frequencies corresponding to the modes k (the graphical solutions to Eq. (3.113)) are depicted in
Fig. 3.17.
The excitation of these modes, based on the symmetries of the incoming light pulse, is discussed in
the next section, for linear and nonlinear processes.
In Sec. 5.2 I perform numerical simulations for such a setup to test this theory, which can be done by
analyzing the spectra and the field distributions. Furthermore, the influence of nonlocality and nonlin-
earity in such a system will be investigated numerically.
3.4 Group Theoretical Considerations
Group-theory is a very helpful tool in categorizing the modes and drawing important conclusions in the
context of the hydrodynamic model which will become important in the context of second harmonic
generation in Chap. 5. By inspecting the gradients (the arrows) in Fig. 3.15, one expects that solutions
of class II can be excited by a Gaussian wave packet which is incident from the left or right (k parallel
to the dimer axis) and class III by a wave which is rotated by 90 degrees (k perpendicular to the dimer
axis). Furthermore, class I should be excited for both angles of incidence, as long as there are retardation
effects, i.e. the extent of the dimer cannot be too small, compared to the wavelength of the incoming
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light. Class IV is a “dark mode” which should be forbidden altogether. I now present some more
rigorous considerations which put the mode-selection process that I just described on more solid ground.
Employing the symmetries of the hydrodynamic and Maxwell equations the mode selection rules can
also be found for the SHG signal. I start out with the cylindrical dimer, then I discuss the single cylinder
finally present calculations for a V-groove.
3.4.1 Cylindrical Dimer
The cylindrical dimer features a number of symmetries which can be exploited to make statements about
the selection of modes under certain excitations. The foundations of group theory which I use in this
section can be found for instance in Refs. [113, 114].
The cylindrical dimer geometry which is infinitely extended in z-direction is mapped onto itself
by virtue of four different symmetry operations: a rotation around the z-axis by 180 degrees (C2-
symmetry), mirroring on the xz-plane (xz-symmetry) and mirroring on the yz-plane (yz-symmetry),
and, obviously, the identity operation I . This corresponds to the symmetry point-group C2v [115]. In
the present case of an infinitely extended system with @zF = 0 for any quantity F , this is not only
isomorphic but even equivalent to the dihedral-group D2. This group is abelian and the character table
of D2 or C2v can be written in the following form:
C2v = D2 I C2(z)
xz =
C2(x)
yz =
C2(y)
A 1 1 1 1
B1 1 1  1  1
B2 1  1 1  1
B3 1  1  1 1
I write the transformation behavior of a quantity, e.g. a field component F as T
h
F
i
, i.e. T
h
F
i
specifies
under which transformation the field is mapped onto itself. The direct sum-symbol  indicates an
addition or superposition of transformation behaviors where all signs and magnitudes are dropped. As
an example, a field component of an incoming field, Ey1, which transforms as a superposition of a
symmetry of type A and a symmetry of type B2 is written as
T
h
Ey1
i
= AB2: (3.114)
The dimer itself thus transforms as A. The four types of electrostatic potentials each pertain to one of
the symmetry classes, i.e. irreducible representations from the character table. Their symmetries can
be easily identified by inspection. They are given in Fig. 3.18. The two-dimensional nabla-operator
transforms as
T
h
r
i
=
0BBB@
T
h
@x
i
T
h
@y
i
1CCCA =
 
B2
B3
!
: (3.115)
The multiplication rules can be readily extracted from the character table by multiplying the elements
in the same column and identifying the results with one of the four possible symmetry classes.
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I II
III IV
T [V I] = B1 T [V II] = B3
T [V III] = B2 T [V IV] = A
u
u
ξ ξ
x
y
Figure 3.18: Potentials V I - V IV of the four classes of modes of a cylindrical dimer and their
symmetries.
The rules yield (i; j; k = 1; 2; 3, mutually exclusive)
BiBj = BjBi = Bk and cyclic; (3.116)
BiA = Bi; (3.117)
B2i = A; (3.118)
A2 = A: (3.119)
With the multiplication rules, the symmetries of the potentials, and those of the nabla-operator at hand,
it is easy to determine the symmetries of the electric field components of the modes, i.e. express them
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x
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I II
III IV
T [EIx] = B3 T [EIIx ] = B1
T [EIIIx ] = A T [EIVx ] = B2
T [EIy] = B2 T [EIIy ] = A
T [EIIIy ] = B1 T [EIVy ] = B3
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u
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Figure 3.19: Electric field components of the four classes of modes of a cylindrical dimer and
their symmetries.
in terms of irreducible representations:
T
h
EI
i
= T
h
r
i
T
h
V I
i
=
 
B2
B3
!
B1 =
 
B3
B2
!
; (3.120)
T
h
EII
i
= T
h
r
i
T
h
V II
i
=
 
B2
B3
!
B3 =
 
B1
A
!
; (3.121)
T
h
EIII
i
= T
h
r
i
T
h
V III
i
=
 
B2
B3
!
B2 =
 
A
B1
!
; (3.122)
T
h
EIV
i
= T
h
r
i
T
h
V IV
i
=
 
B2
B3
!
A =
 
B2
B3
!
: (3.123)
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The field distributions, identified with their respective irreducible representations are shown in Fig. 3.19.
x
y
x
y
y
x
y
x
T [Ey] = A T [Ey] = A⊕B2
T [Ex] = A T [Ex] = A⊕B3
k
k
E =
(
0
Ey
)
E =
(
Ex
0
)
static propagating
wave
Figure 3.20: This schematic depicts the symmetries for a fully static field (left column) and for
a propagating wave packet (at a fixed time). The symmetries of the static fields are always given
by the irreducible representation A as they are homogeneous in space. A pulse propagating in
x-direction is homogeneous in y-direction and changes its phase along x, therefore it can be con-
structed out of a superposition of A and B2. Likewise, a pulse propagating in y-direction is con-
structed out of A and B2. (Caution: do not apply the symmetry operation to the direction of the
arrows but only to their position.)
To excite the modes, the incident wave has to match the symmetry of the field components. In the
DGTD simulations performed later on, the incoming waves are propagating in x- or y-direction and
the electric field lies in the xy-plane, the magnetic field points in z-direction. Such a propagating wave
packet, to which one can assign a frequency and a temporal width is beyond zeroth order electrostatics,
where only static electric fields, such as a static field in x-direction or a static field in y-direction are
allowed. The symmetries of a wave packet propagating in either direction, thus showing different phases
at different points in space, can however still be decomposed into their irreducible representations. The
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schematic in Fig. 3.20 illustrates how this can be done.
The static case is homogeneous in space. The dynamic case for each of the polarizations E = Exex
and E = Eyey (ex;y denote the unit vectors in x and y direction) is in both cases constructed out of
the symmetry of the static case and one additional component. For propagation along the x-axis, the
signal changes in the x-direction and is homogeneous along y, yielding a B2-symmetry and vice versa
for propagation along the y-axis. The smaller the plasmonic particle becomes, the further the electro-
static regime is entered (the phase-change across the particle becomes smaller), reducing to the static
A-contribution. Combining the symmetry considerations above and the solutions from Eq. (3.113), one
expects the following results when impinging a Gaussian beam on such a dimer setup: For incidence
along the dimer axis, there should be solutions of class I and of class II, hence, solutions below and
above !sp, whereas for incidence perpendicular to the dimer axis, the solutions will be of class I and of
class III (both of which lie below !sp). The following table sums up these findings:
sinh cosh
(low frequency) (high frequency)
sin
class I
excitation from both directions
(retardation needed)
class II
excitation along dimer axis
cos
class III
excitation perpendicular to
dimer axis
class IV
“dark mode”
In Sec. 5.2.2, I show that the class I contributions do in fact grow smaller when the size of the particle
is reduced. Here I will not comment further on the respective magnitudes (I will leave this part to
the numerical method) but only use the notation introduced above, employing the direct sum sign ,
dropping all magnitudes.
It is now time to dive into the hydrodynamic and the Maxwell equations. Having defined the nomen-
clature and the necessary symbols, it is possible to derive the symmetries of higher order quantities in
terms of those of known quantities.
The uniform equilibrium density has the same symmetry as the dimer itself
T
h
n0
i
= A; (3.124)
which I will plug into the equations right away to simplify them. The time-derivative does not alter the
(spatial) symmetry.
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The first equation I would like to analyze is the first order continuity equation:
@tn1 =  r  (n0v1) (3.125)
=) T
h
n1
i
=
 
B2
B3
!
AT
h
v1
i
(3.126)
=) T
h
n1
i
= B2T
h
v1x
i
B3T
h
v1y
i
: (3.127)
The Euler equation yields
men0@tv1 =  men0v1   5
3
n
2
3
0rn1   en0E1 (3.128)
=) T
h
v1x
i
= B2T
h
n1
i
 T
h
E1x
i
(3.129)
T
h
v1y
i
= B3T
h
n1
i
 T
h
E1y
i
: (3.130)
Inserting Eq. (3.127) into Eqs. (3.129) and (3.130) leads to
T
h
v1x
i
= B2B2T
h
v1x
i
B2B3T
h
v1y
i
 T
h
E1x
i
= B1T
h
v1y
i
 T
h
E1x
i
(3.131)
T
h
v1y
i
= B1T
h
v1x
i
 T
h
E1y
i
; (3.132)
which makes it possible to express the velocity components in terms of the electric fields
T
h
v1x
i
= T
h
E1x
i
B1T
h
E1y
i
T
h
v1y
i
= T
h
E1y
i
B1T
h
E1x
i
: (3.133)
These relations simply show that the movement of the particles which are driven by the electric field,
given by v1i has the same symmetry as E1i (i = x; y). This is easily fulfilled if the second field
component E1j (j = y; x) is zero. In the case of the dimer modes, E1j 6= 0, but then T
h
E1j
i
is not
independent of T
h
E1i
i
. The two are connected through the electrostatic potential. Since the gradient
operator is given by T
h
r
i
=
 
B2 B3
T , the relation
T
h
E1x
i
= B2T
h
V
i
= B1B3T
h
V
i
= B1T
h
E1y
i
(3.134)
holds, in agreement with Eq. (3.133).
Another sanity check of the procedure can be done by combining Eq. (3.133) with the continuity
equation, Eq. (3.127). One then finds
T
h
n1
i
= B2T
h
E1x
i
B3T
h
E1y
i
: (3.135)
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Equation (3.135) shows that the first order density has the same symmetry as the electrostatic potential
T
h
n1
i
= T
h
V
i
; (3.136)
which has to be true, because the excess charges give rise to the potentials and therefore must have the
same symmetries. This is also demonstrated numerically in Chap. 5.
Before I can move on to the second order equations, I need to determine the symmetry of the mag-
netic field (for the polarization employed here, there is only the Hz-component), which is a necessary
ingredient for the second order Euler equation. It is straightforwardly extracted from one of Maxwell’s
curl equations:
@tH1 =  rE1 (3.137)
=) T
h
H1z
i
= B3T
h
E1x
i
B2T
h
E1y
i
: (3.138)
The second order continuity equation reads
@tn2 =  r(n1v1 + n0v2) (3.139)
=) T
h
n2
i
= T
h
n1
i 
B2T
h
v1x
i
B3T
h
v1y
i
A

B2T
h
v2x
i
B3T
h
v2y
i
(3.140)
3:135;3:133
=) T
h
n2
i
=

B2T
h
E1x
i
B3T
h
E1y
i2
B2T
h
v2x
i
B3T
h
v2y
i
(3.141)
3:134
=) T
h
n2
i
=

T
h
E1x
i2
B2T
h
v2x
i
B3T
h
v2y
i
: (3.142)
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The second order Euler equation is given by
me(n0@tv2) +m0n1@tv1 +men0(v1  r)v1
= me(n1v1 + n0v2)
  5
9
n
 1=3
0 rn21  
5
3
n
2=3
0 rn2
  e(n1E1 + n0E2)
  en0v1 H1 (3.143)
x component
=) T
h
v2x
i
 T
h
n1
i
T
h
v1x
i
+

B2T
h
v1x
i
B3T
h
v1y
i
T
h
v1x
i
=T
h
n1
i
T
h
v1x
i
 T
h
v2x
i
B2

T
h
n1
i2
B2T
h
n2
i
 T
h
n1
i
T
h
E1x
i
 T
h
E2x
i
 T
h
v1y
i
T
h
H1z
i
(3.144)
3:1343:133
=) B2

T
h
E1x
i2
= B2

T
h
E1x
i2
 T
h
v2x
i
B2

T
h
E1x
i2
B2T
h
n2
i
B2

T
h
E1x
i2
 T
h
E2x
i
B1T
h
E1x
i
T
h
H1z
i
= T
h
v2x
i
B2T
h
n2
i
 T
h
E2x
i
: (3.145)
This results in an expression for T
h
v2x
i
and by repeating the same procedure for the y-component, one
arrives at
T
h
v2x
i
= B2

T
h
E1x
i2
B2T
h
n2
i
 T
h
E2x
i
; (3.146)
T
h
v2y
i
= B3

T
h
E1x
i2
B3T
h
n2
i
 T
h
E2y
i
: (3.147)
Inserting both into Eq. (3.142) yields
T
h
n2
i
=

T
h
E1x
i2
B2T
h
E2x
i
; (3.148)
which establishes a connection between the second order density and electric field and the first order
electric field. The second order density and electric field are connected in an easy way by Gauß’ law
B2T
h
E2x
i
B3B1T
h
E2x
i
= T
h
n2
i
; (3.149)
where I have made use of the fact that the second order electric field components are connected in the
same way as those of first order since the orders decouple in the curl-equation. Thus I can finally write
down the relation between the first order and the second-order electric field:
T
h
E2x
i
= B2

T
h
E1x
i2
: (3.150)
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Let me apply this to the case of the symmetries of the dimer-modes. For a wave packet propagating in
y-direction, the symmetry of the electric field is given by (cf. Fig. 3.20)
T
h
Ex;inc
i
= T
h
E1x
i
= AB3; (3.151)
which is compatible with modes of class I and II that are both excited in this case. Calculating the
second order fields
T
h
E2x
i
= B2

AB3
2
= B2(AB3) = B2 B1; (3.152)
reveals that those are precisely the other two symmetries, i.e. the modes of class II and IV. Repeating
the exercise for the other angle of incidence is straightforward: Starting with
T
h
Ey;inc
i
= AB2; (3.153)
the modes of class I and II are excited, which must have first order Ex-fields of the type
T
h
E1x
i
= B1 B3 (3.154)
and
T
h
E2x
i
= B2

B1 B3
2
= B2(AB2) = B2 A: (3.155)
Now the selection rules for the modes of the cylindrical dimer rest on more solid ground. The group-
theoretical considerations reveal that for second harmonics the modes which are excited are precisely
the ones which where excluded in the linear case.
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3.4.2 SHG from a Single Cylinder
In Fig. 3.10, I presented the field images for a single cylinder for the dipole and quadrupole mode, for
the two possible degenerate solutions employing sine and cosine respectively for the azimuthal variable.
For an incoming waves that is propagating in x-direction and an electric field in y-direction, the
sine-modes from Fig. 3.10 I) can be excited, according to Fig. 3.20.
The dipole mode which is excited thus has a potential which fulfills the B3 symmetry. Therefore the
fields must have the symmetries
T
h
Edipole
i
=
 
B2
B3
!
B3 =
 
B1
A
!
: (3.156)
As can be seen, this mode is easily excited, even by a static field, through the A-symmetry in the
Ey-component. The second harmonics of this distribution would have the x-component given by
T
h
Ex;dipole;SHG
i
= B2[B1]
2 = B2: (3.157)
However, as can be readily seen from Fig. 3.10, a dipole mode can under no circumstances have an
electric field component featuring a B2 symmetry, as they are always of type A or B1.
The quadrupole potential however has a B1-symmetry, thus
T
h
Equadrupole
i
=
 
B2
B3
!
B1 =
 
B3
B2
!
(3.158)
(it is excited by means of the B2 symmetry in the Ey-component of a dynamic pulse) and
T
h
Ex;quadrupole;SHG
i
= B2[B3]
2 = B2; (3.159)
which is only fulfilled for the rotated mode, i.e., using the sine instead of the cosine solution.
Thus it is to be expected that SHG at the dipole frequency has to be suppressed in a single cylinder.
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3.4.3 SHG from a V-Groove
x
y
Figure 3.21: Schematic of a V-groove structure
The findings from the previous sections
can now be applied to other systems of
lower symmetry. A v-groove structure
as in Fig. 3.21, i.e. an antenna with a
v-shaped cut on one side is an ideally-
suited system as it breaks the high sym-
metry of the dimer as it cannot be mir-
rored upside down. The structure is
seemingly more complicated than the
cylindrical dimer because of the lower
symmetry. From a group-theoretical point of view, it turns out that its symmetries are fully contained in
the theory above: The V-groove is only mapped onto itself by mirroring or rotating on the y-axis which
corresponds to a simple C2 point group. Therefore, the other operations have to be eliminated from the
character table and one arrives at a character table that is actually simpler than the one before:
C2 I C2(z) C2(x) C2(y)
A 1 - - 1
B1 1 - -  1
B2 1 - -  1
B3 1 - - 1
Thus there are only two symmetries left and the other two symmetries from the dimer geometry can be
identified as
BD21  BD22  BC2 ; (3.160)
AD2  BD23  AC2 : (3.161)
By making the corresponding replacements in the equations for the dimer one readily obtains the sym-
metries for the first and second order fields: For a wave propagating in y-direction, with the E-field
polarized in x-direction, along the long axis of the V-groove, one finds
T
h
Edimerx;incoming
i
= T
h
Edimer1x
i
= AD2 BD23  ! T
h
EV groove1x
i
= AC2 (3.162)
and therefore
T
h
EV groove2x
i
= BC2
h
AC2
i2
= BC2(AC2) = BC2 : (3.163)
Which shows that for this angle of incidence the nonlinearly excited modes are not the ones which are
excited linearly. For the other angle of incidence, the mode symmetry is given by
T
h
Edimer1x
i
= BD21 BD23  ! T
h
EV groove1x
i
= BC2 AC2 (3.164)
and
T
h
EV groove2x
i
= BC2
h
BC2 AC2
i2
= BC2(AC2 BC2) = BC2 AC2 : (3.165)
So for this angle of incidence, both classes of modes are excited on both the linear and the nonlinear
level. These predictions are also confirmed numerically in Chap. 5.3.
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4 CHAPTER 4THE DISCONTINUOUS GALERKIN TIMEDOMAIN METHOD
This chapter deals with the numerical scheme that is employed in this thesis. The discontinuous
Galerkin time domain (DGTD) method which I used was written over the years in the group of Prof.
Busch and consecutively extended and improved by generations of students and researchers. The basics
of this method are amply discussed in various PhD-theses, most notably Refs. [116, 117], as well as in
Ref. [118]. After some comments on why this particular method is a suitable choice for my purposes,
I discuss those features that are important for the very calculations done within the thesis. I discuss
the important new features concerning the hydrodynamic model and the challenges that come with it.
For a very thorough discussion of the implementation of the hydrodynamic model, I refer the reader
also to Ref. [73]. The derivation of the correct form of the hydrodynamic equations in dimensionless
units, finding and implementing analytical test cases and ensuring convergence, as well as applying the
method to new systems were my main contributions. These aspects are also discussed here.
4.1 Numerical Simulations of Plasmonic Nanoparticles
In the previous chapters it became apparent that the analytical possibilities to treat plasmonic structures
are limited to highly symmetric structures. To treat more complicated systems such as dimers, one has
to resort to numerical methods that are suitable to solve Maxwell’s equations in arbitrary geometries.
The discontinuous Galerkin time domain method is a finite element method which calculates the time-
evolution of a set of equations for a physical system which is represented by an unstructured mesh.
In this thesis, I aim at pointing out the most prominent features which arise due to nonlocality and
nonlinearity in the hydrodynamic equations and which make it possible to experimentally check the
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validity of the model used here. Those are qualitative and quantitative changes due to nonlocality and
the excitation of plasmonic modes by nonlinear processes. The strongest influence is thereby found in
more complicated structures, whose modes exhibit complicated field distributions and whose spectra
are more diverse than those of simple cylinders or spheres. Therefore, I have to resort to a numerical
method.
The discontinuous Galerkin time domain method (DGTD) is thereby particularly well-suited to treat
the hydrodynamic equations which I introduced in Chap. 2. The method can be used to study arbitrary
geometries and analytically solvable test cases for simple structures allow for a validation of the method.
The unstructured mesh allows for a very good approximation of all physical systems considered, As the
mesh elements can be made very small, even circular structures can be well-approximated without the
need for curved elements. The equations that are fed into the DGTD method have to describe the time-
evolution in conservation form. Such a formulation can be found for Maxwell’s curl equations. The
hydrodynamic equations which I introduced in the preceding chapters are naturally formulated in such
a fashion.
Furthermore, time-domain methods provide the possibility to directly investigate the nonlinear prop-
erties of the hydrodynamic equations by solving the full set of nonlinear equations [M2, M3], without
having to make any further assumptions about the nonlinear source terms as it was sometimes done
in the past [119, 120]. In practice, besides the limitations of the model itself, there are computational
limits to the hydrodynamic calculations as well, since a treatment of nonlocality (which includes bulk
plasmons of very small wavelengths) usually calls for sub-nanometer resolution, but especially the
DGTD method, which employs an unstructured mesh that can be refined where necessary [118] has
shown good convergence behavior for such structures [M2], making the method well-suited to study
plasmonic structures of realistic size.
Nonetheless, the approach is sometimes criticized for providing only qualitative results, but no au-
thoritative quantitative predictions [77]. Many of the shortcomings of the model are being addressed
in recent publications, such as the treatment of the particle boundary [45, 78], interband transitions
[45, 84] or frequency-dependent nonlocality and Landau damping [79, 83] and show better agreement
with experimental results [45]. While for very small structures and sub-nanometer gap-structures, time-
dependent density functional theory methods may be the method of choice [77, 88], they are not fea-
sible for the structures considered here. With the aforementioned recent developments on the forefront
of semi-classical simulations of plasmonic systems and their versatility in dealing with complicated
geometrical structures thanks to ever better computers, there is once again an increased interest in sim-
ulation techniques which employ the hydrodynamic Drude model and extensions thereof [M2, M3, 41,
45, 67, 69, 77–79, 83, 93, 119–121]. In the present work, the contribution to this long list of recent
improvements on modeling with the hydrodynamic Drude model lies in solving the full hydrodynamic
equations with all their nonlinear terms, while employing a simple model without interband transitions
or soft walls. Such schemes have recently gained popularity as commercial DGTD software has be-
come available and computers are becoming fast enough to treat comparably large systems [M2, M3,
64–66]. While this model will not provide a very good description of a metal at very high frequencies,
the findings are of fundamental importance. Especially the selection rules for nonlinear excitation of
modes which are discussed numerically in Chap. 5 are fundamental mechanisms.
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4.1.1 Implementation of Maxwell’s Equations and the Hydrodynamic Equations
To write down the equations under consideration in the way they are implemented in the DGTD method,
supervectors containing for instance all of the field components of the electric and the magnetic field
are constructed. These supervectors are written in Fraktur, while “physical” two- or three-dimensional
vectors are kept in boldface, as before. Vectors of Supervectors are indicated by an arrow. Some
of the derivations of this section and the following section were also published in the supplementary
material of one of my own publications, Ref. [M2], but this chapter goes slightly further, in order to
briefly introduce all concepts used in the numerical investigations of this thesis. The DGTD method is
designed to solve continuity equations of the form [M2, 73, 118]
@tu(r; t) + ~r ~f(u; r; t) = g(r; t) ; r 2 
  Rn; (4.1)
for n = 2 or 3 dimensions on a finite domain 
 with surface @
. Here, u(r; t) is a density, f(u; r; t) is
the corresponding flux, and g(r; t) represents a source term. These equations of motion are subject to
boundary conditions on the surface of the domain:
u(r 2 @
; t) = h@
(r; t); (4.2)
and to initial conditions
u(r; t = 0) = h0(r): (4.3)
For the hydrodynamic equations, i.e. the continuity equation 2.12 and the Euler equation 2.19, which
represent particle and momentum conservation respectively, this yields
u(HD) =
"

j
#
;
~f(HD) =
"
j
1
 j
 j+ p1
#
;
g(HD) =
"

F
#
: (4.4)
Here,  represents a source of particles (in the present case non-existent) and F is the force density
that acts as a source or sink of momentum from or to another physical (sub-)system, e.g., the previously
discussed damping term or the Lorentz force.
For the Maxwell equations a slightly modified continuity equation is needed [118]
Q^@tu + ~r ~f(u) = g; (4.5)
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where
Q^ =
"
(r) 0
0 (r)
#
;
u(EM) =
"
E(r; t)
H(r; t)
#
;
g(EM) =
"
 j(r; t)
0
#
;
~f(EM) =
"
 e^H(r; t)
e^E(r; t)
#
;
e^ =
264 exey
ez
375 : (4.6)
Within DGTD, the computational domain is subdivided into a set of finite elements. The whole
procedure can be done for different dimensionalities. Triangles are used for d = 2, tetrahedra for
d = 3. The various fields are expanded into Lagrange polynomials Li which are defined on n nodal
points rj on each element by means of
Li(rj) = ij ; i; j = 1; : : : ; n; (4.7)
i.e. they are zero at all but one nodal points. Therefore, the expansion coefficients ~ui, ~fi, and ~gi of u, f,
and g are given by the field value at the position ri:
u(rk) = ~uj  Lj(rk) = ~ujjk = ~uk: (4.8)
By increasing the order of the Lagrange polynomials, the number of nodal points and therefore the
spatial discretization is increased.
To solve the conservation equations Eq. (4.1) and 4.5 numerically, an approximation has to be found
which minimizes the residual to these equations (I will drop the Q^ in the equations since it provides no
further insight and I will not perform a thorough derivation of a formulation of Maxwell’s Equations in
the DGTD, as this can be found in many other sources [73, 116, 117, 122, 123]).
@tu + ~r ~f(u)  g = res: (4.9)
This is done by introducing a basis of test-functions. Choosing the same functions as test-functions as
for the expansion above in Eq. (3.40) is called the Galerkin choice [124]. On the volume of a given
element, denoted by 
k,the residuum is the minimized if it is orthogonal to the function space:Z

k
ddr

@tu + ~r ~f(u)  g

 Li(r) =
Z

k
ddr res  Li(r) = 0: (4.10)
All considerations above were made locally on one single element. The connection between these
elements is done by introducing a numerical flux. An upper index k (k = 1; : : : ; N ) is introduced to
label the N elements.
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The numerical flux then acts as a source or drain in the conservation equations and connects the
elements consistently, in the sense that if the density is reduced in one element, this density has to be
added to the neighboring elements [73]. Expanding the conservation equations yieldsZ

k
ddr@t~u
kLki +
~r 

~~fkLki

  ~gLki = 0: (4.11)
Now the product rule is carried out for the divergence term and the part containing the divergence of the
flux is moved to the right hand side of the equationZ

k
ddr @t~u
kLki +
~~fk ~r  Lki   ~gLki =  
Z

k
ddr

~r ~~fk

Lki : (4.12)
In a next step, Gauß’ law is applied on the right hand side and the physical flux~~fk is replaced by the
numerical flux~~f Z

k
ddr @t~u
kLki +
~~fk ~r  Lki   ~gLki =  
Z
@
k
dd 1r n^ ~~fLki ; (4.13)
where n^ is a supervector containing outward normal vectors on the element 
k. Eq. (4.13) is called the
weak formulation which is employed for the hydrodynamic equations[125], in conjunction with a so-
called Lax-Friedrich flux. A discussion of different fluxes follows below. The hydrodynamic equations
are solved only within the plasmonic particle and at the surface, slip boundary conditions are employed
which ensure that the normal component of the velocity vanishes at the surface.
For the Maxwell equations, the strong formulation is utilized[118, 126], employing an upwind flux
(again, to be discussed below). The strong formulation is obtained by integrating the divergence term
in Eq. (4.13) by parts and again applying Gauß’ law:Z

k
ddr

@t~u
k + ~r ~~fk   ~g

Lki =
Z
@
k
dd 1r n^ 

~~fk  ~~f

Lki : (4.14)
The expansions, in the weak or the strong formulation, are now inserted into Eq. (4.10).
To treat the problem numerically the occurring integrals of products of basis functions are written as
matrix-entries:
Mkij =
Z

k
LiLjd
nr;
~Skij =
Z

k
~rLiLjdnr;
F kij =
Z
@
k
LiLjd
n 1r:
Here, the matrix with matrix elements Mkij is block-diagonal and the individual blocks can easily be
inverted. The weak formulation, used for hydrodynamics, is then written as:
@t~u
k
i =  

M 1
k
il
~Skjl
~~fkj + ~g
k
i  

M 1
k
il
F klj

~n ~fj

: (4.15)
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For further details on the implementation of the strong formulation used for Maxwell’s equations, see
Refs. [73, 117, 122, 123]. The differential equation Eq. (4.15) now has to be evolved in time. This
is done via a 14-stage 4th-order low-storage Runge-Kutta scheme [117, 118, 123]. I will not provide
a detailed description of this scheme here. It is however important for my purposes that the scheme
represents an explicit time-stepping scheme which is conditionally stable, i.e. the time step t cannot
be chosen arbitrarily large in order for the scheme to remain stable. This is of practical relevance:
For my purposes, to resolve for instance bulk plasmons, very fine spatial discretizations are required.
This means that extremely small elements are needed. This must limit the time step, as can be readily
motivated in the language of finite difference schemes [125]: The time-step t and the distance between
nodes in the spatial grid x define a so-called grid speed. If the wave-propagation speed exceeds the
grid speed the method becomes unstable. For the DGTD method, the grid speed is therefore given by
the shortest distance between two nodal points within an element. For an unstructured mesh, it is quite
involved to reliably determine this distance and choose a corresponding time-step [118].
Finally, I would like to comment on the different types of fluxes which can be employed. The choice
of the numerical flux which ensures that the solutions are not only local but global solutions can be
important, as it has to be made sure that the scheme is both convergent and consistent [73, 122]. The
simplest choice is the central flux which is given by
n^ ~~f = 1
2

n^ ~~fk=  + n^ ~~fk=+

; (4.16)
where the index k =   denotes the element under consideration and k = + denote the neighboring
element. The central flux is energy-conserving. While energy-conservation is of course desirable from
a physical point of view, an alternative choice of flux, the upwind flux1, is often employed. It introduces
numerical dissipation into the system. It can be written as [118]
n^ 

~~fk  ~~f

=
0B@ 1Z

[E  n^(n^ E)] + Z+n^H

1
Y

[H  n^(n^ H)] + Y +n^E

1CA ; (4.17)
where
Z =
1
Y 
=
r


; (4.18)
Z = Z+ + Z  ; Y = Y + + Y  ; (4.19)
E = E+  E  ; H = H+  H : (4.20)
The parameter  which must lie between 0 and 1 for a stable scheme, determines the strength of the
upwind term,  = 0 recovers the central flux. For finite difference schemes a central flux in fact leads to
unconditional instability, whereas within the DGTD method a central flux can in principle be employed
and leads to a stable and converging scheme[127, 128]. However, the upwind flux  = 1 exhibits opti-
mal convergence rates and strongly damps unphysical spurious modes due to the numerically introduced
dissipation [118, 129].
1The term upwind originates from the fact that to derive this flux, spatial derivatives are calculated by means of one-sided
(rather than central) approximations, on grid points which lie upwind (or upstream) from the space point under considera-
tion [125].
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For the hydrodynamic equations, numerical dissipation is introduced by the so-called Lax-Friedrichs
flux [125], which provides even stronger numerical dissipation. Here, the central flux is corrected by
a term that is proportional to the maximum speed of sound in the surrounding elements [73]. It is
implemented as [M2, 73]:
n^ ~~f = 1
2

n^ ~~fk=  + n^ ~~fk=+

+

2
max
@

0@jvj+smpn

1Au (4.21)
where a central flux is corrected by the local maximal linearized speed of sound on the surface in
question. Here, m is the adiabatic index m = f+2f which was discussed in Sec. 2.2.6, p is the pressure,
n the electron number density and
u = u+   u : (4.22)
Note that since the computational domain cannot be infinitely large, at the boundaries of the sys-
tem, special boundary conditions are needed. The system can either be made periodic by identifying
the two boundaries on opposite sides, or reflecting boundary conditions (perfect electric conductor or
perfect magnetic conductor) or absorbing boundary conditions (Silver-Mu¨ller) can be introduced. They
correspond to artificially introduced fields E+ and H+ in Eq. (4.17) which are chosen the following
way:
Boundary Condition E+ H+
Perfect Electric Conductor  E  H 
Perfect Magnetic Conductor E   H 
Silver-Mu¨ller  E   H 
4.1.2 Dimensionless Units
In numerical calculations, the different orders of magnitude appearing in the hydrodynamic equations
and Maxwell’s equations pose practical problems. To remedy this, all quantities are cast into dimension-
less units, and characteristic scales are introduced. For my simulations, the characteristic length scale
is l0 = 1 nm. Likewise, a characteristic electromagnetic field E0 = 109 V=m is introduced. Based on
these rescaling factors, scaling factors are obtained for all other physical quantities, such as time, mag-
netic and electric field, the electron charge density   c = qn electron current density ~j = v. Note
that now, for purpose of rescaling and consequently implementation, only the charge density   c is
employed, rather than the number or mass density. Spatial and temporal derivatives have to be rescaled
accordingly. The rescaling of all relevant quantities which are implemented is listed in the table below :
SI-Quantity Rescaled Quantity Rescaling Factor
r ~r = r=l0 l0 = 1 nm
t ~t = t=t0 t0 = l0=c
E ~E = E=E0 E0 = 10
9 V=m
H ~H = H=H0 H0 = E0
p
0=0
j ~j = j=j0 j0 = H0=l0
 ~ = =0 0 = j0=c
r ~r = l0r 1=l0
@t @~t = t0@t 1=t0
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The original hydrodynamic equations for the electron fluid, including damping and the Lorentz force
as external forces, read as
@t =  r  j (4.23)
@tj =  1

(j  r)j  q
m
rp  j+
+
q
m
 
E+ 0rjH

; (4.24)
Upon rescaling, these equations are recast into the form
@~t~ =   ~r ~j;
@~t
~j =  1
~
(~j  ~r)~j  
mc2
 
0
q
! 2
3
~r~ 53   l0
c
~j
+
ql0E0
mc2

~~E+ r~j ~H

; (4.25)
which provides the necessary prefactors for the numerical implementation of the various terms in the
hydrodynamic equations.
4.2 Aspects of Numerical Simulations with the DGTD Method
4.2.1 Total Field-Scattered Field Formalism and On-The-Fly Fourier Transform
Injecting Gaussian Wave Packets
The light pulses which I use in my simulations are Gaussian wave packets propagating in a given
direction. I usually consider two-dimensional systems, i.e. systems that are infinitely extended in z-
direction. In two dimensions, Maxwell’s equations decouple into two polarizations. The one relevant
for the excitation of surface plasmons has an electric field which lies in the xy-plane and H therefore
only has a z-component. A incoming pulse that is propagating in x-direction in free space has only an
Ey-component and the electric and magnetic field are invariant in y- and z-direction which means the
pulse has a spatially homogeneous profile. This pulse is injected at the boundary between the total field
and the scattered field-region (Fig. 4.1), propagating within the total field region where it can interact
with a scatterer. The analytical solution of the unperturbed pulse is subtracted again at the contour
between the total field and the scattered field region, i.e. if no scatterer is present, no fields radiate
into the scattered field region (hence the name). So once again the flux is artificially modified at the
boundary, employing the analytically calculated fields of the incoming pulse [118, 130].
On-The-Fly Fourier Transform
Naturally, in a time-domain simulation all quantities are time-resolved and while it is sometimes in-
sightful to study the dynamics of a process, frequency resolved quantities such as scattering spectra
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Figure 4.1: a) The computational domain for a typical scattering simulation, using a total field
scattered field formalism: The scatterer (orange) is surrounded by the total field region (purple).
The scattered field region (yellow) is large to keep evanescent fields from entering the perfectly
matched layers (blue), which represent an unphysical absorbing material to mimic infinite space.
b)The unstructured mesh in the vicinity of the scatterer. The field is injected at the boundary
between the total field region (purple) and the scattered field region (yellow). The unstructured
mesh features is extremely fine within the scatterer, especially near the boundaries.
or the field distributions at a given frequency are often more interesting, be it for comparison with an
experiment, experimental design purposes or simply to extract information for a theoretical study as in
the the case of the present thesis.
Luckily, the Fourier transform
~f(!) =
Z 1
 1
f(t)ei!t (4.26)
can be approximated by its discrete form [118]
~f(!)  ti
TX
i=1
f(ti)e
i!ti (4.27)
for a total of T time steps which can in principle have different lengths ti. This straightforwardly
provides an update scheme for the Fourier transformed field at frequency !j
~f tk(!j) = ~f
tk 1(!j) + tkf(tk)e
i!jtk (4.28)
which now depends on the current simulation time tk. This is known as the on-the-fly Fourier transform.
It converges under the condition that the fields are initially zero and decay to zero again at the end of
the simulation for t = T . The error then only depends on the step size t which, as I argued before,
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will be very small in all of my simulations. The big advantage of the approximation scheme Eq. (4.28)
is that only one previous time-step has to be kept in memory. Therefore the evaluation of Eq. (4.28)
can be performed at many different frequencies !j and space points with little numerical effort. This is
extremely important as calculations of spectra which are supposed to resolve numerous features require
a large number of frequencies and field distributions on the other hand require a large number of space
points. It is one of the advantages of a time-domain simulation that a single pulse can in principle
contain as many frequencies as one likes, therefore, all Fourier-transformed fields and spectra can be
extracted from a single calculation. In practice it is important to choose long enough simulation times
to ensure that no fields are left in the system at the end of the simulation and hence at the end of the
Fourier transform. Specifically, I found bulk plasmon oscillations in nonlocal simulations to stay in the
system for a very long time.
Calculating Cross Sections
In scattering experiments, scattering and absorption cross sections are recorded, rather than field dis-
tributions which are usually not accessible. They are also one of the most important quantities in my
investigations. The cross sections are given by integrating the total power flux through the total field-
scattered field contour. The power flux per time and area, i.e. the time-averaged Poynting vector is
given by
S(!) =
1
2
Re

E(!)H(!) (4.29)
which can be evaluated at all nodes on the total field-scattered field contour, employing the fields ob-
tained by the on-the-fly Fourier transform [118]. The flux-component normal to the total field-scattered
field surface is then integrated spatially and normalized to the flux associated with the incoming field
which then yields the cross section. Having access to the total fields and the scattered fields at the
position of this contour makes it possible to distinguish between the scattered flux and the absorbed
flux:
Cscat(!) =
R
tfsf n  Sscat(!)d2rR
tfsf n  Sinc(!)d2r
(4.30)
Cabso(!) =  
R
tfsf n  Stot(!)d2rR
tfsf n  Sinc(!)d2r
: (4.31)
Comment on Nonlinear Scattering Simulations
The total field-scattered field formalism relies on the linearity of Maxwell’s equations, as the fields
are written as a sum of incoming and scattered field. This raises the question whether it is legitimate
to perform nonlinear simulations. In Chap. 5 I will present nonlinear simulations which show second
harmonic generation. For these kinds of calculations, I run spectrally sharp, quasi-monochromatic
pulses which generate two well-separated signals: one at the incoming frequency which is the linear
signal – it is the same signal one would obtain by means of a linearized method so the approach is in
order – and one at twice the frequency which is the SHG signal. At the frequency of the nonlinear signal,
by construction, there will be negative absorption which will equal the nonlinear scattered signal. Of
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course, it makes no sense to normalize this signal to the flux of the incoming fields, since the incoming
field is essentially zero at this frequency. Therefore, it is divided by the value of the incoming flux:
CSHG(2!) =
R
tfsf n  Sscat(2!)d2rR
tfsf n  Sinc(!)d2r
=
R
tfsf n  Stot(2!)d2rR
tfsf n  Sinc(!)d2r
: (4.32)
(4.33)
In practice, I normalize the SHG signal to the maximum value of the linear spectrum. If numerous
spectrally sharp calculations are performed at different frequencies, the envelope of the resulting SHG
signals gives a full SHG spectrum which is physically meaningful.
4.2.2 Material Assignments
Metals
The hydrodynamic equations of course represent one possibility to implement a (Drude-)metal. Choos-
ing  = 0 reproduces precisely the results from the Drude model. Implementing these equations to
simulate a local material would however be somewhat of an overkill. However, in time-domain, one
cannot simply feed a table of values into the code in order to describe the permittivity of a dispersive
material. The frequency-dependent permittivity gives rise to a convolution in time-domain which can
be implemented – or circumvented – by means of so-called auxiliary differential equations [118, 130].
This can be done if an analytical expression is known – usually given by a fit to the measured material
parameters, in practice restricted to a small frequency range of interest to yield a better fit. For the
Drude model I have already introduced the relation (Eq. (2.8))
(!) = 1 + (!) = 1  !
2
p
!(! + i)
: (4.34)
Here, the value 1 could be replaced by a more general fitting value which represents the background
permittivity 1. Starting out with the constitutive relation in frequency domain
D(!) = (!)E(!); (4.35)
yields
D(t) =
Z t
 1
(t  t0)E(t0) dt0 (4.36)
in time-domain. Inserting Eq. 4.34 into Eq.4.35 gives
 i!D(!) =  i!E(!) + i!(!)| {z }
j(!)
: (4.37)
The last term is interpreted as a polarization current. In time domain, Eq. (4.37) then reads
@tD(t) = @tE(!) + j(t) (4.38)
85
4 The Discontinuous Galerkin Time Domain Method
and, explicitly inserting the expression for  from Eq. 4.34, yields an equation for the auxiliary current
j(!),
 i!j(!) = !2pE(!)  j(!); (4.39)
which results in an auxiliary differential equation for the current in time domain that has to be solved
alongside the Maxwell equations:
@tj(t) = !
2
pE(t)  j(t): (4.40)
The current then couples to Maxwell’s equations in the usual manner. This expression is actually equiv-
alent to the expression for j which is obtained from Euler’s equation when setting  = 0. However, the
second hydrodynamic equation, the continuity equation for n, does not need to be implemented in this
description since the electron density is constant.
For local calculations done within this work, I employed this kind of implementation of the Drude
model since the corresponding calculations are faster than running a hydrodynamic model with  = 0.
More sophisticated material models include interband transitions by adding (an arbitrary number of)
Lorentz oscillators to the Drude permittivity [118].
Perfectly Matched Layers
To mimic infinite, non-periodic space in a finite volume method, the fields have to be terminated at
the end of the computational domain. Above, I described absorbing boundary conditions which make
the fields disappear at the outer boundary by means of Silver-Mu¨ller boundary conditions. They are
however not perfectly absorbing, especially if the wave does not impinge normally on the surface.
Therefore, an additional material layer is added which represents an (unphysical) absorbing material,
designed to dissipate all of the radiation which penetrates the area. At the same time, it is important that
no reflection occurs as the wave enters this material. Here, an implementation of the so-called uniaxial
perfectly matched is employed [118, 131]. The material features anisotropic material parameters
0 =  ; 0 =  ;  =
0BB@
sysz
sx
0 0
0 sxszsy 0
0
sxsy
sz
1CCA ; (4.41)
with the PML parameters
si = 1  i
i!
: (4.42)
The parameter i effects damping in i-direction, hence the name uniaxial. By matching the impedances
between the physical material and the PMLs, back reflection is minimized. In practice, due to numerical
errors, back reflection occurs and the right choice of parameters is a trade-off between the material’s
ability to absorb (and hence the thickness needed to achieve a good result) and reflection [117].
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4.3 Convergence of the Hydrodynamic DGTD Method
When doing numerics, it is important to determine how much trust can be put into the method at hand.
It is essential to be able to give an estimate of the error and determine the regimes and setups for which
the method is valid. In this section I will present the procedure used in the making of this thesis to
ensure that the results are reasonable and trustworthy and show examples of the convergence studies
which I have done.
The values a produced by the method will depend on many parameters that affect the accuracy of
the method. In the present case, the spatial resolution, given by the size of the largest mesh element h
(I choose this to be the largest edge length of all triangles in a given area) and the polynomial order p,
has the strongest influence on the accuracy of the result and on the run-time (there is always a trade-off
between the two), but of course one has to keep in mind that there are other parameters, such as the
time step which will eventually limit the accuracy of the result. An analysis of the error depending on
the largest mesh element size h and the polynomial order p (hp-convergence) lies at the heart of the
validation of a numerical scheme exhibiting this kind of convergence, such as the DGTD method. A
method is convergent with a limit a0, ifah   a0  ! 0 ; for h! 0: (4.43)
For bulk media, the convergence of the DGTD method is exponential in the polynomial order p and
polynomial in h, i.e. the hp-convergence behavior can be written asah   a0  Ch; (4.44)
where C is a constant. The exponential convergence behavior in p was shown to be of order  = p+ 1
[116, 132].
The parameters h and p both describe how well the bulk is refined (while of course only h has an
influence of the surface description). Therefore, the typical hp-convergence behavior of a discontinu-
ous Galerkin method is only obtained for rectangular test systems where no additional error from the
surface-description comes into play and it was shown to be fulfilled for the Maxwell solver of an older
version of the code which was used in this thesis for a metallic cavity [116]. In this work it was also
determined that the error is dominated by the spatial resolution and that for any time-step which pro-
vided a stable scheme, there was practically no influence of the time-step on the error. In an ideal world,
neglecting the fact that other parameters such as machine precision and the time-step play a role, ah!0
is then the ”physically correct“ value. For any method one intends to use, it is good to have at least
one case where a reference solution, i.e. a physically correct value, is available. In the present case
this is the cross section of the infinitely extended cylinder. In principle, the concept of convergence has
nothing to do with the existence of a physically correct value. When going to a new, more complicated
system, convergence has to be investigated again to make sure that the new setup doesn’t impose addi-
tional difficulties which require a different set of parameters to obtain converging behavior. This can be
done either by comparing the results of two consecutive calculations to one-another or by comparing to
a very accurate reference calculation with small h and high p (Note that especially small h is important
to avoid errors stemming from the description of the geometry). The fact that the method converged
towards the physically correct value in the test case then allows the user to trust that, given that conver-
gence can be achieved, the method also converges to the physical value in the case where no reference
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solution is available. However, one has to keep in mind that because of limitations coming from other
sources of error than the one under investigations, in practice, the method will never converge exactly
to the analytical value.
I would now like to apply this type of convergence study to the hydrodynamic Maxwell equations
in the DGTD method. In Chap. 3 the main focus was on the study of scattering and absorption cross
sections and I will continue to consider them in the following chapters. Therefore it makes sense to study
the convergence behavior of these very quantities (for which there are analytical reference solutions),
even though they are integrated quantities which undergo some post-processing which can lead to a
larger error originating from sources other than the spatial resolution (incidentally, the error could also
decrease, due to the addition of partial errors with different signs).
Figure 4.2: One electric field component
for a high order surface mode (k = 10),
calculated electrostatically as described
in Sec. 3.2.5.
The infinite cylinder for which I have already presented
the analytical solution, being one of the very few systems
for which a reference solution is available, shall serve as the
starting point for my convergence study. Fig. 4.2 displays
one field component for a high order surface mode. To re-
solve the surface mode, not surprisingly, the surface region
is the most important region. Part of the error of the sur-
face mode comes from the surface discretization (i.e. that
the mesh actually describes a polygon and not a circle) and
part comes from the bulk refinement (in the vicinity of the
surface).
However, since the DGTD method is a volume method
and I am using only regular triangles without curved lines,
it is impossible to just refine the surface without refining
the bulk regions in the vicinity of the surface (the opposite
would be possible). Netgen, the meshing program which I
employed for most of my calculations [133], features uni-
form refinement, which increases the bulk refinement by
halving every element and also smoothens the surface (the
elements are not simply cut in half, but the approximation
of the circular surface becomes better with every refinement). By employing this options, the contribu-
tions of bulk and surface cannot be separated and therefore hp-convergence behavior as in the case of
a bulk structure cannot be expected. For the surface modes, such a uniform refinement is not strictly
necessary, as it would be sufficient to refine the mesh only near the surface. I have chosen to use uniform
refinement where ever possible, since it is better controlled than refining only the surface region. Also,
it is then possible to study the convergence behavior of the bulk plasmons using the same calculations.
Also, the initial discretization of the surface is in all cases already very fine, so that the error from the
surface is small to begin with. For the convergence study of the second harmonic signal I have chosen
to refine only the surface region because the simulations are in general longer and full uniform refine
would be too costly, as I will elaborate below.
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4.3.1 First Order Quantities
Surface Plasmon Resonances
I now present the convergence studies for the cross sections of the single cylinder which I discussed
analytically in Sec. 3.2. Extracting these quantities from the DGTD method is somewhat involved as I
have shown in the first sections of this chapter. Since the cross sections are frequency-space quantities,
they are calculated by an on-the-fly Fourier transform which is carried out over the whole run-time of
the numerical experiment. This means, they also follow a certain convergence behavior in simulation
time (when the simulation time is too short, this usually results in unphysical “ripples” appearing in the
spectrum). I choose a very long simulation time of over 330 fs (compared to a temporal pulse width of
under 1 fs for the broad band excitations) and I have checked that in this realm, the run-time no longer
influences the result on the order of the desired accuracy. The TfSf contour is a quadratic box of 24
nm edge length and the PMLs start beyond 180 nm in all four directions and have a thickness of 80 nm.
The value I will actually look at in the convergence study is the height of certain important peaks of
the spectra, such as the maximum value of scattering or absorption cross section or the height of bulk
plasmon peaks. For simplicity, I choose to consider only single points, rather than considering a domain
of many frequencies or integrating over them, which would mean that one would in some cases have to
deal with line crossings. This also seems to be a good measure for the error since at these maximum
points the deviation between the numerical and the analytical value usually reaches a maximum.
I am not interested in the frequencies of the peaks here: the frequency axis has a limited resolution
which I have chosen as approximately 10 3 !p. At this resolution, when going to higher discretizations
in h and p, no more change is detected in the position of the maximum. The accuracy of the peak
position can therefore be taken to be better than 0:001!p. To study the convergence of the surface
plasmon resonances, I investigate the bahavior of the maximum of the scattering cross section (which
is the dipolar resonance) and of the maximum of the absorption cross section (which is the quadrupolar
resonance). The convergence plots are depicted in Fig. 4.3. For second, third and fourth order polynomi-
als the error – depending on the size (maximum edge length) of the largest element within the cylinder
– is given in a double-logarithmic plot. Note that I choose to plot the error against the largest bulk
element, rather than the largest element on the boundary, in the spirit of the uniform bulk-refinement
which is applied. The curves would not look very different if I chose the surface element instead, since
both are halved simultaneously, only the numbers on the x-axis would change. In this convergence
study I cannot distinguish between the bulk and the surface effects, but the x-axis label is not intended
to imply that the contribution of the bulk to the error is larger or more important than the contribution
of the surface to the error. Since a uniform bulk-refinement quickly leads to an enormous number of
mesh elements and extremely small mesh elements (which in turn lead to very small time-steps), I can
only do two refinement-steps. The starting mesh for 2nd- and 3rd-order polynomials has a maximum
edge length inside the cylinder of 1:36 nm which is then subsequently reduced to 0:68 and 0:34 nm.
For 4th-order polynomials the parameters above would result in unfeasible simulation times, therefore
I start out with a bulk discretization of 2 nm which is then halved to 1 nm and finally 0:5 nm.
For the scattering cross sections the error is already very small for the coarsest mesh: about three
percent for the second order polynomials and just above one percent for the other two polynomial
orders. For third and fourth order meshes, a minimal value for the error of 0:85 % is already reached
after the first refinement and the slopes which are determined to be   0:4 in both cases are rather flat,
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Figure 4.3: hp-convergence plots for uniform refinement of the bulk. The error is given with
respect to the analytical reference solution from Ref. [43]. a) Convergence of the dipole peak in
the scattering cross section. b) Convergence of the quadrupole peak in the absorption cross section.
The slope, corresponding to the polynomial order , is indicated only for the steepest line segment
for each polynomial order.
further refinement does not reduce the error any more. Even for second order polynomials a slope of
only 1:4 nm is found in the first refinement and significant flattening as the mesh is refined a second time.
This means that beyond that, other factors limit the accuracy of the simulation, such as the simulation
time, the size of the computational domain (which influences the result through backscattering from
the PMLs), the Runge-Kutta-Scheme or even rounding-errors in the post-processing of the data (on-
the-fly-Fourier transform, calculation of Poynting fluxes from the fields, normalization to the incident
spectrum). For second order polynomials, there is some additional decrease when refining the mesh a
second time, but the slope is significantly reduced, yielding the same minimal value for the error as for
the other two polynomial orders.
For the absorption cross section the initial error is higher than for the scattering cross section, yielding
about 12 % for second order polynomials and 2:5 % for third and fourth order polynomials for the coars-
est meshes. Again, for third and fourth order polynomials the minimal error which is found to be 0:3 %
and hence smaller than in the case of the scattering is already reached after a single refinement step.
For second order polynomials this value is reached only after the second refinement. It is noteworthy
that the quadrupole peak in the absorption depends stronger on the bulk refinement than the scattering
peak: the initial error is larger and the final error smaller than in the case of the scattering. The slopes
are steeper and thus the polynomial order is higher.
A steady decrease in error as in Fig. 4.3 is exactly the kind of convergence behavior one would like
to see in order to trust a method. The final errors of below 1 % are well acceptable, in view of the
multitude of parameters which are limiting factors in this case. In a separate study (not shown), I could
clearly identify backscattering, i.e. the choice of the right PML parameter as well as a large enough
distance of the PMLs from the scatterer as the main source of error. A poorer choice of PMLs lead to
errors of 3   5%. The current setup with errors of below 1% is acceptable and appears to be a good
compromise between accuracy and computational efficiency. By keeping the same PML parameters for
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Figure 4.4: a) Real part of Ex and b) real part of Ey for a high order bulk plasmon resonance at
! = 1:129!p. The typical pattern of maxima and minima extending into the particle requires high
spatial resolution to be resolved.
other geometries, it is safe to say that the “final” error (for extremely good h and p) will also lie below
1%. This is of course under the assumption that this final error can be reached in finite simulation times.
As a final remark on the convergence of the surface plasmon resoanances I would like to state that
I have checked for third order polynomials that also for a mesh which is only refined in the vicinity of
the surface while keeping the bulk region rather coarse ( 3 nm edge lengths in the center), the error of
scattering and absorption also drops below 1% for 0:5 nm mesh elements in the surface region. Thus, a
full uniform refinement of the whole mesh is not necessary to obtain good results. However, attempting
to resolve bulk plasmons this way is hopeless, therefore I have used uniform refinement here, in order
to be able to use the results from the same calculations in the convergence studies of the bulk plasmons
in the next section.
Bulk Plasmon Resonances
The longitudinal bulk plasmons which exist in the hydrodynamic model are standing wave patterns
which correspond to the geometry of the particle. In Fig. 4.4 the electric field components of one of
these bulk modes are displayed. For this frequency, they feature approximately thirty maxima and min-
ima across the diameter of the particle. Therefore it is obvious that sub-nanometer resolution, by means
of small h or high p, is required. As I have shown in Chap. 2, they exist above the plasma frequency and
every mode manifests itself in a peak in the absorption spectrum. In Fig. 4.5, the absorption cross sec-
tions are shown for a few select mesh sizes and polynomial orders, along with the analytical reference
solution. Low polynomial orders and coarse meshes quickly fail to resolve these bulk plasmons cor-
rectly, but for fourth order polynomials and a maximal mesh element size of 0:5 nm, the DGTD method
seems to nicely reproduce the analytical spectra, even up to 1:2!p, but since the peaks are small in
magnitude, the relative error quickly grows very large. I now conduct a convergence check, just as I
have done it above in the case of the surface plasmon peaks for two select frequencies (these frequen-
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Figure 4.5: Absorption spectra showing bulk plasmons for different polynomial orders and mesh
refinements. The vertical lines indicate the frequencies for which the full convergence check is
conducted below.
cies are indicated by the vertical lines in Fig: 4.5). As pointed out, I can use the same meshes as in
the previous section for the surface modes. The convergence check is displayed in Fig. 4.6. The initial
errors – which are the same for all polynomial orders in both cases and are found to be approximately
30% for the first peak and 45% for the second peak – have to be interpreted with care: They actually
correspond to complete absence of the bulk plasmons. The effect of the bulk refinement is very strong
in both cases, as one would expect. For the lower frequency, errors of the order of a few percent can
be reached by using a very fine mesh. Below a certain value for h, all three polynomial orders exhibit
comparable slopes of   3. This is surprising in view of an expected convergence with  = p + 1.
Surely, the study here is very limited due to the small number of data points. Unfortunately, more data
points are not feasible, so the actual value of  obtained here is perhaps not very meaningful. Still, the
fact that a steep slope is obtained suffices to show that the method actually enters a converging regime.
For the higher frequency, where the mode features even more maxima and minima, the error remains
large for second order polynomials. For third and fourth order polynomials it drops to about ten percent.
It is important to keep in mind that for these extremely high bulk modes the error is of the order of ten
percent. Nonetheless, the peaks are present in the spectra and indicate the correct frequencies of the
modes.
For reasons I have pointed out, the method does not show the theoretically expected slopes in the
convergence plots. However, the method is well-behaved for both bulk and surface plasmon resonances
upon h-refinement. According to the findings from this chapter, for every geometry one should confirm
that the change in result for surface plasmons drops drastically when going beyond a certain discretiza-
tion. Then, the error on the surface plasmons on a linear level will be of the order of 1%. For the bulk
plasmon modes, the regime where the change in result suddenly drops can practically not be entered (in
realistic simulation times). The error will therefore in practice be on the order of 10%. Higher order
bulk plasmon modes exhibit a significantly larger error than low order bulk plasmon modes.
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Figure 4.6: hp-convergence plots of the bulk plasmon peaks at two different frequencies for uni-
form refinement of the bulk. The error is given with respect to the analytical reference solution from
Ref. [43]. The slope, corresponding to the polynomial order , is indicated only for the steepest
line segment for each polynomial order.
4.3.2 Second Harmonics
Having investigated the convergence of the method on a linear level, I will now move on to the second
order quantities. In Sec. 2.2.3 I demonstrated that the hydrodynamic equations are intrinsically nonlin-
ear and I have shown how they can be expanded into the higher nonlinear orders. I would now like to
demonstrate the convergence of second harmonic cross sections which are constituted by the fields E2
and H2.
For the second order quantities I have no reference solution, but given the good convergence behavior
on a linear level (and assuming that the equations are correctly implemented), I have reason to believe
that, if the method shows convergence on a nonlinear level, it will also converge to the physically
correct value. To show this convergence, I will do two things: I will compare the results from an hp-
refinement study to a numerical reference solution and I will analyze the change in result when going
from one refinement to the next, making sure that the changes grow smaller with each refinement (a soft
convergence study). The numerical reference solution that I use is the 4th-order solution with the very
fine mesh from the hard convergence studies above, in Sec. 4.3.1. The maximal edge length in the center
of the bulk is 0:5 nm and the surface elements are of 0:16 nm. But using it as a reference comes at a
price: I can of course no longer use it for the convergence study itself and I need to use a different set of
meshes. Ideally, not only three, but four meshes to have one additional data point for a soft convergence
study. The meshes I use for the convergence study are generated with Trelis [134]. The coarsest mesh
has elements of size 2 nm and is then subsequently refined, but only in the vicinity of the surface, since
the modes excited by SHG are also surface modes and this is where the largest contribution is expected.
Even for the finest mesh, the elements in the center are still of 1 nm but surface elements are of 0:25 nm.
This has the advantage that less elements are needed in total and therefore the run times are significantly
shorter. However, the refinement is not as well-controlled as in the case of the uniform refinement.
For the simulations of the second harmonics, I employ spectrally sharp Gaussian pulses, which cor-
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Figure 4.7: I) Second harmonic scattering signal for different polynomial orders and different
refinements of the mesh near the surface, along with a reference solution. IIa) Double-logarithmic
plot of the error of the calculations with respect to the numerical reference solution (maximal edge
length in the bulk 0:5 nm, length of the surface elements 0:16 nm). IIb) Double-logarithmic plot of
the change of a calculation with respect to the previous calculation.
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respond to temporally long pulses. I have chosen a pulse width of 13.3 fs which is sufficiently sharp so
that the fundamental signal is numerically zero at the position of the second harmonic. for my purposes,
in the units used here, this means that the signal is below 10 15 (cf. Sec. 5.1.2, Fig. 5.5). Because
of the long incoming pulses and due to the small magnitude of the second harmonic signals long run-
times are necessary – otherwise one finds ripples on the spectra because the excitations have not fully
decayed. These long run times make the convergence checks of the second harmonics more difficult. In
the case of the cylinder a comparably strong signal is obtained at the quadrupole frequency and the field
distribution is also a quadrupole field-distribution. Therefore a discretization near the surface seems
justified.
The results of this convergence test are displayed in Fig. 4.7. The incoming signal is at half the
frequency of the quadrupole resonance and the signal is detected at the quadrupole resonance. Figs. 4.7
Ia)-c) show the SHG-spectra for the three different polynomial orders and for the different meshes
along with the reference solution. For second and third order polynomials, the SHG spectra are much
too small at first. They slowly approach the reference value from below. Even for the finest mesh the
error remains large, at above 30% and above 10%, respectively. For fourth order polynomials, which
naturally resolve the bulk better than the other two polynomial orders, the error is initially also quite
large (30%), but already after first refinement it drops significantly to about 5%. A close look at Fig. 4.7
Ic) reveals an interesting behavior: The solution overshoots the analytical reference solution, but then
moves back in the correct direction, bringing the spectra back down to the reference value, steadily
decreasing the error. It becomes clear from Fig. 4.7 IIa) and b) that the changes grow so small that the
error will remain at its value just under 5%, so once again the result is limited by the bulk refinement.
With some optimism, the overshooting-behavior can however be considered a lucky feature: one could
view it as providing an upper bound to the second harmonic signal, as it is unlikely that the maximum
will start growing again upon further refinement. This would however have to be checked if one was
aiming for even higher levels of accuracy.
Comparing the different polynomial orders, most notably the errors for the different polynomial or-
ders in Fig. 4.7 IIa), one makes an important discovery: While the errors do not change much anymore
between the two finest discretizations within each of the polynomial orders, there are still big differ-
ences in error between the different polynomial orders. Thus, a refinement of the surface or of the bulk
in the vicinity of the surface no longer suffices to improve the result, but a better bulk resolution (going
to a higher polynomial order) still has a big impact on the result. Thus, one can conclude that bulk re-
finement does play a big role for the second harmonic signal, limiting the accuracy of the result to about
10% for third order polynomials and to about 5% for fourth order polynomials when only the surface
is refined, with respect to a fourth order calculation with a very fine mesh everywhere. Thus, also on
the level of second harmonics, the method is well-behaved. For calculations of second harmonics in
the following chapters I will always use meshes with a very fine bulk region and third or fourth order
polynomials for which I can now state the error to be of the order of only a few percent.
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5 CHAPTER 5NUMERICAL RESULTS
This chapter is dedicated to numerical investigations of several plasmonic nanostructures by means of
the discontinuous Galerkin time domain method. Within this method, the fully nonlinear and nonlocal
material model can be employed. The analytical reference calculations for the local and the nonlocal
material as well as the convergence tests from the preceeding chapters lay the foundations for the in-
vestigation of more complicated structures which takes place in this chapter. Besides the scattering
and absorption cross section, there are other quantities of interest that are accessible within the DGTD
method, such as the fluctuation of the electron density and the field distribution and field enhancement.
After a discussion of scattering and SHG from a single cylinder, I turn to more complicated setups,
such as a cylinderical dimer, a V-groove and a bow-tie. The findings are compared to the analytically
obtained results from Chap. 3. All considerations, except where otherwise noted, are done for quasi
two-dimensional structures that are infinitely extended in z-direction and the polarization is the one
which is relevant in the context of plasmons, where the magnetic field points in z-direction.
5.1 Cylinder
5.1.1 Linear Scattering Simulations
A natural starting point for my numerical investigations is once again the circular cylinder with radius
10 nm which I already discussed analytically in Chap. 3. I employ the hydrodynamic material model
with the same parameters as in Sec. 3.1. The numerical setup and the mesh which I use in this section
is shown in Fig. 5.1. The TFSF contour is kept close to the particle, so that errors from the propa-
gation through the coarsly meshed free space are kept to a minimum. The PMLs are kept very far
from the scatterer in this example, to make sure that no evanescent fields reach into the PML region.
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5 Numerical Results
The particle is illuminated by a broad-band light pulse with Gaussian shape. It possesses a temporal
width of 1=3 fs which corresponds to a very broad spectral width of 1:36!p and is centered approx-
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Figure 5.1: a) The TFSF setup used in the calculations of this section. b) The mesh in the center
of the numerical setup, near the cylindrical scatterer. The maximal edge length within the cylinder
is 0.54 nm.
0.6 0.8 1 1.2
0
100
200
Frequency [ωp]
S
ca
tt
er
in
g
[n
m
]
a)
0.6 0.8 1 1.2
0
20
40
Frequency [ωp]
A
b
so
rp
ti
on
[n
m
]
b)
Figure 5.2: a) Scattering and b) absorption for a single cylinder with radius 10 nm. The scattering
spectrum is dominated by a broad dipole peak and exhibits a small quadrupole resonance. The
absorption spectrum features a broad (low Q-factor) dipole peak and a very pronounced (high Q-
factor) sharp quadrupole peak.
imately at the plasmon frequency !sp. The spectra are normalized to this incoming pulse shape. The
total simulation time was over 330 fs and therefore much longer than the exciting pulse. Thus at the
end of the simulation the fields in the system have decayed to the point where they are numerically
zero. I have already demonstrated the convergence characteristics of this system in Chap. 4 and dis-
cussed the spectra of the structure in Chap. 3. Scattering and absorption are displayed again in Fig. 5.2.
To discuss the features of this spectrum I recall the concept of quasinormal modes which I already
98
5.1 Cylinder
Re(Ex)
−1
0
1
Im(Ex)
−0.2
0
0.2
Im(Ey)
−0.2
0
0.2
Re(Ey)
−1
0
1
[a.u.] [a.u.]
[a.u.] [a.u.]
a) Re(Ex)
−4
−2
0
2
4
Im(Ex)
−2
0
2
Im(Ey)
−2
0
2
Re(Ey)
−4
−2
0
2
4
[a.u.] [a.u.]
[a.u.] [a.u.]
b)
~E
~k
x
y
Figure 5.3: Real and imaginary part of the electric field distributions for both components Ex and
Ey for a) dipole and b) quadrupole resonance frequency. The direction of the incident field and
the polarization is depicted by the arrows on the lower left.
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Figure 5.4: Real part of the Fourier transformed density
fluctuations for a) dipole and b) quadrupole resonance
frequency. On the right, the density is displayed along
the different paths l shown on the left, in the correspond-
ing colors.
mentioned in Chap. 3 and which is intro-
duced in more detail in Appendix A. Such
modes pertain to a complex frequency and
the Q-factor, which describes the dissipation
of the mode through radiation and absorp-
tion, has to do with the imaginary part of the
mode-frequency: A high-Q mode (small
imaginary part, sharp peak) dissipates
slower than a low-Q mode with a larger
imaginary part [96]. The scattering spec-
trum is in the present case dominated by a
broad dipole peak and the absorption spec-
trum features a broad dipole peak with a low
Q-factor and a very sharp and pronounced
quadrupole peak with a high Q-factor. By
the widths of the dipole and quadrupole res-
onances for the present system one can de-
duce that the energy dissipates much faster
for the dipole mode. In Fig. 5.3 the Fourier
transformed field distributions at the real fre-
quencies of the dipole and quadrupole peak
are displayed. They have been calculated
by means of the on-the-fly Fourier transform
(cf. Sec. 4.2.1). They resemble the analyti-
cally calculated field distributions from elec-
trostatic theory that were displayed in Fig. 3.10, but are not exactly the same. For the dipole frequency,
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the field distribution from the DGTD simulation is that of a “pure” mode (as in Fig. 3.10) since the
quadrupole peak is so sharp that it does not influence the field distribution at the dipole frequency. For
the quadrupole resonance this does not hold: The imaginary part of the Fourier transformed electric
field shows a significant distortion, due to the overlap with the low-Q dipole mode. Next, I shall turn
to an investigation of the electron density fluctuations in the cylinder. This quantity is important in the
context of the hydrodynamic model since it represents in itself the big difference between the hydro-
dynamic model and the ordinary Drude model, where spatial density fluctuations are neglected. In a
similar way as for the electric fields above, I present the on-the-fly Fourier transform of the fluctuations
in the density in Fig. 5.4 for the dipole and the quadrupole frequency. For better visibility, the density
fluctuations along line cuts through the particle are also displayed in Fig. 5.4. They are typical dipole
and quadrupole distributions. The density fluctuations occur exclusively very close to the particle sur-
face, where the electron liquid is being pressed against the hard walls by means of the electric force
acting on it. Since the fluctuations happen on such an extremely small scale of well below a nanometer,
the images of the resulting potentials and fields look just like the ones from the local or the electrostatic
case (which represent the limiting case of a fluctuation on an infinitesimally small length). This makes
it possible to compare the field images obtained in the local case to those from electrostatics, which
is useful when it comes to distinguishing and categorizing the fields. They share the symmetries with
the electrostatic potentials which I have presented in Sec. 3.2.5, Fig. 3.10. This was also found by the
group theoretical symmetry considerations which I presented in Sec 3.4 and is physically explained by
the fact that the displaced charges give rise to the potentials.
5.1.2 Second Harmonics
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Figure 5.5: Scattering signal for a spectrally sharp pulse im-
pinging on a cylinder. The second harmonic scattering flux
increases by four orders of magnitude when the linear signal
is increased by two orders of magnitude.
In Sec. 2.2 I discussed the nonlinear na-
ture of the hydrodynamic model. Here,
I present some calculations showing
SHG for a single cylinder. The
first simulations of this kind with
the present method were published in
Ref. [M2] and then later used in the
making of Ref. [M3] and [M4]. Em-
ploying the full hydrodynamic model,
it is in principle possible to extract
terms of arbitrarily high order. Time
domain simulations are naturally well-
suited for the calculation of higher har-
monics since they make it possible to
solve the full set of the hydrodynamic
and Maxwell’s equations for (in prin-
ciple) all frequencies at the same time
and therefore allow for mixing or dou-
bling of frequencies as it is contained
in the equations. As I already described
in Sec. 4.3.2, an incident pulse is used
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that is spectrally sharp, so that it does not interfere with the higher harmonic signal. In this thesis, I used
a pulse of temporal width 13.3 fs for all nonlinear calculations, which corresponds to a spectral width
of 0:034!p. In Fig. 5.5 a full scattering spectrum for a nonlocal simulation with incidence frequency
!in  0:46!p is shown. One can see that the linear signal decays sharply in the vicinity of !in and does
not influence the spectrum at the second harmonic signal at 2!in. The extremely small cross sections
of 10 12 might look strange as a numerical result at a first glance, given that they are comparable to
machine precision, but please note that these are cross sections which are not directly calculated in the
numerical scheme. What is calculated are the fields. They are typically of the order of 10 3 for a second
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Figure 5.6: a) A full SHG-scan for a single cylinder, from below the dipole resonance to above
twice the quadrupole resonance. The SHG signal around 2!sp is much stronger than the one near
!sp and resembles the linear absorption spectrum with a broad (dipole) and a sharp (quadrupole)
resonance. b) Zoom on the dipole and quadrupole resonance near !sp. A very sharp peak is
found that lies exactly at the quadrupole frequency. c) Zoom on the SHG spectrum just above the
plasma frequency. Up to about 1.2 !p small ripples are visible due to bulk plasmons. For higher
frequencies the bulk plasmons are no longer resolved and the ripples disappear.
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Figure 5.7: Fourier transformed images of the second harmonic fields and density fluctuations at
a) twice the dipole frequency and b) twice the quadrupole frequency.
harmonic signal. The fluxes scale quadratically with the fields and are then normalized to the incident
intensity, which generates these extremely small cross sections. Numerically speaking, there is however
no problem with these numbers since their smallness arises only in the post-processing.
The linear signals in the spectra in Fig. 5.5 scale quadratically with the incoming field (since they are
poynting fluxes which are proportional to E  B). The second harmonic signal at 2!in hence scales
with the fourth power. I can now compare the SHG efficiency of the cylinder within the hydrodynamic
model to the estimate given by Eq. (2.52). There, an incident field strength of E0 = 1011V=m was
needed so that the linear and the second harmonic signal are of the same order of magnitude. According
to the values from Fig. 5.5, for the system considered here, a field strength of E0 = 1013V=m would
yield comparable linear and SHG intensities. As I will show later, the SHG intensity depends strongly
on the geometry.
I would like to point out that between the linear signal and the SHG signal, there is a small bump
near !sp which is simply due to the well-known dipole resonance of the cylindrical scatterer. This kind
of bump (which I confirmed to scale just like the linear signal with the intensity) was mistakenly called
a “fractional harmonic” in a recent publication by Krasavin et al. [65]. According to the authors of
this work, this peak is due to the exponent in the Thomas Fermi pressure term. However, the numerical
results presented in this very same work contradict this hypothesis since the peak persists, even in the
absence of the Thomas Fermi pressure term – and it is found exactly at the frequency of a pronounced
resonance in the linear spectrum of their structure.
Having confirmed the scaling behavior of the higher harmonics, I would like to move on to the inves-
tigation of full second harmonic spectra, i.e. cover a larger frequency range. This is perhaps one of the
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weaker point of this approach since it requires running dozens of separate calculations. With the spec-
trally sharp (temporally long) pulses and the high resolutions required for bulk plasmons, a single calcu-
lation for a complicated structure can take several days. Fig. 5.6 shows such a full second harmonic scan
of a single cylinder over a large frequency range, with SHG-frequencies from just below the dipole reso-
nance to well above twice the quadrupole frequency.
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Figure 5.8: Second harmonic fields and density fluctu-
ations near the plasmon frequency of a single cylinder.
The signal is found at the quadrupole frequency.
The first thing to note in the broad band SHG-
spectrum is that the signal around 2!sp is
over an order of magnitude larger than the
signal at !sp. There are two possible ex-
planations for this: either it is more advan-
tageous to have a resonance at the incom-
ing frequency than having one at the sec-
ond harmonic, or the presence of bulk plas-
mons serves as an additional source of non-
linearity (cf.2.2.5). The signal at 2!sp resem-
bles very much the linear absorption spec-
trum from Fig. 5.2 b). It features a broad
peak at twice the dipole frequency and a
much sharper and higher peak at a twice the
quadrupole frequency. In Fig. 5.7 the field
distributions and the density fluctuations at
the frequencies of these peaks are displayed.
I show only the real part of the fields, since
the imaginary part contains no additional in-
formation. As pointed out, at these high fre-
quencies there are bulk plasmons present, as
can be seen in the field- and density-plots
do show bulk plasmons. The presence of
these bulk plasmons makes a straightforward
mode-categorization difficult. The images at
twice the dipole frequency are somewhat eas-
ier to analyze since the dipole signal has less
overlap with the quadrupole signal. While the
field images only slightly resemble the field distributions from Fig. 3.10 Ia), the strength of the density
fluctuations actually seems to follow the magnitude of the potential in Fig. 3.10 Ia). The same holds
for the density fluctuations at twice the quadrupole frequency in Fig. 5.7b) – it follows the potential in
Fig. 3.10 Ib). It is however difficult to categorize the field distributions. For this particular example,
the field plots are not very clear and difficult to analyze. It is likely that the modes excited here are the
same ones that are excited at half the frequency in the linear case (Fig. 3.10 Ia) and Ib)), overlayed
with excitations of bulk-modes. This suggests that the SHG mechanism is strongly influenced by the
presence of bulk plasmons and is not the one which was analyzed group-theoretically in Sec. 3.4. For
the mechanism described there, only those modes that are dark on the linear level are excited via SHG.
I now turn to the peak near the plasmon frequency !sp. While the spectrum does not resemble the
absorption spectrum as much as the one at 2!sp, the highest peak is still exactly at the quadrupole
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frequency. An analysis of the fields and density fluctuations at this frequency is given in Fig. 5.8 and
allows for a clear statement: The mode shows a quadrupole field distribution and density fluctuation.
This was to be expected from the frequency at which it was found. And it is in fact the previously dark
quadrupole mode from Fig. 3.10 IIb). Thus, all the predictions from Sec. 3.4 are confirmed: The dipole
mode is suppressed because the symmetry relation which has to hold between the exciting pulse and
the SHG signal cannot be fulfilled for a dipole mode in the case of a single cylinder. The symmetry
relations are however fulfilled by the dark quadrupole mode excited here.
5.1.3 Origin and Intensity Dependence of Higher Order Terms
Before I turn to more complicated structures, I will dedicate this section and the next to discuss some
general properties of the nonlinear hydrodynamic model, employing the example of a single cylinder.
In the second order hydrodynamic equations 2.61 and 2.62, the terms containing products of first order
quantities which act as sources for the second harmonics can be considered individually [M3].
These terms are the convective term, the pressure term, and two Lorentz force terms, one contain-
ing the electric field and one containing the magnetic field. Two questions arise in the context of the
nonlinear hydrodynamic equations: Firstly it is interesting to study their respective contributions to
the second harmonic signal. Secondly, one can investigate if there is an additional intensity dependent
effect besides the obvious scaling.
To address the first question, a numerical framework is needed which allows us to separate the dif-
ferent contributions to the higher order terms. Dan-Nha Huynh implemented a perturbative version of
the hydrodynamic DGTD code which makes it possible to separate the contributing second order terms.
Some findings on the contributions of the separate terms for different structures have already been pub-
lished in a paper written by Dan-Nha Huynh and myself [M3]. The second question, regarding the
intensity dependence of higher order terms, arises for the following reason: The nonlocal parameter ,
as I have shown in Chap. 2, comes out of the (linearized) pressure gradient term in the hydrodynamic
equations. The linear scattering spectra for a particle made up of such a nonlocal material are altered
(shifted) and the alteration is proportional to the magnitude of the nonlocal parameter. If there are non-
linear corrections to the pressure gradient term, and hence corrections to , this will have an additional
effect on the spectra. Since this is a second order effect, it is expected to be intensity dependent. This
question has not been addressed in the above-mentioned work and I would like to discuss it here briefly.
Fig. 5.9 shows the spectra including only one of the four different terms which contribute to the
second harmonic spectrum, as well as a spectrum containing all of the contributions. All of this is done
for two different incoming field intensities at the frequency of the quadrupole resonance which provides
the strongest SHG signal. I want to stress that the considerations made here are only done for this one
resonance frequency and would in principle have to be repeated for other frequencies to paint a full
picture. From Fig. 5.9 I) it can be seen that in the present case the convection term contributes the most
to the nonlinear spectrum. It is followed by the pressure term contribution and finally by the electric
and magnetic contributions which are of similar magnitude.
Studying the intensity dependence of these terms to the point where corrections to the nonlocality
become visible poses a severe numerical challenge. The effects are in fact extremely small. To make
them visible, several orders of magnitude in the incoming field intensity need to be bridged. The results
from Fig. 5.9 were obtained using incoming pulses of E0 = 104 V/m and E0 = 107 V/m. It can be seen
in Fig. 5.9 I) that the high-intensity spectrum containing all of the source terms experiences a red-shift,
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Figure 5.9: I) The contributions to the second harmonic scattering spectrum of a single cylin-
der are shown for two different frequencies, the solid lines are for an incident field strength of
E0 = 10
7 V/m and the crosses for corresponding simulations with E0 = 104 V/m. In IIa) and b)
the absolute and relative difference between the calculations with the two different intensities are
shown for each of the contributions.
i.e. a shift in the opposite direction of the original blue-shift that was introduced by adding nonlocality
on the linear level. Looking at Fig. 5.9 II), the origin of the shift can be attributed to the pressure
term which undergoes the strongest intensity-dependent modification in absolute numbers. The electric
field term is the only other term that is significantly influenced by the intensity, in relative numbers the
electric term is even influenced the strongest.
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While the discussion of the intensity dependence as presented here is far from complete and would
be an interesting topic to address both numerically and analytically, perhaps in a perturbative fashion, I
would like to conclude the numerical investigations at this point by stating that for our purposes these
shifts and corrections to the nonlocality can safely be neglected. I.e. the linearized pressure term is
responsible for all nonlocal effects and nonlinear corrections need not be taken into account. This is
important as it justifies comparing nonlinear resonances to those resonances obtained from linear or
broad-band calculations, which I will do extensively in the following sections.
5.2 Cylindrical Dimer
5.2.1 Local Case
In this section I turn to a numerical investigation of the dimer structure which I discussed analytically
in the electrostatic limit in Sec. 3.3. It consists of two cylinders of 10 nm radius with a gap of 2 nm. In
order to do so, I will first calculate the local spectra and interpret them with the help of the analytical
findings from Sec. 3.3 and by using a second numerical method, a quasinormal mode calculator (cf.
Appendix A) as well as the group-theoretical considerations from Sec. 3.4) and then discuss the nonlocal
and nonlinear properties. Let me recall the solutions for the frequencies of the modes of the dimer
system, which were given by
(!) =   coth(k0) for sinh-type solutions
(!) =   tanh(k0) for cosh-type solutions (5.1)
Both the sinh- and cosh-type solutions are then combined with either a sine- or a cosine-function for
the “azimuthal” part, yielding a total of 4 classes of solutions which belong to the symmetry point group
D2 (cf. Sec. 3.3.3 and Sec. 3.4):
sinh cosh
(low frequency) (high frequency)
sin
class I
excitation from both directions
(retardation needed)
class II
excitation along dimer axis
cos
class III
excitation perpendicular to
dimer axis
class IV
“dark mode”
The graphical solutions for Eq. (5.1) are displayed again in Fig. 5.10. They can now be compared to the
numerical simulations. The total field region of the mesh which was employed for all the calculations
is displayed in Fig. 5.11. The scatterer is meshed with a very high resolution so that high order surface
plasmons can be resolved.
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Figure 5.10: Graphical solution for the frequencies of the modes of a cylindrical dimer within
electrostatic theory, as given by Eq. (5.1).
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Figure 5.11: The total field region containing the dimer scatterer of the mesh which was employed
for the bowtie calculations. The maximal edge length within the scatterer is 0.8 nm. The scattered
field region (not shown) extends to 250 nm in every direction and beyond that, there are 100 nm
of PMLs in every direction (not shown).
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In Fig. 5.12 I present the scattering spectra which were obtained by means of the DGTD method,
along with the analytically obtained electrostatic solutions from Fig. 5.10. As expected from the un-
derlying symmetries (Sec 3.4), the spectrum for the illumination with k perpendicular to the dimer axis
(incidence from the top in Fig. 5.11) features only modes below the plasmon frequency, i.e. of class III
and class I – the latter because the structure is large enough not to be too far in the electrostatic limit.
For incidence with k along the dimer axis (incidence from the left in Fig. 5.11) the spectrum exhibits
resonances above and below !sp. The frequencies calculated by electrostatic theory do not quite match
the frequencies at which the resonances are actually found. This is also because the structure is too
large to be accurately described within electrostatics. However, for the lowest order modes k = 1; 2
the peaks are well-separated from all other peaks and can be clearly identified. They exhibit in fact the
expected symmetries which can be seen by inspecting the field images. The degeneracy, for instance of
the k = 1 modes of class I and III, which was found in electrostatic theory, is lifted in the numerical
simulation, making it possible to access the field images of both of these modes.
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Figure 5.12: Scattering and absorption spectra for a cylindrical dimer under illumination perpen-
dicular to the dimer axis (Ia) and Ib)) and under illumination along the dimer axis (IIa) and IIb)).
The vertical lines indicate the frequencies of the modes from Fig. 5.10 and the plasmon frequency.
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In Fig. 5.13 the same spectra as in Fig. 5.12 are displayed again, but this time they are compared
to the spectral location of the quasinormal modes in the complex frequency plane (cf. Appendix A).
The peaks in the scattering and absorption spectra are found at frequencies at which resonances are
expected from the quasinormal mode calculations. Modes with a high Q-factor (small imaginary part in
the quasinormal mode calculation) provide sharper spectral peaks in the scattering calculations. Both
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Figure 5.13: Scattering and absorption spectra as in Fig. 5.12 and the spectral location of the
quasinormal modes of the cylindrical dimer. The vertical black lines serve as guides to the eye and
show that the two numerical schemes are in good agreement.
methods agree well for the lower order modes. For higher orders, the quasinormal mode calculations
which employ regular cylindrical coordinates fail to resolve the modes. From the quasinormal mode
calculation it becomes once again apparent that the sine-cosine degeneracy is lifted: The clearest ex-
ample is again the low-frequency k=1 mode which is found just above 0:5!p. Here, two quasinormal
modes are found, one at a slightly lower frequency with a large imaginary (low Q-factor) part and one
at a higher frequency with a very small imaginary part (high Q-factor). The low-Q mode dominates
the scattering spectrum under perpendicular incidence in Fig. 5.13 Ia) and the high-Q mode is found
in the scattering spectrum for incidence along the dimer axis Fig. 5.13 IIa). Additionally, the high-Q
mode is also present in the absorption-spectrum for perpendicular incidence, i.e., it is excited from both
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Figure 5.14: Field images for the k = 1 modes, incidence orthogonal to the dimer axis. a) At
0:520!p a pure mode of class III is excited. b) At 0:533!p a mode of class I is expected, but due
to the low Q-factor of the mode at 0:520!p, there is a significant overlap between both modes. The
real part resembles in this case the class III mode and the imaginary part the class I mode.
directions. From the analytical considerations made earlier it was found that the high-Q mode must be
of class I and the low-Q mode of class III. This is also confirmed by the field images in Figs. 5.14 and
5.15 a). Furthermore, from Fig. 5.13 IIb) it can be deduced that the high-frequency modes of class
II which are excited for incidence along the dimer axis have a lower Q-factor and a lower frequency
than the dark modes which are not excited. The field images for the high-frequency class II-mode are
displayed in Fig. 5.15 b).
110
5.2 Cylindrical Dimer
Re(Ex)
−5
0
5
·103
Im(Ex)
−5
0
5
·103
Re(Ey)
−4
−2
0
2
4
·103
Im(Ey)
−5
0
5
·103
[a.u.][a.u.]
[a.u.][a.u.]
Re(Ex)
−1
0
1
·103
Im(Ex)
−2
0
2
·103
Re(Ey)
−2
0
2
·103
Im(Ey)
−2
0
2
·103
[a.u.][a.u.]
[a.u.][a.u.]
a)
b)
0.
53
3
ω
p
0.
83
1
ω
p
Figure 5.15: Field Images for the k = 1 modes, incidence along the dimer axis. a) A pure class
I mode is found at 0:533!p since modes of class III are forbidden. b) A pure mode of class II is
excited at 0:831!p. It is only allowed under this angle of incidence.
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5.2.2 Nonlocal Case
In the simple case of the cylinder, the frequencies of the modes are increasingly blue-shifted with
increasing k, when nonlocality is introduced (Sec. 3.2). In the case of a dimer where the modes with
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Figure 5.16: a) Scattering and b) absorption spectra of a cylindrical dimer, for incidence perpen-
dicular to the dimer axis (I) and along the dimer axis (II). Calculations were done for a local and
a nonlocal material model. For better visibility, the nonlocal spectra are plotted upside down. The
nonlocal spectra are blueshifted.
lowest k are found at both ends of the spectrum it is likely that the same kind of behavior is observed. In
Fig. 5.16 the effect of nonlocality on the scattering and absorption spectra for both angles of incidence
is shown. Once again, a blueshift is observed. The following table displays the shifts for the lowest
orders k = 1; 2; 3, where possible. Since only numerically calculated spectra are available, only the
peak positions of the first two or three k can be extracted, due to the overlap of the spectral peaks:
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class I k = 1 blueshift: 0:0096!p
k = 2 blueshift: 0:0143!p
k = 2 blueshift: 0:0155!p
class II k = 1 blueshift: 0:0072!p
k = 2 blueshift: 0:0178!p
class III k = 1 blueshift: 0:0100!p
k = 2 blueshift: 0:0148!p
k = 3 blueshift: 0:0148!p
Once again the tendency is that the shift increases as k is increased, The information available here
is not enough to make a statement on whether this shift grows once again linearly with increasing k.
From the table, the shift rather seems to saturate. The shift does however have a significant influence on
the spectra in the case where the light pulse impinges in the direction of the dimer axis (Fig. 5.16 II):
A number of ripples appear just above the plasmon frequency !sp and extend approximately to the
frequency where the class II, k = 2 would be expected. In the local case, I already showed that for this
system all modes of higher orders (k & 4) are found very close to the plasmon frequency !sp, so clearly
the ripples are an effect of blueshifted higher order modes. From the information available here, it is
however not clear whether the modes of class II or the modes of class III or a combination of both are
responsible for this significant change in the spectrum. Given that in the case of orthogonal incidence
(Fig. 5.16 I), where modes of class I and III are available, no such effect is observed, it might be due
to the class II modes. In any case, this presents a severe qualitative change in the spectrum when going
from a local to a nonlocal description. Possibly the presence or absence of these modes, slightly above
the plasmon frequency, and the strong absorption that comes with it could be a promising feature to
determine the validity of the nonlocal hydrodynamic model in an experiment.
It is also noteworthy that the field distributions in the nonlocal case for a “pure” mode, such as
one of the k = 1-mode, are only very slightly modified when comparing them to the local spectra.
Quantitatively, a reduction in field strength is observed, but qualitatively they still resemble the field
images from the local case or the analytical electrostatics. This means that in the nonlocal case, the
findings from electrostatics can still straightforwardly serve to identify and categorize the modes. The
field images were also consulted to identify the shifted modes in the table above.
As a final important remark regarding the effects of nonlocality, I would like to point out that the
effects described above cannot be captured by determining a so-called centroid of charge [135]. The idea
behind this very simplified model is that spectral shifts could be introduced by determining an effective
particle size (depending on the material parameters) and performing local calculations employing this
newly calculated size. While it is possible to move around the resonances of for instance a dimer
structure by manipulating the size of the particles and their separation, this approach fails to correctly
represent any of the effects discussed here: As I have pointed out in Sec. 3.2.2, for a very small single
cylinder the local model becomes increasingly independent of particle size (electrostatic limit). This is
however precisely the regime where nonlocal effects are strongest, so attempting to achieve this shift
by reducing the size of the particle must fail. But not only are the resonances shifted more than could
be accounted for by a simple modification of the particle size, they are also shifted into a region which
is entirely forbidden for surface plasmons in a single cylinder, namely into the regime between !sp and
!p. The third aspect is the relative spectral position of the different resonances which is fundamentally
different in a nonlocal model as I have also shown. It was shown by Toscano et al. [45] that for some
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setups the (size-dependent) blue-shift of the dipole resonance which is observed when employing hard
wall boundary conditions is in fact turned into a (size-dependent) red shift when assuming the more
physical situation of electron spill-out. To my knowledge, the influence of the boundary conditions on
the higher order modes has not yet been investigated and it would be insightful to investigate which
kind of shift is experienced by the quadrupole resonance. It should be clear from the discussions in this
chapter that if a “centroid of charge”-approach, i.e. size modification, should be successful to correct
the shift of the dipole resonance, the nonlocal model would still have to be employed, rather than the
local model, in order to account for the positions of the higher order modes.
Nonlocal Cylindrical Dimer in the Electrostatic Limit
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Figure 5.17: Local and nonlocal scattering and absorption spectra. I) Incidence perpendicular to
the dimer axis. II) Incidence along the dimer axis.
In the previous considerations regarding a cylindrical dimer with 10 nm radius, the electrostatic theory
provided valuable insight, but the frequencies of the modes which were calculated analytically could
only serve to identify the mode number, but were not a good estimate of the actual frequency (Fig. 5.12).
I pointed out that 10 nm are too large to be actually considered an electrostatic limit in the sense that
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the spectral positions of the modes are not correctly represented by the electrostatic approach presented
above. In Fig. 5.17 the spectra for a much smaller dimer of 2 nm radius and 1 nm separation are
displayed, both for the local and for the nonlocal material model. I already showed that in the case
of the single cylinder particles of 2 nm radius are well described by electrostatics. The analytically
calculated frequencies of the modes are now clearly a much better fit (Fig. 5.17). It is also noteworthy
that for incidence along the dimer axis (Fig. 5.17 II)) there are now only strong peaks above the plasmon
frequency, meaning that the modes of class I for which retardation is necessary, are heavily suppressed
in this limit (cf. Sec. 3.4 for the group-theoretical interpretation of this effect). As discussed, while the
electrostatic approach becomes more accurate, the nonlocality grows stronger in such small structures,
as the length scale on which the plasma waves are damped away becomes comparable to the particle
dimensions. In Figs. 5.17 I), a significant blueshift of the peaks to frequencies well beyond the plasmon
frequency can be observed. More interestingly, in Figs. 5.17 II) for modes of class II, where higher
order modes lie at lower frequencies in the local case, it can be seen that for such strong nonlocality as
in the present case, the spectra are actually reversed, as the blueshift increases with the mode number.
This can be seen even better in the logarithmic representation in Fig. 5.18 b). One can also see a strongly
suppressed mode of class I below the plasmon frequency and very pronounced bulk plasmons above the
plasma frequency. As above for the large dimer, I will extract the shift, depending on the mode number,
for the three available classes of modes:
class I k = 1 blueshift: 0:0432!p
class II k = 1 blueshift: 0:0055!p
k = 2 blueshift: 0:0769!p
k = 3 blueshift: 0:1062!p
k = 4 blueshift: 0:1400!p
k = 5 blueshift: 0:1770!p
class III k = 1 blueshift: 0:0435!p
k = 2 blueshift: 0:0671!p
k = 3 blueshift: 0:1003!p
k = 4 blueshift: 0:1368!p
k = 5 blueshift: 0:1758!p
As before, in the case of the cylinder in Chap. 3, the shift !(k) can be fitted by a quadratic function.
For class III this yields
! = 0:0024k2 + 0:019k + 0:021 (5.2)
and for class II
! = 0:0019k2 + 0:024k + 0:051: (5.3)
For the second fit, shift of k = 1 has been neglected since it represents an inexplicable outlier. The fits
for both classes of modes are comparable, and the linear contribution exceeds the quadratic contribution
by an order of magnitude in both cases.
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Figure 5.18: Local and nonlocal absorption spectra (logarithmic plot). a) Incidence perpendicular
to the dimer axis. b) Incidence along the dimer axis.
5.2.3 Nonlinear Scattering
In Fig.5.19 the nonlinear scattering spectra for the large dimer of radius 10 nm are presented, for both
angles of incidence.
The group theoretical considerations from Sec. 3.4 suggest that for each angle of incidence, two
classes of modes are excited by SHG: Precisely the ones that are not excited linearly. Thus if the modes
of class I and III were excited linearly, the SHG signal must pertain to modes II and IV, etc. And, in
fact, for both angles, a strong signal is found near the high-frequency k = 1 line. It is at a slightly
higher frequency than the k = 1 peak from the class II mode which was excited in the linear case.
From the quasinormal mode calculations in Fig. 5.13 it can be seen that the high-frequency k = 1-
modes of class II and IV are no longer degenerate when going beyond electrostatics and it could be seen
that the dark class IV mode does indeed possess a higher energy than the class II mode. This already
suggests that the mode which is excited via SHG is the previously dark class IV mode. Note that in
Sec. 5.1.3 I demonstrated that intensity-dependent shifts due to nonlocal effects of higher order can be
neglected. Therefore it is justified to compare the peaks in the nonlinear spectrum to the frequencies of
the modes calculated employing a linear theory. The field images in Fig. 5.20 confirm this. Thus the
group theoretical approach once again predicts the behavior correctly.
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Figure 5.19: Nonlinear scattering for a) perpendicular incidence and b) incidence along the dimer
axis. Several calculations with sharp pulses were performed to scan a broad frequency range. The
positions of the resonances from electrostatic theory are displayed by vertical lines.
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Figure 5.20: Field distributions at the highest frequency sec-
ond harmonic signal. a) Perpendicular incidence b) Incidence
along the dimer axis. Both times the dark mode of class IV is
excited.
It is striking that while for perpen-
dicular incidence the highest peak is
found at the high frequency k = 1-
line while for incidence along the axis,
the strongest peak is found in the mid-
dle. A closer look reveals why this is
the case: For perpendicular incidence
(5.19 a)), there is also a noticeable
SHG-signal just to the left of the very
strong peak. It corresponds to the fre-
quency of the class II k = 1 mode
which is dark for this angle of inci-
dence. At the same time there are no
modes at all below the plasmon fre-
quency in the SHG spectrum. For the
other angle of incidence (5.19 b)), the
k = 1 mode of class IV is very iso-
lated. The modes of class II are not
available for SHG in this case because
they are not dark. However, modes are
found below the plasmon frequency.
They are rather weak, but a zoom in
on the low-frequency k = 1 line re-
veals that a signal is in fact present (cf.
Fig. 5.21). The field image confirms
that this mode is of class III which is
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dark for this angle of incidence. The very high peak near !sp in 5.19 b) can be explained by the avail-
ability of many dark modes (from class III below and class IV above the plasmon frequency) in the
vicinity of !sp.
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Figure 5.21: a) Zoom on the low-frequency peak of the SHG spectrum of the dimer and illumi-
nation along the dimer axis. b) Field distribution at the highest peak of the spectrum. The scale
has been reduced by a factor two for better visibility. The mode is class III, k = 1. A comparably
strong field is found at the boundary of the particle.
The field images of the class III mode in Fig. 5.21 b) still have to be discussed. Compared to the
field images for the high frequency modes the signal is now much weaker. One notices strong fields at
the very edge of the particle. The fields there are actually off the scale of the colorbar which has been
reduces by a factor two. Therefore, these fields at the edges exceed those fields constituting the mode
by a factor of 2 or more. The mode is only well visible in the imaginary part. The strong fields near
the edge are visible in all four pictures. Nevertheless, the mode-profile that is then produced is that of a
regular mode which lives inside and outside the geometry. As in all other cases, the field profile looks
just like a linearly produced mode. Whether the fields near the surface are a physical effect that hint at
a larger SHG contribution coming from electron density fluctuations near the surface, or whether this
is a numerical artefact which is visible in this case due to the smallness of the SHG signal cannot be
clarified with the information at hand.
5.2.4 Electron Density Fluctuations for the Dimer Modes
By now I have identified all possible modes in the dimer system and shown a way to excite them. In
the process, I displayed the corresponding field images which were sufficient for the discussions. I now
present the electron density fluctuations which correspond to the modes. Not only for completeness’
sake, but also because they allow for some physical arguments which explain where the hybridization
comes from and how the degeneracy of the sine- and cosine-modes is lifted when going beyond the
electrostatic limit.
In Fig. 5.22 the density fluctuations are displayed for the four k = 1 modes. With this, it is possible to
draw a revised version of the schematic from the introductory chapter, Fig. 1.4. In order to do so, each
of the two cylinders making up the dimer is seen as a single dipole, rather than considering the whole
system as a dipole. This leads to the schematic presented in Fig. 5.23. Now, in addition to the modes
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Figure 5.22: Fourier transform of the electron density fluctuations for the four k = 1 modes,
calculated with the DGTD method. The fluctuations are plotted along the lines across the gap in
the left of each subfigure, in the corresponding color. a) Class I b) Class II c) Class III d) Class
IV. They exhibit the same symmetries as the electrostatic potentials from Fig. 3.15.
II and III, for which the whole system could essentially be viewed as one dipole (and illustrated by a
single arrow), there are two additional configurations which are beyond what I earlier called the “fully
electrostatic case”, i.e. what could be excited by an electric field in a capacitor. It can be seen that the low
energy modes I and III are attracting dipoles and therefore energetically favorable. The configurations
II and IV are repulsing dipoles, and therefore found at high energies. This picture intuitively describes
the hybridization and completes the irreducible representation of the point-group of the dimer which
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Figure 5.23: Schematic of the charge movement in a dimer, corresponding to the four classes of
modes. a) Class I b) Class II c) Class III d) Class IV. This figure is an extension of Fig. 1.4 and, in
addition to the fully electrostatic modes II and III includes the remaining two configurations which
complete the point group of the dimer.
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was incomplete in Fig. 1.4. The symmetries of the density fluctuations are again those of the potentials
from Fig. 3.15 (cf. Sec. 3.4).
From the spectra and the quasinormal mode calculations (Fig. 5.13) it can also be seen that the newly
added configurations I and IV lie at slightly higher energies than their counterparts with similar energies
and possess a higher Q-factor. The reason for this lies in the fact that they are not simple dipoles and
therefore do not radiate as strongly, i.e., the energy does not dissipate as quickly. Furthermore, also as
a consequence of going beyond the fully static limit, the actual length of the dipole becomes important
(in the electrostatic limit all length scales vanish), which is the reason why mode III, which is a very
long dipole and thus radiates strongly, must have a lower Q-factor than mode II (cf. Fig. 5.13).
5.2.5 Field Enhancement in a Dimer for a Local and a Nonlocal Material
In the previous sections of this Chapter, in the context of the integrated quantities, i.e. scattering and
absorption, I have already taken a look at the field distributions for a given frequency, in order to
characterize the modes by comparing them to the analytically calculated field distribution. As discussed
in the Introduction (Sec. 1.3), physicists are often interested in the field distribution, since hotspots
featuring extremely high field values serve to enhance the Raman signal of a probe that is placed near
such a hotspot . Then, the physical quantity which is of importance here is the absolute value of the
electric field (the field intensity), normalized to the incoming field, or, as described in detail in Sec.1.3,
the SERS-Factor
MSERS =
 
jEsj
jE0j
!4
: (5.4)
This section is dedicated to an investigation of the field enhancement from obtained for a dimer struc-
ture. To study field enhancement, the field distributions are analyzed and the influence of nonlocality is
investigated. It was often pointed out that a nonlocal description will lead to a reduced field enhance-
ment in gap structures [46, 136, 137]. For a local description, singular behavior occurs in the limit
of particles touching at a single point [138]. This unphysical behavior is remedied in the nonlocal de-
scription, which allows for varying charges within the particle, resulting in a “smearing” of the charge
distribution [136].
In Sec. 3.2.3 I have demonstrated that the spectra also show a noticeable reduction when going from
a local to a nonlocal description, so a reduction of field enhancement is not surprising at this point.
However, the preceding studies showed that cylindrical dimers feature a multitude of different modes,
all of them with different field distributions. Clearly, the field enhancement must be reduced at the
hotspot (where the particles are touching) due to the smearing effect, but in view of the complicated
field distributions in a dimer system and the significant alteration of the spectra when going to a nonlocal
description, a more thorough investigation is needed, both space- and frequency-resolved.
I will start out with a frequency-resolved analysis of the field enhancement at two important space
points in the gap, namely at the center point between the two cylinders and at a point on the surface of
one of the cylinders, lying on the dimer axis. For many modes the strongest field enhancement is found
in the gap, so I will start out by investigating this region. I distinguish between the two points in order
to show that the exact position can make a big difference. Also, in SERS molecules are adsorbed at
the surface of the particles, rather than floating in the space between them. Fig. 5.24 shows the SERS
120
5.2 Cylindrical Dimer
factors at these two points, for the two different angles of incidence investigated before, for a local
and a nonlocal material model. In the following investigations, I mark the value of 106 as the critical
value above which single molecule detection is possible. The first and most obvious thing to see from
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Figure 5.24: This figure displays the field enhancement over frequency measured at two different
points in space, for two different angles of incidence, for both the local and the nonlocal material
model. I) Incidence perpendicular to the dimer axis. II) Incidence along he dimer axis. a) Center
point. b) Point on the surface of a cylinder, on the dimer axis. the horizontal black line marks the
value 106.
Fig. 5.24 is that field enhancement occurs in those frequency-regions where modes are excited: For
perpendicular incidence (Fig. 5.24 Ia)), predominantly modes of class III which lie below the plasmon
frequency are excited. This is also the frequency range of strongest field enhancement. For a local
model the enhancement drops sharply as the plasmon frequency is reached. For a nonlocal material, the
peaks are blueshifted and slightly reduced in magnitude. The drop at !sp is significantly less abrupt,
due to the presence of a multitude of blue-shifted higher order modes just above !sp. A similar behavior
is observed in Fig. 5.24 Ib): strong field enhancement is found at the positions of the local or nonlocal
modes respectively. However, the common assumption that the field enhancement is always reduced in
a nonlocal model does not hold at this spacepoint. The local spectrum shows weak field enhancement
at low frequencies and for every higher mode the enhancement becomes stronger until it drops sharply
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Figure 5.25: SERS-active area of a dimer, perpendicular incidence, at
the frequencies indicated by the vertical lines in the spectra. Only those
regions where the SERS-factor exceeds 106 are color-coded.
at !sp. For the nonlo-
cal model, this is not the
case. Rather, the field en-
hancement is approximately
the same for all the modes
lying below the plasmon
frequency, i.e. for the
high modes near !sp the
field enhancement is still re-
duced compared to the lo-
cal model, but for the lowest
mode the field enhancement
is actually increased. In
Fig. 5.24 IIa), for incidence
along the dimer axis where
modes of class II are excited
which lie above the plas-
mon frequency, strong field
enhancement is found at
the plasmon frequency and
above in the local case. In
the nonlocal case, however,
the field enhancement in-
creases slowly starting at !sp
and only gradually reaches
the value of 106. This can
be explained by the shifting
of the modes in the nonlocal case: In the local case many modes coincide at !sp, all of these modes
together generate fields that are still strong enough to effect SERS-activity. Above that frequency, there
are modes of low order which have field distributions that are strong at the center point and also effect
SERS-activity. In the nonlocal case, the modes are blueshifted and above the plasmon frequency there
are numerous high order modes (which have field distributions that are not particularly strong in the
center, as I will show below, in Figs. 5.25 and 5.26). They are all at different frequencies and there-
fore do not add up to reach the SERS-active regime. Only as the very low order modes (which have
strong fields in the center) just below 0:8!p are reached, the configuration becomes SERS-active. In
Fig. 5.24 IIb), close to the surface, the behavior is similar to the behavior in Fig. 5.24 IIa), however,
some SERS-activity is found below the plasmon frequency where modes of class I are excited. This
means that the field distributions associated with these modes are such that they provide large fields
at the boundary but virtually no field at all at the center point, as we know from Fig. 5.24 IIa) (see
also Figs. 5.25 and 5.26). The field enhancement of the class I modes is blueshifted and reduced in the
nonlocal case. A drop in field enhancement is found in the local case at !sp, where all the high order
modes lie. In the nonlocal case, this drop covers a much broader frequency range due to the shifting of
those modes.
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Figure 5.26: SERS-active area of a dimer, incidence along the dimer
axis, at the frequencies indicated by the vertical lines in the spectra. Only
those regions where the SERS-factor exceeds 106 are color-coded.
From the preceding dis-
cussion it has become clear,
that an investigation of the
field distributions is neces-
sary. Clearly, this cannot be
done for all frequencies, but
I have chosen a few select
frequencies which will pro-
vide sufficient insight. To
analyze the spatial depen-
dence, I plot the SERS factor
at a given frequency. To vi-
sualize the changes in SERS
activity when going from a
local to a nonlocal mate-
rial model, only those areas
where the SERS factor ex-
ceeds the value of 106 are
color-coded.
The regions where the
SERS factor is below that
value are kept in orange,
thus only the area that is
actually SERS-active is dis-
played. The position of the
two cylinders is indicated by
two white rings. First, I
take a look at the case of
incidence orthogonal to the
dimer axis. In Fig. 5.25 the
field distributions are dis-
played at two different fre-
quencies – the frequencies
are marked by vertical lines
in the spectra which are displayed in the top part of the figure. The first field distribution is for the
strong dipole peak. Sers-activity is only found in the gap between the two cylinders. The strongest
fields are very close to the cylinder surfaces. The maximum field enhancement drops by about a factor
of two when going from a local to a nonlocal model, but the SERS-active area remains unaltered and the
field distributions do not change. The second set of images, Fig. 5.25 Ib) and IIb) were recorded at the
peaks lying the farthest to the blue in the spectrum. Here, in the proximity of !sp the shifts due to non-
locality are the strongest. Correspondingly the influence of nonlocality is much more pronounced than
at the dipole frequency: the maximum field enhancement drops by almost two orders of magnitude, but
the structure remains SERS-active. In fact, the area where the SERS factor exceeds 106 is significantly
larger in the nonlocal case. While SERS-activity is only found where they cylinders are facing each
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other and only very close to the surfaces of the two cylinders in the local case, the SERS-active area
reaches in a ring-shape all the way around the two cylinders and protrudes further into the gap, giving
rise to SERS-activity in the center point in the nonlocal case. Assuming that the enhancement of 106 is
enough for the purposes of a given experiment, the nonlocality is actually beneficial: The exact position
of the molecule does not matter as much as in the local case. It can even be placed on the surface of one
of the cylinders, away from the gap and still be detected. Thus, the statement that field enhancement
drops in the presence of nonlocality remains true, but it is only half of the story. When going to the other
angle of incidence, in Fig. 5.26 for the lowest frequency dipole peak there is also almost no change in
field enhancement between the local and the nonlocal model (Fig. 5.26 Ia) and IIa)). This suggests that
not the absence of singularities in a nonlocal model, but rather the relative shift of modes is primarily
responsible for the reduced field enhancement. Due to the peculiar shape of the mode, there is virtually
no field in the center point – a feature which is shared by all modes of class III, which explains the
sudden drop at the plasmon frequency in Fig. 5.24 IIa). This is an important example for why it is
important to analyze the mode profile, rather than assuming that field enhancement must be strong in
the gap region. An analysis of the center point or even of the fields along a line connecting the two
cylinders is by no means enough to gain a thorough understanding of the field enhancement in dimer
structures. The same is true when moving to the middle of the spectrum, near !sp (Fig. 5.26 Ib) and
IIb)): In the nonlocal model the fields for this mode (as for the other modes in the vicinity which are not
shown) is concentrated in the gap. For the nonlocal model, this is the area where the strong shifts of the
modes occur, resulting in numerous ripples in the spectrum. It turns out that the field enhancement for
this frequency is less than one order of frequency below that of the local model at a similar frequency,
but the field distribution is such that SERS activity is actually only found on the outward facing parts
of the cylinder, sparing the gap altogether. The third set of images (Fig. 5.26 Ic) and IIc)) pertains
to the highest frequency peak, which is again a first order mode (of class II). The field shows a weak
dependence on nonlocality (a slight enlargement of the region of highest field enhancement and almost
no drop in magnitude), the distribution is comparable to that of the first order mode under the other
angle of incidence but it penetrates further into the particle.
In conclusion, the common notion that nonlocality will lead to reduced maximum field enhancement
for a given mode is certainly true, but the impact of nonlocality on the field distributions is very involved
and of course highly dependent on the structure in question so that a thorough space- and frequency-
resolved investigation is necessary for every new structure. The dimer is a perfect example for the
complicated nature of these effects and provided a lot of inside since its modes can be well understood.
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5.3 Double Resonant SHG from a V-Groove
Figure 5.27: Sketch of the V-groove geometry, designed by
Andreas Hille.
Another structure which I investigated
during my time as a doctoral student
was a so-called V-groove. It was de-
signed by Andreas Hille and some as-
pects of SHG from this structure have
already been discussed in a publica-
tion [M2]. This discussion however
still lacked the thorough mode analysis
which I am about to present. The V-
groove is a two-dimensional structure,
100 nm by 20 nm, with a V-shaped cut-
out on one side (Fig.5.27). The idea behind the design is to have a low frequency resonance pertaining
to the full length of the system (100 nm) and higher frequency resonances pertaining to the two shorter
pieces to the left and to the right of the groove. If the dimensions are chosen appropriately, one can find
a resonance at !0 so that there is also a resonance at 2!0. In this sense, the structure is geometrically
tuned to be double-resonant. Part of the mesh which was employed for the numerical simulations is
shown in Fig. 5.28.
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Figure 5.28: Part of the mesh used for the V-groove calculations. For better visibility, only one half
of the total field region is displayed. The maximal edge length within the scatterer is 0.65 nm. The
scattered field region (not shown) extends to 350 nm in x direction and 250 nm in y direction,
beyond that, there are 50 nm of PMLs in every direction (not shown).
As mentioned in Sec. 3.4, the V-groove has certain similarities to a dimer but features lower symmetry
because it cannot be mirrored upside down. Formally, the V-groove corresponds to the symmetry point-
group C2 (Sec 3.4). Due to the lower symmetry, there are only two different classes of modes. I recall
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Figure 5.29: Logarithmic plot of the linear spectra of the V-groove. I) incidence along the short
axis (from the top in Fig. 5.27), II) incidence along the long axis (from the left in Fig. 5.27). The
resonances indicated by vertical lines will be of importance in the discussion of SHG.
the findings from Sec. 3.4 for the excitation of modes in a V-groove structure: For incidence from the
top (Fig. 5.27), i.e. with the E-field polarized in x-direction and the k-vector pointing downward, only
one class of modes (class I) is excited. If the incidence is rotated by 90 degrees, both classes, class I and
II, are excited. For the second harmonic signals the situation is as follows: For incidence from above
(along the short axis) the nonlinearly excited modes are of class II, i.e. precisely those modes that were
not excited linearly. For angle from the left, along the long axis, where there are modes of class I and II
on a linear level, the SHG signal also features modes of both classes I and II.
The linear spectra are displayed in Fig. 5.29. Close inspection of the spectra reveals that for at every
frequency at which there is a resonance in Fig. 5.29 I), there is also a resonance in Fig. 5.29 II), but
the inverse does not hold. This backs the group theory which suggested that both classes of modes are
excited for incidence along the long axis, while only one class is excited for incidence along the short
axis. All peaks in the spectra in Fig. 5.29 I must pertain to class I. Three of the those peaks in question
are labeled by !1, !2 and !4.
On the other hand, the peaks in Fig. 5.29 II) could in principle be either from class I or from class
II. The peaks labeled by !1 , !2 and !4 are found at the same frequencies as !1, !2 and !4. Therefore,
they are either the same modes of class I which were excited by the other angle of incidence, or they
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are modes from class II which are found at the same frequency. Only for the peak labeled by !3 it is
obvious that it must belong to a class II mode, since there is no peak to be found at the same frequency
for the other angle of incidence. Below, an analysis of the SHG spectra makes it possible to determine
whether the starred peaks pertain to class I or class II.
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Figure 5.30: SHG from a double resonant V-groove. a) In-
cidence along the short axis. Strong double resonant behav-
ior is found as the linear signal coincides with !1. b) Inci-
dence along the long axis. Double-resonant enhancement is
not found as the !1 resonance on the linear level for this an-
gle of incidence is weak. Note that the linear signal is only
rastered across the !1 peak, from 0:25!p to 0:35!p to capture
double resonant behavior. This is not a full frequency scan.
The frequencies !2 = !2 , !3 = !3
and !4 = !4 are at approximately
twice the frequency of !1. Thus, send-
ing in a light pulse near !1, generat-
ing a second harmonic signal at those
peaks, will be a double-resonant exci-
tation.
For incidence from the top the linear
signal at !1 is very strong, which yields
a strong double-resonance, while for
the other angle of incidence the sig-
nal (!1) is extremely small and there-
fore the effect of double-resonance is
weak, if not negligible. This is shown
in Fig. 5.30. For incidence from the
top there is strong SHG enhancement,
yielding a signal which is approxi-
mately five orders of magnitude larger
than the signal for the other angle of in-
cidence. For the single cylinder, a res-
onance at the incoming frequency has
been shown to give rise to strong SHG
fields (Fig. 5.6) – over an order of mag-
nitude stronger than if the resonance is
at the SHG frequency. Here, a combi-
nation of both leads to significant en-
hancement. The SHG efficiency for
this type of excitation is actually com-
parable to the estimate for dielectrics
which was given in Eq. (2.52). If
the incoming field was increased to
1011V=m the SHG signal and the lin-
ear signal would be of the same order
of magnitude. Having taken note of the
strength of the SHG signal, the mode
analysis of the SHG signals still has to
be done. Two very pronounced peaks
are found in 5.30 a) at the frequencies
!2 = !

2 and !

3 . Above, I already pointed out that !

3 is with certainty a mode of class II, which is dark
for this angle of incidence. Therefore a SHG signal is expected. The fact that there is also a resonance at
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!2 = !

2 means that the !

2 peak comes from a class II mode which is degenerate in frequency with the
class I mode !2. The fact that there is no SHG signal at !4 on the other hand means that !4 is the same
class I mode as !4. The SHG signal for the other direction of incidence, Fig. 5.30 b) exhibits peaks at
all three frequencies !2 = !2 , !3 = !3 and !4 = !4 . This confirms once again the group-theoretical
prediction that modes from both symmetry classes are excited linearly and nonlinearly for this angle of
incidence, i.e. the mode !3 which is clearly of class II is excited linearly and nonlinearly and so is the
mode !4 which was identified as a class I mode. Obviously the mode !2 = !2 also delivers a signal
since it is a mixed signal of a class I and a class II signal at the same frequency.
5.4 Sum-Frequency Generation from a Bow-Tie Antenna
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Figure 5.31: The total field region containing the bowtie scatterer of the mesh which was employed
for the bowtie calculations. The maximal edge length within the scatterer is 1.3 nm. The scattered
field region (not shown) extends to 250 nm in every direction and beyond that, there are 100 nm
of PMLs in every direction (not shown).
In the preceding section, I showed that by double resonant tuning much larger SHG cross sections
can be achieved. It might however be the case that a strong higher harmonic signal is desired, yet it is
not possible to perform geometric tuning. This could be because one is limited to a certain structure,
or because it is technically not feasible to modify the structure correspondingly. One can then make
use of three-wave mixing in a broader sense: Instead of having an incoming signal at !0 and an second
harmonic signal at 2!0, one uses to incoming pulses at !0; !00, which results in three second order
signals:
!0; !00  ! 2!0; 2!00; !0 + !00: (5.5)
This type of three-wave mixing was investigated in a joint publication with Dan-Nha Huynh [M3]. To
conduct this study, we employed a bow-tie structure which I designed on the basis of the dimer. It
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consists of two triangles with rounded corners. The gap is 5 nm, the base of the triangles (y-direction)
is 25 nm and the height is 30 nm. The total field region of the mesh employed for the calculations
is displayed in Fig. 5.31. The material model is the same as before, but the bow-tie is embedded in a
background material with a constant bg of 2.25. This background medium shifts the plasmon frequency
to the red, away from interband transitions, via
(!) =  bg; (5.6)
! ! = 0:555!p: (5.7)
The slightly larger gap than in the case of the dimer makes this structure more experimentally realistic
and the shift due to the background medium bring the resonances into a regime where the use of a
simple Drude model without interband transitions is a better fit.
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Figure 5.32: Scattering and absorption spectra for the bowtie displayed in Fig. 5.31, employing a
nonlocal material model. I) Incidence from the top. II) Incidence from the side. For incidence
from the top, a strong scattering peak, labeled !1 is found. One of the incident pulses for the
wave-mixing calculations will be kept on this resonance.
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Figure 5.33: Sum-frequency generation from
a bow-tie. One of the incoming pulses is al-
ways on resonance with the dipole resonance
!1, the second incoming pulse is chosen so
that the sum-frequency is resonant with a) !3
b) !4 c) !3 .
Knowing the group theoretical selection rules which
were employed in the preceding Sections, the studies
from Ref. [M3] can now be repeated in a more rig-
orous fashion. The bow-tie also belongs to the dihe-
dral point group, thus there have to be four classes of
modes. However, they cannot be constructed as in the
case of the dimer since there is no corresponding con-
formal map to solve the electrostatic problem of such
a complicated structure. As in the case of the dimer, it
can be expected that one of these classes will remain
dark for all angles of incidence upon linear excitation.
Furthermore, as in the case of the dimer, the modes
which are excited linearly and nonlinearly for one spe-
cific angle of incidence can be expected to be mutually
exclusive.
The spectra of the bow-tie are displayed in Fig. 5.32.
They bear some similarities to the dimer spectra: The
spectra extend to both sides of the plasmon frequency
and just above the plasmon frequency, there is a mul-
titude of modes. At the position of the strong low-
frequency resonance !1 for incidence from the top,
there is no resonance for incidence from the side.
Previously, in the case of the V-groove, the incom-
ing pulse was on resonance with the lowest frequency
peak. Now, two pulses are injected, one from the top
and one from the bottom, one of which is chosen to co-
incide with the low frequency peak !1 and the second
one is chosen such that the mixing signal !0+!00 lies at
a desired frequency, for instance at a resonance !3 or
!3 . The results are presented in Fig. 5.33. This time,
because of the slightly lower resolution of the mesh,
the calculations were carried out with 4th-order poly-
nomials. In Fig. 5.33 a), the mixing signal coincides
with !3 which is a bright mode for this angle of inci-
dence. The signal is very weak, as expected, since if
there is a mode which is bright for linear excitation for
this angle of incidence, according to the selection rules
of the dihedral group, it must hence be dark for SHG.
The SHG signal at 2!1 is much stronger and shows
a distinct pattern of 4 peaks, which indicates that there
are a number of dark modes in the vicinity of 2!1 (pos-
sibly the ripples in the vicinity of 0:6!p in Fig. 5.32 II).
Another interesting observation can be made from Fig. 5.33 b) where the mixing signal coincides with
!4: The pattern at 2!1 persists as it should, but at !3 there is no mixing signal. Rather, a very strong
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signal (5  10 8), which is of the order of magnitude of the double-resonant signals for the V-groove
in Sec. 5.3) is found slightly to the blue from !4 which confirms the existence of a dark mode and thus
a class of modes that is excited within neither of the spectra in Fig. 5.32. This is also confirmed by
Fig. 5.33 c). Here, the mixing signal coincides with the dark mode !3 and a signal is in fact produced
at !3 , but the much stronger dark mode which tweaked the spectrum in Fig. 5.33 b) overshadows the
signal at !3 . The signal at !3 manifests itself merely as a shoulder to the stronger signal slightly to the
red. Thus, for a bow-tie there are dark modes which are not excited by a Gaussian pulse for either of the
directions of incidence, as it was the case for the class IV modes of the dimer. For both the bow-tie and
the dimer these modes show the strongest second harmonic signal. In the wave-mixing setup presented
here, where one of the incoming pulses coincides with the dipole resonance, the signal is two orders of
magnitude stronger than in the case of the dimer where the linear signal was off-resonant.
In this study, I only investigated pulses incident from opposite directions which means they excited
the same kinds of modes. In the previous sections I demonstrated that the types of modes which are
excited nonlinearly depend on the symmetries of the modes at the linear level and thus on the incoming
pulses. Rotating one of the incoming pulses by 90 degrees in a wave-mixing setup would mean that the
two pulses excite different kinds of modes on the linear level and the mixing-signal would possibly no
longer have any symmetry constraints in terms of which modes could be excited. A careful study of
the selection rules for incoming pulses with different symmetry, as well as an investigation of “triple
resonant” structures which feature resonances for both incoming pulses and for the mixing signal are
certainly interesting configurations for future investigations.
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5.5 Three-Dimensional Structures
The DGTD method is of course in principle not limited to two-dimensional structures. Also, an an-
alytical solution just like the one for a cylinder, presented in Chap. 3 exists and can be found in
Ref. [75]. However, a three-dimensional calculation is computationally much more demanding than
a two-dimensional calculation and for extensive frequency scans, such systems are not feasible with the
code at hand on computers existing today. As a proof of principle, I would still like to present a 3d
calculation here. Fig. 5.34 displays the extinction spectrum for a 10 nm sphere, using the same nonlocal
material model as above, once as calculated by means of the formula given by Ruppin in Ref. [75] and
once calculated by the DGTD method. The mesh that was used featured a maximum element edge
length of 2.6 nm inside the sphere. relative error between these two calculations at the dipole peak is
around 10 %.
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Figure 5.34: Extinction spectrum for a sphere with radius 10 nm, calculated analytically and nu-
merically for a nonlocal material. a) near the plasmon frequency and b) near the plasma frequency.
The positions of the peaks coincide well, however the height differs. For the analytical simulation,
a hexapolar peak is visible which is almost completely missing in the numerical result. The posi-
tions of the first few bulk plasmon resonances also given correctly by the numerical simulation, but
higher orders are not well resolved.
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6 CHAPTER 6SUMMARY AND CONCLUSIONS
Summary
In this thesis, I presented studies of different types of plasmonic nanoparticles, both analytical and
numerical. The main focus was to study the influence of nonlocality and nonlinearity as contained
within the hydrodynamic model.
A careful introduction of how bulk and surface plasmon polaritons are described within the material
models used, namely the Drude model and the hydrodynamic Drude model, was provided in Chap. 2.
The derivations of these models are important both in order to gain a deeper understanding of the
origin of the effects contained within the models, but also in order to understand their capabilities and
limitations. I pointed out an ambiguity in the definition of the hydrodynamic pressure, and presented
possible extensions of the hydrodynamic model. I also commented on the similarities and differences
between the hydrodynamic model and density functional theory.
The full hydrodynamic model cannot be treated analytically. Only for the linearized hydrodynamic
model – which features nonlocality but no higher harmonic generation – analytical solutions exist for
simple structures such as a cylindrical nanowire. The solutions for a cylindrical nanowire, both em-
ploying Mie theory and in the electrostatic approximation, were presented in Chap. 3. I studied the
asymptotic behavior of spectral shifts that are induced by nonlocality and investigated the validity of the
electrostatic limit, including nonlocality. This provided important insight which can be used to interpret
numerically obtained results for structures that are no longer fully analytically treatable. One struc-
ture which cannot be treated analytically using the hydrodynamic model is the ubiquitous cylindrical
nanowire dimer. However, this system can be studied analytically in the electrostatic limit, employing
a local material model. I performed such an analysis and classified the modes which pertain to such a
dimer system. This was then also used for the interpretation of the numerical findings. A further ana-
lytical study, based on group theory was also performed. By interpreting the hydrodynamic equations
and Maxwell’s equations in terms of the symmetry point group imposed on the equations by the particle
geometry, connections can be made between the symmetries of the incident pulse and the modes which
133
6 Summary and Conclusions
are excited, both by linear and nonlinear processes. This allows for important predictions for SHG.
In Chap. 4, I introduced the DGTD method, which I showed to be an adequate scheme for studying
plasmonic particles, employing the hydrodynamic model. The analytical studies from Chap. 3 were
used as reference solutions for the numerical method. I demonstrated the importance of extensive
convergence studies. While they did not exhibit the same convergence rate as studies conducted for
rectangular systems, the showed satisfactory convergence behavior. I showed that these studies have
to be repeated for each new geometry, since every setup will have its own very specific requirements
regarding spatial resolution. The error on the nonlinear level was found to be larger than on the linear
level when employing the same mesh and polynomial order. While the discretization in the vicinity
of the surface was important to achieve good results, the bulk also had to be well-resolved in order to
achieve sufficient accuracy.
An extensive numerical study of different systems was then presented in Chap. 5. Starting out with
the single cylinder, I presented scattering calculations, showed electric field distributions and density
fluctuations and studied second harmonic generation (SHG). The selection rules for second harmonic
generation which I presented in Sec. 3.4 were confirmed. Similar considerations as for the cylinder
were then carried out for the cylindrical dimer. Nonlocality was investigated first, making use of the
analytical findings from Chap. 3 and comparing to numerical simulations employing a quasinormal
mode solver (App. A). Despite the lack of an analytical reference solution for nonlocal or nonlinear
materials, the previous analysis of the modes of a dimer made it possible to interpret all of the features
of the linear and the nonlinear spectra. The linear modes of the dimer were then analyzed under the
aspect of field enhancement which important for surface enhanced Raman spectroscopy (SERS). The
mode analysis and selection rules were once again helpful tools, as the field distributions of the different
modes were found to differ strongly. This way, configurations for specifically high field enhancement
were determined and the influence of nonlocality on the enhancement was studied. I then investigated
more complicated structures such as a v-groove and a bowtie. Both structures turn out to be related to
the cylindrical dimer: the v-groove belongs to a lower symmetry group which is subgroup of that of
the dimer and can thus be studied in the same manner. For both structures double-resonant three-wave
mixing was investigated (having a resonance at both the incoming frequency and the SHG frequency),
which was found to have a strong impact on the SHG efficiency.
Conclusions and Outlook
In my studies of plasmonic nanoparticles, I have shown the importance of understanding the modes
of a nanoparticle in order to predict their excitation and explain and understand the spectra and field
distributions. The field distribution of every mode is thereby imposed by the geometry and the mode
selection is given by its excitation (symmetry of the exciting field, linear or nonlinear process). The
frequency associated with the mode on the other hand is introduced by the material model. This means
that alterations in field enhancement due to nonlocality are primarily due to the fact that the frequencies
of the modes are shifted with respect to each other. Corrections due to a different treatment of the
surface and the absence of singularities in the hydrodynamic model were found to only have a small
effect. While analytical possibilities, especially to treat nonlocal or nonlinear materials for complicated
structures, are limited, I have demonstrated that a careful analysis of the modes in the electrostatic
limit – which can be done for a dimer – is sufficient to gain a good understanding of the modes. In
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conjunction with the analytical understanding of nonlocality gained in the context of a single cylinder
(for which the electrostatic limit was investigated as well) and a numerical analysis which allowed
for a comparison of the local and the nonlocal material model, even the nonlocal spectra could be
understood. The group theoretical approach (Sec. 3.4) make it possible to predict the excitation of
modes for linear and nonlinear processes and represents one of the key findings of my work. The
approach turned out to be useful even for more complicated structures where the electrostatic modes are
not available: For structures of lower symmetry than the dimer, such as the V-groove, the selection rules
are contained within those of the dimer and allow for a full explanation of the numerically obtained
linear and nonlinear spectra. Furthermore, the procedure presented in this thesis provides a guideline on
how to treat different structures with other symmetries. The scheme can be repeated for different point
groups, describing for instance multimers of more than two symmetrically arranged cylinders (which
are then represented by non-abelian groups) and it can be extended to third or even higher harmonics.
The DGTD method was found to be capable of treating complicated nanostructures. The method can
therefore be useful both to support theoretical efforts, as in the case of dimers which are analytically
treatable to some extent, and for experimental design or interpretation purposes. Structures of realistic
sizes can be handled in 2d while for 3d structures additional effort must be put into the development of
more potent codes. An inclusion of curved elements would give access to more complicated structures
and better convergence rates.
From the numerical investigations, it became apparent that for particles sizes of some ten nanometers,
which are experimentally feasible, nonlocality starts to become important and hence a nonlocal hydro-
dynamic model (or an extension thereof) must be used. The nonlocality resulted in shifts of the modes,
the shift being stronger for higher order modes, thus spectra and field enhancement were significantly
altered.
In numerical simulations of SHG, all previously mentioned selection rules were confirmed. The
simulations however also provided a quantitative prediction for the mode excitation, both for linear and
nonlinear processes. Double resonance was found to yield strong enhancement of the second harmonic
signal. The symmetries can be exploited further to achieve even stronger enhancement. An analysis of
the sum-frequency signal of incoming pulses which are orthogonal to each other could yield double-
resonant enhancement without the symmetry constraint.
I mentioned possible extensions of the numerical method which have been shown to lead to better
agreement with experimental results. Those include soft boundaries which become important for very
small particles and small gaps, the inclusion of interband transitions to accurately treat frequencies near
the plasma frequency, and the generalized non-local optical response theory which has been found to
deliver qualitatively better results for gap-structures.
The results from the numerical investigations presented here were obtained with a rather generic
model and excluding interband transitions and cannot be expected to be quantitatively accurate. How-
ever, for silver the frequency regime of the surface plasmon resonances is in fact well described by a
Drude model. In order to obtain results which are in quantitative agreement with an experiment, a fit to
the parameters obtained for the exact sample under consideration has to be performed. Yet, I was able
to show a number of qualitative features which can be verified experimentally and which will remain
valid regardless of the parameters used.
The dimer system with its four distinct classes of modes is an ideal test system. The field distributions
of the different modes pertaining to a dimer system as a property of the geometry persist regardless of
the material model. Since all the modes of the system are known, by performing a frequency- and
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space-resolved scan of field intensities, a mode analysis which goes beyond scattering or absorption
spectra can be performed. The frequencies at which the modes are found (and, very notably, whether
they overlap or are shifted apart) differ for the local and the nonlocal material model. Such a scan can
therefore provide information about the validity of the models. Electron energy loss spectroscopy could
yield sufficiently good spatial resolution and frequency resolution in the desired frequency range [139].
Furthermore, the SHG selection rules for the dimer system can be tested experimentally.
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A APPENDIX AQUASINORMAL MODE CALCULATIONS
Plasmonic nanoparticles act as resonators which support electromagnetic modes with standing wave
patterns, according to their symmetry. Since the electromagnetic energy in real systems is known to
dissipate from the nanoparticles, either by radiation or by absorption in the material, a mode of a re-
alistic system cannot be simply defined as in the case of a cavity with perfect electric conductors as
boundaries. Plasmonic nanoparticles therefore represent leaky cavities which possess modes at com-
plex frequencies, as the eigenvalue problem is rendered non-Hermitian. That the eigenfrequencies of
the modes have to be complex for a lossy material can be easily seen from the imaginary contribution
of a damping term to the Drude permittivity. But even the modes of non-lossy media have complex
eigenfrequencies, due to their radiative nature. This is modeled mathematically by employing a radia-
tion condition for outgoing waves instead of a conventional boundary condition. The imaginary part of
the eigenfrequencies must be negative to ensure causality. Such modes are called quasinormal modes
[140]. They can be characterized by their quality factor (Q-factor) which provides a measure for the
energy loss per cycle [141–143]. The Q-factor of a mode found at the complex frequency !mis given
by
Q =   Re(!m)
2Im(!m)
: (A.1)
As a consequence of employing the radiation condition, the modes diverge at infinity. They can however
still be normalized and a generalized mode volume can be defined [96, 142]. One possible way of
calculating quasinormal modes is given by [142]
f(r; !) =

!
c0
2 Z
V
GB(r; r0; !)(r0; !)f(r0; !) dr0: (A.2)
Here, (r0; !) = r(r; !)   B is the difference between the permittivity r(r; !) which defines
the geometry of the nanostructure and the constant background permittivity B . GB(r; r0; !) is the
electromagnetic Green’s tensor. The fields f , the eigenfunctions of the equation, are the quasinormal
modes.
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A Quasinormal Mode Calculations
To solve, Eq. (A.2), Kristensen et al. used an approach where the quasinormal modes are calculated
iteratively, starting from an initial guess, as self-consistent solutions to the integral equation, for a
scattering problem with no incident field [96]. The scheme is described in more detail in the references
already mentioned above [141–143]. As a basis for the expansion of the fields, Kristensen employs
cylindrical wave functions which renders the method particularly useful for the problems investigated
in this thesis. Quasinormal mode calculations and complex spectra in this thesis were calculated with
the code of Kristensen [141, 142].
The fact that the modes are solutions to a scattering problem without an incoming field means that
they are not subject to any symmetry constraints (cf. Sec. 3.4). i.e., all modes from all irreducible rep-
resentations are obtained at once. Therefore the numerical procedure can provide a full plot, containing
the positions of all modes (also the “dark modes”) in the complex frequency plane. These plots are of
great value in the discussions of the mode-selection on a linear and nonlinear level in Chap. 5 of this the-
sis. An analytical analysis of the modes of a lossless metallic dimer in the electrostatic limit in Chap. 3
revealed the four categories of modes. Due to hybridization, there were two classes of modes above
and two below the surface plasmon frequencies and these pairs of modes were found to be degenerate
in frequency. The fact that the degeneracy is lifted in the non-static case of a lossy Drude metal can
in some cases be seen in the the DGTD calculations. For instance in Fig. 5.12 Ib), there are two over-
lapping but distinct peaks, with very different Q-values and slightly shifted frequencies in the vicinity
of the low-frequency k = 1-line. Clearly, this does not paint a full picture, and inherently, none of the
plots in Fig. 5.12 could reveal the presence of the dark modes above the surface plasmon frequency. The
quasinormal mode-plots in Fig. 5.13, in combination with the spectra, reveal everything that is going
on in such a dimer structure. While the surface plots show the complex frequencies of all modes, the
scattering and absorption spectra reveal how (and if at all) they are selected, due to the symmetries of
the incoming field. This information can even be carried over to a hydrodynamic material. While the
modes do experience a blueshift when going from a local to a nonlocal material, which can even lead
to interchanged positions of the modes, the Q-factors are not significantly altered. Furthermore, all
k = 1-modes exhibited a comparable shift, as did all k = 2-modes and so forth (Sec. 5.2.2). Thus, if
it is known from the local quasinormal mode calculations that there is a dark k = 1-mode with high
Q-factor, slightly to the blue of a bright k = 1-mode, then this is also going to be true in the nonlocal
case. This is confirmed in the numerical simulations in Sec. 5.2.3.
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