The innovation from single-processor to multiprocessor systems demands application codes be more parallel. To fulfill this demand, parallel programming models such as multithreading and message passing interface (MPI) are introduced. By using such parallel models, the execution time can be reduced significantly. However, the performance of data dependent programs and power consumption depend on how many processors the system has and how they are organized. In this work, we explore the behavior of data dependency of parallel programming. Two parallel programming models (Pthread/C and Open MPI/C) and two computing systems (Xeon 2xQuad-Core Workstation and Opteron 4xOcta-Core per node Supercomputer) are used in this study. We use matrix multiplication (data independent) and heat conduction on 2D surface (data dependent) problems. Simulation results show that in an average Workstation takes more time to complete the execution than the Supercomputer does. However, it is observed that in an average Workstation consumes less power to complete the execution. Simulation results suggest that effective multithreaded programming may reduce the execution time of MPI implementation with negligible or little increase in total power consumption. It is noticed that the performance of MPI implementation varies due to communication overhead among the processors.
Introduction
High performance computing has become an important aspect for scientific research and engineering applications. Unfortunately, providing multiple cores does not directly translate into performance [1] . Now-a-days, parallel programming is playing a significant role in increasing performance [2, 3] . Parallel programming have the ability to execute a computation with less execution time and power consumption. Therefore, parallel programming using message passing interface (MPI) can be an alternative solution to increase the performance [4] .
MPI has been the choice of high performance computing for more than a decade and it has proven its capability in delivering higher performance in parallel applications. MPI is the dominant model used for parallel programming in high performance computing [5] . The MPI standard and middleware help ensure that MPI programs continue to perform well on parallel and cluster architectures across a wide variety of network fabrics. Almost all MPI implementations bind the implementation of an MPI process to an operating system (OS) process where normally a "one process" per "processor core" mapping is used [6, 7] . As a result, the notion of an MPI process is tightly bound to the physical resources of the machine, in particular the number of cores and OS processes that can be created.
Ideally, adding more MPI processes to this simulation would bring about a linear decrease in execution time and power consumption. However, because of dependencies among the process, the benefits of adding more processes will be reduced due to overhead associated with the additional processes and communication among them [6, 8] .
In this paper, we experiment on two programming techniques Pthread and MPI with data dependent program such as heat transfer and independent computations like matrix multiplication and we show their impact in terms of execution time, consumed power and overhead. This paper is organized as follows. In section 2, we present the background materials. Section 3 briefly describes the details about the problems. Section 4 provides the evaluation details. Section 5 presents the experimental results. Finally, Section 6 concludes the paper.
Background Study
Parallel computing is a rapidly-growing field, but due to some problems it does not currently scale well onto multiple processors. In many cases, much of the benefit of parallelism is lost because of inefficiencies in the parallel program structure or in latency in message passing [10] . MPI decreases it performance when the increased number of processes run in parallel [6] . While these may appear to be of little consequence on small applications, many large applications can be significantly affected. 
Details of the Problems
In this study, we consider two popular problems -matrix multiplication (a data independent problem) and heat transfer on 2D surface (a data dependent problem). We briefly describe the problem in this subsection.
Data Independent Problem
A data independency computation is a situation in which a program statement (or an instruction) does not refers to the data of a preceding statement. A good example of data independent computation is matrix multiplication. Matrix multiplication is one of the most common numerical operations for data independent computation. By multiplying two matrices A and B to yield the product matrix C = A * B [11] . We use 2-colum x 4-row matrix A and 3-column x 2-row matrix B as the inputs in our experiment as shown in Figure 1 . The output matric C is 3-column x 3-row matrix. The parallelization of above multiplication by dividing the tasks for MPI follow the steps as described below:
 Creation of matrix A and matrix B matrices at/by the master-processor.  Scattering A into row wise sub-matrices.  B is copied as a whole.  Sending the sub-matrices to the co-processors to do only the multiplication, while keeping sub matrices to do one multiplication locally.  Receive sub-matrices from the co-processors.  Gather the sub-matrices to create C.
The tasks of the co-processors would be to receive matrices from master and do the multiplication using conventional method on the sub matrices. Finally, the result is sent back to the master core.
This method allows execution time to be reduced from O(n*m) to O(n*m/P) where P is the number of threads or processes. Theoretical speed up from serial processing to parallel method will be P times, where P is the number of processors or cores in the system.
Data Dependent Problem
To simulate a data dependent problem, we implement heat conduction problem using partial heat transfer equation [11] . To reduce the problem size, temperature of the room is represented by floating point value that spans across discrete points so that the data points for data dependent problem represent the temperature of the room at discrete points along with its length. Each of the iterations represents a step in time with the data point being updated to represent the change in heat from the previous time step. Each point depends on five points from the previous time step; the point itself, the point one to the left of it, the point one to the right of it, the upper point and the lower point of it. Figure 2 illustrates the dependencies required for calculating a value in a room with five points. The arrows show the dependencies from the four other points in time step 1 needed to calculate a single point in time step 2. At step 1, all points (A, B, C, and D) have been calculated (see Figure 2 ) and at step 2, point E has started to calculate depending on the value of A, B, C and D. Since all points have dependency on other points, distributing tasks involves dividing grid into sub-grids. Each sub-grid will then in turn exchange information with adjacent sub-grid, propagating data in cascading manner. So, it is difficult to slit up the iteration space.
By distributing task, overall execution-time is reduced from O(n*m*i) to O(n*m*c/p * i) where n and m are dimensions of grid, p as number of processes, i as iterations, and c as communication latency.
Ideally, more MPI processes help decrease the execution time and also power consumption. However, because of the dependencies among segments, the overhead associated with additional process and communication among them may cause increase in execution time and power consumption.
Evaluation
We implement our code in C and use two computer systems to run the executable files. Evaluation details are presented in the following subsections. MPI uses message passing technique to send and receive data. Message passing involves the transfer of data from one process (send) to another process (receive) [9] . Therefore, communication overhead increases with the increase in the number of processors.
Workloads
In the data independent computation, we use a 1024 x 1024 square matrix in matrix multiplication for both Pthread/C and Open MPI/C implementations.
In case of data dependent computation, we deal with the computation which is related to heat transfer in a room. In our experiment, we consider the following parameters: the number of iterations is 10,000 and the dimension of the room is 640 x 480 square units.
Important Parameters
Any comparison between a variety of methodologies or models requires clearly defined parameters on the basis of which one can compare and contrast one model from the other. With respect to parallel programming models, we consider the execution time and the power consumed as the basis for comparison.
Execution Time
We define execution time as the time elapsed from the beginning of an execution until it completes. Although execution time is a subjective term, it influences application developers' choice of programming models [4] . In the context of parallel programming, programmer should prefer those programing model which required less execution time.
MPI has its own time function in library: MPItime(). We use it to measure the execution time of the application. For Pthread implementation, we use sys/time time function.
Consumed Power
The power consumption of any programming model on is a crucial aspect. With the advent of embedded multicore systems, it is also important whether the programming model is less power consuming over other programming platforms.
To measure the power that is consumed by the application in supercomputer is measured with the help of "ipmitool" software. We inject our code into the software and it counts the consumed power.
We use watt meter power analyzer electricity meter "watts up", which is capable to measure any 120VAC appliance, to measure the power of the workstation consumed by the computation.
Results and Discussion
In the following subsections, we discuss the experimental results due to the data independent problem followed by the results due to the data dependent problem.
Data Independent Problem

Execution Time
In independent program, both MPI and Pthread implementations should take equal amount of time and negligible communication overhead for same-node system.
According to the experimental results, it is observed that both systems (8-core Workstation and 32-core Supercomputer node) yields better performance using Pthread over MPI. Pthread has advantage over MPI for sharing memory and distributing tasks among lightweight threads instead of processes. The execution time of the parallelized code (Pthread/C and MPI/C) for the data independent problem for different number of threads and cores are tabulated in Table 2 .
As the number of threads are increased (from 1 to 8) the execution time for both Pthread/C and MPI/C programs decreases for both Workstation and Supercomputer. For 9 threads to 32 threads, Pthread/C and MPI execution times remain almost unchanged on Workstation. However for 9 threads to 32 threads, both Pthread/C and MPI execution times keep decreasing with the increase of the number of threads on Supercomputer. This is because we use 8 cores in the Workstation and we use 32 cores in the Supercomputer. Execution time for large number of threads (9 to 33 and beyond) remains almost the same for the Workstation because the communication overhead is almost the same. Results (see Figure 3 ) also show that MPI execution time on Supercomputer increases significantly when the number of threads is increased from 32 to 33 and beyond; but Pthread/C execution time on Supercomputer remains almost unchanged. This is due to the communication overhead among the cores (note that there are only 32 cores in a Supercomputer node) due to the MPI code. Experimental results show how power consumption increases with the increase of processor/core usage. The obtained result of Pthread and MPI performance in term of consumed power for both Workstation and Supercomputer is shown in Table 3 and Figure 4 . 222  225  430  412  20  222  225  444  448  24  222  225  452  464  30  222  226  472  490  31  227  225  476  494  32  225  228  476  496  33  223  226  478  496  34  222  224  478  496  40  226  225  478  496  45  223  226  476  496 Figure 4: Power consumed by data independent program.
Workstation
Data Dependent Problem
Execution Time
Due to data dependency, each process will wait for other processes. This reduces efficiency and is likely to prone to communication overhead. Based on the simulation results, each increase in process increases the overhead time, thus reducing speedup. This can be reflected from results below (see Table 4 and Figure 5 ). When the number of dependent processes increases above the number of cores, context switching takes place, and as a result execution-time will be drastically increased. As the number of threads increases from 32 to 33, there is a significant increase in execution time. 
Consumed Power
Power consumption for data dependent program is estimated using the same method as data independent analysis with negligible increase for communication. The acquired data for power consumption for data dependent computation is shown in Table 5 and Figure 6 . 
Conclusion
Computer hardware-architecture is improving by replacing the single-processor systems with multiprocessor or multicore/manycore systems. It is expected that application programs will have more threads to take advance of the modern computer architecture by executing the threads concurrently on multiple processors. Software developers are developing more parallel codes in order to meet these requirements. Two important parallel programming models are multithreading and message passing interface (MPI). By using parallel programming models, the execution time can be reduced significantly. As more processors (and other hardware) are involved in concurrent processing, it is expected that the system will consume more power to execute the code. Also, the performance of data dependent programs should change depending on how the processors in a multiprocessor system are organized. In this paper, we explore the behavior of data dependency of parallel programming in multiprocessor/multicore systems. One data independent problem (matrix multiplication) and one data dependent problem (heat transfer on 2D surface) are considered in this experiment. Pthread/C and Open MPI/C parallel programming models are used to develop the codes. A Workstation (Xeon 2xQuad-Core) and a Supercomputer node (Opteron 4xOcta-Core) are used to run the executable files. Experimental results show that both systems take more time but less power for small number of threads (1 through 4) when compared to those (time and power) they take for large number of threads (29 through 32). Experimental results also show that dependent program takes more time than the independent program for small number of threads. It is also observed that in an average Workstation takes more time to complete the same execution than the Supercomputer does. However, it should be noted that in an average Workstation consumes less power to complete the same execution. Experimental results suggest that effective multithreaded programming may reduce the execution time of MPI implementation with negligible or little increase in total power consumption. It is noticed that the performance of MPI implementation varies; this is because of the communication overhead among the processors.
To reduce communication overhead, MPI can be implemented with scheduling mechanism to allow dependent processes communicate without being switched to the other or minimize communication between separate systems. High degree of speedup can be achieved using GPU/CUDA technology. We plan to investigate the shared memory GPGPU/CUDA/C implementation of data dependent parallel programs in our next endeavor.
