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Resumen
En la actualidad, la utilizacio´n de fuentes de da-
tos compartidas facilita el trabajo en equipo. Por
este motivo las organizaciones implementan en sus
locaciones sistemas con controles de acceso para
compartir los datos de acuerdo a los privilegios de
los usuarios. Nuevas formas de trabajo son la dis-
tribucio´n de los miembros de un equipo en distin-
tos lugares f´ısicos, el trabajo desde las casas de los
empleados, el traslado temporal a otra locacio´n.
Por todas estas razones, acceder a los datos en for-
ma remota es una necesidad en crecimiento. Una
respuesta a esta necesidad es la propuesta de una
arquitectura referente en capas ICSAD (Interfaz,
Control y Sistemas de Archivos Distribuidos). La
misma permite construir una implementacio´n que
facilita la descarga de los documentos y el control
de versionado para el caso en el que varios usua-
rios este´n accediendo en modo modificacio´n. En el
laboratorio de sistemas distribuidos comenzamos
a trabajar en la implementacio´n de la arquitectura
propuesta.
Palabras claves: sistemas de archivos distribui-
dos, Acceso remoto, implementacio´n -sistemas dis-
tribuidos
Contexto
Esta l´ınea de investigacio´n y desarrollo se rea-
liza en el a´mbito del Departamento de Ciencias e
Ingenier´ıa de la Computacio´n de la Universidad
Nacional del Sur (UNS). En particular, como par-
te de las tareas que se realizan en el Laboratorio de
Investigacio´n en Sistemas Distribuidos (LISIDI) y
en el Laboratorio de Investigacio´n y Desarrollo en
Ingenier´ıa de Software y Sistemas de Informacio´n
(LISSI). El proyecto se financia parcialmente con
fondos asignados por la UNS a proyectos de inves-
tigacio´n.
Introduccio´n
La utilizacio´n de recursos desde distintos espa-
cios geogra´ficos se ha incrementado y expandido a
partir del auge de los dispositivos mo´viles, las re-
des de banda ancha y las conexiones inala´mbricas.
Las nuevas tecnolog´ıas motivan a las organizacio-
nes a solicitar nuevos requerimientos para mejorar
la calidad y eficiencia del trabajo de sus emplea-
dos.
La administracio´n de datos compartidos dentro
de una empresa u organizacio´n, comu´nmente se
realiza a trave´s de un sistema de archivos distribui-
dos, con capacidades para el manejo de usuarios,
permisos en una red de a´rea local o nube propia.
En algunos casos, estos sistemas no ofrecen seguri-
dad, escalabilidad y operabilidad traspasando los
l´ımites organizacionales.
La alternativa de utilizacio´n de una red privada
virtual (VPN ) [6], en algunos casos, no es una v´ıa
de solucio´n aceptable para las empresas, ya que
no respeta las pol´ıticas de seguridad informa´tica
establecidas internamente. Cabe destacar, en es-
te punto, que no es recomendable brindar a todos
los usuarios acceso VPN a la red local de una or-
ganizacio´n por motivos de seguridad o en algunos
casos tambie´n por motivos de velocidad.
Entre las alternativas existentes para gestionar
el acceso a archivos compartidos y de uso habitual
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en las organizaciones actuales pueden mencionarse
HFS, mod dir de Apache y WebDAV.
En primer lugar, HFS (HTTP File Server) [11]
permite compartir archivos fa´cilmente entre un
grupo de trabajo a trave´s del protocolo HTTP.
La comparticio´n de los archivos se puede limitar a
un grupo de usuarios o permitir que todos puedan
acceder a los mismos. La diferencia con respecto
a otros sistemas de archivos es que no se requiere
de una red.
Una segunda alternativa, Apache Module
mod dir [3] se utiliza para redireccionar barra final
(trailing slash) y servir como ı´ndice de directorio
de archivos. Es una forma simple que se utiliza
para compartir archivos, en especial es usada en
las fuentes de datos de libre distribucio´n para ac-
ceder a los servidores. Una de las ventajas de esta
herramienta es que se puede instalar sobre dife-
rentes sistemas operativos sobre los cuales se pue-
de ejecutar Apache HTTP Server como: Microsoft
Windows, GNU/Linux, Unix, OS X, etc.
En tercer lugar WebDAV (Web-based Distribu-
ted Authoring and Versioning) es un conjunto de
extensiones de HTTP, que permite a los usuarios
colaborar entre ellos para editar y manejar archi-
vos en servidores web a trave´s de la red. Web-
DAV esta´ documentado en RFC 2518 y extendido
en RFC 3253, RFC 2518 especifica el conjunto de
me´todos, encabezados y tipos de contenido secun-
dario a HTTP/1.1 para el manejo de propiedades,
creacio´n y administracio´n de colecciones de recur-
sos. Para usuarios comunes, WebDAV permite a
equipos de desarrollo web y otros grupos de traba-
jo utilizar un servidor web remoto tan fa´cilmente
como un servidor de archivos local.
L´ıneas de Investigacio´n y Desarro-
llo
La tendencia del acceso remoto esta´ en conti-
nuo incremento. El trabajo remoto y colaborati-
vo es utilizado en diferente tipo de empresas. La
necesidad de contar con herramientas de software
que faciliten las operaciones con bajo costo en la
comunicacio´n y recursos f´ısicos.
Los ejes centrales de esta l´ınea de investigacio´n
dentro del proyecto son:
La exploracio´n, ana´lisis y propuesta de una
arquitectura referente para el desarrollo y des-
pliegue de accesso remoto a fuentes de datos.
Figura 1: Arquitectura referente del Modelo IC-
SAD
Especificacio´n de pol´ıticas para el acceso re-
moto.
Disen˜o e implementacio´n de una arquitectura
que respete las pol´ıticas de derechos, restric-
ciones y seguridad.
Resultados y Objetivos
Este proyecto comienza con el ana´lisis de dife-
rentes propuestas para acceder a fuentes de datos
en forma remota y habilitar el trabajo desde dis-
tintas locaciones. Como primer resultado del tra-
bajo y teniendo en cuenta las consideraciones de
las propuestas analizadas, en los laboratorios (LI-
SIDI - LISSI) se comenzo´ a trabajar en una nueva
alternativa, la misma es una arquitectura modular
denominada ICSAD, presentada en [1].
El desaf´ıo es brindar acceso remoto desde distin-
tos tipo de dispositivos, garantizando que se res-
peten las pol´ıticas de seguridad utilizadas dentro
de los l´ımites de la organizacio´n. As´ı la arquitectu-
ra referente, que se denomina en forma abstracta
Interfaz, Control y Sistema de Archivos
Distribuidos (ICSAD), se muestra en la figura
1.
Como puede apreciarse, el modelo propuesto
esta´ organizado por capas. Cada capa es indepen-
diente, y se comunican a trave´s de las interfaces
definidas, de tal manera que si se modifica el com-
portamiento de las funciones no sea necesario mo-
dificar el resto de los componentes.
Los componentes principales son el sistema de
archivos distribuidos (SAD), el mo´dulo de control
y el mo´dulo de interfaz.
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Sistema de Archivos Distribuidos (SAD): este
componente se encuentra dentro de los l´ımi-
tes de la organizacio´n. Incluye todas las ope-
raciones para el manejo de los archivos, las
capacidades de acceso, la comparticio´n de los
directorios y archivos, la administracio´n de los
usuarios y permisos.
Mo´dulo de control: este componente es el en-
cargado de conectar al mo´dulo de interfaz con
el sistema de archivos distribuidos, es la puer-
ta de entrada a la organizacio´n desde el exte-
rior. Incluye funciones para garantizar la se-
guridad en el acceso, permitiendo a los usua-
rios acceder a la informacio´n permitida desde
el componente SAD. Adema´s, se incluyen las
funciones para leer, copiar, modificar, agregar
documentos en el SAD.
Mo´dulo de interfaz: este componente se ejecu-
ta en cada uno de los puntos de acceso remoto,
como puede ser un tele´fono celular, tablet, no-
tebook, etc. Todas las operaciones requeridas
sobre el SAD se realizan a trave´s del mo´dulo
de control.
El componente principal de esta arquitectura es
el mo´dulo de control. Que incluye las siguientes
funciones:
Lectura: la pol´ıtica utilizada para la imple-
mentacio´n de esta operacio´n es la descarga
del archivo (downloading).
Escritura: esta operacio´n es equivalente a la
creacio´n de un nuevo documento en el sistema
de archivos, considerando que no puede tener
el mismo nombre que un archivo existente.
Modificacio´n: en este caso se trata de modi-
ficar un archivo existente, para ello se puede
adoptar una de las siguientes pol´ıticas en el
mo´dulo de control:
• Sema´ntica de sesio´n: cuando un archi-
vo es modificado por varios usuarios en
el mismo instante de tiempo se guarda
en el sistema de archivos la u´ltima copia
cargada (uploading).
• Sema´ntica de versionado: en este caso, se
almacenan todas las versiones del archi-
vo bajo el mismo nombre pero con algu´n
atributo distintivo, como puede ser el
usuario, la fecha y hora de carga del ar-
chivo, o bien un identificador interno.
Si se profundiza sobre los aspectos de implemen-
tacio´n del mo´dulo de control se puede distinguir
una serie de aspectos principales.
El mo´dulo de control puede ubicarse f´ısicamen-
te:
en un servidor que hace de intermediario;
en el mismo servidor donde se encuentra una
parte del sistema de archivos distribuido;
presente en cada uno de los servidores del sis-
tema de archivos distribuido.
El conjunto de actividades a realizar para el di-
sen˜o, desarrollo y despligue de la propuesta son:
1. Implementacio´n completa del sistema, es de-
cir de todos los componentes del mo´dulo de
control y de interfaz del usuario.
2. Poder definir la autenticacio´n sobre diferen-
tes implementaciones de archivos distribuidos
que hagan uso de de capacidades de acceso
mediante: Samba, FTP o SFTP.
3. Se instalara´ y configurara´ un ambiente de
trabajo virtual para poder llevar a cabo ex-
perimentos y pruebas de uso de los progra-
mas/mo´dulos a implementar:
Configuracio´n de un sistema de archivos
distribuidos (utilizando Microsoft Win-
dows Server 2012)
Configuracio´n de acceso remoto median-
te: Samba, FTP y SFTP.
Implementacio´n del mo´dulo de control.
Implementacio´n del mo´dulo de interfaz
con el usuario.
Pruebas con navegadores en Worksta-
tions y dispositivos mo´viles (celulares y
tablets).
Formacio´n de recursos humanos
En relacio´n con la formacio´n de los recursos hu-
manos, el trabajo a desarrollar permite una ca-
pacitacio´n pra´ctica adecuada de los profesionales
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involucrados, permitiendo plasmar con logros con-
cretos las investigaciones realizadas y las especifi-
caciones de la arquitectura definida, todo dentro
del a´mbito del Departamento de Ciencias e Inge-
nier´ıa de la Computacio´n. Adema´s el uso por parte
de usuarios finales de nuestra propuesta en empre-
sas del medio es posible, debido a que ya se han
realizado consultas y se ha confirmado el intere´s
de contar en a´mbitos productivos con la misma,
redundando en beneficios en diversas activadades
eco´nomicas de la sociedad.
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