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Abstract: Wind resource characteristics in a mountain wind farm is more complicated and changeable than that in a flat 7 
wind farm due to the influence of complex mountain terrain-topography on air flow. Although there have been a large 8 
number of investigations on wind resource characteristics, the local wind resource characteristics in a mountain wind farm 9 
are still a lack. To fill this knowledge gap, high-resolution wind data are extracted for investigating from multiple-unit 10 
SCADA data, that is, wind data are collected from four selected wind turbines with SCADA system, which means wind 11 
data are from four different locations. For each location, more than thirty million sets of wind data are extracted for 12 
investigation in 2015. Then, several kinds of probability density functions (PDFs) are compared, and one-dimensional and 13 
multidimensional kernel density estimation method is selected for the investigation of the frequency distribution. Data 14 
preprocessing methods of both wind speed and wind direction are also presented. Finally, the results of this investigation 15 
reveal the specific change characteristics of wind speed and wind direction in the investigated mountain wind farm. Yearly 16 
mean wind speeds for four different locations are 3.8m/s, 5.1m/s, 5.4m/s and 5.6m/s, respectively. 17 
 18 
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1. Introduction1 20 
Wind power has the advantage of rich resources, little environmental pollution, and strong economic competitiveness 21 
is being recognized as clean energy sources to withstand environmental damage and avoid future crises[1]. Speeding 22 
up the wind power development has become a common understanding to support the Human Development[2, 3]. In 23 
recent years, wind power industry continues to develop rapidly. The growth rates of the total wind capacity of the 24 
world from 2013 to 2015 for three consecutive years are more than 10%. The main characteristic of wind power is 25 
that it is greatly influenced by environmental characteristics, that is, wind resource characteristics. In other words, 26 
wind resource characteristics are related to the assessment of energy output on a wind turbine and the whole wind 27 
farm, which also have important significance for the location of the wind farm and the layout of the wind turbine. 28 
Thus, the accurate and detailed knowledge of wind resource is essential for efficient wind energy conversion and 29 
utilization[4].  30 
In recent years, the investigations of wind resource characteristics are mainly focused on the following aspects. (1) 31 
Investigations of wind power potential, which is one of the basic indicators of wind resource, have attracted extensive 32 
attention. For example, an investigation of wind energy in Turkey showed the total theoretically potential was 33 
estimated to be about 88,000 MW[5, 6]; investigation on a provincial scale wind resource in China suggested that an 34 
annual wind output of 2000 TWh to 3500 TWh could be reached[7]; in Kingdom of Bahrain, the mean of annual 35 
wind power density was found to be 817 W/m2 at 60 m height[8]; calculating of offshore wind power in U.S. Atlantic 36 
Coast suggested that it could supply an annual mean of 14,087 MW[9]. (2) Investigations of the regional difference 37 
of wind resources, which are helpful to grasp the characteristics macroscopically, are also carried out for many regions. 38 
For instance, local wind resource characteristics in Turkey showed that the yearly power density mean in the eastern 39 
Mediterranean region could reach about 44W/m2 [10], but in Keban-Elazig (east region of Turkey), the yearly mean 40 
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wind power density might be only 15.6 W/m2[11]. (3) Investigations focusing on the rational layout of wind turbines 41 
according to the characteristics of wind resources are another hot. For example, an investigation of the wind potential 42 
in Greece showed that a 4.5 m diameter wind turbine is sufficient for a pilot solar-wind desalination unit 43 
requirement[12] in Mikra-Thessaloniki region; in the coastal region of South Africa, the wind turbine with a hub 44 
height of 70 m and a rated power of 1600 kW seems to be a perfect choice [13].  45 
In addition, to obtain more reliable and more abundant information of wind resources, many statistical methods 46 
are used in this field. For example, Weibull function is an earlier, popular, and classic function for the frequency 47 
distribution analysis of wind speed[14-17]. Considering a positive value of Weibull location parameter causes the 48 
unrealistic condition of zero probability, inverse Gaussian distribution was suggested as a possible alternative 49 
function[18]. Besides Weibull and inverse Gaussian distributions, there are many other functions, such as 50 
Rayleigh[19-22], the maximum entropy principle (MEP) [23, 24], the minimum cross-entropy (MinxEnt) 51 
principle[25], hidden Markov models (HMMs) [26], Kappa, Wakeby[27, 28], gamma, lognormal[29], Bayesian [30], 52 
and kernel density method[31, 32]. A comprehensive evaluation including gamma, lognormal, inverse Gaussian, MEP, 53 
Weibull and Rayleigh distributions were discussed[29]. Parameter calculation method of Weibull function was also 54 
investigated, such as the maximum likelihood method[33], the moment, empirical, graphical, and energy pattern 55 
factor method[34, 35].  56 
However, almost all the above research doesn’t concern the local wind resource characteristic in the same wind 57 
farm, especially in a mountain farm. In some countries, such as China, mountain wind farm has been an important 58 
source of the wind power output. Thus, it is quite meaningful to fill this knowledge gap through the investigation of 59 
wind resource characteristics in a mountain wind farm. On the other hand, the local wind characteristics in a mountain 60 
wind farm, are determined by not only the overall weather system, but also the local terrain-topography such as hills, 61 
cliffs, and ridges. Thus, wind resource investigation methods applicable to flat wind farms are not applicable. In other 62 
words, this requires more wind towers to get local wind resource characteristics. At the same time, it is unrealistic to 63 
install wind towers near each wind turbine. So, wind data are extracted from the actual supervisory control and data 64 
acquisition (SCADA) system in this paper, that is, wind data are obtained from the anemometer fixed on the nacelle 65 
of the turbine. Moreover, different from the traditional wind resource investigation usually with hourly data, high-66 
resolution ratio wind resource data with a one second sampling period will be used. It can provide a more microscopic 67 
comparison such as wind speed fluctuations. The remaining part is organized as follows. In Section 2, both 68 
environmental condition of the investigated wind farm and data source are introduced, and then five wind resource 69 
assessment criteria and the corresponding steps are presented. In Section 3, investigation of wind speed characteristics 70 
is carried out, including frequency distribution, mean wind speed, and wind speed fluctuation. Several kinds of 71 
probability density functions (PDFs) have been introduced and compared in this section. Also, the specific data 72 
preprocessing measures are proposed based on wind speed data characteristic. In Section 4, wind direction 73 
characteristics are investigated, including frequency distribution of wind direction and wind direction fluctuation. 74 
Both the preprocessing algorithm of wind direction data and fluctuation coefficient definition of wind direction are 75 
put forward in this section. Then, a joint investigation of wind speed and wind direction based on multi-dimensional 76 
kernel density estimation is presented in Section 5. Finally, Section 6 ends the paper by summarizing the main 77 
achievements of the paper and open problems and future issues for further investigation. 78 
2. Data collection and assessment procedure 79 
2.1 Environment descriptions and data collection  80 
This mountain wind farm lies in Chenzhou, which is in the south of China, a subtropical climate zone. The whole 81 
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terrain-topography of Chenzhou tilts from the southeast to the northwest, the east is higher than the west, and the 82 
south is higher than the north. Several main mountains range from the northeast to the southwest in this region, which 83 
blocks and uplifts the cold air from the north, is a barrier to the warm airflow from the southwest. Therefore, apart 84 
from the main characteristics of sub-tropical humid climate in this region, there are obvious characteristics of local 85 
small climate. The observational data in recent years show that the coldest month is January, with an average 86 
temperature of 3 degrees Celsius and the lowest temperature of -8 degrees Celsius. The hottest month is July, with an 87 
average temperature of 28 degrees Celsius and the highest temperature of 37 degrees Celsius. As spring comes, the 88 
temperature rises rapidly in March and April. After the summer, the temperature drops; from September to December, 89 
the monthly reduction of the temperature is more than 5 degrees Celsius. This change in temperature reflects the 90 
characteristics of a continental climate. According to the open meteorological data, from 1 January 2011 to 1 91 
September 2016, the south wind blows 836 days, the north wind 834 days, no persistent wind direction 175 days, the 92 
east wind 1 day, the west wind 9 days, and other wind direction 157 days. Obviously, the south wind and the north 93 
wind prevail, accounting for 83%. The wind less than Force 3 (3.4m/s-5.4m/s) blows 1471 days; the wind of Force 3 94 
blows 418 days; the wind between Force 3 and Force 4 (5.5m/s-7.9m/s) blows 72 days; the wind greater than Force 95 
4 and less than Force 6 blows 6 days. However, it should be pointed out that these data are the general meteorological 96 
observation results, not the actual wind force acting on the wind turbine, which is generally installed on the top of 97 
the mountain. There are some differences due to the large local airflow difference in mountain wind farm. 98 
Fig.1 shows the specific terrain-topography of the wind farm where wind data are collected from four selected 99 
wind turbines. The distance between wind turbine 1 (WT1) and wind turbine 2 (WT2) is about 5900m; the distance 100 
between wind turbine 2 (WT2) and wind turbine 3 (WT3) is about 6100m; the distance between wind turbine 3 (WT3) 101 
and wind turbine 4 (WT4) is about 3300m. The altitude of WT1 is about 450 meters, WT2 440 meters, WT3 400 102 
meters, and WT4 500 meters. All the selected wind turbines are the same type with exactly the same structure. In this 103 
mountain wind farm, supervisory control and data acquisition (SCADA) system has been installed in each turbine. 104 
So, the real-time running parameters can be monitored including the wind signals from the anemometer fixed on the 105 
nacelle with 80-meter height from the ground.  106 
NWT1
WT2
WT3
WT4
   107  Fig.1 Terrain-topography of mountain wind farm 108 
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Fig.2 shows the wind speed and generator power data from SCADA system in 2.5 hours for a turbine. From the 109 
figure, it can be seen that generator power change correspondingly with the change of wind speed. Specifically, the 110 
trend of the two is basically the same. It indicates that though there is a difference between the measured wind speed 111 
and the actual wind speed, the measured wind speed has the potential to reflect the actual wind speed. Since four 112 
wind turbines distribute in different locations, the wind signal can fully reflect the local characteristics of wind 113 
resource. 114 
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Fig.2 Wind speed, rotor speed and generator power from SCADA system (WT4) 116 
2.2 Assessment criteria and steps 117 
To obtain reliable and complete investigation of wind resource characteristic for mountain wind farm, reasonable 118 
assessment criteria are important apart from the use of multiple-unit SCADA data. Furthermore, the selection of 119 
assessment criteria should consider the final objectives of the investigation. For wind energy utilization by wind 120 
turbines, the following five criteria are employed. 121 
 Frequency distribution of wind speed 122 
 Mean wind speed 123 
 Wind speed fluctuation 124 
 Frequency distribution of wind direction 125 
 Wind direction fluctuation 126 
Frequency distribution of wind speed (probability density function (PDF) of wind speed) is an important also the 127 
most common criterion for assessing wind resource. The PDF of a random variable is a model that describes the 128 
probability for this variable occurring at a certain point in each observation interval[36]. Thus, it can reflect the 129 
consistency of the wind speed at the measured location. If the frequency distribution of wind speed is narrow, it means 130 
the consistency is relatively good. To the contrary, it means the wind speed varies greatly. Mean wind speed is another 131 
important criterion for assessing wind resource. Combined with the standard deviation, it can reflect the magnitude 132 
of wind speed and the amount of variation. Usually, both yearly analysis and monthly analysis are needed, which ask 133 
for a long sample data. Apart from the frequency distribution and mean wind speed, a short-time wind speed 134 
fluctuation is also significant, which focuses on the size of wind disturbance component. To a turbine, large wind 135 
speed fluctuation means a heavy fatigue load. Compared with wind speed distribution, it is a micro assessment.  136 
In terms of wind direction, as long as it is stable no obvious impact acts on wind turbines. Therefore, compared 137 
with a long-time frequency distribution of wind direction, the short-time wind direction fluctuation is more important 138 
because it will influence the energy capture and the corresponding yaw strategy. For modern large-scale wind turbines, 139 
yaw error influences not only the power capture but also the fatigue life of yaw mechanism, because when the yaw 140 
angle is larger than a set critical value, yaw mechanism will have to work to adjust wind rotor axis to the wind 141 
direction[37, 38].  142 
Fig.3 shows the assessment criteria and steps of wind resource investigation. After the above-mentioned physical 143 
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meaning analysis for assessment criteria, it is necessary to understand the basic characteristics of wind data. Wind 144 
data (wind speed and wind direction) collected by SCADA system is measured by an anemometer and wind vane 145 
fixed on the nacelle; the sampling frequency is 1Hz. Due to sensing system error, there are some null values in 146 
SCADA data set, also some abnormal values such as the value being greater than or less than 2 times adjacent values. 147 
Then, for different assessment criteria, the needed SCADA data sample length may be different. For instance, one-148 
year SCADA data is needed for the yearly frequency distribution investigation of wind speed, but one-hour SCADA 149 
data could be enough for wind speed fluctuation investigation. Usually, the extracted SCADA data cannot be directly 150 
used for data calculation. Null values and abnormal values should be removed effectively. Furthermore, since the 151 
sampling frequency is 1Hz, which causes the data amount for the yearly frequency distribution of wind speed is too 152 
large to analyze, 10-minutes mean value would be better. Therefore, data preprocessing is important before data 153 
calculation. For the specific assessment criterion, a reasonable data process algorithm can ensure reliable, accurate 154 
and identifiable results, which asks for a careful consideration on the specific algorithm. With these preparations, 155 
data calculation and result analysis are reliable and accurate, to grasp the characteristics of wind resource. 156 
 157  Fig.3 Assessment criteria and steps 158 
3. Investigation of wind speed characteristics 159 
3.1 Frequency distribution of wind speed 160 
3.1.1 Mathematical methods 161 
To date, many kinds of PDFs have the potentiality to be the underlying methods of the frequency distribution of wind 162 
speed. In Tab.1, probability density functions are given for nine kinds of PDFs, namely Weibull distribution (W.pdf), 163 
Beta distribution (B.pdf), Normal distribution (N.pdf), Gamma distribution (G.pdf), Erlang distribution (E.pdf), 164 
Inverse Gaussian distribution (IG.pdf), Rayleigh distribution (R.pdf), the maximum entropy principle distribution 165 
(MEP.pdf), Kernel density estimation (KDE.pdf). Some of them have already been practiced for wind speed 166 
distribution in many sites. To select a reliable and accurate investigating method, the basic introductions on these 167 
PDFs are given in the following[29, 39].  168 
W.pdf, named after Waloddi Weibull who described it in 1951, is a continuous probability distribution and has 169 
been employed to describe wind speed distribution in many cases[40]. Its distribution function is a stretched 170 
exponential function. Apart from the typical two-parameter W.pdf used to describe unimodal frequency distribution 171 
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of wind speed, a two-component mixture W.pdf is also proposed to describe bimodal frequency distribution[41]. 172 
B.pdf parametrized by two shape parameters is used to describe the distribution of random variables for intervals of 173 
finite length. Using an approximation function for B.pdf parameters, it was used to estimate wind power forecast 174 
error[42]. For probability forecasting of wind power generation, it was found to be more suitable for summer than 175 
other seasons[43]. N.pdf is a well-known continuous probability distribution and useful due to the central limit 176 
theorem. In many cases, random variables obey normal distribution when its number is sufficiently large. Some novel 177 
N.pdf-based models have also been proposed and applied in wind power industry, such as square-root normal 178 
distribution[39], truncated distribution[44], lognormal distribution[45], Normal Weibull mixture distribution[46]. 179 
G.pdf, as a two-parameter continuous probability distribution, is a common type of distribution that is a general case 180 
of the two parameters W.pdf [39], can also be transformed into other PDFs such as B.pdf, E.pdf with some 181 
conditions[29]. In general, wind regimes are different in different regions. G.pdf has been found to be well adapted 182 
to wind speed distribution in southern Sabah[47]. E.pdf is a special case for G.pdf, can also be simplified to 183 
the exponential distribution when shape parameter is equal to one. A case in [48] shows E.pdf could be suitable for 184 
long-term wind speed distribution. IG.pdf, also known as Wald distribution, is a two-parameter continuous 185 
probability distribution, whose cumulated generating function is the inverse of that of a Gaussian random variable. It 186 
was suggested by Bardsley in 1980 to be an alternative in some situations for indicating the use of three-parameter 187 
W.pdf with the positive location parameter[18]. R.pdf is a special and simplified case of two-parameter W.pdf in the 188 
situation when its shape parameter is assumed to equal to two, and scale parameter is1/ 2times of that of W.pdf. It 189 
is also widely used in investigating wind speed distribution. Its probability density and cumulative distribution 190 
function may be obtained based on the mean value of wind speed, which is a distinct advantage. However, as a 191 
simplified case of W.pdf, R.pdf is sometimes poorer than W.pdf in fitting wind resource distribution[20, 21]. MEP.pdf 192 
is based on the principle of maximum entropy (if the distribution of discrete random variable X is  P ,r k kX x p 193 
the ‘entropy’ of X is defined as  
1
log k
k
H X p

   ), suitable for the situation that nothing is known about a 194 
distribution except belonging to a certain class. In other words, by changing the parameter number and value (i.e.195 
0 1, , n      ), it has the potential to fit various data distributions[29]. Application of MEP.pdf in wind speed 196 
distribution has shown that it agrees better with a variety of wind speed than the conventional W.pdf[23]. 197 
KDE.pdf, also known as Parzen method, is a non-parametric method to estimate the PDF of random variables. It 198 
can effectively solve the problems of density functions from histograms: (1) the resulting estimate is unsmooth; (2) 199 
performance depends on the start and end of the bins. On the other hand, comparing with the conventional parametric 200 
method, an attractive advantage of KDE.pdf is the direct use of sample data without the need to estimate characteristic 201 
parameters needed in a theoretical distribution. Therefore, it has the potential to overcome the assumption error 202 
existing in parametric methods because there is an ineluctable deviation between estimated parameters and actual 203 
situations of wind speed in conventional parametric methods[31]. In fact, the probability distribution of wind speed 204 
in different sites is very different; it is hard to give a precise estimate. Therefore, KDE.pdf would be a better option 205 
to estimate frequency distribution of wind speed. In the following section, KDE.pdf is employed to estimate 206 
frequency distribution of wind speed. 207 
Assuming that  iX x is the wind speed sample, the PDF  f x of wind speed can be estimated by the following 208 
Kernel density function[49]: 209 
    1 1 1
1
ˆ n
i
i
f x n h K h x x  

                               (1) 210 
where,  fˆ x is the estimator of the true density function  f x ; h is the smoothing parameter called bandwidth for 211 
controlling the size of the neighborhood around x;  *K is called the kernel function; n is the sample size. 212 
  The kernel function  *K should be symmetric about zero. Apart from this, another three properties in Eq. (2) is 213 
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also needed. 214 
 
 
 2
0
d 1
d 0
K u
K u u
u K u u
   


                                      (2) 215 
Though there are many different kinds of kernel functions available, uniform, Epanechnikov, and Gaussian kernels 216 
are the most used kernel functions. Subsisting Gaussian kernel     2exp 0.5 / 2K u u   into Eq. (1), one has 217 
 
2
1
1 1ˆ exp2 2
n
i
i
x xf x
nh h
            
                             (3) 218 
In Eq. (3), the bandwidth h is a free parameter, which has a strong influence on the resulting estimate. If the 219 
bandwidth is too large or too small, it is possible to bring about a large deviation between the estimated density and 220 
the true density. A commonly used criterion to select this parameter is based on the mean integrated squared error 221 
(MISE), that is  222 
      22ˆmin MISE h E f x f x                               (4) 223 
where, E indicates the expected value of sample. 224 
Since the true density function is not known, Eq. (4) cannot be used directly to calculate the bandwidth parameter. 225 
To solve this problem, some bandwidth selection methods have been developed, such as NR bandwidth selection, PI 226 
bandwidth selection, SEQ bandwidth selection, CV bandwidth selection, and BT bandwidth selection[50]. 227 
Corresponding to Eq. (4) deduced from Gaussian kernel, a widely-used bandwidth calculation method is 228 
0.25ˆ4
3h n
                                           (5) 229 
where, ˆ is the standard deviation of the wind speed sample. 230 
  Tab.1 Probability density function for wind speed distribution 231 
Distribution Probability density function  Parameter explanation 
Weibull distribution (W.pdf) 
1
expx x
 
  
              
 ，shape parameter; ，scale parameter 
Beta distribution (B.pdf)    
21 11
1 2
1 1x x
B

 
 ，    1 2 ， ，shape parameter 
Normal distribution (N.pdf)  
2
22
1 exp 22
x 
 
     
 ，mean;，standard deviation 
Gamma distribution(G.pdf)    
1
exp /x x

  

  ，shape parameter; ，scale parameter 
Erlang distribution(E.pdf)    
1
exp1 !
x x
  

  ，shape parameter; ，rate parameter 
Inverse Gaussian distribution (IG.pdf)  
20.5
3 2exp2 2
x
x x
 
 
           
 ，shape parameter; ，mean 
Rayleigh distribution (R.pdf) 
2
2 2exp 2
x x
 
   
 ，scale parameter 
MEP distribution (MEP.pdf)   0 1exp n iii x    i，Lagrangian multipliers 
Kernel density estimation (KDE.pdf) 
1
1 n i
i
x xK
nh h
     h，bandwidth 
3.1.2 Comparison of calculation result 232 
As explained above, by investigating yearly and seasonal frequency distribution of wind speed, the basic wind 233 
speed distribution characteristic in the wind farm could be obtained. However, the data amount based on one-second 234 
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sample frequency is rather difficult to process since it is more than thirty million sets for four wind turbines in one year. 235 
It would be better to use wind speed mean in a period, for example, a 10-minute wind speed mean. There are two 236 
main reasons for choosing a mean of 10 minutes. (1) There is a data packet every 10 minutes for the investigated 237 
SCADA data, thus it is relatively convenient to process 10-minute data. (2) In the actual wind turbine control, 10 238 
minutes is also a common control observation unit, such as yaw control. But, due to sensing system error, some null 239 
and abnormal data may exist in wind speed sample. As introduced in Section 2.2, data preprocessing is necessary to 240 
improve the data reliability. Also, abnormal data should include the date being greater than or less than 2 times 241 
adjacent data.  242 
Eq. (6) shows a specific data preprocessing strategy: (1) smoothing abnormal data, (2) eliminating null data, (3) 243 
data mean calculating.  244 
1 1
1 1
1
1
0,  if is null 
, for 2 & 22
, 1, for 0; 1, 2,3,
1 ,            
i i
i i
i i i i i
i i i
n
i
i
x x
x xx x x x x
x x n n x i n
x x
n
 
 


             
                          (6) 245 
where, x is the mean of the wind speed sample. 246 
The theoretical item number n for a 10-minute wind speed sample is equal to 600, but after processing by Eq. (6), 247 
it may be smaller. 248 
Fig.4 shows the yearly frequency distribution of wind speeds of the four wind turbines. Both the KDE curves and 249 
frequency histograms are given. The differences between KDE curves for different wind turbines are obvious, wind 250 
speeds corresponding to the maximum probability density for WT1, WT2, WT3 and WT4 are 2.2m/s, 1.9m/s, 4.3m/s 251 
and 6.6m/s, respectively. WT1 has the maximum probability density of 0.224 which means it has a more concentrated 252 
frequency distribution of wind speed than others. Though WT2 has the minimum probability density peak, it has two 253 
probability density peaks, which means it has a more uniform density distribution than others. Relatively, the 254 
difference between WT3 and WT4 is small. For the aim of wind power generation, frequency distributions of wind 255 
speed in WT3 and WT4 are better than WT1 and WT2. 256 
     257 
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(c)        258  Fig.4 Yearly frequency distribution of wind speed 259 
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Seasonal frequency distribution of wind speed is illustrated in Fig.5. Density distribution curves in Figs.5(a), (b), 260 
(c) and (d) are corresponding to WT1, WT2, WT3, and WT4, respectively. Data for spring is from February, March, 261 
and April; summer from May, June, and July; autumn from August, September, and October; winter from November, 262 
December and January. Probability density curves in different seasons are also different and vary in different wind 263 
turbines. For WT1 and WT2, the maximum wind speed corresponding to probability density peak appears in winter, 264 
but it appears in spring for WT3 and in summer for WT4. For WT1, summer has a more concentrated frequency 265 
distribution of wind speed, its wind speed corresponding to the probability density peak is 2.3m/s, which is 5m/s in 266 
winter. Similar probability density distributions are in spring and autumn. For WT2, wind speed corresponding to 267 
probability density peak are basically consistent in the vicinity of 2m/s in spring, summer, and autumn; wind speed 268 
corresponding to the first probability density peak in winter is also about 2m/s. Furthermore, probability density 269 
curves are very similar for spring, summer, and autumn. For WT3, except autumn, probability density distributions 270 
are close and probability density peaks are also relatively flat. In terms of wind power generation, the frequency 271 
distribution of wind speed in autumn seems to be not as good as that in the other seasons because low wind speed 272 
has a greater probability in the distribution curve. For WT4, the difference of probability density distributions in four 273 
seasons is relatively small. The minimum wind speed corresponding to probability density peak is about 4.8m/s in 274 
autumn and the maximum wind speed is about 7.4m/s in summer and the difference is 2.6m/s, which is 3m/s for WT1, 275 
5.8m/s for WT2, and 2.6m/s for WT3. 276 
   277 
     278 
Fig.5 Seasonal frequency distribution of wind speed 279 
(a) WT1, (b) WT2, (c) WT3, (d) WT4 280 
3.2 Mean wind speed 281 
In this section, the mean wind speed including yearly, seasonal, monthly, diurnal and hourly results is given. To 282 
quantify the amount of variation of wind speed, the corresponding sample standard deviations are also given, which 283 
is expressed as 284 
 
1
22
1
1
1
n
i
i
s x x
n 
                                         (7) 285 
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where, s denotes the standard deviation of the sample ix . 286 
Yearly, seasonal and monthly mean wind speed and the corresponding standard deviation are given in Tab.2 based 287 
on SCADA data in 2015. The yearly mean wind speed for WT1 is obviously smaller than that of the other turbines. 288 
Meanwhile, its standard deviation is also smaller. The most significant difference of mean wind speed between 289 
different seasons is in WT2 which is 1.9m/s, the least significant difference is in WT1 which is 0.5m/s. For WT1 and 290 
WT2, spring and winter have larger standard deviation than summer and autumn. For WT3 and WT4, spring and 291 
summer have larger standard deviation than autumn and winter. The maximum mean wind speed appears in 292 
December for WT1 and WT1, April for WT3, and June for WT4. The maximum differences of mean wind speed 293 
between different months are 2.1m/s, 3m/s, 2.9m/s and 1.8m/s for WT1, WT2, WT3, and WT4, respectively. The 294 
maximum standard deviation appears in November for WT1, February for WT2, April for WT3 and WT4. 295 
Tab.2 Yearly, seasonal and monthly mean wind speed 296 
Mean (m/s) 
 Year 
Season Months 
Spr Sum Aut Win Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
WT1 3.8 3.9 3.2 3.6 4.4 4.6 4.0 3.9 3.8 3.1 2.8 3.8 3.2 3.5 4.1 3.8 4.9 
WT2 5.1 5.2 4.2 4.7 6.1 6.3 5.5 5.3 5.0 3.9 4.0 4.8 4.0 4.4 5.6 5.1 6.9 
WT3 5.4 6.1 5.4 4.5 5.6 5.8 5.4 5.8 7.2 5.5 5.4 5.2 4.3 4.4 4.9 5.0 6.0 
WT4 5.6 6.0 6.0 5.0 5.3 5.7 5.6 6.1 6.2 5.5 6.6 5.9 4.9 4.8 5.1 4.8 5.6 
Standard Deviation (m/s) 
 Year 
Season Months 
Spr Sum Aut Win Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
WT1 1.9 2.0 1.7 1.8 2.0 2.0 2.1 1.9 1.9 1.6 1.1 2.0 1.6 1.8 1.9 2.2 1.9 
WT2 2.9 3.0 2.5 2.8 3.0 2.9 3.3 3.1 2.9 2.5 2.2 2.7 2.5 2.7 2.9 3.1 2.7 
WT3 2.3 2.6 2.3 2.0 2.2 2.0 2.4 2.1 2.9 2.8 2.0 2.1 1.8 2.0 2.0 2.3 2.1 
WT4 2.4 2.7 2.4 2.0 2.1 2.0 2.7 2.5 3.0 2.7 2.3 2.0 2.0 2.1 1.8 2.2 1.8 
 297 
To investigate diurnal and hourly mean wind speed of four turbines, only data in the selected month is used. The 298 
screening conditions include two: (1) the most similar mean wind, (2) the most similar standard deviation. In other 299 
words, the selected month should have the minimum mean difference and standard deviation difference between four 300 
turbines. By comparing, both September and November are suitable for investigating, in which the mean difference 301 
is 1.3m/s and the standard deviation difference is 0.9m/s. In the following, data in September is used. Diurnal wind 302 
speed mean of four turbines in September is shown in Fig.6(a), and the corresponding standard deviations are in 303 
Fig.6(b). Hourly mean wind speed from 1 September to 3 September is shown in Fig.6(c), and the corresponding 304 
standard deviations are in Fig.6(d). Though diurnal mean wind speeds are different in Fig.6(a), trends of wind speed 305 
of four turbines have similarity. Generally, diurnal mean wind speed for WT1 is smaller than that for other turbines 306 
and its standard deviation is also smaller. From Tab.2, monthly mean wind speed for WT2 is equal to that for WT3 307 
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but its diurnal variance is larger than that for WT3. The maximum standard deviation appears on 25 September for 308 
WT2. According to hourly mean wind speed and standard deviation, WT1 and WT2 are relatively close, and then 309 
WT3 and WT4 are relatively close except a sudden change in WT3. If this sudden change is regarded as an abnormal 310 
phenomenon and neglected, WT4 has the maximum mean wind speed and standard deviation in the figures. 311 
   312 
   313 
Fig.6 Diurnal and hourly mean wind speed 314 
3.3 Wind speed fluctuation 315 
Wind speed fluctuation, which describes the real-time wind speed variation characteristic with a higher sampling 316 
frequency (for example, 1Hz), is also an important criterion for wind resource assessment because wind speed 317 
fluctuation has a significant effect on the turbine, for example, it will influence the aerodynamic load and further 318 
impact the fatigue life. From another point of view, wind speed fluctuation can be regarded as a microscopic 319 
assessment of wind resource characteristic since SCADA data based on the one-second sample will be employed. To 320 
compare the synchronous difference of wind speed fluctuation of four turbines, a wind speed fluctuation coefficient 321 
presented in [51] is introduced which is expressed as 322 
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                         (8) 323 
where, sw is wind speed fluctuation coefficient; kx is wind speed data (sampling once a second); i=1,2,3,    . 324 
The main advantage of using Eq. (8) is that wind speed fluctuation coefficient could be limited to the range of 325 
[0,1], thus is convenient to evaluate the relative fluctuation of wind speed. According to the equation characteristic, 326 
time continuous data is needed. In other words, to maintain the continuity of data in the time field, zero value should 327 
not be eliminated when investigating wind speed fluctuation. Thus, zero value is preprocessed according to Eq. (9). 328 
Moreover, it should assure that no continuous two or more zero values are included in the selected data set. 329 
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                 (9) 330 
SCADA data in the 39th hour in Fig.6(c) is employed to analyze wind speed fluctuation in which WT1 and WT2 331 
have the same mean wind speed of 4.8m/s, WT3 and WT4 have the close mean wind speed about 8m/s. Fig.7(a) 332 
shows the wind speed for WT1 and WT2, and Fig.7(b) shows the corresponding fluctuation coefficients. Fig.7(c) 333 
shows the wind speed for WT3 and WT4, and the corresponding fluctuation coefficient is in Fig.7(d). Both Fig.7 (b) 334 
and Fig.7 (d) are under the condition of n=10 which used in Eq. (8). This parameter selection is mainly based on the 335 
mechanical time constant of wind rotor installed in the farm. The standard deviation of wind speed for WT2 is larger 336 
than that for WT1, which is illustrated in Fig.6(d), and wind speed fluctuation coefficient for WT2 is also larger than 337 
that for WT1. The maximum wind speed fluctuation coefficient for WT1 arrives at 0.95, and 0.55 for WT2. Both 338 
mean wind speed and its standard deviation for WT3 and WT4 are close, but wind speed fluctuation coefficient for 339 
WT4 is much larger than that for WT3. The variance ranges of fluctuation coefficient for WT1, WT2, WT3, and WT4 340 
are 0.36, 0.74, 0.45 and 0.84. The means of fluctuation coefficient for WT1, WT2, WT3, and WT4 are 0.36, 0.49, 341 
0.30 and 0.60 in Fig.7. Obviously, except for frequency distribution and mean wind speed, wind speed fluctuation 342 
also has significant differences at different sites. 343 
       344 
       345 
Fig.7 Wind speed fluctuation 346 
4. Investigation of wind direction characteristics 347 
4.1 Frequency distribution of wind direction 348 
In this section, the yearly, seasonal and monthly frequency distributions of wind direction are investigated using 10-349 
minutes mean of wind direction data. For obtaining reliable 10-minutes mean, it is necessary to preprocess the 350 
SCADA data of 1Hz sampling frequency. Except for null data, if a datum is 90 degrees larger than its neighbor data, 351 
it is also considered an abnormal data, which may be caused by sensing signal error. Moreover, a wind direction of 0 352 
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degrees is actually equivalent with that of 360 degrees. Then, assuming  iX x is wind direction data sample, a 353 
preprocessing method is presented as  354 
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(10) 355 
where, the mod is a remainder operation, mod (  1 1 / 2 180 ,360i ix x      ) means giving the remainder after the 356 
division of   1 1 / 2 180i ix x     by 360 . 357 
In Eq. (10), to maintain the continuity of sampling data, all null values are set to be zero. However, null values 358 
should not be involved in the calculation of the average value. Thus, after preprocessing wind direction data using 359 
Eq. (10), all null values should be eliminated. If a wind direction datum and the corresponding wind speed datum are 360 
equal to zero at the same time, it is judged to be abnormal data and is eliminated. Then, wind direction data of yearly 361 
10-minutes mean could be obtained according to the following equation, that is 362 
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where, n is the sample size of aX , m is the sample size of bX . 364 
Its frequency distributions are shown in Figs.8 (a), (b), (c), and (d) corresponding to WT1, WT2, WT3, and WT4, 365 
respectively. From the figures, the apparent differences of wind direction distribution are observed for different 366 
turbines. For WT1, a dominant wind direction is observed which is near 0/360 degrees. Wind direction of 6 degrees 367 
has the maximum probability distribution, and wind direction data between 0 degrees and 10 degrees accounted for 368 
the total data of 20%. For WT2, there are three distribution peaks of wind direction near 310 degrees, 290 degrees, 369 
and 140degrees. Especially, near 310 degrees, the wind direction distribution dominates. Wind data between 305 370 
degrees and 315 degrees accounted for the total data of 19%. For WT3, two dominant wind directions are obvious 371 
which are approximately in two opposite directions. One is near the direction of 40 degrees and the other is near the 372 
direction of 210 degrees. Wind direction data between 205 degrees and 215 degrees accounted for the total data of 373 
22%. For WT4, wind direction also dominates in two directions, namely near 15 degrees and 175 degrees. Wind 374 
direction of 175 degrees has the maximum probability distribution. Wind direction data between 170 degrees and 180 375 
degrees accounted for the total data of 19%. By comparison of the yearly mean of wind direction data, the common 376 
point for four turbines is that there are clearly dominant wind directions for four turbines; the different point is the 377 
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dominant wind directions are different for different turbines. It shows that the local wind direction characteristics can 378 
be significantly changed in mountain wind farm. 379 
 380 
Fig.8 Yearly frequency distribution of wind direction 381 
Seasonal frequency distributions of wind direction for four turbines are shown in Fig.9. For the convenience of 382 
analysis, wind direction data in spring and summer are arranged in a figure and that in autumn and winter in a figure. 383 
From the figures, obvious seasonal differences of the frequency distribution of wind speed can be observed. In general, 384 
there is a close frequency distribution in spring and summer, and then another close frequency distribution in autumn 385 
and winter. Also, some local differences in different seasons or turbines appear. Specifically, two dominant wind 386 
directions near 150 degrees and 0 degrees appear in spring and summer, and a predominant wind direction in near 0 387 
degrees in autumn and winter for WT1. The maximum frequency distribution appears near 0 degrees in four seasons.  388 
Obviously, autumn and winter have more stable wind direction than spring and summer. For WT2, three predominant 389 
wind directions are observed in four seasons, namely near 140 degrees, 290 degrees and 310 degrees. Wind direction 390 
near 310 degrees has the maximum frequency distribution for spring, autumn, and winter, and wind direction near 391 
140 degrees has the maximum frequency distribution for summer. For WT3, two predominant wind directions in two 392 
approximately opposite directions appear for all seasons. One is near 40 degrees and the other is near 210 degrees. 393 
Wind direction near 210 degrees dominates in spring, autumn, and winter and wind direction near 40 degrees 394 
dominates in summer. Especially in winter, wind direction distribution has a rather prominent peak near 210 degrees, 395 
and data between 205 degrees and 215 degrees accounted for the total data of 34%. For WT4, like the law in WT3, 396 
two predominant wind directions near 15 degrees and 175 degrees appear for all seasons in two approximately 397 
opposite directions. In spring, wind directions near 175 degrees and 15 degrees have a close frequency distribution. 398 
In summer, wind direction near 15 degrees has a prominent frequency distribution peak, and data between 10 degrees 399 
and 20 degrees accounted for the total data of 31%. In autumn and winter, wind direction near 175 degrees has the 400 
maximum frequency distribution. Generally, the law of seasonal wind direction distribution between WT3 and WT4 401 
is relatively close. The predominant wind direction may appear an obvious change in different seasons or different 402 
turbines. 403 
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 404 
 405 
Fig.9 Seasonal frequency distribution of wind direction 406 
After processing monthly 10-minutes mean wind direction data using KDE method illustrated in Eq. (3), KDE 407 
curves of wind direction distribution for four turbines could be obtained and are shown in Fig.10. For WT1, WT3 408 
and WT4, two probability distribution peaks appear even in all months, but for WT2 three probability distribution 409 
peaks appear. For WT1, the highest distribution peak appears in October, in December for WT2, in September for 410 
WT3 and in June for WT4. In other words, wind distribution is relatively concentrated in these months. The lowest 411 
distribution peak appears in Feb for WT1, July for WT2, WT3, and WT4. In addition, wind direction distribution in 412 
16 
 
June is obviously different with other months for all turbines despite the variation of wind direction distribution in 413 
different turbines. For the same turbine, wind direction distribution law between different months has some similarity 414 
but the significant difference is also observed. For example, the number of distribution peaks for different months is 415 
roughly the same, but the difference of distribution density is very big. 416 
 417 
Fig.10 Monthly frequency distribution of wind direction 418 
(a) WT1, (b) WT2, (c) WT3, (d) WT4 419 
 420 
4.2 Wind direction fluctuation 421 
Wind direction fluctuation is presented to describe the real-time wind direction variation characteristic with a higher 422 
sampling frequency (for example, 1Hz). A fluctuation coefficient of wind direction is defined to investigate the 423 
fluctuation characteristic in the following. 424 
Firstly, the wind direction difference between two sampling is written as 425 
1k k kx x x                                              (12) 426 
where, kx means wind direction data (sampling once a second). 427 
Since wind direction of 0 degrees and wind direction of 360 degrees are essentially equivalent, Eq. (12) should be 428 
revised to be 429 
min 360
k
e
k
x
x
x
     
                                        (13) 430 
To construct the fluctuation coefficient of wind direction, a base of wind direction difference is needed, which is 431 
defined as 432 
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where, 1,2,3,i     ; n is the number of data point for one-time calculation. 434 
Finally, fluctuation coefficient of wind direction dw could be defined as 435 
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Like the use of wind speed fluctuation coefficient, time continuous data is needed. Data should be preprocessed 437 
according to Eq. (9). Using wind direction data corresponding to wind speed data in Fig.7, wind direction fluctuation 438 
curves are obtained (Fig.11). Fig.11(a) shows the wind direction time-varying curve for WT1 and WT2, and Fig.11(b) 439 
shows the corresponding fluctuation coefficients. Fig.11(c) shows the wind direction time-varying curve for WT3 440 
and WT4, and the corresponding fluctuation coefficient is in Fig.11(d). Both Fig.11(b) and Fig.11 (d) are under the 441 
condition of n=10 which used in Eq. (15). For the convenience of analysis, wind direction data greater than 300 442 
degrees is represented by a negative data in Fig.11 (c). From the figure, it can be seen that WT1 and WT2 have a 443 
close wind direction distribution, WT3 and WT4 have another close wind direction distribution.  Fluctuation 444 
coefficient of wind direction has the characteristic of jumping for all turbines. Moreover, fluctuation coefficients of 445 
wind direction for WT1 and WT2 are much larger than that for WT3 and WT4. Especially, WT3 has a very low 446 
fluctuation coefficient of wind direction. In general terms, wind direction fluctuation is significantly different for 447 
different turbines, which also shows the characteristics of mountain wind farm. 448 
 449 
Fig.11 Wind direction fluctuation 450 
5. Joint investigation of wind speed and wind direction 451 
To investigate the joint distribution of wind speed and wind direction, Eq. (1) is rewritten as Eq. (16) which is a multi-452 
dimensional kernel density estimation[52]. 453 
 
1 1
1 1ˆ dn j ij
i j jj
x x
f x K
n h h 
                                         (16) 454 
where,  ijX x is the wind speed and wind direction sample; n is the sample size; K is the multivariate kernel 455 
function with d arguments (d=2 in this paper). 456 
Fig.12 shows the yearly joint distribution of wind speed and wind direction. From the figures, it can be seen 457 
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that the joint distribution surface of wind speed and wind direction has prominent distribution peaks, which 458 
means a data point taking into account the maximum probability of wind speed and wind direction is obtained. 459 
Moreover, wind direction distribution for WT3 and WT4 is more concentrated than that for WT1 and WT2. 460 
Especially for WT1, the wind direction distribution is obviously very scattered. Specifically, three distribution 461 
peaks appear for WT1 and two peaks appear for WT2, WT3, and WT4. When wind speed is 2.6m/s and wind 462 
direction is 170 degrees, the maximum joint distribution peak for WT1 appears. When wind speed is 7.5m/s and 463 
wind direction is 314 degrees, the maximum joint distribution peak for WT2 appears. When wind speed is 464 
6.3m/s and wind direction is 214 degrees, the maximum joint distribution peak for WT3 appears. When wind 465 
speed is 4.8m/s and wind direction is 173 degrees, the maximum joint distribution peak for WT4 appears. 466 
Relatively speaking, the joint distribution of wind speed and wind direction for WT2 seems to be more 467 
conducive to wind power because it has the maximum wind speed corresponding the maximum joint distribution 468 
peak. 469 
310 310
 470 
310 310
 471 
Fig.12 Yearly joint distribution of wind speed and wind direction 472 
Seasonal joint distribution of wind speed and wind direction for four turbines is shown in Fig.13. The seasonal 473 
joint distribution for WT1 is in Fig.13 (a) to Fig.13 (d), for WT2 in Fig.13 (e) to Fig.13 (h), for WT3 in Fig.13 474 
(i) to Fig.13 (l), for WT4 in Fig.13 (m) to Fig.13 (p). Except for WT1, there are two obvious joint distribution 475 
peaks even in each season for WT2, WT3, and WT4. In other words, for WT1, the joint distribution of wind 476 
speed and wind direction is relatively messy; more regular distributions appear in WT2, WT3, and WT4. Also, 477 
the joint distribution is obviously different in different seasons. Compared with spring, summer, and winter, the 478 
joint distribution of wind speed and wind direction were more concentrated in autumn for WT1. When wind 479 
speed is 4.2m/s and wind direction is 14 degrees, the maximum joint distribution peak appears in autumn. For 480 
WT2, the most concentrated joint distribution of wind speed and wind direction appears in winter. 481 
Corresponding to the maximum peak, wind speed is 8.3m/s, the wind direction is 309 degrees. Winter seems to 482 
have the best wind energy utilization potential because it not only has a centralized joint distribution of wind 483 
speed and wind direction, but also the wind speed corresponding to the maximum peak is the largest than other 484 
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seasons. For WT3, the most concentrated joint distribution appears in winter like that in WT2. Corresponding 485 
to the maximum peak, wind speed is 6.8m/s, the wind direction is 213 degrees. For WT4, in both summer and 486 
winter, the relatively concentrated joint distribution appears. Corresponding to the maximum peak, wind speed 487 
is 7.6m/s, the wind direction is 13 degrees in summer; the wind speed is 6.4m/s, the wind direction is 173 488 
degrees in winter. Generally, the joint distribution of wind speed and wind direction will change with location 489 
change in the investigated mountain wind farm. 490 
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Fig.13 Seasonal joint distribution of wind speed and wind direction 500 
6. Conclusion 501 
For a mountain wind farm, the local wind characteristics are determined by not only the overall weather system, but 502 
also the local terrain-topography such as hills, cliffs, and ridges. Thus, Wind resource characteristics in the mountain 503 
wind farm are inevitably more complicated and changeable than that in a flat wind farm. Through the separate 504 
investigation of wind speed and wind direction characteristics, and the joint investigation of wind speed and wind direction, 505 
the specific characteristics of wind resource in the investigated mountain wind farm are revealed. Significant location 506 
difference, seasonal difference, and monthly difference of wind characteristics are observed. Yearly mean wind speeds 507 
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for the four locations are 3.8m/s, 5.1m/s, 5.4m/s and 5.6m/s, respectively. This gives an important information that 508 
in the mountain wind farm, the layout of wind turbines should take into account local geographical differences. For 509 
example, the length of wind turbine blades at different locations may vary.  510 
To solve the issue of big data processing and data error, data preprocessing methods are proposed; to solve the lack 511 
of prior knowledge on wind distribution, several kinds of PDFs are compared, and kernel density estimation method 512 
is employed including one-dimensional and multidimensional estimation. The methods provided are universal and 513 
can also be used for the processing and analysis of other wind farm data.  514 
In the future, by combining wind resource characteristics and energy output characteristics of wind turbines, more 515 
in-depth investigation conclusions will be obtained. Moreover, high-resolution wind data from other mountain wind 516 
farms will be extracted to obtain a more general conclusion. All these new investigation achievements will be reported 517 
in separate papers. 518 
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