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ABSTRACT 
A system of linear inequalities can be translated to an equivalent unconstrained 
smooth convex minimization problem. Based on the idea of a contraction method, we 
present a new iterative contraction algorithm of Uzawa’s type for solving linear 
inequalities and prove its global linear convergence under the assumption that the 
solution set is nonempty. Our new step-length rule allows us to take the step up to 4 
times as long as that of the original Uzawa’s method, and the resulting algorithm 
terminates for systems which have full-dimensional solution set. Because the method 
requires only two matrix-vector multiplications at each iteration and performs no 
transformation on the matrix elements, it may be acceptable for large sparse problems 
and favorable for parallel computation. The numerical results indicate that the new 
method converges much faster than the original Uzawa’s method. 
1. INTRODUCTION 
Let f(x) E Cl(R”‘> b e a convex function. Uzawa [15] devised a beautiful 
iteration scheme for the convex minimization problem 
x$$(“). (1) 
His method starts with an arbitrary point in R” as an initial approximation, 
then at each step takes the negative gradient as search direction and gives a 
step length without line search. The Euclidean distance from the iterates to 
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the solution set converges montonically to zero, and the method is called a 
contraction method [3]. 
Our purpose in this paper is to derive from Uzawa’s method a new 
iterative algorithm for solving the following system of linear inequalities: 
WV Ax<b, (2) 
where A is an m X n matrix and b E R”. The task of solving (2) will be 
referred to as the linear feasibility problem (LFP). 
The linear feasibility problem arises in numerous fields, e.g., in linear 
programming [7, 111 or in image reconstruction from projections [lo]. There 
are some computational methods in the literature for solving linear inequali- 
ties. The interested reader may consult [l, 6, 8, 121 and the references cited 
therein. Our interest is to develop a suitable iterative method for solving large 
sparse linear feasibility problems, i.e., when the matrix A in (2) is large and 
sparse. The direction generated by our algorithms is the same as that of 
Uzawa’s method [15] and the algorithms presented in [2, 4, 51. However, we 
give a new step-size rule and obtain a much faster algorithm. 
Our paper is organized as follows. In Section 2, we quote Uzawa’s method 
for the convex minimization problem and describe our algorithms for solving 
(LFP). Section 3 shows the global linear convergence of our methods. In 
Section 4, we give some numerical test results to indicate that our new step 
length does accelerate the existent methods. Finally, in Section 5, we 
conclude the paper with some remarks. 
We use notation as in [9]. xi denotes the ith component of a vector x, xk 
refers to specific vectors, and k denotes the iteration index. r+ denotes the 
projection of T on the nonnegative orthant R;f , i.e., 
(T-+)~ := max{O, ri}, i = l,...,m. 
]] * ]I and ]I * Ilm denote the Euclidean and the max norm, respectively. For a 
positive definite matrix G, the norm IIu](o is given by (~rG~l’/~. 
2. UZAWA’S METHOD AND OUR ALGORITHM 
Let x* be a solution of the problem (l), and g(x) be the gradient of f<~> 
at X. It follows from the well-known properties of the smooth convex function 
[3] that 
(x - X*yg( x) >f( x) -f( x*>. (3) 
CONTRACTION METHODS FOR INEQUALITIES 
Uzawa’s method [15] 
with 
Xk+l = Xk 
- Pb”)&“) 
p _, ,+k> = f(xk) -f(x*) 
UL‘WJ. 
llg( x”>II” 
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(5) 
generates a sequence {x k}, which satisfies 
IIX k+l - x*l12 = llxk - x* - p( xk)g( xk)II’ 
= llXk - x*ji2 - 2p( X”)( Xk - x*fg( x”) 
+ p”( x”>llg( x”)II” 
< llXk - x*l12 - P(Xk)[f(Xk) -f<x*)l. (6) 
Furthermore, for 0 < y < 2, the iterate 
Xk+l = Xk 
- W(Xkkbk) (7) 
satisfies 
IIX k+l - x*/I2 < llXk -x*112 - Y(2 - Y)P(Xk)[f(Xk) -f<x*)l. (8) 
The Euclidean distance of the iterates to the solution monotonously decrease. 
For the problem (21, we let 
iR* = { x E R” I x solves (LFP)} . 
and 
f(x) = $I< h - b), IP. (9) 
Note that in this case f(x) is convex and smooth (but not twice differen- 
tiable), 
g(x) := Vj-(x) =AT[(Ax -b)+], (10) 
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cl* # 0 = minf( x) = 0. (II) 
It is clear, that the problem (LFP) is solvable with Uzawa’s method whenever 
LR* # 0. In fact, for (LFP), we have the following lemma: 
LEMMA 1. Let x* E fin*. Then 
(x - x*)‘&> 2 II( Ax - b), II? (12) 
Proof. Since x* E R*, then Ax* < b and AX - AX* > Ax - b. It fd- 
lows that 
(A-h*)+>(Ax-b), 
and 
(~~*)‘g(x)=(Ax-Ax*)~[(Ax-b)+] 
= [(Ax-~*)+]%~-b)+] 
> II( Ax - b), II’. n 
As a result of (121, we have the following contraction algorithm: 
ALGORITHM C (Contraction method). Given x0 E R” and 0 < y < 2. 
For k = 0, 1,. . . , 
1. Calculate 
e( x”) := ( Axk - b), (13) 
and 
g( x”) = A?‘e( x”). 
If e(xk> = 0 or g(xk> = 0, stop. 
(14) 
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2. Determine the step size 
IIe( xk)ll” 
p~~~( ‘“) = llg( xk>ll” ’ 
3. Set 
Xk+l = Xk 
- w”ew(xkMxk)* 
119 
(15) 
(16) 
REMARKS. 
(a) If e( xl = 0, then x is a solution of (LFP); if e(x) # 0 and g( xl = 0, 
then x = argmin f(x) and R* = 0. 
(b) In the case 1R* z 0 the step size p,,, in (15) is just twice as long as 
that of Uzawa’s method. 
(c) For solving the problem (1) in which f(x) 2 0 for all x E R”, 
Cauchy [5] and later Booth [4] suggested determining the step length pk in 
the general iteration 
Xk+l = xk _ 
PkPk> k = 0, l,..., (17) 
by a Newton step for the equation f( x k - pp k> = 0, that is, 
PCauchy( xk) = 
f(x”> 
g( XklTPk . 
With the choice pk = g( x k>, the iteration (17) becomes 
xk+l = Xk _ f(xk) ( Tk>, 
llg(~k)l12 g 
(18) 
(19) 
which is a special gradient method studied by Altman [2]. We note that for 
(LFP) the step length and search direction in (19) are just the same as in the 
original Uzawa’s method. 
(d) In practical computation, due to (121, we take 1 < y < 2. Therefore, 
the real step length in Algorithm C is 2-y times that of the original Uzawa’s 
method. 
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From Lemma 1 and Algorithm C, as in (6), it is easy to see that if 
LR* # 0 and the algorithm does not terminate, for any x* E in* the se- 
quence {x k, generated by Algorithm C satisfies 
IIX k+l - x*lf < llXk - x*llZ - y(2 - y)p( +e( +“. (20) 
Note that p(xk) > L/IIAA~II and (20) is true for all x* E fin*. In fact, we 
have 
dist2( x k+l, fi*) < dist’( xk, a*) - ‘i2iri) II( kk - b), 11’. (21) 
where 
dist( x, a*) = inf{ II x - x* II I x* E Cl*}. 
Let G be an m X m diagonal positive definite matrix. The problem (2) is 
equivalent to 
Based on (14), we set 
G(x,G) = G1’2[(Ax -b)+], 
g(x,G) =A-[(A -b)+], 
(23) 
(24 
and 
$(x,G) = 
IlZ( x, G)ll” 
llg( x, G>ll” ’ 
Similar to Lemma 1, for any x* E fin*, we have 
(x - x*)‘g( x, G) = (Ax - Ax*)~G[( Ax - b), ] 
a II( AX - b), II: 
= IlZ( x, G)ll”. 
(25) 
(26) 
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Instead of taking e(x), g(x), and p(x) in Algorithm C, we now use e’(x, G), 
g( X, G), and j3( X, G) and refer to the related method as a scaled contraction 
method. Then, as in (20), the sequence {rk) satisfies 
IIX k+l - x*112 < /lXk - x*11’ - ~(2 - y)fi( x”)IIZ( xk, G)ll’. (27) 
Moreover, the scaling matrix G may vary with the iteration index, i.e., 
G = G,. 
Another modification of the contraction method is the following: For any 
positive definite n X n matrix Q, let 
E(r,G,Q) =Q-‘ATG[(AX-b)+], 
P(x,G, Q) = 
IIZ( x, G)ll” 
I@( x, G, Q)ll; ’ 
and 
rk+’ = rk - @(xk, G, Q)g(& G, Q). 
Since for any x* E R*, 
(x - x*)~Q~( x, G, Q) > I[( AX - b), 11: = Ik( x, G)ll”, 
then 
IIX k+l -x*11;, = llxk -x* - yp(xk, G, Q)#, G, Q)11$ 
(28) 
(29) 
(30) 
(31) 
= llQ1'*( xk - x*) - yiJ( xk, G, Q)Ql'"g( xk, G, Q)ll" 
= llrk - X*/I; - 23 rk, G, Q)( xk - r*)rQg( xk, G, Q) 
+ y2i3*(& G, Q)ll&k, 6, Q)ll”, 
< Ilxk - dl; - ~(2 - y)iJ(xk, G, Q)llZ(& G)ll”. (32) 
We call the above method a scaled metric contraction method. 
122 BINGSHENG HE 
3. CONVERGENCE 
First, we prove the convergence under the assumption that Q* # 0. For 
convenience we observe only the contraction Algorithm C. 
THEOREM 1. Let 1R* # 0 and 0 < y < 2. lf Algorithm C does not 
terminate, the sequence {x k} generated by Algorithm C for (LFP) is conver- 
gent, i.e., 
lim xk =x*, 
k-m 
and x* E ln* is a solution of (LFP). 
Proof. Because 0 < y < 2, from (21) the sequence {xk} satisfies 
dist2( x k+l, a*) < dist2( xk, Ln*) - cll( Ark - b), 112, (33) 
where c > 0 is a constant. Let x^ be a solution of (LFP). From (20) we have 
llXk - 211 < Ilx” - 211 
and the sequence {x k} is bounded. From (33) we get 
c 2 II( Axk - b)+ II2 < dist”( x0, a*) 
k=o 
and it follows that 
lim II( AXk - b), 11~ = 0. 
k-m 
Let x * be an accumulation point of {x k}, and {x kl} a subsequence convergent 
to x*. Because f(r) is continuous, then 
and x* is a solution of (LFP). Since x* E CR* and 
IIX k+l -x*11 < llXk -x*11, 
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the sequence {x k} has only one accumulation point and 
The function f(z) = $l(Ax - b)+ll’ measures by how much x fails to be 
in 1R*. The inequality (33) states that we get a big profit from an iteration if 
f(r) is not too small; conversely, if we get a very small profit from an 
iteration, then [I( Axk - h>+ll is already very small and xk is a sufficiently 
good approximation of x* E a*. Moreover, we have the following 
THEOREM 2. If Cl* is nonempty and Algorithm C for (LFP) does not 
terminate, then it is globally linearly conuergent. 
Proof. It is easy to see that LR* is a closed convex set. Let { rk} be the 
sequence generated by Algorithm C. Theorem 1 shows that { ~~1 converges to 
a solution point x* and 
{x”} c {x E R” I IIX -x*11 < IIXO -x*11}. 
From (21) we need only to prove that there exists an 7 > 0 such that 
lI( ,+c - b) + II 
llx -x*11 a “rl 
for all X E {X”}. 
For X E LR*, let 
T(T) := {x E R” I llx - 211 < II? - x*11} 
(34 
(35) 
and 
T:= u T(T). 
3;ccl* 
Because (20) is true for every solution point in 1R* and { xk} converges to x*, 
it follows that 
{x”} n T = 0. (36) 
We prove the assertion (36) by contradiction. Assume X’ E { rk} and x1 E 
T(F) for some X E a*, say, 11~’ - ~11 = 11~ - x*11 - 2&g, where co > 0. 
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Since { x k} converges to x *, 
and llx’+p - 
then there exists a p > 0 such that xl+P E ( xk} 
x* II < Ed. It follows that 
IIT1+p -XII 2 llx - x*11 - lld+p - x*11 
2 llxl - XII + 2.50 - 80 
= llxl - XII + Eo. 
Because X E a*, the above fact contradicts (20). Therefore, 
{x”} CS:={XER”Illr-r*ll~llx”-x*II] \T. 
Let 
6, := min{(b - Ax*)i I (b -Ax*){ > o}, 
(y := ;o 
i 
if S,>O, 
otherwise, 
So := {x E R” I IIx - x* Ilm < 8/llAll~} n S, 
s; := {x E R” I Ilx - x* Ilm = 8/llAllm} n S. 
Further let 
s, := s\s,, 
and for any x E S \{x*} 
w(x) .= IK Ax - b)+ 11 
IIX - x*11 
(see Figure 1). Since S, is compact and w(x) is a continuous function on S,, 
min{w( x) I x E S,} := 77 > 0. 
For any x E So \ {x*}, there exists an x’ E Sb C S,, such that 
x-x* =?-(d-xx*) 
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FIG. 1. 
with an r E (0, 1). According to the definitions 
check that in this case 
of S, and Sb, it is easy to 
(Ax-b)+=r[(Ax-b)+] 
with the same r E (0, 1). It follows that W(X) = w(x’). In this way it is 
proved that 
II( Axk - b) + II 
((Xk - x*(1 a 77, 
and therefore Algorithm C for (LFP) is globally linearly convergent for all 
starting vectors x0 E R”. W 
Similar to the relaxation method in [12], Algorithm C with y = 2 has the 
property described in the following: 
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THEOREM 3. Zf O* is full-dimensional, and we take y = 2 and x0 
arbitrarily, then Algorithm C terminates. 
Proof. Suppose the algorithm does not terminate. As a* is full-dimen- 
sional, there exists a vector f E R* and a real number s > 0 such that 
AZ + se Q b (37) 
where e is an m-vector which has each component equal to 1. Note that 
llx 
k+l 
- x’l12 = llxk - x’ - 2p,,,( x”) AT( Axk - b), II2 
= IIXk - XII2 - 4p,,,[( Axk - b)+lT 
.[(Axk-AZ) -(Axk-b)+]. 
Denote 
with A’xk - b’ > 0 and A”xk - b” < 0. Then due to (37) 
( A’xk - A’?) - ( A’xk - b’), > -A’: + 6’ > ~(1, 
and 
[(kk - b)+]T[(kk 
= [( A’xk - b’), 
-A?) - (Axk -b)+] 
I’[( Arxk -A’?) - ( A’xk - b’), 
> sll( AXk - b), IL. 
From (38) and (39) we have 
1 
(39) 
(38) 
UT 
llx k+l - 511” < IIXk - Z112 - &ll(hk - b)+ llm- 
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Hence, by induction 
0 =z llXk - 5112 < 11x0 - fl12 - &kg’ll(/lx’-b)+llm. 
1-O 
Therefore (~~1 is bounded and {II(Ax~ - b)+llJ converges to zero. By using 
the same technique in the proof of Theorem 1 we can prove that {rk} 
converges to a x* E a*. 
Let A, x < b, be the system of those inequalities from AX < b which are 
satisfied with equality by x *, and let A,, x < b,, be the other inequalities. As 
A,,x* < b,,, there exists an index p such that A,,x’ < b,, for I > p. Hence, 
if 1 >p, 
(+x*)‘AT[(Ax’-b)+] = [(A&b)+]T(A&h*) 
= [(A+” - b,)+]T(A,x’ - b,) 
< lI( A,x” - b,), II2 
= II( Ax’ - b), l12. (40) 
Using (40) and the iterative scheme, we obtain 
IIX 1+1 -x*ll2 = llxl -x* - 2~,,,( x”) *AT[( AX’ - b)+]ll” 
=11x’ -*II2 -4p,,,(~')+~ -x*fAT[(Ad -b)+] 
+ 4~,,,( r’) . II( k2 - b) + II2 
2 112 - x*l12. 
As lim I__ X1 = x*, this contradicts our assumption of nondetermination. w 
What happens when 1R* = 0? Let 
t := minlle( x)1/. 
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IIX k+l_ k 
’ ” = ‘IIATe(xk)l12 
“e(xk)“2 IIATe( x”)II > 6. 
Therefore the sequence lx k} does not converge when R* = 0 (due to 
t > 0). The following examples illustrate the different behaviors when using 
Algorithm C with y = 1. 
EXAMPLE 1. Clearly, the system AX < b with 
has no solution. Ifwe take x0 = 0, then e(x’) = (1, l>r, g(x”> = ATe(xo) = 
0, and hence Algorithm C terminates. However, if x0 = 1 is taken as start 
point, it is possible to prove that Algorithm C produces a sequence 1~~) 
which satisfies 
Xk = 1 if mod(k,2) = 0, 
- 1 otherwise. 
The sequence { xk) is bounded but not convergent. 
EXAMPLE 2. The system AX < b of this example is defined by 
A=(-: _t) and b=(i). 
If x0 = (0, OjT is chosen as start point, by induction we can prove that 
e(x”)=(Ax’-b)+=(t), g(xk) = ATe(xk) = 
p,,,(xk) = 1.25, and zk+r = xk - P”,W(~kM~k> = (k + I)( -;.;). 
The iterates diverge to infinity. 
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4. NUMERICAL RESULTS 
In this section we give some numerical results to demonstrate that 
Algorithm C with large step length converges much faster than the original 
Uzawa’s method. We form test problems Ax < b as follows: The matrix A 
was constructed synthetically such that it had a prescribed distribution of its 
singular values. This was accomplished by setting 
where 
are Householder matrices and 
- 
uu 
T 
2 Ilull; ’ 
vv 
T 
2 Ilfx ’ 
is a m X n diagonal matrix. The vectors u and v contain pseudorandom 
numbers: 
Ul = 13846, 
ui = (31416u,_r + 13846) mod 46261, i = 2,. . . , m, 
01 = 13846, 
V~ = (42108v,_, + 13846)mod46273, j = 2,...,n. 
By setting 
CTk = cosn + 1, k = l,...,n, 
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the singular values of matrix A tend to cluster at the endpoints of the interval 
[0,2]. We denote by ran( * > a random variable in (0,l). Let 
Xj = ran( *) X 10, j=l 1.S.) n, 
and 
bi = ( A??)i + 0.01 X ran( *), i = l,..., m, 
i.e., b = AZ + ..$, where 5 is a m-vector whose elements are random num- 
bers in (0, 0.01). In this way we get a test linear feasibility problem (2) with a 
nonempty solution set. 
In many applications the feasibility need not be satisfied exactly. We stop 
the iteration as soon as the relative error 
e(x) := 
II( AX - b) + llcc 
IlblL GE (41) 
for E = lo-‘. 
It is clear, that the smaller the ratio n/m, the harder the problem. We 
test the problems with n/m = 0.75 and 0.6. 
All codes were written in FORTRAN. The calculations have been performed 
in single precision on an IBM 486 personal computer (without Weitek 
coprecessor) running at 33 MHz. We used x0 = 0 as starting point. “#it.” 
indicates the number of iterations. The CPU time is in seconds. Table 1 and 
Table 2 show the behavior of Algorithm C with various 7 and Uzawa’s 
method for increasing m and n, respectively. 
1 
RESULTS FOR“EASY"PROBLEMS 
Alg. C C Alg. 
method with = I y = with y 2 
m n #it. CPU #it. CPU 
2000 1500 126 7.5 79 4.7 
4000 3000 133 15.0 79 8.9 
6000 4500 189 31.2 139 23.0 
8000 6000 191 42.1 134 29.5 
10000 7500 163 45.2 129 35.2 
#it. CPU 
28 1.7 
29 3.3 
35 5.8 
37 8.2 
32 8.8 
#it. CPU 
24 1.5 
24 2.7 
28 4.7 
29 6.4 
29 8.0 
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TABLE 2 
THE TEST RESULTS FOR “HARD” PROBLEMS 
Uzawa’s Alg. C Alg. C Alg. C 
method with y = 1 with y = 1.8 withy=2 
m n #it. CPU #it. CPU #it. CPU #it. CPU 
2000 1200 1271 60 882 42 380 19 147 7.2 
4000 2400 2747 248 2208 199 802 73 222 20 
6000 3600 3096 409 2379 315 687 92 202 27 
8000 4800 2596 458 1853 326 496 88 130 23 
10000 6000 2221 492 1848 411 719 160 224 49 
Note that the original Uzawa’s method is equivalent to Algorithm C with 
y = 0.5. The numerical results show that, under the condition y < 2, for 
both “easy” and “hard’ problems, the larger the step length, the faster the 
algorithm. For the “easy” problems, Algorithm C with y = 2 needs less than 
20 percent of the iterations that the original Uzawa’s method needs, and for 
the “hard’ problems only 10 percent. So, for the “hard’ problems, the profit 
in Algorithm C is even larger. Therefore, we suggest choosing y close to 2 in 
Algorithm C, i.e., close to 4 times as long as the step in the original Uzawa’s 
method. 
The iterate 
xk+l = Xk 
- “dxk) 
with a constant step length 0 < cx < 2/l] ArAIl is proved to be convergent 
when a* z 0 [6]. However, this step length is too short for practical 
computation. Since the singular values of the matrix A in our test problems 
tend to cluster at the endpoints of the interval [O, 21, 4 is a suitable estimate 
for 11 AATII. The constant step length can be taken in (0,0.5] (because 
4 = 11 AAr II < 4). For the “easy” test problem with m = 2000 and n = 1500, 
when CY = 0.5 in (42), the relative error does not reach lop7 until after 
11,257 iterations (while by our Algorithm C with y = 2 we need only 24 
iterations). 
5. CONCLUSION 
Although Algorithm C with 7 = 2 behaves much better than with other 
choices of the parameter, yet y > 2 may lead to divergence even for (LFP) 
with full-dimensional solution set. For the system - 1 < x < 1, if we take 
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y > 2 (say, y = 2 + 7 and 0 < 7 < 1) in Algorithm C and start with x0 
which satisfies 1 x01 > (2 + T)/T, th en the method produces a sequence Ix ‘1 
with 
Irk+‘1 > lxkl > ... > lx01 
and hence does not converge. 
We note that the number of iterations in Section 4 is rather insensitive to 
the increase of the size of the problem (number of variables). In view of the 
moderate number of iterations and the low cost of each iteration, Algorithm 
C with y close to 2 seems to be an acceptable method for solving large sparse 
linear feasibility problems. Moreover, since the contraction method is easy to 
parallelize, it may be even more favorable for parallel computation. 
However, we want to point out that, because Algorithm C is a gradient 
method, it is easy to construct a small problem for which it runs very poorly. 
The author would like to thank the referees for their valuable comments 
and helpful suggestions. 
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