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We compute the integral cohomology of the index-2 subgroup Out+(F,) of Out(F,), using the 
equivariant cohomology spectral sequence arising from the action of Out, (F?) on the space K,. 
introduced by M. Culler and K. Vogtmann. 
1. introduction 
Let F,, be the free group of rank n, Aut(F,) be its group of automorphisms and 
Inn(F,,) be the subgroup of inner automorphisms. As usual we denote the group 
of outer automorphisms by 
Out(F,,) = Aut(F,)/Inn(F,) . 
The abelianization map ab : F,, -+ 22’ induces a surjection (db), : Out(F,) 
* GL(n, z), which is not injective for y1> 2. Letting d : GL(n, Z)-Z2 
be the determinant map, we define Out+(F,,) to be the kernel of the composition 
do (ab),. Thus Out+(F,,) is an index-2 subgroup of Out(F,,) and is the preimage 
of SL(n, Z) under (ab),. 
In [5], Soul6 calculates the cohomology of SL(3, Z) by studying its action on a 
retract of an appropriate homogeneous space. Below we will use similar tech- 
niques to calculate the integral cohomology of Out +(F,) by studying its action on 
the space K,, introduced in (21. 
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This paper is organized as follows. In Section 2, we recall the equivariant 
cohomology spectral sequence and state some results for simplifying calculations. 
In Section 3, we review the definition of the space K,. In Section 4, we describe 
the quotient spaces K,/Out(F,) and K3/Out+(F3) and we explain how we 
compute the stabilizers of cells in both groups. Section 5 is a collection of specific 
computations of cell stabilizers and homomorphisms. These serve to illustrate the 
descriptions of Sections 3 and 4. Furthermore, they are used explicitly to justify 
the simplifications of Sections 8 and 9 and to do the computations of Section 10. 
Section 6 is a collection of the necessary results about the cohomology of specific 
groups. In Section 7, we show that both quotient spaces are contractible and we 
calculate EC ‘, H*(Out+(F,), Q), H*(Out(F,), Q) and H*(Out+(F,), Z),,,. 
The most difficult task in the calculation of H*(Out+(F,), Z) is the computa- 
tion of 2-torsion in E: q for 9 > 0. This amounts to computing the homology of 
the chain complex 
(*I 
oq dJ 
El 
Iq dJ 
-El ---e@ 
dl __,... 
for each q. The computation is achieved by a sequence of simplifications. We 
introduce at each stage a new chain complex which has the same homology as (*). 
In Section 8 we start our initial simplification and in Section 9, we show that the 
homology of (*) is isomorphic to the direct sum of the homologies of four smaller 
chain complexes. In Section 10, we calculate the homology in each of these 
complexes and combine the answers to get the 2-torsion in E,P ‘. In order to 
resolve the ambiguity in the 2-torsion of H*(Out+(F,), Z) we compute 
H*(Out+(F,), Z,) in Section 11. This allows to finally determine H*(Out+(F,), 
%z, in Section 12. 
Appendix A is a table, describing the quotient space, K,lOut(F,), by listing the 
cells and their stabilizers, while Appendix B describes the coboundary map in the 
cellular cochain complex. 
Notation. We use the following notation for finite groups: 
cl : the cyclic group of order n, 
mZ, : a direct sum of m copies of Z,, 
DZ, : the dihedral group of order 2n, 
zl : the symmetric group of order n!. 
2. The spectral sequence and algebraic lemmas 
Let X be a contractible CW-complex of dimension n, and r be a group which 
acts cellularly on X. Let C (resp. ZP) be a set of representatives of r-orbits of 
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cells (resp. p-cells). For a particular cell v in X let r, be the stabilizer of v in r, 
i.e. 
c = {Y E r I Y(U) = a> 
and let Zr be the Z[r,] module Z whose module structure is given by the 
homomorphism E : r, 3 { -+ l} , where 
if y preserves the orientation of (T , 
if y reverses the orientation of g . 
Then [l, Chapter VII], there is a natural spectral sequence, called the equivariant 
cohomology spectral sequence, which converges to H*(I’, Z), the cohomology of 
r with trivial Z-coefficients. The E, term of this sequence is given by 
and the d, map, restricted to the summand H4(r,, Z,), is given by the coboun- 
dary map, 6, in the cellular cochain complex C*(X), ‘twisted’ by the identifica- 
tions of 6a in the quotient space X/T. We will see that, for r = Out+(F,), each y 
in rc fixes c pointwise. Thus each Z, will be the trivial Z[r,] module Z and 
whenever T < u, TV will be a subgroup of r,. 
The calculations of the spectral sequence will be simplified using the following 
algebraic facts. 
Lemma 2.1. Let (C, d) be a chain complex of abelian groups and suppose that at 
some index i, 
(1) C,=A@Band CZ_,=X@Y, 
(2) the composition A 3 A $ B L X G9 Y -% X is an isomorphism and 
(3) the composition A - A@B- d X@Y 3 Y is the zero map. 
Then the homology of the chain complex (C, d) is isomorphic to the homology of 
the chain complex 
where i, , pA, etc. are the usual inclusion and projection maps. 
Proof. Let C’ be the chain complex which consists of the zero group in all 
dimensions except for Cl = A for C,‘_, = X with d’ : A -+ X being the composi- 
tion d’=p,odoi, above. Define a map i : C’ -+ C via the inclusions 
A-%-A@ B and X*-X@ Y. The hypotheses (l), (2) and (3) imply that i is a 
chain map and thus we get a short exact sequence of chain complexes: 
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The resulting long exact sequence in homology gives H(C) = H(CIC’), since 
H(C’) =O. Cl 
Corollary 2.2. Suppose a row, E; ‘, of the spectral sequence described above is 
determined by a subcomplex Y of XIT and Y contains a pair of cells, CT” and 7”-‘, 
with 
(1) T a free face of u and 
(2) the injection C + rT inducing an isomorphism on cohomology, 
H9($, z> + H”(q) q, 
then the E; ’ term is isomorphic to the E; ’ term calculated using the subcomplex 
Y-(aU7). 
Proof. Use the lemma with A = H”(S, Z’), B = ET-’ “/A, X = H”(c,, Z) and 
Y=Ey91X. 0 
Note. This corollary can be interpreted as a Mayer-Vietoris result in the appro- 
priate setting. See Lemma 6 of [5]. 
Applications. The corollary will allow us to do the calculations of Section 7 and 
begin computing H*(Out+(F,), Z)(?). To complete this computation we will need 
to use the full strength of the lemma. 
3. The space K, 
In [2] a contractible space K, is introduced which admits a nice action of 
Out(F,,). We briefly review the definition following [4] and we illustrate with 
examples from the case n = 3. 
Graphs. A graph is a l-dimensional CW-complex. We refer to its O-cells as 
vertices and to its l-cells as edges. Two graphs, G, and G, are isomorphic if there 
is a homeomorphism h : G, + G2 which sends vertices to vertices. A graph is 
admissible if it is connected, has no separating edges and each vertex has valence 
at least 3. The admissible graphs with fundamental group F3 are shown in Table 1 
and discussed below. 
Marked graphs. Let R,, be a fixed graph with one vertex and n edges. A marking 
of a graph, G, is a homotopy equivalence g : R,,+ G. An example of a simple 
type of marking is shown in Example 5.1. Two markings g : R,, + G and 
g’ : R,, + G’ are equivalent if there is a graph isomorphism h : G + G’ such that 
h 0 g is homotopic to g’. An equivalence class of markings is called a marked graph 
and the class of g : R,,+ G is denoted (g, G). 
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Forest collapses. A subforest, 4, of a graph G is a subgraph of G which has the 
same vertex set as G but which contains no cycles. If C$ is a subforest of G, G, 
denotes the graph obtained from G by collapsing each tree of C$ to a point. This 
operation is called a forest collapse. Figure 1 shows an example in the case n = 3. 
Partial order. If (g,, G,) and (g,, G2) are admissible marked graphs and there is 
a forest collapse f : G,+ G, such that (fog, (G,),) = (g,, G2) then we say 
(si> G,)>(g,, G2). Th’ g’ is Ives a partial order on the set of marked graphs and K, 
is defined to be the geometric realization of this poset. Thus a k-simplex of K,, can 
be represented by the diagram 
Ck 
R,L, G,&G,&. . .-Gk+, 
where g, : R, + G, is a marking and c, : G,+ G,,, is a forest collapse. The O-cells 
of the simplex are the marked graphs (ci 0. . .o cI 0 g,, Gi+ 1). 
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Fig. 1. 
The Out(F,) action. Each CY E Aut(F,) is induced by some homotopy equivalence 
A : RO+ R,. We define an action of Aut(F,,) on K,, by 
a(g, G) = (go A, G). 
Because of the equivalence, Inn(F,) acts trivially on K,,, giving an action of 
Out(F,). 
Note. Since the action of Out(F,) on vertices in K,, preserves graph type, any 
g E Out(F,) which stabilises a cell u fixes it pointwise. 
The admissible graphs with fundamental group F3 
We compute the possible admissible graphs with fundamental group F3, using 
the notion of ideal edges from [2]. 
A graph, R, with one vertex is called a rose. Let p = (r, R) be a vertex in K,, 
with graph type R. Then by Lemma 1.3.1 of [2] the subcomplex st( p) contains at 
least one representative from each Out(F,) orbit of cells in K,. Furthermore, by 
Proposition 2.2.2 of [2], the complex St(P) is the geometric realization of the 
poset of the complete collections of ideal edges of R, ordered by inclusion. 
An ideal edge is a subset i, of 
E(R)={x,,x, ,...., x,,in} 
satisfying 
(1) 2 5 #(i) 5 n - 2 and 
(2) there exists an edge e E E(R) with e E i and Z E I, where I is the comple- 
ment of i in E(R). 
A pair of ideal edges i, j are compatible if one of the four sets 
inj, inJ, iflj, ini 
is empty. A collection of ideal edges is complete if each pair is compatible and it is 
closed under the operation of taking complements. 
Notation. We denote the ideal edge {x, y} by xy, etc. and the collection {xy, 
XjzZ, xyz, xyz, xy, xyzt} by (xy, xyz, xy), etc. A cell in St(p) corresponds to a 
The integral cohomology of Out+ (F,) 129 
chain of compatible collections of ideal edges and we write our chains as (0, xy, 
(xy, xyz)} etc., where 0 denotes the empty collection. 
For n = 3, the ideal edges consist of those in the following list and their 
complements: 
xy , XY , XY , xy > 
Y-x, YF, Yz 9 YZ > 
ZX) ZX) ZX) E) 
XYZ > XYF 9 -Vz > XYZ > 
XXY, XYV, YVZ, YZZ > zzx ) zxx . 
Table 1 lists the possible types of compatible collections for 12 = 3 and the 
corresponding graphs. The graph type is obtained from a complete collection as 
shown in Fig. 7 of [2]. 
4. Cell stabilizers and quotient spaces 
We recall from Section 2 that in order to write down the E, term of the spectral 
sequence we need to find a set of representatives for the Out+(F,) orbits of cells 
in K, and to compute the Out+(F,) stabilizer of each cell. Furthermore, to 
compute the d, map we need to know the cellular cochain complex for K,l 
Out+ (F3). We will find it helpful to do the corresponding calculations for the 
Out(F,) action first. We will make use of results from [2] and [4]. 
Proposition 4.1 [4, Corollary 1.51. Let 2 be a set of representatives of K,, module 
Out(F,,). Then there is a one-to-one correspondence between elements of 2 and 
isomorphism classes [(G, $)] of pairs (G, 4), w h ere G is an admissible graph and 
4 = C$, c . . . C & is a chain of non-empty subforests in G. q 
A set of cell representatives for K,lOut(F,) is listed in Appendix A. The first 
column gives the cell name, ei, which will be used in further calculations. The 
superscript gives the dimension of the cell. The accompanying figures shows the 
graph type and the type of subforest system. A forest is marked in the graph and 
the edges of the forest are numbered to show the order in which the forest 
collapses are performed. An example is shown in Fig. 2. 
This allows us to completely describe the cellular cochain complex of the 
quotient space K,lOut(F,) ( see Appendix B). We can read off the boundary of a 
cell as shown in Fig. 2. 
For a graph G, the group aut(G) is defined to be the group of graph 
automorphisms of G. If 4 is a forest chain in G, the group aut(G, 4) is defined to 
be the subgroup of aut(G), consisting of those automorphisms which preserve the 
forest chain 4. To compute cell stabilizers in Out(F,) we use the following 
proposition. 
0 1 0 
e7 2 e21 e5 
e22 
1 
e17 2 1 
1 e13 $ 1 
69 
1 
1 
0 (3 
e3 
@ 
Fig. 2. 
Proposition 4.2 [4, Proposition 1.61. Let G be an admissible graph and 4 a chain 
of subforests in G. Then the stabilizer of the simplex u of 2 corresponding to 
[(G, +)] is the subgroup aut(G, $) of elements of aut(G) which preserves all 
subforests in 4. 0 
We calculate the groups aut(G) and aut(G, 4) using the following semi-direct 
product decomposition of aut( G). 
Graph automorphisms 
Let G be a graph and V be its vertex set, with #(V) = m. For each (u, u) E 
V X V we number the edges of G with u as initial vertex and u as terminal vertex. 
Thus each edge e in G is specified by a triple (u, u, k). We can arrange that the 
inverse edge e to e is specified by the triple (u, u, k). Note that in the case u = u, 
we are numbering loops at the vertex u. 
Let T be the subgroup of aut(G) which fixes V pointwise and let & be the 
subgroup of aut(G) which preserves the numberings. Thus for each tE T and 
qE Q, 
t(u, u, k) = (u, u, k’) and q(u, u, k) = (u’, u’, k) . 
Now T is normal in aut(G) and T n Q = {e}. Furthermore, if 4 E aut(G) then 
there is a t E T such that t+ E Q. Thus aut(G) = T XJ Q. 
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The subgroup T is easy to determine for a finite graph and the group Q can be 
calculated as the image of the homomorphism 
p : aut( G) + Z,, 
given by the action of aut(G) on V. The restriction of p to Q is an isomorphism 
onto the image and T = ker( p). 
Some examples are shown in Section 5. Thus we complete column 2 for the 
zero cells in the table in Appendix A. The subgroup which fixes a particular 
subforest system can also be easily computed and this allows us to complete 
column 2 for higher-dimensional cells. 
To find the Out, (F1) stabilizers of a cell represented by (G, 4) we first identify 
aut(G, 4) with a subgroup of Out(F3). The kernel of the composition 
aut(G, +)-Out(F,)-+L, is the 0ut+(F3) stabilizer of the cell, where the last 
map is do(ab)*. This allows us to complete column 3 in Appendix A. Some 
sample computations are shown in Section 5. 
The quotient complex K,l Out + (F3) 
Let 2 be a set of representatives of Out(F,,) orbits of cells in K,. For each 
v EC, let h, E Out(F,,) be any element with the property that do(ab),(h,) = -1 
and define 
if [OUt+(F,)l, = [Out(F,,)L 7 
if [Out+ (F, >I,, f [Out(F,, )I, . 
Proposition 4.3. R = {u, (a)* 1 v E C} IS a set of Out +(F,,) representatives for 
cells in K,, . 
Proof. Since .Z is a set of representatives of Out(F,) orbits in K, the set 
z’ U {h,(a) 1 u E Z} contains a set of representatives of Out+(F,) orbits in K,. 
However, in the case where the Out+(F,) and Out(F,,) stabilizers of (T differ, we 
can choose h, E [Out(F, so that the Out(F,,) and Out+(F,,) orbits of CT 
coincide. This gives the smaller set, a, of Out+(F,) representatives. 
Note. Now we can describe the quotient space K,/Out+(F,). For each cell u E 2 
we have cells, (T and (a)* in 0, which will coincide when the stabilizers of (T in 
Out+(F,) and Out(F,) are different. The coboundary map in the cellular cochain 
complex for K3/Out+(F3) is as expected. Namely, if (T is a face of 7 then (a)* is a 
face of (T)“. A subcomplex of the quotient is shown in Fig. 3, which shows a 
2-sphere embedded in KJOut + (F,), projected stereographically from the vertex 
ey. This 2-sphere will be important in the spectral sequence computations of the 
2-torsion in H”(Out+(F,), Z) in Section 8. 
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5. Examples 
In this section, we compute some of the groups aut(G, +), for certain graphs G 
with forest systems C#J. This allows us to compute the Out(F,) and Out+(F,) 
stabilizers for the corresponding cells in K3. Furthermore, we compute some 
inclusion maps of cell stabilizers, induced by incidences of cells in K,. These 
groups and maps will be used explicitly in the computation of H*(Out+(F,), Z). 
Example 5.1. Let G, be the graph shown in Fig. 4. Thus G, is the graph type of 
the vertex ey in K,lOut(F,). The group aut(G,) is given by 
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a d 
Fig. 4. 
b 
Fig. 5. 
aut(G,) = D, x Z, 
=(g,,g*,g3Ig:.=g:=g:=l, 
(glg,)4 = (gIgA* = (g2gd2 = 1) 3 
where gi can be described by its action on the edges of G,: 
g,(a, b, c, 4 = (a, b, 6 4, 
g,(a, b, c, 4 = (6 c, b, d>, 
g,(a, b, c, 4 = (4 6, 2, a). 
Thus the Out(F,) stabilizer of ey is isomorphic to D, x Z,. In order to calculate 
the Out+(F,) stabilizer, we choose a basis for rI(G,), e.g., 
x=c, y=ad, z = dbd . 
The induced automorphisms of F3, which we also denote by gi, are given by 
g, : (x, Y, 2) - 6, Y, 2) 9 
g, : (-5 y, 2) - (2, Y, 4 . 
$73 : (x, Y, 2) ++ 6 Y, Yzy> 
We illustrate this for g,: 
(x, y, z)-+ (c, ad, dbd) 
3 (b, id, dcd) 
= (d(dbd)d, d(dC)d, d(c)d) 
- (dbd, dti, c) (by a free homotopy) 
t-(2, Y, x) . 
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Note. This process gives 0ut(F3) representatives for the g, in Aut(FX). Thus, for 
example, g,g, : (x, Y, z>- (2, Y, FYI, giving [g2g312 f 1, but [g,g,l’E WF,). 
We evaluate d 0 (ab), on the generators: 
do(ab),(g,) = -1, do(ab),(g,) = +I , do(ab),(g,) = -1 . 
Thus the Out+(F,) stabilizer of e[: is the subgroup D,, generated by g, and g, g,. 
Example 5.2. Let G, be the graph shown in Fig. 5. Thus G2 is the graph type of 
the vertex e:) in K,/Out(F,). The group aut(G,) is given by 
aut(G,) = X4 X Z2 
=(P,Q,~IP’=Q~=~‘= 1, (PQ)’ = (Pa)” = (Qa)’ = 1) , 
where the generating automorphisms can be described by their action on the 
edges of Gz: 
P(a, b, c) = (b, a, c) , Q(u, b, c) = (a, c, b) , ~(a, h, c) = (a, h, c) 
Note. The presentation above exhibits aut(G,) as the group of symmetries of the 
cube or octahedron, where the generators correspond to reflections in the sides of 
a spherical triangle with angles 7ri2, n/3 and n/4. The decomposition as a direct 
product can be achieved by letting 2, be the orientation preserving subgroup and 
Z2 be the group generated by the antipodal map 
y = aPuPQPaPQ : (a, b, c)* (~7, 6, C) . 
which is the central element of aut(G,). The Out+ (F3) stabilizer of e: is C,, 
generated by Py, Qy and a-y. 
Example 5.3. Let (G,, 4,) be the graph G, from Example 5.1, with the forest 
system given by the single edge d. Thus (G,, 4,) is the graph and forest system 
type of the l-cell el of K,lOut(F,); see Fig. 6. The group aut(G,, 4,) is 
isomorphic to D,, generated by g, and g2 as a subgroup of the stabilizer of ei. On 
the other hand, the forest collapse given by 4, yields the graph G, from Example 
5.2 and the incidence ey < e_; induces an inclusion map of stabilizers given by 
g, - QPcPQ : (a, b, c>- (a, b, F> , 
g2 - Qu : (a, 6, c)- (ii, c, 6) 
The Out+(F3) stabilizer of e: is D,, generated by gZ = Qa and g, g,g, = rQ. 
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We now make an observation about the inclusion D,-+ Z4 which will be useful 
in Section 8. We let 
where f = Pa and g = Qcr, and we let 
D, = (x, y ) x4 = y* = (xy)’ = 1) , 
where x = f *g and y = g. Then we can factor the map D,+ 2, into 
D, -+ D, + X4, where the first map is given by 
and the second map is an injection of D, into 2, of type i,, in the notation of 
Proposition 3(i) of [5]. 
Example 5.4. Let G, be the graph in Fig. 7. The group aut(G,) is given by 
aut(G,) = D, x Z, 
=(k,,k,,k,Ik;=k;=k;=l, 
(k,k,)* = (k,k3j4 = (k,k,)* = 1) > 
where the generating automorphisms are described by their action on the edges of 
G, by 
b 
f 
a c3 d e C 
Fig. 7. 
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k, : (a, b, c, 4 e, f> - (6 c, b, 2, f, e) , 
k, : (a, b, c, 4 e, f) - (4 b,C, a, 6 f> , 
k, : (a, b, c, 4 e, f> - (a, b, e, 4 c, f> . 
If we let & be the forest system consisting of {{e, f}, {d}}, then (G3, 4,) is the 
graph and forest system type of the 2-cell e:, of K,lOut(F,). The group 
aut(G,, 4,) is isomorphic to Z,, generated by k,. Now the forest collapse 
corresponding to {e, f} yields the graph G, of Example 5.1, and the incidence 
e: < ef, induces the inclusion of stabilizers L, + D, where the generator, k, , maps 
to g,. Thus the Out+(F,) stabilizer of e,, * is also .Z2 generated by g,. Futhermore, 
since the Out(F,) and Out+(F,) stabilizers of ey, coincide, there is a cell (ef,)* in 
K,lOut(F,), which is also incident with e:. Since do (ab),( g,) = -1 we can take 
(e:9)* to be the image of e:, under g,. Thus the Out+(F,) stabilizer of (eT,)* is 
z,, generated by g, g, g, . 
Example 5.5. Let G, be the graph in Fig. 7 and $3 be the forest system consisting 
of {e, f>. Thus (G,, 4,) is the graph and forest system type of the l-cell e:, of 
&/Out(F,). The group aut(G,, 4,) is isomorphic to D,, generated by k, and k,. 
The incidence ei < e&, induces the inclusion of stabilizers D,+ D, X Z, where 
k,-g2 and k,-g3. Thus the Out+(F,) stabilizer of e:, is Z, generated by g,. 
Example 5.6. Let G, be the graph in Fig. 8. The group aut(G,) is given by 
aut(G,) = (Z,)’ 
= (h,, h,, h, 1 h; = h; = h; = 1, 
(V4* = (V,)* = (h,h,)* = 1) , 
where the generating automorphisms are described by their action on the edges of 
G, bY 
hl:(a,b,c,d,x)H(a,b,F,d,x), 
h, : (a, b, c, d, x) - (d, 6, C, a, X) , 
h, : (a, 6, c, d, x) - (a, x, c, d, b) 
Fig. 8. 
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If we let C& be the forest consisting of the edge x, then (G4, $,) is the graph and 
forest type of the l-cell e:, in K,lOut+(F,). The group aut( G,, $,) is isomorphic 
to D,, generated by h, and h,. The incidence ey < et, thus induces an inclusion of 
stabilizers D,+ D, x Z, given by h, t-+ g, and h, Hg,. Thus the Out+ (FL) 
stabilizer of e:, is Z,, generated by gig, as a subgroup of aut(G,). 
Example 5.7. Let G, be the graph in Fig. 9 and $5 be the forest consisting of the 
edge d. Thus (G5, 4,) is the graph and forest type of the l-cell ei in KJOut+(F3), 
while G, is the graph type of ei. The group aut(G,) is isomorphic to S4 X Z,, 
generated by 
I, : (a, b, c, d)-(b, a, c, d) , 1, : (a, b, c, d) -(a, c, b, d) , 
13:(a,b,c,d)H(a,b,d,c), I,:(a,b,c,d)H(a,b,c,d). 
The Out+(F,) stabilizer of ei is isomorphic to _Z4, generated by Z,/,, l,Z, and I&,. 
Note further that these generators lie outside the subgroup A, of Z4. The group 
aut(G,, 4,) is isomorphic to D, X Z,, generated by I,, 1, and I,. The incidence 
ef < e: thus induces an inclusion of stabilizers D, X Z,+ x4 X Z, given by I, H P, 
I, H Q and 1, H y. Thus the Out+(F,) stabilizer of ei is D, generated by Z,Z, = Py 
and l,l, = Qy. 
Example 5.8. Let G, be the graph in Fig. 10. Thus G, is the graph type of the 
O-cell et in K3/ Out+ (F3). The group aut(G,) is isomorphic to X4, generated by 
the following 
t, : (a, b, c, 4 x, Y> - (4 c, b, a> x, 7) > 
t, : (a, b, c, 4 x, Y) ++ (Y, b, X,2, F, a) 3 
t, : (a, b, c, d, 1, Y>+- (b, a, 4 c, -f, Y) . 
Note that these automorphisms have the effect of transposing the pairs of vertices 
{Vi, u2}, { u2, u3} and { ug, u4} respectively. By choosing an identification of 
ri(G,) with F3, we find that the Out(F,) and Out+(F,) stabilizers of ei coincide. 
Thus there is an (ey)* in &10ut+(F3). 
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Example 5.9. Let G, be the graph in Fig. 10 and & be the forest consisting of the 
edges {x, y}. Thus (G6, 4,) is the graph and forest type of the l-cell ei, in 
K3/Out+(FX). The group aut(G,, 4,) is isomorphic to D,, generated by t, and 
t2t,t3t2t, : (a, b, c, d, x, y) - (6, C, d, ii, 9, x) 
The incidence of e: < e:, thus induces an inclusion of stabilizers D, -+ X4 of type i, 
in the notation of Proposition 3(i) of [5], since t,, being a transposition, has its 
image outside the alternating group A,. 
Example 5.10. Let (G,, 4,) be as in Example 5.9 and let G, be as in Example 
5.7. The image of the generators of aut( G,, 4,) in aut(G,) are given by 
t, H l,Z,f,Z,L,f, and t,t,t,t,t, H l,f,f,Z,. Thus, on the level of Out+(F,) stabilizers, 
we get an inclusion D, - Xc, of type ii, in the notation of [5], since the image of t, 
is (4b)(4M44). 
Furthermore, since P lies outside the 0ut+(F3) stabilizer of ei, (e:7)* can be 
taken to be the image of ei, under P, and (ei)* can be taken to be the image of ey 
under P. Thus the inclusions of the Out+(F,) stabilizer of (e:7)* into the 
Out+(F3) stabilizers of et and (et)* can also be taken to be of type i, and i, 
respectively. 
6. The cohomology of groups 
In this section we collect those facts about the cohomology of groups that we 
will use in our calculations. We see from column 3 of Appendix A, that the finite 
groups which arise in our calculations are {e} , Z,, D, , D,, D, and X4. We now list 
the necessary facts about their cohomology. 
Z,: Let Z, = (2) be the cyclic group of order 2, then 
H*(Z,) = (t 1 deg(t) = 2, 2t = 0) ; 
see, e.g., [5, Proposition 2(i)]. 
D,: The group D, = Z, x Z,, generated by a and b is a product of cyclic 
groups. Its cohomology ring is calculated in Proposition 2(ii) of [5] and is found to 
be 
H*(D,) = (u,, ~2, uj 1 deg(u,) = deg(u,) = 2, deg(4 = 3 , 
2U, = 2u, = 2Ll, = 0, U: = & + U,& . 
D,: The group 
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D, = (x, y ) x4 = y2 = (x~)~ = 1) 
is a semidirect product of Z, = (x) with Z, = ( y) and the ring H*(D,) is 
calculated in [5] using the Hochschild-Serre spectral sequence. 
H*(Q) = (xl, x2, x3, x4 ( de&,) = deg(x,) = 2, 
deg(x,)=3, deg(x,)=4, 
2x,=2x2=2x3=4x4=0, 
2 
x1 = x1x2, x; = x2x4) . 
X4: The cohomology of X4 is calculated in [5]. There it is shown that 
if i = 0 (4) , 
otherwise 
and 
H*(z44)(2) = (yr, Y,, Y, I deg(y,) =2, deg(y,) = 3, deg(y,) = 4 T 
2y, = 2y, = 4y3 = 0 ) 
(Yl)” + (Y,)2Y3 + YI(Y2)2 = 0) . 
We now list the other results we need: 
Proposition 6.1. Zf D, and H*(D,) are as above and i, (resp. i2) is an inclusion of 
D, into _Z4 with y having its image in (resp. not in) the alternating group A,, then 
the induced map on cohomology H*(Z4)C21 + H*(D,) is given by 
(Yl, Y,, Y,)H(XI, x37 x4 + xi) 
respectively 
(yl, y2, Y-J)-(~, +x2,x3,x4+xt)' 
Proof. This is Proposition 3(i) of [5]. 0 
Proposition 6.2. 
(a> 
if i = 0 (4) , 
otherwise . 
(b) Any injection DC+ Z4 induces an isomorphism on the 3-part of cohomology 
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Proof. (a) follows from Theorem III (10.3) of [l] and an easy computation while 
(b) is Lemma 7 of [5]. q 
Proposition 6.3. Let D, = (a, b ( a* = b* = (ab)2 = l), H, = (u) = Z,, Hz = 
(b) = Z, and hi : Hi+ D, be inclusion maps. Then the induced maps on 
cohomology are 
where the cohomology of D, is as above and t and s are the ring generators for 
H*(H,) and H*(H,) respectively. 
Proof. This follows from Proposition V (5.7) of [ 11. 0 
Proposition 6.4. Any inclusion of Z, into D, induces an isomorphism on the 2-part 
of cohomology . 
Proof. See Lemma 8 of [5]. 0 
Proposition 6.5. If D, and D, are presented as above, then the inclusions 
(4 (a, b)*(x*, Y) > 
(b) (a, b) H (Y, X*Y) , 
induce maps on cohomology given by 
(x1, x2, x3, x‘d - (0, u*, u3,4 + %U*) I 
(x,, x*,x,, x4)-(0, u1 + u2, ug, UIU?,) 9 
respectively. 
Proof. Part (a) follows from the proof of Proposition 2(iii) of [5]. To establish 
(b), factor the map (a, 6) H( y, x2y) as (a, b) H (a,, b,) = (b, ab) followed by 
(a, b) * (x2, y). By the proof of Proposition 2(iii) of [5] the first map induces the 
map (ui, u2, $) - (U2? ui + %, ug) on cohomology. Part (b) now follows from 
part (a). 0 
Proposition 6.6. Let j be an inclusion j : D, + X4 which factors as D, + D, + 2,) 
where the$rst map is given by (a, b) H ( y, x*y) and the second map is an inclusion 
of type i,. Then the induced map on cohomology is 
(y,, y,, y3) H(U1 + u21 u3>4 + UlU2 + 4). 
The integral cohomology of Out+ (F,) 141 
Proof. The first map induces (x,, x2, xg, x4) H (0, u1 + u2, z+, u,u2) by 
Proposition 6.5(b) and the second map induces (yl, y,, y3) ++ (x, + x1?, xj, x4 + 
xi) by Proposition 3(i) of [5]. 0 
Proposition 6.7. The injections ki : Z,+ D, given by k,(z) = y and k*(z) = xy 
induce maps on cohomology given by 
(X1,X2,X3,Xq)H(O,t,O,O), 
(x1,x2,x3,xq)H(r,r,0,0), 
respectively. 
Proof. We can factor the map k, through D, and use Propositions 6.3 and 6.5(a). 
As for k,, we can factor this as k, followed by the exterior automorphism of D, 
which takes x to x and y to xy. By the proof of Proposition 2(iii) of [5] the effect 
of this last map on the cohomology ring is given by (x,, x2, x3, x4) I-+ (x1 + x2, x2, 
x3, x4). Composing the maps on cohomdlogy completes the proof. 0 
7. First results 
Theorem 7.1. (1) K,lOut(F,) is a retract of K,lOut+(F,). 
(2) K,lOut(F,) is contractible. 
Proof. (1) Proposition 4.3 implies that K310ut(F3) can be viewed as a subset of 
K3/Out+(F3). We retract K3/0ut+(F3) onto the subcomplex K,lOut(F,) by a 
sequence of simple-homotopy moves. Thus we specify, in a given order, pairs of 
cells, ((T, T), where r is a free face of (T. The moves needed to establish (1) are 
given in Table 2. 
(2) We further retract K,lOut(F,) to the single O-cell ei using the moves in 
Table 3. 0 
Theorem 7.2. In the spectral sequence for the Out+(F,) action on K3, 
ifp=O, 
otherwise . 
Proof. Since H”(G, Z) = Z for any group G the bottom row Era is the cellular 
cochain complex for K,lOut+ (F3). Thus, using Corollary 2.2 and Theorem 7.1, 
EC0 can be calculated using the single O-cell ei. •i 
Corollary 7.3. 
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Table 2 
Pairs of cells cancelled while retracting K,/Out+(F,) onto K,i 
Out(F,) 
Number (T 7 Number D 7 
1 (eZ)* (e:)* 2 (e:)* (et,)* 
3 (e:)* (eL)* 4 (G)* (eT,)* 
5 (0 (&)* 6 (eZ)* (G)* 
7 (G)* (&)* 8 (&* (ei)* 
9 (eT)* (e:)* 10 (&)* (e:)* 
11 (&)* (&)* 12 (&)* (&)* 
13 (&)* (&)* 14 (&)* (et)* 
Table 3 
Pairs of cells cancelled while retracting K,lOut(F,) to a point 
Number (T 7 Number c 7 
15 
17 
19 
21 
23 
25 
27 
29 
31 
33 
35 
37 
39 
41 
43 
45 
47 
16 
18 
20 
22 
24 
26 
28 
30 
32 
34 
36 
38 
40 
42 
44 
46 
Proof. The spectral sequence with trivial Q coefficients has Ef ' = 0 for q > 0, 
since H’(G, 0) = 0 for i >O for any finite group G. As in the case of Z 
coefficients, the bottom row is given by 
ifp=O, 
otherwise 
Corollary 7.4. 
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Proof. Since the space K,lOut(F,) is also contractible, 
the Out+(F,) case. 
the proof is identical to 
Theorem 7.5. 
ifn =o (4)) 
otherwise . 
Proof. The only cells containing 3-torsion in their stabilizers, and hence in their 
cohomology groups are 
0 0 0 0 
e,, e2, e3, e7, (et)* , 4 , e: and (ei)* 
Thus the subcomplex consisting of these cells can be used to calculate the 
3-torsion in H”(Out+(F,), Z). The stabilizer G, of each of these cells has 
(Proposition 6.4) 
H”(G,, z),,, = 
if n = 0 (4) , 
otherwise . 
This allows us to use Corollary 2.2 to cancel the following pairs of cells: 
e: and ei , ei and et , 
So the 3-part of E, p q is determined by 
and el. Cl 
8. Initial simplifications for 2-torsion 
(ei)* and (ei)* 
the complex consisting of the two O-cells ey 
Notation. In Sections 8, 9 and 10, H”(G) will be taken to mean H”(G, Z),,,, the 
2-part of the cohomology of G with trivial Z-coefficients, and it will be understood 
that II > 0. Similarly, EP ’ will be taken to mean the 2-torsion in Ep ‘, where 
q >o. 
In calculating E; ‘, we can ignore those cells which have trivial stabilizers. Thus 
we may delete from our list of cells in K3/Out+(F3) the ones in Table 4. 
We apply Corollary 2.2 to simplify the remaining system of stabilizers and 
inclusion maps. Thus we look for pairs of cells, ((+, T), with T a free face of u and 
such that the inclusion [Out+ (F3)lrr C [Out+(F,)], induces an isomorphism on the 
2-part of cohomology. The cancelled pairs are shown in Table 5. 
Note. For the last two pairs we use the fact that any inclusion Z, C D, induces an 
isomorphism on the 2-part of cohomology by Proposition 6.4. 
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Table 4 
Cells in K,/Out+(F,) with trivial stabilizers 
e: (e:)* e: (e;)* e: (e:)* 
e: (e:)* e: (e:)* ei (e? 
3 
(e:)* ei e; 
3 2 
e7 elo 
(et)* ez e: e: ei 1: 
(eG)* e:,, (et,)* e:, G, eL 
(e%)* ef, (A)* e& (ek)* e& 
2 2 L 1 I 1 
ez5 e26 e5 e7 e12 elq 
Table 5 
Cancelled cell pairs 
Number (T 7 Number F 7 
1 2 1 z 1 
e4 e14 
2 
5 elb 
3 (e:)* (ek)* 4 * 
elh 
I 
e23 
5 1 6 2 1 
els e,, en e8 
7 (4* Cd)* 
The remaining cells form a 2-complex consisting of the 2-sphere, which is 
shown stereographically projected in Fig. 3, along with the extra cells ei,, ei, ei, 
1 
e15, 
1 
e18, ei and ei. 
More complex cancellations in Ey 1 
We now observe that, in the subcomplex we are considering, the only 2-cells 
incident on e: are et, and (e:,)*. From examples 5.3 and 5.4 we can conclude that 
the incidence pattern 
ef, > e: < (e&)* 
gives rise to inclusions among the stabilizers 
where D, = (a, b 1 a2 = b* = (ab)* = 1)) one copy of Z, is (a) and the other is 
(b). By Proposition 6.3 this gives maps on the cohomology level 
H*(Z,) +H*(D,)+ H*(Z,) 
given in terms of ring generators by (ul, u2, uj) H (t, 0,O) on the left and by 
(U,> u2, u3) H (0, s, 0) on the right. If we define I to be the ideal in H*(D,) 
generated by the elements u1u2 and us, S to be the subring generated by u1 and S’ 
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to be the subring generated by u2, then 
N*(D,) = Za3ScBS’. 
Now we can apply Lemma 2.1 to cancel these two copies of H*(Z,) in Ei q with 
the summands S and S’, which lie in E: ’ as part of H*(D,). Thus, if we agree to 
replace the cohomology of the stabilizer of e: by I, E; ’ can be calculated from 
the subcomplex obtained by deleting the cells et, and (et,)*. However, this 
deletion leaves some more free faces and we can simplify the calculation further 
by cancelling the pairs of cells in Table 6 using Corollary 2.2. The remaining 
l-complex is shown in Fig. 11. 
We now concentrate on the vertex ey of this l-complex. In Example 5.1, we 
calculate that its Out+(F,) stabilizer is D,, generated by the automorphisms g, 
and g,g,. The cohomology ring of the stabilizer is better expressed in terms of the 
presentation 
D, = (x, y 1 x4 = y2 = (xy)' = 1) , 
where x = g,g,g, and y = g,. The edges incident on ey are e:, et, and ei,. As we 
have seen, the stabilizer of e: is D,, generated by g, = y and g,g,g, = x’y. The 
stabilizer of e:, is Z,, generated by xy, while the stabilizer of e:,, is Z,, generated 
by y. Let the corresponding cohomology rings be generated by Y and t. The 
incidences ei < e:, ei < e&, and et < ei, induce maps on the level of cohomology 
given by 
(x,, x*, x3, xl)+ (0, u1 + 4, uj, u14) > 
(x,9 x2, x3, X4)’ (0, t, o,o> , 
(x1, x2, x3, x4)-9 (r, r, O,O) , 
respectively, using Propositions 6.5 and 6.7. We make two observations about this 
map on cohomology: 
Table 6 
Cancelled cell Dairs 
Number (r 7 Number v 7 
1 2 I ezo ell 2 (e&l* (e:,l* 
3 2 1 
e12 e4 4 (eL)* (et)* 
5 * ell 1 5 6 (e:,)* (ei)* 
7 2 
e,, 
1 
e21 8 (e&Y Ceil)* 
9 2 1 
ez3 e13 
10 1 
e2, 
0 
e5 
11 e. ’ ef 
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0 
(e7 
0 
l e7 
1 
1’ el7 0 
1 1 
e2 
el 
e6 
0 . . ‘1’ et 0 
(e17 e6 
1 
e1t3 
1 
e3 
00 
e8 1 0 
e20 
e4 
Fig. 11. 
Note A. The summand x7 = xi-’ x1 in each even dimension maps to r” via the 
third map and to zero via the other two maps. 
Note B. There is a summand of H*(D,) in each even dimension which maps to 
~1 + U; via the first map: The class xi maps to 
(u, + UJ = uy + u; + c a,,<L+; + u;q, 
where p + q = n and 0 < p, q < n. Thus we can choose a class 
(x3* = 4 + c (~&sq) 
which maps to ~1 + U; via the first map, to t” via the second and to r” via the 
third. Thus the image of (xy), in ZC H*(D,) is zero. 
Now let .Z be the ideal of H*(D,) generated by x3 and x4, let T be the subring 
generated by x, and let T’ be the subgroup generated by {(xy),}. Then 
H*(D,) = JfB T $ T’ 
and we can use Note A and Lemma 2.1 to cancel T with the copy of H*(Z,) 
generated by r. This allows us to use Note B and Lemma 2.1 to cancel T’ with the 
copy of H*(Z,) generated by t. 
Thus, by replacing the cohomology of the stabilizer of ei, H*(D,), by .Z, we can 
remove the edges et,, and et,. This allows us to apply Corollary 2.2 again to free 
faces and we can cancel the pairs et, and ei, ei and ez. The remaining l-complex 
is shown in Fig. 12. 
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0 
t 
e7 
1 
e3 
I 
e4 
Fig. 12. 
9. Decomposition into simpler systems 
The purpose of this section is to show that Eiy and Ek ’ can be calculated by 
computing the kernel and cokernel of a direct sum of four systems of groups and 
maps. 
We have seen that we can calculate E: ’ using the system of groups and maps 
determined by Fig. 12, provided we replace the cohomology of the stabilizer of e: 
by I C H*(D,) and the cohomology of the stabilizer of et by J C H*(D,). We now 
consider the map H*(D,) 3 H*(D,), induced by the incidence ei < e:. We have 
seen that as a ring map it is given by 
The image of this map is given by the image of the subring 
R = (x2, x3, x4 ) x: =x,x,) . 
The cohomology ring of D, is a polynomial ring in ul, u2 and uj with degrees 2, 2 
and 3 respectively, subject to the relation U: = U:U, + ZA,U~. The image of the map 
lies entirely in the subring, S, of H*(D,) consisting of polynomials symmetric in 
u, and u2, and since S is generated by u1 + u2, ulu2 and u3 the image of R is 
precisely S. We note that the map H*(Z4)+ H*(D,), induced by the incidence 
e: < ei, is given in terms of ring generators by 
(Yl, Y,, Y3)-, (% + u2> u35 4 + UIU2 + 4) 
using Proposition 6.6, so that the image of H*(S4) also lies in S. If we make a 
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change of basis in E:’ ‘, given in terms of ring generators by 
YPY’, =Yl +x2> Y,+Y;=Y*+x,) Y3+Yk=Y3+x4+-4 
with all other ring generators unchanged, then the map H*(&)-+ H*(D,) 
becomes the zero map. 
Note. The subring generated by y;, yk and y\ behaves exactly like a copy of 
H*(&), since (y;)" +(~',)~y; +y;(yi)'=O. 
Thus our system of groups and maps splits into a direct sum of two systems. 
The first system is given by 
J c H*(D,)* I c H*(D,) 
which we will call system I. The second system is determined by the subcomplex 
with O-cells ey, ei, ei and (ey)* and l-cells e:, e:, and (e:,)*. 
Now consider the map H*(X4)-+ H*(D,) induced by the incidence ey < ei. By 
Example 5.7 and Proposition 6.5, this is determined by the inclusion of a copy of 
Z, into ,X4 whose image is not contained in the alternating group A,. On the level 
of cohomology the map is given by ( y ,, y,, y3) + (s, 0, s') using Proposition 3(ii) 
of [5], where s is the ring generator in H*(D,). There is a summand of H*(S,) 
which maps isomorphically onto H*(D,), namely the subring generated by y,. 
However, in view of the relation y;’ + yiy, + y,yt = 0, H*(X,) is generated as an 
abelian group by { yiy;yg 1 I 5 3). Thus if we let Q be the subgroup generated by 
and Q’ be the subgroup generated by {y,yg} U {yiyy} then H*(X,) = Q CD Q’ 
and we can use Lemma 2.1 to cancel Q ’ with H*(D,). This allows us to break off 
a summand 
which we call system II, and we are left with the system determined by the 
complex with O-cells ei, ey and (ey)* and l-cells e:, and (ei7)*. 
The system determined by the incidences 
ey < ei, > e[: < (et7)* > (e:)* 
gives rise to a system of cohomology groups and maps, 
H*(_z,)L H*(D,) +sf*(Z,p+ H*(Q) 
i y 
+--H*(&). 
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If the cohomology rings, read from left to right, have generators 
(y’,“, y$“, yj”) ) (x(ll), xi’), xi’), xil)) ) (y’,“, yY’, yY’> ) 
(2) (x, , A$), xy), xr’) and (y’,“, yy’, ~43’) , 
respectively, then we can make a change of basis in the direct sum of these 
cohomology groups given in terms of ring generators by 
(3) y, H y; = yi3’ + y’l” ) x, WHX = 1 xi]) + xi2) ) 
y, Hy;=y$3)+yp, x2 HX;=Xp+Xy), (3) (2) 
y3 Hyp=yp+y;L), x3 +-+x;=xp+p, (3) (2) 
while the other generators are unchanged. This change of basis splits the system 
into a direct sum of two systems 
i; i * 
ff*GG- H*(b) d- H*(Z,) 
which we call system III, and 
i; 
H*(4+--*(-&) 
which we call system IV. 
Thus we have shown the following theorem: 
Theorem 9.1. Ei ’ and E: q are given by the kernel and cokernel respectively of the 
direct sum of the following four systems of groups and maps: 
(I) J+I, 
(II) Q-+0, 
i ; i’ 
(III) H*(4)- H*(D,) +-*(-&I , 
(IV) H*(D,) ” t-H*(&). 0 
10. The calculation of EC ’ 
In this section we compute the kernels and cokernels in systems I, II, III and IV 
from Section 9. 
Proposition 10.1. For system I the kernel and cokernel are given by 
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Dimension Kernel Cokernel 
4n nZ, (n - 1P, 
4n + 1 n& n& 
4n+2 nz, nZ* 
4n + 3 n& n& 
Proof. The subring (x2, x3, x+,) of H*(D,) is given by 
Dimension Group 
4n z, CB nz, 
4n + 1 
4n+2 ;n”J- l)Z, 
4n + 3 nZ* 
So the kernel gets a contribution from x, (( x2, x3, x,)) of 
Dimension Group 
4n nG 
4n + 1 n& 
4n+2 (n + l>Z, 
4n + 3 4 
To this we have to add a copy of Z, in dimension 4n coming from 2x,” and 
subtract a copy of Z, in each even dimension, since X? = xix~~‘$J. This gives 
the above expression for the kernel. As for the cokernel, H*(D,) is given by 
Dimension Group 
4n (2n + l)Z, 
4n + 1 (2n)& 
4n+2 (2n + 2)2, 
4n +3 (2n + l)Z, 
Of these UT @Zr and U; @Z in each even dimension. The map from H*(D,) injects 
the subring (x2, xg , x4) with the exception of 2x’J, which lies in the kernel and the 
term (x9)*, since (xz), @J. This gives the expression for the cokernel. 0 
Proposition 10.2. For system II the cokernel is trivial and the kernel is given by 
Table 7. 
Proof. The kernel is Q C H*(zC,). q 
Proposition 10.3. For system III, the cokernel is trivial and the kernel is given by 
Table 8. 
The integral cohomology of Out+ (F,) 1.51 
Table 7 Table 8 
Dimension Group Dimension 
12n 
12n + 1 
12n + 2 
12n + 3 
12n + 4 
12n + 5 
12n + 6 
12n + 7 
12n + 8 
12n+9 
12n + 10 
12n + 11 
Z,@(4n - l)L, 
(4nK 
(4nK 
(4n + l)Z, 
L, @ (4nK 
(4n + l)Z, 
(4n + 2)2, 
(4n + 2)2, 
Z, CB (4n + l)Z, 
(4n + 3)2, 
(4n + 3)2, 
(4n + 3)L, 
12n 
12n + 1 
12n + 2 
12n + 3 
12n + 4 
12n + 5 
12n + 6 
12n+7 
12n + 8 
12n+9 
12n + 10 
12n + 11 
Group 
z, @ (2n)& 
(2nK 
(2n)& 
(2n + l)Z, 
z, @ (2nK 
(2n)& 
(2n + 2)2, 
(2n + l)Z, 
z, @ (2nK 
(2n + 2)2, 
(2n + 2)2, 
(2n + l)Z, 
Proof. This follows from Proposition 4 of [5]. 0 
Proposition 10.4. System IV has no kernel and its cokernel is given by Table 9. 
Proof. The map i; is injective. 0 
Theorem 10.5. E: ’ is given by Table 10. 0 
11. The H, cohomology of Out+(F,) 
In this section we compute H*(Out+ (F3), Z,) using the Z, equivariant 
cohomology spectral sequence. The simplifications we use are almost identical to 
those in Sections 8 and 9. In particular, we can decompose the spectral sequence 
into the same four subsystems. In this section, H*(G) will mean H*(G, Z,). 
Table 9 
Dimension Group 
12n 
12n + 1 
12n+2 
12n + 3 
12n + 4 
12n + 5 
12n + 6 
12n + 7 
12n + 8 
12n + 9 
12n + 10 
12n + 11 
(2n)G 
PIG 
(2n + l)Z, 
(2nE 
(2n + l)Z, 
(2n + l)Z, 
(2n + l)Z, 
(2n + l)L, 
(2n + 2)2, 
(2n + l)Z, 
(2n + 2)2, 
(2n + 2)2, 
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Table 10 
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4 E;q E;q 
12n 22,@(9n - l)L, (5n - l)Z, 
12n + 1 (9n)G (5nE 
12n + 2 (9n)G (5n + l)L, 
12n + 3 (9n + 2)2, (5n)G 
12n + 4 2b, CB (9n + l)L, (5n + l)& 
12n + 5 (9n + 2)Z, (5n + 2X 
12n + 6 (9n + 5)Z, (5n + 2)& 
12n+7 (9n + 4)2, (5n + 2)& 
12n+8 22,@(9n +3)2, (5n + 3)& 
12n+9 (9n + 7)L, (5n + 3)Zz 
12n + 10 (9n + 7)L, (5n + 4)b, 
12n + 11 (9n + 6)iZ, (5n + 4)2, 
The Z, cohomology of jinite groups 
We start with some facts about the Z, cohomology of finite groups. The proofs 
are either well-known or can be easily obtained using spectral sequence tech- 
niques as in Propositions 2 and 3 of [5]. We will describe our finite groups as 
before, namely Z,, generated by z, D, = Z, x Z,, generated by a and b, and 
D,= (x, y]x4=y2=(xy)2=1). 
Proposition 11.1. 
(4 H*(Z,) = (t 1 deg(t) = 1) . 
@I H*(D,) = (u, u 1 deg(u) = deg(u) = 1) . 
(4 ff*(D,) = (a, P, Y 1 deg(a) = deg(P) = 1, deg(y) = 2, a2 = 4) , 
(d) The inclusion D, -+ D, : (a, b) H (x2, y) induces a map on cohomology given 
by (a, P, Y > - (0, u, u2 + uu>. 
(e) H*G) = (z, 3 22, z3 I deg(z,) = 1, deg(z,) = 2, deg(z,) = 3 , 
z; + z,z3 + z;z, = 0) . 
(f) Zf i, (resp. i2) is an inclusion of D, into z4 with y having its image in (resp. 
not in) the alternating group A 4, then the induced map on cohomology is given by 
+I, 229 -?3>-(% Y + 
(21, =2> 4++(a + P, 
respectively. 
(g) Let H,=(a)=Z,, H2= 
P2, PY> > 
Y + P2? PY) > 
(b) = Z, and h, : Hi+ D, be inclusion maps. 
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Then the induced maps on cohomology are 
h: : (u, u) ++ (t, 0) , h: : (u, u) - (0, s> , 
where the cohomology of D, is as above and t and s are the ring generators for 
H*(H,) and H*(H,) respectively. 
(h) Any inclusion of Z, into D, induces an isomorphism on cohomology. 
(i) The inclusion D,+ D, : (a, b) H (y, x’y) induces a map on cohomology 
given by (a, p, 7)~(0, u + u, uu). 
(j) Let j be an inclusion j : D,+ 2, which factors as D, + D, + X4, where the 
first map is given by (a, b) *(y, x’y) and the second map is an inclusion of type 
i,. Then the induced map on cohomology is 
(217 z2, z3) -(u + u, u2 + uu + u2, u*u +uu’) . 
(k) The injections k, : Z, + D, given by k,(z) = y and k2(z) = xy induce maps 
on cohomology given by 
respectively. q 
Decomposition into simpler systems 
Next we proceed as in Section 8. We can ignore those cells which have trivial 
stabilizers in our calculation of Eg ’ with Z, coefficients. Similarly we can apply 
Corollary 2.2 to simplify the remaining system of stabilizers and inclusion maps. 
This allows us to cancel the pairs shown in Table 5. As in Section 8 we focus on 
the cells incident on e:. Again the incidence pattern 
ef, > e: < (ef,)* 
gives rise to maps on the cohomology level 
H*(Z,) +- H*(D,)+ H*(Z,) 
given in terms of ring generators by (u, u) H (t, 0) on the left and by (u, u) H 
(0, s) on the right, according to Proposition 11.1(g). As before we can cancel two 
copies of H*(Z,) using Lemma 2.1 and we are left with the ideal, I’, generated by 
the element UU. This allows us to delete the cells eT9 and (eT,)* and cancel the 
pairs of cells in Table 6, using Corollary 2.2. The remaining l-complex is again 
the one shown in Fig. 11. 
Next we concentrate, as in Section 8, on the vertex et of this l-complex. The 
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incidences ey < e: , ey < e&, and ei < e:, induce maps on the level of cohomology 
given by 
respectively, using Proposition 11.1, (i) and (k). As in Section 8 we can do some 
cancellation at this point. We note that the summand IX” = pn-la in each 
dimension maps to rn via the third map and to zero via the other two maps. This 
allows us to cancel (Y” with I” using Lemma 2.1. Furthermore, there is a summand 
of N*(D,) in each dimension which maps to un + U” via the first map: The class 
p” maps to 
(u + u)” = 22 + un + c upq(upuq + u”u”) ) 
where p + q = II and 0 < p, q < n. Thus we can choose a class 
(P”>, = P” + 2 (~,,P’Y~) 
which maps to U” + U” via the first map, to t” via the second and to rn via the 
third. This means that the image of (,B”)* in I’ C H*(D,) is zero. Thus we can 
use Lemma 2.1 to cancel (/3”)* with the copy of H*(Z,) generated by t, since rn 
has already been cancelled. 
So, if we replace the cohomology of the stabilizer of ei, H*(D,), by the ideal, 
J’, generated by y, we can remove the edges e:, and ei,. This allows us to apply 
Corollary 2.2 again to free faces and we can cancel the pairs et, and e(d, ei and ei. 
The remaining l-complex is shown in Fig. 12. 
Next we now consider the map H*(D,) + H*(D,), induced by the incidence 
ei < e:. We have seen that as a ring map it is given by ((Y, p, y)+ (0, u + u, uu). 
The image of this map is given by the image of the subring generated by p and 
y and consequently lies entirely in the subring of H*(D,) consisting of polyno- 
mials symmetric in u and u. Since the subring of symmetric polynomials is 
generated by u + u and uu, the image of the map is precisely this subring. We 
note that the map H*(X4) + H*(D,), induced by the incidence ey < e:, is given in 
terms of ring generators by 
(Z1,~2, z,)+ (u + u, Ld* + uu + u2, u2u + uu’) 
using Proposition 11.1(j), so that the image of H*(Z4) also lies in the subring of 
symmetric polynomials. If we make an appropriate change of basis in Eyq as in 
Section 9, then the map H*(.Z+,)-+H*(D,) becomes the zero map. 
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Thus our system of groups and maps splits into a direct sum of two systems. 
The first system is given by 
J’ c H*(D,)- I’ c H*(D,) 
which we will call system I. The second system is determined by the subcomplex 
with O-cells ey, ei, ei and (ei)* and l-cells ei, e:, and (e:,)*. 
Now consider the map H*(Z,)+ H*(D,) induced by the incidence ey < e:. 
This is determined by the inclusion of a copy of Z, into X4 whose image is not 
contained in the alternating group A,. On the level of cohomology the map is 
given by (zi, z2, z3)+ (s, s’, 0), where s is the ring generator in H*(D,). There is 
a summand of H*(Z4) which maps isomorphically onto H*(D,), namely the 
subring generated by zi . We can use Lemma 2.1 to cancel this subring with 
N*(D,). This allows us to break off a summand 
which we call system II, where P is the remainder of H*(X:,) after we cancel the 
subring. We are left with the system determined by the complex with O-cells ei, e: 
and (ey)* and l-cells et, and (et7)*. 
The system determined by the incidences 
e(: -=c e:, > e!j < (ei7>* > (&* 
gives rise to a system of cohomology groups and maps, 
H*(Z,)L H*(D,) A H*(&)A H*(D,) AH*(&) . 
As in Section 9 we can make a change of variables so that this splits into a direct 
sum of two systems 
i ; 
H*(A- H*(D,) zH*(Z,) 
which we call system III, and 
H*(4) 
i i 
-ff*w 
which we call system IV. 
Thus we have shown the following theorem: 
Theorem 11.2. Eiq and Ei ’ are given by the kernel and cokernel respectively of 
the direct sum of the following four systems of groups and maps: 
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(1) J’+ I’ , 
(II) P+O, 
(III) 
i 7 
ff*(&)- IT*(&) -‘fH*(q) ) 
(IV) fJ*(Q) - Ii H*(&) . 0 
Computing kernels and cokernels 
Proposition 11.3. For system I the kernel and cokernel are given by 
Dimension Rank of kernel Rank of cokernel 
2n n-l n-l 
2n + 1 n n 
Proof. The subring of H*(D,) generated by the elements p and y injects under 
the map (a, P, r)+(t), u + u, uv) so the kernel is the ideal generated by (Y. 
However, we have cancelled (Y” = (Y@“-‘. This gives the expression for the kernel. 
As for the cokernel, H*(D,) has been replaced by the ideal generated by uu and 
the image of the map from H*(D,) is the subring generated by u + u and UU. 
Subtraction gives the expression for the cokernel. 0 
Proposition 11.4. For system II the cokernel is trivial and the kernel is given by 
Dimension 
3n 
3n + 1 
3nf2 
Rank of kernel 
2n 
2n 
2n + 1 
Proof. We subtract a copy of H*(Z,) from H*(X,). 0 
Proposition 11.5. For system III, the cokernel is trivial and the kernel is given by 
Dimension Rank of kernel 
3n n+l 
3n + 1 n 
3n +2 n+l 
Proof. Since the cokernel is trivial we can compute the kernel as 
rank(H*(X,)) + rank*(H*(X,)) - rank(H*(D,)) . 0 
Proposition 11.6. System IV has no kernel and its cokernel is given by 
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Dimension Rank of cokernel 
3n n 
3n + 1 n+l 
3n+2 n+l 
Proof. The map i: is injective. 0 
Theorem 11.7. E:’ is given by 
4 Rank of Eiq Rank of E: ’ 
6n 9n 5n - 1 
6n + 1 9n 5n + 1 
6n +2 9n+2 5n + 1 
6n + 3 9n+5 5n+2 
6n +4 9n+4 5n+3 
6n + 5 9n+7 5n+4 0 
Theorem 11.8. H*(Out+(F,), Z,) is given by H’(Out+(F,), Z,) =0 and, for 
q>l, by 
4 Rank of H*(Out+(F,), Z,) 
6n 14n - 1 
6n + 1 14n - 1 
6n +2 14n + 3 
6n + 3 14n + 6 
6n + 4 14n + 6 
6n + 5 14n + 10 
Proof. The extension is trivial since Z, is a field. 0 
12. The calculation of H*(Out+(F,), Z)(,, 
Theorem 12.1. The 2-torsion in H*(Out+(F,), Z) is given by H’(Out+(F,), 
%, =0 and, for m>l, by Table 11. 
Proof. Since E; ’ = 0 for p 2 2, the d, map is identically zero and the spectral 
sequence abuts at the E, term. So the E, term gives a filtration of the 2-torsion in 
H*(Out+(F,), Z). Thus there exists an exact sequence 
(**I O-+ E;“+H”(Out+(F,), Q)+ E;“-‘-0, 
giving H”(Out+(F,), Z),,, as an extension of Ei” by Ei’-‘. 
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A standard method used to compute such an extension is the one employed in 
Theorem 5.3 of [3], for example. Namely, we use the fact that the Z, cohomology 
of Out+(F,), H*(Out+(F3), Z,) can be computed in two different ways. One way 
is to use the spectral sequence with Z, coefficients as we have done in Section 11. 
On the other hand, we can compute H”(Out+(F,), Z,) from H*(Out+(F,)) using 
the Universal Coefficient Theorem. 
ff”(Out+(F,), z > = [ffwut+(~,))@~Z,] 
@Tor(H”“(Out+(F,)), Z,) . 
These two methods must give the same answer for H”(Out+ (F,), Z,), so we can 
compute H”(Out+ (F,), Z) term by term, using Theorem 10.5. The correct 
extension turns out to be the trivial one. Cl 
Combining Theorem 12.1 and Theorem 7.5 we obtain the following theorem: 
Theorem 12.2. The integral cohomology of Out+ (F3) is given by H’(Out+ (F,), 
Z)=Z, H’(Out+(F,), Z)=O and, form>l, by Table 12. 0 
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Table 11 Table 12 
m ff”(Out+(F,L G,, m H”(Out+(F,h Z) 
12n 
12n + 1 
12n+2 
12n + 3 
12n + 4 
12n + 5 
12n+6 
12n + 7 
12n + 8 
12n f9 
12n + 10 
12n + 11 
2&@(14n - 2)L, 
(14n - l)Z, 
(14n)G 
(14n + 3)2, 
2b,@(14n + l)L, 
(14n + 3)2, 
(14n + 7)2, 
(14n + 6)2, 
26, @ (14n + 5)Z, 
(14n + lO)L, 
(14n + lO)Z, 
(14n + iojz; 
12n 
12n + 1 
12n + 2 
12n+3 
12n + 4 
12n + 5 
12n + 6 
12n + 7 
12n + 8 
12nf9 
12n + 10 
12n + 11 
22,@22,@(14n-2)2, 
(14n - l)Z, 
(14n)& 
(14n + 3)2, 
22, @ 2L, @ (14n + l)L, 
(14n + 3)b, 
(14n + 7)2, 
(14n + 6)L, 
2Z,CB22,@(14n+5)Z, 
(14n + lO)Z, 
(14n + lO)L, 
(14n + lO)L, 
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Appendix A. Table of cells 
O-Cells 
T. Brady 
l-Cells 
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3-Cells 
cr [Out(F [Out+(F,)l, c7 [Out(F Put+(F3)1, 
3 
e, 
3 
e3 
3 
e5 
3 
5 
ei 
{e> 
{e> 
{el 
{el 
{el 
3 
e2 
3 
e4 
3 
e6 
3 
e, 
3 
elo 
{el 
{el 
{el 
{el 
{e> 
A 
0 
el 
9 
0 
e4 
63 
0 
e7 
c3 1 
0 
e5 
Ii 1 
e3 
8 
0 
e6 
(B 1 
1 
el 
1 
(3 1 
1 
e4 
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1 
e5 
1 
e6 
1 
e6 
1 
e9 
1 
eli I 1 e12 
1 
e14 
1 1 
el5 e16 
1 63 1 
1 
e7 
1 
1 
8 
1 
1 
elo 
1 
e13 
1 1 63 
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2 
8 
1 
2 
e6 
1 1 63 2 
2 
e9 
1 2 (3 2 
2 
e12 
2 
1 a 1 1 2 2 u 8 
2 
e7 
2 2 0 1 
2 
el0 
1 
1 
8 
2 
1 63 2 2 
2 
e8 
2 1 63 1 
2 
ell 
2 
1 
8 
2 
2 
814 
1 
1 
8 
2 
2 
el5 
2 
e16 
2 
e17 
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1 
2 
@ 
2 
2 
el6 
1 2 0 
2 
e21 
2 
1 c3 
2 
e24 
1 2 0 3 
3 
el 
1 
2 
@ 
1 
2 
e19 
2 63 1 
2 
e22 
1 
2 
8 
2 
e25 
2 3 63 1 
3 
e2 
2 
1 
8 
2 
2 
e20 
1 ![> 2 
2 
e23 
1 
8 
2 
2 
e26 
3 2 63 1 
3 
e3 
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3 
e7 
3 
e8 
3 
e9 
3 
1 
8 
2 
3 
el0 
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Appendix B. The cellular cochain complex of K,/Out(F,) 
O-cell l-cells incident on this O-cell O-cell l-cells incident on this O-cell 
” 1 1111111 L 1 1 0 II 1 L 1 
e, e,, ez, ?, e4, e,, egr e13 e,, e,, elo, ell e2 e,, e,,, e,4, e16, cl9 
0 1 I I 1 0 1 L 1 
e3 e,, h. e17, elR e4 e3, elsr e,, 0 1 L 1 I 1 L 0 LL 1 I 1 
e, e b 1’ e:, ej2, ei3, e:,, ez2 e8 ef, ,, le,,, 1 e15, fh 1 1 1 1 
e7 e,, e,, h, e17, e,, en e,,, e,,, e,8, e19, ezol e,,, e23 
1 -cell 2-cells incident on this l-cell l-cell 2-cells incident on this l-cell 
1 2222222 * 1 2 2 z 
e, e,, e,, e4, e,, elr e,, e13, el, e2 e2, elIa e15 
I * 2 1 2 
e4 
2 * * 
e3 fh e,, e,, eR, e12, ezo 
1 2 2 2 2 L 2 
e,, e3, e,,, e,, e6 
2 
es e4, elh 
1 2 * * I 2 z 
e7 e,, egr elR eR e7, es 
L 2 2 * 2 1 
elo 
2 * 2 2 
ey e,, elII, ell T e12 hr e14, e15, elb 
1 1 *z* * 
cl1 
2 * 2 2 
e17, e18’ cl,, e,, e12 ela e,, e,,, h 
1 2 2 2 1 2 2 
e13 e3) e22) ez3 cl4 
2 
e,, es, ez5 
1 1 2 
e15 
2 * 
e6, ezh e16 
2 2 
e7, ey, e,, 
i 2 2 1 
e18 
* 2 
e17 ell ) ez2 e15? e23 
I * 2 2 2 1 2 2 
cl9 e13, e17, e24, ez5 e,, ely 3 e26 
1 
e,, 
22 2 2 2 I 2 
ear e,,, e12, ezL, e22 e22 
* 2 2 
e14, ez07 k, k 
1 
e23 
2 2 2 2 
e16) ea8, e,,, +, 
2-cell 3-cells incident on this 2-cell 2-cell 3-cells incident on this 2-cell 
* 
e, 
2 
e3 
* 
e5 
2 
e7 
2 
e9 
2 e,, 
2 
e13 
* 
e15 
e17 
2 
e19 
e,, 
2 
ez3 
2 ezs 
3 3 i 
e,, e4, eh 
3 3 ei, elo 
3 
es 
3 
el 
3 3 
e2, e4 
e: 
ei, e’, 
3 
e,,, 
e:,eZ 
3 
e7 
i 3 3 e;, e2, e4 
3 ei, 
ez, e', 
2 
e2 
* 
e4 
2 
eb 
2 en 
2 
elo 
2 
e12 
* 
e14 
e,, * 
elR 
2 e,,, 
2 
eZz 
2 
h 
2 
e2h 
3 3 
e2, eB 
ei 
3 
e7 
e: 
3 3 e;, e3 
3 
e, 
i 3 ei, e;, 
3 
e, 
3 1 
es, e; 
3 
e6 
