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Exercise 39 confronts us with another interesting testing problem. This time the 
circuit under test is a combinational network of NAND-gates. We have to determine 
the number of single stuck-at faults that can be detected by applying a given input 
pattern. The problem has a solution with a computation time that is quadratic in 
the size of the network. 
The other exercise I owe to Joop van den Eijnde. It requires finding the largest 
square that fits entirely under a given column histogram. At first sight this looks 
like a standard ‘segment problem’. When trying to solve it, however, one easily 
stumbles upon a few subtle complications that tend to make this problem harder 
than one first expects. In spite of all pitfalls, the introduction of one auxiliary array 
suffices to obtain a solution that is linear in the size of the array given. 
Exercise 39: Fault coverage 
An acyclic network G of N vertices is given. Each vertex has zero or two 
predecesors. The vertices numbered 0 through M - 1 are the sources. Each non- 
source i, MS iC N, produces the nand, i.e. 1 -x - y, of the values produced by its 
(not necessarily distinct) predecessors pO( i) and pl( i). 
Let A( i: 0 =S i < M) represent an input pattern: A(i) is the value assigned to source 
i. We say that pattern A detects a stuck at X, x E (0, l}, for vertex i, 0 s i < N, if for 
pattern A one or more sinks produce a wrong value when all vertices but i function 
correctly and vertex i is stuck at x. 
For example, if G consists of three vertices, one sink and two distinct predecessors, 
input pattern (0,O) detects a stuck at 0 for the sink and no stuck-ats for the sources. 
If G consists of just two vertices with two arcs between them, input pattern (0) 
detects both a stuck at 0 for the sink and a stuck at 1 for the source. Of course, one 
input pattern does not detect two different stuck-ats for the same vertex. 
We are requested to determine S such that 
I[iVf, N: int; (1 c MS N} 
p0, pl(i: M G i < N): array of int; 
{PO and pl represent graph G} 
A(i: 06 i < M): array of int; 
{(Ai: 0~ iC M: OsA(i)s 1)) 
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I[f(i: OC i < N): array of in?; 
g*i:OGi<N 
II 
II 
: (f(i) = -1) = (A detects no stuck-at for vertex i) 
A (f(i) = 0) = (A detects a stuck at 0 for vertex i) 
A (f(i) = 1) = (A detects a stuck at 1 for vertex i))} 
Exercise 40: Largest square under a histogram 
Find a statement list S such that 
I[N: int; {NaO} 
X( i: 0s i < N): array of int; 
{(Ai:OGi<N:04X(i)GN)} 
I[c: int; 
S 
{c=(MAXp, q: O~p~q~NA C(p, q): q-p)} 
II 
II 
where C(p, q) is defined by 
C(p, 4) = (Ai: p d i < q: X(i) 2 q -p). 
Solutions of Exercise 37 (acyclic XOR-composition) 
Given is an acyclic directed graph G in which multiple arcs are allowed. The 
vertices are numbered 0, 1, . . . , N- 1, of which the first M are the sources. Vertex 
N - 1 is the only sink. Every non-source i, M =G i < N, produces the xor, i.e. (x + 
y) mod 2, of the values produced by its two predecessors PO(i) and pi(i). 
We have to determine S such that 
I[M, N: int; (1 c MS N} 
p0, pl(i: M < i < N): array of int; 
{PO and pl represent graph G with sink N - 1) 
j[b(i: O=Z i< M): array of bool; 
;h e sink of G produces the xor of the values assigned 
to the set {i 104 i < M A b(i)} of sources of G} 
II 
II 
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Let for vertex i, 0s i < N, X(i) denote the set of sources such that vertex i 
produces the xor of the values assigned to these sources. Then the postcondition is 
X(N-I)={i(O<i<MAb(i)}. 
For 0 s i < M (vertex i a source) we have 
X(i)=(i). (I) 
Next consider a non-source i. Its predecessors are PO(i) and pi(i). The xor of 
M, m 3 0, arguments is 0 if and only if an even number of arguments have value 1. 
Consequently, the xor does not change if two arguments of equal values are dropped. 
This observation enables us to define X(i) for M s i c N by 
X(i)=X(pO(i))iX(pl(i)) (2) 
where + denotes symmetric set difference. 
Given (1) and (2), the reader may be tempted to design a recursive solution, for 
example: 
s: j[i: int; i:=O 
; do i#M+b: (i)=faZse; i:=i+l od 
II 
; T(N-1) 
where, for 0~ i < N, 
T(i): if i<M+ b: (i)=lb(i) 
Cl iaM+ T(pO(i)); T(pl(i)) 
fi 
Although correct, this solution is very inefficient. If, for example, G has one 
source and if PO(i) =pl(i) = i - 1 for 1 c i < N, program S gives rise to 2N-’ calls 
of T(0): it is an exponential solution. 
In view of the above observation, we design a repetitive solution in which for 
each vertex i set X(i) is computed exactly once. We have to be careful with the 
order in which the sets X(i) are determined. Starting at the sources and progressing 
towards the sink easily yields an O(M* N) solution. We, therefore, process the 
vertices in the order from the sink towards the sources, where ‘processing’ means, 
as usual in graph computations: moving the vertex from set VO via Vl to V2. 
We, thus, partition the vertex set into sets VO, Vl and V2 and maintain as our 
invariant 
PO: N-l~VluV2 
h Vl={iE VOu Vl\S(i)r V2) 
where S(i) denotes the successor set of vertex i. Vertex N - 1 is the only vertex with 
an empty successor set. If Vl = 0 we have by PO that every vertex in VO has a 
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successor in VO. Since G is acyclic, we conclude that Vl = 0 implies that all vertices 
are in V2. 
We introduce a boolean array c(i: 0 6 i < N) and maintain, besides PO, 
PI: (Ai: ic V2: lc(i)) 
A X(N- 1) = (SSD i: 06 i< NA c(i): X(i)) 
+{ilO<i<MAb(i)} 
where 
(SSD i: i E S: X(i)) 
denotes the repeated symmetric set difference of sets X(i) for all i E S. If S = 0, this 
yields the empty set. When Vl = 0, we conclude by Pl that the postcondition holds. 
Initializing with V2 = 0, we obtain a solution of the following form: 
vo, Vl, V2:={0 ,..., N-2),(N-1),0 
; b:=faZse; c:=faZse; c: (N-l)=true 
; do Vl#0 
+let iE Vl; Vl, V2:= Vl\{i}, VZu{i} 
; if i<M+if c(i)+b: (i)=lb(i) 
II lc(i)+skip 
fi 
0 iaM-+forq=pO(i) andq=pl(i) do 
(if c(i)+ c: (q)=ic(q) 
Cl lc( i) + skip 
fi 
; if S(q) c V2 + VO, Vl := VO\{q}, Vl u {q} 
0 l(S(q)s V2)+skip 
)fi 
fi 
; c: (i) = fake 
od 
In order to express the guard S(q) c V2 we introduce an integer array t( i: 0 6 i < 
N) to record for each vertex the number of successors that are not in V2. More 
precisely, we extend the invariant in the following way: 
P2: (Ai:O<i<N: t(i)=(Nj:j~S(i):jEV2)). 
Recording set Vl in segment vl( i: 0 s n < nul), and dropping the (unnecessary) 
assignment c: (i) = false, we arrive at the following solution: 
s: ([nvl: int; 
t, vl(i: 0~ i< N): array of in?; 
c( i: 0 s i < N): array of bool; 
I[i: int; i:=O 
;&_I i#N+c:(i)=faZse; t:(i)=O; i:=i+l od 
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; i:=O; do i+M+b:(i)=fuZse; i:=i+l od 
; do i# N+ t: (PO(i))= t(pO(i))+l; t: (pi(i))= t(pl(i))+l 
; i:=i+l 
od 
II 
; c:(N-l)=true; nul:=l; ul:(O)=N-1 
; do ml20 
+ ([i: int; nul := no1 - 1; i:= ul(nu1) 
; if i<M+b: (i)=(b(i)fc(i)) 
Cl iaM+([q,j: int; q,j:=pO(i),O 
;dojZ2 
llfi 
od 
II 
+ c: (4) = (c(q) * c(i)) 
; t:(q)= t(q)-1 
;if t(q)=O+ul:(nul)=q;nul:=nul+1 
Cl t(q)a l+skip 
fi 
; q, j:=pl(i), j+l 
od 
II 
The computation time of our solution is O(N), i.e. proportional to the size of the 
network. 
Solution of Exercise 38 (test patterns for tree compositions) 
Given is a rooted tree with its arcs directed towards the root, in which each 
non-leaf produces the nand of the values produced by its two predecessors. The 
vertices are numbered 0 through N - 1, of which the first M are the leaves. Vertex 
IV - 1 is the root; any other vertex i has vertex s(i) as its successor. 
Some of the vertices are stuck at 0 or stuck at 1 and produce that value only. 
Vertex i is stuck at x, x E (0, l}, if f (i) = x. A test pattern is an assignment of values 
to the leaves for which the root of the tree, due to the stuck-at faults, produces a 
wrong value. We have to determine the number of test patterns, i.e. we have to solve 
S in 
l[M,N:int;{Nal~IV=2*M-1) 
s(i:OSiCN-1):arrayof int; 
{(Ai:Oai<N-l:(Ej:j>l:s’(i)=N-1)) 
h(Aj: M<j<N: (Ni: 0s i<iV-1: s(i)=j)=2)} 
f(i: 0s iC IV): array of int; 
{(Ai:O<i<N: -l~f(i)<l)} 
I[k: int; 
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sk=( number of test patterns)} 
II 
II 
A NAND-gate computes the value 1 - x . y, as shown in Fig. 1. A circuit in which 
gates are stuck can produce wrong values. One of these, denoted by O/ 1, is the case 
that the circuit produces a 0 when it should have produced a 1. The other wrong 
value (1 instead of 0) is similarly denoted by l/O. In the presence of stuck-at faults 
we extend our set (0, 1) of values with the (wrong) values O/l and l/O. In this 
4-valued logic a correctly functioning NAND-gate computes its output, as is easily 
checked, according to the table in Fig. 2. Notice that wrong input values do not 
necessarily cause wrong output values. 
For x E (0, 1,0/l, l/O} and OS i< N we let C(i, x) denote the number of input 
patterns for which vertex i would produce value x if vertex i functioned correctly. 
We then have for 0 s i < M (vertex i is a correctly functioning leaf) 
C(i,O)=C(i,l)=l, C(i,O/l)=C(&l/O)=O. (3) 
Similar to C(i, x), we define D(i, x) as the number of input patterns for which 
vertex i produces (possibly while stuck) value x. Thus, C(i, x) and D(i, x) differ 
only if vertex i is stuck. The table in Fig. 2 yields for M s i < N (vertex i is a 
correctly functioning NAND-gate) 
CC4 0) = D(q, 1) * o(r, 0, 
C(i,1)=D(q,O)~D(r,O)+D(q,O/1)~D(r,1/O)+D(r,O/1)~D(q,1/O) 
+D(q,O) - (Wr, l)+D(r,O/l)+Wr, l/O)) 
(4) 
+D(r,O)*(D(q,I)+(D(q,O/I)+D(q,I/O)), 
0 1 
t 
0 1 1 
1 1 0 
Fig. 1. NAND-gate in 2-valued logic. 
Fig. 2. NAND-gate in Cvalued logic. 
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+ mc 1) * aq, l/O), 
where q and r are the predecessors of vertex i. 
If vertex i is stuck, it produces values f(i) and f(i)/(l -f(i)) only. Let, for 
Ocf( i) c 1, x and y denote f( ij and 1 -f(i) respectively. As just observed, vertex 
i produces values x and x/y only. It produces x if the correctly functioning vertex 
would have produced x or y/x and it produces x/y otherwise: 
D(i,x)=C(i,x)+C(i,y/x), 
D(i, x/y) = C(i, y)+ C(i, x/y), (5) 
D(<y)=D(i,y/x)=O. 
The postcondition of the specification is 
k=D(N-l,O/l)+D(N-1,1/O). 
We want to use schemes (3), (4), and (5) to compute D( N - 1,0/l) and D(N - 
1,1/O). There is, however, a discrepancy between (4) and our representation of the 
tree; (4) is expressed using predecessors, but our tree is represented with the 
successor function. In our solution we, therefore, compute the predecessors from 
the given successor function. This is achieved by INV, which assigns to arrays 
pO(i: M<i<N) and pl(i: M=zi<N) values such that 
(Ai:OsicN-l:pO(s(i))=ivpl(s(i))=i). (6) 
It may be coded as follows: 
1NV: I[i: int; 
b( i: M s i c N): array of bool; 
i:=M;do i#N+b:(i)=faZse; i:=i+l od 
; i:=O 
;doi#N-1 
*if lb(s(i))+pO: (s(i))=i; b: (s(i))=true 
0 b(s(i))+pl: (s(i)) = 
; i:= 
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(8) 
Given (6), schemes (3), (4), and (5) can be readily translated into a recursive 
procedure T(i), which, for 0 =z i < N, establishes first 
l(i)=C(<O)hh(i)=C(i,l) 
~d(i)=C(i,O/l)Au(i)= C(i, l/O) 
(7) 
and then 
Z(i)=D(iO)~h(i)=D(i, 1) 
~d(i)=D(i,O/l)hu(i)=D(i l/O). 
Thus, the solution to our programming problem becomes 
s: I[ 1, h, d, u( i: 0 s i < N): array of int; 
p0, pl( i: A4 d i < N): array of int; 
INV; T(N-1); k:=d(N-l)+u(N-1) 
II 
where, for 0 b i < N, 
T(i): if i<M+LF{(7)} 
0 iaM+ T(pO(i)); T(pl(i)); ND{(~)} 
fi ((7)) 
; S-I-{@)) 
The actions LF, ND, and ST are based on (3), (4), and (5) respectively. 
According to (3), LF may be coded as: 
LF: l:(i)=l; h:(i)=l; d:(i)=O; u:(i)=0 
Given that each call T(i) establishes (8), the code of ND follows from (4): 
ND: j[q, r: int; q, r:=pO(i),pl(i) 
; I: (i) = h(q) * h(r) 
; h:(i)=l(q)*l(r)-td(q)*u(r)+d(r)*u(q) 
+ l(q) * (h(r) + d(r) + u(r)) 
+ l(r) * (h(q)+ d(q)+ u(q)) 
; d:(i)=u(q)*u(r)+h(q)*u(r)+h(r)*u(q) 
* u: (i)=d(q) * d(r)+h(q) * d(r)+h(r) *d(q) 
il 
Action ST with precondition (7) and postcondition (8) is for OSf(i) 4 1 derived 
from scheme (5): 
ST: if f(i) = -1 *skip 
llf(i)=O+l: (i)=Z(i)+u(i) 
; d: (i)= h(i)+d(i) 
; h: (i)=O; u: (i)=O 
Df(i)=l+h:(i)=h(i)+d(i) 
; u: (i)=Z(i)+u(i) 
; I: (i)=O; d: (i)=O 
fi 
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Essentially the same solution can, of course, also be coded as a repetitive program. 
To that end we partition the vertex set into sets VO, Vl, and V2 and maintain as 
an invariant: 
(Ai: iE V2: (8)) 
~(Ai:0~i<N:t(i)=(Nj:0~j<N-1hj~VOuVl: i=s(j))) 
A Vl={iE VOu Vl(t(i)=O}h(Ai: ie V2: t(i)=(I). 
Representing set Vl in array segment ol (i: 0 s i < nvl), this yields the following 
repetitive solution: 
S: ([nul: int; 
t, ul, 1, h, u, d(i: OS i< N): array of int; 
pO,pl(i: Mai<N):arrayof int; 
INV 
; ([i: inf; i:=O 
;doi#M-,ul:(i)=i; f:(i)=O; i:=i+l od 
;doi#N+t:(i)=2;i:=i+lod 
II 
; nul:= M 
; do nul#O 
+ I[i: int; nul:= nul- 1; i:= ul(nu1) 
; f: (s(i))=f(s(i))-1 
; if f(s(i))=O+ul:(nul)=s(i); nul:=nul+l 
0 f(s(i)) = 1+ skip 
fi 
; if i<M+LF 
0 iSM+ND 
fi 
; ST 
II 
od 
; k:=d(N-~)+u(N-1) 
II 
In the above solution array f may be restricted to f( i: M c i < N). Both the recursive 
and the repetitive solution have computation times that are proportional to the size 
of the tree. 
It can be proved that stuck-at faults in tree compositions are always detectable, 
i.e. that 
(Ei:Osi<N:f(i)#-1) * D(N-l,O/l)+D(N-l,l/O)~l. 
This changes dramatically if we allow leaves to have multiple successors. In that 
case determining whether a test pattern exists is-even for single stuck-at faults-NP- 
complete. 
