Abstract. We present in this work some new sets of infinite operator-matrices and their properties; we apply these results for the resolution of some infinite linear systems. Then we give then an application in the study of numerical schemes for an abstract second order differential equation of elliptic type.
Introduction
Several authors are interested in the infinite matrices theory. We found a detailed study in Cooke [2] and Maddox [7] . In particular in [7] one gives the characterization of matrices (in the scalar and linear operators cases) which map a sequence space into an another sequence space by determining their various Köthe-Toeplitz duals.
Some particular infinite matrices are studied as the infinite matrix of Cesàro given by C = \ \ \ •• \\ 5 5 ::./ One determines its spectrum as an operator defined on different sequence spaces (See G. Leibowitz [6] , J.B. Reade [12] and J.Τ OkutoyiflO]).
Other aspects of this theory are studied : the so called Hardy-Bohr positivity (See J. Defranza and K. Zellerfl]), the application to the Walsh functions (See Mursaleen [9] .) or the solvability of infinite systems of linear equations (See G.M Petersen and Anne C. Baker [11] ).
In this work we present some particular infinite matrices which are defined on some sequence spaces (in the scalar and the abstract cases ) then we give results on the resolution of linear infinite systems associated to these matrices. We describe some aspects which differ radically from that of finite matrices. Then we apply these results to study numerical schemes for an abstract second order differential equation of elliptic type. This way is not classic, because generally in the approximation methods the dimensions of used spaces change but are finite, while in our method the inverse effect occurs: all the finite matrices of different orders belong to the same space of infinite matrices which has a good structure.
The paper is organized as follows:
In section 2 we describe the spaces S r (of some infinite matrices of linear operators from a Banach space ) and s r (of some infinite column matrices of elements of that space) which verify (3)- (4) . There will be found a natural Banach algebra-structure on these spaces and under the condition [C r ] on some matrix M of S r (see definition 1) we obtain the resolution and the uniqueness of the corresponding linear infinite system MX = B. When this condition is not verified on M, we give an interesting result which can be called a filter-resolution consisting of adding a finite number of equations such that the new infinite matrix obtained verify [C r ] . In section 3 we give an approximation method for boundary value problems of a second order differential-operator equation in some Banach space, by using finite differences schemes. The convergence and the stability are obtained by the explicite resolution of some linear infinite system given in (13) and (14 ).
Linear infinite systems
2.1. The spaces S r and s r . In this paragraph we are interested in characterizing the continuous linear mappings u from E into F where E and F are two locally convex vector spaces of sequences with elements in C, R or in some Banach space G. The resolution of the following linear system (1) u(x) = b, xeE, be F is equivalent to a matricial equation. In fact one associates to x, b and u respectively the column matrix X whose elements are the terms of the sequence x, the column matrix Β and the infinite matrix M relative to the continuous canonical bases of E and F. The equation (1) becomes
.). m=1
Consider now some positive real number r ; we denote by S r the set of the infinite matrices M = (a nm ) n =i,. 
The third property follows from the inequality
and by letting iVi, JV2 tend to +00. (See Petersen [12] ).
To illustrate our study we are now interested in a simple case where the Neuman series give an explicite calculus to the resolution of infinite systems and its applications. DEFINITION [ICr] iff one has . The infinite matrix M is said to be verifying the condition
It is well known that if the infinite matrix M verifies the condition [C r ] and the column infinte matrix Β is in the space sr, then the linear infinite system MX = Β has a unique solution in this space which is given by the usual series X = Σ, ί>0 ( 
Linear systems with addition of a finite number of rows
Here we suppose that G is a unit Banach algebra (we denote by e the unit element in G). We are studying the trace of the kernel of M on the space s r . Let M +p be the infinite matrix obtained from M by addition of ρ infinite rows ti, , ..., t p as follows has one solution in s r given by 
.). We have
Now it is not difficult to see that this norm can be smaller than 1, for many pairs of reals ( a,b) (for example if 0 < a < 1/3; 0 < 6 < 1/2).Then by the above proposition all the solutions of the system MX -Β, Β G si are given by Proof. As in the precedent sections, let us consider the following matrices for λ g {0,1,1/2,..., 1/n,...} :
. ./ Let be po a fixed real number such that 1/r < po < 1. Then it is easy to see that (1 is in the k + 1-th position). For λ = 1, the eigenvector is X = ' (1,1,. ..).
2.4.
Entire series associated to linear triangular system. There is an interesting correspondence between some triangular linear infinite systems and the roots of the entire series whose coefficients are the same as the elements of the matrix of this system. In fact consider where ao Φ 0 and put 00 See [8] .
Application to numerical abstract schemes
In this section we consider the example of the following second order differential-operator equation in a complex Banach space G (10) y
"(t) + Ay(t) = g(t)eG
Here A is a closed linear operator with domain DA C G under the unique hypothesis of ellipticity as in Krein [4] .
Even if the domain DA C G is dense this assumption does not imply that A generates a contraction semi-group. The problem (10) has been studied in a more general situation in [5] . We consider the classical Holder Banach space Here we are interested in the study of the stability and the convergence of numerical schemes by using the finite differences method for (10); so the theory of infinite matrices can be applied for (10)-(11) and more particularly for (10)- (12) .Theessential reason is that in this case we work in some algebra s r which contains, for any N, all vectors of type t (x\, X2, • • ·, 0,...). More precisely, for some integer N, consider the following finite differences approximation
<n<N.
with h = 1/(N + 1); g n = g(t n ) = g(nh).
If we apply the bounded resolvent operator (h 2 A -2/) _1 to the first equation in (14), we obtain the following infinite particular system
MnXN = BN,
where Μ χ = (anm) is the tri-diagonal infinite matrix defined as follows βη,η-ι = Οη,η+I = RN Vn < TV, ann = IG Mn > 1,
It is easy to see that
Therefore M/v € S\, so we can apply the results of the section 2 which give the following stability convergence result. Then by the Holder's regularity of y (theorem 2) and the first statement (i) of proposition 5 we obtain (ii);
Remark 4. The problem on the half-axis ]0,+oo[ ( (10)- (11)) can be studied by the same method and we obtain the similar results. Note that in this case, the infinite matrices are more justified.
We can obtain a best estimate than (i) in Proposition 5, if we use the explicite expression of the solution X(N) of (14); in fact we have: By the same way we obtain an analogous estimation for the other second term.
