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Covariance Matrix of Quasi-Maximum Likelihood Estimator  
of ARFIMA Models
Manabu ASAI*
Abstract: This paper introduces the asymptotic distribution of the quasi-maximum likelihood (QML) 
estimator for multivar iate long memor y processes, der ived by Hosoya (1997). This paper applies 
the results to obtain the asymptotic covariance matrix of an autoregressive fractionally integrated 
moving average process, and investigates  nite sample proper ties of the QML estimator.
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JEL:  Classi 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1. Introduction
This paper  introduces asymptotic theor y of Hosoya (1997)  for  general multivar iate long 
memor y processes, and applies it to an autoregressive fractionally integrated moving average 
(ARFIMA) process.
We star t from a general notation as in Hosoya (1997). Let {z(t); t å J} be the vector-valued linear 
process.
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 
 
j =0
  (      )   (       )         
     (1)
where J denotes the set of all integers; the z(t)  s are q-vectors and the e(t)  s are p-vectors such 
that E[e(t)]  = 0 and E[e(t)e(s) *]  =  (t,s)K( ! ) for K( ! ) a nonsingular p• p matr ix;  (x,y) is the 
Kronecker  s delta, which is the indicator  function such that  (x,y)  = 1 if x = y and  (x,y)  = 0 
other wise; Assume that ! å 	 , where 	  is a compact subset of Rm with nonempty inter ior ; 
the coef ficient matr ices G( j ) are q• p and the components of z, e and G are all real. Under the 
assumption
 
∞�
j =0
tr [G(j)K(G(j)∗] <∞,
the process {z(t)} is a second-order stationar y process and has a spectral density matrix f( " ) as
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 f(ω) = 12πk(ω;ψ)Kk(ω;ψ)
∗,       (2)
where   k(ω;ψ) =�∞j=0G(j, ψ)eiωj
Hosoya (1997) derived the limiting theory for the quasi-maximum likelihood (QML) estimator, 
based on the Whittle likelihood. Using the results, this paper derives the asymptotic covariance 
matrix of the QML estimator for ARFIMA process. The organization of the paper is as follows. 
Section 2 explains the general framework of Hosoya (1997) for the QML estimation of long memory 
processes. Section 3 provides the asymptotic covariance matrix for ARFIMA(1,d,1) process, and 
Section 4 shows finite sample performance of the QML estimator. Section 5 gives concluding 
remarks.
2. Quasi-Maximum Likelihood Estimator
This section shortly explains the limiting theor y of Hosoya (1997) for quasi-maximum 
likelihood (QML) estimation of multivariate long memory time series processes.
Let In(z,ω) is the periodogram matrix defined by
 In(z, ω) = wn(ω)wn(ω)∗, −π < ω ≤ π,
where wn(ω) is the finite Fourier transform defined by
 wn(ω) =
1√
2π
n�
t=1
z(t)eitω.
For the purpose of deriving the quasi-likelihood function, assume that the process z(t) is Gaussian 
for a while. Choose the frequencies ωj, j = 1,... ,n, equispaced in the torus (－π,π] in such a way 
that f (ω) is continuous at ω=ωj Then the finite Fourier transform wn(ωj), j = 1,... ,n, have a complex-
valued multivariate normal distribution and for large n they are approximately independent, each 
with probability density function
 
π−q/2 {detf(ωj ;ψ)}−1/2 exp
�
−1
2
tr
�f−1(ωj ;ψ)wn(ωj)wn(ωj)∗
�� ,
j = 1, . . . , n.
Since wn(ωj), j = 1,... ,n, constitute a sufficient statistic for ψ, an approximate log-likelihood function 
of ψ based on {z(1),..., z(n)} is given, up to constant multiplication, by
 −
1
2
n�
j=1
�
log detf(ωj;ψ) + tr
�f−1(ωj ;ψ)In(z, ωj)
�� .    (3)
In integral form, the equation (3) has the expression
 L¯n(ψ) = − n4π
�� π
−π
log detf(ω;ψ)dω +
� π
−π
tr�f−1(ω;ψ)In(z, ω)
� dω
�
.  (4)
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The function L－n(ψ) is called the quasi-log-likelihood function. The approximation was 
originally proposed by Whittle (1952) for scalar-valued stationary processes; see also Dunsmuir and 
Hannan (1976) and Taniguchi and Kakizawa (2000)].
Let ψ0 and ψ－n be the true value of ψ generating (1) and the QML estimator obtained by 
maximizing  L－n(ψ), respectively. Define a quantity
 Rj(ψ) = Hj(ψ) +
� π
−π
tr{hj(ω, ψ)f(ω)}dω,
where
 Hj(ψ) = ∂∂ψj
� π
−π
log detf(ω;ψ)dω,
 hj(ω;ψ) = ∂∂ψj f
−1(ω;ψ),
and assume that they are measurable with respect to ψ a.e. ω. Under mild regularity conditions, 
Hosoya (1997) shows that if R is differentiable at ψ=ψ0 and the matrix of derivatives Wj l =∂Rj/∂ψl 
is denoted by W, √n(ψ~n－ψ0) has the asymptotic normal distribution with mean 0 and covariance 
matrix W－1U(W *)－1, where U is the matrix whose ( j,l)th element is represented as
 
Ujl = 4π
� π
−π
tr [hj(ω;ψ0)f(ω)hl(ω;ψ0)f(ω)]
����
ψ=ψ0
dω
+ 2π
m�
a,b,c,d=1
� π
−π
� π
−π
[k∗(ω1)hj(ω1;ψ0)k(ω1)]ab|ψ=ψ0
× [k∗(ω2)hl(ω2;ψ0)k(ω2)]cd|ψ=ψ0
×Qea,b,c,d(ω1, ω2,−ω2)dω1dω2,
where [ ]ab denotes the (a,b)th element of the matrix in the bracket (see Dunsmuir (1979)), and
 Qeabcd(ω1, ω2, ω3)
 = (2π)−3
∞�
t1,t2,t3=−∞
exp({−i(ω1t1 + ω2t2 + ω3t3)Q˜eabcd(t1, t2, t3),
with the joint forth cumulant of ea(t), eb(t + t1), ec(t + t2), and ed(t + t3). Taniguchi (1982) suggested a 
consistent estimator for Qeabcd(ω1, ω2, ω3) .
Hosoya (1997) and Taniguchi and Kakizawa (2000) discusses the case when the integral in the 
second term of Uij is simplified. If the cumulant of {ea(t1), eb(t2), ec(t3), ed(t4)} is Cabcd for t1 = t2 = t3 = t4 
and 0 otherwise, Ujl reduces to
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Ujl = 4π
� π
−π
tr [hj(ω;ψ0)f(ω)hl(ω;ψ0)f(ω)] dω
����
ψ=ψ0
+
m�
a,b,c,d=1
Cabcd
�
1
2π
� π
−π
k∗(ω1)hj(ω1;ψ0)k(ω1)|ψ=ψ0 dω1
�
ab
×
�
1
2π
� π
−π
k∗(ω2)hl(ω2;ψ0)k(ω2)|ψ=ψ0 dω2
�
cd
.
In the next section, we apply the results of Hosoya (1997) to obtain the asymptotic covariance 
matrix, W－1U(W *)－1, for an ARFIMA(1,d,1) process.
3. Asymptotic Covariance Matrix for ARFIMA Process
Consider a univariate ARFIMA(1,d,1) process:
 (1− φB)(1−B)dz(t) = (1− θB)e(t),
where B is the backward shift operator, and e(t) is a white noise with mean zero and variance σ2. 
We set ψ = (,φ,θ,σ)'. We assume that |d | ＜ 1/2, |φ| ＜ 1, and |θ| ＜ 1 so that z(t) is stationary 
and invertible, and z(t) has infinite moving-average representation
 z(t) = (1−B)−d(1− φB)−1(1− θB)e(t) =
∞�
j=0
G(j, ψ)e(t− j).
By definition, we obtain:
 k(ω;ψ) =
(1− θeiω)
(1− φeiω)(1− eiω)d ,
and hence the spectral density function is:
 f(ω) = σ
2
2π
|1− θeiω|2
|1− φeiω|2|1− eiω|2d =
σ2
2π
(1 + θ2 − 2θ cos(ω))
(1 + φ2 − 2φ cos(ω))2d(1− cos(ω))d ,
In the following, the asymptotic covariance matrix of the QML estimator is derived, by using the 
results of Hosoya (1997).
The log of the spectral density function and their derivatives are:
     
log f(ω) =− log(2π) + 2 logσ − d log 2− d log(1 − cos(ω))
− log(1 + φ2 − 2φ cos(ω)) + log(1 + θ2 − 2θ cos(ω))
 
∂ log f(ω)
∂d =− log[2(1 − cos(ω))]
 
∂ log f(ω)
∂φ =−
2(φ− cos(ω)
(1 + φ2 − 2φ cos(ω))
 
∂ log f(ω)
∂θ =
2(θ − cos(ω)
(1 + θ2 − 2θ cos(ω))
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∂ log f(ω)
∂σ =
2
σ .
The integral of the log of the spectral density from －π to π is give by:
 
� π
−π
log f(ω)dω = −2π log(2π) + 4π log σ.
As a result, we obtain
 Hj(ψ) = ∂∂ψj
� π
−π
log f(ω)dω =
�
0 (j = 1, 2, 3)
4π/σ (j = 4)
and
 W (1)jl ≡
∂
∂ψlHj(ψ)
����
ψ=ψ0
=
� −4π/σ20 (j = l = 4)
0 otherwise
which will be used to evaluate W.
Since the integral and derivative operators are exchangeable,
 
∂
∂ψl
� π
−π
hj(ω;ψ)f(ω;ψ0)dω
����
ψ=ψ0
=
� π
−π
f(ω;ψ0) ∂∂ψlhj(ω;ψ)
����
ψ=ψ0
dω,
Then, we obtain W (2) = {W (2)jl } , where
 W (2)jl ≡
∂
∂ψl
� π
−π
hj(ω;ψ)f(ω;ψ0)dω
����
ψ=ψ0
,
yielding:
 
W =W (1) +W (2)
= 4π
⎛
⎜⎜⎜⎝
1
6π2 − 1φ0 log(1− φ0) 1θ0 log(1− θ0) 0− 1φ0 log(1− φ0) 11−φ20
1
1−φ0θ0 0
1
θ0 log(1 − θ0) 11−φ0θ0 11−θ20 0
0 0 0 2σ20
⎞
⎟⎟⎟⎠
(see Appendix A.1 for the derivation of  W (2)jl ).
As shown in Appendix A.1, hj(ω;ψ) f (ω;ψ) = hj(ω;ψ)f(ω;ψ) = −∂ log f(ω)∂ψ .  As a result, the 
first term of U = {Uj l} is given by:
 U
(1)
jl = 4π
� π
−π
�
−∂ log f(ω)∂ψ
��
−∂ log f(ω)∂ψ
�������
ψ=ψ0
dω = 4πW−1.
The last equality was obtained by the direct calculation as in Appendix A.1.
The second term is given by:
 U (2) = κ4
�
1
σ20
� π
−π
−∂ log f(ω1)∂ψ
����
ψ=ψ0
dω1
��
1
σ20
� π
−π
−∂ log f(ω2)∂ψ
����
ψ=ψ0
dω2
��
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 =
�μ4
σ40
− 3
�
⎛
⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 16π2/σ20
⎞
⎟⎟⎠ ,
where κ4 and μ4 are the fourth cumulant and the fourth central moment of e(t), respectively (see 
Appendix A.2 for the derivatives of log f(ω)). The last equality uses the relationship between κ4 and 
μ4 such that κ4 = μ4 －3σ4 .
Finally, the asymptotic covariance matrix of the QML estimator is given by:
 
W−1U(W ∗)−1 = 4πW−1 + (κ4 − 3)
⎛
⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 σ20/4
⎞
⎟⎟⎠
where W is defined by (5). The structure of the asymptotic covariance matrix indicates that (i) the 
QML estimators of (d,φ,θ) and σ are asymptotically independent; (ii) the non-normality of e(t) 
has no effect on the asymptotic covariance matrix for (d,φ,θ); (iii) the asymptotic variance of d is 
6/π2 when φ=θ=0.
4. Monte Carlo Experiments
This section investigates the finite sample properties of the QML estimator for the ARFIMA(1,d,0) 
process. Two kinds of parameter values are selected as:
 (d, φ, σ) = {(0.4,−0.1, 0.3), (0.2, 0.6, 1)}.
For each parameters, two samples of the size n = 128 and n = 256 are generated with 5000 
replications. Consider two kinds of disturbances:
    Distribution 1: e(t) ∼ i.i.d.N(0, σ2)
Table 1: Finite Sample Performance of the ML Estimator
n = 128 n = 256
Para. True Mean Std.Dev. RMSE Mean Std.Dev. RMSE
DGP 1
d 0.4 0.3536 0.1690 0.1752 0.3844 0.0973 0.0986
φ －0.1 －0.0548 0.1816 0.1871 －0.0845 0.1123 0.1134
σ 0.3 0.2986 0.0184 0.0184 0.3003 0.0134 0.0134
DGP 2
d 0.2 0.1897 0.2038 0.2040 0.1754 0.1724 0.1742
φ 0.6 0.5763 0.1967 0.1981 0.5992 0.1631 0.1631
σ 1.0 1.0031 0.0629 0.0630 1.0037 0.0455 0.0456
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    Distribution 2: e(t) = σ × log(w(t))− E[log(w(t))]�V [log(w(t))] , w(t) ∼ i.i.d.χ
2(1),
for the maximum likelihood estimation for the former and the QML estimation for the latter. The 
fourth central moments of Distributions 1 and 2 are 3σ4 and 7σ4, respectively (see Appendix for the 
first four moments of log(w(t))). By the definition, Distribution 2 is leptokurtic.
Table 1 shows the sample means, standard deviations, and root mean squared errors of the ML 
estimators for the Gaussian disturbance. The bias in d is relatively large when the true value of d is 
close to zero. The bias in φ has the same tendency. The bias in σ is negligible for n = 128. The ML 
estimator has smaller RMSEs for larger sample size.
Table 2 presents the sample covariance matrix of ML estimates multiplied by n. As sample size 
increases, the sample covariance matrix of (d
^
,φ
^
) approaches to the true value gradually. Table 2 
implies that it requires at least n ＞ 256 to guarantee the accuracy of sample covariance matrix of 
(d
^
,φ
^
). On the contrary, the sample covariances for the pair of (d
^
, σ^ ), (φ
^
,σ^ ), and (σ^ ,σ^ ) are close 
to the true values when n = 128.
Table 3 shows the sample means, standard deviations, and root mean squared errors of the 
QML estimators for the leptokurtotic distribution (Distribution 2). Compared to Table 1, the 
standard deviation and RMSE for the estimator of σ are large, refrecting the effect of leptokurtotic 
distribution. As in the theoretical result, the standard deviation and RMSE for (d
^
,φ
^
) are similar to 
the results of Table 1.
Table 4 presents the n times sample covariance matrix of QML estimates for Distribution 2. The 
sample covariance matrices except for the pair of (σ^ ,σ^ ) are close to those of Table 2. The sample 
covariance matrices for the pair of (σ^ ,σ^ ) are about 3 times of the values of Table 2, reflecting the 
leptokurtosis of Distribution 2.
The Monte Carlo results support the consistency of ML and QML estimators. A sample size 
greater than 256 is required to guarantee the accuracy of the asymptotic covariance matrix.
Table 2: Sample Covariance Matrix of ML Estimates
DGP 1 DGP 2
Pair True n = 128 n = 256 True n = 128 n = 256
(d^,d^ ) 1.3412 3.6551 2.4244 6.5646 5.3142 7.6117
(d^,φ^ ) －1.2655 －3.4022 －2.2788 －6.4161 －4.6633 －6.7544
(d^ ,σ^ ) 0 0.0720 0.0523 0 0.1055 0.1424
(φ^ ,φ^ ) 2.1841 4.2215 3.2299 6.9109 4.9503 6.8058
(φ^ ,σ^ ) 0 －0.0638 －0.0468 0 －0.0628 －0.0921
(σ^,σ^ ) 0.0450 0.0433 0.0457 0.5000 0.5067 0.5294
Note: The entry is n times the sample covariance matrix and corresponding true value calculated by equation (6).
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5. Concluding Remarks
This paper introduced the asymptotic results of Hosoya (1997) for the QML estimator of long 
memory processes, and obtained the asymptotic covariance matrix of ARFIMA(1,d,1) model. The 
asymptotic covariance matrix indicates that (i) the QML estimator of σ and other parameters 
are asymptotically independent; (ii) the non-normality of disturbances only affect the asymptotic 
variance of the QML estimator of σ; (iii) the asymptotic variance of the QML estimator of d is 6/π2 
for an ARFIMA(0,d,0) process.
Monte Carlo experiments were conducted to examine finite sample properties of the ML and 
QML estimator. The Monte Carlo results indicate that the average of ML and QML estimates 
are close to true values when n = 128, but we require n ＞ 256 to guarantee the accuracy of the 
covariance matrix of the estimator.  
Table 3: Finite Sample Performance of the QML Estimator
n = 128 n = 256
Para. True Mean Std.Dev. RMSE Mean Std.Dev. RMSE
DGP 1
d 0.4 0.3500 0.1713 0.1784 0.3844 0.0945 0.0958
φ －0.1 －0.0542 0.1838 0.1894 －0.0847 0.1094 0.1105
σ 0.3 0.2965 0.0317 0.0319 0.2985 0.0226 0.0226
DGP 2
d 0.2 0.1775 0.2024 0.2036 0.1773 0.1711 0.1726
φ 0.6 0.5864 0.1885 0.1890 0.5975 0.1624 0.1624
σ 1.0 0.9964 0.1084 0.1085 0.9978 0.0762 0.0763
Table 4: Sample Covariance Matrix of QML Estimates
DGP 1 A A DGP 2
Pair True n = 128 n = 256 True n = 128 n = 256
(d^ ,d^ ) 1.3412 3.7550 2.2864 6.5646 5.2427 7.4907
(d^ ,φ^) －1.2655 －3.4953 －2.1467 －6.4161 －4.4157 －6.6941
(d^ ,σ^) 0 0.0614 0.0333 0 0.0524 0.0098
(φ^ ,φ^) 2.1841 4.3234 3.0642 6.9109 4.5478 6.7491
(φ^ ,σ^) 0 －0.0579 －0.0301 0 －0.0163 0.0225
(σ^,σ^) 0.1350 0.1287 0.1303 1.5000 1.5051 1.4881
Note: The entry is n times the sample covariance matrix and corresponding true value calculated by equation (6).
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Appendix
A.1 Derivation of W (2)j l    
By definition, we obtain
 hj(ω;ψ) = ∂f
−1(ω)
∂ψj =
−1
{f (ω)}2
∂f(ω)
∂ψj =
−1
f(ω)
∂ log f(ω)
∂ψj ,
and hence
 
hj(ω;ψ)f(ω;ψ0) = −∂ log f(ω)∂ψj
f(ω;ψ0)
f(ω;ψ)
= −∂ log f(ω)∂ψj
σ20
σ2
(1 + θ20 − 2θ0 cos(ω))
(1 + θ2 − 2θ cos(ω))
× (1 + φ
2 − 2φ cos(ω))
(1 + φ20 − 2φ0 cos(ω))
2d(1− cos(ω))d
2d0(1− cos(ω))d0 .
Using the above results, we obtain the quantity,
 W (2)jl ≡
∂
∂ψl
� π
−π
hj(ω;ψ)f(ω;ψ0)dω
����
ψ=ψ0
,
which are summrised as follows.
For j = 1
 
W (2)11 =
� π
−π
{log[2(1 − cos(ω))]}2dω = 2
� π
0
{log[4 sin2(ω/2)]}2dω
= 16
� π/2
0
{log 2 + log sin(x)}2dx
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= 16
�
(log 2)2
� π/2
0
dx+ 2(log 2)
� π/2
0
log sin(x)dx
+
� π/2
0
(log sin(x))2dx
�
 = 16
�
(log 2)2
π
2
+ 2(log 2)
�
−π
2
log 2
�
+
π
2
�
2(log 2) +
π2
12
��
=
2
3
π3
 
W (2)12 =
� π
−π
2(φ0 − cos(ω))
(1 + φ20 − 2φ0 cos(ω))
{log[2(1 − cos(ω))]}dω = −4πφ0 log(1 − φ0)
W (2)13 = −
� π
−π
2(θ0 − cos(ω))
(1 + θ20 − 2θ0 cos(ω))
{log[2(1 − cos(ω))]}dω = 4πθ0 log(1− θ0)
W (2)14 = −
2
σ0
� π
−π
log[2(1 − cos(ω))]dω = − 2σ0 (2π log(2) − 2π log(2)) = 0
In the second last equality of W11, we used equations 4.224.4 and 4.224.7 of Gradshteyn and Ryzhik 
(1980). For W12 and W13, we obtained the resluts by a numerical integration technique, using 
alternative values of φ0 and θ0 on (－1,1). In the second last equality of W14, we used equation 4.224.9 
of Gradshteyn and Ryzhik (1980).
For j = 2
 
W (2)21 = W (2)12 = −
4π
φ0 log(1− φ0)
W (2)22 =
� π
−π
2
(1 + φ20 − 2φ0 cos(ω))
dω = 4π
1− φ20
W (2)23 =
� π
−π
−4(φ0 − cos(ω))(θ0 − cos(ω))
(1 + φ20 − 2φ0 cos(ω))(1 + θ20 − 2θ0 cos(ω))
dω = 4π
1− φ0θ0
W (2)24 = −
2
σ0
� π
−π
2(φ0 − cos(ω))
(1 + φ20 − 2φ0 cos(ω))
dω = 0
In the last equality of W22, we used equation 3.792.1 of Gradshteyn and Ryzhik (1980).
For j = 3
 
W (2)31 = W (2)13 =
4π
θ0 log(1 − θ0)
W (2)32 = W (2)23 =
4π
1− φ0θ0
W (2)33 = −2
� π
−π
�
1
(1 + θ20 − 2θ0 cos(ω))
− 4(θ0 − cos(ω))
2
(1 + θ20 − 2θ0 cos(ω))2
�
dω
           = − 4π1− θ20
+
8π
1− θ20
=
4π
1− θ20
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 W (2)34 =
2
σ0
� π
−π
2(θ0 − cos(ω))
(1 + θ20 − 2θ0 cos(ω))
dω = 0
In the second last equality of W33, we used equation 3.792.1 of Gradshteyn and Ryzhik (1980) for the 
first term and the numerical integration for the second term.
For j = 4
 
W (2)41 =W (2)14 = 0
W (2)42 =W (2)24 = 0
W (2)43 =W (2)34 = 0
W (2)44 =
6
σ20
� π
−π
dω = 12πσ20
.
A.2 Derivation of U (2)jl
For deriving U (2)jl , we need to calculate the integrals of the derivatives of log of the spectral density.
 
� π
−π
∂ log f(ω)
∂d dω =−
� π
−π
{log 2 + log(1− cos(ω))} dω
=− 2π log 2 + 2π log 2 = 0� π
−π
∂ log f(ω)
∂φ dω =−
� π
−π
2(φ− cos(ω)
(1 + φ2 − 2φ cos(ω))dω = 0� π
−π
∂ log f(ω)
∂θ dω =
� π
−π
2(θ − cos(ω)
(1 + θ2 − 2θ cos(ω))dω = 0� π
−π
∂ log f(ω)
∂σ dω =
2
σ
� π
−π
dω = 4πσ .
For the second term of the first equation, we used equation 4.224.9 of Gradshteyn and Ryzhik (1980). 
For the second and the third equations, we used the numerical integration for various values. We 
obtain the results for U (2)jl , straightforwardly.
A.3 Moments of Log of χ2(1)
In this subsection, we use ψ(z) as the conventional notation of the digamma function, which is 
defined by ψ(z) = U (2)jl  = Γ'(z)/Γ(z) (see Abramovitz and Stegun (1970) (hereafter AS)).
When W ～χ2(1), the first four moments of logW are given by
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μ1 = E(logW ) = ψ
�
1
2
�
− log
�
1
2
�
μ2 = V (logW ) = ψ�
�
1
2
�
μ3 = E
�
(logW − μ1)3
�
= ψ��
�
1
2
�
 μ4 = E
�
(logW − μ1)4
�
= ψ(3)
�
1
2
�
+ 3
�
ψ�
�
1
2
��2
(see equation 26.4.36 of AS). By equation 6.3.3 of AS, we obtain μ1 = －1.2703.
Equation 6.4.4 of AS gives
 ψ(n)
�
1
2
�
= (−1)n+1n!(2n+1 − 1)ζ(n+ 1),
where ζ(n) is the Riemann zeta function. Since ζ(2) = π2/6 and ζ(4) = π4/90 (see equations 
23.2.24 and 23.2.25 of AS), we obtain μ2 = π
2/2 and μ4 =7π
4/4.
