Introduction
This chapter considers an approach to distributed traffic responsive signal control using Learning Classifier Systems (Holland, 1976) . The intention is to accommodate realistic kinds of detector data and wide ranges of candidate performance criteria for traffic management in a fully flexible manner. The approach to achieving this is to use evolutionary computing (eg Holland, 1975) and reinforcement learning (eg Sutton and Barto, 1998) with performance fed back from microscopic traffic simulations: this approach has the advantage that it is not specific to any particular objective or form of primary data. The purpose of this work is to develop an approach to distributed optimisation that can achieve good traffic performance flexibly according to any on a range of possible criteria using data from existing traffic detectors. Here each junction in a road network is controlled by a Learning Classifier System using only locally available input and performance data; a multi-agent approach is proposed.
Learning Classifier Systems (LCS) can be used for optimisation in a way that offers substantial promise for application in traffic-responsive signal control systems where the way in which the control responds to variations in traffic flows can be adapted according to measured conditions. This is important in order to achieve traffic control that is sufficiently flexible to respond rapidly when traffic conditions change in a fundamental way, as occurs at the start of a peak period, without being unduly sensitive to short-term variations in flow. The expectation is that this will be possible by their use of both reinforcement learning and evolutionary computing techniques. Furthermore, they offer the automated rule development of neural networks together with the transparency of production system rules.
The importance of this approach for traffic control is that it offers a means by which signal control strategies can be developed directly according to their performance, evaluated using detailed microscopic simulation as opposed to that estimated from formulae that have been adopted on grounds of analytical convenience. This closed-loop approach to development of control strategies offers several advantages over the use of traditional explicit optimisation formulations. These include flexibility in respect of objectives so that multiple and varying needs can be accommodated, ability to use various different kinds of detector data according to their availability, and freedom from dependence on a single explicit evaluation formula that is intended to embody the whole of a traffic model. This final point has been found to be especially important in recent research work where certain fine details of the models used have been found to have an unexpectedly strong influence on performance.
Road Traffic Junction Control
Strategies for signal control of road traffic have developed from fixed-time, with the possibility of selection between various precalculated plans, to responsive, in which the signal timings that are implemented vary according to traffic flows at the time of implementation. Substantial benefits have been achieved by progressing on each of the two fronts of enhancing the responsiveness of traffic control systems and extending advanced optimisation approaches from isolated road junctions to road networks with a high density of signal-controlled junctions. The approaches that have been developed successfully for responsive control at isolated junctions include heuristics such as rule-based approaches (Van Zuylen, 1976) , optimisation approaches such as MOVA (Vincent and Peirce, 1988) , and more flexible approaches that respect the uncertainties inherent in the data and models of traffic behaviour by using fuzzy logic (Chiu, 1992; Mieden et al, 1996) . Mikami and Kakazu (1993) have successfully developed a hierarchical combination of junction-based learning using a reinforcement method with network-wide search by a genetic algorithm (GA) (Holland, 1975) . Here the reinforcement learning is used to generate a single set of rules to control traffic at each of the individual junctions, while the genetic algorithm optimises rules across the network using these identical junction controllers. Sayers et al (1999) have used a genetic algorithm to develop fuzzy logic rules to operate signals at individual junctions in accordance with multiple objectives. Montana and Czerwinski (1996) used genetic programming (Koza, 1991) to evolve a mobile computational agent/program for the control of a simple network. The evolved solution is a LISP tree that indicates whether or not an alteration is appropriate at each traffic signal.
Early investigations of traffic responsive systems for road networks (Holroyd and Hillier, 1969; 1971) demonstrated the difficulty in improving on the performance that could be achieved by good fixed-time control systems such as TRANSYT (Robertson, 1969; Vincent et al, 1980) . Since then, research has led to the development of various successful responsive systems that have now become established. These include the SCOOT system (Hunt et al, 1981) which uses a feed-forward approach to plan for the arrival at a junction of traffic that is detected as it leaves an upstream junction, SCATS (Lowrie, 1982) which uses feed-back from stop-line detectors to inform on queue exhaustion, and OPAC (Gartner et al, , 1991 which uses a rolling horizon approach to dynamic optimisation. In this contribution the utility of LCS in controlling junctions in a distributed framework, using only local performance metrics, will be examined.
Learning Classifier Systems
A number of investigators have examined the use of LCS in multi-agent environments. Bull et al (1995) describe the use of classifier systems for the control of simulated robots, where each wheel/leg is represented by a separate system. Carse et al (1995) have used fuzzy classifier systems for routing at each node of a telecommunications network. In Potter et al (1995) an agent is represented by a number of classifier systems and a speciation-like process is included to improve performance. Multiple classifier systems have been used by Dorigo and Schnepf (eg 1992) to control an autonomous robot. Seredynski et al (1995) examined the use of local reward sharing in a simple iterated game, and Wyatt and Bull (2002) incorporated rule sharing between controllers for simulated mobile robot control. After (Arthur, 1990) and (Holland and Miller, 1991) , a number of researchers have used classifier systems to represent traders in artificial markets. Marimon et al (1990) use classifier agents exchanging and consuming goods to examine the emergence of equilibria in a well-known triangular market. Palmer et al (1994) describe the use of classifier systems to simulate agents creating portfolios, by predicting the value of a stock. Dwormann (1994) has investigated coalition formation in a three-player game/market and Morengo and Tordjman (1996) used a classifier-based system to model belief formation in a market place. Bull (1999) represented traders in an artificial continuous double-auction market using LCS.
In this work we begin by using the ZCS (Wilson, 1994) system. The default parameters presented for ZCS, and unless otherwise stated for this paper, are: N = 400, S 0 =20, β = 0.2, γ = 0.71, τ = 0.1, χ = 0.5, µ = 0.01, p = 0.25.
Simple Road Traffic Network Simulator
The initial simulator that was used in the present study represents a small network of four crossroads junctions, each controlled by a separate set of traffic signals (Figure 1 ). For convenient reference, we suppose that the roads are oriented north-south and eastwest. Traffic arrives stochastically with specified mean rate at the points of entry to the network, whilst traffic flows within the network are profiled by upstream signals. This enables a number of development tests to be conducted on the LCS for this application area. Vehicle behaviour is specified according to certain simple rules:
o All vehicles are standard cars. o All cars have the same desired speed. o All cars travel straight ahead at junctions.
The signals at each of the four junctions in this test network are arranged with two stages, one permitting north-south and the other east-west movements. This means that for each junction, the controller decisions are required to determine the duration of each of the two stages. Each junction is controlled by an LCS that receives as stimulus a 10-bit binary string, which is split into two components of equal length.
Each of these 5-bit components is used to represent the longest queue i L associated with a stage i . For the present tests, the maximum detectable queue length was taken to be 31; longer queues may occur but the detectors will report them as being of length 31. The motivation for this is that in practice, the distance between a sensor and the junction is limited: in a single lane, a queue of 31 stationary vehicles would extend over about 200m. Four bits are used to represent actions so that there are four possible durations for each of the two stages. After some experimentation, these were set at 5, 18, 31 and 45 seconds; further work reported later in the present paper explored the use of other combinations. The reward R to an individual junction controller at the end of each cycle was then determined as follows:
Thus rewards are scaled to lie between 0 and 1024, in keeping with much of the work using ZCS (eg Wilson, 1994) . A large number of test cases have been investigated but two representative ones are considered here, each characterised by the mean arrival rate of traffic on each approach to the junction. Both of these cases have balanced flow on all approaches: 720 vehicles/hour, which can be considered to be moderate, and 1440 vehicles/hour, which is quite high. Each junction is connected to its neighbours by roads of length 250m and to the perimeter of the network by roads of length 125m; vehicles travel at a maximum speed of 54km/h. Therefore the undelayed network traversal time for a vehicle is about 33 seconds. We now present the results from using independent identical instances of ZCS to control each of the four junctions in these two test cases. Bull and Hurst (2002) showed how ZCS performance can change significantly with different parameters to control size of the rule-base, rule discovery component and reinforcement component. We now report the effects of varying these main parameters of ZCS on the junction control task.
ZCS Results

Rule-base Size
As presented in the original literature (Wilson, 1994 ) the standard rule-base size for ZCS is 400 rules. The present environmental interface provides over 4000 possible state/action pairs, so we investigated whether an increased population size was beneficial to performance. The ZCS controller performance, measured as mean network traversal time in seconds, was evaluated with rule-bases of 400, 800 and 1600 rules. All other parameters were kept as Section 3. Results were averaged over 10 tests of 10,000 trials during which the last 2000 trials are evaluation trials with rule discovery mechanisms disabled after Bull and Hurst (2002) . The figures in the tables, which represent resultant performance at the end of the simulation, are the average delays experienced by the cars of the last 2000 evaluations. It is important to note that this is a global metric that is often used as a measure of performance in transport studies but that in practice is not available to the junction controllers. These results suggest that there is no benefit in this application in increasing the rulebase size of the ZCS. In the remainder of the present tests, the rule-base size was therefore maintained at 400 rules.
Rule Discovery Component
The rate of activation of the GA determines the rate at which new genetic material is introduced to the system. In a multi-agent environment such as the present one, it is possible that adjustments to the GA rate or mutation rate may yield some benefits (Bull, 1998) . Hence the ZCS was tested with a higher GA firing rate p and a higher mutation rate µ (Table 2) . Although increasing the GA rate p from 0.25 to 0.50 does not appear to yield, increasing the mutation rate µ from 0.01 to 0.04 made slight performance improvements in both test cases. Further increases did not yield any further benefits (not shown) so the ZCS controller was set to operate with the standard GA rate but an increased mutation probability of µ = 0.04 per gene hereafter.
Reinforcement Component
Bull and Hurst (2002) showed the importance of the learning rate β in ZCS. An increased learning rate allows the system to adjust rule fitness more rapidly which is important in ZCS because fitness varies due to the occupancy of the choice set [A] as well as the external reward received. Bull (1998) also showed that an increased learning rate can allow individuals in multi-agent systems to respond more rapidly to the dynamics of their environment. The results in Table 3 suggest that the performance of ZCS benefits little if at all from an increased learning rate in these single-step tasks. This result contrasts with experience in the delayed reward tasks examined in (Bull, 1998) . However, this may be explained by the more direct effect of external reward on rule fitness in the present application. In summary, ZCS appears able to learn coherent strategies when operating as part of a decentralised control architecture for road traffic junctions. Cao et al (2001) have also examined the use of ZCS under a similar application, reporting improved performance over a fuzzy logic approach. Use of the more sophisticated XCS is now presented.
XCS
A significant proportion of LCS research is now using Wilson's accuracy-based system -XCS (Wilson, 1995; Butz and Wilson, 2001) . A number of studies have found XCCS capable of optimal performance in complex domains and hence the system was investigated here. The default parameters presented for XCS, which were used in the present experiments except where stated otherwise, are:
Rule-base Size
The original rule-base size N for XCS was 800 rules (Wilson, 1995) but subsequent research regularly expands this (eg, Lanzi and Wilson, 2001) . To observe the effects of increased rule-base size XCS was tested with sizes of 800 and 1600 rules (Table 4) with all other parameter values as specified above. Clearly XCS benefits from an increase in rule-base size and it will be set at 1600 hereafter (larger rule-sets did not appear to help -not shown). It is also important to note that for each of the tasks that we investigated, XCS performs better than ZCS.
Rule Discovery Component
Since the results with ZCS in Section 5.2 showed a benefit from an increase in the mutation rate, the corresponding parameter µ was examined with XCS. Table 5 shows how an increase in the value of µ appears to help XCS to some degree. Results from further increasing the mutation rate gave no further improvement in performance (not shown), so the XCS controller was set to operate with the increased mutation probability of µ = 0.04 per gene hereafter. Table 6 shows the effects of increasing the learning rate β of the XCS. It can be seen that no change in performance is obtained from altering the learning rate from the typical value of 0.2. In summary, XCS has been found to perform better than ZCS in all cases tested here. However, by its nature, the task is potentially ambiguous because the payoff received for taking an action in given circumstances depends upon both the behaviour of the traffic and the previous actions taken. Neither ZCS nor XCS contain explicit mechanisms by which to consider the context of the current stimulus. In view of this, we examined the utility of incorporating two mechanisms aimed at enabling XCS to maintain internal memory -rule-linkage and the memory register -in the distributed road traffic junction control task to further improve performance.
Internal Memory
Memory Register
Some environments are not completely observable by the learning entity. That is, with respect to the learner's sensory input, environments can be only partially observable leading to the same sensory input for different environmental states; this is termed non-Markov. Without internal state LCS cannot perform optimally in such cases. Wilson (1994) proposed a simplified version of Holland's message list (Holland et al, 1986) : an internal memory register whose state is considered and altered by the rules of the LCS. Cliff and Ross (1994) implemented Wilson's mechanism in ZCS, resulting in a system denoted as ZCSM, which finds good but not optimal performance in non-Markov mazes. Tomlinson and Bull (1998) examined the performance of ZCSM in a range of mazes of increasing complexity. They found that for tasks containing numerous ambiguous states benefit could be obtained by adopting a memory register that was bigger than they expected, suggesting that redundancy is required for it to work effectively. Lanzi and Wilson (2001) presented optimal performance with XCS incorporating the memory register in a number of mazes. They also found that for more complex mazes seemingly superfluous internal memory states were beneficial. The rules of XCS are extended to consider not only the external condition (c bits) but also the state of the internal memory register (m bits). Similarly, rule actions are extended to provide the external action (a bits) and an internal action (m bits). Wildcards are allowed for internal actions that leave the state of the corresponding bit in the memory register unchanged, otherwise the register bits are updated to the value defined in the internal action. Hence rules are of the length c + 2m + a bits and an action set consists of rules proposing the same external and internal actions. Furthermore, Lanzi and Wilson restrict internal updates to occur only when a change in external state results from the chosen external action. The internal action on each cycle is always chosen deterministically from within a given [M] based on the expected payoff of rules, regardless of the external action selection scheme.
Previous work has used the memory register in environments with a restart at which point the memory register is set to all zeros. However, in the road traffic control task, the contents of the memory register are never reset explicitly. Table 7 shows the performance of XCS with the memory register applied to the same test cases as before with the parameters determined above. Following (Lanzi and Wilson, 2001) , the system with a memory register of two bits is labelled XCSMH2 and that with four bits XCSMH4. It can be seen that the additional mechanism has been detrimental to the performance of the system, reducing the performance of the XCS down to the levels obtained with the simpler ZCS. That is, the ability to create and consider the context of external stimuli using the memory register does not appear to be beneficial in the present application. In the networks that were investigated here, at least half of the junction approaches have random traffic arrival patterns, and our results suggest that the memory mechanism is ineffective in these circumstances.
Rule-linkage: Corporations
Wilson and Goldberg (1989) suggested that, by allowing rules to link to others to form new evolutionary units termed rule corporations, inductive chains can be formed without the use of a common memory space. An initial implementation of this idea in ZCS (Tomlinson and Bull, 1998) found this to be the case, with significant improvements in performance in (multiple) ambiguous maze tasks. The system employs linkage between rules in the rule-base to form temporal rule-chains, implemented as doubly linked lists of rules. Each rule in the LCS is equipped with two, initially inactive, link parameters. When activated, either or both of these links may reference another rule in the rule-base symmetrically. The result of such associations is a rule-base of arbitrarily long rule chains, whose members are treated as collective units by the learning mechanisms. It has been noted that this has parallels with a type of symbiosis found in nature (Tomlinson and Bull, 2001 ). The aim of corporate classifier systems (CCS) is to encourage corporations to encapsulate temporal chains of inference. Hence, rule-linkage acts across subsequent time steps, choosing unlinked candidates from those that were active on the previous time-step to join with (unlinked) active rules on the current time step. It has also been found beneficial to allow a set of linked rules to execute until completion (after Smith, 1992) , provided that each rule's conditions remain satisfied: this is termed corporate persistence. Thus by evaluating completely a strategy that consists of a linked set of rules, the full worth of the temporal logic they represent can be estimated more effectively.
It can be noted that the structure of CCS is similar to that of the dynamic programming approach introduced by Robertson and Bretherton (1974) , which has recently been re-examined (Heydecker and Boardman, 1999) . Indeed, dynamic programming with a rolling horizon (Gartner, 1983) can be seen as similar to CCS because each corporation represents a series of actions that are planned for the future, with each rule indicating the worth of that temporal series of actions.
A number of developments have recently been made to the original CCS concept, including the use of XCS as the basis (Tomlinson and Bull, 2001; : link inhibition, which reduces the chances of useful corporations growing too large; different linking strategies, such as using fitness-biased selection between niches; parallel persistence, whereby all active corporations are maintained over successive time-steps; and direct payoff updates, under which the bucket-brigade is executed down a corporation on each system cycle to increase the rate of flow of information down the rule chain. We have applied this system to the present road traffic control task. Table 8 shows the performance of the corporate XCS system on the same test cases as above. It can be seen that, just as with the memory register, the extra mechanisms do not aid performance, rather performance drops, although not as much (Table 7) . These results have been repeated under a number of test cases and parameter settings. These investigations make it clear that the standard XCS system, with an appropriate rule-base size, gives the best performance in the distributed traffic control tasks examined. The XCS system was then implemented within a more detailed micro-simulator and comparisons in performance made with a number of well-known junction control approaches, as described below.
Evaluation using a Microscopic Traffic Simulation
In order to investigate a range of possibilities for the use of the LCS approach to the signal control of road traffic, a detailed microscopic simulation of road traffic under signal control was required. This development and evaluation work was undertaken using the SIGSIM 2.0 (Sha'Aban, 2003a; b) microscopic traffic simulator, which is based upon the Gipps (1981 Gipps ( , 1986 ) car following and lane-changing models, and includes detailed representation of traffic signals and vehicle detectors. The LCS was integrated into this simulation by extracting stimulus signal from the SIGSIM vehicle detectors, scheduling calls to the LCS optimiser within the simulation framework, and implementing the LCS decisions as signal timings. The resulting combined software provided the main technology for the investigation and development of an LCS approach to signal control of road traffic and for its evaluation. For this investigation, we adopted the XCS form of the LCS system.
Within this broad framework, various choices were available for several key components. These included:
o the choice of stimulus, the choice of reward for the LCS, including both the quantity and its transformation, o the choice of policy objective for optimisation, and o the choice of control action for the LCS rules. We discuss these in turn below, and present the results of experimentation with them.
Choice of Stimulus for the LCS
Several possibilities exist for the form in which traffic information is extracted from the simulation to provide a stimulus to the LCS for input to its rules: this represents the output of traffic detectors. Many kinds of traffic detector are available in practice, each with its own characteristics and properties. For each of these, the data that they provide can be processed in various ways before being presented to the LCS as stimulus. The kinds of detectors that are currently in use include various kinds of point detectors, microwave based detectors, and video-based detectors.
Point traffic detectors, such as inductive loops, are widely used to provide traffic information for signal control. They are usually placed upstream of the stopline, where they provide information about the imminent arrival of vehicles at the junction. Detectors of this kind can also be placed at or immediately downstream of the stopline, where they provide information about the flow of traffic through the signals. By integrating over time the difference between detector outputs at these locations, one can estimate the number of vehicles in the vicinity of the junction, though this method is prone to accumulated errors and so requires that the estimates be reinitialised from time to time.
Above-ground detectors such as Doppler effect microwave and video-based systems have several advantages over inductive loops. Some of these arise from reduced installation and maintenance costs, whilst others arise from their operating characteristics. A typical microwave detector will respond to the presence of any traffic in a region of the approach to the junction, often (but not always) starting at the stop-line and extending upstream. The output is binary, indicating one or other of presence of at least one approaching vehicle or absence of any, and is devoid of spatial information within the detection region.
Video image analysis detection systems offer the prospect of more detailed information capture. A suitably mounted video camera in favourable circumstances can acquire a view of several hundred metres of approach to a junction. The level of detail in the data extracted from a video image depends on the sophistication of the image processing that is undertaken, and can range from identification of presence of traffic to reporting of positions and speeds of approaching vehicles.
The possibilities for data extraction from these various kinds of detector system include the times at which vehicles had arrived recently at vehicle detectors, the presence (or absence) of vehicles in a region between a detector and the stop-line, and the number of vehicles in this region. The last of these -the number of vehicles between a detector and the stop-line -provides a practical means for this transfer of information. We consider that this could be achieved in principle by the kinds of detection systems that are either currently in use or will be in the foreseeable future.
Choice of Reward for the LCS (including transformations)
During the learning phase, the LCS receives a reward R calculated according to the traffic performance resulting from implementation of a set of rules: high values of this reward lead the LCS to favour the rules that give rise to it. Our initial tests used the maximum of the queue lengths L on streams at the end of their respective red indications as the basis for this reward. Clearly, this is a positive quantity that would ideally be minimised, so that some decreasing mapping from positive real numbers to positive real numbers is required. We investigated use of each of A linear (2), two piecewise quadratic (3), (4), hyperbolic (5), and logistic (6) transformations and their associated parameters.
( )
This investigation led us to adopt the second quadratic form (4) with the parameter value α = 16 . We also investigated use of the same quantity (initially mean rate of delay, corresponding to time-averaged queue length) as was our objective for the basis of this reward calculation. However, we found that use of the maximum value of the instantaneous queue lengths at the end of red led to better performance of the LCS.
Choice of Evaluation Objective (cf policy objective of traffic management)
We investigated use of the LCS approach to minimise each of o the mean rate of delay and o the mean rate of fuel usage associated with a junction. We calculated the mean rate of delay D for the junction according to
q i is the mean arrival rate in stream i , d i is the mean delay in stream i , and the summation is over all streams i that are controlled by the signals at that junction. We estimated the mean rate of fuel usage F according to the method proposed by Robertson, Lucas and Baker (1980) :
where s i is the mean rate at which vehicles in stream i stop, α d is the mean amount of fuel used during idling for unit time (about 1.15
litres/pcu-h), and α s is the mean additional amount of fuel used during acceleration from rest to cruising speed (about 0.0063 litres/pcu).
We found that we could not improve the performance in respect of the second objective (fuel usage) beyond that achieved when the mean rate of delay was minimised: this is due in part to the strong interrelationship between these quantities at signal-controlled road junctions, and in part to the effectiveness of using maximum queue length rather than the evaluation objective itself as reward during the learning phase.
Choice of Control Actions for the Rules (stage durations, incremental greens)
We investigated the way in which the output of the LCS rules is translated into signal control actions. The first approach that we considered in detail for use with this microscopic simulation was to select between predetermined possibilities for the durations of each stage. The calculations for this were performed at the end of the minimum green period for each stage (typically 7s duration), so that the values implemented correspond to extensions beyond this minimum green, which was therefore respected automatically in this process; this implementation was symmetric between stages. An important issue in this case is selection of an appropriate values in the choice set for the green time extensions; we found that by tailoring this choice, performance could be improved. The results of some tests using a simple cross-roads junction with flows of 400 vehicles per hour on each of the four approaches, and also with 600 per hour on each approach are shown in Table 9 . This shows that there was little variation in performance between the different choice sets of green time extensions of (0, 2, 4, 8) seconds, (0, 5, 10, 15) seconds, and (0, 10, 20, 30) seconds. For this reason, we investigated both the set (0, 2, 4, 8) s of short and the set (0, 5, 10, 15) s of medium extensions for further testing. Clearly, further investigation of the choice set could lead to an improvement beyond these levels.
The second approach that we developed corresponds to an incremental extension strategy, in which a binary decision of whether or not to continue running the current stage was considered frequently (typically at 0.5 s intervals) during green, starting at the end of the minimum green period. This has the advantage of not requiring a predetermined choice set of stage durations, but the disadvantage of requiring more intensive computation. We found that this extension approach led to rules that gave slightly better (typically in the range 1 -2 ½ per cent) mean rates of delay. Results of example runs for the LCS with the extension strategy are given in Table 9 . 
Results from Detailed Microsimulation
We evaluated the performance of the rule bases that resulted from a wide range of LCS formulations according to the nominated evaluation objective. In these evaluations, our comparators were fixed-time signal control, and System D vehicleactuated control (DoT, 1991); we optimised the performance of these comparators by direct search over green and (respectively) maximum durations for the signal stages.
In each case, we calculated the mean rate of delay at the junction averaged over several (generally 10) mutually independent runs using distinct random number seeds. Each run had a 900 second run-in period followed by a 3600 second evaluation period. We considered and simulated three different kinds of variability of traffic flows to investigate the capability of the rules generated by the LCS to accommodate them. These were:
o Short-term variability due to random fluctuations around a constant mean arrival rate , o Systematic variations over a timescale of many minutes, as occurs within a morning peak period, and o Long-term development in mean arrival rates of the kind that lead to ageing of signal plans
The results of each of these experiments are given below.
Short-term Variability
In order to investigate the relative performance of the various control strategies in the presence of short-term random variability in traffic flows, we generated vehicular arrivals at the entries to the simulated road sections according to the shifted exponential distribution with appropriate mean flow. This kind of variability is typical of road traffic even when the long-term mean flow is constant, and gives rise to possibilities for varying signal indications in a manner that is beneficial to traffictypically by truncating green indications when they are not being used heavily in favour of advancing the start of other green indications. This kind of variability was included in all the other tests that are reported here. The results of this experiment are shown in Table 10 . We considered a simple cross-roads junction with flows of 400 vehicles per hour on each of the four approaches, and also with 600 per hour on each. We identified by direct search the timings for fixed-time and system D control that provided the best performance. The LCS method was used with a rule-base learnt using the level of flows to be controlled in each case. We found that the LCS could produce performance that is close to, but slightly worse than, optimised fixed time and optimised System D vehicle-actuated signal control at each of a range of traffic flows: the matched means of the 10 mutually independent runs showed greater mean rate of delay than that achieved by VA control of ¼ -½ per cent for FT and ½ -1 per cent for LCS control.
Systematic Variations
We investigated performance of each of the control methods during a synthesised morning peak profile during which the flows increase from an initial value of 200 vehicles per hour up to 600 and then reduced to 400 per hour on each approach. The synthesised profile of mean arrival rate is shown in Figure 2 . In order to make fair comparison, we searched for the best timings for the FT and vehicle-actuated control, and for the best constant learning flows for the LCS. A graph showing variations in the mean rate of delay against green time settings for fixed time and vehicle-actuated control is shown in Figure 3 . From this, the settings that achieve minimum mean rate of delay can be seen to be 9s for fixed time, and 11s (maximum green) for vehicle actuated. The LCS rules were learnt using constant mean arrival rates, and we investigated the sensitivity of the test performance to the value of this constant learning flow. The results of this test of the LCS are shown in Table 11 . These show that the optimised FT (60.05 vehicles) performed about 0.6 per cent worse than did VA control (59.68 vehicles), and that the extension strategy LCS (60.21 vehicles) performed about 0.9 per cent worse than did VA. However, the LCS with short extensions (0, 2, 4, 8) seconds when the rule base was learnt with a mean arrival rate of 540 vehicles per hour produced mean rate of delay over 10 runs of 57.63 vehicles, which is about 3 per cent better than VA. Investigation of the individual runs showed that the mean rate of delay varied between them, with standard deviation between runs of 2.89 vehicles so that the standard error of estimation of the mean was a little under 1 vehicle. We therefore undertook a series of 100 runs with this rule set, and established a mean rate of delay of 58.84 vehicles with standard deviation of 1.41 vehicles: this is about 1.4 per cent better than VA control, though substantial variability in performance between runs remains. When the longer choice set of green time extensions of (0, 5, 10, 15) s was used, performance was worse at 59.91 vehicles (also achieved with learning flows of 540 vehicles per hour), which is about slightly worse than VA control.
We found that for the extension strategy LCS control method, performance was robust with respect to the value of flows for which the control was optimised, ranging between 60.21 and 60.93 vehicles as the flows used during the learning phase were varied from 300 to 650 vehicles per hour (using increments of 50 vehicles per hour). However, the LCS strategy with choice of extensions (0, 2, 4, 8) seconds produced results that varied substantially with learning flows in the same range, ranging from 57.63 to 61.16 vehicles. 
Long-term Development in Mean Arrival Rates
We investigated the performance of each of the control strategies as flows vary substantially from those for which the strategies were optimised. This test represents the effect of ageing of signal plans on performance, which arises because the flows that are controlled change over time from those for which the timings were calculated. This phenomenon is known to lead to degradation in performance of fixed-time plans (Bell and Bretherton, 1986) . We found differences in performance between the strategies that were smaller than the differences between the various flow levels: there was almost no difference between fixed-time and VA control when both used 11s stage durations. At high flows, the LCS with the medium choice set of extensions (0, 5, 10, 15) s performed best, largely because the optimisation of the other strategies for lower flows led them to have more limited traffic capacity. By contrast, the LCS extension strategy performed poorly at high flows. The results of this test are shown graphically in Figure 4 . 
Conclusions
In this chapter, the practical value of Learning Classifier Systems for road traffic junction control has been examined. This has shown that XCS version of LCS outperforms the ZCS in all of the test cases investigated and that no further improvement in performance can be obtained by the inclusion of either rule-linkage or the memory register. The advantages of the LCS approach include its flexibility in respect of the form of data and the objectives of optimisation. When tested with a detailed simulation of signal controlled road traffic, some implementations of the LCS methodology outperformed standard control methods in certain cases. This indicates that the LCS approach has potential for application to road traffic control. It is possible that both CXCS and XCSMH require further adaptation before they are suitable for this application. It is also possible that none of these systems is able to pick up temporal patterns in the traffic flow that can be exploited so the memory VA (11s) LCS (0, 5, 10, 15) mechanisms have nothing to work with. In the inner part of an urban road network, most major approaches to controlled junctions will receive flow from neighbouring junctions and so traffic will be platooned. This effect will result in junctions receiving traffic according to the policies and timings at the neighbouring junctions. This could well lead to patterns of traffic flow that could be usefully interpreted by systems such as CXCS and XCSMH. However, in the networks that were investigated in the present paper, at least half of the approaches have random traffic arrival patterns. The present results suggest that these variants of the LCS controller cannot operate effectively with this degree of randomness, resulting in poor performance. More detailed evaluation of the XCS controller was undertaken at individual road junctions using the SIGSIM traffic simulation, which can model traffic behaviour and signal control in detail. This enabled us to consider various aspects of the implementation of LCS for signal control of road traffic. In particular, we considered the way in which traffic data are presented to the LCS as stimulus for the rules, the form of the LCS reward for performance of its rules, a range of objectives for the control policy, and the choice of control action for the LCS rules to vary the signal control. Each of these was found to affect the performance of the LCS system to some extent.
Sensitivity of delay to flow
We undertook a series of tests to investigate the performance of the LCS in the presence of different kinds of variability in traffic flows. These ranged from random variability around a constant mean arrival rate, through profiled flows representing a peak period, to long-term development of mean arrival rates.
The results of this part of the investigation showed that some implementations of the LCS could outperform standard control methods in certain of these tests. Our investigations considered several elements of the way in which the LCS is configured for the signal control task. We found that the performance of the LCS approach varied according to o the way in which the LCS rules are interpreted as control actions, o the choice of measure of traffic conditions that is used as stimulus for the LCS rules, o the corresponding choice for feedback as the basis of the reward, and o the mathematical function that is adopted to transform traffic measures to rewards. Because there is substantial choice in each of these respects, further investigation could well lead to further improved performance. Our results have established the potential for LCS using current detector technology to deliver improvements beyond what can be achieved using current control methods. The future availability of further detector technologies and the range of possible developments to the implementation of the LCS to the signal control task offer scope for further improvements.
