The TNF initiated processes are simulated using our integrative 
Introduction
Reaction kinetic models of systems biology form important tools in our effort to understand complex biological processes at molecular level. In recent decade, hundreds of such models were reported, covering growing parts of various biological processes and their regulation. Being integrative, these models are seldom created from scratch, they are gradually build and refined to cover widening range of molecules, interactions and phenomena, accommodating new knowledge as it arrives. Formally exact and quantitative, such models comprise big part of our knowledge about processes, specified in terms of time course of populations of individual molecular species. The attractiveness of this approach stems from the mathematical rigorosity, allowing formulation of very compact, computer readable and processable, internally coherent framework. Quantitative models created within the framework allow numerical simulations of the modeled system behavior, even for processes and phenomena of considerable complexity. There is now established common model description language SBML (Hucka et al., 2003) , as well as the repositories of models (Li et al., 2010) , (Lloyd et al., 2004) facilitating the developments, sharing and use of such models. Due to the quantitative character of the reaction kinetic models, their construction and utilization requires considerable amount of quantitative information.
Since the availability of experimental data is limited and available data are sometimes contradictory, the generality of the model and its plausibility in different context is not automatically guaranteed. Even for well researched topics, with thousands of experimental papers published each year, such as apoptosis, available experimental data cannot provide full, unambiguous and direct information, required by such models. In practice, many compromises are to be made in such model constructions, starting from the model reaction and interactor setup, through parametrization of reaction rates and concentrations. Lack of generally available reliable quantitative data makes model construction slow and iterative work, where new experimental data or the application of the model on new subject (organism or cell line) generally requires adjustment and often re-parametrization of the model. Apoptosis -most known form of programmed cell death -is studied for more than century. The errors in apoptosis regulation are amongst the principal causes of tumoral and autoimmune diseases. The understanding of the regulation of apoptotic signaling pathways and the discovery of treatment-sensitive mechanisms is seen by many as the way toward the design of more effective and target-selective therapeutic strategies (Spencer and Sorger, 2011) .
Apoptosis may be induced due to changes in internal cell state or due to external stimuli originating from the cell exterior. Intrinsic stimuli capable of initiating apoptosis include stress, UV radiation, ionizing radiation, activation of oncogenes, exposition to toxins etc. All these stimuli cause permanent cellular damage or significant deterioration of cell functioning, recognized inside the cell and provoking cell death response. Extrinsic apoptosis is triggered by extracellular death ligands bound to specific trans-membrane cell death receptors of the Tumor Necrosis Factor Receptor (TNFR) family (Gonzalvez and Ashkenazi, 2010) and activating signaling pathways dependent on caspases. Both intrinsic and extrinsic pathways to apoptosis share significant amount of common components and regulatory mechanisms. Due to extensive cross-talks, the comprehensive model of extrinsic apoptotic processes must thus incorporate also significant portions of the intrinsic pathways.
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The regulation of apoptosis is crucial for the correct functionality of multicellular organisms, and as such must be tightly controlled. The general mechanism of apoptosis regulation must be adaptable, to provide cell-line and cell-state specific responses for the same signal. Obviously, this requires robust, reliable and tunable mechanism, where quantitative differences on input translate into qualitatively different outcomes.
Apparently, in order to understand the behavior of apoptotic machinery, the qualitative description of the mechanism should be accompanied by the quantitative treatment.
Due to complexity of such models, predictions usually cannot be made analytically, relying instead on numerical simulations.
It is thus of significant importance to be able to test the usability of the quantitative models in situations, where new experimental data appear, unknown at the time of model construction.
Very recently, quantitative proteomics data were published for human U2OS (Beck et al., 2011) and HeLa cell lines (Nagaraj et al., 2011) . This independent experimental set can be used for the critical evaluation of the functionality of computational models, created without this information. The computational models of systems biology work with absolute quantities of the molecules and their time evolution. This information is not readily available, since most experimental data are relative, reporting only proportions between the species and the measurements are indirect, relying on experimental estimations of intermediates and proxies, with interpretation based on model assumptions. As a result, experimental data used in computational model are vulnerable to sample preparation and interpretation artifacts. Experimental protocols allow usually to trace only few of the parameters of interest, while the integrative models work with much bigger sets. The quantitative proteome represents the most direct estimations of the quantities appearing in models -the counts of interacting molecules in their reaction volumes. The appearance of quantitative proteomics measurements for the complex human cell lines allows, for the first time, to address systematically the question of model sufficiency and its predictive power.
Comprehensive quantitative experimental data obtained on the single cell line under consistent experimental conditions provide opportunity to take a fresh look at known predictive models of apoptotic processes initiated through TNF (Koh and Lee, 2011) , (Schliemann et al., 2011) when integrated into a single model (Fig. 1.) .
The combination of new comprehensive data and their use together with our quantitative model provides interesting test of the quality and applicability of the model and the positive results provide solid ground for further modeling work as they encourage to explore other experimental sources of less reliable nature (such as micro-array data) and extrapolate those data in new, adapted models with higher confidence.
Material and methods
The construction of the quantitative model is formidable task, seldom created from scratch. There is clear evolution of the models, where the subsequent models often build on previous work of other authors, taking substantial part of the reaction networks and sharing collected quantitative data, such as reaction rates and concentrations. The construction of our model is no exception. Recently published model of TNF signalization by Schliemann et al. (Schliemann et al., 2011) provided core interaction patterns to our integrative model of apoptosis, describing the death receptors part. The interactions of the model of Schliemann et al. described the formation of signaling complex I and II, the internalization of the complexes into cytosol, proliferatory and apoptotic blocks as well as comparatively detailed activation of caspase-8 and p43-FLIP fragment. Their study was based specifically on KYM1 cells, so the application of the model to more general treatment is not automatic. The sensitivity of KYM1 cell line (derived from human rhabdomyosarcoma) to TNF stimulus is not affected by excessive production of Bcl-2 or Bcl-xL proteins (Grell et al., 1999) .
KYM1 are cells of type I, i.e. the activated apoptosis pathways are not dependent on mitochondria, and as such, the intrinsic pathway part of the model is missing in this model. KYM1 cells are highly responsive to TNF stimuli, even in the absence of metabolic inhibitors, including the inhibitors of DNA synthesis (Grell et al., 1994) , allowing for rapid development of apoptosis.
In order to provide more comprehensive model of TNF initiated apoptosis, we have made several modifications and extensions, documented below. The model of Schliemann et al. was complemented by mitochondria-specific part, where the structure of interactions and parametrization follows closely the seminal paper of Albeck et al. (Albeck et al., 2008b) recently actuated by explicit models of protein synthesis and degradation as described by Spencer (Spencer et al., 2009 ) and Aldridge (Aldridge et al., 2011) . network, in terms of nodes and topology is specified in Table 1 .
Model construction
The initial concentrations of species used in the model are taken from the experimental proteomics data (Nagaraj et al., 2011) . The use of this data is based on assumption that The mass spectrometry (MS) data contain no information about the FLIP and BAR molecules. Since FLIP and BAR play important role in previous models of apoptosis (Albeck et al., 2008b) (Spencer et al., 2009) , this point requires some discussion. Here we expect the low concentrations, too low to be detected reliably by MS and reported in the data set. This corroborates the assumption that the cell culture was in the pro-survival state. The stimulation by TNF is known to cause rapid synthesis of FLIP due to NFkB activation. Another critical component, the TNFR1 receptor, is also missing in the MS data. For TNFR1 this points to known deficiency of MS for membrane-bound proteins, as commented in the original experimental MS paper. It is generally known (Jupp et al., 2001 ) that HeLa cells contain about 3000 TNFR1 receptors on cell surface. The production rates of newly synthesized TNFR1 in cytosol was set to balance the rate of externalization and degradation of the externalized receptor, adopted from Schliemann et al., in order to keep the number of receptors for HeLa external membrane at this value.
Compartment size estimation
Since source models specify amounts of species in concentrations, rather than the preferable absolute counts of molecules (numerical concentrations), the integration of simulation data from other models into our model requires to make assumptions about the reaction volumes. The reported size of HeLa cells is between 1200 to 4290 m 3 (Zhao et al., 2008) . For our simulations, we have used an average volume of 2425 m 3 .
The volume of nucleus 375 (Maul and Deaven, 1977) to 690 m 3 (Monier et al., 2000) corresponds to 15-28 % of the total cell volume. In our simulations, we have opted for the reference volume of nucleus at the 25% of the total cell volume. The typical volume of mammal cell mitochondria is 0.5 m 3 (Mitochondria volume -Mammalian tissue culture cell -BNID 100438). The number of mitochondria in the cell varies, depending on the actual phase of cell cycle. In early phase of G1 cycle, is the number of mitochondria in HeLa about 400, later, in S and G2 phase it rises to 500-600 (Posakony et al., 1977) . Only 5% of the HeLa population is in mitosis, 95% are thus in the interphase (G1+G2+S). Since in the interphase the cell in the state G1 spends roughly the same time as in the states G2+S, we have utilized the average number of mitochondria 500. This corresponds to the volume of mitochondria in the range 200-300 m 3 (8-12% of the total cell volume). In further simulations, we have set the reference volume of mitochondria to 10% of the total cell volume.
Estimation of reaction rates
Whenever available, kinetic reaction parameters were transferred from the existing partial models (Schliemann et al., 2011) , (Albeck et al., 2008b) , (Spencer et al., 2009 ), (Aldridge et al., 2011) and converted to the same units (suitable for simulations using numerical concentrations) and for reference volumes. Resulting reaction rates, obtained by reaction speeds for individual compartments were normalized to the compartment volumes (the volume of nuclei and the total volume of mitochondria) relative to the total volume of cytosol, according to methodology of Albeck (Albeck et al., 2008b) .
Thus obtained reaction rates are summarized in the Tables 2 and Table 3 .
Initial concentrations
Protein concentrations were taken unmodified, from the comprehensive quantitative proteomics data published recently by Nagaraj et al. (Nagaraj et al., 2011) complexes were set to respect the experimental finding, that 9% of the total NFkB and 17% of the IkBa is present at nuclei without TNF stimulation (Birbach et al., 2002) and taking into account that proteomics data report concentration of monomeric units, while the NFkB used in simulations is dimer. The same considerations were applied for the IKK protein, being a trimer. When protein is composed from several components reported as standalone units in MS data, the amount was estimated according to the most deficient compound. E.g. for IKK, composed of IKK1 (3500 molecules per cell (#/cell)), IKK2 (6800 #/cell) and NEMO (34000 #/cell), the amount of IKK was set to 3500 copies per cell. The numerical concentrations are listed in Table 3 .
The component models and functional blocks were numerically simulated and partial model results compared with the original simulation data to detect eventual misprints and omissions. All simulations were performed using Copasi (Hoops et al., 2006) framework and continuous deterministic time propagation algorithm (LSODA). During the simulations no critical volumes and concentrations were encountered requiring the more rigorous, though time consuming stochastic kinetics approach. The complete model is available in the Copasi format, which forms a superset of the SBML standard.
Results
Thus constructed model provides complex simulation environment capable of providing numerous computational experiments. In the result section we will describe few of the relevant characteristics of the model fed with experimental HeLa cells parameters, together with the references to the corresponding experimental behavior.
Most attention will be payed to the sequence of events initiated after the stationary cell is exposed to proapoptotic signal TNF ligand. In the present paper, we focused on permanent stimulation, i.e. the situation, where the fixed number of TNF ligand is placed into cell exterior and then this number is decreased only due to internalization of the receptor complex. NFkB is then translocated into a nucleus, where it acts as a transcription factor, initiating the expression of many proinflamatory, antiapoptotic (XIAP, FLIP) and regulatory genes (represented in the model by A20).
In actual HeLa simulations, the experimentally determined initial concentrations of adaptor proteins RIP1, TRADD, TRAF2 are low, compared to generic model assumptions (Table 4 ) . This limits the speed of formation of both signaling complexes I and II and provides the upper limit for their absolute numbers. Compared to the state, when the cell contains sufficient number of adaptor proteins, the activation of NFkB pathway is delayed in time and of lower intensity (see Fig. 4 . A, B). The formation of the signaling complex II, which activates the caspase-8 is slow. NFkB-independent synthesis of XIAP and FLIP, in later stages enhanced through NFkB activation, cause higher levels of XIAP and FLIP compared to the case when sufficient numbers of adaptor proteins are present. Thus, when adaptor protein levels are low, the activation of caspase-8 is delayed.
Internalization of the signaling complex I and the creation of signaling complex II
The complex I is internalized (by clathrin-mediated endocytosis -details not modeled explicitly) within few minutes after the ligand binds TNFR1 receptor. NFkB signalization ceases to exist after ubiquitination and degradation of RIP1 and removal of TRAF2 from the complex I due to activity of ubiquitin-E3 ligases (Heyninck et al., 1999) , (Liao et al., 2008) , (Zhao et al., 2008) , (Chen, 2012) . Signaling complex II is formed by mutual entrapment of FADD, TRADD, FLIP and procaspases-8 and -10, forming thus DISC complex associated with the receptor (Micheau and Tschopp, 2003) . The formation of DISC complex is detected already 3 minutes after the TNF stimulation and the complex remains associated with the receptor even after 60 minutes (Schütze and Schneider-Brachert, 2009 ).
Activation of initiation caspases-8 and -10
Instead of procaspases-8 and -10, catalytically inactive procaspase-8 homologue FLIP can bind to DISC. FLIP is has higher binding affinity than procaspase-8, though procaspase-8 is more abundant in cells (Neumann et al., 2010) . Procaspase-8 interacts with procaspase-10 and FLIP, with FLIP being preferential interaction partner (Irmler et al., 1997) , (Krueger et al., 2001) , (Wang et al., 2001) . FLIP is processed by caspase-8 to provide p43-FLIP, which binds and activates IkB kinase (IKK) (Lavrik et al., 2003) . Activated IKK is known to phosphorylate and thus inhibit IkBa. IkBa downregulates NFkB, so the activation of IKK results in induction of NFkB-mediated transcription (Scheidereit, 2006) . It has been documented that excessive concentration of FLIP limits the access of procaspase-10 to the procaspase-8 on DISC complex (Micheau and Tschopp, 2003) .
For cells with lower levels of FLIP, the lower affinity procaspase-10 associates with procaspase-8. This indicates, that the capturing of FLIP and procaspase-10 on signaling complex II are mutually exclusive, in other words they do not interact together. Procaspase-10 interacts only with procaspase-8 and itself, which points to completely different mechanism of activation compared to the caspase-8 (Micheau and Tschopp, 2003) , (Feoktistova et al., 2011) .
Apoptosis type I or type II
For extrinsic apoptotic pathway, two distinct mechanisms are described -type I and type II. Type II or automacrophagic cell death is attributed to cells with profound defects in apoptotic cell machinery (Tsujimoto and Shimizu, 2005) . While more conventional apoptosis of type I doesn't require participation of mitochondria, in apoptosis type II extrinsic factors execute an apoptotic pathway with participation of mitochondria, the significant part of which is shared with apoptosis induced by intrinsic factors. HeLa cells are representatives of the cell type II (Hippe et al., 2008) , while the KYM1 cells exhibit conventional apoptosis type I (Schliemann et al., 2011) .
The key regulatory role in type I vs type II mechanism is played by the mutual ratio of XIAP vs. procaspase-3 (Aldridge et al., 2011) . After the activation of the initiation caspases, apoptosis might proceed by non-mitochondrial pathway (cell type I) provided the ratio of XIAP/procaspase-3 is low. Initiation caspases for cell type I induce direct activation of the effector (executioner) caspases -3 and -7, with lethal outcome for the cell. Reinforcing positive feedback is formed through caspase-3 and -7 activating procaspase-6 and finally the activation of procaspase-8 (Albeck et al., 2008b) .
If, however, the ratio between the XIAP and procaspase-3 is high, there is too much XIAP in circulation, the activation of effector caspases-3 and -7 is suppressed by 
Mitochondrial apoptotic pathway
During endocytosis the signaling complex II associates with trans-Golgi vesicules and forms with them multivesicular bodies (MVB). Active caspase-8 activates in MVB ceramid-cathepsin cascade, yielding Cathepsin D cleaving Bid protein to its truncated form tBid (Schütze and Schneider-Brachert, 2009 ). In the model, these processes are simulated through internalization of the receptor complex I, activation of caspase-8 and truncation of Bid into tBid.
tBid activates Bax. Activated Bax translocates into external mitochondrial membrane where it oligomerizes (often with Bak) and forms permeable pores, through which mitochondria leak critical regulators of apoptosis, such as cytochrome-c and Smac/Diablo, normally localized in mitochondrial intermembrane space.
The MOMP event is usually rapid process, lasting few minutes and it is considered to be the control point, after passing which the cell cannot recover from the apoptotic program (point of no return, "all or nothing" mechanism) (Chipuk et al., 2006) . The MOMP transition is clearly seen in the HeLa simulations with current parameters at about 9000 s from beginning ( Fig. 2 and Fig.5 ).
The MOMP transition is attributed to Bcl-2 apoptotic switch (Albeck et al., 2008b ) and the transition is triggered when the levels of active Bax/Bak exceed the levels Bcl-2/Bcl-xL, which act as Bax/Bak inhibitors (Korsmeyer et al., 1993) . The kinetics of rapid and complete translocation of Smac and cytochrome-c into cytosol through open pores is determined by large concentration gradients, where there is high concentration of these in intermembrane space of mitochondria, while initially practically absent in cytosol (Spencer and Sorger, 2011) .
Cytochrome-c dislocated into cytosol forms -together with Apaf-1 and procaspase-9 -apoptosome. Apoptosome cleaves and activates effector procaspases. Available free XIAP associates with catalytic domain of active effector caspases-3 (and caspase-7 not included explicitly in the model), preventing their protease activity and promoting their ubiquitination and thus their degradation. Smac, bound to XIAP, allows to weaken this inhibition, so effector caspases can cleave their substrates and cause cell death (Chipuk et al., 2006) .
Discussion
Single cell experiments using FRET showed, that before MOMP, the activity of effector caspases is negligible, while the initiation caspases are active even before MOMP and the products of their substrates Bid and procaspase-3 accumulate in their cleaved form (Albeck et al., 2008a) (Fig. 5 ). Caspase-3 is very efficient enzyme:
computational simulations supported by experiments indicate, that 400 active molecules are sufficient to cleave 10 6 -10 7 molecules of substrate in the course of several hours (Li et al., 2010) . The delayed activation of effector caspases is attributed to two mechanisms: competitive XIAP binding to the catalytic site of caspase-3 (which is reversible process) and irreversible ubiquitination and degradation of caspase-3 through E3 ligase XIAP (Albeck et al., 2008b) . The time between the cells are exposed to TNF and the MOMP thus represents perhaps the state of "latent death", where the effector procaspases are continuously activated, but at the same time their active forms are inhibited and the active caspases are effectively degraded through actions of XIAP.
This steady-state situation lasts till the release of Smac during MOMP event (Spencer and Sorger, 2011 (Lovric and Hawkins, 2010) . The third case can be considered as initiated but unfinished apoptosis. The changes in XIAP levels disturb the normal control of the switch, which controls the activation of effector caspases and disrupts the normal relationships between the activation of effector caspases and the cell death (Spencer and Sorger, 2011) . The numerical simulations performed using our model with the HeLa experimental parameters are consistent with the above ideas.
At individual cell level, apoptosis exhibits variability in timing, even amongst the cells of the same population. Single cell experiments show, that some cells die within the 45 minutes after the exposition to cell death signal, while others survive 12 or more hours (Spencer and Sorger, 2011) . Individual mitochondria within the same cell differ in their sensitivity to proapoptotic stimuli and MOMP may not fit "all or nothing" picture for all cells (Tait et al., 2010) . 
Conclusion
Predictive modeling of apoptosis, using multifactor, context-sensitive and quantitative data provides the opportunity to distinguish specific responses of individual cell lines and cells to the uniform treatment. Improved and finely tuned models may one day form the base for rational design of individual treatment, tailored toward the medicinal applications. The computational model of TNF signaling pathway seems to provide encouraging results. On the other hand, the amount of specific reliable experimental data needs to grow as well to provide higher level of confidence and improve the predictive power of the models. Smac into surrounding cytosol, due to formation of permeable pores (M#). In the scheme, the symbol ⊥ denotes an inhibition, while the arrows stand for reactions, activations, transformations and transport between the compartments. To reduce visual clutter, shortened forms of names are used when appropriate (C3 stands for caspase-3, pC9 for procaspase-9, Bcl2_c for cytosolic Bcl2, Bcl2_m for mitochondrial Bcl2
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(Bcl-xL)). Full names of the species are specified in the Table 3 . Table 1 . List of main reactions in the model Table 2 . Kinetic rate parameters Table 3 . Initial conditions, synthesis and degradation rates Table 4 . Initial concentration of selected species in three different models. Left: the present model using MS data of HeLa cells (Nagaraj et al., 2011) center: Schliemann, KYM1 cells (Schliemann et al., 2011) right: Spencer, HeLa cells (Spencer and Sorger, 2011) . All concentrations are expresed in absolute counts of molecular species per cell cytosolic compartment (#/CC). """""""""""""""""""""""""""""" """"""""""""""""""""""""""""" 1 "The molecular species appearing in reactions are characterized in Table 3 . Remaining synthesis and degradation reactions (not listed for brevity) are for all species in the form Null ⇌ Species with synthesis rate k s and degradation rate k deg specified in Table 3 .
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