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Abstrakt 
V rámci práce byl navrhnut a v jazyce VHDL implementován jednoduchý multiprocesor podporující 
paralelní zpracování programové úlohy. Byla navrţena a realizována universální transparentní 
generická propojovací vrstva určená k připojení libovolného počtu procesorových jader ke sdílenému 
adresovému prostoru pomocí arbitrované sběrnice. Kaţdému z jader je v rámci vrstvy přidělena  
vyrovnávací paměť volitelných vlastností. V systému je řešen problém paměťové koherence pomocí 
protokolu MSI. Dále je dána k dispozici přímá i nepřímá podpora synchronizace. Za účelem ověření 
činnosti bylo navrţeno a realizováno jednoduché procesorové jádro jehoţ kopie byly spojeny 
propojovací vrstvou. V závěru práce je prokázáno zrychlení zpracování testovacích úloh při 




The objective of the thesis is to design and implement a simple multiprocessor supporting parallel 
computing in the VHDL language. Furthermore, the author has designed and implemented universal 
transparent generic interconnection layer with the ability to connect any given number of processor 
cores to shared address space using arbitrated bus. Each core connected to the layer will be equipped 
with parameterized cache. MSI protocol was used to deal with the issue of memory coherence of the 
implemented system. Direct and indirect synchronization support is available to the user. In order to 
verify the functionality of the system, simple processor core has been designed and implemented, and 
its copies were connected to the interconnection layer. In order to perform testing tasks FPGA 
Virtex6 chip has been used.  It has been confirmed that increase in the number of connected 
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Současný vývoj procesorů se odklání od výkonové optimalizace jednojádrových řešení směrem 
k paralelnímu spojení jednodušších jader do celkově výkonnějšího systému, protoţe optimalizace 
jednojádrových řešení jsou příliš sloţité. Lze předpokládat, ţe v budoucnu budou veškeré 
procesorové systémy paralelní, proto je jiţ nyní z hlediska uplatněni v praxi výhodné zabývat se touto 
problematikou. 
Cílem práce je proto návrh a implementace jednoduché procesorové jednotky, její replikace, 
a spojení výsledných kopií do celku podporujícího paralelní zpracování. Hlavní těţiště práce spočívá 
v návrhu a implementaci propojovacího systému, který zajistí bezpečnou synchronizovanou výměnu 
dat mezi jednotlivými procesorovými jednotkami, přičemţ kaţdá jednotka bude vybavena vlastní 
koherenčně ošetřenou cache pamětí. Propojovací systém musí být navrţen tak, aby podporoval 
spojení libovolného počtu procesorů. 
V rámci zadání byl jakoţto implementační jazyk zvolen VDHL vhodný pro popis hardware. 
Výsledný implementovaný kód bude muset být syntetizovatelný, aby bylo moţné připravit testování 
systému v čipu FPGA. Dále budou vytvořeny programové úlohy umoţňující ověření funkčnosti 
systému, včetně moţnosti vyhodnocení parametrů souvisejících s paralelním zpracováním (účinnost, 
zrychlení apod.). 
Diplomová práce je rozdělena do pěti oddílů (kapitoly 2 aţ 6), které jsou funkčně propojeny 
tak, aby sledovaly autorův postup při řešení nastoleného problému od analýzy teoretických přístupů, 
přes návrh řešení problému a praktickou implementaci návrhu aţ k ověření funkčnosti implementace. 
První oddíl se zaměřuje na rozbor teoretických přístupů a problémů týkajících se realizace 
procesorové jednotky, vyrovnávací paměti a způsobu propojení procesorových jednotek. Autor 
si klade za cíl přehledně shrnout základní dostupné přístupy k tématu s tím, ţe zvláštní pozornost 
bude věnovat řešením, která hodlá vyuţít v dalších částech práce. Obsah druhého oddílu je věnován 
stručnému popisu jazyka VHDL se zaměřením na případnou syntézu jazyka. Třetí oddíl práce 
vychází z přístupů přiblíţených v teoretické části, na jejímţ základě staví popis a návrh podrobného 
řešení problému. Tento návrh pak slouţí jako výchozí podklad pro praktickou část práce. Kapitola č.5 
následně stručně popisuje implementaci vytvořeného návrhu pomocí jazyka VHDL s důrazem na 
implementačně netriviální součásti. Část této kapitoly je rovněţ věnována technice přenosu 
implementovaného systému do čipu FPGA. 
Závěrečné kapitoly práce popisují chování realizovaného systému při zpracování konkrétních 
testovacích úloh, přičemţ pozornost je věnována zejména demonstrování funkčnosti implementace a 
dosaţení zrychlení v testovaných úlohách. Výsledky práce autor shrnuje v závěru a zároveň se zabývá 
moţnostmi dalšího pokračování práce. Diplomová práce částečně navazuje na semestrální projekt, ze 
kterého bylo převzato řešení jádra jednoduchého procesoru. 
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2 Analýza možných přístupů 
Tato část je věnována rozboru teoretických přístupů a souvisejících problémů vztahujících se 
k realizaci procesorové jednotky, vyrovnávací paměti a způsobu propojení procesorových jednotek. 
Vedle základního shrnutí těchto přístupů bude největší pozornost věnována řešením, která budou 
vyuţita v návrhové a implementační části práce.  
2.1 Procesor 
2.1.1 Přehled architektur jednoduchých procesorů 
Rozlišení architektur [1] procesorů lze provést na základě způsobu uloţení operandů předávaných 
ALU jednotce. Obrázek 2.1 znázorňuje čtyři nejběţnější architektury – zásobníkovou, 










Zásobníková Akumulátorová Registr-paměťová Registrová
 
Obr. 2.1 Nejběžněji používané architektury procesorů. 
 
Zásobníková architektura - K ALU jednotce je připojen zásobník, na jehoţ vrcholu jsou umístěny 
operandy určené ke zpracování. Výsledek transformace je ukládán zpět na vrchol zásobníku. Tento 
přístup umoţňuje pouţití krátkých instrukčních slov, ale velmi stěţuje práci programátorovi. 
 
Akumulátorová architektura - K ALU jednotce je připojen speciální registr (akumulátor-střadač), jeţ 
je implicitně zdrojem prvního operandu výpočtu a současně cílem výsledku operace. Druhý operand 
je třeba vybrat explicitně pomocí adresy paměti. Tento přístup rovněţ umoţňuje zkrácení instrukčních 
slov (implicitní první operand), ale je nutné neustále zajišťovat ukládání do/z akumulátoru. 
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Registrová architektura - K ALU jednotce je připojena sada registrů, jeţ jsou vzájemně funkčně 
ekvivalentní (ţádný nemá speciální funkci - jsou vzájemně zastupitelné). Zdroj obou operandů je 
třeba uvést explicitně, coţ vede k nutnosti pouţití delších instrukčních slov. Výsledek operace bývá 
uloţen do prvního z operandů. Registrová architektura můţe navíc podporovat instrukce umoţňující 
nahrání operandů přímo z paměti. V opačném případě je třeba operand nahrát nejdříve do jednoho 
z registrů - paměť je dostupná pouze přes instrukce load/store. 
Akumulátorová a zásobníková architektura je spíše historickou záleţitostí. Novější procesory jsou 
stavěné jako registrové (load/store). Důvodem je moţnost drţení proměnných (operandů) 
v registrovém poli, coţ sniţuje počet přístupů do paměti a tím pádem vede k rychlejšímu provedení 
programu (registry jsou rychlejší neţ paměť). Toto navíc poskytuje prostor optimalizaci kódu, kdy 
programátor nebo kompilátor můţe efektivně mapovat proměnné na registry a dosáhnout vyšších 
výkonů (technika přejmenování registrů atd. [8]).  
 
Další rozdělení v současnosti pouţívaných procesorů lze provést na základě následujících kritérií : 
- Dle umístění paměti programu – Von Neumanova [6] architektura ukládá instrukce i data ve 
společné paměti – vyţaduje korektní práci s daty, aby nedošlo k nechtěnému přepsání  
programu. Harvardská architektura odděluje  paměť instrukcí od paměti dat a umoţňuje 
nezávislý přístup do obou pamětí. Je výhodnější z pohledu hardwarové implementace. 
- Dle instrukční sady – CISC [6] komplexní instrukční sada vyuţívající sloţitějších instrukcí 
překládaných na jednoduší. RISC [6] redukovaná instrukční sada je zaloţena na 
jednoduchých instrukcích. 
- Dle úrovně vnitřního paralelismu [8] - Sub-skalární procesory pracují sekvenčně a ke 
provedení instrukce potřebují více neţ jeden takt. Jsou jednoduché, ale nevýkonné. Skalární 
sekvenčně zřetězené procesory dokáţí zpracovat v ideálním případě aţ jednu instrukci za takt 
(reálně méně). Představují výhodný poměr mezi sloţitostí a výkonem. Super-skalární 
procesory mohou v jednom taktu rozpracovat více instrukcí paralelně. Jsou velmi sloţité 
a v současnosti nahrazované jednoduchými procesory zapojenými paralelně. 
2.1.2 Adresní režimy 
Adresní reţimy [6] určují, jakým způsobem je moţné v instrukci definovat umístění operandů. 
Operandy mohou být uloţeny buď v registrech, hlavní paměti, nebo mohou být předány jako 
konstantní hodnota. Technicky vzato by pro veškerou práci stačily dva reţimy (registrový a přímý, 
viz tabulka 2.1), kdy konstantní hodnoty předá programátor prostřednictvím kompilátoru a zbytek 
hodnot je buď vypočten za běhu programu, nebo nahrán do registrů z paměti dat. Hlavním smyslem 
většího počtu adresních reţimů je sníţení počtu instrukcí potřebných k zápisu programu a současně 
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poskytnutí většího komfortu programátorovi. Tato výhody jsou bohuţel vykoupeny sloţitější 
hardwarovou implementací procesoru.  
Tabulka 2.1 znázorňuje v současnosti nejpouţívanější adresní reţimy. Sloupec příklad obsahuje 
zápis kódu v běţně pouţívaném formátu, sloupec význam ilustruje umístění operandů (mem – paměť, 
reg – registr). 
 
Režim Příklad Význam Popis 
Implicitní rts PC   Mem[SP] Naplní PC obsahem adresy 
SP. PC ani SP není v 
instrukci explicitně uveden. 
Registrový  add R4,R3 Reg[R4]   Reg[R4]+  Reg[R3] Oba operandy uloženy 
v explicitně uvedených 
registrech. 
Přímý add R4,#5 Reg[R4]   Reg[R4]+5 Znak # označuje konstantní 
hodnotu, jež bývá uložena 




add R1,(34) Reg[R1]  Reg[R1]+Mem[34] Konstantní adresa může 
zabrat mnoho bitů 













Reg[R4]   
Reg[R4]+Mem[100+Rete[R1]] 
Adresa složená 
z konstantní bázové a 







Adresa složená z proměnné 
bázové a proměnné 
offsetové části. Užitečné 
při práci s rozsáhlými poli. 
Nepřímá 
adresace 
add R1,@(R3) Reg[R1] 
Reg[R1]+Mem[Mem[Reg[R3]]] 
Užitečné při práci 
s ukazateli. 
Tab. 2.1 Přehled adresních režimů ilustrovaných na příkladě sčítaní pomocí instrukce add [1]. 
 
Abychom mohli adresovat prvky paměti, je nejprve třeba zvolit způsob interpretace adresy. Ve 
většině procesorů je adresa chápána jako 8, 16, 32 popř. 64 bitové číslo. Existují však výjimky, 
například DSP procesory (běţně 24 bitů) nebo obecně procesory vestavěných systémů. Dále je třeba 
určit, zda bude nejvýznamnější bit umístěn vlevo (Little-Endian) nebo vpravo (Big-Endian).  Oba 
přístupy jsou v praxi pouţívány a způsobují problémy spojené se vzájemnou nekompatibilitou. 
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2.1.3 Reprezentace dat 
Stejně tak jako u adresy je nutné i u dat specifikovat význam a počet jednotlivých bitů. Pokud navíc 
potřebujeme počítat se zápornými nebo desetinnými čísly, musíme zvolit kód, ve kterém budou čísla 
uloţena. 
Základním a nejjednodušším kódem je kód přímý bez znaménka a desetinné části. Rozšíření 
o znaménkovou část lze realizovat pomocí znaménkového bitu, např. v kódu inverzním, nebo 
doplňkovém [6]. Desetinná čísla bývají ukládána s plovoucí (FP), nebo s pevnou (FX) řádovou 
čárkou. Realizace FP operací není z hlediska hardwarové implementace nic jednoduchého. Naproti 
tomu realizace FX operací je téměř totoţná s operacemi bez řádové čárky [9]. Sčítání a odčítaní je 
shodné, před násobením je nutné nejdříve posunout oba operandy o polovinu desetinných bitů 
doprava, aby nedocházelo k přetečení (za cenu ztráty přesnosti). Druhou moţností je posunout aţ 
výslednou hodnotu, coţ vyţaduje práci na dvojnásobné bitové šířce a zarovnání výsledku aţ při 
předání hodnoty na výstupu z alu. S operací děleno vzniká tentýţ, avšak obrácený problém. 
 
2.1.4 Instrukční soubor, kódování instrukcí 
Instrukční soubory [6] lze nejjednodušeji rozdělit na CISC a RISC, přičemţ komplexní instrukční 
sady bývají vyuţívány při konstrukcí sloţitých procesorových jader, jednodušší RISC sady nalézají 
uplatnění v jádrech pro vestavěné systémy a pod. V poslední době bývá stále více vyuţíváno 
jednoduchých výkonných sad zaloţených na menším počtu adresních reţimů a menším počtu 
instrukcí (RISC), protoţe ve výsledku pracují rychleji díky jednoduchému procesorovému jádru. 
Kódováním instrukcí je myšlen princip uloţení popisu instrukce do jednoho řádku instrukční paměti. 
Krom typu instrukce musí být uloţen i popis určující umístění operandů (adresa registru, adresa 
paměti, adresa skoku). Obrázek 2.2 ilustruje způsob uloţení instrukcí procesoru šestnáctibitového 
procesoru MIPS [1]. Instrukce jsou kódovány různě dle konkrétního adresního reţimu a počtu 
pouţívaných operandů. Poloţka operační kód slouţí dekodéru k určení základní povahy instrukce, 
ostatní poloţky slouţí k identifikaci umístění operandů. Počet bitů instrukčního slova nemusí být 
nutně vyuţit celý (prostřední řádek). Zbývající volné bity lze vyuţít k podrobnějšímu rozlišení 
povahy instrukce, čímţ je moţné ušetřit bity v operačním kódu (pole Func.). Pozice jednotlivých 
sloţek instrukčního slova by měla být neměnná, coţ výrazně zjednoduší konstrukci instrukčního 
dekodéru. 
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Op. kód rs rt Konstanta
6 5 5 16








rs <= rt op. konstanta
rs <= rt func. rd
jmp offset
 
Obr. 2.2 Způsob uložení RISC instrukcí procesorů MIPS. [1] 
2.2 Rychlé vyrovnávací paměti 
2.2.1 Princip cache paměti 
Rychlost procesorů je v současnosti mnohem vyšší neţ rychlost dostupných pamětí (problém 
cena/rychlost/kapacita).  Aby bylo moţné udrţet dostatečnou kapacitu paměti a současně šetřit 
prostředky, je před pomalou hlavní paměť (DRAM) umístěna menší rychlejší (SRAM) nazývaná 
vyrovnávací paměť cache [1]. 
Princip cache paměti vychází z poznatků o časové a prostorové lokalitě. Program (procesor) 
mívá tendenci zdrţovat se při práci vţdy určitou dobu na stejném místě. Přibliţně 80 % času bývá 
stráveno ve 20. procentech prostoru [6]. Je-li adresována některá buňka paměti, je pravděpodobné, ţe 
v zápětí budou adresovány okolní buňky – prostorová lokalita. Je-li adresována některá buňka paměti, 
je pravděpodobné, ţe bude adresována i v budoucnosti – časová lokalita. 
Data z hlavní paměti nejsou do té vyrovnávací nahrávána jednotlivě, ale po větších úsecích –
 blocích. Je pravděpodobné, ţe data nahraná současně s těmi adresovanými budou v zápětí také 
vyuţita (prostorová lokalita). Nahrávání dat po větších úsecích je navíc výhodné při současných 
technologiích SDRAM, DDR (daleko rychlejší neţ náhodný přístup k datům) a sniţuje mnoţství 
redundantních dat, které je nutné pro kaţdý blok ukládat (redundantní data budou společná pro celý 
blok). 
Cache paměť je principiálně obyčejná paměť, jejichţ řádky obsahují datový blok (tvořený 
několika datovými slovy) doplněný o informace slouţící k identifikaci původní adresy bloku (tag) 
a o bity určující stav řádku. Tag obsahuje část původní adresy bloku. Velikost této části záleţí na 
způsobu překladu adresy hlavní paměti na adresu cache a liší se dle pouţití konkrétní architektury 
vyrovnávací paměti. Tak jako tak nemusí být ukládány nejméně významné bity adresy slouţící 
k adresaci v rámci jediného bloku.  Stavem bloku je myšlen minimálně bit platnosti (valid bit), 
určující aktuálnost daného bloku. Ten nabývá významu, pokud je v systému moţné poloţky hlavní 
paměti modifikovat z více zdrojů (DMA, jiné jádro procesoru apod.) a tím zneplatňovat případné 
kopie v cache pamětech (L1-Ln). Práce se tomuto věnuje více v sekci 2.3.5. 
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Kdyţ procesor potřebuje číst nebo zapsat data, nejprve zkontroluje srovnáním adresy s tagy, 
zda se nachází ve vyrovnávací paměti. Je-li blok nalezen, došlo k tzv. zásahu v paměti cache (hit), 
v opačném případě mluvíme o výpadku (mis). Při výpadku musí být poţadovaný blok nejdříve 
zaveden z pomalé hlavní paměti, čímţ vzniká nepříjemná reţijní prodleva, po kterou musí procesor 
na data čekat. 
 
 
2.2.2 Používané politiky zápisu 
Pokud procesor data ve vyrovnávací paměti modifikoval, musí být tato někdy v určitou chvíli nahrána 
zpět do hlavní paměti. Kdy se tomu stane, závisí na pouţité politice zápisu. Obecně bývají vyuţívány 
dva přístupy : 
- Průpis (Write-Through) – kaţdý zápis do cache paměti je ihned propagován do paměti 
hlavní. Průpis je z hlediska implementace jednoduchý, ale výkonově pomalý, protoţe 
přistupuje k pomalé hlavní paměti. 
- Zpětný zápis (Write-Back) – Modifikace bloku je evidována tzv. ušpiněním pomocí 
speciálního bitu (dirty). Pokud jsou modifikovaná data v systému ţádána (DMA, jiný 
procesor…), ovladač cache paměti automaticky nahraje data zpět do hlavní paměti. Stejně tak 
tomu je, pokud je třeba modifikovaný blok nahradit jiným blokem (např. z kapacitních 
důvodů). Politika zpětného zápisu je sloţitější co do realizace, ale výrazně sniţuje mnoţství 
přístupů k hlavní paměti, tzn. poskytuje vyšší výkon. 
2.2.3 Přímo mapovaná, plně a n-cestně asociativní cache 
Architektury cache paměti lze odlišit na základě způsobu uloţení a následného nalezení bloku dat. 
Pokud je moţné kterýkoliv blok hlavní paměti umístit kamkoliv do cache, je taková vyrovnávací 
paměť nazývána plně asociativní. Naopak je-li moţné kaţdý blok umístit jen na jediné místo, je 
nazývána přímo mapovaná. V praxi je nejčastěji pouţíván kompromis, kdy kaţdý blok můţe být 
umístěn na některé z N míst ve vyrovnávací paměti – n-cestně asociativní cache. Například L1 cache 
v AMD Athlon je dvoucestná, coţ znamená, ţe kaţdý blok hlavní paměti lze umístit na jedno ze dvou 









































Obr. 2.3 Znázorněni adresace uvnitř vyrovnávacích pamětí. 
 
 
Srovnání architektur vyrovnávacích pamětí 
- Přímo mapovaná – Výhoda spočívá v jednoduché adresaci. Spodní část adresy lze  pouţít 
jako index slouţící k vyhledání poloţky v cache (adresa v cache = adresa hlavní paměti mod 
počet bloků v cache). Tag řádku nemusí obsahovat bity indexu. Paměť trpí mnoţstvím 
výpadků způsobených pravidelností rozestupů mezi adresami mapovanými na stejné místo. 
Proto v praxi nenachází uplatnění  
- Plně asociativní – Protoţe je moţné nový blok uloţit na libovolné místo v paměti, nedochází 
ke konfliktům dříve, neţ je paměť plně zaplněna. Problém spočívá v obtíţném nalezení bloku 
při adresaci, protoţe musí být srovnány všechny tagy v paměti se současnou adresou. Při 
větším počtu poloţek v cache přestává být plně asociativní paměť výhodná kvůli vysoké ceně 
nezbytných komparátorů. 
- N-cestně asociativní – na první pohled se zdá být n-cestná paměť pouhou obdobou přímo 
mapované paměti. Zásadní výhoda však spočívá v rozloţení kapacity do šířky, kdy lze uloţit 
aţ N bloků mapovaných na stejné místo. Paměť je vybavena politikou obnovy určující, která 
z N pozic má být vyuţita pro uloţení nového bloku. Chování cache lze označit jako do šířky 
plně asociativní, čímţ dochází k výraznému poklesu výpadků v reálných aplikacích. 
-  Další varianty – Skewed cache – Speciální varianta N-cestné paměťi. Překlad adresy bývá 
realizován hash funkcemi (různými pro kaţdou z cest). Dosahuje kvalitnějších výsledků za 
cenu sloţitější hardwarové realizace. Více k tomuto tématu v sekci 2.2.7. 
 
Stupeň asociativity cache pamětí je bohuţel téţ třeba chápat jako kompromis. S větší n-cestností 
rostou hardwarové nároky, protoţe paměť musí kontrolovat (porovnat-komparovat) n tagů se vstupní 
adresou, aby bylo moţné určit zda došlo k výpadku nebo k zásahu. Toto vede k vyšší spotřebě zdrojů 
na ploše čipu, stojí více energie a potenciálně i času. Na druhou stranu n-cestné paměti méně trpí 
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výpadky, takţe CPU pracuje plynuleji. Z výzkumů [1] vyplývá, ţe zdvojnásobení asociativity 
(jednocestná-dvojcestná, dvojcestná-čtyřcestná) má stejný efekt na četnost výpadků, jako 
zdvojnásobení velikosti vyrovnávací paměti. Další zdvojnásobování n-cestnosti (4-8 atd.) jiţ nemá 
význam. Obrázek 2.4 schématicky znázorňuje moţnou realizaci operace čtení z dvoucestné cache. Při 
zápisu je nutné uvaţovat rozšíření schématu o politiku obnovy. Pro názornost  nebyla zahrnuta ani 















Obr. 2.4 Znázornění operace čtení z dvoucestné vyrovnávací paměti. 
 
2.2.4 Techniky výběru oběti 
Jakmile dojde k výpadku, ovladač paměti cache musí vybrat blok, který bude nahrazen poţadovanými 
daty. U přímo mapované cache nemusí být tento problém řešen, protoţe kaţdý blok můţe být nahrán 
jen na jediné místo. U plně asociativní cache nebo u n-cestné paměti je více moţností, kam můţe být 
blok nahrán. Výběr konkrétní pozice je přenechán algoritmu obnovy [1]. V současnosti jsou 
pouţívány tři základní algoritmy: 
 
- Náhodný výběr (Random) –  Konkrétní pozice bloku je vybrána na základě vygenerovaného 
pseudonáhodného čísla. Generování těchto čísel v hardware je poměrně jednoduché (př. 
LSFR algoritmus [4]) a časově nenáročné. Je-li generátor postaven kvalitně, poskytuje 
náhodný výběr oběti podobné výsledky, jako sloţitější algoritmy – viz srovnání v tabulce 2.2. 
- LRU (Last recently used) – Algoritmus LRU řadí bloky dle pořadí, v jakém byly naposled 
adresovány. Jako oběť je vybrán blok s nejstarším LRU záznamem. Takto je sníţena šance na 
odsunutí bloku, který bude v brzké době potřeba. LRU záznam je nutné ukládat ke kaţdému 
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bloku v cache, coţ zmenšuje prostor vyuţitelné pro data. Navíc je výpočetní algoritmus LRU 
těţko hardwarově implementovatelný.  
- FIFO (First in, first out) – Algoritmus podobný LRU, jen je místo výpočtu pouţit jednoduchý 
zásobník. 
 
Tabulka 2.2  znázorňuje srovnání všech tří algoritmů na základě počtu výpadků, ke kterým došlo 
během zpracování jednoho tisíce instrukcí. Jak je vidět, úspěšnost zásahu v paměti cache se pro 
jednotlivé algoritmy příliš neliší. 
 
 Dvou-cestná paměť Čtyř-cestná paměť Osmi-cestná paměť 
Velikost LRU Random FIFO LRU Random FIFO LRU Random FIFO 
16KB 114.1 117.3 115.5 111.7 115.1 113.3 109.0 111.8 110.4 
64KB 103.4 104.3 103.9 102.4 102.3 103.1 99.7 100.5 100.3 
256KB 92.2 92.1 92.5 92.1 92.1 92.5 92.1 92.1 92.5 
Tab. 2.2 Srovnání algoritmů výběru oběti na základě počtu výpadků  připadajících na 1000 instrukcí [1]. 
 
2.2.5 Klasifikace výkonnosti paměti cache 
Jak jiţ bylo řečeno, z principů lokality a vyšší rychlosti menších pamětí lze vyvodit, ţe s pouţitím 
vyrovnávací paměti umístěné mezi CPU a hlavní paměť vzroste výkon celého systému. K ověření 
stačí srovnat dobu, kterou stráví procesor provedením kódu s a bez cache paměti. Podrobnější 
informace o kvalitě implementované cache poskytne sledování počtu výpadků (miss) a zásahů (hit) ke 
kterým dojde v průběhu testovacích výpočtů (cache benchmark).  
Nejdůleţitějším srovnávacím ukazatelem výkonnosti rychlé vyrovnávací paměti je 
pravděpodobnost zásahu (hit rate). Tu lze vypočíst  jako podíl počtu zásahu ku počtu přístupů do 
cache paměti. Obdobně pro pravděpodobnost výpadku (miss rate). Míra pravděpodobnosti zásahu se 
u dobře navrţené paměti pohybuje někde mezi 95-99% [6]. 
Dalším významným parametrem charakterizujícím chování cache paměti je postih za výpadek 
(miss penalty). Udává, kolik taktů musí procesor čekat na data, která nebyla ve vyrovnávací paměti 
nalezena. K podrobnému srovnání výkonu cache paměti na základě jejich hardwarové implementace 
mohou být  uţitečné ještě další parametry. Například průměrná přístupová doba, doba vybavení dat 
v případě zásahu (hit time) atd. 
 
2.2.6 Techniky zvýšení výkonnosti cache pamětí 
Snížení pravděpodobnosti výpadku 
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Sníţení pravděpodobnosti výpadku je základním předpokladem ke zvýšení výkonu cache paměti. 
Mnoţství výpadků lze ovlivnit velikostí cache paměti, stupněm asociativity, velikostí datového bloku 
případně dalšími technikami jako je překlad adresy hash funkcí,  popřípadě asistencí kompilátoru. Za 
účelem nalezení optimálního rozvrţení vyrovnávací paměti bývá provedeno mnoţství testů. Pro lepší 
rozlišení, který parametr má na co vliv, lze rozdělit výpadky podle příčiny (model Three Cs [1]). 
- Povinný výpadek - Pokud je blok adresován poprvé, nemůţe být přítomný ve vyrovnávací 
paměti. Na mnoţství těchto výpadků nemá vliv ani velikost cache ani typ asociativity. Lze jej 
sníţit pouze účinnější predikcí pomocí větší velikosti bloku. 
- Kapacitní výpadky - Kapacitní výpadky jsou ty, které závisí pouze na počtu poloţek ve 
vyrovnávací paměti a ne na stupni asociativity ani na velikosti bloku. Lze je jednoduše 
znázornit grafem závislosti velikost cache – počet výpadků. 
- Konfliktní výpadky - Konfliktní výpadky zahrnují odsunutí nebo přepsání poloţek, které jsou 
v zápětí adresovány. K tomu můţe dojít buď nevyhnutelně kvůli adresaci jiné poloţky na 
místo oběti (asociativita), nebo chybnou predikcí politiky obnovy (LRU atd.). 
 
Na mnoţství výpadků má vliv nejen architektura cache, ale i úloha, kterou zpracovává procesor. Pro 
objektivní vyhodnocení je tedy potřeba zpracovat různé úlohy a výsledky analyzovat z průměrných 
hodnot. 
 
Organizace hlavni paměti tak, aby zvýšila výkonnost cache 
Výkonnost cache paměti lze jednoduše zvýšit zvolením šířky řádku hlavní paměti a šířky datové 
sběrnice na šířku bloku cache paměti tak, jak je zobrazeno na obrázku 2.5. Během jediné sběrnicové 
operace je do cache načten celý blok, čímţ dojde k výraznému zkrácení doby přístupu k bloku. Další 







Obr. 2.5 Šířka datové sběrnice a šířka řádku hlavní paměti odpovídá velikosti bloku cache paměti [1]. 
 
Snížení postihu z výpadku (miss penalty) 
Ke sníţení postihu z výpadku (v taktech) je moţné vyuţít různých technik překrývajících výpadky -




Snížení přístupové doby (hit time) 
Sloţité cache paměti (N-cestně asociativní, skewed) sice zvyšují úspěšnost zásahu, bohuţel však 
zvyšují i přístupovou dobu k paměti. Řešením je buď konstrukce jednoduchých cache, popřípadě 
různá nestandardní řešení, jejichţ zástupcem můţe být např. zřetězená cache [1].  
2.2.7 Skewed cache 
Skewed cache [5] rozšiřuje koncept N-cestně asociativní paměť o schopnost překladu adres 
jednotlivých cest samostatnou hash funkcí tak, jak je znázorněno na obrázku 2.6. Funkce jsou 
konstruovány tak, aby u některé z cest nedocházelo k překrývání poloţek mapovaných v jiné cestě na 
stejné místo. Výkonnost (procento úspěšnosti zásahu) dvoucestné skewed cache je přibliţně 
srovnatelná se čtyřcestnou asociativní pamětí,  čtyřcestná skewed cache pak odpovídá šestnácticestné 
asociativní paměti. Překlad adresy můţe být realizován např. pomocí XOR hash funkce (xor-Based 
Hash funkce), přičemţ je nutné volit správnou variantu odpovídající konkrétnímu počtu cest, velikosti 
hlavní paměti a velikosti cache co do počtu poloţek. U skewed pamětí představuje určitý problém 
politika obnovy. Například implementaci LRU není moţné řešit stejně jednoduchým způsobem jako 
u asociativních pamětí, protoţe nelze určit příslušnost poloţek ke konkrétnímu řádku paměti skrz 
všechny cesty. 
tag data tag data
f
A B C
f(A) = f(B) = f(C)
tag data tag data
A B C





Cesta 0 Cesta 1
Cesta 0 Cesta 1
Asociativní (modulo) překlad adresy
Skewed (hash) překlad adresy
 
Obr. 2.6 Výhoda překladu adresey skewed hash funkcí oproti asociativnímu přístupu [5]. 
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2.3 Multiprocesor 
2.3.1 Možnosti realizace multiprocesoru 
Paralelní systém (počítač) je moţné definovat jako mnoţinu procesorů (počítačů), které kooperují 
(pracují na společném díle) a komunikují, aby řešily velké problémy rychle [2]. Tyto systémy dělíme 
do dvou kategorií podle toho, zda prvky vyuţívají stejný nebo oddělený adresový prostor. 
V systémech se sdílenou pamětí (shared memory - SM) je uţivateli jedno, kde jsou data uloţena. 
Z kaţdého procesoru je moţné adresovat tatáţ data přes stejné adresy. Jen je nutné pomocí vzájemné 
synchronizace jader zamezit zásahům do paměti v nezamýšleném pořadí. V systému s distribuovanou 
pamětí (distributed memory, DM) má kaţdý procesor k dispozici svou paměť, procesory jsou 
propojeny sítí a výměnu dat uţivatel uvádí explicitně pomocí zpráv (message passing MP). 
Výhodou SM architektur je snazší programování kódu, protoţe komunikace mezi procesory 
probíhá automaticky přes sdílenou paměť. Nevýhodou je horší rozšiřitelnost, protoţe propojovací 
systém (procesory-paměť) tvoří úzké hrdlo systému. U DM je tomu právě naopak, výměna dat je 
sloţitější, ale rozšiřitelnost systému snazší. Procesory nemusí byt nutně propojeny kaţdý s kaţdým, 
ale mohou být na příklad spojeny do řady (kruhu) a dají se v podstatě neomezeně řetězit. Takovéto 
řešení však způsobuje jiné problémy plynoucí z rozdílné vzájemné vzdálenosti procesorů. 
 
2.3.2 Symetrický multiprocesor 
Pokud má kaţdý procesor systému přístup do sdíleného adresového prostoru (SM) a doba přístupu ke 
všem paměťovým místům je shodná (UMA, Uniform Memory Access), je výsledný systém nazýván 
symetrický. Odtud zkratka SMP – symetrický multiprocesor [1]. Centralizovaná paměť můţe být 
umístěna v jediném, resp. více (prokládaných) modulech připojených k procesorům sběrnicí nebo 
kříţovým přepínačem. Aby nebylo nutné se všemi dotazy paměti přistupovat ke sdíleným 
prostředkům, bývají procesory vybaveny lokální cache (jedno, popř. více úrovňovou). Cache paměti 
vnášejí do systému moţnost drţení kopií stejných dat na různých místech. Proto je nutné zavést 
systém udrţení koherence dat, který zajistí shodnost poloţek v případě editace. Principiální rozdíl 
mezi propojením sběrnicí a kříţovým přepínačem je ilustrován na obrázku 2.7. Reálně lze připojit 32 
(sběrnice) aţ 64 (přepínač) procesorů. Potom jiţ dochází k maximálnímu vytíţení sdílených 

















Modul 1 Modul 2 Modul m
 
Obr. 2.7 Rozdíl mezi sběrnicí (vlevo) a křížovým přepínačem umožňujícím souběžný přístup do více modulů.  
 
Pokud bychom se chtěli vyhnout problémům s koherencí cache pamětí, je moţné pouţít jedinou 
prokládanou vyrovnávací paměť umístěnou mezi sběrnici a hlavní paměť. Sdílená paměť L1 musí být 
větší neţ obvykle, avšak kvůli vytíţení nezvládá zásobovat více neţ osm procesorů. Zajímavou 
moţností je pouţití privátních L1 a sdílené L2 umístěné před hlavní paměť. 
 
2.3.3 Techniky arbitráže 
Arbitráţní obvody [2] rozhodují, který z ţádajících procesorů získá přístup ke sdílenému prostředku. 
Tím můţe být sběrnice, modul paměti (přes propojovací síť), I/O atd. Vstupem arbitráţních obvodů 
jsou signály žádosti (request) od jednotlivých procesorů, výstupem pak granty stvrzující přidělení. 
Arbiter můţe přidělit grant buď na pevný počet taktů, nebo můţe čekat, aţ procesor zařízení uvolní. 
To lze provést buď nastavením logické 0 na vodiči ţádosti, nebo zavedením samostatného vodiče 
určeného k drţení (hold) zařízení. 
Spravedlivá arbitráţ je taková, kdy jsou poţadavky vyřizovány v pořadí v jakém přišly (FIFO) 
a kaţdé zařízení je obsluhováno stejně často. Hardwarová implementace spravedlivých arbiterů není 
jednoduchá a sloţitost arbitráţe (hlavně prostorová) můţe růst lineárně aţ exponenciálně s počtem 
připojených zařízeni. Proto jsou v praxi často pouţívány arbitery s tzv. slabší spravedlností, kdy stačí, 
ţe jsou nakonec všechny ţádosti obslouţeny. Někdy můţe postačovat i nespravedlivý arbiter. 
Zařízení mají prioritu danou pevně (fixně)  hardwarovou implementací, coţ arbitráţ výrazně 
zjednoduší, ale můţe docházet k vyhladovění zařízení s nízkou prioritou (které nikdy nepřijde na 
řadu). Příkladem takové arbitráţe je zapojení Daisy Chain [13] zobrazené na obrázku 2.8. Tento 
arbiter nemusí být implementován jako samostatná (centralizovaná) součástka, ale můţe jít pouze 
o podporu arbitráţe distribuovanou mezi zařízení a propojenou příslušnými vodiči. Doba arbitráţe 













    
Obr. 2.8 Nespravedlivá prioritní arbitráž  Daisy Chain. Uvolnění a žádost realizovány log. součtem [13]. 
 
Arbitery se slabou spravedlností nemají prioritu zařízení nastavenou fixně, ale průběţně se mění. 
Nejjednodušším způsobem realizace je posouvat kaţdý takt jedničku (grant) nezávisle na tom, zda 
procesory ţádají či neţádají o přístup. Takovýto arbiter se nazývá necitlivý a nepotřebuje k realizaci 
vodiče ţádostí ani uvolnění. Pozici grantu je moţné generovat i náhodně, ale vlastnosti arbiteru se tím 
nijak zásadně nezlepší. 
Silně spravedlivá arbitráţ vyţaduje zohlednění vektoru ţádostí, současnou pozici grantu  
a historii předchozího přidělení. Pouhé FIFO nestačí, protoţe by neexistoval spravedlivý způsob jak 
rozhodnout mezi současně příchozími ţádostmi. Jednoduchým způsobem realizace silné 
spravedlnosti je pouţití konceptu rotující priority (rounded robbin). Nejvyšší prioritu získává v tomto 
případě ţádající procesor nalevo od současné pozice grantu. Aktivní uţivatelé se tedy spravedlivě 
střídají a nikdo nebude vyhladověn.  
Obrázek 2.9 schématicky znázorňuje princip arbitráţe s posuvnou prioritou. K realizování silné 
spravedlivosti jsou vyuţívány i jiné techniky, např. LRS (Last Recently Selected) nebo arbiter 
s váţeným střídáním uţivatelů. 
 
Vektor grantů 0 0 0 1 0
1 1 0 0 1

















Obr. 2.9 Centralizovaná spravedlivá arbitráž s posuvnou prioritou (rounded robin). 
2.3.4 Možnosti propojení procesorů - Sběrnice, přepínač 
Jednotlivé procesory SMP  lze propojit buď pomocí sběrnice, nebo pomocí kříţového přepínače [2], 






Je tvořena mnoţstvím vodičů (řádově stovky) přivedených k jednotlivým zařízením. Kromě 
adresových a datových vodičů jsou rozvedeny řídící, synchronizační, arbitráţní, koherenční 
a všeobecné vodiče (hodiny, napájení…). Kvůli vyšší datové propustnosti bývá datová šířka 
implementována na šířku bloku cache paměti. Po sběrnici jsou přenášeny zprávy mezi ţadatelem 
(master) a odpovídajícím (slave). Ţadatel iniciuje přenos, slave odpovídá na poţadavky o čtení nebo 
zápis. Výběr mezi ţadateli zajišťuje arbiter. 
Transakce  na sběrnici mohou být atomické (nepřerušitelné), nebo zřetězené. Nepřerušitelné 
přesuny mívají nejčastěji fixní délku odpovídající velikosti bloku, popř. lze provozovat tzv. blokový 
přenos (brust mode [13]) a přenést spojitě větší úsek dat. Výhodou této transakce je, ţe se do ní 
promítne jen jediná inicializace (adresa, poţadavek). Zřetězené transakce umoţňují současné vyuţití 
různých komponent účastnících se sběrnicové transakce, čímţ lze docílit překrytí transakcí a vyšší 
propustnosti sběrnice. Arbitráţ lze pak vyřizovat ještě před dokončením právě probíhající transakce 
(vysoce výkonné směrnice). Přenos na sběrnici je řízen pomocí protokolu (např. Hand Shake – rq, 
ack). Jednoduchý protokol je znázorněn na obrázku 2.10. 
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Obr. 2.10 Příklad komunikace pomocí jednoduchého synchronního protokolu bez potvrzovaní. 
 
Křížový přepínač 
Přímo propojuje m vstupů na n výstupů. Pokud pouţijeme prokládanou paměť sloţenou ze 
samostatných modulů, je moţné přistupovat z různých procesorů k různým modulům současně. 
Přepínač lze zrealizovat pomocí multiplexorů (zobrazeno na obrázku 2.11), nebo např. pomocí 
třístavových invertorů. Při propojení m=n, mohou s pamětí teoreticky pracovat všechny procesory 
současně. Cena takového přepínače roste kvadraticky s počtem vstupů, proto je výhodný jen do 













Obr. 2.11 Křížový přepínač 4x2 realizovaný pomocí multiplexorů [2]. 
 
Kvůli vysokým cenovým nárokům a limitní rozšiřitelnosti se v praxi od sběrnicových systémů 
upouští. Jsou postupně nahrazovány tzv. point to point linkami, které umoţňují nejen propojení CPU-
I/O, ale také CPU-CPU. 
 
2.3.5 Problém koherence a konzistence dat 
V multiprocesorovém systému s více cache pamětmi, můţe dojít k situaci, kdy různé procesory 
načtou tatáţ data z hlavní paměti do své privátní vyrovnávací paměti. Pokud některý z nich tato data 
změní, musí o tom dát vědět nejen hlavní paměti, ale i ostatním vlastníkům kopie. Jinak budou data 
 nekoherentní [1], jak je znázorněno na obrázku 2.12. Problém koherence není jen záleţitostí 
víceprocesorových systémů, ale musí být řešen i v případě podpory DMA přístupu do paměti. Stejně 
tak je potřeba dbát na udrţení koherentních dat u víceúrovňových cache. 
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Obr. 2.12 Problém koherence pamětí cache. Procesory A a B pracují se stejnou paměťovou buňkou X. 
 
Definice koherence (obecně) [2] - Paměťový systém je koherentní, pokud lze  pro kaţdou adresu 
sestrojit globální posloupnost přístupů tak, ţe: 
 1) přístupy do paměti z jednoho kaţdého procesoru zachovávají programové pořadí svého kódu a 
 2) hodnota viditelná při čtení je hodnota uloţená posledním zápisem v globální posloupnosti 
přístupů. 
 
Koherence se tedy týká viditelnosti zápisů na jednu adresu (jednoznačnosti čtených dat). Globální 
posloupnost přístupů slouţí k jednoznačném určení, kdo zapsal jako poslední. K jejímu sestavení je 
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potřeba seřadit přístupy do paměti aţ do okamţiku výpadku způsobeného čtením modifikovaného 
bloku. Z výše uvedené definice vyplývají dvě vlastnosti: 
- Šíření zápisu – s jistým časovým odstupem se zápisy stanou viditelné jiným procesorům, 
- Serializace zápisů – všechny procesy vidí zápisy na adresu x v témţe pořadí. 
 
S problematikou pořadí přístupů do paměti souvisí ještě pojem paměťové konzistence. Konzistence se 
na rozdíl od koherence týká seřazení přístupů k různým adresám. Moderní procesory (a kompilátory) 
umoţňují zpracování instrukcí mimo programové pořadí (tj., jde o přeskakování instrukcí, na které by 
bylo nutné čekat). Pokud bychom tedy chtěli zajistit synchronizaci vláken pouhým zapsáním hodnoty 
do proměnné a na jiném místě jejím vyčtením, mohlo by dojít k přeskočení synchronizační instrukce 
a vykonání kódu, který měl být proveden aţ po synchronizaci. U multiprocesorů pracujících pouze se 
sekvenční konzistencí k tomuto dojít nemůţe, jelikoţ jsou paměťové operace atomické a pořadí 
přístupů je přesně dané programem. 
 
2.3.6 Přehled protokolů udržujících koherenci cache v SMP 
Udrţení koherence pamětí cache v systémech SMP bývá realizováno pomocí tzv. protokolů 
naslouchání sběrnici (snooping protocols) [1]. Cache paměť je ovládána nejen ze strany procesoru, 
ale také ze strany sběrnice. Ovladač cache sleduje dění na sběrnici a upravuje stav bloků paměti podle 
předepsaného schématu (protokolu). 
Protokoly lze rozdělit do kategorií podle způsobu aktualizace poloţek pamětí a způsobu 
udrţování koherence. Aktualizace pamětí můţe být prováděna buď průpisem (kaţdý zápis je šířen 
přes sběrnici), nebo zpětným zápisem (modifikovaný blok je na sběrnici vloţen aţ ve chvíli 
dotazování z jiné cache). Koherenci lze udrţovat buď zneplatněním ostatních kopii při zápisu, nebo 
jejich aktualizací. Nejčastěji jsou pouţívány kombinace průpis/aktualizace (Write trough/Write 
update) a zpětný zápis/zneplatnění (Write back/Write invalidate). Průpisové protokoly obecně 
neposkytují takový výkon jako zneplatňující, protoţe kaţdým zápisem do bloku zatěţují sběrnici. 
Hodnota v cache je poznačena jako zašpiněná (dirty), hodnota kopií jako neplatná (invalid). 
Ovladače cache paměti bývají realizovány konečným automatem přecházejícím mezi stavy 
bloku uloţenými v samostatných sloupcích cache. Následující koherentní protokoly lze povaţovat za 
nejběţnější:. 
 
- VI protokol - jednoduchý dvoustavový protokol valid/invalid pracující na principu průpis/ 
zneplatnění. Málo výkonný, jednoduchý na realizaci. 
- MSI protokol – třístavový protokol pracující na principu zpětný zápis/zneplatnění. M-
modifikovaný blok, S-sdílený blok, I-neplatný (Invalidní blok). Implementačně jednoduchý, 
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slouţí jako předloha pokročilejších protokolů. Tento protokol je detailněji popsán v textu a na 
obrázku níţe. 
- MESI, MOSI, MOESI, MERSI atd. [16] – Varianty rozšiřující MSI protokol. Stav E je 
rozšířením stavu S, značící neexistenci jiné sdílené kopie v systému (exclusiv). Umoţňuje 
tedy přímý přechod z E do M bez nutnosti přístupu ke sběrnici. Vhodný při větším počtu 
operací načtení-přepsání. Stav O rozšiřuje protokol o moţnost předávat sdílená data S pomocí 
cache, díky čemuţ není nutné do některých operací zapojovat pomalou hlavní paměť. 
Rozšiřujících variant tohoto protokolu je mnoho, kaţdá je výhodná pro jiný typ aplikace. 
Zajímavé můţe být i procentuální srovnání času stráveného v jednotlivých stavech pro 
konkrétní aplikace [3]. 
- Dragon, Firefly atd. – Pěti stavový Dragon protokol pracuje na principu zpětného zápisu. Je 
obdobou MOESI protokolu zapsaného ve tvaru IESMO. Třístavový protokol Firefly pracující 
na principu průpisu představuje obdobu MESI protokolu ochuzeného o stav I – invalidní blok 
v systému s průpisem nemůţe existovat. Jedná se tedy zjevně pouze o obměny MSI 
protokolu, které jiţ byly zmíněny výše. 
 
MSI protokol 
Obrázek 2.13 znázorňuje třístavový protokol MSI [2]. Hrany horní poloviny obrázku představují 
přechody způsobené činností na sběrnici, hrany spodní poloviny představují vyţádání ze strany 
procesoru. Přechody pr a pw značí čtení/zápis ze strany procesoru, br resp. brx čtení/zápis ze strany 
sběrnice. D2b značí nutnost předat data na sběrnici, např. pokud cache vlastní modifikovaný blok M 
a ten je ţádán při sběrnicí pomocí signálu br. Modifikovaný blok musí být na sběrnici předán 
i v případě ţádosti o přepsání, protoţe přepisována bude jen část bloku. Zbytek musí být ze zdroje 
k cíli předán (hrana M->I). Čtení i zápis při práci s modifikovaným blokem lze provést lokálně (na 









Obr. 2.13 Přechody a stavy koherenčního protokolu MSI [2]. 
 
Obrázek 2.14 znázorňuje moţnou realizaci uloţení stavu MSI protokolu k bloku cache. 
K reprezentaci tří stavů by teoreticky stačily dva bity, ale pro následnou práci protokolu je  
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výhodnější uloţení bitu platnosti (valid) samostatně. D značení ušpiněný blok (dirty), s sdílený 
(shared). 
 













Obr. 2.14 Zakódování stavu řádky cache pro protokol MSI. 
2.3.7 Přístup k implementaci naslouchacího protokolu. 
Pro reálnou reprezentaci MSI protokolu nestačí pouze tři stavy, protoţe vyčítání dat z cache ani 
operace na sběrnici obecně neproběhne během jediného taktu [17]. Navíc musí být řešeny případné 
konfliktní situace, odsuny bloku, stornování operací a podobně. Výsledný automat by byl příliš 
sloţitý, proto bývá rozdělen na dva kooperující. Jede řeší poţadavky procesoru, druhý poţadavky 
sběrnice. Protoţe oba komunikují s cache pamětí, je vhodné zdvojit tagy a značky, aby bylo moţné 
načítat informace o různých blocích současně. 
Obrázek 2.15 znázorňuje moţný přístup k implementaci MSI protokolu v hardware. Ovladač 




















Obr. 2.15 Implementace MSI protokolu naslouchánim sběrnici [3]. 
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Řešení zahrnuje i pouţití zásobníku pro skladování bloků určených k odsunu z cache. Pokud by došlo 
k poţadavku čtení odsunutého bloku, můţe být z tohoto zásobníku předán do procesoru bez zpoţdění.  
2.3.8 Klasifikace výkonnosti paralelních systémů 
Základním ukazatelem úrovně kvality paralelního zpracování je zrychlení vůči sekvenčním 
zpracováním úlohy. Zrychlení lze vypočíst jako prostý podíl času potřebného ke zpracování úlohy 
sekvenčně (Ts) vůči času paralelnímu (Tp) tak, jak znázorňuje rovnice 2.1. Pravá část rovnice 
představuje přepis Amdahlova zákona. Ten říká, ţe část libovolné úlohy (𝛼) je vţdy 
neparalelizovatelná a omezuje maximální dosaţitelné zrychlení. Není tedy moţné obdrţet nekonečně 
veliké zrychlení při pouţití nekonečně velikého počtu procesorů (P). Podělením míry zrychlení 
počtem zúčastněných procesorů lze vypočíst účinnost paralelního zpracování, coţ je znázorněno 







1 + 𝛼(𝑃 − 1)
 






Rov. 2.2 Výpočet účinnosti paralelního zpracování [2]. 
 
2.3.9 Problém synchronizace 
V triviálním případě můţeme předpokládat spouštění více sekvenčních aplikací, pracujících ve 
vláknech mapovaných na jednotlivé procesory. Vlákna sice nevyţadují vzájemnou komunikaci, ale 
vyuţití výkonu není optimální. Navíc mnohdy potřebujeme spíše rychlejší zpracování jedné úlohy neţ 
paralelní zpracování více různých úloh. Mezivláknová komunikace je proto nezbytná. 
U symetrických multiprocesorů je výměna dat zajištěna pře sdílenou paměť. Protokoly koherence, 
arbitráţ přístupu ke sběrnici,  atomické operace a sekvenční konzistence zajistí správnou výměnu dat, 
takţe by teoreticky nemělo dojít ke komplikacím. 
Problém nastává, pokud chceme atomicky provést více neţ jednu paměťovou operaci (load, 
store). Nejjednodušším příkladem je testování obsahu proměnné a následné (podmíněné) zapsání. 
Mezi testem a zapsáním můţe dojít k modifikaci obsahu jiným vláknem. Výsledek potom neodpovídá 
očekávání. Obrázek 2.16 znázorňuje obdobnou situaci, kdy dvě vlákna zkouší přičíst svoji hodnotu 
k obsahu paměťové buňky mem(i). V situaci na obrázku očekáváme hodnotu 21, ale vlivem souběhu 
vláken došlo ke ztrátě části výsledku z procesoru A. K zajištění správné kooperace paralelně běţících 












ld   x, mem(i)
x = x + y





ld   x, mem(i)
x = x + y





Procesor B        x
 
Obr. 2.16 Problém synchronizace při inkrementaci obsahu paměťové buňku ze dvou vláken  současně. 
 
Zámek  
Nejdůleţitějším synchronizačním mechanizmem je tzv. zámek, pomocí kterého je moţné některou 
paměťovou buňku (proměnnou) výhradně přidělit jednomu z procesoru aţ do chvíle, kde se jí vlastník 
dobrovolně vzdá. Ostatní vlákna mohou zámek testovat a v případě uvolnění  zaţádat o jeho vydání. 
Zámky slouţí k vytváření tzv. kritických sekcí programu, do kterých má v danou chvíli přístup jen 
jediný procesor. Bezpečné zapsání předchozího kódu pomocí kritické sekce je znázorněno níţe na 
obrázku 2.17. Kritická sekce realizovaná zámkem lck. 
Realizace kritické sekce je jedním z moţných případu řešení tzv. vzájemného vyloučení. 
Dalšími technikami jsou např. semafory, které umoţňují vpustit do kritické sekce n vláken ale ne 
více. Při vstupu je počet přítomných vláken inkrementován, při opuštění dekrementován. 
Kód vzájemného vyloučení musí být psán obezřetně,  aby nedošlo k uváznutí vláken programu. 
Kaţdý proces by měl v kritické sekci strávit co nejkratší dobu a navíc musí být zaručeno, ţe ji vůbec 
opustí (tj., není v ní ukončen). 
 
if  Test_Lock(lck) then
   ld   x, mem(i);
   x = x + y;
   st   x, mem(i);
   Free_Lock(lck)  
else








Obr. 2.17 Kritická sekce realizovaná zámkem lck. Znázornění příchodů a opuštění sekce pro 4 vlákna [2]. 
 
Bariéra 
Během chodu programu mohou procesy zpracovávat různě časově náročné úlohy. Některá vlákna 
dokončí práci dříve neţ ostatní a musí na zbývající procesory čekat. Čekání (sesynchronizování) je 
realizováno pomocí tzv. bariér. Vlákna dosahují bariéry postupně, ale v práci pokračují, aţ se 
k bariéře dostane poslední vlákno. Bariéry musí dosáhnout buď všechna nebo ţádné vlákno, jinak 
dojde k uváznutí. 
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2.3.10 Přístupy k realizaci synchronizačních primitiv 
 
Realizace kritické sekce 
Implementaci kritické sekce je moţné řešit softwarově pomocí algoritmů vzájemného vyloučení: 
 Petersonův pro 2 procesy, Lamportův bakery pro n procesů, Dekkerův pro 2 nebo n procesů [14]. 
Výhodou softwarového přístupu je kompatibilita, tj. vytvořený program není závislý na platformě 
(více méně). Nevýhodou je vysoká časová náročnost obsluhy zámků. Moderní procesory proto zavádí 
hardwarovou podporu zámků, bariér a popřípadě i sloţitějších atomických instrukcí. 
Podpora zámků bývá řešena zavedením atomických instrukcí LL (Load Locked) a SC (Store 
Conditional) [1]. LL načítá obsah paměťové buňky do registru, SC podmíněně ukládá na stejné místo 
v paměti zvolenou hodnotu. Podmíněnost spočívá v tom, ţe mezi LL a SC nesmí dojít ke změně 
obsahu paměťové buňky třetí stranou. V případě, ţe se tak stane, vrací instrukce SC nulu, jinak  
jedničku. Instrukce LL a SC jsou na sobě závislé, pracují se stejnou adresou a nesmí se mezi nimi 
vyskytovat ţádná operace s pamětí (load, store). Implementace zámkových proměnných s podporou 
atomických instrukcí potom spočívá v cyklickém (spining) testování zámku pomocí LL a následném 
zápisu pomocí SC. Přidělení zámku je podmíněno úspěšným zápisem. Implementace LL-SC zámku je 
znázorněna na obrázku 2.18. 
 
Jelikoţ je zámková proměnná umístěná v cache paměti (neukládané zámky vykazují nízký výkon), 
dochází při snaze získat, popř. číst zámek k soustavným přístupům k jediné proměnné a tudíţ  
i k výpadkům (tzv. horké místo). Proto není výhodné zkoušet do zámku rovnou zapisovat, ale raději 
je doporučováno nejdříve kontrolovat, zda je zámek volný či nikoliv (lokální čtení). V případě 
obsazeného zámku je téţ moţné provádět krátké sekvence kódu a k testování zámku se vrátit za 
později. 
Zámky je moţné implementovat různými způsoby a různou výkonností. Závislost počtu výpadků, ke 
kterým můţe dojít během obsluhy zámku, muţe být i kvadratická vzhledem k počtu procesorů. Pro 
větší počet vláken je tedy vhodné pouţívat výkonnější (šetrnější) implementace, např. zámky 
s exponenciální prodlevou, načítání obsahu zámkové proměnné do všech ţádajících cache současně, 




Bariéru lze naimplementovat jednoduše pomocí zámků a 3 sdílených proměnných, jak je znázorněno 
na obrázku 2.18. Pokud bychom chtěli bariéru umístit do smyčky, je vhodné pouţít bariéru 
s rezervací. Pro sníţení reţie horkého místa bariéry je moţné sestavit vlákna do stromů a dosaţení 
bariéry oznamovat vzestupně ke kořenovému vláknu. 
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if  Test_Lock(lck) then {
      if (count==0) relase = 0;        První zavře
      mycount = count++;
      Free_Lock(lck);
      if (mycount==total) {              Jsem poslední?
            count = 0;   
            relase= 1;                        Otevření bariery
      } else 
            while (relase == 0);         Čekání
} else
      Get_Lock(lck);
end;
L : ll      r2, 0(r1)  
     jnz   r2, L           Čekání na volný zámek-0
     mov r2, 1         
     sc    r2, 0(r1)      Pokus o přivlastnění zámku
     jz     r2, L            Byl zámek přidělen?
 
Obr. 2.18  Vlevo implementace bariéry. Vpravo realizace zámku pomocí instrukcí LL, SC. [2]. 
 
Ze strany hardware můţe být docela snadno zajištěna i plná podpora bariéry. Postačí k procesorům 
rozvést bariérní vodič, jejichţ montáţní součet (and) tvoří  výsledek kontroly přítomnosti vláken na 
bariéře. 
 
3 Jazyk VDHL v kontextu syntézy 
Obsah tohoto oddílu práce je věnován stručnému popisu jazyka VHDL se zaměřením na případnou 
syntézu jazyka a přenos VHDL kódu do čipu FPGA. 
 
Jazyk VHDL 
VHDL (VHSIC Hardware Description Language) [4] je typový programovací jazyk slouţící k popisu 
hardware, přičemţ není svázán s ţádnou konkrétní cílovou technologií (tj., je univerzální). Bývá 
vyuţíván při tvorbě integrovaných obvodů nebo pro programování FPGA čipů. Tento jazyk poskytuje 
prostředky pro popis paralelismu, konektivity a explicitní vyjádření času. 
Program ve VHDL jazyce je skládán z modulů/komponent blízkých hardwarové reprezentaci. 
Kaţdá komponenta je vybavených pouzdrem (entita) sloţeným z vstupně/výstupních vodičů. Chování 
komponenty je moţné popsat třemi způsoby – behaviorální, strukturní a dataflow. Popis chování 
(behaviorální) umoţňuje definovat práci se vstupními a výstupními signály pomocí standardních 
příkazů (if, case, for atd.). Není tedy nutné znát přímou hardwarovou reprezentaci, nicméně je 
důleţité pracovat opatrně – podstatná část kódu bude totiţ pracovat paralelně.  Strukturální popis 
slouţí k instancování komponent vytvořených uţivatelem, nebo komponent předvytvořených. 
Výsledný program bývá nejčastěji sloţen ze strukturálně spojených komponent popsaných 
behaviorálně. Popis dataflow je speciálním případem popisu chování. Obrázek 3.1 znázorňuje popis 
synchronního osmibitového registru v  jazyce VDHL. 
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architecture arch_register of register is
      signal Q_reg: std_logic_vector(7 downto 0);
begin
      process (CLK)
            begin
            if (CLK'event and CLK='1') then
                 Q_reg <= I;
            end if;
      end process;
      Q <= Q_reg;
end arch_register;
Definice rozhraní (vstupy/výstupy)




      CLK : in  std_logic;
      I   : in  std_logic_vector(7 downto 0);





Obr. 3.1 Popis synchronního osmibitového registru pomocí jazyka VHDL. 
Syntéza 
Slouţí k převodu VHDL kódu do podoby implementovatelné v hardware. V případě FPGA jde 
o propojení a konfigurování dostupných logických součástí (BRAM, LUT, DSP a pod). Výsledkem 
syntézy [4] je tzv. NetList, který je moţné dále zpracovat aţ do podoby zapojení v konkrétní cílové 










Nezávislé na cílové 
technologii




Obr. 3.2 Řetěz překladu VHDL kódu až na úroveň konkrétní cílové technologie [4]. 
 
Úkolem syntézních nástrojů je mimo jiné nalezení optimálního zapojení pro konkrétní kód. 
Optimálnost představuje kompromis mezi prostorovou a časovou reprezentací – rychlejší zapojení 
můţe spotřebovávat více prostředků a opačně. Uţivateli je dána moţnost stanovit podmínky (např. 
minimální pracovní frekvence), které se pokusí syntézní nástroj dodrţet pomocí optimalizací. 
K dosaţení kvalitních výsledků je vhodné (většinou spíše nutné) mít při psaní VHDL kódu 
alespoň základní představu o výsledné hardwarové reprezentaci. Syntézním nástrojům lze velmi 
pomoci psaním kódu alespoň dle základních standardních zvyklostí. 
 
FPGA technologie 
Čip FPGA (Field Programmable Gate Array – programovatelné hradlové pole) je sloţen z velkého 
mnoţství programovatelných hradel (typicky NAND). Vnitřní struktura čipu je organizována do 
konfigurovatelných logických bloků (CLB), dále bývá k dispozici bloková paměť, násobičky, logika 
pro řízení hodinového signálu a logika konfigurovatelných výstupních pinů. Některé pokročilejší 
FPGA čipy [11] dávají k dispozici i tzv. DSP bloky umoţňující realizaci výpočetně (nebo 
hardwarově) náročných operací. 
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4 Návrh systému 
Obsah této kapitoly vychází z přístupů přiblíţených v teoretické části práce, na jejíchţ základě staví 
popis a návrh podrobného řešení systému multiprocesoru. Tento návrh pak slouţí jako výchozí 
podklad pro praktickou část práce. 
4.1 Návrh propojovací vrstvy (multiprocesoru) 
Přístup k realizaci multiprocesoru byl pojat univerzálněji neţ specifikuje zadání. Byla navrţena 
univerzální propojovací vrstva slouţící k připojení více zařízení ke sdílenému adresovému prostoru 
(SAS). Primárně je určena ke spojení procesorových jednotek, nicméně můţe být jednoduše vyuţita 
k připojení libovolných zařízení. Podmínkou je krom adresových a datových vodičů pouze signál 









Obr. 4.1 Připojení zařízení (Funkční jednotky) k propojovací vrstvě. 
 
Skladba vodičů přesně odpovídá signálům potřebným k obsluze RAM paměti, coţ umoţňuje přímé 
nahrazení RAM propojovací vrstvou. Povolovací signál clock_enable navíc zajistí úplnou 
transparentnost vrstvy. Připojené zařízení nemusí být nijak informováno o stavu operace čtení/zápis, 
















Obr. 4.2 Realizace univerzální propojovací vrstvy. FJ-funkční jednotka (procesory, popř. jiná zařízení). 
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Z dostupných technologií uvedených v kapitole 2 byla  k realizaci vrstvy zvolena technika 
symetrického spojení pomocí arbitrované sběrnice, jak znázorňuje obrázek 4.2. Důvodem k tomuto 
výběru byla nenáročnost řešení (především udrţení koherence) a současně výkon postačující  pro 
následné testování. Kaţdý přípojný bod bude vybaven privátní vyrovnávací pamětí volitelných 
vlastností, arbitráţ bude centrální spravedlivá. V systému bude řešena zpráva mezipaměťové 
koherence pomocí protokolu MSI. Procesorům bude dána k dispozici přímá i nepřímá podpora 
synchronizace. Veškeré speciální funkce budou mapovány do paměti, coţ podporuje univerzálnost 
řešení, protoţe není nutné spojovat procesor (funkční jednotku) s vrstvou pomocí speciálních vodičů. 
Hlavní paměť tvořící základ SAS bude realizována jediným neprokládaným blokem. Prokládaná 
paměť by měla smysl spíše v případě pouţití kříţového přepínače namísto sběrnice. Konkrétní 
podoba hlavní paměti bude řešena aţ ve fázi implementace, popř. aţ ve fázi testování v FPGA. 


























Obr. 4.3 Řešení protokolu s nasloucháním použitím dvouportové RAM. 
 
Nejdůleţitější součástí propojovací vrstvy je cache paměť řízená dvěma ovladači, coţ znázorňuje 
obrázek 4.3. Tento koncept je zaloţen na principu naslouchání sběrnici uvedeném v kapitole 2.3.7. 
Vychází z myšleny ovládání cache ze dvou stran – ze strany procesoru a ze strany sběrnice. V FPGA 
čipu je k dispozici dvouportová BRAM, která se ideálně hodí pro nezávislou obsluhu cache dvěma 
ovladači. Poţadavky procesoru o čtení a zápis z paměti zpracovává ovladač strany procesoru. Pokud 
jsou data ve vyrovnávací paměti nalezena, není třeba ţádat o přidělení sběrnice a operace proběhne 
lokálně. Pokud nejsou data ve vyrovnávací paměti nalezena, musí ovladač strany procesoru generovat 
sběrnicovou transakci. K vyrovnávací paměti přistupuje z druhé strany ovladač sběrnice, který 
sběrnici naslouchá a reaguje na generované transakce datovou odpovědí, zneplatněním bloku, popř. 
aktualizací dat, coţ je znázorněno na obrázku 4.4. Tímto způsobem je zajištěna mezipaměťová 
koherence, přičemţ konstrukce ovládacích automatů vychází z principů protokolu MSI uvedených 
v kapitole 2.3.6. 
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Ovladače strany sběrnice a procesoru by bylo teoreticky moţné spojit do jediného automatu, 
ale výsledný stroj by byl příliš sloţitý, protoţe by musel řešit všechny kombinace stavů procesor – 
sběrnice. Kooperace obou řadičů  nebude potřeba, protoţe řadič strany procesoru získává informace 
o dění na sběrnici přímo ze sběrnice. Druhý ovladač  informace o  straně procesoru nepotřebuje.  
Aby nebylo nutné v případě výpadku čekat na zápis a opětovné vyčtení dat z cache, bude moţné 
předat data procesoru přímo ze sběrnice pomocí zkratky uvedené na obrázku 4.4 vpravo. Stejně tak 
bude moţné předat data, o která máme zájem, ale na sběrnici se objevila bez našeho přičinění (ţádal 













Zásah – data 




Obr. 4.4 Inicializace transakce, odpověď, zkratka předání dat. 
 



















I,S > M u 
protokolu MSI
cpu Dout
Možnost předání dat 
přímo ze sběrnice
 
Obr. 4.5 Předání dat z CPU, používané při výpadku. Připojení cache ke sběrnici. 
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Obsluha cache paměti je sloţena ze dvou částí. První tvoří dva jiţ zmíněné ovladače, druhou tvoří 
multiplexory, registry a komparátory potřebné k manipulaci s daty a signály. Tato část práce je 
věnována právě těmto prvků, ovladačům je věnována samostatná kapitola 4.1.3. 
Zjednodušenou vnitřní strukturu ovládání cache znázorňuje obrázek 4.5, včetně naznačení 
připojení cache ke sběrnici a procesoru. Je vhodné poukázat na vektor  I, S > M, který slouţí 
k předání dat ze strany procesoru do portu B. Toto je důleţité při zápisu do neplatného/sdíleného 
bloku. Na konci zneplatňující sběrnicové transakce je totiţ moţné data rovnou aktualizovat a není 
tedy nutné aby toto prováděla obsluha portu A dodatečně. 
Inicializací transakce (popis Adresa inicializující transakci) je myšleno předání adresy na 
adresovou sběrnici a současné nastavení sběrnicových signálů určující povahu transakce (zápis – brx, 
čtení – br).  
Podrobnější ilustrace vnitřní struktury ovládání byla pro názornost rozdělena do dvou 
samostatných obrázků. První obrázek 4.6 znázorňuje ovládání portu A, druhý obrázek 4.7 ovládání 





































I,S > M u 
protokolu MSI
 
Obr. 4.6 Strana CPU. Podpora odsunu bloku, změny stavu a tagu, důležité součásti. 
 
Signály d_redy a c_bussy slouţí k informování procesoru a stavu cache. D_ready značí připravenost 
čtených dat, c_bussy informuje o zaměstnanosti cache v případě potřeby zápisu. Signály pr a pw jsou 
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pouze přejmenované signály we a en. V rámci kapitoly návrhu bude pro přehlednost pouţito toto 
označení, přestoţe v praktické aplikaci je na základě těchto čtyř signálu generován zmíněný 
clock_enable procesoru nahrazující d_ready a c_bussy. 
Z netriviálních součástí prvního z obrázků lze upozornit na dva komparátory. Signál odsun_ae 
generovaný prvním z nich slouţí k informování řadiče cache o shodě adresy na sběrnici s adresou, se 
kterou momentálně cache pracuje. Toto je důleţité  kvůli podpoře stornování odsunu bloku zmíněné 
v kapitole 4.1.3.  Druhý komparátor slouţí jako podpora tzv. LSL modu, jemuţ je věnován prostor 
v sekci 4.1.4.  
 
Na obrázku 4.7 je mimo jiné zachycen čítač centr určený k čítání spodních <Lo> bitů adresy. Toto 
slouţí jako podpora sériového přenosu bloku dat, kdy zdroj adresu čítá a ostatní ji přijímají 
prostřednictvím sběrnice. Čítaná adresa musí být kvůli synchronní RAM zpoţděna registrem. 
Komparátor AE slouţí i informaci horního řadiče o moţném vzniku konfliktu, kdy adresa dat 
zpracovávaných sběrnicí odpovídá adrese, kterou ţádá procesor.  Konfliktům je věnováno více 
































Obr. 4.7 Strana sběrnice. Podpora sériového přenosu bloku, indikace konfliktu (AE). 
 
Podpora přenosu bloků 
Bloky je moţné, jak jiţ bylo zmíněno, přenášet sériově. Druhou podporovanou moţností je přenos 
bloku najednou, coţ vyţaduje širší datovou sběrnici, ale výrazně zkracuje dobu sběrnicové transakce. 
Podpora prvního i druhého způsobu přenosu vyţaduje zavedení dalších multiplexorů tak, jak 
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znázorňují obrázky 4.8 a 4.9. Ovládání multiplexorů reaguje na koncovou část adresy určující 










Obr. 4.8 Podpora přenosu bloků po slovech. 
 
V případě pouţití přenosu bloku najednou ztrácí smysl výše zmíněný čítač spodní části adresy. Přenos 














Obr. 4.9 Podpora přenosu celého bloku najednou. 
 
4.1.3 Řadiče cache 
Řadiče strany sběrnice a řadič strany procesoru budou implementovány kaţdý samostatným 
konečným automatem. Přechody mezi stavy budou synchronní, ale reakce výstupů bude asynchronně 
závislá na vstupech (tzv. Mealyho automat). Tím bude docíleno zkrácení reakce na události. 
Příkladem zkrácení můţe být předání dat procesoru (nastavení d_ready) ve stejném taktu, ve kterém 
byla data vyčtena. Automaty budou navrţeny na bázi protokolu MSI. Jak bylo uvedeno v kapitole 
2.3.6, protokol MSI představuje základ, na němţ pokročilejší protokoly staví. V budoucnu tedy bude 
moţné ovladače rozšířit např. o podporu protokolu MOESI. 
Poněvadţ operace na sběrnici ani obsluha cache neproběhnou během jediného taktu, nelze 
vystačit při realizaci MSI protokolu se třemi stavy. Navíc musí být řešeny záleţitosti týkající 
se obsluhy cache – prodleva při čtení ze synchronní RAM, odsuny, načítání bloku apod. Dále můţe 
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dojít k různým konfliktním situacím vzniklým souběhem transakcí strany procesoru a strany sběrnice. 
V neposlední řadě jsou důleţité i optimalizace zkracující průběh transakcí. 
Následuje vyobrazení obou automatů se stručným popisem jejich činnosti. Poté bude 
následovat popis řešení zmíněných speciálních případů v rámci automatů. 
 
Automat strany CPU 
Pro přehlednost byl automat obsluhy strany procesoru rozdělen do dvou obrázků. Obrázek 4.10 
znázorňuje část obsluhy zápisu, obrázek 4.11 část obsluhy čtení. Stavy idle (nečinnost) jsou společné. 
Levá strana automatů zachycuje lokální práci s cache pamětí, pravá práci na sběrnici. Přechod z levé 
části do pravé je podmíněn přidělením sběrnice, přičemţ je vyčkáno ve stavech poţadavku na 
přidělení sběrnice – RQ. Pravá část zachycuje přechody v rámci sběrnicové transakce. Spodní cesta 
sběrnicové transakce slouţí k odsunu bloku (pomocí operace čtení), horní cesta slouţí k vyřízení 
poţadavku zápisu/nebo čtení. Stav chst (change state) slouţí k vytvoření prostotu pro nový blok – 














































Lokální činnost Činnost na zběrnici
 
Obr. 4.10 Konečný automat ovladače strany CPU – zápisová část. 
 
Obrázek 4.11  zachycuje druhou polovinu automatu, obsluhující čtení ze strany procesoru. Obsluhu 













































Lokální činnost Činnost na zběrnici
 
Obr. 4.11 Konečný automat ovladače strany CPU – obsluha čtení. 
 
Automat strany sběrnice 
Automat strany sběrnice je moţné realizovat  při pouţití protokolu MSI jednoduše. Délka transakcí 
zápisu i čtení je vţdy stejná, proto co do počtu kroků (stavů) není nutné čtení a zápis odlišovat. 
Rozlišení zpracování transakcí vyřeší Mealyho část automat v závislosti na nastaveném sběrnicovém 
signálu br/brx. Buď jsou data předávána na výstup (nastaven signál dob), nebo jsou přijímána, 















Obr. 4.12 Automat strany sběrnice. Varianta MSI. 
 
Konflikty a jejich řešení 
Přestoţe jsou transakce na sběrnici atomické, není poţadavek (čtení/zápis) vyřízen během jediného 
taktů. Nejdříve  proběhne inicializace, následuje zpoţdění na synchronní RAM (na straně 
odpovídajícího) a nakonec jedno nebo víceslovná datová odpověď. Stejně tak čtení/zápis na straně 
procesoru trvá minimálně 3 takty – poţadavek, zpoţdění RAM, předání dat/zápis dat. Transakce na 
sběrnici se tedy můţe setkat s poţadavkem procesoru v různé fázi rozpracování. Problém nastane ve 
chvíli, kdy je na sběrnici stejná adresa s jakou pracuje procesor a současně není přidělen grant. 
Následuje výčet konfliktních situací, ke kterým můţe dojít: 
 35 
- Procesor čte validní data, která sběrnice zneplatní signálem brx. Řešení: potvrzení vyčtení 
validních dat (d_ready) závisí i na stavu sběrnice. Nebyla-li vyčtena validní data, automat 
přechází do stavu ţádosti o sběrnici. 
- Procesor čte nevalidní data, ţádá RQ, mezitím proběhnou validní data sběrnici. Řešení opět 
pomocí signálu d_ready, tentokrát je ţádost RQ zneplatněna. Zneplatnění musí být provedeno 
asynchronně, aby nedošlo v následujícím taktu k nechtěnému propuštění ţádosti na sběrnici. 
A automat přechází do stavu idle. Signál d_ready je předáván přímo procesoru. 
- Procesor zapisuje do exkluzivního bloku, ale ve chvíli (taktu) vyčtení dat z RAM jiná 
jednotka zaţádá br nebo brx nad stejným blokem. Přestoţe byl vyčten ušpiněný datový blok, 
je zřejmé, ţe do něj jiţ nesmí být zapsáno, protoţe bude brzy sdílen/zneplatněn. Řešením je 
zavedení signálu m_invalidate (zneplatnění zápisu) na základě něhoţ je asynchronně 
zneplatněn povolovací signál zápisu do cache. Automat na základě m_invalidate 
v následujícím hodinovém taktu přejde do stavu ţádosti o sběrnici (RQ-brx) 
- Procesor zkouší odsunout blok, o který zaţádala sběrnice (br nebo brx). Odsun není třeba 
(nesmí být) dokončen. Řešení: odsun stornovat na základě signálu odsun_ae (shoda adres -  
tag cache=adresa sběrnice). Automat přechází přes hranu ods_ae & (not grant) k ţádosti 
o sběrnici, kde pokračuje v průběhu operace stejně, jako by nedošlo k potřebě odsunu bloku. 
- Procesor zkouší nahradit (přepsat,odstranit) blok, se kterým sběrnice pracuje. Blok není 
ušpiněný (nebude odsouván), ale můţe být v danou chvíli pouţíván jako zdroj dat, protoţe 
systém podporuje dodání dat nejen hlavní pamětí, ale i vyrovnávacími pamětmi. Řešením je 
odstranění bloku aţ ve chvíli, kdy není pouţíván sběrnicí. Pokud blok nebyl nahrazen aţ do 
chvíle přidělení sběrnice, přejde automat do stavu chst (change state), kdy náhradu provede. 
Řešení přepsaní bloku (nový tag) ještě před přístupem na sběrnici má smysl, protoţe je 
připraven prostor pro validaci dat aniţ by byla explicitně ţádána – např. načtení dat do všech 
cache najednou, přičemţ na sběrnici ţádá jediná. 
 
Předání dat 
Na poţadavek o čtení reagují všechny zdroje dat, které vlastní jejich validní kopii. Díky tomu je 
teoreticky  moţné odstranit ze systému hlavní paměť a pouţívat pouze cache paměti (podobné 
 distribuované hlavní paměti). Je však potřeba opatrně pracovat s adresami, aby nedošlo ke ztrátě 
odsunutých bloků. Při správném napsání ovladače hlavní paměti je také moţné dodávat data 
rychlejšími cache a aţ v případě, ţe data nikdo nedodává, zaměstnat hlavní paměť. Během sběrnicové 
transakce jsou aktualizovány všechny kopie daného bloku – i v cache, které o aktualizaci neţádaly. 
 
Odsun bloku, vytvoření prostoru pro nový blok 
Modifikovaný blok určený k náhradě je nutné nejdříve odsunout. Sloţitějším řešením by bylo 
zavedení odkládacího registru pro odsun, umoţňujícím nejdříve ţádat a potom teprve odsouvat. 
 36 
Jakmile je blok odsunut, nebo odsun stornován, je moţné přepsat tag bloku a nastavit stav jako 
invalidní. Toto lze provést kdykoliv během čekání ve stavu RQ (ţádost), jen nesmí být přepisovaný 
blok pouţíván jako zdroj informace. Jakmile je uloţen invalidní stav a tag, můţe dojít i k validaci bez 
přidělení sběrnice.Toto řešení je  obzvláště uţitečné při hromadném načítaní dat z více procesorů 
současně – např. zámky. 
  
Sériový přenos bloku 
Při přenosu bloku v jediném celku nedochází ze strany automatu k ţádnému rozdílu oproti přenosu 
jediného slova. Podpora je řešena pouze multiplexory. Jiná situace nastává při přenosu bloku sériově. 
Protoţe velikost bloku bude specifikována aţ konkrétní konstantou během implementace, není moţné 
přecházet v automatu mezi stavy odpovídajícími jednotlivým přenášeným slovům. Řešením je pouţití 
dvojice stavů prelast_dob a w_dob0. První stav zpracovává všechna slova krom posledního, w_dob0 
slouţí ke zpracování posledního a současně k provedení aktualizace stavu bloku a dalších reţijních 
záleţitostí. Poslední slovo bloku je identifikováno komparátorem adresy sběrnice, přičemţ je 
očekáván vektor jedniček končící nulou. 
 
Automatická validace dat 
Automatická validace dat funguje pouze jako drobné rozšíření protokolu MSI. Obsluha cache strany 
sběrnice automaticky aktualizuje všechny bloky, se kterými je na sběrnici pracováno, a to nezávisle 
na tom, zda o to daný procesor momentálně ţádá nebo ne.  
4.1.4 Podpora synchronizace 
Podpora synchronizace je v systému řešena dvojím způsobem. Přímým prostřednictvím implementací 
synchronizačních primitiv na úrovni hardware a nepřímým pomocí obdoby instrukce SC (store 
conditional), jak bylo uvedeno v kapitole 2.3.10.  
 
Nepřímá podpora synchronizace – obdoba instrukce SC 
Kvůli podpoře univerzálnosti vrstvy není moţné zavádět speciální instrukce, protoţe by vyţadovaly 
propojení vrstvy a procesoru speciálními vodiči. Zpracování podmíněného zápisu je pojato jakoţto 
volitelný mod obyčejného zápisu nazvaný LSL (load store load). Přepínání mezi standardní formou 
zápisu a podmíněným modem lze provést pomocí speciálních registrů mapovaných do paměti, jak je 
uvedeno v kapitole 4.1.7. 
Princip LSL modu spočívá v moţnosti podmíněného nedokončení zápisu. Podmínkou 
dokončení zápisu je vlastnění sdílené kopie proměnné, která navíc musí obsahovat hodnotu 0. Nula 
značí, ţe je zámek volný. LSL mod je pracuje obdobě jako dvojice instrukci LL a SC, jak bylo 
naznačeno v kapitole 2.3.10.  
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LSL mod upravuje chování zápisu (store) tak, ţe zápis nemusí být nutně dokončen. Obrázek  
4.13 znázorňuje hrany doplněné do automatu obsluhy cache ze strany procesoru. Hrana (I or nor hit) 
způsobí nedokončení zápisu z důvodu nevlastnění validní kopie, hrana dout_zero realizuje podmínku 
načtení hodnoty 0. Poslední hrana způsobí stornovaní zápisu při čekání na přidělení sběrnice – zámek 
právě získal jiný procesor. Pro ověření, zda byl zámek skutečně získán, je potřeba opět vyčíst jeho 
hodnotu. Pokud je shodná s hodnotou zapisovanou, byl zámek přidělen. Opuštění zámku lze provést 







(I or hit) (S & Mode_LSL&
dout_zero) or
A




Obr. 4.13  Rozšíření zápisového automatu o podporu zámků (obdoba instrukcí LL, SC). 
 
Přímá podpora synchronizace 
Přes moţnost zrychleného načítání obsahu zámkové proměnné do všech ţádajících cache najednou 
(automatická validace) není soupeření o zámek přes sběrnici ideální. Za účelem urychlení přidělení 
opuštění zámku byl navrţen mechanismus přímé podpory synchronizace. Kaţdý procesor (cache) má 
k dispozici sadu arbitrovaných zámkových vodičů, coţ znázorňuje obrázek 4.14. Stejně tak je 
zavedena přímá podpora bariéry znázorněná na tomtéţ obrázku vpravo. Obě funkce jsou procesoru 














Přímá podpora zámků Přímá podpora bariér
 




Jelikoţ je navrhovaný multiprocesorový systém určený především k testování, bude pro zajištění 
funkčnosti postačovat nezřetězená sběrnice podporující atomické operace. K realizaci sběrnice byl 
zvolen multiplexor, jeţ je na rozdíl od třístavových linek v FPGA lehce dostupný. Obrázek 4.15  
znázorňuje propojení jednotlivých jader procesoru. Hlavní paměť je připojena stejným způsobem. 
 






Obr. 4.15  Realizace sběrnice multiplexorem. 
 
Seznam vodičů sběrnice uvádí obrázek 4.16. Konstrukční součet signálů hob (hold on bus) slouţí 




Data Blok dat, popř. jedno datové slovo
Br Žádost o čtení bloku
Brx Žádost o exkluzivní přístup k bloku (zápis)
Dob Datová odpověď přítomna na sběrnici
Hob Držet data na sběrnici (žádá cílové zařízení)
Význam
 
Obr. 4.16 Seznam sběrnicových vodičů (pro variantu protokolu MSI). 
 
Přidělení (přepínání) sběrnice zajišťuje arbiter. Vektor datových odpovědí (dob) přepíná sběrnici ve 
fázi reakce na transakci (odpověď). Dekódováním vektorů znázorněných na obrázku 4.17 (GR, dob) 














Obr. 4.17 Přepínání sběrnice arbitrem nebo datovou odpovědí. Hob – žádost o držení dat na sběrnici. 
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Zdrojů (odpovídajících) můţe být obecně více, proto dekódování bere v úvahu první z potenciálních 
jedniček. Je-li některé zařízení pomalejší neţ ostatní, mělo by být připojeno k méně významným 
bitům vektoru dob a tím upozaděno jakoţto případný zdroj dat. 
 
Ke sběrnici nebudou připojována nestandardní zařízení (pouze cache a hlavní paměť), proto není 
potřeba zavádět sloţitý komunikační protokol (např. handshake). Obrázek 4.18 znázorňuje průběh 
komunikace ţádost-odpověď při sériovém přenosu bloku. Inicializací transakce (cmd) je myšleno 
nastavení jednoho ze signálů poţadavku (br, brx…). Zda bude přepínání sběrnice asynchronní nebo 


















Obr. 4.18 Příklad činnosti komunikačního protokolu při sériovém přenosu bloku. 
4.1.6 Arbiter 
Z moţností realizace nastíněných v kapitole 2.3.3 byla vybrána technika Round Robin poskytující 
spravedlivou centralizovanou arbitráţ vhodnou pro řízení poţadavků jader procesorů. Metoda rotující 
priority je implementačně jednodušší neţ např. LRS, ale stále dostatečně spravedlivá. 
Sběrnicové operace jsou sice atomické, nicméně nemusí být co do počtu taktů stejně dlouhé 
(odsun, jiný protokol neţ MSI). Proto arbitr nebude sběrnici přidělovat na fixní počet taktů. Uvolnění 
bude řídit ovladač cache (strana procesoru) nastavením signálu poţadavku (RQ) na log 0. Protoţe je 
druhá fáze sběrnicové transakce (odpověď) řízena signály dob, je moţné sběrnici uvolnit ještě před 
skončením transakce a překrýt arbitráţ s přenosem. Arbiter bude vyuţit i pro řízení přímé podpory 
zámků zámkovými vodiči.Vnitřní struktura arbitera je spíše otázkou implementace neţ návrhu a bude 
řešena později.  
4.1.7 Mapované registry, přímá podpora barier a zámků 
Návrh by měl umoţnit připojení jakéhokoli jednoduchého procesoru bez nutnosti zásahu do jádra 
CPU. Speciální činnosti souvisící s paralelním zpracováním budou k dispozici v prostoru mapovaném 
na začátku paměti. Obrázek 4.19 znázorňuje způsob adresace speciálních registrů. Aby bylo šetřeno 
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adresami, jsou párové registry (jeden pro zápis, druhý pro čtení) mapovány na stejnou adresu 
a rozlišeny pomocí signálu pw. 
=?
0
dr bussyD 1 0D






Obr. 4.19 Přístup k mapovaným registrům. 
Výčet dostupných mapovaných funkcí 
- Přímá podpora zámků – procesory mají k dispozici n (bude volitelné) zámkových vodičů 
řízených kaţdý samostatným arbiterem. 
- Přímá podpora bariér. Kaţdý procesor bude mít k dispozici n bariérních vodičů.  Můţe 
pomocí nich nahlásit příchod k bariéře, nebo testovat přítomnost ostatních CPU na bariéře. 
- CPU index určuje pořadové číslo CPU jednotky, CPU count značí celkový počet procesorů. 
Obojí je uţitečné při psaní univerzálních programů dělících práci mezi dostupné jednotky. 
Obě hodnoty jsou mapovány na stejnou adresu a rozlišeny bitem cnt_sel ve speciálním 
registru SFR. 
- Registr SFR – slouţí k ovládání speciálních funkcí. Horní polovina je dostupná procesoru 
k zápisu. 
Cnt_sel Lsl_mode Err_flag
CPU může zapisovat i číst CPU může pouze číst
 
Obr. 4.20 Speciálně funkční registr  SFR. 
 
cnt_sel – výběr mezi CPU count a CPU index. 
lsl_mode – zapnutí/vypnutí modu realizujícího vzájemné vyloučení pomocí standardních 
load/store instrukcí. 
err_flag – indikuje chybu vzniklou v rámci cache. 
Zbytek bitů je volný pro budoucí pouţití. 
 






























Obr. 4.21 Mapované registry. Adresy pro zápis a čtení se překrývají. 
4.1.8 Hlavní paměť 
Hlavní paměť bude ke sběrnici připojena stejným způsobem jako cache procesoru. Sběrnicový řadič 
zůstane stejný, popřípadě můţe být pozměněn dle potřeb konkrétní pouţité paměti (zpomalení 
činnosti pomocí signálu drţení dat na sběrnici atd.). Struktura řádku paměti bude obdobná jako 
u cache, jen nebude potřeba ukládat tag. Bity signalizující modifikovaný blok zůstanou ponechány 





















Obr. 4.22 Hlavní paměť je připojena ke sběrnici stejným způsobem jako cache paměti. 
4.2 Návrh cache paměti 
Cache paměť bude realizována jako n-cestně asociativní paměť, kdy bude moţné volit stupeň n. Díky 
tomu bude moţné testovat i přímo mapovanou variantu (n=1), případně experimentálně plně 
asociativní paměť (n=počet poloţek cache, vše na jediné adrese). Toto je výhodné z hlediska 
závěrečného testování a srovnání. Cache paměť bude postavena na principu zpětného zápisu (Write 
Back), průpis je z hlediska pouţití cache na sběrnici nevýhodný. Politiku obnovy bude zajišťovat 
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náhodný výběr oběti, jehoţ realizace je jednodušší neţ ostatní varianty na generické šířce a poskytuje 
téměř srovnatelné výsledky (viz tabulka 2.2). Paměť samotná bude umístěna ve dvouportové blok 
RAM, jeţ je výhodná z hlediska implementace protokolu naslouchání sběrnici (multiprocesor). Při 
návrhu cache paměti bude brána v úvahou moţnost rozšíření paměti o podporu principů skewed 
cache adresace. Ovládací logika cache paměti bude muset být zdvojena – pro port  A i B. 
 
Formát řádku paměti 
Řádek cache paměti obsahuje tag, volitelný počet datových slov tvořící blok a bity určující stav 
bloku, jak je znázorněno na obrázku 4.23. Velikost tagu (co do počtu bitů) závisí na pouţité variantě 
paměti, šířce adresy, počtu poloţek cache a velikosti bloku. 
 
V D S Tag Data m Data 1
 
Obr. 4.23 Formát řádku cache paměti (varianta MSI). 
 
Pro zakódování stavů by teoreticky stačily bity dva, ale pro pohodlnější práci pouţijeme tři bity. 
Význam stavových bitů je následující : 
 
V – bit platnosti (valid bit) 1 1 0
D – bit ušpinění (dirty bit) 1 0 0
S – bit sdílení (shared bit) 0 1 0
Bit v cache M S I
 
Obr. 4.24 Kódování stavů bloku, varianta MSI. 
 
Řádek vyrovnávací paměti záměrně nezahrnuje více cest (všechny poloţky by byly uloţeny 
několikrát). Důvodem je podpora uloţení jednotlivých cest na různé adresy a jejich současná adresace 
během jediného hodinového taktu (skewed). Za tímto účelem musí být kaţdá z cest uloţena 
v samostatné paměti. 
 
Vnitřní struktura jednocestné paměti, podpora současné adresace různých položek (skewed). 
Kaţdá z pamětí (cest) bude vybavena samostatným modulem překlady adresy, viz obrázek 4.25 (ozn. 
TR), jejichţ vnitřní struktura se můţe pro kaţdou cestu lišit (podpora skewed adresace). Generování 
signálu zásahu (hit) zajistí prostá komparace tagu s příslušnou částí nepřeloţené adresy. Zápis do 
paměti závisí na signálu we (write enable) a na okolnostech stanovených politikou obnovy, coţ 






















Obr. 4.25 Modul překladu adresy (TR) , generování signálu zásahu (hit), generování lokálního signálu we. 
 
N-cestně asociativní paměť, politika obnovy 
Adresa, data, nový tag, nový stav a signál we jsou připojeny současně na všechny z cest. Výběr 
pamětí, jejichţ data budou předána na výstup, je podmíněn zásahem. Pokud ţádná z pamětí nehlásí 
zásah, je na výstup předána oběť stanovená politikou obnovy, aby bylo moţné rozhodnout o případné 
nutnosti odsunutí modifikovaného bloku. Stejná oběť je následně nachystána pro přepsání (signál 
random_we). Generovanou náhodnou hodnotu je potřeba drţet po celou dobu operace a regenerovat 
aţ po jejím skončení (signál regen), je znázorněno na obrázku 4.26. Dekodérem je myšlen převod 
















Obr. 4.26  N-cestně asociativní paměť, politika obnovy. N-cesty umístěny v samostatných paměťových blocích. 
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4.3 Návrh jednoduchého procesoru 










Obr. 4.27 Návrh jednoduchého procesoru. 
 
K realizaci procesorové jednotky byla zvolena load/store registrová architektura a jednoduchá RISC 
instrukční sada vyuţívající dvou adresních reţimů (přímý a registrový). Linka procesoru bude 
nezřetězená. Instrukce programu budou uloţeny v synchronní ROM paměti, data budou načítána ze 
synchronní cache. Ovládání procesorové jednotky (řízení potřebných signálů) bude zajišťovat 
asynchronní dekodér instrukcí. Procesor bude pracovat s šestnáctibitovým celočíselným nezáporným 
datovým slovem, instrukce budou dvacetičtyřbitové. Operace v pevné řádové čárce lze realizovat bez 
problémů pomocí podporovaných matematických  instrukcí kombinovaných s posuvy. Adresa i data 
budou ve formátu Little Endian. Výběr jednotlivých technologií k realizaci procesoru je podloţen 
potřebou jednoduchého nenáročného procesoru začlenitelného do multiprocesorového systému. 
Návrh procesorového jádra je zaloţen  principech MIPS jednotek a celkově vychází z návrhu 
uvedeném v [7]. Obrázek 4.27 znázorňuje schéma procesoru sloţeného z následujících součástí: PC-
čítač programu, IC-paměť instrukcí, ID-instrukční dekodér, RF-pole registrů, DC-datová cache 
(externí), ALU. Pokud by byl v budoucnu shledán počet adresních módu nedostatečným, lze uvaţovat 
např. o rozšíření o nepřímou registrovou adresaci (data z DC vedená na multiplexor operandu 2). 
 
Čítač programu 
Čítač cyklicky inkrementuje adresu programu. Podporu skokových instrukcí zajišťuje multiplexor na 
vstupu čítané adresy. Adresu cíle skoku je moţné předat pouze buď konstantní hodnotou, nebo 
obsahem některého z registrů. Stejně tak lze obsah čítače programu uloţit do registrového pole, coţ 
umoţňuje společně se softwarovou implementací zásobníku realizovat volání a návrat 
z podprogramů. Instrukce jsou načítané ze synchronní RAM, na které vzniká zpoţdění jeden takt. 
Kvůli podpoře skoků není moţné vyčítat instrukce v kaţdém taktu (v případě skoku by musela být 
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následující instrukce stornována). Proto bude procesor pracovat ve dvou fázích – načtení instrukce 
(IF) a provedení instrukce (ID,EX,WB). Označení fází zpracování vychází z principů linky procesorů 
MIPS. 
Čítání programu bude podmíněno hodnotou povolovacího vstupu (CE). Linka procesoru bude 
zastavena ve chvíli čekání na synchronní instrukční cache, nebo při čekání na povolení ze strany 












Obr. 4.28 Podmíněné čítaní adresy programu. Vlevo multiplexor předávající adresu cíle skoku. 
 
Paměťová operace store nezpůsobí zastavení linky procesoru, pokud není datová cache zaměstnána 
předchozí operací. Operace load proběhne v nejlepším případě se zpoţděním jeden takt, jak je 
znázorněno na obrázku 4.29. Zpětný zápis vyčtené hodnoty do registrového pole (WB) bude moţné 








Operace s ALU jednotkou
Zásah při zápisu
(+ cache nenÍ zaměstnána)
Zásah při čtení
(WB překryt s IF)
 
Obr. 4.29 Fáze činnosti procesoru. Čtení z paměti cache bude částečně překryté s následující instrukcí. 
 
Paměť programu, banka registrů 
Paměť programu bude realizována jako ROM  o šířce slova 24 bitů. Velikost co do počtu poloţek 
závisí na konkrétní implementaci. Registrové pole bude tvořit paměť umoţňující asynchronní čtení 
a synchronní zápis při jednom zápisovém a dvou čtecích portech. Pole bude obsahovat 16 slov 
(vhodné pro zakódování instrukcí). V případě potřeby by mohl být počet registrů zvětšen pouţitím 







Asynchronní dekodér rozloţí instrukční slovo na podstatné součásti – Operandy A, B, konstantu, 
operační kód instrukce a nastaví potřebné signály linky procesoru. Způsob zakódování instrukcí je 
volen s ohledem na jednoduchost zpětného dekódování – viz obrázek 4.30.   
 
Op. kód Reg A
Binární operace, registrový adresní režim (př add)
Binární operace, přímý adresní režim (př. add)
Unární operace, registrový adresní režim (př. rl)
Nulární operace, přímý adresní režim (př. jmp)
23-20 19-16
Konstanta
Op. kód Func. Konstanta
Op. kód Reg A Reg B Func.
Op. kód Reg A Func.
15-12 11-8 7-4 3-0
 
Obr. 4.30 Zakódování instrukcí. 
 
Na obrázku 4.31 je znázorněn příklad zakódování instrukce add. V případě přímého adresního reţimu 
je rozlišující operační kód umístěn vlevo, v případě registrového modu vpravo. Reg A a Reg B 
představují adresy registrů v registrovém poli. Reg A slouţí jako jeden z operandů a současně jako cíl 
výsledku operace. 
 
0000 Reg A Konstanta
1111 Reg A Reg B 0000
Př. zakódování instrukce add, přímý režim
Př. zakódování instrukce add, registrový režim
 
Obr. 4.31  Příklad zakódování instrukce Add v obou možných adresních režimech. 
 
Výčet konkrétních podporovaných instrukcí je uveden na obrázku 4.32. V příloze A je uveden 
kompletní seznam instrukcí včetně podoby jejich zakódování. 
 
Matematické operace add, adc, sub, suc, mul, div     2        2
Logické operace and, or, xor     2        2
Přesunu mov     2        2
Porovnání cmp     2        2
Přístup do paměti ld, st     2        2
Rotace sl, slc, sr, src, rol, ror     1        1
Skoky jmp, jc, jnc, jz, jnz     1        1
Práce s čítačem programu lpc, spc                                           1                  1
Typ instrukce Výčet instrukcí Operandy Režimy
 





Aritmeticko-logická jednotka pracuje s celočíselnými nezápornými operandy v přímém kódu. 
Výpočet matematických operací zahrnuje i nastavení příznaku přetečení signalizovaného 
jednobitovým registrem C (carry). Je-li výsledek operace roven 0, je nastaven příznak Z (zero) viz 
obrázek níţe. Oba příznaky jsou vyuţívány podmíněnými skokovými instrukcemi k řízení běhu 

















5 Implementace a syntéza systému 
Tato kapitola stručně popisuje implementaci výše uvedeného návrhu pomocí jazyka VHDL 
s důrazem na implementačně netriviální součásti. Část této kapitoly je rovněţ věnována technice 
přenosu implementovaného systému do čipu FPGA. 
5.1 Implementace systému 
Pro implementaci navrţeného systému byl zvolen jazyk VHDL, pro simulaci nastroj ModelSim verze 
6.4. Od začátku práce byl kladen důraz na syntetizovatelnost výsledného kódu. K syntéze byl pouţit 
balík nástrojů Xilinx ISE verze 11.1. 
Implementace byla pojata univerzálně s moţností jednoduchého rozšiřování systému. 
Základem je nízká provázanost mezi procesorem (CPU jednotkou) a jemu přidělenou vyrovnávací 
pamětí (DC). Procesorová jednotka můţe být lehce nahrazena libovolným jiným zařízením, které 
vyţaduje přístup ke sdílenému adresovému prostoru. Koherence cache je řízena automaticky, nástroje 
synchronizace přístupů jsou mapovány do paměti. V případě potřeby je moţné jednoduše přidat 
vodiče zpřístupňující CPU speciální funkce přímo. Celý systém je moţné chápat jako univerzální 
propojovací vrstvu poskytující moţnost spojení zařízení libovolného typu. 
Obrázek 5.1 níţe znázorňuje celkový pohled na realizovaný systém (společně generovaný pár 
CPU-datová cache, sběrnice (bus), modul arbitera (arb), modul hlavní paměti a logiku podpory bariér 
a zámkových vodičů). Jednotlivé komponenty jsou logicky členěny do samostatných modulů, coţ 
mimo jiné umoţňuje syntézu kaţdého modulu zvlášť. Vstupem hlavní komponenty multiprocesor je 
pouze hodinový signál a reset. Výstup tvoří registrově oddělené vodiče sběrnice. V případě potřeby je 























Obr. 5.1  Celkový pohled na implementovaný systém. 
 
 49 
Aby bylo moţné dosáhnout patřičné univerzálnosti, jsou k dispozici přepínače ovlivňující parametry 
výsledného řešení. Tabulky 5.1 a 5.2 znázorňují nejdůleţitější z nich. Např. pomocí přepínače 
NO_CPU je moţné docílit vygenerování libovolného počtu procesorů včetně příslušné podpory, coţ 
bude vyuţito při srovnání výkonnosti systému řešícího stejnou úlohu pomocí různého počtu jader.  
 
Parametr Min Max Popis 
NO_CPU 1  Počet CPU. Mocniny 2. 
ADR_WIDTH 2 - Šířka adresy strany připojeného zařízení. 
Ovlivňuje mimo jiné i počet položek 
v hlavní paměti. 
DATA_WIDTH 8 - Šířka datového slova. 
LOCKS_COUNT 1 DATA_WIDTH Počet vytvořených arbitrovaných 
zámkových vodičů. 
BARR_COUNT 1 DATA_WIDTH Počet vytvořených varietních vodičů. 
Tab. 5.1 Parametry umožňující nastavení multiprocesoru. 
 
Parametr Min Max Popis 
NO_WAYS 1 - Počet cest cache paměti. Mocniny 2. 
BLOCK_SIZE 1 - Velikost bloku paměti. Mocniny 2. 
STATE_WIDTH        1 - Počet stavových bitů bloku. 
CACHE_ADRES_WIDTH 1 ADR_WIDTH Šířka adresy cache paměti. Ovlivňuje 
mimo jiné počet položek v cache. 
SER_BL_TRANSFER 0 1 Přenos bloku sériově/Po blocích 
atomicky. 
Tab. 5.2 Parametry umožňující nastavení cache paměti. 
Procesor 
Pro testování spojovací vrstvy byl realizován 16 bitový procesor, jehoţ vnitřní členění je znázorněno 
na obrázku 5.2. Propojení mezi cache a procesorem je řešeno podobně, jako kdyby byl procesor 
připojený k obyčejné RAM paměti (WE, EN, A, Din, Dout). Jedinou zvláštností je signál cpu_en 
slouţící k zastavení činnosti linky CPU – pro případy výpadků, zaměstnání cache předchozím 
zápisem atd. 
 Program procesoru je předán do instrukční ROM (IC) během programování FPGA čipu. Při 
testování budou všechny CPU jednotky vybaveny stejným programem, přičemţ činnost kaţdé z nich 









Obr. 5.2  Komponenta procesoru. Vstupy/Výstupy. Signál cpu_en umožňující pozastavení linky CPU.  
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Vyrovnávací paměť, hlavní paměť 
 
Na obrázku 5.3 je znázorněn modul DC.vhd obsahující ovládání datové cache (DC_ctrl.vhd) 
a připojenou cache, případně hlavní paměť. Automat fsmA zajišťuje ovládáni strany CPU, automat 
fsmB ovládá stranu sběrnice. Pole Map reg. znázorňuje registry mapované do paměti, přes které jsou 
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Obr. 5.3 Modul DC.vhd obsahující ovládání cache paměti a vytvořenou cache, popř. hlavní paměť. 
 
Připojená cache paměť obsahuje logiku generování signálu zásahu (hit) a logiku výběru oběti. Pro 
účely snadnějšího ladění byla paměť rozdělena do více modulů vybavených stejným vnějším 
pouzdrem zobrazeným na obr. 5.4. Kaţdý z modulu je moţné připojit přímo k ovládání cache. 
DC_mem představuje rozhraní pro dvouportovou blok RAM DC_ram. Toto rozhraní je vyuţitelné jen 
v případě potřeby otestování základní funkčnosti CPU – load/store. DC_ow rozšiřuje RAM 
o schopnost detekovat zásah v paměti na základě uloţeného tagu. Dále překládá adresu systému na 
adresu v cache. Překlad je realizován parametrizovanou funkcí, přičemţ ve standardním modu 
překládá adresu asociativně – modulo – a to ignorováním nejvýznamnějších bitů adresy. Modul 
DC_nw rozšiřuje cache o podporu výcecestnosti (výběr oběti, multiplexování výstupů jednotlivých 
cest). Jednotlivé cesty jsou záměrně generovány do samostatných paměťových modulů s vlastním 
překladem adresy (DC_ow), aby bylo moţné poloţky v jednotlivých cestách adresovat různou funkcí 
(skewed). 
Hlavní paměť (mm_ram.vhd) je skládána z jednoportových blok RAM ovládaných stejným 
řadičem paměti jako cache. Signály hit jsou pro stranu ovladače nastaveny napevno na 1, přebytečný 
automat fsmA odstraní syntéza. Maximálně můţe být adresováno 65536 poloţek, přičemţ konkrétní 
velikost hlavní paměti omezuje parametr zarovnání (uvnitř mm_ram). Ve výsledku je předpokládáno 
investovaní nevyuţitých blok RAM na FPGA čipu právě pro hlavní paměť. 
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Port A
(Read first, Write 
after mod)
Port B

































Obr. 5.4 Pouzdro paměti. Moduly vybavené tímto pouzdrem (umístitelné na pozici cache). 
 
Obsah hlavní datové paměti RAM je podobně jako obsah instrukčních cache inicializován během 
programování čipu FPGA. Obrázek 5.5 znázorňuje přiklad inicializace pro variantu 16 bitového slova 
a velikosti bloku = 2. První čtyři řádky (adresy) jsou investovány do mapovaných registrů, sloupce 
vlevo představují bity MSI protokolu. 
 
signal ram : t_mm_ram := (
--XVDS|--------BL2----------||-----------BL1----------
 "000000000000000000000000000000000000", --0  pm1, pm0
 "000000000000000000000000000000000000", --2  pm3, pm2
 "110100000000000000010000000000000000", --4  
 "110100000000000000110000000000000010", --6  
 
Obr. 5.5 Ukázka inicializace dat hlavní paměti. 
5.2 Popis implementačně netriviálních součástí 
 
Arbiter 
Implementace navrţeného spravedlivého arbitra pracujícího nad generickou šířkou (počtem 
arbitrovaných zařízení) představuje problém. Rotující prioritní vektor musí být schopný přidělit grant 
následujícímu ţadateli ideálně během jediného taktu. Toto znamená potřebu nalezení jedničky 
vektoru RQ, která je nejblíţe vlevo jedničce ve vektoru GR. Pro hardwarovou implementaci se nabízí 
pouţití komponenty umoţňující rotaci vektoru o 1 aţ n bitů během jediného taktu. Takovouto 
komponentu představuje tzv. logic shifter implementovaný jako n multiplexovaných posuvných 
registrů (kaţdý posouvá o jiné mnoţství bitů). Některé FPGA čipy obsahují komponentu umoţňující 
obdobné chování – tzv. barel shifter. Obrázek Obr. 5.6 znázorňuje implementaci arbitra pomocí 
rotací, kdy enkodér určí, o kolik bitů je třeba posouvat; vektor RQ je poté posunut, je nalezena první 
















Obr. 5.6 Implementace arbitráže pomocí rotace. 
 
Náročnost arbitráţe roste poměrně nepříjemně s počtem řízených zařízení, coţ je znázorněno 
v tabulce 5.3. 
Obrázek 5.7 znázorňuje sofistikovanější přístup, kdy je k nalezení nové jedničky vyuţito 
negace odečtu a následného logického součtu s vektorem poţadavků. Variantu je nutné doplnit 
o druhou větev řešící situaci nulového vektoru grantu. Princip metody je převzat z projektu Liberouter 




















Obr. 5.7 Implementace arbitráže pomocí odečtu. 
 
Rotace 2CPU 4CPU 8CPU 16CPU 32CPU 
Slice Registry 4 7 15 31 63 
Slice LUT 2 6 64 183 382 
Vstupy/Výstupy 6 10 18 34 66 
Maximální frekvence [MHz] 920 602 229 144 117 
Tab. 5.3 Náročnost arbitráže realizované pomocí posuvných registrů (Virtex 5). 
 
Odečet 2CPU 4CPU 8CPU 16CPU 32CPU 
Slice Registry 4 8 16 32 64 
Slice LUT 2 20 31 55 113 
Vstupy/Výstupy 6 10 18 34 66 
Maximální frekvence *MHz+ 871 457 300 264 229 
Tab. 5.4 Náročnost arbitráže realizované pomocí odečtu (Virtex 5). 
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Generátor pseudonáhodných čísel 
Pro generování pseudonáhodných čísel (pro výběr oběti v ncestná cache) byl zvolen 16 bitový 
posuvný registr LFSR [4] znázorněný na obrázku 5.8. Princip generátoru spočívá v nasouvání bitu 
spočteného pomocí xor funkce aplikované nad různými bity slova. V tomto případě byl pouţit 
Fibonacciho posuvný registr inicializovaný hodnotou 7247H. 
 
1 0 0 0 0 1 1 1 0 0 1 1 0 1 0 1
xor xorxor
15 13 12 10 0
0
 





ALU jednotka procesoru umoţňuje výpočty v přímém kódu  s pevnou řádovou čárkou. Implementace 
sčítání a odčítaní je realizována pomocí společné sčítačky – jedna pro operaci s přenosem a jedna bez 
něj. Implementaci 16 bitového násobení zajišťuje vestavěný DSP blok (Virtex 5). Zbytek zdrojů je 
spotřebován pro implementaci logických funkcí a posunů. Funkce dělení je v FPGA technologii 
obtíţně realizovatelná, proto je pro jednoduchost uvaţováno pouze dělení pomocí posuvu vlevo. 
Obrázek 5.9 znázorňuje výpis syntézou identifikovaných komponent ALU. 
 
 




K realizaci konečných automatů byla zvolen zápis [4] rozpoznatelný syntézou ISE. Automat přechází 
mezi stavy synchronně, přechodová funkce pracuje asynchronně. Výstupy automatu asynchronně 
závisí na vstupech, coţ umoţňuje reagovat na události dříve neţ s další náběţnou hodinovou hranou. 
Obrázek 5.10 znázorňuje reakci syntézy na nalezený automat – je zjednodušen a zakódován a jsou 





















Obr. 5.10 Zakódování automatu fsmA pomocí nástroje ISE, logický zápis automatu. 
 
Generické algoritmy 
V rámci práce jsou vyuţívány i funkce pracující nad univerzální datovou šířkou. U těchto algoritmů 
je třeba dávat pozor na korektnost zápisu a ověřovat syntetizovaný výsledek. Na obrázku 5.11 je 
znázorněn příklad funkce realizující transformaci vektoru vyhledáním první jedničky zprava [15]. 
 
function firstOne(x: std_logic_vector) return std_logic_vector is
      variable allZero: std_logic_vector(x'range);
      variable fOne   : std_logic_vector(x'range);
      begin
            allZero(0) := not x(0);
            fOne(0) := x(0);
            for i in 1 to x'length-1 loop
                  allZero(i) := (not x(i)) and allZero(i-1);
                  fOne(i) := x(i) and allZero(i-1);
            end loop;
      return fOne;
end function firstOne;  
Obr. 5.11  Ukázka funkce pracující nad univerzální datovou šířkou. 
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5.3 Syntéza systému 
Syntéza systému byla ověřena pro čipy Spartan 3, Virtex 5 a Vyrtex 6 [11]. Tabulka 5.5 uvádí 
spotřebu zdrojů samostatnou CPU jednotkou pro čip xc5vlx50t (Virtex 5). 
 
 
Logické bloky Použito Dostupných Využití 
Slice Registry 13 28800 0% 
Slice LUT 331 28800 1% 
Blok RAM 1 60 1% 
Bloky DSP48Es 1 48 2% 
Maximální frekvence 120.250MHz  
Tab. 5.5 Spotřeba zdrojů samostatnou CPU jednotkou (Virtex 5). 
 
Tabulka 5.6 uvádí spotřebu zdrojů a pracovní frekvenci celého systému. S rostoucím počtem CPU 
jednotek mírně klesá dosaţitelná pracovní frekvence. Příčinou je zvyšující se sloţitost prvků 
podílejících se na přepínání sběrnice (Arbiter, dekodéry, enkodéry). Pro dosaţení vyšší pracovní 
frekvence by bylo potřeba registrově oddělit arbiter (oboustranně) oproti momentálnímu 
jednostrannému oddělení. Stejně tak by bylo nutné přepínat sběrnici synchronně 
(ţádající/odpovídající). Toto by však na druhou stranu způsobilo zpoţdění co do počtu taktů 
potřebných k vyřízení sběrnicové transakce.  
 
Logické bloky 2CPU 4CPU 8CPU 8CPU, MM 16CPU Dostupných 
Slice Registry 214 386 730 730 1418 28800 
Slice LUT 1111 2152 3994 3993 8435 28800 
Vstupy/Výstupy 41 41 41 41 41 480 
Blok RAM 5 9 17 54 33 60 
Bloky DSP48Es 2 4 8 8 16 48 
Maximalní frekvence *MHz+ 120.115 115.048 102.488 102.440 84.888   
 
Tab. 5.6 Rostoucí spotřeba zdrojů, klesající pracovní frekvence v závislosti na počtu CPU jednotek (Virtex 5). 
 
V řádku Blok RAM je moţné sledovat spotřebu pamětí. S kaţdou CPU jednotkou spotřebována jedna 
BRAM pro instrukční cache a další pro datovou cache (BLOK=1, počet cest=1). Hlavní paměť je 
zarovnána na jedinou BRAM. V sloupci 8CPU, MM je ilustrováno pouţití zbývajících BRAM pro 
hlavní paměť (65536x20-bit single-port block RAM). VHDL kód všech pamětí je napsán tak, aby bylo 
moţné měnit datovou i adresovou šířku, ale identifikace paměti musí stále projít syntézou bez 
problémů. Při nedostatku vestavěných pamětí (např. Spartan 3) je moţné opět pomocí zarovnání 
zmenšit velikost instrukční cache tak, aby byla pro dvě CPU jednotky pouţita společná BRAM. 
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 Datová šířka jednoblokové cache odpovídá šířce dostupných paměti – 36  bitů, tj. 16 pro data, 
16 pro tag (plná šířka nutná kvůli podpoře adresovaní jiným způsobem neţ asociativně) a čtyři pro 
identifikaci stavu bloku. Do jedné paměti je moţné umístit aţ 1024 těchto poloţek. Pokud zvětšíme 
počet bloku na 2, získáme paměť (1024x51-bit dual-port RAM) umístěnou do dvou BRAM. Přibylo 16 
datových bitů, ubyl jeden bit tagu (poslední bit adresy je společný pro oba bloky a není tedy potřeba 
jej ukládat). Z hlediska efektivního vyuţití prostředků se více vyplatí pouţít velikost bloku čtyři nebo 
osm. 
5.4 Syntéza do FPGA 
Pro otestování funkčností systému byl zvolen vývojový kit ML605 [10] firmy Xilinx vybavený 
moderním čipem xc6vlx240t kategorie Virtex6 [11]. Projekt sepsaný v jazyce VHDL byl vybaven 
zapouzdřující komponentou top_lvl.vhd umoţňující sledování výstupů sběrnice multiprocesoru 
pomocí v ISE předgenerovaných komponent ILA a ICON – viz obrázek 5.12. Komponenta ILA 
(Integred Logic Analyzer) slouţí ke sledování přidělených vstupů, komponenta ICON (Integred 
Controller) ke komunikaci s PC pomocí rozhraní JTAG. Pro sledování průběhu na vodičích 












Obr. 5.12  Zapouzdřující komponenta top_lvl umožňující sledování chování multiprocesoru pomocí PC. 
 
Dále je nutné zvolit (namapovat) logické signály na konkrétní vodiče FPGA. V tomto případě stačí 
připojit generátor hodinového pulzu a signál reset obsluhovaný tlačítkem. K namapování vodičů 
slouţí soubor multiprocesor.ucf (User Constraints File), jehoţ obsah je následující : 
 
NET CLK PERIOD = 20 ns ; 
NET "CLK"              LOC = "AE16";   ## 93  on U19 
NET "RESET"         LOC = "H10";     ##   2  on SW10 pushbutton (active-high) 
 
Podmínka minimální pracovní frekvence je stanovena na 50Mhz (20ns), ke generování hodinového 




6 Testovací úlohy a měření výkonnosti 
Tato kapitola práce popisuje chování realizovaného systému při zpracování konkrétních testovacích 
úloh, přičemţ pozornost je věnována zejména demonstrování funkčnosti implementace a dosaţení 
zrychlení v testovaných úlohách. 
6.1 Jednoduchá ukázka činnosti 
K ověření základní funkčnosti byla pouţita úloha nesynchronizované výměny dat. Procesor CPU0 
načítá data z adresy 2E, inkrementuje je a zapíše na adresu 2D. Procesor CPU1 provádí stejnou 

















-- Pricitani v nekonecne smycce




cpu1 ld R0 #45
add R0 #1
st R0 #46
jmp c1  
Obr. 6.1 Úloha nesynchronizované výměny dat. 
Na obrázku 6.2 je moţné sledovat úlohu spuštěnou v simulaci. Červené šipky znázorňují řešení 
výpadku při načtení invalidního bloku, modré šipky představují datovou odpověď. Stav automatu 
fsmB je v grafu uveden pouze jednou, protoţe co do průběhu stavů je pro všechny zúčastněné stejný. 
Chování automatu se liší v pouze Mealyho části. Cache paměť byla pro jednoduchost (názornost) 
pouţita jednocestná, velikost bloku =1. Hlavní paměť (MM) není do transakcí zapojena, pouze 
zneplatňuje (brx) a opět  obnovuje (br) vlastní bloky. 
V řádcích cache paměti (názorně třeba i na sběrnici) lze sledovat inkrementaci dat, jeţ probíhá, 
avšak nikoli při kaţdém načtení. To je logickým důsledkem nesynchronního přístupu k poloţkám 
paměti. Uloţení dat (st) nezpůsobuje pozastavení CPU, protoţe cache nikdy v okamţiku zápisu není 
zaměstnána předchozím zápisem – můţe store převzít a CPU uvolnit. Vytíţení sběrnice je téměř 
ideální – ani jeden procesor nečeká (w_rq_brx, r_rq_br) déle, neţ je prodleva způsobená arbitráţí, ale 
současně sběrnice stále některému z procesoru patří  (gr=00 volno). 
Úloha byla vzhledem rušnému dění na sběrnici vhodná pro odzkoušení funkčnosti v FPGA (z 






























Červeně znázorněno : Cpu1 výpadek při čtení (I=>S)
Modře znázorněno : Cache0 odpovídá (M=>S)
Cpu0 ld
 
Obr. 6.2 Simulace (nahoře) a otestování v FPGA (dole) úlohy nesynchronizované výměny dat. 
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6.2 Paralelní úlohy 
6.2.1 Paralelní sečtení prvků vektoru 
Pro demonstrování paralelního zpracování byla vybrána úloha součtu poloţek vektoru. Úloha je dobře 
paralelizovatelná a umoţňuje sledovat zrychlení uţ od poměrně nízkého počtu interakcí, coţ je 
výhodné při testování v pomalé simulaci. Obrázek 6.3 graficky znázorňuje průběh součtu poloţek 
vektoru velikosti 512. Lze pozorovat mírné zrychlení při zpracování úlohy 16 procesory oproti 
8 procesorům. 16 procesorů dokončí práci výrazně rychleji, avšak stráví dvojnásobek času 
synchronizací. Při větším rozměru úlohy nemá synchronizace takový vliv. Dále je moţné sledovat 











































Čekání na přidělení sběrnice






Součet 512 položek; Cpu(16),Cache(1w, 2^10,bl=8)
Součet 512 položek; Cpu(8),Cache(1w, 2^10,bl=8)
 




Úloha byla simulována pro 2, 4, 8 a 16 procesorů při 256, 512, 1024, 2024 prvcích vektoru. Graf 6.4 
znázorňuje vztah času (takty) dokončení práce k počtu procesorů a rozměru úlohy. Je moţné sledovat 
výrazné urychlení zpracování uţ při pouţití 4 procesorů. Cache byla pouţita jednocestná, více cest by 
v tomto případě nemělo význam (kaţdá poloţka je načítána pouze jednou). Velikost bloku=16. 
 
 
Obr. 6.4 Doba zpracování vektoru v taktech pro různý rozměr úlohy a různý počet procesorů. 
 
Grafy 6.5 znázorňují dosaţené zrychlení a k němu vztaţenou účinnost.  
 
Obr. 6.5 Zrychlení a účinnost při zpracování úlohy. 
 
Úloha je dobře paralelizovatelná – procento neparalizovatélné časti 𝛼 nabývá při rozumných 
rozměrech úlohy čím dál niţších hodnot např. 0,02 % pro 16 procesorů a 2048 prvků vektoru. 












Takt dokončení úlohy Výsledky pro velikost bloku =16





























P - počet procesorů
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mohlo vyplývat dosaţení vyšší rychlosti při neustálém navyšování počtu zúčastněných jader (při 
dostatečné velikosti zpracovávaného vektoru). Omezení paralelizace plyne bohuţel nejen z povahy 
úlohy, ale také z konfigurace sběrnice. Při přenášení bloku velikosti 16 (256 datových vodičů) lze na 
sběrnici provozovat 16 procesorů, aniţ by docházelo k prodlevám. Obrázek 6.6 znázorňuje zpomalení 
zpracování úlohy při pouţití nedostatečné velikosti bloku (vlevo blok=4, CPU=8, vpravo blok=2, 
CPU=8). Alarmující je vzrůst počtu taktů strávených čekáním na sběrnici (z 6,9 % na 39,0 %) 











Součet 256 položek; Cpu(8),Cache(1w, 2^10,bl=4)
625 625




Čekání na přidělení sběrnice 39,0% taktůČekání na přidělení sběrnice 6,9% taktů
Vytížení sběrnice 59,1%
Miss rate 51,6%
Pozn. Hodnoty v procentech počítané pro interval 0-dokončení práce.
 
Obr. 6.6 Vlevo plynulý průběh výpočtu při 64 bit. sběrnici, v pravo saturovaná 32 bit. sběrnice. 
 
Navrţený systém umoţňuje zvolit optimální velikost bloku a počet procesorů pro konkrétní úlohu 
a tím šetřit hardwarové prostředky. Pro tuto úlohu a velikosti vektoru 2048 poloţek postačuje 
8 procesorů a velikost bloku 4. 
Konkrétní hodnoty obdrţené při. testování lze nalézt v příloze, včetně zápisu programu 
realizujícím tuto úlohu. Úloha byla krom simulace úspěšně odzkoušena i v čipu FPGA (dvě 
spolupracující jádra, šířka sběrnice 2 bloky).. 
6.2.2 Simulace paralelního zpracování vstupu 
Jiným přístupem k vyuţití jader procesoru je moţnost paralelního zpracování vstupu/výstupu. CPU0 
bude načítat vzorky (např. z A/D převodníku) do cache a bude přidělovat práci ostatním. 
Obrázek 6.7 znázorňuje implementaci takovéto simulace. CPU0 načítá vzorky do paměti 
a s kaţdým 64. vzorkem vytvoří novou úlohu, přičemţ určí, jakým způsobem má být zpracována. 
Ostatní procesory úlohy vyzvedávají z fronty a zpracovávají. Důleţité je zvolit optimální počet 
procesorů, aby stíhaly zpracovávat vstup, ale současně netrávily mnoho času prodlevou. 
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Multiprocesor neposkytuje moţnost načítání vstupu/výstupu, jde pouze o simulaci, kdy CPU0 
přepisuje paměť. 
Obrázek 6.8 znázorňuje simulovaný průběh zpracování osmi procesory. Kritická sekce byla 
realizována pomocí arbitrovaných zámkových vodičů, tzn. je moţné sledovat spravedlivé postupné 




































































Obr. 6.8 Simulace zpracování vstupu/výstupu. CP0 rozděluje práci. 
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6.3 Test cache paměti 
6.3.1 Falešné sdílení 
Falešné sdílení představuje problém, kdy jeden procesor zneplatňuje část bloku, který nevyuţívá, 
a jiný procesor tato data zpracovává. Příčinou můţe být např. zpracovávání špatně umístěných 
vektorů, kdy začátky a konce vektorů nekorespondují s rozvrţením paměti v závislosti na velikosti 
bloku viz obrázek 6.9. Obrázek 6.10 znázorňuje simulaci falešného sdílení, kdy lze pozorovat 
pravidelně rozestoupené výpadky, ke kterým při správně umístěných vektorech (vpravo) nedochází. 
Vektor CPU0 Vektor CPU1









Takt. 00 10000 100005000 5000
Překryté intervaly; Cpu(2),Cache(1w, 2^10,bl=16) Správné rozvržení; Cpu(2),Cache(1w, 2^10,bl=16)




Čekání na přidělení sběrnice
Lokální práce s cache
Práce na sběrnici
 
Obr. 6.10 Simulace falešného sdílení. 
6.3.2 Výkonnost n-cestné paměti cache 
K základnímu otestování výkonnosti vyrovnávací paměti byl vytvořen program, který dvacetkrát po 
sobě načte tatáţ data rozmístěná po celé hlavní paměti. Rozmístění simuluje prostorovou a časovou 
lokalitu, coţ znázorňuje obrázek 6.11. K objektivnímu určení výkonnosti vyrovnávací paměti by bylo 
třeba provést sérii rozličných testů, coţ není předmětem této práce. Konkrétní obdrţené výsledky 






Obr. 6.11 Programová úloha testující účinnost jednotlivých cache pamětí. 
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Program byl testován v konfiguraci s jediným zúčastněným procesorem. Do grafu 6.12 je zanesena 
závislost počtu výpadků na typu a velikosti paměti, přičemţ pravá hrana grafu představuje pouţití 
neomezené kapacity cache (kapacita rovna velikosti hlavní paměti). Míra výpadků všech typů  pamětí 
v tomto bodě odpovídá výpadkům  povinným (první adresace), jak byly popsány v kapitole 2.2.6 
modelem Three C’s. Zároveň je moţné vyvodit, ţe zvětšování velikosti cache nad 16KB nepřináší 
v tomto případě růst výkonu. Na intervalu 0,1K-16K lze dobře pozorovat vliv konfliktních výpadků 
způsobující rozdíl výkonnosti mezi pamětmi. Výpadky v intervalu 0,064K-0,1K způsobuje nízká 
kapacita paměti – jde o tzv. kapacitní výpadky. Na základě měření je moţné stanovit optimální poměr 
mezi cenou a výkonností cache paměti. V případě této úlohy by bylo nejvhodnější pouţít dvou aţ 
čtyřcestnou paměť o velikosti 1-4KB. 
      
 
Obr. 6.12  Účinnost cache paměti v závislosti na počtu cest a velikosti paměti. Velikost hlavní paměti=64KB. 
 
Kromě stupně asociativity ovlivňuje výkonnost cache i velikost bloku, jak znázorňuje obrázek 6.13. 
1w značí pouţití jednocestné, resp. 2w dvoucestné paměti při kapacitách 256 a 1024B. Je moţné 
pozorovat, ţe bylo dosaţeno vyšší maximální účinnosti neţ v předchozím případě – pokles z 5 
procent téměř k nule. Důvodem je vliv velikosti bloku na povinné výpadky způsobené první adresací 
(je totiţ načítáno více poloţek najednou). Velikost bloku přímo ovlivňuje šířku datové sběrnice, proto 





























Obr. 6.13 Ovlivnění výkonnosti cache paměti velikostí bloku. 
 
Ukazatel postihu z výpadku (miss penalty) nelze přímo určit, protoţe v cestě mezi cache a hlavní 
paměti stojí (společná) sběrnice. Nicméně alespoň orientačně – při výpadku, volné sběrnici a absenci 
odsunu musí procesor čekat na data 7 taktů, coţ představuje u  pouţitého procesoru 3 a půl 
pracovního taktu. Stejně tak nelze objektivně zhodnotit uţitečnost cache, protoţe hlavní paměť není 
v systému reprezentována pomalou DRAM, ale je sloţena z pamětí stejného typu jako cache 
(BRAM). Nicméně lze snadno předpovědět katastrofální situaci, ke které by došlo na sběrnici, pokud 
by všechny procesory musely při kaţdém zápisu i čtení poţadovat data z hlavní paměti. Cache paměti 
jsou tedy logicky nezbytné. 
6.4 Doplňující nástroje 
Systém vizualizace a sledování činnosti multiprocesoru 
Protoţe WaveForm (průběh) poskytovaný jakoţto výstup simulace programem Modelsim není 
vhodný pro sledování činnosti více vláken pracujících na dlouhých časových úsecích, byl vytvořen 
jednoduchý systém umoţňující vizualizaci činnosti multirocesoru. Za tímto účelem musely být 
doimplementovány rutiny tvořící protokol (log) činnosti jednotlivých cache a sběrnice 
multiprocesoru. Za běhu simulace probíhá zápis jednotlivých řádků logu do souborů, které lze 
následně importovat do připraveného Excel dokumentu. Pomocí jednoduchých vzorců jsou z logu 
zjištěny informace zobrazené na obrázku 6.14. Průběh činnosti multiprocesoru je současně  
vizualizován v základních barvách, coţ je znázorněno na obrázku v pravo. Pestřejší barevné odlišení 
vyţaduje ruční dobarvení (např. úlohy výše). Při tvorbě vizualizovaných úloh je třeba brát v úvahu,  
ţe není sledován stav procesoru, ale pouze stav cache (automatu). Pokud bychom potřebovali v grafu 
označit konkrétní místo (např. dokončení programu), stačí z cache vyčíst data (modrá barva), nebo 

























Pro snazší a přehlednější tvorbu programu byl vytvořen jednoduchý překladač umoţňující 
transformaci zápisu v jazyce assembler do instrukčního předpisu srozumitelného procesoru. 
 
 




V rámci této práce byla navrţena a v jazyce VHDL implementována jednoduchá procesorová 
jednotka, jejíţ kopie byly spojeny univerzální transparentní propojovací vrstvou zaloţenou na 
symetrické architektuře vyuţívající arbitrované sběrnice. Hlavní těţiště práce spočívalo v návrhu 
a realizaci této vrstvy umoţňující spojení libovolného počtu procesorových jader. Kaţdému procesoru 
je dána k dispozici privátní, koherentním protokolem MSI ošetřená vyrovnávací paměť a přímá 
a nepřímá podpora meziprocesorové synchronizace. 
Tak jak bylo zamýšleno, navrţený a realizovaný systém skutečně poskytuje schopnost zrychlit 
výpočet paralelním zpracování úlohy vůči sekvenčnímu přístupu, přičemţ velikost zrychlení závisí na 
konkrétní volbě parametrů systémů a volbě zpracovávané úlohy. U symetrických systémů 
vyuţívajících atomickou sběrnici lze obecně počítat s maximálním počtem efektivně vyuţitých 
procesorů rovným 16-32 [2]. V případě realizovaného multiprocesoru toto omezení platí také, ale 
díky parametricky volitelné šířce sběrnice lze teoreticky vyuţít a provozovat i větší počet 
procesorových jader. Celý systém byl nad rámec zadání úspěšně otestován na vývojové desce ML605 
osazené moderním čipem kategorie Virtex6. 
Díky moţnosti volně nastavit parametry systému (šířka sběrnice, počet procesorů, parametry 
cache) lze zvolit optimální konfiguraci pro konkrétní úlohu a šetřit tak prostředky na FPGA čipu, 
popřípadě zvolit menší a levnější čip.  
Systém je moţné rozšířit o pokročilejší variantu koherenčního protokolu umoţňující dosaţení 
vyšších výkonů v některých aplikacích. Z hlediska  srovnání výkonů vyrovnávacích pamětí by bylo 
zajímavé rozšířit cache o podporu překladu adres pomocí hash funkcí a doplnit tak implementaci 
o techniky skewed cache. S oběma variantami bylo při návrhu systému počítáno jakoţto s moţným 
rozšířením a systém je na ně připraven. 
Systém je díky své univerzalitě vyuţitelný i v praktických aplikacích – např. pro spojení jader 
procesorů PicoBlaze [19] nebo akceleračních jednotek. Touto problematikou se zabývají i různá jiná 
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A.1 Instrukční sada osmibitového procesoru 
A.2 Výsledky naměřené v testovacích úlohách 
A.3 Program úlohy paralelního součtu prvků vektoru 
 
Příloha B 




A.1 Instrukční sada osmibitového procesoru 
aaaa  – adresa cílového registru. V registrovém adresním reţimu i adresa prvního operandu. 
bbbb – adresa druhého operandu. Platí pro registrový adresní reţim. 
cccc – konstantní hodnota předaná kompilátorem. 
Instrukce Režim 
Zakódování 
23-20 19-16 15-12 11-8 7-4 3-0 
add imm 0000 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 0000 
adc imm 0001 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 0001 
sub imm 0010 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 0010 
suc imm 0011 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 0011 
and imm 0100 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 0100 
or imm 0101 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 0101 
xor imm 0110 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 0110 
mov imm 0111 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 0111 
cmp imm 1000 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 1000 
ld imm 1001 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 1001 
st imm 1010 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 1010 
mul imm 1101 aaaa cccc cccc cccc cccc 
 
reg 1111 aaaa bbbb ----------- ----------- 1101 
sl reg 1011 aaaa ----------- ----------- ----------- 0000 
slc reg 1011 aaaa ----------- ----------- ----------- 0001 
rol reg 1011 aaaa ----------- ----------- ----------- 0010 
sr reg 1011 aaaa ----------- ----------- ----------- 0011 
src reg 1011 aaaa ----------- ----------- ----------- 0100 
ror reg 1011 aaaa ----------- ----------- ----------- 0101 
lpc reg 1011 aaaa ----------- ----------- ----------- 0110 
spc reg 1011 ------- bbbb ----------- ----------- 0111 
jmp imm 1100 0000 cccc cccc cccc cccc 
jc imm 1100 1000 cccc cccc cccc cccc 
jnc imm 1100 1001 cccc cccc cccc cccc 
jz imm 1100 1010 cccc cccc cccc cccc 
jnz imm 1100 1011 cccc cccc cccc Cccc 
Tab. 0.1 Instrukční sada včetně podoby zakódovaných instrukcí.  
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A.2 Výsledky naměřené v testovacích úlohách 
Hodnoty uvedené v tabulkách vychází z logů průběhu testovacích úloh uvedených v kapitole 6.3. 




Rozměr úlohy (velikost vektoru) 
256 512 1024 2048 
1 3018 5945 11800 23511 
2 1587 3050 5977 11833 
4 913 1645 3107 6035 
8 653 1119 1750 3213 
16 670 854 1221 1952 




Zrychlení pro různý rozměr úlohy Účinnost pro různý rozměr úlohy 
S256 S512 S1024 S2048 E256 E512 E1024 E2048 
1 1 1 1 1 1 1 1 1 
2 1,901701 1,94918 1,974235 1,986901 0,950851 0,97459 0,987117 0,993451 
4 3,305586 3,613982 3,797876 3,895775 0,826396 0,903495 0,949469 0,973944 
8 4,621746 5,312779 6,742857 7,31746 0,577718 0,664097 0,842857 0,914683 
16 4,504478 6,961358 9,66421 12,04457 0,28153 0,435085 0,604013 0,752786 




Počet cest cache paměti 
1 2 4 8 16 
0,064 91,5789474 86,70175 86,50877 84,15789 81,98246 
0,128 84,2105263 75,94737 68,66667 66,61404 64,4386 
1 83,1578947 52,94737 9,263158 6,438596 5,157895 
4 56,8245614 6,280702 5,842105 4,719298 4,350877 
16 5,50877193 5,210526 4,701754 4,298246 4,157895 
64 4,15789474 4,157895 4,157895 4,157895 4,157895 




Velikost bloku cache paměti 
1 2 4 8 16 
1w 256B 91,57895 62,10526 41,05263 30,52632 22,10526 
1w 1024B 83,15789 40,2807 28,05263 1,526316 1,105263 
2w 1024B 52,94737 37,54386 3,280702 2,578947 1,105263 
Tab. 0.5 Test cache. Vliv velikosti bloku na procento výpadku (miss rate). 1w – značí jednocestnou c. atd. 
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A.3 Program úlohy paralelního součtu prvků vektoru 
Obr. 0.1 znázorňuje zápis kódu úlohy realizující paralelní součet prvků vektoru. Názvy instrukcí, jeţ 
je moţné pouţít ve více adresních modech jsou doplněny o příponu rozlišující mód (_r značí 
registrový mód, _i značí přímý mód) . Úloha byla pouţita v kapitole 6.2.1 k demonstrování zrychlení 
při paralelním zpracování. 
 
                -- Inicializace
mov_i R9 #8        -- poč. adr. vektoru
mov_i R8 #512    -- počet položek








                -- vypočti příděl do R14
mov_r R14 R8





prid_ok mov_i R0 #0







                -- sčítání příslušných prvků do R10
mov_i R10 #0





                -- přičtení R10 k #4, synchronizováno zamkovým vodičem #1
mov_i R0 #1
st_i R0 #1






                -- synchronizace bariérou pomocí bariérního vodiče #0
mov_i R0 #0
st_i R0 #1
barr mov_i R0 #1
st_i R0 #2
tbarr ld_i R0 #2
cmp_i R0 #1
jnz tbarr




notc0 mov_i R0 #0
end jmp end
 
Obr. 0.1 Ukázka programu realizujícího paralelní součet prvků vektoru. 
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