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Abstract 
A colored version of the H-design concept is studied. The problem of whether or not the 
existence of an H-design for a graph G implies the existence of the corresponding colored 
designs is solved for small graphs H in the cases of two and three colors. 
1. Introduction, definitions and notation 
Graphs in this article are loopless. For basic definitions we refer to [6]. In this article 
we shall deal with the concept of colored designs, the Colored Design Problem, and 
supply solutions for many cases. 
However, before defining the colored design concept we need to mention some 
definitions of known concepts and introduce some new ones. 
A graph G is said to have an H-decomposition, denoted HIG, if the edge-set of G 
is the disjoint union of the edge-sets of isomorphic opies of H. The set of the above 
copies of H is called an H-design and generalizes the block design concept. Block 
designs are H-designs where H and G are complete graphs. 
Several surveys on H-designs have been written but we shall mention only the recent 
book of Bosak [3]. 
Graphs having no multiple edges will be denoted G,H . . . .  , and G ~ denotes the 
multigraph aving the same vertex set as G and obtained by replacing each edge of G 
by an edge of multiplicity 2. 
Let L = { 1,2 . . . . .  2} be a set of 2 colors. Denote by CG ~ the edge colored graph 
G ;~ in which all 2 colors are used on every multiple edge. In other words, the graph 
CG ;~ is the union of 2 monochromatic copies of G, any two copies having distinct 
colors. Suppose H is a graph with e(H)  edges, such that 2Je(H ). A 2-coloring c~ o f  
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H, is a mapping ~b : E(H) --~ {1,2 .. . . .  2} such that the number of edges colored 
k is the same, namely, e(H)/2, for every k E L. These colorings have been called 
uniform (see [5]). The graph H colored by a specific ~b will be denoted C~H. The A- 
colored graphs C~H1 and C~2H2 are called isochromatic if HI and H2 are isomorphic 
and there is an isomorphism f : H1 ~/- /2 such that for every edge e E E(H1) the 
color of e is preserved by f, i.e. tPl(e) = ~b2(f(e)). For this we shall use the notation 
Cga.H1 ,,~ C4~2H1. 
Now we can define the colored design concept. 
Definition 1. The graph CG ~ is said to have a C¢H-decomposition, denoted 
C~HICG ;~ if the colored edge-set of CG ~ is the disjoint union of the colored edge 
set of isochromatic copies of C~H. The set of those copies is called also a colored 
design. 
If for a fixed graph H the decomposition C~HICG ~ exists for every 2-coloring ~b 
then we write CHICG;'. 
In the following, we define for 2 = 2 and 2 = 3 the sets of colors to be L = {A, B} 
and L = {A, B, C}, respectively. 
Notation. The vertex set of Kn is defined to be Zn, with addition of vertex labels done 
rood n for n odd, and {Zn-1 U o~} when n is even, where addition of vertex labels 
is done mod(n-  1). By Kin(t) we denote the complete t-partite graph in which each 
part is of size m, and Km,n is the complete bipartite graph whose two parts are of 
sizes m, n. 
The following example illustrates the concept of Definition 1. 
Example. CPalCK24 holds, as shown by the decomposition [(1,2,3),(1,oo,2)] (mod3) 
with the first edge in the path (x,y,z) colored A. Clearly, P3 has only one 2- 
coloring. 
In particular, we give the following: 
Definition 2. A 2-coloring tp of a given graph H is called permutable if for every 
2-coloring tp' of H obtained by permuting the colors in C~H we have C~H ~ C~,H. 
In particular for 2 = 2 the coloring is permutable if for every edge e E E(H), 
A when ~b(e)= B,  
~b'(e) = when tp(e) A 
(1) 
implies, C~H ~ C~,H. In this case we say symmetric instead of permutable. 
Notice that there are graphs H such that every 2-coloring of H is permutable. For 
instance, Kl,zt, 2tK2. We call such graphs 2 color symmetric. 
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A simple theorem but of great importance is the following: 
Theorem 1.1. I f  49 is a permutable 2-colorin9 of H and HIG then, CoHICG;'. 
Corollary 1.2. I f  H is ~ color symmetric then, HIG ~ CHICG ~. 
49 
2. The colored design problems and main results 
Clearly, the colored design given by a decomposition C4~HICG ~ can exist only if 
the corresponding H-design given by H[G ;~ exists. The main question here is: 
The colored design problem: Is this necessary condition also sufficient ? or is it even 
sufficient for every 49, in other words: does HIG :~ imply CHICG~?. 
As mentioned by Colbourn and Stinson in [5], this question has been considered 
by Wilson in the case of block designs and the condition seems to be asymptotically 
sufficient. 
Of course, asymptotic results do no discourage combinatorists o look for exact 
results. In this direction, we mention here that in the above-cited paper of Colbourn 
and Stinson the colored block design problem is solved for H E {K3,K4} including 
colorings called non-uniform, where the color classes of CH have different sizes. The 
few noncovered cases by this paper have been settled since by Bennett et al. (see [1]). 
Another particular case of the colored design problem is the following one posed 
recently by Yu (see [7]): 
Given a path P2k+l with its edges colored red and blue so that there are k edoes 
of each color, 9iven also K~ colored red and blue so that there is a red and blue 
copy of Kn. I f  n (n -  1) -- 0(mod2k), is there a decomposition of the colored K~ into 
copies of the colored path ? 
Here 2 = 2, H = P2k+l and 49 is any 2-coloring of H. 
Understandably, we shall restrict our investigation concerning the existence of col- 
ored designs to such H, G and 2 for which necessary and sufficient conditions for H[G: 
are known. For the graphs which are our concern in this paper, one may find the re- 
quired decompositions either in [3] or as an easy result follows from the colored case. 
For 2 = 1 the problem reduces to the uncolored case. We consider 2 E {2,3} and 
concentrate on the cases G = Kn, and G --Km,n. 
The cases for which a complete answer is given to the Colored Design Problem are 
formulated in the following Main Theorems. 
Theorem 2.1. The necessary condition for CHICK~, 
HIK 2, (2) 
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is also sufficient for all 13 graphs having two or four edges, except for the case 
H = C4,n = 5, where in spite of C4IK~ there is no colored decomposition for the 
coloring ABAB. 
Notice that to have (2) one has to have e(H)[n(n-  1), and this condition is always 
satisfied for e(H) = 2 and gives n - 0, 1 (mod4) for e(H) = 4. 
Theorem 2.2. The necessary condition for CHICK 3, 
HIK2 (3) 
is also sufficient for all 5 graphs having three edges. 
Again notice that a necessary condition for (3) is 
e(H)[3n(n - 1)/2. 
3. Methods used in the proofs 
We shall use both the recursive composition method establishing the so-called 
building blocks and the method of differences called base blocks, known from H- 
Design Theory, and get colored designs. The crux of the problem is whether the 
base blocks and building blocks can be colored in a way to lead to a colored 
design. 
For most of the 13 graphs from Theorem 2.1 we shall determine the colored building 
blocks, giving the colored decomposition of CK 2 for small values of n (satisfying the 
necessary condition), which enables us to start the inductive proof. Then also the 
colored decompositions of CK2a, b for some small a,b are established (in some cases 
additional decompositions of certain small graphs are also built) in order to accomplish 
the induction. For the remaining raphs the proof is direct by determining the colored 
base blocks by the method of differences emphasizing the coloring. Some building 
blocks are also obtained in this way. An example will make clear how the coloring of 
the base blocks has to be chosen. 
Example. It is known that P2k+llK2k+l (see [7,11]). One way to see this is to label 
the vertices of K2k+l by the members of the additive group, Z2k+l. The paths of the 
decompositions are: 
(2k,2k + 1,2k - 1, 1,2k - 2,2,2k - 3,3 . . . . .  k - 1,k) (mod 2k + 1), 
since the differences between consecutive vertices are D = {1 , -2 ,3 , -4  . . . . .  -4,3,  
-2,  1} so that each absolute value from 1 to k occurs exactly twice. One can get a 
2-coloring tk and the corresponding colored design defined by using color A to k edges 
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corresponding to any choice of k different absolute values from D. For such ~b we 
have C~P2k+l [CK2k+l . 
The next section includes the construction of colored building blocks followed by 
induction proofs and the construction of colored base blocks. 
We shall emphasize that ending each proof an argument as above has to be used to 
ensure that every edge in G occurs in each color exactly once. 
4. Proof of main theorems 
Before proving the main theorems we give some notation and preparatory 
results. We shall use the notation: V(K2,3)= {a,b} U {0,1,2}, V(K2,4)= {a,b)U 
{0, 1,2,3}, V(K3,4) = {a,b,c} U {0,1,2,3}. 
4.1. Preliminary results concerning 2 =2 
4.1.1. Building blocks for P5 
There are exactly three possible 2-colorings of P5 (the path on 5 vertices and 
4 edges). Two symmetrical colorings ~1 : ABAB and t~2 : AABB, and the coloring 
(93 : ABBA. 
The additional colorings BABA, BBAA and BAAB differ only by notation from the 
first three. 
Lemma 4.1. CPsICG 2 for G E {g2,4,g3,4}.  
Proof. It is well known (see [8]) that for i = 2,3 Pslgi,4. Therefore, by Corollary 1.2, 
C~PsICK2i,4, for ~b E {tkl,~b2}. For ~b3 the required decomposition of K2,3 and K2,4 is 
shown below and using the fact that g3,21K3,4 the decomposition of K3,4 follows: 
CK2,3 (0,a, 1,b,2) (1,a,2,b,0), 
( l ,b,0,a,2), 
CK22,4 (0,a, 1,b,3) (0,b,3,a,2), 
(1,a,0,b,2) (1,b,2,a,3). 
Corollary 4.2. For i - -2 ,3  CP5ICK2,as, t~>l, s~>l (integers). 
Lemma 4.3. CPsICK2i for i E {5,8,9, 12, 13}. 
Proof. One has P5 [K g, by any of the decompositions: 
(i) (0,2,3,4, 1)(mod5), 
(ii) (0, 1,3,4,2)(mod5). 
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The sequence of differences is (2, 1,1,2) in (i) and (1,2, 1 , -2)  in (ii). In order 
to obtain a 2-coloring choose A in two places occupied by different absolute 
values, and get q~2 or ~b: in (i), and q~2 or ~b3 in (ii). This gives all possible 
colorings. 
The colored decomposition of K8 2 is: 
For both ~bl : ABAB and ~b2 : AABB: {(c~, 1, 2, 3, 5),(5, 0, 4, 1, ~)}  (modT). 
~)3 :ABBA: {(0, 3, 1, c~, 2),(1, 2, 5, 6, 4)} (mod7). 
For K9 2 observe that K9 =/(5 UK5 t_JK4,4 where the two graphs K5 share one common 
vertex and apply Lemma 4.1 and use the result on Ks. The decompositions of KlZ2 and 
K~3 are: 
CK~2 
CK~3 
ABBA AABB ABAB 
(0, 1 ,4 ,5 ,8)  
(0,2,6,8,  1) 
(2, c~, 1,6,0) 
(0, 1, 3, 4, 6) 
(0,3,7, 10, 1) 
(0, 5, 11, 3, 9) 
(0, l, 3, 4, 6) (0 ,1 ,3 ,5 ,6 )  
(0, 3, 7, 1, co) (0, 3, 7, 1, cc)(mod 11) 
(c~, 0, 5, 8, 1) (c~, 0, 3, 7, 1) 
(0 ,1 ,3 ,4 ,6 )  (0 ,1 ,3 ,5 ,6 )  
(0, 3, 7, 10, 1) (0, 3, 7, l l ,  1)(mod 13) 
(0 ,5 ,11 ,3 ,9)  (0,5, 11,4,9) 
4.1.2. Building blocks for 115 = 
U 
v 
For/-/5 drawn above (denoted (x, y, z; u, v)) there are two 2-colorings, namely, 
B~Q 
Lemma 4.4. CHsICG 2 where, G E {K2,4, K3,4, Ks,K8,K9,K12,KI3}. 
Proof. Both colorings can be applied on the following decomposition: 
CK~. 4 = (b, 1, a;3, 0),(a, 0, b;2, 1), (b, 3, a; 1, 2),(a, 2, b;0, 3). 
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For the other graphs the decomposition for (~1 and (~2 are: 
eKe,4 
CK~ 
CK~ 
ABAB AABB 
(b, 0, a;2, 1) (a, 0, b;2, 3) 
(c, 1, b;2, 0) (c, 2, a; 1, 3) 
(a, 3, b; 1, 2) (b, 1, c;0, 3) 
(b, 3, c;0, 2) (3, a, 1;b, c) 
(a, 0, c; 2, 1) (3, c, 0; a, b) 
(c, 3, a; 1, 2) (3, b, 2; a, c) 
(0, 4, 1;3, 2)(mod5) the same 
(0, 1, 3;6,cc)(mod7) the same 
(cx~, 5, 2;0, l ) (mod7) 
CK29 (0, 1, 3; 5, 4) (mod 9) the same 
(0, 3, 7;2, 1)(rood9) 
CK~2 (0, 1, 3;5, 4)(mod 11) the same 
(0, 3, 7; 1, c~) (mod 11) 
(oo, 0, 5;9, 8)(mod 11) 
CK23 (0, 1, 3; 5, 4)(mod 13) the same 
(0, 3, 7; 11, 10) (mod 13) 
(0, 5, 11;4, 3)(mod 13) 
Corollary 4.5. CHsICK2,4r, for i E {2, 3}, r~>l, s>~l (inteoers). 
4.1.3. Building blocks for Ca 
Clearly there are only two possible 2-colorings of Ca, namely, 
~1 : ABAB and ~b2 :AABB. 
Lemma 4.6. (i) CCaICG 2 for G E {g4,g2,3,g2,4,g9}. 
(ii) C,2C41CK 2.
Proof. The required colored designs are: 
ABAB 
CK~ (oo, 0, 1, 2)(mod3) 
CK25 does not 
exist 
AABB 
the same 
(2, 1, 3, 4)(mod 5) 
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CKg3 (a, 1, b, 0) the same 
(a, 0, b, 2) the same 
(a, 2, b, 1) the same 
CK2,4 (a, O, b, 1) the same 
(a, 1, b, 2) the same 
(a, 2, b, 3) the same 
(a, 3, b, 0) the same 
CK 2 (0, 1, 3, 8) (mod 9) the same 
(0, 3, 8, 6)(mod 9) the same 
The above decomposition of CK g does not exist for ~bl since there is only one decom- 
position C4]Kg which is not compatible with q51. 
Corollary 4.7. CC4[CG 2 for G E {g2a,3b,g2a,4b}. 
4.1.4. Building blocks for H = KI,3 UK2 
There is only one 2-coloring of H, namely, 
X U 
y z w v 
In the decomposition below this coloring shall be applied to the notation 
H --- [(x; y, z, w) (u, v)]. 
Lemma 4.8. Let H be defined as above then, CHICG 2 for 
G E {Ks,K2,4,K9,K3,4,K12,K13}. 
Proof. The required colored designs are: 
CK22,4 [(a;O, 1, 2)(b, 3)] 
[(b; 3, 2, O)(a, 3)] 
[(a;O, 1, 2)(e, 3)] 
[(b;O, 1, 2)(a, 3)] 
[(c;O, 1, 2)(b, 3)] 
[(a; 3, 2, O) (b, 1)] 
[(b;O, 2, 3)(a, 1)] 
[(a; 3, 2, O) (b, 1)] 
[(b; 3, 2, O) (c, 1)] 
[(c;3, 2, O)(a, 1)] 
CK 2 [(0; 1, 2, c~) (3, 6)] (mod 7) [(0; 3, c~, 6) (4, 2)] (rood 7) 
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CK29 [(1;2, 3, 5)(6, 0)] (mod 9) 
CK~2 [(1;2, 4, 5)(6, 8)] (mod 11) 
[(1;5, 6, 2)(3, co)] (mod 11) 
[(1; oc, 3, 4)(2, 7)] (mod 11) 
CK13 [(1;2, 3, 4)(5, 7)] (mod 13) 
[(1; 5, 6, 2)(3, 7)] (mod 13) 
[(1;4, 7, 6)(2, 8)] (mod 13) 
[(1;7, 5, 2)(6, 8)] (mod 9) 
Corollary 4.9. CHIG 2 for G E {g2a,3b,g2a,4b}. 
4.1.5. Building blocks for P4 tA K2 
For H = P4 tA K2 we have two possible colorings, namely, 
AAABAAA aAAA ABA 
x y z w 
~,: ¢n: 
U V 
We denote this graph by [(x, y, z, w)(u, v)] where the colors on the edges are placed 
according to that order and to the various colorations. 
Lemma 4.10. CHICG 2 for G E {Ks,K9,K12,K13, K3,4,K4,4}. 
Proof. The required colored designs are: 
For  K24 and for both colorings: 
[(0, a, 1, b) (c, 2)], [(2, b, 3, c) (a, 0)], [(0, c, 1, a) (b, 2)], 
[(2,a,3,b)(c,O)], [(0, b, 1, c)(a,2)], [(2,c,3,a)(b,O)]. 
For K42,4 observe that 2K2,2[K4,4, and it is easy to see that C(P4 UK2)IC(2K~, 2) for 
both colorings, Hence, we are done. 
For Ks 2, we have 
{[(oc, 1,0, 2) (3, 6)], [(1,2, 0, 3) (~,  6)]} (mod 7) 
for the coloring ~b 1 : ABA, B, and 
{[(~, 1,0,2) (3, 6)], [(1, 3, 6, 0) (oc,2)]} (mod 7) 
for the coloring ~b2 : AAB, B. 
For K9 2 we have for both colorings the following decomposition: 
{ [(8, 0, 7, 1 ) (6, 2)], [(6, 2, 5, 3) (0, 1 )] } (mod 9). 
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For K22, we have 
{[(1,2,5, 10)(~,6)],  [(~, 1,6, 8) (7,9)], [(1,4, 5, 9) (2,6)]} (mod 11), 
for ~bl and 
{[(0, 5, 8, 9) (c~, 4)], [(~x~, 0,2, 7) (1,3)], [(0,4, 5, 8) (2, 6)]} (mod 11 ), 
for ~b2. 
Finally, for K23 the decomposition 
{[(1,3,4, 7)(6, 8)], [(1,5, 10, 1 1)(2,6)], [(1,7, 10,2) (3,9)]} (mod 13), 
is valid for both colorings. 
Corollary 4.11. CHlK2a,4b; g2c,4d . 
4.1.6. Buildin9 blocks for H = P3 tO 2K2 
For the graph H there are two possible colorings, namely, 
x y z 
4~ : 4'2 : 
U v W F 
Observe that ~1 is symmetric while bE is not. We shall use the notation [(x, y,z)(u, v) 
(w,r)] and apply the appropriate coloring. 
Lemma 4.12. CH]CG 2 for G E {K3,4,K4,4, K8,K9,K12,K13}. 
Proof. For the color ~1, by Corollary 1.2 it is enough to show that HIG for the above 
defined graphs G. The decomposition of/£3,4 is 
[(0,a, 1)(b,2)(c, 3)],[(O,b, 1)(a, 3)(c,2)],[(0,c, 1) (a,2) (b, 3)]. 
For K4,4 observe that HI2K2,2 and 2KE,21K4,4. Thus, we are done. For K8 and K9, 
respectively, the required decompositions are: 
[(0, 1, 3 ) (2, 5 ) (4, co)] (mod 7), [(0, 1,3) (2, 5) (4, 8)] (mod 9). 
For the coloring q~2 one can apply the coloring to the decompositions: 
CK2,4 = [ (0 ,¢ ,  1)(a,2)(b,3)],[(O,a, 1)(b,2)(c,3)],[(2,a,3)(b, 1) (c, 0)], 
[(0, b, 1) (a, 3)(c, 2)], [(2, b, 3) Ca, 0) (c, 1)], [(2, c, 3) Ca, 1) (b, 0)]. 
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CK~ = {[(0, 1,3)(2,5)(4,~)] , [ (0,3,~)(1,2)(4,6)]}(mod7).  
CK~ = {[(0,1,3)(2,5)(4,8)],[(0,3,7)(2,3)(4,6)]}(mod9). 
For KI2 and K13, one has 
42 
CK~2 [(0, 1,4)(2, 7)(cx~, 3)] (mod 11) 
[(c~z, 0, 5) (1,3) (4, 7)] (mod 11) 
[(0,2, 6) (1,5) (3,4)] (rood 11) 
CK23 [(1,2,4)(3,5)(6, 9)] (mod 13) the same 
[(1, 6, 10)(3, 7)(11, 12)] (mod 13) 
[(1, 4, 10)(3, 9)(2, 7)] (mod 13) 
For K4.4 we use the same arguments as for the coloring q~l. [] 
Corollary 4.13. CHICG 2 for G E {g3a,4b,g4a,4b}. 
q~l 
[(1,2, 5) (6, O) (cx~, 3)] (mod 11) 
[(1,3, 8) (~ ,2)  (7, 9)] (mod 11) 
[(1,4,5)(6, 10)(3,7)] (mod 11) 
and 
or 
K4m = K4(m_ I ) U K4, 4(m_ I ) U K4, m >~ l (4) 
g4m = g4(m_2 ) [ Jg8,4(m_2) I J K8 ' m ~>2 (5) 
K4m+l = K4(m_2) U K9,4(m_2) U Kg, m >~2. (6) 
4.2. Proof of Theorem 2.1 
We shall accomplish the proof of Theorem 2.1 in (i)-(xiii), for each of the 13 
graphs having 2 or 4 edges. 
(i) Let P3 be denoted (x, y, z), where the first edge will be of color A. We give the 
base blocks needed for the colored design (m~>2): 
CK2m+1 = (0, 1 + i, 2m - i)(mod2m + 1), O<~i<~m - 1. 
CK~m = {(~,  1, 2), (2, 1, cxD)} (mod2m - 1), {(1, 3 + i, 5 + 2i)} 
(mod2m - 1),O~<i~<m - 3, m~>3. For m = 2 one has: 
{(0, 1, 2)(0, cx~, 1)}(mod3). For m = 1 P3~K~. 
Observation. In order to make the proof of Theorem 2.1 easier to read we shall use 
the following: 
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(ii) Denote the graph 2K2 by [(x, y)(u, v)], where the first edge is colored A. The 
base blocks are: 
CK2m+1 = [(0, 1 + i ) (2m-  i, 2m-  1 - 2i)](mod2m + 1), O<~i<~m- 1, m>~2. 
For m = 1,2K2~K~. 
CK2m = {[(~, 1)(2, 3)], [(2, 3)(1, oc)]} (mod2m-  1), 
{[(1 +i,  3 +2i)(2+i)(4+2i)])(mod2m- 1),0~<i~<m-3, m~>3 For m = 2 one has: 
[(0, 1)(3, 2)],[(3, 2)(0, 1)],[(0, 3)(1, 2)],[(1, 2)(0, 3)], [(0, 2)(1, 3)],[(1, 3)(0, 2)]. 
For m = 12K2~K~. 
(iii) For P5 let K4m,K4m+l be as in (5) and (6), respectively. We use induction on 
m. For m = 2 and 3 it was proved in Lemma 4.3. Hence, by the induction hypothesis, 
and Corollary 4.2 we are done. 
(iv) For K1,4 there is only one coloring, AABB and the following decompositions 
cover all cases. 
CKgm+l = {(0; 4i + 1, 4i + 2, 4i + 3, 4i + 4), (0; 4i + 4, 4i + 3, 4i + 2, 4i + 1 )} 
(mod8m + 1), O<~i<~m- 1 
CK~,,+ 5 same blocks as for 8m + 1 but with mod 8m + 5 and with the additional block 
(0;4m + 1, 4m + 2, 4m + 3, 4m + 4) (rood 8m + 5). 
CK~ = {(0;4i+ 1, 4i+2, 4i+3, 4i+4),(0;4i+4, 4i+3, 4i+2, 4i+ 1)} (mod8m-1),  
O<~i<~m- 2, 
{(0; 4m - 3, 4m - 2, 4m - 1, c~),(0; c~, 4m - 1, 4m - 2, 4m - 3)} 
(rood 8m - 1 ). 
Notice that for m = 1 only the last two blocks occur. 
CKZm+4same blocks as for 8m but mod 8m + 3 and the additional block 
(0;4m, 4m+ 1, 4m+2,  4m + 3)(modSm + 3). 
(v) For 4K2 we have only the coloring AABB and the base blocks are: 
CK~ = {[(0, 4)(1, 3)(2, 5)(6, 7)], [(6, 7)(2, 5)(1, 3)(0, 4)]} (rood 9). 
CK2m+I = {[(0, 1)(2, 4)(3, 6)(5, 9)],[(5, 9)(3, 6)(2, 4)(0, 1)], 
[(0, 4i + 5)(2, 4i + 8)(3, 4i + 10)(6, 4i + 14)], 
[(6, 4i + 14) (3, 4i + 10) (2, 4i + 8) (0, 4i + 5)]} (mod 8m + 1), 
O<~i <~m -2  
CK28m+5 = {[(0, 1)(2, 4)(3, 6)(5, 9)], [(0, 3)(1, 5)(2, 8)(4, 9)], 
[(0, 6)(2, 7)(3, 5)(8, 9)], 
Y. Caro et al. / Discrete Mathematics 164 (1997) 47-65 59 
[(0, 4i + 7)(2, 4i + 10)(3, 4i + 12) (5, 4i + 15)], 
[(5, 4i + 15)(3, 4i + 12)(0, 4i + 7)(2, 4i + 10)]} (mod 8m + 5), 
O<~i<~m- 2,m>~2. 
For m = 1 only the first three blocks occur. 
CK2m = {[(~, 6)(1, 2)(3, 5)(4, 7)], [(4, 7)(3, 5)(1, 2)(oo, 6)], 
[(0, 4i + 4) (1, 4i + 6) (2, 4i + 8) (3, 4i + 10)], [(3, 4i + 10) (2, 4i + 8) 
(0, 4i + 4)(1, 4i + 6)]} 
(mod8m-  1),O~<i~<m- 2, m>~2. 
For m = 1 only the first two blocks occur. 
CKEm+4 = {[(0, 4)(2, 7)(1, 5)(3, 8)], [(o¢, 1)(2, 3)(4, 6)(5, 8)], 
[(5, 8)(4, 6)(2, 3)(oo, 1)], 
[(0, 4i + 6)(1, 4i + 8)(2, 4i + 10)(3, 4i + 12)], 
[(3, 4i + 12)(2, 4i + 10)(1, 4i + 8)(0, 4i + 6)]} (mod 8m + 3), 0 ~<i~< m - 2. 
For m = 1 only the first three blocks occur. 
(vi) For//5 let K4m,K4m+l be as in (5) and (6), respectively. We use induction on 
m. For m = 2 and 3 it was proved in Lemma 4.4. Hence, by the induction hypothesis, 
Lemma 4.4 and Corollary 4.5 we are done. 
(vii) For C4 by Lemma 4.6 the statement holds for K4,K5 and K9. This follows 
also for K8 using (4). Thus we are done for m = 1,2. Hence, we can start induction. 
Since K4m and K4,n+l can be written as in (5) and (6) the result is obtained using 
Corollary 4.7. 
(viii) For K1,3 tO K2 let K4m,g4m+l be as in (5) and (6), respectively. We use 
induction on m. For m = 2 and 3 it was proved in Lemma 4.8. Hence, by the 
induction hypothesis, and Lemma 4.8 and Corollary 4.9 we are done. 
(ix) For P4UK2 let K4,n,K4m+l be as in (5) and (6), respectively. We use induction 
on m. For m = 2 and 3 it was proved in Lemma 4.10. Hence, by the induction 
hypothesis, and Lemma 4.10 and Corollary 4.11 we are done. 
(x) For PatO2K2 let Kgm, K4m+l be as in (5) and (6), respectively. We use induction 
on m. For m = 2 and 3 it was proved in Lemma 4.12. Hence, by the induction 
hypothesis, and Lemma 4.12 and Corollary 4.13 we are done. 
(xi) Let 2P3 be denoted [(x, y, z)(u, v, w)]. We give the base blocks for the two 
possible colorings t~l : AA, BB and ~2 : AB, BA. 
CK2m+1 ={[(O+i ,  4m- i ,  2m+i ) ( l+ i ,  4m- l - i ,  2m+l+i ) ]  
(mod4m + 1),O~<i~<m-2, m~>2},{[(m- 1, 3m+ 1, 3m-  1) 
(1, 4m, 2m + 1)](mod4m + 1)}. 
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For Kam we take the same base blocks but replace the 2m in the first and in the last 
block by c~, reduce the blocks and do the shifting mod 4m - 1. 
(xii) Let H be the triangle with a pendant edge. Denote by (x, y, z; w) the triangle 
(x, y, z) with attached edge (z, w). There are two possible colorings of H namely, 
~bl : (z, w) colored like (x, y) and ~b2 : (z, w) colored like (x, z), thus 
X X 
y B z w y B z w 
We shall give in (a ) - (d )  below the colored blocks for (~1 and ~b2 for the cases 
n E {4m, 4m + 1}. 
(a) For ~bl we have CK~m+I = (5+2i ,  2 -2 i ,  3;5+2i+t)(mod4m+l),O<<.i<.m-1, 
where t is defined by 
-3  for i odd, 
t=  2 for ieven  if i < m- l ,  
-1  for i=m-1  and even. 
The above decomposition holds for m/> 1. To check the correctness of the colored 
decomposition one has to get convinced not only that each difference 1, 2 . . . . .  2m in 
absolute value occurs exactly twice but also that the occurence is once in each color. 
We shall show in detail how twice 2m differences have been distributed on m copies 
of H providing the m base blocks. For simplicity let m be even, m = 2k. Place first the 
differences 1,2 . . . . .  4k by consecutive values on the edges (y,z),(x,z) of the triangle 
in H adjacent o the attached edge as follows: 
Xl 
',k_. 
Yl 1 zl w~ 3 5 
• • • 
Xi 
• • • 
2i-1 zi wi 2m-3 2m-1 
and choose all of  them to have color B. Now put on (xi, Yi) the difference 1 -4 i  
if the sum of the other two is smaller than 2m and 4m-  4i + 2 otherwise. In this 
way we get m values for (xi, Yi) all different and each element of {1,2 . . . . .  2m} in 
absolute value. The other m values shall be assigned to (zi, wi) and are the values 
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{4, 1,8,5, 12 . . . . .  4k ,4k -  3} taken in that order. The last 2m differences are all chosen 
color A. 
(b) For ~b2 we have CK2m+X -- ( -4 i ,  1 -2 i ,  3;4Ii/21 +t) (mod4m+ 1),0~<i~<m- 1, 
where t is defined by, 
0 for i odd, 
t=  7 for ieven and < m- l ,  
4 for i=m-  1 and even. 
This holds for m ~> 1. 
The colored base blocks above can be obtained in a way similar to that in case (a). In 
this case the consecutive pairs from { 1,2 . . . . .  4k} are placed on the edges (x, y), (y,z). 
(c) For ~bl we have CK24m = (6+2i, 1-2i, 3;6+2i+t)(mod4m-1) and in addition the 
block (oo, 2, 3; 4) (mod 4m - 1 ) for m odd, and the blocks (oo, 2, 3; 2m+2)  (mod 4m-  1 ), 
(2m + 2, 5 - 2m, 3; 4) (mod 4m - 1 ) for m even. In the first case 0 ~< i <~ m - 2 while in 
the last one O<~i<~m-3, where, t is defined to be 1 for i even and -2  for i odd. The 
above holds for m ~> 1. 
Concerning the obtaining of the above blocks the method is similar to that used 
in cases (a) and (b). Here the difference 1 is used twice in the additional blocks. 
The consecutive pairs of  differences from {2, 3 . . . . .  2m-  1}, except those used in the 
additional blocks are assigned to the edges (x,z)(y,z) with the same color. 
(d) For q52 we have CK2,n = (8+4i,6+2i,3;6+2i+t)(mod4m-1) and in addition the 
block (oo,2, 3; 4) (mod 4m-  1) for m odd, and the blocks (c~,2m+4,3;  5) (mod4m-  1), 
(2m + 2 ,2 ,3 ;4 ) (mod4m-  1) for m even. In the first case O<<.i<<.m- 2 while in the 
last one 0 ~< i ~< m - 3. 
The parameter t is defined to be 1 for i even and -2  for i odd. 
In this case the pair of differences starting with 2, 3 are assigned to the edges 
(x,y)(y,z)  with the same color. 
(xiii) If H = /£3 U K2 then there is only one possible coloring. Denote H by 
(x,y,z)(u,v). We have 
(a) Cg2m+l = (5 + 2 i ,2 -  2i, 3)(3 + s, 5 + 2i + t + s)(mod4m + l), 
where i and t are as in xii(a), while s is 2 for odd i and -3  for even i. This is valid 
for m~>2. Notice that the triangle in the block is as in xii(a) and the edge is obtained 
by adding s to the labels of  (z, w). The definition of  s insures that z + s and w + s 
differ modulo 4m + 1 from each of x, y,z. 
(b) CK2m = (6 + 2i, 1 - 2i,3)(3 + s,6 + 2i + t + s) (mod4m - 1), 
i and t are as in xii(c) for the standard blocks with s = 1 for i even and s = 3 for i 
odd, while the additional blocks are: 
(oo,2,3)(4,5) , for  m odd and (oo,2,3)(4,2rn+3),(2m + 2,5 - 2m,3)(4,5)  
for m even, each mod (4m - 1). 
This completes the case 2 = 2 with all graphs having two or four edges. [] 
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4.3. Preliminary results in the case 2 = 3 
4.3.1. Building blocks for P4 
We denote P4 by (x,y,z,w) and there is only one possible coloring and we shall 
denote it, ABC. 
Lemma 4.14. CP4ICG 3 for G E {g2,2 ,g2,3 ,g3,3 ,g i ,  i = 4,5,6,7}. 
Proof. The desired ecompositions are: 
CK3,2 (0,a, 1,b) (a, 1,b,O) 
(1,b,0,a) (b,0,a, 1) 
CK23, 3 (0,a, 1,b) (b,0,a,2) 
(1,b,0,a) (1,a,2,b) 
(a,2,b,0) (2,b, 1,a) 
CK3,3 (O,a, 1,b) (O,b, 1,c) (O,c, 1,a) 
(1,b,2,c) (1,c,2,a) (1,a,2,b) 
(2,c,O,a) (2,a,O,b) (2,b,O,c) 
CK 3 (c~,O, 1,2, ) (mod 3) (0, 1, c~,2) (mod 3) 
CK 3 (0, 1,2, 3) (mod 5) (0,2,4, 1) (mod 5) 
CK36 (o~, 1,2,4) (mod 5) (2, 1, cx~, O)(mod 5)(3,0,2, 1) (mod 5) 
CK 3 (0, 1,2,3)(mod 7) (0,2,4,6) (mod 7) (0,3,6,2) (mod 7) 
Corollary 4.15. CP4ICK3,n for all re, n>>.2. 
4.3.2. Building blocks for H = P3 U K2 
We denote the graph H by [(x,y,z)(u,v)] and the colors are A,B,C in that order. 
Lemma 4.16. CH]CG 3, for G E {K2,3,K3,3,K6,K8}. 
Proof. The required colored designs are: 
CK23,3 
CK333 
[(0, a, 1) (b,2)] 
[(1,a,2) (b,0)] 
[(2, a, 0) (b, 1 )] 
[(0,a, 1) (c,2)] 
[(2,a,0) (c, 1)] 
[(1,b,2) (a,0)] 
[(0,c, 1) (b,2)] 
[(2,c,0) (b, 1)] 
[(0,b, 1) (a,2)] 
[(1, b,2) (a,0)] 
[(2,b,0) (a, 1)] 
[(1,a,2) (c,O)] 
[(O,b, l) (a,2)] 
[(2,b,O) (a, 1)] 
[(1,c,2) (b,O)] 
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CK36 [(oo, 1,2)(3,4)] 
[( 1,2, 4) (oo, 0)] (mod 5) 
CK 3 [(oo, 1,2)(3,4)] 
[(1,2,4)(oo,0)] 
[(3, 1, cxD) (2, 4)] (rood 5) 
[(3, 1, oo) (2, 4)] (mod 7) 
[(1,4, 0) (3, 6)] (mod 7) 
Corollary 4.17. CHICG 3, for G E {K2a,3b,K3a,4b}. 
4.3.3. Buildin9 blocks for KL,3 and 3K2 
For each of the graphs KI,3 and 3K2, there exists only one coloring and it is per- 
mutable. Hence, in virtue of Corollary 1.2 we have: 
Theorem 4.18. I f  HIG then, CHICG 3 for H E {K1,3,3K2}. 
The following lemma is simple. We omit the proof. 
Lemma 4.19. C(3K2)IC(4Kz) 3. 
Lemma 4.20. C(3K2)]CG 3, for G E {K8,K1:}. 
Proof. For K8 observe that 4K2]K8. Then we apply Theorem 4.18 together with 
Lemma 4.1 9. 
For, Kl: one has the decomposition: 
CK~I = {[(1,2)(3,4)(5,6)],[(1,3)(2,4)(5,7)],[(1,4)(2,5)(3,6)], 
[(1,5) (2, 6) (3, 7)], [(1,6)(2, 7)(3, 8)]} (mod 1 1). [] 
Lemma 4.21. CKI,3]CG 3 for G E {gs,Kl,3s+l}. 
Proof. For Ks, one has 
CK 3 = {(0; 1,4,2),(0;2,3, 1)} (mod5). 
Let the star K1,4 be (P;a,b,c,d). Then the decomposition of CK~, 4 is 
(P;a,b,c),(P;d,a,b),(P;c,d,a),(P;b,c,d). 
4.4. Proof of Theorem 2.2 
We shall accomplish the proof of the theorem in ( i)-(v) below, for each of the five 
graphs having three edges. 
(i) To prove that CP41CK 3, for all n~>4 we use induction on n. The cases 4~<n~<7 
were proved in Lemma 4.14. Let, 
Kn = K4 U K4,n-4 U Kn-4. 
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By the induction hypothesis, Lemma 4.14 and Corollary 4.15, we are done. 
(ii) We prove for H = P3 UK2 that CH[CK3n, for all n~>5. For n odd it is well 
known [6] that Kn has a Hamilton cycle decomposition. Let Cn be such a Hamilton 
cycle with vertices labeled (0, 1,2 . . . . .  n -  1, 0). A colored decomposition of C 3 is given 
by [(0, 1,2)(3,4)] (modn). This implies the colored decomposition of K 3 for n odd. 
For n even we use induction on n. For n E {6, 8} a decomposition was given in 
Lemma 4.16. For n = 10, we write K10 =/(5 UKs,5 UK5 and apply the result for/£5 
together with Lemma 4.16 and the fact that K2,3[Ks,5. For n>~ 12 let, 
gn = g6 u g6,n-6 U gn_6. 
By the induction hypothesis, Lemma 4.16 and Corollary 4.17 we are done. 
(iii) In the case of K3 it was noted in [5] that this case was settled in [8,9] using 
the concept of perpendicular rrays of strength 3. 
(iv) It is well-known [10] that K1,31Kn if n --= 0, 1 (mod3),n ¢ 3,4. In view of 
Theorem 4.18 and since the design does not exist when n E {3,4}, we have only to 
prove the statement in the case n = 2(mod 3). Since K3m+2 = K3m+l U KI,3m+I and 
K1,3[K3m+l, by Lemma 4.21 and the fact that gl,3m+l = (m - 1)gl, 3 UKI,4 we are 
done. 
(v) For 3K2 it is known [2, 12] that 3K2[K, for n -= 0, 1 (mod3),n~>6. Hence in 
virtue of Theorem 4.18 we need to solve the colored design problem only for n = 
3m + 2, n t> 6. For, m -- 2 and 3 a decomposition was given in Lemma 4.20. Let 
K3m+Z = K8 U K8,3(m-2) U K3(m-2). 
Hence, by the 3K2 decomposition of K3(m-Z), and Lemma 4.19, we are done. 
This completes the proof of the case 2 = 3 and all the graphs having three 
edges. [] 
4.5. Final remark 
In this paper we have limited our attention to small graphs H (at most four edges), 
and uniform colorings to a small number of colors (2 = 2,3). We did so since this 
allows us to present a complete and constructive solution to the existence problem of 
the corresponding designs. In a forthcoming paper [4] we consider large graphs H and 
a large number of colors. In particular, we have some general results concerning the 
path P2t+l, and the graphs 2tg2,tP3 and Kl,2t for all t>~ 1, namely, 
Theorem A. If  c~ is a symmetric oloring, then C4~K2t+I[CK2n for n =- 0, 1 (mod2t), 
n>2t .  
Theorem B. 
(a) C(2tK2)[CK~ for n-O, l(mod2t), n>~4t, 
(b) C(tP3)[CK 2 for n=--O, l(mod4t), n>~3t, 
(c) C(K1,2t)ICK 2for n=O, l(mod2t), n > 2t. 
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Another direction of  fruitful investigations looks like considering the 
colorings of  the small graphs presented in this paper. 
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