Impedance pneumography (IP) is mainly used as a noninvasive method to measure respiratory rate, tidal volume or minute ventilation. It could also register flow-related signals, after differentiation, from spirometrybased forced vital capacity maneuvers or ambulatory-based signals reflecting flow values during natural activity. The aim of this paper is to assess the possibility of improving the accuracy of flow parameters calculated by IP, by using nonlinear neural network correction (as opposed to simple linear calibration), and to evaluate the impact of various calibration procedures and neural network configurations. Ten students carried out fixed static breathing sequences, for both calibration and testing. A reference pneumotachometer and the Pneumonitor 2 were used. The validation of calculating peak and mean flow value during each inspiration and expiration was considered. A mean accuracy of 80% was achieved for a separate neural network with two hidden layers with 10 neurons in each layer, trained individually for each subject and body position, using the data from the longest, fixed calibration procedure. Simple linear modeling achieved only 72.5%.
INTRODUCTION

Problem and related works
Respiratory activity appears to be an important factor in physiological analyses, based on measurements carried out both in the laboratory and under ambulatory conditions. Such studies need to extend beyond single spirometry evaluation, gathering the data produced during natural functioning of the subjects (Poupard et al., 2008; Koivumaki et al., 2012) .
Impedance pneumography (IP) could be used to measure ventilation non-invasively, even for longterm monitoring, impacting the subject's natural activity during registration less than when using face mask (Houtveen et al., 2006; Seppa et al., 2010; Młyńczak et al., 2015b) .
Many studies have used impedance pneumography to measure respiratory rate or tidal volume (from which one could estimate minute ventilation) (Houtveen et al., 2006; Seppa et al., 2010; Seppa et al., 2011; Młyńczak et al., 2015b; Młyńczak et al., 2015a; Gracia et al., 2015; Ansari et al., 2016) . Those three parameters are the main ones for respiratory activity under unconstrained conditions, e.g., during sleep (Roebuck et al., 2013; Seppa et al., 2016) .
Impedance pneumography provides a volumerelated signal. However, it could also be used to measure flow values after differentiation. This could be used to assess spirometry-based parameters, recorded during forced vital capacity (FVC) maneuver (Seppa et al., 2013b) , or to enhance the information derived from ambulatory impedance measurement. In the second condition, peak and mean flow during each inspiration and expiration could be calculated.
In a recent work, we assessed the accuracy and reproducibility of linear calibration coefficients on estimation of tidal volume from impedance pneumography (Młyńczak et al., 2015a) . Our analysis found greater error in the calculated flow values than in the calculated tidal volumes, compared to reference pneumotachometry (PNT ). In most cases, the results were underestimated, particularly for greater flow values. This could imply that linear calibration of the impedance signal cannot faithfully reflect changes in flow signal dynamics. Therefore, the assumption made during volume calculations, that the best fitting could be provided by linear regression modeling, appeared to be wrong.
One of the possibilities to deal with this problem are hardware solutions, e.g., applying more sophisticated multifrequency application current signals (multi-sinusoidal or binary one, with specific peaks of frequencies) (Ojarand et al., 2013; Min and Paavle, 2013) .
The other possibility may include an implementation of the more advanced signal processing of the IP signal, including the way of handling the cardiac component or the calibration strategy (the sequence of differentiation and modeling in relation to the reference data).
Further, nonlinear corrections might be applied in order to handle better signal dynamics. Artificial neural networks have been already used in other scientific disciplines for such issue (Lai et al., 2015; Li et al., 2015) . They are also increasingly used in the analysis of respiratory system activity in general (Jafari et al., 2010; Lee et al., 2012; Baemani et al., 2008) .
Objectives
The main objective of this paper is to assess the possibility of improving the accuracy of flow parameters calculated by impedance pneumography, by using nonlinear neural-network correction (as opposed to the simple linear model), based on flow-related signals.
The associated goals are to evaluate, what calibration procedure could provide the best data, leading to the best accuracy in subsequent measurement analysis, and what neural network structure and order of corrections is the most suitable for analysis of the flow parameters.
METHODS
Subjects & Devices
Basic information about the study participants is provided in Table 1 . All were generally healthy male students (without any respiratory disease reported) and were informed about the aim of the measurements and gave written consent. We used our impedance pneumography prototype, Pneumonitor 2, to measure IP signals. We used the tetrapolar method, in which two electrodes apply a current signal and the remaining two measure voltage, which is related to the electrical impedance. The configuration proposed by Seppa et al. was utilized (Seppa et al., 2013a) : receiving electrodes were positioned on the midaxillary line at about 5th-rib level, and application electrodes on the same level on the inner arms.
The Flow Measurement System (by Medikro Oy, Kuopio, Finland) with a Spirometer Unit (M909), a Fleisch-type Heatable Flow Transducer (5530), and a Conical Mouthpiece (M9114), without any resistance, were used as a reference PNT device. A 3L syringe was used for daily system calibration to ensure accurate flow values.
The sampling frequency of the reference PNT signal was 200Hz, while that of the Pneumonitor 2 is f s = 250Hz. All signals were transformed (via interpolation) to the latter frequency.
Protocol & Analysis
The calibration was performed for three body positions (supine, sitting and standing), due to the significant impact of body posture on the calibration coefficients (Młyńczak et al., 2015b) . Data for each position were gathered with three different calibration protocols, differing by the duration of registration and breathing regularity:
• free breathing registered for 30 seconds, hereafter called 'Calibration Procedure 1',
• free breathing recorded for 2 minutes, hereafter called 'Calibration Procedure 2', and
• fixed breathing, alternately shallow and deep, 4 breaths of each, for each of three frequencies, 6, 10, and 15 breaths per minute (BPM), to evaluate whether signals containing various breathing dynamics (rates and depths) may improve the calibration of flow-related signals, hereafter called 'Calibration Procedure 3'.
Data for testing were obtained with a fourth procedure, consisting of 6 normal breaths followed by 6 deep breaths (the difference in depth was subjective), for three breathing rates (6, 10 and 15 BPM) and for three body positions (the same as during each calibration procedure). We automatically marked the reference breathing phases (inspiration, expiration, and breathing pause) for each recording using simple amplitude thresholding of the flow-related raw PNT signal. We also included in the algorithm heuristics to remove artifacts, very short phases and errors.
Both calibration and test IP signals were processed by subtracting the noise component produced by least mean square adaptive filtration from the raw IP signal, then smoothing the difference with a 400 ms window. Then, flow-related signals were obtained by second-order differentiation of all IP signals. After differentiation, a simple moving-average smoothing method with a 500 ms window was applied, striking a balance between (necessary) removal of the cardiac component and (undesirable) deterioration of the signal dynamics.
The basic calibration could be performed by calculating the single linear coefficient between the PNT reference and the processed, flow-related, IPdifferentiated signal, without needing to take into account the intercept coefficient of the linear model. However, linear calibration for flow signals provides much worse accuracy than for volume signals. Instead, we implemented nonlinear improvement, based on neural networks, using the MATLAB Neural Network Fitting App (described more precisely in the next section) (Mathworks, 2016) .
In order to compare flow parameters, absolute and relative errors of maximum flow during inspiration (as a positive value), maximum flow during expiration (as a negative value), and mean flow values during each phase, were calculated. We also provided T-test analysis to evaluate, whether the differences were statistically significant, as well as box, compatibility, and Bland-Altman plots.
Since some artifacts and very quick, unrepresentative breathing phases remained after automatic segmentation, we also provided the analysis after removing 5% outliers, from the inspiration and expiration data, based on the reference PNT signal.
All analyses were performed using MATLAB.
Neural network correction
To fit the neural network, a basic perceptron architecture (with single-element-vector input, specific numbers of sigmoid hidden layers and neurons in those layers, and a linear output layer) was applied, taking randomly selected signal samples in each iteration. IP was treated as input, and PNT as reference/output. During learning procedure the classic Levenberg-Marquardt back-propagation method was used, we chose the default division of calibration data into training (70%), validation (15%), and test sets (15%). We evaluated 13 approaches, listed below. "Individual training" refers to the separate use of the data for each participant, for every calibration procedure and for every body position, as input for a neural network. "Global training" indicates that the signals for all conditions were combined and single neural network was calculated.
1. Only simple linear modeling based on flowrelated signals.
2. Neural network with a single hidden layer with 10 neurons, trained individually.
3. Neural network with a single hidden layer with 20 neurons, trained individually.
4. Neural network with two hidden layers of 5 neurons each, trained individually.
5. Neural network with two hidden layers of 10 neurons each, trained individually.
6. Simple linear modeling and then neural network with a single hidden layer with 10 neurons, trained individually.
7. Simple linear modeling and then neural network with a single hidden layer with 20 neurons, trained individually.
8. Simple linear modeling and then neural network with two hidden layers of 5 neurons each, trained individually.
9. Simple linear modeling and then neural network with two hidden layers of 10 neurons each, trained individually.
10. Simple linear modeling and then neural network with a single hidden layer with 10 neurons, trained globally.
11. Simple linear modeling and then neural network with a single hidden layer with 20 neurons, trained globally.
12. Simple linear modeling and then neural network with two hidden layers of 5 neurons each, trained globally.
13. Simple linear modeling and then neural network with two hidden layers of 10 neurons each, trained globally.
Those calibration approaches were performed for signals obtained during each breathing protocol and for all three body positions. In each case, we used the Levenberg-Marquardt back-propagation learning method. The neural networks' architectures were set arbitrarily, in order to evaluate their possible impact on accuracy and learning time.
Due to the fact that the result of the neural network training could be "discontinuous", we performed full accuracy analysis for the best calibration procedure with the addition of moving-average smoothing at the end of the calibration calculations (with an arbitrary window of 200 ms).
As an example, the neural network architecture from the fifth approach is presented in Fig. 1 . Figure 1 : Neural network architecture from the fifth approach (enumerated earlier); abbreviations: W -weight matrix, b -bias vector. (Mathworks, 2016) 
RESULTS
A sample relationship between the reference PNT signal and the flow-related IP signal, calculated by the 5th, and 13th calibration approaches, for the second participant in the sitting position, is presented in Fig. 2. An excerpt of those signals (adding the ones for the 1st and 6th calibration approaches), representing two consecutive breaths, is shown in Fig. 3 . Tables 2, 3 , and 4 each present the absolute errors, relative errors, and p-values of the maximum and mean flow parameters for Calibration Procedures 1, 2, and 3, respectively (out of the 13 approaches, only the 9 with the best outcomes for each procedure are shown). For the best calibration procedure, we also performed the analysis with smoothed calibration results (with a 200 ms window, hereafter called posthoc smoothing). The results appear in Table 5 .
We did not observe any one participant significantly contributing to the decrease in accuracy. The flow parameters with the smallest overall error were calculated for Calibration Procedure 3, with the 6th calibration approach without any other postprocessing, and with the 5th with post-hoc smoothing. It is worth noting that adding the smoothing to the calibration result slightly increased the accuracy, particularly for those calibration approaches in which individually trained neural networks were used.
Generally, combining calculations for peak and mean flow values, Calibration Procedure 3 and the 5th calibration approach seemed best, with 80% mean accuracy, compared to 72.5% for simple linear calibration.
We observed no statistically significant correspondence between flow parameters using the first calibration approach (only simple linear modeling). More complicated calibration procedures yielded lower numbers of neural-network-based approaches in which there was statistically significant correspondence between flow parameters. For the best combination, the differences in peak flow calculations were statistically significant. Individual neural-network learning was over 14 times faster than global one, comparing 36 seconds to 4 minutes and 12 seconds, on average, respectively. The processing times were measured with the computer processor Intel i5 (1200 MHz), with automatically activated accelerations (up to 2700 MHz).
The box, compatibility, and Bland-Altman plots for the calculated maximum flows for Calibration Procedure 3 and the 6th calibration approach are presented in Fig. 4 , 5, and 6, respectively. The same analysis was provided for the 5th calibration approach after applying post-hoc smoothing. The corresponding box, compatibility, and Bland-Altman plots are shown in Fig. 7, 8 , and 9, respectively. Figure 4 : Box-plot comparing the maximum (peak) and mean IP and PNT flow values and the differences between them, calculated for both inspirations and expirations, for all participants and body positions, for Calibration Procedure 3 and the 6th calibration approach; positive values correspond to inspiration flows, negative ones -to expiration. In general, this paper touches the issue of improving the accuracy of determining the respiratory flow parameters. As the more advanced method, the electrical impedance tomography seems to provide better set of data to estimate ventilation and perfusion as by using "single" signal in impedance pneumography (Leonhardt and Lachmann, 2012) . Nevertheless, in this paper we evaluated the improvement of peak and mean flow estimation accuracy, using differentiated IP signal (convenient from the point of view of long-term measurement), resulting from adding neural-network fitting correction or separate modeling. The idea of using the nonlinear correction approach stemmed from the observation that the largest divergence between IP and reference signals seemed to be near the peak value.
The verification was performed with different calibration procedures (in order to check which one could provide the best input data leading to the best results during test measurements) and calibration approaches (defining the order of applying linear and neuralnetwork models), with post-hoc smoothing provided for the best calibration procedure (to check the possible impact of appearance of the cardiac component on the calculation).
We used neural networks individually (for specific subject and body position data) or globally (gathering all data), with or without previously applying linear calibration coefficients. The best accuracies were obtained for Calibration Procedure 3, in which breathing rates were fixed and depths of breathing forced. Among them, individually trained neural-network approaches seemed the best in each assessed aspect. The necessity of linear modeling before neural network fitting remains important and in need of evaluation. There is also the question of whether there is an optimal network configuration (number of hidden layers and neurons per layer), or whether it is dependent on the specific subject and measurements being evaluated.
It is worth remembering that the neural-network approach is based on random selection of the input and target data in the learning process. Without setting the seed beforehand, we are unable to obtain the same fit in subsequent repetitions of the training process. Besides, the fitting could be discontinuous (due to the specific data, particularly when there is an artifact in the signals). The subtle post-hoc smoothing was added to deal with that issue.
The individual approach to neural-network fitting reduces learning time. This could be useful with regards to ambulatory monitoring and the prospect of assessing different network configurations to see which may be best suited to an individual.
The following limitations of this study require mention:
• participants were only 10 males,
• measurements were carried out only under static conditions,
• in ambulatory situations, recordings are longer and more diversified, which may affect overall accuracy,
• there was no distinction of breathing depths, breathing rates, or body positions in the flow accuracy assessment; the results were gathered into the one set, and
• the neural network approach is compared to the use of simple linear modeling calibration coefficient; there is no comparative analysis with another nonlinear methods.
Future plans include:
• assessing the accuracy for models established separately for inspirations and expirations, and for different depth of breathing,
• validating the accuracy in the case of a different order of differentiation and calibration (e.g., linear or nonlinear calibration for volume-related data with differentiation as a final step, performed in order to analyze flow values),
• comparing the results from presented neuralnetwork-based approach with the ones derived from different nonlinear correction algorithm,
• checking the possibility to improve the accuracy by removing the cardiac component adaptively in the way, that the dynamics of the signal changes (particularly for higher flows) is preserved in the most optimal way, and
• evaluating more advanced methods of neural network learning (Monteiro et al., 2016) .
CONCLUSIONS
The following conclusions may be drawn:
• Non-linear neural-network-based correction of the linear calibration model or a separate neural network fitting model can improve the mean accuracy of peak and mean flow parameters calculated from impedance pneumography signals.
• The longest considered calibration procedure, consisting of fixed breathing with different rates and depths, allows better coverage of possible flow changes in test signals.
• Neural networks trained individually for every body position of a particular subject seem to provide better results than ones trained with a global set.
• We obtained 80% accuracy with the best combination (separate model based on a neural network with two hidden layers of 10 neurons each, trained individually on the data from 3rd calibration procedure), versus 72.5% for simple linear modeling.
