A method of ring artefact suppression in X-ray computerised tomography (CT) reconstructions is proposed. The method is based on the assumption that a sinogram is a smooth function along the horizontal spatial coordinate. Methods based on the theory of ill-posed problems are applied to find a regularised solution. An analytical formula for the solution is proposed allowing fast ring artefact suppression. Its performance is demonstrated for parallel beam synchrotron X-ray tomography.
Introduction
Consider a typical experimental set-up for tomography at a synchrotron. There is a sample rotating around a vertical axis; we denote the vertical coordinate as z. A white beam of X-rays parallel to the axis Oy is attenuated as it passes through a sample before falling onto a scintillator, which converts the signal to visible light (see Fig. 1 ). This is recorded by a chargecoupled device (CCD) camera, so a radiographic image (a so-called projection) is obtained. The sensor of the camera is parallel to the plane xOz. Synchrotrons generate essentially parallel beams of X-rays; therefore for simplicity we consider only the parallel beam case. Nevertheless, the method proposed in the paper may also be applied to other (e.g. fan-beam and conebeam) geometries of a beam.
Each row of pixels records the intensity of the beam passing through a horizontal, i.e. parallel to xOy, slice through the sample. Let θ be the angle of rotation of the sample around its axis. For a given projection angle θ we denote the intensity of the X-ray beam just before the scintillator by I X-ray (x, z). Similarly the intensities of the visible light just after the scintillator and when it falls onto the CCD sensor are I scin (x, z) and I CCD (x, z), respectively. It can often be assumed that the transformations I X-ray (x, z) → I scin (x, z) → I CCD (x, z) are linear and can be written as convolutions with the respective point spread functions (PSFs), i.e.
and similarly
and K CCD (x, z) are the PSFs of the scintillator and the optical system respectively. It is often assumed that the PSFs have a Gaussian shape [1, 2] 
+z 2 ) , where K 0 , γ > 0. Due to the differentiation property of the convolution we get Since ∂ ∂x
Since K (x, z) is a radially symmetric function, then the absolute value of the first derivative of I CCD (x, z) along any vector on (x, z) is bounded by κ. So it could be assumed that I CCD (x, z) is a smooth function on (x, z), and κ is a Lipshitz constant for this function, i.e. if there are two points (
Of course, if we consider an ideal experimental set-up, i.e. when the scintillator is very thin, there is no optical system and the number of pixels in the CCD sensor is very large, then κ → ∞. This means that changes of intensity of an infinitely narrow X-ray beam will cause changes of intensities of the visible light recorded by only one pixel of the CCD sensor.
If I 0X-ray (x, z) corresponds to the intensity of the incident rays before they have passed through the sample, then one could write
, where p X-ray (x, z) is the optical path length of the X-ray beam in the sample. However, instead of I X-ray (x, z) and I 0X-ray (x, z) we measure I CCD (x, z) and I 0CCD (x, z). We can always write that I CCD (x, z) = I 0CCD e −p CCD (x,z) . As a first approximation, the convolution equations similar to (1) are not solved. Instead one supposes that the function p CCD (x, z) (measured in the experiment and smooth due to properties of real PSFs) equals p X-ray (x, z), that may be non-smooth. In practice however this may not be strictly valid; for example, the projection of a solid sphere onto the scintillator will not be smooth across its boundary. But in the case of samples having sharp edges we have additional effects such as edge diffraction (see e.g. [3] ), so the real p X-ray (x, z) will also be a smooth function. Note that many popular methods of image reconstruction require that the function p X-ray (x, z) is differentiable infinitely many times and therefore smooth; see e.g [4] . In any case we suppose that p X-ray (x, z) is a smooth function on the whole plane. Now we fix z and rotate the sample. For a given horizontal slice we measure the optical path length p(θ , x) (the index ''CCD'' and the variable z are omitted). If θ ∈ [0, 180°], then the distribution µ(x, y) of the attenuation coefficient in the slice may be found (e.g. using a filtered back-projection algorithm; see for example [4] ). We call p(θ , x) the sinogram and µ(x, y) the reconstructed slice.
Unfortunately, real scintillators, optical systems and cameras have dirt, dust and scratches on their surfaces and some defects or impurities inside. As a consequence the measured optical pathp(θ , x) usually varies from the exact one p(θ , x):
Here we consider the case where q does not depend on the angle θ , i.e. q(θ , x) = q(x). This corresponds to problems with the optical system that are not sample related. Due to the presence of q(x) the reconstructed image µ(x, y) will have ring artefacts which are concentric circles, if the sample rotates by 360°, or arcs, otherwise. A number of approaches have already been proposed, and they can be divided into three main groups:
• processing before reconstruction when the sinogram is corrected (including ordinary smoothing, filtering using a fast
Fourier transform or cutting high frequencies; see e.g. [5] [6] [7] );
• processing after reconstruction (see e.g. [8] [9] [10] );
• modifying the experimental procedure; for example, using time delay integration whereby the detector is moved laterally during acquisition [11] .
Of course, some combined approaches are possible; e.g. see [12] . Our method is based on the assumption of smoothness of the sinogram. It uses the notion of a regularised solution from the theory of ill-posed problems and is applied to the sinogram before image reconstruction. In order to demonstrate the efficacy of the method we apply it to graphite data collected at the Daresbury Synchrotron Radiation Source (SRS), UK on the tomography beamline 16.3. The data were acquired using 3600 projections collected by a PCO-4000 14-bit CCD camera (Kodak image sensor KAI-11002, resolution 4008 × 2672 pixels).
A regularised solution
In real measurements all coordinates have discrete values. Therefore we could write down that θ i = θ 0 + i θ , i = 1, n θ and x j = x 0 + j x, j ∈ 1, n x (for the graphite sample we had n x = 3796, n θ = 3600). We define matrices p andp with elements p ij = p(θ i , x j ) andp ij =p(θ i , x j ), respectively, and a vector q with elements q j = q(x j ). The function p(θ , x) is assumed to be smooth; thus after the finite dimensional approximation we have to minimise
One can see that the solution of this problem is not unique (if q is a solution, thenq withq j = q j + w, w = const is also a solution). To find a unique solution we may find a normal solution, i.e. the solution with the minimal norm
Unfortunately, due to errors in the measurements a finite dimensional variant of Eq. (2) should be rewritten asp ij = p ij − q j + ε ij , where ε with elements ε ij is a matrix of errors.
Let us introduce a smoothing (Tikhonov) functional
where α > 0 is a regularisation parameter. Then the minimiser q α of this equation tends to the exact solution as the errors ε ij tend to zero. Note that the regularisation parameter α depends on errors and cannot be chosen arbitrarily. However, for specific non-zero errors one could vary α in order to satisfy some restrictions on the image structure, i.e. on µ(x, y). ill-posed problems can be found in [13] [14] [15] [16] [17] [18] [19] .
Let α be set. To find q α one has to solve a system of linear algebraic equations:
The system (5) can be written in matrix form A n x q = f , where A n is an n × n-matrix:
. . . 
Introducing τ = 2 arcsinh( √ α/2) we get (see the next section)
We apply our formula to the reconstruction of a piece of graphite (also containing small metal inclusions). The graphite is reconstructed using a filtered back-projection algorithm (see e.g. [4] ). The reconstructed slices with and without our correction are shown Fig. 2 . The improvement is self-evident in this example.
Proof of the main result
In the previous section we used the following property of block matrices. Suppose P, R, S, and V are n × n-, n × m-, m × n-, and m × m-matrices, respectively. If | · | denotes a determinant, then from [21] we get Let us consider a function F 0 (n) = |W n |. Denoting −(2 + α) by σ we get F 0 (0) = 1, F 0 (1) = σ and for n > 1
.
From the definition of
For k ∈ 2, n − 2 we find that F 1 (k, k + 1, n) equals
Note that 1 W n 1 = 1, since the matrix is upper triangular and all diagonal elements are 1. Therefore for 1 < k,
,
We have considered the case of j ≥ k. Note that the matrix s jk is symmetric; therefore we get
For large x: cosh x ≈ e x /2, sinh x ≈ e x /2, so to avoid large numbers in the numerator and the denominator, we may rewrite for the case j ≥ k
The matrix s jk is symmetric, so the case j < k is trivial.
Discussion
Note that since A n in (5) is a tridiagonal symmetric matrix one can use special methods to either find an inverse matrix or just solve the given system of linear equations (SLAE); see e.g. [22] . However the main problem is that the SLAE becomes an ill-posed problem with an ill-conditioned matrix A n when α tends to zero. So a solution thus obtained may be very unstable with respect to possible errors in the right hand side of (5) or rounding errors during computation. Therefore an optimisation procedure for finding a point of minimum of M α [q] with possible (e.g. linear) restrictions on q can give better accuracy and stability. For example a conjugate projection method can be used; see e.g. [22, 13] . However, these methods are relatively slow compared to our method which requires only one multiplication of the matrix s jk by the vector f . Furthermore in most cases (when dust, dirt, scratches are small, e.g. 2-3 pixels wide, and distributed uniformly on the CCD sensor or scintillator) a matrix s jk found for one slice can be used to process several slices or even a whole volume.
We have applied a general optimisation technique based on algorithms implemented by the Numerical Algorithms Group (NAG) in the C-library. We use a method that solves general quadratic problems using ideas described in [23] . For comparison, both techniques were tested on the same desktop with a dual-core processor (E7200, Intel Core 2 Duo, 2.53 GHz) and Intel performance libraries were used. For our graphite sample with n x = 3796, n θ = 3600 it takes 6.5 s to preprocess one slice using the optimisation technique, but only 0.28 s to form the matrix s jk and less than 0.01 s to multiply the matrix by the vector f , representing a considerable advantage when reconstructing a whole volume.
Of course we should discuss possible limitations of the proposed method. Firstly, the method is based on an approximation of the first derivative ∂p(θ ,
x, have a better accuracy, the corresponding matrix A n has more diagonals with non-zero elements, so we cannot use our method. Secondly, there is no restriction on a vector q found by the proposed method. Therefore, an approximate solution p ij may have any values, e.g. even negative values which are not permitted from a physics point of view. Thus it may be useful to project the approximate solution onto a set of admissible solutions. Thirdly, the main question is how to choose the regularisation parameter α. When dust/dirt is distributed uniformly on the whole surface of the scintillator or the CCD camera and is relatively small, e.g. several pixels wide, then we may expect the error in input data to be the same for any slice; therefore α is also the same. Otherwise, α should vary from slice to slice. If a piece of dirt is relatively large, e.g. 10 pixels wide, then the first derivative will require more grid points to be used for its approximation, so we cannot use the method as it is written above.
Knowing errors in the input data one may use a priori or a posteriori choice of the regularisation parameter α; see e.g. [13] .
We consider two approaches. For the first approach one can measure errors using a sample with known optical path length p X-ray (x, z). For the second approach one can use additional (so-called a priori) information about a sample. Here when varying α and then reconstructing an image one chooses α such that some known properties of the reconstructed volume are reproduced; for instance there may be an area where the attenuation coefficient has a known, or an unknown but constant, value. We have applied the second approach to find α for our graphite sample; see Fig. 2 .
If the regularisation parameter α is too large, then elements of the vector q can have only small values and ring artefacts persist but are of decreased prominence; compare Fig. 2(a) -(c). If α is too small, then the derived distribution of the attenuation coefficient will be changed; see for example a dark region in the centre of In order to test the general applicability of the parameters identified for one slice as applied for other slices, two other slices are reconstructed (see Fig. 2(f) , (g)) using the regularisation parameter α = 0.0001, the same one as for Fig. 2(e) . All ring artefacts are well suppressed. The regularisation parameters are explicitly chosen.
Conclusions
This paper presents an analytical formula for the correction of ring artefacts. The formula summarised in (7) allows users to avoid the minimisation of the smoothing functional (4) . This provides considerable time benefits over an optimised solution (in our case 0.28 s compared with 6.5 s). Further, once found for any slice of a sample, the matrix s kj can be used to the other slices of the sample (bringing the correction time down to 0.01 s per slice in our case), since the error levels determining the regularisation parameter α are expected to be similar for all slices except in the case of very inhomogeneous samples.
