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The surveying techniques using LiDAR have been recognised as a platform that is increasingly 
becoming popular and evolving within the spatial science profession. As survey job sites 
continue to grow in size and the need for quick collection of data, mobile laser scanning 
techniques are exponentially growing. This presents a problem in regards to the accuracies that 
are being achieved and what the data is fit for. 
 
This paper has a particular focus in regards to mobile laser scanning ground control and what 
level of accuracy can be expected from the level of ground control implemented. A variety of 
ground control geometries and quantities were developed to be tested against a traditional total 
station survey. The data points collected in each scenario where directly compared to the same 
point collected from the total station. The data obtained allowed me to calculate confidence 
intervals and the accuracy range in which the data should achieve if the experiment were to be 
replicated. The direct point versus point comparison allowed me to determine which scenario 
was the closest in accuracy to a total station survey and if there was any scenario which 
replicated a total station survey. 
 
The project returned results in which can be used to determine what can be expected from 
mobile laser scanning with a certain level of ground control. The project developed eight 
different ground control scenarios with varying results. The most dense and accurate scenario 
from the mobile laser scanning was horizontally 34.5mm from the total station survey position, 
whilst the scenario with no ground control at all was 59mm from the total station survey. There 
was very limited movement throughout the scenarios in regards to the vertical accuracy, all 
returned accuracies within 31.5mm-39mm from the total station survey. It would be 
recommended to that densifying the control exponentially does not return accuracies which can 
be treated as a total station survey. The extra time and costs associated with densifying the 
control far outweighs the accuracies improvements which can be achieved. It should also be 
highlighted that mobile laser scanning surveys with no ground control produces usable data. 
Uncontrolled MLS surveys should only be used for surveys where accuracies better than 50mm 
are not trying to be achieved; the only downfall of uncontrolled MLS surveys is the lack of 
redundant data for validation.  
 
Overall the results from the project satisfied the aims and objectives of this research project. The 
results are discussed in much more depth throughout the paper and recommendations and future 
research prospects have been discussed.  
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CHAPTER 1 INTRODUCTION 
 
Lidar (Light Detection and Ranging) is a remote sensing application which uses light in the 
form of a pulsed laser to measure ranges to the surface being measured. These light pulses 
together with photographs and GNSS positioning can generate precise, three dimensional 
information about the surface or element being measured (National Ocean Service 2018). The 
Lidar method is used in conjunction with a range of applications for measuring surfaces and 
elements; the main applications include airborne Lidar, static laser scanning and mobile laser 
scanning. Lidar allows the user to measure to objects where surveys are too large and complex 
for conventional methods and still achieve accurate results in a much shorter time frame. 
 
This research is not investigating the science of Lidar but rather is investigating the achievable 
accuracies mobile laser scanning (MLS) applications can accomplish whilst manipulating 
ground control quantities and geometries to determine the best control methods. MLS has 
become more and more popular in recent history when surveying large scale areas, and the 
question remains surrounding the accuracy in comparison to conventional methods and whether 
the accuracies can be improved. This research will investigate the current ground control 
methods applied for MLS and whether or not the ground control can be manipulated to achieve 
more favourable results. In order to answer these questions a conventional, terrestrial survey 
will be used as a baseline to compare to a MLS survey of the same area whilst manipulating the 
ground control.  
 
 
1.1    Background 
 
In simpler terms, Lidar is essentially a non-contact method used to measure elements and their 
position at a point in time. There are three main types of Lidar which include; Airborne (Lidar 
measurements are taken from a plane or Unmanned Aerial System (UAS)), Ground Based Lidar 
(stationary, static laser scanners usually mounted on a tripod or mobile laser scanners mounted 
on a vehicle) and Spaceborne Lidar (measurements taken from a satellite). This paper will be 
investigating Mobile Laser Scanning with a specific focus on ground control measures and how 
they affect accuracies. 
 
Mobile Laser Scanning has grown exponentially in the 21
st
 century due to the ability to rapidly 
acquire high resolution three-dimensional topographic data whilst remaining a flexible 
surveying application. MLS survey techniques are coupled with Global Navigation Satellite 
2 
 
System (GNSS) and inertial measurement units (IMU) in order to track the vehicle’s trajectory 
and attitude; this enables the MLS to successfully replicate the real world and the position of the 
data within it. The increased interest into MLS is due to the ease of mobilisation and low costs 
associated in comparison to airborne laser scanning applications. MLS is a fit for purpose 
application which can successfully complete a wide variety of surveying tasks. MLS 
applications are generally used for small sites in comparison to airborne applications due to 
costs associated and used for large sites in comparison to conventional techniques due to time 
and effort. MLS are used rather than terrestrial scanners due to weaknesses associated such as 
poor efficiency and difficulty of viewpoints.  (Kukko et al. 2012) 
 
The MLS system used for this research is the Topcon IP-S2 (High Definition 3D Mobile 
Mapping System). A full description of the specification is included within the appendixes. 
Unlike conventional surveying equipment, MLS manufacturers do not supply accuracy data 
such as expected angular and Electronic Distance Measurement (EDM) errors or procedures on 
how to achieve a certain level of accuracy. This is mainly due to MLS being subject to a variety 
of different factors that can affect the accuracies achieved. Due to MLS systems not providing 
recommended guidelines on use to obtain certain levels of accuracy the Transport and Main 
Roads Queensland Guidelines have been analysed and implemented to carry out this 
experiment.  
 
Inexpensive software is another reason for the increase in MLS use; users who don’t actually 
own and operate MLS systems are engaging contractors to obtain the data whilst processing the 
data themselves. The software is relatively easy to use and enables the user to process point 
clouds and extract data for their needs.  
 
As MLS continues to evolve into a reliable surveying application testing needs to be conducted 
in order to develop standards that can be followed that will enable surveyors to obtain a certain 
level of accuracy. Standards can include factors such as quantity and geometry of ground 
control points, observation times and epochs measured for each control mark and optimum 
operating conditions. Successful survey operations usually relate back to preparation or mission 
planning. If mission planning is conducted well and standards are followed, then certain levels 
of accuracies should be able to be achieved. This report aims to outline the accuracies 
achievable from ground control quantities and geometry in relation to conventional techniques 











The aim of this research is to compare horizontal and vertical survey data obtained from a 
terrestrial survey with mobile laser scanning data and the effect varying the ground control has 
on achievable accuracies. A tight control network will be developed in relation to the 
Intergovernmental Committee on Surveying and Mapping (ICSM) guidelines in order to ensure 
the terrestrial survey which is being used as a baseline has minimal errors associated. The 
horizontal positions (eastings and northings) and vertical positions (AHD) of several points 
from the terrestrial survey will be directly compared to the same points surveyed by the MLS 
using a range of ground control scenarios. A 95% confidence level will be calculated in regards 




 Complete a comprehensive literature review in relation to Lidar and laser scanning 
applications within surveying, history of Lidar and laser scanning applications, factors 
that may affect accuracies of data sets obtained from laser scanning and the planning 
processes involved to successfully acquire high accuracies from laser scanning. 
 Plan and prepare a survey to compare conventional data sets and mobile laser scanning 
data sets ensuring all data is compliant to a tight control network so accuracy 
calculations and comparisons can be carried out. 
 Survey enough data to enable an in depth statistical analysis at a suitable confidence 
interval and to conclude that mobile laser scanning is or is not a suitable choice when 
selecting methods for higher order surveys. 
 Investigate several data sets with different ground control to determine a procedure to 












1.3    Research Justification and Motivation (Consequences) 
 
Historically Hinchinbrook Shire Council has completed all surveys using conventional methods 
such as terrestrial or GNSS RTK.  
 
Recently we have explored the world of mobile laser scanning and have contracted Schlenker 
Mapping for projects. Schlenker Mapping was contracted for a project involving the survey of 
our main streets as the site was larger than usual and the time frame was minimal. After the 
survey was completed the survey team at Hinchinbrook Shire Council conducted testing on the 
accuracy of the data supplied. The accuracies achieved from this data set satisfied the 
specifications of this specific project but was too inaccurate for the use of redesign and 
construction of urban roads. In particular, the vertical component was far too inaccurate as the 
Hinchinbrook Shire has very shallow grades and substantial error in vertical could have an 
adverse effect.  
 
Subsequent to this initial MLS survey conducted by Schlenker Mapping, this company has also 
been contracted to conduct asset mapping of all floor levels for flood mapping. This is where 
the idea to conduct testing into the ground control measures of Mobile Laser Scanning was 
initially discussed, and the aim to determine if manipulating ground control has an effect on 
accuracies.  
 
At the conclusion of the investigation, it will be determined if accuracies can be achieved for 
our needs and a cost benefit analysis in regards to time taken to conduct the ground control in 
comparison to using a conventional survey technique.  
 
1.4      Scope of Research 
 
The scope of research will explore the achievable accuracies by manipulating ground control for 
a mobile laser scanning survey which will be compared against a terrestrial survey as a baseline. 
The site chosen for this experiment is a small suburb within the Hinchinbrook Shire to the west 
of the main town Ingham known as Trebonne. Please refer to figure 1, 2 and 3 for site location. 
 
The research acknowledges some prior data used from a terrestrial survey along Wallis Street 
that was surveyed within the last 12months with no changes occurring. Detail will be surveyed 
along every street in Trebonne to gain an effective spread of data and to make several 




All data surveyed will first be validated against a high order control network, following on from 
the validation, the MLS and terrestrial surveys will be compared by a point v point approach 
where x,y,z are compared at a 95% confidence interval, and the differences noted. 




Figure 3: Site Location Overview Hinchinbrook Shire (QLD Globe) 
Figure 2: Site Location Overview Trebonne (QLD Globe) 
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1.5     Summary 
 
Mobile Laser Scanning technology has become a more common practice within surveying with 
increased demand for large sites to be surveyed in a short timeframe. Spatial Scientists are 
continually being presented with complex situations where conventional methods may not be 
suitable; this is where applications such as mobile laser scanning can satisfy the needs of the 
client. The question still remains though in regards to the accuracy component associated with 
MLS and the survey requirements needed to achieve a certain level of accuracy. The following 
paper explores the accuracies of MLS and the effect manipulating ground control has on 
achievable accuracies. Although accuracy may become more reliable when manipulating the 
control, the investigation also needs to determine whether the cost of time to achieve these 
accuracies outweighs using conventional methods. The upcoming chapters of this research will 
include an in depth literature review of previous research in this field and a methodology 
describing the processes used to obtain test data. Once the literature has been reviewed and 
methodology completed, the obtained results will be analysed in the next chapter then followed 
by a discussion outlining the results observed. Finally a chapter outlining and summarising the 









LiDAR applications have been associated with surveying techniques for several decades and 
associated literature outline the advancements made in this field. Although this technique is 
historical it has gained a lot of attention and popularity in recent history due to the 
advancements surrounding laser scanning applications such as static laser scanning, mobile 
laser scanning and aerial scanning. This is mainly due to the applications becoming more 
affordable whilst achieving better accuracy than previous.    
 
This chapter aims to review all relevant literature associated with mobile laser scanning and 
literature for the successful completion of my research. Reviewing previous literature within the 
scope of a research project lay the foundation for a successful report and ensures all topics are 




Light Detection and Ranging (LiDAR) is a remote sensing technique used to examine the 
surface of the earth and measure the position of an object at a point in time. LiDAR uses light in 
the form of a pulsed laser to measure ranges (variable distances) to the Earth. These light pulses 
combined with other data recorded generate precise, three-dimensional information about the 
shape of the Earth and its surface characteristics.(National Ocean Service 2018) LiDAR utilises 
visible, ultraviolet or near infrared light to detect an object and determine its distance by the 
time it takes for the beam to echo back and calculating the range from the result. (BCC Research 
2018) 
 
LiDAR applications generally consist of four main elements to capture data, these include a 
laser, a scanner, a GPS receiver to record positions and an Inertial Measurement Unit (IMU). 
LiDAR allows professionals such as surveyors to examine both natural and man-made 
environments with accuracy and precision with the added benefit of flexibility and speed of the 




There are several different platforms of the LiDAR technology each having their own unique 
advantages. These include the following; 
 
 Spaceborne LiDAR - this system acquires data using spaceborne satellites.  
 Airborne LiDAR – this system uses aircraft to obtain data. 
 UAV LiDAR – this system acquired data using a unmanned aerial vehicle  
 Topographic LiDAR – this is another airborne application but has the advantage of 
penetrating tree canopies to measure the earth’s surface. 
 Bathymetric LiDAR – this type of LiDAR is the measurement and acquisition of data 
from underneath the surface of a body of water. 
 Terrestrial LiDAR 
o Static – this application is takes a stationary approach, usually mounted on a 
tripod. 
o Mobile – this application is generally mounted to a vehicle to acquire data 
within road corridors. 
 
Although there are a variety of options available for LiDAR applications it essentially depends 
on which solution is fit for purpose when employing a certain technique. Each system employs 
the same fundamentals to acquire accurate data just the method of delivery changes.  
 
 
Figure 4: Typical Colourised pointcloud from a MLS survey (Ebrahim 2014) 
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2.3 Mobile Laser Scanning 
 
Mobile Laser Scanning has developed and evolved over the past three decades into a reliable 
surveying tool for mapping the earth’s surface and the detail that resides on it. MLS has evolved 
from Mobile Mapping Systems (MMS) from the late 1980’s and was the first land-based MMS 
application which was developed by the Centre for Mapping at Ohio State University. The 
original MMS system used Code-only GPS receiver, two digital CCD Camera’s, two colour 
video cameras, two gyroscopes and a distance measurement unit on each of the vehicles wheels. 
The integration of LiDAR into the MMS systems in the 1990’s is what we refer to as MLS 
today. MLS systems with LiDAR capabilities use laser range finding technology which is 
essentially the distance between the sensor and the object. The use of LiDAR opposed to the 
original MMS systems allows the user to significantly increase the number of points captured in 
the same amount of time whilst maintaining or improving accuracy levels. Mobile Laser 
Scanners are relatively similar to Airborne Systems, apart from the glaring difference that one is 
airborne, and one is ground based. Ground and airborne both employ the same laser distance 
measurement technique and scanning principles. (Puente et al. 2013) 
 
Mobile Laser Scanning has grown into an application used by a wide variety of professionals 
from Surveyors, Civil Engineering and Construction, Environmental, Mining, Petroleum and 
Plant Design. There are several reasons behind this application becoming a highly used tool by 
these professions but the main advantage that they enjoy is that MLS provides accurate three-
dimensional images of the real world which can be manipulated using software. The point cloud 
produced by MLS consists of millions 3D points with x,y and z values which can be viewed, 
measured and analysed as a 3D model of the real world environment. (Puente et al. 2013) 
 
Several components coupled together make MLS a highly reliable application for data capture 
and analysis. MLS integrates digital frame camera’s, a laser scanner, an inertial measurement 
unit (IMU) which is usually supported by a distance measurement wheel or odometer often 
referred to as a Distance Measurement Indicator (DMI) or Direct Inertial Aiding (DIA) which 
aids in the position of the vehicle when the satellite constellation is obscured, Global Navigation 
Satellite Systems (GNSS) and a central control unit that synchronising all these components 
together so the system can measure and collect data. MLS systems integrating the above 
components deliver advantages over other data capture techniques. These advantages include: 
 
 High speed data capture (Time and Cost Reduction) – LiDAR applications typically 
produce between 50,000 and 200,000 measurements per second. 
 Remote data acquisition and measurement  
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 Increased survey efficiency and safety 
 High point density with redundant measurements reduces the problem of questionable 
data. 
 Imagery with 3D visualisation capabilities. 
 Spatial and attribute information can be extracted from the data. 






MLS provides benefits to the many fields that use the application in comparison to ALS, total 
stations and stationary terrestrial lasers. The main factors that arise when comparing the 
different techniques is the time saving associated for a wide variety of reasons. MLS continues 
to grow into an application that professionals can rely on to do an accurate efficient job with 
outcomes that can be proven and relied upon. (Kukko 2013) 
Figure 5: Basic MLS functionality in an urban environment (Kukko 2013) 
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2.3.1 Applications  
 
MLS can be used for a wide variety of applications, mainly due to the ease of use, the time 
saving aspect and the ability to acquire high quality data remotely as a non-contact solution.  
Evolving from ALS, the broad applications that MLS can be used for include: 
 
 Industrial 
 Architectural  
 Civil and Surveying 
 Urban Topography 
 Mining 




 Cultural Heritage  
 
These applications are just some of broad industries and areas that MLS can be employed to 
acquire high quality data. A more detailed list of applications will be supplied later in the 
literature review. 
 
2.3.1.1 Civil Engineering and Construction 
 
Civil Engineering and Construction industries are the leaders when it comes to using MLS for 
day to day operations. This industry has many uses for MLS and utilises the data captured to aid 
and benefit technical designs and construction. Civil Engineering and Construction mainly 
employ MLS technology for as-constructed drawings, site modelling, quality surveys, quantity 
or volumetric surveys, road design geographic information maps of assets, establishing 
benchmarks or pre-shapes or states and to determine structural defects or deformation resulting 
from impacts such as environmental. (Ebrahim 2014) 
 
Lenda et. al. (2016) reviewed techniques associated with laser scanning in Engineering 
surveying in relation to the methods of measurement and modelling of structures. They found 
that laser scanning applications were far more efficient when measuring the as-built information 
of structures, in particular rounded structures such as a chimney. They also discovered that the 
use of laser scanning opposed to traditional techniques represents the 3D model of the structure 
more accurately especially the precise, curvelinear shape. The added benefit stated by the 
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authors was the laser scanners ability to detect strains, losses or cracks on the building surface 
whilst still completing the survey in a fraction of the time. (Lenda et al. 2016) 
Aksamitauskas et. al. (2016) researched, analysed and compared the results of a total station 
survey and mobile laser scanning survey of the same site, with particular focus on time, cost and 
accuracy aspects. The authors tested the different methods at two different sites, one being rural 
and the other an urban environment, see the aerial photographs below of the sites.  
 
Figure 6: MLS Models a) automatic filtering, b) deviations of a point cloud from a regular solid (cone), c) 
approximate spline surface, d) medial axis (Lenda et al. 2016) 
Figure 7: Test Sites, a) Rural Site, b) Urban Site (Aksamitauskas et al. 2016) 
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Once the surveys of both sites were completed using both techniques the authors tabulated the 
measureable and most important differences. See the table below which outlines the results 
from the testing.   
 
The authors developed many conclusions from the above data in regards to efficiency and 
quality of data supplied. It was found that within 30min, more than 1000 detailed and 
informative measurements are taken within a 1m squared area with the MLS compared to total 
station. In relation to the more informative data the laser scanner can be used for a more wide 
variety of applications, not only is the point position measured but elements such as deformation 
and defects can be detected. The main differing factors between the two techniques are the level 
of detail of an object, speed of data capture and data processing. The research showed that in no 
way MLS will replace traditional methods but MLS can obtain the more complex, detailed data 
in a fracture of the time whilst still obtaining similar accuracy to that of a total station. 







Figure 8: Comparison of methods according to the time expenditure and level of detail of the results (Aksamitauskas et al. 2016) 
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2.3.1.2 Reverse Engineering 
 
MLS techniques are an integral part of Reverse Engineering applications as an accurate 
representation of an object is needed. Reverse Engineering refers to the ability to reproduce the 
shape of an existing object. MLS creates a digitised model of the object or surface that can be 
turned into a mould or the production of design plans can be created from the data. The use of a 
non-contact approach such as MLS, allows the application to not be interfered with whilst the 
scanning is undertaken. Some objects such as a water treatment plants can not be turned off to 
allows a contact approach, and this is where MLS is a great application. Not only does the MLS 
produce a model for reproduction but also it can be used for as-constructed surveys to prove 
whether or not an object has been built to design and also as a record of what has been built for 
asset management.  (Ebrahim 2014) 
 
2.3.1.4 Cultural Heritage 
 
Cultural Heritage is an important part of all countries and their ambition to preserve their 
cultures and history, and the easiest way to preserve this is to obtain an accurate and reliable 
survey of the object/site using MLS. Mobile Laser Scanning data is manipulated using a CAD 
software for conservation, management and restoration works of historical sites and or object. 














The above topics discussed are just some of the many applications that Mobile Laser Scanning 
can be used for and is a broad representation. The following list outlines more specific 
applications that MLS can be used for, these include: 
 
Figure 9: Laser scan data of Uganda's Kasubi Tombs (Ebrahim 2014) 
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 Topography  
 Transportation – railroads, highways, airports  
 Urban mapping and modelling  
 Utility transmission corridors – power lines, pipelines - Coastal zone erosion 
analysis  
 Building analysis  
 Flood risk mapping  
 Emergency response/disaster mitigation  
 Logistic planning – military, geology, etc.  
 Line of sight analysis  
 Watershed analysis  
 Oil/gas exploration  
 Forestry and tree canopy analysis  
 Quarries and earth-moving volumes   
 Environmental and Climate Research 
 Ground Elevation Modelling for Precision Agriculture     
 Topographic Hydraulic Modelling 
 Precision Farming and Forestry  
(Ussyshkin 2019) (Kukko 2013) 
 
  





Figure 11: Forest data collected with ATV MLS system. Colours show point elevations (Kukko 2013) 






Mobile Laser Scanning is a technology with scope to grow and advance into the future as many 
industries are beginning to utilise the application. There could be several reasons behind 
industry growth and advancement and MLS is no different with two main areas driving the 
industry forward. Higher productivity in work flows is the main reason for future growth 
prospects as new innovated ways to conduct MLS surveys are discovered, time is saved and in 
turn the costs associated are decreasing. As costs continue to decline the demand for the service 
keeps increasing. 
 
Software innovation is the other aspect driving the industry forward and increasing growth into 
the future. Software platforms are increasingly becoming easier to use and allowing the user to 
interact with the point cloud to extract usable information. As the software keeps improving and 
possible users see the abundance of useable information, more people will invest in the industry 
and in turn grow the industry. (Ebrahim 2014) 
 
2.3.3 MLS Positioning 
 
The positioning of an MLS system is an integral part of the process in producing a real-life 
representation of the world. The MLS positioning system is complex as it provides the 
instantaneous location within a chosen coordinate system using a GNSS system and IMU. As 
the earth is in constant movement along with the user of the MLS an accurate time frame is 
needed, this is commonly referred to as an epoch.   
 
MLS systems rely on the combination of both GNSS and IMU for direct georeferencing of the 
scanned data. The GNSS receiver utilised by the MLS historically use GPS and GLONASS for 
coordinate positioning but as countries are launching extra satellite constellations the total 
number of satellites available is increasing and in turn improving accuracies. As the position of 
the MLS can sometimes be compromised from obstructions in the environment, the accuracies 
can be affected greatly. This is commonly a problem when using GNSS techniques, although 
MLS uses a system that integrates IMU to minimise and eliminate this error source. The IMU 
component produces location and attitude data such as linear acceleration and rates of angle 
change around a three-dimensional axis which calculates the position when GNSS is 
compromised. IMU uses several sub systems to calculate positional data for an MLS survey. 




2.3.4 MLS Lasers 
 
Mobile Laser Scanners uses a LiDAR for range measurements and precisely determined beam 
deflection to recreate the environment with a point cloud. There are two common techniques 
utilised for range measurements in mobile laser scanning applications, and these two techniques 
are; Time of Flight (ToF) and Phase Shift (PS).  
 
Kukko describes the Phase Shift Ranging technique that uses continuous laser illumination and 
amplitude modulation of the beam to discern the range at high frequency. Phase Shift Ranging 
measures the difference between emitted and received backscatter signals of an amplitude 
modulated continuous wave. The following formula calculates the phase shift and range: 
R= (∆φ/2ℼ)/(λ/2) + (λ/2)n 
 
Where λ is the modulation wavelength, φ is the phase shift and n is the unknown number of full 
wavelengths between the senspr system and the reflecting object. 
 
(Kukko 2013)  
 
Time of Flight ranging uses precise timing for determining the range from the pulse time of 
flight and speed of light. ToF uses a short (5 to 10 nanosecond) pulse towards the object and the 
transmitted pulse from the scanner to the object and back again is recorded and converted to 
range. The time difference between the emitted and received pulse is used to calculate the range 
between the MLS and object. The range ‘r’ is calculated using the following formulae: 
 
R = ½(c∆t) 
  
Where c is the speed of light and ∆t is the time of flight of the pulse. 









2.4 Standard Processes 
 
Standards are a part of all surveying applications; usually the standards are expressed as a 
process in order to obtain a certain level of accuracy and result. In relation to MLS there is only 
one document available guiding the user on processes, and this document is a Transport and 
Main Roads document on the standards expected from MLS surveys. This guideline sets out all 
facets of MLS including: 
 
 A MLS Technical Checklist for Users 
 Project Reference Frame 
 GNSS Base Station requirements 
 MLS Variables 
 Multiple Pass Requirements 
 Imagery Capture 
 Requirements for combining two or more pointcloud passes 
 All Survey and relative uncertainty requirements 
Figure 14: Phase Shift Laser Ranging (Kukko 2013) 
Figure 15: Time of Flight Laser Ranging (Kukko 2013) 
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 Pointcloud Cleansing, Thinning and Classification 
 Adjusting to Pointclouds 
 Ground and Feature Model requirements 
 QA Reporting and Delivery 
 
The Transport and Main Roads Technical Guideline outlines a wide range of requirements that 
need to be taken into account prior, during and post MLS surveys, please refer to Figure 16. 
However, there is a knowledge gap surrounding ground control guidelines, as there are no 
requirements on geometry and quantity. Hence this is the reasoning behind my research that 
aims to establish a ground control guideline to achieve a certain level of accuracy. (Department 
of Transport and Main Roads 2014) 
 
The TMR guideline outlines the requirements of the project reference frame to be used with 
MLS surveys. The project reference frame is a control network used for the survey which must 










The guidelines produced by TMR also outline the requirements of adjusting pointclouds to the 
reference frame using ground control. The main stipulation from the guideline is that all vector 
shifts on the ground control from raw position to adjusted position be tabulated and reported to 
prove that an accurate adjustment has occurred, and as stated previously there is no guideline 
surrounding ground control requirements such as quantity and quality. Refer to Appendix___ 
 
 
2.4.1 Work Flow 
 
All LiDAR based applications have similar if not the same work flow requirements that enables 
the user to successfully obtain a quality outcome. LiDAR applications such as MLS acquire, 
process and deliver in a digital format. This is one of the fundamental advantages as it allows 
the user to manipulate the data at any point in the process and deliver an end product which can 
be used for several applications. Figure 17 outlines the work flow process that ensures the end 

























Accuracies and calibration of equipment is a crucial part of any surveying application and 
mobile laser scanning is no different. MLS acquires highly accurate range measurement data 
and for this to be successful the position and orientation of every individual sensor must be 
known and synchronised together. There are several elements of the MLS system that needs 
calibrating and synchronising.  
 
The most basic element needing calibration is the odometry of the vehicle which estimates the 
MLS position when GPS is unavailable by measuring and extrapolating the wheel rotations of 
the vehicle. There is a piece of literature presented by Martinelli et al (2003) which outlines a 
calibration technique using a Kalman Filter. Odometry alone is the least reliable option to 
determine the vehicle’s position, therefore in relation to MLS, elements such as IMU and GPS 
are used to determine the vehicle position. (Elseberg & Nuchter 2012) 
 
IMU and GPS units are generally calibrated in relation to previously surveyed or measured data 
whose relationship to the vehicle is already known. The IMU is calibrated when the vehicle is at 
rest to eliminate any gravitational bias from the measurements. The redundant data collected is 
used to estimate the parameters to calibrate the IMU; Nebot and Durrant-Whyte discuss this in 
more depth. (Elseberg & Nuchter 2012) 
 
There is one remaining element of the MLS system which needs calibrating and this is the laser 
measurement device. The most common approach to calibrating the laser is by a Boresight 
calibration. (Elseberg & Nutcher 2012) Boresight calibration is the process of determining the 
rotational parameters of the range sensor in relation to the previously calibrated GPS and IMU. 
There are several techniques to determine the Boresight parameters and Rieger et al developed a 
technique where the MLS vehicle drives past an object such as a house several times and the 
plannar surface is examined to estimate the calibration parameters. There is also a stationary 
technique used to calibrate boresight and this is where several scans are registered at different 
locations with the position and orientation of the vehicle is known at all locations and the scans 
are registered using unique landmarks in the environment. (Elseberg & Nuchter 2012) 
 
The MLS system not only has sensor errors that need calibration, but also the need to calibrate 
and synchronise the sensors together which is commonly referred to as timing error. MLS 
systems need all components synchronised to a common time frame in order to successfully 
obtain data. The timing calibration is achieved using hardware and software inbuilt into the 






Accuracy is an essential part of all surveying applications and is an element that generally needs 
to be quantified in order to prove accuracy levels are achieved. Accuray levels needed are 
dependant on the outcome required on the surface being measured. There are several sources of 
possible error in relation to Mobile Laser Scanning and surveying which affects accuracy levels, 
in addition to generic surveying error sources and all sources of possible MLS error are 
discussed in this chapter. Surveying equipment in general is usually supplied with 
manufacturer’s specifications which outline achievable accuracies, although there are several 
elements which can affect the accuracies achieved. Accuracy is defined as how the close the 
meaured value is to the true value, opposed to precision which is descibed as the degree of 
closeness of meaurements to each other. (Ebrahim 2014) 
 
 
2.5.1 Angular Accuracy 
 
Angular accuracy is an accuracy component which is very hard to verify and detect associated 
errors. Angular accuracy comprises of two angles, the first is a laser pulse deflected by a 
rotating device sent from the scanner to the object, the second is perpendicular to the first and 
can be changed using another optical device. The combination of the readings from both these 
angles help to compute the coordinates of an object within the point cloud, and any deviations 
or deflections will result in errors perpendicular to the propagation path. Verifying single point 
positions is very hard within the point cloud although Boehler W., et al (2003) researched a 
method that has had successful outcomes. The errors can be detected simply by measuring the 
distance between two points that are at similar distances to the MLS and compare the result to a 
distance measured between the points using traditional surveying methods which are more 
accurate. (Ebrahim 2014) 
 
Boehler W., et al (2003) conducted testing into the angular accuracy of several different brand 
scanners with some interesting results. Boehler W., et al (2003) developed a testing regime that 
involved the installation of white testing spheres on a stairway at the end of a 60m corridor. The 
spheres are positioned on six steps at a distance of approximately one metre; this allowed the 
calculation of six independent horizontal and vertical distances. The spheres were then moved 
into a room and installed on a vertical wall 3.5m high and 5m wide. The sphere arrangement is 
scanned from distances up to fifteen metres away and from three different locations. Refer to 

































As discussed previously, to determine the angular error the surveyed distance between the 
spheres is compare to the scanned distance between the spheres. Boehler W., et al (2003) 
discovered variations in distance between the spheres for several of the scanners. It would be 
assumed that distance errors associated to angles would be affected by the range; this was not 
observed in the majority of the testing cases. The results from Boehler’s testing are displayed in 
Figure 19: Sphere positions on the stairway (Boehler et al. 2003) 




et al (2003) investigated range accuracies associated with laser scanners at varying distances 
between the scanned object and scanner. He used the same test field used for testing the angular 
accuracy as one of the tests to determine the range accuracy whilst also using the flat surface of 
steel lockers in a long corridor; allowing the comparison of four range differences at a mid-
range distance. Finally spheres where placed at close range and moved by 1m after every scan 
to obtain close range comparisons. The best observations that have limited bias are the spheres 
that are nearly in line with the scanner, which eliminates any angular error associated when 
comparing. Results from Boehler’s testing are shown in Figure 22. The results show that the 
scanners generally work better in close range although the accuracy values didn’t deteriorate 
significantly when the distances were increased, this shows that for scanning applications 
distances of 50m still return accurate results. 
 
 
Schmitz., et al (2019) also developed a system to test and quantify range accuracies associated 
with laser scanning applications. Schmitz., et al (2019) used spectralon targets (26cmx26cm) 
with varying reflectivity. The targets were placed at several different distances to gain a broad 
Figure 22: Differences between known and scanned spatial distances between two spheres in range direction 
(Boehler et al. 2003) 
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understanding of range accuracies, the distances included, 2m, 3m, 4m, 5m, 6m, 8m, 10m, 12m, 
16m, 20m and 30m. These distances were also tested at varying incident angles.  
 
As angles and range both influence the accuracy of scanners it is recommended that the angular 
and range results from testing be analysed in combination to gain a full complete assessment of 




Resolution is an element that can have an enormous effect of the point cloud accuracy, with 
resolution described as the user’s ability to detect small pieces of detail within the point cloud. 
There are two elements within MLS which can affect the resolution of the point cloud, the first 
being the smallest possible increment of the angle between two points, and the other relating to 
the size of laser point itself on an object within the point cloud. Scanning software allows the 
user to manipulate the settings of the increments and the density of points shown in the point 
cloud. There is a test procedure to determine the resolution effects at play, and this test uses a 
test object comprising of small pieces of detail. (Ebrahim 2014) 
 
Resolution accuracy is an element which will have large effects for my research as the 
comparison of the same points within the cloud with different ground control will be difficult to 
recreate. Resolution accuracy can be minimised with experience using the software, as 
techniques are developed to determine the best point to represent the detail being measured. 
 
Ghazali, R., et al (2011) tested the accuracies of a laser scanner at several different resolution 
settings. Ghazali developed a test where he used his coordinated ground control points that were 
visible in the scan data to compare the results. The ground control points were coordinated 
using static GPS observations for the duration of 1hour to establish an accurate base line for 
comparisons. The chosen resolutions for comparison testing were 0.025m, 0.020m, 0.015m, 
0.010m and 0.005m.  
 
Ghazali et. al. 2011 found from their testing that the most accurate resolution was in fact 0.005. 
This resolution returned accuracies of 0.0036m for easting, 0.0028m for northing and 0.0028 for 
height. As expected the worst scanning resolution was 0.025, returning values of 0.1122(X), 
0.1224(Y) and 0.1106(H) respectively.   
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2.5.4 Edge Effects 
 
Edge effect is another possible error that can have effects on accuracy outcomes of the 
measured detail. Edge effects is when the laser point hits the edge of an object and only part of 
the laser point is reflected to the scanner with the rest of the reflection maybe from an adjacent 
surface or with no return reflection at all, resulting in the wrong positions of some points. These 
wrong points are usually found on the ray from the laser reflection point to the edge point trying 
to be measured. Unfortunately, wrong points associated with edge effects are unavoidable since 
the laser point cannot be focused to the point needing to be measured, and therefore edge effects 
are an element that just needs to be understood by the user when processing the point cloud so 
that wrong points can be identified. (Ebrahim 2014) 
 
Tang, P., et al (2009) developed a procedure to predict the edge loss of laser scanned data and 
compared actual measured edge effects to the edge loss calculated from the equations and 
models derived.  Tang scanned objects of known dimensions in order to spatially measure the 
differences of the actual and scanned data, then used this data to compare directly to the 
calculated edge loss from the model. The known objects were measured at several different 
distances and angles along with the variation to other parameters. Please refer to Figure 23 for 









Figure 23: Overview of tested parameters (Tang et al. 2009) 
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Please also refer to Figures 24 and 25 which outline the estimated edge loss compared to actual 




Tang et. al. 2009 found that the PTOF scanner performed better with a substantially less loss as 
a result of edge effects compared to AMCW scanner. Although the PTOF performed better the 
AMCW actually had higher improvements from the predicted loss to the actual loss, meaning 
the scanner actually performed a lot better than expected, approximately 80% better in fact. 
 
 
2.6.5 Surface Reflectivity 
 
Surface reflectivity effects are an element which cannot be eliminated or minimised but simply 
managed. Surface reflectivity is where the strength of the returning laser signal is affected by 
the reflectivity attributes of the surface being measured. It has been stated that white surfaces 
have strong reflectivity properties whereas black surfaces have weak properties, while the 
effects that coloured surfaces have on accuracy depend on the spectral characteristics of the 
laser scanner being used, and shiny surfaces are also not measured accurately. When a surface 
contains detail consisting of different materials, colour or coated surfaces, it must be assumed 
Figure 24: Results of PTOF Scanner (Tang et al. 2009) 




2.5.6 Environmental Conditions 
 
Environmental conditions affecting accuracy is an area that cannot be controlled and rather will 
determine when scans are carried out. Environmental conditions should always be assessed in 
the mission plan and will determine the best time frame to carry out a scan to ensure error 
sources are at a minimum. Temperature, atmospheric conditions and radiation are the main 
sources of environmental error affecting accuracy. (Ebrahim 2014) 
 
There is very limited literature available that has tested and quantified the effects of 
environmental conditions. This is a potential research topic for future research into the accuracy 




Scanners, whether it be MLS or static have optimum operating conditions and temperature is an 
element that can affect the functionality of the unit. Scanners work best within a certain 
temperature range; this range is within the supplier specifications. Although there is an 
operating temperature range, this can be impacted from the heat produced from the scanner 
itself and from heating produced from external radiation such as the sun. All these elements 




Atmospheric conditions are known to effect any kind of laser measurements due to temperature 
and pressure conditions. However, in laser scanning applications these conditions do not 
adversely affect the outcomes due to the small distances measured and the propagation of speed 
of light will not impact results. There have been reports of measurements being affected when 





Radiation is an element which can effect the accuracy of laser scanners in certain operating 
conditions. Due to the fact that lasers operate in a very limited frequency band, filters can be 
applied when receiving the return signal to ensure only the desired frequency is being received. 
Although if ambient light such the sun or street lamps are strong enough the radiation will 
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bypass the filter and can influence the accuracies produced or can, in extreme conditions stop 
the scanner from measuring all together.  (Ebrahim 2014) 
 
2.5.7 Other Considerations 
 
Apart from the accuracy considerations above there are also other factors that can influence 
accuracy, and these are mainly, human and device based which include the following: 
 Measuring Speed 
 Vehicle Speed 
 Range Limits 
 Field of View 









The literature review chapter of this report has outlined the many important aspects that are 
related to the research and testing of Mobile Laser Scanning applications. The chapter has 
researched and reviewed aspects such as LiDAR and MLS background and history, 
applications, MLS components, workflow, mission planning, accuracy considerations and 
statistical analysis process and future growth of MLS. 
 
The chapter uncovered significant literature in relation to the operation of scanners such as the 
angles and range they should be operated at. The literature discussed a lot in terms of processes 
and procedures relating to the general operation and the application it could be used for. The 
chapter identified a major knowledge gap in relation to MLS ground control geometries and 
quantities and also in relation to accuracy specifications supplied from the supplier. This 
knowledge gap is significant and is the basis of the research as the accuracies that can be 
expected from different levels of ground control needs to be understood in order to be able to 
apply a level of control for an expected outcome. The section relating to background and future 
growth outlines how MLS has evolved into what we see and use today as it continues to 
advance the surveying industry and many industries alike. The chapter outlined the many 
hardware components of an MLS and the part they play in successfully scanning the 
environment to a survey standard, this information will aid when conducting field testing as it 
will be enable myself to understand if all components are working correctly. 
 
The accuracy section outlined the many factors that could produce errors within the data which 
will help form a methodology and mission plan to suit the site. The mission planning and work 
flow sections will also aid in the development of a methodology for this research project. In 
relation to the accuracy assessment section literature was reviewed on statistical analyses and 
the processes involved in a point comparison and attaining confidence intervals from the data 
sets attained. The statistical assessment procedure to be used has been outline briefly in this 
chapter and will form the basis of the analyses within the results section of this research report.   
 
The in-depth literature review that has been completed has equipped me with the knowledge and 
confidence to undertake and test MLS ground control methods and successfully deliver advice 










After reviewing and analysing past literature in relation to MLS surveys it has allowed an in 
depth process and plan to be developed and followed which enabled me to successfully 
undertake all field testing for the research project. The upcoming chapter outlines in detail the 
processes, methods and resources used from the initial control surveys, data capture and 
processing of data. The methodology will be discussed in chronological order beginning with 
site selection and reasoning. 
 
The control survey of the site was the first process which was undertaken following the site 
selection and a control network plan was developed and implemented. The use of both 
horizontal observations from GNSS receivers and Total Station was utilised along with vertical 
observations from a digital level. Once all observations were completed a network adjustment 
was undertaken. 
 
Once the control network satisfied accuracy requirements the data collection process was 
undertaken. The MLS and traditional survey both captured common data points for comparison 
in the analysis. The analysis will be a point versus point comparison of easting, northing and 









3.2 Study Area/Site Selection Reasoning 
 
The site selected for the field testing was Trebonne, a small suburb to the west of the township 
of Ingham; Trebonne is located in North Queensland within the Hinchinbrook Shire. The site 
was selected for various reasons including safety aspects and adjacent control marks. The low 
traffic environment made the field testing safe and much easier to acquire data. The close 
proximity of high order control marks was another factor in choosing the site as it was made 
easier to propagate quality control onto existing survey marks and the two new PSM’s that were 
placed throughout the area. The final reason for selecting the site was geometry, Trebonne has 
several streets and roads all orientated in different directions which have given the ability to test 
several different ground control geometries. 
 
The site provided a wide variety of different types of data, and approximately thirty common 
points of data were selected to be compared. The points of data varied from ground features 









3.3 GNSS Control Survey 
 
The GNSS control survey was conducted using two existing PSM’s and two newly placed 
PSM’s from two higher order control PSM’s, one being adjacent to the site. The control 
network was designed and planned in accordance with the ICSM guidelines on GNSS control 
surveys. (See Figure 28) 
 
The techniques in the column on the left of the images is the specifications which will followed 
to obtain horizontal SU<15mm.  
 
 





The equipment used for the GNSS control survey is as follows: 
 
 2 x R6 Trimble GNSS Receivers 
 2 x R8 Trimble GNSS Receivers 
 2 x R10 Trimble GNSS Receivers 
 6 x Leica Timber Tripods 
 6 x Leica Tribrach’s 
 Measuring Tape 
 Camera for photographic proof of instrument heights and occupations 
 PPE  
 
3.3.2 Data Acquisition Process 
 
The data acquisition process closely followed the guidelines of the ICSM SP1 GNSS Control 
Surveys. Prior to any field works taking place, the site was analysed and two new PSM’s were 
placed in areas where there was limited control. Once the PSM’s were placed two independent 
static sessions were conducted for a minimum of 6.5 hours on separate days to ensure dual 
independent occupations in accordance with ICSM. All other specifications from ICSM 
regarding classic static and aiming to achieve horizontal SU < 15mm were followed to ensure a 
quality outcome. 
 
3.3.3 GNSS Control Survey Data Processing 
 
The processing of the static data that was acquired over two sessions was completed using a 
software package known as Magnet Tools. The aim of the initial GNSS data processing was to 
ensure that the data was of high quality and no errors were present, this processing was not used 
for the end coordinates of the control as the traverse data needed to be used in conjunction with 
the static data to achieve a robust least squares adjustment. Once the data was approved to have 









3.4 Traditional Control Survey (Total Station)  
 
At the completion of the GNSS control survey, a traditional control survey using total station 
was undertaken in order to place traverse stations for detail collection. The traverse connected 
all recently coordinated PSM’s from the GNSS control survey and all closing bearings were 




The equipment that was used for the traverse includes: 
 Topcon PS-103A Total Station 
 Heavy duty Leica timber tripods 
 Good quality Leica Tribrachs 
 Optima survey quality prisms 
 Measuring tape 
 Field Book 
 PPE 
 
The Topcon PS-103A Total Station is a three second instrument which has the ability to 










Figure 30 outlines the accuracy requirements for a total stations outlined by ICSM in order to 
obtain certain levels of accuracy. The Topcon PS-103A clearly has capabilities to achieve 
accuracy levels of SU: <10mm and RU: <10mm or <30ppm. All other equipment specs are also 
achieved for this accuracy level.  
Figure 30: ICSM Guidelines for Total Stations (ICSM 2014) 
44 
 
3.4.2 Data Acquisition Process 
 
Once again to achieve SU: <10mm and RU: <10mm or <30ppm survey procedures outlined by 
ICSM were closely followed. The field traverse was recorded in a field book with all angles, 
distances, instrument heights and targets heights noted. This information was used to calculate 
the position of all new traverse stations. Please refer to table below outlining the ICSM 








Figure 31: ICSM Guidelines for traverse control methods (ICSM 2014) 
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3.4.3 Total Station Control Survey Data Processing 
 
The acquired data was manually plotted into Magnet Office for processing and analysis against 
the imported minimally constrained network adjustment of the PSM’s. The fixed locations of 
the PSM’s were directly compared to the traversed PSM location using a linear mislose 
approach, closing bearings were also analysed. This process is to ensure that there are no errors 
in the field work and that the traverse satisfied the desired accuracy levels. The full adjustment 
of GNSS observations and traverse occurred using a fully constrained adjustment in Magnet 
Tools. 
 
The linear misclose table below was used to check that results have been achieved in relation to 















3.5 Level Control 
 
Once all the horizontal control had been completed, both GNSS observations and control 
traverse placing stations for detail collection, the vertical control was conducted. The vertical 
control was undertaken using a digital level and two way levelling was conducted, all other 











The equipment used for the vertical control of the site was: 
 Trimble DiNi Digital Level 
 Barcode Staff 
 Heavy duty timber Leica Tripod 



















3.5.2 Data Acquisition Process 
 
The DiNi Digital Level meets all requirements of the 12mm*√k specification set out by ICSM. 
The process involved also met the specifications for the methods employed to achieve 
12mm*√k. 








































Figure 34: ICSM Levelling Techniques (ICSM2014) 
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3.5.3 Level Control Data Processing 
 
The acquired vertical control data was downloaded and analysed using Trimble Business 
Centre. This software was also be used for any vertical control adjustments to eliminate any 
minor errors. The vertical control adjustment remained as a separate adjustment and was not 
used in the combined GNSS and traverse adjustment. 
 
3.6 Mobile Laser Scanning Detail Survey 
 
The mobile laser scanning process for detail collection was carried out in conjunction with 
Schlenker Mapping, their equipment, software, and staff. The data collection was carried out 
when Schlenker visited our local government area in relation to their contracted work with my 
employer. The control network was established prior to any mobile laser scanning to ensure all 
field work is relatable to one another when analysing results.  
 
The TMR guidelines outline the MLS variables which were considered before conducting the 
survey. Factors such as environmental, pointcloud colourisation, shadowing and density were 
all considered prior to undertaking the survey. The environmental effects were closely 
monitored and the survey was completed on a day with no rain or heavy due to ensure the detail 
points were dry as wet surfaces can affect the level of accuracy achieved. Shadowing within the 
site was limited as the area is not dense of high rise buildings and trees. Density specifications 
were met and controlled by the travel speed and number of passes. The average travel speed was 
40km/h with double and triple passes made to ensure the density was sufficient. 
 
The guideline also outlined ground control specifications for MLS surveys. The guideline 
allows the contractor to decide the size, shape, placement and configuration regime for GCP’s, 
this clearly identifies a clear knowledge gap surrounding the effects of different GCP quantities 
and geometries. The only specifications stated for GCP’s is that all intersecting state controlled 
roads need to have a GCP adjacent, start and finish of site needs a GCP and all GCP’s need to 











The scanning equipment utilised for the mobile laser scanning survey was a combination of a 
scanning unit, laser unit, and camera. 
 Scanning System – Topcon IPS2-HD 
 Laser Unit – Veolodyne HDL-64E 
 Camera – Ladybug 3 
 
When the above elements are coupled together a robust scanning unit can be used to collect 
accurate data at high speeds. This technology has been on the market for a few years but is the 
only system I have access to and is regularly calibrated to ensure standards are being attained. 
 
The only other equipment used in the mobile laser scanning process was a Trimble R8 GNSS 
base and rover for the collection of the ground control points, these receivers are the same 










Figure 35: MLS Diagram showing vehicle setup (Topcon 2019) 
Figure 36: Topcon IP-S2-HD Specifications (Topcon 2019) 
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3.6.2 Mission Planning 
 
In regard to mission planning several aspects would normally be analysed and reviewed before 
undertaking a mobile laser scanning survey. Due to Schlenker carrying out contract work for my 
employer I had a minimal window to undertake the field work. Although this was the case, the 
factors that were considered prior to undertaking the survey were as follows: 
 
 Weather (uncontrolled due to time, although weather was optimum) 
 Time of day to carry out a survey - survey was carried out during non-peak hour traffic 
conditions which resulted in it being easy to traverse the streets and also minimal 
shadowing from other vehicles. 
 Travel Speed – The average travel speed for the survey was 40km/h 
 The direction of travel and the number of passes – the site was analysed to determine 
the best direction to traverse the suburb in order to save time and collect maximum data. 
All streets were travelled in both directions with multiple passes to ensure all data was 
collected and dense point cloud was acquired. 
 
The factors affecting the operation of the MLS system were not the only element which needed 
to be considered prior to undertaking the MLS survey. Factors such as field of view settings for 
camera’s, spin rate of laser scanner and distance to data were all settings which needed to be 
reviewed and set for the survey, the following outlines the settings used; 
 
 Horizontal field of view set to 360degrees 
 Vertical field of view set to 31.5 degrees 
 Spin rate of laser scanner set to 600RPM (spin rate does not affect number of points per 
second, but can affect resolution) 
 Data is useable up to 120m from scanner although data used was <15m from the 
scanner. 
 Image capture set to 3m 










3.6.3 Ground Control Point Process 
 
The ground control for mobile laser scanning surveys is one of the most important steps to 
ensure accurate results are achieved. Prior to the mobile laser scanning field work was 
completed over 250 ground control points were placed and coordinated. The large number of 
control points was to ensure there will be adequate ground control scenarios to manipulate and 
analyse. 
 
The ground control points were 120mm x 120mm white paint squares painted on features such 
as the road surface, kerb lines and fire hydrants (See Figure 37 and 38). Due to the large number 
of ground control points placed and needing to be measured the settings for GNSS measurement 
were set at 15 sec with 15 epochs measured, the ground control marks were measured twice 
using a bipod to ensure no movement when measuring. To validate the ground control marks, 
known coordinated PSM’s from the control network were measured prior and post both ground 
control point sessions. The ground control points were also spirit levelled to add another 
dimension to MLS ground control, this will be only analysed if time permits. 
 
Prior to processing and manipulating the data, several different geometries of ground control 
needed to be decided upon. The geometries that were tested include: 
 
1. Two control points diagonals to each other across the site (See Figure 40) 
2. Two central control points 
3. Four control points at the four corners of the site (See Figure 39) 
4. At every street intersection or road angle 
5. Every 50m on the same side of the road corridor 
6. Every 50m on alternating sides of the road corridor 
7. Every 100m  








Figure 37: Ground Control 
Example on concrete surface 
Figure 38: Ground 






3.6.4 MLS Data Processing 
 
The data processing of the acquired data was the most important step in the process of obtaining 
usable coordinated data. The software packages that were used were Spatial Factory and 
Geoclean, both which are Topcon applications. There are several steps that were carried out to 
obtain the overall finished data and they included the following: 
 
1. Downloading and archiving raw data 
2. Importing raw unadjusted data into Spatial Factory to analyse and pick clear detail 
points for comparison. Export detail points as ASCII format 
3. Match all ground control points in Spatial Factory. (See Figure 42) 
4. Eliminate ground control not needed in the first scenario to be tested. (See Figure 41) 
5. Copy the working file and archive. 
6. Import working file into GeoClean 
7. Adjust the point cloud and photographs to the ground control selected. 
8. Reopen working file in Spatial Factory (this will now be the adjusted file) 
9. Open a second Spatial Factory on a second computer screen to aid in the process of 
selecting the same point in the point cloud from the unadjusted raw data. 
10. Once all detail points are selected in the adjusted file again export as ASCII format. 
















Figure 42: Spatial 
Factory - All Control 
Matched 




Figure 51 and 52 show all the control matched on the left and deleted control matches on the 
right just keeping the control matches for that scenario. The ground control was matched by 
selecting the imported RTK GCP point and selecting the best representation of the GCP within 
the point cloud, when they are matched a vector is displayed of the shift from the point cloud 
position to the coordinated GCP position. 
 
Figure 53 and 54 are from GeoClean and display the process of the images and pointcloud being 
generated after the control matched spatial file is imported. There is a log displayed which 





Figure 43: GeoClean Workstation - Image Processing 
 
 




3.8 Data Analysis Process/Accuracy Assessment 
 
There are a variety of ways to assess accuracy levels obtained when comparing several data sets. 
The most common and successful way to calculate the accuracy and precision is from 
measuring the residual which is the difference between measured and true values. The accuracy 
evaluations will also contain a confidence level of 95%, this refers to how certain we are of the 









When research is conducted, and results are stated they need to be credible and accurate to 
ensure there has been no bias or errors affecting accuracies. Accuracy comparisons within my 
research will be a point to point comparison to establish which ground control geometry and 
configuration is most accurate and closest to traditional surveying techniques. A total station 
survey of 30 detail points will be used as a baseline survey and several MLS ground control 
geometries will be compared using the same detail points every time. 
 
The most practical way to test accuracy when the errors are normally distributed is by 
calculating RMSE values, standard deviations, mean errors and maximum and minimum errors. 
When calculating RMSE 95% confidence levels, large data sets are preferable, although this is 
not always possible on smaller sites. As shown in the table below the number of 2D and 3D 
points to be compared for a site under 500 square kilometres is 20, although I am aiming to 
attain approximately 30 points to ensure redundant data. 




As discussed earlier conventional survey methods supply accuracy specifications for angle and 
EDM measurements. This is not the case regarding MLS manufacturer’s specifications; 
however optimum operating conditions are supplied such as vehicle speed. Therefore, the aim 




3.8.1 Confidence Interval Calculations Example (t and z distribution 
curves) 
 
Sample sizes less than 30 in size the t distribution curve should be used to calculate the 
confidence interval and for sample sizes larger than 30 the z distribution curve should be used. 
The t and z test’s will be used to determine the repeatability accuracy if the tests were conducted 
over and over again. The test will show at 95% confidence where the accuracy values will fall 
between the upper and lower bounds/limits of the data. 
 
3.8.1.1 t Distribution 95% Confidence Interval 
 
Sample Size  =  Sample Quantity (Size of data set) 
Degrees of Freedom =  Sample Size – 1 
t value for 95% Confidence Interval 
1-0.95   =  0.05 
0.05/2   =  0.025 
 
Figure 48: Recommended Number of Checkpoints Based on Area (ASPRS 2014) 
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e.g Degree of Freedom =  29 
Refer to Appendix t distribution table for 0.025 at 29 degrees of freedom 
   =   2.045 
 
Standard Error (SE) =  Sample Size/SQRT Standard Deviation 
   =  30/SQRT 28 
   =  5.669467095 
 
t value * (SE)  =  11.59406021 
 
Left t distribution 
Curve tail   =  Sample Mean – 11.59406021 
 
Right t distribution 
Curve tail   =  Sample Mean + 11.59406021 
 
3.8.1.2 Normal Distribution 95% Confidence Interval 
 
Sample Size  =  x 
Degrees of Freedom =  x-1 
 
Z Value for 95% CI =  1.96 (Refer to Appendix z distribution table for 95%  
 
Calculate Upper and Lower Limit 
   =  (z value*SD)/(SQRT Sample Size) 
   =   y 
 
Lower Bound   =  Sample Mean – y 
Upper Bound  =  Sample Mean + y 
 











This chapter outlined the processes and procedures that will be undertaken to analyse the effects 
different ground control geometries have on mobile laser scanning accuracies whilst using a 
total station detail survey as a baseline. In summary, the process that was followed to obtain 
data to directly compare was as follows: 
 
1. Design and implement a high order control network using a combination of GNSS 
observations, traverse, and digital levelling. 
2. Place and coordinated ample ground control to allow for the manipulation of several 
different ground control geometries/scenarios. 
3. Complete mobile laser scanning survey 
4. Complete traditional detail survey using a total station 
5. Process all data using relative software packages. 
6. Export and collate all horizontal and vertical information regarding to the detail 
measured for analysis. 
 
The following chapter outlines the results that were obtained from the process and methods 
followed by this chapter. The information is collated in clear tables and graphs to ensure ease if 









The results of experimental testing are an integral part of a research topic as they outline the 
factual results that were observed and acquired. The results are manipulated using statistical 
analysis in order to understand the outcomes from the testing. The details of the statistical 
analysis which is used in this report were discussed in the previous chapter. The data from the 
traditional survey and MLS survey were acquired throughout the duration of June and July in 
the suburb of Trebonne.  
 
This chapter analysis the effects of manipulating ground control geometries and quantitates with 
respect to MLS surveys and comparing them to a traditional total station survey which is being 
treated as a baseline. Levels of confidence in the results will be calculated and the accuracy in 
horizontal (2d) and height (1d) are directly compared to the traditional survey for each ground 
control scenario.  
 
4.2 Ground Control 
 
As discussed previously several ground control scenarios were tested in order to determine if 
accuracies could be improved or if no change was observed. Prior to conducting the MLS 
survey 254 ground control points were placed to be used for the testing, the coordination of 
these ground control points needs to be validated for the testing to be accurate. Whilst all the 
ground control was being coordinated, check measurements were made to the adjacent control 
network to ensure accuracy levels were adequate. Tables 2-5 outline the accuracies of the 
ground control points in relation to the control network. The RTK check point coordinates are 
compared to the GNSS static control coordinates for each of the PSM’s. These tests were 
conducted over two sessions to see if there were any changes with different satellite 
configurations.  
 
Table’s 2-5 outline the accuracy of the GCP’s by the differences that were experienced when 
check measuring to the control network. The check measurements showed that all 
measurements were <15mm on average from the control position for horizontal and <10mm on 








4.3 Horizontal Accuracy (2d) 
 
The horizontal accuracy were evaluated using the t distribution test. The mean and standard 
deviations were firstly calculated from the data set, then the upper and lower bounds were 
calculated using the t test, the upper and lower bounds outline if the test was to be conducted 
again where 95% of the results should fall between. The analysis has been conducted using a 
total of 25 detail points for comparison. There was a wide range of different detail points such 
as corners of concrete structures, fire hydrants, sewer man holes and eves of buildings.  Sections 




4.3.1 Scenario 1 (No GCP’s) 
 
This scenario was carried out using the raw data only with no GCP’s. The sample data of 25 
points returned a mean value of 0.059m and standard deviation of 0.011m, see Appendix D for 
full tabulation of data. Figure 49 indicates if the same testing was to be replicated it would be 
expected that the RMSExy would lie between 43mm and 75mm. The graph below shows that 
the majority of the points have a close fit with the linear (best fit) line. There are a few outliers 
which will be addressed in the discussion section. Overall the t test was passed as the majority 

















95% Confidence Interval (RMSExy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 43mm 
Right t distribution curve tail = 75mm 




Figure 50 indicates if the same testing was to be replicated it would be expected that the 
RMSEx would lie between 40mm and 57mm. It also indicates that the majority of the points 
have a close fit with the linear (best fit) line, the majority indicate being less than the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEx) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 40mm 
Right t distribution curve tail = 57mm 
Figure 50: Scenario 1 Linear Scatter Plot showing the easting distance from the known value 
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Figure 51 indicates if the same testing was to be replicated it would be expected that the 
RMSEy would lie between 20mm and 39mm. It also indicates that the majority of the points 
have a close fit with the linear (best fit) line, the points are evenly spread above and below the 
linear line. There was only one outlier which will be addressed in the discussion section. Overall 



















95% Confidence Interval (RMSEy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 20mm 
Right t distribution curve tail = 39mm 
  
Figure 51: Scenario 1 Linear Scatter Plot showing the northing distance from the known value 
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4.3.2 Scenario 2 (2 Diagonal GCP) 
 
This scenario introduces two GCP’s diagonal to one another across the site, from North West to 
South East. The sample data of 25 points returned a mean value of 0.056m and standard 
deviation of 0.008m, see Appendix D for the full tabulation of data. Figure 52 indicates if the 
same testing was to be replicated it would be expected that the RMSExy would lie between 
38mm and 75m. It also shows that the majority of the points have a close fit with the linear (best 
fit) line, the points are evenly spread above and below the linear line. There was only one outlier 
which will be addressed in the discussion section. Overall the t test was passed as the majority 
















95% Confidence Interval (RMSExy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 38mm 
Right t distribution curve tail = 75mm 
Figure 52: Scenario 2 Linear Scatter Plot showing the linear distance from the known value 
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Figure 53 indicates if the same testing was to be replicated it would be expected that the 
RMSEx would lie between 36mm and 54mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEx) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 36mm 
Right t distribution curve tail = 54mm 
 
Figure 53: Scenario 2 Linear Scatter Plot showing the easting distance from the known value 
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Figure 54 indicates if the same testing was to be replicated it would be expected that the 
RMSEy would lie between 21mm and 39mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 



















95% Confidence Interval (RMSEy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 21mm 
Right t distribution curve tail = 39mm 
 
Figure 54: Scenario 2 Linear Scatter Plot showing the northing distance from the known value 
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4.3.3 Scenario 3 (2 Central GCP) 
 
This scenario introduces two GCP’s in a central location at the site. The sample data of 25 
points returned a mean value of 0.056m and standard deviation of 0.008m, see Appendix D for 
full tabulation of data. Figure 55 indicates if the same testing was to be replicated it would be 
expected that the RMSExy would lie between 38mm and 75mm. It also shows that the majority 
of the points have a close fit with the linear (best fit) line, the points are evenly spread above 
and below the linear line. There was only one outlier which will be addressed in the discussion 

















95% Confidence Interval (RMSExy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 38mm 
Right t distribution curve tail = 75mm 
Figure 55: Scenario 3 Linear Scatter Plot showing the linear distance from the known value 
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Figure 56 indicates if the same testing was to be replicated it would be expected that the 
RMSEx would lie between 36mm and 54mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEx) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 36mm 
Right t distribution curve tail = 54mm 
 
  
Figure 56: Scenario 3 Linear Scatter Plot showing the easting distance from the known value 
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Figure 57 indicates if the same testing was to be replicated it would be expected that the 
RMSEy would lie between 21mm and 39mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 21mm 
Right t distribution curve tail = 39mm 
 
Figure 57: Scenario 3 Linear Scatter Plot showing the northing distance from the known value 
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4.3.4 Scenario 4 (4 Exterior GCP) 
 
This scenario consists of four exterior GCP’s. The sample data of 25 points returned a mean 
value of 0.056m and standard deviation of 0.010m, see Appendix D for full tabulation of data. 
Figure 58 indicates if the same testing was to be replicated it would be expected that the 
RMSExy would lie between 40mm and 73mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, either situated very close to the line or slightly below.. 
There were two outliers which will be addressed in the discussion section. Overall the t test was 
















95% Confidence Interval (RMSExy) 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
Left t distribution curve tail = 40mm 
Right t distribution curve tail = 73mm
Figure 58: Scenario 4 Linear Scatter Plot showing the linear distance from the known value 
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Figure 59 indicates if the same testing was to be replicated it would be expected that the 
RMSEx would lie between 37mm and 54mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEx) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 37mm 
Right t distribution curve tail = 54mm 
 
Figure 59: Scenario 4 Linear Scatter Plot showing the easting distance from the known value 
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Figure 60 indicates if the same testing was to be replicated it would be expected that the 
RMSEy would lie between 21mm and 39mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 21mm 
Right t distribution curve tail = 39mm 
 
Figure 60: Scenario 4 Linear Scatter Plot showing the northing distance from the known value 
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4.3.5 Scenario 5 (Every Street Intersection and Angle – 11GCP) 
 
This scenario consists of eleven GCP’s located at every street intersection and street angle 
within the job site. The sample data of 25 points returned a mean value of 0.049m and standard 
deviation of 0.007m, see Appendix D for the full tabulation of data. Figure 61 indicates if the 
same testing was to be replicated it would be expected that the RMSExy would lie between 
29mm and 69mm. It also shows that the majority of the points have a close fit with the linear 
(best fit) line, either situated very close to the line or slightly above and below. There was one 
outlier which will be addressed in the discussion section. Overall the t test was passed as the 

















95% Confidence Interval (RMSExy) 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 29mm 
Right t distribution curve tail = 69mm
Figure 61: Scenario 5 Linear Scatter Plot showing the linear distance from the known value 
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Figure 62 indicates if the same testing was to be replicated it would be expected that the 
RMSEx would lie between 33mm and 51mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEx) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 33mm 
Right t distribution curve tail = 51mm 
 
Figure 62: Scenario 5 Linear Scatter Plot showing the easting distance from the known value 
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Figure 63 indicates if the same testing was to be replicated it would be expected that the 
RMSEy would lie between 12mm and 33mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There were two outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 12mm 
Right t distribution curve tail = 33mm 
  
Figure 63: Scenario 5 Linear Scatter Plot showing the northing distance from the known value 
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4.3.6 Scenario 6 (100m Interval GCP) 
 
This scenario consisted of GCP’s at 100m intervals throughout the job site, in total there were 
27 GCP’s. The sample data of 25 points returned a mean value of 0.046m and standard 
deviation of 0.009m, see Appendix D for the full tabulation of data. Figure 64 indicates if the 
same testing was to be replicated it would be expected that the RMSExy would lie between 
29mm and 63mm. It also shows that the majority of the points have a close fit with the linear 
(best fit) line, either situated very close to the line or slightly above and below. There was one 
outlier which will be addressed in the discussion section. Overall the t test was passed as the 

















95% Confidence Interval (RMSExy) 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 29mm 
Right t distribution curve tail = 63mm
Figure 64: Scenario 6 Linear Scatter Plot showing the linear distance from the known value 
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Figure 65 indicates if the same testing was to be replicated it would be expected that the 
RMSEx would lie between 28mm and 49mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 



















95% Confidence Interval (RMSEx) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 28mm 
Right t distribution curve tail = 49mm 
Figure 65: Scenario 6 Linear Scatter Plot showing the northing distance from the known value 
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Figure 66 indicates if the same testing was to be replicated it would be expected that the 
RMSEy would lie between 14mm and 34mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There were two outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 14mm 
Right t distribution curve tail = 34mm 
 
Figure 66: Scenario 6 Linear Scatter Plot showing the northing distance from the known value 
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4.3.7 Scenario 7 (50m Interval GCP – Same Side of Road) 
 
This scenario used GCP’s at intervals of 50m along the same side of the road corridor 
throughout the site, a total of 54 GCP’s were used. The sample data of 25 points returned a 
mean value of 0.035m and standard deviation of 0.014m, see Appendix D for full tabulation of 
data. Figure 67 indicates if the same testing was to be replicated it would be expected that the 
RMSExy would lie between 21mm and 48mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, either situated very close to the line or slightly above 
and below. There were a few outliers which will be addressed in the discussion section, 
although only one in a less accurate position. Overall the t test was passed as the majority of the 
















95% Confidence Interval (RMSExy) 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 21mm 
Right t distribution curve tail = 48mm




Figure 68 indicates if the same testing was to be replicated it would be expected that the 
RMSEx would lie between 18mm and 38mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEx) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 18mm 
Right t distribution curve tail = 38mm 
  
Figure 68: Scenario 7 Linear Scatter Plot showing the northing distance from the known value 
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Figure 69 indicates if the same testing was to be replicated it would be expected that the 
RMSEy would lie between -3mm and 39mm. It also shows that the majority of the points are 
evenly spread above and below the linear value. There are a no outliers within this data. Overall 


















95% Confidence Interval (RMSEy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = -3mm 
Right t distribution curve tail = 39mm 
 
 
Figure 69: Scenario 7 Linear Scatter Plot showing the northing distance from the known value 
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4.3.8 Scenario 8 (50m Interval GCP – Alternative Side of Road) 
 
This scenario used GCP’s at intervals of 50m on alternative sides of the road corridor 
throughout the site, a total of 54 GCP’s were used. The sample data of 25 points returned a 
mean value of 0.035m and standard deviation of 0.014m, see Appendix D for full tabulation of 
data. Figure 70 indicates if the same testing was to be replicated it would be expected that the 
RMSExy would lie between 21mm and 48mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, either situated very close to the line or slightly above 
and below. There were a few outliers which will be addressed in the discussion section, 
although only one in a less accurate position. Overall the t test was passed as the majority of the 















95% Confidence Interval (RMSExy) 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
Left t distribution curve tail = 21mm 
Right t distribution curve tail = 48m
Figure 70: Scenario 8 Linear Scatter Plot showing the linear distance from the known value 
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Figure 71 indicates if the same testing was to be replicated it would be expected that the 
RMSEx would lie between 18mm and 39mm. It also shows that the majority of the points have 
a close fit with the linear (best fit) line, the points are evenly spread above and below the linear 
value. There are a few outliers which will be addressed in the discussion section. Overall the t 


















95% Confidence Interval (RMSEx) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = 18mm 
Right t distribution curve tail = 39mm 
 
Figure 71: Scenario 8 Linear Scatter Plot showing the easting distance from the known value 
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Figure 72 indicates if the same testing was to be replicated it would be expected that the 
RMSEy would lie between -2mm and 39mm. It also shows that the majority of the points are 
evenly spread above and below the linear value. There are a no outliers within this data. Overall 


















95% Confidence Interval (RMSEy) 
 
Sample Size  = 25 
Degrees of Freedom = Sample Size -1 
   = 24 
 
t value @95% CI 
1-0.95   = 0.05 
0.05/2   = 0.025 
0.025 in the table for 24 degrees of freedom is 2.064 
 
Left t distribution curve tail = -2mm 
Right t distribution curve tail = 39mm 
 
  
Figure 72: Scenario 8 Linear Scatter Plot showing the northing distance from the known value 
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4.3.9 Horizontal (2d) RMSExy Comparison of Scenarios 
 
Scenario Upper and Lower 
Bound 
Mean Standard Deviation 
1 – No GCP 43mm – 75mm 59mm +/-16mm 
2 – 2 Diagonal GCP 38mm -75mm 56.5mm +/-18.5mm 
3 – 2 Central GCP 38mm – 75mm 56.5mm +/-16.5mm 
4 – 4 Exterior GCP 40mm – 73mm 56.5mm +/-16.5mm 
5 – Every 
Intersection/Angle 
(11GCP) 
29mm – 69mm 49mm +/-20mm 
6 – 100m Interval 
GCP 
29mm – 63mm 46mm +/-17mm 
7 – 50m Interval GCP 
(Same Side) 
21mm – 48mm 34.5mm +/-13.5mm 
8 – 50m Interval GCP 
(Alternative Side) 
21mm – 48mm 34.5mm +/-13.5mm 
Table 6: Horizontal RMSExy Linear Comparisons 
Table 6 shows the means, standard deviations and upper and lower bounds of all the tested 
scenarios. As to be expected the worse scenario was the scenario one with no GCP’s and the 




4.4 Vertical Accuracy (1d) 
 
The vertical accuracy of the MLS scenarios comprised of the same 25 points used for the 
horizontal accuracy plus another ten points in various locations, the reason for adding more 
points is to gain a good spread in areas of less favourably GPS and different surfaces. The 
analysis was once again a point versus point comparison using the absolute differences between 
points and calculating the root mean squared. The confidence intervals were calculated using the 
z distribution curve as opposed to using the t distribution curve as the sample size was now 




z-Test: Two Sample for Means
Variable 1 Variable 2
Mean 18.65991429 18.65025714
Known Variance 1.429 1.434
Observations 35 35
Hypothesized Mean Difference 0
z 0.033765408
P(Z<=z) one-tail 0.48653211
z Critical one-tail 1.644853627
P(Z<=z) two-tail 0.97306422
z Critical two-tail 1.959963985
Table 7: Scenario 1 z-Test Two Sample Means 
4.4.1 Scenario 1 (No Ground Control) 
 
The sample data of 35 points returned a mean delta value of 0.038m and standard deviation of 
0.021m, see Appendix D for the full tabulation of data. Table 7 shows that the P value 
calculated is larger than 0.05 which indicates that the data is good and passed the z test as there 













The below results indicate if the same testing was to be replicated it would be expected that the 
RMSEz would lie between 31mm and 44mm. 
 
95% Confidence Interval (RMSEz) 
 
Sample Size  = 35 
Degrees of Freedom = Sample Size -1 
   = 34 
 
z value @95% CI = 1.96 
Lower Bound  = 31mm 
Upper Bound  = 44mm 
 








z-Test: Two Sample for Means
Variable 1 Variable 2
Mean 18.65991429 18.65131429
Known Variance 1.429 1.423
Observations 35 35
Hypothesized Mean Difference 0
z 0.030127127
P(Z<=z) one-tail 0.487982833
z Critical one-tail 1.644853627
P(Z<=z) two-tail 0.975965667
z Critical two-tail 1.959963985
Table 8: Scenario 2 z-Test Two Sample Means 
4.4.2 Scenario 2 (2 Diagonal GCP) 
 
The sample data of 35 points returned a mean delta value of 0.039m and standard deviation of 
0.021m, see Appendix D for the full tabulation of data. Table 8 shows that the P value 
calculated is larger than 0.05 which indicates that the data is good and passed the z test as there 













The below results indicate if the same testing was to be replicated it would be expected that the 
RMSEz would lie between 32mm and 46mm. 
 
95% Confidence Interval (RMSEz) 
 
Sample Size  = 35 
Degrees of Freedom = Sample Size -1 
   = 34 
 
z value @95% CI = 1.96 
Lower Bound  = 32mm 
Upper Bound  = 46mm 
 








z-Test: Two Sample for Means
Variable 1 Variable 2
Mean 18.65991429 18.6512
Known Variance 1.429 1.423
Observations 35 35
Hypothesized Mean Difference 0
z 0.030527487
P(Z<=z) one-tail 0.487823186
z Critical one-tail 1.644853627
P(Z<=z) two-tail 0.975646372
z Critical two-tail 1.959963985
Table 9: Scenario 3 z-Test Two Sample Means 
4.4.3 Scenario 3 (2 Central GCP) 
 
The sample data of 35 points returned a mean delta value of 0.039m and standard deviation of 
0.021m, see Appendix D for the full tabulation of data. Table 9 shows that the P value 
calculated is larger than 0.05 which indicates that the data is good and passed the z test as there 













The below results indicate if the same testing was to be replicated it would be expected that the 
RMSEz would lie between 32mm and 46mm. 
 
95% Confidence Interval (RMSEz) 
Sample Size  = 35 
Degrees of Freedom = Sample Size -1 
   = 34 
 
z value @95% CI = 1.96 
Lower Bound  = 32mm 
Upper Bound  = 46mm 
 









z-Test: Two Sample for Means
Variable 1 Variable 2
Mean 18.65991429 18.65242857
Known Variance 1.429 1.425
Observations 35 35
Hypothesized Mean Difference 0
z 0.026214422
P(Z<=z) one-tail 0.489543156
z Critical one-tail 1.644853627
P(Z<=z) two-tail 0.979086313
z Critical two-tail 1.959963985
Table 10: Scenario 4 z-Test Two Sample Means 
4.4.4 Scenario 4 (4 Exterior GCP) 
 
The sample data of 35 points returned a mean delta value of 0.036m and standard deviation of 
0.020m, see Appendix D for the full tabulation of data. Table 10 shows that the P value 
calculated is larger than 0.05 which indicates that the data is good and passed the z test as there 













The below results indicate if the same testing was to be replicated it would be expected that the 
RMSEz would lie between 29mm and 42mm. 
 
95% Confidence Interval (RMSEz) 
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z value @95% CI = 1.96 
Lower Bound  = 29mm 
Upper Bound  = 42mm 
 









z-Test: Two Sample for Means
Variable 1 Variable 2
Mean 18.65991429 18.65262857
Known Variance 1.429 1.427
Observations 35 35
Hypothesized Mean Difference 0
z 0.025505102
P(Z<=z) one-tail 0.48982604
z Critical one-tail 1.644853627
P(Z<=z) two-tail 0.979652079
z Critical two-tail 1.959963985
Table 11: Scenario 5 z-Test Two Sample Means 
4.4.5 Scenario 5 (Every Street Intersection and Angle – 11GCP) 
 
The sample data of 35 points returned a mean delta value of 0.035m and standard deviation of 
0.020m, see Appendix D for the full tabulation of data. Table 11 shows that the P value 
calculated is larger than 0.05 which indicates that the data is good and passed the z test as there 












The below results indicate if the same testing was to be replicated it would be expected that the 
RMSEz would lie between 29mm and 42mm. 
 
95% Confidence Interval (RMSEz) 
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Degrees of Freedom = Sample Size -1 
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z value @95% CI = 1.96 
Lower Bound  = 29mm 
Upper Bound  = 42mm 
 










z-Test: Two Sample for Means
Variable 1 Variable 2
Mean 18.65991429 18.65217143
Known Variance 1.429 1.422
Observations 35 35
Hypothesized Mean Difference 0
z 0.02712918
P(Z<=z) one-tail 0.489178351
z Critical one-tail 1.644853627
P(Z<=z) two-tail 0.978356701
z Critical two-tail 1.959963985
Table 12: Scenario 6 z-Test Two Sample Means 
4.4.6 Scenario 6 (100m Interval GCP) 
 
The sample data of 35 points returned a mean delta value of 0.035m and standard deviation of 
0.020m, see Appendix D for the full tabulation of data. Table 12 shows that the P value 
calculated is larger than 0.05 which indicates that the data is good and passed the z test as there 













The below results indicate if the same testing was to be replicated it would be expected that the 
RMSEz would lie between 29mm and 41mm. 
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z value @95% CI = 1.96 
Lower Bound  = 29mm 
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4.4.7 Scenario 7 (50m Interval GCP – Same Side of Road) 
 
The sample data of 35 points returned a mean delta value of 0.032m and standard deviation of 
0.019m, see Appendix D for the full tabulation of data. Table 13 shows that the P value 
calculated is larger than 0.05 which indicates that the data is good and passed the z test as there 
is normal distribution and the measured values are close to the true values. 
 
 
Table 13: Scenario 7 z-Test Two Sample Means 
The below results indicate if the same testing was to be replicated it would be expected that the 
RMSEz would lie between 25mm and 38mm. 
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z-Test: Two Sample for Means
Variable 1 Variable 2
Mean 18.65991429 18.65202857
Known Variance 1.429 1.43
Observations 35 35
Hypothesized Mean Difference 0
z 0.027591034
P(Z<=z) one-tail 0.488994166
z Critical one-tail 1.644853627
P(Z<=z) two-tail 0.977988332
z Critical two-tail 1.959963985
102 
 
z-Test: Two Sample for Means
Variable 1 Variable 2
Mean 18.65991429 18.65197143
Known Variance 1.429 1.43
Observations 35 35
Hypothesized Mean Difference 0
z 0.027790969
P(Z<=z) one-tail 0.488914434
z Critical one-tail 1.644853627
P(Z<=z) two-tail 0.977828869
z Critical two-tail 1.959963985
Table 14: Scenario 8 z-Test Two Sample Means 
4.3.8 Scenario 8 (50m Interval GCP – Alternative Side of Road) 
 
The sample data of 35 points returned a mean delta value of 0.032m and standard deviation of 
0.019m, see Appendix D for the full tabulation of data. Table 14 shows that the P value 
calculated is larger than 0.05 which indicates that the data is good and passed the z test as there 













The below results indicate if the same testing was to be replicated it would be expected that the 
RMSEz would lie between 25mm and 38mm. 
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Upper Bound  = 38mm 
 








4.4.9 Vertical (1d) Comparison of Scenarios 
Table 15 outlines that there were very little accuracy differences throughout the scenarios. As 
expected, scenario one, two and three returned the worse values whilst scenario seven and eight 
returned the best, although only having 7.5mm difference in the means between best and worst 
scenario.  
 
Scenario Upper and Lower 
Bound 
Mean Standard Deviation 
1 – No GCP 31mm – 44mm 37.5mm +/-6.5mm 
2 – 2 Diagonal GCP 32mm – 46mm 39mm +/-7mm 
3 – 2 Central GCP 32mm – 46mm 39mm +/-7mm 
4 – 4 Exterior GCP 29mm – 42mm 35.5mm +/-6.5mm 
5 – Every 
Intersection/Angle 
(11GCP) 
29mm – 42mm 35.5mm +/-6.5mm 
6 – 100m Interval 
GCP 
29mm – 41mm 35mm +/-6mm 
7 – 50m Interval GCP 
(Same Side) 
25mm – 38mm 31.5mm +/-6.5mm 
8 – 50m Interval GCP 
(Alternative Side) 
25mm – 38mm 31.5mm +/-6.5mm 








The reporting of results regarding several accuracy components of the research is discussed in 
this chapter. The network adjustment process and results are briefly discussed to show that the 
control framework being used for the testing had minimal errors that could compound the end 
results. The ground control accuracies are also discussed to show the validity of the ground 
control points used for the accuracy testing of the MLS survey. Subsequent to the control 
network and ground control accuracies being discussed the horizontal and vertical accuracy 
outcomes of all the MLS scenarios will be discussed in comparison to the traditional total 
station survey.  
 
5.2 Control Network 
 
The control network for the accuracy testing of MLS ground control scenarios forms the 
framework for the analysis. To ensure accuracy testing is as accurate as possible, errors within 
the control network need to be minimised to ensure that there is little to no effect on the overall 
accuracy.  
 
The methodology chapter discussed the process which was used to form the control network, 
which included dual six-hour static GNSS occupations of all PSM’s, traverse between all 
PSM’s (placing and connecting eccentric control points) and 2-way digital levelling.  
 
To ensure the collected control data was of high quality several steps were undertaken to 
validate the data and to ensure high quality end results were obtained. All GNSS observation 
data was cleaned to ensure all errors such as multipath or cycle slips were removed, once the 
data was cleaned a minimally constrained network adjustment was performed to ensure there 
were no internal errors associated with the obtained data. Error elipses and standard deviations 
of 0.005m were observed and no error flags were apparent which indicated good data was 
obtained. Once the data was validated a fully constrained adjustment was undertaken where two 
PSM’s were treated as control level accuracy and their positional uncertainties were included in 
the adjustment. The fully constrained network adjustment including the traverse data had error 
elispes standard deviations of 0.005m. The vertical component of the network was adjusted 
separately in a different software package. Refer to Appendix F for full reports on both the 




5.3 Ground Control 
 
The ground control component of the investigation was the main area in focus as it was trying to 
be determined if the manipulation of the ground control would affect the overall accuracies. 
There were over 250 ground control points placed throughout the site and they were coordinated 
using RTK. As there were a substantial number of GCP’s to be coordinated an observation time 
of 15seconds was adopted with 15 epochs being measured. The GCP’s were measured twice in 
different sessions to gather data when the satellites were in a different configuration, the two 
sessions were then averaged to obtain the final coordinated locations, this enabled for redundant 
data to be observed to ensure there were no errors or outliers within the data. Whilst the GCP’s 
were being coordinated, check measurements were taken to the PSM’s that were coordinated 
within the control network. The check measurements showed that on average there was a 5-
10mm difference in horizontal between the control and check measurements and 5-10mm 
difference in the vertical. These values were well within the expected accuracy for RTK and 
showed that the coordinates of the GCP’s were accurate and could be relied upon to produce 
accurate results within the MLS data. The full statistical analysis of the ground control check 
measurements can be seen in figures 58, 59, 60 and 61 from chapter four. 
 
The check measurements to the control network using and observation time of 15 seconds with 
15 epochs being measured were compared to the measurement times adopted by Schlenker 
Mapping when coordinating their GCP’s. Schlenker Mapping uses measurement times of 3min 
with 180 epochs being measured, when comparing the check measurement there were very 
minimal differences, this satisfied that the selected measurement time of 15seconds was 




5.4 Horizontal Accuracy (Total Station vs MLS) 
 
The horizontal accuracy results from the various MLS scenarios returned some interesting 
results. The confidence calculations were computed by the absolute difference in distance and 
independently in easting and northing. A total of 25 points of detail at different locations 
throughout the site were used for the analysis and computation of the Root Mean Squared Error 
(RMSE) in xy, x, and y. The RMSE values for xy, x and y were then used to compute 
confidence levels from the data using the t distribution curve. The statistical analysis returns a 
range in which the results will lay if the testing were to be computed again. The confidence 
intervals in which the data was analysed was at 95%. 
 
The GCP scenarios returned some interesting results from the statistical analysis in which 
assumptions and conclusions can be drawn into the possible reasoning behind such results. It 
was observed that there was very little difference in the accuracy from scenario one through to 
scenario four. Scenario one returned RMSExy accuracy results of 59mm +/-16mm, scenario 2 
(56.5mm +/-18.5mm), scenario three (56.5mm +/-16.5mm), scenario four (56.5mm +/-
18.5mm). Accuracies of 50-60mm minimally adjusted MLS surveys were to be expected. The 
reason for the unadjusted MLS survey accuracy being very similar to the minimally adjusted 
MLS surveys is to be expected in sites with very good satellite windows, the site of Trebonne 
had very limited sky obstructions throughout. 
 
The accuracies continued to improve and drift closer to the values from the total station survey 
as more and more control was added in each scenario. Scenario five was the scenario that 
replicated the normal spread of GCP’s for an MLS survey, totally eleven which were placed at 
all road intersections and angles. Scenario five returned accuracy values of 49mm +/-20mm, this 
accuracy was to be expected as the average difference between total station surveys and MLS 
surveys was +/- 50mm. Scenario six with GCP’s every 100m along the streets slightly improved 
to 46mm +/- 17mm. The most movement in accuracy values was retuned by scenario’s seven 
and eight with GCP’s every fifty metres. These scenarios both returned accuracy values of 
34.5mm +/- 13.5mm, it was determined that there was no difference whether the GCP’s were 
along one side of the street or alternating. There was one definite outlier which was apparent in 
all scenarios. Point number eight was reviewed and it was found that the GPS conditions were 
reasonable it was probable that there was an error in selecting the point from the point cloud for 
this point. All other outliers were not to the magnitude of this point and were identified to have 






The scenarios showed some intriguing trends in regard to errors associated with the easting and 
northing component. In every scenario, the easting component attributed more error into the 
RMSExy than the northing. In some cases, it was upwards of 40% more error associated with 
the easting compared to the northing. This trend has no obvious reasoning behind the outcome 
and could pose a possible area for future and further research.   
 
The horizontal accuracies shown from the scenarios show trends of higher accuracy when the 
GCP’s are increased. Although even at 50m intervals the accuracy is still 34.5mm +/-13.5mm 
from the total station survey. The scenario of every intersection (11 GCP’s) is the closest to the 
normal working conditions of MLS surveys and returned an accuracy of 49mm +/- 20mm. This 
poses the question whether or not it is beneficial in time and costs to undertake the further work 
of densifying the GCP’s to obtain a further 15mm in accuracy and still remain approximately 
35mm from a total stations survey, a cost benefit analysis would be beneficial for future 
research into this topic.  
 
Scenario one (No GCP) highlighted some accuracy values which were not expected from the 
MLS survey, this scenario returned accuracy values of 59mm +/-16mm. When compared to the 
scenario with GCP’s at every intersection (closest to normal working conditions) it was 
observed that the unadjusted MLS survey only decreased in accuracy by 10mm. This has shown 
that in good GPS areas and depending on the level of accuracy that is wanting to be achieved an 
unadjusted MLS survey could be undertaken and still results close to +/- 50mm. The only issue 
with an unadjusted MLS survey is that there is no redundant data to validate the data and it 
would be unknown if there were any errors from sky obstructions. This is also an area that could 
lead to further research as it would be beneficial in costs and time if an unadjusted MLS survey 
could be conducted. 
 
All scenarios have been analysed and compared to one another and the total station survey with 
varying levels of accuracy. There was no critical point when manipulating GCP’s where the 
MLS data accuracy could be treated as a total station survey. Although there was a critical point 
when manipulating GCP’s where the accuracies began to trend towards the total station 
accuracy, this was scenario five (every intersection) which is the closest to the current normal 
working conditions. Figure 73 summarisess the mean differences between each of the MLS 
scenarios compared to the total station survey for horizontal accuracy. 
 































Figure 73: Mean difference of MLS Scenario's versus Total Station Survey – Horizontal Accuracy 
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5.5 Vertical Accuracy (Total Station vs MLS) 
 
The vertical accuracy results from the various scenarios returned results that were not exactly 
expected. The vertical accuracy was tested with a sample of 35 points across the site in various 
locations. The z distribution curve was used to analyse the data in this instance as the sample 
was larger than 30. A wide variety of surfaces were chosen for testing including, concrete, 
bitumen, and eaves of buildings to name a few. 
 
All scenarios returned accuracies within a 10mm range of each other which was quite surprising 
as scenario one would have been expected to have a much worse height component. The 
scenarios returned the following accuracy values, scenario one (37.5mm +/- 6.5mm), scenario 
two (39mm +/- 7mm), scenario three (39mm +/- 7mm), scenario four (35.5mm +/- 6.5mm), 
scenario five (35.5mm +/- 6.5mm), scenario six (35mm +/- 6mm), scenario seven (31.5mm +/- 
6.5mm) and scenario eight (31.5mm +/- 6.5mm). The results showed that the GCP geometries 
and quantities had very to no little impact on shifting the accuracy from unadjusted all the way 
through to 50m intervals. 
 
The interesting component of the vertical results is that the accuracies returned better than 
expected results, it would have been expected to have accuracies of +/- 50mm or greater. The 
vertical accuracies actually returned better accuracy results than the horizontal accuracy which 
is very surprising as GPS is known to always have a worse vertical accuracy than horizontal, 
this is definitely an area that needs further testing and research. Figure 74 outlines the mean 














Figure 74: Mean difference of MLS Scenario's versus Total Station Survey – Vertical Accuracy 
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5.6 Summary  
 
The horizontal and vertical accuracies of each scenario tested highlighted some remarkable 
results and trends that have enabled several assumptions and conclusions to be drawn. GCP’s 
are a fundamental part of any MLS procedure as they provide datum and redundant data for 
accuracy checks.  
 
The scenario results showed that unadjusted raw data had similar accuracies to MLS surveys 
with limited GCP’s. Scenario five, which was the closest to normal operating conditions, 
improved in horizontal accuracy but showed insignificant improvement in vertical accuracy. 
When increasing the GCP’s, specifically scenario seven and eight there were accuracy 
improvements again in horizontal accuracy but no significant changes in the vertical accuracy. 
 
Scenario seven and eight had horizontal accuracies of 34.5mm +/-13.5mm and vertical 
accuracies 31.5mm +/- 6.5mm, these two scenarios where the closest to the total station survey. 
Although the accuracies had improved and trended towards the total station survey it would still 
not be beneficial in costs and time to densify the control similar to these scenarios to obtain 
accuracies that were still not equivalent to a total station survey. The extra time and costs to 
move from scenario five (normal operating condition/GCP’s) to scenario seven or eight would 
far outweigh the possible 14.5mm gained in horizontal accuracy and 4mm gain in vertical 
accuracy. The following chapter will outline some recommendations that have been developed 
from the analysed data in relation to ground control point quantities and geometries for mobile 





CHAPTER 6 CONCLUSION 
 
6.1 Review of Project Objectives 
 
The objectives of this research project were to investigate the impacts of manipulating MLS 
ground control geometries and quantities in relation to achievable accuracies. The ground 
control was broken into eight scenarios all ranging in geometries and quantities and comparing 
the accuracies to a total station survey which was being treated as a baseline. The aim was to 
recommend desired ground control for MLS surveys to obtain higher levels of accuracy.  
 
The other main project objective was to undertake a comprehensive literature review into 
mobile laser scanning practices to ensure that the testing was designed to minimise impacts. The 
literature review also ensured that the statistical analyses were designed correctly and that there 
was sufficient data for analyses and sufficient redundant data to ensure checks and balances 
were met. 
 
The survey site had a tight control network established prior to conducting any MLS testing, 
with all PSM’s having dual 6hour GNSS occupations with traversing between. The MLS survey 
had over 250 GCP’s placed in order to make sure there was enough data to manipulate. The 
horizontal accuracy was reviewed using a sample size of 25 and the vertical using a sample size 
of 35. The horizontal was analysed using the t distribution test as there were under 30 points and 
the vertical analysed using the z distribution test as there were over 30 points. All calculations 
were at the 95% confidence interval to determine the range in which the results would fall if the 
















6.3 Key Outcomes 
 
The research project highlighted some key outcomes from the study which should be noted, 
some outcomes were part of the project objectives whilst some outcomes were not expected. 
The key outcomes include: 
 
 Densifying the ground control improved accuracies in horizontal, although did not 
provide accuracies that could be treated as a total station survey. 
 Increasing ground control from 11 GCP’s to 54 GCP’s only resulted in a horizontal 
improvement of 14.5mm and remained 34.5mm from the total station survey. 
 Increasing ground control from 11 GCP’s to 54 GCP’s only resulted in a vertical 
improvement of 4mm and remained 31.5mm from the total station survey. 
 Manipulating and densifying ground control had little to no impact on the vertical 
accuracies observed. 
 Vertical accuracies were closer in accuracy to the total station survey compared to the 
horizontal component.  
 Unadjusted (No GCP) MLS scenario had useable accuracies that were not hugely 
different from a scenario with normal operating conditions. This was the result of 
optimum GPS conditions with minimal obstructions. 
 The difference between RTK measurement times on GCP’s had little impact on the 
GCP accuracies. 15sec observation time with 15 epochs being measured resulted in 




At the conclusion of the research, recommendations have been drawn into MLS survey 
procedures and achievable accuracies. It would be recommended to conduct MLS surveys with 
the current normal operating conditions of GCP’s at every intersection in a site similar in size to 
the one tested. This is due to minimal changes in achievable accuracies when densifying the 
GCP’s and the time and cost would far outweigh the improved accuracy return that would be 
achieved. Even by densifying the control, a total station survey still provides much higher 
accuracy and if a user wanted to achieve accuracies similar a total station should be used instead 
of MLS, the only advantage of MLS is the time saving component.  
 
Overall, to achieve accuracies of approximately +/- 50mm it would be recommended to use 
ground control at every street intersection and or angle and the RTK measurement times can be 
greatly reduced to 15 seconds with 15 epochs being measured. To achieve accuracies better than 
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+/- 34.5mm a total station approach should be used as the accuracies displayed at 50m GCP 
intervals are not sufficient and consume a substantial amount of ground and processing time 
which could be greater used undertaking a total station survey and achieving desired accuracies. 
All survey methods have limitations and advantages when being used for various surveying 
scenarios. MLS has the great advantage of saving substation time when collecting bulk data 
from large sites although it has a downfall of not achieving accurate results similar to total 
station if accuracy levels are not important to the user and time and data density is then MLS is 
the perfect application. 
 
6.5 Future Research  
 
Throughout the research and testing of MLS, GCP scenario’s a few elements arouse where 
future research should be undertaken to further enhance our understanding of MLS. Some the 
areas of future research include: 
 
1. A cost benefit analysis comparing costs, time and improved accuracies between normal 
ground control scenarios and densified control scenarios. Another cost benefit analysis 
between a densified GCP MLS scenario and a total station survey. 
2. Investigation into unadjusted (No GCP) MLS surveys in different GPS conditions 
would be beneficial to understand how an MLS survey reacts with no GCPs. 
3. More research into an easier way to re-select the same point cloud point in various 
control scenarios within an MLS survey would be beneficial when testing control 
scenarios. 
4. Research into why the results returned better accuracy in the vertical component 
compared to the horizontal component as this was not expected prior to testing. Also a 
further investigation into why there was more movement in horizontal accuracies 
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APPENDIX A   PROJECT SEPCIFICATION 
 
ENG4111/ENG4112 Research Project 
Project Specification 
 
For:   Mitchell Francis Whittington 
Title: Analysis of Mobile Laser Scanning (MLS) ground control methods and 
achievable accuracies 
Major:   Surveying, Spatial Science 
Supervisors:  Zahra Gharineiat (USQ) 
   Peter Mowat – Supervisor/Principal Surveyor (Hinchinbrook Shire 
Council) 
Sponsorship:  Hinchinbrook Shire Council and Schlenker Mapping 
Confidentiality: Nil 
Enrolment:  ENG4111 – EXT S1, 2019 
   ENG4112 – EXT S2, 2019 
Project Aim: Analyse the effects of manipulating ground control has in regards to 
accuracies achieved compared to a terrestrial survey as a base line.  
Programme: 
1. Research literature relating to mobile laser scanning ground control methods. 
2. Select a suitable site to conduct experiments and design field work procedures to obtain 
data sets. 
3. Discuss timelines for mobile laser scanning field work with Hinchinbrook Shire 
Council and Schlenker Mapping. 
4. Ensure control network and ground control measures are in place before mobile laser 
scanning is conducted. 
5. Conduct conventional survey for the establishment of a base line. 
6. Site visit to Schlenker Mapping in Brisbane to utilise software and process the point 
cloud obtained. 
7. Evaluate the several ground control geometries used for the mobile laser scanning data 
sets and compare with the conventional survey data sets. 
8. Discuss the findings and identify possible improvements or further areas for 
investigation and study.  
If time and resources permit: 
9. Design and recommend ground control geometry and techniques for mobile laser 
scanning in order to obtain accurate results. 
10. Assessing the effect of increasing control on the accuracies of final products.  
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APPENDIX B  EQUIPMENT SPECIFICATIONS 
 
  




















































Figure 79: Trimble R10 Specifications (Trimble 2019) 
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APPENDIX C CONTROL NETWORK REDUCTIONS 




























































POINT ID CONTROL HEIGHT POINT ID MLS HEIGHT Diff Height Abs Diff Height 
1 16.938 1 16.990 -0.052 0.052
2 16.989 2 16.924 0.065 0.065
3 16.948 3 16.929 0.019 0.019
4 19.515 4 19.621 -0.106 0.106
5 17.592 5 17.549 0.043 0.043
6 19.382 6 19.335 0.047 0.047
7 19.647 7 19.633 0.014 0.014
8 19.121 8 19.105 0.016 0.016
9 18.302 9 18.333 -0.031 0.031
10 18.996 10 19.048 -0.052 0.052
11 19.322 11 19.257 0.065 0.065
12 17.709 12 17.691 0.018 0.018
13 19.612 13 19.664 -0.052 0.052
14 18.750 14 18.708 0.042 0.042
15 19.756 15 19.742 0.014 0.014
16 19.671 16 19.654 0.017 0.017
17 19.338 17 19.389 -0.051 0.051
18 21.951 18 21.892 0.059 0.059
19 18.043 19 18.021 0.022 0.022
20 17.337 20 17.379 -0.042 0.042
21 17.348 21 17.309 0.039 0.039
22 18.174 22 18.156 0.018 0.018
23 19.318 23 19.302 0.016 0.016
24 18.652 24 18.699 -0.047 0.047
25 20.317 25 20.261 0.056 0.056
26 19.683 26 19.668 0.015 0.015
27 19.04 27 19.096 -0.056 0.056
28 18.521 28 18.481 0.040 0.040
29 17.351 29 17.333 0.018 0.018
30 16.744 30 16.724 0.020 0.020
31 17.282 31 17.231 0.051 0.051
32 17.376 32 17.321 0.055 0.055
33 19.822 33 19.803 0.019 0.019
34 19.906 34 19.888 0.018 0.018












POINT ID CONTROL HEIGHT POINT ID MLS HEIGHT Diff Height Abs Diff Height 
1 16.938 1 16.990 -0.052 0.052
2 16.989 2 16.923 0.066 0.066
3 16.948 3 16.929 0.019 0.019
4 19.515 4 19.621 -0.106 0.106
5 17.592 5 17.549 0.043 0.043
6 19.382 6 19.327 0.055 0.055
7 19.647 7 19.585 0.062 0.062
8 19.121 8 19.105 0.016 0.016
9 18.302 9 18.333 -0.031 0.031
10 18.996 10 19.047 -0.051 0.051
11 19.322 11 19.257 0.065 0.065
12 17.709 12 17.691 0.018 0.018
13 19.612 13 19.663 -0.051 0.051
14 18.750 14 18.708 0.042 0.042
15 19.756 15 19.742 0.014 0.014
16 19.671 16 19.654 0.017 0.017
17 19.338 17 19.389 -0.051 0.051
18 21.951 18 21.892 0.059 0.059
19 18.043 19 18.021 0.022 0.022
20 17.337 20 17.377 -0.040 0.040
21 17.348 21 17.309 0.039 0.039
22 18.174 22 18.156 0.018 0.018
23 19.318 23 19.302 0.016 0.016
24 18.652 24 18.699 -0.047 0.047
25 20.317 25 20.261 0.056 0.056
26 19.683 26 19.668 0.015 0.015
27 19.04 27 19.09 -0.050 0.050
28 18.521 28 18.481 0.040 0.040
29 17.351 29 17.333 0.018 0.018
30 16.744 30 16.724 0.020 0.020
31 17.282 31 17.231 0.051 0.051
32 17.376 32 17.426 -0.050 0.050
33 19.822 33 19.802 0.020 0.020
34 19.906 34 19.888 0.018 0.018







Table 25: Scenario 2 Vertical Data 
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POINT ID CONTROL HEIGHT POINT ID MLS HEIGHT Diff Height Abs Diff Height 
1 16.938 1 16.990 -0.052 0.052
2 16.989 2 16.923 0.066 0.066
3 16.948 3 16.929 0.019 0.019
4 19.515 4 19.621 -0.106 0.106
5 17.592 5 17.549 0.043 0.043
6 19.382 6 19.327 0.055 0.055
7 19.647 7 19.585 0.062 0.062
8 19.121 8 19.105 0.016 0.016
9 18.302 9 18.333 -0.031 0.031
10 18.996 10 19.047 -0.051 0.051
11 19.322 11 19.257 0.065 0.065
12 17.709 12 17.691 0.018 0.018
13 19.612 13 19.662 -0.050 0.050
14 18.750 14 18.708 0.042 0.042
15 19.756 15 19.742 0.014 0.014
16 19.671 16 19.654 0.017 0.017
17 19.338 17 19.389 -0.051 0.051
18 21.951 18 21.892 0.059 0.059
19 18.043 19 18.021 0.022 0.022
20 17.337 20 17.377 -0.040 0.040
21 17.348 21 17.309 0.039 0.039
22 18.174 22 18.155 0.019 0.019
23 19.318 23 19.302 0.016 0.016
24 18.652 24 18.699 -0.047 0.047
25 20.317 25 20.26 0.057 0.057
26 19.683 26 19.668 0.015 0.015
27 19.04 27 19.09 -0.050 0.050
28 18.521 28 18.481 0.040 0.040
29 17.351 29 17.333 0.018 0.018
30 16.744 30 16.724 0.020 0.020
31 17.282 31 17.23 0.052 0.052
32 17.376 32 17.426 -0.050 0.050
33 19.822 33 19.802 0.020 0.020
34 19.906 34 19.888 0.018 0.018







Table 26: Scenario 3 Vertical Data 
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POINT ID CONTROL HEIGHT POINT ID MLS HEIGHT Diff Height Abs Diff Height 
1 16.938 1 16.990 -0.052 0.052
2 16.989 2 16.923 0.066 0.066
3 16.948 3 16.929 0.019 0.019
4 19.515 4 19.621 -0.106 0.106
5 17.592 5 17.549 0.043 0.043
6 19.382 6 19.326 0.056 0.056
7 19.647 7 19.632 0.015 0.015
8 19.121 8 19.105 0.016 0.016
9 18.302 9 18.333 -0.031 0.031
10 18.996 10 19.047 -0.051 0.051
11 19.322 11 19.288 0.034 0.034
12 17.709 12 17.691 0.018 0.018
13 19.612 13 19.632 -0.020 0.020
14 18.750 14 18.708 0.042 0.042
15 19.756 15 19.742 0.014 0.014
16 19.671 16 19.654 0.017 0.017
17 19.338 17 19.389 -0.051 0.051
18 21.951 18 21.892 0.059 0.059
19 18.043 19 18.021 0.022 0.022
20 17.337 20 17.377 -0.040 0.040
21 17.348 21 17.308 0.040 0.040
22 18.174 22 18.155 0.019 0.019
23 19.318 23 19.302 0.016 0.016
24 18.652 24 18.699 -0.047 0.047
25 20.317 25 20.26 0.057 0.057
26 19.683 26 19.668 0.015 0.015
27 19.04 27 19.09 -0.050 0.050
28 18.521 28 18.48 0.041 0.041
29 17.351 29 17.333 0.018 0.018
30 16.744 30 16.724 0.020 0.020
31 17.282 31 17.23 0.052 0.052
32 17.376 32 17.424 -0.048 0.048
33 19.822 33 19.802 0.020 0.020
34 19.906 34 19.888 0.018 0.018







Table 27: Scenario 4 Vertical Data 
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POINT ID CONTROL HEIGHT MLS HEIGHT Diff Height Abs Diff Height 
1 16.938 16.989 -0.051 0.051
2 16.989 16.924 0.065 0.065
3 16.948 16.929 0.019 0.019
4 19.515 19.620 -0.105 0.105
5 17.592 17.548 0.044 0.044
6 19.382 19.328 0.054 0.054
7 19.647 19.633 0.014 0.014
8 19.121 19.107 0.014 0.014
9 18.302 18.337 -0.035 0.035
10 18.996 19.042 -0.046 0.046
11 19.322 19.289 0.033 0.033
12 17.709 17.691 0.018 0.018
13 19.612 19.632 -0.020 0.020
14 18.750 18.708 0.042 0.042
15 19.756 19.742 0.014 0.014
16 19.671 19.654 0.017 0.017
17 19.338 19.389 -0.051 0.051
18 21.951 21.899 0.052 0.052
19 18.043 18.021 0.022 0.022
20 17.337 17.376 -0.039 0.039
21 17.348 17.308 0.040 0.040
22 18.174 18.155 0.019 0.019
23 19.318 19.302 0.016 0.016
24 18.652 18.699 -0.047 0.047
25 20.317 20.26 0.057 0.057
26 19.683 19.667 0.016 0.016
27 19.04 19.09 -0.050 0.050
28 18.521 18.48 0.041 0.041
29 17.351 17.333 0.018 0.018
30 16.744 16.724 0.020 0.020
31 17.282 17.23 0.052 0.052
32 17.376 17.423 -0.047 0.047
33 19.822 19.802 0.020 0.020
34 19.906 19.888 0.018 0.018







Table 28: Scenario 5 Vertical Data 
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POINT ID CONTROL HEIGHT POINT ID MLS HEIGHT Diff Height Abs Diff Height 
1 16.938 1 16.987 -0.049 0.049
2 16.989 2 16.927 0.062 0.062
3 16.948 3 16.950 -0.002 0.002
4 19.515 4 19.620 -0.105 0.105
5 17.592 5 17.551 0.041 0.041
6 19.382 6 19.328 0.054 0.054
7 19.647 7 19.585 0.062 0.062
8 19.121 8 19.107 0.014 0.014
9 18.302 9 18.337 -0.035 0.035
10 18.996 10 19.039 -0.043 0.043
11 19.322 11 19.293 0.029 0.029
12 17.709 12 17.691 0.018 0.018
13 19.612 13 19.631 -0.019 0.019
14 18.750 14 18.711 0.039 0.039
15 19.756 15 19.742 0.014 0.014
16 19.671 16 19.654 0.017 0.017
17 19.338 17 19.384 -0.046 0.046
18 21.951 18 21.901 0.050 0.050
19 18.043 19 18.021 0.022 0.022
20 17.337 20 17.376 -0.039 0.039
21 17.348 21 17.308 0.040 0.040
22 18.174 22 18.155 0.019 0.019
23 19.318 23 19.301 0.017 0.017
24 18.652 24 18.699 -0.047 0.047
25 20.317 25 20.269 0.048 0.048
26 19.683 26 19.667 0.016 0.016
27 19.04 27 19.085 -0.045 0.045
28 18.521 28 18.48 0.041 0.041
29 17.351 29 17.333 0.018 0.018
30 16.744 30 16.724 0.020 0.020
31 17.282 31 17.234 0.048 0.048
32 17.376 32 17.423 -0.047 0.047
33 19.822 33 19.802 0.020 0.020
34 19.906 34 19.888 0.018 0.018












POINT ID CONTROL HEIGHT POINT ID MLS HEIGHT Diff Height Abs Diff Height 
1 16.938 1 16.941 -0.003 0.003
2 16.989 2 16.933 0.056 0.056
3 16.948 3 16.918 0.030 0.030
4 19.515 4 19.625 -0.110 0.110
5 17.592 5 17.570 0.022 0.022
6 19.382 6 19.328 0.054 0.054
7 19.647 7 19.633 0.014 0.014
8 19.121 8 19.107 0.014 0.014
9 18.302 9 18.337 -0.035 0.035
10 18.996 10 19.031 -0.035 0.035
11 19.322 11 19.293 0.029 0.029
12 17.709 12 17.691 0.018 0.018
13 19.612 13 19.630 -0.018 0.018
14 18.750 14 18.711 0.039 0.039
15 19.756 15 19.742 0.014 0.014
16 19.671 16 19.654 0.017 0.017
17 19.338 17 19.384 -0.046 0.046
18 21.951 18 21.901 0.050 0.050
19 18.043 19 18.021 0.022 0.022
20 17.337 20 17.376 -0.039 0.039
21 17.348 21 17.308 0.040 0.040
22 18.174 22 18.154 0.020 0.020
23 19.318 23 19.301 0.017 0.017
24 18.652 24 18.691 -0.039 0.039
25 20.317 25 20.269 0.048 0.048
26 19.683 26 19.667 0.016 0.016
27 19.04 27 19.085 -0.045 0.045
28 18.521 28 18.48 0.041 0.041
29 17.351 29 17.333 0.018 0.018
30 16.744 30 16.723 0.021 0.021
31 17.282 31 17.248 0.034 0.034
32 17.376 32 17.423 -0.047 0.047
33 19.822 33 19.802 0.020 0.020
34 19.906 34 19.888 0.018 0.018












POINT ID CONTROL HEIGHT POINT ID MLS HEIGHT Diff Height Abs Diff Height 
1 16.938 1 16.941 -0.003 0.003
2 16.989 2 16.933 0.056 0.056
3 16.948 3 16.918 0.030 0.030
4 19.515 4 19.625 -0.110 0.110
5 17.592 5 17.570 0.022 0.022
6 19.382 6 19.328 0.054 0.054
7 19.647 7 19.633 0.014 0.014
8 19.121 8 19.107 0.014 0.014
9 18.302 9 18.337 -0.035 0.035
10 18.996 10 19.031 -0.035 0.035
11 19.322 11 19.292 0.030 0.030
12 17.709 12 17.691 0.018 0.018
13 19.612 13 19.630 -0.018 0.018
14 18.750 14 18.711 0.039 0.039
15 19.756 15 19.742 0.014 0.014
16 19.671 16 19.654 0.017 0.017
17 19.338 17 19.384 -0.046 0.046
18 21.951 18 21.901 0.050 0.050
19 18.043 19 18.021 0.022 0.022
20 17.337 20 17.376 -0.039 0.039
21 17.348 21 17.308 0.040 0.040
22 18.174 22 18.154 0.020 0.020
23 19.318 23 19.301 0.017 0.017
24 18.652 24 18.691 -0.039 0.039
25 20.317 25 20.269 0.048 0.048
26 19.683 26 19.667 0.016 0.016
27 19.04 27 19.085 -0.045 0.045
28 18.521 28 18.48 0.041 0.041
29 17.351 29 17.333 0.018 0.018
30 16.744 30 16.722 0.022 0.022
31 17.282 31 17.248 0.034 0.034
32 17.376 32 17.423 -0.047 0.047
33 19.822 33 19.802 0.020 0.020
34 19.906 34 19.888 0.018 0.018







Table 31: Scenario 8 Vertical Data 
  
