The paper presents a data analysis methodology consisting of a synthesis of experimental design methods and spectral methods of time series ana]ssis which is appropriate in exploratory situations where the recording process generates a long sequence of correlated observations. 0-
INTRODUCTION
The paper considers the study of experimental material which exhibits two characteristics. The first, replication subject to a particular configuration of factors thought to affect the experimental material is possible. The second, the process of recording the phenomena under study generates a long sequence of correlated observations. Situations where the suggested methodology is appropriate are likely to be exploratory studies where knowledge of the experimental rnaterial has not advanced to the point where a few statistics can be computed from these correlated observations which are sufficient to represent the phenomena under study. One example of the type of situation we have in mind would be the study of noise in an electronic circuit where selected components of the circuit are to be varied. A second example would be an exploratory study of the effect of various processing plant configurations on an index of product quality spanning an appreciable length of time. On the other hand, the methods: presented would not apply to the study of most economic time series due to the impossibility of replication.
The paper is arranged as follows. In Section 2 we suggest that a spectral or frequency domain approach is appropriate to the study of data of the type described in the previous paragraph. We also point out the statistical properties of the Schuster periodogram which dictate its use in this context. In Section 3 we define sequences indexed by frequency which correspond to analysis of variance statistics such as treatment means, F-statistics, and estimators of variance components which are appropriate to the experimental design chosen. In Sections 4 and 5 we discuss how these sequences of analysis of variance statistics may be used to study the experimental material in much the same fashion as they are used in univariate analysis of variance. Section 6 contains 4 comments on methods of performing the computations. Section 7 presents an example of the application of the proposed methodology in an aerial crop identification study.
SPECTRAL METHODS AND THE SCHUSTER PEJUODOGRAM ( ) n-l
The observed portion {y t }t=O of a time series {y(t)}t~co is an n dimensional random vector. However, standard multivariate statistical methods are seldom employed in time series analysis because n is usually so large as to make the computations infeasible and reasonable first and second moment assumptions allow the use of computationally feasible alternative methods.
The first moment of the time series is /. L (t) = e (y (t) ) Quite frequently, an examination of the data or~priori considerations suggest a regular and periodic trend in the data of the fOrm The bulk of the useful information is contained in the second moments
in most time series analysis situations. A reasonable simplifying assumption [5, p. 3 ff. ] is that these covariances depend only on the gap h and not on the position t in time. Such a series is called weakly covariance stationary with autocovariance function defined by
We shall further assume that these covariances decline to zero as Ihl tends to infini ty sufficiently fast to cause the series~~_ CO II (h) I to be finite. This assumption insures the existence and continuity of the Fourier series CO which is called the spectral density of the time series (y(t)}t=_co. Interest is often focused on the spectral density f(w) (-IT~W~rr) rather than the autocovariance function I(h) (h = 0,~l, ... ) in applications because it is generally easier to interpret estimators of the spectrum than estimators of the autocovariances; moreover, the spectrum has a direct physical meaning in some applications [5, p. 7J. As we shall see later, ease of interpretation becomes particularly relevant when there is a possibility of a periodic trend J.L(t) in the data.
Historically, the Schuster periodogram 2 n-l -iwst 2 P(w s ) = (n)IZt=o Yt e I, are important in a low order Fourier series representation of the first moment of time series f.1(t). See, for example, Figure A . Thus, the periodogram summarizes in its first· moment the information contained in both the first and all second order moments of the time series. Moreover, for large time series lengths n (say n > 512): the sampling distribution of each periodogram ordinate is proportional to a two degree-freedom chi-squared. These are the properties - :li~!:ll~1 7 condensation of the first and second order moment information in the time series and known sampling distribution -"which make the periodogram a useful representation of a time series in an exploratory study.
EXPERIMENTAL DESIGN CONSIDERATIONS
We have examined the considerations which indicate that the Schuster periodogram is a natural representation of time series data in an exploratory situation.
However, the normal distribution is more appropriate in an anaJssis of variance context than a chi-squared with two degrees-freedom. for each 0 we generate the corresponding sequences ('T.
[~A(W )}, and (~(w )} where in each case the index s ranges from 0 to m.
I-' s I s
In the remaining sections of the paper we will discuss how these sequences may be used to play the same roles in an exploratory analysis as do their univariate counterparts. These roles are estimation of treatment effects, detection of treatment differences, and identification of sources of variation. On the basis of these sequences we propose to stUdy the data.
USES OF TREATMill~T 11EANS AND F-STATISTICS
The statistics associated with the fixed effects in a univariate design are used to estimate treatment means and decide whether or not these means differ.
Analogously, a set of sequences of treatment means (~. )). This will carryover to plots of the pairs (w , ' 1-(w ) The computation of the design statistics must be approached on an ad hoc basis according to the design chosen. The easiest approach is to write a subroutine in a scientific language such as FORTRAN or PL/l which inputs data for a corresponding univariate design and outputs the statistics of interest. For ou.r example, ----------------------- ... ,
... , 
APPLICATION TO AERIAL CROP IDENTIFICATION
The ideas presented in the previous sections are illustrated in this section using an application to an aerial crop identification stUdy as an example. The design according to which the realizations were collected is the same one-way layout with two levels of subsampling which we have used as an example throughout our discussion. The methods set forth in the previous sections were used to detect treatment differences for purposes of identifying statistics which can be used in discriminant analysis. A secondary objective, was to isolate the contribution to the total variance of each step of our data collection technique. [7, p. 12J . Here, ground reflectance of selected fields was sensed over twelve bands 460, 480 InIl, A considerable amount of ground detail is lost when the resolution of the sensing procedure is as coarse as the fifteen foot grid used above. The objective of this exploratory study is to determine the degree to which this lost information is relevant to crop discrimination. Specifically, this experiment was designed to determine the presence or absence of useful information other than mean field reflectance in a digital record of a high resolution optical scan.
The data were collected as follows. . Each reading represents a ground area of 1.9 inches by 1.9 inches. The scan was repeated using red, green, and blue filters in order to be able to estimate the mean field reflectance over three bands (500- ':l (J~-1) = 10 Even at the lowest frequencies~(w) accounts for at least fifty percent of the total variance. For our purposes this is a fortunate discovery as replication at the lowest level of the design is the most economical. It is only necessary to take mUltiple scans within a given target and average the resultant transformed periodograms to achieve substa-ntia.lvarie.nce reduction.
A visual inspection of overlaid plots of the pairs (w ,~. (w )) for i = 1,
2, ... , 7 indicated substantial differences in the location and height of maxima and more subtle differences in shape of the curves in the intervals [O,.25J and [.25,l. OJ. Also, the curves appear to essentially reach an asymptote at 1.0 and the asymptote appears to differ for a few curves. These visual impressions are confirmed by the chi-squared goodness of fit test described in Section 4.
As stated earlier, our objective is to discover additional information in a digi tized optical scan which may be used to improve classification error rates. application to large data sets, He rejected the method in favor of a more economical one. This consisted of fitting the model using least squares and setting observations with excessively large residuals equal to their predicted values and refitting to this adjusted data. We feel that this procedure substantially reduced the effect of extreme observations of the sort seen in Figure   A .
One of the goals of this investigation was to demonstrate that use of the information available in high resolution scans can greatly decrease the rate of misclassification in crop discrimination. To effect the comparison, we extracted mean reflectance for each scan by averaging 2048 readings representing 3.61 square inches of ground area to obtain the equivaient of 51.3 square feet of ground area. This procedure was applied to scans obtained using a re~, a green, and a blue filter, and, using no filter. Taken together, these four measurements represent the low resolution information. lligh resolution information is contained in T, R, a, 8 1 , 8 2 , and 8 3 defined above.
Linear discriminant function methods were used to compare classification performance. Upper bounds for P. = the probability of misclassifying an ob-J servation from crop j Here estimated and are reported in Table 3 . The estimated bounds were derived using the Bonferroni inequality and the methods described in
Anderson [1, p. 126 ff.1. The bounds are given for low resolution information alone, high resolution information alone, and for the combined information. Table 3 gives strong evidence that the combined data from high and low resolution scans substantially reduces the probabilities of misclassification as compared to that of the low resolution scans. Also of interest is the fact that the high resolution variables seem to outperform the low. 
