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Abstract
The following thesis is divided in two main parts. Chapters 2, 3 and 4 are devoted to the study of the
so called pair-density-wave (PDW) superconducting state and some of its connections to electronic liquid
crystal (ELC) phases, its topological aspects in a one dimensional model and its appearance in a quasi-one
dimensional system. On the other hand, chapter 5 is focused on the investigation of the classical statistical
mechanics properties of dimers, in particular, the dimer model on the Aztec diamond graph and its relation
with the octahedron equation.
In chapter 2 we present a theory of superconducting states where the Cooper pairs have a nonzero center-
of-mass momentum, inhomogeneous superconducting states known as a pair-density-waves (PDWs) states.
We show that in a system of spin-1/2 fermions in two dimensions in an electronic nematic spin-triplet phase
where rotational symmetry is broken in both real and spin space PDW phases arise naturally in a theory that
can be analyzed using controlled approximations. We show that several superfluid phases that may arise in
this phase can be treated within a controlled BCS mean field theory, with the strength of the spin-triplet
nematic order parameter playing the role of the small parameter of this theory. We find that in a spin-triplet
nematic phase, in addition to a triplet p-wave and spin-singlet d-wave (or s depending on the nematic phase)
uniform superconducting states, it is also possible to have a d-wave (or s) PDW superconductor. The PDW
phases found here can be either unidirectional, bidirectional, or tridirectional depending on the spin-triplet
nematic phase and which superconducting channel is dominant. In addition, a triple-helix state is found in
a particular channel. We show that these PDW phases are present in the weak-coupling limit, in contrast
to the usual Fulde-Ferrell-Larkin-Ovchinnikov phases, which require strong coupling physics in addition to
a large magnetic field (and often both).
In chapter 3 we show that the pair-density-wave (PDW) superconducting state emergent in extended
Heisenberg-Hubbard models in two-leg ladders is topological in the presence of an Ising spin symmetry
and supports a Majorana zero mode (MZM) at an open boundary and at a junction with a uniform d-
wave one-dimensional superconductor. Similarly to a conventional finite-momentum paired state, the order
parameter of the PDW state is a charge-2e field with finite momentum. However, the order parameter here is
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a quartic electron operator and conventional mean-field theory cannot be applied to study this state. We use
bosonization to show that the 1D PDW state has a MZM at a boundary. This superconducting state is an
exotic topological phase supporting Majorana fermions with finite-momentum pairing fields and charge-4e
superconductivity.
In chapter 4 we provide a quasi-one-dimensional model which can support a PDW state. The model
consists of an array of strongly-interacting one-dimensional systems, where the one-dimensional systems are
coupled to each other by local interactions.Within the interchain mean-field theory (MFT), we find several
SC states from the model, including a conventional uniform SC state, PDW SC state, and a coexisting phase
of the uniform SC and PDW states. In this quasi-1D regime we can treat the strong correlation physics
essentially exactly using bosonization methods and the crossover to the 2D system by means of interchain
MFT. The resulting critical temperatures of the SC phases generically exhibit a power-law scaling with
the coupling constants of the array, instead of the essential singularity found in weak-coupling BCS-type
theories. Electronic excitations with an open Fermi surface, which emerge from the electronic Luttinger
liquid systems below their crossover temperature to the Fermi liquid, are then coupled to the SC order
parameters via the proximity effect. From the Fermi surface thus coupled to the SC order parameters, we
calculate the quasiparticle spectrum in detail. We show that the quasiparticle spectrum can be fully gapped
or nodal in the uniform SC phase and also in the coexisting phase of the uniform SC and PDW parameters.
In the pure PDW state, the excitation spectrum has a reconstructed Fermi surface in the form of Fermi
pockets of Bogoliubov quasiparticles.
In chapter 5 we study the octahedron relation (also known as the A∞ T -system), obeyed in particular by
the partition function for dimer coverings of the Aztec Diamond graph. For a suitable class of doubly periodic
initial conditions, we find exact solutions with a particularly simple factorized form. For these, we show
that the density function that measures the average dimer occupation of a face of the Aztec graph, obeys a
system of linear recursion relations with periodic coefficients. This allows us to explore the thermodynamic
limit of the corresponding dimer models and to derive exact “arctic” curves separating the various phases
of the system.
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Chapter 1
Introduction
In this introduction we will provide some of the experimental and theoretical motivations to perform the
investigation presented in this thesis. In addition, we will review some of the background information
necessary in the following chapters.
1.1 High Temperature superconductivity and intertwined order
The problem of the interplay between superconductivity and other broken symmetry states is one of the
central problems in the physics of strongly correlated systems. This issue is particularly pressing in the
context of the cuprate high temperature superconductors and their complex phase diagram. In addition
to Ne´el antiferromagnetic order and high Tc uniform dx2−y2 superconductivity, a host of other ordered
phases, including incommensurate spin stripes (which exhibit spin-density-wave (SDW) order), incommen-
surate charge stripes (with charge-density-wave (CDW) order), electronic nematic order, and center-of-mass
(and/or mirror-plane) symmetry-breaking have been reported essentially in all the cuprate high temperature
superconductors. [69,71,108,164] Static spin stripe order is seen in the lanthanum family of the cuprate super-
conductors. [75,118,158] Static charge stripe order is seen in La2−xBaxCuO4 (LBCO), [1] in YBa2Cu3O6+x
(YBCO), [121, 172] in high magnetic fields (where otherwise it is seen as short range order [3, 35, 78]), and
in Bi2Sr2CaCu2O8+δ(BSCCO). [90, 114, 161]. Nematic charge order is seen in YBCO [13, 46, 88] and in
BSCCO [120] over a wide range of doping and temperatures. Time-reversal and/or mirror plane (or in-
version) symmetry breaking has also been reported in YBCO, in LBCO and in BSCCO [60, 98, 125, 173]
although recent NMR measurements do not detect magnetism in the same samples. [171] Stripe and/or
nematic orders of these types are also seen in the iron superconductors [39, 40, 180] and in heavy fermion
materials. [135,136]
A key feature of the orders that are seen in these strongly correlated materials is that the orders are
intertwined with each other rather instead of competing with each other. [24, 69, 72] By intertwined orders
what we mean [71] is that the orders appear either together and/or with similar strengths, e.g. at critical
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temperatures of similar magnitude, over a significant range of parameters (doping, coupling constants, etc.)
Instead, if the orders were competing with each other, one of the orders will be stronger and the others will be
strongly suppressed. The exception to this rule are systems which are close to a multicritical point at which
not only the critical temperatures but also all the couplings between the different orders are finely-tuned to
very specific relations (and values). While this can happen in a particular material at a particular doping it
is unnatural to assume that multicriticality should generically occur in all materials and for a wide range of
parameters.
A case that is particularly relevant from the perspective of intertwined orders is LBCO, particularly near
the so-called 1/8 anomaly. In this material the Tc of the uniform d-wave superconductivity is suppressed
(down to low-temperatures). We will focus on this system in section 1.3.1. Let us now give a brief description
of electronic liquid crystal (ELC) phases .
1.2 Electronic Liquid Crystal Phases
In the last decade or so, there has been strong experimental evidence for the existence of ELC phases (for a
review see Ref. [69]). Let us first define in general terms the ELC phases. These phases have been classified
according to their symmetries, using terms borrowed from the theory of classical liquid crystals [48], where
a typical Liquid Crystal corresponds to a system of anisotropic (cigar shaped) interacting molecules. Using
symmetry we have four phases (see, for instance, Fig. 2.1 in Ref. [69]): (i) Crystalline phases, which break
rotational and all the translational symmetries, (ii) smectic (or stripe) phase, which breaks rotational and
only one translational symmetry, (iii) nematic, which breaks only rotational symmetry and (iv) isotropic,
which have full rotational and translational symmetries (uniform).
In the crystalline phase we can define the density operator ρK as our order parameter (OP), where the set
of vectors {K} define the crystal and ρK → ρKeiK·R under a translation by a Bravais vector R. In the case
of smectic phases, we have an unidirectional density wave, so instead of having a set of vectors {K}, as in the
crystalline phase, only one wave vector contributes. In this case we have ρ(r) = ρ0(r) + ρK(r)e
iK·r + c.c.
We could use the spin density as our OP, in this case we will have S(r) = S0(r) + SK(r)e
iK·r + c.c.,
where SK(r) is the spin density wave (SDW) order parameter. In the same spirit, we can define the OP for
superconductivity:
∆(r) = ∆0(r) + ∆PDW(r) (1.1)
where
∆PDW(r) = ∆K(r)e
iK·r + ∆−K(r)e−iK·r (1.2)
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is the pair density wave (PDW) SC OP.
Finally let us focus on the nematic phase. Since nematic phases break rotational symmetry but conserve
translational invariance, we can choose as the OP a symmetric traceless tensor Qij (in the charge or spin-
singlet channel [134]), given by (in 2D):
Qij =
 Qxx Qxy
Qxy −Qxx
 (1.3)
It is worth mentioning that Qij changes sign under a pi/2 rotation, while it is invariant under a pi rotation.
For example we can choose this tensor to be:
Qij =
 ρxx − ρyy ρxy
ρxy ρyy − ρxx
 (1.4)
In this case, transport measurements can provide a signature of nematicity. We could also define this tensor
using the spin excitation spectrum in two different directions (see the neutron scattering experiments in
YBa2Cu3O6+x below), the structure factor, etc.
We will focus below on the coexistence of an ELC phase and SC states.
1.3 Experimental evidence of ELC phases in Cuprates
As we pointed out earlier, in the last 10 years there has been experimental evidence of ELC phases in several
systems. In the following we will discuss some of the experimental evidence for the smectic (stripe) and the
nematic phases in cuprates.
1.3.1 Stripe phases in La2−xBaxCuO4 at x = 1/8
La2−xBaxCuO4 was the first High Temperature Superconductor (High-Tc) discovered. It has a three di-
mensional structure made out of 2D layers of Copper and Oxygen atoms (CuO2 planes). Fujita et al. [75]
performed elastic neutron scattering experiments in La2−xBaxCuO4 at x = 1/8 and found that there is
spin and possible charge static stripe order at low temperatures. It is important to notice that while elastic
neutron scattering experiments directly detect spin static order, it does not measure directly charge static
order (since the neutrons are neutral) and it rather detects the associated lattice distortions. Abbamonte et
al. [1] showed, using resonant X-ray scattering, that there is indeed charge static order.
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In addition, Li and collaborators [124] performed transport measurements on the same compound over
a wide range of temperatures finding the following:
i For T < Tco (Tco = 54 K) besides static charge order there is a rapid increase of ρc/ρab, where ρc is
the resistivity along the c-axis and ρab is the resistivity in the CuO2 planes.
ii At T = Tso (Tso = 42 K) the spin order sets in and there is a large drop in ρab. On the other hand ρc
keeps increasing until T = T ∗∗ ≈ 35 K.
iii For TKT < T < T
2D
c , ρab has the Kosterlitz-Thouless form (ρab ∝ exp(−b/
√
t) where t = T/TKT − 1
and TKT ≈ 16 K) suggesting that the SC fluctuations are confined to the CuO2 planes.
iv For T3D < T < TKT, ρab becomes zero while ρc is still finite (T3D ≈ 10 K).
v For Tc < T < T3D both resistivities are zero, but there is no Meissner effect yet. The Meissner effect
occurs below Tc = 4 K.
This evidence shows that there is a layer decoupling effect (at T < Tso there is an effective decoupling of the
CuO2 planes). Similar layer decoupling has been observed in La2−xSrxCuO4 in the presence of a magnetic
field along the c-axis [149]. Motivated by this experimental finding, Berg and coworkers suggested that
this peculiar layer-decoupling effect can be naturally explained if the CuO planes are in an inhomogeneous,
striped, superconducting state with the symmetry of a pair-density wave (PDW) state in which charge,
spin and superconducting orders are intertwined with each other. [20, 24] The local superconducting order
parameter (as in Eq. (1.2)) ∆PDW(r) in a PDW state is spatially modulated and a spin singlet. In the system
described above, the stripes in nearest neighbor planes run along perpendicular directions and the parallel
stripes in next nearest neighbor planes are shifted by half a period . Berg et al. assumed SC stripes between
the charge stripes and showed that under some circumstances the effective Josephson coupling between the
SC stripes is negative. In that case there is a pi phase shift in the SC order between the neighbors stripes.
When this happens they showed that the effective Josephson coupling between the first, second and third
neighbor planes canceled out, leading to an effective decoupling of the layers (there is still coupling with the
fourth plane, which is expected to be small, explaining the small but finite Tc ≈ 4 K).
1.3.2 Nematic phase in YBa2Cu3O6+x
Besides the evidence of stripe ELC phases, there is evidence of a nematic (in the spin-singlet channel) ELC
phase in YBa2Cu3O6+x. Hinkov and coworkers [88] performed inelastic neutron scattering experiments to
measure the spin-excitation spectrum in untwinned YBa2Cu3O6.45 samples. They measured the intensity in
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two perpendicular directions around the antiferromagnetic wavevector QAF = (pi/a, pi/b), where a and b are
the lattice constants of the orthorhombic lattice. They found that below a certain temperature (T ∼ 150K),
there are two peaks in the a∗ direction, whereas in the b∗ there is only one (a∗ = 2pi/a and b∗ = 2pi/b
correspond to the reciprocal lattice vectors). In addition Daou and collaborators [46] observed a large
anisotropy of the Nernst effect in YBa2Cu3O6+x over a wide range of dopings in the pseudogap region (the
Nernst coefficient is defined as ν = HEy/∆T ), providing more evidence for a nematic phase. We will see in
chapter 2 that PDW states appear in a nematic-like l = 2 phase in the spin-triplet (spin) channel (which is
invariant under a pi/2 rotation followed by a spin flip).
1.4 Inhomogeneous superconducting states
We now give a brief review of inhomogeneous superconducting states (sometimes referred to as Fulde-Ferrell-
Larkin-Ovchinnikov (FFLO) states). In the usual theory of superconductivity by Bardeen-Cooper-Schrieffer
(BCS) [47, 157], the Cooper pairs have a zero center of mass momentum (they are paired with the same
momentum but opposite direction). In 1964 Fulde and Ferrell [76] and Larkin and Ovchinnikov [119] (for
a detailed review see Casalbuoni and Nardulli [33]) showed that (in 3D and s-wave pairing) in the presence
of magnetic field, the Cooper pairs prefer to have a finite center of mass momentum at low temperatures.
Shimahara studied this problem in 2D [152] and found the same qualitative behavior. He also showed [153]
that, for s-wave and d-wave pairing, the PDW (also called LO [142]) state is preferred over the single
wave (FF) state in the presence of a magnetic field in 2D. However, the occurrence of the PDW SC state
does not necessarily require to have a system in which time-reversal symmetry is explicitly broken, nor it
does require time-reversal symmetry be spontaneously broken either. Since it was proposed as a candidate
competing state to the uniform d-wave SC order, [20, 24] the PDW state has been studied extensively. A
Landau-Ginzburg (LG) theory of the PDW state provides a simple explanation of much of the observed
phenomenology of La2−xBaxCuO4, [8, 22, 24] and of La2−xSrxCuO4in magnetic fields. An outgrowth of
these phenomenological theories is a statistical mechanical description of the thermal melting of the PDW
phase by proliferation of topological defects which yielded a rich phase diagram which includes, in addition
to the PDW phase, a novel charge 4e SC state and a CDW phase. [16,23,72] More recently, Agterberg and
Garaud [6] showed that it is possible to have a phase in which a uniform SC and PDW order parameters
coexist in the presence of a magnetic field.
The microscopic underpinnings of the PDW state are presently not as well understood as the phe-
nomenologies. Nevertheless, it has been shown that this state can appear in different regimes of several
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models. In the weak coupling limit, Lee [122] found that it is possible to have a PDW state in his model of
‘Amperian’ pairing [123] and that the PDW state can explain the pseudo-gap features found in the angle-
resolved photoemission experiment. [85] In a series of papers, Loder and collaborators [126,127] found that
a PDW superconducting state is preferred in a tight-binding model with strong attractive interactions (al-
though the critical value of the coupling constant above which the PDW is stable is presumably outside the
range of validity of the weak coupling theory). Similarly, PDW states with broken time-reversal invariance
and parity have been found recently [165, 166] in a ‘hot spot’ model, which also requires a critical (and
typically not small) value of a coupling constant. On the other hand, in one-dimensional systems (1D) the
PDW state has been shown to describe the SC state of the Kondo-Heisenberg chain, [23, 176, 177] and a
phase of an extended Hubbard-Heisenberg model on a two-leg ladder. [93]
There has also been considerable recent effort to determine if the PDW state occurs in simple models of
strongly correlated systems. Variational Monte Carlo simulations of the t − J and t − t′ − J model on the
square lattice at zero magnetic field near doping x = 1/8 found that the uniform d-wave SC state is slightly
favored over the PDW state. [28, 87, 141, 175] Corboz and coworkers, [44] using infinite projected entangled
pair-states [162] (iPEPS), found strong evidence in the 2D t − J model that the ground state energies of
the uniform d-wave state and the PDW state are numerically indistinguishable (within the error bars) over
a broad range of dopings and parameters. This last result indicates that these strongly correlated systems
do have a strong tendency to exhibit intertwined orders and that the PDW state occurs more broadly than
was anticipated. [72]
One of the main goals of this thesis is to show that it is possible to have PDW states in the absence of
magnetic field and studied some models that supports such states and study their properties.
1.5 Dimer models
As mentioned in the abstract, the last chapter of the present thesis presents the statistical mechanics study
of a dimer model on a specific graph, the so called Aztec diamond graph. In this section we provide some
background material and motivation for study that model.
1.5.1 Dimer covering and HTSC
A dimer covering of a bipartite lattice corresponds to a configuration of dimers (or edges), where every vertex
is attach to exactly one dimer (or edge). See, for instance, left figure in Fig. 1 in Ref. [101]. Such a dimer
configuration can be represented by its dual domino tiling configuration, as is shown on the right figure in
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Fig. 1 in Ref. [101]. We will see later why this dual representation is important. Dimer models have a rich
physical and mathematical history. For instance, in superconductivity, the Resonating valence bond (RVB)
model, was proposed by Anderson [12] to explain some feature of HTSCs. In his model, the spins at the
different site pair up to form singlet pairs (or valence bonds). The state for two spins at sites i and j is
then given by |(i, j)〉 = 1√
2
(| ↑i↓j〉 − | ↑j↓i〉). In it’s simple version, in a bipartite lattice and only including
nearest neighbors valence bonds (pairing up adjacent spins from two different sublattices), the RVB state is
given by:
|Ψ〉 =
∑
VB configs.
∏
pairs
|(ik, jk)〉 (1.5)
where we can think of the valence bonds as “dimers”. Studying this model, Kivelson et al. [111] found
that the elementary excitations are neutral spin-1/2 fermions and charge ±e spinless bosons. Roughly
speaking, this bosonic charged elementary excitations form a Bose gas even at high-temperatures (due to
the very small effective mass of the bosons). Another context where dimer models have been studied in
the physics literature is in their relation with frustrated Ising models in tranverse fields [131, 132]. In these
models the dimers represent the frustrated bonds. Due to the frustration, the states are largely degenerate
and the quantum dimer model corresponds to the effective Hamiltonian acting on the degenerate subspace.
Although the relation between HTSC and dimer models (and frustrated magnets and dimer models) is
extremely interesting, we will follow another direction in chapter 5 in this thesis. We will focus on the
combinatorial and classical statistical mechanics properties of a specific dimer model. Dimers models in
general can have rich combinatorial properties and they can present different phases (from the statistical
mechanics point of view).
1.5.2 Arctic circle
As aforementioned, dimer models and domino tilings have been studied extensively in the literature. A
specially interesting result, which serve as a motivation for chapter 5 in this thesis is the so called “arctic
circle phenomenon” discovered by Elkies et al. [56]. They observed that the domino tiling problem on the
Aztec diamond presents an arctic circle, separating two different phases, a frozen and a liquid phase (see, for
instance, Fig. 2 in Ref. [146]). Jockush et al. [96] continued the study of the arctic circle phenomenon and
proof the so-called arctic circle theorem for the domino tilings of large Aztec diamonds (which was observed
by Elkies et al. [56]). Kenyon and collaborators [102] [103] generalize their work, given a global understanding
of the arctic curve phenomenon in the continuum limit. In this case the phase diagram of the model was
shown to exhibit separations between frozen, disordered, and liquid phases. Analogous phenomena were
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observed for groves [117], for the double-dimer model connected to the hexahedron recurrence [104], for
random walks [4], for square Young tableaux [146], and for the six-vertex model [43].
In chapter 5 we will investigate a particular dimer model, which give rise to more exotic “arctic curves”
and phases.
1.6 Organization of this thesis
The rest of this thesis is organized as follows:
In chapter 2 we study the superconducting states emergent in a 2D system in an electronic nematic
spin-triplet phase. In such a phase rotational symmetry is broken in real and spin space. We will see using
a weak coupling theory that PDW states arise naturally in this system due to the lack of nesting of the
Fermi surfaces for the spin up and spin down fermions. We will investigate in detail the phase diagram as a
function of temperature and nematicity.
In chapter 3 we study the topological properties of the PDW state appearing in a two-leg ladder model.
In this model the PDW order parameter is a composite operator which is quartic in the electronic fields.
Due to that, it is not possible to study its topological properties using the Bogoliubov-de Gennes formalism.
Using bosonization we show that this state has Majorana zero modes (MZM) at the boundaries. We will see
that this Majorana modes come from the spin sector and are not simple related to the original (electronic)
degrees of freedom.
In chapter 4 we study a quasi-one dimensional system that supports PDW states. This model consists
of an alternating array of 1D (chain) systems. Within this model we can treat the intrachain interactions
using bosonization, which allow us to go to the strong coupling regime. On the other hand, we treat the
interchain interactions using mean field theory (MFT). A nice feature of this model is that we found that
the superconducting critical temperature Tc depends algebraically of the interchain coupling constant and
not exponentially as in the usual BCS type of theories. We also compute the quasiparticles spectrum in
detail for the different SC states.
In chapter 5 we will focus on the equation satisfied by the partition function of a dimer model on the
Aztec diamond graph. We will show that equation satisfied by the partition function (called octahedron
equation), can be exactly solved for a particular family of values of the dimer weights. Using these solutions,
we generate the density function (or susceptibility) and study the different phases of the model in the
thermodynamic limit.
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Chapter 2
Pair-Density-Wave Superconducting
States and Electronic Liquid Crystal
Phases ∗
2.1 Introduction
In this chapter we investigate the relation between PDW states and nematic order. Although charge nematic
order (a spatially-uniform spin-singlet state that breaks rotational invariance) does neither favor nor disfavor
superconductivity, except in regimes in which s-wave and d-wave superconductivity are in close competition
[61–63] (see, however, Ref.[ [100]]), here we show that a nematic state in the spin-triplet channel [168] can
favor unconventional superconducting phases, including a PDW state. In this chapter we present the study
of the presence of an inhomogeneous superconducting instability in a system that is already in an α or β
nematic phase. We use a mean field analysis in the weak coupling limit to show that in a region of the phase
diagram, an inhomogeneous superconducting state is the ground state of the system.
Oganesyan and coworkers [134] (as well as Refs. [84, 105]) studied a spinless nematic Fermi fluid (FL),
where the breaking of rotational symmetry manifest in a spontaneous quadrupolar (elliptical) distortion of
the Fermi surface, while the translation invariance is preserved (for a review see Ref. [71]). In the charge
nematic state the FS has a spontaneous quadrupolar (elliptical) distortion. Nematic phases of Fermi fluids
can arise either via a Pomeranchuk instability of a Fermi liquid [71, 134] or by quantum melting of charge
stripe phases. [110] The resulting anisotropic fluids are non-Fermi liquids if the lattice effects are weak
enough.
Wu et al. [168] generalized the aforementioned work of Oganesyan and coworkers to a system of spin-1/2
fermions and found a generalization of the nematic state to the spin-triplet channel which they called an
α-phase. In this phase rotational symmetry is broken both in real and in the internal spin space, while
while remaining invariant under a combination of a discrete set of rotations in both sectors. In addition,
they also found another, spatially isotropic phase, which they called the β-phase (in analogy to the B phase
in liquid 3He). This state is uniform and spatially isotropic, but the spin quantization axis of a fermionic
quasiparticle on the Fermi surface lies in-plane and winds around the FS with an integer-valued winding
∗This chapter is partially reproduced from Rodrigo Soto-Garrido and Eduardo Fradkin, Phys. Rev. B., DOI: 10.1103/Phys-
RevB.89.165126, 2014. Copyright [2014] American Physical Society.
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number. In both phases the FS for spin up and down is distorted in different ways (see Figs. 2.1(a),
2.1(b), and 2.1(c)) providing a natural system to study the presence of an instability to an inhomogeneous
superconducting state. In a Fermi liquid setting, the phase transition to the spin-triplet nematic phases
occurs as a Pomeranchuk instability and hence the tuning parameter is a Landau parameter in the spin-
triplet channel. In a strong coupling setting it can occur by quantum melting of a spin-stripe state. In what
follows we refer to both the α and the β phases as spin-triplet nematic phases (although in a strict sense
they are not).
In the conventional BCS approach [76, 119] the FFLO states arise only in a regime in which there is a
sufficiently weak Zeeman coupling to a uniform magnetic field so that the SC instability can only occur for
Cooper pairs with finite momentum by suppressing the nesting between electronic states at the Fermi surfaces
for both spin projections. However, this assumption is a severe limitation and, to this date, Zeeman-field-
tuned FFLO states have not been clearly seen in experiment. In contrast here we see that in the spin-triplet
nematic phases (which although magnetic have a zero uniform Zeeman field) the tuning parameter for the
SC instability is the distance to the nematic spin triplet quantum critical point. In particular we find that
depending on whether the nematic is an α or a β phase a host of different SC states, both uniform and
inhomogeneous, can occur.
Unfortunately to this date there is no clear evidence for a spin-triplet nematic state. On the theoretical
side, a recent paper by Maharaj and coworkers [129] found a spin-triplet β-phase in a fermionic system
on a honeycomb lattice via a Pomeranchuk instability. Fischer and Kim found a nematic-spin-nematic
state (the α spin-triplet nematic state) in a mean-field analysis of the three-band Emery model of the
cuprates in a regime in which the Hubbard Ud on the Cu sites and on the O sites (Up) are both large (and
comparable) [66]. On the experimental side, there is evidence of time reversal-symmetry-breaking in YBCO
close to the pseudogap temperature in spin-polarized neutron scattering [60, 125] and, with some caveats,
in Kerr rotation experiments. [98, 173] However, the Kerr rotation experiments can also be interpreted as
evidence of inversion symmetry breaking via a gyrotropic effect in a system with charge order. [89] Hence
the Kerr effect measurements do not on their own prove the existence of as state with broken time reversal
invariance since the cuprate superconductors are now known to exhibit charge order. On the other hand,
the spin-polarized neutron experiments can be interpreted either as evidence for loop current order [160] or
as evidence of a nematic spin-triplet state which on a CuO lattice means that the oxygens are spin-polarized
but their polarization is opposite along the a and b axis (as shown in Fig. 2.1(d)). However such a state is
incompatible with NMR measurements which do not find evidence of any sublattice magnetization in YBCO
and HgBa2Cu3O4+δ(HBCO) which have instead a substantial spin gap.
10
(a) (b) (c) (d)
Figure 2.1: (a) Distortion of the FS for the fermions with spin-up (black) and spin-down (red) for a triplet
α nematic phase with l = 2 (Wu et al. [168]). (b),(c) Distortion of the FS for the fermions with spin plus
(black) and minus (red) with respect to the spin quantization axis (blue) for a β nematic phase with l = 2
and l = −1, respectively. (d) Putative nematic spin order in a copper oxide plane in YBCO [60].
Aside from these important caveats and reservations, we find that it is nevertheless useful to consider the
possible role of spin-triplet nematic phases in a weak-coupling mechanism for pair-density-wave phases. In
this chapter we will consider a system in a spin-triplet nematic state but close to the Pomeranchuk quantum
critical point. Restricting ourselves to this regime enable us to use controlled approximations. We assume
that the system of interest is inside a spin-triplet nematic state, sufficiently close to the quantum phase
transition so that the magnitude of the order parameter. However we also assume that we are deep enough
in the spin-triplet nematic phase so that the quantum critical fluctuations can be safely ignored. Furthermore
we also ignore the possible non-Fermi liquid physics which may arise in the spin-triplet nematic state. Thus,
the main assumption that we use throughout is the existence to the Pomeranchuk quantum critical point
and that the resulting α and β phases are stable. For this reason we not consider the l = 1 case since
these phases are unstable in the absence of sufficiently strong spin-orbit interactions. [168] We show that,
depending on the particular spin-triplet nematic phase that is considered, different uniform superconducting
phases arise (s, p or d wave) and that these phases are in close competition with inhomogeneous phases with
the symmetry of a pair-density-wave of the LO type. FF states are generally found to be metastable at least
close to the thermal phase boundary.
The main results of this chapter are summarized in three phase diagrams, one for the spin-triplet nematic
α phase with pairing in the d-wave superconducting channel (shown in Fig.2.4(a)) and two for the spin-triplet
nematic β phase with pairing in the s and d wave superconducting channels (shown in Fig.2.5 and Fig.2.6
respectively.) We also determine the structure of the Landau-Ginzburg free energies close to the thermal
transition and calculate the coefficients and stiffnesses. The resulting phase diagrams turn out to be quite
complex. In the case of the α phase the superconducting states which arise are, in addition to a spin-triplet
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p-wave state, a uniform spin singlet d-wave SC, a bidirectional PDW state, and a unidirectional PDW state.
On the other hand, in the case of the β phase the uniform state may be an s-wave or a d-wave SC. If the
pairing channel is s-wave, in the β phase we find unidirectional, bidirectional and tridirectional PDW states
and, in addition, a triple-helix FF-type state. If the pairing channel is d-wave, in addition to a uniform
d-wave SC, we also find both a unidirectional and two bidirectional PDW phases. We also investigate the
nature of the phase transitions between these states close to the thermal phase boundary. A rich set of
different behaviors is found, which includes continuous and first-order phase transitions as well as Lifshitz
points and other multicritical points. It is important to emphasize that these results, obtained using a
weak-coupling BCS theory, are controlled by the distance to the spin-triplet nematic quantum critical point.
Thus the spin-triplet nematic quantum critical point plays the role of a complex multicritical point.
This chapter is organized as follows. In Section 2.2 we summarize the theory and description of the spin-
triplet nematic phases and follow closely the results and notation of Ref. [168]. This caveats are discussed
in this section in some detail. In Section 2.3 we discuss the SC instabilities of the α (Subsection 2.3.1)
and β (Subsection 2.3.2) phases by calculating explicitly the respective SC susceptibilities. In Section 4.3
we present a BCS-type mean-field theory of the different SC states and show that it is well controlled in
the regime where the spin-triplet nematic order parameter is small enough. In this Section we derive the
Landau-Ginzburg free energy for each phase and derive the phase diagrams and in Section 2.5 we present
our conclusions. The details of the calculations are presented in the Appendix A.
2.2 Spin-Triplet Nematic Phases
We start by recalling some of the main results on spin-triplet nematic phases in two dimensions from Ref. [168]
which are relevant for the present chapter. The mean-field (MF) Hamiltonian [168] for a spin-triplet nematic
phase is:
H =
∑
k
c†k,α{k − [n1 cos(lθ) + n2 sin(lθ)] · σα,β}ck,β +
|n1|2 + |n2|2
2|fal |
(2.1)
where n1 and n2 are the order parameters for the spin-triplet nematic phase, σ = (σ
x, σy, σz) are the three
2×2 Pauli matrices, l ∈ Z, θ is the polar angle between k and the kx axis and fal are the Landau parameters
in the spin-triplet channel of Fermi liquid theory. [19]
The order parameter fields n1 and n2 transform under a global SO(3)S rotation R in the spin channel
(denoted here by S) as follows
n1 7→ R · n1, n2 7→ R · n2 (2.2)
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In addition, the order parameter fields n1 and n2 transform as follows under a spatial rotation by a global
angle θ about the z axis perpendicular to the two-dimensional (2D) plane:
n1 7→ cos(lθ)n1 + sin(lθ)n2
n2 7→ − sin(lθ)n1 + cos(lθ)n2 (2.3)
We refer to this as the SO(2)L “orbital” (or spatial) rotational invariance. This symmetry is exact in an
electron fluid in the continuum and reduces to a discrete subgroup for a lattice model, i.e. the point or space
group of the lattice, and it is contained in the symmetries of the free-fermion band structure denoted in
Eq.(2.1) by k. For simplicity, in this chapter we consider an electron fluid in the continuum in which case
k is invariant under SO(2)L rotations.
The Ginzburg-Landau (GL) free energy for the system must be invariant under the global combined
symmetry SO(2)L⊗SO(3)S . We focus first in the dependence of the GL free energy for phases in which the
order parameter fields n1 and n2 take uniform values, and hence do not depends on the position x. Under
this assumption, to low orders in the order parameter fields, the most general SO(2)L ⊗ SO(3)S-invariant
form of the GL free energy is given by:
F (n1,n2) = r(|n1|2 + |n2|2) + v1(|n1|2 + |n2|2)2 + v2|n1 × n2|2 + . . . (2.4)
where r, v1 and v2 are three parameters (or coupling constants). As usual r is a linear measure of the
distance to the critical temperature (for the thermal transition) or to the critical coupling constants (e.g.
the Landau parameters fl) in the case of the quantum phase transition.
For r < 0 the system is in a broken symmetry state, and the GL free energy in Eq. (2.4) has two type of
solutions depending on the sign of v2. For v2 > 0 it is most favorable to have a state where n1 ‖ n2. This
is the α-phase. [168] On the other hand, for v2 < 0 it is most favorable to have a state where n1 ⊥ n2 and
|n1| = |n2|. This is the β-phase. [168]
In the α-phase the Fermi surface (FS) of the electrons with spin up and down become spontaneously
anisotropic in space. Hence in this phase both SO(2)L and SO(3)S are spontaneously broken symmetries.
In this phase, we can choose n1 = n¯zˆ and n2 = 0 (notice that we can get a non zero n2 just doing a
rotation around the z axis, so this is always allowed). However, in the α phase the system retains the
discrete unbroken symmetry of spatial rotations by pi/l combined with a global spin flip. On the other hand,
the β-phase corresponds to a phase where the spin polarization axis winds around the FS. Here we choose
|n1| = |n2| = n¯ and n1 = n¯xˆ and n2 = n¯yˆ (which can always be achieved by a rotation in spin space).
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In the following sections we discuss the SC instabilities (and phases) which arise in these α and β phases.
To this end, in addition to the Hamiltonian in Eq. (2.1), we add a pairing interaction in the spin-singlet
channel of the form [130]
Hp =
∑
k,k′,q
V (k,k′)c†k+q/2,↑c
†
−k+q/2,↓c−k′+q/2,↓ck′+q/2,↑ (2.5)
where
V (k,k′) = −gλγλ(kˆ)γλ(kˆ′) (2.6)
where gλ is the coupling constant in the channel labeled by λ, and γλ(kˆ) is the normalized form factor of
the λ channel (e.g. λ can correspond to s, d, . . . wave pairing) and obey the normalization condition
∫
dθ
2pi
γ2λ(kˆ) = 1 (2.7)
For instance, the s-wave and d-wave form factors are
γs(kˆ) =1, (s− wave)
γdx2−y2 (kˆ) =
√
2(kˆ2x − kˆ2y) =
√
2 cos 2θ (d− wave) (2.8)
As usual, the s-wave form factor is nodeless while the d-wave form factor has nodes at θ = (2n + 1)pi/4,
where n ∈ Z.
We show below that there are SC instabilities at critical values of the coupling constants gcλ, which are
controlled (tuned) by the expectation value of the spin-triplet nematic order parameter, denoted above by
n¯ which, in turn, is determined by how far the system is into a spin-triplet nematic state from its quantum
critical point to the normal Fermi fluid. In particular, we see that for n¯ small enough there are SC instabilities
in the weak coupling regimes of these coupling constants. Therefore, the theory we are presenting in this
chapter can be regarded as a theory of a multicritical point for a system close to spin-triplet nematic phases
and superconducting phases (both uniform and non-uniform).
2.3 Superconducting instabilities
We start by looking at the Cooper instability in the s-wave and d-wave channels for both the α- and β-phases
in each of the spin-triplet nematic phases. We begin by writing down the SC susceptibility (i.e. the bubble
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diagram in the particle-particle channel) of the isotropic electron fluid χsc(Q, iωm),
χsc(Q, iωm) = T
∞∑
n=−∞
∫
d2k
(2pi)2
γ2λ(kˆ)G0(k +Q/2, iωn + iωm/2)G0(−k +Q/2,−iωn + iωm/2), (2.9)
where ωn = (2n+1)piT are fermionic Matsubara frequencies, ωm = 2mpiT are bosonic Matsubara frequencies,
and
G0(k, iωn) =
1
iωn − (k) (2.10)
is the free-fermion Green’s function. After performing the Matsubara sum in Eq. (2.9) we obtain
χsc(Q, iωm) =
∫
d2k
(2pi)2
γ2λ(kˆ)
1− nF ((k +Q/2))− nF ((−k +Q/2))
(k +Q/2) + (−k +Q/2)− iωm (2.11)
and
nF () =
1
e/T + 1
(2.12)
is the Fermi-Dirac distribution.
At finite temperature, Eq. (2.11) in general has to be evaluated numerically. However, at zero tempera-
ture it is possible to obtain explicit analytic expressions for the SC susceptibility. Below, we focus first on
the zero temperature SC instabilities and we take ωm = 0. In this case we find
χsc(Q) =
∫
d2k
(2pi)2
γ2λ(kˆ)
1−Θ(−(k +Q/2))−Θ(−(−k +Q/2))
(k +Q/2) + (−k +Q/2) (2.13)
We evaluate Eq. (2.13) for both the α- and β-phases.
2.3.1 α-phase
From now on we focus in the (quadrupolar) l = 2 channel. In this state, the system remains invariant under
a spatial rotation of pi/2 followed by a global spin flip. The α phase is represented by the choice n1 = δzˆ
and n2 = 0. Hereafter we use the notation n¯→ δ, to explicitly state that in the α phase the Fermi surfaces
of the up and down spin fermions are distorted as shown in Fig. 2.1(a)), with δ being the distortion. Notice
that from Eq. (2.4), for the α-phase (v2 > 0) we have that:
F = rδ2 + v1δ
4 + . . . (2.14)
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Figure 2.2: SC susceptibility for the α-phase in the s-wave and d-wave channels in the direction φ = npi/2.
which has a minimum at δ =
√|r|/2v1. We can see that δ scales with the distance to the quantum critical
point. Therefore we can control δ, controlling the parameter r. Keeping that in mind we can write the
superconducting susceptibility at wave vector Q in the α phase in the SC channel λ, χλα(Q), in the form
χλα(Q)
N(EF )
=
∫ 2pi
0
dθ
2pi
γ2λ(kˆ) ln
∣∣∣∣∣ ωDδ cos(2θ)− Q2 cos(θ − φ)
∣∣∣∣∣ (2.15)
where γλ(kˆ) are the form factors for the s and d wave pairing channels defined in Eq.(2.8). To get the
previous expression we have used the notation
∫
d2k
(2pi)2
→ N(EF )
∫ ωD
−ωD
dξ
∫ 2pi
0
dθ
2pi
(2.16)
and then integrated over the excitation energy ξ (measured from the undistorted FS), where ωD is an energy
cutoff. Here Q and φ are the magnitude and the polar angle, respectively, of the momentum Q (with Q
being the center-of-mass momentum of the Cooper pairs) and N(EF ) the density of states on the FS, which
is assumed to be constant.
The susceptibility for the s-wave and d-wave channels in the direction φ = npi/2 are plotted in Fig. 2.2
as a function of Q = |Q|. It is important to note here that while in the s-wave channel there is no preference
for a finite value of Q, there is a clear preference in the d-wave channel, where the susceptibility is enhanced
at Q = 2δ and φ = npi/2. This provides a first evidence that at least at zero temperature an inhomogeneous
superconducting state can be the ground state of the system. From now on we focus on the d-wave channel,
since we are interested in an inhomogeneous superconducting state.
The SC susceptibility for s and d channels at Q = 0 are finite in the α spin-triplet nematic state and are
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given by
χsα(0) =N(EF ) ln
(
2ωD
δ
)
χdα(0) =N(EF ) ln
(
2ωD
e1/2δ
)
(2.17)
In contrast with the case of a Fermi liquid in which the SC susceptibilities are divergent at Q = 0 (due to
the nesting property of the Fermi surface), in the spin-triplet nematic α phase they are finite. Consequently
in the α phase there is a (mean field theory) critical value of the pairing coupling constants gs and gd for
the uniform SC state to occur,
gcs = χ
s
α(0)
−1, gcd = χ
d
α(0)
−1 (2.18)
The value of the susceptibility at Q = 2δ can be determined evaluating Eq. (2.15),
χdα(Qop) = N(EF ) ln
(
2ωDe
1/8
δ
)
(2.19)
where |Qop| = 2δ and Qop points in the npi/2 direction. The (mean field theory) critical value of the coupling
constant in order to have a Cooper instability at finite Q in the d wave channel is
gαdc(Qop) = χ
d
α(Qop)
−1 (2.20)
In the d-wave case there is an extra factor of e1/8 that is not present in the s-wave channel. This extra factor
reduces the critical value of the coupling constant in the d-wave channel.
An important feature of the result of Eq.(2.20) is that the value of gdc is controlled by the magnitude
n¯ = δ of the spin-triplet nematic state which, more geometrically, parametrizes the distortions δ of the Fermi
surfaces for fermions with up and down spins. It is the smallness of the parameter δ that allows us to work
in the weak coupling regime and hence to use BCS theory when δ is very small. This result is extended in
the next Section to finite temperature where it is used to determine the phase diagram.
Finally let us discuss briefly the role of spin-triplet pairing interactions (e.g. p-wave pairing). In contrast
to what we found in the singlet s and d wave channels, the Fermi surfaces of the α phase are still nested.
As a result, there is an infinitesimal SC instability in the uniform p-wave channel. However, provided we
assume that the coupling constant for this pairing channel is sufficiently weak, the Tc for the d-wave channel
is always higher than the Tc for the p-wave channel. In what follows we ignore the p-wave channel.
In conclusion, in the α phase there is a critical value of the pairing coupling constant for both the s- and
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d-wave uniform SC channels. However, the s-wave channel does not favor the formation of SC states with
finite wave vector whereas the d-wave channel clearly does, as shown in Fig.2.2. In what follows we only
consider the case of the d-wave channel.
2.3.2 β-Phase
From Eq. (2.4) for the β-phase (v2 < 0) we have that:
F = 2rn¯2 + 4v1n¯
4 + v2n¯
4 + . . . (2.21)
which has a minimum at n¯ =
√|r|/(4v1 + v2). We can see that n¯ scales with the distance to the quantum
critical point. Therefore, we can control n¯, controlling the parameter r. As for the α-phase we start by
looking at the Cooper instability in the β-phase. Since in the β-phase this case the FS’s are spherically
symmetric (see Figs. 2.1(b) and 2.1(c)), the SC susceptibility in the pairing channel λ at finite temperature
T (Eq. (2.11) with ωm = 0) can be written for general l as:
χλβ(Q, T )
N(EF )
=
∫ ωD
−ωD
dξ
∫ 2pi
0
dθ
2pi
γ2λ(kˆ)
1
8ξ(n¯− ξ)(n¯+ ξ)[(
n¯(−1)l + n¯− 2ξ) (n¯+ ξ)(tanh( n¯− ξ −Q/2 cos(θ − φ)
2T
)
+ tanh
(
n¯− ξ +Q/2 cos(θ − φ)
2T
))
− (n¯(−1)l + n¯+ 2ξ) (n¯− ξ)(tanh( n¯+ ξ −Q/2 cos(θ − φ)
2T
)
+ tanh
(
n¯+ ξ +Q/2 cos(θ − φ)
2T
))]
(2.22)
Notice that the expression for the the SC susceptibility in Eq. (2.22) depends only on the parity of l, and
not on it’s value.
Let us analyze briefly the behavior of the SC susceptibilities for the l odd and l even cases before discussing
the zero temperature limit.
l odd
For l odd the expression of the SC susceptibility in pairing channel λ of Eq. (2.22) reduces to:
χλβ(Q, T )
N(EF )
=
1
4
∫ ωD
−ωD
dξ
∫ 2pi
0
dθ
2pi
γ2λ(kˆ)
[
1
(n¯− ξ)
(
tanh
(
n¯− ξ −Q/2 cos(θ − φ)
2T
)
+ tanh
(
n¯− ξ +Q/2 cos(θ − φ)
2T
))
+
1
(n¯+ ξ)
(
tanh
(
n¯+ ξ −Q/2 cos(θ − φ)
2T
)
+ tanh
(
n¯+ ξ +Q/2 cos(θ − φ)
2T
))]
(2.23)
18
At Q = 0 the previous expression reduces to the BCS result
χλβ(0, T )
N(EF )
=
∫ ωD
−ωD
dξ
1
ξ
tanh
(
ξ
2T
)
(2.24)
where we used that ωD  ξ and we made a change of variables. We can then deduce that for odd l, the
uniform SC state is the most favorable state since there is a logarithmic divergence of its susceptibility at
T = 0. Notice the close similarity, for example, with the case where there is a finite spin-orbit coupling
(see Ref. [5] and references therein). In the case of a Rashba spin-orbit interaction (which is similar to the
β-phase with l = 1), the uniform SC state is favorable in the absence of magnetic field. However, in the
presence of a Zeeman coupling to a magnetic field, it is possible to favor an inhomogeneous superconducting
state (we do not study the effect of magnetic fields in the present chapter). Those states have been recently
studied extensively by Zhang et al. [169,170,179]
l even
In this case, the SC susceptibility of Eq. (2.22) reduces to:
χλβ(Q, T )
N(EF )
=
∫ ωD
−ωD
dξ
∫ 2pi
0
dθ
2pi
γ2λ(kˆ)
1
4ξ
[
1− n¯F (ξ + n−Q/2 cos(θ − φ))− nF (ξ − n¯+Q/2 cos(θ − φ))
+ 1− nF (ξ + n¯+Q/2 cos(θ − φ))− nF (ξ − n¯−Q/2 cos(θ − φ))
]
(2.25)
Having determined the expression for finite T , we compute the SC susceptibility at T = 0. After integrating
over ξ in Eq. (2.25) and taking the T → 0 limit, we get:
χλβ(Q, 0)
N(EF )
=
∫ 2pi
0
dθ
2pi
γ2λ(kˆ) ln
∣∣∣∣ ωDn¯−Q/2 cos(θ − φ)
∣∣∣∣ (2.26)
For the s-wave case, γs(kˆ) = 1, and the previous expression can be easily evaluated to be
χsβ(Q, 0)
N(EF )
=

ln
 2ωD/n¯
1 +
√
1− (Q/2n¯)2
 , 0 ≤ Q ≤ 2n¯
ln
(
4ωD
Q
)
, Q > 2n¯
(2.27)
We can see that the value of Q that gives the maximum susceptibility is Q = 2n¯ and Q can point in any
direction by rotational symmetry.
On the other hand, for the d-wave case, whose form factor is γd(kˆ) =
√
2 cos 2θ, we have to computed
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Figure 2.3: SC susceptibility for the β-phase in the s-wave and d-wave channels in the direction φ = npi/2.
numerically the SC susceptibility of Eq.(2.26), and found that the maximum is at φ = npi/2 and Q = 2n¯,
i.e. the antinodal directions of the d-wave order parameter.
Just as in the case of the α-phase, there is a critical value for the pairing coupling constant in the
s- and d-wave channels given by the inverse of the respective SC susceptibilities (e.g. Eq.(2.26)). Even
though there is a critical value for the coupling constants, this is smaller than the critical value for Q = 0.
Therefore, for even l, the condensation Cooper pairs with finite momentum is more favorable (at least at
low temperatures for both the s- and d-wave channels). Also notice that, as in the α-phase, in the β-phase
we also find that the critical pairing coupling constants in the s and d wave channels obey gdβ,c < g
s
β,c since
the d-wave channel has a larger SC susceptibility than the s wave channel at the ordering wave vector. Let
us mention that basically the same expression for the susceptibility for the s-wave Eq. (2.27) was obtained
by Shimahara [152] who considered an FF phase in a 2D electron gas in the presence of a Zeeman coupling
to a perpendicular magnetic field, h. His expression for the susceptibility differs from us in that our n¯ is
replaced in his expression by h. At the mean-field level there is a close analogy between the two problems.
Here, we can get an inhomogeneous superconducting phase without an external magnetic field, if we have
the system in a β-phase with even angular momentum l.
2.4 Mean Field Theory at T > 0
We now consider the mean-field (MF) theory of a Hamiltonian that includes the nematic phase and the
pairing interaction Eq.(2.5). For that, we work in the imaginary time path integral formalism where the
action is given by [70]
S =
∫ β
0
dτ
[∫
dx ψ¯σ(x, τ)(∂τ − µ)ψσ(x, τ) +H(ψ¯, ψ)
]
(2.28)
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where ψσ(x, τ) is a Fermi field for spin-1/2 fermions, µ is the chemical potential, and H is the full Hamil-
tonian. We perform a Hubbard-Stratonovich transformation to get rid of the quartic fermionic terms in the
pairing term in H. We consider both the α-phase and the β-phase of the spin-triplet nematic state.
2.4.1 α-phase
Let us start by looking at the α-phase. In this case the effective action for the superconducting state is given
by:
S =
∫ β
0
dτ
∑
k,σ
ψ¯k,σ(∂τ + ξk,σ)ψk,σ +
∑
q
|∆q|2
g
−
∑
q
∑
k
γ(kˆ)ψ¯k+q/2,↑ψ¯−k+q/2,↓∆q −
∑
q
∑
k
γ(kˆ)∆∗qψ−k+q/2,↓ψk+q/2,↑
] (2.29)
where ∆q(τ) is the Hubbard-Stratonovich field associated with the superconducting order parameter at
wave vector q. In the α-phase the kinetic energies of fermions with up and down spins measured from their
respective Fermi surfaces are
ξk,↑ = ξ − δ cos 2θ, ξk,↓ = ξ + δ cos 2θ (2.30)
respectively, where we have included the magnitude of the spin-triplet nematic order parameter δ in the
definition of ξ↑,↓, and ξ is the energy measured from the undistorted circular FS.
As we saw in Section 2.3, there are four equivalent directions for which the SC susceptibility for the
α-phase has a maximum, it is natural to focus in the following four different cases for the superconducting
order parameters: Fulde-Ferrell (FF), PDW (or Larkin-Ovchinnikov (LO)), bidirectional PDW (or “checker-
board”), and uniform:
• Uniform phases. In the regime in which the α-phase order parameter is very small we find conventional
px (or py) wave (spin-triplet) or dx2−y2-wave (spin singlet) (depending on which coupling constant is
stronger).
• FF phase. In this phase only one wave vector contributes to the SC order parameter
∆(r) = ∆Q(r)e
iQ·r (2.31)
In this phase translation and gauge invariance as well as time reversal and parity are spontaneously
broken. The SC order parameter field is a one-component complex field ∆Q(r) (which has a constant
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expectation value).
• PDW phase. Two wave vectors contribute to the SC order parameter
∆(r) = ∆Q(r) e
iQ·r + ∆−Q(r) e−iQ·r (2.32)
This state breaks translation and gauge invariance but it is time-reversal invariant. The order parame-
ter field now has two complex components, ∆±Q(r) and, hence, has two amplitude fields |∆±Q(r)| and
two phase fields, θ±Q(r) = arg[∆±Q(r)]. In the London gauge and with a choice of origin, and with
parity invariance ∆Q = ∆−Q, the expectation value of the order parameter takes the LO sinusoidal
dependence on position, i.e. ∆(r) = 2|∆Q| cos(Q · r). The thermal fluctuations of the phase fields
θ±Q play a key role of the thermal melting of the PDW phase. [21]
• Bidirectional phase (or checkerboard) (Bi). In this phase four wave vectors contribute to the SC order
parameter,
∆(r) = ∆Qe
iQ·r + ∆−Qe−iQ·r + ∆Q¯e
iQ¯·r + ∆−Q¯e
−iQ¯·r (2.33)
In this phase the SC order parameter is then a four-component complex field with ∆±Q(r) and ∆±Q¯(r)
being the four complex components (and hence four amplitudes and four phase fields). Under the
assumption of parity and C4 symmetry it reduces to
∆(r) = 2|∆Q| (cos(Q · r) + cos(Q¯ · r)) (2.34)
where Q · Q¯ = 0 and we have assumed |∆Q| = |∆−Q| = |∆Q¯| = |∆−Q¯|.
In addition to the four possible states aforementioned, it is also possible to have two more states that satisfy
the symmetries of the problem (although as we show below, and as the FF state, they do not appear in the
phase diagram):
• Double-helix (2H). In this phase two wave vectors contribute to the SC order parameter,
∆(r) = ∆Qe
iQ·r + ∆Q¯e
iQ¯·r (2.35)
As in the FF state, in this phase translation and gauge invariance as well as time reversal and parity
are spontaneously broken.
• Bidirectional time-reversal breaking PDW (Bi2). In this phase four wave vectors contribute to the SC
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order parameter,
∆(r) = ∆Qe
iQ·r + ∆−Qe−iQ·r + ∆Q¯e
iQ¯·r + ∆−Q¯e
−iQ¯·r (2.36)
In this phase the SC order parameter is then a four-component complex field with ∆±Q(r) and ∆±Q¯(r)
being the four complex components (and hence four amplitudes and four phase fields). In contrast to
the bidirectional phase we can take a different choice for the relative phases of the order parameters
(this corresponds to the phase ‘5’ discussed in Ref. [8]).
∆(r) = 2|∆Q| (cos(Q · r) + i cos(Q¯ · r)) (2.37)
This phase breaks time-reversal invariance.
Below we compute the free energy for each one of these phases.
The free energies of the different states are obtained by integrating out the fermionic degrees of freedom in
Eq. (2.29). For the case of FF phase (and for the uniform phases) it is possible to get an explicit expression
for the effective free energy as function of the (constant) value of the order parameter field. However,
for the PDW, the bidirectional PDW, the double-helix and time-reversal breaking bidirectional PDW this
has to be done numerically except near the phase boundary, where, if the transition is continuous, the
Landau-Ginzburg free energy can be calculated as usual as an expansion in powers of the order parameters.
After writing the fermion operators in the Nambu spinor representation
Ψ¯k = (ψ¯k+Q/2,↑, ψ−k+Q/2,↓) (2.38)
the action for the general state with a static order parameter ∆Q has the form
S[Ψ¯,Ψ,∆Q,∆
∗
Q] = −
∑
k,k′,n
Ψ¯k,nG
−1
k,k′,nΨk′,n + β
∑
Q
|∆Q|2
g
+ β
∑
k
ξ−k+Q/2,↓ (2.39)
In the case of the FF phase the modes Ψk,n with wave vector k and Matsubara frequency ωn decouple from
each other and as a result the matrix G−1k,k′,n is block diagonal. However, this is not the case for the other
inhomogeneous SC phases aforementioned in which, due to this mixing, it is not possible to write the free
energy in closed form. Nevertheless sufficiently close to the phase boundary with the normal state, the free
energy of the α phase for the inhomogeneous SC phases can be computed perturbatively in powers of the SC
order parameter with each term being represented by a Feynman diagram computed in the normal phase.
Here we focus only on the phases which arise very close to the thermodynamic transition from the normal
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state. Other phases may occur far from this phase boundary and are not considered here.
Free energy of the FF phase
In the FF case, we can write the action in Eq. (2.29) in the simpler form
S[Ψ¯,Ψ,∆Q,∆
∗
Q] =−
∑
k,n
Ψ¯k,nG
−1
k,iωn
Ψk,n + β
|∆Q|2
g
+ β
∑
k
ξ−k+Q/2,↓, (2.40)
where β = 1/T . Here we assumed that ∆Q is constant and real, and we have used the notation
G−1k,iωn =
 iωn − ξk+Q/2,↑ ∆Qγ(kˆ)
∆∗Qγ(kˆ) iωn + ξ−k+Q/2,↓
 (2.41)
for the inverse of the fermion Green’s function in the FF phase, where γ(kˆ) is the form factor for the different
SC channels.
After integrating out the fermionic degrees of freedom we get
Seff[∆Q,∆
∗
Q] = − ln det[G−1] + β
|∆Q|2
g
+ const., (2.42)
We need to compute
ln det[G−1] =
∑
k,n
ln(λ
(1)
k,nλ
(2)
k,n) (2.43)
where λ
(i)
k,n are the eigenvalues of the matrix G
−1
k,iωn
. Using that
ξk+Q2 ,↑ =ξ − δ cos 2θ +
Q
2
cos(θ − φ)
ξ−k+Q2 ,↓ =ξ + δ cos 2θ −
Q
2
cos(θ − φ) (2.44)
we find that:
λ
(1,2)
k,n =± Ek +
Q
2
cos(θ − φ)− δ cos 2θ − iωn (2.45)
where Ek =
√
ξ2 + γ2(kˆ)|∆Q|2
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After integrating out the fermionic fields we find
Fs − Fn = |∆Q|
2
g
− 2TN(EF )
∫ 2pi
0
dθ
2pi
∫ ωD
0
dξ
[
ln
(
1 + e−(
√
ξ2+2 cos2 2θ|∆Q|2+Q/2 cos(θ−φ)−δ cos 2θ)/T
1 + e−(ξ+Q/2 cos(θ−φ)−δ cos 2θ)/T
)
+ ln
(
1 + e(
√
ξ2+2 cos2 2θ|∆Q|2−Q/2 cos(θ−φ)+δ cos 2θ)/T
1 + e(ξ−Q/2 cos(θ−φ)+δ cos 2θ)/T
)]
(2.46)
We can now look for the minimum of the free energy Fs of Eq.(2.46) with respect to ∆Q and Q to find
the thermodynamically stable state. We do this minimization numerically over a range of values for T and δ.
For the d-wave channel we find a range of T and δ in which there is superconducting order, ∆ 6= 0, but which
may also be inhomogeneous and hence has Q 6= 0, as expected from the SC instabilities computed in section
2.3. This result suggests the possible presence of either a time-reversal breaking inhomogeneous SC state
or a time-reversal invariant PDW (or LO) SC state. In addition, the transition from the normal (non-SC
state) to the putative FF state is continuous. Since a continuous transition is reflected in the divergence of
the susceptibility and this is independent of the nature of the inhomogeneous SC state, as it is the same for
FF, double-helix, unidirectional PDW, bidirectional PDW and time-reversal breaking bidirectional PDW,
we need to investigate which one of these states actually has lower free energy. Since the phase transition is
continuous we can investigate the stability of the different phase by expanding the free energy in powers of
∆Q up to fourth order.
2.4.2 Ginzburg Landau Free Energy
Considering all the possible SC aforementioned phases, the most general expression for the free energy
compatible with gauge invariance, translation invariance, and rotation invariance (or point group symmetry)
has the form
F =
c2
2
(|∆Q|2 + |∆−Q|2 + |∆Q¯|2 + |∆−Q¯|2)+ c44 (|∆Q|4 + |∆−Q|4 + |∆Q¯|4 + |∆−Q¯|4)
+
u
4
(|∆Q|2|∆−Q|2 + |∆Q¯|2|∆−Q¯|2)+ v14 (|∆Q|2|∆Q¯|2 + |∆−Q|2|∆−Q¯|2 + |∆Q|2|∆−Q¯|2 + |∆−Q|2|∆Q¯|2)
+
v2
4
(
∆Q∆
∗¯
Q∆−Q∆
∗
−Q¯ + h.c.
)
+ . . . (2.47)
A similar phenomenological expression for the free energy (for a system with the C4 symmetry of a square
lattice) was given by Agterberg and Tsunetsugu. [8]
Knowing the expression for the coefficients in GL free energy we can see which state is favorable. This
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is equivalent to computing the GL free energy for each SC state and compare them to see which one is the
lowest. For the FF state we will use that ansatz that the only non zero order parameter is |∆Q|, for the
unidirectional PDW we will assume |∆Q| = |∆−Q|, for the bidirectional PDW |∆Q| = |∆−Q| = |∆Q¯| =
|∆−Q¯|, for the double-helix |∆Q| = |∆Q¯| and for the bidirectional time-reversal-breaking PDW (Bi2) phase
|∆Q| = |∆−Q| = |∆Q¯| = |∆−Q¯|. Then for each state we have the SC free energies
FFF =
cFF2
2
|∆Q|2 + c
FF
4
4
|∆Q|4 + . . . (2.48)
FPDW =
cPDW2
2
|∆Q|2 + c
PDW
4
4
|∆Q|4 + . . . (2.49)
FBi =
cBi2
2
|∆Q|2 + c
Bi
4
4
|∆Q|4 + . . . (2.50)
F2H =
c2H2
2
|∆Q|2 + c
2H
4
4
|∆Q|4 + . . . (2.51)
FBi2 =
cBi22
2
|∆Q|2 + c
Bi2
4
4
|∆Q|4 + . . . (2.52)
where
cPDW2 =2c
FF
2 , c
PDW
4 = 2c
FF
4 + u, c
Bi
2 = 4c
FF
2 , c
Bi
4 = 4c
FF
4 + 2u+ 4v1 + 2v2
c2H2 =2c
FF
2 , c
2H
4 = 2c
FF
4 + v1, c
Bi2
2 = 4c
FF
2 , c
Bi2
4 = 4c
FF
4 + 2u+ 4v1 − 2v2 (2.53)
where the coefficients are given in the Appendix A. This expansion is only valid provided c4 > 0. If c4 < 0
we need to include higher order terms in the expansion to assure thermodynamic stability for large ∆Q.
Using standard perturbation theory (see, e.g. Refs. [2,11,142,148,150]) the computation of the coefficients
in the free energy reduces to a computation of a set of Feynman diagrams. An explicit derivation and form
of the coefficients c2 and c4 for each of the SC states is given in the Appendix A.
We find that for the range of parameters that we considered c4 > 0. For c2 > 0 the minimum is at |∆Q| =
0, with F = 0. For c2 < 0 the minimum is at |∆Q| =
√|c2|/c4, with F = −c22/4c4. Computing numerically
the coefficients for the FF, double-helix, unidirectional PDW, bidirectional PDW and bidirectional time-
reversal-breaking PDW SC states we then compare their respective free energies resulting in the phase
diagram shown in Fig. 2.4(a).
For T/∆BCS & 0.33, and provided the pairing coupling constant gdα is larger that its critical value, there
is a continuous transition from the normal (Non-SC) state to the uniform dx2−y2-wave SC state, where the
conventional BCS SC gap ∆BCS = 2ωD exp(−1/gNF ) is introduced to parametrize the dependence on g
and ωD, where ωD is a high energy cutoff. For the isotropic state, δ = 0, we recover the usual BCS second
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Figure 2.4: (a) Phase diagram as a function of the parameters T/∆BCS and δ/∆BCS . The light blue region
corresponds to the uniform d-wave SC state (with Q = 0). The yellow and green regions correspond to the
PDW and the bidirectional SC states respectively. P labels the tricritical point discussed in the text.(b)
Order parameter of the uniform d-wave SC state. (c)-(e) Direction of the inhomogeneous superconducting
wave vector Q for (c) 0.23 & T/∆BCS & 0.055, (d) 0.055 & T/∆BCS > 0 and (e) T = 0. Smooth curves
show continuous phase transitions and first order transitions are shown as dashed curves.
order transition at T ≈ 0.5669∆BCS . However, for 0.33 & T/∆BCS & 0.23 the transition from the normal
(Non-SC) state to the uniform d-wave SC state is found to be first order, where there is a tricritical point,
TTCP ' 0.33∆BCS .
The nodal directions of the dx2−y2-wave state are, as usual, along the diagonals. In the α phase these
directions are symmetry directions where the two Fermi surfaces intersect each other, while the antinodal
directions point along the lobes of the Fermi surface (see Fig.2.4(b)). A putative dxy-wave SC state would
have its antinodal directions along the diagonals. However this state is not favored since the isotropic Fermi
surface has been effectively gapped (except at a set of zero measure) leading, once again, to a state with a
critical coupling constant. In addition, the dxy form factor does not favor inhomogeneous SC states. We not
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discuss this channel in what follows.
The most interesting part of the phase diagram is for T/∆BCS . 0.23. In this region there is a continuous
transition from the normal (Non-SC) state to an inhomogeneous superconducting state. Here we find two
distinct phase transitions. For the temperature range 0.23 & T/∆BCS & 0.20 there is a continuous phase
transition from the normal (Non-SC) state to a bidirectional PDW state, while for T/∆BCS . 0.20 there is
a continuous transition to a unidirectional PDW SC state. The ordering wave vector for the bidirectional
PDW state is locked along the diagonal direction of the spin-triplet nematic α phase (as shown in Fig.
2.4(c)). We also find that, for this model, the time-reversal breaking phases (FF, 2H and Bi2) are not
energetically favorable, at least close enough to the transition to the normal state.
In addition, we find a transition from the bidirectional PDW SC to the uniform d-wave SC state and
from the unidirectional PDW to uniform d-wave state. Since our expansion for the free energy Eq. (2.47)
is only valid close to the continuous transition, we investigate this transition using the exact expression for
the free energy Eq. (2.46), and find that this transition is first order. However, the exact expression for the
free energy Eq. (2.46) is valid only for the uniform and the FF SC states, and hence it can describe only the
putative transition from the uniform d-wave to the PDW states, depicted by a dashed curve in Fig. 2.4(a).
The actual transition from the PDW SC states to the uniform d-wave SC state cannot be described by this
free energy and it is most likely to occur to the left of the dashed curve. Deeper in the phase diagram the
phases that break translation invariance should be described by an ansatz that includes many harmonics
and, hence, it is best described as a sequence of domain walls, or discommensurations, as in the theory of
charge-density-waves.
We also investigated the possibility of coexistence of the inhomogeneous superconducting state and the
uniform d-wave SC state. We found that this does not happen and that the system prefers to be either
in the pure inhomogeneous superconducting state or in the pure uniform d-wave SC state. In addition our
results suggest that the continuous phase transition from the normal α phase to the bidirectional PDW state
merges with the first order transition into the d-wave state. This feature is not generic and it is likely to be
an artifact of the model.
In our analysis we find that the direction (and magnitude) of the ordering wave vector Q changes
along the continuous phase boundary from the normal to the inhomogeneous superconducting state (as
shown in Figs. 2.4(c), 2.4(d), and 2.4(e).) At T = 0, Q points along the direction of maximum distortion
φ = npi/2, where n ∈ Z and Q = |Q| = 2δ (Fig.2.4(e)), and hence there are two possible orientations for
the unidirectional PDW state. As the temperature increases, Q rotates continuously towards the diagonal
directions (Fig.2.4(d)) and for T/∆BCS & 0.055 locks to the diagonal directions φ = npi/2+pi/4 (Fig.2.4(c))
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where, at a somewhat higher temperature, the ordering becomes bidirectional along the two diagonals. In
the intermediate regime there are four possible orientations for the unidirectional PDW state which reduce
to two directions once the ordering wave vector locks along the diagonal direction of the α phase. We only
find bidirectional PDW order along the principal axes of the α phase. A similar evolution of ordering wave
vectors was found in studies of 2D FFLO phases due to the presence of a Zeeman magnetic field. [153]
So far we have only considered an attractive pairing interaction in the d-wave channel. However, it is
also possible to have spin-triplet superconductivity, e.g. p-wave, even if the microscopic interactions are
nominally repulsive. [41, 113, 143] In this case we can have pairing between fermions with the same spin
polarization (up-up and down-down). As we can see from Fig. 2.1(a) there is perfect nesting, so there is an
infinitesimal SC instability in the spin-triplet channel (with zero center-of-mass momentum of the Cooper
pairs). This SC state is dominant for small values of the coupling constant. However, if the coupling constant
in the d-wave channel is larger than a critical value gc, it will be a competition between the d-wave SC state
and the spin-triplet SC state. We considered possible coexistence and competition between both phases
(d-wave and uniform p-wave). We found that there is no coexistence between such phases and that the state
with a larger Tc will be dominant. We can effectively tune the coupling constant in the d-wave channel in
order make the d-wave SC state favorable against the p-wave SC state (or, equivalently, lower the coupling
constant in the p-wave channel in order to decrease its Tc).
2.4.3 β-phase MF
We now turn to the case of the nematic triplet β phase and look for the possible superconducting states
that may occur. For the choice |n1| = |n2| = n¯ and n1 = n¯xˆ and n2 = n¯yˆ the Hamiltonian in the β phase
can be written as:
H =
∑
k,α,β
c†k,α(k − n¯dk · σα,β)ck,β
+
∑
k,k′,q
V (k,k′)c†k+q/2,↑c
†
−k+q/2,↓c−k′+q/2,↓ck′+q/2,↑ (2.54)
where dk = (cos(lθk), sin(lθk), 0).
dk · σ =
 0 e−ilθk
eilθk 0
 (2.55)
As we saw in the Section 2.3, for the d-wave channel there are four equivalent directions for which the SC
susceptibility for the β-phase has a maximum. Thus, as for the α-phase, we can focus on different cases
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for the superconducting order parameters: FF, double-helix, PDW, bidirectional PDW and time-reversal
breaking PDW. However, for s-wave pairing all the directions are equivalent, allowing us to have in principle
orderings in all possible directions. Nevertheless, we only study in addition to the FF, PDW and bidirectional
PDW SC states, the tridirectional PDW and the triple helix state, which are expected to be favored on the
basis of symmetry. These phases are defined as follows:
• Triple helix phase. In this phase three wave vectors contribute to the SC order parameter,
∆(r) = ∆Q1e
iQ1·r + ∆Q2e
iQ2·r + ∆Q3e
iQ3·r (2.56)
where the angle between the Qi’s is 2pi/3. Assuming from now on |Q1| = |Q2| = |Q3|, so that
Q1 + Q2 + Q3 = 0, |∆Q1 | = |∆Q2 | = |∆Q3 |, and neglecting the phase fluctuations of these three
complex order parameters, we write the previous expression as:
∆(r) = ∆|Q1|
(
eiQ1·r + eiQ2·r + eiQ3·r
)
(2.57)
• Tridirectional PDW phase. In this phase six wave vectors contribute to the SC order parameter,
∆(r) =∆Q1e
iQ1·r + ∆−Q1e
−iQ1·r
+ ∆Q2e
iQ2·r + ∆−Q2e
−iQ2·r
+ ∆Q3e
iQ3·r + ∆−Q3e
−iQ3·r (2.58)
In this phase the SC order parameter is then a six-component complex field with ∆±Qi , where i =
1, 2, 3, being the six complex components (and hence six amplitudes and six phase fields). Under the
assumption of parity and C6 symmetry it reduces to
∆(r) = 2|∆Q| (cos(Q1 · r) + cos(Q2 · r) + cos(Q3 · r)) (2.59)
where we assumed that the three ordering wave vectors have the same magnitude, |Q1| = |Q2| =
Q3| = |Q| and that the angle between these vectors is 2pi/3. In addition, we also assumed that
|∆Q1 | = |∆−Q1 | = |∆Q2 | = |∆−Q2 | = |∆Q3 | = |∆−Q3 |
Since the possible SC phases for the β is larger than what we found in the case of the α phase, the associated
Landau free energy has a more complex for. We do not exhibit it here in its full form (for a general
phenomenological expression for the free energy see for instance Ref. [7]). We compute the free energy for
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each one of these phases in order to determine the phase diagram as we did for the α-phase. As for the
α-phase we can perform a Hubbard-Stratonovich transformation to decouple the pairing interactions. Here
too the calculation simplifies for the FF phases since the Green’s function matrix is block diagonal, with
each block being labeled by the momentum k and the Matsubara frequency ωn. Also, as we found in the α
phase, the free energy in the PDW SC states cannot be computed in closed form and can be obtained as a
power series expansion in the PDW order parameters, whose coefficients need to be evaluated numerically.
This analysis leads to the phase diagrams shown in Fig.2.5 and Fig. 2.6.
The action for the FF state is
S[Ψ¯,Ψ,∆Q,∆
∗
Q] = −
∑
k,n
Ψ¯k,nG
−1
k,iωn
Ψk,n + β
|∆Q|2
g
+ const., (2.60)
where now the Nambu operator Ψ¯k is given by
Ψ¯k = (ψ¯k+Q/2,↑, ψ¯k+Q/2,↓, ψ−k+Q/2,↑, ψ−k+Q/2,↓) (2.61)
The inverse of the Green’s function for fixed k and ωn, Gk,iωn , is given by the 4× 4 matrix
G−1k,iωn =
1
2

iωn − ξk+Q/2,↑ ne−ilθk+Q/2 0 ∆Qγ(k)
neilθk+Q/2 iωn − ξk+Q/2,↓ −∆∗Qγ(k) 0
0 −∆Qγ(k) iωn + ξ−k+Q/2,↑ −neilθ−k+Q/2
∆∗Qγ(k) 0 −ne−ilθ−k+Q/2 iωn + ξ−k+Q/2,↓

(2.62)
In the β-phase ξk,↑ = ξk,↓ = ξk and ξk = ξ−k. Also notice that θ−k = θk + pi.
After integrating out the fermionic degrees of freedom we get:
Seff[∆
∗
Q,∆Q] =−
∑
k,n
ln detG−1k,n + β
|∆Q|2
g
+ const.
=−
∑
k,n
4∑
j=1
lnλ
(j)
k,n + β
|∆Q|2
g
+ const. (2.63)
where λ
(j)
k,n are the eigenvalues of G
−1
k,iωn
. Using that
ξ±k+Q/2 = ξ ±Q/2 cos(θ − φ) (2.64)
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we find that:
λ
(j)
k,n =Ej − iωn (2.65)
where Ej are the eigenvalues of the 4× 4 matrix 2G−1k,iωn − iωnI.
Since we are interested in the inhomogeneous superconducting state, we focus from now on β phases
with even l. The free energy in the β-phase is given by
Fs − Fn = |∆Q|
2
g
− TN(EF )
∫ 2pi
0
dθ
2pi
∫ ωD
0
dξ
4∑
j=1
ln
(
1 + e−Ej(∆Q)/T
1 + e−Ej(∆=0)/T
)
(2.66)
Once again, we now minimize the free energy with respect to ∆ and Q to find the equilibrium state. In
contrast with the α phase, in the β-phase is not necessary to have d-wave pairing to have an inhomogeneous
superconducting state. Thus, we can now have s- or d-wave pairing. We study below the phase diagram for
the β-phase for both SC channels.
The resulting phase diagrams have a rich structure. We find again that the transition from the normal
(non-SC state) to the inhomogeneous superconducting state is continuous. However, in contrast to the
α-phase case, we found that transition is continuous at all temperatures even as the inhomogeneous states
meet the uniform states (s or d wave depending on the case). Thus in the β phase the transition from the
normal (Non-SC) state to the uniform SC state and to the unidirectional PDW SC state is continuous and
are shown in the phase diagrams of Figs. 2.5 and 2.6 respectively.
In particular, the transitions between the uniform SC states and the unidirectional PDW states are
multicritical points which have the same structure as the well known Lifshitz points of magnetism and liquid
crystals. [34] Near the Lifshitz points the SC susceptibilities can be expanded in powers of the magnitude of
the ordering wave vector Q = |Q| in the form
χλβ(Q)
N(EF )
= χ0 + χ2Q
2 + χ4Q
4 +O(Q6) (2.67)
where the coefficients χ0, χ2 and χ4 need to be computed numerically. The important feature of the SC
susceptibility is that the coefficient χ2 continuously changes along the phase boundary between the normal
state and the uniform SC state from positive to negative values across the Lifshitz point where it vanishes.
The other two coefficients, χ0 and χ4, also vary smoothly but without changing sign.
As we did for the α-phase we can compute the Ginzburg-Landau free energy for the β-phase. We need
again to determine the coefficients c2 and c4 in the GL free energy for the different SC phases. This can be
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Figure 2.5: Phase diagram in the nematic β-phase for s-wave pairing. Here n is the magnitude of the order
parameter of the spin-triplet nematic β phase. All transitions from the non-SC β phase are continuous.
Notice the complex sequence of phases with different types of homogeneous and inhomogeneous orders, and
their sequence of multicritical points. Here L labels the Lifshitz point discussed in the text. Smooth curves
show continuous phase transitions and first order transitions are shown as dashed curves. The same caveats
we pointed out in the case of the α phase apply here too. See text for details.
done in the same way we determined the GL free energy coefficients for the α-phase (explained in detail in
the Appendix A). In addition, as mentioned above, there is a parallel in the calculations for the expression
with even l in the β-phase and the calculations carried by Shimahara in Ref. [152]. Therefore we can use
his results to determine the phase diagrams for the s- and d-wave channels.
For the s-wave pairing we found the following. For 0.318 & T/∆BCS & 0.136 the favored SC state
is a unidirectional PDW state with wave vector Q with arbitrary direction. The unidirectional PDW
SC phase meets the uniform s-wave SC at the Lifshitz point shown in Fig.2.5. The wave vector of the
unidirectional PDW state grows continuously from zero away from the Lifshitz point. [34] In the temperature
range 0.136 & T/∆BCS & 0.091 a triple helix FF state is favorable, while for 0.091 & T/∆BCS & 0.028
the bidirectional PDW state is favorable. Finally, for T/∆BCS . 0.028 a tridirectional PDW state is the
favored. These results are summarized in the phase diagram in Fig. 2.5.
It was pointed out in Ref. [7] that in the Tri-PDW state it is possible to have additional terms of the
free energy of the form ∆Q1∆Q2∆
∗
−Q3∆
∗
0 in the GL free energy, where ∆
∗
0 is the order parameter for the
uniform s-wave. Such terms arise if there is a coexistence phase between the tridirectional PDW state and
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Figure 2.6: Phase diagram in the nematic β-phase for d-wave pairing. Here n is the magnitude of the
order parameter of the spin-triplet nematic β phase. L is the Lifshitz point separating the uniform d-
wave SC from the unidirectional PDW phase. P2 is a tricritical point separating a continuous non-SC
high temperature phase from the bidirectional PDW phase, and P1 is a bicritical point separating the low
temperature bidirectional phase oriented along the anti-nodal direction of the d-wave from a bidirectional
PDW oriented along the nodal direction. Smooth curves show continuous phase transitions and first order
transitions are shown as dashed curves. See text for details.
the uniform s-wave SC state. Similarly, higher charge subdominant uniform SC states are expected to occur
in PDW phases [21,24].
In the case of d-wave pairing the situation is different. The phase diagram for the β phase in the d-wave
case is shown in Fig. 2.6. Here we find that the direction of ordering wave vector ~Q of the inhomogeneous
SC states is no longer arbitrary and it is not the same throughout these superconducting states. For
T/∆BCS . 0.034, the ordering wave vectorQ points in the antinodal directions of the d-wave with φ = npi/2,
where n ∈ Z. On the other hand, for T/∆BCS & 0.034, the ordering wave vector Q now points in the nodal
directions with φ = npi/2 + pi/4.
For T/∆BCS . 0.034 we find a bidirectional PDW state whose ordering wave vector Q points along the
antinodal directions of the d-wave. For 0.034 . T/∆BCS < 0.068 we find a bidirectional PDW state whose
ordering wave vector Q points along the nodal directions of the d-wave. This means that above the tricritical
point P1 shown in Fig.2.6 (where T/∆BCS = 0.034) the direction of the ordering wave vector Q rotates by
pi/4 and above P1 points along the nodal directions of the d-wave. Above the tricritical point P1 the transition
from the normal state (Non-SC) to the bidirectional PDW state is first order and becomes continuous at a
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the second tricritical point P2 at T/∆BCS = 0.048. The coefficient c4 of the Landau free energy vanishes
at both tricritical points (as it should). For 0.068 . T/∆BCS . 0.318 we find a unidirectional PDW state
whose ordering wave vector Q points along the nodal directions of the d-wave.
2.5 Concluding Remarks
A principal motivation for the work presented in this chapter was to investigate using controlled approxima-
tions the possible relation between electronic liquid crystal phases (of which the spin-triplet nematic states
are just two examples) and superconductivity. Our results indicate that this type of electronic liquid crystal
phases naturally give raise to complex inhomogeneous superconducting phases. Unfortunately, as far as we
know, spin-triplet nematic metallic phases have yet to be discovered in experiment.
Earlier studies of superconducting instabilities in spin-singlet nematic phases did not reach a clear an-
swer. [100, 174] In addition, PDW phases and others of similar nature, are notoriously difficult to study as
they are outside the reach of weak coupling BCS theory. [126, 127] On the other hand, high-quality numer-
ical tensor-network approaches such as iPEPS have provided solid evidence for the existence (or, at least,
competitiveness) of PDW phases in simple 2D strongly correlated systems such as the t−J model. [44] Inter-
estingly these authors find that some degree of fixed nematicity (i.e. explicit rotational symmetry breaking)
strongly favors PDW ordered SC states. In addition, commensurate PDW phases have been shown to occur
in Kondo-Heisenberg chains [23] and in doped spin-ladders. [93]
The models we studied is this chapter are, on the other hand, too idealized as they stand to be relevant
to the physics of the cuprates. In addition to the important role of magnetism that these spin-triplet phases
imply, for which there is no evidence in these materials, we have used a continuum description with simple
(nearly circular) Fermi surfaces. In strongly correlated systems rotational spatial symmetry is strongly
broken down to the point group symmetry of the lattice. So far there are few studies of lattice models with
nematic spin-triplet phases [66, 129] and they typically find that this Pomeranchuk type phase transition
requires a substantial value of the one-site Hubbard interactions which put them outside the regime in which
their mean field theories may be reliable. Nevertheless these results are interesting and suggest that PDW
type phases may also arise in these models.
Using weak coupling BCS-type methods we showed that nematic spin-triplet α and β phases give rise
to a complex phase diagram which includes pair-density-wave phases and other spatially inhomogeneous
superconducting states. Rather than considering a specific microscopic model we used instead effective
pairing interactions in different channels (s, p and d wave), with effective coupling constants for each, and
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investigated what superconducting states arose as instabilities of the α and β spin-triplet nematic states.
The theory is well controlled by tuning to the nematic spin-triplet to normal Fermi liquid quantum phase
transition. The distance to this quantum critical point inside the nematic spin-triplet states plays the role
of the small parameter which justifies the use of weak coupling mean field theory (BCS) to describe the
resulting superconducting states. In this sense, the nematic spin-triplet quantum phase transition can be
regarded as a complex multicritical point.
An important feature of the phase diagrams that we present here is that the critical temperatures of all the
phases have comparable magnitude. This is the consequence of having fine-tuned to the spin-triplet nematic
quantum critical point. A puzzling feature of the intertwined orders seen in the experiments in the cuprate
superconductors is that the critical temperatures have the same typical magnitude over a substantial range
of doping and for rather different materials. It is unreasonable to think that all the cuprate superconductors
have conspired to be fine-tuned to a multicritical point as in the calculation that we have done here. Rather
this is presumably a consequence of strong correlation physics as in the recent work of Corboz, Rice and
Troyer [44].
Finally, in this chapter we assumed that we were deep enough in the spin-triplet nematic phase that
its quantum fluctuations can be neglected. This is clearly not the case close enough to the quantum phase
transition from the Fermi liquid phase. In addition we also neglected the possible role of Goldstone modes
of the nematic triplet state. These modes, which are gapped by lattice effects, may drive the fermionic fluid
into a non-Fermi liquid regime in their absence and change the physics of the superconducting state in an
essential way. In particular, in the absence of lattice effects, the Goldstone modes may invalidate the use of
BCS-type schemes which require the existence of sharply defined quasiparticles.
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Chapter 3
Topological -Density-Wave
Superconducting States ∗
3.1 Introduction
There is great interest in searching for Majorana zero modes (MZM) in defects of topological SC states
(vortices, junctions and boundaries), ranging from one-dimensional wires with a proximity-induced super-
conductivity [65], and chiral px + ipy SC states [91], to vortices in the SC surface of topological insula-
tors [9,10,36,37,73,74]. Defects harboring MZM obey non-abelian statistics and are potential platforms for
topological quantum computation, since the information is encoded non-locally and are immune to decoher-
ence [10, 133]. In these cases, the SC states are uniform, and the center-of-mass momentum of the Cooper
pair is zero. Furthermore, the topological nature of the SC states can be understood from a weak coupling
description of the states, e.g., a mean-field theory, in which the superconductivity is encoded into the theory
in terms of fermion bilinears.
In this chapter we show that MZM also appear on one-dimensional (1D) systems in which the PDW SC
state has been shown to be the ground state. As we will see below, the PDW SC states have composite order
parameters which are quartic in the microscopic electronic degrees of freedom. Contrary to the conventional
topological 1D SC states, these 1D PDW states cannot be described by the conventional Bogoliubov-de
Gennes (BdG) mean field picture of superconductivity. For this reason it is not apparent how do these PDW
states fit in the current classifications of 1D fermionic systems [64,106,147]. The study of strongly correlated
systems require the use of non-perturbative tools such as bosonization. Using bosonization [70, 79, 81] we
show that the PDW SC state found in the two-leg ladder model and in the Kondo-Heisenberg model is
topological and supports a MZM at the end of the ladder. In this case, the MZM are associated with
solitons of the spin sector of the PDW ground state which are a manifestation of the spin-charge separation
of strongly correlated 1D fermionic systems.
∗This chapter is partially reproduced from Gil Young Cho, Rodrigo Soto-Garrido and Eduardo Fradkin, Phys. Rev. Lett.,
DOI: 10.1103/PhysRevLett.113.256405, 2014. Copyright [2014] American Physical Society.
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3.2 Class D topological superconductor Wire and Bosonization
We start by review and study the BdG theory of the topological superconductor in class D of the spinless
fermion wire rather carefully in the bosonized langauge. [65] We carefully examine the number of the de-
generate ground states in terms of the bosonic variables. [65] Furthermore, we will take this as a chance to
review the bosonization convention used throughly in this chapter. [70]
The Hamiltonian for a system of spinless fermions exposed to a p-wave SC pairing is given by [107]:
H = −t
∑
j
(
c†jcj+1 + h.c.
)
− µ
∑
j
c†jcj −
∑
j
(
∆∗cjcj+1 + h.c.
)
(3.1)
In the continuum limit and at the low energy, we write:
1√
a
cj → ψ(x) = R(x)eikF x + L(x)e−ikF x, (3.2)
with the ultra-violet cut-off ‘a’. Using the stardard bosonization technique [70] we define the bosonic fields
via its relation with the slow fermions:
R(x) =
1√
2pia
e−i
√
pi(φ−θ), L(x) =
1√
2pia
ei
√
pi(φ+θ), (3.3)
where the fields φ and θ are dual to each other. It is apparent that the fermion fields R(x), L(x) are invariant
under φ→ φ+ 2√pi, and this sets the compactness of the bosonic variable φ. The same holds for θ. Thus,
we find that (φ, θ) labels the same state as (φ+ 2
√
pi, θ), i.e., we have
(φ, θ) ∼ (φ+ 2√pi, θ) ∼ (φ, θ + 2√pi). (3.4)
Furthermore the bosonic variables (φ, θ) satisfy the standard equal-time canonical commutation relation
[φ(x), ∂x′θ(x
′)] = iδ(x− x′), (3.5)
which identifies Π = ∂xθ as the canonical momentum of φ. The associated currents are given by:
j0 =
1√
pi
∂xφ and j1 = − 1√
pi
∂xθ (3.6)
In this simple case (spinless fermions), in addition to the usual Luttinger liquid terms we consider two extra
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terms. One of them is a CDW mass term (at the momentum ±2kF ) given by
R†L+ h.c. =
1
pia
: cos(
√
4piφ) :, (3.7)
and a SC term given by:
R†L† + h.c. =
1
pia
: cos(
√
4piθ) :, (3.8)
with a properly defined normal ordering : A := A − 〈A〉 for the vertex operators. In this chapter, all the
cosine terms are normal ordered implicitly. So, in this mean-field level, the Hamiltonian in eq. (3.1) becomes
(supplemented by the CDW term):
H =
vF
2
(
K(∂xθ)
2 +
1
K
(∂xφ)
2
)
+M cos(
√
4piφ) + ∆ cos(
√
4piθ) (3.9)
Now for ∆ < 0 and being relevant (i.e., ∆→ −∞), we find that
〈cos(
√
4piθ)〉 = 1, (3.10)
minimizes the energy. Taking into account that the compactification radius of θ, we have the two possible
values for θ = 0,
√
pi. Let us see now how these two values of θ are related. Defining the charge operator as:
Q =
∫
dx′j0(x′) =
∫
dx′
1√
pi
∂x′φ(x
′) (3.11)
and using the commutator eq. (3.5) we have that:
eipiQθe−ipiQ = θ +
√
pi (3.12)
Thus we notice that the unitary operator eipiQ corresponds to the fermion parity operator (−1)NF and that
the two values of θ = {0,√pi} are mapped to each other by the fermion parity. [65] Requiring the ground
states to carry the definite fermion parity, we find that
(−1)NF |0〉 ± |
√
pi〉√
2
= ±|0〉 ± |
√
pi〉√
2
, (3.13)
where we have defined a ket |θ0〉 as the eigenstate of the bosonic field θ
θ|θ0〉 = θ0|θ0〉. (3.14)
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Then we see that the two ground states |0〉±|
√
pi〉√
2
have different fermion parities. [65] As far as the fermion
parity is conserved, there is no matrix element in the Hamiltonian connecting the two states. Hence, the two-
fold degeneracy is exact in the thermodynamic limit in which the system size L→∞. This is not the case for
the CDW state, where the two-fold degeneracy of the ground states of the term ∼M cos(√4piφ),M → −∞
in the Hamiltonian is not protected by the fermion parity. Thus the SC state is topological, but the CDW
state is not.
3.3 PDW States in Two-leg Ladder
We now move on to our system of interest, the extended Hubbard-Heisenberg two-leg ladder model, a
physically relevant model for the study of cuprate superconductors, and we demonstrate that the PDW SC
state emergent from the model [93] is topological in that it supports a MZM at the open boundary. With
minor changes the same considerations apply to the spin gapped phase of (closely related) Kondo-Heisenberg
chain [23]. In both systems, the PDW state has a spin gap and exhibits quasi-long range order only for order
parameters which are quartic in electron fields (including an uniform charge 4e SC order parameter). In
this highly non-mean-field SC state, all bilinears operators of the microscopic electrons have exponentially
decaying correlations.
In a two-leg ladder, the local electron field ca,σ,j has the leg index a ∈ {1, 2}, the site index j ∈ Z, and
the spin index σ ∈ {↑, ↓}. In the presence of the inter-leg hopping, we first diagonalize the kinetic (hopping)
term H0 of the full two-leg ladder Hamiltonian H = H0 +Hint using the bonding (η = b) and anti-bonding
(η = a) basis states instead of the wire index
H0 =
∑
η=a,b
∑
j,σ
tη
(
c†η,j,σcη,j+1,σ + h.c.
)
, (3.15)
where tη is the hopping parameter for the η-electron. In the low-energy limit, the kinetic term is
H0 =
∑
η,σ
∫
dx(−ivη)
(
R†η,σ∂xRη,σ − L†η,σ∂xLη,σ
)
, (3.16)
where vη are the Fermi velocities for the two bands. The interaction terms can be rewritten in terms of
charge and spin currents for the bonding and antibonding bands. [93] We are interested in the case when the
bonding band is at a rational filling and due to an umklapp operator has a charge gap ∆c > 0 (which for
general filling requires a large enough nearest neighbor Coulomb interaction V ). At low energy (compared
to ∆c) the only charge degree of freedom is thus solely from the anti-bonding band. It is decoupled from
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the rest of the dynamics and its effective Hamiltonian is
Hc =
vc
2
(
Kc(∂xθc)
2 +
1
Kc
(∂xφc)
2
)
. (3.17)
With the charge gap in the bonding band, the remaining interactions between the bonding band and the
anti-bonding band only involve their spin sectors. Thus the bonding band acts as the Heisenberg chain and
couples to the anti-bonding electron through the Kondo coupling, and thus the model becomes identical
to that of the Kondo-Heisenberg model. [23, 93] The typical form of the interaction is ∼ JSa · Sb, and the
bosonized form of the Hamiltonian for the spin sector is [93,167]
Hs =
vs±
2
[
Ks±(∂xθs±)2 +K−1s± (∂xφs±)
2
]
+
cos(
√
4piφs+)
2(pia)2
[
gs1 cos(
√
4piφs−) + gs2 cos(
√
4piθs−)
]
, (3.18)
where φs± = 1√2 (φs,b ± φs,a) and similarly for θs,±. (See the Appendix B for a review of the two-leg ladder
model of Ref. [93] and bosonization details.)
What is important here is that marginally relevant interaction term of Eq. (3.18) drives the system into
a regime in which the spin sector generally has a finite spin gap. In the spin gap phases (PDW and uniform
SC), the operator “cos(
√
4piφs,+)” in Eq. (3.18) can be replaced by its expectation value µφ,s,+. With this
approximation, valid deep inside the gapped phases, only the (s,−) sector remains at low energies and is
subject to the potentials resulting from the second line of Eq. (3.18)
Vs = µφ,s,+
[
gs1 cos(
√
4piφs−) + gs2 cos(
√
4piθs−)
]
, (3.19)
In this regime, the resulting model has two gapped phases: a commensurate PDW state with wave vector
Q = pi with a stable fixed point at (gs1, gs2)→ (0,−∞), and a uniform SC state (gs1, gs2)→ (−∞, 0), with
Ks,− → 1. We are interested in the PDW phase described by the fixed point (0,−∞) which has a two-fold
degenerate ground state labelled by θs,− = 0,
√
pi (with the dual field φs,− undefined). In this phase, the
conventional SC and CDW order parameters have exponentially decaying correlations, but the PDW order
parameter, represented by the composite operator (quartic in electron fields)
OPDW ∼
(
R†a[iσ
yσ]L∗a
)
· Sb ∼ (−1)j exp(i
√
2piθc), (3.20)
has power-law correlations due to the fluctuations of the surviving gapless charge mode θc. The oscillatory
prefactor reflects the short range commensurate order of the spin sector. We will show that this PDW phase
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is topological in that it supports a MZM at a junction with the uniform SC phase and at an open boundary.
The effective field theory of the spin sector (s,−) at Ks,− = 1 that we presented is solved exactly in
terms of a set of new fermionic fields [70,79,81]
R ∼ e−i
√
pi(φs,−−θs,−), L ∼ ei
√
pi(φs,−+θs,−), (3.21)
which are the fermionic excitations emergent at the low energies of the strongly coupled bosons described
by Eq.(3.19). These (spinless) fermions are unrelated to the microscopic electron appearing in Eq.(3.15)
and Eq. (3.16), and should be regarded as soliton states (or domain walls) that interpolate between the two
inequivalent ground states of the θs,− field! [70, 79, 81]. In terms of the fermionic solitons, the potential of
Eq. (3.19) becomes
Vs = MuSCR
†L+ ∆PDWR
†L† + h.c., (3.22)
with MuSC ∼ µφ,s,+gs1 and ∆PDW ∼ µφ,s,+gs2. Hence, we mapped the problem of the interacting (s,−) spin
sector into a problem of spinless fermions (solitons) with masses MuSC and ∆PDW. In Eq.(3.22), fermion
number is not conserved but fermion parity, defined by
(−1)NF = (−1)
∫
dx (R†R+L†L) = ei
√
pi
∫
dx ∂xφs,− (3.23)
is conserved. The physical meaning of the fermion parity is the Z2 spin parity which measures the parity
of the relative change in the spin Sz between the bonding and anti-bonding bands (see the supplementary
material B).
The potential of Eq.(3.22) superficially resembles the pairing and CDW terms of a 1D spinless wire
treated in the BdG mean field theory. However in the present case no mean field approximation was made
(which strictly speaking does not hold in a 1D system). Instead, as we noted above, these spinless fermions
are unrelated to the microscopic fermions of the ladder but are instead soliton excitations of this spin gap
state. Nevertheless, at this level, it is straightforward to identify the low-energy theory of Eq.(3.22) with the
topological SC of class D, in which MuSC and ∆PDW are interpreted as the conventional CDW and SC order
parameters of spinless fermions. Keeping this in mind, we now reveal the topological nature of the PDW
state by showing that it has a MZM at a junction with the uniform SC state and at an open boundary.
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3.4 PDW-uSC junction
We will now consider the case of a junction between a PDW state for x > 0 and an uniform (d-wave) SC for
x < 0. Roughly speaking, the junction between these two phases can be viewed as a “phase transition in
real space”, instead of in parameter space. On the other hand, the quantum phase transition between the
PDW and SC phases belongs to the Ising universality class. [93,167] Across this phase transition the gap of
a non-chiral Majorana fermion closes and opens up again. From this fact, we readily find that there should
be a single Majorana fermion localized at the junction.
To explicitly demonstrate this, we consider the junction configuration of MuSC(x) and ∆PDW(x), i.e.,
they are the functions of the space x, such that MuSC(x) = 0 for x < 0 and non-zero for x ≥ 0 and ∆PDW is
non-zero for x ≤ 0 but 0 for x > 0. We further rewrite the complex fermions R and L by the four Majorana
fermions R = ηR + iξR, L = ηL + iξL whose Hamiltonian is
Hs = −iv(ηR∂xηR − ηL∂xηL + ξR∂xξR − ξL∂xξL) + 2(MuSC −∆PDW)iηRξL + 2(MuSC + ∆PDW)iηLξR.
(3.24)
We find then that the Hamiltonian of Eq. (3.24) is precisely the two copies of the Majorana fermions with
the masses (MuSC −∆PDW) and (MuSC + ∆PDW). The fields (ηL, ξR) will be always gapped with the size
of the mass |MuSC + ∆PDW| > 0 near the junction at x = 0. On the other hand, (ηR, ξL) have the mass
MuSC −∆PDW which changes sign accross the junction and vanishes at x → 0. We thus focus only on the
fields (ηR, ξL) for the low-energy physics of the junction
Hs ≈ −iv(ηR∂xηR − ξL∂xξL) + 2(MuSC −∆PDW)iηRξL. (3.25)
This problem is equivalent to the Jackiw-Rebbi model [92] and thus has a single MZM exponentially localized
at the junction.
3.5 Open Boundary
We now show that the open boundary of the PDW state to the vacuum should also localize a single MZM.
The PDW state is described by the potential of Eq.(3.22) with MuSC = 0 and non-zero ∆PDW. Then the
low-energy Hamiltonian describing the (s,−) sector is
Hs = (−iv)
(
R†∂xR− L†∂xL
)
+ ∆PDW(R
†L† + h.c.), (3.26)
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which is the low-energy theory of the spinless fermion exposed to the pairing, i.e., a topological SC in class
D. A remarkable feature of this “superconducting” spinless fermion state is that it has the dangling MZM at
the open boundary. [65,107] In the free fermion class D, the MZM is solely protected by the fermion parity
of the underlying microscopic electron, which leads to the Z2 classification. In Eq.(B.15), the fermions (R,L)
are the fermionic solitons of the (s,−) spin sector. Thus, the topological classification of the spin sector
of the PDW state is formally equivalent to the class D with the fermion parity of the fermionic solitons
Eq.(3.23). Hence, in the presence of the Z2 symmetry generated by the parity, the refermionization of the
(s,−) sector is a theory formally identical to that of the topological SC in class D. Thus it has the Z2
classification and supports a MZM at the open boundary as the free-fermion SC in class D, even though the
microscopic degrees of freedom of the ladder are far from being free.
The above results are derived from the refermionization of the (s,−) sector at Ks,− = 1. However, the
MZM has a topological origin and is stable so far as the bulk of the PDW state is gapped and the associated
Ising symmetry is respected. Thus, as far as the (s,−) sector in the bulk is gapped and the Ising symmetry
is respected, the MZM should be localized at the open boundary even with Ks,− 6= 1. [36] Thus this results
hold in the entire PDW SC state and not only asymptotically.
Finally, in the PDW state, the spin sectors are gapped but the charge sector θc is gapless and decoupled.
When the spin and the charge are completely decoupled and strictly separated, then the MZM, originated
from the spin sector, is obviously stable. On the other hand, there are always irrelevant operators that
mix charge and spin sectors. However the MZM couples only through the spin sector and the spin sector
is gapped. Thus any term involving the spin sector, including the terms mixing spin and charge sectors,
has exponentially decaying correlation length and so the MZM is exponentially localized at the junction or
boundaries. Thus the MZM is stable despite of the gapless charge sector.
3.6 Two PDW Ladders
Because of the Z2 nature of the MZM in the PDW state, one may naively expect that the system of the two
coupled PDW ladders should be trivial. We will show that it is not the case because of the charge sector,
and that there can be a MZM from the charge sector though the MZM from the spin sectors are actually
gapped out.
Indeed, the charge sector of each ladder remains gapless in the PDW phase of Eq.(3.18), and there are
two local order parameters exhibiting power-law correlations [93]. The first is the PDW order parameter
OPDW of Eq.(3.20), and the other is the CDW order parameter at momentum 2kF,a + pi (where kF,a is the
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Fermi wave vector of the antibonding band of the ladder)
OCDW(x) ∼
(
R†aσLa
)
· Sb ∼ exp(i
√
2piφc). (3.27)
Let us consider now a system of two coupled two-leg ladders. Due to the spin gap in the PDW states, the
single particle tunneling and any spin-spin coupling between the ladders is irrelevant. The only remaining
local perturbations at the decoupled fixed point involve OPDW and OCDW (see Ref. [93])
δH = −JO†1,PDWO2,PDW − gO†1,CDWO2,CDW + h.c.,
= −J cos(
√
4piθc,−)− g cos(
√
4piφc,−), (3.28)
where 1, 2 label the two ladders and φc,− =
φc,1−φc,2√
2
(similarly for θc,−). Despite of the simple appearance
of Eq.(3.28), these terms are actually octets in electron fields (!) and are usually ignored in lattice model
Hamiltonians. However, all the local quartic terms, e.g. JS1(x) · S2(x), in the Hamiltonian are irrelevant
at the PDW phase, and thus the terms in Eq.(3.28) are the most relevant perturbations at this fixed point.
The Hamiltonian of Eq.(3.28) can, again, be mapped to Eq.(3.22) by refermionization of the (c,−) charge
sector. Thus, when the Josephson coupling J is relevant (and flows to infinity), there will be a MZM from
the (c,−) sector. On the other hand, the Majorana fermions from the spin sector will be generically gapped
out by the local spin-spin interactions between the ladders. From this example, we see that the naive
expectation, that the coupling of the two topological SC wires should result a trivial state, may not be true
and the coupling may result in a surprising topological state if each wire contains gapless modes (here the
gapless sector is the charge sector). Based on the observation on the two coupled PDW ladders, we can treat
quasi-one-dimensional systems in which many PDW wires are stacked and coupled each other as done in
the supplementary material C. In the quasi-one-dimensional states, [38,57,94,110,144,156] there are various
weak topological phases of the charge and spin sectors and MZM at lattice defects.
In spite being topologically trivial, the CDW phase g → ∞ in Eq.(3.28) is not a usual insulating state.
The charge sector (c,−) of the two-ladder system is in the CDW phase, which implies that Oa,PDW, a = 1, 2
has an exponentially decaying correlations. However, in this phase a uniform 4e SC order parameter ∆4e ∼
O1,PDWO2,PDW has the power-law correlation since the (c,+) sector is gapless.
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Model Phase Sectors
Two-leg Hubbard ladder PDW (s, -)
Two-coupled PDW Ladders PDW (c, -)
Two-coupled PDW Ladders CDW none
Incommensurate PDW state PDW (s, -)
Table 3.1: Topological Phases with MZM.
3.7 Incommensurate PDW state
In the above, we have considered a particular PDW state emergent in a strongly-coupled Heisenberg-Hubbard
two-leg ladder, in which the PDW order parameter of Eq.(3.20) has the commensurate momentum. Here
we consider a more ”conventional“ finite-momentum SC state emerging from an one-dimensional system
with the spin-rotation, time-reversal, and translation symmetries. Thus we consider the model with the four
fermi points at k = ±kF,1 and k = ±kF,2, and each fermi point is doubly degenerate due to the electronic
spin σ =↑, ↓,
Ψa,σ(x) ∼ eikF,axRa,σ(x) + e−ikF,axLa,σ(x), (3.29)
with a ∈ {1, 2}. We consider a phenomenological effective local attractive interaction
δH =
V0
4
[Ψ∗1,α(iσ
y)αβΨ∗2,β ][Ψ1,λ(iσ
y)λδΨ2,δ],
= −V0 cos(
√
4piθs,−)
(2pia)2
(
cos(
√
4piφs,+) + cos(
√
4piφs,−)
)
, (3.30)
which is identical to Eq.(3.18) except the irrelevant term ∼ cos(√4piθs,−) cos(
√
4piφs,−). [23] The model
(3.30) is simply a model of the two inequivalent 1D spin-1/2 wires coupled by an attractive interaction. Now
when the pairing potential becomes relevant, i.e., deep in the SC phase, we can first ignore the irrelevant
term ∼ cos(√4piθs,−) cos(
√
4piφs,−) in (3.30) and replace 〈cos(
√
4piφs,+)〉 by its expectation value µφ,s,+.
Then following the discussion in the PDW state of the two-leg ladder, we refermionize the (s,−) sector and
find that there will be a MZM at the open boundary if the associated Ising symmetry is present as in the
two-leg ladder PDW state case. Here the PDW order parameters OPDW(x) ∼ [Ψ†aiσyσΨ∗a] · Sb, a 6= b will
develop a power-law correlations. From this example, we see that the commensurability of the PDW order
parameter of Eq.(3.20) is not important, and that the emergence of the MZM may be more general than the
particular PDW model discussed in Eq.(3.18).
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3.8 Quasi-one-dimensional PDW states
We now consider a quasi-one-dimensional system in which we stack the two-leg ladders in a PDW state.
Because the charge sector is completely decoupled from the spin sector in the PDW state, we first discuss
the phases of the charge sectors. The leading allowed local perturbations at the decoupled fixed point are
δH = −J
∑
〈i,j〉
cos
(√
2pi(θi,c − θj,c)
)
− g
∑
〈i,j〉
cos
(√
2pi(φi,c − φj,c)
)
, (3.31)
in which the sum 〈i, j〉 runs over the nearest neighboring ladders. This Hamiltonian was investigated in [94],
and has are three phases: SC, SC+ CDW, and CDW phases.
In the SC phase, the PDW and 4e SC order parameters develop the two-dimensional order. On the
boundary, there will be Majorana fermions zero modes coming from the charge sectors (in analogy from the
two PDW ladder case.) If there are the N ladders, then there are (N − 1) Majorana zero modes at the
boundary in this phase since there are (N − 1) cosine’s in Eq.(3.31).
In the CDW phase, there is no SC order parameter with long-range order. Hence, there is no Majorana
fermion from the charge sector in the CDW phase. In the SC+CDW phase, there may be Majorana fermions
depending on the relative strength of the two order parameters. If the CDW order parameter is stronger
than SC order parameter, then there is no Majorana fermion since each charge sector appearing in the sum
of Eq.(3.31) is effectively in the CDW phase of Eq.(3.9). If the SC order parameter is the strongest, then
there will be Majorana fermions from the charge sectors.
We now address the fate of the Majorana fermions from the spin sector. Because the charge sectors
decouple from the spin sectors, the discussion here will apply to all the three phases of the charge sector.
Though any inter-ladder spin-spin interaction is irrelevant in bulk, such term make the boundary Majorana
fermion γj,s of the j-th ladder have an interaction with its nearest neighbors
δH ′ = −it
∑
〈i,j〉
γi,sγj,s. (3.32)
The low-energy physics at the boundary is described by
δH ′ → −ivF (γR,s∂xγR,s − γL,s∂xγL,s), (3.33)
in which (γR, γL) are sitting at k = 0 and k = pi in momentum space. [38] If translation symmetry along x
is imposed, then the system has protected gapless Majorana fermions. If not, the Majorana fermions may
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dimerize and break the translational symmetry spontaneously. [38] We expect that the same analysis applies
to the Majorana fermions from the charge sector.
We now address if the topological defects of the various topological phases trap a Majorana fermion or
not. Because the phases in hand are weak topological phases, the vortices do not carry any Majorana zero
mode. Instead, a Majorana zero mode will be localized if there is a lattice dislocation with the Burgers vector
perpendicular to the ladders. [38, 144, 156] As a byproduct, we notice that the quasi-1D SC state emerging
from a Luther-Emery liquid [57, 94, 110] (a spin-gapped Luttinger liquid), where the same form of the
Hamiltonian was studied, also supports Majorana fermions on the boundary and at the lattice dislocations.
3.9 Conclusions
In this chapter, we discussed the emergence of the MZM in the PDW state of two-leg ladders. In this state,
the PDW order parameter is quartic in electron operators, and the topological nature cannot be studied
within mean-field theory. Using bosonization, we showed that the state is topological, and supports a MZM
at the open boundary. The main results are summarized in the table 3.1. The MZM discussed in this
chapter emerges from the fermionic solitons of the spin or charge sectors, and are not simply related to the
microscopic electronic degrees of freedom. This MZM is a feature of the soliton spectrum of the spin sector
of the two-leg ladder (and of the charge sector of two coupled two-leg ladders) which should dominate the
low energy response in an (idealized) electron tunneling experiment. The robust two-fold degeneracy coming
from the Majorana fermions should appear in the entanglement spectrum as the two-fold degeneracy of the
lowest eigenvalue of the entanglement Hamiltonian [155,159].
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Chapter 4
Quasi-one-dimensional pair density
wave superconducting state ∗
4.1 Introduction
In this chapter, instead of following a conventional weak coupling approach to the PDW states, we will take
an alternative path which has the physics of strong correlations as its starting point. Rather than starting
from a true 2D system as we did in chapter 2, we will consider a quasi-one dimensional model consisting
of weakly coupled (each strongly-interacting) 1D systems. In the decoupled limit we can solve each 1D
system non-perturbatively using bosonization methods. [70, 79, 81] We will follow a dimensional crossover
approach that has been used with considerable success by several authors. [14, 30, 31, 57, 59, 83, 94, 163] We
will consider a generalization of the model used by Granath and coworkers [83] in which there are two types
of 1D subsystems: a set of doped two-leg ladders in the Luther-Emery (LE) liquid regime (which has a
single gapless charge sector and a gapped spin sector) and a set of 1D electronic Luttinger liquids (eLL) with
both a gapless charge sector and a gapless spin sector. Although the interactions between LE liquids and
between LE and eLL liquids will be treated by the interchain mean field theory (MFT) (see, e.g. Carlson
et al. [30]), the intra LE and intra eLL interactions are treated essentially exactly using bosonization. We
will make the reasonable assumption that the interaction between the electronic Luttinger liquids leads
to a crossover to a full 2D (anisotropic) Fermi liquid (see, e.g. Ref. [83]). In this fashion, this approach
allows to access the strong coupling regime of a strongly correlated system using controlled approximations.
In this approximation the resulting superconducting Tc is a power law in the interchain coupling and not
exponentially small as in the usual weak-coupling limit (such as BCS approach).
The main departure of the system that we consider here from previous studies of models on this type
is that we will allow for the Josephson couplings between the LE liquids to have either positive or negative
signs. A negative sign induces a pi phase shift between two neighboring LE liquids. It was shown by Berg
et al. [22] that two superconductors that are proximity coupled to each other through a 1D weakly doped
Hubbard model have a broad regime of parameters (in particular, doping) in which the effective Josephson
∗This chapter is partially reproduced from Rodrigo Soto-Garrido, Gil Young Cho and Eduardo Fradkin, Phys. Rev. B.,
DOI: 10.1103/PhysRevB.91.195102, 2015. Copyright [2015] American Physical Society.
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coupling is negative. Here, in order to incorporate this physics, we will introduce a set of Ising degrees of
freedom mediating the interactions between the LE liquids which emulate different doping profiles of the
electronic Luttinger liquids. This feature will allow us to consider the interplay between uniform (s-wave or
d-wave) superconductivity with PDW superconducting states and coexistence phases, resulting in complex
phase diagrams.
We note that inhomogeneous SC states such as the PDW are generally accompanied by a subsidiary
charge-ordered state, a charge-density-wave (CDW). The period of the CDW is twice the period of the
PDW or equal to the period of the PDW depending on whether this is a pure PDW state or if it is a state
in which it coexists with an uniform SC state. The CDW order parameters which describe these states are
composite of the PDW order parameters with or without the uniform SC order parameter. The general
occurrence of charge-ordered states as subsidiary orders of an inhomogeneous SC state has been emphasized
by several authors. [8, 22, 24, 72, 122, 166] The same should hold in the case of the SC states that we study
here.
This chapter is organized as follows. In section 4.2 we define our model and summarize our notation
for bosonization in 1D. In section 4.3 we develop the interchain MFT and discuss the results for the self
consistent equations. In section 4.4 we study and discuss the quasiparticle spectrum of the phases, emergent
from this quasi-1D system, for the various PDW and uniform SC states found in section 4.3. In section 4.5
we summarize other possible phases that could arise in this model using a qualitative scaling dimensional
analysis. We finish with our conclusions in section 4.6.
4.2 The Model
The quasi-1D model, schematically presented in the Introduction, consists of two different types of 1D
systems. One of them is a conventional 1D electronic Luttinger liquid (eLL) in which both the spin and
charge degrees of freedom are gapless. The other type, however, is a 1D system with a spin gap, i.e., it is a
1D Luther-Emery liquid (LE). The presence of the spin gap in the 1D system will bias the full array of 1D
systems to a strong tendency to a SC state.
4.2.1 1D Systems and Bosonization
Before we define in detail the quasi-1D model, we start with a short summary on those 1D liquids and
their description using bosonization. This material is standard and can be found in several textbooks, e.g.
Ref. [70]. Here we will only give some salient results and set up our definitions (and conventions) that we
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use in later sections.
We start with a 1D eLL which has a gapless charge sector and a gapless spin sector. The low-energy
Hamiltonian is written in terms of the set of the bosonic fields, {φa, θa} where a = c, s labels the charge and
spin sectors respectively. These fields satisfy canonical equal-time commutation relations
[φa(x
′), ∂xθb(x)] = iδa,bδ(x′ − x) (4.1)
The effective Hamiltonian for the eLL is
HeLL[φa, θa] =
∑
a=c,s
vα
2
[
Ka(∂xθa)
2 +
1
Ka
(∂xφa)
2
]
, (4.2)
in which Ka (again with a = c, s) are the Luttinger parameters for the charge and spin sectors, and va are the
characteristic speeds for the charge and spin excitations of the liquid. The parameters Kc, Ks, vc and vs are
determined by the microscopic details of the model. However, for a system with spin-rotational invariance,
the resulting SU(2) symmetry restricts the value of the the spin Luttinger parameter to be Ks = 1. In
this continuum and low-energy limit, we can decompose the electronic field operator in terms of two slowly
varying components, with wave vectors near the two Fermi points ±kF
1√
a
ψσ(x)→ Rσ(x)eikF x + Lσ(x)e−ikF x, (4.3)
where a is the ultraviolet cut-off (typically the lattice spacing), and where σ = ± denotes the spin of the
electron. Here the fermionic fields Rσ(x) and Lσ(x) are the right- and left-moving components of the electron
field ψσ, which are slowly varying in space relative to the Fermi momentum kF .
The right- and left-moving fields can be written in terms of the bosonic charge fields φc and θc, and the
spin fields φs and θs, as follows
Rσ =
Fσ√
2pia
ei
√
pi/2(θc+σθs+φc+σφs),
Lσ =
Fσ√
2pia
ei
√
pi/2(θc+σθs−φc−σφs). (4.4)
The anticommuting Klein factors, Fσ, ensure the fermionic statistics between the right and left moving
fermions Rσ and Lσ.
Next we consider a spin-gapped Luttinger liquid, or LE liquid. At energy scales below the spin gap ∆s,
the spin sector can be ignored. Hence, the low-energy Hamiltonian contains only the charge fields φc and
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θc, and it is given by
HLE [φc, θc] =
vc
2
[
Kc(∂xθc)
2 +
1
Kc
(∂xφc)
2
]
. (4.5)
Since the spin sector has been effectively projected-out, we will keep only the charge sector of the LE liquid
and drop its c label.
In the LE liquid, all interactions represented by operators that are not spin singlets are irrelevant (and, in
fact, with effective scaling dimension infinite). This fact strongly restricts the types of interactions between
LE systems and eLL systems. In this case the only fermion bilinears that need to be considered in the LE
liquid are the order parameter of the charge-density-wave with momentum 2kF (CDW)
OCDW(x) ∼ e−2ikF xR†σ(x)Lσ(x) + h.c., (4.6)
and the (Cooper) pair field spin singlet superconducting order parameter
∆(x) ∼ Rα(x)(iσy)αβLβ(x) + (R↔ L). (4.7)
Hence the coupling to the LE liquids in the quasi-1D model should involve only the two operators listed
above. We note that the suppression of the spin operator and the power-law correlation for the SC operator
make the LE liquids the natural building blocks for the quasi-1D SC state. In contrast, the eLL has other
observables that need to be considered, including a spin triplet pair field, the 2kF spin-density-wave (SDW)
‘Ne´el’ order parameter, the right and left moving spin current operators, and, in tunneling processes, the
electron operators.
4.2.2 Quasi-1D Model
Given a set of independent 1D LE and eLL systems that were described above, we now define and discuss
the full quasi-1D model. The model consists of an array of 1D systems shown in Fig. 4.1. Each unit cell of
the array consists of one LE system, labeled by A, and one eLL system, labeled by B. Hence we introduce
the bosonic fields {φn,A, θn,A} representing the charge fields in the LE chain of the n-th unit cell and also
{φn,B,a, θn,B,a} (with a = c, s) representing the charge and spin fields in the eLL chain of the n-th unit
cell. Furthermore we assume that the filling of the type B system (an eLL chain) is close to half filling,
i.e., k
(B)
F ≈ pi/2 and K(B)c ≈ 1/2. Also the spin rotational symmetry in the B systems is assumed to be
unbroken and thus K
(B)
s = 1. We further assume that the Fermi momenta of the systems A and B are
incommensurate to each other.
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Figure 4.1: The array of LE systems and eLL systems. The A-type LE systems are represented by the solid
(red) line. The B-type eLL systems are represented by the dashed (blue) line. Each unit cell consists of
one A-type and one B-type systems. Here the black filled dots represent electrons. (a) The conventional
Josephson coupling JAB in Eq.(4.9) (b) The conventional Josephson coupling JAA in Eq.(4.9) (c) Splitting
a Cooper pair in A system into the neighboring B systems J′AB in Eq.(4.9).
In the limit in which the LE systems and the eLL systems are decoupled from each other, the effective
Hamiltonian of the array is described by the sum of Eq.(4.2) and Eq.(4.5) for each system, and has the form
H0 =
∑
n∈Z
(
HLE [φn,A, θn,A] +HLL[φn,B,a, θn,B,a]
)
. (4.8)
This decoupled limit is an unstable fixed point and the system will eventually flow to the quasi-1D or 2D
fixed points under the introduction of the coupling between the 1D systems. We will show that the PDW
state, as a quasi-1D fixed point, will emerge from certain couplings.
Following the work of Granath et al. [83], we write down the possibly relevant local interactions terms
between the 1D systems. They are given by
H ′ =
∑
n
∫
dx
{
− tBB
∑
σ
[ψ†B,j,σψB,j+1,σ + h.c.] + JBBSB,j · SB,j+1 − JAA,j [∆†A,j+1∆A,j + h.c.]
− JAB [∆†B,j∆A,j + ∆†B,j∆A,j+1 + h.c.] + J′AB [∆†A,j(ψB,j,↑ψB,j−1,↓ + ψB,j−1,↑ψB,j,↓) + h.c.]
}
(4.9)
To simplify the analysis, in this chapter we will not consider the possible existence of spin-ordered phases
(i.e. spin stripes or SDWs) although these are clearly seen in La2−xBaxCuO4 which is the material where
the PDW state is most clearly seen. We are mainly concerned about the SC states in which the spins
do not play much role, and thus we ignore for now the antiferromagnetic interactions in the discussion.
The antiferromagnetic coupling between the eLL chains can also be included in a relatively straightforward
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extension of the present chapter.
In Eq.(4.9), the operator ∆A,j(x) ∼ ψA,j,α(x)(iσy)αβψA,j,α(x) represents the density of the spin-singlet
Cooper pair of the system A, and ∆B,j(x) is that of the system B. The effective coupling constants JAB
and JAA,j are the conventional Josephson coupling between the two neighboring A systems, representing
the hopping process of the Cooper pairs (see the (a) and (b) in Fig.4.1). On the other hand, the local term
J′AB represents the breaking of a Cooper pair in an A system which puts the two single electrons into the
nearest neighbor B systems (see the (c) in Fig.4.1 for a diagram of the process).
In the Hamiltonian H ′, Eq.(4.9), the most relevant term is the electron tunneling term, with coupling
strength tBB , between two nearest-neighbor B systems. Under this perturbation, the decoupled B systems
flow to the 2D Fermi liquid fixed point, which, in turn, becomes coupled to the superconducting state
emergent from A systems. [83] Due to this dimensional crossover of the B systems it is difficult to apply
the conventional interchain MFT to analyze Eq.(4.9). In order to make progress, we ignore at first the B
systems, as the first order approximation to the problem, and perform the interchain MFT only with the
A systems, which embodies the strong-coupling nature of the superconductivity emergent in the quasi-1D
models. We should stress that in the A systems, there are no electron-like quasiparticles due the existence
of the spin gap which leads to a fully gapped 2D SC phases when the coupling between the A systems are
turned on. Technically speaking, we solve first for an array of B (eLL) systems coupled by tBB and for
an array of A systems coupled only by JAA,j in Eq.(4.9), and take J
′
AB and JAB as perturbations. At this
level of the approximation, the emergent SC state is determined by the Josephson coupling JAA,j and the
subsequent SC state of the full system follows by proximity effect between the A and the B subsystems.
This was the strategy used by Granth et al.. [83] The main difference between the work presented in this
chapter and that of Granath and coworkers is the inclusion of an additional, Ising-like, degree of freedom in
the coupling between the A systems, as we already discussed in the Introduction.
4.2.3 Coupled LE Systems
It is clear that JAA will determine the nature of the emergent 2D SC state from the quasi-1D model. More
precisely, the spatial pattern of JAA,j determines that of the Cooper pair. For example, if the Josephson
coupling JAA,j in Eq.(4.9) is uniform and positive, it is clear that the uniform spin-singlet SC will emerge.
However, in the strongly-correlated quasi-1D system, the Josephson coupling JAA,j may not be always
uniform and positive. In Ref. [24], the Josephson coupling between two systems with an intermediate chain
(which is close to the insulator phase) has been calculated by a numerical density matrix renormalization
group (DMRG) method and it was found that it can be negative, i.e., forming a pi-Josephson junction
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between the two A systems. From this, it is not difficult to imagine that there might be more complicated
patterns, depending on the microscopic details, than the uniform pi-Josephson junction.
To reflect this physics and to consider a broader possible patterns of the Josephson coupling JAA,j , we
introduce a phenomenological Ising degree of freedom σj which can change the magnitude and possibly the
sign of effective Josephson coupling. This Ising degree of freedom can be regarded as a local change in the
doping of the intervening B system between two neighboring A systems. In this sense the Ising degree of
freedom should be regarded as reflecting the tendency to frustrated phase separation of a doped strongly
correlated system. [29, 58] To this effect, we consider the following interaction between the Ising degrees of
freedom and the LE liquid
Hint =− JAA
∑
i
cos[
√
2pi(θA,i − θA,i+1)]− J′AA
∑
i
σiσi+1 cos[
√
2pi(θA,i − θA,i+1)] +HIsing[σi], (4.10)
in which we write JAA,i in Eq.(4.9) as JAA,i = JAA − J′AAσiσi+1. The factor ∼ cos[
√
2pi(θi − θi+1)] is the
Josephson coupling between the LE systems because of ∆(x) ∼ ei
√
2piθA,i .
In Eq.(4.10), the Ising interaction Hamiltonian HIsing[σi] is assumed to have several phases depending on
the parameters in HIsing and temperature, e.g. paramagnetic phase 〈σi〉 = 0, and various symmetry-broken
phases. In this chapter, we further assume that the Ising variable σi orders at a much higher temperature
(or energy scale) than the spin gap ∆s in the LE liquid. Hence, we ignore any correction to the Ising
variable due to the fluctuations of the SC states emergent from LE liquids. To simplify the analysis we have
assumed that the Ising variables are constant along the direction of the 1D systems and are classical (i.e.
we did not include a transverse field term). The first assumption is not a problem since we will do mean
field theory assuming that the resulting modulation (if any) is unidirectional. More microscopically we will
need to assume that the Ising model has frustrated nearest and next nearest neighbor interactions along one
direction only. This is the so-called anisotropic next-nearest-neighbor Ising (ANNNI) model which is well
known to have a host of modulated phases. [67] Similar physics is obtained from Coulomb-frustrated phase
separation ideas. [29]
In what follows we will not specify the form of HIsing and assume a specific pattern of order for the
Ising variables. The symmetry breaking patterns that we would like to study are: i) Uniform configuration
〈σi〉 = ±, ∀i, ii) Staggered configuration 〈σi〉 = (−1)i, and iii) Period 4 configurations (which will become
clear soon below 4.2.3). Thus, when the Ising variables order and spontaneously break the translational
symmetry, the effective Josephson coupling between the different A systems will be modulated too. For
concreteness, throughout this chapter, we will take JAA and J
′
AA to be positive. This condition is not
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necessary and the following arguments can be easily extended to the other signs of JAA and J
′
AA.
We will start by analyzing the ground state (or the mean field (MF) state) of the LE systems coupled
to Ising variables. We will do this for different configurations of the Ising variables and see what are the
possible phases that arise in the system of coupled LE liquids.
Ising Paramagnetic Configuration
Before proceeding to the symmetry-broken phases of the Ising variable, we first briefly comment on the
case with the paramagnetic phase of the Ising variable σi. In the Ising paramagnetic phase, we first note
that J′AAσiσi+1 cos[
√
2pi(θi − θi+1)] drops out (at the level of mean field theory) and can be ignored. Thus
Eq.(4.10) will become at the low energy
Hint → −JAA
∑
i
cos[
√
2pi(θA,i − θA,i+1)] + · · · (4.11)
in which · · · are the terms generated by integrating out the Ising variables, e.g., ∼ cos[2√2pi(θA,i− θA,i+1)],
which is strictly less relevant than −JAA cos[
√
2pi(θA,i − θA,i+1)] appearing in Hint. It is well-known that
Eq.(4.11) induces an uniform 2D superconducting state. [14, 30]
Uniform Ising Configuration
We now analyze the simplest case with 〈σi〉 6= 0, where all the σi have the same value, σi = σ = ±. In this
case Hint is just given by
Hint =− (JAA + J′AA)
∑
i
cos[
√
2pi(θA,i − θA,i+1)]
≡− JT
∑
i
cos[
√
2pi(θA,i − θA,i+1)] (4.12)
The system of coupled LE systems can be treated in interchain MFT, where all the systems are in phase,
since JT > 0. In this case we just have a uniform SC state in the direction perpendicular to the systems
∆j = ∆, where ∆ includes the spin gap and the MFT value for 〈cos
√
2piθA,i〉. We will show in the following
section how to compute the value 〈cos√2piθA,i〉. Thus, this is the same phase as in the Ising paramagnetic
case but with a larger value of the effective Josephson coupling.
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Staggered (Period 2) Ising Configuration
Let us now consider σi = (−1)i. In this case Hint is given by
Hint = −(JAA − J′AA)
∑
i
cos[
√
2pi(θA,i − θA,i+1)]
≡ −δJ
∑
i
cos[
√
2pi(θA,i − θA,i+1)] (4.13)
Again, the system of coupled LE systems can be treated in interchain MFT. However, we need to be careful
about the sign of δJ. If δJ > 0 the SC order parameter in all the systems are in phase. It is important to
emphasize that although all the systems are in phase as in the uniform Ising configuration, the expectation
value 〈cos√2piθA,i〉 is different in both cases, since as we will see below, it explicitly depends on the coupling
between the systems, in this case JT or δJ. On the other hand, if δJ < 0 the phase of SC order parameter has
a pi phase shift between nearest neighbors. In the former case we just have a uniform superconducting state
in the direction perpendicular to the systems, while in the second case we have a PDW state ∆A,j ∼ (−1)j .
There is a direct transition from the uniform SC state to the PDW SC state at JAA/J
′
AA = 1. In this simple
period 2 Ising configuration there is no room for coexistence between the uniform SC and the PDW state.
Longer Period Ising Configurations
We can generalize the phases obtained with period 2 Ising configurations to cases with longer periods of the
Ising variables. For instance for a period 4 of the Ising variables,
· · · , ↑, ↑, ↓, ↓, · · · , (4.14)
the effective Josephson couplings will have a period 2 modulation. In this case we will find either an uniform
SC state or a period 4 PDW SC state, but no coexistence phase.
However, we will see that for Ising configurations with period n, with n > 2, we can have a richer phase
diagram, including a coexistence phase if n ≥ 3. For example, for a period 3 structure of the Ising variables,
the allowed SC state is a coexistence phase, whereas for period 8 with the following spatial pattern of the
Ising degrees of freedom
· · · ↓, ↑, ↑, ↑, ↑, ↓, ↓, ↓, ↓, ↑, ↑, · · · , (4.15)
we will find either a coexistence phase with period 4 or a PDW SC with period 8. It is straightforward to
generalize this to more intricate configurations of the Ising variables.
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4.3 Interchain MFT on the LE Systems
Keeping the quasi-1D model of the previous section in mind, we now solve the coupled LE system problem
using the interchain MFT. In this section, we generalize the works of Lukyanov and Zamolodchikov, [128]
and Carr and Tsvelik [31] to the patterns of the Josephson coupling between the LE systems emergent from
various symmetry-breaking phases of the Ising variables.
4.3.1 Uniform SC and Period 2 PDW SC Phases
We first review the uniform configuration of the Ising variable (and also the paramagnetic phase of the Ising
variable), in which the SC operator will develop the same expectation value for all the LE systems [31,128].
For the staggered (period 2) Ising configuration, there are two phases, depending on the sign of δJ, a uniform
SC state and a PDW state. We will solve the self-consistency equations for the both phases, the uniform SC
state and a PDW state. Although the equations have the same form, they correspond to different phases.
The case of a period 4 Ising configuration of the form ↑, ↑, ↓, ↓ can be treated in the same manner. The only
difference is that the two phases will be an uniform SC state or a period 4 PDW SC state. Here we will
focus in the simpler period 2 case.
Uniform SC Phase
In the uniform configuration of the Ising variable, the effective Josephson interaction between neighboring
A subsystems (the LE liquids) is
Hint = −JT
∑
i
cos[
√
2pi(θA,i − θA,i+1)] (4.16)
To perform the interchain MF theory, we consider only the terms involving the i-th type-A system among
Hint. Expanding the cosine, we have
Hint = −JT [cos(
√
2piθA,i+1) + cos(
√
2piθA,i−1)] cos(
√
2piθA,i). (4.17)
Now, by following the philosophy of MFT, we replace cos(
√
2piθA,i+1) and cos(
√
2piθA,i−1) by their expec-
tation value and thus we have a single cosine potential acting on the i-th type-A system,
Hint = −2µ
∫
d2x cos(
√
2piθA,i), (4.18)
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with 2µ = JT [〈cos(
√
2piθi+1)〉+ 〈cos(
√
2piθi−1)〉] [31]. The self-consistency of the MFT then requires that
〈cos(
√
2piθA,i)〉 = µ
JT
. (4.19)
Following Refs. [31, 128] the self-consistency equation can be solved from the following two expressions:
〈cos(
√
2piθA,i)〉 = (1 + ξ)piΓ(1− d/2)
16 sinpiξ Γ(d/2)
(
Γ( 12 +
ξ
2 )Γ(1− ξ2 )
4
√
pi
)(d−2)(
2 sin
piξ
2
)d
Md (4.20)
where M , the soliton mass in the 1 + 1-dimensional sine-Gordon model, is related to µ by
µ =
Γ(d/2)
piΓ(1− d/2)
(
2Γ(ξ/2)√
piΓ( 12 +
ξ
2 )
)d−2
M2−d (4.21)
In these equations d = 1/(2Kc) is the scaling dimension of the vertex operator e
i
√
2piθA,i and ξ = 12−d . Using
equations Eq.(4.20) and Eq.(4.21), we can compute explicitly the value of 〈cos(√2piθA,i)〉 for a given value
of JT and Kc. This completely determines, at least at the mean field level, the solution of the coupled LE
systems [14,30].
Period 2 PDW SC Phase
In the staggered configuration of the Ising variable, the interaction term between the A systems is
Hint = −δJ
∑
i
cos[
√
2pi(θA,i − θA,i+1)], (4.22)
which is identical to that of the uniform configuration case, Eq.(4.16), if δJ > 0. Hence if δJ > 0, we can
simply replace JT by δJ to find the MF solution. This will give a uniform SC state.
If δJ < 0, then we can perform a transformation on the even sites,
√
2piθA,2i →
√
2piθA,2i + pi, effectively
changing the sign of δJ and coming back to the first case. Though the form of the equation is identical to
that of the uniform SC state, it is important to remember that the MF solution doubles the unit cell, due
to the transformation
√
2piθA,2i →
√
2piθA,2i + pi acting only on the even sites. Thus, SC order parameter
oscillates in space
∆j(x) ∼ (−1)j〈cos(
√
2piθA)〉, (4.23)
corresponding to a period-2 PDW SC state.
Before moving onto the coexistence phase in the next section, let us mention what is the dependence of
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Tc with δJ (or JT , depending on the Ising configuration). We can think of 2µ in eq. (4.18) effectively as an
external field due to the mean field value of mj = 〈cos(
√
2piθj)〉 in the nearest neighbor systems. We can
write then
Hj = H
(0)
j − hj
∫
dx cos(
√
2piθj) (4.24)
in which hj = J(mj+1 + mj−1) and H
(0)
j is the conventional kinetic term for the Luther-Emery liquid. As
we saw above, for the uniform or staggered configuration the value of mj is the same in all the systems,
or effectively the same for δJ < 0 since we can perform a transformation on the even sites
√
2piθA,2i →
√
2piθA,2i + pi.
In summary, we can write just m = mj = 〈cos(
√
2piθj)〉 and h = hj = 2Jm (where J = δJ or JT
depending on the case). For h→ 0 we have that self-consistency implies
m = χSCh = 2JχSCm, (4.25)
which has the trivial solution m = 0 or a non-trivial solution m 6= 0 if 2JχSC = 1 (which determines the
critical temperature). Using that for a Lutter-Emery liquid
χSC(T ) ∼ ∆s
T 2−1/Kc
, (4.26)
we have that:
Tc ∼ ∆sJα (4.27)
where the exponent is α =
1
2− 1/Kc . Although the resulting Tc is small when J is small, what is important
is that is only power-law small, instead of exponentially small as in the BCS case.
4.3.2 Uniform SC and Period 4 PDW SC state coexistence phase
Now we consider the period 8 states of the Ising variables σi = (−1)bi/4c. Then the Josephson coupling also
modulates in space with period 4, and thus we need to solve four coupled self-consistent equations in MFT.
The effective MF Hamiltonian for each A system is given by [31]
H
(i)
int = −2µi
∫
d2x cos(
√
2piθA,i) (4.28)
with
2µi = [Ji〈cos(
√
2piθA,i+1)〉+ Ji−1〈cos(
√
2piθA,i−1)〉] (4.29)
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where Ji = JAA − J′AAσiσi+1 in which σi is in the period 4 structure.
Using JT = JAA + J
′
AA and δJ = JAA− J′AA and defining mi = 〈cos(
√
2piθA,i〉, it is clear that we need to
solve only for the four systems i = 0, 1, 2, 3 in this MFT by assuming that the MF solution does not break
the translational symmetry i ∼ i+ 4 of the pattern of the Josephson coupling.
Upon implementing the MFT analysis from the previous section we have the following set of coupled
equations:
m0 = f(d)
(
m3δJ+m1JT
2
)d/(2−d)
,
m1 = f(d)
(
m0JT +m2JT
2
)d/(2−d)
,
m2 = f(d)
(
m1JT +m3JT
2
)d/(2−d)
,
m3 = f(d)
(
m2JT +m0δJ
2
)d/(2−d)
, (4.30)
where f(d) is a constant that only depends on the scaling dimension d = 12Kc . The explicit expression for
f(d) is:
f(d) =
(1 + ξ)piΓ(1− d/2)
16 sinpiξ Γ(d/2)
(
Γ( 12 +
ξ
2 )Γ(1− ξ2 )
4
√
pi
)(d−2)(
2 sin
piξ
2
)d(
piΓ(1− d/2)
Γ(d/2)
)d/(2−d)(
2Γ(ξ/2)√
piΓ( 12 +
ξ
2 )
)d
(4.31)
Notice that the system of Eqs. (4.30) is non-linear. Nevertheless it is easy to see that m0 and m3 (m1 and
m2) will take the same value (m0 = m3 and m1 = m2). We can therefore reduce Eq. (4.30) to a system of
only two coupled equations:
m0 = f(d)
(
m0δJ+m1JT
2
)d/(2−d)
(4.32)
m1 = f(d)
(
m0JT +m1JT
2
)d/(2−d)
(4.33)
Taking the ratio of Eq. (4.32) and Eq. (4.33) we get:
x =
(
λx+ 1
x+ 1
)d/(2−d)
(4.34)
where λ = δJ/JT .
We can solve numerically the previous transcendental Eq.(4.30), or directly solve the system Eqs. (4.32)-
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(4.33). Before solving the system of equations (4.32)-(4.33) numerically for some values of the parameters,
let us comment on Eq. (4.34).
In the limiting case where JT = δJ (i.e. J
′
AA = 0) Eq. (4.34) has the trivial solution x = 1. In this case
all the SC order parameters are in phase in the case δJ > 0. On the other hand, for δJ < 0, there is a shift
of pi every four lattice spacings. So, in this case, the periodicity of the PDW order parameter will be eight
(and not four), although the self-consistency equations actually will take the same form.
For now we will assume δJ > 0 (see section 4.4.3 for the δJ < 0 case). Then in the pattern that we
consider here, we find x < 1 and so there is a coexistence between the uniform SC and the period 4 PDW
order parameters. Let us now solve the system of equations (4.32)-(4.33) numerically for some values of the
parameters. The results are summarize in table 4.1.
We now compute Tc for this case. Following the same steps as in the previous section we have that:
H0 = H
(0)
0 − h0
∫
dx cos(
√
2piθ0)
H1 = H
(0)
1 − h1
∫
dx cos(
√
2piθ1) (4.35)
and
h0 = δJm0 + JTm1
h1 = JTm0 + JTm2 (4.36)
where we have used that m0 = m3 and m1 = m2. Since all the A-systems are equivalent, they have the
same SC susceptibility χ. Then, the self-consistency equations are
m0 = χSCh0, m1 = χSCh1 (4.37)
We can write this as a system of linear equations,
 1− χSCδJ −χSCJT
−χSCJT 1− χSCJT

 m0
m1
 =
 0
0
 (4.38)
which has a non-trivial solution if and only if the determinant of the 2 × 2 matrix is zero. This gives us a
quadratic equation in for χSC . Choosing the positive solution we find that the critical temperature for the
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JT δJ d m0 m1 m mPDW
1 1 1/4 0.890893 0.890893 0.890893 0
1 0.8 1/4 0.876601 0.889789 0.883195 0.0065943
1 0.5 1/4 0.853007 0.887947 0.870477 0.0174703
1 0 1/4 0.806035 0.884205 0.845120 0.0390853
Table 4.1: Numerical solution for the system of equations (4.33) for different values of the parameters JT ,
δJ and d = 1/2Kc. We also define m = (m1 + m0)/2 and mPDW = (m1 −m0)/2, which correspond to the
uniform and PDW part of the SC order parameter.
coexisting state is
Tc = ∆s
(
2JT (JT − δJ)
−JT − δJ+
√
5J2T − 2JT δJ+ δJ2
)α
(4.39)
where we recall that the exponent is given by α =
1
2− 1/Kc . Notice that, in the limit δJ→ JT , we recover
Eq. (4.27). Thus, as in the uniform or pure period 2 PDW state, Tc has a power law behavior in JT and δJ,
and it is not exponentially small as it would be in a weak coupling BCS type theory.
4.4 Fermionic Quasiparticles of the Superconducting States
So far, we have solved the coupled LE systems in the limit |JAA,j |  |JAB | and |JAA,j |  |J′AB | in Eq.(4.9)
so that the couplings of the LE systems to eLL systems can be taken as the perturbation. In this limit, we
have ignored the type-B eLL systems and shown that the various SC states can emerge. Now we include the
eLL systems back and investigate the nature of the full emergent SC state by looking at the SC proximity
effect. First of all, we note that the eLL systems themselves will flow to the 2D Fermi liquid fixed point (at
low enough temperatures) under the effect of the hopping amplitude tBB . This is the most relevant coupling
in Eq.(4.9). The result, for tBB small enough, is an anisotropic Fermi liquid with an open Fermi surface,
shown as the dashed curves in Fig.4.2.
Having solved the largest energy scales in Eq.(4.9), set by tBB and JAA, we now include the effect of the
pair tunneling processes mixing the systems A with the systems B, presented in Eq.(4.9), and parametrized
by the coupling constants JAB and J
′
AB , respectively. We will study the effects of the SC states on the A
systems on the B systems by treating the pair-tunneling terms to the lowest non-trivial order in perturbation
theory in these coupling constants. Hence, we are assuming that the interaction with the type-B eLL systems
does not back react to considerably change the MFT value of the SC gap in the LE systems. As in Ref. [83],
under the proximity effect mechanism the B systems become superconducting and provide the quasiparticles
for the combined A-B system.
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Since we are interested in the effect of the SC order parameters on the electronic spectrum, we replace
the pair density ∆A,j(x) of the type-A LE systems in Eq.(4.9) by its MF value 〈∆A,j〉 determined by the
interchain MFT discussed in the previous Section 4.3. In this approximation, we find that Eq.(4.9) reduces
to
H ′ →
∑
j
∫
dx
{
− tBB
∑
σ
[ψ†B,j,σψB,j+1,σ + h.c.]− JAB [∆†B,j〈∆A,j〉+ ∆†B,j〈∆A,j+1〉+ h.c.]
+ J′AB [〈∆∗A,j〉(ψB,j,↑ψB,j−1,↓ + ψB,j−1,↑ψB,j,↓) + h.c.]
}
, (4.40)
which is simply a theory of a Fermi surface coupled to the SC via a proximity coupling. Since Eq.(4.40)
is quadratic in the electron fields, we can readily diagonalize the effective Hamiltonian, and obtain the
quasiparticle spectrum for the different SC states found in Section 4.3.
4.4.1 Uniform SC phase and pure PDW phase
As we saw in section 4.3.1, for the staggered (period 2) configurations of the Ising variables is possible to
have either a pure uniform SC state or a pure PDW state. The case of the uniform SC was studied by
Granath, et al. [83] who showed that, depending on the values of JAB and J
′
AB , it is possible to have either a
d-wave SC state with a fully gapped spectrum of quasiparticles or a conventional d-wave SC state one with
a nodal quasiparticle spectrum. We refer the reader to their paper for further details. [83]
On the other hand, for the pure PDW state, even though the MF equation for the SC gap has the same
form as for the uniform SC gap, the quasiparticle spectrum is quite different. We will study this spectrum
in detail here. Let us start by defining the period 2 PDW order parameter, i.e. with ordering wave vector
Q = (0, pi),
∆Aj = ∆Qe
ipij (4.41)
where ∆Q is given by the spin gap and the interchain MFT value for 〈cos
√
2piθ〉 which is given in Section
4.3.1 for the period 2 configuration of the Ising variables. Notice that for a period 2 state ∆Q = ∆−Q, since
for a period 2 state Q and −Q differ by a reciprocal lattice vector.
To find the quasiparticle spectrum we first write down the Hamiltonian of Eq. (4.40) in momentum space.
Defining the Nambu basis (here we dropped the B label in the electronic operators, since it is understood
that we are referring to the eLL systems) as:
Ψ†k = (ψ
†
k↑, ψ
†
k+(0,pi)↑, ψ−k↓, ψ−k−(0,pi)↓) (4.42)
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(a) (b)
Figure 4.2: (a) Fermi surface for the pure period 2 PDW state. The dashed (blue) line corresponds to
the original FS in the absence of superconductivity. The solid (red) line corresponds to the new FS after
the superconducting proximity state is established. (b) The spectral function A(k, 0) corresponding to the
pockets on the left. We used J′AB∆Q = 0.12t, tBB = 0.7t, ε(kx) = −t cos kx and δ = 10−4t
we can write the Bogoliubov de-Gennes (BdG) Hamiltonian as
H =
∑
k
ψ†k Hˆk ψk (4.43)
where the one-particle Hamiltonian Hˆk is given by
Hˆk =

ε(kx)− tBB cos(ky) 0 0 2iJ′AB∆∗Q sin(ky)
0 ε(kx) + tBB cos(ky) −2iJ′AB∆∗Qsin(ky) 0
0 2iJ′AB∆Q sin(ky) −ε(kx) + tBB cos(ky) 0
−2iJ′AB∆Q sin(ky) 0 0 −ε(kx)− tBB cos(ky)

(4.44)
From this one-particle Hamiltonian we find the quasiparticle spectrum
E(k) = ±tBB cos(ky)±
√
ε2(kx) + 4J′2AB |∆Q|2 sin2(ky) (4.45)
In Fig. 4.2 we plot the Fermi surface of the Bogoliubov quasiparticles of this period 2 PDW state for some
values of the parameters. In contrast to the pure uniform SC state, whose spectrum can be either nodal or
fully gapped, we find that this PDW state (∆Q 6= 0 in Eq. (4.41)) has pockets of Bogoliubov quasiparticles,
as it is also found in the weak coupling theories. [17, 24, 122, 127, 142, 178] The size of the pockets depends
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on the strength of the SC gap. In addition, we compute the spectral function given by (see for instance
Ref. [151]):
A(k, ω) = − 1
pi
Im[Gˆ11(k, ω)] (4.46)
where
Gˆ(k, ω) =
1
ω + iδ − Hˆk
(4.47)
is the retarded Green function and δ = 0+. The spectral function A(k, ω = 0) for this pure period 2 PDW
state is shown in Fig. 4.2. In Fig. 4.3 we plot the dispersion relation of the Bogoliubov excitations for
several values of ky.
(a) (b) (c) (d)
Figure 4.3: (a)-(d): Dispersion relation of the Bogoliubov quasiparticles for ky = 0,
pi
4 ,
4pi
9 ,
pi
2 , respectively,
for the period 2 PDW state. Here we used J′AB∆Q = 0.12t, tBB = 0.7t and ε(kx) = −t cos kx
4.4.2 Coexistence Phase of a Period 4 PDW and a uniform SC: the Striped
Superconductor
We start by writing the SC order parameter, which includes both the uniform SC and the PDW order
parameters as an expansion of the form
∆Aj = ∆0 +
√
2∆Q cos
(
pij
2
+
pi
4
)
(4.48)
where the expectation values of the order parameters ∆0 and ∆Q, where Q = (0,
pi
2 ) is the ordering wave
vector, are set jointly by the spin gap of the LE systems and by the interchain MFT value for 〈cos√2piθ〉
found in the previous section for the period 4 state of the Ising degrees of freedom.
We now write down the Hamiltonian in momentum space following the notation of Ref. [17]. We define
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Figure 4.4: Quasiparticle spectra with nodal points in the coexistence phase. The dashed (blue) line cor-
responds to the original FS in the absence of superconductivity. The red points correspond to the position
of the nodes in the absence of the PDW state (∆Q = 0). The green points correspond to the position of
the nodes in the presence of the PDW state with ∆Q = 0.2. We have chosen the parameters J
′
AB = 0.5t,
JAB = 0.2t, tBB = 0.7t, ∆0 = 0.2 and ε(kx) = −t cos kx
.
the Nambu spinor as:
Ψ†k = (ψ
†
k↑, ψ
†
k+q↑, . . . , ψ−k↓, ψ−(k+q)↓, . . .) (4.49)
where q is the ordering wavevector. In our case q = (0, pi/2) and k is taking values over the reduced Brillouin
zone (RBZ) associated with the ordered state, which in this case is kx ∈ [−pi, pi) and ky ∈ [−pi/4, pi/4). In
this basis the Hamiltonian is given by:
H =
∑
k∈RBZ
ψ†k Hˆk ψk, (4.50)
where the BdG Hamiltonian Hˆk in the Nambu basis of Eq.(4.49) is given by:
Hˆk =
 Ak Ck
C
†
k −Ak
 (4.51)
where Ak = diag(ε(k), ε(k + q), . . .) is a diagonal matrix, and the square matrix Ck contains the SC order
parameters. Since the ordering vector is pi/2 along the ky direction, our matrix Ck is given by a 4×4 matrix
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(a) (b) (c)
Figure 4.5: Dispersion relations of the quasiparticles in the coexistence phase shown for several values of
ky. Notice that the dispersion relation is only gapless for ky ≈ 0.457, which corresponds to the position
of the nodal point for the same set of parameters used in Fig. 4.4. J′AB = 0.5t, JAB = 0.2t, tBB = 0.7t,
∆0 = ∆Q = 0.2 and ε(kx) = −t cos kx
with the form:
Ck =

f0(k) f1(k) f2(k) f3(k)
f∗1 (k) f0(k + q) f1(k + q) f2(k + q)
f∗2 (k) f
∗
1 (k + q) f0(k + 2q) f1(k + 2q)
f∗3 (k) f
∗
2 (k + q) f
∗
1 (k + 2q) f0(k + 3q)

(4.52)
where f0 corresponds to uniform pairing and f1, f2, f3 to the finite momentum pairing. The explicit expres-
sions are the following:
f0(k) = 2∆0(JAB − J′AB cos ky)
f1(k) = −i∆Q(JAB −
√
2J′AB cos(ky + qy/2))
f2(k) = 0
f3(k) = i∆Q(JAB −
√
2J′AB cos(ky − qy/2)) (4.53)
where we recall that q = (0, pi/2), so qy = pi/2.
First of all, due to the periodicity of the PDW SC state, it is necessary to the fold original FS. Let us first
analyze the case of the pure uniform SC state. In this case (∆Q = 0) the spectrum can be easily calculated
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from the Hamiltonian given in eq. (4.51):
E21,± = (ε(kx)± tBB cos(ky))2 + ∆20(JAB ± J′AB cos(ky))2
E22,± = (ε(kx)± tBB sin(ky))2 + ∆20(JAB ± J′AB sin(ky))2 (4.54)
We can see that this SC state will have a quasiparticle spectrum with nodes if |JAB | < |J′AB |. Now, even
in the coexistence phase, where both ∆Q 6= 0 and ∆0 6= 0, the quasiparticle spectrum may still can have
nodes. For the pure uniform SC state, the position of the nodes depends on the values JAB/J
′
AB and tBB .
In the coexistence phase the position of the nodes will depends on ∆Q as well (see Fig. 4.4). As in the case
of pure period 2 PDW state, we show in Fig. 4.5 the dispersion relation of the quasiparticles for several
values of ky.
4.4.3 Period 8 PDW state
Above we focused on the coexistence phase for the period 4 case. This was the case when δJ > 0. However,
if δJ < 0 (i.e. for JAA < J
′
AA) the case is different and we find a PDW state. There is a shift of pi every
four lattice sizes, so in this case the periodicity of the PDW order parameter is actually eight (not four!).
Nevertheless, the self-consistency equations will have the same form:
m0 = f(d)
(
m0|δJ|+m1JT
2
)d/(2−d)
m1 = f(d)
(
m0JT +m1JT
2
)d/(2−d)
(4.55)
The pattern of the SC order parameter is now that of a pure period 8 PDW SC state:
∆ = (∆1,∆2,∆2,∆1,−∆1,−∆2,−∆2,−∆1,∆1, . . .)
We can write the previous pattern using the following SC order parameter:
∆Aj = ∆ sin
(
pij
4
+
pi
8
)
+ ∆˜ sin
(
3pij
4
+
3pi
8
)
(4.56)
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(a) (b)
(c)
Figure 4.6: FS for the period 8 PDW state. The dashed (blue) line corresponds to the original FS in the
absence of superconductivity. The solid (red) line corresponds to the new FS (pockets) after the introduction
of superconductivity (∆1 6= 0 and ∆2 6= 0). In (a) ∆1 = ∆2 = 0.05, in (b) ∆1 = 0.08 and ∆2 = 0.1 and in
(c) ∆1 = 0.25 and ∆2 = 0.3 In all figures J
′
AB = 0.6t, JAB = 0.4t, tBB = 0.7t, ∆0 = 0 and ε(kx) = −t cos kx
where we have defined:
∆ = ∆1 sin
(pi
8
)
+ ∆2 cos
(pi
8
)
∆˜ = ∆1 cos
(pi
8
)
−∆2 sin
(pi
8
)
(4.57)
where ∆1 and ∆2 are given by the spin gap and the interchain MFT value for 〈cos
√
2piθ〉 in eq. (4.55).
Since we are dealing with a period 8 SC state, the reduced Brillouin Zone is now case is kx ∈ [−pi, pi)
and ky ∈ [−pi/8, pi/8) and q = (0, pi/4). The difference between the period 4 and the period 8 is that the
definition of the Ck matrix is different, since is now an 8× 8 matrix.
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Ck =

f0(k) f1(k) · · · f7(k)
f∗1 (k) f0(k + q) · · · f6(k + q)
...
. . .
f∗7 (k) f0(k + 7q)

(4.58)
where the fi(k)’s are given by the following expressions:
f0(k) =f2(k) = f4(k) = f6(k) = 0
f1(k) =i∆
(
1
2
JAB(e
−ipi/8 + e−i3pi/8)− J′ABe−ipi/4 cos(ky + qy/2)
)
f3(k) =i∆˜
(
1
2
JAB(e
−3ipi/8 + e−i9pi/8)− J′ABe−i3pi/4 cos(ky + 3qy/2)
)
f5(k) =− i∆˜
(
1
2
JAB(e
3ipi/8 + ei9pi/8)− J′ABei3pi/4 cos(ky − 3qy/2)
)
f7(k) =− i∆
(
1
2
JAB(e
ipi/8 + ei3pi/8)− J′ABeipi/4 cos(ky − qy/2)
)
(4.59)
where we recall that q = (0, pi/4), so qy = pi/4. Having Ck we can write down our BdG Hamiltonian as in
eq. (4.51). In Fig. (4.6) we show the FS for some values of ∆1 and ∆2. As in the pure period 2 PDW state,
we see the formation of pockets due to the folding of the FS.
4.5 Other phases
For completeness we summarize the other possible phases occurring in the system. Following closely Granath
et al. [83] we treat the interactions appearing in eq. (4.9) perturbatively around the so called decoupled
fixed point. At this fixed point (FP) the systems are completely decoupled, and each one of the systems
corresponds to a 1D system that can be solved using bosonization. Around the decoupled FP a perturbation
with coupling constant g is relevant (irrelevant) if its scaling dimension dg < 2 (dg > 2). The scaling
dimensions for the operators appearing in Eq. (4.9) are given in the work of Granath et al.. [83] The phases
found by Granath et al. are:
1. Typically, the couplings between the eLL and LE systems are irrelevant or less relevant than the
coupling between AA and BB systems separately. In this case the RG flows to the point where all
the AB couplings go to zero. At this FP the system is made of two (independent) interpenetrating
systems, A and B.
2. The JAA (J
′
AA) term is relevant for K
(A)
c > 1/2. In this case the A systems develop long-range order
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and a full spin gap. Since the BB electron tunneling operator has lower scaling dimension than the
BB spin exchange interaction, in the absence of a charge gap in the B subsystem, most probably the
B subsystem is in a anisotropic Fermi liquid phase. However, this two fluid FP is unstable due to
the proximity effect. Depending on the parameters in the Hamiltonian of Eq.(4.9) the quasiparticle
spectrum can be gapless (present nodes or pockets in the pure PDW state) or fully gapped. This
means that we can have several possible stable SC phases, a SC state with Fermi pockets, a nodal
SC state, or a fully gapped SC state. These were the phases studied in the previous sections using
interchain MFT and coupling the eLL systems to the LE systems.
3. If ∆
(B)
c > 0, the B subsystem can develop a antiferromagnetic phase. At this FP will be a coexistence
between superconductivity (in the A subsystem) and antiferromagnetism (in the B subsystem). This
FP is stable, due to the spin gap in the SC (A) and the charge gap in the antiferromagnet (B). The
quasiparticle spectrum is therefore fully gapped as is also found in BCS-type theories. [126]
4.6 Concluding Remarks
We have investigated a model of an array of two inequivalent systems in the quasi-one dimensional limit.
In this limit we have treated the interactions between the different systems in the array exactly using
bosonization methods and interchain mean field theory. The phases that we found are either a uniform
d-wave superconductor, a striped superconductor (in which the uniform SC and the PDW SC state coexist),
and a PDW state. To simplify the analysis we only looked at the case in which the modulation of the SC
state is commensurate.
The resulting critical temperatures are, as expected, upper bounds on the actual physical critical tem-
peratures. As emphasized in Refs. [14] and [109], the analytic dependence of these mean field Tc’s on the
coupling constants obeys the exact power-law scaling behavior predicted by a renormalization group analy-
sis of the dimensional crossover from the 1D regime to the full (but anisotropic) 2D phases, albeit with an
overestimate of the prefactor.
On the other hand, the actual critical temperatures are significantly suppressed from the values quoted
here due to the the two-dimensional nature of the array. Hence we expect the ground states that we found here
to undergo a sequence of thermodynamic phase transitions leading to a complex phase diagram of the type
discussed by Berg et al. [21] (and by Agterberg and Tsunetsugu. [8]) It is well known from classical critical
phenomena of 2D commensurate systems that states of the type we discuss here may become incommensurate
at finite temperatures due to thermal fluctuations if the period of the ordered state is longer than a critical
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value (typically equal to four), see, e.g. Ref. [34].
We have shown that a high energy scales (of the order of the spin gap), we can first determine the SC
phases of one set of systems (in our notation, the Luther-Emery liquid systems A). At these energy scales we
showed that it is possible to have, in addition to a uniform SC phase, a pure PDW state and a coexistence
phase of a uniform and a PDW state. Having determined the SC in the LE systems, we proceeded to
incorporate the electronic Luttinger liquid systems perturbatively. We found that the quasiparticle spectrum
arising from the eLL systems can present Fermi pockets if the SC state is a pure PDW state. In the case of
coexistence uniform SC and PDW state or pure uniform SC (i.e. a striped superconductor) the quasiparticle
spectrum can have nodes or be fully gapped depending on the value of the coupling in the model. We should
stress, as it was done recently in Ref. [72], that in this quasi-1D approach the superconducting state evolves
from a local high energy scale, the spin gap, which hence has magnetic origin. For temperature T higher
that the spin gap, the system is a quasi 1D system which does not have quasiparticles in the spectrum up
to a scale, determined by an electron tunneling scale, to a crossover to a Fermi liquid type system. Hence,
at least qualitatively, systems of this type behave as ‘high Tc superconductors.’
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Chapter 5
Arctic curves of a dimer model ∗
5.1 Introduction
It was shown by Speyer [154] that the partition function for a dimer model on a specific graph, also equivalent
to the domino tiling problem of the Aztec diamond [56], satisfies the so-called octahedron relation. This
establishes the connection between a general set of solutions of the octahedron equation with given initial
data, and the partition functions of statistical lattice models of dimers, whose local Boltzmann weights are
defined in terms of these data. This was recently extended to more general initial conditions, giving rise to
dimer models on specific graphs [51].
The octahedron recurrence is a system of non-linear equations describing the evolution of a quantity
Ti,j,k, i, j, k ∈ Z corresponding to discrete space (i, j) and time k. This equation first arose in the context of
integrable quantum spin chains with a Lie group symmetry [115, 116], and is obeyed by the corresponding
quantum transfer matrices. In this language, the octahedron equation corresponds to the so-called T -
system (for A∞). In this formulation, the indices i, k, j respectively stand for representation indices, and
a discrete spectral parameter. The A-type T -systems have remarkable properties, depending on the choice
of boundary conditions, such as discrete integrability [52], and periodicity properties [54, 86] as well as the
positive Laurent property (solutions are Laurent polynomials of the initial data with non-negative integer
coefficients) in relation to cluster algebras [49].
This equation or some restrictions thereof appear to be central in a number of combinatorial constructs,
such as the Desnanot-Jacobi relation between minors of a given matrix and the Dodgson condensation
of determinants [55], the lambda-determinant and alternating sign matrices [27, 50, 145], the puzzles for
computing Littlewood-Richardson coefficients [112], various generalizations of Coxeter-Conway frieze pat-
terns [15,25,45], and cluster algebra [53] to name a few.
Note also that a large class of dimer models on periodic graphs was recently shown to have both integrable
and cluster algebra structures as well [82]. In this connection to cluster algebras the classical dimer model
∗This chapter is partially reproduced from Philippe Di Francesco and Rodrigo Soto-Garrido, J. Phys. A: Math. Theor.,
DOI: 10.1088/1751-8113/47/28/285204, 2014. Copyright [2014] Institute of Physics.
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can be quantized promoting the cluster variables to cluster operators [53]. Finally, the study of the so-
called pentagram map, an integrable dynamical system on polygons of projective plane displayed intriguing
connections [80] with solutions of the octahedron equation with special periodic initial conditions. An
analogous connection exists for the generalization to higher pentagram maps [54,77,99].
In this chapter , we study the case of domino tilings/dimer coverings of the Aztec diamond from the point
of view of Speyer’s [154] general solution of the octahedron relation. We construct explicit exact solutions of
the octahedron equation for an infinite class of initial data with special periodicity conditions. These in turn
are partition functions for dimer models with periodic weights. For these solutions, we show that a certain
local density function, that measures the average dimer occupation of a face of the Aztec graph, obeys a
system of linear recursion relations with periodic coefficients. This allows to compute the density generating
function explicitly in the form of a rational fraction. Following [104,137–140], the study of the denominator
of this function allows to explore the singularity structure of the dimer models in the thermodynamic limit of
large size, and to confirm their phase structure, displaying frozen, disordered and facet-like phases separated
by generalized “arctic” curves.
This chapter is organized as follows.
In Section 5.2, we recall facts on the A∞ T -system/octahedron equation and its initial conditions, as well
as its solution as a dimer partition function on the Aztec graph. As a preparatory exercise, we compute the
density generating function for the uniform initial data and show how to extract the arctic circle form the
explicit solution.
In Section 5.3, we study in detail 2 × 2 periodic initial data, for which the T -system is wrapped on
the torus generated by (2, 0) and (0, 2) in Z2. The density generating function is found to solve a linear
4×4 system, whose explicit solution displays two disconnected pieces of “arctic” curve, separating the dimer
configurations in the thermodynamic limit into three phases: (i) four frozen corners with a single dominant
configuration induced by the geometry of corners; (ii) a disordered “temperate region” analog to the inside
of the arctic circle, and (iii) a new “facet”-like central phase, where the configurations are pinned to the
sub-lattice corresponding to the faces with the smallest Boltzmann weight.
Section 5.4 is devoted to the class of so-called m-toroidal boundary conditions. We first construct the
explicit solution to the T -system, and then show that it leads to linear systems for the density function with
triply periodic coefficients in Z3. As a result, the density generating function is shown to satisfy a 4m× 4m
linear system, whose determinant captures the information on the generalized arctic curves that separate
different phases. For this model, we find generically the same phases: (i) frozen corners; (ii) disordered
region; (iii) in general m− 1 facets whose position and size vary with the initial data.
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We finish with our concluding remarks in Section 5.5.
5.2 T-system, dimers and arctic curve
5.2.1 The A∞ T -system.
The unrestricted A∞ T -system (from now on we will drop the A∞ label), also known as the octahedron
recurrence, is given by the following difference equation (for a detailed review of the T -system see [116]):
Ti,j,k+1Ti,j,k−1 = Ti+1,j,kTi−1,j,k + Ti,j+1,kTi,j−1,k (5.1)
where i, j, k ∈ Z and Ti,j,k ∈ R. Notice that the system conserves parity i + j + k = 0, 1 mod 2. Let us fix
it to 1 throughout the thesis. One way to think about the T -system is to consider i, j as labeling points on
the square lattice and k as a discrete time (as the vertical axis of a cubic lattice). In this sense the T -system
(5.1) describes the evolution in time of a given initial data (see Ref. [51]). In this thesis we will work with
a flat initial data, meaning that the value of the T variables is specified on the (i, j, 0) and (i, j, 1) planes,
namely we fix:
Ti,j,i+j+1 mod 2 = ti,j (i, j ∈ Z) (5.2)
In this chapter, we consider the solution Ti,j,k to the T -system (5.1) subject to various restrictions of the
initial condition (5.2). These will be simply the result of imposing extra periodicity conditions on the initial
data ti,j , the simplest of which being the uniform case when all ti,j = 1.
5.2.2 Dimer formulation
The solution Ti,j,k, for i + j + k = 1 mod 2, i, j ∈ Z, k ≥ 0, of the A∞ T -system (5.1) with initial data
(5.2) was identified as the partition function for domino tilings of the Aztec diamond, or dually to the dimer
coverings of the Aztec diamond graph Ai,j,k [51, 154]. The graph Ai,j,k has vertices at points of the lattice
Z2. Let us label the faces of Z2 by the coordinate (i, j) of their lower left corner vertex. Then Ai,j,k has faces
(a, b) such that |a − i| + |b − j| ≤ k − 1. Each such face receives the label ta,b, the initial data assignment
of the T -system. The edges of the graph are inherited from those of the underlying square lattice, however
the boundary faces have only one or two adjacent edges depending on whether they are corner faces or end
faces (see Fig. 5.1 for an illustration). The vertices of Ai,j,k are naturally bicolored black/white, according
to the parity of i+ j = 0/1 mod 2.
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Figure 5.1: A typical Aztec diamond graph Ai,j,k for k = 4 (a) with its face labeling, and a sample dimer
configuration on Ai,j,k (b). We have shaded the three types of faces: inner, corner, end, respectively adjacent
to 4,2,1 edges of Ai,j,k.
Definition 5.2.1. The dimer model on Ai,j,k is defined as follows. The configurations of the model are
matchings of pairs of vertices connected via an edge (dimers) such that any vertex of Ai,j,k belongs to exactly
one dimer. Each configuration is weighted by a product over all faces (a, b) of Ai,j,k of local weights wa,b.
For any face (a, b) (including boundary faces) the weight is
wa,b = (ta,b)
1−Da,b
where Da,b ∈ {0, 1, 2} is the total number of dimers occupying the edges of the square face. The partition
function of the model is
Zi,j,k =
∑
dimer
configurations
∏
faces (a,b)
wa,b
The analysis of the present chapter is based on the following main result:
Theorem 5.2.2. [51,154] The solution Ti,j,k, for i+ j+ k = 1 mod 2, i, j ∈ Z, k ≥ 0, of the A∞ T -system
(5.1) with initial data (5.2) is the partition function of the dimer model on Ai,j,k, namely
Ti,j,k = Zi,j,k
Density
Consider the solution Ti,j,k to the T -system with initial data (5.2). If we think of Ti,j,k as a partition
function, then the derivative t,η∂t,ηLog Ti,j,k corresponds to some susceptibility or density, where t,η acts
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as a source, here a magnetic field attached to dimers around the (, η) face. More precisely, we have
t,η∂t,ηLog Ti,j,k = 〈1−D,η〉 ,
the statistical average of 1− the number of dimers surrounding the face (, η) within the set of dimer
configurations on Ai,j,k. Assume we further restrict the initial values to ta,b = t
∗
a,b, a, b ∈ Z.
Definition 5.2.3. We define the density function ρ
(,η)
i,j,k as:
ρ
(,η)
i,j,k = t,η ∂t,ηLog Ti,j,k
∣∣
ta,b=t∗a,b
(5.3)
We can easily derive a linear recurrence relation for ρ
(,η)
i,j,k by taking the derivative with respect to t,η of
the T -system relation (5.1). After some straightforward algebra we have:
ρ
(,η)
i,j,k+1 + ρ
(,η)
i,j,k−1 = Li,j,k(ρ
(,η)
i+1,j,k + ρ
(,η)
i−1,j,k) +Ri,j,k(ρ
(,η)
i,j+1,k + ρ
(,η)
i,j−1,k) (5.4)
where we used the notation:
Li,j,k =
Ti+1,j,kTi−1,j,k
Ti,j,k+1Ti,j,k−1
and Ri,j,k = 1− Li,j,k = Ti,j+1,kTi,j−1,k
Ti,j,k+1Ti,j,k−1
(5.5)
where Ti,j,k are evaluated at ta,b = t
∗
a,b for all a, b ∈ Z. The recurrence relation is supplemented with the
following initial data. Define ϕ = (+ η + 1 mod 2). Then:
ρ
(,η)
i,j,ϕ = δi,δj,η ρ
(,η)
i,j,1−ϕ = 0 (i, j ∈ Z; i+ j + + η = 0 mod 2) (5.6)
Notice that in order to solve the recurrence relation for the density we need to know Li,j,k and Ri,j,k
appearing in (5.4). As we shall see below, the density ρ
(,η)
i,j,k is the variable that we will use to explore the
behavior of the dimer model for large k.
5.2.3 Arctic curve: the uniform case
We start with the recurrence relation (5.4) for the uniform initial data:
t∗i,j = 1 (i, j ∈ Z) (5.7)
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In this case the solution for the T-system is simply given by Ti,j,k = 2
k(k−1)/2: this coincides with the
partition function of uniform domino tilings of an Aztec diamond of size k [56]. The two ratios Li,j,k, Ri,j,k
appearing in eq. (5.4) are equal to 1/2.
To this uniform initial data we add up a source on the face (, η) = (0, 0) or (0, 1), namely consider the
densities ρ
(0,0)
i,j,k , ρ
(0,1)
i,j,k . Both densities obey the following recurrence relation:
ρi,j,k+1 + ρi,j,k−1 =
1
2
(ρi+1,j,k + ρi−1,j,k + ρi,j+1,k + ρi,j−1,k) (i, j ∈ Z; k ≥ 1) (5.8)
with initial data ρ
(0,0)
i,j,0 = 0 and ρ
(0,0)
i,j,1 = δi,0δj,0, while ρ
(0,1)
i,j,1 = 0 and ρ
(0,1)
i,j,0 = δi,0δj,0. Extending the validity
of (5.8) to k = 0 allows to define
ρ
(0,0)
i,j,−1 = −δi,0δj,0 (5.9)
and
ρ
(0,1)
i,j,−1 =
1
2
(δi,−1 + δi,1)δj,0 +
1
2
(δj,−1 + δj,1)δi,0 (5.10)
For (, η) = (0, 0) or (0, 1), we define generating functions ρ(,η)(x, y, z) as:
ρ(,η)(x, y, z) =
∑
i,j∈Z,k≥0
ρ
(,η)
i,j,k x
i yj zk (5.11)
Multiplying both sides of (5.8) by xiyjzk and then summing over i, j ∈ Z, k ≥ 0 we get:
∑
i,j∈Z,k≥0
(ρi,j,k+1 + ρi,j,k−1)xiyjzk =
1
2
∑
i,j∈Z,k≥0
(ρi+1,j,k + ρi−1,j,k + ρi,j+1,k + ρi,j−1,k)xiyjzk
for both density functions. Substituting the values of ρi,j,−1 from (5.9-5.10), we get:
(z−1 + z)ρ(0,0)(x, y, z) =
1
2
(x−1 + x+ y−1 + y)ρ(0,0)(x, y, z) + 1
(z−1 + z)ρ(0,1)(x, y, z) =
1
2
(x−1 + x+ y−1 + y)ρ(0,1)(x, y, z) + z−1 − 1
2
(x−1 + x+ y−1 + y)
So the density generating functions for the uniform initial data are given by:
ρ(0,0)(x, y, z) =
z
1 + z2 − z2 (x−1 + x+ y−1 + y)
ρ(0,1)(x, y, z) =
1− z2 (x−1 + x+ y−1 + y)
1 + z2 − z2 (x−1 + x+ y−1 + y)
= 1− z ρ(0,0)(x, y, z)(x, y, z) (5.12)
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Figure 5.2: Arctic circle for the trivial initial data. The corners are frozen and the center is disordered.
Recall that ρ
(0,0)
i,j,k , i + j + k = 1 mod 2, is the average 〈1 −D0,0〉i,j,k in the dimer model on Ai,j,k. It is
the same as the average 〈1 −D−i,−j〉0,0,k (for i + j even) in the dimer model on A0,0,k when k is odd and
as 〈1−D−i,−j+1〉0,1,k (for i+ j odd) in the dimer model on A0,1,k when k is even. Therefore the generating
function for the averages 〈1−Di,j〉0,0,2k−1 on the even faces (with i+ j = 0 mod 2) of the dimer model on
A0,0,2k−1 reads:
∑
i,j∈Z
i+j even
〈1−Di,j〉0,0,2k−1 xi yj = ρ(0,0)(x−1, y−1, z)|z2k−1 = ρ(0,0)(x, y, z)|z2k−1
by use of the obvious symmetries x↔ x−1 and y ↔ y−1 of ρ(0,0) (5.12), and where the notation f |zm stands
for the coefficient of zm in the power expansion of f as a series of z. Similarly, the generating function for
the averages 〈1−Di,j〉0,1,2k on the even faces of the dimer model on A0,1,2k reads:
∑
i,j∈Z
i+j even
〈1−Di,j〉0,1,2k xi yj = y ρ(0,0)(x−1, y−1, z)|z2k−1 = y ρ(0,0)(x, y, z)|z2k
We have similar expressions for the averages on odd faces, involving ρ(0,1).
The singularities of these two expressions are determined by the denominator of ρ(0,0)(x, y, z) given by
(5.12).
We wish to explore the behavior of the coefficients ρ
(0,0)
i,j,k for large i, j, k and
i
k = u,
j
k = v finite. Following
the general theory of singularities of multivariate series [137–140], the limit is singular along the planar dual
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Figure 5.3: Initial data with period 2 in directions i, j. The white and black points corresponds to the planes
k = 0 and k = 1 respectively.
curve to the homogeneous polynomial part of the denominator of the generating functions at the critical
point x = y = z = 1. To compute this curve, we may blow up the singular point x = y = z = 1 by taking
x → 1 − tx, y → 1 − ty and z → 1 + t(ux + vy) and then expand the denominator in powers of t. Up to
order t2 we have:
z−1 + z − 1
2
(x−1 + x+ y−1 + y) =
t2
2
((2u2 − 1)x2 + (2v2 − 1)y2 + 4uvxy) +O(t3)
Let us define H(x, y) = (2u2 − 1)x2 + (2v2 − 1)y2 + 4uvxy. The dual curve is obtained by imposing
H(x, y) = 0 and ∂∂xH(x, y) =
∂
∂yH(x, y) = 0. However, here and in the following, H(x, y) is always a
homogeneous polynomial, henceforth (x ∂∂x + y
∂
∂y )H = mH, where m is the total degree, m = 2 here. We
may therefore simply impose H(x, y) = 0 and ∂∂xH(x, y) = 0, and the last equation
∂
∂yH(x, y) = 0 is
automatically satisfied. Eliminating x and y, we end up with the singularity locus:
P (u, v) = 2(u2 + v2)− 1 = 0 (5.13)
This defines the arctic circle (see Fig. 5.2). This is the circle inscribed into the square domain |u|+ |v| = 1,
which corresponds to the limiting domain of non-zero values of ρi,j,k for k →∞ while ik = u, jk = v.
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5.3 Toroidal initial data I: the 2×2 case
In this section we will focus on a very specific initial data, which has period two in both i and j directions,
namely:
ti+2,j = ti,j ti,j+2 = ti,j
More precisely, we set (see Fig. 5.3):
ti,j =

a if i = 0, j = 0 mod 2
b if i = 1, j = 1 mod 2
c if i = 0, j = 1 mod 2
d if i = 1, j = 0 mod 2
(5.14)
Remarkably, this particular initial data allows us to still find an exact and simple solution for the T -system.
At the same time it provides us with an illustrative example on how to compute the arctic curves for non-
uniform initial data. We will see that the ratios Li,j,k and Ri,j,k appearing in (5.4) have a certain periodicity
that allows to reduce the problem to a finite linear system of 4 equations (each for different values of the
ratios).
5.3.1 Exact solution of the T -system with 2×2 periodic initial data
The corresponding T -system actually coincides with the so-called Q-system for Â1. The exact solution to
this T-system with doubly periodic initial data is given by:
Lemma 5.3.1.
Ti,j,k =
(
a2 + b2
cd
)b k2 cb k+12 c(c2 + d2
ab
)b k−12 cb k2 c
×

ti,j , if k = 0, 1, mod 4
ti+1,j+1 , if k = 2, 3, mod 4
(5.15)
for ti,j as in (5.14).
Proof. By direct substitution into the octahedron recurrence (5.1), and inspection of the cases k = 0, 1, 2, 3
mod 4.
5.3.2 Density: exact derivation
As explained before, we may consider various density functions ρ
(,η)
i,j,k that measure the average 〈1−D,η〉i,j,k
on the face (, η) of the dimer model on Ai,j,k. For odd k this is equal to the average 〈1−D−i,η−j〉0,0,k of
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the dimer model on A0,0,k (in which the central face is of a type).
Let us consider only even faces of type a or b, namely  = η = 0 or 1, and k odd. Then the density
ρ(0,0)(x−1, y−1, z)|xevenyeven generates 〈1−Di,j〉0,0,k on a-type faces with both i, j even, while xy
(
ρ(1,1)(x−1, y−1, z)|xevenyeven
)
generates 〈1 −Di,j〉0,0,k on b-type faces with both i, j odd. By considering odd powers of x, y instead, we
have also access to averages of 1−Di,j for A1,1,k (in which the central face is of b type).
Now that we have a solution for the T -system, we can directly compute the ratios in the recurrence
relation for the density (5.4). We note that the ratio Li,j,k is periodic (as well as Ri,j,k, from the relation
Li,j,k +Ri,j,k = 1). We have indeed an obvious periodicity on the constant k planes. Defining e1 = (2, 0, 0)
and e2 = (0, 2, 0), we have that L(i,j,k) = L(i,j,k)+me1+ne2 where m,n ∈ Z (the same for Ri,j,k). However,
by using the exact solution (5.15), we find another less obvious periodicity in the direction e3 = (1, 1, 2) as
well. This is summarized in the following:
Lemma 5.3.2. The coefficients Li,j,k, Ri,j,k corresponding to the 2 × 2 periodic solution (5.15) of the T -
system have the following periodicity:
L(i,j,k) = L(i,j,k)+me1+ne2+pe3 (m,n ∈ Z, p ≥ 0).
and similarly for Ri,j,k = 1− Li,j,k.
Proof. By inspection.
Let us first derive ρ(0,0)(x, y, z). Define the following partial generating functions:
ρ(i0,j0,k0)(x, y, z) =
∑
m,n∈Z,p≥0
ρ
(0,0)
(i0,j0,k0)+me1+ne2+pe3
xi0+2m+pyj0+2n+pzk0+2p (5.16)
where (i0, j0, k0) are in the unit cell for the periodicities of Lemma 5.3.2, namely (i0, j0, k0) ∈ P =
{(0, 0, 1), (1, 1, 1), (1, 0, 0), (0, 1, 0)}. In terms of these the full density generating function is simply
ρ(0,0)(x, y, z) =
∑
(i0,j0,k0)∈P
ρ(i0,j0,k0)(x, y, z)
Using the recurrence relation for the density (5.4) and the initial conditions ρ
(0,0)
i,j,1 = δi,0δj,0, ρ
(0,0)
i,j,0 = 0, we
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end up with the following linear system:

1
z
(x2+1)(τ−1)
x −
(y2+1)τ
y z
z
(y2+1)(τ−1)
y −
(x2+1)τ
x
1
z
− (y
2+1)σ
y
1
z z
(x2+1)(σ−1)
x
− (x
2+1)σ
x z
1
z
(y2+1)(σ−1)
y


ρ(0,0,1)(x, y, z)
ρ(0,1,0)(x, y, z)
ρ(1,0,0)(x, y, z)
ρ(1,1,1)(x, y, z)

=

1
0
0
0

(5.17)
where we have used the parametrizations of weights:
σ = L1,0,1 =
a2
a2 + b2
, τ = R0,0,0 =
c2
c2 + d2
,
or equivalently:
a = b
√
σ
1− σ , and c = d
√
τ
1− τ .
It is worth noticing that even though we started with 4 arbitrary values a, b, c, d in our initial data in the
2× 2 torus, the corresponding system for the density only depends on 2 parameters, the ratios a/b and c/d.
As we saw in the case of the uniform initial data, the arctic curve is determined by the zero locus of the
denomiator of the density functions. Here, this denominator is given by the determinant of the above system
of 4 equations. Defining
α = 16σ(1− σ)τ(1− τ) = 16(
a
b +
b
a
)2 ( c
d +
d
c
)2 (5.18)
then, up to a factor of xyz, the determinant reads:
D(x, y, z) =
α
16
(x2 − y2)2(x2y2 − 1)2z4 − x2y2 (xy − z2) (y − xz2) (x− yz2) (1− xyz2) (5.19)
The actual density ρ(0,0)(x, y, z) however depends explicitly on σ, τ , not just on α. It has the form ρ(0,0)(x, y, z) =
Q(0,0)(x,y,z)
D(x,y,z) , with D as in (5.19), and Q
(0,0) the following polynomial of x, y, z:
Q(0,0)(x, y, z) = xyz
{
(−x2y2(1− z2)(z(x(1− xyz2) + y(xy − z2)) + xy(1− z4))
−xy(x− y)(1− xy)z2(x(1− xyz2) + y(xy − z2))σ + x2y2(x− y)(1− xy)z(1− z4)τ
+xy(x2 − y2)(1− x2y2)z2(1− z2)στ − (x− y)(x2 − y2)(1− xy)(1− x2y2)z3στ(1− τ)} (5.20)
Similarly, the density ρ(1,1)(x, y, z) solves the same system (5.17), but with the r.h.s. replaced by
(0, xy, 0, 0)t, due to the initial conditions ρ
(1,1)
i,j,1 = δi,1δj,1 and ρ
(1,1)
i,j,0 = 0. Alternatively, ρ
(1,1)/(xy) is ob-
tained by interchanging a↔ b and c↔ d in the expression for ρ(0,0), namely by performing the substitutions
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α→ 0 α = 1/2 α = 19/20 α = 1
Figure 5.4: Arctic curves for the periodic initial data corresponding to different values of α.
σ → 1 − σ and τ → 1 − τ . These produce a new numerator Q(1,1), but leave the denominator D(x, y, z)
unchanged.
5.3.3 Arctic curve
Using the same procedure as for the uniform initial data, we expand the denominator D(x, y, z) around
the critical point x = y = z = 1. Taking x → 1 − tx, y → 1 − ty and z → 1 + t(ux + vy), we find
D(1− tx, 1− ty, 1 + t(ux+ vy)) = t4H(x, y) +O(t5) at leading order in t (which in this case turns out to be
t4). Imposing again H(x, y) = 0 and ∂∂xH(x, y) = 0, we can eliminate x and y. We finally get the singularity
curve Pα(u, v) = 0, where:
Pα(u, v) =(1− α)3 + 16α2(u8 + v8) + 8(4− 5α)α(u6 + v6) + 32
(
α2 + 2(2− α)2)u4v4
+
(
(4− α)2 − 24α) (1− α) (u4 + v4)+ 8 (6α2 − (4− α)2)u2v2 (u2 + v2)
+ 2
(
48− (4− α)2) (1− α)u2v2 − 2(1− α)2(4− α)(u2 + v2) + 64(2− α)αu2v2(u4 + v4)
(5.21)
Notice that this polynomial depends only on the single parameter α of (5.18). Let us examine a few limiting
cases of interest.
For α = 1, the curve degenerates into:
P1(u, v) = 8(u
2 + v2)3(2u2 + 2v2 − 1)
and we recover the same result as in the uniform case (σ = τ = 1/2), namely the arctic circle 2u2 + 2v2 = 1
of Fig.5.2.
For α = 0, the curve degenerates into:
P0(u, v) = (4u
2 − 1)2(4v2 − 1)2
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namely into the square with edges u = ± 12 , |v| ≤ 12 and v = ± 12 , |u| ≤ 12 , inscribed into the domain
|u|+ |v| = 1.
We have represented two more somewhat generic cases, with α = 12 and α = 1− 120 in Fig. 5.4. In addition
to the actual external arctic curve tangent to the square |u| + |v| = 1 at the 4 points (u, v) = (± 12 ,± 12 ),
we note the existence of an internal curve with 4 cusps at positions (u, v) = (±
√
1−α
2 ,±
√
1−α
2 ) along the
u = ±v lines. In addition to the frozen and temperate regions, we obtain a new “bubble” inside, often called
the facet domain. The facet domain disappears exactly at α = 1, in which case we are left with simply the
arctic circle, whereas it is “maximal” at α = 0, where it becomes an inscribed square, and gets identified
with the external arctic curve, so that the temperate region is squeezed and disappears. The parameter α
clearly governs the size of this facet domain.
The phase structure with a central facet shown in Fig.5.4 coincides with that found for the “square-
octagon fortress” of Example 5.2 of [102] (see also Figure 18), for the value α = 16/25. This model indeed
corresponds to a uniform solution of the octahedron equation, but with a different initial data stepped
surface, namely Ti,j,ki,j = 1, with
ki,j =

1 if i+ j = 0 mod 2
0 if (i, j) = (0, 1) mod 2
2 if (i, j) = (1, 0) mod 2
which in turn corresponds to a = b = c = 1, d = 2.
5.3.4 Physical interpretation and phase diagram/limit shape
Uniform case
We have seen that the density ρi,j,k (5.3) is a measure of the expectation value, within the statistical ensemble
of dimer configurations of the Aztec domain of size k, of the observable 1−Di,j , where Di,j is the number
of dimers occupying the edges around a given face (i, j) of the domain with fixed parity of i+ j. It therefore
measures the imbalance between the empty squares configurations (Di,j = 0) and the maximally occupied
ones (Di,j = 2).
The asymptotics of the coefficients ρ
(0,0)
i,j,k for large i, j, k with i/k = u and j/k = v of the density generating
series ρ(0,0)(x, y, z) (5.12) for the trivial initial data can be extracted by using for instance general theorems
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Figure 5.5: The four frozen dimer configurations pertaining to the four (N,S,E,W) corners of the Aztec
diamond graph.
of Baryshnikov and Pemantle [18] (Theorem 3.7). The result reads:
ρ
(0,0)
i,j,k =∼
2
pik
δ
[2]
i+j+k,1√
1− 2(u2 + v2) (5.22)
where we use the notation δ
[p]
i,j = δi−j,0 mod p. This scaling function ρi,j,k ∼ ν(i, j, k) appeared in [42] (see
p.26, where it is found to obey the differential equation ∂
2
∂z2 ν =
1
2
(
∂2
∂x2 +
∂2
∂y2
)
ν).
We display in Fig. 5.6 the density profile for this asymptotic value of ρ
(0,0)
i,j,k .
The standard explanation for the arctic circle in the uniform initial data case is that the dimer configu-
rations that contribute to the partition function Ti,j,k tend to be in a fundamental crystalline state in the
vicinity of the corners of the square domain |i| + |j| ≤ |k|. There are four distinct such states, each corre-
sponding to a (N,S,E,W) corner, characterized by an occupation number Di,j = 1 on each face (i, j) (see
Fig.5.5). Away from the corners, the dimer model has a non-trivial entropy, and the competition between
order and disorder gives rise to a separating critical curve in the continuum thermodynamic limit when
k →∞ with ik = u and jk = v fixed, between a frozen phase (next to the corners) and a so-called temperate
phase (in the center). Outside of the critical curve, the density decays exponentially as k → ∞ to 0, as
each square tends to be occupied by a single dimer, while inside the curve it decreases as a power law ∝ 1k ,
whereas the coefficient tends to the non-zero function 2/(pi
√
1− 2(u2 + v2)), singular on the arctic curve.
This function indicates a growing local disorder in the dimer configurations, maximum at the center of the
Aztec domain. We have represented the values of the rescaled density function k|ρ(0,0)i,j,k | for fixed k = 85,
−k ≤ i, j ≤ k and i+ j + k = 1 mod 2.
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Figure 5.6: Density profile for the coefficients ρ
(0,0)
i,j,k given in (5.22) for k = 211 and −k ≤ i, j ≤ k.
Figure 5.7: Density profile for the trivial initial data. The dark color corresponds to ρi,j,k = 0 and brighter
color to larger ρi,j,k. The scale of colors is arbitrary.
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Figure 5.8: The typical dominant dimer configurations for odd k when a→ 0: each a-type face is occupied
by two dimers, with two arbitrary choices of orientation on each a-type face.
2× 2 periodic case
To understand the emergence of a new (facet) central phase, let us first consider the simple case σ = 0.
We saw that in that case, the arctic curve degenerates to an inscribed square and the temperate region
disappears. This is attained for instance by fixing b, c, d > 0 and letting a → 0 in the various density
functions.
It is clear that if a is very small, the Boltzmann weight of maximally occupied dimer configurations around
the a faces becomes the dominant contribution to the partition function (see Fig.5.8 for an illustration). We
expect therefore a phase where the a type faces are occupied by two dimers, with arbitrary (vertical or
horizontal) orientation. This phase is globally crystalline, from the pinning of the dimers to the a-type faces
that form a square sublattice, but retains some non-trivial entropy, from the arbitrary orientation of the pair
of dimers at each site, hence the name facet. Note that this also imposes another square sublattice of empty
faces. The corresponding value of 〈1−D〉 for k odd is −1 on the former sublattice, and 1 on the latter.
More precisely, for σ = 0 the solution of the system (5.17) and its companion for  = η = 1 above lead
to:
ρ(0,0)(x, y, z) =
z
(xy − z2)(x− yz2)(y − xz2)(1− xyz2) ×{
x2y2 − xyz2 − x3yz2 − x2y2z2 − xy3z2 − x3y3z2 − x2yz3 − xy2z3 − x3y2z3
−x2y3z3 + x2z4 + x2y2z4 + x2y4z4 + x2yz5 + xy2z5 + x3y2z5 + x2y3z5 + x2y2z6}
+τ
z3(x2 − y2)(1− x2y2)
(xy − z2)(x− yz2)(y − xz2)(1− xyz2)
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Figure 5.9: The typical dominant dimer configurations for k = 7 when a → 0: each a-type face in the
inscribed square region is occupied by two dimers, with two arbitrary choices of orientation on each a-type
face (shaded).
and:
ρ(1,1)(x, y, z)
xy
=
z
(xy − z2)(x− yz2)(y − xz2)(1− xyz2) ×{
x2y2 + x2yz + xy2z + x3y2z + x2y3z + y2z2 + x2y2z2 + x4y2z2 − x2yz3
−xy2z3 − x3y2z3 − x2y3z3 − xyz4 − x3yz4 − x2y2z4 − xy3z4 − x3y3z4 + x2y2z6}
−τ z
3(x2 − y2)(1− x2y2)
(xy − z2)(x− yz2)(y − xz2)(1− xyz2)
with τ = c
2
c2+d2 . As explained above, the final generating function for 〈1 − Di,j〉0,0,2k−1 for i + j even is
obtained by extracting the even powers of x, y from ρ(0,0) and the odd powers of x, y from ρ(1,1)/(xy), namely
by forming:
U(x, y, z) =
1
4
(A(x, y, z) +A(−x, y, z) +A(x,−y, z) +A(−x,−y, z))
+
1
4
(B(x, y, z)−B(−x, y, z)−B(x,−y, z) +B(−x,−y, z))
where A = ρ(0,0), and B = ρ(1,1)/(xy) above. Similarly, the generating function for 〈1−Di,j〉1,1,2k for i+ j
even is obtained by extracting the odd powers of x, y from ρ(0,0) and the even powers of x, y from ρ(1,1)/(xy),
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namely by forming:
V (x, y, z) =
1
4
(A(x, y, z)−A(−x, y, z)−A(x,−y, z) +A(−x,−y, z))
+
1
4
(B(x, y, z) +B(−x, y, z) +B(x,−y, z) +B(−x,−y, z))
Let us denote by fk(x, y) the coefficient of z
k in the series expansion of f(x, y, z), and by [n]x =
xn−x−n
x−x−1
and similarly for y. Noting the generating functions
∑
n≥0
[n]x[n]yz
n =
x2y2z(1− z2)
(xy − z2)(x− yz2)(y − xz2)(1− xyz2)∑
n≥1
[n+ 1]x[n− 1]yzn = yz
2(y + x2y + x4y − xz − x3z − xy2z − x3y2z + x2yz2)
(xy − z2)(x− yz2)(y − xz2)(1− xyz2)
and expressing U(x, y, z) and V (x, y, z) in terms of these, we finally get:
U4k−1(x, y) = [2k]x[2k]y − [2k − 1]x[2k − 1]y
U4k−3(x, y) = τ([2k − 2]x[2k]y − [2k − 3]x[2k − 1]y)
+(1− τ)([2k]x[2k − 2]y − [2k − 1]x[2k − 3]y)
V4k−1(x, y) = τ([2k − 1]x[2k + 1]y − [2k − 2]x[2k]y)
+(1− τ)([2k + 1]x[2k − 1]y − [2k]x[2k − 2]y)
V4k−3(x, y) = [2k − 1]x[2k − 1]y − [2k − 2]x[2k − 2]y
Recall that the U ’s correspond to the averages in the dimer model on Aztec graphs with a central face of
a type, while the V ’s correspond to the averages in the dimer model on Aztec graphs with a central face
of b type. The case U4k−1, V4k−3 display an alternance of ±1 on (even, even)/(odd,odd) faces. This is in
agreement with the typical dominant configuration represented in Fig.5.9, corresponding to U7(x, y): the
facet occupies exactly the inscribed square |i|, |j| ≤ 3, while outside this domain each face is occupied by a
single dimer, i.e. we have four corners frozen in their respective fundamental states with zero entropy. The
cases U4k−3, V4k−1 also have a central facet square region with the same alternance of ±1, but have a thin
boundary region around the square where the averages explicitly depend on τ .
We conclude that asymptotically the density is identically zero outside of the inscribed square |u|, |v| ≤ 12 ,
while inside it takes finite nonzero values that alternate on two square sublattices. The arctic curve is nothing
but the exact phase separation, here reduced to the inscribed square |u| = 12 , |v| ≤ 12 and |v| = 12 , |u| ≤ 12 .
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α = 1 α = 0.98 α = 0.5 α = 0.01
Figure 5.10: Density profiles for ρi,j,k for the periodic initial data corresponding to different values of α. We
fixed b = c = d = 1 and vary a accordingly to get the α shown in the profiles (see (5.18))
More generally, when 1 > σ, τ > 0, we still expect frozen corner phases and a central facet phase induced
by the pinning on one sublattice of configurations of pairs of parallel dimers, corresponding to the smallest
weights among a, b and c, d. The plot of the arctic curve (5.21) shows that a disordered phase separates
the facet from the frozen corners. In both the frozen corners and the facet, the convergence of ρi,j,k for
i/k = u, j/k = v fixed is exponential in k. As explained above, the behavior of ρ(0,0) in the disordered phase
is connected to the singularity x = y = z = 1 of both numerator (5.20) and denominator (5.19). We find
that the leading orders in the t expansion for x→ 1− tx, y → 1− ty, z → 1− tz are respectively Q(0,0) ∼ t
if σ 6= 12 , and Q(0,0) ∼ t2 otherwise, while D ∼ t4 in all cases. We deduce that if σ = 12 then ρi,j,k for
i/k = u, j/k = v fixed tends to 0 algebraically, as k−1, and diverges at the boundary of the temperate zone
(both along the facet border and the frozen corners border). However if σ 6= 12 , we find that ρi,j,k tends to
a scaling function without any global rescaling. We display in Fig.5.10 a picture of the values of |ρ(0,0)i,j,k | for
size k = 85, −k ≤ i, j ≤ k and both i and j even.
5.4 Toroidal initial data II: the m-toroidal case
In this section, we introduce the T -system with initial data wrapped on a torus involving 4m arbitrary initial
values. This particular choice is exactly solvable, and leads to the exact derivation of higher degree arctic
curves.
5.4.1 Exact solution of the T -system with m-toroidal initial data
Definition 5.4.1. Let us consider the following condition on the initial data {ti,j}i,j∈Z of the T -system
(5.1):
ti+m,j−m = ti,j and ti+2,j+2 = ti,j (i, j ∈ Z) (5.23)
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Figure 5.11: The initial data of the m-toroidal T -system in the (i, j) plane. The empty circles correspond
to k = 0 and the filled circles to k = 1. We have shaded a fundamental domain for the corresponding torus.
Initial data with this property will be called m-toroidal boundary conditions. The corresponding torus of the
Z2 plane is generated by the two vectors ~e1 = (m,−m, 0) and ~e2 = (2, 2, 0).
It is easy to show that any solution of the T -system with m-toroidal boundary conditions satisfies the
same toroidal conditions, namely that: Ti+m,j−m,k = Ti,j,k and Ti+2,j+2,k = Ti,j,k for all i, j ∈ Z and k ∈ Z+,
and i+ j + k = 1 mod 2.
Quite remarkably, there is an explicit expression for the solution of the T -system for m-toroidal boundary
conditions.
Let us first denote respectively by ai, bi, ci, di the initial data corresponding to a fundamental domain in
the planes k = 0 and k = 1, namely (see Fig.5.11 for an illustration):
ai = Ti+1,−i,0 = ti+1,−i bi = Ti+2,−i+1,0 = ti+2,−i+1
ci = Ti,−i,1 = ti,−i di = Ti+1,−i+1,1 = ti+1,−i+1 (5.24)
for i ∈ Z. The sequences ai, bi, ci, di i ∈ Z are clearly periodic with period m, as a direct consequence of the
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conditions (5.23). Let us further introduce two m-periodic sequences xi, yi defined as:
xi =
cidi+1 + ci+1di
aibi
and yi =
ai−1bi + aibi−1
cidi
(i ∈ Z) (5.25)
Note that we have:
Ti+1,−i,2 = xibi Ti+2,−i+1,2 = xiai
We also define for n ≥ 1 and i ∈ Z the quantities:
un,i =
n−1∏
`=0
(xi−`−1)
n+1
2 −
∣∣n−1
2 −`
∣∣
vn,i =
n−1∏
`=0
(yi−`−1)
n+1
2 −
∣∣n−1
2 −`
∣∣
(5.26)
with the convention that u0,i = u−1,i = u−2,i = 1 and similarly for v. Finally, let θi,j,k be defined for i, j ∈ Z
and k ∈ Z+ as:
θi,j,k = Ti+b k2 c,j+b k2 c,kmod 2 (5.27)
In particular, for k = 0, 1 we have from the initial data (5.2):
θi,j,i+j+1 mod 2 = ti,j . (5.28)
With the above definitions, the following theorem gives the exact value of the solution Ti,j,k of the
T -system with m-toroidal boundary conditions.
Theorem 5.4.2. With the above definitions for un,i, vn,i, θi,j,k, the solution Ti,j,k to the T -system with
m-toroidal boundary conditions (5.23) given by (5.24) reads explicitly:
Ti,j,k = uk−1, i−j+k−12 vk−2, i−j+k−12 θi,j,k (5.29)
Moreover, we have the following explicit values for the cross-ratios Li,j,k and Ri,j,k, with the notations
α = i−j2 , β =
i−j−1
2 , and δ
[p]
i,j = δi−j,0 mod p:
Li,j,k =
Ti+1,j,kTi−1,j,k
Ti,j,k+1Ti,j,k−1
= δ
[4]
i+j+k,0
(
δ
[2]
k,0
aαbα−1
aαbα−1 + aα−1bα
+ δ
[2]
k,1
cβ+1dβ
cβdβ+1 + cβ+1dβ
)
+δ
[4]
i+j+k,2
(
δ
[2]
k,0
aα−1bα
aαbα−1 + aα−1bα
+ δ
[2]
k,1
cβdβ+1
cβdβ+1 + cβ+1dβ
)
Ri,j,k =
Ti,j+1,kTi,j−1,k
Ti,j,k+1Ti,j,k−1
= 1− Li,j,k
Proof. For Ti,j,k as in the statement of the theorem, let us compute the ratios Li,j,k and Ri,j,k. To this end,
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we note that by definition:
uk,α
uk−1,α
=
b k−12 c∏
`=0
xα−k+` and
uk−1,α−1 uk−1,α
uk−2,α−1 uk,α
=
 1 if k even1/xα− k+12 otherwise (5.30)
and similarly for v:
vk−2,α−1 vk−2,α
vk−3,α−1 vk−1,α
=
1/yα− k2 if k even1 otherwise (5.31)
Let us pick i, j, k such that i + j + k = 0 mod 2, and use the result for the cross-ratios of (5.30-5.31) for
α = i−j+k2 . Noting finally that
θi+1,j,2kθi−1,j,2k
θi,j,2k+1θi,j,2k−1
=

aαbα−1
cαdα
if i+j+2k2 even
aα−1bα
cαdα
otherwise
(
α =
i− j
2
)
θi+1,j,2k−1θi−1,j,2k−1
θi,j,2kθi,j,2k−2
=

cβdβ+1
aβbβ
if i+j+2k−12 even
cβ+1dβ
aβbβ
otherwise
(
β =
i− j − 1
2
)
we conclude that
Li,j,2k =

aαbα−1
aαbα−1+aα−1bα
if i+ j + 2k = 0 mod 4
aα−1bα
aαbα−1+aα−1bα
if i+ j + 2k = 2 mod 4
(
α =
i− j
2
)
Li,j,2k−1 =

cβ+1dβ
cβdβ+1+cβ+1dβ
if i+ j + 2k − 1 = 0 mod 4
cβdβ+1
cβdβ+1+cβ+1dβ
if i+ j + 2k − 1 = 2 mod 4
(
β =
i− j − 1
2
)
Similarly we compute the quantities:
Ri,j,2k =

aα−1bα
aαbα−1+aα−1bα
if i+ j + 2k = 0 mod 4
aαbα−1
aαbα−1+aα−1bα
if i+ j + 2k = 2 mod 4
(
α =
i− j
2
)
Ri,j,2k−1 =

cβdβ+1
cβdβ+1+cβ+1dβ
if i+ j + 2k − 1 = 0 mod 4
cβ+1dβ
cβdβ+1+cβ+1dβ
if i+ j + 2k − 1 = 2 mod 4
(
β =
i− j − 1
2
)
We conclude that Ri,j,k + Li,j,k = 1 for all k ≥ 0 and i, j ∈ Z, and therefore Ti,j,k satisfies the T -system
(5.1). Moreover, the initial values of Ti,j,k are Ti,j,i+j+1 mod 2 = θi,j,i+j+1 mod 2 = ti,j by (5.28). The theorem
follows.
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Example 5.4.3. For m = 1, all sequences are constant, ai = a, bi = b, ci = c, di = d, and xi =
2ab
cd = x,
yi =
2cd
ab = y. Moreover, we have un,i = x
b (n+1)24 c, vn,i = yb
(n+1)2
4 c, hence:
Ti,j,k = 2
k(k−1)
2
(
ab
cd
)b k2 c {
δ
[2]
k,0
(
a δ
[4]
i+j+k,1 + b δ
[4]
i+j+k,3
)
+ δ
[2]
k,1
(
c δ
[4]
i+j+k,1 + d δ
[4]
i+j+k,3
)}
This solution is slightly more general that the uniform one (which would correspond to a = b = c = d = 1
and Ti,j,k = 2
k(k−1)
2 ), but we easily compute:
Ri,j,k = Li,j,k =
1
2
(i, j ∈ Z; k ∈ Z+; i+ j + k = 0 mod 2) ,
therefore the general equation (5.4) for the density reduces to that of the uniform case (5.8).
Example 5.4.4. For m = 2, we find that
x0 =
c1d0 + c0d1
a0b0
, x1 =
c1d0 + c0d1
a1b1
, y0 =
a0b1 + a1b0
c0d0
, y1 =
a0b1 + a1b0
c1d1
.
and the solution reads:
Ti,j,k = δ
[2]
k,0
(
a i−j−1
2
δ
[4]
i+j+k,1 + b i−j−1
2
δ
[4]
i+j+k,3
)
(x0x1y0y1)
k(k−2)
8
(
x i−j−1
2
)b k+24 c (
x i−j+1
2
)b k4 c
+ δ
[2]
k,1
(
c i−j
2
δ
[4]
i+j+k,1 + d i−j
2
δ
[4]
i+j+k,3
)
(x0x1y0y1)
k2−1
8
(
y i−j
2
)−b k−14 c (
y i−j
2 +1
)−b k+14 c
Again, this solution is more general than that of the 2×2 case (5.15) (which would correspond to c0 = d1 = a,
c1 = d0 = b, a1 = b0 = c, and a0 = b1 = d), but as we shall see below (Example 5.4.9), it has the same
values of Ri,j,k and Li,j,k and therefore the same equation for the density.
5.4.2 Density: exact derivation
In this section we consider the T -system with m-toroidal boundary conditions. We define the density
ρ ≡ ρ(0,0) as before as the response of the system to an infinitesimal perturbation of the initial data at
position (0, 0), with value T0,0,1 = t0,0 = c0. More precisely, we write:
ρi,j,k = c0
∂Log Ti,j,k
∂t0,0
∣∣∣
t0,0=c0
Our aim in this section is to compute ρi,j,k explicitly (As before, the singularity locus of the generating
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function for ρ will determine the suitable arctic curve.). Note that we have the following initial conditions:
ρi,j,0 = 0 and ρi,j,1 = δi,0δj,0 (i, j ∈ Z) (5.32)
Next, differentiating the T -system relation w.r.t. to t0,0 provides us with the following system of linear
recursion relations for ρi,j,k:
ρi,j,k+1 + ρi,j,k−1 = Li,j,k(ρi+1,j,k + ρi−1,j,k) +Ri,j,k(ρi,j+1,k + ρi,j−1,k) (5.33)
which, together with the initial conditions (5.32), determine ρi,j,k entirely. The crucial remark here is that
although this system is infinite, it has only finitely many distinct coefficients. Indeed, from Theorem 5.4.2,
we deduce the following simple:
Corollary 5.4.5. The quantities (Li,j,k, Ri,j,k) for the solutions of the T -system with m-toroidal boundary
conditions have the following periodicities:
Li+2,j+2,k = Li,j,k Li+m,j−m,k = Li,j,k Li+1,j+1,k+2 = Li,j,k
Ri+2,j+2,k = Ri,j,k Ri+m,j−m,k = Ri,j,k Ri+1,j+1,k+2 = Ri,j,k
Proof. The first two relations are clear, as this periodicity is inherited from that of the initial data (5.23).
The last one is checked directly on the expressions for Li,j,k, Ri,j,k of Theorem 5.4.2: one simply notices
that the translation (i, j, k) → (i + 1, j + 1, k + 2) leaves α and β invariant, and leaves also the quantity
i+ j + k → i+ j + k + 4 invariant modulo 4, and k → k + 2 invariant modulo 2.
In other words, coefficients of the system (5.33) are periodic in the Z3 lattice, with period vectors:
~e1 = (2, 2, 0), ~e2 = (m,−m, 0) and ~e3 = (1, 1, 2). This suggests to introduce the following generating
functions, for i, j ∈ Z and k ∈ Z+:
ρ(i,j,k)(x, y, z) =
∑
a,b∈Z,c≥0
ρi+2a+mb+c,j+2a−mb+c,k+2cxi+2a+mb+cyj+2a−mb+czk+2c
while the total density generating function ρ(x, y, z) =
∑
i,j∈Z,k∈Z+ x
iyjzkρi,j,k is equal to the sum
ρ(x, y, z) =
∑
(i,j,k)∈Πm
ρ(i,j,k)(x, y, z)
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where Πm is the set of integral points within the paralellepipedon based on ~ei, i = 1, 2, 3, namely:
Πm = {
3∑
i=1
ti~ei, 0 ≤ ti < 1} ∩ {(i, j, k) ∈ Z3, i+ j + k = 1 mod 2}
Note that with the above definition, ρ(i,j,k)(x, y, z) is periodic in i, j, k, namely it satisfies:
ρ(i+2a+mb+c,j+2a−mb+c,k+2c)(x, y, z) = ρ(i,j,k)(x, y, z)
for a, b ∈ Z and c ∈ Z+, for all i, j ∈ Z and k ∈ Z+. For later use, we also note that, extending the above
definition to k = −1 leads to:
ρ(i,j,−1)(x, y, z) = −z−1δi,0δj,0 +
∑
a,b∈Z,c≥1
ρi+2a+mb+c,j+2a−mb+c,k+2cxi+2a+mb+cyj+2a−mb+czk+2c
= −z−1δi,0δj,0 + ρ(i+1,j+1,1)(x, y, z)
where we have used ρi,j,1 + ρi,j,−1 = 0 and the initial condition. We finally obtain the following system for
the generating functions ρ(i,j,k)(x, y, z), k = 0, 1 by use of the periodicities:
For i+ j = 0 mod 2 :
z−1ρ(i,j,1)(x, y, z) + zρ(i+1,j+1,1)(x, y, z) = Li,j,0(x−1ρ(i+1,j,0)(x, y, z) + xρ(i−1,j,0)(x, y, z))
+Ri,j,0(y
−1ρ(i,j+1,0)(x, y, z) + yρ(i,j−1,0)(x, y, z)) + δi,0δj,0
For i+ j = 1 mod 2 :
z−1ρ(i−1,j−1,0)(x, y, z) + zρ(i,j,0)(x, y, z) = Li,j,1(x−1ρ(i+1,j,1)(x, y, z) + xρ(i−1,j,1)(x, y, z))
+Ri,j,1(y
−1ρ(i,j+1,1)(x, y, z) + yρ(i,j−1,1)(x, y, z))
We may actually further restrict this system to a fundamental domain Pm of the (i, j, k), k = 0, 1 planes
modulo ~e1 and ~e2, which we take to be:
Pm =
{
(i+ 1,−i, 0), (i+ 2,−i+ 1, 0), (i,−i, 1), (i+ 1,−i+ 1, 1)
}
i∈{0,1,...,m−1}
Let us define the four following m-periodic functions for i ∈ Z:
αi(x, y, z) = ρ
(i+1,−i,0)(x, y, z), βi(x, y, z) = ρ(i+2,−i+1,0)(x, y, z)
γi(x, y, z) = ρ
(i,−i,1)(x, y, z), δi(x, y, z) = ρ(i+1,−i+1,1)(x, y, z)
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and the coefficients
λi = Li,−i,0 =
aibi−1
ai−1bi + aibi−1
µi = Li+2,−i+1,1 =
ci+1di
cidi+1 + ci+1di
(5.34)
so that Li+1,−i+1,0 = 1−λi and Li+3,−i+2,1 = 1−µi. Note also that, as is readily seen from their definition,
these coefficients are not independent, as they must satisfy the relations:
m−1∏
i=0
(
1
λi
− 1
)
=
m−1∏
i=0
(
1
µi
− 1
)
= 1 (5.35)
We may summarize the above results into:
Theorem 5.4.6. The density generating functions αi, βi, γi, δi, for i ∈ {0, 1, ...,m− 1}, are uniquely deter-
mined as the solutions of the following 4m× 4m linear system:
z−1 αi + z βi − λi (x−1 γi+1 + x δi)− (1− λi)(y−1 γi + y δi+1) = 0
z−1 βi + z αi − (1− λi)(x−1 δi+1 + x γi)− λi (y−1 δi + y γi+1) = 0
z−1 γi + z δi − µi (x−1 αi + xβi−1)− (1− µi)(y−1 αi−1 + y βi) = δi,0
z−1 δi + z γi − (1− µi)(x−1 βi + xαi−1)− µi (y−1 βi−1 + y αi) = 0 (5.36)
for i, j ∈ {0, 1, ...,m− 1}, subject to the periodicity conditions αm = α0, α−1 = αm−1, and similarly for the
β, γ, δ’s.
The solution of the general system for the m-periodic densities of Theorem 5.4.6 is always a rational
fraction of x, y, z, with denominator given by the determinant of the system (5.36). The matrix of coefficients
may be rewritten in block form as:
C(x, y; {λi, µi}) =

z−1 I zI −M(x, y) −M¯(y−1, x−1)
z I z−1I −M(y−1, x−1) −M¯(x, y)
−P (x, y) −P¯ (y−1, x−1) z−1I z I
−P (y−1, x−1) −P¯ (x, y) z I z−1I

(5.37)
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where all the entries are m×m matrices, with:
P (x, y) =

µ0
x 0 0 · · · 0 1−µ0y
1−µ1
y
µ1
x 0 0
0 1−µ2y
µ2
x
. . . 0
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0 · · · · · · 0 1−µm−1y µm−1x

M(x, y) =

1−λ0
y
λ0
x 0 · · · 0 0
0 1−λ1y
λ1
x
. . . 0
0 0 1−λ2y
λ2
x
. . .
...
...
. . .
. . .
. . .
. . . 0
0
. . .
. . .
. . . λm−2
x
λm−1
x · · · · · · 0 0 1−λm−1y

and P¯ (x, y) is P (x, y) with µi and 1 − µi interchanged, while M¯(x, y) is M(x, y) with λi and 1 − λi inter-
changed.
Remark 5.4.7. Note that P (x, y) = M¯(y, x)t
∣∣∣
λi→µi
. This implies that the coefficient matrix C obeys the
following symmetry relation:
C(y, x; {µi, λi}) = C(x, y; {λi, µi})t
Example 5.4.8. For m = 1, the relation (5.35) gives λ0 = µ0 =
1
2 as expected. Moreover, denoting by
α ≡ α0, etc., the linear system of Theorem 5.4.6 reduces to:
z−1 α+ z β − 1
2
(x−1 γ + x δ)− 1
2
(y−1 γ + y δ) = 0
z−1 β + z α− 1
2
(x−1 δ + x γ)− 1
2
(y−1 δ + y γ) = 0
z−1 γ + z δ − 1
2
(x−1 α+ xβ)− 1
2
(y−1 α+ y β) = 1
z−1 δ + z γ − 1
2
(x−1 β + xα)− 1
2
(y−1 β + y α) = 0
The total density ρ = α+ β + γ + δ therefore satisfies:
(
z−1 + z − 1
2
(x+ x−1 + y + y−1)
)
ρ(x, y, z) = 1
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Periods (2,0) (0,2) Periods (2,−2) (2,2)
Figure 5.12: Comparison between the facet phases of the 2× 2 (left) and 2-toroidal (right) T -system. In the
latter the pinning of configurations for small c0 is on a larger square sublattice (of c0-type faces). But as
a result, the sublattice of d1-type faces decouples entirely, and these also have two arbitrary parallel dimer
configurations, which makes the phases identical configurationwise.
which matches (5.12).
Example 5.4.9. For m = 2, the relation (5.35) gives λ1 = 1−λ0 and µ1 = 1−µ0. The 8× 8 linear system
of Theorem 5.4.6 reads:
z−1 α0 + z β0 − λ0 (x−1 γ1 + x δ0)− λ1 (y−1 γ0 + y δ1) = 0
z−1 β0 + z α0 − λ1 (x−1 δ1 + x γ0)− λ0 (y−1 δ0 + y γ1) = 0
z−1 α1 + z β1 − λ1 (x−1 γ0 + x δ1)− λ0 (y−1 γ1 + y δ0) = 0
z−1 β1 + z α1 − λ0 (x−1 δ0 + x γ1)− λ1 (y−1 δ1 + y γ0) = 0
z−1 γ0 + z δ0 − µ0 (x−1 α0 + xβ1)− µ1 (y−1 α1 + y β0) = 1
z−1 δ0 + z γ0 − µ1 (x−1 β0 + xα1)− µ0 (y−1 β1 + y α0) = 0
z−1 γ1 + z δ1 − µ1 (x−1 α1 + xβ0)− µ0 (y−1 α0 + y β1) = 0
z−1 δ1 + z γ1 − µ0 (x−1 β1 + xα0)− µ1 (y−1 β0 + y α1) = 0
This boils down to the following 4×4 system for a new set of generating functions: α = α0 +β1, β = β0 +α1,
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λ1 = 4/9 λ1 = 1/5 λ1 = 19/10 λ1 = 200/201
Figure 5.13: Arctic curves for the 3-toroidal initial data corresponding to different values of λ1, where
λ0 = 1/2, λ2 = 1− λ1 and µ0 = µ1 = µ2 = 1/2.
γ = γ0 + δ1 and δ = δ0 + γ1:
z−1 α+ z β − λ0 (x−1 + x)δ − λ1 (y−1 + y)γ = 0
z−1 β + z α− λ1 (x−1 + x)γ − λ0 (y−1 + y)δ = 0
z−1 γ + z δ − µ0 (x−1 + x)α− µ1 (y−1 + y)β = 1
z−1 δ + z γ − µ1 (x−1 + x)β − µ0 (y−1 + y)α = 0
with λ0 + λ1 = 1 = µ0 + µ1. Note that this system is equivalent to that of (5.17), with λ1 = σ and µ1 = τ .
The simple reason for this is that the condition (5.35) has induced a more restrictive periodicity condition
on the coefficients λi, µi, namely λ1 = 1 − λ0 and µ1 = 1 − µ0, which is equivalent to that of Section 5.3.
Another indication is found by comparing the facet phases in both models. We have represented in Fig.5.12
the two facet phases. The pinning of dimer configurations on c0 type faces for c0 small induces a pinning on
d1 faces as well, which makes the two phases identical.
5.4.3 Arctic curves and phase diagram/limit shape
It is clear that the solution of the general system for the m-periodic densities of Theorem 5.4.6 is always a
rational fraction of x, y, z, with denominator given by the determinant of the system (5.36).
Applying the same analysis as before, we have to compute the planar dual curve to the homogeneous
polynomial part of the denominator of the generating functions at the critical point x = y = z = 1. This
yields in general some algebraic curve P (u, v) of higher degree. It is not clear to us if the methods of [140]
for computing multivariate asymptotics can be applied here directly. However, based on numerical evidence
(see below), we conjecture that the curve P (u, v) = 0 is the generalized arctic curve for the m-periodic case.
The details being cumbersome, we display here various plots of these curves for m = 3, 4.
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µ1 = 1/5 µ1 = 2/3 µ1 = 9/10 µ1 = 99/100
Figure 5.14: Arctic curves for the 3-toroidal initial data corresponding to different values of µ1. Where
λ0 = 1/2, λ1 = 1/4, λ2 = 1− λ1 = 3/4, µ0 = 1/2 and µ2 = 1− µ1.
(a) (b)
Figure 5.15: Typical dominant states for the 3-toroidal partition function, in the cases where: (a) c0 → 0
while all other face weights remain finite (we have shaded the c0-type faces); and (b) c0 ∼ d1 → 0 while all
other face weights remain finite (both types of faces are shaded).
Remark 5.4.10. The arctic curve is obtained by considering the singularity locus det(C) = 0 with C as in
(5.37). From Remark 5.4.7, as det(C) = det(Ct), we deduce that this singularity locus is invariant under
simultaneous interchange of x ↔ y and λi ↔ µi for i = 0, 1, ...,m − 1. As a consequence, the arctic curve
P (u, v) is invariant under the simultaneous interchange of u ↔ v and λi ↔ µi for i = 0, 1, ...,m − 1. In
particular, in the case when λi = µi for all i, the curve is symmetric w.r.t. the first diagonal: P (u, v) =
P (v, u). However, as evidenced by the data below, this symmetry seems to hold for arbitrary λ’s and µ’s as
well, but we have no general proof of this fact.
Case m = 3
For m = 3, the arctic curve is found generically to be the zero locus of a polynomial of degree 14 in u, v.
In the physical range of parameters λi, µi ∈ [0, 1], we find generically 3 disconnected pieces, a first curve
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µ0 = 5/9(c0 = 4/5) µ0 = 3/5(c0 = 2/3) µ0 = 4/5(c0 = 1/4) µ0 = 9/10(c0 = 1/9)
Figure 5.16: Density profiles for ρi,j,k for the 3-toroidal initial data corresponding to different values of µ0.
Where µ1 = 1/2, µ2 = 1− µ0 and λ0 = λ1 = λ2 = 1/2. (We have fixed a0 = a1 = a2 = b0 = b1 = b2 = c1 =
c2 = d0 = d1 = d2 = 1 and only vary c0.)
tangent to the square |u| + |v| = 1 in four points, and two inner pieces, each with 4 cusps, thus defining
three inner regions in addition to the 4 frozen corners. As before, we expect the two innermost regions to
correspond to facet type phases, where the configurations get pinned to the faces with the smallest weights.
As before, the density tends to 0 exponentially in the corners, and as a power of k in the disordered region.
Assuming say that c0 → 0 while the other faces weights remain finite, we expect the crystalline state
depicted in Fig.5.15 (a) to be dominant. If we take c0 ∼ d1 → 0, the crystalline state of Fig.5.15 (b) tends
to dominate the partition function. In all cases, we have a pinning of the configurations on the shaded faces
with smallest weights, all tending to be occupied by two parallel dimers, with 2 possibilities on each shaded
face.
These however are not compatible with the boundary conditions of the Aztec graph, hence the formation
of facets. Note that in the limiting case where one of the weights vanishes (see Fig.5.14 right, with µ1 =
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100 ,
µ2 =
1
100 ), the two facets meet at a quadruple point, which in the limit is the intersection of two tangent
ellipses.
We have displayed in Fig. 5.13 the arctic curves occurring when the µ parameters are all trivial (= 1/2)
while the λ’s vary. The curve is symmetric, and the two facets have identical size. In Fig.5.14 however, we
have let both λ’s and µ’s vary, and we see that the relative sizes of the facets vary as well. The qualitative
explanation for this is that one of the facet phases is more compatible with certain corners than others.
Like in the 2 × 2 periodic initial data case of Sect.5.3.4, the behavior of ρi,j,k for large k is found by
comparing how the numerator and denominator of the expression for ρ(0,0)(x, y, z) behave in the vicinity of
the singular point x = y = z = 1. We find that ρ(0,0)(1 − tx, 1 − ty, 1 − tz) behaves as t−3 when λ0 6= λ2,
and as t−2 otherwise, which means that if λ0 6= λ2 ρi,j,k tends to 0 algebraically as k−1, whereas it goes to a
scaling function without overall scaling otherwise. We have represented the profiles of the density function
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λ2 = 4/9 λ2 = 1/5 λ2 = 9/10 λ2 = 19/20
Figure 5.17: Arctic curves for the 4-toroidal initial data corresponding to different values of λ2. Where
λ0 = 1/2, λ1 = 1/2, λ3 = 1− λ2 and µ0 = µ1 = µ2 = µ3 = 1/2.
λ2 = 1/2 λ2 = 1/3 λ2 = 1/4 λ2 = 9/10
Figure 5.18: Arctic curves for the 4-toroidal initial data corresponding to different values of λ2. Where
λ0 = 1/2, λ1 = 2/3, λ3 =
2
1+λ2
− 1 and µ0 = µ1 = µ2 = µ3 = 1/2.
kρ
(0,0)
i,j,k for size k = 77 in Fig.5.16.
Case m = 4
The structure of phases is similar to the cases m = 2, 3, except that we now have 3 inner facet regions along
the diagonal of the square domain. As before, we first display in Figs.5.17-5.18 the case when all µ’s are
trivial (= 1/2) and λ’s vary. We see that the picture is again symmetric w.r.t. the center. In Fig. 5.19, we
let both λ’s and µ’s vary, and observe that the relative sizes of the various facet regions vary.
Note finally that the case m = 4 reduces to the case m = 2 if we choose λ2 = λ0 and λ3 = λ1 = 1− λ0,
and µ2 = µ0, µ3 = µ1 = 1− µ0, as this changes the periodicity of Ri,j,k, Li,j,k to ~e1′ = (2, 2), ~e2′ = (2,−2)
and ~e3
′ = (1, 1, 2).
Another interesting sub-case is when λ0 + λ2 = λ1 + λ3 = 1 while µ0 + µ2 = µ1 + µ3 = 1. In this case,
we get a family of curves with one less facet region, which qualitatively look like those of the m = 3 case
(see Fig.5.18 left for an example with λ0 =
1
2 and λ1 =
2
3 while µ0 = µ1 =
1
2 ). Note that the choice of
parameters above has changed the periodicity of Ri,j,k, Li,j,k to ~e1
′ = (2, 2), ~e2
′ = (3,−1) and ~e3′ = (1, 1, 2),
thus effectively dividing by 2 the volume of the fundamental domain in Z3 for the 4-toroidal case. One way
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µ2 = 1/3 µ2 = 2/3 µ2 = 4/5 µ2 = 9/10
Figure 5.19: Arctic curves for the 4-toroidal initial data corresponding to different values of µ2. Where
λ0 = 1/2, λ1 = 2/3, λ2 = 4/5, λ3 = 1/9 and µ0 = 1/2, µ1 = 1/4 and µ3 =
3(1−µ2)
3−2µ2 .
0d
0c
0b
0d
1d
0c
1a
1b
0c
1c
0d
1a0b
1c 0a
0d0c 0a 1d 1b
1a1c 0c
1d
0c
i
j
Figure 5.20: For the 4-toroidal case with λ0 +λ2 = λ1 +λ3 = 1 and µ0 +µ2 = µ1 +µ3 = 1, the fundamental
domain is de facto reduced by half. We have shaded the new fundamental domain, generated by (2, 2) and
(3,−1).
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of realizing the relations between the λ’s and the µ’s is to take ci+2 = di, di+2 = ci and bi+2 = ai, ai+2 = bi
for all i. The torus of initial data in this case is twice as small, generated by (2, 2) and (3,−1) as shown in
Fig.5.20.
Note that despite its qualitative similarity with the m = 3 case, this is different, as the two fundamental
domains are inequivalent.
General case and quotients
In general, we expect generically m− 1 facet regions along the diagonal of the square |u|+ |v| = 1. Like in
the cases m = 2, 3, 4, we find that ρ(0,0)(1 − tx, 1 − ty, 1 − tz) behaves like t−3 for λ0 6= λm−1 and like t−2
otherwise, hence we expect that ρi,j,k scales like k
−1 for λ0 = λm−1 and tends directly to a scaling function
without overall rescaling otherwise.
For even m = 2p, we have, like for m = 4, two sub-cases of interest.
The first one is a reduction to the p-toroidal case, by picking parameters λi, µi such that λi+p = λi and
µi+p = µi for i = 0, 1, .., p−1. The second is by picking λi+p = 1−λi and µi+p = 1−µi, i = 0, 1, ..., p−1. The
new periodicity of Ri,j,k, Li,j,k is ~e1
′ = (2, 2), ~e2
′ = (p+ 1, p− 1) and ~e3′ = (1, 1, 2), again dividing by 2 the
volume of the fundamental domain of Z3 of the m-toroidal case. For this reason, we call the corresponding
boundary conditions the Z2 quotient of the m = 2p-toroidal case.
More generally, if m = pq for some positive integers p, q, we may take λi+q = λi and µi+q = µi for all
i to reduce the m-toroidal case to the q-toroidal one. Similarly, for p = 2` even, picking λi+q = 1− λi and
µi+q = 1− µi, for all i reduces the m-toroidal case to one with periodicities ~e1′ = (2, 2), ~e2′ = (q + 1, q − 1)
and ~e3
′ = (1, 1, 2), that is to the Z2 quotient of the 2q-toroidal case.
5.5 Conclusion and discussion
5.5.1 Summary and perspectives
In this chapter we have obtained the exact solutions of the octahedron equation with initial data satisfying
m-toroidal boundary conditions, namely some specific doubly periodic initial conditions. We have used this
solution to compute a density function of the associated dimer model on an Aztec graph, and investigate its
singularities in the limit of large size of the graph.
The generic result is a phase diagram with three types of phases for the dimer configurations: frozen
corners with no entropy, disordered intermediate region, and facets with order and entropy.
Our analysis uses exclusively the octahedron equation and the properties of its particular solutions.
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Analogous equations have been considered recently such as the cube recurrence [32] related to combinatorial
groves and the hexahedron equation related to double-dimers [104]. Although not directly related to a dimer
model, these display the same arctic phenomena [104,117]. It would be interesting to see whether analogous
exact solutions such as the m-toroidal ones of the present chapter, exist in these other cases. If so, we expect
some special patterns of frozen, disordered and facet phases to occur.
Another direction of generalization would consist of considering different geometries of initial data. In [51],
arbitrary initial data on stepped surfaces for the octahedron equation were investigated. Given a stepped
surface (i, j, ki,j)i,j∈Z with |ki,j+1 − ki,j | = |ki+1,j − ki,j | = 1 and i + j + ki,j = 1 mod 2 for all i, j, these
consist of the following initial data assignments:
Ti,j,ki,j = ti,j (i, j ∈ Z)
for some fixed parameters ti,j , i, j ∈ Z. It was shown in [51] that the solution Ti,j,k of the octahedron
equation with such initial conditions is the partition function of a dimer model on a graph obtained by
taking the shadow of the point (i, j, k) onto the initial data surface, and attaching to the resulting graph
edges weights expressed in terms of the local parameters ti,j . We may now consider the succession of partition
functions Ti,j,k for domains of growing size as k increases. For sufficiently nice surfaces such as “flat” periodic
structures with a fixed average rational normal vector, we expect the thermodynamic limit k →∞ of these
models to make sense. Special solutions of the octahedron equation should still be amenable to the study of
arctic curve phenomena. The same could possibly hold for the so-called brane tiling models [95].
Our new solutions should allow for an investigation of the behavior of tilings at the boundary between
phases, in the same spirit as Ref. [97], where it was shown in the uniform case that the “North Polar Region”
boundary converges to the Airy process, allowing for a connection to eigenvalue distributions of large random
matrix ensembles. In particular, we expect new universality classes to govern more singular regions, such as
the quadruple points arising when some weights tend to 0, corresponding to the identification of two cuspidal
points of two neighboring facet boundaries (see the rightmost picture of Figs. 5.13 and 5.14 for instance),
and reminiscent of the configuration leading to the tacnode process [4, 26].
5.5.2 Cluster algebra and arctic curves
The T -system equation is known to be a particular mutation in an infinite rank cluster algebra, with quiver
given by an antiferromagnetic orientation of the edges of the square lattice Z2, namely such that every other
square face is oriented clockwise. The cluster algebra describes rational transformations (called mutations)
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(b)(a) (c)
twist
Figure 5.21: The quivers obtained by folding the T -system quiver onto a torus, for the 2 × 2 case (a), the
m = 6-toroidal case (b) and the Z2 quotient of the m = 12-toroidal case (the quiver is simply obtained from
the m = 6 case by a twist, i.e. reversal of 4 arrows as indicated).
of variables (xi) attached to the vertices i of the quiver as follows. There is a mutation µk for each vertex k
of the quiver, and the action of µk on (xi) is [68]:
µk(xi) = xi if i 6= k
µk(xk) =
1
xk
∏
i→k
xi +
∏
k→j
xj
 (5.38)
where the first product is over all the tails of arrows with head k, and the second is over all heads of arrows
whose tail is k. The quiver mutates under µk as well (see [68] for a precise definition: this is a so-called
cluster algebra of geometric type, without coefficients).
The doubly periodic situation we have investigated in this chapter corresponds to finite rank folded cluster
algebras, for which the above quiver has been folded, by identifying the vertices modulo the corresponding
torus generators. We have represented in Fig.5.21 (a) the folded quiver for the 2× 2 periodic case of Section
5.3, in Fig.5.21 (b) the folded quiver for the m = 6-toroidal case, and in in Fig.5.21 (c) the folded quiver
for the Z2 quotient of the m = 12-toroidal case. The latter is obtained from the m = 6 quiver via a twist,
namely the reversal of 4 arrows connecting two neighboring pairs of vertices. Alternatively, if we view the
m-toroidal case quiver as a ribbon made of m oriented octahedra, then the Z2 quotient of the 2m-toroidal
case quiver is the corresponding Mo¨bius strip. Note that all the quivers are naturally bipartite.
The corresponding T system with toroidal boundary conditions is simply obtained by restricting to
compound mutations in which one performs all mutations at vertices of a given parity, and alternating
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between the two parities (any such compound mutation reflects all the arrows of the quiver). Let us denote
by (xi)i∈I and (Bi,j)i,j∈I respectively the cluster variables and exchange matrix elements coding the quiver
(B is a skew-symmetric integer matrix, such that Bi,j > 0 counts the number of arrows from vertex i to j).
Here I is a finite set, for instance I = {1, 2, ..., 4m} in the m-toroidal case.
The special property of the above quivers and their compound mutations is that the “coefficient” variables
defined as
yi =
∏
k∈I
x
Bi,k
k (i ∈ I) (5.39)
take only finitely many distinct values under arbitrary compound mutations. Indeed, in all cases, we may
identify yi with the ratio Li,j,k/Ri,j,k, which indeed takes only finitely many distinct values. Let us call
y-finite the corresponding cluster algebra.
This property was instrumental for determining the density ρ exactly. More generally, we may define an
analogue of such a density for any cluster algebra. Pick an initial cluster (xi)i∈I , and a particular cluster
variable, say xi0 . For any mutated cluster (x
′
i)i∈I we may define the density:
ρ(i0)(x′;x)j = xi0∂xi0 log x
′
j
It is easy to derive a linear recursion relation for ρj by differentiating the mutation relation (5.38). We get:
ρ′k + ρk = L
∑
i→k
ρi +R
∑
k→j
ρj
with L/R = yk and L+R = 1.
Assume that we choose some special set of (possibly compound) mutations, such that the variables yi
only take finitely many values under iteration of these mutations, then we see that ρ can be determined
as the solution of a periodic linear system, with initial data ρ(i0)(x;x)j = δj,i0 . Denoting by x
(k) the
image of x under the k-th iterate of these mutations we may form the generating series: ρ({wi}i∈I ; z) =∑
k≥0,j∈I ρ
(i0)(x(k);x)j wj z
k. As ρ(i0)(x(k);x)j solve a periodic linear system, the function ρ({wi}i∈I ; z)
is necessarily a rational fraction of wi, z. The denominator of this fraction governs the singularities of
ρ({wi}i∈I ; z) at large k. The interesting case is if I is infinite, and xi doubly or multiply periodic, say
I = {~a = (a1, a2, ..., ar) ∈ Zr} and x~a+~ei = x~a for r linearly independent vectors ~ei, i = 1, 2, ..., r. Then
we can choose finitely many catalytic variables say w1, ..., wr for the generating function ρ({wi}i∈[1,r]; z) =∑
k≥0,~a∈Zr ρ
(i0)(x(k);x)~a w~a z
k where w~a =
∏r
i=1 w
ai
i . This multivariate generating function should display
an arctic curve, obtained by blowing up the vicinity of the point wi = 1, z = 1 and taking the algebraic
110
dual.
This makes the search for y-finite cluster algebras worthwhile, as each of them will lead to interesting
algebraic “arctic” curves.
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Appendix A
Coefficients in the Ginzburg Landau
Free Energy
In the following we give a detailed derivation for the coefficients in the GL free energy (2.47) for the α-phase.
Similar analysis can be carried out for the β-phase. Following Radzihovsky [142] (and references therein),
we write S = S0 + Sint + β
∑
Q
|∆Q|2
g
, where:
S0 =
∫ β
0
dτ
∑
k,σ
ψ¯k,σ(∂τ + ξk,σ)ψk,σ
Sint =−
∫ β
0
dτ
∑
Q
∑
k
[
γ(k)ψ¯k+Q/2,↑ψ¯−k+Q/2,↓∆Q + γ(k)∆∗Qψ−k+Q/2,↓ψk+Q/2,↑
] (A.1)
The effective action is then given by:
e−Seff =
∫
DψDψ¯e−S = e−β
∑
Q
|∆Q|2
g
∫
DψDψ¯e−S0e−Sint (A.2)
We can then expand in powers of Sint to obtain
∫
DψDψ¯e−S0e−Sint =Z0 ×
[
1 +
1
2!
〈S2int〉0 +
1
4!
〈S4int〉0 + · · ·
]
=Z0 × exp
(
1
2!
〈S2int〉c0 +
1
4!
〈S4int〉c0 + . . .
)
(A.3)
where we denoted by 〈A〉c0 the connected expectation value in the normal state and where we used the
notation
Z0 ≡
∫
DψDψ¯e−S0 , 〈· · · 〉0 ≡ 1
Z0
∫
DψDψ¯e−S0(· · · ) (A.4)
We also used the fact that the expectation value of odd powers of the interacting part of the action vanishes
in the normal state, 〈S2p+1int 〉0 = 0.
We now focus in the quadratic and quartic terms for the FF, the unidirectional PDW, the bidirectional
PDW, the double-helix and the time-reversal breaking bidirectional PDW SC states:
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1. FF state.
i) Quadratic term cFF2 .
For the quadratic term we need to compute
1
2!
〈S2int〉0, which can be represented by the Feynman
diagram shown in Fig. A.1. This diagram corresponds to the superconducting susceptibility.
2Q 2Q
ωn,k+Q, ↑
−ωn,−k+Q, ↓
Figure A.1: Superconducting susceptibility for the FF state.
Adding the term
|∆Q|2
g to the effective action and using that
1
gN(EF )
= ln
(
2ωD
∆BCS
)
we can
write cFF2 as:
cFF2
N(EF )
= −2 ln
(
1
4piT
)
+ 2Re
∫ 2pi
0
dθ
2pi
2 cos2(2θ)ψ
(
1
2
+ i
δ
2piT
cos(2θ)− iQ/2
2piT
cos(θ − φ)
)
(A.5)
where T , Q and δ are in units of ∆BCS , and ψ(z) is the digamma function (for z ∈ C)
ψ(z) =
d
dz
ln Γ(z) (A.6)
where
Γ(z) =
∫ ∞
0
dt tz−1 e−t (A.7)
is the Euler Gamma function. Below we use the standard notation ψ(n)(z) for the derivatives of
the digamma function.
ii) Quartic term cFF4 .
For the quartic term we need to compute
1
4!
〈S4int〉c0 =
1
4!
(〈S4int〉0 − 3〈S2int〉20) (A.8)
which can be represented by the diagram of Fig. A.2. The algebraic expression for this diagram
is given by:
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2Q 2Q
2Q2Q
−ωn,−k+Q, ↓−ωn,−k+Q, ↓
ωn,k+Q, ↑
ωn,k+Q, ↑
Figure A.2: Quartic effective interaction for the FF state.
cFF4
N(EF )
= − 1
8pi2T 2
∫ 2pi
0
dθ
2pi
4 cos4(2θ)Re
[
ψ(2)
(
1
2
+ i
δ
2piT
cos 2θ − iQ/2
2piT
cos(θ − φ)
)]
(A.9)
2. Unidirectional PDW state.
i) Quadratic term cPDW2 .
For the quadratic term we need to compute
1
2!
〈S2int〉0, which can be represented by the diagrams
of Fig. A.3. Each diagram produce the same contribution. Now remember than in the PDW
2Q 2Q
−ωn,−k+Q, ↓
+(Q↔ −Q)
ωn,k+Q, ↑
Figure A.3: Superconducting susceptibility for the LO state.
state we has two plane waves with wave vectors Q and −Q, so ∑q |∆q|2g = 2 |∆Q|2g where we used
that |∆Q| = |∆−Q|, so we have that
cPDW2
N(EF )
= 2
cFF2
N(EF )
(A.10)
where again T , Q and δ are in units of ∆BCS
ii) Quartic term cPDW4 .
For the quadratic term we need the diagrams in Fig. A.4. The algebraic expression for the
diagram in Fig. A.4a is given by Eq. (A.9). We need only to compute the diagram in Fig. A.4b.
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2Q 2Q
2Q
2Q
−ωn,−k+Q, ↓ −ωn,−k+Q, ↓
ωn,k+Q, ↑
ωn,k+Q, ↑
(a)
2Q 2Q
−ωn,−k+ 2Q, ↓
−ωn,−k− 2Q, ↓
ωn,k, ↑ ωn,k, ↑
−2Q−2Q
(b)
Figure A.4: Diagrams that contribute to the coefficient cPDW4 .
The expression for this diagram is given by:
I2 =N(EF )
∫ 2pi
0
dθ
cos4 2θ
8pi2TQ/2 cos(θ − φ)
{
Im
[
ψ(1)
(
1
2
− i δ
2piT
cos 2θ − iQ/2
2piT
cos(θ − φ)
)]
−Im
[
ψ(1)
(
1
2
− i δ
2piT
cos 2θ + i
Q/2
2piT
cos(θ − φ)
)]}
(A.11)
We can write then:
cPDW4
N(EF )
= 2
cFF4
N(EF )
+ 4I2 (A.12)
where the factor of two in the first term comes from Q→ −Q in the diagram in Fig. A.4(a) and
the factor of 4 in the second term is computed in a similar way.
3. Bidirectional PDW state
i) Quadratic term cBi2 .
2Q 2Q
−ωn,−k+Q, ↓
ωn,k+Q, ↑
+(Q→ −Q) + (Q→ Q¯) + (Q→ −Q¯)
Figure A.5: Susceptibility for bidirectional superconducting order.
For the quadratic term we need to compute
1
2!
〈S2int〉0, which can be represented by the diagram
of Fig. A.5, where Q¯ = Rpi/2Q is the wave vector Q rotated by pi/2. Each term yields the same
contribution.
Now remember that the bidirectional state have four plane waves with wave vectors Q, −Q, Q¯,
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−Q¯ so ∑q |∆q|2g = 4 |∆Q|2g where we used that, in order to minimize the fee energy, |∆Q| =
|∆−Q| = |∆Q¯| = |∆−Q¯|. Therefore we find
cBi2
N(EF )
= 4
cFF2
N(EF )
(A.13)
where T , Q and δ are in units of the BCS gap ∆BCS
ii) Quartic term cBi4 .
2Q 2Q
ωn,k+ 2Q, ↑
ωn,k+ 2Q¯, ↑
2Q¯2Q¯
−ωn,−k, ↓ −ωn,−k, ↓
(a)
−ωn,−k−Q+ Q¯, ↓−ωn,−k+Q− Q¯, ↓
ωn,k+Q+ Q¯, ↑
ωn,k−Q− Q¯, ↑
2Q
−2Q−2Q¯
2Q¯
(b)
Figure A.6: Diagrams that contribute to the coefficient cBi4
For the quartic term we need several diagrams. First we have contributions from the diagrams
in Fig. A.4(a) and Fig. A.4(b), to which we must add the contributions from the ordering wave
vector along the rotated direction, Q→ Q¯.
We also have the two new type of diagrams shown in Fig. A.6(a) and Fig. A.6(b), whose analytic
expressions are
c4B1
N(EF )
=
1
4piQT
∫ 2pi
0
dθ
2pi
4 cos4(2θ)
(cos(θ − φ)− sin(θ − φ))
{
Im
[
ψ(1)
(
1
2
− i δ
2piT
cos 2θ + i
Q/2
2piT
sin(θ − φ)
)]
−Im
[
ψ(1)
(
1
2
− i δ
2piT
cos 2θ + i
Q/2
2piT
cos(θ − φ)
)]}
c4B2
N(EF )
=
∫ 2pi
0
dθ
2pi
4 cos4(2θ)
Q2(sin2(θ − φ)− cos2(θ − φ))Re
{
ψ
(
1
2
+ i
δ
2piT
cos 2θ + i
Q/2
2piT
sin(θ − φ)
)
+ψ
(
1
2
+ i
δ
2piT
cos 2θ − iQ/2
2piT
sin(θ − φ)
)
−ψ
(
1
2
+ i
δ
2piT
cos 2θ + i
Q/2
2piT
cos(θ − φ)
)
−ψ
(
1
2
+ i
δ
2piT
cos 2θ − iQ/2
2piT
cos(θ − φ)
)}
(A.14)
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Let us mention that in the diagram shown in Fig. A.6(a) we could take ~Q→ − ~Q, Q¯→ −Q¯, and
~Q→ − ~Q and Q¯→ −Q¯. Each of these three extra diagrams gives exactly the same contribution
that c4B1, hence forth the factor of 4 in the term c4B1 in Eq. A.15.
We can finally write:
cBi4
N(EF )
=
4
N(EF )
(cFF4 + 2I2 + 4c4B1 + 2c4B2) (A.15)
4. Double helix (2H) state.
i) Quadratic term c2H2 .
This is just given by:
c2H2
N(EF )
= 2
cFF2
N(EF )
(A.16)
where as usual T , Q and δ are in units of ∆BCS
ii) Quartic term c2H4 .
For the quadratic term we have, in addition to the diagram in Fig. A.2 and the same diagram
taking Q→ Q¯, the diagram shown in A.6(a). We can write then:
c2H4
N(EF )
= 2
cFF4
N(EF )
+ 4c4B1 (A.17)
5. Time-reversal breaking bidirectional PDW state. The only change between this state and the bidirec-
tional PDW state, is that the c4B2 term in c
Bi2
4 enters with a minus sign. So:
cBi22
N(EF )
= 4
cFF2
N(EF )
(A.18)
cBi24
N(EF )
=
4
N(EF )
(cFF4 + 2I2 + 4c4B1 − 2c4B2) (A.19)
Now that we have computed the coefficients for all the SC states we need to see which one has less energy.
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Using that Fmin = − c
2
2
4c4
, we have that:
FFFmin =−
(cFF2 )
2
4cFF4
= − (c
FF
2 )
2
4
1
cFF4
(A.20)
FPDWmin =−
(cPDW2 )
2
4cPDW4
= − (2c
FF
2 )
2
4(2cFF4 + 4I2)
= − (c
FF
2 )
2
4
2
(cFF4 + 2I2)
(A.21)
FBimin =−
(cBi2 )
2
4cBi4
= − (4c
FF
2 )
2
4 · 4(cFF4 + 2I2 + 4c4B1 + 2c4B2)
= − (c
FF
2 )
2
4
4
(cFF4 + 2I2 + 4c4B1 + 2c4B2)
(A.22)
F 2Hmin =−
(c2H2 )
2
4c2H4
= − (2c
FF
2 )
2
4(2cFF4 + 4c4B1)
= − (c
FF
2 )
2
4
2
(cFF4 + 2c4B1)
(A.23)
FBi2min =−
(cBi22 )
2
4c—4
= − (4c
FF
2 )
2
4 · 4(cFF4 + 2I2 + 4c4B1 − 2c4B2)
= − (c
FF
2 )
2
4
4
(cFF4 + 2I2 + 4c4B1 − 2c4B2)
(A.24)
In order to see which state has less energy we need to compute numerically
1
cFF4
,
2
(cFF4 + 2I2)
,
4
(cFF4 + 2I2 + 4c4B1 + 2c4B2)
.
2
(cFF4 + 2c4B1)
and
4
(cFF4 + 2I2 + 4c4B1 − 2c4B2)
and see which of these terms is larger. As mentioned above,
we found that the unidirectional and bidirectional PDW states have less energy than the time-reversal break-
ing SC states (FF, 2H and Bi2). In addition, we found that for T & 0.2 the bidirectional PDW state has
less energy than the unidirectional PDW state.
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Appendix B
Two-leg Ladder model and Z2 fermion
parity in PDW state
In this appendix, we review the Heisenberg-Hubbard two-leg ladder model (which supports the PDW state
as the ground state) and provides the understanding of Z2 fermion parity of the fermionic soliton emergent
from the refermionization of the (s,−) sector in the PDW ladder.
We start by reviewing some of the main results on the Hubbard-Heisenberg model in a two leg ladder.
In the following we closely follows Ref. [93]. The Hamiltonian H = H0 +Hint is given by:
H0 = −t
∑
a,j,σ
(
c†a,j,σca,j+1,σ + h.c.
)
− t⊥
∑
j,σ
(
c†1,j,σc2,j+1,σ + h.c.
)
(B.1)
where t and t⊥ are the intraleg and interleg hopping amplitudes, a = 1, 2 is the leg index, and j is the lattice
site index. The interaction part of the H is given by:
Hint =U
∑
a,j
na,j,↑na,j,↓ + V‖
∑
a,j
na,jna,j+1 + V⊥
∑
j
n1,jn2,j + Vd
∑
j
(n1,jn2,j+1 + n1,j+1n2,j)
+ J‖
∑
a,j
~Sa,j · ~Sa,j+1 + J⊥
∑
j
~S1,j · ~S2,j + Jd
∑
j
(
~S1,j · ~S2,j+1 + ~S1,j+1~S2,j
)
(B.2)
where U is the on-site Hubbard repulsion, V‖, V⊥ and Vd are the nearest and next-nearest neighbor Coulomb
repulsions, and J‖, J⊥ and Jd are the nearest and next-nearest neighbor exchange interactions. The kinetic
term eq. (B.1) can be diagonalized. In this diagonal basis the kinetic term takes the simples form:
H0 =
∑
η=a,b
∑
j,σ
tη
(
c†η,j,σcη,j+1,σ + h.c.
)
(B.3)
where a and b label the antibonding and bonding bands and tη = t ± t⊥ for η = b, a respectively. In the
continuum limit and at low energies we can write:
1√
a
cη,j,σ → Rη,σ(x)eikFηx + Lη,σ(x)e−ikFηx, (B.4)
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where R and L are right- and left-moving components of the electron field, x = ja is the position, and a is
the lattice constant. In this limit, the kinetic term of the Hamiltonian takes the standard continuum form
H0 =
∑
η,σ
∫
dx(−ivη)
(
R†η,σ∂xRη,σ − L†η,σ∂xLη,σ
)
(B.5)
where vη are the Fermi velocities for the two bands. This low-energy fermion theory can be bosonized
through
Rη,σ =
Fη,σ√
2pia
e−i
√
pi(φη,σ−θη,σ), Lη,σ =
Fη,σ√
2pia
ei
√
pi(φη,σ+θη,σ) (B.6)
where η, σ labels the band and the spin polarization (j = b, a and σ =↑, ↓). The Klein factors, Fη,σ, ensure
that the fermions with different labels anti-commute {Fη,σ, Fη′,σ′} = δη,η′δσ,σ′ . We now define the charge
and spin bosonic fields as:
φη,c/s =
φη,↑ ± φη,↓√
2
(B.7)
Or more explicitly:
φb,c =
1√
2
(φb,↑ + φb,↓) , φb,s =
1√
2
(φb,↑ − φb,↓) , and φa,c = 1√
2
(φa,↑ + φa,↓) , φa,s =
1√
2
(φa,↑ − φa,↓) .
(B.8)
Then the interaction term can be rewritten fully in terms of charge and spin bosonic fields for the bonding
and antibonding bands. The explicit expression can be found in Ref. [93]
From now on we will consider the case when the bonding band is half filled and its Fermi wave vector
is kFb = pi/2. In this case there is a charge gap ∆c in the bonding band. This case is simpler, since at low
energies (at least small compare to ∆c) we can assume that the charge degrees of freedom on bonding-band
b are effectively frozen and play no roll in the low energy limit of the remaining degrees of freedom. In
addition, the SC terms between the bands are irrelevant (since those produce a net charge transfer between
the bands). In this limit the only charge degrees of freedom are those of the anti-bonding band a, and are
decoupled from the rest of the dynamics. In its bosonized form the effective Hamiltonian density for the
charge sector involves the Bose field φc and its dual field θc for the anti-bonding band a only, which is given
by (the usual Luttinger liquid (LL) theory),
Hc =
vc
2
(
Kc(∂xθc)
2 +
1
Kc
(∂xφc)
2
)
(B.9)
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On the other hand, the Hamiltonian for the spin sector is given by (again, for details see Ref. [93]):
Hs =
vs±
2
[
Ks±(∂xθs±)2 +K−1s± (∂xφs±)
2
]
+
cos(
√
4piφs+)
2(pia)2
[
gs1 cos(
√
4piφs−) + gs2 cos(
√
4piθs−)
]
(B.10)
where φs± = 1√2 (φs,b±φs,a) (and the same for θs±). Using this Hamiltonian Jaefari and Fradkin [93] showed
that there are three different phases. One of the them is a C1S2 Luttinger state (one charge and two spin
gapless modes). The second phase corresponds to a uniform superconducting state (coexisting with a charge
density wave (CDW) state). Finally, and more interesting, there is PDW SC phase. An interesting feature
of this phase is that eventhough the SC order parameters and the CDW order parameter are short-range,
the PDW OP defined by:
OPDW = ~∆a · ~Nb = 1
2(pia)2
cos(
√
2piφc,b)e
−i√2piθc,a ×
[
2 cos(
√
4piθs−) + cos(
√
4piφs−)− cos(
√
4piφs+)
]
.
(B.11)
presents power law correlations:
〈OPDW(x)O†PDW(0)〉 ∼ C2cC2s|x|−2/Kc,a (B.12)
This operator, being quartic in fermionic operator, differs from the usual treatment at the mean field (MF)
level. In that case, the OPDW is a bilinear and the system can usually study at the MF level.
Now we assume that we are deep in the PDW state, i.e., gs2 → −∞ and gs1 → 0 in Eq.(B.10). Deep inside
the PDW state, the ground state satisfies 〈cos(√4piφs,+) cos(
√
4piθs,−)〉 = 1, and thus 〈cos(
√
4piφs,+)〉 =
µφ,s,+ = ±1. Hence, deep inside the PDW phase, we find that the Hamiltonian Eq.(B.10) for the spin sector
becomes
Hs ≈ vs−
2
[
Ks−(∂xθs−)2 +K−1s− (∂xφs±)
2
]
+ µφ,s,+ cos(
√
4piθs−) (B.13)
On the other hand, the Luttinger parameter Ks− for the (s,−) spin sector flows to 1 asymptotically. Thus
the low-energy Hamiltonian Eq.(B.13) can be refermionized and solved exactly by the refermionization as
done in the main text. So we introduce the spinless fermion fields [70,79,81]
R ∼ e−i
√
pi(φs,−−θs,−), L ∼ ei
√
pi(φs,−+θs,−), (B.14)
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and we rewrite the Hamiltonian Eq.(B.13) in terms of this fermionic solitons as done in the main text.
Hs = (−iv)
(
R†∂xR− L†∂xL
)
+ ∆PDW(R
†L† + h.c.), (B.15)
with which we have identified ∆PDW ∼ µφ,s,+gs2. Then it is precisely the same as the BdG Hamiltonian of
the class D topological SC Eq.(3.9). The two-fold degenerate ground states in the PDW state is identified
by the classical value of θs,− ∈ {0,
√
pi} (for ∆PDW < 0) and the two ground states are mapped each other
by the fermion parity operator of the fermionic solitons
(−1)NF = (−1)
∫
dx (R†R+L†L) = ei
√
pi
∫
dx ∂xφs,− (B.16)
To understand the physical meaning of this parity operator, we rewrite it as
(−1)NF = (−1)Qs,− , Qs,− = 1√
pi
∫
dx∂xφs−. (B.17)
The parity (−1)Qs,− measure the parity of the relative change in the spin Sz between the bonding and anti-
bonding bands. More properly, Qs,− = Sz,a − Sz,b is the generator of the spin rotational symmetry around
the z-axis, i.e., Uδφ = exp(iδφQs,−), δφ ∈ [0, 2pi] rotates the spin around z-axis by +δφ for the bonding
electron and −δφ for the anti-bonding electron. Thus the parity (−1)Qs,− is in fact an Ising-symmetry
operation. With this understanding in hand, we imagine that we start with the ground state satisfying
N↑,b = N↓,b ∈ Z and N↑,a = N↓,a ∈ Z. Then we find that
Qs,− =
1
2
(
(N↑,b −N↓,b)− (N↑,a −N↓,a)
)
∈ Z, (B.18)
in the presence of the Ising symmetry, and the parity (−1)Qs,− maps a value of θs− = {0,
√
pi} to the other.
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