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Two aspects of Ge(Li) gamma-ray spectrometry are discussed. 
The non-linearity of an amplifier-analyzer system was measured 
using a precision pulser and was checked with gamma-ray 
standards. The overall accuracy was 2 parts in 104. The relative 
detection efficiency of gamma-ray full-energy peaks was deter- 
mined using sources with well measured relative gamma-ray 
emission rates. Two Ge(Li) detectors with active volumes of 
3 cm 2 × 0.5 cm and 4 cm 2 × 0.5 cm were calibrated in the energy 
range 80-3200 keV. An overall accuracy of 5 % in the energy 
region from 500-3200 keV and an accuracy of 10% over the 
entire range was obtained. The relative areas of the single escape 
peak and double escape peak to the full energy peak as a function 
of energy are included. The relative intensities of the 569.6, 1063.6 
and 1771 keV gamma-rays following the decay of Z°VBi were 
measured. 
1. Introduction 
The usefulness of Ge(Li) gamma-ray  spectrometers 
for nuclear decay scheme studies is well established. 
Consequently,  the cal ibrat ion of a Ge(Li) spectrometer 
for accurate measurements  of gamma-ray  energies and 
relative emission rates is of interest. A description of the 
determinat ions  of non-l ineari t ies of the amplifier- 
analyzer system and relative detection efficiency is 
given here. 
2. Experimental 
2.1. Ge(Li) SPECTROMETER 
The Ge(Li) spectrometers consisted of the following 
componen ts :  either an RCA detector, with depleted 
volume 3 cm 2 x0.5  cm, mounted  in a cryostat con- 
structed at the U. of M. machine shop or an Ortec 
detector-cryostat  with depleted volume 4 cm 2 x 0.5 cm;  
a Tennelec TC-130 (FET)  pre-amp and TC-200 ampli-  
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tier; and a Victoreen (Scipp) 1600 channel  pulse-height 
analyzer. The best resolut ion at low count  rates was 
obtained with the 1 st differentiator and integrator  t ime 
constants  set at 1.6 /~sec and 2 "e differentiator t ime 
constant  at 1 msec. The TC-130 and  TC-200 units  were 
modified to include pole-zero cancellat ion.  
2.2. PULSER 
The mercury pulser was constructed using a Power 
Designs model 2005 power supply and a 1 kf2 Fluke 
model  50 A/C potentiometer .  A block diagram of the 
pulser is shown in fig. 1. The power supply has a 
measured voltage stability of abou t  one part  in 104 for 
periods of 1 h and one to four parts in 105 for periods 
of 10 min. The Fluke potent iometer  cal ibrat ion using a 
Biddle-Gray precision bridge indicates that  the relative 
resistance values of the Fluke potent iometer  are ac- 
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Fig. 1. A block diagram of the pulser. 
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Fig. 2. A comparison of linearity calibrations with the pulser coupled to the preamplifier under three different conditions. 
curate to within a few thousandths of an ohm. The 
mercury relay is operated at 60 cps so that each pulse 
occurs at a fixed phase in the power supply ripple, which 
is of the order of  100pV. The capacitor has a poly- 
styrene dielectric which shows good voltage recovery 
properties and a capacitance (0.47/iF) such that many 
time constants elapse in both the charging and dis- 
charging phases. The maximum impedance seen by the 
0.47 pF capacitor in either the charging or discharging 
phase is 250 ohms; consequently the maximum R C  
combination allows at least 50 time constants to elapse 
before switching. 
2.3. SOURCE-DETECTOR ARRANGEMENT 
The source holders are lucite disks with a small 
depression for the source at the center. The source 
material was in all cases dissolved or suspended in a 
liquid, and was deposited with an eyedropper into the 
depression. The liquid was allowed to evaporate and 
the source was covered with scotch tape. The source disk 
was placed in a lucite source tower rigidly attached to 
the detector cryostat. Concentric source and detector 
alignment was achieved by use of cross hairs on the 
source tower, source-disk holder, and the front face of 
the cryostat. The source could be placed as close as 
1 cm from the detector. 
3. Determination of the amplifier-analyzer non-linearity 
The pulser described above is coupled appropriately 
to the amplifier-analyzer system and 103-104 pulses are 
accumulated at 15-25 different pulse heights. The 
centroids of the pulser peaks are determined and the 
deviations from a straight line (determined by any one 
of various means) indicate the corrections to be applied 
to a data set. A check was made to see that the calibra- 
tion was the same when the pulser was coupled to the 
input stage of the preamplifier through: 1. an external 
1 pF capacitor; 2. the test input and 3. the test input 
with the detector connected and bias applied. The 
results shown in fig. 2 indicate that within the accuracy 
of the calibrations, the three are equivalent. 
It was observed that the relative settings of  the 
sensitivity control and the low level discriminator of 
the Victoreen Scipp 1600 multichannel analyzer could 
affect the linearity characteristics of the first few 
hundred channels above the analyzer cutoff. I f  the low 
level discriminator was set so that it rejected a range of 
pulses which passed the sensitivity limit, then the curve 
showing the deviation from linearity had a nearly 
parabolic shape as seen in fig. 4. If, however, the low 
level discriminator was set so that all pulses passing the 
sensitivity limit were analyzed, then the shape of the 
deviation curve is like the one seen in fig. 2. The shape 
of the deviation curve and the approximate channel 
number where the curvature changes depend on the 
specific settings of the low level discriminator and 
sensitivity control. The linearity characteristics were 
also found to depend on pulse polarity, and as expected, 
on the particular preamplifier and amplifier used. 
A computer program was written so that a compari-  
son of various data sets could be made. The program 
computed the centroid of each pulser peak, did a local 
interpolation of the data near channels 400 and 1300 to 
find the equivalent pulse heights at these points and 
then compared the input data with a line drawn 
through these points. This was done for purposes of 
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Fig. 4. A comparison of the deviations from linearity determined with the pulser and a set of gamma-ray standards. 














A comparison of calculated energies with measured energies. 
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Corrected ~ i a least-squares fit to 
Gamma-ray energy photopeak centroid Correction* cols. 2 and 3 
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320.085 _+0.006 4) 
320.07+0.05 2) 
411.795_+0.009 5) 
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* Calibration: 0.928 keV/channel. 
compar i son  and is not  necessary if one is s imply 
interested in the correct ions.  Correc t ions  can be ob- 
ta ined by de te rmin ing  devia t ions  f rom a l inear least- 
squares fit. However ,  if da t a  points  f rom var ious  sets 
are not  equal  in number  and /o r  spacing,  compar i son  is 
not  as convenient .  
Before a check of  the ca l ibra t ion  method  can be 
made,  a pa r ame te r  must  be chosen to specify the 
pos i t ion  of  a g a m m a - r a y  peak.  The centroid,  median  
and the mean of  a gaussian fit to the symmetr ic  par t  of  
the peak  were determined.  In fig. 3 the devia t ions  of  
peak  locat ions  f rom a l inear least squares fit are shown 
for the three cases. To within the present  accuracy there 
does not  appea r  to be a dist inct  advan tage  of  one 
method  over  the others ;  consequent ly  the centroid  was 
chosen for convenience.  
A compar i son  of  the devia t ions  f rom l ineari ty for a 
typical  run de termined by using the pulser  and a set of  
g a m m a - r a y  s tandards  is shown in fig. 4. As a quant i ta -  
tive check, the devia t ions  ob ta ined  f rom the pulser  
ca l ibra t ion  were added  to the cent ro ids  of  the g a m m a -  
ray peak posi t ions  and a l inear least-squares  fit to the 
corrected peak  locat ions  and the known  energies was 
per formed.  The results indicate tha t  the correct ions  
appl ied  make  the da ta  l inear overal l  to two par ts  in 104 . 
An example  o f  the appl ied  correc t ions  and result ing 
agreement  is shown in table  1. It should be pointed out  
that ,  in one way or  another ,  all current ly  used s t andard  
g a m m a - r a y  energy values are based on the rest-mass-  
energy of  the electron and in some cases these s tandard  
energies have not  been corrected to reflect the present ly  
accepted value for the electron rest mass. However,  the 
differences in the gamma- ray  energies which would 
result f rom using the latest value of  the electron rest 
mass are not  significant in the present  work.  
As an a l ternate  method  for measur ing non-l ineari t ies,  
a sui table set of  g a m m a - r a y  s tandards  can be used. 
The use of  a set of  g a m m a - r a y  s tandards  permits  using 
a count ing rate app rox ima t ing  tha t  of  the source to be 
studied and el iminates  the need for a pulser.  However ,  
the d isadvantages  of  the s tandards  method  include a 
l imited number  of  s tandards  avai lable  in the region of  
interest,  the t ime necessary to get good statistics in the 
g a m m a - r a y  spec t rum and a more  compl ica ted  analysis  
of  the data.  
4. Determination of the relative detection efficiency 
4.1. DETERMINATION OF THE AREA OF A PEAK 
A graph  showing the count ing d is t r ibut ion  in the ten 
or  more  channels  adjacent  to the base of  the peak,  was 
plot ted  for each peak.  The shape of  the d is t r ibut ion  in 
these ten channels  provided  the basis for drawing a 
s t raight  line which separa ted  f rom the total  spectral  
d is t r ibut ion  tha t  par t  of  the d is t r ibut ion  which was to 
be considered the peak.  The area,  A, of  the peak  is 
defined by the sum, A = ~ ( N i - B i )  where Ni are the 
actual  counts  in a channel  and B~ are the backg round  
counts  in tha t  channel  as defined by the straight  line. 
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The area obtained in this way depends on the manner 
in which the line is drawn and it is therefore important 
to follow a consistent procedure. By examining the 
trend of the distribution in the ten or more channels 
near the base of the peak, it was generally possible to 
ascertain to within one of two channels where the 
curvature of the distribution changed markedly. This 
marked change in curvature established the two points 
through which the straight line was drawn. The ratio of 
peak areas (taken for a set of 4-6 standards' spectra) 
derived in this way showed an rms fluctuation of about 
1 °/ for low counting rates. Since the uncertainties due /'o 
to counting statistics could be made negligibly small, 
these fluctuations are considered to reflect variations in 
judgment in selecting the two points determining the 
straight lines. These fluctuations are of about the same 
magnitude as the uncertainties in the relative gamma- 
ray intensities used for the detection efficiency calibra- 
tion. In view of this overall limit on the accuracy of the 
calibration, this method of determining peak areas was 
considered satisfactory. In complex spectra where the 
full-energy peaks are in general not as easily separated 
from the total distribution, care must be exercised to 
avoid making subjective errors. A possible check 
against this error is obtained by comparing the full 
energy peak profile after the background subtraction 
with a standard profile. Further, the extent of such a 
systematic error can be determined by drawing the 
separating straight line between different, but plausible, 
points at the base of the peak. From this range of peak 
areas one may deduce a reasonable uncertainty in that 
area. 
4 . 2 .  T H E  RELATIVE DETECTION EFFICIENCY CURVE 
The number of counts A in a full-energy peak is 
related to the emission rate of a gamma-ray with energy 
E, intensity I, from a source at a distance p from the 
detector, by the expression 
A(E,p) = q'(E,p)" c~(E,p)" Q(p)It, 
where I is the isotropic, gamma-ray emission rate/strad, 
f2(p) the solid angle subtended by the detector, t the 
counting time and ~(E,p) the attenuation factor 
representing the effects of absorbing layers between the 
source and detector. The function q'(E,p) represents 
the fraction of gamma-rays in the solid angle that are 
detected in the full energy peak. 
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Fig. 5. The relative detection efficiency curves for two Ge(Li) detectors. The dimensions of the depleted volumes were provided by the 
manufacturers. 
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included in this term. In ca l ibra t ing  a pa r t i cu la r  source- 
de tec tor  a r rangement  it  is des i rable  and convenient  to 
combine  the detect ion efficiency and a t t enua t ion  terms 
into one funct ion q(E,p) = t f(E,p).  ~(E,p). The ra t io  o f  
two values of  this funct ion for g a m m a - r a y  energies 
E~, E 2 can be wri t ten 
R(E1,E2,p) = q(El,p)/q(E2,p) = 
= {A(E, ,p) /A(E2,p)  } (I2/I,).  
The funct ion R(E1,E2,p) represents  the relat ive full- 
energy peak  detect ion efficiency for a pa r t i cu la r  source- 
de tec tor  a r rangement .  I t  was found tha t  the relat ive 
areas  for  peaks  in the s t andards '  spect ra  were in- 
dependent  of  p in the range 6 c m < p < 2 0 c m ,  to 
within the accuracy the area  rat io  de te rmina t ion .  The 
dependence  for  o ther  values of  p was not  de te rmined  
since the avai lable  source s trengths were not  conve- 
nient. Hencefor th ,  the funct ion R(Ea,E2,p) will be 
writ ten R(EI,E2) with the above  range of  p implied.  
The  ca l ibra t ion  of  a source-de tec tor  a r r angemen t  is 
effected when the function R(Ei,Ej) is de te rmined  for  
all values E~,Ej within a certain range.  
The ca l ibra t ion  curves for the RCA and Ortec 
detectors  are shown in fig. 5. The ca l ibra t ion  range is 
app rox ima te ly  80-3200keV.  The relat ive efficiency 
values o f  these two curves at  the 2ZNa ( E =  51 1 keV) 
po in t  are in the same ra t io  as the full energy peak  areas 
in the spectra  ob ta ined  with the two detectors  at  equal  
source to detector  distances and equal  count ing times. 
The two curves were obta ined  by using a pa i r -po in t  
method.  The relative posi t ions  of  pairs  of  poin ts  are 
adjusted graphica l ly  until  a smooth  curve can be drawn 
th rough  them. Since there exist several s t andard  sources 
with two gamma- rays  having a relative emission rate 
known  to a b o u t  1% or  better,  the pa i r -po in t  method  
leads to an accuracy in the ca l ibra t ion  which is some- 
what  bet ter  than  is general ly  ob ta inab le  using sources 
with ca l ibra ted  source strengths. In table  2 are listed 
the da ta  per t inent  to the efficiency ca l ibra t ion  for the 
Ortec detector ,  in co lumn one and two the relative 
g a m m a - r a y  rates are  given. The related references for 
these values are  given in column four. In column five 
are listed the relative ful l -energy-peak areas,  A(E1)/ 
A(E2), for  each pa i r  of  gamma-rays .  The areas  were 
de te rmined  as previously  described.  ( F o r  the case of  
22Na, a 1% correc t ion  was appl ied  to account  for 
abso rp t ion  in the 0.13 cm thick A1 sur rounding  the 
source, which assured tha t  all the pos i t ions  would 
annihi la te  at  the source.) The uncertaint ies  in the area  
ra t ios  are rms devia t ions  in the 3 to 6 runs taken  with 
each source. Each source was run at  var ious  source to 
de tec tor  dis tances in the range 6-20 cm. In co lumn six 
the relative detec t ion  efficiencies rl(El)/q(E2) of  each 
TABLE 2 
D a t a  on the detection efficiency calibrat ion for the Ortec detector. 
E 
Source (MeV) 
( l )  (2) 
e2Na 0.511 
1.274 

















Rel. emission rates* area ratios + 
ll/12 Ref. A ( EO/ A (Ez) 
(3) (4) (5) 
1.81(1 _+ 0.01) 11) 8.60(1 _+ 0.01) 
1.00(1 + 0.01) 15) 3.39(1 _+0.003) 
1.00(1 + 0.01) 11) 1.205(1 _+ 0.01) 
0.940(1 _+ 0.01) I~) 3.04(1 + 0.01) 
1.00(1 + 0.01) 11) 1.46(1 _+ 0.0l) 
0.200( 1 + 0.035) i ._,) 0.925( I _+ 0.011) 
0.88(1 +0.05) 12) 2.31(1 _+0.013) 
1.15(I _+0.07) 12) 2.10(1 _0.011) 
0.52(1 _+ 0.04) 1(~) 9.07(1 _ 0.003) 
* A 1 ~ uncertainty in the relative emission 
Full-energy peak 
efficiency ratios 







4.63( 1 + 0.04) 
2.63(1 +0.05) 
1.83( 1 _ 0.07) 
17.4(1 +0.04) 
rates has been adopted except for transitions in lS°Hf(m) and 133Ba. 
+ The area ratio for 22Na has been corrected for attenuation in the 0.13 cm thick A1 surrounding the source. 
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curve obtained in this way represents the overall rela- 
tive efficiency of the source-detector system, and in- 
cludes the effects of the various absorbing layers. One 
may compare this curve with the theoretical curves 
obtained by the Monte Carlo method. If the efficiency 
curve for the Ortec detector (0.5 cm depletion depth, 
2.3 cm dia.) is compared with the theoretical intrinsic 
efficiency curves 18) for the 0.5, 0.8 cm depletion depth 
detectors (I .8 cm dia.), it is observed that the curvatures 
in the region 400-1500 keV are very nearly the same. 
in the region below 400 keV the theoretical curves rise 
more sharply than the experimental curve. Absorbing 
layers account for a part of this deviation. At 200 keV, 
6-7:$ of the y-rays are absorbed. 
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Fig. 6. Curves showing the single- and double-escape peak to 
full-energy peak area ratios for the Ortec detector. 
pair of gamma-rays is listed. The uncertainty in the 
relative detection efficiency of each pair is due to two 
independent contributions: the uncertainty in the 
relative gamma-ray emission rate and the uncertainty 
in the relative areas. 
In the region between 0.50 to 2.8 MeV in which there 
are ten data points, the maximum overall uncertainty is 
estimated to be about 5yb. The uncertainty in the rela- 
tive detection efficiency for smaller energy intervals is 
of course smaller, and for the case in which the relative 
detection efficiency of two gamma-rays with energies 
close to that of a pair of points used in the calibration is 
desired, the uncertainty is about I”/& (in the interval 0.5 
to 2.8 MeV). In the interval 80 to 500 keV the un- 
certainty in the curve is large, due to the uncertainty in 
the relative intensities of the 18’Hf gamma-rays 
(3-771). Thus the overall uncertainty in this portion of 
the efficiency curve is about IO?,, while for smaller 
intervals it is less. 
It should be pointed out that the relative eficiency 
When analyzing complex spectra it is sometimes 
useful to know the ratios of the single and double 
escape peak areas to the full energy peak areas. Two 
such curves are shown in fig. 6 for the Oretec detector. 
These data were not compared with the results18) since 
these curves are expected to be strongly dependent on 
detector geometry. One does not expect such a strong 
dependence for relative photopeak efficiency curves. 
5. The relative intensity of y-rays in the decay of “‘Bi 
As a fn-st application of the efficiency curve (Ortec), 
the relative intensities of three gamma-rays in the decay 
of 207Bi were measured. This source (30 y half-life) has 
three lines conveniently spaced for efficiency calibra- 
tions. Three runs were taken and the intensities of the 
three strongest lines were determined as described 
above. The results of this measurement together with 
those of other investigations are shown in table 3. The 
intensity values given by Raeside and Ludington”) 
were determined using a I7 cm3 coaxial Ge(Li) detector 
which was calibrated in this laboratory in a manner 
similar to that described above. 
The authors wish to express their appreciation to 
1. P. Auer for computing the gaussian fit to the gamma- 
ray photopeaks, to E. Arnold and W. Wing for helpful 
comments on the pulser design and to S. Lee for 
assistance in the collection and analysis of data. We 
TABLE 3 
Data on gamma-rays in the “‘TBi--tz”TPb decay. 
E(keV) 
Relative gamma-ray intensities 
Present ref.13) ref.‘“) ref. I!‘) 
569.62 + 0.06 17) 100 : 100 100 100 
1063.63kO.07 “) 78.4k2.4 i 78 77+3 78.3 + 2.4 
1771 7.07kO.35 / 8 9&l 7.27 + 0.44 
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also t h a n k  D.  Raes ide  and  M.  L u d i n g t o n  fo r  c o m -  
m u n i c a t i n g  the i r  e x p e r i m e n t a l  resul ts  and  R. M o s h e r  
o f  the  e lect r ica l  eng inee r ing  d e p a r t m e n t  fo r  the  ca l ibra-  
t ion  o f  the  p o t e n t i o m e t e r .  
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