Abstract. The marked point process (MPP) provides a useful and theoretically well-established tool for integrating spatial information
Introduction
An exciting area of microvascular physiology is the investigation of the adhesion of rolling leukocytes to the vascular endothelium, which is a critical event in inflammation and plays a pivotal role in the human immune system. The underlying rolling mechanism can be revealed by the measures of rolling leukocytes dynamic features, for example, rolling velocity and flow flux. 1, 2 The flux measure concerns the counting of the number of rolling leukocytes passing a specific microvessel region per unit time, which quantifies the change in the volume and density of the cells following treatment. To measure leukocyte rolling velocity, automated tracking systems have been described in the literature, 3, 4 but these methods currently rely on manual detection of the cells for initialization.
To identify cells, count cells, or measure cell densities within microvessel regions, the selection is usually done interactively or assisted by simple image thresholding. [5] [6] [7] While appropriate for many imaging tasks, the manual work is biased strongly by human subjectivity and could be very time-consuming, since it may be necessary to examine several thousand individual images for a given study. In particular, one of the reasons for choosing the automated detection technique is its objective and reproducible nature, along with the larger quantity of information extracted throughout the analysis of temporal sequences, compared with manual operation.
It is our objective in this work to combine domaindependent knowledge in order to propose an automated technique developed for identifying leukocytes in sequences of microscopy video from in vivo experiments. Indeed, by focusing on detection-based image analysis, it has been shown in the literature [8] [9] [10] [11] [12] [13] that the integration of the spatial information and spatial interrelationships into a detection scheme can significantly improve the results in terms of accuracy and reliability.
In such a context, spatial random fields are used to characterize prior beliefs about various spatial contextual image features. One main class of such models, the Markov random field ͑MRF͒, 14 provides an important framework and has improved results in the application of detection to natural scenes, [8] [9] [10] mainly due to the fact that the Markovian property provides a flexible and computationally tractable way to model a given scene. Nevertheless, this statistical approach has a fundamental disadvantage that makes it less attractive to this application. For instance, we may know the likely number of cells in the study region of the image, and that the cell shapes are slight deformations of ellipses. With the MRF approach, it is difficult to accurately incorporate these types of information into the model, by simply specifying the local interactions of adjacent pixels ͑or objects͒ using a set of local parameters. This problem becomes crucial in the leukocyte detection application, since knowledge of geometric and spatial information are two significant types of priors with the potential to help the improvement of analysis, as illustrated in the results of the paper. In fact, the MRF framework can be extended ͑as in Ref. 15͒ to a graph-based model in order to overcome this local-nature problem. However, the objects' number must be fixed in the MRF model on a graph, necessitating a coarse detection preceding the model optimization process.
To address the problem of incorporating the spatial interaction and shape-based information into the detection process, we explore the applicability of another class of spatial random fields-the marked point process ͑MPP͒, [16] [17] [18] which seems well suited to our objective: to obtain a spatial pattern estimate for object recognition models by using stochastic geometry theory. In this model, the shape of each cell is described by a mark vector, and the location of each cell is determined by a point. We treat the true scene as a specific realization of a marked point process, a stochastic model permitting incorporation of more general relations between objects as high-level priors. Moreover, as demonstrated by previous related work, [11] [12] [13] the MPP serves as a nature model where objects with welldefined geometries and locations can be easily embedded, which could be particularly valuable in the detection application.
In our approach, we assume that the images have been preprocessed to produce a collection of points, each one representing the location of a possible leukocyte. Our task is to distinguish between the leukocytes and the false positives. We develop a flexible model for this type of pattern and estimate the parameters of the model from training dataset. The spatial kind of contextual information is derived from the estimation of cell locations in a given predefined neighborhood system. Considering the likelihood function obtained from an image, inference is based on the Bayesian estimate by simulation. An intermediate goal of our approach is to obtain the posterior probability of a set of points corresponding to centroids of leukocytes within the observed image. We estimate these probabilities in a fully Bayesian framework using a reversible jump version of the Markov chain Monte Carlo ͑RJMCMC͒ algorithm that can accommodate the varying dimensionality of the image description arising from an unknown number of cells, each with individual geometric parameters. Our approach is as follows:
1. Possible leukocytes are extracted from the image by using existing detection methods. At this stage, we expect to cover all correct locations together with a number of false positives ͑referred to as false detections hereafter͒. 2. Next, an MPP model is used on these extracted cells with a suitable neighborhood system. The probabilistic model is appropriately chosen to support the properties of leukocyte spatial statistics and the shape features of the leukocytes. 3. Finally, the posterior distribution is thus constructed through a Bayesian framework, by combining the prior information with the likelihood term for how the observed image arises from a particular scene. A simulation technique is then utilized to generate samples to characterize this posterior distribution. These samples are used to estimate quantities such as the number of cells, their boundaries, and their positions.
The refining processes of the second and third stages are implemented in order to filter out false detections from the first stage. The point pattern representing leukocyte centroids from Fig. 1 is shown in Fig. 2͑a͒ with the leukocytes identified. The result of applying our method is shown in Fig. 2͑b͒. 
The Data Sets
We base our work on intravital microscopic video data sets, created in the laboratory of Dr. Klaus Ley in the Department of Biomedical Engineering of University of Virginia. The microscopic observations are conducted in postcapillary venules of cremaster muscle of wild-type mice and imaged on a Zeiss intravital bright field microscope ͑Ax-ioskop, Carl Zeiss, Inc., Thornwood, NY͒ with a saline immersion objective ͑SW 40/ 0.75 numerical aperture͒ in 256-gray-level and 640ϫ 480-pixel spatial resolution and in 25-frame-per-second temporal resolution. The video data are recorded using a Cooke PixelFly digital CCD camera, which connects to the PCI board on a computer. The captured frames are aligned by a correlation-based registration method 20 to obtain the relative horizontal and vertical displacements of neighboring images. An initial stage of the leukocyte detection method 21 with a set of looser constraints was applied to obtain a first estimate of possible cell locations. In the graph shown in Fig. 2͑a͒ , the rough detection identified 59 points, of which 31 are leukocytes and 28 are false detections. The rectangular study window is of size 128ϫ 33 m, where the longest side is parallel with vessel walls.
It is observed that the microvessel diameters ͑20-40 m͒ are much thicker than the depth of field ͑about 1.0 m͒ in the experiments. Note that the depth of field refers to the vertical distance along the optical axis in which the specimen can move without losing visibility. It is also worth noting that, unlike in the domain of photography where an out-of-focus image appears blurred, a defocused object under a microscope is, in general, slightly visible. Thereafter, despite the fact that the shapes of the microvessels are tubes, we can assume our specimens are moving in a planar layer for the aforementioned reasons.
An MPP for Cells
The approach proposed here incorporates prior domain knowledge, e.g., the number of leukocytes that a scene may contain, the portion of a scene in which they are expected to appear, their typical shapes, and the way they interact, all in a Bayesian framework. In this section, in characterizing the statistical properties of the leukocyte patterns, certain interdependent spatial and geometrical quantities are of particular interest.
Leukocyte Pattern Analysis
The spatial pattern is the arrangement of points, of leukocytes or other targets, in space that exhibits a certain amount of predictability. A given random spatial pattern may well exhibit various kinds of interactions between the constituent points. Thus, the points may occur in clusters or may exhibit great regularity. In the absence of any interactions, the point pattern can be thought of as completely random, which means an individual in the pattern neither inhibits nor promotes one another. In such a case, a completely random pattern can be characterized as a homogeneous Poisson process.
The purpose of pattern analysis in this work is to answer two questions: ͑1͒ Is each leukocyte pattern random, that is, does the observed pattern agree with those expected under a homogeneous Poisson process? ͑2͒ Acknowledging possible departures from a purely random pattern, can we describe the leukocyte pattern by formulating an explicit model of the underlying process?
To address the first question, let us begin the analysis of a leukocyte spatial pattern with a test of the hypothesis of a homogeneous Poisson process, using the tool of Ripley's K function. 22 We assume that the patterns are generated by stationary spatial point processes. To describe the way that spatial cell interactions change through space, the K function is defined as
where n r is the number of other cells within distance r of an arbitrarily chosen cell of the process; is the intensity of the process, or mean number of cells per unit area; and E͑·͒ denotes the expectation of a random variable. The process is essentially identical to counting the number of cells in circles of radius r centered on a selected point. If the testing pattern is a realization of a homogeneous Poisson process, K͑r͒ = r 2 , and if the process exhibits clustering at certain distance, r 1 , then K͑r 1 ͒ Ͼ r 1 2 . An easier function to visually interpret is L͑r͒ = ͱ K͑r͒ / , because L͑r͒ = r for a homogenous Poisson process. A characteristic of this analysis is that it treats all patterns as isotropic, as it looks at the number of cells contained in a symmetric neighborhood of a particular cell. Consider the image shown in Fig. 1 as a hypothetical example of the data that we could obtain from an experiment. Fig. 3 depicts the associated L function as well as the upper and lower simulation envelopes used to assess the statistical significance of the departure of a leukocyte pattern from homogeneous Poisson processes. The plotted simulation envelopes are the upper and lower bounds for L functions calculated from 99 independent simulations of 31 objects independently and uniformly distributed over the study region. The most striking feature of Fig. 3͑b͒ is that L͑r͒ exceeds the upper envelope for the range of ͓7.1, 13.6͔ m, which suggests that the hypothesis of a homogeneous Poisson process is rejected at a ͑one-sided͒ attained significance level of 0.01. We find similar observations in all test images that contain sufficient cell samples. We therefore conclude that a significant trend of clustering, corresponding to the excess of interevent distances, occurs within that range. Note that ͑1͒ L͑r͒ lies between envelopes throughout the rest of its range, which suggests acceptance of the hypothesis, ͑2͒ spatial dispersion is scale-dependent: the same set of points can appear clustering at one scale and random at another. Another salient feature is that L͑r͒ is close to 0 for small distances, which suggests a minimal physically possible distance exists between neighboring leukocytes.
The clustering hypothesis coincides with the experimental findings from a recent biological study of Kunkel et al. 19 on the potential role of intravital leukocyte-leukocyte interactions, which revealed that rolling leukocytes preferentially accumulate in circumscribed areas of venules to form clusters. In Ref. 19 the molecular adhesion mechanisms responsible for cluster formation are detailed. Their results concerning the existence of clusters were obtained via manual detection of clusters rather than an automated detection. And, as their study focused on the biology and not the statistical model, the existence of clustering was judged by the human observer in contrast to the statistical test used in our approach. We believe that the methods presented here should benefit future biological studies regarding cellcell interactions.
Model Specification
This section describes the MPP model we propose to use for identifying leukocytes in microscopy images, as the answer for the second question arising in the preceding section. We construct a pattern model that can be used both in comparison to the original leukocytes pattern and also in representation of it. We will first discuss the model for a single leukocyte and then discuss how to extend this model to handle an arbitrary number of leukocytes with different geometrical features.
It is observed that leukocytes appear to be slightly deformed ellipses ͑from teardrop shapes to perfect circles͒. Therefore, we model leukocytes as ellipses, each characterized by three parameters: lengths of the major and minor axes a and b, and the orientation of the major axis , which gives the cell mark m = ͑a , b , ͒, with the following priors specified on the parameters:
where U denotes a uniform distribution, and M denotes a von Mises distribution. Favoring values near = 0, the angle has a density on ͑− /2, /2͒, while the density shape is dependent on the concentration parameter . Also, each cell x has its location s = ͑s x , s y ͒.
The next step is to include the model of single cell into the MPP model: a configuration in the scene is a finite set x = ͕x 1 , x 2 , ... ,x n ͖ of objects x i = ͕s i , m i ͖, where s i are the center coordinates of object x i and m i = ͑a i , b i , i ͒ describes its shape. Furthermore, we model the probabilistic dependence of cells in an image by a Markovian MPP, because in an attempt to identify cells, it is not necessary for each cell in the image to interact with every other cell. Only cells that are spatially close to each other need to interact. We now define two objects x i and x j to be neighbors if ʈs i − s j ʈ Ͻ , where Ͼ 0 is a prescribed number that can be deduced approximately from the average cluster size measured by Ref. 19 . Under the framework of the Markov point process, 18 we define a probability density on the configuration space with respect to a Poisson process of unit density as
where N s j denotes a neighborhood set of s j , ʈ · ʈ denotes the distance measure, ␣ is a normalizing constant that cannot be determined explicitly, and ␤ reflects the intensity of the process. The first term g 1 ͑·͒ reflects our geometrical prior on the shape of the leukocyte as defined in ͑2͒. The second term, g 2 ͑·͒, illustrated in Fig. 4 , describes the probability model of pairwise interactions between neighboring cells and is chosen as follows:
The function g 2 ͑·͒ is learned from the training set. This second term encourages pairs of cells within a distance between u 2 and 2u 3 − u 2 and thereby produces a cluster pattern as well as imposes a minimum distance of u 1 between cells. It can be shown that the point process defined in ͑3͒ satisfies a stability condition given in Ref. 23 , which is useful in analyzing the convergence property of Markov chain simulation schemes.
Determining Parameters
We are to integrate the prior model into the Bayesian framework in the next section. However, while Bayesian methods can improve the quality of the solutions, they also have the potential to create errors when the models do not accurately characterize the data. 24 In order for the posterior to provide a reliable representation of the uncertainty, it is necessary that the parameters involved are well chosen so that the prior model is realistic in the sense that typical realizations of the prior may be considered as likely realizations of the unobserved scene.
The model described in ͑3͒ contains four rather nonintuitive parameters, ⌰ = ͑ , u 1 , u 2 , and u 3 ͒, to be specified. We estimate these parameters using the K function ͑see Section 3.1͒ and its empirical estimator K ͑r͒ obtained from the training data. On the training sets consisting of 30 images, centroids of leukocytes are manually labeled. K͑r ; ⌰͒ denotes the theoretical K function with parameters ⌰. A criterion to measure the discrepancy between model and data is given by Ref. 25 :
where the constants r 0 and c have to be chosen. In our experiment, c = 0.5, as suggested by Ref. 26 . r 0 relates to the scale of interaction effects to be examined, accomplished by defining r 0 equal to one-quarter the maximum distance in the study region. We compute D͑⌰͒ for every possible ⌰ of different parameters combination, and then estimate ⌰ to be the vector of parameters that minimizes D͑⌰͒. It should be noted that, as K͑r ; ⌰͒ cannot be evaluated explicitly in our context, it is replaced by K ͑r , ⌰͒, the pointwise mean of estimates calculated from 100 simulated realizations of the model. While calculating the K function ͑also in calculations of Section 3.1͒, the weighting factor is used to remove edge effects, where large circles centered on points nears the edge contain fewer points than expected merely because much of the circle being considered is outside the area studied ͑see Ref. 27 for details͒. Four realizations of MCMC simulations of the model where the constituent parameters are determined through the procedure discussed above are depicted in Fig. 5 , giving visual examples of clustering.
Bayesian Inference via Markov Chain Monte
Carlo This section discusses the incorporation of our model into a fully Bayesian approach. The common Bayesian thread is the combination of prior distribution ͑discussed in Section 3͒ for the scene of interest X, ͑x͒, with a likelihood term that depicts how the image y arises from a particular scene configuration x, ͑y ͉ x͒. Inferences for X are then made using the posterior distribution of the scene given the image y: ͑x͉y͒ ϰ ͑y͉x͒͑x͒. ͑6͒
We will describe the choice of a suitable ͑y ͉ x͒, and since the expression of ͑6͒ is sufficiently intractable such that exact calculation and even direct sampling are not feasible, we discuss the use of MCMC methods for indirect sampling.
The Likelihood
In our detector, we need to separate cells from the larger groups of adjoining and overlapping cells and clutters and use a measure that best achieves the discrimination. An edge-based statistic, the gradient inverse coefficient of variation ͑GICOV͒, is proposed in our previous work. 21 The details of the GICOV statistic are given in Ref. 21 , where the GICOV is defined as the ratio of the mean and the standard deviation of directional image derivatives over an entire closed contour fitted to a cell boundary. The derivatives are taken in the outward normal directions with respect to the contour points. The motivation behind the GICOV is our observational hypothesis that the edge strength of a leukocyte remains somewhat constant around the boundary. Thus, we favor a fitted contour with high directional gradient magnitudes as well as low variation.
To explore the probability density of the GICOV, we assume a step-edge model for a leukocyte and homogeneous surroundings in an ideal noise-free image. We then consider an additive white noise process for image formation and represent the densities as a function of parameters of the leukocyte edge model and underlying white noise process from image formation. We concern the classconditional density functions that are characterized for the cell and noncell class, respectively. Herein we use the ratio of these two conditional densities as our likelihood function.
The inspiration for considering an edge-based measure rather than a region-based measure comes from the observation that the edges emerging from the intravital microscopy imagery are more consistent visual cues for leukocytes than regional measures such as average intensity. In fact, a leukocyte appearing bright often turns dark in appearance, and vice versa, during a video sequence, as it moves closer to or farther from the focal plane in the course of travel through the microvessel.
RJMCMC Algorithm
Let us now elaborate on the details of the inference technique. In this application, since the number of cells is assumed to be random, the posterior distribution to be evaluated is defined on a finite disconnected union of subspaces of various dimensions. Each subspace corresponds to a model with a fixed number of cells. Thus, for the sake of varying dimensionality, a standard MCMC algorithm cannot be constructed. As a consequence, we adopt Green's reversible jump MCMC ͑RJMCMC͒ framework 28 to accommodate the variable dimensionality problem. Equivalently, the RJMCMC enables a sampler to be constructed with a stationary distribution as the posterior distribution of the form ͑x k ͉ y͒, where k indexes the dimension of the model.
To simulate ͑x ͉ y͒, at each iteration a new configuration ͑sample/state͒ is proposed according to proposal density q͑x , xЈ͒, where x and xЈ are the old and new states of the Markov chain, respectively. If the new configuration xЈ is of a higher dimension than x, xЈ is constructed to be a function of x and u, the new dimension-matching auxiliary random variable. These proposals are randomly accepted according to an acceptance probability that ensures reversibility and, thereafter, invariance of the Markov chain with respect to the posterior distribution. The acceptance probability that governs the probability of acceptance for a change at that iteration, according to Ref. 28 
ͯͪ, ͑7͒
where p r is the probability of choosing to propose the reverse jump, p f is the probability of choosing to propose the forward jump, and ͉‫͑ץ‬xЈ͒ / ‫͑ץ‬x , u͉͒ is the determinant of the Jacobian of the transformation from ͕x , u͖ to xЈ. Starting from an empty set of configurations, the implementation of the RJMCMC methodology necessitates a selection of allowable parameter or dimension changes ͑transitions͒. The move types for our problem may include the following.
Update of the parameters of all the leukocytes
The first move type proposes a change of the parameters of a randomly selected cell x i , keeping the other cells unchanged. 
Birth and death of a leukocyte
The birth move assigns a new cell the mark m i = ͕a i , b i , i ͖, which increases the number of mark parameters by three, to obtain the new state xЈ = ͕x , x k+1 ͖. The initial values of the triple ͕a i , b i , i ͖ are drawn from their respective priors, as defined in ͑2͒. The death move is constructed to exactly undo the birth move, where a cell is chosen to be removed, at random. If a death move is accepted, the selected cell is changed to a false detection. For the sake of efficient computation, a modification is made here: we restrict the position change moves within the small vicinities of rough detection results and only generate birth proposals from one of the unoccupied positions. In this way, the birth proposals are only generated from small vicinities of rough detection results, instead of proposing births at random locations within the study region of image; see Section 5 for more discussion. Suppose the case where the rough detection result contains k max candidate cells and, at the current iteration, the configuration consists of k cells for 0 ഛ k ഛ k max . Also let P birth and P death be the probability of proposing a birth and death move, respectively. Using ͑7͒, and noting that ͉‫͑ץ‬xЈ͒ / ‫͑ץ‬x , u͉͒ = 1 since we have the Jacobian of the identity matrix in this case, we obtain The two terms, P death / ͑k +1͒ and P birth / ͑k max − k͒, are the probabilities of proposing specific changes in dimensionality: in a death move, the choice of which of the k + 1 cells to remove is made randomly; in a birth move, the new cell is created within k max − k unoccupied positions. The acceptance probability for a birth move is A͑x , xЈ͒ = min͑1,R birth ͒. A death move has an acceptance probability of A͑x , xЈ͒ = min͑1,R birth −1 ͒. At each iteration, the type of move propose depends on a specified probability vector P prop = ͑P birth , P death , P s , P a , P b , P ͒.
For all simulations, P prop is empirically chosen as P prop = ͑0.10, 0.10, 0.20, 0.20, 0.20, 0.20͒, except in two cases: ͑1͒ if the current number of cells is zero, a death move is not possible; ͑2͒ if the cell number is equal to the maximum possible value k max , a birth move is prohibited. The Markov chain, initialized from an empty configuration, is run for 10,000 iterations, the first 6,000 of which are used as a "burn-in" period for chain mixing. The final detection result is obtained as follows: ͑1͒ we determine the leukocyte/ false-detection label for each candidate cell by using mode operator over states of the Markov chain once convergence appears to have been reached; ͑2͒ we estimate cell locations and mark parameters by averaging over the states after the burn-in period. The law of large numbers still holds, even though the samples are weakly dependent, and such estimates are thus viable. 30 Convergence is monitored by running multiple chains from dispersed starting points, which all converge to the same solution. More formally, the Gelman-Rubin R statistic 31 is consistent with convergence. The sufficiency of the iteration numbers is verified by visually examining the solution's accuracy, which partly depends on the number of iterations after convergence has been achieved.
Performance
We implemented our method on a test data set consisting of four video sequences composed of 91 frames each ͑3 seconds' duration͒. We executed the algorithm for 10,000 iterations for each frame and collected the samples from the Markov chain. The mean acceptance rate was between 0.3 and 0.4, which is considered as a good indicator for a random walk.
32 Fig. 6 shows typical Markov chain evolution results from two example frames. The computational expense for one frame is on the order of tens of seconds in Matlab. Recent results show that a 10-fold improvement in computational expense is possible through C-language implementation.
System Performance
Results of the proposed detection method are compared with the manual results, which act as ground truth for all our experiments. If the distance between two cells from compared results is less than a predefined threshold ͑1 m͒, the two corresponding detection results are said to be matched and the corresponding leukocyte is interpreted to have been detected by both methodologies.
In order to quantitatively examine the performance of the proposed detector, we calculate the five measuresdetection rate, false-alarm rate, specificity, positive predictive value, and negative predictive value. Table 1 tabulates the definitions and results in terms of each measure. Specifically, the detection rate is defined as the ratio between the number of leukocytes correctly detected and the number of leukocytes determined by the ground truth. The falsealarm rate is defined as the ratio between the number of false detections wrongly identified as leukocytes and the number of leukocytes determined by the ground truth. Specificity is defined as the ratio between the number of false detections correctly identified and the number of false detections determined by the ground truth. The positive predictive value is the likelihood that the detection of a leukocyte is actually associated with a leukocyte marked in the ground truth data. The negative predictive value is the likelihood that the identification of a false detection is actually associated with a false detection marked in the ground truth data.
The leukocyte count obtained using the proposed scheme in each frame of the test data set is compared with ground truth data set. The Pearson's correlation coefficient is computed to assess the association between automated scheme and manual operation. The resultant correlation coefficient of 0.973 shows strong agreement between the two approaches.
Performance Comparisons
To evaluate the performance of the proposed detection method, we also provide the comparisons with two currently used methods-the level set method and the ERS transform method.
A detection approach based on image level sets has been recently suggested by Mukherjee et al., 33 where possible cells are captured through a search of the image level lines-boundaries of connected components within level sets. Some postprocessing operations are performed to remove connected components that are not within the possible range of cell sizes from all the levels of the image. Chabat et al. developed the edge-radius-symmetry ͑ERS͒ transform method for the purpose of identification of bron- chi from CT images. 34 Based on local edge strength ͑E͒, radial distribution ͑R͒, and symmetry ͑S͒, the image pixels are ranked to provide a sorted list of the most likely positions of all objects of interest. Each pixel is given a rank n E , a rank n R , and a rank n S , reflecting its position in the list of pixels sorted according to E, R, and S, respectively. The three ranks are then combined to provide a list of pixels for the entire image sorted according to the value of n defined as n = n E + n R + n S . Table 2 tabulates the comparative leukocyte detection performance on a test data set. From the performance comparisons illustrated, we conclude that our proposed MPP method is superior to the ERS transform method and the level set method in term of leukocyte detection. The advantages of the ERS transform method and the level set method lie in easier implementation and lower computational complexity, achieving 9.4 and 4.5 seconds per frame, respectively, in Matlab. It is worth noting that even experts working in pathology laboratories can produce cell counts that vary by as much as 15%. 35 We therefore claim that the proposed method can be used as an automated alternative of manual counting, according to the performance shown in Table 2 .
Overall, it has been demonstrated that the method has been quite successful in identifying the leukocytes. The high detection rate indicates that most of the leukocytes are identified; and the high negative predictive value suggests that most of the false detections produced by the initial detection step are eliminated.
Discussion
Intensive computational expense is associated with the conventional implementation of reversible jump MCMC in the field of object recognition. 12, 13 The inefficiency is mainly due to the fact that the new objects are proposed at random locations within the image, and many such proposals are rejected since they do not fit the data well. However, this problem can be overcome by better design of the proposal probabilities: As described in Section 4, we only generate birth proposals from the small vicinities of rough detection Applied to the image depicted in Fig. 1 , the comparison results of conventional RJMCMC and the modified one ͑re-ferred to as the modified RJMCM͒ are plotted in Fig. 7 . Time-series plots of four monitored quantities, including the cell numbers ͑a͒, the cumulative numbers of accepted birth moves ͑b͒, of accepted death moves ͑c͒, and of geometric parameter updates ͑d͒ over the first 10,000 sweeps, are shown. The Markov chains both start with empty initialization and follow reversible jump schemes carefully tuned to the two cases. Both visual inspection and comparison of the samples of cell numbers show that similar results are obtained.
Looking at the curves in Fig. 7͑c͒ , we see that only a few death moves are accepted during the entire simulation of both methods, which may be due to the fact that the birth moves accepted usually occur in high potential area. During the first 4,000 sweeps of the proposed method there is a rapid change, after which convergence appears to have been reached. In terms of iteration numbers, the modified method requires much fewer sweeps than the conventional algorithm, about 50% to 70% of the sweeps, to converge. Since the modified birth proposals now have a higher overall acceptance rate, and the proportion of iterations proposing births can be efficiently reduced, we can increase the probabilities of other types of proposals. The additional iteration for other moves should improve the exploration of the posterior around these modes.
The proposed method is also more expedient than our previous approach, 21 where B-spline active contours are implemented to delimit the leukocytes. More computational expense is requisite for Ref. 21 , because the implementation of active contours for numerous objects tends to be time-consuming, and a large amount of computation time is wasted in the procedure for extracting the accurate boundaries of false detections introduced by initial rough detection.
Summary
The problem of automatically identifying cells has a long history, dating back at least to the 1960s. 36 In this paper, we have presented a marked point process model-based ap-proach for automated rolling leukocyte detection within intravital microscopy images. In contrast to such classical methods as the MRF, the marked point process analysis has the advantage of characterizing and exploiting geometrical and spatial interaction information about the object pattern configuration. Through the point process model, this approach provides a systematic methodology for representing leukocyte pattern knowledge by way of properly designed interaction functions. The detection is then formulated as the problem of finding the most likely realization of the point process model given the domain knowledge and feature measurements from microscopy image.
We adopt a Bayesian formulation to integrate prior knowledge and use a reversible jump process as a tool for designing Markov chains traversing the complex solution space. The sampler uses reversible moves, such as birth and death for sampling a candidate configuration given the current configuration, so that a jump between subspaces of different dimensions is made possible. The HastingMetropolis algorithm is used for computing the acceptance probability of a new configuration.
Results are provided for intravital microscopy sequences, where the proposed method is found to be able to identify the rolling leukocytes from complex environment reasonably well. The resulting identification is objective in that it uses a statistical model based on computed measures of cell size, shape and spatial properties, developed on a large set of training data and tested on an independent set of test data. The detection program performs with a detection accuracy of 84.2% and a false-alarm rate of 11.7% on training and test data comprising 9,434 human labeled cells. Comparisons of performance among two currently used detection methods, namely the level set method 33 and the ERS transform method, 34 have been provided. Moreover, the effort of reducing the computation cost makes the proposed method feasible for processing large image databases in practical cases.
There are several directions in which this work may be extended further. First, the type of contour is limited to an elliptical contour in this work. For improved performance, more natural and flexible shape models-for example, the class of superellipses, 37 , can be used. Second, since the error caused by out-of-focus objects has a nonignorable effect on the detection results, deconvolution 38 can be valuable for improving the algorithm's overall performance by removing out-of-focus haze and enhancing image contrast. Third, due to the fact that observed leukocytes are moving in an approximately flat plane, we currently assume that ͑1͒ rolling leukocytes are distributed uniformly throughout the study region, and ͑2͒ their spatial interaction can be described by one specific model. These are simplifying assumption that we have found to work well in practice. The fact is, though, that the densities of leukocytes have their own underlying properties for each specific segment of the microvessel; that is, the assumption of stationarity may be violated. Further, the relationship between leukocytes could be space-and/or time-variant.
