There are several contexts in the analysis of failure time or lifetime data in which censoring times for unfailed units are missing. The area that motivated the current research concerns the estimation of failure-time distributions or rates from product warranty data. If under warranty a product may experience a certain type of event, or "failure," then we can estimate the distribution of time to failure (or the intensity function for recurrent events) over the warranty period from warranty reports. We typically have to deal with missing censoring times, however, as we now discuss.
Suppose that Ti is the time to failure for product unit i in a population of M manufactured units. In some applications Ti is measured in calendar time since the sale time of the unit. For many types of products the manufacturers do not know the date of sale for most units, and therefore the censoring time (i.e., the elapsed time between the sale of the item and when the data are assembled) for most unfailed items is unknown. For units that fail under warranty, the failure time and the potential censoring time are known because the date of sale is verified as part of the warranty claims process.
Similar problems arise when Ti is some type of usage, or operational time. A familiar example is in connection with automobiles, where Ti represents the mileage at failure. If failure data are collected up to some current date, the censoring time is the minimum of the vehicle's current mileage and the mileage at which it passes out of the warranty plan. For example, for a two-year/24,000-mile warranty, this latter mileage is the lesser of the vehicle's mileage at two years and 24,000 miles. Because exact mileage accumulation data are not available for most cars, the exact censoring times are in general unknown. By making the crude but generally satisfactory assumption that mileage accumulation is linear over time, however, they may be estimated for cars experiencing a failure because the date of sale, date of failure, and mileage at failure are all observed. An application involving automobile warranty data is discussed at some length in Section 5.
Suppose that the lifetime variable T has distribution function F(t) = Pr(T < t) and that the population of M units has independent lifetimes tl,...,tJ generated from that distribution. There are also censoring times r1,..., TM associated with the units, and we assume that the ri's are independent of each other, with common distribution function G(r) = Pr(Ti < T). The distribution G(T) is determined by the random process by which units are sold and by the random process by which units accumulate usage over calendar time, when T is a usage time. A reviewer asked whether finite population assumptions might be used instead. This is feasible but more difficult to implement and, given the large sample sizes typical of this area, unlikely to give results that differ much from ours. The observed data are as follows: If ti < Ti, we observe ti (and possibly also Ti), but if t, > Ti, we know only that fact and not the value of T, or ti. Our objective is to estimate the distribution F(t) from such data, avoiding any parametric assumptions.
Suzuki ( for the missing censoring times. In many circumstances it is possible to estimate the censoring-time distribution, however, and this provides another approach. We present in this article two nonparametric estimation methods for the case in which the censoring-time distribution G(7) is known, or at least estimated from other sources. The main assumptions that we make initially are (a) the number of product units M in service is known, (b) all failures are reported under the data-collecting scheme, (c) the censoring-time distribution is known, and (d) censoring times are statistically independent of failure times. The assumptions are discussed further in the article, and ways to handle departures from them are presented.
Section 1 presents nonparametric maximum likelihood and moment estimators for F(t), assuming that G(7) is known. Section 2 reports on a small simulation study comparing the two estimators. Section 3 considers cases in which G(7) is estimated, and Section 4 examines the assumption of independence of failure and censoring times. Section 5 presents a detailed example involving automobiles. Section 6 outlines extension of the methodology to deal with multiple failure modes and recurrent events, and Section 7 presents some concluding remarks.
MAXIMUM LIKELIHOOD AND SIMPLE
MOMENT ESTIMATORS A nonparametric method of lifetime distribution estimation was previously given by Suzuki (1988). Suzuki and Kasashima (1993), however, showed that method to be inferior to maximum likelihood, so we will not discuss it here.
To develop nonparametric estimators, it is convenient and customary to work with discrete distributions; finite-sample estimates of continuous cumulative distribution functions F(t) are discrete anyway and may be obtained from the discrete-time framework. Thus, we assume that lifetime T and censoring time T may each take on values 1, 2,..., and f(t) = Pr(Ti = t),g(r) = Pr(TJ = r). The corresponding cumulative distribution functions are F(t) = f(1) + .. + f(t) and G(T) = g(l) + -+ 9(r). In this section, we assume that T, and 1 are independent and that G(r) is known.
Maximum Likelihood Estimation
With known population size M and censoring-time distribution G(T), the likelihood function based on the probability of the observed data for the population is of the familiar censored-data form (Lawless 1982 
This then gives the maximum likelihood estimates, provided that fML(1) +-+ fML(Tmax) < 1. This is virtually always the case when F(Tmax) is not too close to 1, which is satisfied in most applications. In the warranty-reports context, for example, 7max is the maximum failure time observable and not larger than the warranty time limit, and the probability that a unit fails while under warranty is considerably less than 1. If the constraint is not met, then doubt may be cast on the validity of the assumed function G(7). When the estimates (4) sum to slightly over 1, a reasonable approach is to simply rescale them so that they sum to 1, but this may differ slightly from the maximum likelihood estimator (MLE). To get the MLE, we need to maximize (2) under constraints f(t) > 0 and f(1) + +.. 
+ fML(t).
Similar to the discussion for the nonparametric MLE of Hu and Lawless (1996a), for example, arguments can be given to establish the consistency and asymptotic normality of this estimator. This also follows from the next section. 
is obtained by noting that E{nt} = MG(t)f(t),t = 1,...
, -max.
Notice that fsM(t) is the same as the nonparametric MLE fML(t) in (4) in the current situation. Under our assumptions, nt is binomial(M, f(t)G(t)) and it is easy to see that fSM(t) is unbiased with variance var{fsM (t)} f(t) There is no closed form for fML(t) when K > 2. Equation (10) can be used to provide an iteration scheme for obtaining the fML(t)'s. We can, however, obtain a moment estimator. The fact that We used S-Plus (?1988 MathSoft, Inc.) for generating the random variables needed and all the computing. The maximum likelihood estimate was evaluated by using the iteration procedure based on (10); we took f() (k/120) = f(k/120) and terminated the iterations when We repeated the preceding simulation with M = 400 instead, to study situations with sample size fairly small. The corresponding sample means and standard errors of the estimates for F(.8) are once again essentially the same. We present the estimates for case a = 1.85 in Figure 1, (e)-(f) . To investigate the estimators further, we conducted the two preceding simulations for the case a = 1.02 (m/M in this case is about .5). The sample means and standard errors of the estimates are now slightly different and are presented in Table 1 . Figure 1, (g)-(h) , shows the estimates for F(.8) based on FSM(t) and FESM(t) in this case with M = 4,000 and M = 400, respectively. As discussed in Section 1.3 and shown by the simulations, the three estimators agree closely, especially in the situations with heavy censoring. The practical consequence of this is that it is satisfactory to use the easily computed moment estimates.
EFFECT OF USING AN ESTIMATE OF THE CENSORING-TIME DISTRIBUTION
The estimation procedures in Section 1 assume that the censoring-time distribution G(T) is known. In most practical situations, however, G(T) is estimated, or only roughly known. Hu and Lawless (1996b) investigated likelihoodbased parametric estimation for this situation; their approach can be extended to a nonparametric setting. We focus here on the extension of the simple moment estimator in Section 1.2; the estimator in Section 1.3 can be extended similarly. An example is presented in Section 5.
Suppose that G(r) is a consistent estimate of G(r), and for convenience let Gb(t) = 1-G(t) denote the estimate of G(t). In that case, the estimates analogous to (5), G(t)'
and to FSM(t) in (7), 
are both consistent. In Section 5, we will discuss this further based on the example there.
Behavior of the estimator fSM(t) depends on how well G(T) estimates G(r) and whether G(T) is related to the primary data-that is, the nt's. In this article, we assume that G(T) is independent of the primary data. The covariance of the fSM(t)'s is then COv{ fSM (S), fSM(S2)} E{cov[fsM(s), fSM(S2)|G(T)]} + cov{E[fsM(sl)lG(T)], E[fsM(s2) G(T)]} { f(si)G(si)[I(s,
4. NONINDEPENDENT CENSORING Section 1 assumes that censoring times Ti,..., TM are independent of lifetimes T, ... , TM. This assumption may sometimes be questionable: For example, if the lifetime of an automobile component depends on both the age of the car and the number of miles it is driven, then the fact that warranty plans have age and mileage limitations (e.g., two years and 24,000 miles) implies a dependence between Ti and Ti. Our objective here is to briefly consider the effect of nonindependent censoring on the estimator of Section 1.2. We also present a version of the simple moment estimator for a special case in this situation.
Effect on ?sM(')
The estimator fSM(') of (5) 
A Special Case
In some situations Ti and T are related only through a covariate (or covariates), say xi, such that Ti and 7T are independent given xi, i = 1,..., M. This was considered in different contexts, for example, by Kalbfleisch and Lawless (1991) and Hu and Lawless (1996b) . We extend the model of Section 1.3 slightly to deal with this.
As in Section 1.3, we suppose that xi takes on values Xk, k 1,... K, and is observed for every unit i. Then 
if an estimate Mk is available. We address this in Section 5 through the example. This idea may be applied to situations in which the number of product units in service MI is unknown but there is an estimate for it. That is, for example, we consider fsM(t) = nt/MG(t) instead of (5). Similarly, as in Sections 1 and 2, we can also consider variance estimation of F(tlx?),t -1,. ..,rnax and k 1,....,K. Although the sale dates si's are known for all 8,394 cars, the values of Ti's are not. If we are willing to make the simplifying assumption that mileage accumulation is linear over (0, ai], then ui may be evaluated for cars that fail because the mileage as well as the age at failure is recorded. In this case we would thus have the -ri's for the cars that fail but not for those that do not. The simple estimators used here do not require any censoring times, but they do require an estimate of their distribution, which we now discuss. 
AN EXAMPLE

where V(t) is the estimated variance of FSM(t). These in-(b)
tervals are based on the fact that, as M increases, the dis-
Estimates and Approximate 95% Confidence Intervals for tribution of [FSM(t) -F(t)](t)
1/2 approaches a standard (18) and account for the fact that G(r) has been estimate geographic location as those in the warranty mated by using the car survey. The second set of intervals e was taken, wherein the approximate mileages at is considerably wider and provides a more valid assessment .r after sale were obtained for each car. We assume of uncertainty. We could similarly produce estimates of the leage accumulation occurs at a constant rate ui for failure-time distribution in terms of car age. We remark that an alternative approach is to stratify cars according to their time of sale and then to use the approach in Section 1.3. This produces an estimate of F(t) that is indistinguishable from that in Figure 3 in this case, which was based on the unstratified data.
It is possible here that failure may be related to both age (time since sale) and mileage. To investigate this we formed a covariate x based on mileage-accumulation rates, as follows. We divided mileage rates into five classes-(0, 6,000], (6,000, 12,0001, (12,000, 18,000], (18,000, 24, where now, however, nt is the total number of recurrent events observed at time t across all product units. Hu and Lawless (1996a) gave variance estimates for ASM(t) and AsMI(t) = AsNI() +...+ As\s(t) and discussed their properties.
Multiple failure modes may also be dealt with. For simplicity we consider two modes, A and B, and the case of failure times; recurrent events can also be considered. Let TA and T1B represent the times to failure of modes A and B, respectively, let fA(t) = Pr(TA = t) and fB(t) = Pr(T~ = t) denote the marginal probability functions, and 
where nAB(s, t) = M1 I(T-A = s, TB = t, ri > s V t) and s V t denotes the maximum of s and t. In applications in which the probability of a failure of any given mode is fairly small over the observation period, however, the probability of getting failures on two or more modes is usually very small, so (24) may not be very precise. In many situations it may be adequate simply to consider the different failure modes separately, in which case the estimates (23) are all that are needed. Variance estimates are then given by the expressions for fsM(t) in Section 3.2. If, however, we wish to gain insight into how failure times for different modes are related, (24) can be used. If this is too imprecise to be useful, then one can adopt a parametric model to get more precise (but model-dependent) estimates. The preceding discussion of multiple failure modes assumes that, when a failure of one type occurs, it does not preclude failures of other types. In some situations the failure modes may be competing so that this does happen.
COMMENTS AND RECOMMENDATIONS
When censoring times are missing, standard methods of estimating lifetime distributions are not available. If the censoring-time distribution G(T) is known or estimated from additional data, however, then either maximum likelihood or moment estimation may be used to obtain nonparametric estimates. The methods in this article depend on the validity of the assumed G(r), and it is important in practice to be confident that G(r) is suitable. The use of the easily computed simple estimators FSM and FESM is entirely satisfactory in practice, as demonstrated by our simulation results. We also recommend the use of confidence limits for the lifetime distribution that account for uncertainty in G(r). When G(r) is estimated, the method of Section 3 can be employed. If standard errors for the estimate of G(7) are not available, we recommend varying G(r) in a sensible way around the estimate and examining the range of confidence limits obtained.
The estimates in Section 3 also require that the censoring times be independent of lifetimes. This can be a problem for some applications. As shown in Sections 4 and 5, we can often handle dependent censoring by using a covariate x such that lifetimes and censoring times are roughly independent conditional on x. In the case of automobile war- 
