Color dispersion, i.e., the dependency of refractive index of any transparent material on the wavelength of light, has important consequences for the function of optical instruments and animal eyes. Using a multiobjective goal attainment optimization algorithm, a dispersion model was successfully fitted to measured refractive indices of various ocular media and the longitudinal chromatic aberration determined by laserscanning in the crystalline lens of the African cichlid fish, Astatotilapia burtoni. The model describes the effects of color dispersion in fish lenses and may be applicable to the eyes of other vertebrates as well.
Introduction
Dispersion is the dependency of a medium's refractive index (RI) on light frequency or wavelength in vacuum. This phenomenon has influenced the design of imaging devices and the evolution of eyes. Since the refractive power of a lens is dependent on wavelength, there is chromatic defocus in polychromatic light. In manufactured optical devices, the problem of chromatic defocus is minimized by using combinations of lenses made of different materials (Hecht, 2002) . The biological solution is however different; well-focused color images are created by a single multifocal lens. The optical function of such lenses is studied mainly in fishes because they have good color vision and simple optical systems. Under water, the cornea has negligible refractive power such that the crystalline lens alone creates the images. Typical fish lenses are furthermore spherical, which considerably simplifies optical analyses.
A multifocal lens has distinct zones of different focal lengths for monochromatic light. If polychromatic light is incident on the lens, each zone creates a well-focused image for a different spectral range (Kröger, Campbell, Fernald, & Wagner, 1999) . Multifocal lenses are present in a large variety of vertebrates (animals with a backbone) (Gustafsson, Collin, & Kröger, 2008; Hanke, Kröger, Siebert, & Dehnhardt, 2008; Karpestam, Gustafsson, Shashar, Katzir, & Kröger, 2007; Kröger et al., 1999; Lind, Kelber, & Kröger, 2008; Malkki & Kröger, 2005; Malmström & Kröger, 2006) and are thus a very successful solution.
The mode of operation of a multifocal lens is, however, counterintuitive; a sharp color image is overlaid by defocused light that has passed through zones of the lens of unsuitable refractive power. One may therefore wonder what information transfer capacity such lenses can have.
Multifocal crystalline lenses are gradient index lenses (GRIN lenses), with the highest RI in the center and lowest RI at the surface of the lens. This gradient greatly reduces longitudinal spherical aberration (LSA). The residual LSA of the lens is carefully tuned and leads to its multifocality (Kröger et al., 1999) . The performance of the lens is critically dependent on the shape of the refractive index gradient (RIG) and small differences in the RIG can lead to relevant and significant differences in the optical properties of the lens (Kröger, Campbell, & Fernald, 2001) . So far, determination of the correct RIGs (i.e. not estimated RIG) of fish lenses has been difficult because of the necessary high accuracy. A combined approach of measurements and computational modeling seems to be the only viable approach. For this, knowledge on the dispersive properties of ocular media across the visible spectrum is necessary.
While theoretical dispersion equations rely on physical constants and hold true for relatively homogeneous materials, the complexity of the material found in living vertebrate lenses (e.g. water, different proteins and lipids, ions, ion complexes, etc.) discourages their use. The multitude of different dispersive factors (electrons at various energetic levels and electric dipole molecules) results in the same number of parameters to be included in the 0042-6989/$ -see front matter Ó 2010 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2010.02.020 dispersion equation. Alternatively, the lens material's RI, n, can be described as a function of the wavelength it was measured at, k, and a reference RI, n 0 , the same material has at a reference wavelength, k 0 , with the following dispersion formula suggested by Krö-ger (1992) : respectively. This formula is based on measurements of RI at four wavelengths in a large variety of ocular media performed by Sivak and Mandelman (1982) .
While Sivak and Mandelman measured dispersion directly in freshly dissected eye material, Kröger and Campbell determined longitudinal chromatic aberration (LCA) in lenses of the African cichlid fish, Astatotilapia (formerly Haplochromis) burtoni. Laser beams were scanned through freshly dissected lenses and LSAs were measured for four wavelengths of laser light. In the current study, we combine the refractive indices measured in dissected eye material with the LCA measured by laser-scanning of A. burtoni lenses to find a set of dispersion model parameters that fits both datasets.
Fitting directly measured dispersion
In Sivak and Mandelman's study, the ocular media were grouped into four different types: vitreous, aqueous, cornea, and lens. Each group encompassed a different range of refractive indices, with low values for vitreous and aqueous, and high ones for lens material. All of these values and ocular media groups were used in fitting the dispersion model because the entire RI range is required for modeling the lenses of fishes and other animals. While the cornea is excluded in ray-tracing the fish lens (it has negligible refractive power), it resembles the lens capsule in both RI range and collagen content, making it a good proxy for the capsule that is incorporated in ray-tracing the lens.
A nonlinear multiple regression analysis (Seber & Wild, 1989 ) was initially used to fit Eq. (1) to the Sivak and Mandelman dataset. A constraint function was used in order to limit the problem by allowing only realistic and relevant solutions. The derivative of the dispersion model across the measurement wavelength ðkÞ had to be negative (i.e. lower refractive indices for longer wavelengths). This had to be true for a wavelength span between 400 nm and 700 nm, and for refractive indices between 1.36 and 1.54. Finally, no refractive indices below 1.2 or above 1.7 were allowed. The results of the initial fit were used as a starting guess in an optimization that found parameter values that satisfied the required constraints. Parameters resulting in the best possible fit (with the highest r 2 value) were found using a third optimization constrained by the requirements mentioned above. This optimization used the same independent variables determined by Kröger (1992) from the dataset measured by Sivak and Mandelman (i.e. k; k 0 , and n 0 ) to calculate the dispersed refractive index (n) using Eq.
(1) and compared them to the measured values. This resulted in an r 2 of 0.9991 (Table 1) .
Fitting the longitudinal chromatic aberration
The modeled lens used in this study was based on both the morphological results by Gagnon, Söderberg, and Kröger (2008) and the optical properties determined by Kröger, Campbell, Munger, and Fernald (1994) for A. burtoni. The lens was surrounded by a capsule of 0.9% lens radius (R) in thickness and with a RI of 1.394. The lens had a constant index zone of 1.362, extending from 94% R to the capsule (Gagnon et al., 2008) . The RIG ranged from the lens center to 94% R. The RI of the surrounding medium was set to 1.334. The lens was modeled so that its longitudinal spherical aberration (LSA) curve fitted the LSA curve found by Kröger et al. (1994) . All of the above values are valid for a wavelength of 633 nm.
Ray-tracing and inferring the lenses' RIG was done with the Abel transform and its inverse form, as in earlier studies (Barrell & Pask, 1978; Campbell, 1984; Campbell & Sands, 1984; Chu, 1977; Fletcher, Murphy, & Young, 1954; Gagnon et al., 2008; Krö-ger et al., 1994; Kröger & Campbell, 1996; Pierscionek, 1988 Pierscionek, , 1994 Pierscionek, , 1995 Pierscionek & Augusteyn, 1995) . The reader is advised to consult the mentioned reports (e.g., Chu, 1977; Campbell, 1984; Gagnon et al., 2008) for more detailed descriptions of the mathematical procedures involved in calculating ray trajectories. Generally, these procedures require the lens to have a RI distribution that is radially symmetric. The correctness of this assumption has been bolstered specifically for the lenses of A. burtoni by the results of Fernald and Wright (1983) .
Laser-scanning results in an LSA curve showing the laser beam's back center distance (BCD, the axial distance from the center of the spherical lens to the point where the refracted laser beam intercepts the optical axis) as a function of beam entrance position (BEP, the lateral distance between the optical axis of the lens and the beam entering the lens; see LSA curves in Fig. 3B for examples) . For a more detailed description of the methods involved in these measurements the reader is advised to consult the suggested literature (e.g. Fig. 4 in Malkki & Kröger (2005) ). The measured LSA curves were used to calculate the deflection angles of the laser beam for each given BEP at all four laser wavelengths (457, 488, 515, and 636 nm). The deflection angle curves obtained were approximated with a Chebfun function (Trefethen, Hale, Platte, Driscoll, & Pachón, 2009 ) (numerical estimations partly based on Chebyshev expansions). This function was used to ray-trace the modeled lens (see Chu, 1977; Campbell, 1984; Gagnon et al., 2008 , for the mathematical procedure). Since most of the incident energy is lost by reflection for BEPs larger than 0.95R (Sroczyń ski, 1977) and the laser-scanning method produces unreliable results for small BEP values (Malkki & Kröger, 2005) , no BCD values for BEP larger than 0.95R or smaller than 0.05R were calculated in the ray-tracing process.
An optimization was used to find a set of parameters for Eq. (1) (i.e. a, b, c, and d) that fitted the LCAs (Kröger & Campbell, 1996) had obtained. The parameters obtained from the directly measured dispersion fit (see Section 2), were used as an initial guess of the dispersion parameters for the optimization process. This optimization resulted in a set of model parameters producing LSA curves that corresponded to the measured ones with an r 2 of 0.9982 (Table 1) .
Fitting both datasets
A multi-objective goal attainment optimization algorithm was used to fit the dispersion model to both datasets simultaneously in order to find a set of parameters that would fit both datasets nearly as well as each separate fit did. A multi-objective algorithm is concerned with the simultaneous optimization of a set of functions. The algorithm is given a set of functions, all dependent on one set of parameters, a set of goals the functions need to attain, a set of weights that controls the deviation of the functions' output from the goals, and an initial guess for the parameters' values. Starting at the initial guess, the algorithm adjusts the values of the parameters so that the functions' outputs approach the weighted goals via iterative optimization. The algorithm attempts to either over-attain or under-attain the goals, depending on the sign of the weights (see MATLAB R2009b documentation for further details and Fleming & Pashkevich (1985) ). The r 2 value calculated for fitting the Sivak and Mandelman dataset separately, and the one obtained for when fitting the Krö-ger and Campbell dataset separately (both were 0.99) were used as the goals for the multi-objective goal attainment optimization. This algorithm used two separate functions to assess whether a set of new parameters was successful or not. The first function calculated the r 2 between the Sivak and Mandelman dataset and a calculated one based on the new parameters. The second function returned the r 2 between the LCA measured in A. burtoni by Kröger and Campbell and the LSA curves that were ray-traced through the modeled lens using three different wavelengths (457, 488, and 515 nm). The effect of the parameters in Eq. (1) is canceled out when k ¼ k 0 . For this reason, no ray-tracing was needed for the wavelength of 633 nm. The outcomes of these two functions were made to equal as much as possible the previously mentioned r 2 values via the multi-objective goal attainment optimization algorithm. The weights assigned to the functions were equal, meaning that both functions' outputs were regarded as equally important, and any deviation from the goals was leveled between the two. This procedure resulted in a new set of parameters with an r 2 value of 0.9990 and 0.9982 for the Sivak and Mandelman dataset and the Kröger and Campbell dataset, respectively, both being equal up to the third decimal to the coefficients of determination acquired by fitting the datasets separately (Table 1) .
Analysis of fits
The parameters obtained by the separate fits to each measured dataset were different. We investigated how well both sets of parameters fitted to the alternative dataset. The parameters from the Kröger and Campbell fit resulted in an r 2 value of 0.2987 for the Sivak and Mandelman dataset ( Table 1 ). The residuals were $ 0:1 at the ends of the wavelength interval (both for measurement and reference wavelength, see green dots in Fig. 1 ), which is more than twice the residuals obtained when fitting the Sivak and Mandelman dataset (red dots in Fig. 1 ). The parameters from the Sivak and Mandelman fit resulted in LSA curves that differed from those measured by Kröger and Campbell with an r 2 of 0.8612 (see Table 1 and Fig. 2) . The difference between the LCA obtained with the parameters from the Sivak and Mandelman fit and the original LCA measured by Kröger and Campbell was about as large as the difference in BCD between the different laser wavelengths ($0.03R, see Fig. 3A for comparison of wavelength induced BCD shift). Using the parameters obtained from the combined fit to both datasets produced the RIG curves in Fig. 3A . The LSA curves corresponding to these RIGs are shown in Fig. 3B (dashed lines). They closely followed the measured LSA curves (solid lines). 
Conclusions
The model suggested by Kröger (1992) describes the directly measured refractive indices of vertebrate eye media (Sivak & Mandelman, 1982) equally well as the observed laser scans through fish lenses (Kröger & Campbell, 1996) . The parameters' robustness has been increased by optimizing the model to fit another, independent dataset obtained with a different method (namely the Kröger and Campbell dataset).
The model's parameters are intrinsically dependent on the two datasets. The diversity of the different vertebrate eye media used in the Sivak and Mandelman dataset guarantees that new dispersion measurements cannot differ much from the existing dataset and therefore would not affect the end result of this study in a significant manner.
The dispersion model in this study is not based on any theoretical understanding of the dispersion phenomenon. The obtained parameters should therefore be used with caution at wavelengths shorter than 400 nm or longer than 700 nm and/or at refractive indices lower than 1.3 or higher than 1.6. The model however fulfills its function by approximating the observed data well. This makes the complex matter of describing dispersion in living eye media with four parameters possible and accessible for other studies. . The X-axis denotes the distance between the entering ray of light and the lens' optical axis (BEP). The Y-axis is the distance between the center of the lens and the point where the exiting ray of light intercepts the optical axis (BCD). Both are in units of the lens' radius (R). The solid lines are the measured LSA curves (Kröger & Campbell, 1996) , while the dashed lines are the calculated LSA curves based on the combined fit of the parameters to the Kröger and Campbell and Sivak and Mandelman datasets.
