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In a previous paper [I] we discussed Galerkin’s method in the determina- 
tion and existence analysis of periodic solutions of periodic nonlinear dif- 
ferential systems of the form dx/dt = X(X, t), therefore also strongly non- 
linear. We proved there that isolated periodic solutions (see Section 1) 
possess Galerkin approximations of any order sufficiently high, that these 
converge uniformly with their first order derivatives toward the periodic 
solutions, and that the existence of exact isolated periodic solutions can be 
proved-under smoothness hypotheses-from the existence of Gale&in 
approximations of sufficiently high order, as they can be obtained by present 
day electronic computers. An existence analysis based on Galerkin approxima- 
tions-even in association with very low orders of approximation and more 
topological in character-had been previously initiated by Cesari [2], also in 
view of qualitative applications. 
In the present paper we discuss the Galerkin approach in comparison 
with the method of averaging [3] for periodic nonlinear differential systems 
containing a small parameter 
The main result of the present paper is an explicit formula for a bound X, 
for the parameter h within which it can be stated that the method of averaging 
is effective in affirming the existence of a periodic exact solution for all 
positive X < h, . 
Needless to say, our results can be easily extended to periodic systems of 
the more general form 
g = X(x, t, A) 
with slight modifications. 
* This paper was prepared while the author was at the Mathematics Research 
Center, United States Army, Madison, Wisconsin, under contract No. DA-1 1-022- 
ORD-2059. 
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Actual numerical evaluations in association with a series of concrete 
examples will be discussed in another paper jointly with A. Reiter [4], 
together with the numerical results obtained by Galerkin’s method and the 
use of high speed electronic computers. 
1. PRELIMINARIES 
We shall consider first periodic differential systems 
f? = X(x, t), 
dt (1.1) 
where x and X(x, t) are vectors of the same dimension and X(x, t) is periodic 
in t with period 2~. For the determination and approximation of periodic 
solutions of period 27r, one may consider a trigonometrical polynomial 
G(t) = 41 + d? f$ (a, Cos nt + b, sin nt) (1.2) 
n=1 
with undetermined coefficients a,, a, , b, , *a*, a, , b, , and one may try 
to determine, if possible, these coefficients so that xm(t) satisfies exactly the 
system 
* = P,X[x,(t), t], (1.3) 
where P,,, denotes the truncation of the Fourier series discarding the harmon- 
ic terms of order higher than m. A trigonometrical polynomial (1.2) satis- 
fying (1.3) is called a Galerkin approximation of order m. 
Equation (1.3) is evidently equivalent to the system of equations 
F,“$) = $ j’” X[x,Jt), t] dt = 0, 
0 
@$(a) = -& j:” X[xm(t), t] cos nt dt - nb, = 0, (1.4) 
G?)b) = & s 2a -q%(t), tl sin nt dt + na, = 0, o 
(n = 1, 2, *a*, m), 
where a? = (a, , a, , b, , ;**, a, , b,), I$“‘, FLm’, GL”’ are the functions 
of (Y defined by these relations, and xm(t) is given by (1.2). 
System (1.4) is called the determining system (or equation) for the Galerkin 
approximation of order m. 
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In the paper [l] mentioned above we considered isolated periodic solutions, 
that is, periodic solutions of (1.1) f  or which the multipliers of the relative first 
variational system are all different from one. In particular we proved in [I]: 
THEOREM 1. Let us assume X(x, t) and its first order partial derivatives 
with respect to the x-coordinates are once continuously di&rentiable with respect 
to the same x-coordinates and t in the region D x L, where D is a closed bounded 
region of the x-space andL is the real line. If there is an isolated periodic solution 
x = .2(t) of (1.1) lying inside D, then, for suficiently large m, , there exist 
Galerkin approximations x = a,(t) of all orders m 3 m, lying in D, which 
converge uniformly as m + CO to the exact solution x = 2(t) together with their 
first order derivatives. 
For the proof we refer to Theorem I and the corollary of Theorem II of our 
PaPer [Il. 
Theorem and the corresponding numerical results which we shall discuss 
in [4] show that Galerkin’s procedure is really effective in the determination 
of isolated periodic solutions provided the given system has the smoothness 
specified in the theorem. 
As in paper [I] we use Euclidean norms for vectors and matrices, and we 
denote them by the symbol I/ /I . In addition, for continuous periodic vector 
functions we shall use square norms 11 I/* and uniform norms // Ijn , which are 
defined as usual as follows: 
Ilf lb = [&It” IIf@> II2 dt]? 
llf IIn = m,= IV(t) II . 
For any continuously differentiable periodic vector function f(t) with period 
2a we know that 
Ilf - Pmf lln 6 44 If II* Y (1.5) 
II f - Pmf llg d e4 llf Ila Y U.6) 
where * = djdt and 
u(m) = 42 [(m + l)-z + (m + 2)-2 + ..*]lj2 < X0 rn-li2, 
q(m) = (m + 1)-l. 
(1.7) 
For the proofs of (1.5) and (1.6) see Lemma 2.1 of [I] (or (2.9) and (2.17) 
of PI). 
In the present paper we will use the following theorems and definitions 
of [I]. 
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THEOREM 2. Let us consider a linear periodic system 
where A(t) is a continuous periodic matrix with period 23~ and C(t) is a continuous 
periodic vector function with the same period. If the multipliers of solutions of 
the corresponding homogeneous system 
(1.9) 
are all different from one, then (1.8) h as one and only one periodic solution with 
period 27r, which is given by 
x(t) = s”” H(t, s) C+(S) ds, 
0 
(1.10) 
where H(t, s) is the piecewise continuous periodic matrix dejned by 
a(t) [E - @(2?r)]-’ @-l(s) 
HP, 9 = I a(t) [E - @(27r)]-1@(27r) Q-‘(s) 
for 
for 
$;>f~~ (1.11) 
, , , r, 
and 
H(t, s) = H(t + 2mrr, s + 2nrr) (m, 12: integers). 
Here E denotes the unit matrix and D(t) is the fundamental matrix solution of 
(1.9) such that G(O) = E. 
For the proof, see Proposition 1 of the paper [Z]. 
The formula (1.10) defines a linear mapping H in the space of continuous 
periodic functions. This mapping is called the H-mapping corresponding 
to the matrix A(t). Corresponding to the two norms considered above for 
continuous periodic vector functions we have also two norms 11 H /Ia. and 
11 H Lyle of the mapping H. By Schwartz’s inequality, 
II H Ila < r,:“/t”s Hii& 4 ds dt]“‘, 
II H Iln G [2~ - mt= jIm 2 H%t, 4 ds] 1’2, 
(1.12) 
where HM(t, s) are the elements of the matrix H(t, s). 
THEOREM 3. Let us consider a real system of dilferential equations 
@ = X(x, t), 
dt 
(1.13) 
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where x and X(x, t) are vectors of the same dimension and X(x, t) is periodic 
in t with period 237 and is continuously dzjjcerentiable with respect to the x-coordi- 
nates in the region D x L where D is a given region of the x-space and L is the 
real line. 
Assume that (1.13) has a periodic approximate solution x = n(t) lying in D 
and that there are a continuous periodic matrix A(t), a positive constant 6, 
and a non-negative constant a < 1 such that 
(i) the multipliers relative to the linear homogeneous system dyldt = A(t)y 
are all dzjkent from one, 
(ii) D, = {x 1 11 x - x(t) 11 < S for some t EL} C D, 
(iii) 11 #[x, t] - A(t) jj < cz/Mfor all x, t such that // x - x?(t) I/ < 6, 
(iv) Mr/(l -69) < 6. 
Here r&x, t) is the ‘Jacobian matrix of X(x, t) with respect to x; M is a positive 
constant such that 11 H Iln < M, where H is the H-mapping corresponding to 
A(t); r is a non-negative constant such that 
II d*(Oldt - J@(t), 4 IIn < r. 
Then the given system (1.13) h as one and only one periodic solution x = a(t) 
in D, and this is an isolated periodic solution. Further, for x = a(t), we have 
II a(t) - f(t) II < i”‘- . a? (1.14) 
For the proof, see Proposition 3 of paper [I]. 
Theorem 3 gives conditions under which the existence of an exact isolated 
periodic solution can be inferred from the existence of a periodic approximate 
solution. In paper [Z] it was shown that, if the given system has the smoothness 
specified in Theorem 1, the existence of an isolated periodic solution can be 
always inferred by means of Theorem 3 from a computed Galerkin approxi- 
mation of sufficiently high order. In practical applications this is very impor- 
tant, because one can state the existence of an exact periodic solution from 
the computed results by checking the conditions of Theorem 3. For details 
and practical applications, see paper [4]. 
2. GALEWIN APPROXIMATIONSFORSYSTEMS(S) 
For systems (S) we assume that X(x, t) is periodic in t with period 2n 
and is twice continuously differentiable with respect to the x-coordinates 
in the region D x L, where D is a closed bounded region of the x-space and L 
is the real line. 
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As we deduce from (1.4), the determining equation for system (S) is 
evidently 
F;“‘(ac) = & s’” X[x,Jt), t] dt = 0, 
0 
@$(a) = & s:” X[x,(t), t] cos nt dt - nb, = 0, 
G,‘,“‘(a) = --&- /rX[xm(t), t] sin nt dt + nu, = 0 
(n = 1, 2, **a, m), 
(2.1) 
where 01=(a,,a,,b,;..,a,,b,) and 
x,(t) = a, + V? 2 (a, cos nt + b, sin nt). 
7l=l 
(2.2) 
Let us suppose that 1 h 1 is small and that the equation 
(2.3) 
has a real solution a = do E D. 
Then, we shall consider the numerical vector 5 defined below as an approx- 
imate solution 01 = Z = (a,, 6, , Jr , a**, Zm. , &J of (2.1): 
r?, = - & s,‘” X(2, , t) sin nt dt, 
(2.4) 
& = dGnn 
s 
r X($ , t) cos nt dt. 
(n = 1, 2, em*, m). 
Let S,,(t) be the trigonometric polynomial obtained from x,(t) replacing 01 
by a. Then we may consider &(t) as an approximate Galerking approxi- 
mation of order m. 
Now let us consider the function 
f(t) = x ,I X(cz, ) s) ds. (2.5) 
Since 
I 
2?r X(a, , s) ds = 0, 
0 
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f(t) is periodic in t with period 27~. In addition, as is readily seen by integration 
by parts, 
-& j)(t) cos nt at = (z, ) 
-& s:“f(t) sin nt dt = hn , 
(n = 1, 2, *.*, m). 
Therefore, if we put 
a(t) = 4, - &j)(t) dt +f(t), (2.6) 
then 
5,(t) = P,qt). (2.7) 
Equations (2.5) and (2.6) show that x = x”(t) is the first approximate solution 
of (S) in the method of averaging [3]. 
A proper Galerkin approximation, if it exists, is a trigonometric polyno- 
mial a,(t) obtained from xm(t) replacing 01 by 6, where iu = (z,, , r~, , 5i , *.., 
& , &) is an exact solution of the determining equation (2.1). 
In the present paper, the three approximate solutions x”(t), a,(t), and 
a,(t) are all taken into consideration and compared. 
3. LEMMAS 
By the assumptions on the function X(x, t) there are positive constant K, 
Kl , and K2 such that 
(3.1) 
where 4(x, t) is the Jacobian matrix of X(x, t) with respect to x and Xk(x, t) 
and xc are, respectively, the components of the vectors X(x, t) and x. 
In what follows, we will prove a few lemmas which are necessary for sub- 
sequent discussions. 
LEMMA 1. For Z(t) and i&(t), 
II x”(t) - 4l II 9 II %(t) - a”, II < I h I * % K (3.2) 
II 3 - %n Iln < I X I K++ (3.3) 
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Proof. By (2.6) and (2.5), 
qp = Ax(ii, , t). 
On the other hand, by (2.6), 
ii0 = P&f(t)- 
Therefore, by (1.5), 
II 5(t) - ql II < I h I w9 
(3.4) 
(3.5) 
However, as is well known, 
1-2+2-2+3-2+...=!$, 
and therefore, by (1.7), u(0) = n/1/3. By substituting this value into the 
right-hand side of (3.5), we have 
II qt> - 50 II < I h 1%. (3.6) 
Now, by (2.7), 
an(t) -= 
dt 
p d%(t) 
“dt’ 
Therefore, by Bessel’s inequality, 
Then, since d, = P,&(t), by the definition of &(t), in the same way as for 
(3.6), we have 
II %P> - a0 II < I x I $. (3.7) 
Inequalities (3.6) and (3.7) prove (3.2). Inequality (3.3) readily follows from 
(2.7) and (3.4) by (1.5). 
LEMMA 2. If M(t) + (1 - 0) $ ED, 0 < 0 < 1, then 
II fy - hX[qt), t] /I < 1 x 12 F . (3.8) 
Proof. Let us put 
WI - - hX[iqt), t] = +j(t). 
dt 
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Then, by (2.6) and (2.5), we have 
q(t) = hX[d, , t] - A‘qqt), t] 
= - h J13&io + e@(t) - do), t] * (z(t) - a,) de. 
0 
Then, by (3.1) and (3.2), we see that 
and this proves (3.8). 
LEMMA 3. If  
det (3.9) 
then there are positive numbers A, and M such that, whenever 0 < 1 h 1 < A, , 
(i) the multiph’ers of the linear homogeneous system 
(3.10) 
are all d&Gent from one, and (ii) 
II HA Iln < M I h I-‘, (3.11) 
where HA is the H-mapping corresponding to A#(&, , t). 
Proof. Let @(t, A) be the fundamental matrix of (3.10) such that 
@(O, A) = E. Then, as it is readily seen, @(t, A) can be expressed as follows: 
where 
@(t, 4 = E + W(t) + X2@,(t, 4, (3.12) 
@l(t) = s; $@o 94 ds 
and @,(t, A) is the solution of the differential equation 
(3.13) 
such that 
d@ 
-2 = 4@0 , t) 45, + tlr(&l , t) @1(t) dt (3.14) 
cD2(0, A) = 0. (3.15) 
274 URABE 
By the assumption (3.9), det @r(27r) # 0, and consequently cD;~(~zT) 
exists. Let us take a small positive number A, such that 
: h i * ‘I @T1(2n) @a(27r, A) ;I < I, 
; A j . [I @1(t) j- haqt, A) j; < 1 (3.16) 
whenever 0 < ; h ] < A, and 0 < t < 2~. This is evidently possible. 
Then, by (3.12), 
z? - @(2?7, A) I= - A[@,(24 -I- X@*(2?r, A)] 
= - &(274 [E + ACD;1(27r) @*(27r, A)], (3.17) 
and consequently, by the first relation (3.16), 
det [E - @(257, A)] # 0 
for any X such that 0 < 1 X I < A,, . Th is proves conclusion (i) of the lemma. 
The matrix H,(t, S) of the H-mapping H,, corresponding to A#(c?, , t) is 
then given by Theorem 2 as follows: 
qt, A)[E - @(27T, A)]-’ di-ys, A) 
for o<s<t<27T, 
Hh(t, s) :y (3.18) 
qt, A) [E - @(27r, A)]-1 @(2Tr, A) @-ys, A) 
for o<t<s<277 
and 
H,(t, s) = H,(t + 2mn-, s + 2mr), m, n: integers. 
However, for h such that 0 < ] X ] < A, , from (3.17), 
[E - @(25-, q-l = - f [E + A@;‘(24 $(27r, A)]-1 @,-y&r) (3.19) 
and, from (3.12), 
a-l(s, A) = [E + X@,(s) + XW,(s, A)]-‘, (3.20) 
and this inverse indeed exists by force of the second relation (3.16). Then 
substituting (3.12), (3.19), and (3.20) into (3.18), we see that H,(t, s) is of 
the form H,(t, s) = A-rK,(r, s), where K,(t, s) is periodic in t and s with 
period 2rr and is bounded as long as 0 < / A ] < & . This evidently implies 
the existence of a positive constant M for which (3.11) holds. 
PERIODIC SOLUTIONS OF DIFFERENTIAL SYSTEMS 275 
4. THE EXISTENCE OF AN EXACTPERIODIC SOLUTION 
AND THE ERRORS OF THE APPROXIMATE SOLUTIONS 
Concerning the existence of an isolated periodic solution and the errors 
of the approximate solutions a(t) and x”,(t), we have the following theorem. 
THEOREM 4. Let us assume that system (S) sattijies the conditions stated 
in the beginning of Section 2, and suppose that equation (2.3) has a real solution 
a = d, which lies inside D and ftdjills condition (3.9). Let K, KI , and Kz be 
the positive numbers satisfying (3.1) and let A0 and M be the positive numbers 
defined in Lemma 3. 
Let GZ be an arbitrary Jixed number such that 0 < a < 1 and 6 be a positive 
nuibev such that 
D,={xI IIx-Za”,II<6}CD and (4.1) 
Then for any X such that 
O<IA <min 
[ 
(1 -&)S 1 KK,M ’ (4.2) 
(i) system (S) has one and only one isolated periodic solution x = a(t) lying in 
D,; (ii) J(t), Z%(t) lie iz D,; and (iii) 
(4.3) 
(4.4) 
Pyoof. From (3.2), for X satisfying (4.2), 
II 2 - 4.l IIn 9 II -%a - 4 ILL < ;. (4.5) 
Therefore, by (4.1) it is evident that Z(t), i&(t) lie in D, . This proves con- 
clusion (ii). 
From (4.5) it is also evident that 
O%(t) + (1 - 0) Z,, E D, C D, o<e<1, 
and therefore, by Lemma 2, 
(4.6) 
505/43-3 
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where 
-4(t) = y - xqqt), t]. 
Then, for h satisfying (4.2), 
M 1115lln </ 
JxT=T’3. 
(4.7) 
(4.8) 
Now, for any x’, x” lying in D, , 
II tw, tl - $4x”, t1 II2 < g W*.t(X’, t> - h&p> t)l”, 
where I/&X’, t) and I&(X”, t) are, respectively, the elements of #[x’, t] and 
#[x”, t]. Since X” + 0[x’ - x”] ED, C D (0 < B < l), the right-hand side 
of the above inequality is estimated successively by means of Schwartz’s 
inequality as follows: 
2 hMx’, t) - ktt(X”> t>12 
k.t 
= 2 [I: pyg (x” + 0(x’ - X”), t) * (Xa’ - x,)1 &q2 
< K22 . 11 x’ - x” II2 . 
Hence 
II VW, tl - 4x”, 4 II < K2 * II 2’ - X” II . 
Then, for any x E D6, we have 
II WL? tl - hwl 7 tl II < I h I K, II x - 4, II 
< I h I W4 
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and consequently, by (4.1), for any x E D, , we have 
II @[x9 tl - &ml, tl II < @+ * (4.9) 
Let Di,, be the set 
6 
D& = x 1 /I x - x”(t) II < 3 for some t . 
I I 
(4.10) 
Then from (4.5) it is evident that 
D;,,CD,CD. (4.11) 
Now expression (4.7)-(4.11) show by Lemma 3 that the condition of 
Theorem 3 are all fulfilled by A(t) = k&c?, ,t). Thus by Theorem 3 we see 
that system (S) has one and only one isolated periodic solution x = act) 
in Di,, for any h satisfying (4.2). H owever, as shown in the proof of Theorem 3 
(see the proof of Proposition 3 in paper [Z]), condition (4.9) implies the 
uniqueness of the periodic solution i(t) in D, . Thus, we conclude that there 
exists a unique isolated periodic solution in D, . This proves conclusion (i). 
Inequality (4.3) follows from (4.6) by Theorem 3. 
Inequality (4.4) follows from (4.3) and (3.3). Theorem 4 is thereby proved. 
As it is seen from the proof, the exact isolated periodic solution x = S(t) 
lies in 
D(2,3)s = ix I II x - 4 II G (213) 81. 
We should notice that, in the proof of Theorem 4, the existence theorem 
of implicit functions is not used at all. 
COROLLARY. For the isolated periodic solution x = S(t) stated in Theorem 4, 
we have 
II a(t) - 4) II < I x I * -&” (1 + /y-J * (4.12) 
The inequality (4.12) is a special case of (4.4) where m = 0. 
From Theorem 4 we deduce now the following theorem concerned with 
Gale&in approximations. 
THEOREM 5. In Theorem 4 let us assume further that X(x, t) and #(x, t) 
are continuously differentiable with respect to t in the region D x L. Then, for 
any X satisfying (4.2)) a Galerkin approximation x = z&(t) of any order m > m, 
exists in Db provided m, is su$%ently large. For such Galerkin approximation, 
we have then 
(4.13) 
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where x = S(t) is the isolated periodic solution stated in Theorem 4 and 
Proof. By Theorem 4 system (S) has an isolated periodic solution x = i(t) 
in D(a,a)a . Therefore, by Theorem 1, there exists a Galerkin approximation 
x = Zm(t) of any order m > m, lying in Da provided m, is sufficiently large. 
By the definition of x = &Jt) we have 
* = P,[hX(n,(t), t]. 
This can be rewritten as follows: 
where 
d%(t) - = ~[%&), tl + %W, dt 
rim(t) = - (I - pm> bwmm us 
and I is the identity operator. Since 
(4.14) 
(4.15) 
$ X[qt), t] = t@,(t), t] * dy + ag [%dt), 4 
= v@n(t), tl - pm[~(aw, 91 + a$ P&>, 4, 
by Bessel’s inequality we have 
Hence by (1.5) and (4.15) we have 
II rim IIn < I h I d4 6 + I h I KK,). 
Now (4.14) can be rewritten as follows: 
(4.16) 
Ay = At&& , t) %(t) + [q%(t), t) - 4+%l > t) %dt) + %n(f)l’ 
By Theorem 2, therefore, R,(t) is expressed by 
(4.17) 
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where H,(t, s) is the matrix of the H-mapping HA corresponding to A$(?&, t). 
On the other hand x = k(t) is an exact solution of system (S), hence 
aq t) - = xx[a(t), t]. 
dt 
This can be rewritten as follows: 
!!g= ~I+(~, , t) w> + ww(t), q - W(hl , t) qq. 
Since S(t) is periodic, i(t) can be expressed again by Theorem 2 as follows: 
S(t) = /:” H,(t, s) [AX@(s), s) - AI& , s) Z(s)] ds. 
Then, subtracting (4.18) from (4.17), we have 
%n(t> - s(t) = 1:” HA4 s) [{=@,(4, s) - WW, s>> 
(4.18) 
- V& 94 {%&> - W)l ds + 1; Hdt, 4 ~44 A. (4.19) 
Now, since both x = n,(t) and x = a(t) lie in D8 . 
fl&l(s), 4 - ~-w(s), 4 - ~W, 9 4 {%(s) - W) 
= h 
s 
1 [$(2(s) + Q,(s) - k(s)), s} - #(c&, , s)] - [n,(s) - S(s)] de. 
By (4.9), therefore, we have 
II w%&), s) - hx(@), s) - W(4l , s) {JT,(4 - W} II < I h 15 II %I - 2 IIR . 
Then by Lemma 3, (4.16) and (4.19) it follows that 
II f, - 2 IIn < @ II fm - 2 Iln + 44 Jv3 + I h I =G). 
From this (4.13) readily follows since ce < 1. 
Remarks. In Theorem 4 we have given an explicit formula for a bound 
on the parameter X within which the method of averaging is effective in 
affirming the existence of an exact periodic solution. This may be important 
in applications of the method of averaging. 
However in practical problems it may be very difficult to find the value 
of the bound given by (4.2) for the given system. Moreover, even if one 
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can find the value of the bound given by (4.2), it may happen that the bound 
is too small to check the validity of the method of averaging, since the con- 
dition (4.2) is merely a sufficient condition and is not a necessary condition. 
In such a case, the given system may have an isolated periodic solution even 
if the given value of h exceeds the bound given by (4.2). 
Such difficulties, however, can be avoided if one uses Galerkin’s procedure 
and checks the existence of an exact periodic solution by means of Theorem 3. 
In such a case, of course, particular checking of the bound of the parameter 
is not necessary. In addition, in Galerkin’s procedure, the determining 
equation (2.1) can be easily solved numerically by Newton’s method starting 
from the value 01 = ((z, , 0, 0, me*, 0, 0). As stated at the end of Section 1, the 
Gale&in’s procedure above accompanied with checking is a valid method 
for any system having smoothness properties as specified in Theorem 1 
if an isolated periodic solution exists inside D. Consequently, by Theorem 4 
the above process is always valid for systems of the form (5’) having the 
smoothness specified in Theorem 5 in case the method of averaging is effective 
under the conditions of Theorem 4. It is needless to say that Galerkin’s 
procedure accompanied with checking has broader applicability than the 
method of averaging. 
The above discussions show that, in practical problems, Gale&in’s 
procedure accompanied by checking will be more convenient than the method 
of averaging for seeking an isolated periodic solution for systems of the form 
(5’) with a fixed value of the parameter even when this parameter is small. 
Numerical examples are shown in paper [4]. 
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