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1 Introduction
It is well known that the superconformal algebras are closely related the conformal field
theory and the string theory and play important roles in both mathematics and physics,
which were constructed in [8] and [1] independently. As for the N=2 superconformal alge-
bras, there are four sectors: the Neveu-Schwarz sector, the Ramond sector, the topological
sector and the twisted sector, all of which are closely related to the well-known Virasoro al-
gebra and the super-Virasoro algebra. A series of results have been gained on these algebras
(e.g., [2, 3, 4, 5, 6, 8, 7, 9] and the correspondingly cited references).
The twisted N =2 superconformal algebra L˜ is an infinite-dimensional Lie superalgebra
over the complex field C with the basis {Ln, Tr, Gp, c |n ∈ Z, r ∈ 12+Z, p ∈ 12Z}, admitting
the following non-vanishing super brackets:
[Lm, Ln] = (m− n)Ln+m + m3−m12 δm+n,0c,
[Lm, Tr] = −rTr+m, [Tr, Ts] = r3δr+s,0c,
[Lm, Gp] = (
m
2
− p)Gp+m, [Tr, Gp] = Gp+r,
[Gp, Gq] =
{
(−1)2p(2Lp+q + 13(p2 − 14)δp+q,0c) if p+ q ∈ Z,
(−1)2p+1(p− q)Tp+q if p+ q ∈ 12 + Z.
(1.1)
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Obviously, L˜ is Z2-graded: L˜ = L˜0 ⊕ L˜1, with
L˜0 = spanC{Lm, Tr, c |m ∈ Z, r ∈
1
2
+ Z}, L˜1 = spanC{Gp | p ∈
1
2
Z},
and the Cartan subalgebra H = CL0 + Cc. One can easily see that L˜ contains the well-
known Virasoro algebra Vir = spanC{Ln, c |n ∈ Z}, the super-Virasoro algebras NS (the
N = 1 Neveu-Schwarz algebra) spanned by {Ln, Gr, c |n ∈ Z, r ∈ 12+Z}, and R (the N = 1
Ramond algebra) spanned by {Ln, Gn, c |n ∈ Z}.
First we recall some definitions and notations. Let g = g0¯ ⊕ g1¯ be a Lie superalgebra
over C. All elements below are assumed to be Z2-homogeneous, where Z2 = {0¯, 1¯}. For
x ∈ g, we always denote [x] ∈ Z2 to be its parity, i.e., x ∈ g[x]. A Z2-homogenous linear
map d : g→ g such that there exists [d] ∈ Z2, d(gi¯) ⊂ g[¯i+[d]] for all i¯ ∈ Z2 satisfying
d([x, y]) = [d(x), y] + (−1)[d][x][x, d(y)] for x, y ∈ g, (1.2)
is called a Lie superalgebra homogenous derivations of parity [d]. The derivation d is called
even if [d] = 0¯, odd if [d] = 1¯. Denote by Der¯i(g) the set of homogenous derivations of parity
i¯. Then Der(g) = Der0¯(g) ⊕ Der1¯(g) is the derivation algebra of g. Denote by ad(g) the
inner derivation algebra.
It is easy to see that L˜ is a 1
2
Z-graded algebra: L˜ = ⊕p∈ 1
2
Z
L˜p where L˜p = {x ∈
L˜ | [L0, x] = −p x}. Der(L˜) is also 12Z-graded: Der(L˜) = ⊕p∈ 12ZDerp(L˜) where Derp(L˜) =
{d ∈ Der(L˜) | d(L˜α) ⊆ L˜α+p, α ∈ 12Z}.
The result on the derivation algebra Der(L˜) of the twisted N=2 superconformal algebra
L˜ can be formulated as the following theorem.
Theorem 1.1 Der(L˜) = ad(L˜).
In order to introduce the related corollary, we first present some relative notations.
Firstly, let us recall some related definitions based on a Lie superalgebra g. Denote by τ the
super-twist map of g⊗ g: τ(x ⊗ y) = (−1)[x][y]y ⊗ x for any x, y ∈ g and ξ the super-cyclic
map cyclically permuting the coordinates of g⊗3: ξ = (1 ⊗ τ) · (τ ⊗ 1) : x1 ⊗ x2 ⊗ x3 7→
(−1)[x1]([x2]+[x3])x2 ⊗ x3 ⊗ x1 for any xi ∈ g, i = 1, 2, 3, where 1 is the identity map of g. A
Lie superalgebra is a pair (g, ϕ) consisting of a vector space g = g0¯ ⊕ g1¯ and a bilinear map
ϕ : g⊗ g→ g satisfying:
ϕ(gi¯, gj¯) ⊂ gi¯+j¯ , Ker(1⊗ 1− τ) ⊂ Kerϕ, ϕ · (1⊗ ϕ) · (1⊗ 1⊗ 1+ ξ + ξ2) = 0.
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A Lie super-coalgebra is a pair (g,∆) consisting of a vector space g = g0¯ ⊕ g1¯ and a linear
map ∆ : g→ g⊗ g satisfying:
∆(gi¯) ⊂
∑
j¯∈Z2
gj¯ ⊗ gi¯−j¯, Im∆ ⊂ Im(1⊗ 1− τ), (1⊗ 1⊗ 1+ ξ + ξ2) · (1⊗∆) ·∆ = 0.
Now one can give the definition of a Lie super-bialgebra, which is a triple (g, ϕ,∆) satisfying:
(i) (g, ϕ)is a Lie superalgebra, (ii) (g,∆)is a Lie super-coalgebra, (iii) ∆ϕ(x ⊗ y) = x ∗
∆y − (−1)[x][y]y ∗∆x, for any x, y ∈ g, where the symbol “∗” means the adjoint diagonal
action: x∗(∑
i
ai ⊗ bi) =
∑
i
([x, ai]⊗ bi + (−1)[x][ai]ai ⊗ [x, bi]), ∀ x, ai, bi ∈ g, and in general
[x, y] = ϕ(x⊗ y) for x, y ∈ g.
Denote by U(g) the universal enveloping algebra of g. If r =
∑
i
ai ⊗ bi ∈ g ⊗ g, then
the following elements are in U(g) ⊗ U(g) ⊗ U(g): r12 = ∑
i
ai ⊗ bi ⊗ 1 = r ⊗ 1, r23 =∑
i
1⊗ ai ⊗ bi = 1⊗r, r13 =
∑
i
ai ⊗ 1⊗ bi = (1⊗τ)(r⊗1) = (τ⊗1)(1⊗r), while the following
elements are in g⊗g⊗g: [r12, r23] =∑
i,j
ai⊗[bi, aj]⊗bj , [r12, r13] =
∑
i,j
(−1)[aj ][bi][ai, aj]⊗bi⊗bj ,
[r13, r23] =
∑
i,j
(−1)[aj ][bi]ai ⊗ aj ⊗ [bi, bj].
A coboundary super-bialgebra is a quadruple (g, ϕ,∆, r), where (g, ϕ,∆) is a Lie super-
bialgebra and r ∈ Im(1 ⊗ 1 − τ) ⊂ g ⊗ g such that ∆ = ∆r is a coboundary of r, where
∆r(x) = (−1)[r][x]x ∗ r for any x ∈ g. Furthermore, a coboundary Lie super-bialgebra
(g, ϕ,∆, r) is called triangular if it satisfies the following classical Yang-Baxter Equation
c(r) := [r12, r13] + [r12, r23] + [r13, r23] = 0.
For any g-module V , denote V g = {v ∈ V | g.v = 0}.
The following lemma can be found in [10], which is generalized from the Lie algebra case
given in [11].
Lemma 1.2 Let g be a Lie superalgebra such that gg, (g ⊗ g)g and H1(g, g) are all equal
to zero. Then for any one dimensional central extension g˜ of g, there is a linear embedding
from H1(g, g⊗g) into H1(g˜, g˜⊗ g˜). In particular, if H1(g, g⊗g) = 0, then H1(g˜, g˜⊗ g˜) = 0.
Denote L˜ with c = 0 by L. The following theorem is the main result of [5].
Theorem 1.3 H1(L,L ⊗ L) and every Lie super-bialgebra structure on L is coboundary
triangular.
Theorem 1.1 implies H1(L˜, L˜) = 0 and H1(L,L) = 0. It is not difficult to see that
LL = 0 and (L ⊗ L)L = 0. Combining Lemma 1.2 and Theorem 1.3, we can deduce the
following corollary.
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Corollary 1.4 H1(L˜, L˜ ⊗ L˜) and every Lie super-bialgebra structure on L˜ is coboundary
triangular.
Denote by Aut(L˜) and Inn(L˜) the automorphism group and inner automorphism group
of L˜. For any ϕ ∈ Aut(L˜) and x, y ∈ L˜, we have
ϕ(L˜0¯) = L˜0¯, ϕ(L˜1¯) = L˜1¯, ϕ([x, y]) = [ϕ(x), ϕ(y)]. (1.3)
It is easy to see that Inn(L˜) is generated by
exp(l0 adL0) for some l0 ∈ C∗.
Then Inn(L˜) ∼= C∗. For any n ∈ Z+, denote Z/nZ by Zn.
Theorem 1.5 Aut(L˜) = Inn(L˜)⋊ Z4.
The following corollary follows immediately from Theorem 1.5 and Inn(L˜) ∼= C∗.
Corollary 1.6 Aut(L˜) = C∗ ⋊ Z4.
2 Proof of Theorem 1.1
Proof of Theorem 1.1 It will follow from a series of lemmas.
Lemma 2.1 Der1¯(L˜) = ad1¯(L˜).
Proof For any dp ∈ Der1¯(L˜) ∩ Derp(L˜) with p ∈ 12Z, we always have dp(c) = 0.
If p ∈ Z, we can assume
dp(Li) = ap,iGp+i, dp(Tr) = bp,rGp+r,
dp(Gq) =
{
cp,qLp+q + eqδp+q,0c if q ∈ Z,
dp,qTp+q if q ∈ 12 + Z,
(2.1)
where ap,i, bp,r, cp,q, dp,q, eq ∈ C.
According to the assumption that dp is a derivation, we have the following identity:
dp([Tr, Ts]) = [dp(Tr), Ts] + [Tr, dp(Ts)], ∀ r, s ∈ 1
2
+ Z,
which gives
bp,rGp+r+s = bp,sGp+r+s.
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Then bp,r = bp,s for any r, s ∈ 12 +Z, which implies that bp,r is a constant. For convenience,
we denote
bp,r = bp, ∀ p ∈ Z, r ∈ 1
2
+ Z. (2.2)
According to the identity dp([Li, Tr]) = [dp(Li), Tr] + [Li, dp(Tr)], we obtain
rbp,r+iGp+r+i = ap,iGp+r+i + (p+ r − i
2
)bp,rGp+r+i.
Comparing the coefficients of Gp+r+i, one has
rbp,r+i = ap,i + (p+ r − i
2
)bp,r,
which together with (2.2), gives
ap,i = (
i
2
− p)bp, ∀ p, i ∈ Z. (2.3)
For any r, q ∈ 1
2
+ Z, we have dp([Tr, Gq]) = [dp(Tr), Gq] + [Tr, dp(Gq)], which gives
cp,q+rLp+q+r + eq+rδp+q+r,0c− dp,q r
3
δp+q+r,0c
= (−1)2(p+r)bp,r
(
2Lp+q+r +
4(p+ r)2 − 1
12
δp+q+r,0c
)
.
Comparing the coefficients of Lp+q+r and c, one has
cp,q+r = −2bp,r,
e−p =
r
3
dp,−p−r − 4(p+ r)
2 − 1
12
bp,r,
which together with (2.2), give
cp,n = −2bp, (2.4)
e−p =
r
3
dp,−p−r − 4(p+ r)
2 − 1
12
bp, (2.5)
for any p, n ∈ Z and r ∈ 1
2
+ Z.
For any r ∈ 1
2
+ Z and q ∈ Z, the identity dp([Tr, Gq]) = [dp(Tr), Gq] + [Tr, dp(Gq)] gives
dp,q+rTp+q+r = (−1)2(p+r)+1(p+ r − q)bp,rTp+q+r + rcp,qTp+q+r.
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Comparing the coefficients of Tp+q+r and using (2.2) with (2.4), we obtain
dp,q+r = (p− q − r)bp,
which implies
dp,q = (p− q)bp, ∀ p ∈ Z, q ∈ 1
2
+ Z. (2.6)
Using (2.5) and (2.6), one can deduce
e−p = −1
3
(p2 − 1
4
)bp, ∀ p ∈ Z. (2.7)
Combing the identities given in (2.2), (2.3), (2.4), (2.6) and (2.7), dp(Li), dp(Tr) and dp(Gq)
referred in (2.1) can be respectively rewritten as follows:
dp(Li) = (
i
2
− p)bpGp+i, dp(Tr) = bpGp+r, dp(c) = 0,
dp(Gq) =
{ −2bpLp+q − 13(p2 − 14)bpδp+q,0c if q ∈ Z,
(p− q)bpTp+q if q ∈ 12 + Z,
(2.8)
for any p, i ∈ Z, r ∈ 1
2
+ Z and q ∈ 1
2
Z. Noticing
ad(−bpGp)(Li) = ( i2 − p)bpGp+i, ad(−bpGp)(Tr) = bpGp+r, ad(−bpGp)(c) = 0,
ad(−bpGp)(Gq) =
{ −2bpLp+q − 13(p2 − 14)bpδp+q,0c if q ∈ Z,
(p− q)bpTp+q if q ∈ 12 + Z,
for any p, i ∈ Z, r ∈ 1
2
+ Z and q ∈ 1
2
Z, we claim that
dp = ad(−bpGp), ∀ p ∈ Z. (2.9)
If p ∈ 1
2
+ Z, we can assume (for convenience, we still use the same notations)
dp(Li) = ap,iGp+i, dp(Tr) = bp,rGp+r,
dp(Gq) =
{
cp,qLp+q + eqδp+q,0c, if q ∈ 12 + Z,
dp,qTp+q, if q ∈ Z,
(2.10)
where ap,i, bp,r, cp,q, dp,q, eq ∈ C.
Using the following two identities:
dp([Li, Tr]) = [dp(Li), Tr] + [Li, dp(Tr)], ∀ i ∈ Z, r ∈ 1
2
+ Z,
dp([Tr, Ts]) = [dp(Tr), Ts] + [Tr, dp(Ts)], ∀ r, s ∈ 1
2
+ Z,
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we can deduce (for convenience, we denote bp, 1
2
by bp for any p ∈ 12 + Z)
ap,i = (
i
2
− p)bp, bp,r = bp, ∀ i ∈ Z, p, r ∈ 1
2
+ Z. (2.11)
For any p, q ∈ 1
2
+ Z, we have dp([L0, Gq]) = [dp(L0), Gq] + [L0, dp(Gq)], which gives
(p+ q)cp,qLp+q − q(cp,qLp+q + eqδp+q,0c)
= ap,0(−1)2p
(
2Lp+q +
1
3
(p2 − 1
4
)δp+q,0c
)
.
Comparing the coefficients of Lp+q and c, we have
qcp,q = (p+ q)cp,q − 2pbp,
pe−p =
1
3
(
1
4
− p2)ap,0,
which imply
cp,q = 2bp, e−p =
1
3
(p2 − 1
4
)bp, ∀ p, q ∈ 1
2
+ Z. (2.12)
For any p ∈ 1
2
+ Z and q ∈ Z, we have dp([L0, Gq]) = [dp(L0), Gq] + [L0, dp(Gq)], which
gives
qdp,qTp+q = ap,0(−1)2p+1(q − p)Tp+q + (p+ q)dp,qTp+q.
Comparing the coefficients of Tp+q, we have
qdp,q = ap,0(q − p) + (p+ q)dp,q,
which together with (2.11), forces
dp,q = (q − p)bp, ∀ p ∈ 1
2
+ Z, q ∈ Z. (2.13)
Combing the identities given in (2.11), (2.12) and (2.13), dp(Li), dp(Tr) and dp(Gq)
referred in (2.10) can be respectively rewritten as follows:
dp(Li) = (
i
2
− p)bpGp+i, dp(Tr) = bpGp+r, dp(c) = 0,
dp(Gq) =
{
2bpLp+q +
1
3
(p2 − 1
4
)bpδp+q,0c if q ∈ 12 + Z,
(q − p)bpTp+q if q ∈ Z,
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for any p, i ∈ Z, r ∈ 1
2
+ Z and q ∈ 1
2
Z. Noticing
ad(−bpGp)(Li) = ( i2 − p)bpGp+i, ad(−bpGp)(Tr) = bpGp+r, ad(−bpGp)(c) = 0,
ad(−bpGp)(Gq) =
{
2bpLp+q +
1
3
(p2 − 1
4
)bpδp+q,0c if q ∈ 12 + Z,
(q − p)bpTp+q if q ∈ Z,
for any i ∈ Z, p, r ∈ 1
2
+ Z and q ∈ 1
2
Z, we claim that
dp = ad(−bpGp), ∀ p ∈ 1
2
+ Z,
which combining with (2.9), gives
dp = ad(−bpGp), ∀ p ∈ 1
2
Z.
Then this lemma follows. 
Lemma 2.2 For any Dp ∈ Der0¯(L˜) ∩ Derp(L˜) with p ∈ 12Z∗, we always have Dp ∈ ad(L˜).
Proof It is clear that Dp(c) = 0 for any Dp ∈ Der0¯(L˜) ∩ Derp(L˜) and p ∈ 12Z∗.
For any p, i ∈ Z, r ∈ 1
2
+ Z and q ∈ 1
2
Z, we can write
Dp(Li) = ap,iLp+i +miδp+i,0c, (2.14)
Dp(Tr) = bp,rTp+r, Dp(Gq) = cp,qGp+q, (2.15)
where ap,i, bp,r, cp,q, mi ∈ C. For any p, i ∈ Z, we have the following identity:
Dp([Li, L0]) = [Dp(Li), L0] + [Li,Dp(L0)],
which gives
i(ap,iLp+i +miδp+i,0c)
= (p+ i)ap,iLp+i + ap,0
(
(i− p)Lp+i + i
3 − i
12
δp+i,0c
)
.
Comparing the coefficients of Lp+i and c, we have
iap,i = (p+ i)ap,i + (i− p)ap,0,
pm−p = ap,0
p3 − p
12
,
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which gives
ap,i =
p− i
p
ap, m−p =
p2 − 1
12
ap, (2.16)
for any i ∈ Z and p ∈ Z∗, where ap,0 is denoted by ap for any p ∈ Z∗.
According to the fact that Dp([L0, Tr]) = [Dp(L0), Tr] + [L0,Dp(Tr)], we obtain
rbp,rTp+r = rapTp+r + (p+ r)bp,rTp+r,
for any p ∈ Z∗ and r ∈ 1
2
+ Z, which implies
bp,r = −r
p
ap, ∀ p ∈ Z∗, r ∈ 1
2
+ Z. (2.17)
The identity Dp([L0, Gq]) = [Dp(L0), Gq] + [L0,Dp(Gq)] gives
qcp,qGp+q = ap(q − p
2
)Gp+q + (p+ q)cp,qGp+q,
for any p ∈ Z∗ and q ∈ 1
2
Z, from which we can deduce
cp,q = (
1
2
− q
p
)ap, ∀ p ∈ Z∗, q ∈ 1
2
Z. (2.18)
Combing the identities given in (2.16), (2.17) and (2.18), Dp(Li), Dp(Tr) and Dp(Gq)
presented in (2.14) can be respectively rewritten as follows:
Dp(Li) =
p−i
p
apLp+i +
p2−1
12
apδp+i,0c, Dp(c) = 0,
Dp(Tr) = − rpapTp+r, Dp(Gq) = (12 − qp)apGp+q,
(2.19)
for any i ∈ Z, p ∈ Z∗, r ∈ 1
2
+ Z and q ∈ 1
2
Z. Noticing
ad(ap
p
Lp)(Li) =
p−i
p
apLp+i +
p2−1
12
apδp+i,0c, ad(
ap
p
Lp)(c) = 0,
ad(ap
p
Lp)(Tr) = − rpapTp+r, ad(app Lp)(Gq) = (12 − qp)apGp+q,
for any i ∈ Z, p ∈ Z∗, r ∈ 1
2
+ Z and q ∈ 1
2
Z, we claim that
Dp = ad(
ap
p
Lp), ∀ p ∈ Z∗. (2.20)
For any i ∈ Z, p, r ∈ 1
2
+ Z and q ∈ 1
2
Z, we can write
Dp(Li) = ap,iTp+i, Dp(Tr) = bp,rLp+r + nrδp+r,0c, Dp(Gq) = cp,qGp+q, (2.21)
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where ap,i, bp,r, cp,q, nr ∈ C. For any i ∈ Z, we have the following identity:
Dp([Li, L0]) = [Dp(Li), L0] + [Li,Dp(L0)],
which gives
iap,i = ap,i(p+ i)− pap,0, ∀ i ∈ Z, p ∈ 1
2
+ Z,
and further implies
ap,i = ap, ∀ i ∈ Z, p ∈ 1
2
+ Z, (2.22)
where ap,0 is denoted by ap for any p ∈ 12 + Z. The following identity: Dp([L0, Tr]) =
[Dp(L0), Tr] + [L0,Dp(Tr)] gives
r(bp,rLp+r + nrδp+r,0c) = bp,r(r + p)Lp+r − app
3
δp+r,0c.
Comparing the coefficients of Lp+r and c, we obtain
rbp,r = (r + p)bp,r, pn−p =
p
3
ap,
for any r, p ∈ 1
2
+ Z, which imply
bp,r = 0, n−p =
1
3
ap. (2.23)
For any p ∈ 1
2
+ Z and q ∈ 1
2
Z, we have Dp([L0, Gq]) = [Dp(L0), Gq] + [L0,Dp(Gq)], from
which we can get
qcp,qGp+q = (p+ q)cp,qGp+q − apGp+q.
Comparing the coefficients of Gp+q, we have
qcp,q = (p+ q)cp,q − ap,
for any p ∈ 1
2
+ Z and q ∈ 1
2
Z, which implies
cp,q =
1
p
ap, ∀ p ∈ 1
2
+ Z, q ∈ 1
2
Z. (2.24)
Combing the identities given in (2.22), (2.23) and (2.24), Dp(Li), Dp(Tr) and Dp(Gq)
referred in (2.21) can be respectively rewritten as follows:
Dp(Li) = apTp+i, Dp(c) = 0,
Dp(Tr) =
ap
3
δp+r,0c, Dp(Gq) =
ap
p
Gp+q,
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for any i ∈ Z, p, r ∈ 1
2
+ Z and q ∈ 1
2
Z. Noticing
ad(ap
p
Tp)(Li) = apTp+i, ad(
ap
p
Tp)(c) = 0,
ad(ap
p
Tp)(Tr) =
ap
3
δp+r,0c, ad(
ap
p
Tp)(Gq) =
ap
p
Gp+q,
for any i ∈ Z, p, r ∈ 1
2
+ Z and q ∈ 1
2
Z, we claim that
Dp = ad(
ap
p
Tp), ∀ p ∈ 1
2
+ Z. (2.25)
Then this lemma follows from (2.20) and (2.25). 
Lemma 2.3 If D0 ∈ Der0¯(L˜) ∩ Der0(L˜), then D0 ∈ ad(L˜).
Proof For any i ∈ Z, r ∈ 1
2
+ Z and q ∈ 1
2
Z, we can write
D0(c) = α0c, D0(Li) = aiLi +miδi,0c, D0(Tr) = brTr, D0(Gq) = cqGq, (2.26)
where ai, br, cq, mi, α0 ∈ C. For any i, j ∈ Z, we have the following identity:
D0([Li, Lj ]) = [D0(Li), Lj ] + [Li,D0(Lj)],
which gives
(i− j)(ai+jLi+j +mi+jδi+j,0c) + i
3 − i
12
α0δi+j,0c
= (ai + aj)
(
(i− j)Li+j + i
3 − i
12
δi+j,0c
)
.
Comparing the coefficients of Li+j and c, we have
(i− j)ai+j = (i− j)(ai + aj),
2im0 +
i3 − i
12
α0 = (ai + a−i)
i3 − i
12
, ∀ i, j ∈ Z,
from which we can deduce
m0 = α0 = 0 and ai = ia1, ∀ i ∈ Z. (2.27)
Then D0(c) and D0(Li) referred in (2.26) can be rewritten as
D0(c) = 0, D0(Li) = ia1Li, ∀ i ∈ Z. (2.28)
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For any r, s ∈ 1
2
+ Z, we have the following identity:
D0([Tr, Ts]) = [D0(Tr), Ts] + [Tr,D0(Ts)],
which together with (2.28), gives
r
3
(br + bs)δr+s,0c = 0.
Then we can deduce
b−r = −br, ∀ r ∈ 1
2
+ Z.
According to the identity D0([Li, Tr]) = [D0(Li), Tr] + [Li,D0(Tr)], we obtain
rbi+rTi+r = r(ai + br)Ti+r, ∀ i ∈ Z, r ∈ 1
2
+ Z.
Comparing the coefficients of Ti+r and recalling (2.28), we have
bi+r = ia1 + br, ∀ i ∈ Z, r ∈ 1
2
+ Z,
from which we can deduce
br = ra1, ∀ r ∈ 1
2
+ Z. (2.29)
Then D0(Tr) referred in (2.26) can be rewritten as
D0(Tr) = ra1Tr. (2.30)
For any p, q ∈ 1
2
Z, we have the following identity:
D0([Gp, Gq]) = [D0(Gp), Gq] + [Gp,D0(Gq)],
which gives {
cp + cq = ap+q if p+ q ∈ Z,
cp + cq = bp+q if p+ q ∈ 12 + Z.
Then recalling (2.27) and (2.29), we can deduce
cq = qa1, ∀ q ∈ 1
2
Z.
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Then D0(Gq) referred in (2.26) can be rewritten as
D0(Gq) = qa1Gq, ∀ q ∈ 1
2
Z. (2.31)
Then according to (2.28), (2.29) and (2.31), we know that D0(Tr) and D0(Gq) referred in
(2.26) have been rewritten as
D0(c) = 0, D0(Li) = ia1Li,
D0(Tr) = ra1Tr, D0(Gq) = qa1Gq,
for any i ∈ Z, r ∈ 1
2
+ Z and q ∈ 1
2
Z. Noticing that
ad(−a1L0)(c) = 0, ad(−a1L0)(Li) = ia1Li,
ad(−a1L0)(Tr) = ra1Tr, ad(−a1L0)(Gq) = qa1Gq,
for any i ∈ Z, r ∈ 1
2
+ Z and q ∈ 1
2
Z, we get D0 = ad(−a1L0). Then the lemma follows. 
By now we have completed the proof of Theorem 1.1. 
3 Proof of Theorem 1.5
Proof of Theorem 1.5 For any i ∈ Z∗, r ∈ 1
2
+ Z, q ∈ 1
2
Z and σ ∈ Aut(L˜), we can suppose
σ(L0) = a0L0 + c0c, σ(c) = m0c,
σ(Li) =
∑
j∈Z
ai,jLj +
∑
s∈ 1
2
+Z
bi,sTs + cic,
σ(Tr) =
∑
j∈Z
dr,jLj +
∑
s∈ 1
2
+Z
er,sTs + frc,
σ(Gq) =
∑
p∈ 1
2
Z
nq,pGp,
(3.1)
where a0, m0, ai,j, bi,s, ci, dr,j, er,s, fr, nq,p ∈ C.
We first claim that a0 6= 0. Otherwise, if a0 = 0, for any x ∈ L˜p with p 6= 0, we have
−pσ(x) = [σ(L0), σ(x)] = [c0c, σ(x)] = 0,
which is impossible. Thus a0 6= 0.
For any i ∈ Z∗, applying σ on [L0, Li] = −iLi, we have
a0
(∑
j∈Z
jai,jLj +
∑
s∈ 1
2
+Z
sbi,sTs
)
= i(
∑
j∈Z
ai,jLj +
∑
s∈ 1
2
+Z
bi,sTs + cic).
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Comparing the coefficients of Lj , Ts and c, we obtain
(a0j − i)ai,j = 0, (a0s− i)bi,s = 0, ici = 0,
which imply
ai,j = bi,s = ci = 0, ∀ i ∈ Z∗, j 6= i
a0
, s 6= i
a0
. (3.2)
Furthermore, we claim that a0 ∈ {±1, ±2}. Otherwise, σ(Li) referred in (3.1) can be
rewritten as σ(Li) = 0 for some i ∈ Z∗, which is impossible. Thus a0 ∈ {±1, ±2}.
For any r ∈ 1
2
+ Z, applying σ on [L0, Tr] = −rTr, we have
a0
(∑
j∈Z
jdr,jLj +
∑
s∈ 1
2
+Z
ser,sTs
)
= r(
∑
j∈Z
dr,jLj +
∑
s∈ 1
2
+Z
er,sTs + frc).
Comparing the coefficients of Lj , Ts and c, we obtain
(a0j − r)dr,j = 0, (a0s− r)er,s = 0, rfr = 0,
which imply
dr,j = er,s = fr = 0, ∀ r ∈ 1
2
+ Z, j 6= r
a0
, s 6= r
a0
. (3.3)
We claim that a0 /∈ {±2}. Otherwise, σ(Tr) referred in (3.1) can be rewritten as σ(Tr) = 0
for any r ∈ 1
2
+ Z, which is impossible. Thus a0 ∈ {±1}.
For any q ∈ 1
2
Z, applying σ on [L0, Gq] = −qGq, we have
a0
∑
p∈ 1
2
Z
pnq,pGp = q
∑
p∈ 1
2
Z
nq,pGp.
Comparing the coefficients of Gp, we obtain
(a0p− q)nq,p = 0,
which together with a0 ∈ {±1}, implies
nq,p = 0, ∀ p 6= q
a0
. (3.4)
Combining the identities given in (3.2), (3.3) and (3.4), we can rewrite σ(Li), σ(Tr) and
σ(Gq) referred in (3.1) as follows:
σ(Li) = ai, i
a0
L i
a0
, σ(Tr) = er, r
a0
T r
a0
, σ(Gq) = nq, q
a0
G q
a0
, (3.5)
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for any i ∈ Z∗, r ∈ 1
2
+ Z, q ∈ 1
2
Z with a0 ∈ {±1}.
For the case a0 = 1, using (3.5), we can write
σ(c) = m0c, σ(Li) = aiLi + c0δi,0c,
σ(Tr) = erTr, σ(Gq) = nqGq,
(3.6)
for any i ∈ Z, r ∈ 1
2
+ Z, q ∈ 1
2
Z and the coefficients are all in C.
For any i, j ∈ Z, applying σ to [Li, Lj ] = (i− j)Li+j + i3−i12 δi+j,0c, we have
aiaj(i− j)Li+j + i
3 − i
12
δi+j,0aiajc
= (i− j)ai+jLi+j + (i− j)δi+j,0c0c+ i
3 − i
12
δi+j,0m0c.
Comparing the coefficients of Li+j and c, we obtain
(i− j)(ai+j − aiaj) = 0,
i3 − i
12
aia−i = 2ic0 +
i3 − i
12
m0,
for any i, j ∈ Z, from which we can deduce
c0 = 0, m0 = 1, ai = a
i
1, ∀ i ∈ Z. (3.7)
From the identity σ([Tr, Ts]) =
r
3
δr+s,0σ(c), we can deduce
ere−r = 1, ∀ r ∈ 1
2
+ Z. (3.8)
Using σ([Li, Tr]) = −rσ(Tr+i) and recalling (3.7), we can deduce
er+i = era
i
1, ∀ i ∈ Z, r ∈
1
2
+ Z, (3.9)
which together with (3.8), gives
ai = β
2i, er = β
2r, ∀ i ∈ Z, r ∈ 1
2
+ Z, (3.10)
where e 1
2
is denoted by β for convenience and also β 6= 0.
By σ([Gp, Gq]) = npnq[Gp, Gq], we have{
npnq = ap+q if p+ q ∈ Z,
npnq = ep+q if p+ q ∈ 12 + Z,
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which together with (3.10), give
npnq = β
2p+2q, ∀ p, q ∈ 1
2
Z.
Then we can deduce
nq = εβ
2q, ∀ q ∈ 1
2
Z, (3.11)
where ε2 = 1. Combining (3.7), (3.9) and (3.11), we can rewrite (3.6) as follows:
σ(c) = c, σ(Li) = β
2iLi,
σ(Tr) = β
2rTr, σ(Gq) = εβ
2qGq,
(3.12)
for any i ∈ Z, r ∈ 1
2
+ Z, q ∈ 1
2
Z and some β ∈ C∗, ε2 = 1. The following identities hold:
exp
(− (logβ2)adL0)(c) = c, exp(− (logβ2)adL0)(Li) = β2iLi,
exp
(− (logβ2)adL0)(Tr) = β2rTr, exp(− (logβ2)adL0)(Gq) = β2qGq, (3.13)
for any i ∈ Z, r ∈ 1
2
+ Z, q ∈ 1
2
Z.
For convenience, we introduce the following isomorphism:
ǫ(c) = c, ǫ(Li) = Li,
ǫ(Tr) = Tr, ǫ(Gq) = −Gq,
(3.14)
for any i ∈ Z, r ∈ 1
2
+ Z, q ∈ 1
2
Z. It is easy to check that ǫk ∈ Aut(L˜)/Inn(L˜) for any
k ∈ Z2.
The σ referred in (3.12) can be rewritten as:
σ = ǫk exp
(− (logβ2)adL0), (3.15)
for some β ∈ C∗, k ∈ Z2 and ǫ is determined by (3.14).
For the case a0 = −1, using (3.5), we can write
σ(c) = m0c, σ(Li) = aiL−i + c0δi,0c,
σ(Tr) = erT−r, σ(Gq) = nqG−q,
(3.16)
for any i ∈ Z, r ∈ 1
2
+ Z, q ∈ 1
2
Z and the coefficients are all in C. We still denote e 1
2
as β.
Repeating the corresponding process, (3.16) can be simplified as follows:
σ(c) = −c, σ(Li) = −β2iL−i,
σ(Tr) = β
2rT−r, σ(Gq) = ωβ
2qG−q,
(3.17)
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for any i ∈ Z, r ∈ 1
2
+ Z, q ∈ 1
2
Z and some β ∈ C∗, ω2 = −1.
For convenience, we introduce the following two isomorphisms:
̟(c) = −c, ̟(Li) = −L−i,
̟(Tr) = T−r, ̟(Gq) =
√−1G−q,
(3.18)
for any i ∈ Z, r ∈ 1
2
+ Z, q ∈ 1
2
Z. It is easy to check that ̟k ∈ Aut(L˜)/Inn(L˜) for any
k ∈ {4k + 1 | ∀ k ∈ Z} ∪ {4k + 3 | ∀ k ∈ Z}.
The σ referred in (3.16) can be rewritten as:
σ = ̟k exp
(− (logβ2)adL0), (3.19)
for some β ∈ C∗, k ∈ {4k+1 | ∀ k ∈ Z}∪ {4k+3 | ∀ k ∈ Z} and ̟ is determined by (3.18).
Combining (3.12), (3.15), (3.17) and (3.19), we finally arrive at the following conclusion:
σ = ̟k exp
(− (logβ2)adL0), (3.20)
for some β ∈ C∗, k ∈ Z4 and ̟ is determined by (3.18). Then this theorem follows. 
4 The generalized case
Let F be a field of characteristic zero with the unit identity element 1, Γ an additive
subgroup of F, 0 the identity element of Γ, and s ∈ F satisfying s /∈ Γ while 2s ∈ Γ. Denote
Γ∗ = Γ/{0}, Γs = s+ Γ and sΓ = Γ ∪ Γs.
The generalized twisted N =2 superconformal algebra, denoted by L˜[sΓ], is an infinite-
dimensional Lie superalgebra over F with the basis {Lγ, Tµ, Gu, c | γ ∈ Γ, µ ∈ Γs, u ∈ sΓ}
admitting the following non-vanishing super brackets:
[Lγ1 , Lγ2 ] = (γ1 − γ2)Lγ2+γ1 + γ1
3−γ1
12
δγ2+γ1,0c,
[Lγ , Tµ ] = −µTµ+γ , [Tµ1 , Tµ2 ] = µ13 δµ2+µ1,0c,
[Lγ , Gu] = (
γ
2
− u)Gu+γ, [Tµ, Gu] = Gu+µ,
[Gu, Gv] =

2Lu+v +
1
3
(u2 − 1
4
)δu+v,0c if u, v ∈ Γ,
−2Lu+v − 13(u2 − 14)δu+v,0c if u, v ∈ Γs,
(v − u)Tu+v if u ∈ Γ, v ∈ Γs,
(u− v)Tu+v if v ∈ Γ, u ∈ Γs.
(4.1)
It is easy to see that L˜[sΓ] is Z2-graded with L˜[sΓ] = L˜[sΓ]0¯ ⊕ L˜[sΓ]1¯, where
L˜[sΓ]0¯ = SpanF{Lγ, Tµ, c | γ ∈ Γ, µ ∈ Γs},
L˜[sΓ]1¯ = SpanF{Gu | u ∈ sΓ}.
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A Z2-homogenous linear map D : L˜[sΓ] → L˜[sΓ] such that there exists [D] ∈ Z2,
D(L˜[sΓ]¯i) ⊂ L˜[sΓ][¯i+[D]] for all i¯ ∈ Z2 satisfying
D([x, y]) = [D(x), y] + (−1)[D][x][x,D(y)] for x, y ∈ L˜[sΓ],
is called a Lie superalgebra homogenous derivations of parity [D]. The derivation D is called
even if [D] = 0¯, odd if [D] = 1¯. Denote by Der¯i(L˜[sΓ]) the set of homogenous derivations of
parity i¯. Then Der(L˜[sΓ]) = Der0¯(L˜[sΓ]) ⊕ Der1¯(L˜[sΓ]) is the derivation algebra of L˜[sΓ].
Denote by ad(L˜[sΓ]) the inner derivation algebra.
It is easy to see that L˜[sΓ] is a sΓ-graded algebra: L˜[sΓ] = ⊕u∈sΓL˜[sΓ]u where L˜[sΓ]u =
{x ∈ L˜[sΓ] | [L0, x] = −u x}. Der(L˜[sΓ]) is also sΓ-graded: Der(L˜[sΓ]) = ⊕u∈sΓDeru(L˜[sΓ])
where
Deru(L˜[sΓ]) = {d ∈ Der(L˜[sΓ]) | d(L˜[sΓ]v) ⊆ L˜[sΓ]v+u, v ∈ sΓ}.
The result on the derivation algebra Der(L˜[sΓ]) of the generalized twisted N=2 super-
conformal algebra L˜[sΓ] can be formulated as the following theorem, which is not difficult
to be generalized from Theorem 1.1.
Theorem 4.1 Der(L˜[sΓ]) = ad(L˜[sΓ])⊕HomZ(Γ,F).
Proof The following results can be obtained from Lemmas 2.1 and 2.2 without essential
difference:
Der1¯(L˜[sΓ]) = ad1¯(L˜[sΓ]) and Dp ∈ ad(L˜[sΓ]),
for any Dp ∈ Der0¯(L˜[sΓ]) ∩Derp(L˜[sΓ]) with 0 6= p ∈ sΓ.
For any γ ∈ Γ, µ ∈ Γs and u ∈ sΓ, we can write
D0(c) = α0c, D0(Lγ) = aγLγ +mγδγ,0c, D0(Tµ) = bµTµ, D0(Gu) = cuGu, (4.2)
where aγ, bµ, cu, mγ , α0 ∈ F.
Nearly repeating the proving process of Lemma 2.3, we can obtain the following results:
m0 = α0 = 0, aγ1+γ2 = aγ1 + aγ2 ,
b−µ = −bµ, bγ+µ = aγ + bµ,{
cu + cv = au+v if u+ v ∈ Γ,
cu + cv = bu+v if u+ v ∈ Γs,
for all γ, γ1, γ2 ∈ Γ, µ ∈ Γs and u, v ∈ sΓ. Furthermore, we can deduce
cγ = aγ, bµ = cµ =
a2µ
2
,
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for all γ, ∈ Γ, µ ∈ Γs and aγ1+γ2 = aγ1 + aγ2 for any γ1, γ2 ∈ Γ.
Then the identities referred in (4.2) can be rewritten as
D0(Lγ) = aγLγ, D0(Tµ) =
1
2
a2µTµ,
D0(Gγ) = aγGγ , D0(Gµ) =
1
2
a2µGµ, D0(c) = 0,
for any γ ∈ Γ, µ ∈ Γs and u ∈ sΓ.
For any ϕ ∈ HomZ(Γ,F), one can define the following derivation δϕ:
δϕ(Lγ) = ϕ(γ)Lγ , δϕ(Tµ) =
1
2
ϕ(2µ)Tµ,
δϕ(Gγ) = ϕ(γ)Gγ, δϕ(Gµ) =
1
2
ϕ(2µ)Gµ, δϕ(c) = 0,
for any γ ∈ Γ and µ ∈ Γs.
By now we have completed the proof of Theorem 4.1. 
Denote by Aut(L˜[sΓ]) and Inn(L˜[sΓ]) the automorphism group and inner automorphism
group of L˜[sΓ]. For any ϕ ∈ Aut(L˜[sΓ]) and x, y ∈ L˜[sΓ], we have
ϕ(L˜[sΓ]0¯) = L˜[sΓ]0¯, ϕ(L˜[sΓ]1¯) = L˜[sΓ]1¯, ϕ([x, y]) = [ϕ(x), ϕ(y)]. (4.3)
It is easy to see that Inn(L˜[sΓ]) is generated by
exp(l0 adL0) for some l0 ∈ F∗.
Then Inn(L˜[sΓ]) ∼= F∗.
Denote by G the subgroup of Aut(L˜[sΓ]), which is generated by the automorphisms
determined by (4.7) and (4.8). Then the result on the automorphism group Aut(L˜[sΓ])
of the generalized twisted N = 2 superconformal algebra L˜[sΓ] can be formulated as the
following theorem.
Theorem 4.2 Aut(L˜[sΓ]) = Inn(L˜[sΓ])⋊G.
Proof For any γ ∈ Γ∗, µ ∈ Γs, u ∈ sΓ and σ ∈ Aut(L˜[sΓ]), we can suppose
σ(L0) = a0L0 + c0c, σ(c) = m0c,
σ(Lγ) =
∑
α∈Γ
aγ,αLα +
∑
ν∈Γs
bγ,νTν + cγc,
σ(Tµ) =
∑
α∈Γ
dµ,αLα +
∑
ν∈Γs
eµ,νTν + fµc,
σ(Gu) =
∑
v∈sΓ
nu,vGv,
(4.4)
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where a0, m0, aγ,α, bγ,ν , cγ, dµ,α, eµ,ν , fµ, nu,v ∈ F. Nearly repeating the proving process of
Theorem 1.5, we can deduce
a0 6= 0, (a0v − u)nu,v = 0,
(a0α− γ)aγ,α = 0, (a0ν − γ)bγ,ν = 0, γcγ = 0,
(a0α− µ)dµ,α = 0, (a0ν − µ)eµ,ν = 0, µfµ = 0,
which imply
aγ,α = bγ,ν = cγ = dµ,β = eµ,ν′ = fµ = nu,v = 0,
for any γ ∈ Γ∗, β ∈ Γ, α 6= εγ, µ, ν ∈ Γs, ν ′ 6= εµ, v 6= εu and ε ∈ {±1}. Then we can
rewrite the identities referred in (4.4) as follows:
σ(Lγ) = aγLεγ, σ(Tµ) = eµTεµ, σ(Gu) = nuGεu, (4.5)
for any γ ∈ Γ∗, µ ∈ Γs, u ∈ sΓ with ε ∈ {±1}.
For the case ε = 1, using (4.5), we can write
σ(c) = m0c, σ(Lγ) = aγLγ + c0δγ,0c,
σ(Tµ) = eµTµ, σ(Gu) = nuGu,
(4.6)
for any γ ∈ Γ, µ ∈ Γs, u ∈ sΓ and the coefficients are all in F.
Nearly repeating the corresponding proving process given in Theorem 1.5, we can deduce
eµe−µ = 1, eµ+γ = eµaγ,
(γ − α)(aγ+α − aγaα) = 0,
γ3 − γ
12
aγa−γ = 2γc0 +
γ3 − γ
12
m0,{
nunv = au+v if u+ v ∈ Γ,
nunv = eu+v if u+ v ∈ Γs,
which imply
c0 = 0, m0 = 1, aγ+α = aγaα,
e2µ = a2µ, eµ+γ = eµaγ , nu =
{
εau if u ∈ Γ,
εeu if u ∈ Γs,
for all α, γ ∈ Γ, µ ∈ Γs and u ∈ sΓ. Then the identities given in (4.6) can be rewritten as
follows:
σ(c) = c, σ(Lγ) = aγLγ , σ(Tµ) = eµTµ,
σ(Gu) =
{
εauGu if u ∈ Γ,
εeuGu if u ∈ Γs,
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for any γ ∈ Γ, µ ∈ Γs, u ∈ sΓ and ε2 = 1, aγ+α = aγaα, e2µ = a2µ, eµ+γ = eµaγ .
For the case ε = −1, the identities given in (4.4) and (4.6) can be rewritten as follows:
σ(c) = −c, σ(Lγ) = aγL−γ , σ(Tµ) = eµT−µ,
σ(Gu) =
{ −ωauG−u if u ∈ Γ,
ωeuG−u if u ∈ Γs,
for any γ ∈ Γ, µ ∈ Γs, u ∈ sΓ and ω2 = −1, aγ+α = −aγaα, e2µ = −a2µ, eµ+γ = −eµaγ.
For convenience, we introduce the following notation:
ωuε =

ε if ε = 1, u ∈ sΓ,
−ω if ε = −1, u ∈ Γ,
ω if ε = −1, u ∈ Γs,
where ε2 = 1 and ω2 = −1.
Then for any γ ∈ Γ∗, µ ∈ Γs, u ∈ sΓ and σ ∈ Aut(L˜[sΓ]), the identities given in (4.4)
can be rewritten as follows:
σ(c) = εc, σ(Lγ) = aγLεγ, σ(Tµ) = eµTεµ,
σ(Gu) =
{
ωuε auGεu if u ∈ Γ,
ωuε euGεu if u ∈ Γs,
(4.7)
for any γ ∈ Γ, µ ∈ Γs, u ∈ sΓ and
aγ+α = εaγaα, e
2
µ = εa2µ, eµ+γ = εeµaγ . (4.8)
Then this theorem follows. 
The following corollary follows immediately from Theorem 4.2 and Inn(L˜[sΓ]) ∼= F∗.
Corollary 4.3 Aut(L˜[sΓ]) = F∗ ⋊G.
References
[1] M. Ademollo, L. Brink, A. d’Adda, R. Auria, E. Napolitano, S. Sciuto, E. del Giudice,
P. di Vecchia, S. Ferrara, F. Gliozzi, R. Musto, R. Pettorino, Supersymmetric strings and
colour confinement, Phys. Lett. B, 62 (1976), 105–110.
[2] M. Do¨rrzapf, B. Gato-Rivera, Singular dimensions of the N = 2 superconformal algebras
II: the twisted N=2 algebra, Comm. Math. Phys., 220 (2001), 263–292.
21
[3] W. Eholzer, M.R. Gaberdiel, Unitarity of rational N=2 superconformal theories, Commun.
Math. Phys., 186 (1997), 61–85.
[4] J. Fu, Q. Jiang, Y. Su, Classification of modules of the intermediate series over Ramond
N=2 superconformal algebras, J. Math. Phys., 48 (2007), 1–15.
[5] H. Fa, J. Li, B. Xin, Lie superbialgebra structures on the centerless twisted N =2 super-
conformal algebra, Algebra Colloq., 18 (3) (2011), 361–372.
[6] K. Iohara, Y. Koga, Representation theory of N = 2 super Virasoro algebra II: twisted
sector, J. Fun. Analysis, 214 (2004), 450–518.
[7] E. Kiritsis, Character formula and the structure of the represetations of the N =1, N =2
superconformal algebras, J. Mod. Phys. A, 3 (1988), 1871–1906.
[8] V.G. Kac, Lie superalgebras, Adv. Math., 26 (1977), 8–97.
[9] V.G. Kac, J.W. van de Leuer, On classification of superconformal algebras. Sinapore: World
Scientific, (1988).
[10] D. Liu, L. Chen, L. Zhu, Lie superbialgebra structures on the N=2 superconformal Neveu-
Schwarz algebra, J. Geometry and Phys., 62 (2012), 3826–831.
[11] S.H. Ng, E.J. Taft, Classification of the Lie bialgebra structures on the Witt and Virasoro
algebras, J. Pure Appl. Alg., 151 (2000), 67–88.
[12] H. Yang, Y. Su, Lie bialgebras over the Ramond N = 2 super-Virasoro algebras, Chaos,
Solutions & Fractals, 40 (2009), 661–671.
22
