Given the density function or the characteristic function of a random variable, we propose an analytical approximation for its distorted expectation by using the fast Fourier transform algorithm. This approach can be used in various applications involving distorted expectations.
Introduction
This paper proposes an accurate and efficient numerical method to calculate the distorted expectation of the following form,
where X is the risk factor of interest with distribution function F X and Ψ is a distortion function.
Distorted expectations arise in different branches in the area of insurance and finance [see e.g. 22, 3, 7, 16, 12, 8, 15, 20, 1, 21, 23 , to name a few]. If any, quite few models for the risk factor X admit an analytical formula for the distorted expectation with respect to a distortion function in the general setting. The Monte Carlo (MC) method is a standard way to calculate the distorted expectations. If {x 1 , . . . , x N } is a set of MC realizations of the risk factor X, or its sample from market data, the value of the distorted expectation E Ψ [X] can be estimated by
where x (1) , . . . , x (N ) are the values of x 1 , . . . , x N in the increasing order [7] . To achieve high accuracy, a large ordered sample of the risk factor is required. This procedure can be time-consuming under complex models for the risk factor, such as the Heston model [13] . On the other hand, some efficient numerical methods for the standard expectations, such as the COS method [9] and the Carr-Madan method [5] , can hardly be used to calculate the distorted expectations, because there is no analytical formula for the distorted characteristic function in most of the realistic cases.
To overcome these difficulties, we propose an analytical approximation method, as an alternative to the MC method, for a class of distorted expectations. In applications, the parametric model for the risk factor X usually admits the density function f X or the characteristic function φ X in an analytical form. Then, the distribution function F X can be numerically calculated or recovered from its characteristic function. In this paper, we denote the distorted density functionf
The fast Fourier transform (FFT) algorithm is used to set up an approximation forf X with a truncated sum of its Fourier-cosine series expansion on a finite interval. The resulting truncation approximation immediately provides an analytical approximation for the distorted expectations.
The remainder of this paper is organized as follows. Preliminaries on the distorted expectation and its relation with coherent risk measures are provided in Section 2. Section 3 introduces the analytical approximation of the distorted expectations. Numerical examples to calculate the distorted expectation of asset price in the Heston model are carried out in Section 4, and Section 5 concludes.
Preliminaries
Let (Ω, F, (F t ) t∈[0,T ] , P ) be a filtered probability space. Denote by L 2 (Ω, F, P ) the collection of squareintegrable random variables representing the profits and losses of a financial position. The risk of a random variable X ∈ L 2 (Ω, F, P ) can be quantified with a risk measure ρ, a functional defined on L 2 (Ω, F, P ). Probability distortion provides a large class of risk measures. 
Distorted Expections
is called the distortion of the probability measure P with respect to the distortion function Ψ.
With a probability distortion function Ψ is associated another probability distortion functionΨ given bŷ
Given a probability distortion Ψ, we can define the Choquet integral
We assume that 1 0
Ψ(y)
dy 2y √ y < ∞ and the probability space (Ω, F, P ) is atomless throughout this paper. Then, according to [17] , E Ψ [X] is finite for any X ∈ L 2 (Ω, F, P ) when Ψ is concave and continuous on [0, 1]. Let F X be the distribution of X. We can rewrite E Ψ [X] as
E Ψ refers to a distorted expectation associated with a distortion function Ψ. If Ψ(x) = x, E Ψ is the standard expectation E. For any X ∈ L 2 (Ω, F, P ), the distorted expectation E Ψ [X] associated with a concave and continuous distortion function Ψ admits a robust representation
where
with M P being the collection of all probability measures absolutely continuous with respect to P [17].
Coherent risk measures
(Ω, F, P ) → R satisfying the following properties:
A coherent risk measure ρ defined on the space L ∞ (Ω, F, P ) of all bounded random variables (a.s.), has a robust representation [2] ρ(X) = sup
where Q is a subset of M 1,f (Ω, F), the set of all finitely additive normalized set functions Q : F → [0, 1]. Q can be chosen as a convex set for which the supremum or infimum is attained [Proposition 4.15 of 10]. This robust representation can be generalized to the risk measures defined on the space L 0 (Ω, F, P ) of all random variables [6] . Recalling the robust representation of the distorted expectation (2.3) defined on L 2 (Ω, F, P ), we can identify the relation between risk measures and distorted expectations as follows:
is a coherent risk measure if Ψ is concave and continuous on [0, 1]. The Average Value at Risk (AV @R) is an example of the distortion risk measures [10] .
Example 2.1 (Average Value at Risk). Let Q λ be the class of all probability measures Q P whose density dQ/dP is bounded by 1/λ for some fixed parameter λ ∈ (0, 1). The coherent risk measure
is so-called the Average Value at Risk. Actually,
where q X is the quantile function of X. Induced by a distorted expectation,
To complete this section, we outline some other risk measures induced by their corresponding distortion functions [7] . 
, where Y is a random variable.
Analytical approximation for distorted expectations
Since the density function of the risk factor X can be estimated with statistical methods or recovered from its characteristic function, without loss of generality, we assume the density function f X is given in its analytical form. Then, its distribution function can be calculated either by numerical integration methods or recovered from its characteristic function [18, 19] . Hence, we actually assume that both the density function and the distribution function are known when formulating the proposed approach.
Given the distribution function F X and the distortion function Ψ, we can, theoretically, derive the distorted distribution functionF X and the distorted density functionf X as
However, (3.1) can hardly lead to an analytical formula for the distorted expectation (2.2). Inspired by the COS method [9] , we first truncate the integration interval of the distorted expectation into a finite interval [a, b] such that
xf X (x)dx < ε, for a given tolerance error ε > 0.
Definef X =f X 1 [a,b] , where 1 [a,b] is an indicator function. The Fourier-cosine series expansion off X is given byf
We propose to approximate thef X by the truncated sumf X of a Fourier-cosine series expansion, i.e.,
3)
The following two propositions characterize the approximation error and convergence order of the truncation approximation (3.3). Their proofs can be found in Chapter 2 of [4] . Proposition 3.1. The error in approximatingf X (x) (3.2) by the partial sumf X (x) (3.3) is bounded by the sum of absolute values of all the neglected coefficients. That is,
Proposition 3.2. Iff X is infinitely differentiable with nonzero derivatives on [a, b], its Fourier-cosine series expansion has geometric convergence, i.e.,F
where γ is determined by the location in the complex plane of the singularities nearest to the expansion interval, and n is determined by the type and strength of the singularity. Otherwise, the convergence of Fourier cosine series is algebraic, i.e.,F
where n is at least as large as the highest order of derivative that exists or is nonzero.
Proposition 3.2 implies that the right (left) truncation bound b (a) should not be too large (small). Otherwise, f X may have zero derivatives, and the accuracy of the truncation approximation may be decreased. We suggest to check the tails of the original density function before selecting the truncation interval [a, b] .
The key procedure to set up the truncation approximation (3.3) is to calculate the coefficientsF k , which can be calculated with the FFT algorithm as follows (see e.g. [11] for a theoretical derivation). 
Apply the FFT algorithm toỸ, and denote the Fourier transform ofỸ byȲ, a 2K-dimensional vector.
Then the coefficients are given byF
After (3.3) is set up, the distorted expectation E Ψ [X] can be approximated by
We call the truncated approximation (3.4) as the T-COS approximation for the distorted expectation E Ψ [X]. The truncation approximation (3.3) can be easily extended to calculate the distorted expectation of a combination of risk factors (X 1 , . . . , X n ) with joint characteristic function φ(ω), φ(ω) = E e i(ω1X1+···+ωnXn) , where ω = (ω 1 , . . . , ω n ).
In fact, the characteristic function of a portfolio
Hence, the density function and the distribution function can be recovered from the characteristic function φ X with the COS method [18, 19] .
Numerical examples
The Heston model [13] is one of the most popular stochastic volatility models in the equity market, where the equity price (S t ) 0≤t≤T is modeled by
where W (1) and W (2) are independent Brownian motions defined on (Ω, F, (F t ) t∈[0,T ] , P ). Although the Heston model does not admit the analytical density function or distribution function, the log-asset price has the following characteristic function [13] 
Given the model parameters
we first recover the density function f log S1 and the distribution function F log S1 from the characteristic function (4.2) with the COS method. The truncation interval is set to be [−10, 5], and 2 10 terms are used in the approximation formula for the density function. f log S1 and F log S1 work as the original density function and the distribution function, respectively. Sequentially, due to F S1 (x) = F log S1 (log x) and f S1 (x) = 1 x f log S1 (log x), (4.4)
we can calculate the density function f S1 and the distribution function F S1 of S 1 . The truncation approximation (3.3) is set up for the distorted density function induced by the distortion functions listed in Table 1 Table 2 . On the other hand, ten million paths of the Heston model are simulated with the balanced Milstein scheme [14] at the step-size 0.01. The simulation costs about 37 seconds. The ordered sample of the terminal value can be saved and reused to calculate distorted expectations under different distortion functions. However, it still costs about 0.1 seconds to calculate the distorted expectations with the saved paths, while the T-COS method costs less than 0.1 milliseconds. It means that the T-COS method is still far more efficient than the MC method with saved paths, when the distortion function or its parameters vary. When the number (K) of terms in the truncation approximation (3.3) increases, the increase in computation time is negligible 1 . Since the values of the distorted expectations corresponding to K = 2 6 and K = 2 8 are the same up to the current accuracy, we recommend to set K = 2 6 in this setting. In other applications of the T-COS method, one may do the same test to choose an appropriate value for K. Since the T-COS method and the MC method provide quite similar values for the distorted expectation, the T-COS method is recommended for its extraordinary efficiency. The implementations are done in MATLAB (2014b) (Processor: Intel Core(TM) i7-3770 CPU @ 3.4GHz, RAM: 8GB). To show the effect of the distortion function, we plot the distorted expectations under the distortion functions listed in Table 1 with different values of λ. As shown in Figure 1 , the distorted expectation decreases with the distortion parameter λ. The higher the value of λ is, the higher the stress level is. Note that different distortion functions lead to different approximations for the distorted expectation, especially at high stress levels. 
Conclusion
In this paper, we proposed an analytical approximation, as an alternative to the Monte Carlo method, for the distorted expectations in the setting where the density function or the characteristic function of the risk factor is given in its analytical form.
The proposed method is based on a truncated sum of the Fourier-cosine series expansion for the distorted density function on a finite interval. The coefficients of the terms in the truncation approximation can be calculated with Algorithm 3.1 based on the FFT algorithm. Then, the resulting approximation for the distorted density function provides an analytical approximation for the distorted expectation. Numerical examples highlight that the proposed method is highly efficient and accurate.
Distorted expectations are associated with distortion risk measures, which play an important role in risk management. The proposed method can be used to quantify the risk of portfolios, as well as a single risk factor, with the risk measures beyond V@R and Expected Shortfall [18] . They also arise in portfolio optimization, conic finance and so on. The problems involving distorted expectations in these areas can be solved with our method under realistic model assumptions. Our ongoing research focuses on the application of the truncation approximation in the dynamic portfolio optimization under distortion risk measures.
