The ship detection field faces many challenges due to the large-scale and high complexity of optical remote sensing images. Therefore, an innovative ship detection method that is simple, accurate, and stable is proposed in this paper. The algorithm consists of the following two steps: 1) the AdaBoost classifier, combined with Haar-like features, is used to rapidly extract candidate area slices, and 2) according to the characteristics of ships, a periphery-cropped network is designed for ship verification. Furthermore, we analyze the characteristics of ocean images to improve the contrast between the target and the background. Thus, an RGB spectrum-stretching method is proposed. Finally, we evaluate our method using spaceborne optical images from the Jilin-1 satellite, Google satellites, and the public dataset NWPU VHR-10. Our experimental results indicate that the proposed algorithm achieves a high detection rate.
I. INTRODUCTION
Ship detection has attracted increasing amounts of research attention because of its growing significance in the remote sensing field. In early research, many ship detection methods based on synthetic aperture radar (SAR) images were developed [1] - [3] . In recent years, with the rapid development of optical spaceborne imaging technology, some researchers have begun to focus on detecting ships with optical images due to their high resolution and more detailed spatial content compared to those of SAR images [4] .
In early research, the proposed detection methods used the physical parameters of ship targets by manually setting parameter constraints and then selecting the target using testing methods, such as the methods in [5] and [6] . These studies identified the ship wake, but this approach is poorly resistant to interference. Thus, with this type of method, it is difficult to meet the demands of actual use. For decades, researchers have chosen a coarse-to-fine detection strategy that involved 1) a ship candidate extraction stage and 2) a ship verification stage. In the ship candidate extraction stage, the detection algorithm searches for all candidate regions that possibly contain the ship targets [4] . In this stage, frequently used methods include image segmentation methods [7] - [10] , saliency detection methods [11] , wavelet transformation methods [12] , and anomaly detection methods [13] , all of which are unsupervised methods. In the ship verification stage, each individual ship candidate region is further verified to determine whether it contains a real ship target. Previous studies of this stage mainly applied machine learning methods by converting the related process into feature extraction and binary classification operations (targets vs. backgrounds). The commonly used methods in this stage include support vector machines (SVMs), extreme learning machines [12] , AdaBoost [13] , sparse representation [14] and neural networks [10] . In addition to these supervised learning methods, some unsupervised methods are also used in this stage, such as the contour analysis method [7] and the shape analysis method [15] . However, the background of remote sensing images is complex, and ship candidate extraction based on unsupervised methods often lacks robustness. In the ship verification stage, precise classification is required, but hand-selected features cannot be simply adapted to variable satellite imaging conditions.
In recent years, deep learning has made significant progress in the fields of object detection and recognition [16] - [18] . The convolutional neural network structures of Alexnet [19] , VGG [20] and Resnet [21] have an advantage over traditional artificial feature engineering structures for feature extraction. For example, [22] used a deep learning target detection method for astrocyte detection that promoted the intelligent development of the medical field, and [23] used deep learning for transportation analysis. Therefore, it is of great significance to study the application of deep learning algorithms in the field of remote sensing.
Detection algorithms based on convolutional neural networks (CNNs) can be mainly divided into one-stage methods and two-stage methods. The earliest two-stage object detection algorithm was R-CNN [24] , which selected candidate regions through a selective search algorithm and then used a CNN for classification. Later, a number of improved twostage algorithms, such as Faster-RCNN [25] , R-FCN [26] MSCNN [27] and RON [28] , were proposed. The most common one-stage algorithms include YOLOv2 [29] , SSD [30] , FPN [31] and Retinanet [32] , which treat object detection as a regression problem to simultaneously obtain the target position and perform classification. However, these networks are mainly designed for the goals of daily life, and using them in the remote sensing field can cause two common problems. 1) If the remote sensing image is extremely complex and the target scale varies, applying a general neural network algorithm directly to remote sensing images can be ineffective.
2) The size of conventional images rarely exceeds 1000 × 1000 pixels, but remote sensing images often range in size from thousands to tens of thousands of pixels. Due to hardware resource limitations, large remote sensing images must be split into small slices. After the small slices are detected, they must be recombined. During image splitting and merging, caution must be used so that ships located in the edge region are not split into two parts when splitting the original image, and redundant splitting is required. In addition, to prevent multiple detections of the same target due to redundant cropping, a screening processing is implemented after image merging. Moreover, because the size of a ship is typically large, the area of redundant cutting is also large, which can lead to high consumption of time and resources.
Therefore, in this paper, we combine the traditional machine learning algorithm and a convolutional neural network and apply a coarse-to-fine detection strategy. In the ship candidate extraction stage, unlike in [7] - [13] , we abandon the unsupervised method and use the available data and statistical information. Haar-like features are used in an AdaBoost algorithm to quickly search for candidate targets. Next, in the ship verification stage, according to the characteristics of a ship, a neural network called the periphery-cropped network (PCNet) is designed to verify whether candidate regions contain real ship targets. This approach will not limit the size of the detected image and fully utilizes the ability of the CNN in object detection and recognition.
PCNet integrates prior ship knowledge and background information by training based on large numbers of images. Instead of using hand-selected features, the features in our method are adaptively learned from spaceborne optical image data. Then, we propose a new residual module used by PCNet for convolution feature extraction. Next, the bow and stern of a ship are used to design a local feature extraction method. We combine the global and local features of ships to improve the ability of the network to identify ships. We also propose an image enhancement preprocessing method, called the RGB spectrum-stretching method, to address the characteristics of a remotely sensed sea area. This approach can improve the accuracy of the ship candidate extraction stage. Fig. 1 . shows the workflow of the proposed method, and this paper is organized as follows. In Section II, we briefly introduce the ship candidate extraction stage and the RGB spectrum-stretching method, which is used to enhance images. Section III presents a detailed introduction to the feature learning algorithms in PCNet. We present the experimental details and analyze the results in Section IV, and Section V concludes this letter.
II. SHIP CANDIDATE EXTRACTION
In this section, we introduce the RGB spectrum-stretching method and discuss why we use Haar-like features as characteristic descriptors. Finally, we provide the details of the algorithm.
A. RGB SPECTRUM-STRETCHING METHOD FOR IMAGE ENHANCEMENT
The goal of object detection algorithms is to find the difference between the target and the background. In the ship candidate extraction stage, we use Haar-like features based on the statistics of the pixel values to separate the ship image from the background image. Therefore, the larger the difference between the pixel value of the surface and that of the ship, the higher the contrast and accuracy of ship detection. When calculating the eigenvalues of the Haar-like features, the grayscale version of the original image is first processed. The conventional grayscale processing method involves calculating the average of the three red, green and blue (RGB) bands. As shown in Fig. 2 , after grayscale processing, the VOLUME 6, 2018 contrast between the ship and the sea surface is not obvious, which may lead to misdetection. We know that the sea surface is blue in most cases, and it is green when there is vegetation present. Because most commercial and civil vessels do not deliberately disguise the hull, the blue or green spectral information reflected by the ship target is generally weaker than that of the marine area. According to this property, an image contrast enhancement method is designed. Our goal is to improve the contrast between the foreground and the background by suppressing the ocean area and obtaining the ship target, as shown in formula (1), where R(x, y), B(x, y) and G(x, y) represent the pixel information contained in the red, blue and green channels of the remote sensing images, respectively. To prevent the special case where the denominator is 0, eps is introduced. Specifically, eps is the floating point relative precision. P val (x, y) is a pixel value after spectrum processing. α is the gain factor, and in this paper, through the actual test, we got the best result when α is equal to 1.2. Here, the range of image pixels is (0-255), and when the right part of the formula exceeds 255, P val (x, y) is equal to 255. (5)- (6) are images after the proposed RGB spectrum-stretching method is applied. The pixel value of the red hull obviously increases, and that of the ocean area is suppressed. Although the green hull causes the pixel value to decrease based on the formula, the suppression effect is small compared with that of the ocean area, and the contrast is indirectly improved. Table 1 gives a comparison of the results of the original grayscale processing and the RGB spectrum-stretching method (the meaning of N tp , N fp , etc. are in section 4.3). Notably, the leak detection rate decreases after the enhancement process.
B. HAAR-LIKE FEATURES FOR THE APPROXIMATE POSITIONING OF SHIPS
The AdaBoost algorithm is an integrated learning method that can integrate multiple weak classifiers into a strong classifier. Therefore, we use the AdaBoost algorithm in the candidate extraction stage. Here, the method is briefly introduced.
Given a set of training samples, the initial weight of the samples is defined as D t (i), where D t (i) represents the weight of the i th sample and N is the number of samples. A weak classifier consists of eigenvalue f (x), threshold f θ and direction vector p j .
Then, the weight values of the samples are updated as follows:
where ''r'' represents a correct classification in the previous iteration and ''w'' represents a classification error in the previous iteration. The final classifier is defined as follows.
The above method can effectively improve the classifier performance, but with a single classifier, it is still difficult to accurately identify the target. Therefore, multiple base classifiers must be connected in an intelligent way based on their complexity. In image detection, many subwindows with invalid background areas are eliminated by the initial base classifiers, and only targets and similar interference areas are used by the next base classifier. This approach can quickly and accurately find the target location.
In terms of feature selection, Haar-like features reflect changes in the grayscale of an image, and the eigenvalues correspond to the difference between the white rectangular pixels and the black rectangular pixels. In a remote sensing image, the gray value of a ship is higher than that of the surrounding surface. Therefore, Haar-like features are suitable for ship detection based on remote sensing images. Fig. 3 shows the Haar-like feature templates used in this paper. Additionally, to accelerate the calculations, an integral graph is designed for the Haar-like features. The value of I (x, y) in the integral image is the integral result of the summation of all pixels above and to the left of I (x, y), which is calculated in the original image. In this manner, we can quickly calculate the sum of all pixels in area 4 using the values of A, B, C, and D, as shown in Fig. 4 :
where P sum_4 is the summation of all pixels in area 4 and P val_A is the value of point A in an integral image. Furthermore, in the classifier training phase, there is a tradeoff between a high false alarm rate and the guaranteed extraction of all ships by the classifier. The specific parameter values used in this experiment are given in Section IV. After image enhancement by the RGB spectrum-stretching method, an AdaBoost classifier was trained to determine the approximate positions of ships. Fig. 5 shows a remote sensing image that was obtained by the Jilin-1 satellite.
III. SHIP VERIFICATION
After a set of ship candidate windows is obtained, each window is analyzed using discriminative features to verify whether it truly contains a ship instance. CNNs have the ability to automatically extract features. Compared with traditional artificial design features, a CNN can obtain hidden abstract features of the target and provides high robustness. However, remote sensing image processing is very difficult because of the highly complex backgrounds. In addition, unpredictable imaging conditions add to the difficulty of effective information extraction. Therefore, according to the characteristics of remote sensing images, we designed PCNet for ship verification. The PCNet has two main contributions, which are discussed below in part A and part B.
A. PART A Many excellent classification networks exist, such as VGG and Inception. However, these networks have a common problem. When the network depth increases, the performance decreases because the gradient disappears. In 2015, [21] proposed a residual network called Resnet to solve this problem by introducing a shortcut. Resnet can be illustrated by the dotted line and red arrow in Fig. 6 , where X represents an n-dimensional input and g(x) represents the conventional convolution process. To prevent vanishing gradient issues, we choose Relu as the activation function. The batch normalization method used in the model is a feature-scaling method that has many advantages, such as preventing the gradient from disappearing, improving the convergence speed of the model, and partially preventing overfitting. H (x) is the final output. The Resnet formula is as follows.
In this paper, we made some changes to the shortcut function in Resnet [21] to form a new residual module, which is shown in Fig. 6 . This approach follows the black arrow instead of the red arrow, and the formula is as follows:
where ∂ is an n-dimensional vector {∂ 1 , ∂ 2 , . . . ∂ n }, n represents the dimension of the input X , and X ·∂ denotes that each component of the vector ∂ operates on each dimension of X . In this paper, we modified the shortcut connection method in Resnet [21] . In this modification, the input X in Resnet [21] is directly added to g(x) based on the shortcut connection. Because each dimension of the input X produces a different effect in the shortcut connection, each channel of X is given a trainable coefficient according to the vector {∂ 1 , ∂ 2 , . . . ∂ n }, and unlike the 1 × 1 × n convolution, each coefficient in
. . ∂ n } does not affect other coefficients. The network can determine the role of each channel of input X in the shortcut connection by statistical learning based on relevant samples. In addition, in the parameter initialization phase, the initial value of ∂ is {1, 1, 1 . . . , 1}. Thus, the initial residual network is the same as that of Resnet [21] . Therefore, although the change is small, the new residual structure of this approach can be regarded as an extended structure of Resnet [21] . In addition, in the training process, referring to a strategy that is similar to warm-up, we used the regular resnet structure in the first 3 to 5 epochs, after which α is used. Table 2 shows a comparison of the two residual methods.
B. PART B
Remote sensing images can have many characteristics, such as a complex background and a low image resolution. It is difficult for conventional classification networks to accurately identify objects in these images due to the presence of complicated interference. Currently, improving the effectiveness of network feature description requires the use of multiscale structures by combining the characteristics of different features. The conventional multiscale structures connect feature maps from different layers to fully utilize fine-scale features.
In this paper, we propose a novel multiscale structure for ship verification. First, we extract the local ship information by cropping the original image. Then, we simultaneously input the original image and the local image to the network to improve the classification accuracy. The morphological characteristics of a ship are distinct from other types of maritime interference. The bow/stern of a ship is always at the periphery of the image. Therefore, we designed two types of cropping methods, which are shown in Fig. 7 . We can consider the bow and stern of a ship to be local features, or we can consider the middle area of a ship to be a local feature. A comparison of the accuracies of the two designed methods is shown in Table 4 . Notably, the local feature fusion method is effective, and the bow/stern fusion method is more efficient for ship identification. Finally, the structure of PCNet that we designed is shown in Fig. 8 , and the network parameters are presented in Table 3 . Feature extraction uses parameter settings that are similar to those of Resnet, and the main change is related to the shortcut function. The advantages of the proposed version of PCNet in the ship detection field are as follows: 1. the local characteristics of the bow/stern improve the feature identification ability of the network; 2. the bow/stern features are unique to ships and can effectively be distinguished from other interference types, such as clouds, waves, and reefs; and 3. since PCNet uses both the local features and the global features of the ship, ships with a small area of cloud occlusion can still be detected well.
IV. EXPERIMENTS A. EXPERIMENTAL DATA
Supervised learning algorithms require a large number of samples, and the richness of the samples will affect the final detection results. Therefore, to allow the model to rapidly converge, a large number of remote sensing images are used as training samples. In addition, to improve the robustness of the algorithm, we collect multisource remote sensing samples. Furthermore, we use public data to test and accurately analyze the performance of the algorithm.
The experimental data are from the commercial optical remote sensing satellite Jilin-1 and Google satellites. The Jilin-1 satellite has a resolution of 0.72 meters, and Google satellite data are from Google Maps with a resolution of 1 meter. After cropping, approximately 1500 ship samples were obtained for model training. In addition, to improve the versatility of the model, we use the public data set NWPU VHR-10 [33]- [35] for testing. NWPU VHR-10 contains 61 images with ships, with a total of 308 ships.
B. DATA AUGMENTATION
A statistical learning algorithm depends not only on the design of the network structure and parameters but also on the quality of the dataset, which can affect the final ship detection accuracy. A remote sensing image is different from a conventional image, and such images are difficult to obtain in large quantities. Therefore, an artificial data augmentation method is designed as follows.
1)Translation Augmentation
The translation is the position of the moving sample in the original image. Although the CNN provides translation invariance in feature extraction, translation augmentation can avoid overfitting when the network learns the positioning parameters.
2) Rotation Augmentation
In remote sensing images, even if the same ship target has different locations at different times, because the amount of data collected is limited, it is impossible to cover all possible target angles, and the neural network algorithm only provides partial rotation invariance. Therefore, the samples are subjected to rotation augmentation processing to improve the generalizability of the model.
3) Color Transform Augmentation
Because satellite imaging is affected by the weather, ships may exhibit different colors at different times. Thus, color transformation can improve the generalizability of the model.
During the training process, data enhancement is performed for each batch of training samples, and the data are then transmitted to the network for training.
C. ALGORITHM EVALUATION CRITERIA
To objectively evaluate the performance of the target detection algorithm, we use precision-recall (P-R) curves, F values, and the Ap metric.
Precision reflects the false detection rate of an algorithm and is formulated as follows: (10) where N tp is the number of correctly detected ships and N fp is the number of falsely detected ships.
Recall represents the effectiveness of detection and can be expressed as follows: (11) where N fn is the number of nondetected ships. F is the harmonic mean, which directly reflects the performance of the algorithm.
Furthermore, since the image used in this paper is the meter-level resolution, we only detect ships that are larger than 100 pixels.
D. EXPERIMENTS
In this paper, three sets of experiments were designed. 1. In the ship candidate extraction stage, the influence of Haarlike features and other features, such as HOG and LBP, on the final test results is investigated. 2. In the ship verification stage, the influence of local feature fusion on ship detection is verified, and the two feature fusion modes discussed above are compared. 3. Through comparison experiments, the proposed algorithm is compared with several typical ship detection methods to verify the feasibility of the algorithm.
1) THE FIRST EXPERIMENT
The AdaBoost classifier has the advantage of fast detection; therefore, we use it for initial approximate positioning. In this VOLUME 6, 2018 FIGURE 9. P-R curves of four artificial features. experiment, we compared the effects of four different types of features, including HOG, rotation-invariant LPB, uniform LBP and Haar-like features, on ship candidate extraction. The P-R curves are shown in Fig. 9 . The results indicate that the Haar-like features are most suitable for ship detection.
The main AdaBoost classifier parameters used in the proposed method are listed in Table 5 . The total recall rate of the classifier is equal to the product of the values. In Table 5 , µ 1 is the minimum recall rate threshold of each classifier, µ 2 represents the virtual alarm rate threshold of each classifier, and σ represents the total number of weak classifiers. To force the final recall of the detector to be close to 1, µ 1 must be sufficiently large so that the positive sample pass rate of each classifier is very high. Similarly, µ 2 must be sufficiently low. The selection of µ 2 greatly influences the precision. If the value of µ 2 is too large, there will be too many false regions in the ship candidate extraction stage, which will not only decrease the error detection rate but also seriously affect the speed of the algorithm.
2) THE SECOND EXPERIMENT
The main CNN classifier hyperparameters are listed in Table 6 .
Traversing one side of the entire sample is called an epoch. The learning rate reflects the parameter update speed during backpropagation. If the learning rate is too large, the optimal parameter cannot be calculated. If the learning rate is too small, the model will converge slowly. The batch size is defined as the number of samples that are read into memory at a given time. If the batch size is too small, the model will obtain local optimal parameters, but the batch size is limited by the memory size. Cross-entropy is the loss function used in our method. The Adam algorithm is utilized as the optimization method. This algorithm provides faster convergence for the proposed model than does the stochastic gradient descent (SGD) algorithm. Fig. 10 illustrates the results of the periphery-cropped, center-cropped, and noncropped network structures in the NWPU VHR-10 test set. It can be seen that the fusion of local features and global features can improve the network classification performance, and periphery-cropped local feature fusion is more suitable for ship detection.
3) THE THIRD EXPERIMENT
In this experiment, we compare several mainstream object detection methods, including [11] , YOLOv2 [29] , Faster-RCNN [25] , FPN [31] , MSCNN [27] , and SSD [30] , which correspond to methods [1] - [6] in Table 7 . Fig. 11 presents the P-R curves of these methods. Method 1 involves unsupervised learning based on the test set; therefore, it is not shown in Fig. 11 . In Table 7 , the harmonic mean 'F' of the proposed method is higher than that of all other algorithms except Methods 3 and 6.
Although Methods 3 and 6 yielded better test results than the proposed algorithm, as the size of the remote sensing image increases, the resource consumption of these methods becomes extremely high, as noted in Section I. Therefore, they are not conducive to the rapid processing of remote sensing images. To verify the above analysis, we selected two typical models (i.e., FPN (Method 4) and Faster-RCNN (Method 3)), including a one-stage algorithm and a two-stage algorithm, for time consumption comparisons. An NVIDIA Tx2SOC in maximum power mode was used for this analysis. When the FPN and Faster-RCNN algorithms are used, the pixel size of the detection image should not exceed 1000 × 1000 to ensure high accuracy. For large-scale remote sensing images, redundant image splitting is required, and in the case of image merging, some postprocessing algorithms are needed to prevent multiple detections of the same target. Since the image resolution is 1 meter and commercial and civilian ships are generally less than 300 meters, the redundancy is 300 pixels. This experiment roughly calculates the corresponding time consumption statistics. We do not consider the image splitting, merging and partial postprocessing steps. The time consumption calculation for the FPN and Faster-RCNN methods is as follows:
where x represents the size of the image and the unit is per thousand pixels (here, the image to be tested is cropped to a square for convenience). g (x) indicates that the input x is rounded to the right; for example, g(1.2) = 2 and g(1.8) = 2. For a single 1K image, the FPN and Faster-RCNN methods take 0.6 s and 1.2 s, respectively. Therefore, the T 0 values of these methods are 0.6 and 1.2. The time consumption of PCNet mainly depends on the AdaBoost classifier used for suspected region extraction. Therefore, when training the AdaBoost classifier, it is necessary to control the number of suspected regions through hyperparameters. Because there is no specific formula for the detection time of PCNet, we test remote sensing images of five sizes. Fig. 12 gives a comparison of the results of the three algorithms. Fig. 13 shows the final image result obtained using the proposed algorithm, and the results of ship candidate extraction are shown in Fig. 5 .
V. CONCLUSION
In this paper, we proposed a novel ship detection method. In the ship candidate extraction stage, Haar-like features are used to determine the initial positions of ships. Based on the characteristics of remote sensing images, we proposed an image enhancement method based on the RGB spectrumstretching method. In the ship verification stage, we designed PCNet, which integrated the local and global features of ships to improve the accuracy of the proposed method.
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