A 3 r m -h estimating the parameter 0 from a parametrized signal problem (with 0 5 0 5 L) observed through Gaussian white noise, four useful and computable lower bounds for the Bayes risk were developed. For problems with different L and Merent signal to noise ratios, some bounds am superior to the others. The lower bound obtained from taking the maximum of the four, serves not only as a good lower bound for the Bayes risk but also as a good lower bound for the minimax risks. Threshold behavior of the Bayes risk is also evident as shown in our lower bound.
Of interest here will be bound-specially lower bounds-for the Bayes risk under a uniform prior, (1-5) Section I1 of this paper studies in detail the situation when 0 is known to take one of only two different values. This includes the discretized problem having T = 1. It is not difficult in this case to find the exact value of BD( 1) by numerical integration.
However, it is also useful for other purposes (such as in Section 111) to have a good analytic bound. This bound is derived in Section 11, and is compared with the exact values in Table I . It is also proved that the efficiency of the maximum likelihood estimator relative to the Bayes (and minimax) estimator in this setting varies between 50% and 75%.
Section I11 builds on the results of Section I1 to produce bounds which are useful for the case where L/W or T are moderate (between roughly 1 and 10 to 100, depending on s). Section IV Dresents a different style of bound that cruder upper bound.
The first four columns of Table I show selected values of B*(X), p(X), bz(X), and the ratio b2(X)/B*(X). It is clear that b 2 ( X ) is a good lower bound. The numerical evidence is quite convincing that p(X) is increasing in X and that b2(X)/B*(X) is decreasing in A. (Table I is selected from a more complete table having X varying from 0 to 5.8 with interval length 0.1.) However, we have only been able to analytically prove the following.
Theorem 2.3: p is increasing in X with
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BOUNDS FOR MODERME L OR 7
A simple technical argument in Ziv and Zakai [14, following their (Sa)] converts two point bounds into bounds for arbitrary L or 7. This argument can be somewhat improved, and the two point bound of Section I1 is also better than what they used. The result is summarized in the following theorem both for the general model and for the discretized model. give a different bound in place of (3.1). Their bound has a different derivation. Unlike (3.1) it does not seem to readily generalize to situations not involving a uniform prior or a location family. In the case of the rectangular signal (and uniform prior) their bound is Note that as L + 00, the two bounds satisfy , (3.6) is of course the same as Theorem 3.1. In the case of the rectangular signal, (3.6) is better than (3.5) (but (3.6)/(3.5) 5 2 ) unless Q is large and L is small. Since also, (3.5)/(3.6) 5 2, neither inequality is very good in this latter range, and neither is nearly as goo there as (3.3). for BD(7). We conjecture that the corresponding term is also correct for B(L), but we have not been able to prove this. As it is shown in Fig. 1 , the bounds in Theorem 4.2 can sometimes dominate the lower bounds in Theorem 4.3 and vice versa, so both bounds need to be checked. Some numerical examples appear in Section V. However the main Fterest here is in the asymptotic expansion discussed previously. This is formally described in the following corollary. As mentioned, we conjecture that this bound is sharp to the
IV. BOUNDS FOR

terms of order O ( T -~) . )
shown explicitly, that as L --t 00 the Bayes procedure. 8Bayes converges to L / 2 in probabilit_y, uniformly for 8 E (0, L). Consequently 
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V. NUMERICAL EXAMPLES
to the Table I1 bounds O.oo00 denominator. This is the desired inequality.
of (6.2) (with a = e-2xz) and evaluate to get (2.5). ( 1 + e-2xz)-' in the integrand of (6.2) to get This verifies the upper bound in (4.5). Equation (4.6) follows 0 directly from (4.5) and Lemma 4.1.
Proof of Theorem
