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ABSTRACT 
Criminological theories such as routine activities theory, rational choice theory, broken 
windows and disorder theory, crime pattern and environmental criminology, and social 
disorganization and collective efficacy theory all suggest the potentiality of a correlation 
between the presence of abandoned and dilapidated housing and crime. This thesis 
investigates the geographical locations of homicides that occurred in Kansas City, Missouri 
in 2016 and dangerous buildings as identified by the municipality. Examination indicates 
independent clustering of homicides and dangerous buildings and this clustering occurs in the 
same locational space within the city. Further, the presence of dangerous buildings within 
census block groups and in surrounding census block groups is correlated with homicides. 
This finding remains significant when measures of population, poverty, and vacancy are 
included in the analysis. These outcomes suggest that policies considering the presence of 
dangerous buildings in conjunction with other violence prevention strategies may be valuable 
in reducing homicide.  
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CHAPTER 1 
INTRODUCTION 
 In the classic film “It’s a Wonderful Life” there is a scene where the main 
protagonist, George Bailey, is walking home with Mary Hatch (Capra, 1946). George and 
Mary come across a run-down, abandoned home. George picks up a rock, tells Mary to make 
a wish, and throws the rock at the house, breaking a window. Later on, George and Mary get 
married, move into that same house, and raise a family there. 
Like most things in movies, this heartwarming, Hollywood touch does not quite 
reflect the reality of dangerous and abandoned buildings in United States cities. In the mid to 
late 2000s the mortgage crisis resulted in a sky-rocketing foreclosure rate (Jones & 
Pridemore, 2012). Additionally, growth of suburbs in terms of both population and housing 
construction has left behind those in urban areas who are less able to support housing 
rehabilitation or new construction and can result in buildings that are worth less than their 
insured value (Skogan, 1990). According to Branas et al., “about 15% of the land in US cities 
is deemed vacant or abandoned, translating into an area roughly the size of Switzerland” 
(2018, p. 2946). 
Beyond economic repercussions of deteriorated structures and the general 
unsightliness of abandoned homes, the presence of these buildings in a neighborhood may 
attract and sustain criminal behavior. Former Kansas City, Missouri Police Chief Daryl Forte 
publicly asserted that the demolition of abandoned houses in certain areas will result in a 
crime reduction (Associated Press, 2016). He was even willing to hire fewer new officers to 
provide funds to pay for demolitions (Campbell, Horsley, & Rice, 2016; Welsh, 2016). In a 
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blog post, Chief Forte argued for the existence of a spatial link between violent crimes, 
specifically homicide, and the presence of several indicators of disorder, such as vacant 
housing (Forte, 2016).  
This perspective is not exclusive to Kansas City. Demolitions and housing 
rehabilitation programs have been implemented in cities like Buffalo, Cleveland, and 
Chicago with the hope that crime would be reduced (Frazier, Bagchi-Sen, & Knight, 2013; 
Spader, Schuetz, & Cortez, 2016). Assumed links between sub-prime mortgages, abandoned 
buildings, and crime – heightened by several murders that occurred over a relatively short 
period of time inside abandoned properties – provided political support for the adoption of a 
predatory lending ordinance in Chicago (Immergluck & Smith, 2006).  
Others have made efforts in greening neighborhoods by planting grass and trees in 
vacant lots and surrounding those lots with open-entry gated fencing, followed by regular 
upkeep, in an attempt to reduce neighborhood gun violence (Branas et al., 2018). Researchers 
have observed that “there has been increased attention to the influence that physical disorder, 
in particular urban blight, has on crime patterns in a community” (Valasik, Brault, & 
Martinez, 2019, p. 186). 
This study will examine the possible spatial connections between dangerous buildings 
and homicide in Kansas City, Missouri. Chapter two will discuss theoretical links between 
dangerous buildings and homicide. Routine activities theory, rational choice theory, crime 
pattern and environment criminology, broken windows and disorder theory, and social 
disorganization and collective efficacy theories all suggest that deteriorated housing will 
influence crime.  
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This chapter will also address the qualitative and quantitative research on 
foreclosures, vacancies, and abandoned buildings. Qualitative findings suggest that 
abandoned buildings serve as hiding spots, unoccupied spaces, and targets for crime (Porter 
et al., 2018).  Neighborhood residents also express the belief that dangerous buildings are 
used for criminal activity (Branas et al., 2018; Porter et al., 2018; Teixera, 2016). 
Quantitative research has had promising, but somewhat mixed, findings regarding a 
spatial link. Some studies have found a correlation between violence and blight or vacancy 
(e.g., Cui & Walsh, 2015; Valasik, Brault, & Martinez, 2019). Other studies have found that 
vacancies and violent crime are not correlated (e.g., Boessen & Chamberlain, 2017; Spelman, 
1993). However, studies have varied in their selection of independent and dependent 
variables. Researchers have used the vacancy rate determined by the U.S. Census, U.S. Post 
Office data on vacant addresses, foreclosure filings, and municipality determinations of 
property blight, among others, as independent variables. Violent crime as a dependent 
variable has also been subjected to an assortment of definitional constructions. 
The intention of this study is to focus on the most criminogenic properties as 
suggested by theory – visibly deteriorated structures with open access – along with the 
specific crime type of homicide. Chapter three will cover the data and methods this study will 
use. More specifically, the Dangerous Buildings List maintained by Kansas City, Missouri 
and homicides that occurred in 2016 will be mapped and their spatial locations will be 
observed. Chapter four will utilize spatial statistical methods to find whether clustering of 
dangerous buildings and homicides occur in similar locations in the city. Chapter five will 
discuss the conclusions of this study and will consider the public policy ramifications.  
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CHAPTER 2 
LITERATURE REVIEW 
Criminological Theory and Dangerous Buildings 
 
Existence of a correlation between the presence of dangerous or abandoned houses 
and criminal activity must first rest upon a theoretical foothold. Otherwise, policy efforts to 
reduce criminal incidents targeted towards dangerous buildings through remediation, 
demolition, increased police surveillance, or some other method are ultimately doomed to 
failure. In speaking about the analogous relationship between foreclosures and crime, Arnio, 
Baumer, and Wolff (2012) note, “it seems essential to consider carefully some fundamental 
matters regarding the theoretical foundations that can explain not only why elevated 
foreclosure activity may translate into higher crime rates, but also the conditions under which 
foreclosure is likely to do so” (p. 1599). With that being said, it seems apt to begin with 
theoretical foundations potentially applicable to links between dangerous buildings and 
crime. 
The following section will examine routine activities theory, rational choice theory, 
crime pattern theory and environmental criminology, broken windows and disorder theory, 
and social disorganization and collective efficacy theory as relevant theoretical foundations. 
Routine Activities Theory 
 
Cohen and Felson (1979) posited routine activities theory as a way to explain the 
apparent paradox in 1960s and 1970s America of decreasing signs of poverty and other social 
ills aligned with increasing incidents of crime. According to routine activities theory, crime 
will occur at the nexus of three essential components: motivated offenders, suitable targets, 
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and the lack of capable guardians. All three must meet at the same place at the same time; if 
one of the elements is missing, a crime will not happen. Cohen and Felson (1979) point to a 
number of social changes as relevant answers to the initial paradox. The rise in single-
individual households to the increase in women working outside the home to the increase in 
value in easily movable (read “steal-able”) goods, all possibly influenced rising crime rates. 
These and other “routine activities,” defined as “any recurrent and prevalent activities which 
provide for basic population and individual needs, whatever their biological or cultural 
origins,” result in fluctuations in the number of times and places that motivated offenders, 
suitable targets, and absence of capable guardians intersect (Cohen & Felson, 1979, p. 593).  
 Abandoned and dangerous buildings, in and of themselves, might serve as suitable 
targets under routine activities theory in that they are viable locations for theft of scrap 
metals and vandalism (Porter, De Biasi, Mitchell, Curtis, & Jefferis, 2018; Spelman, 1993). 
The presence of dangerous buildings serve as evidence of a lack of capable guardianship 
within a community – especially if several vacant properties are massed closely together 
(Lacoe & Ellen, 2015). This lack of capable guardianship is obvious from the absence of a 
homeowner or other occupant in the building to observe criminality and intervene. Spelman 
(1993) examined 59 abandoned houses in Austin, Texas and observed that 89% either had a 
large amount of trash in the front yard, grass taller than 18 inches, or both. Additionally, 
overgrowth of weeds and trees can negatively impact surveillability by impeding the view of 
those who are present in the surrounding area (Roth, 2019).  
 Dangerous and abandoned housing might also increase the number of motivated 
offenders in a space. The unguarded and available nature of an obviously empty house 
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provides a space to spend time and engage in deviancy, such as drug use, that may lead to 
additional criminal incidents (Arnio, Baumer, & Wolff, 2012).  
 On the other hand, it has been argued that routine activities theory suggests that 
vacancies will have the greatest effect on property crimes, specifically due to lack of capable 
guardians, and that social disorganization resulting from abandonment might lead to a wider 
variety of criminality (Jones & Pridemore, 2012). So, if the primary policy concern is 
homicide reduction, solutions rooted in increasing guardianship may be limited. 
Rational Choice Theory 
 
The perspective of rational choice theory may provide a linkage between abandoned 
housing and homicide. While routine activities theory focuses on whether the necessary 
ingredients are present for crime to occur, rational choice theory focuses on the offender’s 
decision to commit crime (Chainey & Ratcliffe, 2005). A main principle of rational choice 
theory is that offenders consider the benefits of engaging in criminality alongside the 
potential costs and availability of criminal opportunities (Cornish & Clark, 1987). Thus, 
individuals engage in crime due to its utility outweighing the utility of other actions and 
economic approaches assert that the cost-benefit analysis resulting in criminal motivation is 
no different than the motivations of any other person (Becker, 1968). Clarke and Cornish 
(1985) further argue that criminal offending is rational behavior to the individual and is a 
result of decision-making, whether or not criminal offending appears as such to an outsider.  
Rational choice theorists also note the variety of choices and processes that are 
involved in the decision to commit a criminal act in the first place, where and how to engage 
in criminality, and whether to continue in further acts or to possibly quit offending (Clarke & 
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Cornish, 1985). This granularity also extends to the differences between questions about who 
commits crime compared to what rational choice theory implies about when and where crime 
occurs: “There is a fundamental distinction to be made between explaining the involvement 
of particular individuals in crime and explaining the occurrence of criminal events” (Clarke 
& Cornish, 1985, p. 164). 
In considering abandoned buildings and crime, Wallace and Schalliol (2015) argue, 
“to potential offenders, abandoned buildings offer two important pieces of information that 
affect the decisions to commit disorderly behavior or crime: reduced risk of apprehension 
and ease of effort” (p. 179). The risk of apprehension, probability of conviction, and reduced 
output of effort are salient factors related to offending for proponents of rational choice 
theory (Becker, 1968; Clarke & Cornish, 1985). Criminal activity may flourish as a 
clandestine endeavor. Spelman (1993) suggests that abandoned buildings can serve as safe 
places for individuals or groups to congregate for the purpose of engaging in illicit activities 
that are best completed outside the watchful eye of the police or other actors who might 
engage in informal social control.  
If abandoned buildings do represent criminal opportunity, then increases in the 
number of abandoned buildings or length of time a house remains obviously empty serve as 
opportunities that may overwhelm punishments aimed at dissuading criminality. Cohen and 
Felson (1979) note that “it may be difficult for institutions seeking to increase the certainty, 
celerity and severity of punishment to compete with structural changes resulting in vast 
increases in the certainty, celerity and value of rewards to be gained from illegal predatory 
acts” (p. 605).  
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Crime Pattern Theory and Environmental Criminology  
 
Brantingham and Brantingham (1993, p. 6) utilized the concept of an “environmental 
backcloth” as the “uncountable elements that surround and are part of an individual and that 
may be influenced by or influence his or her criminal behavior.” Physical characteristics, 
such as roads and buildings, are included among a large variety of other social and legal 
factors within the environmental backcloth. The shared spaces that offenders and targets 
meet within this environmental backcloth comprise crime pattern theory (Valasik, Brault, & 
Martinez, 2019).  
The routine activities of people can be used to explain observed spatial patterning of 
criminal incidents. Specifically, locational targets exist within “awareness space” acquired 
during the daily travels of offenders; “it appears that people may ‘search’ for a crime site and 
situation in a manner similar to the way we ‘search’ for a gasoline station” (Brantingham & 
Brantingham, 1993, p. 9). Crime generators and crime attractors are places where those 
regular patterns of behavior and travel people exhibit through regular daily activities increase 
the likelihood of offenders and victims meeting. 
A location is a crime generator when “large numbers of people are attracted [to that 
place] for reasons unrelated to any particular level of criminal motivation they might have or 
to any particular crime they might end up committing” (Brantingham & Brantingham, 1995, 
p. 7). Shopping malls and bus stops might be examples of crime generators which provide 
opportunities for the motivated offenders who may not have previously planned to commit a 
crime to come into contact with suitable targets protected by insufficient guardianship.  
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A crime attractor is a place “which creates[s] well-known criminal opportunities to 
which strongly motivated, intending criminal offenders are attracted because of the known 
opportunities for particular types of crime” (Brantingham & Brantingham, 1995, p. 8). As 
opposed to a crime generator location where a criminal act may or may not have been 
contemplated by an offender prior to arriving on the scene, the siren song of the criminal 
attractor for the offender is the opportunity to engage in criminal conduct. Drug markets are 
an example of crime attractors.  
Abandoned houses could be crime attractors where the house itself is a target of crime 
in the form of theft or destruction, or as a place to take narcotics or engage in prostitution 
(Boessen & Chamberlain, 2017; Porter, et al., 2018). Although dangerous buildings might 
not be considered crime generators in the same manner as a shopping mall, Porter, et al. 
(2018) argue that abandoned houses could be crime generators where individuals are 
attracted to an abandoned home to engage in separate criminal endeavors that result in 
unplanned disputes. In this way an abandoned home might straddle the line between serving 
as a crime attractor and a crime generator. Individuals might be drawn to the home to 
congregate and engage in relatively minor transgressions, such as trespassing and drinking, 
and find themselves embroiled in more serious altercations. 
Broken Windows and Disorder Theory 
 
According to broken windows theory, disorder in a neighborhood indicates that 
community controls on behavior have broken down, inviting further and increasingly serious 
criminality (Kelling & Wilson, 1982). The presence of relatively minor disorder, if 
unchecked, will lead to greater disorder and potentially more serious criminal behavior. If 
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one broken window is left alone long enough, eventually more window breaking will ensue. 
As Kelling and Wilson put it, “one unrepaired broken window is a signal that no one cares, 
and so breaking more windows costs nothing” (1982, online). Beyond actual broken 
windows, Kelling and Wilson (1982) also specifically cite weeds on abandoned properties 
and vandalism in general as additional examples of disorder.  
Under this theory, however, the broken windows are both literal and metaphorical. As 
first posited by Kelling and Wilson the focus was mainly on the prevalence of disorderly 
behaviors and their impact on a neighborhood as opposed to solely property damage 
begetting more property damage. Disorderly behaviors make residents fearful and, as a 
result, they retreat and disengage. This disengagement from the community allows more 
serious criminality to flourish. Thus, the metaphorical broken window of nuisance behavior 
reverberates with the derelict building, and these physical and social disorders invite the 
open-air drug market. Within broken windows theory, the relationship between incivilities 
(social and physical disorder) and crime is more than correlational – it is causal (Sampson & 
Raudenbush, 1999).  
Broken windows theory provides a link between dangerous housing and the 
occurrence of crime. Theoretically speaking, from a broken windows perspective, the 
presence of an abandoned house is a visible indicator that the community has disengaged. 
Skogan (1990) asserts that “abandoned buildings may be the most dramatic indicator of a 
neighborhood’s unhealthy condition” (p. 40). Neighborhood residents have cited evidence of 
squatters who have moved into abandoned houses, along with a fear of criminal offenders 
who may be inside, as reasons to avoid contact with these properties (Skogan, 1990; Texeira, 
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2016). Not only has the abandoned building caused disengagement of neighborhood 
residents, the derelict building serves as a clearly observed sign to potential offenders of that 
disengagement and related ease of engaging in criminality without interference (Jones & 
Pridemore, 2012; Wallace & Schalliol, 2015). 
Therefore, disorderly behaviors and more serious criminality should be spatially co-
located with dangerous buildings. The combination of visible physical dilapidation in the 
form of abandoned and dangerous housing should give rise to the increased likelihood of 
more serious crime.  
Social Disorganization Theory and Collective Efficacy 
 
Social disorganization theory originated in the “Chicago School” and was specifically 
advanced by Shaw and McKay’s exploration of juvenile delinquency and neighborhood 
residence (Weisburd et al., 2016). Shaw and McKay (1942) examined juvenile delinquency 
in Chicago and found that young offenders lived in the same places in the city over a long 
period of time. They attributed this finding to the high degree of cultural diversity and 
population migration present in areas of low economic status and concluded that when these 
factors are present it is more difficult for individuals in the neighborhood to maintain social 
control and prevent criminal behavior. 
The processes inherent in both foreclosures and vacancies might influence residential 
stability, negatively impacting social control through mechanisms of outmigration and 
neighborhood change (Boessen & Chamberlain, 2017). Socially disorganized neighborhoods 
also suffer additional harms beyond those that might be prevented by stronger cohesiveness 
amongst neighbors that lead to internal social control because they “are likely to be less 
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effective at garnering external resources (e.g., police protection, social services, and other 
‘public controls’) that may be useful for addressing such issues” (Arnio, et al., 2012, p. 1599, 
citing Bursick & Grasmick, 1993). Further, the presence of obviously unsafe and derelict 
buildings may induce individuals to move away and prevent new residents who might 
provide stability from moving in to the neighborhood. 
 The concept of collective efficacy extends social disorganization theory. Collective 
efficacy is “social cohesion among neighbors combined with their willingness to intervene on 
behalf of the common good” (Sampson, Raudenbush, & Earls, 1997, p. 918). Sampson, 
Raudenbush, and Earls (1997, p. 919) point out that collective efficacy encompasses both the 
informal social controls enacted by neighborhood residents that might limit crime by 
disrupting precursors to more serious violent behaviors and controlling the presence of 
visible physical disorder, specifically “vacant housing” and “burned-out buildings,” by 
residents’ capacity to rally for external resources. So, the overabundance of dangerous 
buildings in a neighborhood can be indicative of low collective efficacy; the common good is 
to get rid of these houses, but the residents lack the cohesiveness to obtain necessary outside 
assistance and/or concentrated disadvantage has served as such a detriment that external 
resource-holders have not properly taken action. Support for this perspective is available in 
qualitative interviews with youth who indicate that abandoned buildings suggest a loss of 
control and a feeling that “no one cares” about their neighborhood (Teixeira, 2016, p. 597). 
Dangerous or vacant housing in a neighborhood may also impact the degree of 
collective efficacy in a similar fashion as it might affect social disorganization. According to 
Sampson, Raudenbush, and Earls (1997) concentrated disadvantage in the form of poverty 
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and residential instability contribute to low collective efficacy. Thus, the presence of a 
dangerous house is a marker of low collective efficacy as a sign of residential instability as 
well as the result of low collective efficacy because the residents cannot muster the support 
for removal. However, there is a difference between a dangerous house that is visibly 
damaged and ripe for demolition and a vacant house that has been maintained. There is also a 
difference between a house that has stood empty for many years and one that has been filled 
by a revolving series of residents.  
Theoretical Convergence and Dissonance  
 
As noted above, several criminological theories predict that abandoned houses in a 
neighborhood will be spatially co-located with criminal events. Abandoned and dilapidated 
houses may be related to crime due to a variety of mechanisms identified by these theories 
and these factors may be pertinent in an interactive fashion. For example, Weisburd et al. 
(2016) synthesize opportunity related theories (i.e. routine activities, rational choice) and 
social disorganization via fluctuations in levels and efficacy of guardianship. Yet, despite a 
range of theories suggesting at least some link between housing and crime, the inherent 
disagreement between several of these theories is relevant. This is especially true when 
policy solutions, such as demolition, are considered.  
One prominent divergence exists between broken windows and collective efficacy 
theory. This conflict rests upon the identification of the primary driver of increased crime. 
Broken windows theory claims the impetus is increasingly unchecked physical and social 
disorder. In a meta-analysis conducted by Braga, Welsh, and Schnell (2015), policing efforts 
aimed at reducing disorder with a community problem-solving approach showed the 
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strongest effects in crime reduction while programs that aggressively targeted individual 
behaviors did not result in significant crime reduction. 
Critics of broken windows theory contend that disorder does not cause crime and 
instead point the finger at sources such as lack of collective efficacy as more likely culprits. 
Proponents of collective efficacy theory argue that the disorder observed by broken windows 
theorists are simply a result of a deficiency in social control: “Rather than conceive of 
disorder as a direct cause of crime, we view many elements of disorder as part and parcel of 
crime itself” (Sampson & Raudenbush, 1999, p. 608). They argue that vandalism, graffiti, 
loitering and other oft cited examples of unhindered disorder are either crimes or evidence of 
recently committed violations.  
 If one accepts this formulation of disorder as inherent criminality, then abandoned 
and dangerous houses sit in an interesting indeterminate theoretical space. Immergluck and 
Smith (2006) cite Sampson and Raudenbush (1999) and argue that abandoned houses should 
not be conflated with disorder as the processes that likely led to abandonment were not 
criminal in nature. Unlike the presence of graffiti or trash in the street – criminal violations in 
and of themselves – a vacant house may be the consequence of external economic factors 
such as job loss or the collapse of the subprime lending market and the resultant legal 
mechanism of foreclosure. On the other hand, the aspects of abandoned houses that make 
them particularly criminogenic may, in fact, be ordinance violations. Failures to maintain 
property in the form of weed overgrowth and the visible cues to outsiders that the property is 
not occupied and available for criminal uses, such as vandalism, are violations. 
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 Another difficulty here lies in the roots of social disorganization and collective 
efficacy as compared to routine activities theory and the relevance of neighborhood 
disadvantage. A revolving door of occupants in a single residence would be indicative of 
social disorganization and higher crime. Under routine activities theory, however, this 
residence would have a high degree of capable guardianship and should notionally lead to 
lower crime in the surrounding area. Some researchers have argued that type of crime and 
neighborhood interact. For example, similar increases in burglaries related to foreclosures in 
similarly situated places (e.g., high and low income counties), such as those found by Arnio, 
et al. (2012), suggest burglary is driven by opportunity as opposed to social disorganization. 
This is in contrast to their findings that foreclosures had a higher influence on robberies in 
low income places and almost no influence on other counties; they concluded “elevated 
foreclosure rates may be particularly likely to translate into additional robberies rates in 
contexts where relatively high levels of disorder and low levels of collective efficacy are 
enduring features of the ecological landscape” (Arnio, et al., 2012, p. 1609). Despite being 
somewhat agnostic on the connection between foreclosures and robbery, they were explicitly 
skeptical of a causal effect between the foreclosure crisis and increased social disorganization 
and disorder leading to robberies due to the reality that the crime rate as a whole did not 
precipitously rise during the foreclosure crisis. 
 
Abandonment, Vacancy, Crime, and Violence in Existing Research 
 
Criminological theories suggest that criminal activity and abandoned or dangerous 
structures might be located in the same space. Qualitative and quantitative research has 
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provided some evidence of this link. Although these studies are promising, their limitations 
leave room for additional research. 
Qualitative Research Findings 
  
 Qualitative research confirms several of the inferences implied by criminological 
theory on the subject of abandoned houses and crime. Moreover, much of this research 
supplies preliminary support for further investigation of a connection between dangerous 
buildings and the occurrence of homicide. 
Porter et al. (2018) conducted 35 geonarratives with residents, ex-offenders, and 
police in a high-crime neighborhood in Ohio. During these geonarratives interviewees guided 
researchers through the neighborhood and commented on their surroundings. Besides a 
generalized concern about drugs, abandoned housing was the primary issue noted by the 
interviewees. Porter et al. gleaned three overlapping themes regarding the criminogenic 
nature of abandoned housing from these interviews; abandoned houses can be hiding spots, 
unoccupied spaces, and targets (2018).  
As a hiding spot, offenders used abandoned houses as bolt holes in the immediate 
aftermath of a crime or to conceal stolen property. People participated in drug use and 
prostitution there, and youth were drawn towards these homes to engage in unsupervised 
delinquent behavior.  As unoccupied spaces abandoned houses present the opportunity for 
homeless people to find lodging and for neighborhood kids to play, whether or not they are 
seeking to engage in criminality inside. Porter et al. (2018) highlight the potentially 
heightened risk of victimization when these groups collide with those who want to utilize the 
abandoned home as a place to commit crime. Porter, et al.’s interviewees acknowledged the 
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potential for lethal violence as “some even discussed the issue of dead bodies (‘a lot of times 
people are found dead in these abandoned homes because you never know what’s going on – 
you might have had a drug deal that went bad’)” (2018, p. 24). Lastly, interviewees 
confirmed that these houses were ripe as targets for theft of scrap metals and vandalism.  
 In her interviews of 21 youth residing in a Pittsburgh neighborhood thick with 
vacancies and a disproportionate amount of condemned buildings, Teixeira (2016) found 
widespread agreement that abandoned houses were exploited by drug users (see also Branas, 
et al., 2018; Spelman, 1993). The possibility that dangerous people with unknown criminal 
motivations might be inside an abandoned building engendered profound distress and fear of 
victimization.  
 These qualitative findings by Porter et al. (2018) and Teixeira (2016) led to differing 
conclusions related to criminological theory. Porter et al. (2018) flatly rejected a broken 
windows argument, instead focusing on the criminal opportunities and lack of guardianship 
presented by abandoned housing relevant for routine activities and crime pattern theory. On 
the other hand, Teixeira (2016) argues that youth view neighborhood abandoned houses and 
their effect on crime in a manner that roughly mirrors broken windows theory. 
 The use of abandoned buildings by youth as hangouts or to sell and buy drugs and 
meet women has resulted in the adoption of slang terminology such as “trap houses” and 
“bandos” to describe these spaces (Porter et al., 2018, p. 24; Teixeira, 2016, p. 597). Teixeira 
(2016) cites to rap lyrics combining this terminology with the presence of firearms and the 
assertions of youth interviewees that guns and drugs were stashed at these spots to prevent 
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discovery by the police. Further, one group may choose to shoot up an established trap house 
of a rival group (Teixera, 2016).  
There is, however, disagreement regarding the utility of abandoned housing as a place 
to stow firearms. Branas, et al. (2018) reports that local police and community members 
believed this was common practice, yet ethnographers witnessed that youth were reluctant to 
store guns inside an abandoned home or vacant lot where possession could not be definitively 
preserved; firearms were too valuable and could too easily fall into the hands of drug users or 
squatters. Interestingly enough, there was still an observed connection with firearm storage 
and abandoned property. Individuals would hide firearms inside vehicles and then park those 
cars in front of vacant properties, thus remaining readily accessible yet not on their person, 
and reducing the likelihood that a resident would complain about the parked car. 
 Ethnographic research confirms the lure of vacant and abandoned properties for open-
air drug dealing. Drug sellers would purposely deal in front of abandoned properties to 
reduce the likelihood of being challenged by residents and the nearby presence of vacant 
properties provided readily available “shooting galleries” for the ingestion of narcotics 
(Branas, et al., 2018, p. 2948). However, a glut of vacant buildings makes it too easy to be 
spotted by the police and, as a result, drug sellers paid a premium to their bosses for the right 
to sell in areas with a mix of vacant and occupied properties (Branas, et al., 2018). Spelman 
(1993) found a greater likelihood for abandoned houses to be easily entered on blocks with 
only one abandoned house compared to blocks with more than one abandoned home. “Thus, 
users of vacant houses appeared to focus on isolated vacancies,” possibly due to the 
increased attention and complaints a collection of abandoned houses on a single block might 
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garner (Spelman, 1993, p. 488). It has also been observed that vacant houses used to sell and 
buy drugs may not be different in appearance than other occupied houses in the area so that 
their illegal use would not be noticed (Spelman, 1993). 
Quantitative Research Findings  
 
 In addition to qualitative findings, a number of quantitative studies have found 
connections between vacant and abandoned housing and violent crime. In their study of 
homicides that occurred in 2016 in Baton Rouge, Louisiana, Valasik, Brault, and Martinez 
(2019) found that locations within 1250 feet of a cluster of blighted properties increased 
homicide victimization risk by almost 13 times as compared to the bulk of places in the city.  
Cui and Walsh (2015) identified properties in Pittsburgh via the foreclosure process 
and then confirmed actual vacancy by either the gas shutoff date or sheriff’s sale to a real 
estate lender. They found a 19% increase in violent crime within a 250-foot radius of vacant 
houses. Additionally, the longer a house was vacant, the larger the influence that vacancy 
would have on crime until levelling out at some point between twelve to eighteen months. 
However, these effects were reduced once someone moved into the home. Sparks (2011) 
found a positive relationship between the percentage of vacant housing in census tracts in 
San Antonio, Texas and reported incidents of homicide, rape, and assault. Branas, Rubin, & 
Guo (2012) compared vacancies and aggravated assaults in census block groups in 
Philadelphia. In their study vacant properties had the strongest effect on gun assaults amongst 
the variables tested and aggravated assault increased when there were more vacancies. 
 An empty house can directly result from the foreclosure process and in recent United 
States history the foreclosure rate has not been stable. Between 2006 and 2009 the 
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foreclosure rate more than doubled from 1.5% to 4% (Jones & Pridemore, 2012). This 
catastrophic housing bust and recession in the late 2000s triggered a series of studies that 
examined a proposed link between foreclosures and crime. 
 Ellen, Lacoe, and Sharygin (2013) studied blockfaces in New York City from 2004 to 
2008 they found that every “active foreclosure,” defined as properties that have received a 
foreclosure notice and have not been resold in 18 months or were eventually put up for 
auction and/or resold to a bank, increased violent crime by 1.4%. Further, the subset of those 
foreclosures that ended in an auction and reverted to lender ownership increased violent 
crime by 2.6% on the blockface. Ellen, et al. (2013) believe that this subset of auctioned 
properties “are the most likely to be vacant and neglected and thus theoretically should have 
the largest impact on crime on the blockface” (p. 64). In a later study of quarterly 
foreclosures at the blockface level in Chicago, Lacoe and Ellen (2015) found that 
foreclosures were correlated with an increase in violent crime. 
Foreclosures did not have the same effect across all blockfaces, however. 
Foreclosures had a larger effect on crime in neighborhoods that were already plagued with 
disproportionately higher crime (Ellen, et al, 2013). Similarly, in their study of foreclosures 
in U.S. counties, Arnio, et al. (2012) found that foreclosures were correlated with a higher 
increase in robberies in areas with increased levels of resource deprivation and older homes. 
Arnio, et al. (2012, p. 1601) suggest that “greater pre-existing vulnerabilities for crime” in 
areas “already grappling with structural disadvantage” may account for the increased impact 
of foreclosures in some neighborhoods and not others. Higher levels of collective efficacy, 
informal social control, or guardianship in certain places may shield some neighborhoods 
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from the deleterious effects of abandonment while their absence combined with abandoned 
housing wreaks havoc in others (Jones & Pridemore, 2012) 
 Payton, Stucky, and Ottensmann (2015) split Indianapolis into 500 x 500 feet grid 
cells and found that a real-estate owned property that failed to sell after a foreclosure auction 
increased violent crime within the cell by 1.15%. They also found effects of foreclosures on 
property and violent crimes to extend outwards from between 1250 to 2250 feet and to 
decline as distance increased. Examining the potential effects of foreclosure clustering, 
Payton, Stucky, and Ottensmann (2015) find that three foreclosures in a 500 square foot cell 
surrounded by 20 or more foreclosures within 1250 feet was associated with a 9% increase in 
total crime compared to a cell with no foreclosures. The 500 x 500 foot grid cell method has 
been critiqued as being somewhat artificial in that they “may not reflect actual 
neighborhoods” (Lacoe & Ellen, 2015, p. 719).  
 Ferrandino (2018) mapped homicides and gun crimes to census block groups in 
Chicago from 2001 to 2016. Census blocks that ranged between an average of one homicide 
per year down to a single homicide over the study period all had a statistically significant 
higher average vacancy rate compared to census block groups that did not experience a 
homicide over the time period studied. 
While several quantitative studies find some correlation between foreclosures, 
vacancies, and violence, these findings are not universal. Boessen and Chamberlain (2017) 
attempted to tease out whether foreclosures and vacancies might affect crime differently in 
their study of census tracts and census blocks in Cleveland, Ohio. They point out that 
foreclosure proceedings initiated by a mortgage lender do not necessarily indicate that a 
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home has become vacant. Other researchers have acknowledged this limitation in foreclosure 
research; “Despite [the fact that a foreclosure notice does not per se result in a vacancy], 
most researchers simply use data on foreclosure notices, failing to distinguish between 
foreclosures that are quickly resolved and those that are completed” (Ellen, et al., 2013, p. 
63). 
Boessen and Chamberlain (2017) use foreclosure filings as one measure and the 
quarterly vacancy rate as another measure. Foreclosures increased both property and violent 
crime rates. This coincides with Immergluck and Smith’s (2006) finding that an increase in 
the foreclosure rate of 1 in every 100 properties at the census tract level in Chicago was 
associated with a 2.33% increase in violent crime, but conflicts with their failure to find a 
correlation for property crime. 
However, Boessen and Chamberlain (2017) found that vacancy rates did not affect 
violent crime. This finding conflicts with research and theory suggesting actual vacancies 
should be more salient for violence than mere foreclosure notices. Further, while vacancies 
did increase property crime, they did so only within the same census tract and did not 
increase crime in neighboring tracts. The effect of foreclosures on violent crime, however, 
did spillover into adjacent tracts. An increase of 8.76% in violent crime was correlated with a 
standard deviation rise of foreclosures in neighboring areas during the previous quarter. 
 Spelman (1993) identified 64 abandoned homes in a high-crime neighborhood in 
Austin, Texas and matched these houses to nearby control blocks. There was a statistically 
significant increase in reported drug and property crimes on blocks with abandoned homes 
compared to control blocks, with a more pronounced increase in drug crimes when blocks 
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with easily entered abandoned homes were compared to all other blocks in the study. 
However, when violent crime was examined there was not a statistically significant increase 
on blocks with abandoned houses compared to controls. Further, increased violence on 
blocks with easily entered abandoned houses was not statistically significant compared to the 
amount of violence on other blocks in the study. There was no correlation. 
Variations in Variables - Defining Measures 
 
In light of the somewhat mixed findings discussed above, it is sensible to examine the 
operationalization of terms in this body of research. A variety of definitions for the 
independent and dependent variables have been applied in the existing literature. 
 Independent variables in research. In studies that most closely align with attempts 
to find correlations between abandoned structures and crime, these studies tend to use 
foreclosure procedures, vacancy rates, or municipal identifications of problem structures as 
independent variables.   
 One measure used is the vacancy rate. One version of this measure is the vacant 
addresses as identified by the United States Postal Service and obtained from the U.S. 
Department of Housing and Urban Development (e.g., Boessen & Chamberlain, 2017). The 
context of the vacancy is important as a vacant address cannot necessarily be equated with a 
deteriorated structure. The Office of Policy Development and Research in the U.S. 
Department of Housing and Urban Development has pointed out that areas of both high 
growth and areas of high distress, along with resort areas, can have high rates of vacancies in 
the postal service data (“HUD aggregated,” n.d.). Furthermore, other researchers using postal 
service information have stated that their data also included “vacant lots and parcels of land 
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[and] any property which was uninhabited or at which mail service was not collected for a 
period of 90 days” (Branas at el., 2012). Whether vacant lots and parcels ought to be 
included along with vacant structures is an important conceptual issue.  
U.S. Census data and the American Community Survey from the U.S. Census Bureau 
also have been used as measures of the percentage of vacant housing units in a census block 
or census tract (e.g., Ferrandino, 2018; Lipton et al., 2013) or at the county level (e.g., Arnio 
et al., 2012). However, Roth (2018) notes that the vacancy rate in this measure may only 
include vacant units that are occupiable – condemned and dangerous housing may not be 
included in the calculations (Roth, 2018). Therefore, this measure may not capture buildings 
that are most theoretically connected to criminality. 
 As previously noted, foreclosure filings have been used in research focused on 
possible correlations between the mortgage crisis and crime. For instance, Lacoe and Ellen 
(2015) used foreclosure filings occurring during the previous year as their independent 
variable. Yet, foreclosure filings alone provide limited evidence of actual vacancy. In one 
study, a new owner purchased the home at issue in 57% of foreclosure filings prior to a 
sheriff’s sale (Cui & Walsh, 2015). Additionally, the foreclosure process can take varying 
amounts of time between initial notice of foreclosure to an actual auction sale or reversion of 
the property to the lender. The average time can be as short as a month to longer than one 
year (Jones & Pridemore, 2012).  
Despite limitations in relying upon foreclosure filings, the foreclosure process has 
been used as a way to identify vacant housing, either in combination with several measures 
of foreclosure or as a starting point to identify vacancies. For example, one study merged 
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filings with properties sold at sheriff’s sales (Boessen & Chamberlain, 2017). Payton et al. 
observe that “visible signs of decay are likely to increase as homes become vacant” and 
adopt an independent variable that only includes real-estate owned properties for sale in the 
realtor database (2015, p. 289). They assert that these properties have likely been through the 
foreclosure process, failed to sell at auction, and have had ownership reverted to the lender, 
thus making them likely to be vacant. This is similar to the process used by Arnio et al. 
(2012) to find what they term “actual foreclosures” and identify in a parenthetical as “(i.e., 
Real Estate Owned [REO] transactions and foreclosure sales or auctions)” (p. 1602). Cui and 
Walsh (2015) identify properties first by foreclosure filing and then determine vacancy start 
points at either the sheriff’s sale to the lender or the utility shutoff date and the vacancy end 
points at lender sale to a new owner.  
Jones and Pridemore (2012) decided to forego using foreclosure and vacancy 
measures altogether and developed a “Housing-Mortgage Stress Index” that included a 
number of variables related to mortgage debt, equity, and homeowner income as an attempt 
to more fully capture the economic stresses of the foreclosure crisis. Unlike several other 
studies that demonstrated some correlation between foreclosures and crime, Jones and 
Pridemore (2012) found no correlation to the crime rate using this measure. This finding 
supports a position that actual vacancy and building dilapidation might be necessary to 
trigger criminogenic features related to housing. As further evidence of this, Jones and 
Pridemore (2012) included vacancy rate from the U.S. Census Bureau as a control variable in 
their study of metropolitan statistical areas and housing-mortgage stress and found a positive 
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correlation with vacancy and homicide, while still finding no significant relationship between 
mortgage stress and crime.  
  Finally, researchers have used properties identified by municipalities to study crime. 
Spelman (1993) used the Division of Neighborhood Housing Conservation list of 
substandard and dangerous housing from the city of Austin, Texas as one method to identify 
abandoned houses defined as “any residential building that had been vacant for three months 
or more or had been vacant for less time but was now uninhabitable” (p. 484). He was quick 
to call attention to the fact that this list was “neither complete nor especially accurate” and 
supplemented it with foreclosure data, utility usage information, and neighborhood 
observations to produce a final list of 64 properties used in the study (Spelman, 1993, p. 
485). 
 Valasik, Brault, and Martinez (2019) used blighted properties in Baton Rouge, 
Louisiana for their independent variable. They cite to the city municipal ordinance defining 
blight and “include conditions with a state of deterioration that properties are unable to be 
profitably restored, such as dilapidated structures, condemned properties, or abandoned 
adjudicated” (p. 4). They gathered this list of 8037 properties from the city open data portal. 
Notably, this study found a correlation between homicide risk and blighted properties. 
 Dependent variables in research. Researchers have used several ways to define and 
explore criminality in this body of literature and tend to rely upon police data. Spatial 
patterning of homicide has been examined in a number of studies at various geographic 
levels (e.g., Baller, Anselin, Messner, & Deane, 2001; Cohen & Tita, 1999; Light & Harris, 
2012; Valasik, Barton, Reid, & Tita, 2017; Zeoli, Pizarro, Grady, & Melde, 2014). However, 
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much of the research in the area of crime, vacancy, and foreclosure combines crimes into 
categories or focuses on offenses other than homicide – making research findings by Valasik 
et al. (2019) and Ferrandino (2018) somewhat unique.  
 The offenses included in violent crime categories are not uniform across studies. 
Boessen and Chamberlain (2017) and Cui and Walsh’s (2015) violent crime category 
included the combination of homicides, robberies, and aggravated assaults. Along with these 
offenses, Payton et al. (2015) included rape in their grouping. Sparks (2011) added simple 
assault to his discussion of a violent crime category that also included homicide, rape, and 
aggravated assault, but did not include robbery (See also Spelman, 1993). Lacoe and Ellen 
(2015) defined violent crimes more broadly and included all the aforementioned offenses 
along with “felony weapons violations” in their category (p. 725). Ellen et al. (2013) utilize a 
violent crime category with homicide, robbery, felony assault but slide an offense they refer 
to as “assault 3” into their public order offense category (p. 64). Branas et al. (2012) 
concentrated on aggravated assaults as their only measure of violence and then further split 
assaults into those that were and were not perpetrated with firearms. 
Property crime categories have also varied. Payton et al.’s (2015) property crimes 
classification encompassed motor vehicle theft, burglary, and larceny (See also Boessen & 
Chamberlain, 2017). Cui and Walsh (2015) added arson to this list in their property crime 
grouping. Lacoe and Ellen (2015) include the above and add “criminal damage” (p. 725). 
Ellen et al.’s (2013) study includes theft by fraud in their property crime category. 
There has been some overlap between the classifications of certain offenses. Robbery 
has been included in some studies as a violent crime but is considered a property crime in 
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others. For example, Spelman’s (1993) property crimes group consisted of robbery, burglary, 
larceny, car theft, trespass, and vandalism.  
Lastly, Arnio et al. (2012) have argued that foreclosures and resulting vacancies are 
most likely to be related to acquisitive crimes driven by economics. This position has 
resulted in the selection of certain dependent variables, such as burglary and robbery, in some 
studies (E.g., Arnio et al., 2012). Other examples include Roth’s (2018) focus on burglary, 
robbery, and larceny as “acquisitive crime” and Zhang and McCord’s (2018) examination of 
residential burglary and foreclosure.  
Research Questions 
 
 Although there are a number of studies examining foreclosure, vacancy, and crime, 
these studies may not adequately differentiate between the legal mechanism of a foreclosure 
and actual vacancy and visible signs of deterioration. Further, studies such as Cui and Walsh 
(2015) only include vacancies occurring after foreclosure; there may be a variety of 
abandoned structures in assorted states of disrepair that do not enter a formal foreclosure 
process (Boessen & Chamberlain, 2017). Variations in this research concerning 
classifications of what constitutes a violent crime along with recent findings by Valasik et al. 
(2019) correlating blight and homicide suggest further research focusing exclusively on 
homicide is valuable. The following questions will be explored: 
 1. Are dangerous buildings in Kansas City, Missouri spatially clustered? 
 2. Are homicides that occurred in Kansas City, Missouri in 2016 spatially clustered? 
3. Is there a spatial correlation between dangerous buildings and homicides that 
occurred in Kansas City, Missouri in 2016?  
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CHAPTER 3 
DATA AND METHODS 
 
 Kansas City, Missouri consists of 314.95 square miles and had a population of 
1,459.9 per square mile according to the 2010 census (“QuickFacts,” n.d.). It sits on the 
western edge of the state, abutting the state line with Kansas. As of 2016, the population was 
478,364 (Federal Bureau of Investigation, Uniform Crime Reports, 2016).  
 Homicide has been a long-term crime issue plaguing the city. As demonstrated in 
Figure 1, the city’s murder and non-negligent manslaughter rate between 1997 and 2017, as 
reported in the Federal Bureau of Investigation Uniform Crime Reports, has far eclipsed the 
national rate. Additionally, Table 1 demonstrates that while there has been fluctuation in the 
number of homicides, 2017 saw the highest rate and number of homicides in the past twenty 
years and the number of homicides in 2016 and 2017 was more than one standard deviation 
above the mean. In 2017, Kansas City had the fifth highest homicide rate among cities with a 
population of more than 250,000 (Mirabile & Nass, 2018). 
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Figure 1. Murder and Non-Negligent Manslaughter, 1997-2017. Source: FBI, Uniform Crime 
Reports (2015); FBI, Uniform Crime Reports (2016); FBI, Uniform Crime Reports (2017a); 
FBI Uniform Crime Reports (2017b); Federal Bureau of Investigation, UCR Data Tool (n.d.). 
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Table 1 
 
Murder and Non-Negligent Manslaughter, 1997-2017 
             
  Kansas City, Missouri   United States 
Year  Count      Rate per 100k Residents  Rate per 100k Residents  
1997  100      22.1     6.8 
1998  130       29     6.3 
1999  117       26.4     5.7 
2000  113       25.6     5.5 
2001  103      23.2     5.6 
2002  83       18.5     5.6 
2003  82       18.4     5.7 
2004  89       19.9     5.5 
2005  126       28.1     5.6 
2006  112       25     5.8 
2007  90      20.1     5.7 
2008  115       25.5     5.4 
2009  100       20.6     5 
2010  102       22.2     4.8 
2011  108       23.4     4.7 
2012  105       22.6     4.7 
2013  99       21.3     4.5 
2014  79       16.9     4.4 
2015  109       23     4.9 
2016  129       26.9     5.4 
2017  150       30.9     5.3    
M  106.7       23.3     5.3 
SD            17.2       3.6     .6    
Note. The values above, with the exception of mean and standard deviation calculations, 
were compiled from the Federal Bureau of Investigation, Uniform Crime Reporting 
Statistics. 
 
 
This study used publicly available data from the open data portal maintained by the 
city of Kansas City, Missouri (OpenData KC, n.d.). The independent variable in this study 
are the structures listed in the Dangerous Buildings List. This list is provided by the 
Neighborhoods and Housing Services Department and is available via the open data portal 
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(Neighborhoods and Housing Services, n.d.). The dependent variable is 2016 non-negligent 
homicides according to the crime data provided by the Kansas City, Missouri Police 
Department and submitted to the portal (Kansas City, Missouri Police Department, n.d.).  
 
Independent Variable 
 
 Dangerous buildings or structures are defined by Kansas City, Missouri municipal 
code (City of Kansas City, Code of Ordinances art. V, § 56-532). The Department of 
Neighborhoods and Housing Services, which makes determinations as to whether a building 
is dangerous under the ordinance, states the following: 
Common conditions which will lead to a building being considered dangerous [as 
listed under the ordinance] are: Exterior walls leaning or buckling; Building or any 
portion thereof is in danger of collapse; Building has been damaged by fire, wind, 
flood, or earthquake; Electrical, plumbing, or other mechanical systems have become 
dangerous or inoperable; Roof or walls have holes allowing the entry of weather; 
[and/or] Foundation has settled or damaged. (Department of Neighborhoods and 
Housing Services, n.d, para. 4). 
 Once a structure is determined to classify as a dangerous building, the owner and 
occupants are informed, ordered to vacate the premises, and this notice is posted on the 
building: “Warning, Dangerous Building, DO NOT ENTER” (City of Kansas City, Code of 
Ordinances art. V, § 56-535; City of Kansas City, Code of Ordinances art. V, § 56-536). 
Removing the sign or entering the building is an ordinance violation (City of Kansas City, 
Code of Ordinances art. V, § 56-536). The list of dangerous buildings is publicly available 
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through the open data portal and, according to the Department of Neighborhoods and 
Housing Services, is regularly updated.  
Research on the potential correlations between foreclosure and crime often assumes a 
pattern of a foreclosure notice, or looming realization of an impending foreclosure on the part 
of the homeowner, which results in the occupants abandoning the property or suffering an 
eviction. The property then becomes vacant, falls into disrepair, fails to find a new occupant, 
and reverts to lender ownership. Foreclosures and vacancies, however, can come in many 
forms. Buildings may be tragically dilapidated, or they may be well-maintained. The 
advantage of relying upon the Dangerous Building List is that these properties have been 
identified by the city as being obviously unsafe. These buildings are sending all the signs that 
the previously discussed criminological theories suggest are important. They are abandoned 
by operation of law, evidence a lack of capable guardianship, exist as a marker of physical 
disorder, and their persistent presence in a neighborhood may increase social disorder and 
reduce collective efficacy. 
 The Dangerous Building List data used for this study was retrieved from the open 
data portal on July 19, 2017. This data set included the address of each dangerous building, 
the corresponding longitude and latitude, a case opened date, and a case status. There were 
originally 454 structures on this list. Since the focus of this study is on homicides that 
occurred in 2016 a conservative approach was followed where all dangerous building cases 
that were opened in 2017 were removed (although it may be safe to assume that these 
buildings were dangerous before a case was officially opened by the city). This left 329 
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buildings on the list; these entries were plotted with ArcMap 10.6 by using the longitude and 
latitude information provided in the data set and are displayed in Figure 2.  
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Fig. 2. Kansas City, Missouri Dangerous Buildings, 2016. 
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 As can be observed in Figure 1, dangerous buildings do not appear to be randomly 
distributed throughout the city. Some clustering does appear possible to the naked eye and 
this warrants additional analysis. 
 Reliance upon this data set does have limitations. Similar to Spelman’s (1993) work, 
it is unlikely that this list includes the entirety of all the structures in Kansas City, Missouri 
that could rightfully be considered as dangerous buildings under the ordinance. Additionally, 
this list is a snapshot of structures considered to be dangerous as of the date the list was 
retrieved - July 19, 2017. From a temporal standpoint, it is possible that a homicide could 
occur in proximity to a building that would not be considered dangerous at the time of the 
killing, but that became dangerous at a later date. Or, a building was on the list during a large 
part of 2016, only to be repaired or demolished and removed from the list by July 2017 at the 
time the list was retrieved. While there is no guarantee that the buildings listed were 
dangerous during 2016, Table 2 demonstrates that a large portion of the entire Dangerous 
Buildings List had a case opened date prior to 2016, indicating a degree of long-term 
problematic status. Of the entire list, including structures with a case opened date of 2017, 
21.3% had a case opening date during 2016 and 51.1% of the cases were opened in 2015 or 
earlier. 
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Table 2 
 
Case Open Distribution for Dangerous Buildings List, July 19, 2017 
          
Case Opened Year  n = 454 Percentage   
2007    3  .6% 
2008    9  1.9% 
2009    6  1.3% 
2010    11  2.4% 
2011    11  2.4% 
2012    36  7.9% 
2013    31  6.8% 
2014    58  12.8% 
2015    67  14.7% 
2016    97  21.3% 
2017    125   27.5%    
 
 
Dependent Variable 
 
 Homicide was selected to be the dependent variable for this study for several reasons. 
First, there has been a lack of uniformity in this body of literature in what does or does not 
constitute a “violent crime.” The differences in categorical conceptualizations may partially 
contribute to the variation in research findings. Second, although these violent crime 
categories vary, Valasik et al.’s (2019) findings that link blight and homicide support further 
exploration of homicide as an exclusive dependent variable. Third, according to qualitative 
research findings previously discussed, abandoned spaces may be attractive places for 
criminal activity that has the potential to escalate into serious violence resulting in homicide. 
Fourth, the proposed connection between vacancy and homicide by the police department of 
the study area and the willingness of the police chief to pay for demolitions instead of police 
hiring suggest the gravity of the situation at the local level (Campbell, Horsley, & Rice, 
2016).  
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It has been recognized that reliance upon police data can produce inaccurate counts of 
offending due, in part, to the reluctance of victims to report or to a general failure to discover 
and record the occurrence of a crime. For example, if dangerous buildings serve as targets for 
theft of materials, then there is a reduced likelihood that these incidents will be reported to 
police and burglary will be underreported (Jones & Pridemore, 2012). However, homicide 
data has been considered to be relatively immune to these concerns “as it is the most reliably 
measured of all crimes and does not suffer major reporting limitations” (Sampson & 
Raudenbush, 1999, p. 621; see also e.g., Sampson, Raudenbush, & Earls, 1997) 
 Kansas City, Missouri crime data for 2016 were downloaded from the open data 
portal in March of 2019. These data included more than 127,000 lines of information on 
criminal incidents ranging from shoplifting to homicide to wire fraud. Information on 
victims, suspects, firearm use, reported date, and the cross streets of the address where the 
crime happened, among other items, are contained within the data file.  
The aim of this project was to focus on homicide, so all other incidents were 
removed. This data set also included independent entries for the victim and the suspect, so all 
entries for the suspect were removed. The suspect information was removed because it is 
possible that the police department might have a victim without a suspect. Therefore, 
removing victims and leaving suspects might remove homicide incidents from the database. 
This process left 136 entries1 for homicide within the city limits. ArcMap 10.6 was used to 
                                                          
1 There is a discrepancy between this figure and officially reported homicide numbers. The Kansas City, 
Missouri Police Department Daily Homicide Analysis final number for 2016 is 128 (Kansas City, Missouri 
Police Department, 2016). The Federal Bureau of Investigation, Uniform Crime Reporting has a tally of 129 
(FBI, Uniform Crime Reports, 2016).   
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map the cross streets of the addresses where these homicides occurred using the longitude 
and latitude information provided in the data set for each incident.  
There were a number of discrepancies between points marked by the longitude and 
latitude coordinates and the address information listed for several incidents. Each data point 
was visually checked against a base road map provided by ArcMap and a parcel overlay 
created by data downloaded from the Kansas City open data portal. In cases where a data 
point did not match the address provided the point was manually moved to the correct 
location. Figure 3 is the result of this process. 
Observation of Figure 3 indicates that homicides do not appear to be randomly 
distributed throughout the city and further inquiry is appropriate. 
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Fig. 3. Kansas City, Missouri Homicides, 2016. 
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Figure 4 consists of dangerous buildings and homicides from 2016 overlaid on the 
city map. Cursory visual inspection suggests that dangerous buildings and homicides 
occurred in similar space.  
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Fig. 4. Kansas City, Missouri Dangerous Buildings and Homicides, 2016. 
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Because the homicide data is spatially de-identified, the points are set at the cross 
streets of the address where the homicide happened, it can not be treated as true point data 
and it must be aggregated to a larger geographic unit. In this study, census block groups will 
be used initially as the unit of analysis. Census block groups have been used in several 
studies of foreclosure, vacancy, and crime (e.g, Boessen & Chamberlain, 2017; Branas, et al., 
2012; Ferrandino, 2018; Zhang & McCord, 2014) and some studies have used the larger 
geographic unit of census tracts in similar studies related to the diffusion of homicide (e.g., 
Cohen & Tita, 1999; Immergluck & Smith, 2006; Sparks, 2011).  
Aggregating both dangerous building data and homicide data to the census block 
group level provides further support for spatial clustering. There are 527 total census block 
groups that are in or border the study area. As Table 3 describes, the vast majority of census 
block groups have zero dangerous buildings and only 11 census block groups have 5 or more. 
 
Table 3 
 
Distribution of Dangerous Buildings by Census Block Groups 
           
Dangerous Buildings (n = 329) Block Groups (n = 527)   
0    376 
1    76 
2    33 
3    15 
4    16 
5    3 
6    2 
7    3 
8    0 
9    1 
10    1 
              11    1     
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Many homicides fell on the border between two census block groups or on the corner 
between three or four groups. This presented a challenge because of the imprecise nature of 
the data. Homicides that were fully encompassed by a census block group were attributed to 
that group. Two approaches were taken with border homicides. The first approach I am 
referring to as the “Double Count” method. In this method a border or corner homicide was 
attributed to each census block group it touched, resulting in overcounting. The second 
approach is the “Percent Count” method. In this method a homicide that bordered two block 
groups was split with each block group being attributed .5. A homicide on 3 corners resulted 
in each block group receiving .33 and a homicide on 4 corners nets each block group .25. 
Neither of these approaches are optimal and further caution will be used in how this 
attribution is utilized in future statistical analysis. Nevertheless, the aggregation of this data 
in Table 4 is also demonstrative regarding spatial clustering with a few block groups 
experiencing any amount of homicide and 406 (77%) suffering none. 
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Table 4 
 
Distribution of 2016 Homicides by Census Block Groups 
             
Double Count Estimates   Percent Count Estimates    
Homicide Count Block Groups  Homicide Count  Block Groups 
0    396   0    396 
1    85   .25    9 
2    31   .33    6 
3    10   .5    40 
4    3   .75    3 
5    1   .83    2 
6    1   1    35 
       1.25    5 
       1.33    1 
       1.5    8 
       2    15 
       2.75    1 
       3    3 
       3.5    1 
       4    1 
       4.75    1  
 
 There is one final issue worth noting regarding the homicide data. The largest number 
of homicides occurring in one census block group was 11, and these were all positioned by 
the address information and longitude and latitude coordinates as fully inside the census 
block. Upon further inspection, this location is the same city block as the Kansas City Police 
Department, City Hall, and the Municipal Court. This is an unlikely spot for the highest 
murder rate in the city. The Kansas City, Missouri Police Department was consulted and 
provided accurate data for those homicides. 
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Table 5 
 
Descriptive Statistics for 527 Census Block Groups in Kansas City, Missouri 
             
      n Min Max M SD  
Dangerous Buildings    329 0 11 .624 1.37 
2016 Homicides    136 0   
 Double count      6 .379 .794 
 Percent count      4.75 .259 .595   
 
Plan of Analysis and Hypotheses 
 
 A number of spatial statistical methods will be explored to determine whether spatial 
clustering is actually occurring in these data sets. Furthermore, a series of regression analyses 
will be performed to uncover a potential correlational relationship between dangerous 
buildings and homicides. 
 Based upon the criminological theories discussed, findings in extant literature, and 
results from preliminary investigation of the independent and dependent variable, the 
following are expected: 
 1. Dangerous buildings are spatially clustered in the study area. 
 2. Homicide is spatially clustered in the study area. 
 3. The spatial clusters of dangerous buildings and homicides overlap. 
 4. Homicides are more likely to occur in census block groups with dangerous 
buildings than on census block groups without dangerous buildings. 
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CHAPTER 4 
FINDINGS 
 In order to examine whether Dangerous Buildings and 2016 Homicides cluster and 
present a correlational relationship, a sequence of analyses were conducted. These analyses 
include spatial statistics that are descriptive of the data points, spatial analysis of those points, 
spatial analysis of the geographic areas where those points reside, and a series of regression 
analyses. 
 As a reminder, the homicide data that were publicly available were the cross streets of 
the homicide location and, as a result, these points are fuzzy. The analyses below treat each 
homicide as occurring at the particular intersection identified. The extent to which exact 
locational precision might alter any of the results provided is unknown. 
Spatial Descriptive Statistics 
 
 The mean center, standard distance deviation, and standard deviational ellipses are 
ways to represent the spatial aspects of data. These statistics were calculated for Dangerous 
Buildings and 2016 Homicides. 
Mean Center 
 
 The mean center is the average of the X coordinates for the data points and the 
average of the Y coordinates for those same data points. The average X coordinate and 
average Y coordinate is then plotted on the map as a single point. This point is the mean 
center for the entire set of data points (Chainey & Ratcliffe, 2005). 
The mean center for 2016 Homicides and the mean center for Dangerous Buildings 
are plotted in Figure 5 and visual inspection indicates that the mean center for 2016 
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Homicides is approximately one mile south of the mean center for Dangerous Buildings, but 
similarly situated from east to west.  
A t-test for independent samples was conducted in order to test the null hypothesis 
that the X coordinate for the mean center of 2016 Homicides and the X coordinate for the 
mean center of Dangerous Buildings are the same. The mean center X coordinate for 
Dangerous Buildings was 846411.30682 and the mean center X coordinate for homicides was 
846505.8082. The equality of variances (F) test indicated that the t-test where equal 
variances are not assumed should be interpreted (F = 18.776; p < .001). A t-value of -.323 
was calculated with a significance level above .05 (p = .747). The null hypothesis cannot be 
rejected. Thus, the X coordinate for the mean center of homicides and dangerous buildings is 
statistically the same. 
A t-test for independent samples was conducted in order to test the null hypothesis 
than the Y coordinate for the mean center of 2016 Homicides and the Y coordinate for the 
mean center of Dangerous Buildings are the same. The mean center Y coordinate for 
Dangerous Buildings was 321364.0846 and the mean center Y coordinate for 2016 
Homicides was 319671.4093. The t-test where equal variances are not assumed was again 
examined (F = 10.084; p = .002). A t-value of 2.402 was associated with a p-value of .017. 
This requires that the null hypothesis for the Y coordinate be rejected; the mean center values 
for Dangerous Buildings and 2016 Homicides for the Y coordinate are statistically different. 
Taking both of these t-tests together, the finding that the mean centers for Dangerous 
Buildings and 2016 Homicides are not statistically different for the X coordinate but are 
                                                          
2 For the purposes of geoprocessing and analysis, maps and data points were transformed to the NAD 1983 
2011 StatePlane Missouri West FIPS 2403 Projected Coordinate System with Transverse Mercator Projection. 
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significant for the Y coordinate suggests that the center of the overall spread of these points 
for both sets of data are the same as far as an east/west direction is concerned but the one 
mile north/south distance between mean centers is meaningfully different.  As far as the 
entirety of both data sets is concerned, the center of gravity for Dangerous Buildings and 
2016 Homicides are in slightly different geographic locations and do not perfectly overlap. 
Thus, further analysis is warranted. 
Descriptive Dispersal of Points 
 
Standard distance deviation was calculated for Dangerous Buildings and 2016 
Homicides. Standard distance deviation describes the dispersal of the data points surrounding 
the mean center by using distance from the mean center to each individual point as the main 
criterion (Chainey & Ratcliffe, 2005). The standard distance deviation for Dangerous 
Buildings was 6139.06 meters and the standard distance deviation for 2016 Homicides was 
8005.78 meters. This indicates that 2016 Homicides are more widely dispersed from the 
mean center compared to Dangerous Buildings. 
Standard deviational ellipses for Dangerous Buildings and 2016 Homicides were 
calculated using CrimeStat IV and are represented graphically on Figure 5. Standard 
deviational ellipses use the mean center as a center point with the extent of dispersal 
represented by size and shape of the ellipse (Chainey & Ratcliffe, 2005). The standard 
deviational ellipses for both Dangerous Buildings and 2016 Homicides are similar in general 
location, shape and tilt. The Dangerous Building ellipse is more compact with a tighter 
overall clustering of points around the mean center as compared to 2016 Homicides. This 
result is reflective of the smaller standard distance deviation for Dangerous Buildings. 
50 
 
 
 
Fig. 5. Mean Centers and Standard Deviational Ellipses of Dangerous Buildings and 2016 
Homicides. 
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Statistical Analysis of Points 
 
The mean center, standard distance deviation, and standard deviational ellipse are 
useful for describing the spread of data points, but they do not tell us whether the dispersal of 
said points clusters in any meaningful way or is merely random. The nearest neighbor index 
is used to determine whether the observed distances between points is similar or different 
than what might randomly occur (Levine, 2013b). In calculating the nearest neighbor index, 
each point is selected and the distance is measured to its nearest neighbor. These distances 
are then averaged and then divided by a mean random nearest neighbor distance that is 
calculated using the area of the map. CrimeStat IV was used to calculate the nearest neighbor 
indexes for Dangerous Buildings and 2016 Homicides and are displayed in Table 6. 
Table 6 
 
Nearest Neighbor Statistics for Dangerous Buildings and 2016 Homicides 
 
            Dangerous Buildings (n=329)     2016 Homicides (n=136) 
Nearest neighbor index          .5158     .4840 
Mean nearest neighbor distance         408.69 meters    596.49 meters 
Mean random distance          792.35 meters    1232.38 meters 
Standard error            22.83 meters    55.24 
Test Statistic (Z)           -16.8019     -11.5117 
p-value            ≤ .0001     ≤ .0001  
 
 The nearest neighbor indexes for both Dangerous Buildings and 2016 Homicides are 
statistically significant (p < .001). A nearest neighbor index less than 1 indicates clustering, 
while an index equal to or approaching 1 suggests random scattering of neighboring points – 
the observed distance of the points was similar to the random distance. The nearest neighbor 
index for Dangerous Buildings (.5158) and 2016 Homicides (.4840) are both less than 1. This 
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provides evidence for clustering of each set of data points at the global level. Dangerous 
Buildings as a whole are closer together than what would be expected based upon chance and 
this finding is statistically significant. This is also the case for 2016 Homicides. The slightly 
lower nearest neighbor index for 2016 Homicides suggests that they are more concentrated 
compared to the random distance than Dangerous Buildings.  
 The nearest neighbor index only tests the relationship between each point and its 
single nearest neighbor against a pattern of spatial randomness. It is also possible to use K-
order nearest neighbor indices to examine similar relationships between each point and its 
two closest neighbors, three closest neighbors, four closest neighbors, and so on (Levine, 
2013b). CrimeStat IV was used to calculate the K-order nearest neighbor index to 50 for 
Dangerous Buildings and 2016 Homicides and these indexes are plotted in Figure 6. 
 
 
Figure 6. K-Order Nearest Neighbor Indices, Dangerous Buildings and 2016 Homicides. 
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 The nearest neighbor index stays relatively stable through all 50 orders for Dangerous 
Buildings. However, the nearest neighbor index for 2016 Homicides immediately surpasses 
the index for Dangerous Buildings at the second order and continues to increase until the 
seventh order (.69214) and remains steady through the remaining orders. While the index for 
2016 Homicides stays below 1, the indication of spatial randomness, this finding does 
suggest that homicides included in a nearest neighbor analysis beyond the immediate closest 
neighbor are less concentrated and closer to what might be expected by random chance when 
compared to the same analysis for Dangerous Buildings. 
 Nearest neighbor indices measure the distance between points against what might 
occur randomly. Similarly, Ripley’s K statistic considers circles of increasing radius, called 
bins, around each individual point, adds the number of points inside each circle, and 
compares this to what might be found by chance (Levine, 2013b). Instead of a statistical 
significance test, a number of random simulations are run to create a credible interval 
envelope. The distribution of the statistic is then compared against the envelope to determine 
if it is deviates from random chance (Levine, 2013b). 
 CrimeStat IV was used to find Ripley’s K for 100 distance intervals with 100 
simulations to create a 99% credible interval envelope. Ripley’s K was transformed into an 
L(t) statistic to make it more linear as is common in practice (Levine, 2013b). The findings 
for Dangerous Buildings and 2016 Homicides are reported in Figure 7. 
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Figure 7. Ripley’s “K” Statistic for Dangerous Buildings and 2016 Homicides. 
 
 Ripley’s K for both Dangerous Buildings and 2016 Homicides exceeds both the 
indication of complete spatial randomness (L(t) = 0) and is outside the 99% credible interval 
envelope generated by the 100 simulations at all 100 distance intervals. This means that 
clustering of points is observed for both data sets and that this finding is extremely unlikely 
to be due to chance.  
 The Ripley’s K for Dangerous Buildings steadily increases and then levels off and 
decreases around 3.5 miles. This means that Dangerous Buildings are clustered at a rate 
much higher than chance and that this rate is highest at a 3.5 mile radius. 2016 Homicides 
crest a little farther at almost 4 miles, but their overall Ripley’s K is generally lower than that 
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of Dangerous Buildings. This indicates that 2016 Homicides are less tightly clustered in 
comparison.   
Spatial Analysis of Zones 
 
 Thus far 2016 Homicide data has been treated as true point data. However, the nature 
of this data is fuzzy – each point corresponds to the cross street where the homicide occurred 
according to the Kansas City, Missouri Police Department. Because precision is limited it 
makes sense to aggregate the data to zones. Aggregation also provides an added benefit by 
opening the door to additional statistical analysis. 
A choropleth map was created by aggregating Dangerous Buildings to census block 
groups and this map is displayed in Figure 8. The areas that are more than 2.5 standard 
deviations from the mean had between 5 and 11 Dangerous Buildings and areas between 1.5 
and 2.5 standard deviations from the mean had 4 Dangerous Buildings. 
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Fig. 8. Choropleth map showing Dangerous Buildings in Kansas City, Missouri. 
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 Choropleth maps were also created for 2016 Homicides using both the Double Count 
and Percent Count methods. They are displayed in Figures 9 and 10, respectively. On Figure 
9 (Double Count) the census blocks with 3 to 6 homicides were more than 2.5 standard 
deviations from the mean. On Figure 10 (Percent Count) the census blocks that were more 
than 2.5 standard deviations from the mean suffered 2 to 4.75 homicides. 
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Fig. 9. Choropleth map showing 2016 Homicides using the Double Count method in Kansas 
City, Missouri. 
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Fig. 10. Choropleth map showing 2016 Homicides using the Percent Count method in 
Kansas City, Missouri. 
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 Generally speaking, when comparing Dangerous Buildings and 2016 Homicides the 
choropleth maps display similar findings as what might be expected from the mean center 
and deviational ellipse displays. These maps provide additional nuance, however, in that 
dispersal from the mean center is not in a uniform pattern. Dangerous Buildings are prevalent 
in the central portion of the map and disperse towards the north and east while 2016 
Homicides are also centrally located but diffuse in a southerly direction. When data is 
aggregated to census block groups, there is a visible splitting or splintering of zones with 
intermingling of high value and low value zones.  
When geographic areas with high values of a variable of interest are located next to 
other geographic areas with high values or when low values are clustered next to areas with 
low values, this is called positive spatial autocorrelation. Negative spatial autocorrelation is 
when a high value area is encircled by areas with low values or, vice-versa, an area with a 
low value is bounded by areas with high values (Chainey & Ratcliffe, 2005). Moran’s I is a 
statistical test for spatial autocorrelation. Moran’s I values range from -1.0 to 1.0 and values 
closer to 1 indicate higher levels of positive spatial autocorrelation while values closer to -1 
designate negative spatial autocorrelation (Levine, 2013a). 
 In order to calculate Moran’s I, a spatial weights matrix was created in GeoDa using 
census block groups. This matrix identifies the neighbors of each block group and was 
created using queen contiguity where census blocks were included as neighbors even if they 
only met at a corner. 
 This spatial weights matrix was used to calculate Moran’s I in GeoDa for Dangerous 
Buildings and 2016 Homicides. The Moran’s I for Dangerous Buildings was .458426 
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(Expected I = -.0019; standard deviation = .0248; z-value = 18.6062; p = .0013). The Moran’s 
I for 2016 Homicides using the Double Count formulation was .374975 (Expected I = -.0019; 
standard deviation = .0255; z-value = 14.8014; p = .001). The Moran’s I for 2016 Homicides 
using the Percent Count formulation was .243131 (Expected I = -.0019; standard deviation = 
.0254; z-value = 9.6461; p = .001).  
 The Moran’s I for Dangerous Buildings and both types of 2016 Homicide counts 
were statistically significant. They also indicated positive spatial autocorrelation with the 
highest value for Dangerous Buildings. A limitation in this statistic is present. Moran’s I is a 
global statistic that considers the high and low values of all geographic areas. Further, 
positive spatial autocorrelation in Moran’s I could be indicative of high values clustering, 
low values clustering, or both. Moran’s I also does not tell us where clustering occurs, only 
that it is present. 
 Anselin’s Local Moran’s I overcomes several limitations of Moran’s I by identifying 
where high value and low value zones occur relative to surrounding census block groups. 
Anselin’s Local Moran’s I is a Local Indicator of Spatial Association (LISA) statistic that 
allows the identification of positive or negative spatial autocorrelation of individual zones as 
compared to immediately surrounding areas (Levine, 2013c).  
Anselin’s Local Moran’s I was calculated for Dangerous Buildings using ArcGIS and 
the results are displayed in Figure 11.   
                                                          
3 999 permutations were run to calculate standard deviation and z-values. Thus, there are slight variations each 
time the permutations are run and the reported p-value is actually a pseudo p-value. The standard deviation and 
z-values reported for the Moran’s I statistics are the results of a single run. 
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Fig. 11. Results of Anselin’s Local Moran’s I for Dangerous Buildings in Kansas City, 
Missouri. 
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 A vast majority of census block groups (437) did not exhibit statistically significant 
positive or negative spatial autocorrelation (p > .05).4 There were 58 census block groups that 
exhibited positive spatial autocorrelation with high numbers of Dangerous Buildings and 
these were all clustered in the center of the map.  
 Anselin’s Local Moran’s I for 2016 Homicides using the Double Count method is 
displayed in Figure 12 and Anselin’s Local Moran’s I for the Percent Count method is in 
Figure 13. 
 
 
 
 
 
                                                          
4 Anselin’s Local Moran’s I is similar to Moran’s I in that the p-values are pseudo p-values based upon a run of 
Monte Carlo permutations. All Anselin’s Local Moran’s I calculations were derived using 499 permutations. 
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Fig. 12. Results of Anselin’s Local Moran’s I for 2016 Homicides using the Double Count 
method in Kansas City, Missouri. 
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Fig. 13. Results of Anselin’s Local Moran’s I for 2016 Homicides using the Percent Count 
method in Kansas City, Missouri. 
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 Between the two methods, the Homicide Double Count method found many more 
census blocks to lack statistical significance, 453 compared to 208 for the Percent Count 
method. The Percent Count method found many more instances of positive spatial 
autocorrelation for low homicide counts with 136 low value census block groups while the 
Double Count method only indicated a single census block group meeting this threshold. The 
Percent Count also found many more cold spots, or zones of negative spatial autocorrelation, 
for census block groups with a low number of homicides compared to surrounding areas with 
95 compared to 24. This pattern also held true for zones with high values of homicides 
surrounded by census block groups with more homicide; the Percent Count method found 79 
and the Double Count method found 43. 
 Of special interest are those census block groups exhibiting positive spatial 
autocorrelation for both high Dangerous Building and 2016 Homicide counts. Of the 527 
census block groups examined, 26 census block groups (4.9%) demonstrated this 
characteristic. Clusters were identified using the Homicide Double Count Method (Fig. 12) 
because this method found fewer overall statistically significant census block groups. These 
locations are displayed in Figure 14.  
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Fig. 14. Location of Overlapping Dangerous Building and 2016 Homicide Anselin’s Local 
Moran’s I Clusters. 
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 This 4.9% of census block groups contained 86 out of 329 (26.41%) of Dangerous 
Buildings and 27.3% of 2016 Homicides by the Double Count method (54/198) and 24.4% of 
2016 Homicides by the Percent Count method (33.16/135.39). 
Regression Analyses 
 
 In order to further explore any potential correlation between Dangerous Buildings and 
2016 Homicides, a series of regression analyses were performed. Along with allowing the 
application of additional statistical analysis, aggregating data to census block groups 
provided the extra benefit of the ability to incorporate information from the American 
Community Survey conducted by the U.S. Census Bureau.  
 The American Community Survey 5-year estimates from 2012 to 2016 were used to 
determine the population, percent of the population in poverty, and percent of vacant 
properties in each census block group. The spatial weights matrix created in GeoDa was used 
to create an additional variable that is a count of all the Dangerous Buildings in neighboring 
census block groups.  
Table 7 includes the descriptive statistics for these variables, along with information 
about the number of neighbors for census block groups identified by the spatial weights 
matrix. 
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Table 7 
 
Descriptive Statistics for Control Variables 
      
      Min  Max  M  SD  
Dangerous Buildings  
     in neighboring groups   0 43  4.408  6.904 
Census block group neighbors  2 15  6.16  2.112 
Population     0 4775  1186.1  705.48 
Percent in poverty    0 85.48  18.678  16.337 
Percent vacant     0 65.79  13.342  12.638 
 
 A series of OLS analyses using 2016 Homicides calculated via the Double Count and 
Percent Count methods were conducted using GeoDa. Since both methods were used to 
attribute homicides to census block groups it was important to examine models against both 
versions of the dependent variable to determine whether either method impacted the results. 
Pearson correlations for both versions of the dependent variable, independent variable, and 
control variables are provided in the appendix.  
 Five separate models were run where a single independent variable was added to each 
model. Model 1 includes only Dangerous Buildings located inside each census block as the 
independent variable. Model 2 includes Dangerous Buildings inside the census block group 
as a variable and Dangerous Buildings in the neighboring census block groups as a second 
independent variable. Model 3 adds population of census block groups in order to determine 
whether 2016 Homicides can be merely explained as a function of the number of people who 
are residents to serve as perpetrators and/or victims. Model 4 brings one metric of economic 
stress by incorporating the percentage of people in poverty in the census block groups as 
conceptualized, operationalized, and measured by the American Community Survey. Lastly, 
Model 5 incorporates the percentage of vacant housing units in census block groups derived 
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from the American Community Survey. The results of the OLS analyses using the 2016 
Homicide Double Count method are displayed in Table 8 and the results for the Percent 
Count method are in Table 9. 
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Table 8 
 
OLS Regression Models for 2016 Homicides using the Double Count method 
 
    Model 1  Model 2  Model 3  Model 4  Model 5 
             Coefficient           Coefficient           Coefficient           Coefficient           Coefficient 
       (SE)      (SE)      (SE)      (SE)      (SE) 
Constant   .224**   .124***  .087   .009   -.069 
    (.035)   (.036)   (.07)   (.079)   (.086) 
Dangerous buildings  .243***  .108***  .104***  .095**   .084** 
    (.023)   (.028)   (.029)   (.029)   (.029) 
Dangerous buildings      
    in neighboring groups    .042***  .044***  .04***   .036*** 
       (.006)   (.006)   (.006)   (.006) 
Population         2.864e-5  4.045e-5  6.439e-5 
          (4.528e-5)  (4.547e-5)  (4.653e-5) 
Percent in poverty           .005*   .003 
             (.002)   (.002) 
Percent vacant               .007* 
                (.003) 
    Adj. R2   .175   .251   .252   .257   .263 
    AIC    1153.35  1103.29  1099.64  1097.1   1094.01 
    Schwarz criterion  1161.89  1116.09  1116.69  1118.41  1119.58 
    Log likelihood  -574.676  -548.646  -545.82  -543.551  -541.003 
Note. The F-Statistics for all models was significant (p < .001). Coefficients reported are unstandardized coefficients. Multicollinearity 
condition number for Model 5 was 7.165. 
n = 527 
*p < .05. **p < .01. ***p < .001.  
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Table 9 
 
OLS Regression Models for 2016 Homicides using the Percent Count method 
 
    Model 1  Model 2  Model 3  Model 4  Model 5 
             Coefficient           Coefficient           Coefficient           Coefficient           Coefficient 
       (SE)      (SE)      (SE)      (SE)      (SE) 
Constant   .152***  .094***  .0483   -.0197   -.055 
    (.026)   (.028)   (.055)   (.061)   (.067) 
Dangerous buildings  .169***  .09***   .087***  .08***   .075** 
    (.017)   (.022)   (.022)   (.022)   (.023) 
Dangerous buildings      
    in neighboring groups    .024***  .026***  .023***  .021*** 
       (.004)   (.005)   (.005)   (.005) 
Population         3.443e-5  4.477e-5  5.548e-5 
          (3.52e-5)  (3.531e-5)  (3.625e-5) 
Percent in poverty           .004*   .003* 
             (.002)   (.002) 
Percent vacant               .003  
                (.002) 
    Adj. R2   .149   .194   .195   .203   .204 
    AIC    865.475  837.776  835.829  832.07   832.383 
    Schwarz criterion  874.01   850.578  852.875  853.07   857.952 
    Log likelihood  -430.01  -415.888  -413.915  -411.035  -410.192 
Note. The F-Statistics for all models was significant (p < .001). Coefficients reported are unstandardized coefficients. Multicollinearity 
condition number for Model 5 was 7.165.  
n = 527 
*p < .05. **p < .01. ***p < .001
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There are several important similarities in the findings of both versions of the 
dependent variable. Firstly, the F-Statistics for all models in both versions were statistically 
significant (p < .001) indicating that all models tested have some explanatory power 
regarding the variance in homicide. Secondly, Dangerous Buildings in the census block and 
Dangerous Buildings in neighboring census blocks were statistically significant in all models 
in both homicide versions. Lastly, population is not statistically significant in any model. 
 There are some interesting differences of note. In the 2016 Homicide Double Count 
method, the percentage of vacant properties was statistically significant (p < .05) and the 
percentage of residents facing poverty was not significant. The reverse was true for the 
Percent Count method; percent in poverty was statistically significant (p < .05) while percent 
vacant was not. Additionally, in comparing the models that include all the variables 
measured (Model 5), the Adjusted R2 for the Double Count method was .263 compared to 
.204 for the Percent Count method. Thus, the model explains 26.3% of the variance in 2016 
Homicide if counted using the Double Count method, but the same model only explains 
20.4% of the variance if the dependent variable is tallied by the Percent Count method. 
It has been observed that OLS regression is likely not appropriate for data that is 
spatially clustered because the spatial interrelationship of the data violates statistical 
assumptions of independence (Chainey & Ratcliffe, 2005). Baller, et. al. (2001) point out that 
once spatial autocorrelation, such as clustering of homicide, is identified structural factors 
alone may not completely account for this, resulting in “statistically significant residual 
spatial autocorrelation” (p. 565).  
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Spatial error and spatial lag models have been posited in an attempt to capture these 
relationships in a more accurate fashion. Baller, et. al. (2001) describes these models as 
follows: 
The spatial error model evaluates the extent to which the clustering of homicide rates 
not explained by measured independent variables can be accounted for with reference 
to the clustering of error terms. In this sense, it captures the spatial influence of 
unmeasured independent variables… The spatial lag model, in contrast, incorporates 
the spatial influence of unmeasured independent variables but also stipulates an 
additional effect of neighbors’ homicide rates, i.e., the lagged dependent variable. (p. 
567) 
The Moran’s I for Dangerous Buildings and both counts of 2016 Homicides indicates 
spatial autocorrelation for both the dependent variable and the independent variable of 
primary interest in this study. Thus, spatial regressions were calculated for both spatial lag 
and spatial error models using GeoDa.5 
Table 10 includes the results from the spatial lag regression calculations using the 
Double Count method. The results of the spatial lag regressions for the Percent Count 
method are in Table 11. The models were built using the same method as used for the OLS 
regressions with the added spatial lag (rho) variable.  
                                                          
5 Lagrange Multiplier statistics were calculated for Double Count and Percent Count estimates using the model 
including all independent variables measured (Model 5). Lagrange Multipliers for lag and error models for both 
methods were statistically significant (Double Count, p < .001; Percent Count, p < .01). Robust Lagrange 
Multiplier statistics were not significant. Thus, there was not a statistically clear path for solely relying on either 
a spatial lag or spatial error model. 
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Table 10 
 
Spatial Lag Regression Models for 2016 Homicides using the Double Count method 
 
    Model 1  Model 2  Model 3  Model 4  Model 5 
             Coefficient           Coefficient           Coefficient           Coefficient           Coefficient 
       (SE)      (SE)      (SE)      (SE)      (SE) 
Constant   .0828*   .0531   -.0204   -.064   -.012 
    (.034)   (.034)   (.066)   (.075)   (.081) 
Spatial lag (rho)  .491***  .4***   .406***  .397***  .388*** 
    (.05)   (.057)   (.057)   (.057)   (.057) 
Dangerous buildings  .148***  .088**   .088**   .083**   .075** 
    (.022)   (.027)   (.027)   (.027)   (.028) 
Dangerous buildings      
    in neighboring groups    .024***  .025***  .024***  .021** 
       (.006)   (.006)   (.006)   (.006) 
Population         5.415e-5  6.052e-5  7.792e-5 
          (4.251e-5)  (4.279e-5)  (4.385e-5) 
Percent in poverty           .003   .002 
             (.002)   (.002) 
Percent vacant               .005  
                (.003)  
    R2    .328   .337   .339   .341   .344 
    AIC    1069.31  1055.24  1055.63  1055.9   1054.77 
    Schwarz criterion  1082.09  1072.28  1076.94  1081.46  1084.6 
    Log likelihood  -531.654  -523.618  -522.814  -521.948  -520.386 
Note. Coefficients reported are unstandardized coefficients. Breusch-Pagan and Likelihood Ratio Tests were significant for all models 
(p < .001). n = 527. *p < .05. **p < .01. ***p < .001. 
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Table 11 
 
Spatial Lag Regression Models for 2016 Homicides using the Percent Count method 
 
    Model 1  Model 2  Model 3  Model 4  Model 5 
             Coefficient           Coefficient           Coefficient           Coefficient           Coefficient 
       (SE)      (SE)      (SE)      (SE)      (SE) 
Constant   .085**   .064*   .005   -.047   -.075 
    (.028)   (.028)   (.054)   (.06)   (.066) 
Spatial lag (rho)  .318***  .224***  .223***  .206**   .201** 
    (.059)   (.065)   (.065)   (.066)   (.066) 
Dangerous buildings  .131***  .087***  .083***  .077***  .074** 
    (.018)   (.022)   (.022)   (.022)   (.022) 
Dangerous buildings       
    in neighboring groups    .017***  .019***  .017***  .016** 
       (.005)   (.005)   (.005)   (.005) 
Population         4.387e-5  5.153e-5  6.03e-5 
          (3.453e-5)  (3.469e-5)  (3.559e-5) 
Percent in poverty           .003*   .003 
             (.002)   (.002) 
Percent vacant               .003  
                (.002) 
    R2    .21   .222   .225   .229   .231 
    AIC    839.192  828.192  825.993  824.174  824.978 
    Schwarz criterion  851.994  845.26   847.3   849.743  854.809 
    Log likelihood  -419.596  -410.096  -407.996  -406.087  -405.489 
Note. Coefficients reported are unstandardized coefficients. Breusch-Pagan Tests were significant for all models (p < .001) and 
Likelihood Ratio Tests were also significant for all models (p < .01). n = 527. *p < .05. **p < .01. ***p < .001.
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Spatial lag, dangerous buildings, and dangerous buildings in neighboring groups are 
statistically significant for all models in both methods of counting homicides. Population and 
percent of vacant properties are not statistically significant in any model or homicide 
estimation method. Percent of residents in poverty is not significant in any model with one 
exception. This variable is significant in the Percent Count method when it is initially 
included in a model, but its significance disappears once the percentage of vacant properties 
is included in the model. 
 Tables 12 and 13 include the results from the spatial error regression analyses for the 
Double Count and Percent Count methods, respectively. The Lambda variable represents the 
spatial error term. 
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Table 12 
 
Spatial Error Regression Models for 2016 Homicides using the Double Count method 
 
    Model 1  Model 2  Model 3  Model 4  Model 5 
             Coefficient           Coefficient           Coefficient           Coefficient           Coefficient 
       (SE)      (SE)      (SE)      (SE)      (SE) 
Constant   .26***   .128*   .041   .005   -.064 
    (.062)   (.055)   (.083)   (.088)   (.095) 
Dangerous buildings  .141***  .119***  .115***  .11***   .1*** 
    (.026)   (.026)   (.026)   (.026)   (.026) 
Dangerous buildings      
    in neighboring groups    .037***  .04***   .039***  .036*** 
       (.006)   (.007)   (.007)   (.007) 
Population         6.386e-5  6.352e-5  8.277e-5 
          (4.758e-5)  (4.747e-5)  (4.839e-5) 
Percent in poverty           .002   .002 
             (.002)   (.002) 
Percent vacant               .006 
                (.003) 
Lambda   .527***  .421***  .412***  .402***  .396*** 
    (.052)   (.058)   (.058)   (.058)   (.059) 
    R2    .315   .337   .338   .339   .342 
    AIC    1084.99  1058.24  1055.36  1056.07  1054.46 
    Schwarz criterion  1093.52  1071.04  1072.4   1077.38  1080.03 
    Log likelihood  -540.492  -526.118  -523.678  -523.034  -521.228 
Note. Coefficients reported are unstandardized coefficients. Breusch-Pagan and Likelihood Ratio Tests were significant for all models 
(p < .001). n = 527 *p < .05. **p < .01. ***p < .001. 
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Table 13 
 
Spatial Error Regression Models for 2016 Homicides using the Percent Count method 
 
    Model 1  Model 2  Model 3  Model 4  Model 5 
             Coefficient           Coefficient           Coefficient           Coefficient           Coefficient 
       (SE)      (SE)      (SE)      (SE)      (SE) 
Constant   .161***  .091**   .026   -.021   -.054 
    (.035)   (.034)   (.06)   (.065)   (.07) 
Dangerous buildings  .14***   .094***  .094***  .087***  .082*** 
    (.019)   (.021)   (.021)   (.021)   (.022) 
Dangerous buildings      
    in neighboring groups    .024***  .025***  .023***  .021*** 
       (.005)   (.005)   (.005)   (.005) 
Population         4.883e-5  5.186e-5  6.167e-5 
          (3.695e-5)  (3.673e-5)  (3.761e-5) 
Percent in poverty           .003   .003 
             (.002)   (.002) 
Percent vacant               .003 
                (.002) 
Lambda   .288595***  .219832***  .22787***  .206504**  .203317** 
    (.064)   (.067)   (.066)   (.067)   (.067) 
    R2    .192   .222   .225   .228   .23 
    AIC    845.164  823.747  824.019  822.772  823.37 
    Schwarz criterion  853.687  836.532  841.065  844.079  848.939 
    Log likelihood  -420.582  -408.873  -408.009  -406.386  -405.685 
Note. Coefficients reported are unstandardized coefficients. Breusch-Pagan Tests were significant for all models (p < .001) and 
Likelihood Ratio Tests were also significant for all models (p < .01). n = 527. *p < .05. **p < .01. ***p < .001
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Similar to the spatial lag findings, dangerous buildings, dangerous buildings in 
neighboring groups and the spatial error variable are statistically significant in all models for 
both count methods. However, population, percent in poverty, and percent vacant are never 
statistically significant. 
 The consistent statistical significance for all models for both spatial lag and spatial 
error terms is also reflected in the improved measures of fit as compared to the OLS 
regressions. Generally speaking, the Akaike information criterion, Schwarz criterion, and 
Log likelihood measures all improved. 
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CHAPTER 5 
 
DISCUSSION 
 
 Homicide in Kansas City, Missouri has been a persistent and difficult problem 
eclipsing the national rate for at least the past 20 years. Co-existing with this phenomenon 
was the mortgage crisis and assertions that the resulting housing abandonment might increase 
crime (See e.g., Arnio, Baumer, & Wolff, 2012; Jones & Pridemore, 2012). This perceived 
abandonment-crime connection has gripped the attention of policymakers as demonstrated by 
the calls of the former Kansas City, Missouri Police Chief to spend funds to demolish 
abandoned homes in lieu of additional officer hiring. 
 Support for a connection between homicide and abandoned housing can be found in 
existing research, but there are limitations. Qualitative research indicates that abandoned 
houses are hiding spots that attract clandestine deviant behavior and/or individuals at a 
heightened risk of victimization (Porter et al, 2018). These spaces engender fear and concern 
on behalf of neighborhood residents and enter the decision-making processes of illicit drug 
sellers and consumers (Branas, et al, 2018; Teixera, 2016).  
 Quantitative research has been promising in this area, but mixed. The independent 
variables have been conceptualized and operationalized in a variety of ways with some 
studies focused on foreclosure proceedings, others on vacancy rates, and some studies 
examining municipal identifications of problem structures. The dependent variable in these 
studies rarely focuses solely on homicide. Studies often include a category of violent crime, 
but the crimes included in these categories is not consistent.  
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This study only included structures identified as Dangerous Buildings by the 
municipality under the law and only examined homicide.  
Research Questions Revisited 
The analyses conducted support an affirmative conclusion for the research questions 
initially presented in this study. The research questions were as follows: 
1. Are dangerous buildings in Kansas City, Missouri spatially clustered? 
2. Are homicides that occurred in Kansas City, Missouri in 2016 spatially clustered? 
3. Is there a spatial correlation between dangerous buildings and homicides that 
occurred in Kansas City, Missouri in 2016? 
The findings of this study demonstrate that Dangerous Buildings and 2016 Homicides 
are spatially clustered in the study area. When each data set was independently examined 
there was ample evidence of spatial clustering on the global level. The nearest neighbor 
index and K-order nearest neighbor indices show that the measured distance between data 
points was closer than what would be expected by random chance. The Ripley’s K analysis 
supported this conclusion of global clustering via a method of creating circles around each 
data point and comparing the number of points found within each circle to what might be 
found by chance. 
Clustering was also evident when the data points for Dangerous Buildings and 2016 
Homicides were aggregated to the census block group level. Moran’s I was calculated and 
positive spatial autocorrelation was found for both data sets which indicated zonal clustering 
of census block groups. 
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Even though there was independent clustering in the data sets these clusters need to 
occur in the same geographic space in order to provide support for a spatial correlation. If the 
individual data sets cluster in different parts of the city, then a correlation is unlikely.  
Standard deviational ellipses and mean centers for both Dangerous Buildings and 
2016 Homicides were calculated and plotted. While the standard deviational ellipses did 
appear in the same part of the city, the significant difference in mean centers of Dangerous 
Buildings and 2016 Homicides requires additional support to conclude the existence of a 
spatial correlation. Thus, Anselin’s Local Moran’s I analysis was conducted to locate census 
block groups that could be considered “hot spots”; census block groups with positive spatial 
autocorrelation and high numbers of either Dangerous Buildings or 2016 Homicides. This 
process found a number of hot spot census block groups for both the Dangerous Buildings 
data set and the 2016 Homicides data set.  
In considering the existence of a spatial correlation between these independent data 
sets, several hot spot clusters revealed by the Anselin’s Local Moran’s I analysis did 
geographically overlap. A small number of census block groups were identified in this 
analysis as both a Dangerous Building hot spot and a 2016 Homicide hot spot - only 4.9% of 
all census block groups. This minute number of census block groups accounted for an 
outsized amount of both Dangerous Buildings and 2016 Homicides. This area of overlap 
contained 26.41% of Dangerous Buildings while accounting for between 24.4% and 27.3% 
of 2016 Homicides. 
 Further support for a spatial correlation is found in the results from the series of 
regression analyses that were performed using census block groups as the unit of analysis. 
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Across all analyses, Dangerous Buildings remained a statistically significant predictor for 
2016 Homicides whether the Double Count or Percent Count method was used to aggregate 
the homicide points to the census block group level.  
These analyses incorporated additional variables of census block group population, 
percentage of residents in poverty, and vacant properties from the American Community 
Survey as well as a variable that is a count of the Dangerous Buildings in neighboring census 
block groups. Even when including these variables in the analyses, Dangerous Buildings 
remained statistically significant. 
The regression methods in this study included OLS, spatial lag, and spatial error 
analyses. OLS analyses completed for the Double Count and Percent Count methods of 
attributing 2016 Homicides to census block groups found that Dangerous Buildings and 
Dangerous Buildings in neighboring census block groups to be statistically significant with 
population not significant. Poverty was significant in the Percent Count method, but not 
vacancy. Vacancy was significant in the Double Count method, but not poverty. 
In light of the issues that spatial data may present to OLS regression, spatial lag and 
spatial error regression analyses were performed as well. Findings were consistent across 
both homicide count methods. Dangerous Buildings and Dangerous Buildings in neighboring 
census block groups were still statistically significant in these models. Spatial lag for 
homicide was also significant but the other variables included (population, poverty, and 
vacancy) were not. The spatial error model findings were similar. Dangerous Buildings, 
Dangerous Buildings in neighboring groups, and the variable for the spatial error term were 
significant and the other variables were not.  
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OLS, spatial lag, and spatial error analyses were consistent – Dangerous Buildings 
and Dangerous Buildings in neighboring census block groups were statistically significant 
predictors for 2016 Homicide. Inclusion of additional variables and methods intended to 
account for other spatial relationships did not remove the statistical significance of 
Dangerous Buildings. Considering the Anselin’s Local Moran’s I geographic overlap along 
with the regression analyses findings, there appears to be a spatial correlation between these 
two data sets. 
Theoretical Implications 
The consistency of these findings across types of analyses and methods of 
aggregating homicides to census block groups provides support for a spatial correlation 
between the presence of visibly dilapidated buildings and the occurrence of homicide. 
Further, the lack of statistical significance for the vacancy measures lends tentative weight 
towards an argument that the physical state of the property matters more in this context than 
the mere absence of a resident. 
Several theoretical perspectives suggest some form of communication of information 
to a potential offender is relevant to increased rates of crime. Dangerous Buildings 
communicate specific information via an outward state of decay and/or the warning sign 
affixed to the entrance by the city. Whereas, vacant or foreclosed buildings may not 
universally present the same degree of readily-accessible information. Lack of capable 
guardianship in routine activities theory and reduced risk of apprehension as described by 
rational choice theory are not as blatantly communicated in vacant or foreclosed properties 
that are physically maintained.  
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Broken windows and disorder theory root increased crime at visible signs of disorder 
and Dangerous Buildings communicate the information to potential offenders that the 
community is disengaged. Communication of evidence of community disengagement by way 
of visible disorder may be lacking in a vacancy but some form of visible disorder is a 
definitional requirement for a property to be classified as a Dangerous Building. 
Furthermore, the hazardous and offensive nature of obviously damaged structures engenders 
fear amongst neighborhood residents that could increase disengagement in a way that a 
simple vacancy would not.  
Crime pattern theory and environmental criminology also provide a rationale for the 
findings of this study. A building is more likely to serve as either a crime attractor or 
generator when its abandoned nature is outwardly evident in one’s awareness space. Thus, 
the motivated offender attracted to the abandoned home for purposes of clandestine 
delinquent behavior that potentially escalates to violence must first become aware of the 
open nature of the space in a way that is clear for a Dangerous Building but less-so for a 
vacancy. 
Finally, the findings of this study suggest social disorganization theory and collective 
efficacy should be approached with a degree of nuance. Unlike broken windows and disorder 
theory, the presence of Dangerous Buildings in social disorganization and collective efficacy 
theory would not be considered as a cause of increasing crime. However, their existence 
might serve as markers of underlying conditions that allow crime to flourish. Dangerous 
Buildings in a neighborhood could present signs of residential instability and concentrated 
disadvantage. Lack of collective efficacy results in higher rates of crime but also limits the 
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capacity of residents to rally for outside resources in order to remove Dangerous Buildings in 
their midst.  
That being said, the general lack of statistical significance in the regression analyses 
for both the poverty and vacancy measures present some difficulties in providing strong 
support for this interpretation. To be sure, there are more nuanced ways to measure social 
disorganization and collective efficacy beyond the poverty and vacancy measures employed 
here. Nevertheless, it is somewhat surprising that these rough measures of residential 
instability and concentrated disadvantage were not predictors for 2016 Homicides when 
Dangerous Buildings were included in the models.  
Policy Considerations 
 
These findings support the inclusion of policies aimed at reducing the detrimental 
impact of dangerous and abandoned buildings on neighborhoods in tandem with other 
homicide reduction strategies. Moreover, remediation approaches should be prioritized in 
areas with overlapping clusters of homicide and dangerous buildings. 
 Once a series of high-priority dangerous buildings has been identified, questions 
remain as to the best method of reducing their impact. Properties can be boarded up to 
prevent access, but it has been observed that this eases criminal behavior by hiding it from 
view and limiting unknown access points (Texeira, 2016). Neighborhood residents may also 
reject boarding as only a temporary solution that is easily surmounted – residents may be in 
favor of the more permanent solution of demolition (Porter et al., 2018).  
There is some support for this. Frazier, Bagchi-Sen, and Knight (2013) tracked a 
concentration of demolitions in Buffalo and found that clusters of assault, drug arrests, and 
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prostitution moved away from the cluster of demolitions by comparing the mean center of 
each cluster over time. Larson, Xu, Ouellet, and Klahm (2019) studied demolitions in Detroit 
and found a correlation in demolitions and reduced crime with greater reductions occurring 
in census block groups that experienced higher numbers of demolitions. 
Yet, other research is not as clearly supportive of the demolition strategy. Spader, 
Schuetz, and Cortez (2016) examined demolitions and housing rehabilitations in Cleveland, 
Chicago, and Denver. Only demolitions in Cleveland reduced crime, and this was limited to 
burglary and theft; all other interventions, measured in all three cities, had no statistically 
significant impact on crime. However, these cities experienced different overall crime rates, 
engaged in different strategic plans in their decisions on whether to engage in demolitions or 
rehabilitations, and based the decisions on which houses to target for demolition or 
rehabilitation on factors that may not have been related to localized crime. Wheeler, Kim, 
and Phillips’s (2018) research on demolitions in Buffalo showed a steep crime reduction at 
the address of the demolition but a mix of results at the census tract level. 
 Demolitions have also been criticized for what might be left behind. Once the 
dangerous building has been bulldozed, it may leave the city’s “worst-off neighborhoods 
[with] many junk-filled empty lots” (Skogan, 1990, p. 43). These empty lots “may also signal 
weak expectations for the neighborhood’s future prospects” (Spader, et al., 2016, p. 76). 
Although, it is debatable whether this has more or less negative impact than the presence of a 
visibly dilapidated building.  
It is not inevitable that lots remain empty. Policymakers can follow demolitions with 
intentional planning. Branas, et al. (2018) found that a process of planting grass and trees in 
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vacant lots and surrounding those lots with open-entry gated fencing, followed by regular 
upkeep, resulted in a significant reduction in gun assaults compared to those neighborhoods 
whose lots did not receive this cleaning and greening treatment. This finding was stronger for 
neighborhoods that were below the poverty line; cleaned and greened vacant lots in poverty-
stricken neighborhoods saw a more drastic reduction in gun assaults, all crimes measured, 
burglaries, and nuisances.  
Limitations 
 
 There are several limitations of the current study. First, any effects that the spatial 
deidentification of the homicide data may have on the results is unknown. The 2016 
Homicide data were plotted at the cross-street where the homicide occurred and not the exact 
location. Several of the analyses treated the plotted points as the actual location and two 
somewhat artificial methods were used to aggregate homicides to the census block level.  
 Second, causality cannot be clearly demonstrated by this cross-sectional research. It is 
unclear whether any particular homicide occurred before or after a building was actually 
distressed to the point of being worthy of the considered dangerous. A dangerous building 
could appear relatively slowly over time in the case of abandonment and neglect or it could 
show up rapidly in the aftermath of a fire.   
 Third, whether a building is declared as dangerous rests on the decision making of 
city officials. These city departments may not be fully-staffed and may not be scouring the 
entire city for problem buildings. If city officials are localizing their efforts to find 
Dangerous Buildings in places that are already plagued by crime, and are generally ignoring 
the rest of the city, this has the potential to impact the findings. Thus, there could be 
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additional Dangerous Buildings in other parts of the city that are not included in the data. If 
this is the case, then the appearance of clustering and evidence of a spatial correlation might 
be suspect.   
Future Research 
 Future research could expand in several general directions. Correlations between 
municipality designations of dangerous buildings or blight and crime could be explored in 
different study areas. More robust information about dangerous building classifications could 
also prove important in exploring this issue. For example, it is not known whether the length 
of time a building has been classified as dangerous is correlated to increased crime. This data 
set was also limited to a single snapshot in time of the Dangerous Building List. A fuller data 
set of all properties that had been classified as dangerous and their ultimate disposition (i.e. 
demolition, repaired, etc.) might offer further important distinctions. 
 Similar strides might also be made in considering variations in homicide. Future 
research could consider whether certain types of homicide are more or less likely to occur 
near Dangerous Buildings. For example, group motivated homicides and drug motivated 
homicides could be considered separately from domestic related and other killings. 
Demographic characteristics, such as age of victims and perpetrators would also be variables 
that could prove relevant as well. Additionally, this study did not separate single incidents 
where multiple individuals were killed. Teasing out whether single incidents with multiple 
killings artificially impact clustering or finding out whether these incidents are more or less 
likely to occur near a Dangerous Building are worthy of future inquiry. Finally, serious 
assaults could be included in a future analysis. Even though this may increase some 
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uncertainty in the dependent variable as these offenses may not be reported, it may capture 
interactions that had the potential to result in a homicide but for situational circumstance. 
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APPENDIX A 
Table 14 
 
Pearson Correlations for 2016 Homicides using the Double Count Method, independent, and control variables 
 
 Variable    (1)  (2)  (3)  (4)  (5)  (6)  
 
(1) Homicide – Double Count  1 
 
(2) Dangerous Buildings   .42**  1 
 
(3) Dangerous Buildings 
           in neighboring groups  .483**  .641**  1 
 
(4) Population    -.126** -.19**  -.324** 1 
 
(5) Percent in Poverty   .319**  .405**  .473**  -.24**  1 
 
(6) Percent Vacant   .375**  .487**  .57**  -.359** .468**  1 
n = 527 
** p < .001. 
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Table 15 
 
Pearson Correlations for 2016 Homicides using the Percent Count Method, independent, and control variables  
 
 Variable    (1)  (2)  (3)  (4)  (5)  (6)  
 
(1) Homicide – Percent Count  1 
 
(2) Dangerous Buildings   .388**  1 
 
(3) Dangerous Buildings 
           in neighboring groups  .415**  .641**  1 
 
(4) Population    -.091*   -.19**  -.324** 1 
 
(5) Percent in Poverty   .298**  .405**  .473**  -.24**  1 
 
(6) Percent Vacant   .312**  .487**  .57**  -.359** .468**  1 
n = 527 
* p < .01. ** p < .001. 
 
 
 94 
 
 
REFERENCES 
 
Arnio, A. N., Baumer, E. P., & Wolff, K. T. (2012). The contemporary foreclosure crisis and 
US crime rates. Social Science Research, 41, 1598–1614. 
The Associated Press. (2016, January 13). Kansas City police chief wants to demolish 
abandoned properties to help reduce crime. The Topeka Capital-Journal. Retrieved 
from http://cjonline.com/news-state/2016-01-13/kansas-city-police-chief-wants-
demolish-abandoned-properties-help-reduce-crime  
Baller, R. D., Anselin, L., Messner, S. F., Deane, G., & Hawkins, D. F. (2001). Structural 
covariates of U.S. county homicide rates: Incorporating spatial effects. Criminology, 
39(3), 561–590. 
Becker, G. S. (1968). Crime and punishment: An economic approach. Journal of Political 
Economy, 76(2), 169–217. 
Boessen, A., & Chamberlain, A. W. (2017). Neighborhood crime, the housing crisis, and 
geographic space: Disentangling the consequences of foreclosure and vacancy. 
Journal of Urban Affairs, 39(8), 1122–1137. 
Braga, A. A., Welsh, B. C., & Schnell, C. (2015). Can policing reduce disorder? A 
systematic review and meta-analysis. Journal of Research in Crime and Delinquency, 
52(4), 567–588. 
Branas, C. C., Rubin, D., & Guo, W. (2012). Vacant properties and violence in 
neighborhoods. ISRN Public Health, 2012, 1–9. 
Branas, C. C., South, E., Kondo, M. C., Hohl, B. C., Bourgois, P., Wiebe, D. J., & 
MacDonald, J. M. (2018). Citywide cluster randomized trial to restore blighted vacant 
 95 
 
land and its effects on violence, crime, and fear. Proceedings of the National 
Academy of Sciences, 115(12), 2946–2951. 
Brantingham, P. L., & Brantingham, P. J. (1993). Nodes, paths and edges: Considerations on 
the complexity of crime and the physical environment. Journal of Environmental 
Psychology, 13, 3–28.  
Brantingham, P., & Brantingham, P. (1995). Criminality of place. European Journal on 
Criminal Policy and Research, 3(3), 5–26. 
Bursik, R. J., & Grasmick, H. G. (1993). Neighborhoods and crime: The dimensions of 
effective community control. New York, New York: Lexington Books. 
Campbell, M., Horsley, L., & Rice, G. E. (2016, January 14). Kansas City’s dangerous-
building problem contributes to crime. The Kansas City Star. Retrieved from 
http://www.kansascity.com/news/local/article54788990.html 
Capra, F. (Producer & Director). (1946). It’s a wonderful life [Motion picture]. United States: 
Liberty Films, RKO Radio Pictures. 
City of Kansas City, Code of Ordinances. Retrieved March 28, 2019 from 
https://library.municode.com/mo/kansas_city/codes/code_of_ordinances?nodeId=CO
ORKAMIVOII_CH56PRMACO_ARTVDABUST_S56-532DABUST 
Clarke, R. V., & Cornish, D. B. (1985). Modeling offenders’ decisions: A framework for 
research and policy. Crime and Justice, 6, 147–185. 
Chainey, S., & Ratcliffe, J. (2005). GIS and crime mapping. West Sussex, England: John 
Wiley & Sons, Ltd.  
 96 
 
Cohen, J., & Tita, G. (1999). Diffusion in homicide: Exploring a general method for 
detecting spatial diffusion processes. Journal of Quantitative Criminology, 15(4), 
451–493. 
Cohen, L. E., & Felson, M. (1979). Social change and crime rate trends: A routine activities 
approach. American Sociological Review, 44, 588–608. 
Cornish, D. B., & Clarke, R. V. (1987). Understanding crime displacement: An application 
of rational choice theory. Criminology, 25(4), 933–948.  
Cui, L., & Walsh, R. (2015). Foreclosure, vacancy, and crime. Journal of Urban Economics, 
87, 72–84. 
Curry, G. D., & Spergel, I. A. (1988). Gang homicide, delinquency, and community. 
Criminology, 26(3), 381–405. 
Department of Neighborhoods and Housing Services, City of Kansas City, Missouri. (n.d.). 
Dangerous buildings and demolitions. Retrieved March 28, 2019 from 
http://kcmo.gov/neighborhoods/neighborhood-preservation/dangerous-buildings-and-
demolitions-2/ 
Ellen, I. G., Lacoe, J., & Sharygin, C. A. (2013). Do foreclosures cause crime? Journal of 
Urban Economics, 74, 59–70. 
Federal Bureau of Investigation, Uniform Crime Reports. (2015). Crime in the United States: 
Missouri offenses known to law enforcement by city, 2015. Retrieved on March 30, 
2019 from https://ucr.fbi.gov/crime-in-the-u.s/2015/crime-in-the-u.s.-
2015/tables/table-8/table-8-state-
pieces/table_8_offenses_known_to_law_enforcement_missouri_by_city_2015.xls 
 97 
 
Federal Bureau of Investigation, Uniform Crime Reports. (2016). Crime in the United States: 
Missouri offenses known to law enforcement by city, 2016. Retrieved on March 30, 
2019 from https://ucr.fbi.gov/crime-in-the-u.s/2016/crime-in-the-u.s.-
2016/tables/table-6/table-6-state-cuts/missouri.xls 
Federal Bureau of Investigation, Uniform Crime Reports. (2017a). Crime in the United 
States: Missouri offenses known to law enforcement by city, 2017. Retrieved on 
March 30, 2019 from https://ucr.fbi.gov/crime-in-the-u.s/2017/crime-in-the-u.s.-
2017/tables/table-8/table-8-state-cuts/missouri.xls 
Federal Bureau of Investigation, Uniform Crime Reports. (2017b). Crime in the United 
States: Volume and rate per 100,000 inhabitants, 1998-2017. Retrieved on March 30, 
2019 from https://ucr.fbi.gov/crime-in-the-u.s/2017/crime-in-the-u.s.-2017/topic-
pages/tables/table-1 
Federal Bureau of Investigation, UCR Data Tool. (n.d.). UCR data online. Retrieved on 
March 30, 2019 from https://www.ucrdatatool.gov/ 
Ferrandino, J. (2018). Endemic, outbreak or epidemic? Geographies of affliction, exposure 
and homicide immunity in Chicago. Journal of Crime and Justice, 41(4), 347–363.  
Forte, D. (2016, January 14). To stop homicides, issues from trash to school attendance need 
to be addressed [Web log post]. Retrieved from 
http://kcpdchief.blogspot.com/2016/01/to-stop-homicides-issues-from-trash-to.html  
Frazier, A. E., Bagchi-Sen, S., & Knight, J. (2013). The spatio-temporal impacts of 
demolition land use policy and crime in a shrinking city. Applied Geography, 41, 55–
64.  
 98 
 
HUD aggregated USPS administrative data on address vacancies. (n.d.) Retrieved March 19, 
2019, from https://www.huduser.gov/portal/datasets/usps.html  
Immergluck, D.. & Smith, G. (2006). The impact of single-family mortgage foreclosures on 
neighborhood crime. Housing Studies, 21(6), 851–866. 
Jones, R. W., & Pridemore, W. A. (2012). The foreclosure crisis and crime: Is housing-
mortgage stress associated with violent and property crime in U.S. metropolitan 
areas? Social Science Quarterly, 93(3), 671–691. 
Kansas City, Missouri Police Department. (2016). Daily homicide analysis. Retrieved from 
http://kcpd.org/media/1537/dailyhomicideanalysis2016-12-31.pdf 
Kansas City, Missouri Police Department. (n.d.). KCPD crime data 2016. Retrieved on 
March 27, 2019 from https://data.kcmo.org/Crime/KCPD-Crime-Data-2016/wbz8-
pdv7 
Kelling, G. L., & Wilson, J. Q. (1982, March). Broken windows: The police and 
neighborhood safety. The Atlantic, 249. Retrieved from 
https://www.theatlantic.com/magazine/archive/1982/03/broken-windows/304465/ 
Lacoe, J., & Ellen, I. G. (2015). Mortgage foreclosures and the changing mix of crime in 
micro-neighborhoods. Journal of Research in Crime and Delinquency, 52(2), 717–
746. 
Larson, M., Xu, Y., Ouellet, L., & Klahm, C. (2019). Exploring the impact of 9398 
demolitions on neighborhood-level crime in Detroit, Michigan. Journal of Criminal 
Justice, 60, 57–63. 
 99 
 
Levine, N. (2013a). Spatial autocorrelation statistics. In Ned Levine & Associates, The 
National Institute of Justice, CrimeStat IV: A spatial statistics program for the 
analysis of crime incident locations (pp. 5.1–5.46). Retrieved from 
https://www.nij.gov/topics/technology/maps/pages/crimestat.aspx 
Levine, N. (2013b). Distance analysis I and II. In Ned Levine & Associates, The National 
Institute of Justice, CrimeStat IV: A spatial statistics program for the analysis of 
crime incident locations (pp. 6.1–6.47). Retrieved from 
https://www.nij.gov/topics/technology/maps/pages/crimestat.aspx 
Levine, N. (2013c). Hot spot analysis of zones. In Ned Levine & Associates, The National 
Institute of Justice, CrimeStat IV: A spatial statistics program for the analysis of 
crime incident locations (pp. 9.1–9.51). Retrieved from 
https://www.nij.gov/topics/technology/maps/pages/crimestat.aspx 
Light, M. T., & Harris, C. T. (2012). Race, space, and violence: Exploring spatial 
dependence in structural covariates of white and black violent crime in U.S. counties. 
Journal of Quantitative Criminology, 28, 559–586.  
Lipton, R., Yang, X., Braga, A. A., Goldstick, J., Newton, M., & Rura, M. (2013) The 
geography of violence, alcohol outlets, and drug arrests in Boston. American Journal 
of Public Health, 103(4), 657–664. 
Lum, C. (2008). The geography of drug activity and violence: Analyzing spatial relationships 
of non-homogenous crime event types. Substance Use & Misuse, 43, 179–201.  
 100 
 
Mencken, F. C., & Barnett, C. (1999). Murder, nonnegligent manslaughter, and spatial 
autocorrelation in Mid-South counties. Journal of Quantitative Criminology, 15(4), 
407–422. 
Messner, S. F., Anselin, L., Baller, R. D., Hawkins, D. F., Deane, G., & Tolnay, S. E. (1999). 
The spatial patterning of county homicide rates: An application of exploratory spatial 
data analysis. Journal of Quantitative Criminology, 15(4), 423–450. 
Mirabile, F., & Nass, D. (2018, April 6). What’s the homicide capital of America? Murder 
rates in U.S. cities, ranked. The Trace. Retrieved from 
https://www.thetrace.org/2018/04/highest-murder-rates-us-cities-list/ 
Morenoff, J. D., Sampson, R. J., & Raudenbush, S, W. (2001). Neighborhood inequality, 
collective efficacy, and the spatial dynamics of urban violence. Criminology, 39(3), 
517–560. 
Neighborhoods and Housing Services, Kansas City, Missouri (n.d.). Dangerous Buildings 
List. Retrieved on July 19, 2017 from https://data.kcmo.org/Property/Dangerous-
Buildings-List/ax3m-jhxx 
OpenData KC. (n.d.). Retrieved from https://data.kcmo.org/ 
Payton, S. B., Stucky, T. D., & Ottensmann, J. R. (2015). The spatial extent of foreclosures 
on crime. Social Science Research, 49, 288–298. 
Porter, L. C., De Biasi, A., Mitchell, S., Curtis, A., & Jefferis, E. (2018). Understanding the 
criminogenic properties of vacant housing: A mixed methods approach. Journal of 
Research in Crime and Delinquency. Advance online publication. doi: 
10.1177/0022427818807965 
 101 
 
QuickFacts Kansas City, Missouri. (n.d.). United States Census Bureau. Retrieved March 30, 
2019, from 
https://www.census.gov/quickfacts/fact/table/kansascitycitymissouri/PST045217 
Roth, J. R. (2019). Empty homes and acquisitive crime: Does vacancy type matter? American 
Journal of Criminal Justice. Advance online publication. doi: 10.1007/s12103-019-
9469-7 
Sampson, R. J., & Raudenbush, S. W. (1999). Systematic social observation of public spaces: 
A new look at disorder in urban neighborhoods. American Journal of Sociology, 
105(3), 603–651. 
Sampson, R. J., Raudenbush, S. W., & Earls, F. (1997). Neighborhoods and violent crime: A 
multilevel study of collective efficacy. Science, 277, 918–924.  
Shaw, C. R., & McKay, H. D. (1942). Juvenile delinquency and urban areas. Chicago, 
Illinois: The University of Chicago Press. 
Skogan, W. G. (1990). Disorder and decline: Crime and the spiral of decay in American 
neighborhoods. Berkeley, California: University of California Press. 
Spader, J., Schuetz, J., & Cortez, A. (2016). Fewer vacants, fewer crimes? Impacts of 
neighborhood revitalization policies on crime. Regional Science and Urban 
Economics, 60, 73–84. 
Sparks, C. S. (2011). Violent crime in San Antonio, Texas: An application of spatial 
epidemiological methods. Spatial and Spatio-temporal Epidemiology, 2, 301–309. 
Spelman (1993). Abandoned buildings: Magnets for crime? Journal of Criminal Justice, 21, 
481–495. 
 102 
 
Teixeira, S. (2016). Beyond broken windows: Youth perspectives on housing abandonment 
and its impact on individual and community well-being. Child Indicators Research, 9, 
581–607. 
Valasik, M., Barton, M. S., Reid, S. E., & Tita, G. E. (2017). Barriocide: Investigating the 
temporal and spatial influence of neighborhood structural characteristics on gang and 
non-gang homicides in East Lost Angeles. Homicide Studies, 21(4), 287–311. 
Valasik, M., Brault, E. E., & Martinez, S. M. (2019). Forecasting homicide in the red stick: 
Risk terrain modeling and the spatial influence of urban blight on lethal violence in 
Baton Rouge, Louisiana. Social Science Research, 80, 186–201. 
Weisburd, D., Eck, J. E., Braga, A. A., Telep, C. W., Cave, B., Bowers, K., . . . Yang, S. 
(2016). Place matters: Criminology for the twenty-first century. Cambridge, United 
Kingdom: Cambridge University Press. 
Welsh, E. (2016, January 13). KC police chief links abandoned properties to violent crime. 
KMBC 9 News. Retrieved from http://www.kmbc.com/article/kc-police-chief-links-
abandoned-properties-to-violent-crime-1/3692316  
Zeoli, A. M, Pizarro, J. M., Grady, S. C., & Melde, C. (2014). Homicide as infectious 
disease: Using public health methods to investigate the diffusion of homicide. Justice 
Quarterly, 31(3), 609–632. 
Zhang, H., & McCord, E. S. (2014). A spatial analysis of the impact of housing foreclosures 
on residential burglary. Applied Geography, 54, 27–34. 
 
 
 103 
 
VITA 
 
 Todd Christopher Hiestand was born on May 17, 1978, in Lincoln, Nebraska. He 
graduated from Lincoln Northeast High School and completed an Associate of Arts Degree 
from Southeast Community College in 2000. He then attended MidAmerica Nazarene 
University in Olathe, Kansas, and completed a Bachelor of Arts in Business Psychology, 
graduating summa cum laude, in 2002.  
 Mr. Hiestand then attended the University of Nebraska-Lincoln College of Law 
where he earned a Juris Doctorate in 2005. While in law school, Mr. Hiestand was awarded 
the G. Robert Muchemore Scholarship, was selected by the faculty as a National Member of 
The Order of Barristers, and graduated “with distinction”.  
 During his pursuit of the Master of Science Degree in Criminal Justice and 
Criminology at the University of Missouri-Kansas City, Mr. Hiestand served as a research 
assistant for Dr. Alex Holsinger. In that capacity he completed a term as a Visiting Scholar 
within the California Department of Justice’s Research Center. 
Mr. Hiestand is currently serving on the faculty at MidAmerica Nazarene University 
and has published work on criminal law and the United States Constitution. 
 
   
 
 
 
 
 
 
