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a b s t r a c t
In this article the problem of Jeffery–Hamel flow is presented and the variational
iteration method and the homotopy perturbation method are employed to compute an
approximation to the solution of the system of nonlinear differential equations governing
the problem. Comparisons are made between the Numerical solution (NM) and the results
of the He’s variational iteration method (VIM) and He’s homotopy perturbation method
(HPM). The results reveal that these methods are very effective and simple and can be
applied for other nonlinear problems.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The incompressible viscous fluid flow through convergent–divergent channels is one of the most applicable cases in
fluid mechanics, civil, environmental, mechanical and bio-mechanical engineering. The mathematical investigations of this
problem were pioneered by [1,2], (i.e. Jeffery–Hamel flows). Jeffery–Hamel flows are an exact similarity solution of the
Navier–Stokes equations in the special case of two-dimensional flow through a channel with inclined plane walls meeting
at a vertex and with a source or sink at the vertex and have been extensively studied by several authors and discussed in
many textbooks e.g., [3–12], etc.
Most scientific problems such as Jeffery–Hamel flows and other fluidmechanic problems are inherently nonlinear. Except
a limited number of these problems, most of them do not have analytical solution. Therefore, these nonlinear equations
should be solved using other methods. In the analytical perturbation method, we should exert the small parameter in the
equation. Therefore, finding the small parameter and exerting it into the equation are difficulties of this method. Since there
are some limitationswith the commonperturbationmethod, and also because the basis of the commonperturbationmethod
is upon the existence of a small parameter, developing themethod for different applications is very difficult. Therefore,many
different methods have recently introduced some ways to eliminate the small parameter. The variational iteration method
and homotopy perturbation method (HPM) are well-known methods to solve the nonlinear equations. These methods are
introduced by He [13–24] for the first time. These methods have been used by many authors such as Ganji in [25–31]
and the references therein to handle a wide variety of scientific and engineering applications such as linear and nonlinear,
homogeneous and inhomogeneous as well, because these methods continuously deform a difficult problem into a simple
one, which is easy to solve. They were shown by many authors that these methods provide improvements over existing
numerical techniques. With the rapid development of nonlinear science, many different methods were proposed to solve
various boundary-value problems (BVP) [32,33] and fractional order [34], such as homotopy perturbationmethod (HPM) and
variational iteration method (VIM) [35,36]. These methods give successive approximations of high accuracy of the solution.
In this study, we have applied He’s VIM and HPM to find the approximate solutions of nonlinear differential equation
governing Jeffery–Hamel flow, and have made a comparison with the numerical solution.
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Fig. 1. Geometry of the problem.
2. Mathematical formulation
Consider the steady two-dimensional flow of an incompressible conducting viscous fluid from a source or sink at the
intersection between two rigid plane walls that the angle between them is 2α as shown in Fig. 1. We assume that the
velocity is only along radial direction and depends on r and θ , V (u(r, θ), 0) [10,11]. Using continuity and Navier–Stokes
equations in polar coordinates:
∂
r∂r
(ρru(r, θ)) = 0, (1)
u(r, θ)
∂u(r, θ)
∂r
= − 1
ρ
∂p
∂r
+ v
[
∂2u(r, θ)
∂r2
+ 1
r
∂u(r, θ)
∂r
+ 1
r2
∂2u(r, θ)
∂θ2
− u(r, θ)
r2
]
(2)
− 1
ρr
∂p
∂θ
+ 2v
r2
∂u(r, θ)
∂θ
= 0. (3)
From Eq. (1):
f (θ) ≡ ru(r, θ). (4)
Using dimensionless parameters:
F(x) ≡ f (θ)
fmax
, x ≡ θ
α
(5)
and by eliminating P between Eqs. (2) and (3), we obtain an ordinary differential equation for the normalized function profile
F(x) [10]:
F ′′′(x)+ 2αReF(x)F ′(x)+ 4α2F ′(x) = 0. (6)
Since we have a symmetric geometry, the boundary conditions will be:
F(0) = 1, F ′(0) = 0, F(1) = 0. (7)
The Reynolds number:
Re ≡ fmaxα
v
= Umaxrα
v
(
divergent channel : α > 0,Umax > 0
convergent channel : α < 0,Umax < 0
)
. (8)
For solving Eq. (6), we apply another boundary condition, which is F ′′(0) = η.
So the boundary conditions which have been used in the solution of Eq. (6) are as follows:
F(0) = 1, F ′(0) = 0, F ′′(0) = η. (9)
Now we solve the problem by using two methods.
3. Variational iteration method [13]
To illustrate the basic concepts of variational iteration method, we consider the following differential equation:
Lu+ Nu = g(x) (10)
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where L is a linear operator, N a nonlinear operator, and g(x) an inhomogeneous term. According to VIM, we can construct
a correction function as follows:
un+1(x) = un(x)+
∫ x
0
λ{L un(τ )+ N u˜n(τ )− g(τ )}dτ (11)
where λ is a general Lagrangian multiplier [13], which can be identified optimally via the variational theory [13], the
subscript n indicates the nth order approximation, u˜n which is considered as a restricted variation, i.e. δ u˜n = 0.
4. Basic concept of He’s homotopy perturbation method
To illustrate the basic ideas of this method, we consider the following equation:
A (F)− f (r) = 0, r ∈ Ω, (12)
with the boundary condition of:
B
(
u,
∂F
∂n
)
= 0, r ∈ Γ , (13)
where A is a general differential operator, B a boundary operator, f (r) a known analytical function and Γ is the boundary of
the domainΩ . A can be divided into two parts, which are L and N , where L is linear and N is nonlinear. Eq. (6) can therefore
be rewritten as follows:
L (F)+ N (F)− f (r) = 0, r ∈ Ω. (14)
Homotopy perturbation structure is shown as follows:
H (ν, p) = (1− p) [L (ν)− L (u0)]+ p [A (ν)− f (r)] = 0, (15)
where,
ν (r, p) : Ω × [0, 1]→ R. (16)
In Eq. (15), p ∈ [0, 1] is an embedding parameter and u0 is the first approximation that satisfies the boundary condition.
We can assume that the solution of Eq. (6) can be written as a power series in p, as following:
ν = ν0 + pν1 + p2ν2 + · · · =
n∑
i=0
νipi, (17)
and the best approximation for the solution is:
F = lim
p→1 ν = ν0 + ν1 + ν2 + · · · . (18)
5. Application of VIM to Jeffery–Hamel flow
In this section, we will apply the VIM to nonlinear ordinary differential equation (6).
To solve the above equation using VIM, we have the correction function as:
Fn+1(x) = Fn(x)+
∫ x
0
(
λ(t)(F˜n
′′′
(t)+ 2αRe˜Fn(t)F˜n′(t)+ 4α2F˜n′(t))
)
dt, (19)
where λ is considered as a restricted variation. Its stationary conditions can be obtained as follows:
λ′′′ (τ ) = 0, (20a)
1+ λ′′ (τ ) |τ=t = 0, (20b)
−λ′ (τ ) |τ=t = 0, (20c)
λ (τ) |τ=t = 0. (20d)
The Lagrange multiplier can therefore be simply identified as λ = − 12 (x − t)2, and the following iteration formula can
be obtained:
Fn+1(x) = Fn(x)−
∫ x
0
(
1
2
(x− t)2
(
F˜n
′′′
(t)+ 2αRe˜Fn(t)F˜n′(t)+ 4α2F˜n′(t)
))
dt. (21)
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Fig. 2. The comparison between the numerical, HPM and VIM solutions for F(x), Re = 50–100, α = 5.
Table 1
For HPM 10 terms approximation is used and for VIM 5-iteration is used.
α Re ηVIM ηHPM [20/20] ηNM
5 50 −3.5394 −3.5394 −3.5394
5 100 −5.8684 −5.8696 −5.8692
5 118 −6.8791 −6.8799 −6.8802
5 160 −9.4775 −9.4787 −9.4786
5 209 −12.7393 −12.7438 −12.7425
−5 60 −1.0008 −1.0007 −1.0007
−5 117 −0.5333 −0.5326 −0.5326
−5 180 −0.2804 −0.2780 −0.2780
−5 209 −0.2105 −0.2095 −0.2095
Beginning with an initial approximation, F0(x) = 12η x2 + 1, components of the iteration formula can be easily found.
Using the above variational formula (21), we can obtain the following result:
F1(x) = F0(x)−
∫ x
0
(
1
2
(x− t)2
(
F˜0
′′′
(t)+ 2αRe˜F0(t)F˜0′(t)+ 4α2F˜0′(t)
))
dt. (22)
Substituting F0(x) into Eq. (22) and after some simplifications, we have:
F1(x) = 1+ 12η x
2 +
(
− 1
12
αReη − 1
6
α2η
)
x4 − 1
120
αReη2x6. (23)
In the same way, we obtain F2(x) as:
F2(x) = 1+ 12η x
2 +
(
− 1
12
αReη − 1
6
α2η
)
x4
+
(
− 1
120
α η2Re+ 1
180
α2 ηRe2 + 1
45
α4 η + 1
45
α3 ηRe
)
x6 +
(
1
280
α3η2Re+ 1
560
α2η2Re2
)
x8
+
(
− 1
3240
α4η2Re2 − 1
12 960
α3η2Re3 − 1
3240
α5η2Re+ 1
10 800
α2η3Re2
)
x10
−
(
1
47 520
α4η3Re2 + 1
95 040
α3η3Re3
)
x12 − 1
2620 800
α3η4Re3x14, (24)
where η = F ′′(0) is to be determined from the boundary conditions later.
5.1. Application of HPM to Jeffery–Hamel flow
In this section, wewill apply the HPM to nonlinear ordinary differential equation (6). According to HPM,we can construct
homotopy of Eq. (6) as follows:
(1− p) (F ′′′(x)− F ′′′0 (x))+ p (F ′′′(x)+ 2αReF(x)F ′(x)+ 4α2F ′(x)) = 0. (25)
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Fig. 3. The comparison between the numerical, HPM and VIM solutions for F(x), Re = 118–160, α = 5.
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Fig. 4. The comparison between the numerical, HPM and VIM solutions for F(x), Re = 209, α = 5.
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Fig. 5. The comparison between the numerical, HPM and VIM solutions for F(x), Re = 60–117–180, α = −5.
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Fig. 6. The comparison between the numerical, HPM and VIM solutions for F(x), Re = 209, α = −5.
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Fig. 7. The comparison between the numerical, HPM and VIM solutions for F ′(x), Re = 209, α = −5.
We consider F as follows:
F(x) = F0(x)+ F1(x)+ F2(x)+ F3(x)+ · · · =
n∑
i=0
Fi(x). (26)
By substituting F from Eq. (26) into Eq. (25) and after some simplifications and rearranging based on powers of p-terms,
we have:
p0 : F ′′′0 (x) = 0, F0(0) = 1, F ′0(0) = 0, F ′′0 (0) = η, (27)
p1 : F ′′′1 (x)+ 2αReF0(x)F ′0(x)+ 4α2F ′0(x) = 0, F1(0) = 0, F ′1(0) = 0, F ′′1 (0) = 0, (28)
p2 : F ′′′2 (x)+ 2αReF0(x)F ′1(x)+ 2αReF1(x)F ′0(x)+ 4α2F ′1(x) = 0, F2(0) = 0, F ′2(0) = 0, F ′′2 (0) = 0, (29)
p3 : F ′′′3 (x)+ 2αReF0(x)F ′2(x)+ 2αReF2(x)F ′0(x)+ 2αReF1(x)F ′1(x)+ 4α2F ′2(x) = 0,
F3(0) = 0, F ′3(0) = 0, F ′′3 (0) = 0. (30)
Solving Eqs. (27)–(30) with boundary conditions, we have:
F0(x) = 12η x
2 + 1, (31)
F1(x) = −
(
1
12
η αRe+ 1
6
ς α2
)
x4 − 1
120
η2 αRex6 (32)
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Table 2
The comparison between the Numerical, HPM and VIM solutions for F and F ′′ , when α = 5 and Re = 50.
x F F ′′
NM HPM VIM NM HPM VIM
0.00 1.000000 1.000000 1.000000 −3.539416 −3.539214 −3.539369
0.05 0.995584 0.995632 0.995584 −3.500827 −3.500628 −3.500782
0.10 0.982431 0.982613 0.982431 −3.386911 −3.386718 −3.386866
0.15 0.960826 0.961194 0.960827 −3.203061 −3.202878 −3.203019
0.20 0.931226 0.931789 0.931227 −2.957792 −2.957623 −2.957753
0.25 0.894242 0.894960 0.894243 −2.662084 −2.661930 −2.662048
0.30 0.850611 0.851406 0.850613 −2.328574 −2.328436 −2.328542
0.35 0.801163 0.801938 0.801166 −1.970687 −1.970565 −1.970660
0.40 0.746791 0.747451 0.746794 −1.601789 −1.601683 −1.601767
0.45 0.688414 0.688892 0.688418 −1.234439 −1.234346 −1.234425
0.50 0.626948 0.627220 0.626953 −0.879794 −0.879711 −0.879791
0.55 0.563278 0.563368 0.563284 −0.547195 −0.547120 −0.547212
0.60 0.498234 0.498201 0.498241 −0.243949 −0.243876 −0.243994
0.65 0.432573 0.432492 0.432581 0.024728 0.024801 0.024642
0.70 0.366966 0.366906 0.366974 0.255607 0.255685 0.255470
0.75 0.301990 0.302001 0.301998 0.447244 0.447331 0.447052
0.80 0.238124 0.238233 0.238131 0.599702 0.599803 0.599464
0.85 0.175749 0.175968 0.175755 0.714243 0.714361 0.713982
0.90 0.115152 0.115479 0.115157 0.793004 0.793141 0.792767
0.95 0.056531 0.056959 0.056533 0.838703 0.838859 0.838559
1.00 0.000000 0.000000 0.000000 0.854369 0.854544 0.854401
F2(x) =
(
1
45
α4η + 1
180
α2ηRe2 + 1
45
α3ηRe
)
x6 +
(
1
560
α2η2Re2 + 1
280
α3η2Re
)
x8 + 1
10 800
α2η3Re2x10, (33)
F3(x) = −
(
1
5040
α3ηRe3 + 1
630
α3ηRe3 + 1
420
α5ηRe+ 1
840
α4ηRe2
)
x8
+
(
− 1
1400
α4η2Re2 − 1
5600
α3η2Re3 − 1
1400
α5η2Re
)
x10
−
(
127
2494 800
α4η3Re2 + 127
4989 600
α3η3Re3
)
x12 − 1
1123 200
α3η4Re3x14, (34)
where η = F ′′(0) is to be determined from the boundary conditions. Solutions F4(x) to F10(x)were too long to bementioned
here; therefore, they are shown graphically. The solution of this equation, when p→ 1, will be as follows:
F(x) = F1(x)+ F2(x)+ F3(x)+ · · · + F10(x). (35)
6. Numerical method
The best approximation that can be used is Runge–Kuttamethod. It is often utilized to solve differential equation systems.
Third order differential equations can be usually changed into second order equations and then to first order and then be
solved through Runge–Kutta method:
F ′′′ + f (x, F , F ′, F ′′) = 0,
F(x0) = α,
F ′(x0) = β,
F ′′(x0) = η,
(36)
with the assumption of F ′ = W and F ′′ = w′ = u
F ′ = w = f (x, F , u, w),
w′ = u = g(x, F , u, w),
u′ = f (x, F , u, w) = h(x, F , u, w)
F(x0) = α,
w(x0) = β,
u(x0) = η.
(37)
Consequently, the obtained system can be solved through Runge–Kutta method.
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Table 3
The comparison between the Numerical, HPM and VIM solutions for F and F ′′ , when α = −5 and Re = 180.
x F F ′′
NM HPM VIM NM HPM VIM
0.00 1.000000 1.000000 1.000000 −0.278005 −0.278021 −0.280438
0.05 0.999650 0.999650 0.999647 −0.288981 −0.288998 −0.291510
0.10 0.998573 0.998573 0.998561 −0.322752 −0.322771 −0.325577
0.15 0.996684 0.996684 0.996655 −0.381902 −0.381925 −0.385243
0.20 0.993834 0.993834 0.993780 −0.470928 −0.470956 −0.475045
0.25 0.989799 0.989798 0.989710 −0.596530 −0.596566 −0.601735
0.30 0.984263 0.984262 0.984126 −0.768020 −0.768066 −0.774692
0.35 0.976795 0.976794 0.976592 −0.997839 −0.997898 −1.006427
0.40 0.966817 0.966815 0.966528 −1.302168 −1.302244 −1.313155
0.45 0.953564 0.953561 0.953160 −1.701552 −1.701650 −1.715342
0.50 0.936032 0.936028 0.935479 −2.221403 −2.221530 −2.238057
0.55 0.912915 0.912910 0.912172 −2.892092 −2.892254 −2.910826
0.60 0.882529 0.882522 0.881549 −3.748132 −3.748338 −3.766492
0.65 0.842726 0.842717 0.841466 −4.825574 −4.825830 −4.838293
0.70 0.790807 0.790795 0.789235 −6.156213 −6.156520 −6.154019
0.75 0.723441 0.723425 0.721566 −7.756518 −7.756853 −7.725703
0.80 0.636630 0.636610 0.634533 −9.608492 −9.608731 −9.532967
0.85 0.525762 0.525737 0.523633 −11.629437 −11.629138 −11.498157
0.90 0.385823 0.385794 0.383990 −13.628981 −13.626844 −13.452187
0.95 0.211887 0.211861 0.210779 −15.256735 −15.250002 −15.092442
1.00 0.000000 0.000000 0.000000 −15.955506 −15.942714 −15.939067
Table 4
The comparison between the Numerical, HPM and VIM solutions for F and F ′ , when α = −5 and Re = 209.
x F F ′
NM HPM VIM NM HPM VIM
0.00 1.000000 1.000000 1.000000 0.000000 0.000000 0.000000
0.05 0.984192 0.984635 0.984196 −0.627525 −0.611814 −0.627366
0.10 0.938178 0.939695 0.938195 −1.199529 −1.180830 −1.199224
0.15 0.865937 0.868553 0.865972 −1.670256 −1.661520 −1.669830
0.20 0.773337 0.776496 0.773397 −2.010594 −2.012280 −2.010074
0.25 0.667229 0.670123 0.667318 −2.210431 −2.211581 −2.209846
0.30 0.554528 0.556558 0.554648 −2.276613 −2.270762 −2.275987
0.35 0.441484 0.442580 0.441637 −2.227996 −2.222496 −2.227360
0.40 0.333226 0.333719 0.333412 −2.089568 −2.091747 −2.088959
0.45 0.233591 0.233806 0.233807 −1.887234 −1.895163 −1.886698
0.50 0.145179 0.145273 0.145421 −1.644143 −1.653375 −1.643709
0.55 0.069546 0.069565 0.069809 −1.378705 −1.386820 −1.378347
0.60 0.007460 0.007414 0.007744 −1.103997 −1.110336 −1.103603
0.65 −0.040836 −0.040940 −0.040526 −0.828107 −0.832742 −0.827475
0.70 −0.075398 −0.075543 −0.075043 −0.554979 −0.558157 −0.553866
0.75 −0.096395 −0.096554 −0.095965 −0.285455 −0.287391 −0.283660
0.80 −0.103984 −0.104117 −0.103442 −0.018333 −0.019130 −0.015801
0.85 −0.098231 −0.098282 −0.097543 0.248622 0.249033 0.251694
0.90 −0.079086 −0.078973 −0.078245 0.517711 0.519691 0.520405
0.95 −0.046400 −0.045996 −0.045478 0.790337 0.794755 0.789707
1.00 0.000000 0.000000 0.000000 1.066000 1.074636 1.003067
7. Result and discussion
For finding value of F ′′(0) = η, we solve F(1) = 0, and Re = 50 and α = 5 we get the root η = −3.5394. Table 1 shows
the value of F ′′(0) = η for various Reynolds numbers and angles. For finding the root of η by using HPM we apply Padé
approximation. As indicated in Figs. 2–7, the comparison between numerical results and VIM and HPM were illustrated
in various Reynolds number. And in Tables 2–5, the comparison between numerical result and HPM and VIM have been
illustrated via various Reynolds number.
8. Conclusions
Results clearly show that both methods of VIM and HPM, which were applied to the Jeffery–Hamel flow problem,
were capable of solving them with successive rapidly convergent approximations without any restrictive assumptions
or transformations causing changes in the physical definition of the problem. Among these two methods, VIM is
very user friendly because it reduces the size of calculations and also its iterations are direct and straightforward.
But as shown in Figs. 8 and 9, HPM led to more appropriate results when compared with that of VIM. The results
Z.Z. Ganji et al. / Computers and Mathematics with Applications 58 (2009) 2107–2116 2115
Table 5
The comparison between the Numerical, HPM and VIM solutions for F , when α = −5 and Re = 117.
x NM HPM VIM Error HPM Error VIM
0.00 1.00000000 1.00000000 1.00000000 0.00000000 0.00000000
0.05 0.99933144 0.99933145 0.99933053 0.00000000 0.00000092
0.10 0.99729157 0.99729158 0.99728785 0.00000000 0.00000372
0.15 0.99377617 0.99377618 0.99376763 0.00000001 0.00000854
0.20 0.98860617 0.98860619 0.98859054 0.00000002 0.00001563
0.25 0.98151937 0.98151940 0.98149401 0.00000003 0.00002535
0.30 0.97215861 0.97215866 0.97212044 0.00000005 0.00003817
0.35 0.96005618 0.96005625 0.96000146 0.00000007 0.00005472
0.40 0.94461411 0.94461421 0.94453837 0.00000010 0.00007575
0.45 0.92508054 0.92508067 0.92497841 0.00000013 0.00010213
0.50 0.90052214 0.90052231 0.90038737 0.00000017 0.00013477
0.55 0.86979373 0.86979394 0.86961936 0.00000022 0.00017436
0.60 0.83150656 0.83150684 0.83128562 0.00000028 0.00022094
0.65 0.78399899 0.78399934 0.78372590 0.00000036 0.00027309
0.70 0.72531510 0.72531555 0.72498827 0.00000045 0.00032684
0.75 0.65320054 0.65320111 0.65282636 0.00000056 0.00037418
0.80 0.56512948 0.56513018 0.56472748 0.00000070 0.00040200
0.85 0.45838224 0.45838310 0.45798998 0.00000086 0.00039227
0.90 0.33019957 0.33020058 0.32987401 0.00000102 0.00032555
0.95 0.17804408 0.17804510 0.17785374 0.00000102 0.00019034
1.00 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000
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Fig. 8. The comparison between error of HPM and VIM solutions for F(x), Re = 209, α = −5.
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Fig. 9. The comparison between error of HPM and VIM solutions for F ′(x), Re = 117, α = −5.
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show that these schemes provide excellent approximations to the solution of this nonlinear equation with high
accuracy. Finally, it has been attempted to show the capabilities and wide-range applications of the variational iteration
method (VIM) and homotopy perturbation method (HPM) in comparison with the numerical solution of Jeffery–Hamel
flow problems.
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