We derive the exact rate of pair production of oppositely charged scalar particles by a smooth potential step φ(x) ∝ tanh kz in three dimensions. As a check we recover from this the known results for an infinitely sharp step as well as for a uniform electric field.
Introduction
Spontaneous pair production of oppositely charged particles was first discussed by Heisenberg and Euler [1] by making use of the Dirac picture of the vacuum. It also provided the solution of the Klein paradox of relativistic quantum mechanics [2] for the scattering on a potential step. Within second quantized field theory it was first discussed by Hund [3] , as a precursor of the later famous calculation of Schwinger [4] , whose generalization to gravitational fields was made by Hawking [5] . Schwinger calculated the one-loop effective action of QED in a constant electromagnetic field by the proper time method. The imaginary part of this effective action yields directly the probability of pair production from the vacuum. The result confirms the fact anticipated by Sauter [6] twenty years earlier that particles can pass through strong repulsive potentials without the exponential damping expected in quantum tunneling processes. A detailed review and the relevant references can be found in Refs. [7] and [8] .
Another method to describe the problem of pair production is due to [9, 10] . It is based on the use of causal Green functions [11] to relate the particle production directly to the scattering process. It can be shown that the rate of pair production can be expressed as an ordinary energy-momentum integral over the logarithm of the reflection coefficient. This formula allows one to connect in a most transparent and efficient way the one-particle Dirac approach in which the Klein paradox first appeared with the second quantized field theory in which the problem was first solved satisfactorily. It has been used for many other developments including semiclassical approximations [12] [13] [14] . In the same papers [9, 10] , also the scattering and pair production processes by the Sauter potential φ(x) ∝ tanh kz were analyzed in detail. The exact solutions of the both Dirac and Klein-Gordon equations were found in this potential, and the causal Green functions were constructed to define the pair production rates of fermions and bosons. However, the calculations were never carried on to derive an exact expression for the pair production rate. It is the purpose of this paper to complete this gap.
Barrier scattering
Consider a relativistic scalar particle of charge e > 0 and mass m moving in an external electromagnetic potential A µ (z) = (φ(z), 0) corresponding to nonuniform electric field along z-direction with the strength E(z) = −∂φ(z)/∂z. Its kinetic energy and momentum are P 0 (z) = p 0 − eφ(z), p 3 
In the transverse direction the particle propagates freely as a plane wave exp
Thus we represent the solution of Klein-Gordon equation in the potential φ(z) as a product of this plane wave with the z-dependent wave function ψ(z) satisfying the Schrödinger-like equation (c = 1):
We shall consider the smooth step potential of the Sauter type
with v, k > 0, where the sharp step potential is recovered in the limit k → ∞ , while the limit k → 0 with fixed vk reproduces the linear potential due to a constant electric field.
In the potential (3), Eq. (2) can be solvable exactly [10] . The solution describes the barrier scattering of a particle impinging the left with asymptotic boundary conditions
where A 1 , A 2 and B are normalization constants. Let us introduce the initial and final values of the particle energy far to the left and to the right of the potential (3):
and the corresponding momenta
In the scattering process, the momenta p
in Eq. (6) are real thus restricting the asymptotic energies to P
To solve Eq. (2) with the asymptotic conditions (4) we set
where
We further replace z by the dimensionless variable
running from −∞ to 0. As usual, we extract the asymptotic behavior at z → +∞ (ζ → 0) with the help of the substitution
This brings Eq. (2) to the following differential equation for f (ζ):
The singularity at ζ = 1 suggests replacing
leading to a hypergeometric equation for the function w(ζ):
The solution is the hypergeometric function
up to some normalization factor. For z → +∞ (ζ → 0), this function tends to 1, and the solution of Eq. 
From these we determine the reflection and transmission coefficients for the Sauter potential:
In our discussion of pair production, we shall focus mostly on the reflection coefficient R. To find a simple expression for it, we relate the total kinetic energy P 
where we have used the relation Γ(1/2 + z)Γ(1/2 − z) = π/ cos πz.
In the limit k → ∞ whereδ → 1/2, Eq. (19) reproduces the well-known coefficient [7] :
for the reflection of a relativistic particle off a potential step
which arises from Eq. (3) in this limit.
For 4v
2 /k 2h2 > 1, the square rootδ in Eq. (13) becomes purely imaginary,δ ≡ iκ, where
is real. Then the reflection coefficient in Eq. (18) with A 1 and A 2 of Eq. (17) takes the form
where we have used the relation Γ(1/2 + iy)Γ(1/2 − iy) = π/ cosh πy.
A special case of uniform electric field along the z-direction is included here in the limit k → 0, v → ∞ with vk = −eE = const. It corresponds to a linear potential
in Eq. (3). In this limit, κ ≈ v/kh becomes very large, and µ ≈ ν ≈ κ/2 − (p 2 ⊥ + m 2 )/4he|E|, so that the reflection coefficient (22) reduces to
We have assumed in this section that the particles can pass through repulsive potential barrier with the same (positive) sign of the initial and final energies P (−) 0 = p 0 −v < 0 becomes negative, the famous Klein paradox arises. For a particle moving from left to right this means that the region of large positive z can only be accessible to antiparticle. Then a non-zero transmission coefficient must be present even for a strong potential ∆v > 2m, where ∆v ≡ eφ (+) −eφ (−) = 2v is the potential energy difference at infinity. As has been explained in Refs. [3] [4] [5] [6] [7] [8] , this happens for p 0 + v ≥ m and p 0 − v ≤ −m, implying the spontaneous production of particle-antiparticle pairs with the total energy difference P
Pair production
The pair production from the vacuum is now derived as follows. The average number of created pairs in the scattering process yields the same result as the imaginary part of the effective action in Schwinger calculation [9, 10] . This means that the probability for vacuum to remain a vacuum under the influence of the external potential, i.e., the vacuum persistence probability, is related to the reflection coefficient by
where the product and the sums are taken over all relevant quantum numbers p 0 and p ⊥ of the created particles. Correspondingly, the pair production probability is
In a box-like volume V ⊥ T with V ⊥ = d 2 x ⊥ = dx 1 dx 2 being the area of the potential step transverse to the z-direction, and T the total time, the sum over p 0 and p ⊥ becomes an integral
where the reflection coefficient R(p 0 , p ⊥ ) is defined by Eq. (19) or (23), and p ⊥ ≡ |p ⊥ |. The rotation invariance around the third axis reduces the integral d 2 p ⊥ to π dp 2 ⊥ . The remaining integral over p 0 and p 2 ⊥ is done over the Klein region
The change of the sign of P 0 (z) is necessary for a vacuum pair production by the Sauter potential (3) with v > m.
The pair production probability is now completely defined by Eqs. (27)- (29). The probability per unit area and unit time is
where the integration region in the (p 2 ⊥ , p 0 )-plane is shown in Fig. 1 . For the actual calculation, we interchange the order of integration in Eq. (30) to
We now replace p 0 → −p 0 in the first integral of Eq. (31) and make use of the symmetry of the reflection coefficient R(−p 0 , p
(19) and (23). The new integration region in the (p 0 , p 2 ⊥ )-plane is shown in Fig. 2 . As a result, we obtain for the pair production rate per unit area in the Sauter potential (3) the integral representation 
Potential Step
For a potential step of the Sauter type (3), the reflection coefficient as a function of p 0 and p 
The constraint suggests introducing a parameter θ so that
This allows us to express Eq. (33) in terms of θ as
where 
It is useful to eliminate the variable p 2 ⊥ in favor of θ in the first integral of Eq. (32).
Alternatively we could have defined The change of the measure in the first integral of Eq. (32) due to substituting p
With Eqs. (36) and (39), the pair production rate (32) takes the form
where the integration region in the (p 0 , θ)-plane is shown in Fig. 3 . The integrals in Eq. (40) are now straightforward to do. The right-hand integral yields
After this, the remaining integral in Eq. (40) becomes a combination of elliptic integrals via the substitution p 0 = (v − m)t with 0 ≤ t ≤ 1. The last term in (41) leads to
where I 2 (α) is the dimensionless t-integral
and K(α)
-integral over the first term in (41) into a t-integral:
where I 1 (α) is the dimensionless integral
This can be expressed in terms of the elliptic integrals of the first and second kind F (ϕ, 1/α) and E(ϕ, 1/α) as follows:
with ϕ = arcsin α.
Finally, collecting all contributions in Eq. (40) yields the pair production rate per area
Sauter potential
We employ now Eq. (32) to compute the pair production probability for the Sauter potential (3) where the reflection coefficient is defined by Eqs. (19) and (23) for all values of the parameters v and k. In order to illustrate the calculation, we specify these, for example, as (2v) 2 /k 2h2 > 1. In this case, the parameter k defines the inverse width of the electric field, whereas the parameter v governs its size |E| = vk/e, whose maximum is |E c | ≡ m 2 c 3 /eh ≃ 1.3 × 10 18 V/m. The limit k → 0 with fixed vk reproduces the linear potential due to a constant electric field.
The reflection coefficient of the Sauter potential with 4v
2 /k 2h2 > 1 is given by Eq. (23). An equivalent form of this is
where µ = µ(p 0 , p 
The right hand side is found by replacing each logarithm of the hyperbolic functions as ln(2 cosh x) = x + ln(1 + e −2x ) = x + ∞ n=1 (−1) n+1 e −2nx /n, and combining all sums.
With Eq. (49), the pair production rate per area (32) takes the form
where J (n) are the integrals
The region of integration is shown in Fig. 2 .
A physically more instructive quantity than the production rate (32) can be obtained by dividing w ⊥ by the width of the potential step. For the Sauter potential the width is defined by the ratio
Thus we obtain the pair creation rate per volume of nonzero field
We perform the p 2 ⊥ -integration in Eq. (51) by changing, for each n separately, from the variable p 2 ⊥ to the dimensionless one θ defined by
For each n, Eq. (54) yields 2πnν(p 0 , p 2 ⊥ ) = √ θ and dp 2 ⊥ = −(kh/nπ) 2 dθ. Let us also introduce the dimensionless functions
so that 2πnµ(p 0 , p
⊥ -integrals take the form
The two terms in Eq. (57) can now be combined into a single integral as follows. We
+ (p 0 ) in the first term, and
Noting that √ θ = ±[t/2 − θ (n) (p 0 )/2t] in the first and the second substitution, respectively, while dθ = (t/2){1 − [θ (n) (p 0 )] 2 /t 4 } dt in both cases, we obtain
Evaluating this integral yields
with
± are the hyperbolic cosine integrals, and the last two terms represent the leading terms in their asymptotic expansions for large arguments θ
− (p 0 )), we are left in Eq. (51) with the sum
of the integrals over the rather lengthy functions (61):
However, this sum can be combined into a single integral by subjecting J (n) ± in Eq. (63) to a change of variables p 0 → ξ provided that we define the new dimensionless integration variable ξ as follows.
In order to transform the integral J (n) + , we introduce the dimensionless variable
] within these limits, we resolve Eq. (64) in terms of p 0 as
with positive ξ due to p 0 ≥ 0. To determine θ (n) ± (p 0 ) of Eq. (58) in terms of ξ by means of Eq. (65), we find first for a given ξ the positive square roots
Combining these yields
From Eq. (67) we obtain, finally, the functions θ
Note
In order to treat the second integral J (n) − in Eq. (63), we define a new integration variable ξ similar to Eq. (64):
with positive ξ due to p 0 ≥ 0. To determine θ (n)
± (p 0 ) in terms of ξ by means of Eq. (70), we find now for a given ξ the positive square roots
It follows from Eq. (71) that
This yields θ (n)
− as follows:
Again, the inequality 
where the function f (ξ) has the form
After inserting p 0 (ξ) from Eq. (65) [or (70)], this reads explicitly
Note that the integral over this function vanishes:
Alternatively, we may introduce the variable η ≡ ξ/ξ to arrive at the integral
where γ ≡ m/hkξ = m/ √ v 2 − m 2 . The integrals J (n) are all functions of v, m, and k.
Pair Production Rates
Let us first check our final expression (50) with (79) by going to the limit of a constant electric field k → 0, v → ∞ with vk = e|E|, where the exact result is known. In this limit, the parameter γ becomes small and can be neglected, and the integrals (79) become approximately
Inserting these into Eq. (50) leads to the following hyperbolic sums
with ν = 2, 3, 4, where λ ± ≡ 2π(κ ±ξ) and Li ν (z) are the polylogarithm functions
Note that the constant field limit corresponds to large arguments in Eq.
We must exploit therefore the analytic continuation of the polylogarithm functions defined by the series (83) into the region |z| > 1. By taking advantage of the formula [15]:
where ζ(ν, q) is the Hurwitz zeta function
we bring the right-hand side of (82) to the form
For ν = 2, 3, 4 this reads explicitly,
Substituting Eq. (50) with Eqs. (81) and (88) into Eq. (53), we obtain the approximate pair production rate per nonzero field volume
We now take the constant-field limit k → 0, v → ∞ at vk = e|E| fixed, where λ − = ρ remains finite, while λ + = 4πκ − ρ ≃ 4πκ → 4πv/hk ≃ 4πeE/k 2h tends to infinity, so that Li ν (−e −λ + ) with ν = 2, 3, 4 vanishes. Moreover, the polylogarithm functions Li ν (−e −λ − ) with ν = 3, 4 do not contribute because of vanishing prefactors. All divergent terms cancel each other. Thus we obtain the pair production rate per nonzero field volume, which for constant field is the total volume:
Here we have inserted L = 4/3k from Eq. (52). The division by L is essential for getting a finite result in the constant-field limit. For completeness, we have reinserted in the final expression the light velocity c to verify the complete agreement with the result of Heisenberg and Euler [1] , Schwinger [4] , Nikishov [10] , and many others (see e.g. [13] and references therein).
For arbitrary k, the integral (76) cannot be evaluated in closed analytic form. In order to obtain an approximate rate formula we insert J (n) from Eq. (76) into Eq. (50) and interchange the order of summation and integration to find the expansion
The integral is simplified with the help of the summation formula
which permits us to bring the general rate to the form
or, by the symmetry of the function f (ξ) = f (−ξ), to the more symmetric form
Finally, integrating this by parts, we find
where the function g(ξ) vanishes on both ends. Explicitly, it reads
Remarkably, the second function under the integral (95) resembles a Fermi distribution. Indeed, we are going to show that the calculation of the integral (95) can be done by a method familiar to low-temperature expansions in statistical physics [16] . The condition necessary for pair production v = e|E|/k > m implies that the parameter k lies in the interval 0 < k < ǫm/h, where ǫ ≡ |E|/|E c |
and E c ≡ m 2 /eh (in natural units with c = 1) is the so-called critical field for which the work over two Compton wavelengths 2h/m can produce the energy 2m of a pair. At the upper end k = ǫm/h of the above interval, the rate (95) vanishes, sinceξ becomes zero. For the calculation of the exact pair production rate (53) from Eq. (94), we introduce the dimensionless parameter k ≡hk/ǫm, where 0 <k < 1, to rewrite Eq. (95) in terms of the dimensionless variablẽ ξ ≡ ξhk/v. This brings the production rate (53) to the form w = − (e|E|) 
and the dimensionless functiong(ξ) reads
We expand this function into a power series
with the coefficients g 1 (ξ) =ξ 3 ,g 3 (ξ) = −ξ(3 −ξ 2 )/2,g 5 (ξ) = 3(1 −ξ 2 ) 2 /8ξ , . . . .
Substituting the expansion (101) back into Eq. (98), we encounter the odd-moment integrals of the Fermi distribution
e 2π(ξ−κ)/ǫk 2 + 1 , n ≥ 0 .
These can all be found exactly. Performing the integrals yields a binomial expansion 
with argumentsλ
whereρ (ξ) ≡ 2π(ξ −κ)/ǫk 2 .
The exact production rate of Eq. (98) becomes now the sum
By making use of Eqs. (104), we rewrite this as an expansion over the polylogarithm functions
where the coefficients c m (ξ) are polynomials ofξ have evaluated this integral and checked the result by recovering the known limits of a sharp step potential and of a uniform electric field.
