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Abstract—For reliable millimeter-wave (mmWave) networks,
this paper proposes cooperative sensing with multi-camera oper-
ation in an image-to-decision proactive handover framework that
directly maps images to a handover decision. In the framework,
camera images are utilized to allow for the prediction of blockage
effects in a mmWave link, whereby a network controller triggers
a handover in a proactive fashion. Furthermore, direct mapping
allows for the scalability of the number of pedestrians. This
paper experimentally investigates the feasibility of adopting
cooperative sensing with multiple cameras that can compen-
sate for one another’s blind spots. The optimal mapping is
learned via deep reinforcement learning to resolve the high
dimensionality of images from multiple cameras. An evaluation
based on experimentally obtained images and received powers
verifies that a mapping that enhances channel capacity can be
learned in a multi-camera operation. The results indicate that our
proposed framework with multi-camera operation outperforms
a conventional framework with single-camera operation in terms
of the average capacity.
I. INTRODUCTION
Millimeter-wave (mmWave) communication is a key tech-
nology for fifth-generation (5G) wireless systems [1]. The
large bandwidth available at mmWave frequencies enables
transmission of multiple gigabits of data per second. With
mmWave communication, 5G wireless systems can support
contents that require high data rates, such as ultrahigh def-
inition and three-dimensional video contents [1]. However,
mmWave communication undergoes greater degradation than
microwave communications in terms of received power be-
cause of blockage effects caused by pedestrians [2]–[4]. The
blockage effects degrade the performance of mmWave com-
munication and prevent support for contents that require higher
data rates.
Handover among multiple base stations (BSs) is a promising
approach to maintain the performance of a mmWave link.
Many studies have investigated the system design of the
handover mechanism [5]–[7]. In the mechanisms, a handover
is triggered through a blockage prediction based on such
qualities of the relevant link as channel state information,
received power, and throughput. Therefore, when the variation
in the link quality is so fast that the blockage effect cannot be
predicted, handover systems cannot avoid degradation in the
qualities of mmWave links.
To avoid the degradation in the quality of the mmWave
link, we have in past research proposed a camera-assisted
proactive handover framework [8], [9]. The framework pre-
dicts blockages using camera images and triggers handovers in
a proactive fashion. The research in [8], [9] has conceptualized
the camera-assisted proactive handover and shown that using
camera images, a handover can be performed approximately
one second before blockage occurs through proof-of-concept
prototyping.
In the camera-assisted proactive handover framework, it
remains challenging to optimize the rules for a handover
decision because of the high dimensionality of the camera
images. To combat the high dimensionality, in previous studies
[8]–[10], a network controller estimates lower-dimensional
information related to pedestrian movement, such as posi-
tions/velocities, using a human tracking system, and makes
handover decisions based on the estimated information. How-
ever, the solutions limit the number of pedestrians and cannot
deal with situations where more pedestrians cause blockage
effects. For example, [10] assumed that a single pedestrian
causes blockage effects. Thus, this solution cannot deal with
a situation where two or more pedestrians cause blockage
effects.
To construct the optimal decision rule based on information
containing high dimensionality, deep reinforcement learning
(RL) provides a new approach [11]. Deep RL enables the di-
rect mapping of high-dimensional sensory input to an optimal
decision without explicitly estimating lower-dimensional infor-
mation necessary for control. Because of the direct mapping,
deep RL is applicable to more generic tasks rather than specific
ones. The study [11] showed that deep RL can successfully
map high-dimensional image inputs to an action in Atari 2600
games, and surpasses the performance of a professional human
player in many games. Although deep RL has been applied to
some research areas [12]–[14], its application to the problem
of constructing the optimal decision rule in a camera-assisted
proactive handover is a new direction.
Recently, we introduced a paradigm called the deep RL-
based image-to-decision proactive handover (I2D-PH) frame-
work [15]. The framework directly maps camera images1
to a handover decision without explicitly estimating the po-
1We used depth images [16] whose pixels measured the distance between
obstacles and a camera. Depth images allow us to obtain geometric relations
between the components of a scene. In the following discussion, we assume
that depth images are available to a network controller.
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sitions/velocities of pedestrians. The direct mapping allows
for the scalability of the number of pedestrians, i.e., it can
deal with situations where an arbitrary number of pedestrians
cause blockage effects as long as they are within the range
of coverage of the camera. We experimentally demonstrated
that via deep RL, the optimal mapping can be learned with
the objective of enhancing overall performance [15]. However,
blockage effects caused by a pedestrian out of the camera’s
coverage cannot be avoided. Thus, to deal with blockage
effects caused by an arbitrary number of pedestrians, multiple
cameras should be used. There is room to investigate the
feasibility of using multi-camera operation in the I2D-PH
framework.
This paper investigates the feasibility of adopting coop-
erative sensing with multi-camera operation to the I2D-PH
framework. The multiple cameras allow blockage prediction
while compensating for one another’s blind spots. Deep RL is
developed to learn the optimal mapping from multiple images
to a handover decision.
The main contributions of this paper are summarized as
follows:
• To successfully adopt cooperative sensing with multi-
camera operation to the I2D-PH framework, we design a
decision process where the state includes multiple images
from multiple cameras.
• We demonstrate the feasibility of adopting cooperative
sensing to the I2D-PH framework through an evalua-
tion using experimentally obtained camera images and
received powers. The evaluation validates that the frame-
work with multi-camera operation outperforms a conven-
tional framework with single-camera operation in terms
of the average capacity.
The remainder of this paper is organized as follows. Sec-
tion II provides the system model of the I2D-PH frame-
work with cooperative cameras. Section III discusses the RL
formulation for the handover, and Section IV provides an
experimental evaluation of the proposed handover framework.
Finally, Section V provides the conclusions of the paper.
II. I2D-PH FRAMEWORK WITH COOPERATIVE SENSING
A. System Model
We consider a scenario where multiple mmWave BSs, a
station (STA), and multiple cameras are deployed as shown
in Fig. 12. The STA is associated with one of the BSs, and
can perform handover to another BS according to a handover
command from a network controller.
Note that we consider multi-camera operation where the
cameras compensate for one another’s blind spots. Fig. 1
shows an example, where camera 1 is blind to pedestrian 2
because of limited coverage. Similarly, camera 2 is blind
2We assume that the positions of the STA and BSs are quasi-static, i.e., the
variation in the positions occurs over a longer time scale than the learning
procedure. The assumption is due to our focus on solving link blockage
problems caused by moving pedestrians. The consideration of the variation
in the positions of the STA and BSs during the learning procedure is beyond
the scope of this study.
mmWave STA
Pedestrian 1
Network controller
mmWave BS 1 mmWave BS 2
Handover
 command Reward
Consecutive
camera images
(blind to 
pedestrian 2)
Consecutive
camera images
(blind to 
pedestrian 1)
Camera 1 Camera 2
Pedestrian 2
Handover to 
another BS
Fig. 1. I2D-PH framework with cooperative camera sensing. Camera 1
compensates for the blind spots of camera 2, and vice versa.
to pedestrian 1. By combining images from the cameras,
the network controller can be aware of the movement of
all pedestrians. Based on the combined images, the network
controller predicts blockage effects and decides whether a
handover should be triggered.
We also consider whether a handover should be triggered
with regard to its cost [15]. The communication between the
BS and the STA can be disrupted because of the necessary
procedure for the association [17]. We define the duration for
which the communication is disrupted as service disruption
time Tdis.
B. Direct Mapping of Camera Images to Handover Decisions
The network controller directly maps consecutive images
from multiple cameras to a handover decision without explic-
itly estimating the positions/velocities of the pedestrians from
the images. That is, the network controller triggers handovers
based on the image pixels and variations in them. Because they
reflect the positions/velocities of each pedestrian in the images,
the framework can deal with the blockage effects caused by
each pedestrian within the images irrespective of their number.
C. Learning Procedure for Optimal Mapping
The network controller learns the optimal mapping of con-
secutive images from each camera to handover decisions via
deep RL. As shown in Fig. 1, the network controller obtains
images from each camera, triggers a handover in a trial-and-
error fashion, and subsequently obtains a reward—a perfor-
mance metric in the mmWave link such as received power,
throughput, or data rate—from the BS associated with the
STA. Based on the history of the camera images, the handover
decision, and the reward, the network controller learns the
optimal mapping that maximizes the expected cumulative sum
of rewards. The learning procedure continues for a predefined
duration.
III. MODEL FORMULATION
A. Reinforcement Learning
General RL algorithms including deep RL are executed in
a Markov decision process (MDP). An MDP consists of the
following four elements: a state set S, an action setA, a reward
function r : S × A × S → R, and transition probabilities
q : S × A → Ω(S), where Ω(S) denotes the collection
of probability distributions over S. At each decision epoch
t ∈ N, a decision maker observes state information st ∈ S .
Subsequently, the decision maker selects an action on the basis
of the policy pi : S → A(st), where A(st) ⊆ A denotes the set
of possible actions when state st is observed. Given the current
state st and selected action at ∈ A(st), the state transitions
to st+1 ∈ S in the next decision epoch t + 1 according to
transition probability q(st+1, st, at); thereafter, the decision
maker is given a reward r(st+1, at, st).
The objective of RL is to learn the optimal pol-
icy pi? that maximizes the expected cumulative sum of
future rewards. Let V pi(s) denote the expectation un-
der policy pi and the initial state s, i.e., V pi(s) :=
E
[∑∞
t′=0 γ
t′r
(
st+t′+1, pi(st+t′), st+t′
) ∣∣∣ st = s], where γ ∈
[0, 1) denotes the discount factor. The optimal policy pi?
satisfies the following condition:
V pi
?
(s) ≥ V pi(s), ∀s ∈ S,∀pi. (1)
In the MDP wherein S and A are both countable non-empty
sets, there exists at least one optimal policy [18].
To obtain the optimal policy, it is sufficient to obtain the
optimal action-value function Q? : S × A → R. The optimal
action-value function is defined as follows:
Q?(s, a) := Es′
[
r(s′, a, s) + γV pi
?
(s′) | s, a
]
,
s ∈ S, a ∈ A(s), (2)
where Es′ [ · | s, a ] denotes the expectation operator under the
transition probability q(s′, s, a). This is attributed to the fact
that the policy that selects the action that maximizes Q?(s, a)
is optimal. In this paper, the optimal action-value function is
learned via deep RL [11]3.
B. Decision Process in I2D-PH Framework with Multi-
Camera Operation
We formulate the decision process where the network con-
troller makes handover decisions in I2D-PH framework with
multi-camera operation. We define the states, actions, rewards,
and the state transition rule as follows.
1) States: For the network controller to utilize images from
multiple cameras to make handover decisions, we design the
states such that they contain consecutive images from each
camera. Let the numbers of deployed cameras and consecutive
images be denoted by I and N , respectively. We set the state
set as follows:
S := X (1) × · · · × X (1)︸ ︷︷ ︸
N
× · · · × X (I) × · · · × X (I)︸ ︷︷ ︸
N
×J × C.
(3)
3We apply the algorithm in [11] with a neural network (NN) architecture
in [15]; thus, we do not discuss the deep RL algorithm and NN architecture
due to restrictions of space.
In (3), X (i) for i = 1, 2, . . . , I denotes the set of all possible
images from the ith camera, J := {1, . . . , J} denotes the set
of BS indices, and C := { c | c ∈ Z, 0 ≤ c ≤ bTdis/τc }
denotes the set of remaining decision epochs until the service
disruption time ends, where J denotes the number of deployed
BSs, b·c : R → R denotes the floor function, and τ denotes
the interval between successive decision epochs.
Let st =
(
x
(1)
t , . . . , x
(1)
t−N+1, . . . , x
(I)
t , . . . , x
(I)
t−N+1, jt, ct
) ∈
S denote the state at the decision epoch t ∈ { t | t ∈ Z, t ≥
N}. The element x(i)t−k ∈ X (i) for i ∈ {1, . . . , I} and
k ∈ {0, 1, . . . , N − 1} is set as the image observed at the
decision epoch t − k in the ith camera. The element jt ∈ J
is set as the index of the BS associated with the STA. The
element ct ∈ C is set as the number of remaining decision
epochs that the network controller experiences until service
disruption ends. When the decision epoch is not within the
service disruption time, ct is set to zero.
2) Actions: We set the set of possible actions A(st) be as
follows:
A(st) :=
{
J , ct = 0;
{jt}, ct 6= 0.
(4)
That is, the controller selects the index of a BS when the
decision epoch is not within the service disruption time;
otherwise, the controller selects the index of the BS to which
a handover is triggered.
3) Reward: We set the reward as a performance metric in
the link provided by the BS associated at the given time with
the STA:
r(st+1, at, st) :=
{
R
(jt+1)
t+1 , ct+1 = 0;
0, ct+1 6= 0,
(5)
where R(jt+1)t+1 denotes the performance metric in the link
provided by BS jt+1 at t+ 1. In the performance evaluation,
we set R(jt+1)t+1 as the capacity in the link provided by BS jt+1
as discussed in Section IV. In (5), we set the reward to zero
when the decision epoch t+ 1 is within the service disruption
duration [17].
4) State Transition: The state transition to the next
state is as follows: Evidently, the consecutive images(
x
(1)
t+1, . . . , x
(1)
t−N+2, . . . , x
(I)
t+1, . . . , x
(I)
t−N+2
)
at t + 1 are
determined by concatenating the images x(1)t+1, . . . , x
(I)
t+1
with the images in st and removing the oldest images
x
(1)
t−N+1, . . . , x
(I)
t−N+1. Based on the definition of the state, the
term jt+1 is determined as follows:
jt+1 = at. (6)
The term ct+1 is determined as follows:
ct+1 =

ct − 1, ct 6= 0;
bTdis/τc, ct = 0, at 6= jt;
0, ct = 0, at = jt.
(7)
mmWave BS 1 mmWave BS 2
Camera 1
(blind to 
pedestrian 3)
mmWave STA
Pedestrian 1 Pedestrian 3
Pedestrian 2
Camera 2
(blind to 
pedestrian 1 and 2)
Fig. 2. Considered mmWave links.
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(Camera 1 
in Fig. 2)
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Moving Path
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(a) Measurement on BS 1 side.
mmWave
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 (STA in Fig. 2)
Measurement
device 
(BS 2 in Fig. 2)
Camera
(Camera 2 
in Fig. 2)
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Moving
 path
00.553.25 1.55
(b) Measurement on BS 2 side.
Fig. 3. Top view of the measurement environment. The measurement device,
camera, and mmWave transmitter are correspond to BS 1/BS 2, camera 1/cam-
era 2, and the STA in Fig. 2, respectively. Due to experimental limitations,
we used the same measurement equipment in the two measurements.
(a) Picure of measure-
ment environment.
(b) Camera image on
BS 1 side.
(c) Camera image on
BS 2 side.
Fig. 4. Picture of measurement environment and images obtained in each
measurement
IV. PERFORMANCE EVALUATION
A. Evaluated Scenario
We considered a scenario in which two BSs and an STA
were deployed as shown in Fig. 2. The STA was initially
associated with the BS that observed higher received power
compared with that of the counterpart when there were no
pedestrians. We called the BS initially associated with the STA
BS 1 and the other BS 2. BS 2 is a candidate BS in the case
the link between BS 1 and the STA is blocked by pedestrians.
B. Measurement Setup
We conducted two measurements and obtained two data sets
each of which contains received powers and camera images.
The former images were regarded as images from camera 1,
while the latter were regarded as those from camera 2 in
simulating the decision process as discussed in the following
subsection. The received powers obtained in the first measure-
ment were used for calculating the reward at BS 1 while those
obtained in the second measurement are used for calculating
that at BS 2.
We deployed a mmWave transmitter, a measurement de-
vice, and a camera as shown in Fig. 3. The transmitter was
considered to be the STA throughout the measurements. The
TABLE I
EXPERIMENTAL EQUIPMENT AND PARAMETERS
mmWave transmitter Dell Wireless Dock D5000
Spectrum analyzer Tektronix RSA306
Down-converter Sivers IMA FC2221V
Antenna Sivers IMA Horn antenna, 24 dBi
Depth camera Microsoft Kinect
for Windows (Model:1656)
Channel 60.48 GHz
Sampling frequency 56 MHz
Transmit antenna gain 10 dBi [19]
Receive antenna gain 24 dBi
Measurement bandwidth W1, W2 40 MHz, 20 MHz
measurement device and camera were considered as BS 1
and camera 1, respectively, in the first measurement, while
in the second measurement, they were considered BS 2 and
camera 2, respectively. The mmWave transmitter transmitted
signals at a carrier frequency of 60.48 GHz and subsequently,
the measurement device measured the power of a part of the
signals [2]. The transmitted signals were considered as uplink
signals from the STA to BS 1/BS 2. In the first measurement,
two pedestrians walked along the moving path in Fig. 3(a) and
blocked the path between the transmitter and the measurement
device. Similarly, in the second measurement, a pedestrian
walked along the moving path in Fig. 3(b). Table I summarizes
the experimental equipment and parameters associated with
the experiment.
C. Simulation Procedure of Decision Process
We divided the camera images and received powers into
two parts to perform learning and performance evaluation
based on different sets of data. Let the camera images and
received powers obtained in the ith measurement be denoted
by
(
x
(i)
t
)
t∈T and
(
P
(i)
t
)
t∈T , respectively, where x
(i)
t de-
notes the tth image obtained in the ith measurement, P (i)t
denotes the received power obtained at the same time, and
T = {1, 2, . . . , T} denotes the set of time indices. We divided
T into the following two subsets: T1 = {1, 2, . . . , T ′} and
T2 = {T ′ + 1, T ′ + 2, . . . , T}, where 1 < T ′ < T .
We simulated the decision process in the learning procedure
using
(
x
(i)
t
)
t∈T1 and
(
P
(i)
t
)
t∈T1 for i ∈ {1, 2}. The decision
epoch was set as the time step in which an image was obtained.
The decision process started at the time step at which x(1)N
and x(2)N was observed. The STA was initially associated with
BS 1 and the time at which the process started was not within
a service disruption time, i.e., jN = 1 and cN = 0. Thus, the
initial state sN was set to
(
x
(1)
N , . . . , x
(1)
1 , x
(2)
N , . . . , x
(2)
1 , 1, 0
)
.
The action aN was selected according to the -greedy policy
that is widely used in the learning phase in RL [11]; then, the
next state sN+1 was set such that it contained the images(
x
(1)
N+1, . . . , x
(1)
2 , x
(2)
N+1, . . . , x
(2)
2
)
, jN+1, and cN+1, where
jN+1 and cN+1 were determined based on aN as discussed
in Section III-B. The procedure was iterated and then ended
when the state contained the last images x(1)T ′ and x
(2)
T ′ .
TABLE II
PARAMETERS ASSOCIATED WITH RL
Discount factor, γ 0.99
The number of obtained images, T 16860
The number of images used for learning, T ′ 11240
Number of iterations of learning and evaluation 1000
Exploration rate,  1–0.01
(reduced by 0.01
per iteration)
Number of consecutive images, N 2
Number of pixels in an input image, P 40× 40
Interval between successive decision epochs τ 30ms
Minibatch size [11] 32
Frequency of updating the target network [11] 10000
Noise power spectral density σ2 −173 dBm/Hz
The performance metric R(jt+1)t+1 for jt+1 ∈ J and t ∈ T1 in
(5) was set as the capacity of the link between BS jt+1 and the
STA, and was calculated as follows: The performance metric
R
(jt+1)
t+1 was calculated by the Shannon capacity formula via
the obtained received power value P (jt+1)t+1 as follows:
R
(jt+1)
t+1 = Wjt+1 log2
(
1 +
P
(jt+1)
t+1
σ2Wjt+1
)
,
where σ2 and Wjt+1 denote the noise power spectral density
and measurement bandwidth in the jt+1th measurement, re-
spectively.
Subsequently, we evaluated the performance of the learned
policy. We simulated a decision process using the same
procedure as the learning procedure with the exception that
we used
(
x
(i)
t
)
t∈T2 and
(
P
(i)
t
)
t∈T2 for i ∈ {1, 2}, and the
action was selected so that the learned optimal action-value
in (2) is maximized. We calculated the time average of the
reward as a performance metric of the learned policy.
We iterated the learning and evaluation by using the same
dataset. We evaluated the policy that achieved the highest av-
erage reward throughout the iterations. Parameters associated
with the deep RL are summarized in Table II.
D. Compared Framework
We compared the proposed multi-camera operation with
a single-camera operation. To ensure fair comparison, we
designed the decision process in a single-camera operation by
formulating a decision process similar to that in Section III—
we replaced the images from multiple cameras in the definition
of the state with the images from a single camera—and under
this process, we learned a handover policy by deep RL. In this
decision process, the state at each decision epoch t was set as
follows:
st = (x
(1)
t , . . . , x
(1)
t−N+1, jt, ct).
In this decision process, the network controller was blind
to pedestrian 3. Through the comparison, we validated that
with the multi-camera operation, the blockage effects caused
by pedestrian 3 were successfully predicted; thereby showing
the feasibility of the multi-camera operation in the I2D-PH
framework.
E. Results
In Fig. 5, we validate that camera 2 compensated for the
blind spot of camera 1; thereby predicting blockage effects
caused by the pedestrian 3 who is out of the coverage of
camera 1. Fig. 5 shows an example of the time series of
the capacity for the service disruption time Tdis = 0 s.
The capacity of the link between BS 1 and the STA was
degraded approximately from 42.6 s to 43.3 s and that of the
link between BS 2 and the STA was degraded approximately
from 42.9 s to 43.4 s. Both frameworks successfully avoided
the blockage effect in BS 1 by triggering a handover to
BS 24. However, the framework without camera 2 remained
to associate with BS 2 despite of the blockage in BS 2;
hence experiencing greater degradation in the capacity relative
to associating with BS 1. Meanwhile, in the multi-camera
operation, the network controller triggered a handover from
BS 2 to BS 1 earlier and successfully avoided the degradation.
Fig. 6 confirms that the cooperative sensing with the mul-
tiple cameras contributed to performance enhancement. Fig. 6
shows the capacity averaged over the duration plotted in Fig. 5
for different service disruption time Tdis. When Tdis = 0 s
and 0.06 s, the framework with multi-camera operation out-
performed the framework with single-camera operation. The
average capacity in the framework with the multi-camera
operation was at most 5.10% higher than that with the single-
camera operation.
It should be notable that without explicitly estimating the
positions/velocities of the pedestrians, we could learn the han-
dover policy that led to performance enhancement in the multi-
camera operation. Thus, the results indicate the feasibility of
adopting the cooperative sensing with multiple cameras to the
I2D-PH framework.
Fig. 6 also shows that in a longer service disruption,
i.e., when Tdis = 0.12 s, the average capacity in the both
framework is equivalent to the average capacity in the link
between the BS 1 and the STA. The characteristic is attributed
to the fact that the both frameworks do not trigger a handover
because a handover does not contribute to the performance
maximization.
V. CONCLUSION
In this paper, we proposed cooperative sensing with multi-
camera operation in an I2D-PH framework for mmWave
networks. The framework directly maps camera images to a
handover decision, thereby dealing with the situation where
an arbitrary number of pedestrians cause blockage effects.
To successfully learn the optimal mapping in multi-camera
operation, we designed a decision process where the state
4The handover to BS 2 was not triggered in a proactive fashion. This could
be attributable to the fact that the capacity of the link between the STA and
BS 2 was much lower than that between the the STA and BS 1. In the situation,
a proactive handover did not contribute to the performance maximization; thus,
the network controller triggered a handover in a reactive manner.
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(a) In multi-camera operation. Handover to BS 2 was triggered at
42.63 s and handover to BS 1 was triggered at 42.90 s.
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(b) In single-camera operation. Handover to BS 2 was triggered at
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Fig. 5. Comparison between multi-camera operation and single-camera
operation in terms of time series of capacity for service disruption time
Tdis = 0 s. In the multi-camera operation, the blockage of the link between
BS 2 and the STA could be predicted and a handover to BS 1 was triggered
in a proactive fashion. In the single-camera operation, the handover to BS 1
was delayed because of the blindness to the blockage in BS 2.
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Fig. 6. Average capacity in Fig. 5 for different service disruption. In service
disruption time Tdis = 0, 0.06 s, the framework with multi-camera operation
outperforms that with single-camera operation. In a larger service disruption,
a handover is not triggered and the performance is equal to that without a
handover.
contains images from multiple cameras. The evaluation based
on the experimentally obtained camera images and received
powers demonstrated the feasibility of learning the optimal
mapping in the I2D-PH framework by showing that a camera
successfully compensated for the blind spot of another camera.
The evaluation also showed that the framework with multi-
camera operation outperformed a conventional framework with
single-camera operation.
ACKNOWLEDGMENT
This work was supported in part by JSPS KAKENHI Grant
Numbers JP17H03266 and JP18H01442, and by the KDDI
Foundation.
REFERENCES
[1] M. Agiwal, A. Roy, and N. Saxena, “Next generation 5G wireless
networks: A comprehensive survey,” IEEE Commun. Surveys Tuts.,
vol. 18, no. 3, pp. 1617–1655, Jul. 2016.
[2] Y. Koda, K. Yamamoto, T. Nishio, and M. Morikura, “Measure-
ment method of temporal attenuation by human body in off-the-shelf
60 GHz WLAN with HMM-based transmission state estimation,” Wire-
less Commn. Mobile Compt., vol. 2018, no. 7846936, pp. 1–9, Apr.
2018.
[3] K. Haneda, “Channel models and beamforming at millimeter-wave
frequency bands,” IEICE Trans. Commun., vol. E98-B, no. 5, pp. 755–
772, May 2015.
[4] G. R. MacCartney and T. S. Rappaport, “A flexible millimeter-wave
channel sounder with absolute timing,” IEEE J. Sel. Areas Commun.,
vol. 35, no. 6, pp. 1402–1418, Jun. 2017.
[5] X. Zhang, S. Zhou, X. Wang, D. Zhu, and M. Lei, “Improving network
throughput in 60 GHz WLANs via multi-AP diversity,” in Proc. IEEE
ICC 2012, Ottawa, Canada, Jun. 2012, pp. 4803–4807.
[6] Y. Sun, G. Feng, S. Qin, Y.-C. Liang, and T.-S. P. Yum, “Reinforcement
learning based handoff for millimeter wave heterogeneous cellular
networks,” in Proc. IEEE GLOBECOM 2017, Singapore, Singapore,
Dec. 2017, pp. 1–6.
[7] M. Mezzavilla, S. Goyal, S. Panwar, S. Rangan, and M. Zorzi, “An MDP
model for optimal handover decisions in mmWave cellular networks,”
in Proc. EUCNC 2016, Athens, Greece, Jun. 2016, pp. 100–105.
[8] Y. Oguma, R. Arai, T. Nishio, K. Yamamoto, and M. Morikura,
“Proactive base station selection based on human blockage prediction
using RGB-D cameras for mmWave communications,” in Proc. IEEE
GLOBECOM 2015, San Diego, USA, Dec. 2015, pp. 1–6.
[9] Y. Oguma, T. Nishio, K. Yamamoto, and M. Morikura, “Proactive
handover based on human blockage prediction using RGB-D cameras
for mmWave communications,” IEICE Trans. Commun., vol. E99-B,
no. 8, pp. 1734–1744, Oct. 2016.
[10] Y. Koda, K. Yamamoto, T. Nishio, and M. Morikura, “Reinforcement
learning based predictive handover for pedestrian-aware mmWave net-
works,” in Proc. IEEE INFOCOM Workshops 2018, Honolulu, HI, USA,
Apr. 2018, pp. 1–6.
[11] V. Mnin, K. Kavukcuoglu, D, Silver, and A. A. Rusu, et.al., “Human-
level control through deep reinforcement learning,” Nature, vol. 518, no.
529, pp. 529–533, Feb. 2015.
[12] S. Wang, H. Liu, P. H. Gomes, and B. Krishnamachari, “Deep reinforce-
ment learning for dynamic multichannel access in wireless networks,”
IEEE Trans. Cogn. Commun. Netw., vol. 4, no. 2, pp. 257–265, Jun.
2018.
[13] X. Wan, G. Sheng, Y. Li, L. Xiao, and X. Du, “Reinforcement learning
based mobile offloading for cloud-based malware detection,” in Proc.
IEEE GLOBECOM 2017, Singapore, Singapore, Dec. 2017, pp. 1–6.
[14] Z. Xu, Y. Wang, J. Tang, J. Wang, and M. C. Gursoy, “A deep
reinforcement learning based framework for power-efficient resource
allocation in cloud RANs,” in IEEE ICC 2017, Paris, France, May 2017,
pp. 1–6.
[15] Y. Koda, K. Nakashima, T. Nishio, K. Yamamoto, and M. Morikura,
“End-to-end learning of proactive handover policy for camera-assisted
mmWave networks using deep reinforcement learning,” arXiv preprint
arXiv:1904.04585, Apr. 2018.
[16] D. Eigen, C. Puhrsch, and R. Fergus, “Depth map prediction from a
single image using a multi-scale deep network,” in Proc. NIPS 2014,
Montre´al, Canada, Dec. 2014, pp. 1–9.
[17] W. Jiao, P. Jiang, and Y. Ma, “Fast handover scheme for real-time
applications in mobile WiMAX,” in Proc. IEEE ICC 2007, Glasgow,
Scotland, Jun. 2007, pp. 6038–6042.
[18] R. S. Sutton and A. G. Barto, Reinforcement learning: an introduction.
MIT Pr., Cambrige, MA, 1998.
[19] T. Nische, G. Bielsa, A. Loch, and J. Widmer, “Boon and bane of
60 GHz networks: Practical insights into beamforming, interference,
and frame level operation,” in Proc. ACM CoNEXT 2015, Heidelberg,
Germany, Dec. 2015, pp. 1–6.
