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Abstract
Previously developed Pade{related method of resummation for QCD ob-
servables, which achieves exact renormalization{scale{invariance, is extended
so that the scheme{invariance is obtained as well. The dependence on the
leading scheme parameter c2 is eliminated by a variant of the method of the
principle of minimal sensitivity. The subleading parameter c3 in the approx-
imant is then xed in such a way that the correct known location of the
leading infrared renormalon pole is reproduced. The pertaining {functions
in the approximant are quasianalytically continued by Pade approximants.
Two aspects of nonperturbative physics are accounted for in the presented re-
summation: a mechanism of quasianalytic continuation from the weak{ into
the strong{coupling regime, and the (approximant{specic) contribution of
the leading infrared renormalon. The case of the Bjorken polarized sum rule
is considered as a specic example of how the method works.
PACS number(s): 11.10.Hi, 11.80.Fv, 12.38.Bx, 12.38.Cy
I. INTRODUCTION
In QCD, as a result of extensive perturbative calculations, some observables are now
known to the next{to{next{to{leading order (NNLO, a3) in the power expansion in the
strong coupling parameter a  s=. Knowing such truncated perturbation series (TPS),
the question of their resummation is gaining importance, especially if the typical process
energies associated with the observable are low and thus the relevant coupling parameter is
large. In such cases, it is to be expected that additional perturbative and nonperturbative
eects, not explicitly contained in the TPS, will be numerically important. Many methods
of resummation, based on the available TPS, try to incorporate such eects. Some of these
methods eliminate the dependence on the renormalization scale (RScl) and scheme (RSch)
by xing them in the TPS itself in a judicious way { these methods could be regarded as
renormalization{group{improved methods of resummation: BLM{xing motivated by the
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large{nf cosiderations [1], Stevenson’s principle of minimal sensitivity (PMS) [2], Grunberg’s
eective charge method (ECH) [3] (cf. Ref. [4] for a related method). Some of the recent
works on resummations are the method of \commensurate scale relations" and related ap-
proaches [5], a method using an analytic form of the coupling parameter [6], ECH{related
approaches [7], and an expansion in the two{loop coupling parameter [8]. In the past few
years, Pade approximants (PA’s) were also shown to be a rather successful method of re-
summation [9], especially since the resummed results show in general weakened RScl{ and
RSch{dependence. The diagonal Pade approximants (dPA’s) are particularly well motivated
for observables since they are RScl{independent in the approximation of the one{loop evo-
lution of the coupling s(Q
2) [10]. In addition, PA’s go in their form beyond the polynomial
form of the TPS on which they are based, thus contain a strong mechanism of quasiana-
lytic continuation from the weak{ into the strong{coupling regime, and can consequently
incorporate some of the nonperturbative eects into the resummed result.
Recently, an extension of the method of dPA’s was presented [11] which leads to the exact
perturbative RScl{independence of the resummed result. We then extended the method so
that it is applicable also to NNLO TPS’s [12], and suggested there a simple way to x the
scheme by applying the principle of minimal sensitivity (PMS). The way suggested in [12]
does not work properly in practice since no minimum of the PMS equation @A=@c2 =0 [Eq.
(40) there] exists. The dependence of our approximants on the RSch{parameters c2 and
c3 of the original TPS is a signicant problem when the approximants are applied to the




This problem is addressed in the present paper. For the case of NNLO TPS, an ex-
tended version A of our approximant is constructed where the dependence on the leading
RSch{parameter c2 is eliminated by a variant of the PMS. Subsequently, the sub{leading
RSch{parameter c3 is adjusted so that the approximant reproduces the correct location of
the leading infrared renormalon pole. The latter procedure is carried out in the concrete
example of the BjPSR. The same method of c3{xing is then applied to Grunberg’s ECH
and Stevenson’s TPS{PMS approximants. Further, a PA{type of quasianalytic continuation
for the {functions is used in all these approximants. The resulting predictions for MSs (M
2
Z)
from the BjPSR are presented, along with those when PA’s are applied to the BjPSR. The
results are then summarized and compared with the world average. In conclusion, theoreti-
cal similarities and dierences between our approximant and other methods of resummation
(ECH, TPS{PMS; PA’s) are pointed out.
II. CONSTRUCTION OF C2{INDEPENDENT APPROXIMANTS
We consider a (QCD) observable S with negligible mass eects whose NNLO TPS is
assumed to be known
S[2] = a0(1 + r1a0 + r2a
2
0) ; (1)
with : a0  a(ln Q20; c(0)2 ; c(0)3 ;   ) ; r1 = r1(ln Q20) ; r2 = r2(ln Q20; c(0)2 ) : (2)
We denoted as=; Q0 is the Euclidean RScl; c(0)j (j2) are the RSch{parameters used













3 ; : : :)
h
= −0a2(1+c1a+c(0)2 a2+c(0)3 a3+   )
i
; (3)
where 0 and c1 in the {function are RScl{ and RSch{invariant. This RGE can be inte-

























2 ; : : :)
#
; (4)
where a0  a(ln Q20; c(0)2 ; c(0)3 ; : : :) and ~ is a universal scale (0:1 GeV). When subtracting
(4) from the analogous equation for a a(ln Q2; c2; c3; : : :), an equation is obtained which
relates a with a0, i.e., determines a in terms of a0. This equation then determines also the
expansion of a in powers of a0.
We make the following ansatz for our approximant, motivated by the RScl{invariant (but


















3 ; : : : (j =1; 2) as xed numbers, and c
(1)
2 6= c(2)2 .






2 ) can be xed by applying ve
conditions to the approximant. Three conditions are obtained from the so called minimal
requirement: When we expand the approximant back in powers of a0, the rst three coef-
cients of the original TPS (1) have to be reproduced. The additional two conditions are



















This allows us to x c
(j)
2 ’s. Parameters c
(j)














3 ); c3(c(1)3 −c(2)3 ) : (7)
The same problem is faced with the polynomial approximants ECH and TPS{PMS, where
then usually the value c3 = c
MS





and the value of c3 will be xed later.
Conditions (6) then depend also on the dierence c4  (c(1)4 −c(2)4 ) which we set equal
to zero to avoid further (presumably unnecessary) complications. Then the set of the ve
equations determining the parameter ~, the scales Q2j and the parameters c
(j)
2 (j =1; 2) can
be written explicitly in the following form:






2 = 0 ; (8)
27(c2)




























































= y+ ; ~ = − 1
2y−
; (11)




























− 3c(s)2  z20(c(s)2 ) ; 2 = r2 − r21 − c1r1 + c(0)2 : (13)
Here, 2 is an RScl{ and RSch{invariant, and therefore it is straightforward to see that the
solutions of the system (8){(11) for Q2j and c
(j)
2 (j =1; 2) and for ~ are independent of the




3 ; : : :). Eqs. (9){(10) originate from
PMS conditions (6), and the other three identities from the minimal condition.
The coupled system of three equations (8){(10) for the three unknowns c
(j)
2 (j =1; 2) and
y− 0 ln(Q1=Q2) can be solved numerically. The solutions which give j~j  1 or j~j  1
must be discarded because they would cause numerical instabilities in the approximant, and
they would not make sense physically either { one of the scales Q1, Q2 would be orders of
magnitude dierent from the other. There are apparently two possibilities: 1.) y−, c
(s)
2 and
c2 are all real numbers; 2.) c
(s)
2 is real, y− and c2 are imaginary numbers. In both cases,
the approximant itself would be real, as it shoud be.
If there are several solutions which give dierent values for the approximant, we should
choose (again within the PMS{logic) among them the solution with the smallest curvature





III. APPLICATION TO THE BJORKEN POLARIZED SUM RULE; C3-FIXING
The Bjorken polarized sum rule (BjPSR) involves the isotriplet combination of the rst


















where p2 = −Q2ph< 0 is γ momentum transfer. At Q2ph = 3GeV2 where three quarks are















3 ) = a0(1 + 3:583a0 + 20:215a
2
0) ; (15)






3 ; : : :) ; nf = 3 ; c
MS
2 = 4:471; c
MS
3 = 20:99 : (16)
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Solving numerically the system of equations (8){(11), we obtain one solution only
c
(1)
2 = 1:465 ; c
(2)
2 = 5:137 ; Q1 = 0:594 GeV ; Q2 = 1:164 GeV () ~ = 0:3301) : (17)
This solution is independent of the choice of RScl and RSch. For the time being, we will
set the higher parameters c
(j)
k =0 (k  4, j =1; 2). Now our approximant depends only on
the still free parameter c3. This dependence is numerically signicant. For a typical value
a0 =0:09 [) MSs (3GeV2)0:283, MSs (M2Z)0:113], the approximant (5) gives 0:1523 and
0:1632 when c3 =0; c
MS
3 , respectively, i.e. a dierence of 7:2%. In the case of the ECH and
TPS{PMS approximants for the BjPSR, the respective dierences are 3:8% and 4:0%.
The c3{dependence in these three approximants allows us to incorporate into them an
important piece of nonperturbative information { the location of the leading infrared (IR)
renormalon pole. This location for the BjPSR S, i.e. the lowest positive pole of the Borel
transform BS(z) of S, is predicted by large{nf (large{0) calculations [17]{ [18]: zpole =
1=0 (= 4=9). This corresponds to possible renormalon{ambiguity contributions 1=Q2ph.
Further, the location remains unchanged when we go from the large{nf to the realistic QCD
limit (0f 7!0). In order to ensure the correct location zpole =1=0, by adjusting the value
of c3 in the considered approximants, it is important to employ RScl{ and RSch{invariant
Borel transforms. Simple Borel transforms are not RScl{ and RSch{invariant, the use of
their TPS’s would lead to RScl{ and RSch{dependent c3{xing, which we want to avoid.
We use a variant of the invariant Borel transform B(z) introduced by Grunberg [19], who









where 1 is the rst Stevenson’s RScl/RSch{invariant of the observable S:
1(Q
2







Here, ~ is the universal scale appearing in Eq. (4), and  is a scale which depends on the
choice of the observable S but is RScl{ and RSch{invariant and even Qph{independent. We
note that 1(Q
2
ph) is, up to an additive constant (the latter is irrelevant for the position of
the poles of BS), equal to the inverse of the one{loop coupling a
(1−l:)(Q2ph). Thus, BS(z)
of (18) reduces to the simple Borel transform (up to a constant factor) once higher than
one{loop eects are ignored. The coecients of the power expansion of BS(z) of (18) are
RScl{ and RSch{invariant, in contrast to the case of the simple Borel transform. These
invariant coecients can be related with coecients rn of S most easily in a specic RSch
ck =c
k









zn  (c1z)c1z eBS(z) : (20)
Here, ~rn is the coecient at ~a
n+1 in the expansion of S in powers of ~aa(ln Q20; c21; c31; c41; :::),
and by denition ~r−1 = 0, ~r0 = 1. Thus, the expansion of the approximant
pAS2(c3) in
powers of ~a leads to the expansion of the (reduced) Borel transform eBpA(z) in powers of z.
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The coecients starting at z3 are c3{dependent. Terms with high powers of z are not reli-
able, because the approximant is based on an NNLO TPS S[2] with only two terms beyond
the leading order. We then employ Pade approximants (PA’s) of power expansion of eBpA,
since they are ecient in determining the simple pole structure of eBpA. We performed the
expansion of
pA(c3) up to ~a7, thus obtaining the expansion of eBpA(z) up to z6. This
allowed us to construct PAeB’s of as high order as [3=3] or [4=2]. The value of c3 in PAeB
was then adjusted to achieve zpole =1=0 (= 4=9). The resulting values of c3 are presented
in the second column (TPS) of Table I. We carried out the analogous c3{xing for the
PAeB c3 (pAS2): TPS PA c3 (ECH): TPS PA c3 (TPS{PMS): TPS PA
[2=1] 21.7 21.7 35.1 35.1 35.1 35.1
[3=1] 13.7 15.7 19.5 22.9 19.0 21.5
[4=1] 11.1 15.8 14.4 20.8 13.1 18.7
[5=1] 9.3 16.9 11.2 19.6 8.8 17.3
[1=2] 12.8 12.8 17.3 17.3 17.3 17.3
[2=2] 12.4 14.9 16.9 20.4 16.2 19.4
[3=2] 11:73:4i 15.8 15:86:4i 20:72:8i 15:47:4i 17:33:6i
[4=2] 10:32:8i 15.7 12:95:1i 20:41:8i 11:66:8i 17:02:6i
[1=3] 12.4 15.0 16.9 20.6 16.2 19.5
[2=3] 12.9 15:11:2i 17.4 19.3 18:30:8i 18.5
[3=3] 10:62:9i 14:01:7i 13:65:5i 20:22:0i 12:67:0i 16:92:7i
TABLE I. Predictions for c3 in our, ECH and TPS{PMS approximants, using PA's of the invariant
Borel transform eB(z) of the approximants and demanding that the lowest positive pole be at zpole = 1=0
(= 4=9). \TPS" denotes that the parameters c
(j)
k (k  4, j =1; 2) in our approximant, and ck (k  4) in
ECH and TPS{PMS, are set equal to zero; \PA" denotes that the {functions in the approximants are




4 ); [3=2] (ECH RSch, and TPS{PMS RSch).
polynomial approximants ECH and TPS{PMS1 to the BjPSR, and c3 predictions for them
are also included in Table I (columns with \TPS"). These entries in the Table suggest
the values c3  12:5; 17; 16 for our approximant, ECH, and TPS{PMS, respectively. The
predictions of PAeB’s of intermediate order ([3=1], [4=1], [2=2], [3=2], [1=3], [2=3]) appear to
give the most stable results. Predictions of the higher order PAeB’s gradually lose predictabil-
ity (predicted c3’s can even become complex) because of the afore{mentioned problem of
overdetermination. The lowest order PAeB’s are unreliable due to their too simple structure.
The possibility to adjust c3 in a similar way, in the ECH approximant, was apparently
rst mentioned by the authors of Ref. [21]. They referred to PA’s ([2=1]) of the simple Borel
transform, so their c3{predictions would depend on the choice of the RScl and RSch.
1The ECH approximant is A(ECH)S (c3) = a(ln Q2ECH; 2; c3; : : :); the TPS{PMS approximant is
A(PMS)S (c3)=aPMS−2a3PMS=2, with aPMS(c3)=a(ln Q2ECH; 32=2; c3; : : :), Q2ECH=Q20 exp(−r1=0).
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Up until now we have taken the higher scheme parameters c
(j)
k (k  4, j = 1; 2) in our
approximant (and in the ECH and TPS{PMS) to be simply zero. This corresponds to the
simple truncation of the corresponding {functions (TPS). However, since the considered
observable has low process energy Qph  1:73 GeV, we can expect the nonperturbative eects
to be important. Therefore, also the higher terms / c(j)k xk+2 (k  4, x s=) of the {
function should be expected to contribute signicantly to the determination (via evolution)
of the relevant coupling parameters of the approximants. This leads us immediately to the
question of quasianalytic continuation of the (x) functions from the small{x into the large{
x regime. We can choose again Pade approximants (PA’s) as a tool of this quasianalytic
continuation, keeping c3 as the only free parameter, and subsequently determine c3 in the
afore{mentioned way.
In our approximant
pAS2(c3), there are two relevant {functions, characterized by
the RSch{parameters (c
(1)
2 ; c3; : : :) (RSch1) and (c
(2)
2 ; c3; : : :) (RSch2) and determining the
evolution and the values of the coupling parameters a1  a(ln Q21; c(1)2 ; c3; : : :) and a2 
a(ln Q22; c
(2)
2 ; c3; : : :), respectively. In the (NNLO) ECH and the TPS{PMS approximants,
the corresponding RSch{sets are (2; c3; : : :) and (32=2; c3; : : :), respectively. For RSch1,
ECH and TPS{PMS RSch, we have at rst the freedom to construct [2=3], [3=2], or [4=1]




4 (c4 =0) has to be fullled. Since c
(1)
4
is a unique function of c3 once a PA1 choice has been made for RSch1, we then have for
PA2 of RSch2 the possibilities [2=4]; [3=3]; [4=2]; [5=1]. For each choice of PA’s, we essen-
tially repeat the afore{mentioned procedure of determining the value of c3. We consider the
best choice of PA’s to be the one that gives the most stable prediction of c3 over various
PA’s [M=N ]eB of the invariant Borel transform of the approximant. This turns out to be
for our approximant
pAS2(c3) the choice2 ([2=3]1, [2=4]2), and [3=2] for the ECH and
TPS{PMS. The corresponding predictions for c3 are given in Table I (columns with \PA").
Those from PA’s [M=N ]eB of intermediate order are signicantly more stable than the cor-
responding ones with truncated {functions (\TPS"). This is a numerical indication that
the PA{continuation of the {functions improves the ability of the approximants to discern
nonperturbative eects in the considered observable. The \PA"{entries in Table I give
us approximate values c3 =15:5; 20; 19 for our, the ECH, and the TPS{PMS approximant,
respectively.
There is yet another argument in favor of our specic choice of PA’s. The chosen PA’s
[2=3]1 and [2=4]2 (or: [5=1]2) have positive poles with mutually similar values: xpole =
0:334; 0:325 (or: 0:291), respectively. The value of xpole (=pole=) indicates a point where
\both a strong and an asymptotically{free phase share a common infrared attractor" [22].
Therefore, it is reasonable to expect that only those RSch’s whose (x){functions have about
the same value of xpole are suitable for the use in calculation of nonperturbative eects.
3
Thus, the mutual proximity of xpole’s of RSch1 and RSch2 PA’s is now yet another indication
that these PA’s, chosen previously on the basis of the stability of c3{predictions, are the
2The choice ([2=3]1, [5=1]2) gives virtually the same and almost as stable c3{predictions.
3On the other hand, in purely perturbative QCD, all RSch's are equivalent, at least formally.
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reasonable ones. What happens if we choose for RSch1 and RSch2 other PA’s? In such
cases, we always end up with one of the following situations: Either the two corresponding
positive xpole values are far apart, or both values are unphysically small, or one (positive)
xpole doesn’t exist, or there are no predictions for c3 (not even unstable), or xpole values are
unstable under the change of c3 in the interesting region c3  12{16 (the latter occurs for
[3=3]2 and [4=2]2, when RSch1 has [2=3]1). So, the choice [2=3]1 and [2=4]2 (or [5=1]2)
in our approximant is not just the choice giving the most stable c3{predictions, it is also the
only choice giving mutually similar (and reasonable) values of xpole of RSch1 and RSch2.
Further, the choice [3=2] for the ECH and TPS{PMS RSch’s gives us xpole values similar to
the ones previously mentioned: xpole =0:263 for ECH with c3 =20; xpole =0:327 for TPS{PMS
with c3=19. Even other choices of PA for the ECH and TPS{PMS RSch’s ([2=3], [4=1]),
which also give rather stable and very similar c3{predictions, give us xpole  0:27{0:41.
Therefore, we see in all cases a clear correlation between the stability of the c3{predictions
on the one hand and xpole  0:3{0:4 on the other hand. Finally, [2=3] is then the good
choice for MS RSch,4 since it has xpole =0:311. The choices [3=2] and [4=1] for MS RSch
give xpole =0:119; 0:213, respectively, which are further away from 0:3{0:4.
Now that all the hitherto unknown parameters in our approximant (5) have been deter-
mined, we can use it, as well as the ECH and the TPS{PMS approximants with the afore{




(=a0) from the measured values of the BjPSR S(Q
2
ph =3GeV
2). The experimental values
at Qph =
p







= 0:177 0:018 ; (21)
where the constant jgAj is known [24] from {decay measurements: jgAj= 1:257 (0:2%).
Thus the experimentally allowed values for the considered BjPSR observable S are
S(Q2ph =3 GeV
2) = 0:155 0:086 : (22)
The experimental uncertainties are high, mainly because of the eects of perturbative evo-
lution on the small{xBj extrapolation of the polarized structure functions appearing in the
sum rule (14), as explained in Ref. [24]. We can vary a0 in our, and any other, approximant
for the BjPSR S in such a way that the values (22) are reproduced. We then obtain the
predictions for MSs (3GeV
2) given in Table II. Given there are always three predictions for
s, corresponding to the three values of S (22). The results are given for our, the ECH and
the TPS-PMS approximants,5 all with the described c3{xing and with the afore{mentioned
PA{type continuation of the pertaining {functions: [2=3] (RSch1), [2=4] (RSch2), [3=2]
(ECH), [3=2] (TPS{PMS), [2=3] (MS). Given are also predictions of such approximants
when the {functions are taken as simple TPS’s (with c
(j)
k = 0 for k  4). To highlight
4c3 in MS [cf. Eq. (16)] has been determined in Ref. [23].
5MSs predictions corresponding to Smax=0:241 cannot be made with the TPS{PMS approximant;
the latter cannot be larger than (2=3)3=2−1=22 0:233, due to its specic polynomial form.
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approximant s(3 GeV2) s(M2Z)pAS2 (c3=15:5; PA's) 0:2755+0:0342−0:1068 0:1120+0:0047−0:0219
ECH (c3=20:; PA's) 0:2770+0:0371−0:1082 0:1122
+0:0051
−0:0221
TPS{PMS (c3 =19:; PA's) 0:2778+?−0:1090 0:1123
+?
−0:0222pAS2 (c3=12:5; TPS's) 0:2798+0:0487−0:1109 0:1126+0:0064−0:0224
ECH (c3=17:; TPS's) 0:2801+0:0504−0:1112 0:1127
+0:0066
−0:0225
TPS{PMS (c3 =16:; TPS's) 0:2808+?−0:1119 0:1128
+?
−0:0226pAS2 (c3=0:; TPS 's) 0:2853+0:0581−0:1159 0:1134+0:0073−0:0231
ECH (c3=0:; TPS 's) 0:2841+0:0573−0:1148 0:1133
+0:0072
−0:0230
TPS{PMS (c3 =0:; TPS's) 0:2848+?−0:1155 0:1134
+?
−0:0231














N3LO TPS (r3=128:05) 0:2983+0:0855−0:1281 0:1152
+0:0095
−0:0247
NNLO TPS 0:3127+0:1021−0:1403 0:1171
+0:0102
−0:0260
TABLE II. Predictions for MSs at Q2=3 GeV
2; M2Z , derived from various resummation approximants
to the BjPSR at Q2photon=3 GeV
2.
the importance of c3{xing, we included also predictions of these approximants (with TPS
{functions) when we simply set c3 =0 in them. In addition, predictions of the following ap-
proximants are included in Table II: TPS S[2] (15) (NNLO TPS); TPS S[3] with r3 =128:05
(N3LO TPS); o{diagonal Pade approximants (PA’s) [1=2]S and [2=1]S; square root of the
diagonal PA (dPA) [2=2]S2, which is based solely on the NNLO TPS S[2], as are the pre-
vious two o{diagonal PA’s; [2=2]S is the dPA constructed on the basis of the N
3LO TPS
S[3] with r3 = 128:05. For [2=2]S and N
3LO TPS we chose the value r3 = 128:05 (in MS,
at RScl Q20 = 3GeV
2) because then the [1=2] PA of the invariant Borel transform eBS (20)
predicts the correct location of the leading IR renormalon pole zpole = 1=0. We wrote in
Table II numbers with four digits so that predictions of various methods can be more easily
compared.
We included in Table II the corresponding predictions MSs (M
2
Z) at the canonical scale
Q2 = M2Z . They are obtained from 
MS
s (3GeV
2) by evolution via four{loop RGE (3) to
Q2 =M2Z , using the values of the four{loop coecient c3(nf) in the MS RSch [23] and the
corresponding three{loop matching conditions [25] for the flavor thresholds. We used the
matching at (nf) = mq(nf ) with the choice  = 2, where mq(nf) is the running quark
mass mq(mq) of the nf ’th flavor and (nf) is dened as the scale above which nf flavors
are active. If increasing  from 1:5 to 3, the predictions for the central, upper, lower values
of s(M
2
Z) decrease by about 0:11%, 0:15%, 0.03 %, respectively. If we use [2=3] instead
of TPS in the RGE evolution 
MS
s (3 GeV
2) 7! MSs (M2Z), the results for MSs (M2Z) change
(decrease) by less than 0:04%, i.e., insignicantly.
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In Fig. 1 we present the values of various approximants as functions of MSs (M
2
Z). Our,
ECH and TPS{PMS approximants are presented there for the case when the pertaining
{functions are simple TPS’s and the values of c3 in them have been xed by the afore{
mentioned method to 12.5, 17, 16, respectively. These three approximants, for the case when
the pertaining {functions have the mentioned PA{type continuation, and c3 values are 15.5,
20, 19, respectively, are presented in Fig. 2. In the latter Figure, the three approximants
with the TPS {functions (appearing in Fig. 1) are included as well, for comparison.
IV. DISCUSSION AND CONCLUSIONS
The results presented in Table II and in Figs. 1{2 show clearly that nonperturbative
eects, as reflected in the mechanism of quasianalytic continuation from the small{a into
large{a regime and in the presence of the leading infrared (IR) renormalon pole, play an
important role in the BjPSR at low photon transfer momenta Qph  1:73 GeV. These
eects decrease the predicted value of MSs (M
2
Z) by very substantial amounts. Our approx-




−0:0219 (see Table II). Availability of
additional data on polarized structure functions, especially in the low{xBj regime, would
signicantly reduce the uncertainties of the BjPSR{predictions for MSs (M
2
Z).
The present world average is MSs (M
2
Z) = 0:1190:002 [26]. The NNLO TPS predictions
of the considered BjPSR (0:117+0:010−0:026, see Table II) cover the entire world average interval
and more. However, when the afore{mentioned two classes of nonperturbative eects are
taken into account, e.g. via the use of our or the ECH approximants and by the afore{




Z)max  0:117 (0:119, if employing
the more conservative approach with TPS {functions) { see Table II. But the value 0:117
is cited as the lower bound of the world average.
This raises intriguing questions about the reasons for the discrepancy. One speculative
possibility would be that some of the Feynman diagrams contributing to the N3LO term
(yet unknown) of the BjPSR have a genuinely new topology not appearing in the lower
diagrams, and that such new topology diagrams push the predicted values of MSs (M
2
Z)
signicantly upwards. The resummation methods based on the NNLO TPS cannot \foresee"
such contributions. In this context, we note that the afore{described c3{xing in our, ECH
and TPS{PMS approximants enables these approximants to be based on more than just the
information contained in the NNLO TPS and in the RGE. However, since the location of the
(leading) IR renormalon pole can be determined by the large{nf (large{0) considerations,
the mentioned c3{xing apparently does not incorporate information from those possible
higher{loop diagrams whose topologies are genuinely new.
Another possible reason for the discrepancy between our MSs {predictions and those of the
world average could for example lie in a hitherto underestimated relevance of nonperturbative
contributions and of higher order perturbative terms in the numerical analyses of data for
some QCD observables. This possibility should be seen also in view of the fact that (some)
NNLO contributions (a3) are not yet theoretically known for several of the quantities
whose data have been analyzed to predict the world average MSs (M
2
Z)=0:119 0:002 [26].
However, lower values are allowed by some recent NNLO analyses: MSs (M
2
Z) = 0:1180:006
[27] from the CCFR data for xBjF3 structure function from N DIS; 0:1174  0:0024 [28]
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from data for F2 structure function from ep DIS. Our result 0:1120
+0:0047
−0:0219 has overlap with
the lower halves of the latter two intervals.
From the theoretical point of view, we are dealing with three types of resummation
approximants for NNLO TPS’s of QCD observables in the present paper:
1. Pade approximants (PA’s) provide an ecient mechanism of quasianalytic continua-
tion. However, they do not possess RScl{ and RSch{invariance, although their depen-
dence on the RScl and on the leading RSch{parameter c2 is in general weaker than
that of the original TPS. They have no dependence on the subleading RSch{parameter
c3 since they are insensitive to all higher than one{loop details of the RGE flow under
the change of the RScl in the approximant.
2. Grunberg’s ECH and Stevenson’s TPS{PMS methods do not possess a strong mech-
anism of quasianalytic continuation, except the one provided by the RGE{evolution
of the coupling parameter a itself.6 This is so because these approximants do not
go beyond the polynomial form in terms of the coupling parameter a. On the other
hand, these approximants do achieve RScl{ and c2{independence, since they represent
a judicious choice of the RScl and of c2 in the TPS. They do possess a signicant
c3{dependence.
3. Our approximants provide an ecient mechanism of quasianalytic continuation, since
they reduce to the diagonal PA expression [2=2]
1=2





k ; ck 7! 0 for k  1). At the same time, they possess invariance under the
change of the RScl and of the leading RSch{parameter c2. They do possess a signicant
c3{dependence.
4. The dependence on c3 (and on ck, k  4) parameters in our, ECH and TPS{PMS ap-
proximants allows us to incorporate into them important nonperturbative information
about the location of the leading IR renormalon pole. Further, it allows us to use in
these approximants quasianalytically continued {functions (PA{type), thus presum-
ably additionally strengthening the eects of quasianalytic continuation mechanism.
It appears that the leading higher{twist term contribution to the BjPSR (1=Q2ph) [29]{
[30] is implicitly contained in our approximant, as well as in the ECH and the TPS{PMS, via
the afore{mentioned c3{xing. The described approach implicitly gives a (approximation{
specic) prescription for the elimination of the (leading IR) renormalon ambiguity.
A more detailed and extensive presentation of the subject will appear shortly [31].
6In the one{loop limit, this would amount to the [1=1] PA{type quasianalytic continuation mech-
anism for a itself.
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FIG. 1. Predictions of various approximants as functions of MSs (M2Z). The values of
c3{parameter in our approximant (c3 = 12:5), ECH (c3 = 17:) and TPS{PMS (c3 = 16:) have
been adjusted to ensure the correct location of the leading IR renormalon pole, as discussed in the


























FIG. 2. Predictions of our approximant (with c3 = 15:5), ECH (with c3 = 20:), and TPS{PMS (with
c3 = 19:) as functions of MSs (M
2
Z). The PA choices of the RGE {functions were made as explained in
the text. For comparison, we include also the corresponding predictions from Figs. 1 when the TPS's are
used for the {functions. The values of the c3{parameter have been adjusted in all cases to ensure the
correct location of the leading IR renormalon pole, as discussed in the text. The experimental bounds (22)
Smin=0:069, Smax=0:241 and Smid=0:155 are indicated as horizontal lines.
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