Besides the role that W (f ) contributes to the proof of algebraic independence of multipliers, both [6, Theorem 1.5] and alternative solutions of [6, Theorem 1.1] provided by Victor S. Kulikov [6, §4] and Elmer Rees [5, §1] show that W (f ) has some remarkable properties and so it might be of independent interest. As a byproduct of Theorem 1.1, we answer Rees's conjecture [5, §2] that the rank of dM at f is n 1 for arbitrary f (x) allowing multiple roots.
Let us compute dim[W (f )] for small n. In the following examples, we only consider nonzero W (f )s. By Corollary 1.2 and [6, Theorem 1.5.(ii)], f (x) = q (x) 2 h(x) for a polynomial h(x) and a quadratic q(x) ∈ C [x] . If g(x) ∈ C[x] then we write R(x) = R(f, g)(x) := f ′′ (x)g(x) − f ′ (x)g ′ (x) . Notice that the defining condition f (x) | R(f, p)(x) of W (f ) is preserved under an affine change of coordinates defined as x → ax + b for any a, b ∈ C, a = 0. So by varying two parameters, we can assume q(x) = x 2 or x 2 − 1, which depends on whether q(x) has multiple roots. 2 for some nonzero c ∈ C by Corollary 1.2. It follows that (n 2 , n 4 ) = (2, 0) or (0, 1) and n i = 0 elsewhere. In both cases r = 0, which implies that µ = 1 = dim[W (f )]. Example 1.4 (quintic polynomial). Let n = 5, we have deg h = n − 2 deg q = 1. Assume h is monic, then h(x) = x − c for some c ∈ C.
Suppose q(x) = x 2 . If c = 0, then f (x) = x 4 (x − c) contains exactly one simple root and one root of multiplicity four. From the condition f | R, one checks that elements in W (f ) are scalar multiples of x(6x − 5c). So dim[W (f )] = 1. If c = 0, then f (x) = x 5 . Again, calculating from f | R shows that W (f ) = {x 2 g(x) : deg g = 1}. Therefore dim[W (f )] = 2. Now suppose q(x) = x 2 − 1, we check that dim[W (f )] = 1. If q(c) = 0, f (x) contains exactly one simple and two double roots. The condition f | R is equivalent to saying that p(x) ∈ W (f ) is a scalar multiple of (x 2 − 1)(6cx − 5c 2 − 1). On the other hand, if q(c) = 0, f (x) has exactly one double root and one root of multiplicity three. From f | R, p(x) ∈ W (f ) if and only if it is a scalar multiple of (x 2 − 1)(x − c).
Complete results on related information of dim[W (f )] for small n values are summarized in Table 1 . 1 1 2 1 1 3 2 2 1 2 1 1 1.1. Notation. Let R(f ) be the set of distinct roots of f (x). Let R i (f ) ⊆ R(f ) be the set of roots of f (x) with multiplicity exactly i, as before n i := |R i (f )|. In the course of the proof of dim[W (f )] = µ (Theorem 1.1.(ii)), a key step is to group elements in R(f ) according to different multiplicities. So we divide R(f ) into the following three sets
So it follows from the above formula of R(f, p)(x) and
, and
, and f ′′ (x) .
We denote Q(
Next, we express Q(x) in the monomial basis {1,
Explicit substitution shows that
Proof. By Theorem 2.2 since f β and f 2 γ are relatively prime,
. Let us prove Theorem 1.1.(ii) under the case n 1 = 0. By Remark 2.1, if n 1 = 0 then
Remark 2.5. Recall in Theorem 1.1, r = n − 2 − (n 2 + 2N 3 ). If we write n as n 1 + 2n 2 
is divisible by the square of a quadratic polynomial, we have either n 2 ≥ 2 or N 3 ≥ 1 together with some k s ≥ 4. By (2. 
] is a polynomial. From these remarks, Lemma 1.5 reduces to the following claim.
Claim. Let p(x) be a polynomial of degree at most n−2.
vanishes at all simple roots of f .
Using these facts, we can rewrite d(x) from (1.1.2) as the following:
We set
While evaluating R(f, p) at x = α i , we may disregard all terms that are divisible by f α (x). So, F and R(f, p) vanish at all x = α i simutaneously.
when we divide G on both sides of (2.2.3). Note G(α i ) = 0 for all 1 ≤ i ≤ n 1 . As rational functions, it is equivalent to say
3. Basic properties of Z(η, ω; s, k) Proposition 3.1. Let η, ω be points in C s with ω i = ω j for all i = j and assume
ss ′ be the first and second map respectively. They are both natural inclusions.
Proof. For part (1) , in Z = Z(η, ω, s, k) if we replace k by k + 1, then the dimension of the resulting space Z = Z(η, ω, s, k + 1) would jump up at most one. Namely, if Z and Z do not coincide then Z is generated by Z and a certain polynomial of degree k + 1.
For part (2) , one may easily check that Z(η, ω; s, k ′ ) is a subspace of Z(η, ω; s, k) and
We denote the corresponding inclusion maps by i k ′ k and i ss ′ respectively.
We will use the following obvious assertion.
k+1 as variables, we can regard this as a homogeneous s × (k + 1) linear system. So, we can write down the corresponding matrix A with respect to the monomial basis {1, x, . . . , x k }.
Since s ≤ k + 1, the number of columns in A is always greater than or equal to the number of rows in A.
So it suffices to check 1 ≤ rank A ≤ s. First note that rank A ≤ min{# columns of A, # rows of A} = min{k + 1, s} = s. On the other hand, by multiplying the first column of A by −ω 1 and adding it to the second column, the first entry of the resulting column becomes −1 = 0. Hence rank A ≥ 1.
By Remark 2.5, Corollary 1.2, and [6, Theorem 1.
The matrix A defined in (3.3.1) play an important role when we compute dim[W (f )]. From now on, we call A, the associated matrix attached to Z(η, ω, s, k). At first glance, A shares similarity with the Vandermonde matrix, so we expect A attains full rank under certain mild conditions. Here are some examples. 
Example 3.5. We use a brute-force calculation to check if k ≥ 3, dim[Z(η, ω; 2, k)] = k − 1 = µ. Since k ≥ 3, the associated matrix A has at least four columns. Our plan is to prove by contradiction. Suppose to the contrary, then Remark 3.6 says A does not have full rank. Let A 1 , A 2 be the first and second row of A respectively. Since A is a 2 × (k + 1) matrix, A 1 = cA 2 for some nonzero c ∈ C. By (3.3.1),
Equating the first entry from the above expression, we obtain η 1 = cη 2 . Substituting η 1 = cη 2 in the second through fourth entries of the equation A 1 = cA 2 , and we have
We continue to show that (3.5.1) and (3.5.2) implies c = −1, η 1 + η 2 = 0, and
Let R 2 (η, ω) be the right-hand side of (3.5.2). Plugging 1 − c from (3.5.1) into R 2 (η, ω), we obtain
Dividing ω 1 −ω 2 on both sides of (3.5.2), we obtain cη 2 (ω 1 +ω 2 ) = 2+2cη 2 ω 2 =⇒ cη 2 (ω 1 −ω 2 ) = 2. Combining this with (3.5.1), we can say 1 − c = cη 2 (ω 1 − ω 2 ) = 2 ⇒ c = −1. In short, we obtain η 2 (ω 2 − ω 1 ) = 2 by substituting
Let L 2 (η, ω) be the left-hand side of (3.5.3). Using (3.5.4), we obtain
2 ). Moving L 2 (η, ω) to the right-hand side, we obtain ω 2 1 + ω 2 2 − 2ω 1 ω 2 = 0. In other words, ω 1 = ω 2 , which contradicts our setting in (1.1.3) . This example will serve as the base case for an induction argument in Theorem 5.3.
We mainly focus on Z(η, ω, s, k) whose associated matrix attains full rank. In fact, our proof of dim[W (f )] = µ is essentially a verification of whether the associated matrix of W (f )
Since A does not attain full rank, Z(η, ω, 2, 2) is degenerate by Remark 3.6.
Zarhin's idea
Zarhin suggests that the Chinese reminder theorem (CRT) can be used to show nondegeneracy of W (f ). Following his idea, we prove a corollary of Theorem 1.
In the second part, we generalize Zarhin's idea to claim
using Hermit interpolation. Recall Lemma 1.5 says W (f ) ∼ = Z(δ, α; n 1 , r). So, (4.1) is an instance of (4.2) if we consider the substitution (δ, α, n 1 , r) ⇒ (η, ω, s, k). We assume r ≥ 2n 1 − 1 throughout this section. By (2.1.4), we know that n 2 + (k 1 − 2) + · · · + (k N3 − 2) ≥ n 1 + 1.
Applications of CRT.
To begin with, we denote R = C [x] , I = p(x) the ideal in R generated by polynomial p(x), and define an auxiliary polynomial
. Also we write I r = x − r for each r ∈ R(f ). As a result, we can define a quotient space corresponding to A f ,
Since ideals I αi , I βj , I γ l are coprime in R, we can apply CRT to say that
where
Note d i is well-defined since α i are simple roots of f (x). Applying Lemma 1.5, we deduce the kernel of π is exactly W (f ). So if we can show π is an epimorphism, the first isomorphism theorem [2, Theorem 3.3.16] tells us that V (f ) ∼ = P n−2 /W (f ). In other words,
So, proof of (4.1) reduces to the following claim.
Theorem 4.1. The map π : P n−2 → V (f ) is an epimorphism.
Proof. Given a i , b j ∈ C and c l (x) ∈ P 1 , we want to find a polynomial p(x) ∈ P n−2 such that
, and for every 1 ≤ i ≤ n 1 we construct
Since ideals I 2 αi , I βj , and I 2 γ l are coprime in C [x] , the partial fraction of 1/Q(x) can be written in the form
the Euclidean algorithm, and similarly C s (x) are obtained from c s (x)C s (x) dividing (x − γ s ) 2 . We know the polynomial
is of degree at most K := 2n 1 + n 2 + 2N 3 − 1. Furthermore, applying CRT, we can say p(x) in (4.1.2) satisfies the congruence relation:
2) is what we expect, it suffices to prove
2 ). So we can write p(
. By this construction:
. Let g i (x) be the first derivative of g i (x)(a i x + a i ).
Differentiating on both sides of (4.1.5), we obtain
Finally, it's trivial to check that π is an C-linear map.
Applications of Hermite interpolation.
We begin with a statement of Hermite interpolation that fits into the context of Z(η, ω, s, k). 
T is a well-defined vector space isomorphism.
Proof. First note, ev s is bijective from Theorem 4.2. To verify linearity, let h, g ∈ Z(η, ω; s, 2s − 1) and c ∈ C. Since both C s and C [x] are vector spaces,
Since the map ev s is well-defined, Z(η, ω; s, 2s − 1) is isomorphic to C s via ev s .
Proof of statement (4.2).
Let k ≥ 2s − 1 be given. As in Corollary 4.3, the evaluation map ev s,k :
T is again linear. In addition, ev s is surjective because C s ∼ = Z(η, ω; s, 2s − 1) embeds into Z(η, ω; s, k) as a subspace via Proposition 3.1. By the first isomorphism theorem [2, Theorem 3.
To compute the dimension of the kernel of ev s,k , recall that ker(ev s,k ) :
Reduction of associated matrix
The main result we are going to prove in this section is that degenerate Z(η, ω, s, k)s, where k ≥ 2s − 2, are restricted in the sense that
As an application, we prove dim[W (f )] = µ whenever r = 2n 1 − 2. Combining Example 3.5, Corollary 2.4 and (4.1), we complete the proof of Theorem 1.1.(ii) except the last case (n 1 , r) = (3, 3), which is handled in §6. In order to prove our main results, we first present the following induction step.
Lemma 5.1. Assume k ≥ s + 1 and let Z(s + 1, k) := Z(η, ω; s + 1, k), and Z(s, k − 2) = Z( η, ω; s, k − 2) where ω is obtained from ω by ignoring ω i and
Proof. Let ev i : Z(s + 1, k) → C be the evaluation map p(x) → p(ω i ). We write Z i for the kernel of ev i . Then
So we get an inclusion ρ :
. Differentiating on both sides, we obtain
Dividing (ω j −ω i ) 2 on both sides, we obtain p
. Combining this with the above inequality, 
The last equality follows from (2.2.1). Let ω, η be (s − 1)-tuples where ω is defined from ω by ignoring ω 1 and η defined via
is a rational function, let h(x) be the numerator of d(x) (in lowest terms).
is not identically zero. So is the polynomial h(x). By (5.1.1), deg h ≤ n 2 + N 3 − 1 ≤ n 1 − 1. So h(x) cannot vanish at more than n 1 − 1 points by the fundamental theorem of algebra. Suppose to the contrary that W (f ) ∼ = Z(δ, α; n 1 , r) is degenerate. By Theorem 5.3,
So h(x) also vanishes at all α i s. This contradicts the fact that deg h ≤ n 1 − 1. So all W (f )s that are isomorphic to Z(δ, α, n 1 , r) with r = 2n 1 − 2 are non-degenerate. These spaces have dimension µ = r + 1 − n 1 from Remark 3.6.
Examples of degenerate W (f )
In this section we will prove the last case (n 1 , r) = (3, 3) of Theorem 1.1.
(ii) and check that the boundedness condition on n 1 in Theorem 1.1.(ii) for W (f ) to be non-degenerate is necessary by constructing three types of explicit examples. (i.e. Theorem 1.1.(iii))
is degenerate (i.e., dim Z(4, 4) = 2) with α i s appropriately chosen.
We outline the major steps in the construction of degenerate W (f )s:
(i) Modulo Proposition 3.2, there are only four types of polynomial f such that
. Let a be the leading coefficient of p. We claim a ∈ Z ∩ [3n 2 + 4N 3 , ∞). (iii) For each pair (n 1 , r) ∈ Z × Z satisfying 0 < r < 2n 1 , let ev i : Z(n 1 , r) → C be the evaluation map p(x) → p(α i ). From Remark 5.2 and Lemma 5.1, ev i is onto and has kernel isomorphic to Z(n 1 , n 1 − 2), which naturally sits in Z(n 1 ,
is of one of the following form then the inclusion Z(3, 2) ֒→ Z(3, 3) ∼ = W (f ) is an isomorphism.
Proof of Theorem 6.1 modulo (i)∼(v). Given f /f α = x 4 with n 1 = 4, consider the evaluation homomorphism ev 4 : Z(4, 4) → C 1 . ev 4 is onto by step (iii). Moreover, we have ker( 2) . On the other hand, dim W (f 4 ) = 1 by step (iv). So if f 4 is of the form in step (v), we get dim Z(3, 2) = dim W (f 4 ) = 1 ⇒ dim[Z(4, 4)] = 2, which shows W (f ) ∼ = Z(4, 4) is non-degenerate.
6.1. Proof of step (i) and (ii). To begin with (i), let k ≥ 3, we have for
If W (f ) = 0, we must have 1 ≤ n 2 + N 3 . Hence for W (f ) = Z(k, k), we have n 2 + N 3 = 1 or 2. In the first case, N 3 = 1, n 2 = 0 otherwise f won't be divisible by a square of a quadratic polynomial. Hence Step (i), we can say the following.
Proposition 6.2. Suppose that n 1 = r. Then f has distinct multiple roots if and only if f (x) = x 4 f α (x) modulo certain affine change of coordinates x → λx + µ. In particular, Theorem 6.1 is equivalent to Theorem 1.
1.(iii).
To show (ii), we know by common denominator Now we can multiply A −1 to obtain x = A −1 (Ax) = 0. In particular x 11 = 0 ⇒ a = 0 or 1, but a ∈ {6, 7, 8} by (i.1). This is a contradiction.
