Improving the Performance of Text Summarization by Mohammadreza Vali Zadeh
I 
 
DImproving the Performance of Text Summarization
Mohammadreza Valizadeh
MAP-i PhD program
Faculty of Science of the University of Porto
2014
Supervisor 








University of Porto 
MAP-I PhD program 
 
Improving the Performance of Text 
Summarization 
by 
Mohammadreza Valizadeh  
 
Submitted in partial fulfillment of the requirements for the  
Degree of Doctor of Philosophy in Informatics  
at the Faculty of Science of the University of Porto 
 



















I would like to dedicate this thesis to my loving wife, Fatemeh Valizadeh, and 








This work was almost impossible to be concluded by a single individual working alone. 
There are always several very important persons involved at scientific and personal level. 
Here I would like to express my deepest thankfulness to them.  
I would like to start by thanking God for all help, meaning and peace in my life. After that, 
I would like to acknowledge my supervisor, Prof. Pavel Brazdil, for his constant and kindly 
support throughout this work. He was always present to give support. He has been like a 
sympathetic father for me.  
The work was carried out at LIAAD/ INESC TEC and I would like to thank this laboratory 
and INESC TEC for providing all necessary conditions for carrying out this work.  
I also want to thank all the teachers I had during my B.Sc., M.Sc. studies in my home 
country and during my Ph.D. studies in Portugal. 
At a personal level, I must thank my family, specially my wife, Fatemeh Valizadeh, for her 
unconditional support, during several years. I also thank my parents for their prayers and 























" هﺪﯾﺰﮔ و یﻮﮔ ﻢﮐﮔرد نﻮﭼ یﻮ  "یﻮﺠﻨﮔ ﯽﻣﺎﻈﻧ  
“Tell little and selected, like pearl.” 












This thesis is concerned with the area of automatic summarization of multiple documents. 
We propose several methods that improve the accuracy of the summaries. We have explored 
document density in graph-based multi-document summarization. We have tested the 
assumption that the higher the density of a document, the higher the salience (score) of its 
sentences leading to better summaries. Experimental results show that a summarization system 
that uses this concept outperforms previous graph-based models in generic and query-based 
multi-document summarization tasks. Also, density-based algorithms converge faster.  
We have also done work on user-based models of multi-document summarization. We note 
that different users can generate rather different summaries on the basis of the same source 
data and query. We have exploited machine learning techniques to generate models oriented to 
specific users, but for the same query and source data. The users’ models are based on a set of 
features that includes also certain topology-based features from the graph-based models. 
However, we also re-use various other features related to individual sentences. Experimental 
results show that this was a very good line to follow.  
In addition, we propose also an ensemble summarizing system that includes different user-
based summarizing systems, but is user-independent. This system is comparable with other 
automatic unsupervised summarizing system, as it is not user-specific, but achieves far better 
performance.  
The final investigation that was carried out is based on this assumption that the sentences 
selected into the summary should be coherent and supplement each other in meaning. As the 
methods are not yet advanced enough to explore semantic relationships, we have limited our 
attention to relationships based on syntax. In particular, we have explored the actor-object 
relationship (AOR) between sentences. This work lead again to marked improvements in the 
overall result, particularly when combined with the rather successful approach that involves 
ensemble summarizing system.  
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La partie principale de notre travail se centre sur le thème des résumés automatiques de 
documents multiples. Dans cet étude nous proposons plusieurs méthodes qui améliorent la 
qualité des résumés. Nous avons exploré la densité du document dans le processus de 
synthèse basé sur les graphes et nous avons testé l'hypothèse selon laquelle plus la densité 
d'un document, plus la saillance (score) de ses phrases, ce qui conduit à de meilleurs résumés. 
Les résultats expérimentaux montrent qu’un système de sommairization qui utilise ce concept 
dépasse des modèles précédents basés sur graphs, dans des tâches de sommarization de multi-
documents soit génériques soit fondés sur une requête (query). En outre, les algorithmes 
basés sur densité sont plus rapides à converger.  
Nous avons également travaillé sur des modèles de sommarization de multi-documents 
basés sur les utilisateurs. Nous notons que les différents utilisateurs peuvent générer assez 
différents résumés sur la base des mêmes données de base et de requête. Nous avons exploité 
les techniques d'apprentissage automatique pour générer des modèles orientés vers des 
utilisateurs spécifiques, mais pour la même requête et les mêmes données de base. Les 
modèles des utilisateurs sont basés sur un ensemble de fonctionnalités qui inclut également 
certaines caractéristiques de topologie des modèles basés sur des graphes. Pourtant, nous 
avons également réutilisé plusiers d’autres fonctions relacionées à des phrases particulières. 
Les résultats expérimentaux montrent que c'était une très bonne ligne à suivre. 
En outre, nous proposons également un système de sommarization qui comprend différents 
systèmes de sommarization basés sur les utilisateurs, mais qui est indépendant de l'utilisateur. 
Ce système, qui représente en fait un ensemble de systèmes, est comparable à un système 
automatique de sommarization sans surveillance, car il n'est pas spécifique à l'utilisateur, 
mais il atteint une performance beaucoup mieux. 
L'investigation finale qui a été réalisée est basée sur cette hypothèse que les phrases 
sélectionnées dans le résumé doivent être cohérentes et que leurs signifié devraient se 
compléter. Comme les méthodes ne sont pas encore assez avancés pour explorer des relations 
sémantiques, nous avons circonscrit notre attention  aux relations basées seulement sur la 
syntaxe. En particulier, nous avons exploré la relation acteur-objet (AOR) entre les phrases. 
Ce travail conduit à nouveau à des améliorations marquées dans le résultat global, en 
particulier lorsqu'il est combiné avec l'approche assez réussie qui implique un systéme de 
sommarization composé par un ensemble de systèmes. 
 
Mots-clés 
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 A parte principal do nosso trabalho centra-se na área de sumarização automática de vários 
documentos. Neste estudo propomos vários métodos que melhoram a precisão dos resumos. 
Explorámos a densidade do documento baseada em sumarização multi-documento através de 
grafos e testamos a hipótese de que quanto maior for a densidade de um documento, tanto 
maior será a pontuação das frases. Os resultados experimentais mostram que um sistema de 
sumarização que usa este conceito supera os modelos baseados em grafos com tarefas 
genéricas de sumarização multi-documento e com base em consulta. Além disso, as soluções 
com base em densidade são mais rápidas a convergir. 
Assim, investigámos modelos de sumarização orientados para um dado utilizador. Nota-se 
que diferentes utilizadores podem gerar sínteses bastante diferentes com base na mesma fonte 
de dados e de consulta. Nós exploramos técnicas de aprendizagem automática para gerar 
modelos orientados para utilizadores específicos, considerando a mesma consulta e fonte de 
dados. Os modelos dos utilizadores são baseados num conjunto de atributos, incluindo certos 
atributos relacionados com a topologia de grafo. No entanto, também reutilizámos outros 
atributos relacionados com frases individuais. Os resultados experimentais mostram as 
vantagens desta proposta. 
Propomos ainda um sistema de sumarização integrado (ensemble) que inclui sistemas de 
sumarização de utilizadores diferentes mas que é independente do utilizador. Este sistema é 
comparável com outro sistema de sumarização não supervisionado, já que não é específico do 
utilizador, mas alcança um desempenho muito melhor. 
A investigação final que foi realizada é com base na premissa que as frases selecionadas 
para o sumário devem ser coerentes e complementar mutualmente um significado. Como os 
métodos ainda não são suficientemente avançados para explorar relações semânticas, 
limitamos a nossa atenção para relações baseadas na sintaxe. Em particular, exploramos a 
relação ator-objeto (AOR) entre as frases. Este trabalho conduziu novamente a melhorias 
marcantes no resultado geral, especialmente quando combinada com a abordagem bastante 
bem-sucedida que envolve sistema de sumarização integrado (ensemble). 
Palavras-chave 
Sumarização de documentos múltiplos, abordagens baseadas em grafos, técnicas de 
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As users do not have enough time to read documents in detail, shorter versions of the 
documents are of interest. Document summarization generates a short text for a single 
document or multiple documents. This summary should be informative and as short as 
possible. It means that the summary should cover important concepts of the original 
document or documents and should not include unnecessary details. 
 
1.1 Multiple Document Summarization 
Extractive and abstractive methods are two main approaches to summarize documents 
automatically. Extractive methods concatenate the important sentences to the summary. 
Abstractive methods exploit language processing and rephrasing of sentences.  
Graph-based models are widely used in extractive multi-document summarization systems. 
The sentences of a given document set are presented as a graph in which nodes represent 
sentences and edges the similarities between sentences. The cosine measure is normally used 
to represent the similarity. Computing the importance of the sentences is the next step. The 
final step involves identifying the sentences with high importance and concatenating them into 
the summary. 
The important sentences can be identified also using supervised approaches that exploit 
certain features, such as number of nonzero similarity links to other sentences and sentence 
rank computed using existing algorithms (e.g. T-LexRank). Therefore, the features and the 
ranking algorithms that exploit those features are the core of many extractive methods. 
As we can see, one of the important steps is to compute the sentence rank. If proposed 
systems can compute better ranks of the given sentences, the final summary will include 
sentences that are more informative and useful. 
One of the purposes of this thesis is to introduce several mechanisms that enable to compute 
ranks of the sentences better than the existing methods. We propose several enhancements for 
multiple documents summarization which are reviewed below. All enhancements mentioned 
can be considered also as the principal achievements of this thesis. 
Principal Achievements in the Area of Multi-Document Summarization 
Density-Based Graph-based Model Summarization 
Several algorithms based on PageRank algorithm have been proposed to rank the document 
sentences in the multi-document summarization. LexRank and T-LexRank algorithms are well 
known examples (Erkan et al., 2004; Otterbacher et al., 2005). In literature different concepts, 
such as weighted inter-cluster edge, cluster-sensitive graph model and document-sensitive 
graph model have been proposed to improve the algorithms mentioned above (Wei et al., 
2008, 2010; Padmanabhan et al., 2005).  
In this thesis, a density-based graph model for multi-document summarization is proposed 
by introducing the concept of density to LexRank and T-LexRank algorithms. The resulting 
generic multi-document summarization systems, DensGS and DensGSD and also the query-
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based variants, DensQS, DensQSD have been evaluated on standard data sets discussed in 
detail in Chapter 3. The standard measure was used in the evaluation. The results show that 
our proposed method outperforms the other graph-based methods. 
User-Based Models for Query-Focused Multi-Document Summarization 
Most research on multi-document summarization explores methods that generate the 
summary based on queries regardless of the users’ preferences. We note that different users 
can generate somewhat different summaries on the basis of the same source data and query. 
This thesis presents our study on how to exploit the information about how users summarized 
their texts. We can thus use machine learning techniques to learn to generate new summaries. 
In this research we explore a technique that generates models for different users for the same 
query and data set. The users’ models are based on certain topology-based features that have 
been introduced. In order to learn the models, we need to construct the training data on the 
basis of given human summaries that have been provided with the standard collections. By 
focusing on summaries from a particular user, we can obtain user-based models which in turn 
can generate user-based summaries.  
Alternatively, we can exploit summaries of different users to obtain a combined method that 
permits to generate a summary for a new user. The resulting model can be compared to 
ensemble methods. Here we propose a kind of ensemble summarizing system. We have 
evaluated this method and the results reveal that the proposed method achieves better 
performance compared to the state of the art methods. 
Actor-Object Relationships for Query-Based Multi-Document Summarization 
In this part we explore yet another hypothesis. We believe that the sentences selected into the 
summary should be coherent and supplement each other in their meaning. One method to 
model this relationship between sentences is by detecting actor-object relationships (AOR). 
The sentences that satisfy this relationship have their importance value enhanced. This 
research combines the ensemble summarizing system and AOR to generate summary. We 
have evaluated this method and again the results show that AOR can improve the 
performance significantly.  
1.2 Publications Related to the Scientific Achievements  
The research work developed in this thesis gave us the opportunity to attain several relevant 
scientific contributions. These were published in scientific journals or presented at specialized 
international conferences. A list of publications is as follows: 
The results of density-based graph models for multi-document summarization were 
published in: 
 “Density-Based Graph Model for Multi-Document Summarization”, Proceedings 
of the 16th Portuguese Conference on Artificial Intelligence, EPIA 2013 (edited 
proceedings, not Springer volume). 
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 “Density-Based Graph Model Summarization: Attaining better Performance and 
Efficiency” will appear in the journal of Intelligent Data Analysis (ISI, 5-year IF: 
0.71) in 2015. It was accepted in Feb. 2014. 
An article discussing the user-based models for query-based multi-document 
summarization was submitted to journal of Intelligent Information Systems as a journal paper 
entitled: 
“User-Based Models for Query-focused Multi-Document Summarization” which 
was submitted to the Journal of Intelligent Information Systems (Springer, ISI, IF: 
0.833) in March 2014.   
An article describing the actor-object relationships system for query-based multi-document 
summarization leads to the following publication: 
“Actor-object Relationships for Query-focused Multi-Document Summarization”, 
Journal of Soft Computing (Springer, ISI, IF: 1.124). DOI: 10.1007/s00500-014-
1471-x, Oct. 2014. 
1.3 Organization of the Thesis 
This thesis started by giving a short introduction to the area of multiple documents 
summarization. This was followed by the presentation of the results of our work.  
In Chapter 2 we present some introductory concepts. 
Chapter 3 is dedicated to the presentation of some relevant related work in the area of multi-
document summarization. 
Chapter 4 presents our work and describes our proposed systems for unsupervised graph-
based summarization. 
Chapter 5 describes our proposed systems for user-based summarization and the 
enhancements resulting from the exploitation of certain relationships among sentences. 
In Chapter 6 we conclude this thesis and point out several future directions of research that 















This chapter describes some concepts that are used in the subsequent chapters. The concepts 
are organized in several sections, covering machine learning techniques, representation of 
documents and text mining, graph concepts and ranking. This chapter can be skipped by 
informed readers. 
 
2.1 Machine Learning 
 
Machine learning techniques are widely used in text mining and summarization. Therefore, 
we describe some well-known concepts referred to in the subsequent chapters.  
Some machine learning methods that are described here have been used further on in this 





The goal of classification is to assign objects (examples) to one or more predefined classes. 
It can be done manually or automatically.  Automatic classification systems can be 
constructed with the help of so called supervised learning. Each system has two phases of 
operation: training phase and test phase. In the training phase, the classifier processes a 
training data set containing a set of attribute-value pairs and the corresponding class label. 
The algorithm discovers relationships between the attributes that make it possible to predict 
the output class. In the test phase the system (i.e. classifier) predicts a certain output class for 
a given input in the form of categorical values. The system is given data not encountered 
before, which contains the same set of attributes. The system analyses the input and produces 
a prediction output (Tan et al., 2006; Quinlan, 1993; Mitchell, 1997). Fig.2.1 shows a typical 











Decision tree learning is a common classification method (Breiman et al., 1984; Rokach et 
al., 2008). A decision tree is a directed tree that is used as a classifier. In the training phase, a 
model (i.e. tree) is generated that can predict the value of a target variable for the test data. 
We reuse here one example from a book on machine learning by Mitchell (1997), which is 

















Fig.2.2 An example of decision tree. 
Fig.2.2 shows a decision tree that can be used to determine whether to play golf. Given a 
weather forecast. Each node tests an attribute (e.g. Outlook, Humidity and Wind) of the 
instance (case) and each branch coming out of the node shows one of the possible values of 
this attribute (e.g. for Outlook attribute the possible values are Sunny, Overcast or Rain). The 
attribute value in the given instance determines which branch is followed. A case is classified 
by passing through the tree from the root to the leaves that contain the value of the decision to 




Random forests, a technique proposed by Breiman et al. (2001), are based on decision 
trees. The term random forests originated from random decision forests, which was first 
proposed by Ho et al. (1995). It is an ensemble learning method and uses multiple learning 
algorithms (decision trees) to achieve better  performance than from any of the component 
learning algorithms. It generates a set of decision trees in the training phase, each exploiting a 
different subset of features. The overall class of the model is obtained by combining the 
output of the individual trees. 
Random forests have several parameters that need to be initialized.  The important 




k-Nearest Neighbour (k-NN) is one of the simplest algorithms that can be used for 
classification (Fix et al., 1951; Aha et al., 1991). k-NN is a lazy learning algorithm; it does 
not store any generalization on the basis of the training data. The incoming examples are 
simply stored. 
Outlook 
Overcast Rain Sunny 
Humidity Wind Yes 
Weak Strong Normal High 
Yes No Yes No 
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For assigning a class label to a test case, if k=1, the class label of the nearest case to the 
test (called neighbour case) is assigned to the test case. If k>1, the algorithm selects the most 
frequent class from the k neighbours and assigns this label to the test case.  
As the simplest version of k-NN stores all the incoming data, this algorithm requires a lot 




Neural networks are computational models that are able to learn from data. They can be 
used to model both classification and regression functions. They are usually shown in the 
form of interconnected "neurons". These neurons compute values from inputs that are fed to 
the network.  
A neural network has several layers. Inputs are presented to the network via the input 
layer. This layer transfers data to the hidden layers where the processing is done by a system 
of weighted connections. Each node includes an activation function. The hidden layer is then 
linked to an output layer where the answer is output. Fig.2.3 shows a neural network with one 
input, hidden and output layer. In general neural networks can have more than one hidden 
layer. 
 
Fig.2.3 A neural network. 
 
Support vector machines (SVM) 
 
Support vector machines (SVM) are supervised learning models that can analyse data and 
recognize patterns (Vapnik, 1979; Cortes, 1995). They can be used for classification. SVM 
builds a model on the basis of the training data. An SVM model represents examples as 
points in an N-dimensional space. It maps these examples into a hyper-space so that the 
examples of different classes get separated by a margin that is as wide as possible. New 




An SVM can be used for classification of instances that are linearly separable. If the 
instances are not linearly separable, non-linear mapping can be achieved through the use of 
kernels (Schölkopf, et al., 2002; Aizerman et al., 1964).   





Clustering groups a set of objects in such a way that the similar objects are included into the 
same group (called a cluster). The objects that are included in the same cluster are more 
similar to each other than to other objects in the other clusters.  
Clustering is an unsupervised technique, which does not require any training data. It is often 
explored in data mining and is a common technique in data analysis. This technique is used in 
many fields such as machine learning, pattern recognition, image analysis, information 
retrieval, and bioinformatics (Tan et al., 2006; Aha et al., 1991). 
Hand et al. (2001) defined two different general types of clustering algorithms: partition-
based clustering and hierarchical clustering, which are described in more detail below. 
Partition-based clustering 
Partition-based clustering algorithms are iterative. They try to minimize a specific 
distance-based criterion by iteratively relocating data points between clusters. This process 
continues until satisfactory partitioning is obtained.  
In some iterative algorithms, such as k-means (MacQueen, 1967), convergence is local 
and the global solution cannot be guaranteed. But, the problem of local minima can be 
alleviated by using more comprehensive search methods.  
One of the well-known partition-based clustering algorithms is k-means. This algorithm 
partitions N samples into k clusters. This algorithm constructs the clusters as follows: 
1- Select the first k cases as centroids of k clusters. 
2- Assign each example to an appropriate cluster by exploiting the concept of similarity. 
This similarity can be computed by Euclidean distance between the example and the 
centroids of each cluster. The cluster with least distance is selected. 
3- Compute the new centroids of the clusters. 
4- Repeat step 2 while the assignments do not change.  
Hierarchical clustering 
Hierarchical clustering is a method that builds a hierarchy of clusters. Hierarchical 
clustering strategies can be divided into two types, agglomerative and divisive. 
The agglomerative method is a bottom-up approach. At the beginning, each item is a 
cluster. Afterwards, pairs of clusters are merged into new clusters resulting in a new upper 
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level of hierarchy. This process is performed iteratively (Hand et al., 2001; Zhang et al., 
2013). 
The divisive method is a top-down approach. At the beginning, all examples are in one 
cluster. Afterwards, this cluster is split into 2 clusters forming a lower level of the hierarchy. 
This process is continued iteratively. 
A similarity measure is used to decide which clusters should be combined (for 
agglomerative clustering), or split (for divisive clustering). The hierarchical methods use the 
distance between pairs of examples and a criterion that indicates the dissimilarity of sets. 
 
2.2 Representation of Documents and Text Mining  
 
2.2.1 Document Representation  
  
A document can be static or dynamic (i.e. growing over time). It is a set of discrete textual 
data representing real world document (e.g. business report, email, etc.). Document can be 
unstructured (i.e. free-style text), weakly structured (i.e. pre-specified format) and semi-
structured (i.e. exploiting document template). 
To manipulate documents, it is necessary to transform unstructured documents into a 
structured form. The feature-based representation is one way to do that. In feature-based 
representation, the documents are represented by a set of features. The important features are 
words or terms. Often the term “token” is used to represent words. This representation is 
usually called the bag-of-words. This model ignores grammar and word order. For 
simplification, the stop words (e.g. is, it, he, etc.) that do not carry specific meaning are 
dropped. Specific stop list(s) can be used ((e.g. list SMAT) Salton, 1971).  The words that 
have been retained can be stemmed. Porter’s stemmer is often used (Porter, 1980).  
  Each document (or each sentence of document) that is represented using the bag-of-words 
can be represented as a vector, where each entry is the weight of the corresponding word in 
that document (or that sentence). 
One popular method to weigh the terms is using tf-idf (term frequency–inverse document 
frequency) (Manning et al., 2008) although there are several other weighting methods (i.e. 
binary weighing, tf-isf). Term frequency, tf(t,d), is the frequency of a term (word) t in  
document d (i.e. the number of times the term t occurs in document d). The inverse document 
frequency is a measure that indicates the level of the importance of the term across all 
documents. It can be computed by taking the logarithm of the ratio of the total number of 
documents N by the number of documents containing the term t, as shown in equation 2.1: 
݂݅݀(ݐ,ܦ) = ݈݋݃ ܰ|{݀ ∈ ܦ	|ݐ ∈ ݀}| 																																																																						(2.1) 
 
where |{d ∈ D	|t ∈ d}| represents the number of documents where the term t appears. 




tf-idf(t,d,D)=tf(t,d)*idf(t,D)               (2.2) 
 











),(.),(),(               (2.3) 
where n is the number of index terms and the meaning of the other symbols is as already 
clarified. So, a high weight of tf–idf is reached by a high frequency term and a low document 
frequency of the term in the document set. 
Document-term (or Term-document) matrix is used to represent documents. Each entry, for 
example wij of the matrix shows the weight of term i in document j.   
After pre-processing and weight assignment the processing can continue. The basic text 
mining tasks are described in the next section. 
 
2.2.2 Basic Text Mining Tasks  
 
The basic tasks including information retrieval, classification, clustering and summarization 




The activity of extracting the information resources (e.g. documents) relevant to a query from 
a collection of information resources (documents) is called information retrieval (Manning et 







Fig.2.4 Information retrieval. 
 
Fig.2.4 shows the fundamental elements of an information retrieval (IR) system. The part 
identified as Matching is concerned with the retrieval process. Matching involves structuring 
the information in an appropriate way, searching through the given documents and matching 
with the aim of identifying the best match. Usually the retrieved documents are organized in 
the form of a ranking. 
Query 
Documents 
Matching Ranked list of documents 
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Automated information retrieval systems are widely used. Web search engines are the most 
visible IR applications. Universities and public libraries use IR systems to provide access to 
their documents such as books, journals etc. 
Relevance feedback 
After ranking the documents, the user can provide a feedback by selecting some documents 
as the relevant ones to the query. It is usually called relevance feedback (Manning et al., 
2008).  This can help to improve its performance in the next round (i.e. it improves the rank of 
known relevant documents and the documents that are similar to them).  
 
Document classification 
Machine learning techniques that were described in Section 2.1.1 can be used to classify 




Clustering techniques that were described in Section 2.1.2 are used to cluster the 
documents. Term-document matrix is used as the input.  
 
Summarization 
Automatic text summarization generates a shorter text from the source texts, such that 
information content and overall meaning of the source are preserved. 
The summary can be query-sensitive or general. The query-sensitive summary generates the 
summary such that it is closely related to the user query and the general summary is about the 
whole content of document.  
Approaches of text summarization can be either extractive or abstractive. In extractive 
summarization, important sentences are identified and extracted from the original document 
and concatenated into the final summary. Abstractive summarization methods (Ganesan et al., 
2010) process the sentences which are selected from the original document further and 
restructure them before concatenating them into the final summary. This process usually 
involves sentence compression and natural language processing (Fattah, 2008).  
 
Keyword extraction 
Automatic keyword extraction technique identifies a small set of words or key phrases from 
a document that can describe the meaning of the document (Hulth, 2003). This can be done 
automatically, without human intervention. The extracted keywords can be used by search 
engines to identify the documents of interest.  
Many keyword extraction methods (Ercan et al., 2007; Matsuo et al., 2004) use heuristic 
features, such as frequency of words or word relationships in a window that is used to 
construct a graph of related words. There are then used to identify a set of words as keywords. 
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As many summarization approaches use graphs to represent texts, we provide a short section 
discussing the basic graph concepts. 
 
2.3 Graph Concepts 
 
A graph is a collection of vertices (i.e. nodes) and edges. Each vertex can have a name and 
each edge connects two vertices. The edges can be labelled or directed (Cormen, 2001). 
In labelled (i.e. weighted) graph, each edge has a weight and the edges of undirected graph 
are symmetrical. For example, if A and B are vertices, A B and B A represent the same edge. In 
directed graphs the edges are oriented. It means that each edge has a start and an end. The 






Fig.2.5 Example of a directed and undirected graph. 
 
One important concept used later in this thesis is the concept of sub-graph. S is a sub-
graph of graph G if all its vertices and edges are subsets of G. The following figure shows an 
example. A sub-graph is identified by an ellipse. 
 





(A)     (B) 
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2.3.1 Graph Representation 
There are 2 common types of representation for graphs that are often used: adjacency 
matrix and adjacency list (West, 2001). The user can choose one of them depending on the 
type of operations to be performed.  
Adjacency matrix is a 2-dimensional array of size A x A where A is the number of vertices 
in a graph. An adjacency matrix can be used for all kinds of graphs. The matrix for an 
undirected graph is always symmetric. If the 2D array is adj, adj[i][j] = 1 indicates that there 
is an edge from vertex i to vertex j. For weighted graphs, if there is an edge from vertex i to 
vertex j with weight w, then adj[i][j] = w. 
Adjacency list is an array of linked lists. The number of entries of the linked list is equal to 
the number of vertices. If the linked list is array, an entry array[i] represents the linked list of 
vertices adjacent to the i-th vertex. This representation can be used for all kinds of graphs. 
Each entry (i.e. node) can include a weight or indicate the existence of an edge. The 
following figure shows an example. 
 
(A)      (B)     (C) 
Fig.2.7 Example of an adjacency list. 
Fig.2.7 shows a directed graph in three different representations (i.e. graphical 
representation (A), adjacency list (B) and adjacency matrix (C)).  






 a b c d e 
a 0 1 0 1 0 
b 0 0 1 0 1 
c 0 0 0 0 0 
d 0 1 0 0 1 





a b d 
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Summarization has been an active subject of research during in recent years. Different 
approaches involving machine learning algorithms, language processing and statistical models 
has been investigated, employed, and discussed in literature. Throughout this chapter we 
present relevant approaches found in the literature that address the issue of multi-document 
summarization.  
 
3.1  Multi-Document Summarization 
 
In this section we describe related work on multi-document summarization. 
Rapid growth of information on the Internet causes the need of automatic text 
summarization. With the availability and speed of internet, users can search for documents 
online and easily. However, it is not easy for users to manually summarize all large online 
documents. For example, the user will receive a number of articles related to a given subject 
when searching for information about that subject. Therefore, the user would need a system 
that could summarize those articles. Summaries provide a means for the user to decide 
whether the given document is of interest or not. The goal of both manual and automatic text 
summarization is condensing the source texts into shorter versions such that it preserves 
information content and overall meaning of the source. 
The summary can be query-sensitive or general. The query-sensitive summary is closely 
related to a user query and the general summary is about the whole content of document.  
Approaches for text summarization can be either extractive or abstractive. In extractive 
summarization, important sentences are identified and extracted from the original document 
and concatenated into the final summary. Abstractive summarization methods (Ganesan et al., 
2010) process the sentences which are selected from the original document further and 
restructure them before concatenating them into the final summary. This process usually 
involves sentence simplification with the help of natural language processing.  
Summarization can be applied either to a single document or to multiple documents. The 
difference between the latter and the former one is that multi-document summarization 
involves multiple sources of information that overlap and supplement each other. Therefore, 
not only identifying and dealing with redundancy across documents is important, but also 
ensuring that the final summary is both coherent and complete.  The process of multi-
document summarizing systems can be described follows (Mani et al., 2001): 
- Split the documents into sentences; 
- Remove the stop words; 
- Apply stemming to words; 
- Compute the weight of the sentences (tf-idf); 
- Compute the importance of the sentences (sentence rank); 
- Select the important sentences based on their rank without redundancy.   
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There are several methods for multi-document summarization that are described here and 
then, we introduce some related work in this area. 
 
3.2   Supervised Methods 
 
Supervised methods use training data to generate a summarization model automatically 
from the data. Afterward, this model is used to generate new summaries. Many of these 
systems are feature-based. 
 
3.2.1   Feature-Based Summarization Methods 
 
Extractive summarization involves identifying the most relevant sentences from the text and 
joining them together to create a short summary. Most methods use a wide range of features. 
These affect directly the process of learning to identify the important sentences. Here we list 




This feature uses the idea that important words appear many times in the document. The 
most common measures widely used are term frequency, tf, and tf-idf which combines term 
frequency with idf, the inverse document frequency (chapter 2).  
 
Title or headline word 
This feature captures the fact that the occurrence of words in the document title indicates 
that the sentence is more relevant to the document. 
 
Sentence location 
This feature assigns higher score to the sentences appearing at the beginning of the article 




 Very short and very long sentences are usually not included in summary because the first 
one conveys too little information and the latter may waste unnecessarily the given space.  
 
Cue word 
It is assumed that when a sentence contains certain words identified as “cue words”, it 
carries an important message in the document (e.g., “significantly”, “in conclusion” may be 
regarded as cue words). 
 
Proper noun 
If proper nouns that represent a unique entity, such as the name of a person, or organization 





Upper-case word feature 
Sentences containing acronyms or proper names are considered important. 
 
Biased word feature 
A biased word list may be defined a priori and may contain certain domain-specific words. 
If a word appearing in a sentence is from the biased word list, then that sentence is considered 
important.  
 
Font based feature 
Sentences containing words appearing in upper case, bold, italics or underlined fonts are 
usually considered more important. 
 
Sentence-to-sentence similarity 
For each sentence Si compute the similarity (e.g. cosine similarity) between this sentence 
and the other sentences of the document and then add up those similarity values, obtaining 
the raw value of this feature for Si.  
 
Sentence-to-centroid cohesion 
The notion of the centroid of the document, described in detail in Chapter 4 of the 




Some features for text summarization have origins in discourse-level analysis. In order to 
produce a coherent, fluent summary it is necessary to determine the overall discourse 
structure of the text and then remove sentences peripheral to the main message of the text. 
These features are important and so some methods of text summarization are using them 
(Marcu, 2000; Yeh et al., 2005). These features capture certain statistical and linguistic 
characteristics of a language. 
Usually, researchers use machine learning approaches to identify the most important 
features for summarization and to construct models or systems that exploit these features. 
Therefore we give an overview of some of these approaches.  
 
3.2.2 Machine Learning Approaches 
 
In the field of automatic summarization, machine learning approaches have been used by 
various researchers (Freund et al., 2003; Amini et al., 2005; Ouyang et al., 2011). These 
systems use a set of training documents and the corresponding summaries to construct 
summarizing systems. The summarization process can be modelled as a classification 
problem: sentences are classified as summary or non-summary sentences and different 
features discussed in the previous section are used in the process of construction. 
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Alternatively, the process can be modelled as a regression problem. The sentences are 
attributed importance score and the most important sentences are then selected for the 
summary. 
This section describes some well-known machine learning techniques that are often used 
for summarization such as naïve Bayes, neural networks, and decision trees. These machine 
learning algorithms are discussed in many books on machine learning and data mining (Tan 
et al., 2006; Mitchell, 1997, etc.).  
Naïve Bayes 
The classification probabilities could be learned from the training data by using Bayes 
rule: 
 P(s ∈ S	|	ܨଵ,ܨଶ, . . . ,ܨே) = ୔(ிభ,ிమ,...,ிಿ 	|	ୱ∈ୈ)	∗	୔(ୱ∈ୈ)	୔(ிభ,ிమ,...,ிಿ)	        (3.1) 
 
where s is a sentence from the document set, F1, F2…FN are features used in classification. S 
is the summary to be generated, and P(s ∈ S | F1, F2, ..., FN) is the probability that sentence s 
will be chosen for the summary given that it has features F1,F2…FN. 
This rule cannot be used alone where values of some features are not defined. Therefore, 
for practical purposes naïve Bayes classifier that is based on this rule has been introduced. It 
is based on the assumption that the features are conditionally independent, that is: 
 P(s	 ∈ 	S	|	Fଵ, Fଶ, . . . , F୒) = 	∏ P(s ∈ 	S	|F୧)୒୧ୀଵ             (3.2) 
 
A Naïve Bayes classifier can predict class value of a given data item characterized by values 
of its features. The process is as follows: 
- Compute probabilities for each feature, conditional on the class value. 
- Calculate a joint conditional probability by multiplying the individual probabilities. 
- Apply Bayes rule to infer conditional probabilities for the class variable. 
This process is repeated for all class values. The class with the highest probability is 
selected as the result. 
One of the first trainable summarizer systems was proposed by Kupiec et al. (1995) that 
used naïve Bayes classifier. Aone et al. (1999) also used naïve Bayes classifier and term 
frequency (tf) and inverse document frequency (idf) features in their system DimSum. 
Neural networks (NNs) 
Neural networks have been widely used in the summarization field. Neural networks are 
trained to learn the types of sentences that should be included in the summary. For this 
purpose, a training data set is prepared by a human such that it includes some sample 
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sentences that should be in the summary and others that shouldn’t. After that, a feed forward 
neural network is used to learn the model of the training data. The neural network learns the 
patterns of the training data (Kaikhah, 2004).  
Svore et al. (2007) proposed a summarization system that exploited a neural network. They 
used a data set with 1365 documents collected from CNN.com and ROUGE-1 (Lin, 2004) to 
attribute a score to the sentences in the text to be summarized taking into account the 
similarity with the human summary. In this work the NN represented a regression system. 
They used certain features based on query logs from Microsoft news and Wikipedia. 
 
Decision trees and Rules  
 
Some researchers explored decision trees as a learning method in the text summarization 
field. Lin (1999) used decision trees and examined various features and studied their effect on 
sentence extraction and the summary. They used the TIPSTER1 data collection and exploited 
some features such as query signature (i.e. normalized score given to sentences depending on 
the number of query words that they contain), IR signature (the m most salient words in the 
corpus), numerical data (Boolean value 1 given to sentences that contained a number in them) 
and proper name (Boolean value 1 given to sentences that contained a proper name in them). 
As we know, each decision tree can be represented by rules. Some researchers have 
explored the use of fuzzy rules based on fuzzy logic. 
The fuzzy logic system is composed of four components: fuzzifier, inference engine, 
defuzzifier and the fuzzy knowledge base. Fuzzifier transforms the number inputs to 
linguistic values using a membership function to be used to the input linguistic variables. 
After fuzzification, the inference engine derives the linguistic values based on fuzzy IF-
THEN rules. In the last step, the output linguistic variables from the inference are converted 
to the final values (i.e. numbers) by the defuzzifier (Kyoomarsi et al., 2008), (Suanmali et al., 
2009). The following figure shows a fuzzy system for document summarization. It enables to 








                                                             
















Fig.3.1 Summarization based on Fuzzy logic. 
 
This method uses each text characteristic such as sentence length position as the input of 
fuzzy system. Then all rules that are important for summarization are entered by an expert. 
Afterward, for each sentence based on its characteristics, a value from zero to one is obtained. 
The produced value in the output determines the degree of the importance of the sentence in 
the final summary. 
For each feature some membership functions are defined: insignificant values very low 
(VL), low (L), medium (M), significant (H) and very high (VH). Degree of importance of the 
sentences is computed with IF-THEN rules according to the feature criteria.  
One of the most important disadvantages of this method (fuzzy logic) is that it needs an 
expert to provide the rules. 
 
Combining feature selection & classification for summarization 
 
Most of the existing methods for multi-document summarization are extractive. Sentence 
ranking algorithms play the main role in these methods. There are many sentence ranking 
algorithms described in previous studies. We list some recent research that uses them.  
Conroy et al. (2001) exploited hidden Markov models to extract the important sentences for 
document summarization. They used position of the sentence, number of terms in the sentence 
and the probability of sentence terms based on the document terms. 
Osborne (2002) showed that existing methods assume that the features are independent. He 
















Learning-to-rank models have recently been explored in summarization. Amini et al. (2005) 
proposed a learning-to-rank model based on RankBoost algorithm (Freund et al., 2003) for 
query-based single document summarization. Toutanova (2007) introduced PYTHY system 
that used more than 20 features and its results on the standard data set (DUC2 2007) were very 
good. Ouyang et al. (2011) applied regression model to query-based multi-document 
summarization. The training data is constructed automatically from the standard collections 
and used to generate the models. The system exploits a set of pre-defined features. The system 
estimates the importance of a sentence in a document set by support vector regression. 
Some researchers used feature selection to generate training data for multiple documents 
summarization. It is clear that one of the most important requirements of the learning-to-rank 
approaches is sufficient training data (Ouyang et al., 2011). Generating this data is expensive 
and time-consuming. However, there are several data collections with included summaries and 
they have been generated for automatic evaluations of the participating system in the 
competitions (e.g. DUC 2006, etc.). The human summaries have been used by some 
researchers (Chuang et al., 2000; Fisher et al., 2006; Toutanova et al., 2007 and Ouyang et al., 
2011) to generate the training data needed for learning the ranking models. Based on these 
collections, some researchers organized a way to generate the training data with less overload 
(i.e. semi-automatic strategy) (Ouyang et al., 2011).  
Some researchers concentrated on summarizing the data set based on the query regardless of 
the user that might use the summary (Wei et al., 2008, 2010; Padmanabhan et al., 2005). In 
other words, they generate a single model for the summaries of data set and the query. 
However, it is possible to generate different models for different users from the given data set 
and the query. This method is referred to as the user-based summarization. The disadvantage 
of this method is that we need to have training data for each user.  
Some researchers noticed the users generate specific log files that contain information about 
their research of interests (Diaz et al., 2007; Park et al., 2008). However, this research is based 
on the user’s interest and is not intended to identify the user’s method of summarizing a 
document.  
 
3.3    Unsupervised Methods 
 
There are some unsupervised methods that can be used to summarize documents. 
Unsupervised methods do not use any training data. Therefore, these methods do not have 
any overhead associated with training.  
 
3.3.1 Graph-Based Method 
 
Graph-based methods are based on an assumption that sentences that are similar to any 
other sentences are on the whole more important than others. 
                                                             
2 More details about DUC can be found at http://duc.nist.gov. 
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So this process starts by transforming text into the bag-of-words representation and 
calculating the similarity value for each pair of sentences. A cosine similarity can be used for 
this purpose. Normally this operation is preceded by pre-processing, such as stop-word 
removal and stemming. 
After pre-processing, the aim is to generate an undirected graph. Sentences are represented 
as nodes and similarity of the sentences as the links. Afterwards, the most important 








Fig.3.2. Graph-based methods of summarization. 
 
The graph representation has two advantages. The first one is that it shows which of its 
nodes (i.e. sentences) have common words. So, we can conclude that these sentences are 
probably related to the same issue. For query-based summarization, the sentences may be 
selected only from the specific sub-graph that is similar to the query. The second advantage is 
that it is possible to identify the important sentences in the document by exploring the graph. 
There are many methods that enable to identify the important nodes (i.e. sentences). Finding 
the nodes with high cardinality (number of edges connected to that node) is one of them. 
These nodes (i.e. sentences) are important in the sub-graph and are more likely to be included 
in the summary. Figure 3.3 shows an example of a graph from Patil’s MSc thesis (2007). 
 
Fig.3.3. Graph of a document.  










This figure shows a graph of a document showing only some of the more important links. 
It can be seen that there are about 2 sub-graphs (nodes 1, 2 and 3 are included in one sub-
graph and nodes 5, 6 and 7 in the other) in the document and the nodes 3 and 5 appear to be 
important sentences because they share information with many other sentences in the 
document. 
Many methods have been proposed for the multi-document summarization involve graph-
based sentence ranking algorithm to identify the important sentences. The graph-based 
methods are based on PageRank (Brin et al., 1998; Page et al., 1998) and HITS (Kleinberg 
1999) algorithms which are the two popular algorithms in this area. Some researchers have 
adapted these algorithms to multi-document summarization.  
Erkan and Radev (Erkan et al., 2004) applied PageRank algorithm to a weighted 
undirected graph. The system was referred as LexRank. This system is used to compute the 
rank of nodes (i.e. sentences) of the graph in generic summarization. 
The sentences with highest rank are selected for the summary. The summary normally has a 
specific length and sentence duplication is avoided. Many summarization systems simply 
reject sentences if their similarity with previously selected sentences is equal or greater than a 
certain value (e.g. 0.7). 
LexRank computes the rank of sentences belonging to a graph in an iterative manner. It 
includes a cycle that re-computes the rank of all sentences until a stopping condition is 
verified. More details regarding this algorithm are given in Chapter 4. 
Other researchers used LexRank as a basis and added more information to it. In other words, 
they improved LexRank system by adding some additional concepts and exploiting them. 
Padmanabhan et al. (2005) proposed that the graph of the documents can have two types of 
links. They introduced inter- and intra-links. When two sentences that join two vertices belong 
to one document, this link is an intra-link and otherwise it is an inter-link. They postulated that 
inter-links are more important than intra-links and reported that using this concept can 
improve the graph and the summary leading to better results (Lin 2004).  
 
Graph for query-based summarization 
 
Patil et al. (2007) used graph-based pathfinder network scaling in their summarization 
method. Otterbacher et al. (2005) and Wan et al. (2006) proposed a topic-sensitive (i.e. 
query-based) graph-based model (i.e. T-LexRank) that was used for a query-based multi-
document summarization. They used two graphs to show inter- and intra-links in query-
oriented multi-document summarization. The difference between LexRank and T-LexRank is 
in the way it computes ranks. This topic is again discussed in detail in Chapter 4. 
Wei et al. (2010; 2008) added document and query concepts to LexRank and showed that 
this way it is possible to obtain better summaries. To improve LexRank they applied: (1) The 
centroid weight of words (Radev et al., 2004) to the algorithm in generic summarization task; 
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(2) the similarity of two documents in query-based multi-document summarization task. This 
lead to improved results. 
Zhao et al. (2009) used query expansion in the graph-based approach for query-focused 
multi-document summarization. They used T-LexRank (Haveliwala, 2002) twice, once for 
selecting terms that expand the query and a second time for selecting the sentences for the 
summary. In other words, all sentences of the collection are ranked by T-LexRank algorithm 
and all terms in the collection are given a specific weight based on the sentence rank. 
Afterwards, the query is extended by those terms with a higher weight. Finally, T-LexRank 
algorithm applies the extended query to the collection and ranks the sentences again. Ouyang 
et al. (2013) proposed a progressive sentence selection strategy for document summarization. 
They intended to ensure the coverage of the summary by the following idea. They considered 
the uncovered concepts only when the importance of the sentences was being measured. 
  
3.3.2 Cluster-Based Method 
 
Some researchers tried to apply the idea of clustering to summarization. In these methods, 
sentences which are highly similar to each other are grouped into one cluster (Sarkar, 2009). 
The most common technique to measure similarity between sentences is the cosine similarity 
measure where sentences are represented as a weighted vector of tf-idf values.  Sentence 
selection is carried out by selecting one sentence from each cluster.  
Sentence selection is based on the closeness of the sentences to the centroid of the cluster. 
Finally, those selected sentences are concatenated into the summary. An illustration example 











Fig.3.4 Cluster-based summarization. 
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There are two types of clustering: agglomerative and partitional. In the agglomerative 
clustering (i.e. bottom-up), at the beginning each sentence is considered a separate cluster. 
Then these clusters are merged into larger clusters using an iterative process. This process 
ends when some stopping criterion has been reached. 
In contrast in the partitional clustering approach, first all sentences are grouped into one 
cluster. Then, smaller clusters are created by dividing the largest cluster into several sub-
clusters. This process is done iteratively and it ends when some stopping criterion has been 
reached. A well-known partitional clustering algorithm is the K-Means algorithm (Hartigan et 
al., 1979). 
Radev et al. (2004) were the first to use cluster centroids for their multi-document 
summarizer. Their system was called MEAD. Centroids are the top-ranked sentences that 
represent the cluster. They used the cluster centroids to identify the sentences that are 
included in the summary. The most similar sentences to the centroids are selected for this 
purpose.  
 
3.3.3 Ontology-Based Method 
 
Content of each document is related to a particular topic or event. These topics or events 
are generally related to a specific domain and finally, each domain has its own common 
knowledge organized in a specific ontology. Based on this idea, some researchers have used 
ontology to improve the results of summarizing systems (Shareha et al., 2009, Nasir et al., 
2011). 
Ontology-based systems use domain–related information to capture the hidden semantic 
information and use this in the process of generating the summary (Khelif et al., 2007). 
One example is Li et al.’s (2010) system. It is called the Ontology-enriched Multi-
Document Summarization (OMS) system and was proposed for query-based multi-document 
summarization. This system generates a structure in which all sentences from documents are 
mapped onto (i.e. domain-related ontology). This system maps the given query to specific 
nodes in the ontology structure. Finally, the system extracts the sentences and generates the 
summary. 
Ontology can be useful for specific domain where key concepts belong to the domain can 
be identified. One of the problems in ontology-based summarization is the availability of the 
ontology itself. Hence, this approach is possible when the ontology is available.  
 
3.4 Feature Selection for Summarization  
 
Researchers have widely used machine learning-oriented classification methods to 
generate summaries of documents based on a given set of attributes describing those 
documents. Therefore, the aim of attribute selection is to achieve performance improvements 
of the classification algorithms applied to the automatic text summarization task.  
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Attribute selection is important because there are many attributes that can be considered, 
but many can be irrelevant for classification and removing them can lead to improved 
performance. Furthermore, attribute selection reduces the processing time taken by the 
classification algorithm, and classification models generated tend to be smaller and simpler. 
Feature selection algorithms can be divided into wrapper-based and filter-based 
approaches. Wrappers use a search algorithm to search through good combinations of 
features and evaluate them in conjunction with a model. Filters rely on mathematical or 
statistical measures to eliminate attributes (Yang et al., 1997).  
One of the search algorithms that can be used for feature selection is genetic algorithm 
(GA). It was used by (Liu et al., 2006) in their system. Their system starts from a random 
solution and generates a set of intermediate solutions to reach a final solution that maximizes 
the given evaluation function. Their proposed system uses a vector to represent all sentences 
in a document set. If the original document set has N sentences, then each summary is 
represented as a vector of N bits, where “1” in the i-th position means that the i-th sentence 
will be extracted and “0” means otherwise.  
 Fattah et al. (2008) proposed an approach to address automatic text summarization. This 
approach uses a trainable summarizer, which takes into account several features such as 
sentence position, existence of keywords etc. to generate summaries. They consider the effect 
of each feature on the summarization task and then use a score function in the training of a 
genetic algorithm (GA) and mathematical regression models. Finally, they combine these 
models to generate a summary.  
 
3.5 Query-Based Summarization 
 
Query-based summarization can be contrasted to general summarization. Query-based 
summaries are constructed as an answer to an information need expressed by a user’s query. 
In other words, query-based summarization systems generate summaries to answer the user’s 
request or query. Both of them have two approaches: 
• Indicative (i.e. extractive) summaries point to information of the document, which helps 
the user to decide whether the document should be read or not; 
• Informative (i.e. abstractive) summaries provide all the relevant information to represent 
the original document. 
Query-based summarization can apply to single document or multiple documents. They 
have common approaches. 
Each method needs to be evaluated. Therefore the next section describes some evaluation 






3.6 Evaluation of Summaries 
 
Summarization field requires specific evaluating methods. Here, we review some of the 
most common uses. 
 
3.6.1 Precision and recall 
 
Extractive summarization systems select the appropriate sentences from documents to 
generate a summary and the selected sentences are concatenated into a summary without any 
modification of their original wording. Therefore we can use information retrieval systems 
metrics including precision and recall to evaluate different summarization systems.  
The sentences are evaluated against a golden standard of human-generated summaries. 
Recall is the fraction of sentences chosen by the summarizer that were also correctly 
identified by the system: 
 Recall	 = |ܵ௦௬௦௧௘௠ 			∩ 		ܵ௛௨௠௔௡|	|		ܵ௛௨௠௔௡| 																																																																																											(3.3) 
            
 
Precision is the fraction of system sentences that were correctly selected. 
 Precision	 = |ܵ௦௬௦௧௘௠ 			∩ 		ܵ௛௨௠௔௡|	|ܵ௦௬௦௧௘௠| 																																																																																								(3.4) 
 
After a human produces the summary for the document(s), it can be used to evaluate the 
automatically produced summaries by calculating recall and precision.  
 
3.6.2 DUC and TAC manual evaluation 
 
The Document Understanding Conference (DUC) has held a large-scale contest on 
summarization systems on a common dataset since 2001. Every year different generated 
systems participate in this NIST-run evaluation and DUC evaluates the systems based on 
multiple human models. DUC uses ROUGE, pyramid and readability measures to evaluate 
the participant systems.  
NIST attempts to encourage researchers to carry out abstractive summarization, where 





3.6.3 Automatic evaluation and ROUGE 
 
ROUGE technique (Lin, 2004) is well-known in summarization field and has been derived 
from BLEU (Papineni, 2002) evaluation measure. Researchers proposed this method (i.e. 
BLEU) to validate automatic approaches for machine translation. Based on manual 
evaluations accepted in the research community, they defined a measure for automatic 
evaluation which correlated well with the human scores over a large set of test cases, 
especially when multiple human summaries were used (Papineni et al., 2002).  
Measure BLEU was used with some success and this inspired researchers to define an n-
gram overlap-based measure. So a similar n-gram matching was tried for summarization and 
consequently the ROUGE measure for automatic evaluation of summarization was developed 
(Lin, 2004). This measure is based on the computation of n-gram overlap between a summary 
and a set of correct summaries referred to as models. Unlike BLEU that emphasizes 
precision, ROUGE is recall-oriented. 
Formally, ROUGE-N represents an n-gram recall between a system generated summary 




∑ ∑ ୡ୭୳୬୲ౚ(୬ି୥୰ୟ୫)	౤షౝ౨౗ౣ∈ౚ	ౚ∈{ౣ౥ౚ౛ౢ౩}                         (3.5) 
where n is the length of the n-gram, countmatch(n-gram) is maximum number of n-grams co-
occurring in a candidate summary and a model (i.e. reference) summary and countd(n-gram) 
is the number of n-grams in the model summary.  
Figure 3.5 presents an example (Lin, 2004) showing how ROUGE-N is computed. C1 is a 
candidate sentence and R1 and R2 are two different reference sentences.  
C1: pulses may ease schizophrenic voices. 
R1: magnetic pulse series sent through brain may ease schizophrenic voices. 
R2: yale finds magnetic stimulation some relief to schizophrenics imaginary voices. 
 
 R1  
 
R2  Match  Total  Score 
ROUGE1  may, ease, schizophrenic, voices  voices 5  20  0.2500 
 
ROUGE2 may ease, ease schizophrenic, schizophrenic 
voices 
NA  3  19  0.1669 
ROUGE3 may ease schizophrenic, ease schizophrenic 
voices 
NA  2  18  0.1111 
ROUGE4 may ease schizophrenic voices NA 1 17  0.0588 
 
NA means no matches. 
 
Fig.3.5 An example shows how ROUGEn is computed. 
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In Fig.3.5, Total shows countd(n-gram) the number of n-grams from R1 and R2, Match 
shows countmatch(n-gram) the sum of matches from each reference sentence and Score is the 
ratio of Match over Total. If a stemmer was used before computing the matches, 
“schizophrenic” in C1 would match “schizophrenics” in R2.  
ROUGE has a lot of parameters, including words stemming, stop word removal and n-
gram size. Therefore, different settings work best for different summarization tasks. This 
means that different parameters need to be tested for new tasks. NIST usually publishes the 
certain ROUGE configuration that can be used for each contest. 
 
3.6.4 Pyramid Method 
 
The Pyramid Method (Nenkova et al., 2004) analyses the variation in human summaries. 
This method is concerned with the evaluation of the system results, but the aim is that it 
should be less dependent on the model used for evaluation. Therefore, multiple human 
abstracts are analysed semantically and manually to derive a gold-standard for evaluation. 
Information with the same meaning, even when expressed using different wording in 
different summaries, is marked as expressing the same summary content unit (SCU). Each 
SCU is assigned a weight that is equal to the number of human summarizers who expressed 
the SCU in their summaries. SCU analysis shows that summaries that are different in content 
can be equally good and they can assign a score that is stable when several human summaries 
are used.  
 
3.6.5 Readability evaluation 
 
The previous discussion has been focused on evaluating the information content of a 
summary. But as we know, readability is also an important factor although often neglected by 
summarization researchers.  
In DUC, a separate set of questions were developed to evaluate readability of summaries, 
such as: Are they ungrammatical? Do they contain redundant information? Are the references 
to different entities clear? Most automatic summarizing systems have improved content 
selection, but most scores on readability aspects, such as coherence, are low. Therefore, 
improving the summary readability is an open problem in summarization, and it is relevant 
also for speech summarization applications (Nenkova, 2006), (Lapata et al., 2005). 
















As mentioned in Chapter 3, graph-based models are widely used in extractive multi-
document summarization systems. They permit useful representation of a given document set 
in a form of a graph where nodes represent sentences and edges the similarities between 
sentences. The cosine measure is normally used to represent the similarity. Computing the 
importance of the sentences (score) is the next step. The final step involves identifying the 
sentences with high importance (score) and then concatenating them into the summary. An 
overview of several different graph-based approaches was given in chapter 3. 
Previous work shows that additional information such as the concept of document inter- and 
intra-links can improve the methods. Researchers have added some of these concepts to the 
PageRank algorithm to improve the quality of summaries (Wei et al., 2010; Radev et al., 
2004). However, the effect of the document density has been neglected by the previous graph-
based approaches. Therefore, we examine its usefulness in the process of generating a better 
summary for a given document set. 
When a document is dense, its sentences are close / similar to each other. We examine the 
assumption that the higher the density of a document, the higher the importance (score) of its 
sentences leading to better summaries.  
One method to compute the density is by using the inverse of radius. When the radius of a 
document is small, its density is high. Furthermore, when a sentence is central, close to the 
document centroid, it has more effect on the related document density. 
Experimental results show that a summarization system that exploits the concept of density 
outperforms previous graph-based models in generic and query-based multi-document 
summarization tasks. Furthermore, density-based algorithms need less iteration to converge. In 
addition we optimize certain parameters of the graph-based algorithm for summarization to 
speed up the summarization process. 
The following sections present these methods in the detail. 
For better understanding of our methods we describe the framework that uses a graph-based 
approach (e.g. LexRank) to generate the summary.  
 
4.1 Overview of the Summarization Framework  
This chapter describes the basic graph-based approach together with the modifications and 
extensions we have carried out. Fig.4.1 illustrates a basic framework for these methods. 
The process of summary generation based on graph-based approaches usually includes 
several steps, such as the following: 
 - Generate the similarity matrix for N nodes (line 2 in Fig. 4.1); for term weighing, we use 
tf-idf; cosine similarity measure is used for computing similarity between two sentences. 
- Calculate the sentences scores and the ranked list (line 3);  
35 
 
- Select the high score sentences and transferring into the summary (i.e. if the selected 












Fig.4.1 The framework of generating summary based on graph. 
Different graph-based ranking algorithms can be used to compute the sentence score. The 
















Fig.4.2. Ranking algorithm. 
1 Generate S, an array of N preprocessed sentences 
 (i.e. sentence splitting, stemming, removal of stop words). 
2 Compute the similarity matrix (M) using the cosine similarity measure. 
3 Sc = Rank (M, N, ᆅ, d) 
4 SL=SLMAX    (SL is the sentence length; MAX here is 100 or 250) 
5 CL=0       (CL is current length of the sentence) 
6 Threshold θ=0.7   
7 While  CL < SL  
8       i= index_of_max(Sc) 
9      if  Sim(S[i], Summary) < θ AND there is space in the summary 
10                      Summary = Summary ⋃ܵ[݅]  
11                      CL= CL+length(S[i]) 
12      end 
13 end while 
 
Sc = Rank (M, N, ᆅ, d) 
(Input: M similarity matrix, N number of nodes of graph, ᆅ threshold, d damping factor) 
(Output: Sc array of sentences scores) 1 R0=ଵே ૚     (1 denotes a N ×1 vector of all 1’s) 
2 t=0     (iteration number) 
3 repeat 
4      t=t+1 
5      for Si=1 to N 
6           Compute rank Rt of the sentence based on Rt-1 (LexRank) 
  Rt(S୧) = (ଵିୢ)୒ + d ∗ ∑ ൭ܴ௧ିଵ(S୧) 	∗ ݏ݅݉൫Si ,Sj൯∑ ݏ݅݉൫Sj,Sk൯SkϵNቀSjቁ ൱ୗౠ஫୒(ୗ౟)       
7       end 
8 While =||Rt-Rt-1|| > ᆅ 
9 Sc = Rt 




As the figure above shows, computing the sentences rank is an iterative process.  The 
process terminates when ||Rt-Rt-1|| (i.e. norm of difference of 2 vectors) is less than a specific 
threshold (ᆅ). The following table (Table 4.1) shows an example. 
Table 4.1 computing the norm.   
 S1 S2 S3 S4 
Rt 2 3 4.2 5.1 
Rt-1 1.8 3.2 4.1 4.9 
Difference 0.2   -0.2     0.1   0.2 
||Rt-Rt-1|| 0.3606 (=ඥ0.2ଶ + (−0.2)ଶ + 0.1ଶ + 0.2ଶ) 
 
In this example we assume there are 4 sentences to be ranked. Rt is a vector that shows the 
scores of the sentences importance is generated in iteration t. Rt-1 is the vector generated in 
iteration t-1. Euclidean distance is used in the calculation.   
To clarify how the summarization is done we give an example. Here we re-use the example 
from Patil (2007). Figure 4.3 shows a document with corresponding similarity matrix and 














(a) Example of a document 
1 A coalition of members of Congress announced Wednesday that they plan to sue the Census Bureau in an 
effort to force the agency to delete illegal aliens from its count in 1990. 
2 Some 40 members of the House joined the Federation for American Immigration Reform in announcing that 
the suit would be filed Thursday in U.S. District Court in Pittsburgh, spokesmen said at a news conference 
here. 
3 The group contends that including the estimated 2 million or more illegal aliens in the national head count, 
which is used to distribute seats in the House of Representatives, will cause unfair shifts of seats from one 
state to another. 
4 Census officials say they are required to count everyone by the U.S. Constitution, which does not mention 
citizenship but only instructs that the House apportionment be based on the "whole number of persons" residing 
in the various states. 
5 That approach was upheld by a federal court in a similar suit, brought by the same immigration reform group, 
before the 1980 Census. 
6 Nonetheless, Dan Stein of the immigration reform federation contended that illegal aliens should not be 
allowed to be part of determining the political structure of the United States. 
7 Rep. Tom Ridge, R-Pa., said the Census Bureau should actually count everyone but that it should develop a 
method to determine how many people are illegally in the country, and them deduct that number from the 
figures used for reapportioning Congress. 





Nodes 1 2 3 4 5 6 7 8 
1 - 0.1371 0.1863 0.1863 0.1325 0.0489 0.1564 0.1879 
2 - - 0.0961 0.1109 0.1783 0.1608 0.0946 0.0335 
3 - - - 0.1435 0.0733 0.182 0.112 0.0441 
4 - - - - 0.1129 0.1646 0.1504 0.1 
5 - - - - - 0.1047 0.0452 0.0229 
6 - - - - - - 0.1389 0.0131 
7 - - - - - - - 0.0711 
8 - - - - - - - - 
(b) Similarity matrix 
 
Sentence 1 2 3 4 5 6 7 8 
Score 1.2981 1.0311 1.0445 1.2638 0.8244 0.9980 0.9733 0.5523 
Rank 1 4 3 2 7 5 6 8 
(c) Sentence scores and ranks 
 
Fig.4.3 An example of a process of document summarization. 
 
Fig. 4.3(a) shows a document that has 8 sentences. Fig. 4.3(b) shows the similarity matrix of 
the corresponding sentences. Fig. 4.3(c) shows the scores computed by LexRank and the rank 
of each sentence. A certain number of sentences can be included into the summary based on 
their ranks until the summary length limitation has been reached.  
The scheme described above has been used as basis for further extension and improvements 
described in the following sections. 
 
4.2 Density-Based Summarization 
 
Density of a document expresses how much its elements (i.e. sentences) are close to each 
other. When the sentences in a document are similar, the density of the document is high. 
We hypothesize that for multi-document summarization, a document with higher density is 
more useful than others in the document set. When a document has a higher density, it means 
that the document has a specific issue which many sentences are addressing. However, when a 
document has a lower density, the document usually addresses different issues. Therefore, this 
document and its sentences are less important in the summarization of the document set. This 
section uses the density concept to improve the multi-document summarization. This 
algorithm is referred as Density-Based Summarization. 
 
4.2.1 Computing Density 
 
We define two new concepts – the centrality of the sentence and the density of the 
document. The centrality of the sentence rk can be computed as the Euclidian distance between 




     rk = ||X୩ሬሬሬሬ⃗ − X଴ሬሬሬሬ⃗ ||      (4.1)
          
where vector X଴ሬሬሬሬ⃗  is the centroid and vector X୩ሬሬሬሬ⃗ 	represents a sentence. 
Document density is computed as an inverse of document radius, as there is an inverse 






Fig.4.4 Example of two documents, di and dj. Document di is more dense than dj. 
In the figure above di and dj represent documents, Ski, Skj sample sentences, xoi and xoj the 
document centroids and Ri, Rj the document radiuses. We hypothesize that if a sentence is 
closer to its document centroid (has higher centrality), or if it comes from a dense document, 
its rank should be higher than those of other sentences in other documents. Therefore, we have 
adapted the existing ranking algorithms to take this into account.    
The document radius R can be calculated on the basis of the sentence centralities of each 
document as follows: 





     (4.2) 
where N is the number of sentences, vector X଴ሬሬሬሬ⃗  is the centroid and vector X୩ሬሬሬሬ⃗ 	represents a 
sentence. The centroid is defined as: 
      X଴ሬሬሬሬ⃗ = ∑ ଡ଼ౡሬሬሬሬሬ⃗ొౡసభ୒                                  (4.3) 
where the symbols have the same meaning as before. 
 Radius is different from the centroid value. Radev et al. (2004) proposed centroid-based 
summarization and introduced centroid value for each sentence. They computed the centroid 
value of a sentence as the sum of the centroid values of all words in the sentence. Centroid 
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value of a word wj,s is equal to wj,c (i.e. wj of the centroid), if word wj appears in sentence s, 
but it is 0 if it does not. Wei et al. (2010) used this definition and applied it in their system.  
We show the difference between the centroid value and radius using an example. Suppose 
that we have two vectors A, B that are members (sentences) of a document that includes other 
sentences too, and C is centroid of that document. Then, assume that their weights are defined 
as follows (Table 4.2): 
 
Table 4.2. Weights of two sentences and a centroid. 
 Term1 Term2 Term3 
A 2 0 0 
B 3 4 0 
C 5 7 8 
 
Thus, the centroid values are: 
Centroid value of A wrt. C =5 (5+0+0). 
Centroid value of B wrt. C =12 (5+7+0). 
The radius values of A, B with respect to the centroid are: 
Radius of A and C=11.05 
Radius of B and C=8.75 
We have used Euclidian distance to compute the radius.  We note that the inverse radius and 
the centroid values have a direct relationship (i.e. if one increases the other one does too).   
This comparison shows that the relationship between sentences based on inverse radius 
(density) is different from the relationship between sentences based on the centroid values. We 
show how we can exploit this.  
 We apply the density to the basic ranking algorithms (e.g. LexRank and T-LexRank) in two 
steps. First, the centrality of the sentence is applied and so we obtain one algorithm. After that, 
the document density is added and so obtain another and more complex algorithm. The aim is 
to show that by adding more information to the process of ranking we can obtain 









4.2.2 Density & Graph-Based Ranking Algorithm for Generic 
Multi-Document Summarization 
In LexRank, the graph is processed without taking into account the information about 
documents. As was mentioned, some researchers added this type of information to this 
equation and improved the result. 
Furu Wei et al. (2010) added the centroid value and the fact that sentences belong to 
different documents to LexRank. The basic algorithm is the same as shown in Fig.4.2, but the 
equation on line 6 has been altered. The altered parts for Fig.4.2 are highlighted using an 
ellipse. Here we show the altered equation that forms the basis of their ranking algorithm 
(DsR-G): 
R(S୧)	(ଵିୢ)୒ ∗ ൫centro୬୭୰୫(ୢ౟)൯ + d ∗ ∑ ൭R൫S୨൯ ∗ ୱ୧୫൫ୗ౟,ୗౠ൯∑ ୱ୧୫൫ୗౠ,ୗౡ൯౏ౡಣొቀ౏ౠቁ ∗	sim୬୭୰୫൫ୢ౟,ୢౠ൯൱ୗౠ஫୒(ୗ౟) 	   (4.4) 
where ܿ݁݊ݐݎ݋௡௢௥௠(ௗ೔) is the normalized centroid value of document di and ݏ݅݉௡௢௥௠൫ௗ೔,ௗೕ൯ is 
normalized similarity between document di and dj. Furthermore, Si is a sentence of di and Sj is 
a sentence of dj. 
One of the concepts that has not been covered in previous research is the concept of density. 
First, we apply the centrality of the sentence to the LexRank ranking algorithm to obtain a new 
ranking algorithm (DensGS), defined as follows: 
R(S୧) = (ଵିୢ)୒ + d ∗ ∑ ൭R൫S୨൯ ∗ ୱ୧୫൫ୗ౟,ୗౠ൯∑ ୱ୧୫൫ୗౠ,ୗౡ൯౏ౡಣొቀ౏ౠቁ ∗ ଵଵା୰౟൱		ୗౠ஫୒(ୗ౟)                         (4.5) 
as in previous work, R(Si) denotes the rank of sentence Si and N(Sj) represents the set of 
neighboring sentences of Sj. Furthermore, ri is the normalized radius of Si (i.e. radius value of a 
document normalized for that document) that is calculated as the Euclidian distance between Si 
and the centroid of the document to which Si belongs. The centroid of each document and the 
radius of all sentences are calculated in the initialization phase. 
We hypothesize that the sentences which are closer to the document centroid are more 
important and so the ranking algorithm should rank them higher. Our proposed density-based 
algorithm changes the influence of the links by their related radius. 
The ranking algorithm DensGS was extended further by incorporating document density. 
The following equation shows this ranking algorithm (DensGSD).  
R(S୧) = (ଵିୢ)୒ + d ∗ ∑ ൭R൫S୨൯ ∗ ୱ୧୫൫ୗ౟,ୗౠ൯∗	 భభశ౎ౚౠ∑ ୱ୧୫൫ୗౠ,ୗౡ൯౏ౡಣొቀ౏ౠቁ ∗ ଵଵା୰౟൱ୗౠ஫୒(ୗ౟)               (4.6) 
Altered by us 
Altered by us 
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where Rj is the radius of document j. The equation above shows that if the neighbour 
sentences (e.g. Sj) belong to dense documents, they should affect more the sentence (e.g. Si) 
rank.  
4.2.3 Density & Graph-Based Ranking Algorithm for Query-
Based Multi-Document Summarization 
 
Furu Wei et al. (2010) extended T-LexRank by incorporating information that sentences 
belong to different documents. The following equation shows their algorithm of revising the 
rank of sentences (DsR-Q): 
		R(S୧) = 	 (1 − d) ∗ sim(S୧, Q) 	+ d ∗ ∑ ൭R൫S୨൯ ∗ ୱ୧୫൫ୗ౟,ୗౠ൯∑ ୱ୧୫൫ୗౠ,ୗౡ൯౏ౡಣొቀ౏ౠቁ ∗ sim୬୭୰୫൫ୢ౟,ୢౠ൯൱ୗౠ஫୒(ୗ౟) .  (4.7) 
We note that this method is similar to (4.4) with the exception of sim(Si,Q) which determines 
the similarity of sentence Si to query Q. 
Using the concept of centrality of the sentence in the previous equation leads to the 
following new ranking algorithm (DensQS):  
R(S୧) = (1 − d) ∗ sim(S୧, Q) + d ∗ ∑ ൭R൫S୨൯ ∗ ୱ୧୫൫ୗ౟,ୗౠ൯∑ ୱ୧୫൫ୗౠ,ୗౡ൯౏ౡಣొቀ౏ౠቁ ∗ ଵଵା୰౟൱.		ୗౠ஫୒(ୗ౟)            (4.8) 
The method above can be further extended by adding the document density. The following 
equation shows this ranking algorithm (DensQSD). 
R(S୧) = (1 − d) ∗ sim(S୧, Q) + d ∗ ∑ ൭R൫S୨൯ ∗ ୱ୧୫൫ୗ౟,ୗౠ൯∗	 భభశ౎ౚౠ∑ ୱ୧୫൫ୗౠ,ୗౡ൯౏ౡಣొቀ౏ౠቁ ∗ ଵଵା୰౟൱ .ୗౠ஫୒(ୗ౟)       (4.9) 
The following table shows the characteristics of all the algorithms discussed above: 
Table 4.3 Comparison of the algorithms.  







LexRank *     
T-LexRank  *    
DsR-G *    * 
DsR-Q  *    
DensGS *  *   
DensQS  * *   
DensGSD *  * *  
DensQSD  * * *  
Altered by us 




  In the following section, we examine the effect of adding density to sentence ranking 
algorithms on the reduction of the number of iterations.  
 
4.2.4 Considerations Regards Convergence 
This section discusses convergence of sentence ranking algorithms.  
The basis of LexRank, T-LexRank and our algorithms is PageRank. The PageRank ranking 
scheme is defined as: 
            R = d. Pሬ⃗ + (1 − d). M • R                                         (4.10) 
where R denotes the ranking vector, d is the damping factor between 0 and 1, M denotes the 
normalized affinity matrix of similarity graph and	Pሬ⃗  denotes the preference probability vector 
where each element is positive and the sum of all elements is 1.  
Other algorithms (i.e. LexRank, T-LexRank and our proposed algorithms) have the same 
ranking scheme presented in Eq. (4.10) and they differ in their different use of M and Pሬ⃗ .  
PageRank algorithm is based on Markov chain and Pሬ⃗  is transition matrix and can be found 
by the eigenvector (Langvile et al., 2004).  
Wei et al. (2010) stated that Pሬ⃗  is both irreducible and stochastic as well as, Pሬ⃗  is primitive 
because Pሬ⃗  is positive. The authors proved that the dominant eigenvector of Pሬ⃗  is unique with 1 
as the eigenvalue. Based on Perron’s theorem (MacCluer, 2000).  
Wei et al. (2010) proved that Pሬ⃗  is a preference probability vector. Therefore, we should only 
make the matrix M column-stochastic and irreducible. 
Density-based algorithms are based on an assumption that a sentence that is closer to the 
document center (i.e. is more central) should be ranked higher, therefore, the density affects 
the M matrix, as it is multiplied by ଵ
ଵା୰౟
  and ଵ
ଵାୖౚౠ
 (i.e. r୧ is radius of sentence i in its own 
document and Rୢ୨ is radius of document j) to the ith column. 
 We know that all columns in matrix M are normalized and any column sums to 1. 
Furthermore, if there are zero columns they are replaced with the preference vector P as in 
PageRank. 
As we know, M is column-stochastic if the weight matrix M is column-stochastic. Therefore 
M is column-stochastic because each column sums to 1. 
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  The final requirement is that M is irreducible. Since the graph that is related to M is 
strongly connected thus M is irreducible. Thus, we can compute vector Pሬ⃗  and the power 
iteration method applied to Pሬ⃗  converges to R. 
4.2.5 Iteration Reduction 
Run-time is a very important factor of algorithms. This has been disregarded in previous 
studies involving the PageRank algorithm and the follow-up summarization algorithms based 
on it. The previous work was normally only concerned with a measure of how good a 
summary is and the aim was to improve it. This section explores the effect of density on the 
reduction of the number of iterations of the sentence ranking algorithms.  
As we note, PageRank algorithm and its extensions (i.e. LexRank and T-LexRank) are 
recursive and iterative. Therefore, they are time-consuming. 
Our aim is to show that the algorithms that use more information than previous methods (i.e. 
PageRank, LexRank and T-LexRank) require a fewer number of iterations. More specifically, 
we show that DensGSD and DensQSD algorithms that have been extended by incorporating 
the concept of document density take less iteration when compared to previous algorithms.   
We examine this concept in conjunction with the work done by Furu Wei et al. (2010) that 
explored the notion of the centroid value and the concept that sentences belong to different 
documents. Experiments described in the next section confirm that the additional information 
(i.e. density) leads to a decrease of the number of iterations. 
 
4.2.6 Experiments and Results of Density-Based Algorithms 
 
We have proposed algorithms both for generic and query-based multi-document 
summarization. Therefore, the experiments were set up on appropriate datasets to evaluate 
their performance. DUC 20043 was used for generic multi-document summarization, while 
DUC 2006, DUC 2007 and TAC 2010 task A was used for query-based multi-document 
summarization.  
Both DUC 2004 and DUC 2006 have 50 document sets each, DUC 2007 has 45 document 
sets and TAC 2010 has 46 document sets. Each document set of DUC 2004, 2006, 2007 and 
TAC 2010 has 10, 25, 25 and 10 documents, respectively. There are 4 human summaries for 
each document set of each data set. The Annex shows a sample of document and one 
corresponding summary generated by our system for DUC 2007 data set.   
All the documents and queries of DUC 2006, DUC 2007 and TAC 2010 category 
descriptions have been pre-processed by sentence segmentation and word splitting. Words 
were stemmed by Porter Stemmer and stop-words were removed. The representation tf-idf was 
adapted and cosine similarity measure was used to compute the similarity of sentences for all 
                                                             
3 DUC 2004, http://www-nlpir.nist.gov/projects/duc/guidelines/2004.html 
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four data sets, and similarly the similarity of sentences and queries or category descriptions 
with DUC 2006, DUC 2007 and TAC 2010. To avoid the link-by-chance problem that occurs 
when two sentences share one or two common words, we set a small threshold, 0.05, and do 
not consider the links which have a lower value than this threshold.  
After the sentence ranking the top-ranked sentences from the original documents are 
selected and concatenated into the summary until the byte limitation has been reached. 
Following the definition of the generic summarization task, our system generates the generic 
summaries which are limited to 665 bytes for DUC 2004. The query-based summary for DUC 
2006 and DUC 2007 is limited to 250 words and for TAC 2010 task A to 100 words. When the 
incoming sentence is very similar to the previously selected sentences (i.e. the sentence is 
redundant), it is discarded. In the experiments the similarity threshold was set to 0.7.  
Automatic evaluation method, ROUGE-1.5.5 was used with parameters:  -e -n 2 -x -a -m -2 
4 -u -c 95 -r 1000 -f A -p 0.5 -t 0 -d (Lin, 2004). ROUGE averages scores are computed for 
each generated summary whenever several human summaries exist.  
We compare our generic algorithms (i.e. DensGS and DensGSD) with LexRank and DsR-G 
algorithm proposed by Wei et al. (2010) that uses the centroid value. Furthermore, we 
compare our query-based algorithms (i.e. DensQS and DensQSD) with T-LexRank and DsR-
Q (Wei et al., 2010) algorithms that use the document concept. The following sections show 
the results. 
 Results of Algorithms Based on Centrality of the Sentence 
This section shows the results of the algorithms based on the centrality of the sentence (i.e. 
equations 4.5 and 4.8). Tables 4.4a and 4.4b show the results of evaluation of DensGS on 
DUC 2004 and comparisons to other systems. The subsequent three pairs of tables show the 
results of DensQS on three different datasets and comparisons to other systems. We have 
compared our system to the results of the 35 participating systems of DUC 2004, 32 
participating systems of DUC 2006, 32 participating systems of DUC 2007 and with 23 
participating systems of TAC 2010. Line “Human” in the tables shows the lowest value for the 
human summary (i.e. the worst summary from a given set of summaries), representing the 
border line between machine and human generated summaries. 
 
Table 4.4a Model evaluation on DUC 2004 
data set. 
 ROUGE-2 ROUGE-SU4 
LexRank 0.0853 0.1279 
DsR-G 0.0872 0.1290 
DensGS 0.0879 0.1317 
 
 
Table 4.4b Comparison with participating 
systems. 
 ROUGE-2 ROUGE-SU4 
Human 0.0860 0.1390 
S65 0.0922 0.1333 
S67 0.0906 0.1310 
S66 0.0887 0.1308 
DensGS 0.0879 0.1317 




Table 4.5a Model evaluation on DUC 2006 
data set. 
 ROUGE-2 ROUGE-SU4 
T-LexRank 0.0856 0.1394 
DsR-Q 0.0899 0.1427 




Table 4.5b Comparison with participating 
systems. 
 ROUGE-2 ROUGE-SU4 
Human 0.1036 0.1683 
S24 0.0956 0.1553 
S15 0.0910 0.1473 
DensQS 0.0907 0.1444 
S12 0.0898 0.1476 
NIST Baseline 0.0403 0.0872 
 
 
Table 4.6a Model evaluation on DUC 2007 data 
set. 
 ROUGE-2 ROUGE-SU4 
T-LexRank 0.1051 0.1560 
DsR-Q 0.1123 0.1682 
DensQS 0.1140 0.1690 
 
 
Table 4.6b Comparison with participating 
systems. 
 ROUGE-2 ROUGE-SU4 
Human 0.1300 0.1845 
S15 0.1245 0.1771 
S29 0.1203 0.1707 
S4 0.1189 0.1700 
DensQS 0.1140 0.1690 
NIST Baseline 0.0403 0.0872 
 
 
Table 4.7a Model evaluation on TAC 2010 data 
set. 
 ROUGE-2 ROUGE-SU4 
T-LexRank 0.0693 0.1122 
DsR-Q 0.0765 0.1190 




Table 4.7b Comparison with participating 
systems. 
 ROUGE-2 ROUGE-SU4 
Human 0.0962 0.1381 
S22 0.0957 0.1301 
S23 0.0940 0.1296 
DensQS 0.0875 0.1285 
S18 0.0942 0.1241 
S24 0.0920 0.1283 
S36 0.0919 0.1227 




As tables 4.4-4.7 show, our systems based on centrality of the sentence (DensGS) 
outperform the baseline systems and also ranks well among the competing systems in DUC 
2004. Furthermore, it shows at least 2.6% and 0.8% improvement compared to LexRank and 
DsR-G algorithms, respectively. These results show that the proposed idea is useful for 
generic multi-document summarization.  
Furthermore, our proposed query-based variant (DensQS) outperforms the baseline 
systems and also ranks well in DUC 2006, DUC 2007 and TAC 2010.  
 
 Results of Algorithms Based on Document Density and the Centrality of the 
Sentence 
  
This section shows the results of the algorithms based on centrality of the sentence and 
document density together (i.e. equations 4.6 and 4.9). Therefore we expect these algorithms 
will have better performance than the previous version. The focus here is on DensGSD and 
DensQSD and their performances are compared to DensGS and DensQS on various datasets. 
Our system was also compared to other participating systems and the corresponding results 




Table 4.8a Model evaluation on DUC 2004 
data set. 
 ROUGE-2 ROUGE-SU4 
DensGS 0.0879 0.1317 





Table 4.8b Comparison with participating 
systems. 
 ROUGE-2 ROUGE-SU4 
Human 0.0860 0.1390 
DensGSD 0.0923 0.1357 
S65 0.0922 0.1333 
S67 0.0906 0.1310 
S66 0.0887 0.1308 
NIST Baseline 0.0529 0.1162 
 
 




DensQS 0.0907 0.1444 




Table 4.9b Comparison with participating 
systems. 
 ROUGE-2 ROUGE-SU4 
Human 0.1036 0.1683 
S24 0.0956 0.1553 
DensQSD 0.0930 0.1482 
S15 0.0910 0.1473 
S12 0.0898 0.1476 










Table 4.10a Model evaluation on DUC 2007 
data set. 
 ROUGE-2 ROUGE-SU4 
DensQS 0.1140 0.1690 




Table 4.10b Comparison with participating 
systems. 
 ROUGE-2 ROUGE-SU4 
Human 0.1300 0.1845 
S15 0.1245 0.1771 
DensQSD 0.1210 0.1709 
S29 0.1203 0.1707 
S4 0.1189 0.1700 
NIST Baseline 0.0403 0.0872 
 
 
Table 4.11a Model evaluation on TAC 2010 
data set. 
 ROUGE-2 ROUGE-SU4 
DensQS 0.0875 0.1285 







Table 4.11b Comparison with participating 
systems. 
 ROUGE-2 ROUGE-SU4 
Human 0.0962 0.1381  
DensQSD 0.0923 0.1342 
S22 0.0957 0.1301 
S18 0.0942 0.1241 
S23 0.0940 0.1296 
S24 0.0920 0.1283 




Tables 4.8-4.11 show the results of the algorithms that include both sentence centrality 
and the document density concept. As we would expect, the results exceed the values of the 
simpler variant that includes just sentence centrality. The ranking methods DescGSD and 
DensQSD rank well among the participating systems (e.g. 1st on DUC 2004, 2nd on DUC 
2006 etc.).  Our system is not always the best, as the participating systems use other 
additional means, like syntactical and semantic analysis, to improve the summarization. Our 
work here focused on how density can improve summarization. 
The results shown confirm our hypothesis that addition of more information to the 
algorithms improves their performance.  
Results on Iteration Reduction 
Our other experiments were concerned with iteration reduction. We compared our 
algorithms with LexRank, T-LexRank and Wei’s algorithms and focused on the number of 
iterations. The results are shown in Figures 4.5-4.8. The horizontal axis shows the document 
set number and the vertical axis the number of iterations required for the algorithm to reach 
convergence. The numbers associated with the brackets on the right show the maximum, 
mean and the minimum for each algorithm. 
The figures show that the addition of density to previous algorithms reduces the number of 
iterations compared to other methods. Although DsR-G and DsR-Q that use more 
information than LexRank and T-LexRank also reduce the number of iterations, the 
reductions are larger for density based algorithms. It means that density can add more useful 
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information to LexRank and T-LexRank when compared to centroid values and the 
document concept. Furthermore, the figures show that the algorithms that use both centrality 
of the sentence and document density reduce the number of iterations more than the 
algorithms that only use the centrality of the sentence.  
The results show that the algorithms based on both centrality of the sentence and 
document density (e.g. DensGSD and DensQSD) are faster than the base algorithms (i.e. 
LexRank and T-LexRank) by an amount that varies from 16% to 88%.  
 





Fig.4.6 Number of iterations of different methods on DUC 2006. 
 











In this section we have proposed a new algorithm for graph-based sentence ranking.  The 
main contribution of our work is the concept of density that has been added to the graph 
model to improve the accuracy and reduce the number of iterations. The ROUGE 
evaluations on four different data sets showed that the density concept can improve the 
results and the method has better performance compared to the algorithm that includes the 
centroid value (i.e. DsR-G and DsR-Q). 
The results confirm that including more information to the algorithms improves their 
performance. We note that our system ranks 2nd for some of the data sets (e.g. DUC 2006 
and DUC 2007) when compared to other participating systems. Our system is not 1st because 
the participating systems use also syntactical and semantic analysis. Our research just 
focuses on the effect of the density on the graph-based methods and explores this notion. It 
shows that this concept (density) is effective and improves the previous version of the graph 
based algorithms. Therefore, it is conceivable that it can potentially improve other graph-
based systems.  
Furthermore, the experiments show that the concept introduced reduces the number of 
iterations significantly. Our system is much faster than the baseline algorithms (e.g. 








4.3 Speeding-up Algorithms for Graph-Based Multi-Document Summarization 
In this section we are concerned with the problem of graph-based summarization and the 
issue of how to speed up this process. In literature, the main focus of the research has been 
the quality of generated summaries and speed has been almost neglected. In this research, 
we are concerned with speeding up the algorithms normally used in extractive 
summarization. We proposed two algorithms referred to as Fast-LexRank and Fast-T-
LexRank in which LexRank and T-LexRank have been improved by reducing the number 
of nodes in the graph, tuning the parameters and adapting ranked list to decrease number of 
iterations. We have used DUC 2004 to evaluate the generic multi-document summarization 
and DUC 2006 and DUC 2007 for query-based multi-document summarization. ROUGE 
measure has been used to evaluate these systems. Experimental results show that Fast-
LexRank and Fast-T-LexRank are about 3.5x faster than original ones. Furthermore, their 
accuracies outperform previous models in generic and query-based multi-document 
summarization tasks. 
 
Methods for Speeding up the algorithms 
As we know, generating a graph for a set of documents is time-consuming because the 
summarizer system needs to calculate similarity of each node (i.e. sentence) with all the 
other nodes (all sentences in all documents).  Also, after the graph has been generated, the 
summarizer system has to deal with this very large graph to identify the salient sentences and 
this is time-consuming. 
In literature, the main focus of the research was the quality of the summary (measured e.g. 
by ROUGE). In other words, researchers have tried to improve their algorithms to generate 
better summaries disregarding that the systems take more time. In this work, we improve the 
method to increase the speed of the summarizer systems that are based on PageRank 
algorithm in three different ways.  
First, we do this by reducing the number of nodes in the graph so that the accuracy would 
not reduce. The other improvement is based on changing the core of these algorithms based 
on PageRank algorithm. We compute the current ranked list in a somewhat different way 
and therefore the speed of the algorithms increases. Also, one of the parameters (i.e. ) can 
also been tuned. In our final experiment, we applied all three improvements together to 
LexRank and T-LexRank and called them Fast-LexRank and Fast-T-LexRank respectively. 
Experimental results show that Fast-LexRank and Fast-T-LexRank are more efficient. 
Fast-LexRank and Fast-T-LexRank outperform previous graph-based models in generic 
and query-based multi-document summarization methods.  
 
4.3.1 Speeding-up the Summarization Algorithms 
 
The process of summary generation discussed here is based on LexRank which was 
described in chapter 3. It includes the following steps: 
- generating the neighbour matrix for N nodes; 
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- calculating the ranked list;  
- calculating the importance of sentences and transferring the most salient ones into the 
summary (i.e. if the selected sentences have low similarity with the previous selected 
sentences).  
The speed of this process can be improved by changing the process or the used ranking 
algorithm. Here, we propose three methods:  
- Early node elimination;  
- Early update of ranks; 
- Tuning the parameter controlling termination.  
More details are given in the remainder of this this sub-section. 
 
Early node elimination 
We can change summary generation process so that system would check the similarity 
between nodes and eliminate very similar nodes before generating the ranked list. It means 
that only one of the similar nodes will be kept (early similar node discarding). This strategy 
will reduce the number of nodes, therefore the algorithms use smaller graphs and the “For 
loop” of the ranking algorithm iterates fewer times, because the number of iterations is 
related to the number of graph nodes. This modification not only speeds up the algorithms 
convergence, but also improves the accuracy. In the experiment section, the results confirm 
this (i.e. section 4.3.2). 
 
Early update of ranks 
The second improvement is related to LexRank and T-LexRank algorithms. If we consider 
line 8 of these algorithms, we will note that these algorithms compute the current ranked list 
based on the previous ranked list. In other words, when the new scores for sentences have 
been calculated, these scores will be stored in the new list for the next iteration. It is possible 
to change this process so that the algorithms would use the current scores in the current 
iteration. Therefore, for computing each sentence rank, the algorithms apply the latest 
information (i.e. latest ranks). 

























Fig.4.9 LexRank with our improvement. 
 
The improved T-LexRank can be obtained from the improved LexRank in Fig.4.9 by 
replacing line 8 with:  
  Rt(S୧) = (1 − d) ∗ sim(D(S୧), Q) + d ∗ ∑ ൭R୲(S୧) ∗ ௦௜௠൫ୗ౟,ୗౠ൯∑ ௦௜௠൫ୗౠ,ୗౡ൯౏ౡಣొቀ౏ౠቁ )൱ୗౠ஫୒(ୗ౟) . (4.11) 
The results in the experiments section show that these modifications decrease the number 
of iterations and result in an improvement of the quality of the summary as well. 
Tuning the parameter controlling termination 
The third change involves tuning ᆅ that controls termination. As we know, LexRank and 
T-LexRank include loops and these iterate until some appropriate measure – here the norm 
of difference between the current ranked list vector and the previous ranked list vector - is 
smaller than ᆅ. 
To the best of our knowledge, researchers believe that ᆅ should be small and so they set 
this parameter to a very small value, like 0.001. If we could tune this parameter to a more 
appropriate value, the number of iteration would decrease. The results of our experiments 
reveal that the optimum value is between 0.01 and 0.02.         
The next section presents the results of our experiments to support the exposition 
presented here. 
 
4.3.2 Experiments and Results 
Our improved system has been applied to both generic and query-based multi-document 
summarization. Therefore, the experiments have been carried out on DUC 2004, DUC 2006 
1 Input: M, N number of nodes of graph ,threshold ᆅ , damping factor d  




૚             (1 denotes a N ×1 vector of all 1’s) 
3 t=0 
4 repeat 
5      t=t+1 
6      Rt=Rt-1 
7      for Si=1 to N 
8            Rt(S୧) = (ଵିୢ)୒ + d ∗ ∑ ൭ܴ௧(S୧) 	 ∗ ݏ݅݉൫Si,Sj൯∑ ݏ݅݉൫Sj ,Sk൯SkϵNቀSjቁ ൱ୗౠ஫୒(ୗ౟) 		    
9       end 
10       ɤ=|Rt-Rt-1| 
11 until ɤ > ᆅ 
12 return L 
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and DUC 2007 that have been described before (section 4.2.6). The same pre-processing and 
evaluation method was applied as described in that section.   
Results of early node elimination 
To reduce the number of the nodes we eliminated those nodes that are very similar (i.e. 
similarity greater than 0.7) and just kept one of them that has largest sum of the weights of 
its links. Then, we applied ranking list algorithms (LexRank for generic summarization and 
T-LexRank for query-based summarization) (see Fig.4.9). 
Tables 4.12-4.13 show the iteration reduction and the accuracy comparison between the 
normal and reduced graph for all 3 data sets. 
Table 4.12 Improvement on the data sets based on early node elimination. 
Data set No. of loops for all 
collections without node 
elimination (x1000) 
No. of loops for all 
collections with node 
elimination (x1000) 
Percentage of loop 
reduction 
DUC 2004 632 465 26.42% 
DUC 2006 247 164 33.60% 
DUC 2007 202 141 30.20% 
 
Table 4.13 Early node elimination evaluation on data sets. 
 
Data set Algorithms  ROUGE-1 ROUGE-2 ROUGE-SU4 
DUC 2004 LexRank (standard) 0.3690 0.0853 0.1279 LexRank (reduced graph) 0.3685 0.0849 0.1276 
DUC 2006 T-LexRank (standard) 0.3899 0.0856 0.1394 T-LexRank(reduced graph) 0.3906 0.0863 0.1396 
DUC 2007 T-LexRank (standard) 0.4089 0.1051 0.1560 T-LexRank(reduced graph) 0.4161 0.1075 0.1587 
 
Table 4.12 shows that this improvement reduces the number of iterations by at least 
26.4%, therefore, the speed of the reduced-graph version is at least 1.3 times of the speed of 
the normal version. Table 4.13 shows that the accuracy (measured by ROUGE) has been 
improved by about 0.001. It means that this method speeds up the algorithms without 
reducing accuracy. Furthermore, the results emphasize that if the elimination threshold is set 
well, there will be no decrease of accuracy.  
We note that other researchers have used the threshold 0.7 to restrict the addition of 
sentences to the current summary. However, this does not affect the size of the graph 
generated earlier and the number of iterations. Our modification achieves just that. Early 
elimination affects both the graph and the numbers of iterations without reducing the 
accuracy. 
Results of early update of rank list 
Using the rank scores of sentences that have been calculated in the current iteration can be 
explored to reduce number of iterations and thus improve run-time. 
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Tables 4.14 and 4.15 show the iteration reduction and the accuracy comparison between 
the normal algorithms and their adaptive versions for all data sets. 
Table 4.14 Improvement on the data sets based on adaptive ranked list. 
Data set No. of loops for all 
collections without 
adaptive ranked list 
(x1000) 
No. of loops for all 
collections with adaptive 
ranked list (x1000) 
Percentage of loop 
reduction 
DUC 2004 632 360 43.04% 
DUC 2006 247 196 20.65% 
DUC 2007 202 152 24.75% 
 
 
Table 4.15 Early update ranked list evaluation on data sets. 
Data set Algorithms  ROUGE-1 ROUGE-2 ROUGE-SU4 
DUC 2004 LexRank (standard) 0.3690 0.0853 0.1279 LexRank (early update) 0.3690 0.0853 0.1279 
DUC 2006 T-LexRank (standard) 0.3899 0.0856 0.1394 T-LexRank (early update) 0.3907 0.0858 0.1395 
DUC 2007 T-LexRank (standard) 0.4089 0.1051 0.1560 T-LexRank (early update) 0.4106 0.1068 0.1570 
 
Table 4.14 shows that this alternation reduces the number of iterations by at least 20%, 
therefore the speed of the adapted version is at least 1.2 times of the speed of the standard 
version. Table 4.15 shows that the accuracy has been improved slightly (by about 0.001). 
Therefore this method speeds up the algorithms without reducing the accuracy. The early 
update ranking algorithm just utilizes information in the current iteration instead of using it 
in the next one. Therefore the score of the sentences are calculated based on the latest 
information and the algorithms converge faster. As Table 4.15 shows, the accuracy is not 
impaired. 
Results of parameter tuning (ᆅ) 
We have studied how the rank lists evolve from one iteration to another and in particular 
the norm of the difference for two consecutive runs, which here is referred to as the “error” 
(i.e. |Rt-Rt-1|). The relationship of this error and the number of iterations was analysed for all 





Fig.4.10 Error for a sample collection of data set DUC 2004. 
 
 










Fig.4.12 Error for a sample collection of data set DUC 2007. 
We have experimented with different values of ᆅ. We have observed that if this parameter 
is set to a value less than 0.01, the algorithm will iterate more times. Although the scores of 
the sentences will get adjusted further, this change will not affect their ranks.  Table 4.17 
confirms this. Therefore, it is better to stop iterating earlier. Experimentally we have found 
that the best value for ᆅ is between 0.01 and 0.02. After this, as figures 4.10-4.12 show the 
value the error decreases very slowly and the slope of the error line is near to zero.  
Tables 4.16 and 4.17 show the results relative to ᆅ =0.02. 
Table 4.16 Improvement the number of iterations relative to parameter tuning of ᆅ for different 
datasets. 
Data sets No. of loops for all 
collections with ᆅ = 0.001 
(x1000) 
No. of loops for all 
collections with ᆅ =0.02 
(x1000) 
Percentage of loop 
reduction 
DUC 2004 632 402 36.39% 
DUC 2006 247 68 72.47% 
DUC 2007 202 51 74.75% 
 
 
Table 4.17 Effect of parameter tuning of ᆅ on accuracy for different data sets. 
Data set Algorithms  ᆅ ROUGE-1 ROUGE-2 ROUGE-SU4 
DUC 2004 LexRank  
0.001 0.3690 0.0853 0.1279 
LexRank  0.02 0.3690 0.0853 0.1279 
DUC 2006 T-LexRank  
0.001 0.3899 0.0856 0.1394 
T-LexRank  0.02 0.3899 0.0856 0.1394 
DUC 2007 T-LexRank  
0.001 0.4089 0.1051 0.1560 




Table 4.16 shows that this change reduces the number of iterations by at least 36%, and 
therefore the speed of the tuned version is at least 1.5 times of the speed of the normal 
version. Table 4.17 shows that the accuracy does not change. Therefore, this method speeds 
up the algorithms without reducing the accuracy. 
 
Results of combining the previous methods 
This subsection shows the results of the employing all three adaptations into a single 
algorithm for the final experiment. The algorithm represents the “combined method” and the 
two variants used later are referred to as Fast-LexRank and Fast-T-LexRank.  Tables 4.18-
4.20 show the results. 
 
Table 4.18 Improvement of number of iterations of a combined method on the data sets.  




No. of loops for all 






DUC 2004 632 176 72.15% 3.59 times 
DUC 2006 247 49 80.16% 5.04 times 
DUC 2007 202 38 81.19% 5.32 times 
 
 
Table 4.19 Effect of introducing a combined method on accuracy for all data sets. 
Data set Algorithms  ROUGE-1 ROUGE-2 ROUGE-SU4 
DUC 2004 LexRank  0.3690 0.0853 0.1279 Fast-LexRank  0.3716 0.0900 0.1310 
DUC 2006 T-LexRank  0.3899 0.0856 0.1394 Fast-T-LexRank  0.3946 0.0880 0.1408 
DUC 2007 T-LexRank  0.4089 0.1051 0.1560 Fast-T-LexRank  0.4155 0.1070 0.1577 
 
 
Table 4.20 Accuracy improvement for a combined method (fast versions). 
Data set ROUGE-1 ROUGE-2 ROUGE-SU4 
DUC 2004 +0.7% +5.5% +2.42% 
DUC 2006 +1.2% +2.8% +1.00% 
DUC 2007 +1.61% +1.81% +1.10% 
 
 
Table 4.18 shows that when three methods are combined together into one algorithm, they 
lead to a faster processing. This table shows that the percentage loop reduction is at least 
72% and that the speed of the fast version of the algorithm for generic summarization (Fast-
LexRank) at least is 3.5 times faster than the normal one. Furthermore, the speed of the fast 
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version of the algorithm for query-based summarization (Fast-T-LexRank) at least is 5 times 
better than the normal one. These improvements are quite significant.  
Table 4.19 shows that the fast versions of the algorithms have also improved the accuracy. 
Table 4.20 shows the percentage gains in performance when considering different ROUGE 
measures and different data sets. This means these methods not only speed up the 
algorithms, but also increase the accuracy. However these increases are relatively small. 













Methods for User-Based 
Summarization and Exploring 





Most research on multi-document summarization explores methods that generate the 
summary based on queries regardless of how the user would summarize text. We note that 
different users can generate somewhat different summaries on the basis of the same source 
data and query. This chapter presents our study on how to exploit the information regarding 
how users summarized their texts. Supervised machine learning techniques can be used to 
learn to model such users and generate new summaries. We have exploited this technique 
that generates models for different users for the same query and data set. The users’ models 
are based on a set of features that includes also certain topology-based features. This method 
is described in more details in section 5.1. 
Amini et al. (2005) proposed a learning-to-rank method for query-based single document 
summarization. Ouyang et al. (2011) applied regression model to query-based multi-
document summarization. Some researchers used feature selection to generate training data 
for multiple documents summarization. Ouyang et al. (2011) generated one model for all 
users based on specific features, while we learn different models for different users and we 
use different features that can be used to learn the users’ behaviour in the process of 
summarization. 
In addition, we propose an ensemble summarizing system that includes different user-
based summarizing systems, but is user-independent. This system is comparable with other 
automatic unsupervised summarizing system, as it is not user-specific. This method is 
described in more details in section 5.2. 
We note that the sentences selected into the summary should be coherent and supplement 
each other in meaning. One method to represent this relationship between sentences is by 
actor-object relationship (AOR). This line of research combines our ensemble summarizing 
system and AOR to generate the summary. This method is described in more details in 
section 5.3. 
 
5.1 User-Based Models for Query-focused Multi-Document 
Summarization 
 
We note that the different users may generate different summaries for the same document 
set. Their summaries are based on their previous experience and their views. Therefore, we 
propose a user-based summarizing system that models that.  
The method employs machine learning techniques in the process. Therefore, training data 
for each user are needed in order to be able to apply machine learning techniques.  
 
The proposed method has four main parts:  
- Select document and summaries;  
- Prepare the sentences scores; 
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- Calculate sentence features; 
- Generate the user’s model. 
The details are given in the following. 
 
5.1.1 Select Documents and Summaries 
 
Our system uses human summaries to generate the training data to learn the ranking 
models. There are several data collections accompanied by human summaries which have 
been used for automatic evaluation of the participating systems in the competitions (e.g. 
DUC 2006, DUC 2007, etc.). These summaries are used in our system to train the model. 
The user’s model (model of a particular summarizer) can be used to generate summary for a 
new data set (source text).   
Our system uses DUC 2006 and DUC 2007 data sets that have 50 and 45 document sets 
respectively and each document set is accompanied by 4 human summaries. In addition, 
there are 10 summarizers for each DUC. Consequently, each summarizer has summarized 20 
document sets of DUC 2006 and 18 document sets of DUC 2007 (i.e. each summarizer has 
20 sample  document sets of DUC 2006 and 18 sample  document sets of DUC 2007). 
Therefore there is enough data to permit the generation of a model of that user/summarizer. 
To prepare a model of summarizer/user u, we need to do the following. Select a document 
set DSj containing a set of documents and the corresponding summary DS'ju by user u. 
This way we obtain pairs of the form <DSj, DS'ju>. We need as many pairs as possible to 
generate a good model of user u. 






Fig.5.1 Used Symbols in the following sections. 
 
5.1.2 Elaboration of the Sentences Scores 
The training data supplied to the learning systems should include the sentences together 
with their importance score (i.e. target value). The importance score should estimate how 
strongly the source sentence is related to the sentences in the human-supplied summary. In 
this research we reuse the strategy introduced by Ouyang et al. (2011) that was used for 
query-based summarization. The idea is that if human summaries are informative and 
readable, the sentences in the documents that are quite similar to them should be acceptable 
DSj document set j of DUC 2006 or DUC 2007. 
Dij document i of document set j. 
Skij sentence k of document Dij. 
DS'ju summary of document set DSj done by summarizer/user u. 




as well. The higher the similarity, the higher the score attributed to the sentence.  Our system 
attributes a score to each sentence based on its similarity to standard summaries. 
 In this part we require document pairs of the form <DSj, DS'ju> discussed in the previous 
section. Document set DSj consists of a number of documents. Let Dij represent document i 
of document set j and Skij represent sentence k of document Dij. 
In this section we describe how we can calculate a score of that sentence while taking into 
account the summary document DS'ju. The method is general and applicable to any sentence. 
The summary document DS'ju includes certain number of sentences. For a given sentence 
Skij we can calculate a similarity score to DS'ju. This can be represented by Sim(Skij, DS'ju) 
and the calculation is represented as follows: 
Score (Skij) = Sim(Skij, DS'ju) = ROUGE-1/ No. of words of Skij   
This process is repeated for all sentences Skij of DSju.  
The data obtained of a particular summarizer are explored here. It means that each 
sentence Skij in document set DSj is assigned an importance score which is computed by 
ROUGE-1 on the basis of the related summary DS'ju done by user j. 















Fig.5.2 Prepare the sentences scores. 
 
The meaning of some of the terms used in Fig.5.2 is as follows: 
- The tuple <S1ij, f11ij,…, fn1ij,  score1ij> denotes a structure that includes the features 
and the related score (i.e. score is the target feature in the learning process ) for 
sentence S1ij,  
- Function Extracting scores computes score (i.e. target value) of each sentence and it 
will be explained in more details in this section (i.e. Training data construction), 
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- Function Generating features computes values of the features of all sentences in the 
document set. 
 
5.1.3 Calculating Sentence Features 
 
We need features that capture the user’s preferences when selecting sentences. Some of 
them are related to our graph-based representation. After some considerations we have 
selected 10 features to characterize the process of users’ selection from the source data. 
Sentence length  
Neither very short nor very long sentences are normally not important. A very short 
sentence is normally not informative and a very long sentence just wastes the resource of 
fixed summary length. Therefore, we use the sentence length as one of the features. 
sentence_length(S) = |words(S)|                          (5.1) 
where |words(S)|   represents the number of the words in S. 
Sentence length without stop-words 
This feature shows how many informative words there are in the sentence. If the sentence 
has many stop-words, it will normally be less informative. Thus, we define this feature as 
follows: 
     length_without_stop-word (S) =  sentence_length(S) - |stopword(S)|        (5.2)                                           
where  |stopword(S)| represents the number of the stop-words in S. 
Sentence radius 
If the sentence is closer to the centroid of the corresponding document, it carries more 
information from that document (chapter 4). The radius is the distance between the sentence 
and the document centroid. The equation below provides the definition of this feature 








                    (5.3) 
where N is number of sentences, vector X଴ሬሬሬሬ⃗  is the centroid and vector X୩ሬሬሬሬ⃗  represents a 
sentence in vector-space model. The centroid is defined as: X଴ሬሬሬሬ⃗ = ∑ ଡ଼ౡሬሬሬሬሬ⃗ొౡసభ୒                                    (5.4) 
 
 
Average of tf-idf  
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The well-known representation tf-idf permits to highlight the importance of words in each 
sentence. We use the average of the tf-idf weights of the words of the given sentence as a 
feature. The following equation shows how it is calculated. 
tfidf(S) = ( ∑ tϐidf(w୧))୵౟ /n                            (5.5) 
where tfidf(wi) is the tf-idf weight of the word wi in the data set (i.e. collection of documents) 
and n is the number of words in sentence S. 
 
Sentence to query similarity 
The summarizer is required to generate a summary to satisfy the user’s expectations and 
while taking into account this query. Therefore, this feature is important and is defined as 
follows: 
sim_query(S) = COS(S,Q)                        (5.6)   
where COS(S,Q) computes the cosine similarity between the sentence S and the query Q (i.e. 
each document set has a topic or short description that is referred to as Query). 
Sentence position 
Normally authors introduce their main idea at the beginning of their texts. This 
observation can be exploited and so this feature is defined as follows (Ouyang et al., 2011) 
as follows: 
position(S) = 1 − ୧ିଵ
୬
                        (5.7) 
where n is the total number of the sentences and S is the i-th sentence in the document. 
Sum of similarities between current sentence and other sentences 
For computing this feature we need the similarity between each sentence and all the other 
sentences in the given document set accompanied by weight (i.e. similarity between two 
sentences). Here we consider only the weights greater than 0.05 to avoid the problem of a 
link by chance. This feature covers a certain part of the graph topology and shows how much 
the current sentence is similar to the other sentences in the graph (i.e. as we know, the graph 
of the sentences is not directed). The following equation shows how this feature is computed 
sim_to_others(S) = ∑ 		COS(S, S୩୧୨)ୗౡ౟ౠ	ԑ		஽ௌೕ                      (5.8) 
where S in the current sentence, Skij is a sentence of document set j and COS computes the 
cosine similarity. 
Sum of similarities between current sentence and top 5 sentences 
This feature calculates the sum of top 5 similarities between current sentence and the other 
sentences. To compute this feature we need the measure of similarity between each sentence 
and all the other sentences in the document set. This feature covers a certain part of the 
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graph topology and shows how strong the sentence relationship is to the other sentences.  
We define this feature as follows: 
 
sim_ to_top5(S) = ∑ 		COS(S, S୨)ୗౠ	∈	୘୭୮	ହ                    (5.9) 
where S in the current sentence, Sj is another document set sentence and COS computes the 
cosine similarity. 
Number of nonzero links 
This feature shows how many links there are between this sentence and the other 
sentences in the document set with weight (i.e. similarity between two sentences) greater 
than 0.05. Our assumption is that the more links there are (the more relationships it has) the 
more important this sentence is. We define this feature as follows: 
nonzero(S) =|Link(S,Sj) >=0.05 Sj ∈ Graph|       
 (5.10) 
where Sj is member of the graph. The equation shows the number of links from S to other 
sentences (nodes) with more than 0.05 weight. 
Sentence rank of T-LexRank  
The intuition here is that if a sentence gets a high rank by T-LexRank (Otterbacher, 2005), 
it may be more useful for the final summary. Non-supervised summarization methods, such 
as T-LexRank, use just this feature. We see no reason why this feature should not be reused 
in a supervised setting. This feature is defined as follows: 




Let us compare the features used in our system with some other systems. Ouyang’s system 
used seven features including three query-dependent (i.e. word matching, semantic 
matching, named entity matching) and four query-independent features (i.e. tf-idf, named 
entity, stop-word penalty, sentence position). This indicates that Ouyang et al. focused on the 
relationship between the query and the documents and their features do not cover so well the 
users’ behaviour during the process of sentence selection as our features. Table 5.1 shows 
the comparison between our features and some other researchers. Some features are not 
exactly similar, but compute the same entity in different way (e.g. stop-word penalty and 








Table 5.1 Features used in different systems. 
Feature Ouyang’s system Toutanova’s system Our system 
Sentence length   * * 
Sentence length without stop-
words 
*  * 
Sentence position * * * 
Sentence Radius   * 
Average of tf-idf * * * 
Sentence to query similarity * * * 
Sum of similarities between 
current sentence and other 
sentences 
  * 
Sum of similarities between the 
current sentence and the top 5 
sentences 
  * 
Number of nonzero links   * 
Sentence rank of T-LexRank   * 
 
Toutanova’s system (Toutanova et al. (2007)) uses more features than those showed here, 
but the other features are based on the text syntax and we did not show them here. Here we 
focus on features that are extracted from the graph. When a specific user selects some 
sentences to generate the summary, these features capture the relationships between these 
sentences, represented as nodes, and other sentences in the graph. 
 
Representation of characterized sentences 
 
Each sentence Skij of document set DSj is characterized by ten features described above 
and the score. It can be represented as a tuple: 
 
<Skij , f1kij,…,f10kij,  scorekij> 
 
The training data set constructed contains as many lines as there are sentences in a data set. 
The variable score is the objective variable whose value we wish to predict using machine 
learning techniques described in the next section. 
 
5.1.4 Generate the User’s Model 
 
The training data, created as described in the previous section, is used to generate the 












Fig.5.3 Generating modelju for data set j and the corresponding summary created by user u. 
 
In Fig. 5.3, the function of Machine Learning uses the training data to generate a model. 
Modelju denotes the generated model for user u based on TSju. 
There are many machine learning techniques that each one has some advantages and 
disadvantages. Some of them were mentioned in the section discussing related work. We 
have experimented with 2 of them that in this research we report their results (back-
propagation neural network and random forests regression algorithms were used for learning 
the users’ models).  
Here, it is necessary to explain why we have generated several models for each user (i.e. 
summarizer) instead of just a single model. As we know, each document set may include 
some specific issues which are summarized in a specific way. Therefore, if we combine 
sentences of all document sets and all their summaries into a single summary and generate a 
model for this, we may lose some information. This is obviously a conjecture. 
This is obviously a conjecture. However, our obtained results, provided in subsequent 
sections, support this conjecture. 
The user’s models are used to generate a single user-based summary for a new document. 
The following section describes this.   
5.1.5 Feeding the Users’ Models and Combining the Results 
Our system generates different regression models (i.e. user-based) for different document 
sets and a particular user/summarizer. Let us now see how these models can be used to 
generate a summary for a new text (e.g. test document or document set). The test document 
is fed to all models of user u and each model outputs a score for each sentence in the test 
document. The sentences can be re-arranged into a ranked list.  Our aim is to combine these 
lists to generate a single ranked list. This can be done in different ways. One simple way is 
by calculating the mean of score of each sentence in the different ranked lists and obtaining 
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Fig. 5.4 Feeding test document set to user’s models and generating a ranked list and the 
summary. 
 
In Fig.5.4, DSm denotes a document set that is to be summarized, Ranked listiu denotes the 
ranked list of sentences generated by Modeliu and function Merging combines all generated 
ranked lists to obtain the combined ranked list. 
We use a leave-one-out mode to generate summaries. If the user (i.e. the summarizer) has 
summarized m document sets, our system learns m-1 models and uses these models to 
generate the summary of the remaining document set in a leave-one-out style. This method is 
applied to all document sets and all users.  
After combining the rank lists and generating the combined ranked list for the test 
document set the sentences with highest scores are selected and concatenated into the 
summary until the summary limitation has been reached (e.g. 250 words for DUC 2006 and 
DUC 2007). 
    Since the summary length is limited, redundant sentences can waste the summary 
resource length and hence the opportunities to include other relevant information can be 
missed. Therefore, to solve this problem, we adopt the Maximum Marginal Relevance 
(MMR) approach (Carbonell et al., 1998).  
 
5.1.6 Experiments and Results 
Our proposed method (i.e. user-based summarizer) has been applied for query-based 
multi-document summarization. Therefore, the experiments have been carried out on DUC 
20064 and DUC 2007. All the documents and queries of the DUC datasets mentioned earlier 
have been pre-processed using a similar process as already described in section 4.2. 
We have use the proposed methods described in the previous section and carried out the 
query-based summarization task which is limited to 250 words for DUC 2006 and DUC 
2007.  
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The MATLAB implementations were used. The neural network5 used had 2 hidden layers 
and 10 nodes per each layer and the parameters of the random forests6 algorithm were set to: 
number of trees=500 and number of tried attributes (features) =3. We set up and tested 
several scenarios to select the best value of the parameters and the best values were selected 
visually.  
Automatic evaluation toolkit (i.e. ROUGE-1.5.5) that is described in section 4.2 was used. 
Our experiments show that the results of user-based system that exploits supervised 
learning are better in comparison with various other methods. 
In addition, we carried out other experiments to show the importance of the proposed 
features which are described later on. 
Table 5.2a shows the results of two ML algorithms mentioned earlier evaluated using the 
leave-one-out method. In addition, the table provides a comparison with T-LexRank 
algorithm (considered as a benchmark), Ouyang’s system (Ouyang et al., 2011) that can be 
considered as a state-of-the-art system and our previous DensQS system (described in the 
previous chapter) that achieved good results in query-based multi-document summarization. 
The numbers in the brackets show the interval relative to 95% confidence level.  Also, we 
have compared our system reported here to the results of 32 participating systems of DUC 
2006 and the corresponding results are shown in Table 5.2b.  
Table 5.2a Evaluation of user-based summarization on DUC 2006 data set. 
 ROUGE-2 ROUGE-SU4 
User-based (NN) 0.0933 (0.0894, 0.0972) 0.1492 (0.1453, 0.1531) 
User-Based (R.Forests) 0.0930 (0.0891, 0.0969) 0.1489 (0.1448, 0.1530) 
Ouyang’s system 0.0926 (0.0883, 0.0969) 0.1485 (0.1443, 0.1525) 
T-LexRank 0.0856 (0.0813, 0.0899) 0.1395 (0.1353, 0.1438) 
DensQS 0.0907 (0.0867, 0.0947) 0.1440 (0.1404, 0.1476) 
 
Table 5.2a shows that the user-based system outperforms the state-of-the-art systems and 
confirms that learning users’ models can improve performance. In addition, this table shows 
that the back-propagation neural network can learn the user’s way of summarizing better 
than the random forests algorithm. Still, both of them outperform the other methods. We 
note that or system shows 9% and 7% improvement on ROUGE-2 and ROUGE-SU4 
respectively compared to T-LexRank and also 0.8% and 0.5% improvement on these 
measures compared to Ouyang’s system. 
 
 
                                                            





Table 5.2b Comparison of user-based summarization with systems participating in the DUC 2006. 
 Average ROUGE-2 Average ROUGE-SU4 
Human 0.1001 0.1648 
S24 0.0950 0.1534 
User-based (NN) 0.0933 0.1492 
Ouyang’s system 0.0926 0.1485 
S15 0.0900 0.1448 
S12 0.0892 0.1457 
NIST Baseline 0.0491 0.0962 
 
Table 5.2b shows that our user-based (NN) system outperforms the baseline system (T-
LexRank) and also ranks 2nd out of 32 based on ROUGE-2 and ROUGE-SU4 in DUC 2006. 
These results on the DUC 2006 data set show that the proposed idea works quite well for 
query-based multi-document summarization.  
We have performed a series of experiments on DUC 2007 with the same setup as in the 
previous experiments. Tables 5.3a and 5.3b show the results. 
Table 5.3a Evaluation of user-based summarization on DUC 2007 data set. 
 ROUGE-2 ROUGE-SU4 
User-based (NN) 0.1219 (0.1181, 0.1257) 0.1695 (0.1650, 0.1739) 
User-Based (R.Forests) 0.1203 (0.1167, 01239) 0.1680 (0.1635, 0.1725) 
Ouyang’s system 0.1133 (0.1084, 0.1164) 0.1652 (0.1608, 0.1695) 
T-LexRank 0.1051  (0.1007, 0.1094) 0.1560  (0.1516, 0.1599) 
DensQS 0.1140  (0.1105, 0.1175) 0.1690  (0.1649, 0.1731) 
 
Table 5.3a - similarly as Table 5.2a - shows that the user-based system outperforms the 
state-of-the-art systems and confirms that learning users’ models can improve the 
performance. In addition, this table shows again that better models can be achieved with the 
neural network than with random forests. Nevertheless, both of them outperform the other 
methods. Here again we note that or system shows 16% and 8.7% improvement on ROUGE-
2 and ROUGE-SU4 respectively compared to T-LexRank and also 7.6% and 2.6% 










Table 5.3b  Comparison of user-based summarization with systems participating in DUC 2007. 
 Average ROUGE-2 Average ROUGE-SU4 
Human 0.1289 0.1840 
S15 0.1239 0.1750 
User-based (NN) 0.1219 0.1695 
S29 0.1201 0.1694 
S4 0.1181 0.1679 
S24 0.1176 0.1743 
Ouyang’s system 0.1133 0.1652 
S13 0.1115 0.1630 
NIST Baseline 0.0599 0.1036 
 
 
Table 5.3b shows that the user-based (NN) system outperforms the baseline and also ranks 
2nd out of 32 based on ROUGE-2 and ROUGE-SU4 in DUC 2007 data set. These results 
confirm once more that the proposed idea is useful for query-based multi-document 
summarization.  
5.1.7 Usefulness of Different Features 
The purpose of this section is to examine the effect of different features on performance. 
We have focused on the new 5 features that were introduced in this work and carried out a 
series of experiments to examine this. We have followed a kind of backward elimination 
strategy. The performance of the system was compared to a similar one in which one of the 
features was dropped. If the performance decreased by more than a certain amount, we can 
conclude that the feature is indeed relevant. Table 5.6 shows the results on DUC 2006 and 
DUC 2007 data set. 
Table 5.4 Effect of dropping one feature on performance for user-based system (NN). 
 DUC 2006 DUC 2007 
 ROUGE-2 ROUGE-SU4 ROUGE-2 ROUGE-SU4 
nonzero -13.2% -11.0% -26.90% -15.0% 
sim_ to_top5 -15.8% -13.2% -33.00% -20.4% 
sim_to_others -6.4% -5.30% -13.80% -7.30% 
radius -17.1% -13.31% -33.82% -20.24% 
rank_by_TLexRank -1.2% -0.080% -2.500% -0.10% 
 
Table 5.4 shows that some performance can be lost if we drop any of the features. In 
addition, we can conclude that four out of the five proposed features are important. Feature 
rank_by_TLexRank leads to the drop of performance that is relatively small. It is probable 





5.2 Ensemble Summarizing System 
The purpose of this section is to describe a system that uses information of different users, 
but it is independent of a specific user.    
Fig.5.5. shows architecture of an ensemble summarizing system that is based on the 










Fig.5.5 The architecture of ensemble summarizing system. 
 
The models used here have been generated on the basis of summaries of different users for 
different document sets, but excluding DSm for which we want to obtain a summary. For 
instance, the models for user u1are represented by a box in the top-left part of the figure. 
For DUC 2006, for instance, there are 20 such models, as each summarizer processed 20 
document sets. As there were 4 summarizers for each document set, the total number of the 
models is 80.  
The system described generates a summary for a document set by combining all ranked 
lists that are generated by all users’ models. The idea here was imported from classification. 
If we combine models of different users, we obtain a combined model that works in a similar 
fashion as ensembles in classification.  
The ensemble summarizing system explores the idea that when the system learns the 
models of different users separately per each document set, it can extract more information 
which is then captured in these different models. To perform this experiment, the 
summarizer system aggregates all ranked list generated by users’ models of different 
document sets (Fig.5.6). This set-up has a practical important meaning. If a new user wishes 
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5.2.1 Experiments and Results 
To evaluate this system we assume that we have models of different users, but leave one 
document set out. We use all these models to generate a summary for the document set that 
has been left out. The results are shown in Tables 5.5-5.6.  
Table 5.5 Evaluation of the global summarization system on DUC 2006 data set. 
 ROUGE-2 ROUGE-SU4 
User-based (NN) 0.0933 0.1492 
Global (ensemble)-based 0.0929 0.1490 
Ouyang’s system 0.0926 0.1485 
 
 
Table 5.6 Evaluation of the global summarization system on DUC 2007 data set. 
 ROUGE-2 ROUGE-SU4 
User-based(NN) 0.1219 0.1695 
Global (ensemble)-based 0.1194 0.1680 
Ouyang’s system 0.1133 0.1652 
 
The results reveal that the global summarization system trained on different users’ data 
achieves higher ROUGE scores than Ouyang’s system. Therefore, it appears that learning 
the users’ models separately is beneficial and can lead to better performance.  
However, the system does not outperform a specific user-based system and this is 
understandable. User-based system learns models of specific users and these are applied to 
other document set not used in training. The system is evaluated on summaries of the same 
specific use. Nonetheless, both user-based and global summarizing systems outperform 
Ouyang’s system that learns a single model of all users.  We postulate that using a set of 
models brings additional advantages, as in ensemble learning. 
The ensemble summarizing system has several advantages when compared to Ouyang’s 
system. The first one is that the quality of the summaries generated by this system is higher 
than quality of Ouyang’s system; as the results show. This is reasonable because our system 
learns from each document set separately and also uses new features. Therefore our system 
has more information to learn from. When all document sets are learned together (as in 
Ouyang’s system), several inter-links that do not exist in the normal situation between 
sentences of various document sets are taken into account. The second advantage is that 
learning several small models is faster than a big one. Computing the initial matrices for 
smaller models is faster than a single very large model (for example, computing 10 matrices 
with dimension 10 is faster that computing one matrix with dimension 100). Also, small 
models can be learned in parallel.  
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5.3 Modeling Actor-Object Relationships for Query-Focused Multi-
Document Summarization 
This section builds on the work described in the previous section, but we explore yet 
another hypothesis. We believe that the sentences selected into the summary should be 
coherent and supplement each other in their meaning. One method to model this relationship 
between sentences is by detecting actor-object relationship (AOR). This occurs when one 
sentence introduces an object that plays the role of an actor or a subject in another sentence. 
The sentences that satisfy this relationship have their importance value enhanced.  
5.3.1 Ensemble Method Combined with Actor-Object 
Relationship 
The proposed system in this section is based on the system introduced in the previous 
section. It differs from the previous system in the way it selects the sentences for the final 











Fig.5.6 Generating the summary (SS) from combined ranked list (CS). 
 
The summary (SS) is generated sentence by sentence from the combined ranked list (CS) 
for the test document set. Fig.5.6 illustrates this process. The sentence with the highest score 
is selected for the summary (SS). After this, the combined ranked list is updated based on the 
sentence chosen using AOR and MMR. Here MMR represents the Maximum Marginal 
Relevance approach (Carbonell et al., 1998, Annex). The method AOR is described further 
on in this section. 
This process is continued until the summary space limitation has been reached (e.g. 250 
words for DUC 2006 and DUC 2007). 
  
Generating the summary 
Updating the combined ranked list includes two steps. The first one involves updating the 
list based on AOR. The aim is to generate a summary that would enhance coherence, but not 
redundancy. One method to model this relationship between sentences is by detecting actor-
object relationship (AOR). The sentences that satisfy this relationship have their importance 
value enhanced. This approach requires that terms be annotated with tags. To do this, we 
have used the Stanford dependency parser. Therefore, we explain some aspects of the parser 
here that are important to carry out this task.  
Summary (SS) 
Update ranks of the sentences in CS 
based on AOR and MMR 
 
If summary length < space limitation  
continue 
 




The parser was produced by the Stanford Natural Language Processing Group (Marie-
Catherine de Marneffe et al., 2006). The Stanford parser is a natural language parser that 
analyzes the grammatical structure of sentences. It can identify phrases, an actor or object of 
a verb etc. This parser uses knowledge of language acquired from hand-parsed sentences to 
produce the most likely analysis of a new sentence. We describe some concepts below which 
are important for the solution adopted. First, we show some grammatical tags that are 
relevant here. They are shown in Table 5.7. 
Table 5.7 Extracted tags by Stanford parser. 
 Tags Description 
Objects 
dobj Direct object: The direct object of the verb. 
iobj Indirect object: The indirect object of the verb. 
Actors 
nsubj Nominal actor: A nominal actor is a noun phrase which is the 
syntactic actor of a clause. 
nsubjpass Passive nominal actor: A noun phrase which is the syntactic 
actor of a passive clause. 
agent Agent: It is the complement of a passive verb introduced by the 
preposition “by” who executes the action. 
 
In Table 5.7, dobj and iobj represent objects of sentences and nsubj, nsubjpass and agent 
represent the actor or subject of sentences. These categories are generated by the parser and 
are attached to the corresponding sentences. So, a particular sentence may be accompanied, 
for instance, by dobj(seize-47, compound-51) (see sentence S1 in Fig.5.7) among other 
similar annotations. This assertion means that the word “seize” has “compound” as a direct 













Fig.5.7 Detecting certain dependency parser patterns. 
 
What interests us to detect patterns of the following kind: 
SS Sentence ID Tags 
Summary 
S1 dobj(seize-47, compound-51) etc. 
S2 … 
S3  … 
CS Sentence ID Tags 
Combined ranked 





S4 nsubj(served-31, compound-25) etc. 
…  
Updating the score 
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dobj(ti-pi, tj-pj)  DP(Si | Si  SS)  nsubj(tk-pk, tj-pl)  DP(Sj | Sj  CS)               (5.12) 
where ti-pi represents some term ti at position pi and DP(Si | Si  SS) represents the result of 
applying the dependency parser to sentence Si in the summary. We note that the pattern 
includes the same term tj in two different positions (pj and pl). One instance of this pattern 
representing the situation in Fig.5.7 is: 
dobj(seize-47, compound-51) DP(Si | Si  SS)  nsubj(served-31,compound-25) DP(Sj | 
Sj  CS))                (5.13) 
In the previous example the common term is the word “compound” that appears in two 
different sentences. 
If a sentence is identified satisfying the pattern shown, the combined ranked list is 
updated. The corresponding score of the sentence in the combined ranked list is updated 
using equation (5.14).  
 Score(Si)= Score(Si)+θ(Score(Shigh-score)-Score(Si))          (5.14) 
where Score(Si) denotes the score of sentence Si in the ranked list (CS), Score(Shigh-score) 
denotes the score of the selected sentence for the summary in the previous round and θ is a 
parameter which determines the influence of this rule. The increased score will increase the 
chance that this sentence will be selected into the summary. Setting θ to a high value means 
that the user would like AOR to have a strong effect on the sentence selection and low value 
has the opposite effect. The right value of this parameter needs to be chosen. This is 
described in the next section where we discuss the experiments. 
Fig.5.7 shows that the object of the selected sentence (i.e. dobj in sentence number 1 in the 
summary) is the nominal subject (nsubj) of the sentences number 4 in the ranked list. 
Consequently, the scores of this sentence are updated by equation 5.14. 
After updating the sentence scores, the highest scored sentence in the combined ranked list 
is selected for including in the summary. This process is continued until the length limitation 































Fig.5.8 One examples of a summary showing the effects of AOR. 
 
Fig.5.8 shows one summary generated with AOR. It illustrates the effects of using AOR.  
The rank of some sentences in the summary has been altered. Symbol ‘=’ shows that the 
score of these sentences is equal to the one without AOR, symbol ‘+’ indicates that these 
sentences have been promoted from their positions or added to the summary. These are, for 
instance, sentences S3 and S4. The words to which pattern (12) applies are highlighted by 
underlining. Symbol ‘-’ shows that scores of corresponding sentences has been reduced (for 
instance sentence 5). 
In our view the strategy adopted helps to generate a coherent summary. In Fig.5.8, 
sentence S1 mentions seizing compound and this issue is detailed further in S4, by explaining 
that the compound has served as a clubhouse for racists. The two sentences are more 
coherent, than, for instance, sentences S1 and S2. 
However, we need to take that redundant sentences are not introduced. These waste space 
in the final summary, given that the summary length is limited. Consequently, the 
opportunities to include more relevant information can be missed. Therefore, to solve this 
problem, we have adopted the MMR approach (Carbonell et al., 1998). The version of MMR 
used here is described in Appendix A.3. 
The next section shows the experimental results. 
 
5.3.2 Experiments and Results   
Our proposed method i.e. ensemble summarizing system combined with AOR has been 
applied for query-based multi-document summarization. The experiments have been carried 
Summary with AOR: 
=  S1- COEUR d'ALENE, Idaho _ Morris S. Dees Jr., who has won a series of civil rights suits against 
the Ku Klux Klan and other racist groups in a campaign to put them out of business, came to court 
here Monday to try to seize the Aryan Nations compound that has nurtured white supremacists for 
more than 20 years. 
=  S2- COEUR d'ALENE, Idaho _ Issuing a verdict that civil rights organizations hope will bankrupt 
one of the nation's largest white-supremacist groups and limit its ability to preach hate, a state jury 
in northern Idaho Thursday ordered leaders of the Aryan Nations to pay more than $6 million to 
the victims of an attack two years ago by men who were serving as security guards at the group's 
compound near here. 
+  S3- Since co-founding the Southern Poverty Law Center in 1971, Dees has wielded the civil lawsuit 
like a buck knife, carving financial assets out of hate group leaders who inspire followers to beat 
burn and kill. 
+  S4- COEUR D'ALENE, Idaho (AP) -- A lawyer who specializes in bankrupting hate groups is going 
after the Aryan Nations, whose compound in the Idaho woods has served as a clubhouse for 
some of America's most violent racists. 
-  S5- The Southern Poverty Law Center represented the predominantly black Macedonia Baptist 
Church in Clarendon County, which won a $21.5 million judgment against the Christian Knights 
and Klan members after the church was burned four years ago. 
-  S6- In 1987, Dees won a $7 million verdict against a Ku Klux Klan organization over the slaying of a 




out on DUC 20067 and DUC 2007 as before. All the documents and queries have been pre-
processed using the same methodology as described before. 
The same MATLAB implementations were used as before. The neural network8 used had 
2 hidden layers and 10 nodes per each layer. In addition, Stanford dependency parser9 was 
used to identify the sentence tags. Also, automatic evaluation toolkit (i.e. ROUGE-1.5.5) 
was used to evaluation. 
We have carried out other experiments to show the importance of the proposed 
enhancement. 
Fig.5.9 shows the results of experiments on parameter θ that controls the strength of AOR. 
These experiments reveal that the best value of parameter θ is between 0.2 and 0.3. 
Therefore, we have set this parameter to 0.25. 
 
Fig.5.9 Tuning parameter θ based on DUC 2006 and DUC 2007. 
 
Fig.5.9 shows that it is advantageous to use AOR, as the value of ROUGE indicates. Not 
using AOR is equivalent to θ =0 and for this value the values of ROUGE-2 and ROUGE-
SU4 are lower. It means that the hypothesis that AOR can improve the summary quality has 
been confirmed. 
Table 5.8 shows the results of the proposed ensemble-based summarization algorithm with 
AOR and without AOR. In addition, the table provides a comparison with T-LexRank 
algorithm and Ouyang’s system used in our earlier comparisons. Also, we have compared 
                                                            
7 More details about DUC can be found at http://duc.nist.gov. 




our system reported here to the results of 32 participating systems of DUC 2006 and the 
corresponding results are shown in Table 5.9. 
Table 5.8 Model evaluation on DUC 2006 data set. 
 ROUGE-2 ROUGE-SU4 
Ensemble system-AOR 0.0977 (0.0935, 0.1023) 0.1528 (0.1490, 0.1569) 
Ensemble system 0.0929 (0.0887, 0.0975) 0.1490 (0.1452, 0.1531) 
Ouyang’s system 0.0926 (0.0883, 0.0969) 0.1485 (0.1443, 0.1525) 
T-LexRank 0.0856 (0.0813, 0.0899) 0.1395 (0.1353, 0.1438) 
DensQS 0.0907 (0.0867, 0.0947) 0.1440 (0.1404, 0.1476) 
 
Table 5.8 shows that ensemble system both with and without AOR outperforms the state-
of-the-art systems and confirms that learning user’s models and updating the combined 
ranked list based on AOR does improve performance. In addition, the results in Table 5.9 
show that proposed systems outperform the other methods. The ensemble system with AOR 
shows 5.5% and 2.9% improvement on ROUGE-2 and ROUGE-SU4 respectively compared 
to Ouyang’s system. 
Table 5.9 Comparison with systems participating in the DUC 2006. 
 ROUGE-2 ROUGE-SU4 
Human 0.1001 0.1648 
Ensemble system-AOR 0.0977 0.1528 
S24 0.0950 0.1534 
Ouyang’s system 0.0926 0.1485 
S15 0.0900 0.1448 
S12 0.0892 0.1457 
NIST Baseline 0.0491 0.0962 
 
Table 5.9 shows that our ensemble-based system with AOR outperforms the baseline 
system and also ranks 1st out of 32 based on ROUGE-2 and ROUGE-SU4 in DUC 2006.  
We have performed also a series of experiments on DUC 2007 with the same setup as in 
the previous experiments. Tables 5.10 and 5.11 show the results. 
Table 5.10 Model evaluation on DUC 2007 data set. 
 ROUGE-2 ROUGE-SU4 
Ensemble system-AOR  0.1270 (0.1236, 0.1299) 0.1746 (0.1713, 0.1782) 
Ensemble system 0.1194 (0.1161, 0.1231) 0.1680 (0.1636, 0.1727) 
Ouyang’s system 0.1133 (0.1084, 0.1164) 0.1652 (0.1608, 0.1695) 
T-LexRank 0.1051  (0.1007, 0.1094) 0.1560  (0.1516, 0.1599) 




Table 5.10 - similarly as Table 5.8 - shows that ensemble system with and without AOR 
outperforms the state-of-the-art systems. It shows 12.1% and 5.7% improvement on 
ROUGE-2 and ROUGE-SU4 respectively compared to Ouyang’s system. 
Table 5.11 Comparison with systems participating in DUC 2007. 
 ROUGE-2 ROUGE-SU4 
Human 0.1289 0.1840 
Ensemble system-AOR 0.1270 0.1746 
S15 0.1239 0.1750 
S29 0.1201 0.1694 
S4 0.1181 0.1679 
S24 0.1176 0.1743 
Ouyang’s system 0.1133 0.1652 
S13 0.1115 0.1630 
NIST Baseline 0.0599 0.1036 
 
Table 5.11 shows that our ensemble system-AOR outperforms the baseline system and 
also ranks 1st out of 32 based on ROUGE-2 and ROUGE-SU4 in DUC 2007. These results 
both on DUC 2006 and DUC 2007 data set show that the proposed idea is indeed useful in 
query-based multi-document summarization.  
In addition, the results emphasize that learning the users’ models separately can lead to 
better performance compared to Ouyang’s system that generates a single model for all users.  
 The significant test was done using the Wilcoxon signed-rank test. The following table 
shows the results.  
Table 5.12 Significant test results 
 P-value 
Ensemble system-AOR versus T-LexRank  0.0034 
Ensemble system versus T-LexRank  0.0053 
 
The table above shows that the proposed methods obtain significant improvement 
compared to the bench mark. 











As users do not have usually time to analyze many documents in detail, shorter versions 
of these documents, including short summaries, are useful, as they enable to decide whether 
a particular document is of interest. Therefore, this thesis is concerned with the problem of 
summarization of multiple documents. 
This chapter concludes our work, giving a final overview about what we did, expressing 
the innovative aspects proposed, as well as related scientific contributions. We conclude 
this chapter by pointing out to some relevant future directions worth to be explored. 
 
6.1 Conclusions and Achievements in Summarization 
 
Our first research goal was to focus on previous systems proposed by others (Erkan et al., 
2004; Wei et al., 2008, 2010) and improve them.  
In this part of research we have proposed a new algorithm, the graph-based sentence 
ranking that includes the concept of density both for generic and query-based multi-
document summarization that represents the main contribution of this part. The concept of 
density that has been added to the graph model improves the quality and reduces the 
number of iterations. The evaluation on four different data sets showed that the density 
concept can improve the results when compared to the algorithm that includes the centroid 
value. Our algorithms have reached better performance than DsR-G and DsR-Q (Wei et al, 
2010).We note that our system ranks 2nd (but not 1st) for some of the data sets (e.g. DUC 
2006 and DUC 2007) when compared to some other participating systems. This is because 
these systems used also syntactical and semantic analysis. Our research in this part just 
focuses on the effect of the density on the graph-based methods and explores this notion. 
Therefore, it is conceivable that it can potentially improve other graph-based systems.  
Furthermore, the experiments show that our idea reduces the number of iterations 
significantly. Our system is about 8 times faster than the baseline algorithms (e.g. LexRank 
and T-LexRank) on average. The results of this part of research were described in the 
following papers:  
“Density-Based Graph Model for Multi-Document Summarization”, in proceedings of 
the 16th Portuguese Conference on Artificial Intelligence, EPIA 2013 (edited proceedings, 
not Springer volume).  
“Density-Based Graph Model Summarization: Attaining better Performance and 
Efficiency”, to appear in the journal of Intelligent Data Analysis (ISI, 5-year IF: 0.71) in 
2015. It was accepted in Feb. 2014. 
Afterwards, we have designed a system to summarize multiple documents with the help 
of user-based models. We identify three main contributions in this part. The first one is a 
user-based summarization system that can be trained based on a data capturing a particular 
user’s way of summarizing. In this part we explore supervised learning for the purpose of 
summarization. The second one involves a global summarizing system that exploits the 
models of different users that work together in an ensemble-like fashion. It can be used to 
generate a summary for some other user. The results show that both the user-based system 
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and the global summarizing system achieve better performance than several recent systems 
described in literature.  
The third contribution is that we have introduced new features that are based on graph 
topology capturing similarities among sentences. These features permit to capture the user’s 
behavior in the sentence selection process. The results on DUC 2006 and DUC 2007 
support this claim. It is shown that the proposed system outperforms various state-of-the-art 
systems. These results confirm the hypothesis that if we take them into account different 
users and their summaries, we can improve the quality of the summaries significantly. 
The proposed user-based system requires that each user provides some summaries as the 
training data and this is one of the disadvantages of this variant of the proposed system. 
Nevertheless, as has been shown, we can exploit models of different users to generate a 
global model and use it for new users for whom we have no summaries yet. This model has 
a somewhat lower performance than the user-based system, but it does not require that 
specific summaries be provided for each new user. 
If we compare the proposed system with some recent systems this reveals that our system 
has two advantages: first, we have introduced better, more informative features. As was 
shown our features are important, as if we drop anyone, the performance drops off. In 
addition, when the system generates separate models for each user and each document set, 
the resulting combination of models is better than a single learned model. This is easy to 
see. When we generate a model for all users of a given document set, many new spurious 
inter-relationships between the sentences of given document set are created and these affect 
the model. The effect of these spurious relationships is filtered out if we use a combination 
of models. 
In addition, our results show that if the system learns other users’ models separately, this 
can lead to better performance than the system that learns single model of all the users 
together. However, the performance does not exceed the system that learns a model of a 
specific user. The results of this part were described in the following article: 
 “User-Based Models for Query-focused Multi-Document Summarization”, submitted to 
the Journal of Intelligent Information Systems (Springer, ISI, IF: 0.833) in March 2014.  
In the last part of this thesis we have investigated how we can exploit the notion of 
coherence between the summary sentences to increase the quality of summaries. To 
improve the coherence of the summary we have exploited the actor-object relationships (i.e. 
AOR) between sentences. This method increases the chance of selecting those sentences 
whose subjects are object of the previously selected sentences for the summary. This is 
justified by our belief that the sentences of the human summary are often related to each 
other. Our hypothesis is that this method can increase the quality and readability by 
increasing the coherence of the summary.  
The main contribution of this part of research is to introduce ensemble system combined 
with AOR. This system can be trained based on the user’s way of summarizing. The results 
show that this system achieves better performance than several recent systems described in 
the literature and surpasses our previous models. The results on DUC 2006 and DUC 2007 
support this claim. AOR enables to detect certain aspects of coherence among sentences, 
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which we believe contributes positively towards higher quality of summaries. In addition, 
our system improves quality, coherence and readability of the generated summary by using 
AOR. However, we have not devised any specific tests to verify this. The results of this 
part of research were described in: 
“Actor-object Relationships for Query-focused Multi-Document Summarization”, in 
Journal of Soft Computing (Springer, ISI, IF: 1.124). DOI: 10.1007/s00500-014-1471-x, 
Oct. 2014. 
 
6.2 Future Work 
 
Any research work is certainly never definitely concluded; since many research issues, 
related to the initial problem still remain open. Therefore, it is important to look into the 
future and consider what seems worth exploring further. There are opportunities for 
research in each one of our main research lines. Therefore, some suggestions are made in 
this section regards this. 
Regards the graph-based models for multiple documents summarization we plan to 
investigate other methods to improve the performance further and to reduce the number of 
iterations. Also, summarizing large documents by graph-based methods represents a 
problem.  Large similarity matrices are difficult to compute and manage. Thus we need to 
consider incremental approaches that scale-up well both with the number of documents and 
sentences that need to be summarized. Enriching graph-based approaches with more 
features characterizing sentences is another line that could be followed. 
Regarding the user-based summarization, we plan to examine the effectiveness of 
exploiting other aspects of syntax analysis. Generating a system for summarizing scientific 
research papers based on the specific user requirements and his/her knowledge may be 
another good possibility.  
Another direction involves multi-document summarization oriented for streaming data. 
The proposed method would need to be changed to be compatible with this aim. This line is 
suitable for news and Twitter text. 
Another research line involves combination of sequence mining, multi-word units and 
multi-document summarization. Our past research was focused on word-based analysis. 
However, sequence mining could improve the quality of the summary. Our hypothesis is 
that each user usually uses some specific sequences of words in his/her writing, including 
summaries. So, such patterns could possibly be useful also in the process of generating 
user-based models.  
Another research line is in the direction of abstractive summarization. One possible 
direction involves the combination of our proposed methods with sentence reduction rules 
(Cordeiro, 2010). For example, after selecting the sentence for the summary we could apply 
learned reduction rules.  
Learning how to provide summaries to specific users could also be considered. This 
method would not need any query, because the user profile can play a role of the query.  
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 Syntactic analysis and Latent Semantic Indexing (LSI) could be used to find certain 
aspects of the documents and learn better models of different users that are useful in user-
based summarization. 
Finally, as the results of the previous chapters show, the performance of the proposed 
systems (for graph-based and user-based) is close to the human performance (i.e. this 
summary is the worst human summary that represents the borderline between the system-
generated and human-generated summaries). But these scores are based on the recall 
measure whose value is not very high (e.g. 0.12), although the upper bound is 1. We note 
that different people identify different issues as the important and hence their summaries 
are different. Furthermore, people use different synonyms and different word combinations 
in the summaries. Therefore, the value of the recall measure was not very high for the 
human summary compared to the other human summaries.  
To solve this problem, new evaluation measure should be developed relying on semantic 
analysis. The new evaluation measure should be able to take into account not only 
synonyms, but also the fact that the same thing can be said in many different ways. The 
first steps in this direction were made by Nenkova et al. (2004) who proposed the pyramid 










" ﮫﺑ نﺎﯾﺎﭘ ﺪﻣآ ﻦﯾا ﺮﺘﻓد ﺖﯾﺎﮑﺣ نﺎﻨﭽﻤھ ﯽﻗﺎﺑ ﺖﺳا.   "یﺪﻌﺳ  یزاﺮﯿﺷ  
  
“The book was finished but the story has not been finished yet. “ 
Saadi Shirazi, 12-th century 
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A1 Sample Document and Some Summaries 
 
A1.1 One Sample Document of DUC 2007: 
<DOC> 
<DOCNO> APW20000831.0201 </DOCNO> 
<DOCTYPE> NEWS STORY </DOCTYPE> 
<DATE_TIME> 2000-08-31 23:59 </DATE_TIME> 
<BODY> 
<HEADLINE> Aryan Nations Guards Testify  </HEADLINE> 
By JOHN K. WILEY 
<TEXT> 
<P> 
   COEUR D'ALENE, Idaho (AP) -- One of two men convicted of assaulting a woman and her son 
outside the headquarters of the Aryan Nations denied being a member of the white supremacist 
group Thursday during testimony in a civil rights case filed against them, the Aryan Nations and the 
group's founder, Richard Butler. 
</P> 
<P> 
   Lawyer Morris Dees, the co-founder of the Southern Poverty Law Center who is representing 
Victoria Keenan and her son, Jason, introduced letters, photographs and depositions to contradict 
the men's testimony. 
</P> 
<P> 
   If the jury awards compensatory and punitive damages, the Keenans could demand the Aryan 
Nations' assets, mainly the 20-acre compound and the sect's buildings. Dees has publicly said he 
hopes to bankrupt the Aryan Nations. 
</P> 
<P> 
   In court Thursday, Keenan's lawyers described Jesse Warfield, 43, as a former Aryan Nations 
security chief and John Yeager, 21, as former guard for the group. Both men are serving prison 
sentences for the 1998 assaults, and another security guard, Shane Wright, is a fugitive. 
</P> 
<P> 
   Warfield testified that he wasn't a member of the group when he, Yeager and Wright jumped into 
his pickup with an assault rifle and chased the Keenans' car after hearing a loud noise outside the 
group's compound, north of Coeur D'Alene. 
</P> 
<P> 
   He said he only chased the Keenans, who are part-white and part-American Indian, to try to find 
out who had paid them to shoot at the compound. No weapon was found in the Keenans' car, and 
authorities theorize the guards mistook a car backfire for a gunshot. Warfield said he ''always acted 
as if I was security chief, even though I wasn't appointed.'' 
</P> 
<P> 





   Both men are representing themselves and testified that the atmosphere surrounding the Aryan 
Nations compound in the months leading up to a 1998 Aryan parade through town was one of 
increasing paranoia that others would try to stop them. 
</P> 
<P> 
   The two denied lying to protect Butler, whom they consider to be the protector of the white race. 
</P> 
<P> 
   Butler, 82, has also said the men acted on their own. Edgar Steele, a lawyer representing Butler 
and the corporation that controls Aryan assets, has said he fears the Aryans' beliefs will be 
scrutinized by the jury rather than the evidence. The lawyers for the Ayran Nations have not begun 
calling witnesses in the case. 
</P> 
<P> 
   Outside the Kootenai County Justice Building, security has been tight since the trial began 
Monday. SWAT team members scan the crowd with binoculars from atop the building, visitors 
must pass through a metal detector and there is a daily lottery for courtroom passes. 
</P> 
<P> 
   At one point, federal agents were posing as journalists in the crowd to photograph neo-Nazi 
skinheads who had been rallying outside the courthouse. The sheriff's department on Wednesday 
revoked the agents' false credentials. 
</P> 
<P> 
   Sheriff's Capt. Ben Wolfinger admitted he initially directed seven agents to obtain media passes 
so they could blend in better with photographers covering the trial. I was surprised it became an 
issue,'' he said. 
</P> 
<P> 
   Advocates for the news media said it is dangerous for law officers to pose as journalists. Such 
deceptions could lead to physical threats against reporters, who are not armed, said Kyle 
Niederpruem, national president of the Society of Professional Journalists. 
</P> 
<P> 




<TRAILER> AP-NY-08-31-00 2359 </TRAILER> 
</DOC> 
 
A1.2 Examples of Summaries 
 
 Standard Summary for set D0701A, DUC2007: 
 
“His disciples have included some of the most notorious figures in the white supremacist 
movement, such as Robert Mathews, who founded a neo-Nazi offshoot of the Aryan Nations, and 
Buford Furrow, who is awaiting trial in Los Angeles on charges of killing an Asian-American 
postal carrier and shooting up a Jewish day care center last summer.  
The victims are suing the Aryan Nations and founder Richard Butler.  
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At a news conference on the 20-acre Aryan Nations compound, Butler said he did not have the 
$960,000 in cash bond that would be required for him to appeal the judgment issued Thursday by a 
civil jury Thursday.  
The jury found that Aryan Nations leader Richard Butler, the group and its corporate entity, 
Saphire, Inc., were negligent in the selection, training and supervision of the security guards who 
assaulted Victoria and Jason Keenan two years ago.  
Morris Dees, co-founder of the Southern Poverty Law Center in Montgomery, Ala., represented the 
Keenans and has said he intends to take everything the Aryan Nations owns to pay the judgment, 
including the sect's name.  
Butler's activism was galvanized during a signature campaign to expose communist teachers, when 
he met William Potter Gale, a retired Army colonel who had served on Gen. Douglas MacArthur's 
staff, who introduced Butler to Christian Identity.  
Butler presides over the Church of Jesus Christ-Christian, which holds that whites are the true 
children of God, that Jews are the offspring of Satan and that blacks and other minorities are 
inferior.  
COEUR d'ALENE, Idaho” 
 
 
Extracted Summary by Our System for set D0701A, DUC2007 
 
“COEUR d'ALENE, Idaho _ Morris S. Dees Jr., who has won a series of civil rights suits against 
the Ku Klux Klan and other racist groups in a campaign to put them out of business, came to court 
here Monday to try to seize the Aryan Nations compound that has nurtured white supremacists for 
more than 20 years.  
Even if the compound doesn't survive, he's confident in his racist religion.  
COEUR D'ALENE, Idaho (AP) -- A lawyer who specializes in bankrupting hate groups is going 
after the Aryan Nations, whose compound in the Idaho woods has served as a clubhouse for some 
of America's most violent racists.  
From his compound, which is valued at about $200,000 and has a sign out front that reads ''Whites 
only,'' Butler mails his literature, recruits followers and plays host to the annual Aryan World 
Congress, a skinhead symposium that often draws more than 100 acolytes. 
Butler is pastor of the Church of Jesus Christ Christian, which holds that whites are the true children 
of God, that Jews are the offspring of Satan and that blacks and other minorities are inferior.  
Bill Wassmuth, whose Coeur d'Alene home was once bombed by white supremacists, said it is 
important to hold leaders of hate groups responsible for the actions of their followers. 
He said he only chased the Keenans, who are part-white and part-American Indian, to try to find out 
who had paid them to shoot at the compound. 




A2 Parsing Sentences by the Stanford Parser 
 




“Cuomo said special steps were needed to help Indians create and own houses because the nature of 
the land on which they live effectively shuts them out of conventional home loan processes.” 
 
Parse of the Sentence Above: 
 
(ROOT 
  (S 
    (NP (NNP Cuomo)) 
    (VP (VBD said) 
      (SBAR 
        (S 
          (NP (JJ special) (NNS steps)) 
          (VP (VBD were) 
            (VP (VBN needed) 
              (S 
                (VP (TO to) 
                  (VP (VB help) 
                    (S 
                      (NP (NNPS Indians)) 
                      (VP (VB create) 
                        (CC and) 
                        (VB own) 
                        (NP (NNS houses))))))) 
              (SBAR (IN because) 
                (S 
                  (NP 
                    (NP (DT the) (NN nature)) 
                    (PP (IN of) 
                      (NP 
                        (NP (DT the) (NN land)) 
                        (SBAR 
                          (WHPP (IN on) 
                            (WHNP (WDT which))) 
                          (S 
                            (NP (PRP they)) 
                            (VP (VBP live) 
                              (ADVP (RB effectively)))))))) 
                  (VP (VBZ shuts) 
                    (NP (PRP them)) 
                    (PRT (RP out)) 
                    (PP (IN of) 
                      (NP (JJ conventional) (NN home) (NN loan) (NNS processes))))))))))) 










































A3 Maximal Marginal Relevance (MMR) 
 
The maximal Marginal Relevance (MMR) (Carbonell et al., 1998) generates the result set 
iteratively. This algorithm selects a new element in the candidate list that maximizes the 
following equation: 
 
MMR(S) = ܯܣ ௌܺେ\ୗ[ߣ(ܵ݅݉(ܵ,ܳ) − (1 − ߣ)ܵ݅݉ௌ஼ୗ(ܵ, ܵܥ))] 
where Q is a query or user profile (in summarization it can be the calculated score for the 
rank list); S is a candidate for the summary; C\S denotes the set of candidates; S denotes the 
set of selected sentences in the summary; function Sim computes the similarity of two 
vectors; λ denotes factor of diversity that is between 0 and 1 when 0 computes maximum 
diversity. For our work we used 0.5. 
We altered this equation as follows: 
 MMR(S) = ܯܣ ௌܺେ\ୗ[ߣ(ܴܽ݊݇݁݀_݈݅ݏݐ(ܵ) − (1 − ߣ)ܵ݅݉ௌ஼ୗ(ܵ, ܵܥ))] 





A4.1 Overview of Past Work in the Area of Re-ranking 
An information retrieval system is characterized by a set of documents and users who 
submit their queries to the system in order to find the information they require. Generally, 
the system returns both relevant and non-relevant documents to the user.  
This is one of the most commonly used approaches to assist the users to identify the 
relevant information. The documents in the list are ranked according to the probability of 
being relevant to the user’s query. The highest ranked document is considered to be most 
likely relevant. It is assumed that the user will examine the documents starting at the top of 













Fig.1. Schematic overview of an Information Retrieval System 
 
 
Fig.1 shows that the user’s query is transformed to the specific form and after that the 
system uses matching with the objective to identify the best match that represents the 
answer.  
Re-ranking is a process by which the order of the documents in the initial ranked list is 
changed. The basic aim of re-ranking is to improve the precision at the top of the list and 
thus also efficiency and effectiveness of the IR systems. 
In the past, researchers have used a variety of methods in this area, such as clustering, 
document-passage graphs and Latent Dirichlet Allocation (LDA) (Zhou et al., 2009). In a 
recent work Hasanzadeh et al. (2009) have used query sensitive similarity measure (QSSM) 














process is time-consuming. QSSM is usually used for clustering, but in this research we are 
concerned with re-ranking. We have designed a novel unsupervised method, which exploits 
QSSM in re-ranking. The aim of the query sensitive similarity measure (QSSM) is to 
compute similarity of two documents based on a specific query. So, according to QSSM two 
documents can have different similarity for different queries. We have also illustrated the 
effectiveness of the proposed method.  
To be able to explain better the unsupervised method, a supervised variant is presented 
first. It requires that the user identifies one relevant document which permits the system to 
re-rank the initial retrieved list.  This method is different from relevance feedback 
(Rocchio, 1971), which uses the selected document(s) to modify the query re-initiate the 
search with a search engine. Our method does not use the search engine again and hence is 
less time-consuming. Both one supervised and one unsupervised method have been 
evaluated. It is shown that both methods achieve better precision after re-ranking.  
 
 
Re-ranking in Information Retrieval 
 
Ranking is inherent to information retrieval systems. Given a query that represents a 
user’s information need, the ranking function orders the retrieved documents using 
relevancy. The most relevant ones appear before the others. The performance of such 
ranking functions often significantly influences the performance of the information retrieval 
system. Therefore, the area of ranking has been at the forefront of information retrieval 
research (Duh et al., 2011). 
There are several related works in the area of document retrieval and re-ranking. Some of 
them perform re-ranking by exploiting inter-document relationships. Some exploit document 
distances and structural information (Luk et al., 2004). There is another group of work 
related to structural re-ranking paradigm over graphs. Kurland and Lee (Kurland et al., 
2006) based re-ranking on measures of centrality in the graph, formed by generation of links 
induced by language model scores, through a weighted version of PageRank algorithm 
(Kurland et al., 2005) and HITS-style cluster-based approach (Kurland et al., 2005). Diaz 
(2005) used score regularization to adjust document retrieval rankings from an initial 
retrieval by a semi-supervised learning method (Diaz, 2005). 
Some researchers suggested to automatically re-rank the documents in an initially 
retrieved list (Willett, 1985; Liu et al., 2004; Diaz, 2005; Kurland et al., 2006). Information 
induced from inter-document similarities is often used in these approaches. Specifically, 
document centrality, as measured by textual similarity to other documents in the initial list 
(or their clusters), was effectively utilized for re-ranking (Bendersky et al., 2008). 
The original query and initial retrieved documents are two important factors that should be 
taken into account when designing any re-ranking algorithm. One of issues is that previous 
structural re-ranking algorithms treat the query and the content individually when computing 
re-ranking scores. Each document is assigned a score independently of other documents 
without considering the queries. The problem we address in this research is how we can use 




Tombros and Van Rijsbergen introduced the idea of QSSM (Tombros et al., 2004). They 
viewed the query as the context under which the similarity of two documents, retrieved in 
response to this query, is judged in IR applications. According to this, the inter-document 
similarity is dynamic, and changes explicitly depending on the query. They called such a 
class of similarity measures query-sensitive measures.  
In 2006, Zolghadri et al. proposed a new version of QSSM (Zolghadri-jahromi et al., 
2006). Through a set of experiments that measures the degree at which QSSM place relevant 
documents at close proximity to each other, they demonstrated that their proposed QSSM is 
significantly more effective than other measures proposed in the past. Therefore, in this 
research we will use this measure. Equation 1 shows their proposed QSSM: 
)),(),((),()|,( QDCosQDCosDDCosQDDSim relirelireli         (1) 
where, Cos is represents the cosine similarity measure and Di, Drel are document vectors and 
Q is query vector. Document Di represents a document in the initial ranked list of documents 
and Drel one relevant document selected by user. The aim is to compute similarity of all 
initial ranked documents and one relevant document based on the query. 
We have to mention that in our experiments, Cos(Drel,Q) is a fixed term because Q and 
Drel are constant for all calculations, so we can eliminate it. 
 In 2009, Hasanzadeh et al. (2009) proposed a new re-ranking method based on clustering 
and QSSM (i.e. equation 1). They proposed a system that took one query and a large 
document collection as input. In the first step, they identified relevant documents to that 
query and organized them as a ranked list according to their similarity to the query. Next, 
they used fixed numbers of clusters and K-means algorithm to find the centre of each 
clusters and then used QSSM to compute the similarity of each documents in initial ranked 
list and each cluster centre. This process was finally used to determine which documents 
belong to which cluster. The clusters were displayed to the user so that he could identify the 
best cluster for his or her goals. However, their method is quite complex and time-
consuming.  
We explore QSSM to re-rank the initial ranked list. This is described in the next chapter. 
 
A4.2 Our Proposed Method for Re-ranking 
In this section, we describe two document re-ranking methods based on QSSM. The first 
method uses the user’s selection of one relevant document (supervised re-ranking). The 
second method is a novel unsupervised method and represents the main contribution of this 
research. However, first we review the basic retrieval system. 
Before discussing the issue of re-ranking a set of documents retrieved in response to a 
query, we need to describe the information retrieval method used, or in other words the 
environment under which the initial retrieval takes place. We have used the experimental 
information retrieval system SMART (Salton, 1971) in our work described here. The 




Fig.2. SMART system. 
 
 This system uses a vector space retrieval model. Both documents and queries are 
represented as vectors in a multidimensional space. The dimensions of the space 
correspond to the indexing vocabulary of the document collection. For the purpose of initial 
retrieval, the default stop list was used to remove stop-words (Porter, 1980). Porter’s 
stemmer (Porter, 1980), which is the most commonly used stemmer in English, was used 
for stemming the remaining words. Assignment of term weights for documents and queries 




The main aim of re-ranking is to improve precision. This version of the re-ranking 
system requires one query and a large document collection as input. In the first step, it 
identifies the relevant documents to that query using a standard method based on cosine 
similarity and displays them as a ranked list according to their similarity to the query. Next, 
the user selects one relevant document from the initial ranked list. After that, the system 
computes similarity of all documents of initial ranked list with QSSM measure (i.e. Query 
Sensitive Similarity Measure), and re-ranks them based on their scores. The architecture of 
the supervised re-ranking system is shown in the figure below: 
 
Fig.3. Architecture of the supervised re-ranking system. 
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The proposed system uses equation 1 that shows how QSSM is calculated. It is 
reproduced also here. This equation uses the document that is selected by user as Drel. 
 
Experimental Results  
 
In order to evaluate the performance of the scheme proposed we have performed several 
experiments with CRAN, MED, LISA and CACM (Kontostathis et al., 2005) document 
collections. The statistics of these collections are given in Table 1. Both the queries and the 
corresponding relevant documents have already been identified by the collections suppliers. 
These collections were used in the last research work that involved different QSSM 
variants ( Zolghadri-jahromi et al., 2006).   
 
Table 1. Statistics of document collections. 
Data set CACM LISA MED CRAN 
Area Communications of 









Number of docs. 3204 6004 1033 1400 
Mean terms per doc. 22.5 39.7 51.6 56 
Number of queries 64 35 30 225 
Mean terms per query 13 19.4 9.9 9 
Mean relevant docs per 
query 
15.3 10.8 23.2 8 
Total relevant docs. 796 379 694 924 
 
The initial retrieval was performed using the cosine similarity measure. One hundred top-
ranked documents were used as the document subset under investigation. After ranking, 
QSSM is used with one relevant document, Drel, identified by the user, that was in the 
initial ranked list; So QSSM becomes Sim(Di,Drel|Q), where Di represents a particular 
document from initial ranked list. This enabled us to calculate the similarity of different 
documents in initial ranked list and selected relevant document. Finally, the documents 
were re-ranked according to their score similarities. All relevant documents in initial ranked 
list were used and we computed average for them. Finally we computed mean average 
precision values for N=5, 10 and 20 top N documents in re-ranked list. The overall 
performance can be represented by a single value after averaging over all queries in a 
collection. This value is displayed in the table of results reported in this section (Tables  2).  
 
Table 2.  Precision percentage of the test collections. 
  Initial rank by 
Cosine  
Re-ranked by QSSM Difference Improvement 
LISA 
Top 5 27.43% 42.35% 14.92% 54.38% 
Top 10 23.71% 30.71% 7% 29.48% 




Top 5 3.44% 13.78% 10.34% 300.83% 
Top 10 2.66% 8.49% 5.83% 219.44% 
Top 20 1.88% 5.41% 3.53% 188.78% 
CRAN 
Top 5 36.53% 52.72% 16.19% 44.32% 
Top 10 26.00% 35.27% 9.27% 35.65% 
Top 20 17.24% 21.78% 4.54 26.31% 
MED 
Top 5 66.00% 79.32% 13.32% 20.19% 
Top 10 59.67% 71.72% 12.05% 20.21% 
Top 20 51.00% 60.01% 9.01% 17.68% 
 
The results show that QSSM has improved the precision of relevant documents at the top 
of the list in all four datasets and settings. The lowest relative improvement is 17.68%. We 
can also note that if we increase the size of the top items in the list, the precision will 
decrease in both the initial ranked list, and also, in the re-ranked list by QSSM.  
 
Possible extension 
The method described can be extended. The user can identify more than one relevant 
document and the QSSM method can be modified to exploit this information. One way to 
extend the method is by computing the average or centroid of these selected documents and 
using it as Drel in QSSM equation. Another way is by computing sim(Di,Drel) for all relevant 















                          (2) 
In equation above, n is the number of relevant documents that user selects and would like 
to use in re-ranking. We can apply different weights for the relevant documents based on the 
user’s aims. The user can identify which relevant documents are more important and those 
will get a higher weight. As mentioned earlier, we can drop the last term, as its value is 
fixed. This method can lead to an improved precision (the results are not reported here), but 
the associated cost of identifying the relevant documents is higher.  
Comparison to other approaches 
Our method is different from relevance feedback. In relevance feedback, the selected 
documents are used to modify the query which is then sent again to the search engine. The 
process of searching for relevant documents using a search engine is time consuming. The 
method described here just re-ranks the retrieved documents and yet achieves an 
improvement. 
Our method relies on selecting a relevant document(s) from initial ranked list by user. 
This step incurs a certain cost and so the improvement is achieved at a certain price. This 






As we mentioned in the previous section, the user’s feedback is useful. If we identify and 
use one relevant document in the QSSM equation as Drel, we will obtain some improvement 
in precision. But how can we avoid that the user should intervene? 
Here we will exploit the notion of cluster hypothesis for this purpose. Cluster hypothesis 
says the relevant documents are more similar to each other than non-relevant documents 
(Jardine et al., 1971). Our aim is to combine the cluster hypothesis and QSSM. In addition, 
we assume that at the top of the initial ranked list there are some relevant documents. This 
assumption is normally verified in IR systems. The architecture of our proposed system is 
shown in figure 4.  
 
Fig.4. Architecture of our unsupervised re-ranking system. 
After the first stage of ranking that generates the initial ranked list, we know that each 
document in the top group may be relevant. Therefore, we use such candidate document as a 
relevant one and use it in QSSM as Drel. Then we compute the similarity of N top documents 
of the initial ranked list and Drel by equation 2. Therefore, the number of the new lists (Mid 
lists) is equal to number of the candidate documents used as Drel. After this, we calculate the 
radius of each list and select the list with the lowest radius. This is done as follows: For each 
list, the centroid is computed and then the sum of all Euclidian distances of all documents of 
each list to the centroid is calculated. The sum is divided by the number of items. The 
selected list represents the final output. 
We note that candidate selected some of the documents may not be relevant. But, cluster 
hypothesis says the relevant documents are more similar to each other than the non-relevant 
ones and the results discussed in the next section confirm that it leads to real improvements. 
 
Experimental Results  
 
We used the experimental set-up used in the previous section which included the same 
data collections and the same information retrieval system. One hundred-top ranked 
documents were used as the document subset under investigation (initial ranked list). We 
used 5, 10 and 20 top documents of initial ranked list (DCV) as possibly relevant and these 
documents were used as Drel in QSSM equation. We varied also the length of the re-ranked 
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list (i.e. TOP). The values used were: 5, 10, 20 and 50. Mean average precision of each re-
ranked list (TOP) was calculated and the results are shown below (table 3). 
Table 3.  Precision percentage of the test collections. 







TOP 5 27.43% 33.8% 34.2% 32.38% 
TOP 10 23.71% 27.41% 27.81% 26.20% 
TOP 20 17.29% 21.23% 22.2% 21.10% 
TOP 50 10.93% 12.02% 11.12% 10.90% 
CACM 
TOP 5 3.44% 3.70% 3.80% 3.56% 
TOP 10 2.66% 2.82% 2.91% 2.70% 
TOP 20 1.88% 1.92% 2.01% 1.97% 
TOP 50 1.75% 1.73% 1.81% 1.77% 
CRAN 
Top 5 36.53% 40.21% 41.05% 39.73% 
Top 10 26.00% 28.90% 29.30% 28.31% 
Top 20 17.24% 18.31% 18.80% 18.23% 
TOP 50 9.19% 9.83% 10.08% 9.70% 
MED 
TOP 5 66.00% 77.22% 79.2% 78.54% 
TOP 10 59.67% 69.6% 71.60% 68.4% 
TOP 20 51.00% 58.65% 60.18% 57.63% 
TOP 50 28.20% 31.02% 31.02% 30.46% 
 
We also compared this method (unsupervised re-ranking) with the method of Hasanzadeh 
et al. (2009). Tables 4-7 and Fig.5-8 show the results. 
 
 
Table 4.  Results for LISA (comparison with Hasanzadeh).  
LISA Hasanzadeh et al. Re-ranked by 
QSSM(DCV=10) 
TOP 5 31.64% 34.2% 
TOP 10 25.12% 27.81% 
TOP 20 21.32% 22.2% 




Fig.5. Precision of the methods on LISA for DCV=10. 
 
Table 5.  Results for CACM (comparison with Hasanzadeh).  
CACM Hasanzadeh et al. Re-ranked by 
QSSM(DCV=10) 
TOP 5 3.61% 3.80% 
TOP 10 2.72% 2.82% 
TOP 20 1.91% 1.92% 
TOP 50 1.72% 1.73% 
 
Fig.6. Precision of the methods on CACM for DCV=10. 
 
Table 6.  Results for CRAN (comparison with Hasanzadeh).  
CRAN Hasanzadeh et al. Re-ranked by 
QSSM(DCV=10) 
Top 5 39.21% 41.05% 

































Fig.7. Precision of the methods on CRAN for DCV=10. 
 
Table 7.  Results for MED (comparison with Hasanzadeh).  
MED Hasanzadeh et al. Re-ranked by 
QSSM(DCV=10) 
TOP 5 76.32% 79.2% 
TOP 10 67.20% 69.6% 
TOP 20 57.28% 58.65% 
TOP 50 30.70% 31.02% 
 
Fig.8. Precision of the methods on MED for DCV=10. 
Our analysis presented here is divided into two parts. First, we analyze the results 
presented in Table 3 and then the comparative studies presented in Tables 4-7 and Fig. 5-8. 
As we see, the unsupervised method leads to improvement of precision. The maximum 
improvement of precision is 24.68%. It is relative to LISA. The minimum improvement of 
precision is relative to CACM and is 10.4%. The reasons why a relatively low improvement 
was achieved for CACM are the following. The number of relevant documents in CACM is 
low and so it is possible that there are very few relevant documents at the top of the initial 


























irrelevant. However, in the Table 2, CACM has large improvements, because in these 
experiments the user identifies correctly the relevant document. 
The given results show that with increasing size of the TOP, precision decreases. In 
addition, with increasing size of the top documents of the initial ranked list (DCV), precision 
decreases and the best result occurs when TOP=5  and DCV=10.  Precision is always 
computed for the best list with the lowest radius. However, the value of DCV should not be 
too high.  
If a high value of DCV is chosen, it is possible that some non-relevant documents will 
appear in the list with a low radius. Those documents may not be very similar to the given 
query, although they are similar to a specific issue (this will occurs when we have a high 
DCV).   
When we create too few related lists (DCV rather low), we can expect low precision, 
because the first few documents of the initial ranked list may not be relevant. Therefore, 
after experiments, we have identified that the best number of related lists (DCV) is around 
10.    
The results in Tables 4 to 7 show that our method is better than method of Hasanzadeh et 
al. (2009). In addition, our method is faster, because we did not use the clustering methods. 
As we know, they are iterative and hence time consuming.   
 
Conclusions and Achievements in Re-ranking 
 
The first method presented on supervised re-ranking exploits the query sensitive 
similarity measures (QSSM) together with information concerning which document is 
relevant to re-rank the documents in the initial list. QSSM improves the quality of the list 
after re-ranking. In the other words, using information concerning which document is 
relevant when calculating inter-document similarities increases the quality of the list after 
re-ranking. The method was evaluated on four datasets. We have shown that, in all cases, 
the method leads to improvements of precision of the list. This method has, however, a 
disadvantage that the user has to identify one or more relevant documents. 
The unsupervised re-ranking method overcomes this limitation. The method is based on 
the supervised re-ranking method. It exploits an assumption concerning which top-ranked 
document could be relevant. Different assumptions are evaluated internally and the best one 
- the list with the lowest radius representing a more “dense” set (its documents are more 
similar to each other) - is chosen. The method was evaluated on four datasets. It is shown 
that this method can also improve precision by a significant amount in all cases.  
This method presented does not require the repeated use of the search engine, as 
traditional relevance feedback systems do. Also, when compared to some methods that use 
clustering and iterative processes, it is much faster. The results of this part of research were 
described in the following article: 
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 “Unsupervised Method for Re-ranking the Initial Retrieval Results of IR Based on a 
Query-Sensitive Similarity Measure” was published in Journal of Research and Practice in 
Information Technology (ISI, 5-year IF:0.36), Vol. 45, No. 1, 2014, published by the 
Australian computer society. 
