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ABSTRACT
The HEX II atmospheric rocket experiment, conducted near 9:30 U.T. February
14, 2007 from the Poker Flat Rocket Range in Alaska was designed to lead to a better
understanding of density and velocity gradients in the lower thermosphere. In a
supporting role to this mission, cold cathode ionization gauges recorded composite
density along three rocket payload trajectory paths from 90 km to 200 km. Rocket-borne
instruments experience near sonic to hypersonic velocities and encounter a range of
viscous, slipflow, and collisionless flow conditions at these heights. These variable
conditions necessitate the use of tailored analytic expressions appropriate to the flow
conditions, requiring increasingly unacceptable levels of approximation beyond their
applicable range. In contrast, Direct Monte Carlo-based simulations (DSMC) reproduce
the full behaviour of a gas through direct representation of gas molecules and their
kinetics by a matrix of state variables, allowing accurate prediction of evolving
macroscopic gas characteristics under a wide variety of mean free path conditions.
The HEX II ion density measurements are corrected for atmospheric ram and
wake effects using G.A. Bird’s DSMC DS3VD software and a simulated payload in a
model atmosphere. Density measurements were likewise corrected through the use of
analytic expressions appropriate to either viscous or collisionless flow. The ambient
atmospheric densities reduced by the DSMC simulation factors are maximum +4.5%/5.7% uncertain, instrument error excluded.
However, DSMC reduced ambient densities near 115 km were outside the bounds
of estimated model atmosphere variation(+200%/-50%). Other sources of error, such as
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instrument and calibration uncertainty, must be not only identified but also accounted for
to improve these results. DSMC ram reduction factors were typically only +/- 2%
different from collisionless analytic factors above 120 km, wake regions excluded.
Therefore, less costly analytic ram factors may be used in place of DSMC simulations for
a carefully designed instrument chamber within the collisionless region, typically above
120 km.
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Chapter 1

Introduction
The HEX II atmospheric science mission, launched February 14, 2007, was designed to measure
density and velocity gradients in the E-region of the thermosphere using four sounding rockets as
instrument platforms. The scientific goals required precise density measurements of Earth’s
atmosphere from 100 km – 170 km and measurement of vertical winds. Using a conservation of
mass approach, density and vertical wind data could be applied to the understanding of dynamics
of the auroral region and mixing of the chemical composition of the typically stratified
thermosphere.
The specific focus of this paper is in the supporting role to this experiment of reduction of
those measured densities to ambient by correcting for aerodynamic effects. Atmospheric
densities were measured with cold cathode ionization gauges housed in specially designed
instrument cases mounted axially at the front and rear of each of three of the sounding rocket
payloads. Atmospheric model densities (such as MSIS) would not have provided the specific
local density gradient structure on the scale of tens of kilometers necessary for a continuity
equation approach. Therefore, the extra effort to measure density directly using the ionization
gauges was justified. However, the recorded ion gauge densities are those of the atmosphere
inside the instrument housing, and not of the ambient atmosphere itself.
Data reduction for a pressure transducer mounted on or in a rocket payload includes both
the instrument signal-to-density calibration itself, and also the correction of the density from that
within a disturbed bounding layer and inside the instrument housing to that without the bounding
layer in the undisturbed atmosphere. Considering the payload as at rest in a moving stream,
incoming atmosphere most obviously rams the upstream face of the payload, enhancing density;
while downstream a rarified wake region exists. More complicated diffusion effects due to
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temperature or concentration gradients also affect the ratio of densities, although to not as great
an extent. Because the payload passes from a viscous flow region, generally below 70 km, to a
molecular flow (collisionless flow) region, typically above 115 km, the character of the flow and
its effects on density enhancement or deprivation change significantly.
The changing atmospheric character at these heights poses a problem which can be
explained by introducing the Knudsen number (Kn)—the ratio of mean free path to some
characteristic length—which is generally used to quantify the gas flow characteristics. The mean
free path of atmospheric molecules is nearly 2 mm at 70 km and slightly greater than 2.0 m at 115
km for the HEX II flight conditions. These can be regarded as the rough thresholds for
successfully applying a viscous-flow or molecular flow analytic solution. Between these heights,
within the “transitional region,” each solution is apparently a more unacceptable approximation.
The viscous-flow expression is the supersonic Rayleigh pitot-tube formula derived from the three
Navier-Stokes conservation expressions applied to flow across a shock which is then brought to
rest. Navier-Stokes equations are accurate at Kn < 0.01 and perhaps may be applied up to Kn <
0.1, the 70 km threshold, because they are only first-order solutions to the Boltzmann equation.
On the other hand, the molecular flow formula is derived under the assumptions of a collisionless
gas, a good approximation for Kn > 10, which is the 115 km threshold, but increasingly in error at
lower Knudsen numbers. It is possible to modify the Navier-Stokes equations with slip-flow
boundary layer conditions or to solve the Boltzmann equation to second order accuracy for flow
within the transitional region [cf. Lofthouse et al., 2008][cf. Lockerby et al., 2004]. However,
these, and other such “hybrid” solution techniques are disregarded here in favor of a direct Monte
Carlo simulation.
The density correction technique selected for this project is a computational solution of
densities using a Monte Carlo simulation approach. In addition, analytic solutions will be
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computed for comparison. Similar sounding rocket density measurements with CCIG
instruments and DSMC modeling have been performed by Rapp [2001] and Sun [2006].
The Monte Carlo simulation technique, as will be discussed, directly simulates the flow of
a gas using an array of representative variables that fully describe the state of a system. The
representative variables—position and velocity but possibly also vibrational and rotational
energy—are supposed to change according to the collisions of simulation molecules that the
variables represent. Finally, the collision frequency between molecular pairs and also postcollision directions are determined somewhat by chance according to a theoretical probability
distribution. Thus, the technique is named Monte Carlo, after the famous gambling casino and
its games of chance, and Direct because of the representative molecules that attempt to reproduce
the full motion and collisions of a real gas.

Because the DSMC technique (Direct Simulation

Monte Carlo) is primarily limited by computational power and not by specific theoretical
assumptions that limit its range of application it is an appropriate choice for the range of
atmospheric conditions encountered between 90 km and 200 km height, including the transitional
region where the mean free path of molecules is on the scale of a few centimeters.
A historical review of the problem of density measurement in the upper atmosphere and the
use of DSMC modeling will be presented next. This will be followed by a description of the
physical structure of the HEX II payloads along with some details of the flight trajectories. Next,
the state of the atmospheric gas at different heights will be treated along with analytic approaches
and the DSMC approach to solving the density reduction problem within that gas. Finally, the
results of the density reduction will be presented and an account of the uncertainty will be
estimated.
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Chapter 2

Literature Review
2.1

Early Rocket-based Density Measurements

The composition, density, and temperature of the Earth’s atmosphere have been studied using
sounding rockets at the relevant heights near 150 km since 1946. After August, 1945 a supply of
one hundred V-2 rockets captured from Germany was shipped to the White Sands Proving
Grounds in Las Cruces, NM [Rosen, 1954]. The V-2 (designated A-4) was capable of flights to
212 km, as demonstrated Aug. 22, 1951; while more typically to 140 km [Green, 1954], so
provided the technical ability to make on site measurements well beyond the 70 km maximum
ability of the WAC Corporal rocket then nearing completion. Peak balloon altitudes were about
38 km at the time [Rosen,1954]. Furthermore, the V-2 could carry an impressive 2500 lb
payload, according to Newell, a member of the Upper Atmospheric Rocket Panel [Newell,1953].
The V-2 Rocket Panel was formed in 1946—later changed to the Upper Atmosphere Rocket Panel
in 1948—and directed study of molecular dynamics including composition, winds, meteoric dust
and ambient temperature and pressure; electron density of the ionosphere; and solar radiation
[O’day, 1954].
Havens, Koll, and LaGow [1952] report on a program of pressure and density
measurements using V-2 rockets begun October 1946 at heights up to 70 km. They quickly
extended the flights to 157 km in March 1947. Pressure measurements were made using an
ionization gauge, deemed accurate between 1 mtorr through 0.01 mtorr, or up to about 75 km.
While absolute pressure was only reliable to 75 km, density was derived at all heights up to 157
km from a difference in pressure measurements produced as the side-mounted ionization gauge
spun through compressed and rarified regions surrounding the yawing rocket body. Corrections
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were made for ram and wake effects using molecular collisionless flow theory above 110 km, and
standard continuous flow formulas below this height. The molecular flow corrections used are
similar to those present in Kennard’s Kinetic Theory of Gases [1938].
Hsue-Shen Tsien [1946] published a theoretical analysis of ‘superaerodynamics’, a term
he credits to Zahm’s [1934] publication. Tsien is one of the first theoreticians to classify three
realms as free molecule flow (Kn ~10), slip flow (Kn~1), and gasdynamics (Kn~0.01). He also
derives—for free molecule flow—a number flux for molecules moving with a stream velocity at
some angle to a surface. Tsien acknowledges that this problem has been solved by Sänger
[1938], although describing Sänger’s solution as ‘rather complicated’ in contrast to his own
[Tsien, 1946, p. 660]. In March 1949, Bernard Wiener published—in a technical note—the
standard density-ratio molecular-flow formula for correcting densities within a partially enclosed
instrument chamber [Wiener, 1949]. Wiener made use of—and cited—Tsien’s number flux
result. Wiener’s standard molecular density-ratio formula appears in Patterson’s [1956]
Molecular Flow of Gases and was likely first used in practice by Horowitz and LaGow [1957].
Horowitz and LaGow [1957] made use of the molecular density-ratio equation in their
analysis of a 1951 August Viking 7 flight. Density from 120-185 km and 220 km was measured
on this flight using a cold cathode ionization gauge in a simple well on the side of the rocket body
(without accommodation chamber). The authors wished to re-analyze the data six years later,
specifically to estimate the effect of a residual gas cloud caused by outgassing. The authors
included corrections for residual gas before using the molecular density-ratio formula to measure
density. Interestingly, the authors also speculate that a thermospheric wind might have caused an
unexpected phase shift in the periodic ram/wake pressure signal as the rocket body spun during
ascent. Both the residual gas, and to a lesser extent neutral winds, are perennially complicating
factors in upper atmosphere rocket density measurements.
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2.2

Development of Atmospheric Models and the Problem of Oxygen

Hedin, Avery, and Tschetter [1964] analyze mass spectrometer data from a June 6, 1963 Aerobee
flight. They dismiss the standard molecular formula first used by Horowitz and Lagow as too
simple for their application—and derive their own based on molecular flow upon an exposed
hemispherical-type geometry. Using a sophisticated fitting of spectrometer peak data to a multiparameter expression they arrive at density profiles for N2, O2, O and Ar. Their multi-parameter
expression included 7 rocket aspect, 6 density, 6 temperature, 2 residual gas fitting, 2 source
geometery, and 2 collisional loss probability parameters. Interestingly, leaving the collisional
loss probability parameters free in a trial fitting indicated some loss of atomic oxygen on the
instrument walls, leading to estimates that were too low for O density, although they ignored this
possibility in the ensuing analysis [Hedin et al., 1964]. These techniques were repeated by Hedin
and Nier [1966] in 1965 and Hickman and Nier [1972] in 1969.
U. von Zahn [1967] in a publication Mass Spectrometric Measurements of Atomic
Oxygen in the Upper Atmosphere: A Critical Review provides a brief summary of the efforts
during the 1960’s to determine the composition of the upper atmosphere. U. von Zahn points out
that loss or transformation of atomic oxygen during collision with a solid surface will affect the
densities measured by ionization gauges and mass spectrometers. The ratio of atomic to
molecular oxygen measured theretofore, he concludes, is only a lower limit. Atomic oxygen loss
remains a difficult variable to correct in density measurements using ionization gauges and mass
spectrometers in the low thermosphere and above.
An October, 1974 JGR paper by D. Offermann [1974] summarized the density and
composition measurements made in large majority by rocket borne instruments from publications
ranging from 1961 to 1973. These included N2, O2, and O composition measurements at 120
km, 150 km, and 200 km heights and represent various latitudes, seasons, and times. The variety
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of data allowed Offermann to make some conclusions about daily, annual, and solar activity
variations. Such datasets, along with satellite measurements, and radar measurements formed the
basis of atmospheric model composition developed during the late 1960’s through the 1970’s.
In June 1977, Hedin and national and international collaborators published the
description of a new empirically based atmospheric model, MSIS 1 (Mass Spectrometer and
Incoherent Scatter Radar) [Hedin et al., 1977]. The MSIS series of atmospheric models have
attempted to provide a consensus composition and temperature profile for most of the Earth’s
surface and all heights, based on large datasets from a variety of measurements. The 2000 year
MSIS model, described by Picone, Hedin, and Drob [2002]; includes satellite drag data and
improved uncertainty at high latitudes. The official acronym for this model, NRLMSISE-00,
indicates its sponsorship by the Navy Research Lab. The E-00 indicates the year of release and
extension to include atmosphere down to Earth’s surface. The increased accuracy of this model at
high latitudes is relevant to the HEX II experiment near 66 degrees North latitude. Atmospheric
models are helpful in providing estimated values of density and atmospheric composition as a
starting point for simulations.

2.3

Monte Carlo Simulation Methods

G.A. Bird, as supported by the Air Force Office of Scientific Research and later by NASA
Langley is one of the foremost pioneers of the DSMC modeling technique, especially used for
describing complex gas flows at very low density. His Molecular Gas Dynamics, published in
1976, includes descriptions of this technique [Bird, 1976]. His paper Aerodynamic Effects on
Atmospheric Composition Measurements from Rocket Vehicles in the Thermosphere provides a
succinct description of aerodynamic effects on rocket borne instruments and some examples of
DSMC density flowfield simulations [Bird, 1988]. An expanded edition of his book in 1994
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complemented the great increase in computational power that was beginning to occur at the time
with updated and refined DSMC methods that could take advantage of this [Bird, 1994].
Rapp, Gumbel and Lubken [2001] examine aerodynamic effects on density
measurements using DSMC simulations as well as wind tunnel data. They create their own
atmospheric density profiles from 70 km – 110 km as based on falling sphere and sounding rocket
experiments (25 total). In some cases these are up to 40% different from MSIS90 and CIRA
(other atmospheric models). Most interestingly, their DSMC and wind tunnel measurements
were performed on the TOTAL ionization gauge, whose design is very similar to the HEX II
gauge, complete with spherical accommodation chamber and baffle. However, this valuable
wind tunnel data only applies to an altitude equivalent of 70-90 km, too low to be specially
relevant to the HEX II experiment. Their DSMC simulations of the TOTAL instrument were
two-dimensional central cross sections and based on the Stockholm DSMC model [Gumbel,
2001b].

2.4

Studies Specially Relevant to HEX II

Hillert, Lubken, and Lehmacher [1994] introduce the TOTAL ionization gauge instrument, whose
design is very similar to the HEX II ionization gauge instrument. Here they provide useful
information on the time-constant of this instrument to instantaneous changes in density. The time
constant appears to be uniform near 1-2 ms in a viscous and continuous flow and uniform near 89 ms under collisionless molecular flow conditions. The transition between the two values is
smooth. As will be described, this general behaviour of the time-constant profile is assumed to
exist for the HEX II gauge.
Two recent three-dimensional DSMC simulations around sounding rocket payloads have
been made available by Kurihara [Kurihara et al., 2006] of the Japan Aerospace Exploration
Agency and other collaborators as published March 2006 and by Sun [Sun et al., 2006] of the
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University of Michigan with collaborators published February 2006. Kurihara’s report describes
3-D DSMC modeling of a rocket payload under flight conditions from 100 km – 150 km.
Kurihara’s DSMC model, as developed by himself, uses a simple ‘hard sphere’ collision model
and one average ‘air’ species of gas. Sun and collaborators model 3-D pressure around a
complex rocket payload from 85 km – 145 km using the MONACO DSMC program as
developed by Dietriich and Boyd [1996]. The ‘variable hard sphere’ collision model was used in
the MONACO code, the same as used by G.A. Birds’ DSMC program as employed in this paper.
Kurihara reports predictable results as compared with flight data, while Sun’s results showed
some slight differences. This is not surprising considering Sun’s model geometry and gas model
are more complex.
Mass spectrometer measurements taken under conditions most similar to HEX II are
reported on by Hickman and Nier and were measured Feb. 4 and 6, 1969 at Fort Churchill,
Canada (59 N, 94W) at 0835 local time [Hickman and Nier, 1972]. Geomagnetic conditions were
quiet. Data is given for N2, O2, and O for 120 km – 185 km. Interestingly, their data was
reduced to ambient for interior instruments using both the Horowitz & Lagow molecular densityratio formula and a DSMC-calculated transmission coefficient for the passage leading to the
instrument. Their reduced densities have reasonable maximum departures from the MSISE-00
appropriate atmospheric model values of +29% and -17% at 125 km and 185 km respectively.
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Chapter 3

Technical Information
3.1

Payload and Instrument

The instrument geometry, payload superstructure, and payload trajectory and attitude all closely
affect measured densities. Therefore a description of these features will be provided next.
The HEX II scientific operation required the use of four sounding rockets to measure
vertical and horizontal winds and atmospheric density, primarily at 150 km height near 65 N,
147 W as launched from Poker Flat Rocket Range, Alaska. The primary investigator is Dr. John
Craven of University of Alaska Fairbanks with collaborators at Clemson University and La Trobe
University Australia.

Figure 1 Ion Gauge Instrument Housing, Internal and External Views
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Each of the three sounding rocket payloads carried two cold-cathode ionization density
gauges, among other instruments. The gauges were contained within instrument housings. A
picture and cross sectional view of one of the six instruments is presented in Figure 1. A 0.70
inch diameter aperture provides access to a 1.00 inch diameter spherical accommodation
chamber. A cylindrical passage leads from the accommodation chamber to the ionization gauge.
A conical baffle was held by vanes at the center of the spherical chamber and is best represented
in Figure 12. The spherical antechamber located between the gauge and the aperture was
designed in conjunction with the baffle to force entering molecules to accommodate to a 291 K
(wall temperature) velocity distribution by striking at least two walls before entering the
ionization gauge measurement volume.
The three payloads carried two instrument housings each arranged axially fore and aft.
The vehicle and payload sections are represented in an exploded view in Figure 2. Section A is
the vehicle, section B the payload showing some internal structure, while section C is the fore
(facing toward rocket nose cone) and aft (facing toward rocket tail) instrument housing. Section
B is also shown in an external model view, giving a better representation of its aluminum skin
and actual in-flight form in Figure 8.
Structural materials were selected for appropriate reasons. The instrument housing was
machined steel for cleanliness under high vacuum and was kept at an internal temperature of 291
K throughout the flight. The baffle guarding the ion gauge entrance was die-stamped copper for
malleability. The payload skin was aluminum as the standard rocket external structure. Material
properties were considered in recreated computer simulations of the entire payload model.
The ionization gauges were all of the same cold-cathode design and were sealed in
vacuum. Above approximately 90 km the gauges were opened to the atmosphere. A high voltage
stimulated ionization of the gas molecules present at those heights, while a magnetic field
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B

C

Figure 2 Rocket(A), Payload Section (B), and Fore/Aft Instrument Locations (C)
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perpetuated and intensified the resulting plasma current. The plasma current in a cold cathode
device is maintained only by the high voltage and magnetic field, and not by a heated electron
source. The plasma current, as measured by an electrometer, was related to the gas density inside
the chamber by a calibration curve. The calibration curve had been produced using a vacuum
chamber and a graduated series of density measurements. The relationship is nonlinear.

3.2

Trajectory

The three sounding rockets were launched along a ballistic trajectory in Northwest, North, and
Northeast directions and collected density data above approximately 90 km on both the upleg and
downleg portions of the flight. The fourth rocket payload was projected on an artificial horizontal
path to collect vertical wind data and will not be discussed further. The launch times and other
pertinent information are summarized in Table 1. Angle of attack (AOA) is the angle between
payload attitude vector and payload velocity vector. The attitude vector is directed axially
through the payload toward the fore instrument.
The trajectories of flights 41.061, 41.062, and 41.063 are represented by a vertical plane
projection in Figure 3 and by an Earth plane projection in Figure 4. Flights 41.062 and 41.063
were distinguished by their longer range and lower peak height, resulting in smaller angles of
attack (AOA) on the downleg portion of the flights.
As a helpful approximation to visualize the payload flight, the payload attitude vector
may be imagined roughly tangent to the trajectory plots in Figure 3 at 90 km upleg. Then, this
attitude vector should remain essentially unchanged throughout the flight even while the velocity
vector direction remains tangent to the trajectory plots. Therefore, the fore instrument aperture
rams the oncoming atmosphere and the aft instrument aperture faces the wake on the upleg.
When the angle of attack reaches 90 degrees, the roles of the fore and aft instruments reverse,
generally at some point on the downleg.
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Flight
41.061

Speed at 90 km
[m/s]
1567

Peak Height
[km]
203

41.062

1524

176

41.063

1521

176

AOA at 90 km
[degrees]
7.3 upleg,
144 downleg
3.3 upleg
114 downleg
4.0 upleg
116 downleg

Table 1 Essential Trajectory Data

Figure 3 Vertical Plane Projection of Trajectories
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Launch Time
[Universal Time]
9:22 Feb 14,2007
9:38 Feb 14,2007
9:36 Feb 14,2007

Figure 4 Earth Plane Projection of Trajectories
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Chapter 4

Theoretical Information
4.1

Atmospheric Conditions

The density of Earth’s atmosphere is estimated analytically to a first approximation as a static and
horizontally uniform ideal gas in a gravitational potential that acts to vary pressure in the vertical
direction z as

dP = − ρgdz

(4.1)

For an ideal gas [M = Molar Mass, R is universal]

P=ρ

R
T
M

(4.2)

so that

dP
Mg
=−
dz
P
RT

(4.3)

The temperature, average molecular weight, and gravitational acceleration also depend on the
vertical height, z. Therefore, only the pressure can be definitely integrated.
z'

P
Mg
ln = ∫ −
dz
P0 z 0 RT
z'

Mg

∫ − RT dz
z

P = P0e 0

(4.4)

(4.5)

The pressure is reduced with height according to an exponential decay, whose rate itself depends
on height. The constant (Mg/RT)-1 is the scale height of the atmosphere, a useful characterization
for regions with similar temperatures, molecular weights, and gravitational accelerations. If these
dependences are ignored within some fairly uniform region, log pressure is a linear function of
height, the slope being the reciprocal scale height.
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Two basic regions are apparent in Figure 5 showing pressure plotted with respect to
vertical height near 67 N, -147 W according to an empirical-based model. Within the upper
mesosphere and below 120 km, the scale height is very roughly uniform in comparison to that
above 120 km where the thermosphere begins. The actual pressure and density of Earth’s
atmosphere is complicated by the dynamic and temporal affects of Earth’s movement and solar
radiation. At small scales analytic calculations or model-based estimates become increasingly
uncertain and are best replaced by in-situ measurements. However, effects from the on-site
measuring device itself can have significant effects on the pressure or density; particularly in the
case of the high velocity sounding-rocket-based measuring device that introduces strong pressure
gradients and also temperature changes that will affect density.

200

180

160

140

HEIGHT [km]

120

100

80

60

40

20

0 !5
10

!4

10

!3

10

!2

10

!1

10

0

1

10
10
LOG PRESSURE [Pa]

Figure 5 Simple Model of Atmospheric Pressure
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4.2

Appropriate Kinetic Theory

Classical kinetic theory is the basis for analytic solutions to the problem of density reduction for a
high velocity ionization gauge instrument within the upper mesosphere and lower thermosphere.
For the purposes of analytic study of this environment, diatomic molecules will be considered to
have three translational and two rotational degrees of freedom and monatomic molecules only
three degrees of freedom. In the case of diatomic molecules with 5 degrees of freedom and 1/2kT
energy for each degree of freedom, the total energy per molecule is 5/2kT. Of this, 3/2kT is
translational energy and kT is rotational energy. Vibrational energy levels are not deemed
sufficiently excited below the 1000 K upper limit encountered in this study and won’t be
considered. For a gas with a characteristic vibrational temperature of 3000K at a temperature of
1000K, only about 6% of the energy is contained in vibrational modes. According to Bird [Bird,
1994] or Patterson [Patterson,1956], the ratio of specific heats for a real gas is dependent on the
number, N, of excited degrees of freedom:

γ=

cp
2
=1+
cv
N

(4.6)

which is 7/5 for a diatomic gas with 5 degrees of freedom and 5/3 for a monatomic gas with 3
degrees of freedom. At higher temperatures beyond the 1000 K upper limit of this study
increasingly excited vibrational modes would contribute to a decreasing ratio of specific heats.
The Boltzmann equation is derived under the assumption of a proposed velocity
distribution function for individual molecules and of molecular chaos. If molecular chaos holds,
predictions about the number of molecules of any differential element of phase space that collide
with molecules of any other differential element of phase space can be made accurately. This
assumption would not be true for a volume that did not contain molecules well distributed in
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phase space at each physical space element, such as for a dense gas [Patterson,1956]. The
Boltzmann equation describes how the velocity distribution function changes in time and space.
Under equilibrium conditions the distribution is not changing in time and is generally
uniform in space. The equilibrium distribution functions are:

f (u) = Ae
f (v) = Ae

−

−

f (w) = Ae

u2

α2
v2

α2

−

w2

α2

(4.7)

where A and α are constants. The number of molecules within velocity limits u and u+du; v and
v+dv;w and w+dw is:

N du = Nf (u)du
N dv = Nf (v)dv
N dw = Nf (w)dw

(4.8)

for a total number of molecules N. Therefore, the probability of finding molecules within those
differential velocity component elements is

N du
= f (u)du
N
N
Pdv = dv = f (v)dv
N
N
Pdw = dw = f (w)dw
N
Pdu =

(4.9)

and the joint probability for locating a molecule of speed c through c+dc is

Pdc = f (u) f (v) f (w)dudvdw = A e
3

−

c2

α2

dudvdw

(4.10)

The differential volume element dudvdw represents a spherical shell within velocity space, and
after Loeb [1934,p. 80], has volume of 4πc 2 dc , which is a spherical area multiplied over a
differential radius. The joint probability is then:
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c2

− 2
4
Pdc = f (c)dc = 3 1/ 2 c 2e α dc
απ

In this case, A has been solved to normalize Pdc = 1 when integrated over{0 ,

(4.11)

∞ }. Therefore, the

speed distribution function, as first discovered by Maxwell, is
c2

− 2
4
f (c) = 3 1/ 2 c 2e α
απ

(4.12)

The maximum value of this function is α . Therefore, alpha represents the most probable speed
within the expected distribution of speeds. The average speed is
∞

v=

∫ cf (c)dc
0
∞

∫ f (c)dc

=

2α
π
(4.13)

0

Next, using the familiar argument that the ith identical molecule in a box of side L will
experience a cumulative momentum change ρi = 2mv i in average time dt i =

2L
when
vi

reflecting elastically off one wall of the box and returning, then the pressure for each molecule is:

∂ρi
Fi
mv 2
Pi = 2 = 2∂t = 3 i
L
L
L
and the total pressure, based on 1/3 of molecules interacting with that wall is

P=

1 mv i2 nM 2
∑ = 3V v
3 i V

The mean squared velocity, as found in equation (4.14), can be calculated from the speed
distribution as before
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(4.14)

∞

v =
2

∫c
0

2

f (c)dc

∞

∫ f (c)dc

3
= α2
2

0

(4.15)

For a gas of three separate species, the pressure in equation (4.14) describes the partial
pressure for each gas species. It must be clear that the mean squared velocity applies to each gas
species separately, which has its own velocity distribution (t = total):

PtotalV = ( P1 + P2 + P3 )V
n t M t v t2 = n1 M1 v12 + n 2 M 2 v 22 + n 3 M 3 v 32
Dividing both sides of the equation by ntMt, we obtain

v t2 = χ1 v12 + χ 2 v 22 + χ 3 v 32

(4.16)

The mean and most probable speeds may be calculated by a similar weighted molar
average among gas species. Finally, the speeds may be related to thermodynamic quantities
through the PjV= njRT ideal gas law relation (for the jth species) to obtain

v 2j =

3RT
(root mean squared speed)
Mj

(4.17)

αj =

2RT
(most probable speed)
Mj

(4.18)

vj =

8RT
(average speed)
πM j

(4.19)

where the total for a mixture of species is calculated according to the same technique as for
equation (4.16).

v rmst = v t2 = χ1 v12 + χ 2 v 22 + χ 3 v 32
α t = χ1α1 + χ 2α 2 + χ 3α 3
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(4.20)
(4.21)

v t = χ1v1 + χ 2v 2 + χ 3v 3

(4.22)

In the ideal gas law equation of state, the temperature is a translational temperature and is
assumed to be equal for all the gas species.

4.3

Speed of Sound

The speed of sound must first be known to correct for ram effects for continuum flow. Because
the flow is continuous, Navier-Stokes (N-S) equations provide the appropriate level of kinetic
theory for this application. The atmosphere may be treated as a perfect gas to calculate the speed
of sound. In a common derivation by Shapiro [1953] a control volume surrounding a wave front
is analyzed using N-S momentum and continuity equations to arrive at:

⎛ ∂P ⎞
vs = ⎜ ⎟
⎝ ∂ρ ⎠ S

(4.23)

for the wave speed (c), where the change in pressure with density across the wave front is
considered isentropic. A perfect gas undergoing an isentropic process is described by the familiar
relation

PV γ = C = or

P
*
γ =C
ρ

(4.24)

Then, in the following steps, an equivalent expression is found for equation (4.23)

⎛ P⎞
ln⎜ γ ⎟ = C **
⎝ρ ⎠

d {ln P − γ ln ρ} = 0 →

(4.25a)

dP
P
=γ
dρ
ρ

(4.25b)

Finally, if the derivative of pressure is partial at constant entropy [Shapiro, 1953, p. 47], equation
(4.23) can be expressed as:
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vs = γ

P
ρ

(4.26)

Using the ideal gas equation of state P = ρRT / M , equation (4.26) becomes

γRT
M

vs =

(4.27)

Comparing this to the probable molecular speed of equation (4.18), it is apparent that the sound
speed is proportional to the molecular speed for each gas species j.

γj
α
2 j

vs j =

4.4

(4.28)

Mean Free Path

Another important characteristic of the atmospheric gas is the mean free path, or likely distance
between molecular collisions. The mean free path at equilibrium from Bird [1994], Loeb [1934]
and Patterson [1956] is:

1
2πd 2 N

λ0 =

(4.29)

with d = reference molecular diameter (function of temperature), N = number density per volume.
For a mixture of gases, Bird indicates that a molar weighted average may be used for separately
calculated mean free paths [Bird, 1994].

λt = ∑
j

Nj
λ
N j

(4.30)

However, the mean free paths of each species are influenced by each other. Therefore, the
following result presented in Loeb [1934], who credits Meyer [1899] in part, derives mean free
paths for a gas of two species as
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1

λ j =12 =

2πN d + πN d
2
2 2

2
1 avg

c12 + c 22
c2

1

λ j =21 =

2πN d + πN d
2
1 1

2
2 avg

c12 + c 22
c1

(4.31)

in order to consider the separate velocity distributions present. Loeb’s formula may be easily
adapted to a three-component atmosphere mixture by considering O2 and N2 as one species and
O as the second species. The masses and diameters of O2 and N2 molecules are similar. In
Loeb’s formula, davg is the average diameter of species j=12 and j=21. For illustrative purposes,
Figure 6 gives mean free path calculated by (4.31) and based on MSISE-00 model densities and
temperatures. However, correlations of mean free path with height are only a general guide to the
actual local mean free path around a moving object.
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4.5

Relevant Applications of Kinetic and Continuous Flow Theory

A non-equilibrium velocity distribution solution to the Boltzmann equation may be obtained by
the Chapman-Enskog solution method: f = f 0 (1 + Φ1 + Φ 2 + ...) with f 0 the equilibrium
solution being the first approximation already given. According to Chapman & Cowling [1970,
p. 280], the successive approximations to the determination of f are proportional to number
densitities N1,N0,N-1… respectively. Therefore, higher terms in the approximation become
increasingly important at low densities (smaller values of N). Chapman and Enskog
independently obtained solutions to f1 = f 0 (1 + Φ1 ) according to Bird [Bird, 1994, p. 65]. The
Navier-Stokes equations are based on this first order solution. The Burnett equations are second
order solutions f 2 = f 0 (1 + Φ1 + Φ 2 ) for small departures from equilibrium, are “very
complicated” according to Bird [1994,p. 74], and yet are derived most satisfactorily by Burnett
according to himself [Burnett, 1935], as opposed to earlier solutions by Enskog and Chapman. In
general it can be seen that the attainment of very accurate solutions suitable for low density gases
becomes increasingly difficult and complicated to implement practically until the density is so
low that the gas may be considered collisionless. On the other hand, the Navier-Stokes equations
are sufficiently accurate when densities are great enough to exclude higher-order terms.
The mean free path of a gas is often used to quantify the type of gas flow and classify
which treatment of the atmospheric gas should be used. The ratio of mean free path to some
characteristic length is the dimensionless Knudsen number (Kn). For Knudsen numbers below
1/100, the gas is sufficiently dense to neglect higher order terms in the Chapman-Enskog
expansion and Navier-Stokes equations may be employeed. For Knudsen numbers above 10, the
gas may be considered nearly collisionless so that the equilibrium speed distribution solution may
be employed with collisionless theory. Finally, for intermediate regions, the gas is certainly not
collisionless and yet the first-order Navier-Stokes equation solutions are not sufficiently accurate.
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As mentioned, the higher-order Burnett equations or other hybrid-techniques such as adjusting
the boundary layer formulation exist [cf. Lofthouse et al., 2008, ].

4.5.1

Viscous Flow

The first region of continuous flow may be seen to exist—for all but the smallest objects or
steepest gradients—below 50 km height (see Figure 6). Shock waves and very small particles
may well have Knudsen numbers above 1/100 at any atmospheric density.
Within the viscous flow regime, the problem of density reduction for a high velocity
instrument ramming the atmosphere can be treated with the same theory as that employed for a
supersonic pitot tube. The supersonic Rayleigh pitot-tube equation as given by Shapiro [1953] is
derived under the assumption of viscous theory (i.e. the density is great enough to ignore higher
order terms in Boltzmann equation solution) from a product of two pressure ratios for flow across
a shock which is then brought to rest. In the first case momentum, mass, and energy conservation
across a normal shock produce a pressure ratio relation across the shock(

( ) . In the second
Py

Px

case, an isentropic process of stagnation after the flow is subsonic produces a second relation

( ) . The product of the two ratios is [Shapiro, 1953]:
P0 y

Py

γ

P0y
=
Px

⎛ γ + 1 2 ⎞ γ −1
Mx
⎝ 2
⎠
1

⎛ 2γ
γ − 1⎞ γ −1
M x2 −
⎜
⎟
⎝γ +1
γ + 1⎠

(4.32)

Mx is the freestream mach number as based on equation (4.28) for each species, and is further
modified as described next. The equation (4.32) is true only if the stagnation streamline crosses
the shock normally. For oblique shocks, Mx is generally reduced according to the mach cone
angle and the turning angle of a streamline across the shock according to oblique shock theory
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[cf. Shapiro, Ch. 16 Oblique Shocks]. Although the specific application called for here is an
axially-directed and forward-mounted aperture where at small angles of attack the aperture is
located in the center of the mach cone and the shock is normal at that point; at larger angles of
attack, generally 30 – 60 degrees on the downleg portion of the flights, even an axially-mounted
pitot tube will be displaced to one side of the mach cone and the streamlines leading to the
aperture would be deflected through the shock. As an approximate solution, the Mach value Mx
is taken as the component normal to the aperture entrance and angles greater than 45 degrees will
be ignored in results.
The density ratio is found from an ideal gas law treatment of the pressure ratio (4.32):

ρ0y ⎛ P0y ⎞ ⎛ Tx ⎞
=⎜ ⎟
ρx ⎝ Px ⎠ ⎜⎝ T0y ⎟⎠

(4.33)

The temperature Tx is the freestream temperature, while the interior cavity temperature is T0y.
The gas is expected to be nearly accommodated to the cavity temperature.
Equation (4.33) should apply well to a supersonic enclosed ionization gauge if the free
stream temperature is known and the interior gas temperature is well accommodated to a known
cavity wall temperature. Additionally, the speed and attitude of the payload are required. The
derivation relies upon viscous flow theory and applies when Kn<1/100. Finally, the density ratio
of equation (4.33) applies to each gas species independently.

4.5.2

Collisionless Flow

Figure 6 indicates that heights above 150 km will satisfy Kn > 10 for all but very large objects or
strongly enhanced density regions. Collisionless flow theory is derived under the assumption that
molecules within a control volume may be considered as belonging to one of several well-defined
molecular streams, each with its own characteristic temperature (both translational and rotational)
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and equilibrium speed distribution. Macroscopic properties are calculated from the linear
superposition of each stream property. For example, an incident molecular stream at temperature
Ti striking a wall—if fully accommodated—will reflect at velocity distribution characterized by
Tw. Supposedly, the two streams will not interact and therefore will maintain their equilibrium
properties in the same space, so that the macroscopic temperature is a superposition of Ti and Tw.
However, even at heights for which the density is low enough to use molecular flow theory; upon
reflection of some incident molecular freestream flux from a solid object, the combined number
density may be significantly larger and mean free path smaller immediately next to the object,
thus disqualifying the use of collisionless theory.
Diffusion effects are more readily apparent at low density because of low collision rate
and lack of viscous mixing. To isolate and examine diffusion effects, refer to a derivation of the
diffusion equation under molecular flow conditions [cf. Chapman and Cowling,1970, p. 140-142].
The causes and effects of diffusion are:
1) Non-uniform composition. A particular species tends to diffuse down the
concentration gradient for that species.
2) A Pressure gradient exists. Heavier molecules diffuse up the pressure gradient, lighter
molecules move down the pressure gradient. (e.g. Uranium Hexafluoride separation by isotopes)
3) Direct forces exist, such as gravity or electromagnetic forces. Heavier isotopes settle
lower within the upper atmosphere according to Earth’s gravitational potential. For
electromagnetic forces, plasma undergoes complicated motions according to direct, Pederson, or
Hall conductivity.
4) A Thermal gradient exists. Lighter molecules move up the temperature gradient.
Heavy molecules accumulate in cold regions.
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These diffusion effects—except for thermal diffusion—are not included in most
collisionless number density equations. They are mentioned here to point out the shortcomings
and necessary degree of refinement of analytic methods for calculating density changes due to
molecular flow. The diffusion effects are present implicitly in the numerical DSMC procedures
to follow, except that electromagnetic and gravitational forces are ignored in the simulations.
Another characteristic of collisionless, or nearly collisionless flow, is that perfect
equipartition of energy does not always exist between the translational and rotational degrees of
freedom present in a gas containing diatomic molecules. This is because thermal kinetic energy
and internal rotational energy have not had time to equilibrate—the collisional relaxation time is
large. Therefore, the kinetic and internal temperatures must be evaluated separately. The kinetic
temperature of a molecular species Tki is related to the distribution kinetic energy by

3
1 2
kTki = mv rms
2
2

(4.34)

while the internal temperature of a molecular species Tint is related to internal energy (rotational)

kTint = eint

(4.35)

According to Bird, the total temperature can be computed as a weighted average [Bird,1994]:

Ttot =

3Tki + 2Tint
5

(4.36)

Once again, consideration of non-equipartition of energies is a level of refinement not present in
the analytic methods to follow, while is implicitly included in the DSMC procedures.
The interaction of molecules with constant temperature solid objects is another important
subject when considering collisionless molecular flow. Individual molecules have been assumed
to contain 3/2kT kinetic energy, and an additional kT energy for diatomic molecules. This total
energy of incident molecules is designated E i . Upon reflection from a wall of temperature Tw
the reflected molecule energy E r may be more-or-less fully accommodated to this new
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temperature. Full accommodation would be designated E w and the accommodation coefficient
is

Α=

Ei − Er
Ei − Ew

(4.37)

A separate accommodation coefficient may be used to measure translational and rotational energy
accommodation independently according to their temperatures, Ttransand Trot
i
r
Ttrans
− Ttrans
Atrans = i
Ttrans − Tw

(4.38a)

Troti − Trotr
Arot = i
Trot − Tw

(4.38b)

According to Wiedmann and Trumpler [1946, p 58] values for A range from 0.87 to 0.97 for a
variety of metals and machined surfaces. They found the surface preparation had little, if any,
effect.
Finally, the number density formula first used in practice by Horowitz and Lagow will be
presented. The enclosed ionization gauge may be treated with collisionless theory when density
inside the gauge is low enough to satisfy Kn>10. If the gauge is traveling with a velocity speed
ratio S and has an enclosed volume at temp Tc with access through a circular aperture to an
ambient freestream gas at temperature T∞ , then the density ratio between chamber density n c and
ambient density n ∞ is calculated to ensure equilibrium in flow rates through the aperture. The
two driving effects considered in the density imbalance are the stream velocity and thermal
diffusion. Under molecular (collisionless) theory the ingoing and outgoing streams do not
interact. The net flow is zero under supposed equilibrium conditions and the density ratio is
[Wiener, 1949],[Patterson, 1956],[Horowitz and Lagow, 1957]:
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nc
=
n∞

{

}

T∞ −S 2
e + π S[1 + erf ( S )]
Tc

(4.39a)

Where the speed ratio is


v ⋅ nˆ
S=
αt

(4.39b)



Equation (4.39) includes v the payload velocity, nˆ the normal-outward unit vector to the
aperture, and α t the most probable molecular speed of the ambient flow.
The derivation of (4.39) assumes collisionless flow conditions exist within the enclosed
volume. However, it is certainly possible to have Kn > 10 outside with Kn < 10 inside the
enclosed volume because of elevated density. The derivation also ignores the effects of nonuniform composition diffusion, which would tend to balance the effect of thermal diffusion that is
accounted for.

4.5.3

Transitional (Slip) Flow

For a blunt object with supersonic flow, the beginning of the transitional region is marked by a
broadened shockwave. According to Shapiro, the shock typically has a thickness of the same
order as the mean free path [Shapiro,1953, p 132]. Therefore, the shock in this transition region
must become vague and broadened as the mean free path increases from centimeter scale
dimensions near 85 km to meter scale dimensions beyond 110 km. Near the limit of molecular
flow, the change in temperature and pressure is certainly a continuous and smooth transition
around the payload. At the limit of viscous flow, on the other hand, the shock thickness
approaches microscopic dimensions. This variability hints at the difficulties in analysis of the
transitional region.
The transitional region is more likely to exist between 50 km - 150 km wherever
Knudsen numbers are 0.01 < Kn < 10. Under nonequilibrium conditions, the Knudsen number is
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not simply a function of freestream density. The actual number density surrounding a high
velocity payload may vary from nearly viscous, low Kn, density enhancement in regions of ram
effect to nearly collisionless, high Kn, density deprivation in regions of wake effect. Thus, mean
free paths may be different by several orders of magnitude—in a high pressure ram region
Navier-Stokes equations may provide a close approximation, while in the wake region molecular
flow and diffusive behaviour are in full effect.
Navier-Stokes equations and other lower-order approximations to the Boltzmann
equation lose their validity wherever the gas is too thin, while molecular collisionless flow theory
assumes too much to be valid in these regions. Typically, computational fluid dynamics (CFD)
solutions based on N-S equations are extended to more diffuse atmospheric conditions by use of
higher-order ‘slip-flow’ boundary layer conditions. Lockerby and co-authors propose the use of a
“linearized Maxell-Burnett boundary condition” as an example of this technique [Lockerby et al.,
2004]. More recently, Lofthouse and co-authors have tested the use of slip-flow boundary
conditions to extend the validity of CFD into the transitional region [Lofthouse et al., 2008]. The
major concern with extending the boundaries of CFD accuracy to greater heights and thinner
atmosphere is efficiency and accuracy of computational methods. In both the Lockerby and
Lofthouse publications, the CFD with slip-flow boundary condition results are also tested against
Monte Carlo simulation data. The Monte Carlo simulation technique, to be discussed next, is
generally regarded as being an accurate solution method for the transitional region but
computationally expensive near the limit of viscous flow corresponding to heights below
approximately 70 km.

4.6

Direct Simulation Monte Carlo Methods

The direct simulation Monte Carlo (DSMC) method is designed to reproduce the time and space
varying state of a fluid. The simulation is direct because macroscopic characteristics of the model
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fluid are the result of the state of millions of simulation particles—each representing a number of
real particles. The simulation particles move and collide according to rules derived from kinetic
physics, with the intention of reproducing the natural progression of the physical state of the
system directly. This direct approach contrasts with the typical fluid dynamics simulation method
of discretely evolving the state of the system according to some model differential equation.
Intermolecular collision partners, in the DSMC method, are chosen according to the
proximity and energy of each molecule, but ultimately must be decided upon with a random
number test. Additionally, post-collision energies and velocities are expected to conform to a
certain distribution of values so that a random number test is also ultimately used to decide these
values.
The simulation molecules employed in the DSMC method are considered to have a state
completely described by: 1)mass, 2)collision cross-section, 3)velocity, 4) internal energy, and 5)
viscosity-temperature coefficient. The rules developed in the simulation to change this state over
time are based on Boltzmann statistics and classical kinetic theory (quantum-based vibrational
energies are neglected here). If the rules are well-devised and properly implemented, simulation
results should be no less accurate than a complete solution to the non-equilibrium Boltzmann
equation and be applicable wherever molecular chaos applies, including the difficult transitional
region. Solutions should implicitly include subtle diffusion effects absent from simple viscous
and collisionless analytic formulas. However the DSMC method is practically limited by
computing power to low density flows in the continuous region or for higher Knudsen numbers.
The key theoretical program features of a DSMC program are illustrated in Figure 7.
These features will be discussed next:
A. Initialize –Sampling cells are small volumes defined to fill the control volume
wherever gas molecules may collide. Uniform macroscopic variables of temperature, density and
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pressure are ultimately collected from the characteristic energy of the molecules that happen to be
in a particular sampling cell at the time of collection. At an even smaller scale, collision cells

Figure 7 DSMC Program Procedures

represent the volumes within which collisions may take place for occupying molecules. With the
control volume space divided into sampling cells and even finer collision cells, ~(106 - 107)
representative molecules are chosen to fill the sample and collision cells in an initially defined
distribution of location and velocity. Each molecule has a constant mass according to its species,
but variable collision cross-section and internal and kinetic energy, which must be initially
defined. The energies may be defined according to the velocity distribution for a characteristic
temperature, as in equation (4.12). Thus, every molecule—with its associated mass, crosssection, and energy is indexed to a particular sample and collision cell to begin.
Additionally, solid-surface and bounding characteristics must be defined. A boundary
may be generally defined as a solid surface, a vacuum or as an interchange with the free stream.
Solid surface boundaries provide opportunities for energy exchange with gas molecules. Thus, an
accommodation coefficient must be defined for any solid surfaces to predict the degree to which
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reflecting molecules accommodate their speed distribution to surface temperatures. Other
possible variables that would affect the simulation may be defined and chosen: the expected ratio
of specular to diffuse reflection at a surface, outgassing rates from the surface, radiation energy
transfer between the surface and gas, chemical reaction parameters on the solid surface, and the
freestream temperature and velocity.
B. Move –The first step of the DSMC general procedure is to move molecules. Implicit
in this action is the uncoupling of motion and collision since they are ordered as separate steps. A
time step is defined to be much less than the expected mean collision time. During the move, the
position vector of each molecule is updated according to the current velocity of each molecule.

  
r ′ = r + v Δt

(4.37)

G.A.Bird describes a variable time step method, wherein each cell operates on an independent
time scale [Bird, web. 2010]. This allows for a larger disassociation of time and motion for low
density areas with large times between collisions.
Interaction with boundaries must also be considered after the molecules are moved. If a
molecule crosses a vacuum boundary it should simply disappear. For a free stream boundary,
there is a two-way exchange of molecular fluxes between the control volume and the freestream.
The inward number flux from the ambient or freestream gas must be calculated. Freestream
molecules have velocity distribution:




v total = v stream + v molecular

(4.38)

The inward number flux across a freestream boundary from a free stream at temperature T [Bird,
1994] is:

N˙ =

{

}

2
n
e −S + π S[1 + erf ( S )]
8πRT

v stream ⋅ nˆ
S=
αt
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(4.39a)

(4.39b)

New molecules that enter a stream boundary according to the rate above are assigned energies
according to the probable kinetic or rotational energy distribution function for the stream
temperature. In addition, their normal displacement inside the boundary can be calculated
individually by choosing velocity components based on equations (4.7) and (4.38) to include both
thermal and directed velocity components, then calculating normal velocity to the boundary and
applying equation (4.37).
In case a molecule is moved to or past a solid surface, the reflection is defined to afford
full accommodation to the wall temperature and to be completely diffuse. These two
preconditions are required because the exact interchange of energy and momentum with the wall
is not known. Without this knowledge, the distribution of internal and kinetic energy after the
collision is also not known. The solution to determine the postcollision velocity and the total
energy is then found in the two assumptions: 1) The energy accommodation of the molecule to
the wall temperature is complete (A=1). 2) Diffuse reflection always occurs. With full
accommodation, the kinetic and rotational temperature of a molecule is reassigned as the
temperature of the wall upon reflection, according to equations (4.38). Furthermore, if diffuse
reflection always occurs, the velocity of the reflecting molecule can be sampled from the halfrange velocity component distribution for the wall temperature. One method, using equations
(4.7), shown normalized below in (4.40), is to sample a half-range velocity distribution centered
in the z-direction:

f (u) =
f (v) =
f (w) =

1

αt π

−

e
−

1

αt π
2

αt π
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e

u2

α t2

v2

α t2

−

e

w2

α t2

(4.40)



The resulting component vector v = uxˆ + vyˆ + wzˆ would then be rotated using an orthogonal
transformation matrix to be compatible with any particular surface normal direction. The velocity
of the reflecting molecule will then be known, and its internal energy, if necessary, is defined
from equipartition of energy as kTwall .
The exact methods of sampling using a random number test are described in detail by
Bird [Bird, 1994, Appendix C]. The acceptance-rejection method consists of comparing a
uniform distribution fraction u(x) randomly sampled between 0 and 1 to a second fraction. The
second fraction is taken from a normalized distribution function f(x). This function is normalized
by dividing by its maximum. A random value of x is chosen between reasonably extensive
maximum and minimum limits of the distribution and then evaluated as f(x). If the evaluated
distribution function fraction f(x) is greater than the uniform distribution fraction u(x), then the
value x is accepted, otherwise rejected and the process repeated.
C. Index – After molecules are moved they might not occupy the same sample or
collision cell as before. Their cell location must be updated according to their location in
physical space and the predefined cell locations to provide a correct index of the molecules.
D. Collide – The following method of simulating molecular collisions is essentially the
practice employed by Bird in his DSMC 3VD program [Bird, 1994] as used in this study.
Collisions between molecules are always assumed to be between pairs for simplicity. If the
molecules are both monatomic, the collision is elastic. However, if one or both collision partners
is diatomic, the collision is inelastic. Some of the kinetic energy in this case may be distributed to
internal rotational energy. The program procedure is to first select potential collision partners, to
evaluate whether a collision will take place for those selected, and finally to determine
postcollision velocities and internal energies for those that underwent a collision.
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For elastic collisions between monatomic atoms, momentum and energy conservation
allow postcollision speeds for a binary collision to be determined. The angle of deflection in the
center of mass reference frame, according to the Variable Hard Sphere (VHS) molecular model is
[Bird, 1994, p. 41]

⎧b⎫
χ = 2cos−1 ⎨ ⎬
⎩d⎭

(4.41)

Here, b is the distance of closest approach obtained if the molecules were never deflected. The
effective diameter of either molecule is d, given by [Bird, 1994, p. 40]

⎛ c r,ref ⎞
d = dref ⎜
⎟
⎝ cr ⎠

υ

(4.42)

where c r is relative speed between molecules, c r,ref is the greatest relative speed so far
encountered in a cell, and ν is a viscosity-temperature coefficient. This velocity dependent
collision cross-section is an essential feature of the VHS collision model.
Conservation of energy and momentum are used to determine the speeds of the
molecules. For any collision where momentum alone is conserved, the post-collision speeds (*)
are related to the center of mass speed cm and relative speed cr [adapted from Bird, 1994, p. 30].

(m1 + m2 )c m = m1c1 + m2c 2

(4.43a)

  
c r = c1 − c 2

(4.43b)

m2
c*
m1 + m2 r
m1
c *2 = c m +
c *r
m1 + m2
c1* = c m +

However, if kinetic energy is also conserved, the relative speed cr is conserved so that
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(4.43c)

m2
c
m1 + m2 r
m1
c *2 = c m +
c
m1 + m2 r
c1* = c m +

(4.44)

and the postcollision speeds are determined for elastic collisions.
Collisions with at least one diatomic molecule partner are inelastic because while the
total energy is conserved in collisions, the distribution of internal and kinetic energy may change.
A phenomenological model of Larsen and Borgnakke [1975] as opposed to a strictly physical
collision model is sometimes used to determine post-collision velocities [Bird, 1994, p.100]. The
essential element of the Larsen and Borgnakke model is that a minority fraction of collisions are
evaluated as inelastic, without literally keeping track of the status of every single collision. This
increases computational efficiency by allowing most of the collisions to be evaluated as if they
were elastic, but provides the necessary feedback effect of the inelastic collisions on the changing
energy distribution. The fraction of collisions regarded as elastic is approximately equal to the
‘relaxation collision number’, according to Bird [1994, p. 104].
For those collisions that are evaluated as inelastic, a combined energy distribution must
first be made available as a translational and rotational energy probability distribution for a pair
of molecules [adapted from Bird, 1994, p. 105]

f E trans ∝ E transe
f E rot ∝ E rot e

−

−

E trans
kT

(4.45)

E rot
kT

The total distribution function is the product of the two, containing total energy in the exponent.

f tot ∝ E trans E rot e

−

( E rot +E trans )
kT

Because the total energy is conserved, E tot = E rot + E trans , the rotational internal energy
component may be eliminated from (4.46) and replaced by the predetermined E tot :
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(4.46)

f tot ∝ E trans ( E tot − E trans )e

−

E tot
kT

(4.47)

Equation (4.47) provides the basis for using an acceptance-rejection test to select a combined
translational energy for the post-collision molecules. The relative velocity is directly determined
from this energy, and then the individual post-collision speeds from (4.43c) and directions from
(4.41). Finally, the combined molecular-pair internal rotational energy is known from
conservation of energy since the total energy during the collision is unchanged. The internal
energies must be distributed between the two molecules using a second acceptance-rejection test.
This process is analogous to the first, with total internal energy conserved between the two
molecules, allowing a combined internal energy distribution function to be written in terms of
only one molecule’s internal energy, which is then selected by the test, automatically determining
the other as well. The entire process is complicated by the presence of multiple species in a gas,
some of which are monatomic and some diatomic, and is described in great detail by Bird [1994,
p. 107-109]. However, the process of distributing internal energies is simplified for collision
between diatomic molecules. In this case, the division is randomly assigned because for the
“special case of two internal degrees of freedom…all values of the single molecule post-collision
internal energy are equally possible”[Bird, 1994,p. 106].
The collision process has been explained. Next, the prior step of selection of collision
partners from collision candidates will be outlined. Potential collision partners are selected from
among those simulation molecules within each collision cell. If only one molecule occupies a
collision cell, molecules from the nearest collision cell are chosen as potential partners. In Bird’s
method [cf. Bird,1994,Ch.11] for computational efficiency, rather than evaluate every possible
potential collision partner pair within a collision cell (or cells), a certain fraction of that set is
evaluated. Then, the acceptance rate is adjusted upward according to the fraction.

40

The evaluation likelihood (probability = P) of collision between two potential collision
partners is based on the volume ratio of the area swept out by their relative velocity( c relative ) in
time Δt and the cell volume. The total cross-section ( σ total ) is twice the effective diameter. The
effective diameter is given in equation (4.42). The evaluation likelihood is then

P∝

Vswept σ total c relative Δt
=
Vcell
Vcell

(4.49)

The actual probability must be multiplied by the number of real molecules (N) each simulation
molecule represents [adapted from Bird, 1994, p. 219].

P=N

σ total c relative Δt
Vcell

(4.50)

A random number test is evaluated against this probability for the potential collision partners.
For those collisions that are accepted, postcollision velocities and internal energies are
determined as described previously.
E. Sample – A single set of macroscopic quantities of stream velocity, translational
temperature, internal temperature, number density, or a variety of other quantities may be
determined for the volume described by each sample cell. The simulation molecules (1,2,…m)
within each sample cell form the sample set. The cell-based number density is computed from

n moleculesN
CellVolume

(4.51)

The kinetic (translational) temperature may be computed on the basis of equation (4.17) as

v 2j πM j
Tj =
8R

(4.52)

for each gas species j. Internal rotational temperature may be obtained from equation (4.45) by
normalizing and taking the first moment of the distribution for internal energy. The total
temperature, from equation (4.36) is then (t = translational, i = internal):
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T=

3Tt + 2Ti
5

(4.53)

After sufficient iterations of the time-step, sampled quantities may be output to the user or stored,
providing an evolving solution of density and temperature profiles over the control volume. The
resolution of the solution is limited by the size of the sampling cells.
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Chapter 5

Procedure
5.1

Establishment of Model Atmosphere

The experimental procedure was to model a suitable control volume representing the ionization
gauge and its immediate environment in order to determine the density reduction factor under a
variety of flight conditions. Both analytic and numerical techniques would be used.
The first step in the procedure was to produce initial values of density, temperature and
species composition for the atmosphere along each of the flight paths 41.061, 41.062,and 41.063.
These best estimates of initial free-stream atmospheric values were required to provide a model
atmosphere in which the simulations could progress with the end goal of obtaining the ratio of
density inside the ionization gauge to that outside. In principle, an iterative solution process
could then be employed. Unknown but required initial values of density and temperature could
be adjusted by the newly derived measurement until the assumption and result were in agreement.
However, no iteration is used here to save time. The error in the initial assumption of values is
not the largest component of uncertainty—as will be discussed.
Flight coordinates geocentric latitude, geocentric longitude, and WGS-84 height were fed
to the MSISE-00 Fortran subroutine to calculate model densities, compositions, and temperatures
at regular intervals along each of the flight paths. Other important parameters used in the model
are summarized thus:
Year and Day: [February 14, 2007]

45 day 2007

Universal Time in seconds [actual times: 33720; 34560; 34680]

34200

10.7 cm Solar Radio Flux average of 81 days centered on 45 day:

75.7

10.7 cm Solar Radio Flux for 44th day:

70.9
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AP indices: Daily AP index

18.5

3 hour AP index at launch

18.0

3 hour AP index 3 hours prior launch

15.0

3 hour AP index 6 hours prior launch

15.0

3 hour AP index 9 hours prior launch

32.0

Average of eight, 3-hr AP indices, 12-33 hrs prior to launch

21.1

Average of eight, 3-hr AP indices, 36-57 hrs. prior to launch

8.0

The MSISE-00 model temperature, density, and molar concentrations of gas species were
obtained at whole kilometer heights along each of the three flight paths.
In addition to the MSISE-00 model gas characteristics, the payload position vector and
attitude values were required as input parameters for each flight model. The original flight data
interpretation of these values was carried out using techniques developed by Dennis Melvin of the
NASA Wallops Flight Facility. As part of the position vector data reduction, Bowring’s
equations were used [Bowring, 1976] that produced errors on the order of centimeters. The angle
of attack attitude was measured using infrared photometers, as the HCI-horizon crossing
indicator. Reduction of the angle of attack attitude from the HCI signals introduced some
fundamental uncertainty in the angle of attack data. In addition, the angle of attack was smoothed
to remove the coning modulation. Finally, both the velocity and angle of attack data were
interpolated to whole kilometer heights.

5.2

Creation of Model and Meshing

The second step in the solution procedure was to create a suitable model of the entire payload
skin, including the internal geometry of the two ionization gauges. A two-dimensional scale
drawing was created using Rhinoceros 4.0 software. A second software program, ComSol
Multiphysics 3.5a, was then used to revolve this two-dimensional drawing into a three-
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dimensional, rotationally symmetric model of the payload. A triangular mesh file was created
using ComSol of some 2738 triangular elements and exported as an ASCII file. The process was
repeated for the internal baffle that floats inside the spherical antechamber of the gauge
instruments, producing 288 triangular elements each.
All three triangular definition files, containing nine coordinate elements for each triangle,
were arranged to conform with the DSMC program input requirements. This DSMC program is
the DS3V version 2.6 program as developed under the auspices of G. A. Bird of the University of
Sydney [Bird, web. 2010]. The input requirements are that the vertex coordinates of each triangle
be listed in counterclockwise order as viewed from outside of a surface. Although it is almost
certain that software programs exist to create triangular mesh definition files of this sort, the
coordinates of the vertices created by the ComSol program did not conform to this requirement—
some being clockwise and others counterclockwise. Therefore, a special Fortran sorting program
was created to rearrange the triangular vertices of the ComSol mesh file into the proper order.
Views of the entire payload model are shown as Figure 8, of the forward instrument
cavity detail in Figure 9, and of the aft instrument cavity detail in Figure 10. Mesh fineness is
necessarily increased around the instrument aperture, spherical accommodation chamber, and ion
gauge cylindrical housing. Not shown in Figure 9 and Figure 10 for the sake of clarity, but
present in the model is an interior baffle floating in the center of the spherical chamber and large
enough to shield the cylindrical interior containing the ion gauge. The identical baffle model was
used for both fore and aft instrument chambers, and is shown magnified in Figure 11. Finally, a
finer detail of the instrument design and baffle location is shown in Figure 12.
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Figure 8 Model Payload Mesh Structure. Greatest Dimensions: Length = 123.4 cm (4ft 0.6 in),
Diameter = 35.6 cm (14.0 in)

Figure 9 Model Forward Detail With Transparent View of Instrument Cavity
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Figure 10 Model Aft Detail With Transparent View of Instrument Cavity

Figure 11 Model Interior Baffle
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Figure 12 Half-Scale Model Cross-Section Forward Detail. Dimensions are in Meters.

5.3

Determination of Time Constant

The third step in the solution procedure was to determine the approximate length of time needed
for the simulations to achieve an equilibrium condition. This is the same time as that for the
ionization gauge instrument chamber to reach equilibrium when suddenly exposed to a change in
external density. Hillert and co-authors, using a similar instrument, found a time constant ranging
from 8.5 ms +/-2.2 ms for the molecular flow region to 1.4 ms +/- 0.2 m/s for the viscous flow
region [Hillert et al., 1994]. They broke a vial of gas within a vacuum chamber to measure the
time constant of their instrument. Their time-constant values were nearly uniform in either the
viscous or collisionless flow regions, and made a smooth transition between the two [cf. Lubken
et al., 1992a]. Because the diameter of the entrance to their ionization gauge was 22 mm as
compared with 17.8 mm (HEX II), and the volume of their instrument was not specified, no
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attempt was made to adapt their specific results. Instead, it was duly noted that time constants
should be nearly constant within the viscous region and continuously change to a greater constant
value in the molecular region at higher altitudes.
The time-constant values for the HEX II instruments were obtained using a DSMC
simulation procedure, beginning with vacuum inside the control volume at time-zero and a zero
velocity ambient atmospheric gas appropriate to either 100 km or 140 km altitude outside. In light
of Hillert et al. [1994] results, just these two time constant experiments were deemed sufficient.
Data was collected once the ambient model atmosphere began to diffuse inside the cylindrical ion
gauge housing and fitted using a least-squares three-parameter curve fit to
1
− ⎞
⎛
f (t) = A⎜1− e B ⎟ + C
⎝
⎠

(5.1)

The fitting parameters for fore and aft instruments are given in Table 2. The goodness of the fits
can be judged from Figure 13 or Figure 14 showing original data and fitted equation (5.1). Time
constants at the upper limit of 170 km were not judged to greatly exceed 5 ms in light of this data
and the general trend of the Hillert experiment. To establish a blanket total-simulation time
standard for all simulations, a conservative minimum value of 100 ms was decided upon,
approximately 20 time-constants in length.
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Figure 13 Time Constant Experiment Results at 100 km Conditions

Figure 14 Time Constant Experiment Results at 140 km Conditions
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Instrument
100 km
fore
100 km
aft
140 km
fore
140 km
aft

Parameter
A
[cm‐3]
2.50E13

Parameter
B
[ms]
2.29 ms

Parameter
C
[cm‐3]
‐1.72E13

2.09E13

3.64 ms

‐1.27E13

1.21E11

4.45 ms

‐2.46E10

1.20E11

3.81 ms

‐2.63E10

Table 2 Time Constant Experiment Fitting Parameters

5.4

Simulation Procedures

The fourth, major, step in the solution procedure was to run the DS3V2.6 simulation program
using the MSISE-00 model initial conditions, the triangle surface definition file, and for at least
100 ms under freestream velocity conditions appropriate to the payload velocity and attitude
every 10 km altitude, both ascending and descending. Sixteen simulations were then performed
from 100 km – 170 km upleg and 170 km – 100 km downleg for each of the three flights,
generally requiring 24 hours of processing time each. In addition, two 90 km simulations were
run for flight 41.062. The DS3V2.6 program was run on a MacPro workstation using two 2.7 Ghz
processors operated by Windows Parallels and a Lenovo PC using two 2.2 Ghz processors
operated by Windows. Identical simulations on separate computers were not significantly
statistically different.
A summary of the simulation characteristics is given for each of the three flight
simulations in Table 3. All simulations employed a rectangular control volume of variable
dimension but approximately 1.8 m length, 1.1 m width and height. All six bounding surfaces of
the control volume were stream boundaries.
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Simulation
Set
41.061
41.062
41.063

Minimum
Time
[ms]
107
101
104

Maximum
Time
[ms]
387
455
559

Average
Time
[ms]
179
189
225

Average Simulation
Molecules
2.39x106
2.13x106
2.26x106

Typical Ratio:
Control/Payload
Volume
29.5 +/- 7.5
29.5 +/-7.5
29.5 +/-7.5

Table 3 Simulation Parameters

The simulation gas characteristics are summarized in Table 4. The viscosity-temperature
coefficient is υ of equation (47). The relaxation collision number is a first approximation to the
ratio of elastic to inelastic collisions, as described in Ch. 4 Theory. Zero vibrational degrees of
freedom were used in all cases.
After each simulation was completed the number density of four sample cells was
recorded for both the forward and aft model instruments. The sample cells were chosen at regular
intervals near the central axis of the cylindrical housing to the ionization gauge. These four
values were averaged for a consensus number density inside either model instrument. The model
free-stream gas number density was used as a reference to determine the number density ratio of
either instrument.

Species

Mass
[kg]

Reference Diameter
at 273 K [m]

Rotational
Degrees of
Freedom

ViscosityTemperature
Coefficient

Relaxation
Collision
Number

Molecular
Oxygen
Molecular
Nitrogen
Atomic
Oxygen

5.312 x 10-26

4.07 x 10-10

2

0.77

5

4.650 x 10-26

4.17 x 10-10

2

0.74

5

2.656 x 10-26

3.0 x 10-10

0

0.8

Not
Applicable

Table 4 Simulation Gas Parameters
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The original ionization gauge density measurements, after being corrected by their
respective gauge calibration curves, were then reduced to free-stream, or ambient, density by
dividing by the calculated ram factors.

5.5

Statistical Noise Experiment

The values of density recorded at a single time are one representative sample of a normal
distribution of densities present when integrated over a long time span (at equilibrium) due to
statistical fluctuations. It was therefore necessary to estimate the variability imposed by these
statistical fluctuations on the densities measured in simulation. This was accomplished for 140
km MSISE-00 conditions, corresponding to 560 Kelvin, 7.1E16 m-3 number density, and zero
velocity in the following procedure:
1) After the simulation had reached equilibrium, 4 sample densities were obtained from inside
the ionization chamber for each of 13 points in time staggered over 26.7 ms.
2) The mean and standard deviation of the sample were computed as follows

X=

S=

1 n
∑X
n i=1 i

n

∑
i=1

(5.2)

( X i − X )2
n −1

(5.3)

3) The uncertainty in the sample mean as compared with the total population mean was
calculated

X − µ = ±t

S
n

(5.4)

4) The total population standard deviation was calculated as follows

σ=

n −1
S
χ2
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(5.5)

5) Finally, the total possible range of variability to 99% certainty was obtained as

(

R = ± X − µ + 2.575σ
or, as a percent error ±

)

(5.6)

R
X

The results of equation (5.6) for the statistical noise experiment will be covered in section 6.5 and
will be found to indicate nearly 1% statistical scatter.
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Chapter 6

Results
6.1

Results of Atmospheric Modeling

A prerequisite of running the simulations was to introduce a model free-stream atmosphere based
on MSISE-00 predicted characteristics. In Figure 15 below, model densities for five species are
plotted along the path of flight 41.061 at the appropriate flight time. The results for flights 41.062
and 41.063 are very similar, being separated by only ~100 km and ~10 minutes in time.

Figure 15 MSISE-00 Model Densities Along Flight 41.061
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The three primary MSISE-00 components above 100 km are molecular nitrogen,
molecular oxygen, and atomic oxygen. Thus, these three were used in the simulations. Atomic
oxygen increases in importance from a minor constituent at 100 km to the majority constituent at
200 km.
Atmospheric temperature was another required input variable necessary for simulations
and the MSISE-00 model results are plotted for the same flight 41.061 in Figure 16. The freestream gas temperature has important consequences in determining the density next to a surface
of different temperature, both implicit within the DSMC procedure and also explicitly seen in the
theoretical collisionless flow equations (4.39).
The characteristic, most probable, molecular speed is calculated directly from the
MSISE-00 model temperature according to equations (4.18) and (4.21) and is plotted in Figure
17. The probable speed is used to calculate the Mach number from equation (4.28) for the
viscous flow ram formula (4.32), and also to calculate the speed factor S in equation (4.39b) for
molecular collisionless flow. As before, the results for flights 41.062 and 41.063—not shown—
have similar probable molecular speeds.
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Figure 16 MSISE-00 Model Temperature Along Flight 41.061
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Figure 17 Most Probable Molecular Speed for Flight Path 41.061
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6.2

Representative Simulation Features

The approximate resolution of the simulations, the geometry and scale of the simulations, and the
subtleties of the gas flow and gas density may be ascertained from Figure 18, Figure 19, and
Figure 20. These figures represent 41.062 flight simulation data at mid-cross-section; set at 90
km and 160 km ascending and 130 km descending heights. The purpose is to illustrate a lower
transitional region situation at 90 km (Figure 18), a nearly collisionless flow condition at 160 km
(Figure 19), and to emphasize the large angle of attack typical of the descent (Figure 20).

Figure 18 Simulated Density Ratio Factors, Flight 41.062, 90 km Ascending
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Figure 19 Simulated Density Ratio Factors, Flight 41.062, 150 km Ascending

Figure 20 Simulated Density Ratio Factors, Flight 41.062, 130 km Descending
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6.3

Density Ram Factor

Simulated densities for both the fore and aft instruments for flight 41.061 are shown in Figure 21
along with an MSISE-00 model ambient density profile and the actual measured (and calibrated)
instrument density. The measured densities are not expected to exactly correspond with the
simulated densities. The measured densities are only shown for reference. The major purpose is
to illustrate the relative enhancement or deprivation of density from some model atmosphere.
The density ratios obtained in this way are eventually applied to the reduction of the measured
densities to ambient.
These density ratios between the simulated instrument density and the model atmosphere
are plotted in Figure 22. It is important to note that density ratios significantly less than one—
that is, for a wake instrument—appear to be too widely scattered to be reliable. Therefore, no
attempt is made in Figure 22 to distinguish these density ratios. For comparison to the DSMC
results, equations (4.39) and (4.33) for collisionless and viscous flow density ratios are also
plotted. The viscous flow results (4.33) are only intended to provide a point of departure since
they are not generally valid in the transitional region and would only expected to be valid near 80
km and below. The collisionless flow results provide the best fit to the DSMC data above 115
km as expected. Below this height, the DSMC data may be understood to approach the viscous
flow result. Refer to Figure 24 for flight 41.062 for a clearer illustration of this effect at 90 km.
Simulated densities for flights 41.062 and 41.063 are likewise plotted in Figure 23 and
Figure 25. As with flight 41.061, the aft instrument simulated densities for the uplegs appear to
be either widely scattered or to make a sudden transition. However, the fore instrument data on
the downleg portion appears to be consistent and reliable over certain portions of the flight
described in Table 5 because in these cases the wake effect is not extreme (the angle of attack is
nearer to 90 degrees than 180 degrees).
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Figure 21 Measured and Simulated Flight 41.061 Instrument Densities
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Figure 22 Density Ratio, Flight 41.061, DSMC and Analytic Results
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Figure 23 Simulated Flight 41.062 Instrument Densities
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Figure 24 Density Ratio, Flight 41.062, DSMC and Analytic Results
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Figure 25 Simulated Flight 41.063 Instrument Densities
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Figure 26 Density Ratio, Flight 41.063, DSMC and Analytic Results
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The resulting density ratios for flights 41.062 and 41.063 are plotted in Figure 24 and
Figure 26. As with flight 41.061, the DSMC density ratios for flights 41.062 and 41.063 closely
match the collisionless flow theory above 115 km and approach the viscous flow result below this
height. The downleg viscous flow results are not shown for these flights because the aft
instrument aperture is nearly perpendicular to the flow velocity, as shown in Figure 20,
precluding even an adaptation of a normal shock analysis.

6.4

Reduced Density

Finally, the reduced densities for flights 41.061, 41.062, and 41.063 are calculated by dividing ion
gauge instrument density by appropriate ram factors. These reduced densities are plotted in
Figure 27 for all three flights according to the molecular flow or DSMC derived ram factors. It is
immediately apparent—by comparison with model densities—that the derived densities using
either method are unrealistic for certain portions of the flights with large angles of attack.
Because the simulated or calculated densities in extreme wake regions are much lower
than those actually measured, the correction factors applied to the measured data are too great.
What likely happened is outgassing from the payload body became noticeable in extreme wake
regions of theoretically low density, providing a lower limit to what was actually measured.
Therefore, during the actual rocket flights measured densities in the low density wake would be
much higher than theory and simulation would predict for those low density regions. Rather than
attempt to estimate and correct for some additional gas cloud ambient density, these data are
excluded from the final reduction.
Therefore, consensus density values for the upleg zone are chosen from the DSMCreduced fore-upleg for flights 41.061, 41.062, 41.063 as summarized in Table 5. In addition,
though representing more widely spaced locations, a consensus density for the downleg zone is
also calculated from the aft instrument data for 41.061, 41.062, and 41.063 and the fore
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instrument data for 41.062 and 41.063 as summarized in Table 5. In this way, only relatively low
angle-of-attack data is used in the consensus for either the upleg portion or the downleg portion of
the general flight path. The upleg zone and downleg zone consensus densities are illustrated in
Figure 28 and Figure 29.
The scatter between the upleg consensus densities in Figure 28 is typically +/- 25%
(except at 100 km), of which perhaps +/- 5% can be attributed to spatial variation of density over
the flight paths. The scatter between downleg consensus densities in Figure 29 is typically +/50% (except at 110 km), of which perhaps +/- 5% can be attributed to spatial variation of density.

Upleg Consensus
Downleg Consensus

41.061
Fore Instrument (100
km – 170 km)
Aft Instrument
(170 km – 100 km)

41.062
Fore Instrument
(90 km – 170 km)
Aft Instrument
(170 km – 90 km)
Fore Instrument
(150 km – 90 km)

Table 5 Useful Simulation Data
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Figure 27 Reduced Densities by DSMC and Molecular Flow Theory
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Figure 28 Upleg Consensus Reduced Density from Table 5 Data
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Figure 29 Downleg Consensus Reduced Density from Table 5 Data
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Even with the careful inclusion of datasets in the consensus upleg and downleg results,
large departures from the model density are apparent near 110 km in Figure 28 and excessively
large scatter, even from the same payload, is apparent at 110 km in Figure 29, downleg.
Differences from the model density are expected, but not to such an extent. These results will be
discussed in detail in Chapter 7, Analysis and Total Uncertainty.

6.5

Results of Statistical Uncertainty Experiment

The statistical uncertainty of the simulated density measurements was calculated as described in
Ch. 5 Procedure. The results are illustrated in Figure 30 for the front and rear chambers in a static
simulation test designed to identify fluctuations due to statistical noise only, as opposed to
dynamical fluctuations. The dashed lines are the extent of equation (5.6). The results indicate
statistical noise introduces +/-1% uncertainty in the density measurements for 140 km MSISE-00
static conditions. It is important to point out that under dynamic conditions similar levels of
scatter were observed, but only for sufficiently populated cells. It was observed that the scatter
was increased by an order of magnitude when simulation molecular density fell below 3
molecules per cell. This explains why certain DSMC simulation data as illustrated in Figure 21
of the low-density wake regions had to be excluded as too uncertain to be useful.
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Figure 30 Statistical Uncertainty Evaluation
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Chapter 7

Analysis and Total Uncertainty
7.1

Unaccountable Sources of Error

Uncertainties in the reported densities were calculated and are presented. Uncertainties were
determined from variations in flight conditions and from statistical scatter in the computer
simulation measurements. Any possible instrument or calibration error was ignored and not
included in uncertainty calculations.
First, a variety of sources of uncertainty will be mentioned as worthy of consideration in
interpreting the derived density data, but not analyzed. This variety includes those possible
instrument and calibration errors.
1. Two sources of error concern the cold cathode ionization gauge (CCG) itself and its
calibrated response to changing pressure. Atomic oxygen, present in significant amounts above
105 km, may have reacted with and thus contaminated the collector surface in the CCG, changing
the collector efficiency and ruining the effectiveness of the calibrated response. Secondly, the
pair production efficiency that contributes to the ionization current in the gauge could have been
altered by the presence of unfamiliar gases during measurement as compared with the standard air
mixture used in calibration. The atmosphere varies from a well-mixed ~79% N2 and ~21% O2
blend near 95 km to mostly atomic oxygen above ~175 km, although the amount of this gas is
widely variable and difficult to measure. Taking both effects into consideration, greater
uncertainty in instrument density due to atomic oxygen’s deleterious effects on the gauges should
exist for the higher altitude (>140 km) data.
2. The presence of gases carried aloft with the payload, either from ongoing outgassing or
in the form of a cloud within the boundary layer following the same trajectory, would of course
increase the measured density values beyond those encountered by a perfectly degassed rocket
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payload. In fact, the wake instrument reduced densities, as illustrated in Figure 27 (either fore or
aft instruments, depending on the angle of attack) are up to three orders of magnitude greater than
the reference atmosphere. This indicates that the theoretical or simulated densities were much
smaller than the actual densities measured and suggests outgassing was occurring (and especially
evident) in the low-density wake regions. For this reason, much of the wake instrument density
measurements were excluded from the final consensus reduction.
Three additional effects are listed in the same category. They will likewise be ignored
not because they are as unaccountable as instrument error, but because they are deemed
insignificant.
First, there was no provision for chemical reactions in the DSMC simulations nor in the
analytic studies. M.J. Lighthill writes that atmospheric dissociation is ‘appreciable in the
neighborhood of projectiles traveling at speeds greater than 2 km/sec’ [Lighthill, 1957]. Lighthill
refers to objects at heights up to perhaps 80 km at greatest. By implication, objects traveling 1.5
km/sec at 90 km are mostly immune from these effects because any shock would be fairly diffuse
with a mean free path on the order of centimeters.
Secondly, no provision was made for the slight time delay in measured instrument
density. The time constant of the instrument is nearly 8.5 ms at most. For speeds of 1000 m/s
and three-time-constant total reaction time this corresponds to a nearly 25-meter offset,
completely insignificant for the purposes of this study.
Thirdly, the thermal accommodation coefficients for the steel ionization gauge housing
and aluminum payload skin and brass interior baffle were all assumed to be exactly one,
indicating complete thermal accommodation. However M.L. Wiedmann and P.R. Trumpler found
thermal accommodation coefficients for these metals to be somewhat less than one [1946]. While
steel is not specifically given in their results, 0.87-0.97 is the maximum range of values for flat
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black lacquer, bronze, iron, and aluminum; either machined, etched, or polished, so it isn’t to be
expected that the exact metal and finish varies the coefficient more than +/-0.05. DSMC
simulations using accommodation coefficients of 0.90 showed no statistically significant
difference from those made with complete accommodation. Therefore, the accommodation
coefficient uncertainty is ignored.

7.2

Error Analysis Methodology

Next, significant and accountable sources of error will be analyzed. These sources concern
variations in molecular-flow equation (4.39) independent variables:


d v = Speed Variation

dθ = Orientation Variation

dT∞ = Ambient Temperature Variation

dχ 2 =Molecular Nitrogen Variation

dχ1= Atomic Oxygen Variation

dχ 3 =Molecular Oxygen Variation

Three key assumptions are made regarding independent effects:
1) The analytic equations (7.1) provide a proxy for predicting how the Monte Carlo simulation
would react to independent variable changes as independent effects from simulation error. This is
because the proxy equation—molecular theory—results closely match DSMC results above 115
km, as seen in Figure 22, Figure 24, and Figure 26.

{

}

2
n
T
N = c = ∞ e −S + π S[1 + erf ( S )]
n∞
Tc

α t = χ1α1 + χ 2α 2 + χ 3α 3



v ⋅ nˆ v
S=
= cos θ
α
αt
t
,
, αj =

2RT∞
Mj

2) Within the proxy equations, velocity variations may be determined independently from
composition or temperature variations.
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(7.1)

3) The observed statistical scatter in the simulated densities predict the simulation uncertainty
in the derived densities as an independent effect from variations in velocity and composition.
With the three key assumptions in place, the total uncertainty in derived density is

dn ∞total =
where

dn ∞scatter = + −1%

(dn

) + (dn

velocity 2
∞

) + (dn

composition 2
∞

)

scatter 2
∞

(7.2)

is determined directly from simulation experiment as described in Chapter

5 Procedure and Chapter 6 Results. This is the statistical sampling error caused by using far
fewer molecules in the simulations than actually exist.
The ultimate variation in ambient density is desired from the proxy equation:

⎛ ∂n ⎞
⎛ ∂n ∞ ⎞
⎛ 1⎞
⎛ −n ∞ ⎞
dn ∞ = ⎜ ∞ ⎟ dn c +
dN =
dn c +
dN
⎝ ∂N ⎠
⎝ N⎠
⎝ N ⎠
⎝ ∂n c ⎠

(7.3)

The term dn c is uncertainty in measured instrument (c=collisionless) density. Because the
variation dn c is accountable to instrument error and outside the scope of this report, only the
variation in the ram ratio (dN) will be considered. Then apparently

⎛ dN velocity ⎞
dn ∞velocity
≈ −⎜
⎟
n∞
⎝ N ⎠

and

⎛ dN composition ⎞
dn ∞composition
≈ −⎜
⎟
n∞
N
⎝
⎠

(7.4)



We wish to examine the two dependencies dN velocity ( d v ,dθ ) and


dN composition ( dT∞ ,dχ1,dχ 2 ,dχ 3 ) independently by the joint variation in d v and dθ due to
horizontal wind or by the assumed MSIS model variability present in dT∞ ,dχ1,dχ 2 ,dχ 3 . While


d v and dθ are determined by wind velocity measurements, the temperature and composition
variations are estimated in the ranges: dT∞ = + /− 0.10T∞ and +dχ1 = +0.05 + 0.20 χ1 and

−dχ1 = −0.30 χ1. In this three gas atmospheric model, dχ 2 and dχ 3 are adjusted to ensure

χ1 + χ 2 + χ 3 = 1. For the wind-induced variation:
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∂N ∂S  ∂ N ∂S

dN ( d v ,dθ ) =
dθ
 dv +
∂S ∂ v
∂S ∂θ

(7.5a)

where each term may be evaluated as

{

2
∂N
T
≅ ∞ −2Se −S + 2 π
∂S
Tc

}


∂S cos θ ∂S − v
=
sin θ
,  =
,
∂v
αt
∂θ α t

(7.5b)

Next, for the composition variability note that the following functional relationships are
equivalent:

dN(dT∞ ,dχ1,dχ 2 ,dχ 3 ) = dN ( dT∞ ,dS(dT∞ ,dχ1,dχ 2 ,dχ 3 ))

(7.6)

Then, the variation can be analyzed as usual.

dN ( dT∞ ,dS(dT∞ ,dχ1,dχ 2 ,dχ 3 )) =

⎫
∂N
∂N ∂S ⎧∂α t
∂α
∂α
∂α
dT∞ +
dT∞ + t dχ1 + t dχ 2 + t dχ 3 ⎬
⎨
∂T∞
∂S ∂α t ⎩∂T∞
∂χ1
∂χ 2
∂χ 3
⎭

(7.7a)
where each term is evaluated as


∂N
N
∂α t
R ⎧ χ1
χ2
χ3 ⎫
∂S − v cosθ
=
=
and
and
=
+
+
⎨
⎬
∂T∞ 2T∞
∂α t
α t2
∂T∞
2T∞ ⎩ M1
M2
M3 ⎭

7.3

(7.7b)

Uncertainty Introduced by Neutral Winds

Results from equations (7.1) and (7.5) will now be presented. Neutral winds aloft were not
accounted for in the payload velocity and angle of attack vectors used in the simulations and
analytical formulas. Payload velocity and angle of attack directly affect the ram ratio and
therefore the density reduction as shown in equation (7.5). Neutral winds were measured,
however, for the upleg portions of 41.061, 41.062, and 41.063 to near 150 km so their effect can
be readily calculated. Their direct effect on the payload speed and angle of attack is shown in
Figure 31 for flight 41.061, as a representative sample of the three flights. The payload velocity

74

magnitude is altered +4% to – 6%. The angle of attack is altered nearly +/- 4 degrees by the wind
as compared with no wind consideration.
Next the direct results of the effect on N, the ram ratio in equation (7.5), are shown in
Figure 32 for the upleg of all three flights, which indicate that the percent change in ram ratio is
+/- 4% at greatest due to strong wind shear near 110 km and also near 170 km due to the
relatively greater effect on lower payload speed near apogee. It is also of interest to note that in
Figure 32 the headwind from 95 km – 110 km increases the ram effect by increasing the
magnitude of relative speed, but decreases the ram effect slightly by increasing the angle of
attack. The two effects counter each other, but the first effect is greater.

Figure 31 Flight 41.061 Effect of Horizontal Wind
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Figure 32 Change in Ram Density Ratio Due to Horizontal Winds
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7.4

Uncertainty Introduced by Variations in Atmospheric Composition and
Temperature

Next, the results of equation (7.7) will be presented. A major source of uncertainty in the proxy
equations is the initial condition assumed for the atmosphere, either in its composition or
temperature. The variation in composition is the most important of the two, as is evident from the
results of equation (7.7) in Figure 33. This is because small changes in atomic oxygen
composition have substantial impact on the probable molecular speed and therefore the
payload/molecule speed ratio. For example, an increase in the atomic oxygen proportion will
increase the probable molecular speed and decrease the payload speed ratio, causing the ram
effect to decrease.
The variation in temperature, on the other hand, produces a smaller effect on ram ratio
because of two attributable effects that counteract each other. These two effects are apparent in
equation (7.7) but combined into one “Temperature Effect” as shown in Figure 33. The first
effect is the thermal diffusion effect. In this effect, there is a positive correlation between
ambient temperature and ram effect. The second effect influences probable molecular speed. In
this second effect, there is a negative correlation between ambient temperature and ram effect.
Together, the two effects partially cancel.
The assumed variability in temperature and atomic oxygen for the results of Figure 33 is
moderate. The results of the same figure indicate that the species concentration variation is the
most important effect in producing uncertainty. Further analysis reveals the maximum percent
uncertainty to be -2.7%...+2.2% for the ram ratio as a result of typical variations in temperature
and atomic oxygen.
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Figure 33 Variational Envelope of Ram Density Ratio Due to Model Atmosphere Variation

7.5

Total Uncertainty

The three independent effects of equation (7.2) are variation in velocity due to wind, variation in
species and temperature (MSIS variation), and variation in measured simulated density due to
statistical scatter. Taking equation (7.4) as a model, it can be seen that the total percent error in
ram ratio is the negative of the percent error of ambient density. The total ram ratio effect is
plotted in Figure 34. Maximum percent variations are summarized in Table 6. More typically,
percent errors are +/- 3.2 % for 41.061 or 41.063 and +/- 4.0% for flight 41.062.
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Flight

Maximum Ram Variation

Maximum Ambient Density

(dN/N)

Variation ( dn ∞ / n ∞ )

41.061

‐3.8%...+3.2%

+3.8%...‐3.2%

41.062

‐5.7%...+4.1%

+5.7%...‐4.1%

41.063

‐4.2%...+4.5%

+4.2%...‐4.5%

Table 6 Ram Ratio and Ambient Density Ratio Uncertainties

7.6

Reexamination of Possible Simulation Error

A source of uncertainty lies in the DSMC simulation’s ability to represent the actual atmosphere’s
thermodynamics and correctly predict the ram ratio, even if all other input variables are perfectly
known. The general validity of the DSMC method may be ascertained by examining published
results of independently verified DSMC simulations. While many published DSMC simulation
results exist, only a handful are compared with independent empirical measurements made under
identical conditions.
Rapp [2001] describes a simulation of a closed geometry and open-geometry ionization
gauge using the DSMC technique. There was no significant difference between the DSMC ram
effect and falling sphere density measurements made at the same time and place from 70 km – 92
km. In an accompanying paper, Gumbel reports on the use of DSMC simulations of mesh
transmission and compares his results in part to wind tunnel measurements. His results indicate
the ‘model succeeds in reproducing the basic structure of the flow field’ but ‘quantitative
agreement is limited…’[Gumbel, 2001a]. More typically, DSMC results are only compared
favorably to analytic formulas appropriate to the continuous or molecular flow regime
[cf. Kurihara, 2006][cf. Sun, 2006] or used as an independent check of other CFD simulations.
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Again, DSMC results are themselves seldom checked against experiment.
Bird’s DSMC three- dimensional program DS3V2.6 as employed in this study and as
described in Section 4.3 has been shown to reproduce meaningful thermophysical (drag, heat
transfer) data to within engineering accuracy (2% or less) when used correctly. This has been
shown only in so far as it compares with a computational benchmark study of Lofthouse, Boyd
and Wright [2007] [Bird,web. 2010].
Apart from the basic validity of the DSMC method, the specific implementation by the
user can create systematic error through using too few molecules, incorrectly sized cells, or too
small a control volume. This systematic programming error, if present, is certainly not gross—as
evidence, the very close agreement between simulated and analytic results in Figure 22,
Figure 24, and Figure 26 for molecular flow regions. Although systematic programming error or
intrinsic errors associated with the DSMC programming rules can not be predicted without
experiments, systematic uncertainty due to statistical scatter can be and was easily measured.

7.7

Realism of Results

An estimate of the MSISE-00 model uncertainty will be made so that the reduced densities may
be evaluated for realism. The MSIS class of models, as with other empirical models, either
interpolate or extrapolate values of data for locations and/or times not specifically included in the
underlying data sets upon which they are based. Therefore, there is some uncertainty in the
reported densities. Additional uncertainty is caused by the variability of the underlying datasets.
However, the NRL-MSISE-00 represents a ‘major upgrade’ to the previous -90 version in that it
includes much new data and ‘more data covering extremes of location and forcing’ [Picone and
Hedin and Drob, 2002, p. 15-2]. The authors refer specifically to the scarcity of data at high
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latitudes or during geomagnetic storms, with the implication that the statistically averaged result
for these areas and/or conditions will contain more uncertainty than otherwise.
A close examination of data presented by Picone et al. for high latitude O2 density
indicates that between 75 km – 275 km the underlying datasets range from near 50% to 160% of a
single consensus NRLMSISE-00 value averaged over the entire height range [Picone et al., 2002,
p. 15-9]. As a rough estimate for normally distributed datasets one could expect this variation to
represent something like +/-3 standard deviations at those altitudes. Thus, any measured density
value more than 0.30 apart from MSIS on a log10 scale is suspect (corresponding to 50% and
200% of nominal).
Therefore, the differences in reported density near 110 km in Figure 28 and Figure 29
between reduced and model density are too large to be accounted for by extreme atmospheric
variation and furthermore, not within the calculated uncertainty bounds beyond this extreme
variation. Clearly, additional sources of error must be included to account for this departure.
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Chapter 8

Conclusion
The major goal of this study is to provide reduced atmospheric densities along the flight paths of
the three vertical rocket payload launches that took place for the HEX II experiment in 2007. The
ambient densities were reduced from measured cold cathode ionization gauge densities by
obtaining aerodynamic correction factors appropriate to the flight path conditions; including
payload velocity, payload orientation, atmospheric temperature, and atmospheric composition and
density. Even within the maximum total uncertainty of -5.7%/+4.5% for all flights, the reduced
densities near 110 km are not brought within the +100%/-50% expected variation of the model
atmosphere density. They are significantly great near 110 km, and show scatter between results
of different instruments between +/- 14% (upleg) to +/- 35% (downleg) typically as is evident in
Figure 28 and Figure 29. The major goal has not been satisfactorily achieved because of the
significant differences that make additional sources of uncertainty necessary, both in departure
from MSIS and also in scatter between instruments. However three important conclusions may
still be inferred from the results and uncertainty analysis.
While analytic ram correction factors were calculated, DSMC-based numerical correction
factors were actually used--at great expense of time-- in reducing the densities. The above
mentioned difficulties had already been foreseen using only the analytic reduction, and the more
sophisticated DSMC approach was expected to ferret out subtle effects of difficult regions—
namely the transition region and regions near the apogee with high angle of attack—to provide
more accurate density reduction. However, analytic ram correction factors are typically only 1 –
2 % different and maximum 5% different from equivalent DSMC results for the collisionless
region above 115 km for enhanced density. (Between 115 km and 90 km, DSMC results are
bound by the continuous flow theory and collisionless flow theory factors as expected.) An
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important conclusion may be drawn for similar sounding rocket experiments with such a carefully
designed accommodation chamber. The DSMC factors obtained at great expense of time provide
a nearly identical fit to the analytic results above 115 km for ram conditions. However, below
these heights they were much more accurate. Therefore, where density reduction is only desired
for the molecular flow region and the instrument is carefully designed, the analytic approach is
likely the most efficient solution.
The second conclusion is that DSMC-derived reduction factors for low density wake
regions (primarily the upleg, aft instruments) were often widely scattered and suspect for
inaccuracy. At 130 km for flight 41.062, for example, there were between 0.8 and 1.3 molecules
per sample cell within the aft instrument measurement volume. This low sample rate could not
be expected to provide a consistent and reliable representative measurement, nor to reflect only
1 % statistical scatter as previously reported. In contrast, the fore instrument, undergoing a ram
effect on the upleg, had between 62 and 130 molecules per sample cell. In other words, the
statistical scatter in the wake zones was much larger than elsewhere.
It should be pointed out that there is a fine line between acceptable and unacceptable
levels of scatter. For the 130 km downleg portion of the same flight 41.062, the aft instrument
under a slight ram effect had 16 to 23 molecules per cell and the fore instrument under slight
wake effect had 2.8 to 4.0 molecules per cell. The fore instrument simulation measurements were
consistent and reliable even with ~3 molecules per cell. Therefore, statistical scatter is greatly
magnified under the condition of ~1 molecule per cell as compared with ~3 molecules per cell.
The solution for the upleg-aft instruments is to increase the sample cell volume in lowdensity areas—an option that is available using Bird’s DSMC3VD program using “cell
adaptation.” This solution would decrease resolution by averaging over the larger adapted cell
volume. A second solution is to triple the entire number of representative molecules from the
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~1.7E6 molecules/m3 that were used, generally requiring greater computational power, in hopes
of providing a higher simulation density sample set, even in extreme wake regions.
The third conclusion is that the error analysis of this study gives a worthwhile prediction
of the relative importance of various sources of uncertainty. It is hypothesized that the
unaccounted sources of error—either outgassing or instrument calibration uncertainty—are still
the primary sources of error that must be dealt with in an experiment design of the same type.
The second greatest source of error would then be payload velocity and attitude, followed by
uncertainty in atmospheric composition.
To conclude, the DSMC-based density reduction factors are expected to be the method
of choice for similarly scaled experiments below 120 km. If the experiment is carefully designed
to meet the requirements of molecular flow analytic methods, then these methods seem to provide
the same level of information as the DSMC simulations above 120 km, but much more
efficiently. When applying similar DSMC simulation procedures to those described here to
extreme wake regions of simulated flow, it will be necessary to increase the molecular resolution
to at least three molecules per sample cell and avoid a condition of ~ 1 molecule per sample cell.
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