The asymptotic distribution of branching type recursions (L n ) of the form L n d = A L n?1 + B L n?1 is investigated in the two-dimensional case. Here L n?1 is an independent copy of L n?1 and A; B are random matrices jointly independent of L n?1 ; L n?1 . The asymptotics of L n after normalization are derived by a contraction method. The limiting distribution is characterized by a xed point equation.
Introduction
The aim of this paper is to analyse the asymptotics of the two-dimensional branching type recursive sequence where A = (A i;j ); B = (B i;j ) are random 2 2 matrices, L n?1 is an independent copy of L n?1 and fA; Bg are independent of fL n?1 ; L n?1 g. The onedimensional case of branching type recursions has been studied in Kahane and 1 Peyri ere (1976), Holley and Liggett (1981) , Durrett and Liggett (1983) , Guivarch (1990) , R osler (1992), and Rachev and R uschendorf (1995) . The case with immigration has been investigated in Cramer and R uschendorf (1996) and Cramer (1997) . Several applications of these recursions to iterated function systems, fractal sets, a turbulence model and others can be found there. The multivariate case of random a ne mappings is also well investigated (see Kesten (1963) , Brand (1986) , Bougerol and Picard (1990) , Burton and R osler (1995) ). In comparison the branching part in (1.1) introduces an additional di culty by the noncommutativity of the products of A; B. It turns out that the contraction technique developed for the analysis of algorithms in Rachev and R uschendorf (1995) and in R osler (1992) can be applied to branching type recursions. The paper is based on parts of the dissertation of Cramer (1995) where details of the calculations can be found.
To calculate the mean and covariances of L n de nè n := EL n = (`( 1) n ;` ( 2) n ); a = EA; b = EB (1.2) C := a + b = (C ij ) and assume that L 0 has second moments. Then we obtaiǹ n = C n`0 : (1.3) For the calculation of the covariance matrix # n := Cov(L n ) it is useful to vectorize this matrix. We introduce the relevant vector# n bỹ # n = Var(L (1) n ); Cov(L (1) n ; L (2) n ); Var(L (2) n ) > = (# n;1 ; # n;2 ; # n;3 ) > (1.4) and the corresponding squared expectation vector n = (`( 1) n ) 2 ;`( 1) n`( 2) n ; (`( 
2 Limit theorem for L n
The aim of this section is to prove convergence of a standardized version e L n of L n where
(we assume that for n n 0 ; Var(L
is the correlation coe cient of L (1) n ; L (2) n .
( e L n ) satis es the modi ed recursion e L n d = A n e L n?1 + B n L n?1 + V n A`n ?1 + V n B`n ?1 ? V n`n (2.3)
where L n?1 is an independent copy of e L n?1 and with and (A; B), e L n?1 ; L n?1 are stochastically independent.
The modi ed recursion implies for the coe cients of e L n e L (1) (2) n?1
Var L (2) n A 22 e L (2) n?1 + B 22 (L n?1 )
n?1 + A 22` ( 2) n?1 + B 21` ( 1) n?1 + B 22` ( 2) n?1 ?` ( 2) n :
For convergence of e L (i) n?1 to hold we would expect that the coe cients in (2.4), (2.5) should converge. We therefore assume existence of the following limits: as EV = EV = 0. Further (1) n = (a 11 + b 11 )` ( 1) n?1 + (a 12 + b 12 )` ( 2) n?1 implies` ( 1) n?1
In the limit for n ! 1 this yields c`1c 11 where jj jj denotes the euclidean metric.`2 de nes a complete metric on M 0;2 and convergence w.r.t.`2 is equivalent to weak convergence plus convergence of second moments (see Rachev (1991) 
(2.14)
Proof Then using the de nition of`2; and the independence properties Proof: The proof is given in two steps:
Step
For the proof of Step 1 we verify the following formulas using (2.6) (for details see Cramer (1995) Step 2: Cov(Z) = The simple condition e + g < 1 is therefore su cient for contraction.
Examples
In some simple examples the mean and covariances can be evaluated explicitly and the conditions A1) { A5) can be checked directly. ; = 1, % n = Cov L (1) n ; L (2) n q Var L (1) n Var L (2) n ?! 1 = %: (3.5) and c`1 = c`2 = 2 p 2.
Alltogether A1) { A5) are ful lled.
Direct calculation yields e = 1 3 ; f = 2 9 ; g = 1 3 and, therefore, = can be imbedded in the two dimensional case with L n = L (1) n ; L (2) n . The conditions a (i) = E (X This covers a result in Cramer and R uschendorf (1996) , Cramer (1997) .
In the following example we use eigenvalue theory and computeralgebra to check the conditions of Theorem 2.4. A; B; C can be calculated numerically, C = B as 2 = 3 .
One obtains (exact up to 9 digits). 
