The Caenorhabditis elegans hermaphrodite is a complex multicellular animal model that is composed of 959 somatic cells. The C. elegans genome contains 20,000 protein-coding genes, 940 of which encode regulatory transcription factors (TFs). In addition, the worm genome encodes more than one hundred microRNAs and many other regulatory RNA and protein molecules. Most C. elegans genes are subject to regulatory control, most likely by multiple regulators, and combined, this dictates the activation or repression of the gene and corresponding protein in the relevant cells and under the appropriate conditions. A major goal in C. elegans biology is to determine the spatiotemporal expression pattern of each gene throughout development and in response to different signals, and to determine how this expression pattern is accomplished. Gene regulatory networks describe physical and/or functional interactions between genes and their regulators that result in specific spatiotemporal gene expression. Such regulators can act at transcriptional or post-transcriptional levels. Here, I will discuss the methods that can be used to delineate gene regulatory networks in C. elegans. I will mostly focus on gene-centered yeast onehybrid (Y1H) assays that are used to map interactions between non-coding genic regions, such as promoters, and regulatory TFs. The approaches discussed here are not only relevant to C. elegans biology, but can be applied to other model organisms as well.
Introduction
Complex multicellular model organisms such as C. elegans need to faithfully develop from a fertilized oocyte into a complete and fully functioning animal that is composed of different cell and tissue types. After development is completed, metazoan organisms also need mechanisms for homeostasis and to adequately respond to physiological and environmental cues, i.e. to find mating partners, to detect food and to avoid pathogens. For correct functionality, cells and tissues need to compute an appropriate biological output based on the input they receive. Such an output can for instance be to differentiate, to move, or to enter the dauer stage. Biological outputs result from interactions between the different biomolecules cells and tissues contain, including the genome, the proteins and RNA molecules encoded by the genome, and small molecules such as metabolites.
Developmental and post-developmental processes are controlled, at least in part, by the specific spatiotemporal expression of each of the 20,000 protein-coding genes in the C. elegans genome. Each gene/protein is likely controlled by multiple regulators and at multiple levels (Figures 1 and 2) . First, genes are transcribed into mRNAs, and this is controlled by the action of regulatory transcription factors (TFs) that can repress or activate gene expression by directly interacting with the genome. Second, mRNA stability and translation are controlled by small RNAs such as microRNAs, and by RNA binding proteins that frequently interact with the 3 UTR of their target mRNAs. Third, after translation, proteins can be stabilized or destabilized due to post-translational modifications by, for example, kinases or acetylases. Finally, sub-cellular mRNA and protein localization can be subject to control mechanisms as well.
The delineation of the complex networks that comprehensively describe the physical and regulatory interactions at each of these levels and between all biomolecules is a daunting task. Here, I will focus specifically on C. elegans gene regulatory networks that control gene expression at the transcriptional and post-transcriptional levels. I will briefly discuss the methods that can be used to identify the players in gene regulatory networks, as well as approaches to identify interactions between them, with a primary focus on gene-centered yeast one-hybrid (Y1H) assays that are used to identify interactions between non-coding regulatory DNA regions and TFs.
Gene regulatory networks
Gene regulatory networks are composed of two main components: the nodes and the edges. The network nodes are the players involved, i.e. the genes and their regulators. The edges are the physical and/or regulatory relationships between the nodes ( Figure 2B ). Gene regulatory networks are different from better-known protein-protein interaction networks, because gene regulatory networks are both bipartite and directional. They are bipartite because there are two types of nodes: genes and regulators, although of course some genes are themselves regulators of other genes or proteins. Gene regulatory networks are directional because regulators control genes and usually not the other way around. In order to map and characterize gene regulatory networks, one needs to first identify the nodes. For the genes this means to identify the non-coding genomic DNA sequences that participate in the control of gene expression, and for the regulators this means to identify which proteincoding genes encode TFs, RNA binding proteins, and other regulators, as well as to determine the complete collection of regulatory RNA molecules. Here, I will mostly focus on TFs and microRNAs, and the types of genic regions they interact with.
Identifying gene regulatory network nodes
Regulatory regions-Different parts of a gene can contribute to its regulation. The more complex an organism, the more complex its gene regulation is. In C. elegans there are two main regulatory regions: gene promoters in the genome and 3 UTRs in mRNAs.
Promoters:
A gene promoter is the genomic DNA sequence immediately upstream of the transcription start site. Generally, promoters are composed of a basal element where the general transcriptional machinery binds (e.g. RNA polymerase II and general TFs), and the proximal gene promoter that serves as a landing site for regulatory TFs. Since the majority of C. elegans genes are subject to trans-splicing, precise transcription start sites have not been determined for most worm genes. However, 5 UTRs are short compared to more complex organisms such as humans, and for practical purposes, promoters can therefore be defined as the region immediately upstream of the translational start site. It is difficult to determine the 5 start point of gene promoters. However, since most intergenic regions are shorter than 2 kb, most studies have limited their analyses to this length [e.g. Dupuy et al., 2004; Hunt-Newbury et al., 2007) ]. Importantly, it has been shown that this region, when fused to a reporter gene such as that encoding the green fluorescent protein (GFP) often drives gene expression in a manner that recapitulates the expression of the endogenous gene Grove et al., 2009; Hunt-Newbury et al., 2007; Martinez et al., 2008b; Reece-Hoyes et al., 2007) . To facilitate the system-level analysis of gene expression, a clone resource comprised of 6000 C. elegans promoters, referred to as the Promoterome has been generated ). This resource is based on the Gateway cloning system and consists of promoter Entry clones that can be easily transferred to various Destination vectors by a simple recombination reaction (Hartley et al., 2000) (Walhout et al., 2000b) . Destination vectors that can be used to analyze gene regulatory networks include a GFP vector for the creation of transgenic animals to study promoter activity in vivo, and Y1H vectors for the identification of TFs that can interact with the promoter (see below). So far, systematic efforts have determined the in vivo activity of 350 TF-encoding gene promoters (Grove et al., 2009; Reece-Hoyes et al., 2007) , 1800 additional gene promoters (Hunt-Newbury et al., 2007) and 73 microRNA gene promoters (Martinez et al., 2008b) . Many of the corresponding transgenic lines are available to the community through the C. elegans genetics center (CGC).
3 UTRs: The 3 UTR is the untranslated region in the mRNA, immediately downstream of the stop codon. This region is subject to post-transcriptional control by microRNAs and RNA binding proteins. Recently, a comprehensive collection of 3 UTRs has been delineated for most C. elegans genes (Mangone et al.) . Cloning these 3 UTRs into Gateway-compatible vectors will provide a resource for experimental gene regulatory network mapping that is similar to the ORFeome (see below) and Promoterome resources (Lall et al., 2006; Mangone et al., 2008 
Regulators
Transcription factors: TFs provide the first level of gene control. They bind directly to DNA through their sequence-specific DNA binding domain and can be grouped into families based on the type of DNA binding domain they possess (Reece-Hoyes et al., 2005) . Well-known DNA binding domains include the homeodomain, the basic helix-loop-helix (bHLH) domain, C2H2 zinc fingers, the ETS domain, the bZIP domain and C4-type zinc fingers found in nuclear hormone receptors (NHRs). TFs can be predicted in a genome of interest by searching the complete collection of proteins for the presence of a known DNA binding domain. This is usually done by computational methods, for instance using Interpro (Mulder et al., 2003) or SMART (Letunic et al., 2004) databases. However, we have found that visual inspection of predicted DNA binding domains using knowledge of their sequence and structure is highly useful as well. Indeed, by doing so we increased the predicted set of C. elegans TFs from 600 (Ruvkun and Hobert, 1998) to 940, or 5% of all protein-coding genes (Reece-Hoyes et al., 2005; Vermeirssen et al., 2007b) . Most C. elegans TF-encoding genes encode a single splice variant, however in some cases multiple variants are present, and some of these may encode proteins with different DNA binding domains (Reece-Hoyes et al., 2005) . Interestingly, different TF variants can have different biological functions. For instance, different variants of the forkhead protein DAF-16, were recently found to be expressed in distinct patterns and to confer different functions related to metabolism and aging (Kwon et al., 2010) . Several proteins have been identified that can bind C. elegans gene promoters but that do not possess a known DNA binding domain (Deplancke et al., 2006a; Vermeirssen et al., 2007a) . Thus, the total collection of C. elegans TFs may be slightly larger, but is likely not to exceed 1000 (unpublished data).
More than 12,000 C. elegans full-length open reading frames (ORFs) have been cloned into a Gateway-compatible resource called the ORFeome Reboul et al., 2003) . We obtained the TF-encoding ORFs from this resource and supplemented that with TF-encoding ORFs that we cloned ab initio Vermeirssen et al., 2007b) . The resulting clone collection currently contains 90% of all full-length TFs and can be directly used in assays for the delineation of gene regulatory networks, such as Y1H assays (unpublished data, see below).
MicroRNAs:
MicroRNAs regulate gene expression post-transcriptionally by sequencespecific but imperfect basepairing with the 3 UTR of their target mRNAs. In total, it has been estimated that the C. elegans genome encodes more than 110 microRNAs (Lehrbach and Miska, 2008) . Some of these have been identified genetically (e.g. lin-4, let-7), some have been predicted computationally (Lim et al., 2003) , and others were more recently found by deep sequencing small RNA populations purified from worms (Friedlander et al., 2008; Kato et al., 2009) . As with TFs, microRNAs can also be grouped into families, based on their seed sequence, the part with which they basepair with their target genes. It is not yet clear whether all C. elegans microRNAs have been identified. Indeed, it may be that additional microRNAs will be uncovered when the animal is exposed to particular conditions, in males or dauers, or when sequencing techniques further improve to detect microRNAs of very low abundance.
Other regulators: In addition to TFs and microRNAs, other RNA and protein molecules contribute to differential gene regulation. These include RNA binding proteins, transcriptional cofactors and signaling molecules such as kinases and phosphatases, as well as endogenous siRNAs and, perhaps, long non-coding RNAs. Systematic computational and experimental analyses will shed light onto the number of molecules in each class of regulators.
Delineating gene regulatory network edges
TF-target gene interactions-Interactions between TFs and their target genes can be identified using two conceptually different and highly complementary strategies. The first are TF-centered; they start with a TF of interest and identify the genes with which this factor interacts. The second are gene-centered; they start with a gene of interest and identify the TFs with which it interacts (Figure 3) .
Transcription factor-centered methods: ChIP-The most widely used TF-centered method is chromatin immunoprecipitation (ChIP). In ChIP assays, an anti-TF antibody is used to precipitate TFs in vivo. Briefly, worm extracts are first treated with formaldehyde to crosslink proteins to proteins and proteins to DNA. After precipitation of the TF, associated DNA molecules can be identified 1) by PCR using primer sets of interest (Deplancke et al., 2006a) ; 2) by cloning and sequencing (Oh et al., 2006) ; 3) using microarrays that tile the entire C. elegans genome (Whittle et al., 2009) ; or more recently 4) by ultra high-throughput sequencing (e.g. 454 or Solexa). Controls include a non-relevant antibody and, if possible, mutant animals that do not express the TF of interest.
ChIP is a very powerful method to identify TF-target gene interactions that occur in vivo.
However, it is mostly limited to TFs that are highly and/or broadly expressed throughout the lifetime of the animal, and to TFs for which ChIP-grade antibodies are available. It is, however, also feasible to use ChIP in transgenic animals that overexpress an epitope-tagged TF. While ChIP is usually the method of choice when one is interested in one or a few TFs, it is less suitable when one is interested in a single gene (or a set of genes) and wants to identify the TFs that contribute to its (their) regulation. This is because all 940 TFs would have to be tested and under all relevant developmental and physiological conditions. Detailed discussion and protocols for ChIP in worms are provided elsewhere (Mukhopadhyay et al., 2008) .
Gene-centered methods: Y1H assays-Y1H assays provide a genetic method for the gene-centered identification of TF-target gene interactions. The Y1H system is conceptually similar to yeast two-hybrid (Y2H) assays that have been used extensively to map C. elegans protein-protein interaction networks Walhout et al., 2002; Walhout et al., 2000a) . Here, I will discuss the principles of the Y1H system. Detailed Y1H protocols are available elsewhere (Deplancke et al., 2006b ).
The Y1H system uses a reporter gene readout in yeast to detect interactions between a "DNA bait" and a "protein prey" (e.g. TF) (Figure 4) . The first step in Y1H assays involves the selection of the DNA bait. In most cases, this will be a gene promoter or a small cisregulatory element. Next, the DNA bait is cloned upstream of two reporter genes, HIS3 and LacZ (Figure 4) . Traditionally, this was done by restriction enzyme/ligation-based methods (Li and Herskowitz, 1993) . However, this is difficult to standardize and thus not amenable to the high-throughput settings that are required for regulatory network studies. To enable high-throughput cloning of DNA baits, we have combined the Y1H system with Gateway cloning, a recombination-based method that is compatible with the Promoterome resource . With this method, multiple DNA baits can be transferred to the Y1H reporter Destination vectors simultaneously (e.g. in 96-well plates).
After cloning, the two DNA bait∷reporter constructs are linearized and integrated into the genome of a suitable yeast strain. DNA bait∷HIS3 constructs are integrated into a mutant HIS3 locus and plated on media lacking histidine. There is enough background His3 expression conferred by the basal yeast promoter present in the DNA bait∷reporter constructs to enable growth on media lacking histidine. When the same construct is used in a protein-DNA interaction assay, however, the media are supplemented with 3-aminotriazole (3AT), a competitive inhibitor of the His3 enzyme. That way, growth of the yeast depends on an increase in expression of His3, conferred by an interacting AD-TF hybrid protein (see below and Figure 4) . DNA bait∷LacZ constructs contain a wild type URA3 gene and are integrated into a mutant URA3 locus, thereby rescuing the Ura3 deficiency when plated on media lacking uracil. The DNA bait∷reporter constructs do not carry a yeast origin of replication and, therefore, the formation of colonies is strictly dependent on their integration into the yeast genome. Integrations are generally done sequentially, either by first integrating the DNA bait∷HIS3 or the DNA bait∷LacZ construct, and following with the other. However, it is possible to integrate both constructs simultaneously, but the efficiency will be much lower and only a handful of colonies is usually obtained (unpublished data).
After picking integrant colonies, they need to be tested for background reporter gene expression (auto-activation). Levels of auto-activation can differ between integrants from the same DNA bait∷reporter construct, most likely because of differences in copy number . The degree of auto-activation of DNA bait∷HIS3 strains is determined by plating the colonies on media lacking histidine, and with increasing concentrations of 3AT (5, 10, 20, 40, 60 and 80 mM). Preferably colonies are selected that do not confer growth on low concentrations (5-40 mM) of 3AT. The degree of autoactivation of DNA bait∷LacZ strains is determined by a colorimetric pGal assay where white indicates no induction and darker shades of blue indicate increasing induction of Gal. Colonies with little or no blue should be selected where possible. In our hands 10-20% of all DNA baits exhibit high levels of auto-activation. These baits are difficult to use in Y1H assays although certainly interacting TFs can sometimes be detected.
After obtaining double integrant DNA bait strains that exhibit the lowest possible levels of auto-activation, the actual Y1H experiment can be performed to detect interacting TFs. In Y1H assays, TFs are fused to the transcription activation domain of the yeast Gal4 protein.
This ensures that both activators and repressors of transcription can be detected. In other words only strict physical protein-DNA interactions are examined in Y1H assays. AD-TF clones can be obtained from different sources and can be introduced into the DNA bait strain in different ways (Figure 4) . In our Y1H system, AD-TF clones carry wild type yeast TRP1 and, therefore, colonies containing the plasmid are selected on media lacking tryptophan.
The most commonly used method is by transforming an AD-cDNA library into haploid DNA bait strains (Arda et al., 2010; Deplancke et al., 2004; Deplancke et al., 2006a; Deplancke et al., 2006b; Martinez et al., 2008a; Vermeirssen et al., 2007a) . Another source for such haploid transformations was created by cherry-picking relevant clones from the ORFeome, transferring them to the AD Y1H Destination vector by Gateway cloning, and combining them into a single AD-TF mini-library . This library consists of 650 full-length TFs. Screening such a mini-library enables the detection of TFs that are underrepresented in non-normalized cDNA libraries. Since TFs are usually of low abundance, this can be very useful. In library screens, interacting TFs are identified by yeast colony PCR and sequencing. We have also developed mini-pools of individual AD-TF clones that can be introduced into DNA bait strains by transformation (Vermeirssen et al., 2007b) . These pools are designed using a "Smart pool" strategy, based on a Steiner Triple System that is used in combinatorial mathematics. We have generated these pools as well as the scripts to deconvolute the resulting interactions. This method is useful for higher throughput, cost-effective Y1H experiments because it does not rely on extensive prey sequencing. Single AD-TF clones can of course also be transformed individually when particular pre-defined interactions are to be examined (Reece-Hoyes et al., 2009 ).
In addition to transformation into haploid DNA bait strains, AD-TF clones can also be introduced by mating. For this, we have transformed the AD-TF clones ( 755 in the first iteration) into yeast of mating type , which is compatible for mating with the DNA bait strains that have the "a" mating type (Vermeirssen et al., 2007b) . DNA bait strains are mated with the AD-TF clone array and positives are examined in diploids. Each of these different methods for introducing AD-TFs into DNA bait strains has advantages and disadvantages (Vermeirssen et al., 2007b) . Generally, transformation detects more interacting TFs than mating. However, mating is fast, less labor-intensive and much less costly. Further, interactions detected by mating are highly robust and reproducible. When comparing library screens to more directed experiments with smart pools or individual clones, it is clear that many more protein-DNA interactions are found by the latter methods. However, with directed experiments only cloned TFs can by definition be found, which in our current collection is about 850 ( 90%) (Vermeirssen et al., 2007b)(unpublished data) . Proteins that do not have a recognizable DNA binding domain can only be retrieved in unbiased cDNA library screens (Deplancke et al., 2006a; Vermeirssen et al., 2007a) . However, we do include these in TF resources after confirming their capability of interacting with C. elegans promoters and obtaining a suitable clone.
MicroRNA-mRNA interactions-Putative interactions between the 3 UTRs of mRNAs and microRNAs are mostly identified genetically or computationally predicted using one or more algorithms that are publicly available. These include PicTar (Lall et al., 2006) , MiRanda (Griffiths-Jones et al., 2006), TargetScan (Lewis et al., 2005) , RNA hybrid (Rehmsmeier et al., 2004) and mirWIP (Hammell et al., 2008) . These algorithms are challenging to use because they are often too greedy (high rate of false positive predictions), or too stringent (high rate of false negative predictions). In order to alleviate this, at least to some extent, we have previously used predictions that were found by at least two of four algorithms used (Martinez et al., 2008a) . Future experimental approaches will shed light onto physical and functional microRNA-mRNA interactions that occur in vivo (Lall et al., 2006; Zisoulis et al., 2010) .
Other regulatory interactions-In addition to protein-DNA and microRNA-mRNA interactions, other relationships are involved in gene control. An important class involves sequence-specific RNA binding proteins that interact with the 3 UTR of mRNAs. It is not yet clear how many sequence-specific RNA binding proteins are encoded by the C. elegans genome, and only few have been studied genetically or biochemically. For instance, detailed binding sites have been determined in vitro for MEX-3, MEX-5 and a handful of other RNA binding proteins (Farley et al., 2008; Pagano et al., 2009; Pagano et al., 2007) . However, the functionality of most RNA binding proteins and their mRNA targets remains largely unexplored.
Gene regulatory network visualization and analysis
The identification of physical and functional relationships between genes and their regulators in only the first step in the characterization of gene regulatory networks. Lists of interactions are usually difficult to navigate through. Network models, however, provide a visually attractive method for gene regulatory network analysis. We usually use the publicly available Cytoscape tool (Shannon et al., 2003) for network visualization and analysis (Arda et al., 2010; Deplancke et al., 2006a; Grove et al., 2009; Martinez et al., 2008a; Vermeirssen et al., 2007a) . Subsequently, we use a variety of tools for network analysis. Most notably we use topological overlap coefficient analysis to compare gene expression patterns and to identify TF or gene network modules. These methods are discussed elsewhere (Arda et al., 2010; Arda and Walhout, 2009; Ravasz et al., 2002; Vermeirssen et al., 2007a) .
Gene regulatory network validation
As with any method, the identification of physical and functional interactions between genes and their regulators is subject to issues related to both assay sensitivity and assay specificity. Sensitivity refers to the proportion of real interaction that can be identified by the assay; interactions that cannot be detected are referred to as false negatives. Specificity refers to the proportion of interactions detected that are real, i.e. that do occur in vivo and/or that have a biological consequence. Interactions that are detected but that are not biologically meaningful are referred to as false positives.
False negatives-Previously, we estimated the coverage of our Y1H screens to be 35% (Deplancke et al., 2006a ). This number is based on a very small number of available published interactions, but is very similar to the coverage obtained with Y2H (Braun et al., 2009) . There are several reasons that not all possible TF-promoter interactions can be detected by Y1H assays: 1) Several TFs bind DNA as obligatory dimers. Although homodimers can be detected (e.g. we detected binding of HLH-1, a homodimeric bHLH TF), our assay currently is not configured to detect heterodimers. In the future, we hope to develop approaches that enable the detection of heterodimeric TF-DNA interactions in directed Y1H assays. 2) We will not find TFs that depend on specific post-translational modification or co-factor interactions with C. elegans proteins for DNA binding. 3) We can obviously only find TFs that are available in the TF resource used. However, it is highly encouraging to note that we have already detected interactions for about 25% of all predicted C. elegans TFs with only 1% of all gene promoters.
False positives-As with Y2H assays there are two types of false positives with Y1H assays: technical false positives that cannot be reproduced in the same assay, and biological false positives that represent genuine Y1H/Y2H interactions that nonetheless do not occur in vivo. To keep the rate of technical false positives low several issues need to be taken into consideration. First, it is best to only consider interactions that score positively for both Y1H reporters; i.e. that induce growth on media lacking histidine and containing 3AT and that are bluer than an "AD only" control. Second, it is important to make sure that the TF retrieved is in frame (only relevant to cDNA library screens). Third, all Y1H interactions need to be retested in fresh DNA bait cells (i.e. from a frozen stock that has not been used in the screen itself), either by gap-repair (Walhout and Vidal, 2001) or by directly transforming a AD-TF clone. This is necessary because baits can mutate in yeast and give rise to a colony with an apparent interaction phenotype that is not reproducible (Walhout and Vidal, 1999) . Fourth, it is absolutely critical to integrate DNA bait∷reporter constructs into the yeast genome. We have tried to perform the assay with replicating plasmids, but the background expression was highly variable, probably due to different plasmid copy numbers. Finally, it is important to note that interactions obtained with highly auto-active DNA baits are more difficult to assess and may be less specific. We have developed an interaction scoring scheme to assess the results obtained from Y1H library screens (Vermeirssen et al., 2007a) .
Biological false positives are more challenging to assess. First, the genome itself is the same in every cell and thus, when a TF is expressed in any given cell one may expect the interaction to occur. However, the nucleosome occupancy likely varies in different cell types and this may prevent interactions from occurring in vivo. The integration of the DNA baits into the yeast genome ensures that they are incorporated into chromatin and, thus, Y1H assays are not based on interactions with naked DNA. However, it could be that the integration of the DNA baits in yeast only partially recapitulates the chromatin state in C. elegans. In Y1H assays, we can find multiple members of a TF family binding to a particular DNA bait. This could be because these members have very similar DNA binding specificities and that this does not reflect in vivo functionality. However, we, and others have found that multiple members of a TF family can bind the same DNA targets in vivo and can function redundantly (Hollenhorst et al., 2007; Ow et al., 2008) . For instance, multiple TFs with a FLYWCH DNA binding domain were found to interact with microRNA promoters in Y1H assays and to redundantly repress microRNA expression in the early C. elegans embryo (Ow et al., 2008) . It is also important to note that not all TF-DNA interactions lead to a regulatory consequence. For instance, ChIP has identified numerous interactions that do not have an apparent biological function (Li et al., 2008) . This should be taken into account when physical interactions are being assessed by regulatory assays such as target gene expression in TF mutants or by TF knockdown with RNAi. Finally, different validation assays each have their own rate of false negatives, i.e. they cannot detect every single genuine interaction. For instance, assays that are performed with mixed populations of animals can easily miss interactions that occur only in a few cells or only during a short developmental time. Indeed, in our study of the B0507.1 promoter, we found a reduction in expression upon loss of the TF CES-1 only in the spermatheca, rectal gland and pharyngealintestinal valve and, since these are not large tissues, this would be extremely difficult to detect in mixed population, whole animal assays such as qPCR (Reece-Hoyes et al., 2009 ).
Future challenges
The comprehensive mapping of gene regulatory networks in C. elegans has only just started.
Future studies are needed to complete transcriptional networks by high-throughput Y1H assays, and by other complementary assays such as ChIP. In addition, it will be highly useful to systematically generate promoter∷GFP constructs and corresponding transgenic C. elegans lines for all worm genes. Such lines can then be used to examine promoter activity under different experimental or physiological conditions and to validate transcriptional networks, for instance using TF mutants or TF knockdown. Further, the continued experimental analysis of microRNAs and other small RNAs will be of extremely high value. Experimental methods also need to be developed and applied to assess other regulatory networks, such as those involving RNA binding proteins, signaling molecules and metabolites. Finally, it will be exciting to go beyond static network models that represent a compilation of the interactions that can occur in the animal and to incorporate the dynamics and levels of gene and regulator expression and activation throughout the lifetime of the nematode.
