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NUMERICAL SEMIGROUPS, POLYHEDRA, AND POSETS III:
MINIMAL PRESENTATIONS AND FACE DIMENSION
TARA GOMES, CHRISTOPHER O’NEILL, AND EDUARDO TORRES DAVILA
Abstract. This paper is the third in a series of manuscripts that examines the com-
binatorics of the Kunz polyhedron Pm, whose positive integer points are in bijection
with numerical semigroups (cofinite subsemigroups of (Z≥0) whose smallest positive
element is m. The faces of Pm are indexed by a family of finite posets (called Kunz
posets) obtained from the divisibility posets of the numerical semigroups lying on a
given face. In this paper, we characterize to what extent the minimal presentation of
a numerical semigroup can be recovered from its Kunz poset. In doing so, we prove
that all numerical semigroups lying on the interior of a given face of Pm have identical
minimal presentation cardinality, and provide a combinatorial method of obtaining
the dimension of a face from its corresponding Kunz poset.
1. Introduction
A numerical semigroup is a cofinite subset S ⊆ N of the non-negative integers that is
closed under addition and contains 0. Numerical semigroups are often specified using
a set of generators n0 < · · · < nk, i.e.,
S = 〈n0, . . . , nk〉 = {a1n1 + · · ·+ aknk : ai ∈ N}.
The Ape´ry set of m ∈ S is the set
Ap(S;m) = {n ∈ S : n−m /∈ S}
of minimal elements of S within each equivalence class modulo m. Since S is cofinite,
we are guaranteed |Ap(S;m)| = m, and that Ap(S;m) contains exactly one element
in each equivalence class modulo m. The elements of Ap(S;m) are partially ordered
by divisibility, that is, a  a′ whenever a′− a ∈ Ap(S;m); we call this the Ape´ry poset
of S when m = n0 (the multiplicity of S).
Numerous recent papers have centered around a family of rational polyhedra whose
integer points are in bijection with certain numerical semigroups [1, 5, 9, 11, 12, 16].
For each m ≥ 2, the Kunz polyhedron Pm is a pointed rational cone, translated from the
origin, whose positive integer points are in bijection with the numerical semigroups of
multiplicity m (we defer precise definitions to Section 2). This manuscript is the third
in a series examining a combinatorial description of the faces of Pm [2, 10]. Given a
numerical semigroup S with multiplicity m, the Kunz poset is the partially ordered set
with ground set Zm obtained by replacing each element of the Ape´ry poset Ap(S;m)
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with its equivalence class in Zm. In [10], it was shown that the faces of Pm are indexed
by a family of posets that, for a given face F , coincides with the Kunz poset of any
numerical semigroup corresponding to an integer point interior to F .
One of the primary ways of studying a numerical semigroup S is via a minimal
presentation ρ ⊂ Nk+1 × Nk+1, each element of which is a pair of factorizations that
represents a minimal relation or trade between the generators of S. In this paper,
we begin by introducing, in Section 3, the minimal presentation of a Kunz poset, and
subsequently arrive at two main results:
• we obtain a combinatorial solution to the problem of computing face dimension
in Pm (Section 4); and
• we prove the cardinality of a minimal presentation of S depends only on its Kunz
poset, and thus is fixed within each face of the Kunz polyhedron (Section 5).
One consequence of the second item above is a new algorithm for computing the mini-
mal presentation of a numerical semigroup, outlined in Remark 5.13. We also introduce
a Sage package KunzPoset for interfacing between the faces of the Kunz polyhedra,
their associated Kunz posets, and the numerical semigroups they contain; see Section 6
for an overview of its functionality.
2. Background
In the first half of this section, we recall the definition of, and several well-known
structural results concerning, minimal presentations of numerical semigroups (for a
thorough treatment, see [15, Chapter 9]). In the second half, we recall basic definitions
from polyhedral geometry (see [18] for a thorough introduction) and define the Kunz
polyhedron Pm and a related polyhedron from [10].
Throughout this paper, all semigroups are assumed to be commutative.
Definition 2.1. Fix a finitely generated semigroup S = 〈n0, . . . , nk〉, written addi-
tively. A factorization of an element n ∈ S is an expression
n = z0n0 + · · ·+ zknk
of n as a sum of generators of S, and the set of factorizations of n is the set
ZS(n) = {z ∈ N
k+1 : n = z0n0 + · · ·+ zknk}
viewed as a subset of Nk+1. The factorization homomorphism of S is the function
ϕS : N
k+1 → S given by
ϕS(z0, . . . , zk) = z0n0 + · · ·+ zknk
sending each (k + 1)-tuple to the element of S it is a factorization of. The kernel of
ϕS is the equivalence relation ∼ = kerϕS that sets z ∼ z
′ whenever ϕS(z) = ϕS(z
′).
The kernel ∼ is in fact a congruence, meaning that z ∼ z′ implies (z + z′′) ∼ (z′ + z′′)
for all z, z′, z′′ ∈ Nk+1. A subset ρ ⊂ kerϕS, viewed as a subset of N
k+1 × Nk+1, is a
presentation of S if kerϕS is the smallest congruence on N
k+1 containing ρ. We say
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ρ is a minimal presentation if it is minimal with respect to containment among all
presentations for S.
It is known that every finitely generated semigroup S has a finite minimal presen-
tation, and that all minimal presentations of S have equal cardinality. Theorem 2.3
provides a combinatorial characterization of the minimal presentations of a given semi-
group S, a compilation of several results in [4] also surveyed in [15].
Definition 2.2. Fix a subset Z ⊂ Nd. The factorization graph of Z is the graph ∇Z
whose vertices are the elements of Z in which two tuples z, z′ ∈ Z are connected by an
edge if zi > 0 and z
′
i > 0 for some i. If S is a finitely generated semigroup and n ∈ S,
then we write ∇n = ∇Z for Z = ZS(n).
Theorem 2.3. A presentation ρ of a finitely generated semigroup S = 〈n0, . . . , nk〉 is
minimal if and only if for every n ∈ S, (i) the number of connected components in
the graph ∇n is one more than the number of relations in ρ containing factorizations
of n, and (ii) adding an edge to ∇n corresponding to each such relations in ρ yields a
connected graph.
Definition 2.4. Fix a (not necessarily numerical) semigroup S. A nil is an element
∞ ∈ S such that a +∞ = ∞ for all a ∈ S. We say S is a nilsemigroup with identity
if S has a nil element and an identity element.
Remark 2.5. Definition 2.4 is somewhat nonstandard; the usual definition requires
every element of a nilsemigroup S to be nilpotent, which prevents the existence of an
identity element. As we encounter finite semigroups with both a nil element and an
identity in Section 3, our definition is preferable.
A rational polyhedron P ⊂ Rd is the set of solutions to a finite list of linear inequalities
with rational coefficients, that is,
P = {x ∈ Rd : Ax ≤ b}
for some rational matrix A and vector b. If none of the inequalities can be omitted
without altering P , we call this list the H-description or facet description of P (such
a list of inequalities is unique up to reordering and scaling by positive constants).
The inequalities appearing in the H-description of P are called facet inequalities of P .
Given a facet inequality a1x1 + · · ·+ adxd ≤ b of P , the intersection of P with the
equation a1x1 + · · ·+ adxd = b is called a facet of P . A face F of P is a subset of P
equal to the intersection of some collection facets of P . The set of facets containing F
is called the H-description or facet description of F . The dimension of a face F is the
dimension dim(F ) of the affine linear span of F . The relative interior of a face F is
the set of points in F that do not also lie in a face of dimension strictly smaller than F
(or, equivalently, do not lie in a proper face of F ). We say F is a vertex if dim(F ) = 0,
and edge if dim(F ) = 1 and F is bounded, a ray if dim(F ) = 1 and F is unbounded,
and a ridge if dim(F ) = d− 2.
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If there is a unique point v satisfying every inequality in the H-description of P with
equality, then we call P a cone with vertex v. If, additionally, b = 0 above, we call P
a pointed cone. Separately, we say P is a polytope if P is bounded. If P is a pointed
cone, then any face F equals the non-negative span of the rays of P it contains, and
if P is a polytope, then any face F equals the convex hull of the set of vertices of P it
contains; in each case, we call this the V-description of F .
A partially ordered set (or poset) is a set Q equipped with a partial order  that
is reflexive, antisymmetric, and transitive. We say q covers q′ if q′ ≺ q and there is
no intermediate element q′′ with q′ ≺ q′′ ≺ q. If (Q,) has a unique minimal element
0 ∈ Q, the atoms of Q are the elements that cover 0. The set of faces of a polyhedron
P forms a poset under containment that is a lattice (i.e., every element has a unique
greatest common divisor and least common multiple) and is graded, where the height
function is given by dimension. If P is a cone, then every face of P equals the sum
of some collection of extremal rays and the intersection of some collection of facets,
meaning the face lattice of P is both atomic and coatomic.
Definition 2.6. Fix m ∈ Z≥2, and a numerical semigroup S containing m. Write
Ap(S;m) = {0, a1, . . . , am−1},
where ai = mxi + i for each i = 1, . . . , m − 1. We refer to the tuples (a1, . . . , am−1)
and (x1, . . . , xm−1) as the Ape´ry tuple/Ape´ry coordinates and the Kunz tuple/Kunz
coordinates of S, respectively.
Definition 2.7. Fix a finite Abelian group G, and let m = |G|. The group cone
C(G) ⊂ Rm−1 is the pointed cone with facet inequalities
xi + xj ≥ xi+j for i, j ∈ G \ {0} with i+ j 6= 0,
where the coordinates of Rm−1 are indexed by G \ {0}. Additionally, for each integer
m ≥ 2, let Pm denote the translation of C(Zm) with vertex (−
1
m
, . . . ,−m−1
m
), whose
facets are given by
xi + xj ≥ xi+j for 1 ≤ i ≤ j ≤ m− 1 with i+ j < m, and
xi + xj + 1 ≥ xi+j−m for 1 ≤ i ≤ j ≤ m− 1 with i+ j > m.
We refer to Pm as the Kunz polyhedron.
Parts (a) and (b) of the following theorem appear in [11] and [10], respectively.
Theorem 2.8. Fix an integer m ≥ 2.
(a) The set of all Kunz tuples of numerical semigroups containing m coincides with
the set of integer points in Pm.
(b) The set of all Ape´ry tuples of numerical semigroups containing m coincides with
the set of integer points (a1, . . . , am−1) in C(Zm) with ai ≡ i mod m for every i.
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In view of Theorem 2.8, given a face F ⊂ C(Zm), we say F contains a numerical
semigroup S if the Ape´ry tuple lies in the relative interior of F . Analogously, we say
a face F ′ ⊂ Pm contains S if the Kunz tuple of S lies in the relative interior of F
′.
Theorem 2.9 ([10, Theorem 3.3]). Fix a finite Abelian group G and a face F ⊂ C(G).
(a) The set H = {h ∈ G : xg = 0 for all x ∈ F} is a subgroup of G (called the Kunz
subgroup of F ), and the relation P = (G/H,) with unique minimal element 0
and a P b whenever xa + xb−a = xb for distinct a, b ∈ G is a well defined partial
order (called the Kunz poset of F ).
(b) If G = Zm with m ≥ 2 and F contains a numerical semigroup S, then the Kunz
subgroup of F is trivial and the Kunz poset of F equals the Kunz poset of S.
(c) In the Kunz poset P of F , b covers a if and only if b− a is an atom of P .
3. Minimal presentations of Kunz posets
In this section, we develop the notion of minimal presentation of a Kunz poset.
We begin by providing a definition for factorizations of Kunz poset elements. Unless
stated otherwise, assume P is a Kunz poset on Zm with atom set A(P ) = {p1, . . . , pk}.
Definition 3.1. Let p ∈ P . A factorization of p is a tuple z ∈ Nk such that there
exists a chain in P from 0 to p in which for each i, there are zi cover relations labeled pi.
The factorization set of p, denoted ZP (p), is the set of all factorizations of p.
To further develop our notion of factorizations for Kunz poset elements we provide
the following lemma.
Lemma 3.2. Each tuple z ∈ Nk lies in ZP (p) for at most one p ∈ P . Additionally,
each rearrangement of the sum
p1 + · · ·+ p1︸ ︷︷ ︸
z1 times
+ · · ·+ pk + · · ·+ pk︸ ︷︷ ︸
zk times
corresponds to a chain from 0 to p in P .
Proof. If a tuple z ∈ Nk is a factorization of some poset element p, then necessarily
p = z1p1 + · · · + zkpk as elements of G. This proves the first claim, and the second
claim follows immediately from [10, Proposition 3.11(a)]. 
To help visualize the rearranging of chains within a Kunz poset, we refer the reader
to Figure 1. In this figure, we notice the different paths possible to get to the maximal
element of the poset. Although there appears to be three paths leading to the maximal
element, in actuality, |ZP (1)| = 1. We see that the commutativity of elements in a Kunz
poset can result in multiple portrayals of the same factorization chain.
Lemma 3.2 illustrates that the elements of P behave, in some sense, like a “partial”
semigroup. Definition 3.3 turns P into an actual semigroup by introducing a nil element
∞ to serve as the result of any sums p + p′ that are not already defined in P , and
Proposition 3.5 implies the result is indeed a nilsemigroup.
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Figure 1. The chains corresponding to (1, 2) ∈ ZP (1), where P is the
Kunz poset for the numerical semigroup S = 〈6, 9, 20〉.
Definition 3.3. A nilsemigroup with identity is a semigroup (N,+) with an identity
element 0 ∈ N and an element ∞ ∈ N , called the nil element, such that for all non-
identity s ∈ S, we have ks = ∞ for some k ≥ 1. The nilsemigroup associated to P is
the set P ∪ {∞} with ∞+ p =∞ for all nonzero p ∈ P ∪ {∞}. Moreover, we define
ZP (∞) = N
e \
⋃
p∈P
ZP (p),
the set of all tuples that are not the factorization of any element of P . Lastly, we let
ϕP : N
k → P ∪ {∞},
the factorization homomorphism of P , denote the map that sends each k-tuple z to
the element p ∈ P ∪ {∞} with z ∈ ZP (p).
Lemma 3.4. Let ∼ denote the equivalence relation on Nk that relates z ∼ z′ whenever
ϕP (z) = ϕP (z
′). Then ∼ is a congruence.
Proof. Fix p ∈ P ∪ {∞}, factorizations z, z′ ∈ ZP (p), and a translation vector u ∈ N
k,
with p′ = ϕP (z + u). If p
′ 6= ∞, then by Lemma 3.2 there exists a chain from 0 to p′
that begins with a chain from 0 to p corresponding to z. Replacing the part of this
chain below p with one corresponding to z′ yields a chain corresponding to z′+u, which
yields p′ = ϕP (z
′+u). If, on the other hand, p′ =∞, then necessarily z′+u ∈ ZP (∞),
otherwise the above argument could be applied to z′ + u. 
Proposition 3.5. The set (P ∪ {∞},+) is a nilsemigroup generated by p1, . . . , pk.
More specifically, for p, p′ ∈ P ∪ {∞}, the element p + p′ equals ϕP (z + z
′) for any
z ∈ ZP (p) and z
′ ∈ ZP (p
′). Moreover, the factorization homomorphism of P is given by
ϕP (z) = z1p1 + · · ·+ zkpk.
Proof. By Lemma 3.4 and the first isomorphism theorem of semigroups, the quotient
semigroup Nk/∼ is isomorphic to P ∪{∞} under the desired operation. The remaining
claims immediately follow. 
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(a) Kunz poset of S = 〈6, 7, 8, 9〉
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(b) Kunz poset containing no semigroups
Figure 2. Hasse diagrams of posets from Examples 3.7 and 3.8.
Definition 3.6. Aminimal presentation of P is a set of trades obtained from a minimal
generating set for the kernel congruence ∼ = kerϕP by omitting any generators (z, z
′)
with ϕP (z) =∞.
Example 3.7. Let S = 〈6, 7, 8, 9〉, whose Kunz poset is depicted in Figure 2a. Under
Definition 3.1, we obtain the factorization set of each p ∈ P as follows:
ZP (0) = {(0, 0, 0)}, ZP (1) = {(1, 0, 0)}, ZP (2) = {(0, 1, 0)},
ZP (3) = {(0, 0, 1)}, ZP (4) = {(1, 0, 1), (0, 2, 0)}, ZP (5) = {(0, 1, 1)}.
In the nilsemigroup associated to P , we see that 2 + 3 = 5 since
(0, 1, 0) + (0, 0, 1) = (0, 1, 1) ∈ ZP (5),
while 1 + 2 = ∞ since (1, 0, 0) + (0, 1, 0) = (1, 1, 0) does not occur in ZP (p) for any
p ∈ P . Proposition 3.5 ensures this outcome is independent of the factorization chosen.
As such, we see the only minimal presentation for P is {((1, 0, 1), (0, 2, 0))}, since
kerϕP = 〈((1, 0, 1), (0, 2, 0)), ((2, 0, 0), (0, 0, 2)), ((2, 0, 0), (1, 1, 0)), ((2, 0, 0), (1, 1, 1))〉
and only the first relation involves factorizations outside of ZP (∞).
In the previous example, we were able to find numerical semigroups living on the
face of the Kunz poset. This will not always be the case. In fact, it is easy to start
with a numerical semigroup and find the corresponding Kunz poset, but the same does
not hold for the converse. There is currently no known way of easily finding numerical
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semigroups on a given a face of the Kunz Polyhedron. The following is an example of
finding the minimal presentation.
Example 3.8. Let P denote the Kunz poset depicted in Figure 2b. Unlike the poset
in Example 3.7, the Kunz polyhedron face associated to P contains no numerical
semigroups as, for instance, there are no integer values for x3 and x7 satisfying
2 · x3 = 2 · x7 + 1.
Now, by using Definition 3.1, we obtain
ZP (0) = {(0, 0, 0, 0)}, ZP (3) = {(1, 0, 0, 0)},
ZP (4) = {(0, 1, 0, 0)}, ZP (5) = {(0, 0, 1, 0)},
ZP (7) = {(0, 0, 0, 1)}, ZP (2) = {(1, 0, 0, 1)},
ZP (6) = {(2, 0, 0, 0), (0, 0, 0, 2)}, ZP (1) = {(3, 0, 0, 0), (1, 0, 0, 2), (0, 1, 1, 0)}
as the factorizations of each element of P . The kernel of ϕP : N
4 → P ∪ {∞} has
9 generators, but all but 2 contain factorizations of ZP (∞), one choice of which are
((2, 0, 0, 0), (0, 0, 0, 2)) and ((3, 0, 0, 0), (0, 1, 1, 0)).
As such, these comprise a minimal presentation of P .
It is clear the minimal presentation of a Kunz poset does not rely on the presence of
a numerical semigroup. In the case where numerical semigroups are present, we obtain
the following theorem.
Theorem 3.9. Fix a numerical semigroup S with Kunz poset P . Writing the Ape´ry
set of S as Ap(S;m) = {0, a1, . . . , am−1} with ai ≡ i mod m for each i, we have
ZS(ai) = {(0, z1, . . . , zk) : z ∈ ZP (i)}
for each i. Moreover, given any minimal presentation ρ of S, the set
{((z1, . . . , zk), (z
′
1, . . . , z
′
k)) : (z, z
′) ∈ ρ with ϕS(z) ∈ Ap(S;m)}
is a minimal presentation for P .
Proof. The first claim follows from [3, Lemma 3.1], which implies each factorization set
ZS(ai) can be constructed inductively from the factorization sets of the divisors of ai
in S in precisely the same fashion as guaranteed by Lemma 3.2 for ZP (i). Additionally,
the minimal generators of the congruence kerϕP that avoid ZP (∞) are determined by
the connected components of ∇ZP (i), which is naturally isomorphic to ∇ZS(ai) by the
first claim. This completes the proof. 
Example 3.10. Letting S = 〈6, 7, 8, 9〉 as in Example 3.7, we can use Theorem 3.9 to
obtain factorizations of elements of Ap(S; 6), namely
ZS(0) = {(0, 0, 0, 0)}, ZS(a1) = {(0, 1, 0, 0)}, ZS(a2) = {(0, 0, 1, 0)},
ZS(a3) = {(0, 0, 0, 1)}, ZS(a4) = {(0, 1, 0, 1), (0, 0, 2, 0)}, ZS(a5) = {(0, 0, 1, 1)}.
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0
1 3 4 7
2 6 5
Figure 3. Kunz Poset of S = 〈8, 9, 11, 12, 15〉
A full minimal presentation of S is
{((0, 0, 2, 0), (0, 1, 0, 1)), ((0, 1, 1, 0), (1, 0, 0, 1)), ((0, 2, 0, 0), (1, 0, 1, 0)), ((3, 0, 0, 0), (0, 0, 0, 2))}
from which we can obtain the minimal presentation for the Kunz poset P of S given
in Example 3.7 by eliminating all relations except the first (as they occur at the Betti
elements 14, 15, 18 /∈ Ap(S)), and omitting the preceding 0 from both factorizations.
4. A combinatorial formula for face dimension
In this section, we present a combinatorial method of obtaining the dimension of a
face of the Kunz polyhedron from its corresponding poset.
Example 4.1. Consider the Kunz posets P1, depicted in Figure 2b, and P2, depicted
in Figure 3. Although P1 and P2 have identical multiplicity and number of atoms, the
dimensions of their corresponding faces F1 and F2 in P8 are of different dimension.
In particular, dimF1 = 2, while dimF2 = 4. As we will see in Theorem 4.3, this is
closely related to the fact that P1 has 2 relations in its minimal presentation (as seen
in Example 3.8), while P2 has an empty minimal presentation.
Definition 4.2. Fix a face F ⊂ Pm with corresponding Kunz poset P on Zm. Suppose
that P has k atoms and that F is contained in i facets.
(a) The hyperplane matrix of F is the matrixHF ∈ Z
i×(m−1) whose columns are indexed
by the nonzero elements of Zm and whose rows are given by the equations of the
facets containing F .
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(b) Given any minimal presentation ρ of P , the matrix Mρ ∈ Z
|ρ|×k whose columns are
indexed by the atoms of P and whose rows have the form z − z′ for (z, z′) ∈ ρ is
called a minimal presentation matrix of P .
Theorem 4.3. If F ⊂ Pm is a face with corresponding Kunz poset P on Zm, then
dimF = k − rk(Mρ)
where k is the number of atoms of P and ρ is any minimal presentation of P .
Before giving the proof of Theorem 4.3, we provide an example to illustrate the proof
structure.
Example 4.4. Consider the Kunz poset P from Example 3.8 (depicted in Figure 2b),
and let
HF =

0 0 2 0 0 −1 0
0 −1 1 0 0 0 1
−1 0 0 1 1 0 0
0 0 0 0 0 −1 2
−1 0 1 0 0 1 0
−1 1 0 0 0 0 1

denote the hyperplane matrix of the corresponding face F ⊂ P8. We now perform
elementary row and column operations onHF in order to obtain a minimal presentation
matrix of P as a submatrix. We begin by rearranging the columns of HF . Fixing a
linear extension
0  3  4  5  7  2  6  1
of P , wherein the atoms 3, 4, 5, and 7 occur before any of the non-zero non-atoms 2, 6,
and 1, rearrange the columns of HF so that the non-atoms occur first, in order based
on the linear extension, followed by the atoms. This yields the matrix
2 6 1 3 4 5 7

0 −1 0 2 0 0 0
−1 0 0 1 0 0 1
0 0 −1 0 1 1 0
0 −1 0 0 0 0 2
0 1 −1 1 0 0 0
1 0 −1 0 0 0 1
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Each of the first 3 columns must contain at least one −1, since each corresponding
element of P is a non-zero non-atom. Moving one of each such row to the top yields
2 6 1 3 4 5 7

−1 0 0 1 0 0 1
0 −1 0 2 0 0 0
1 0 −1 0 0 0 1
0 −1 0 0 0 0 2
0 1 −1 1 0 0 0
0 0 −1 0 1 1 0
whose upper-left submatrix is lower diagonal due to the choice in column order. At
this point, elementary row operations yield the matrix
2 6 1 3 4 5 7

−1 0 0 1 0 0 1
0 −1 0 2 0 0 0
0 0 −1 0 1 1 0
0 0 0 −2 0 0 2
0 0 0 3 −1 −1 0
0 0 0 1 −1 −1 2
whose upper-left block is −I3 and whose lower-left block is the zero-matrix. Lastly, we
eliminate the last row entirely as it equals the sum of the two previous rows, resulting
in a minimal presentation matrix
Mρ =
(
−2 0 0 2
3 −1 −1 0
)
for P appearing in the lower right block. Notice that each row in the upper-right
block is a factorization of the corresponding non-zero non-atom. This is the core of
the proof of Theorem 4.3: the row operations used to transform the upper-left block
into −I3 effectively perform the same recursive process used to obtain poset element
factorizations in Definition 3.1.
Proof of Theorem 4.3. Fix a linear extension 0  p1  · · ·  pm−1 of P where p1, . . . , pk
are the atoms of P . It is clear dimF = m − 1 − rk(HF ), where HF denotes the
hyperplane matrix of F . To prove the desired claim, it suffices to perform elementary
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row and column operations on HF to obtain a matrix of the form
(4.1)
pk+1 · · · pm−1 p1 · · · pk

−Im−1−k A
0 Mρ
where Mρ is a minimal presentation matrix of P and A is a matrix whose i-th row is
a factorization of pk+i for each i ≤ m− k − 1.
First, rearrange the columns of HF as indicated in (4.1). By construction, the left
hand columns are precisely those with a negative one in at least one entry as shown in
the following row where v1, . . . , vk is the atom set component of the factorization of pv.
pv p1 · · · pk( )
· · · −1 · · · v1 · · · vk
Now that we have the columns in the correct order, we will rearrange the rows into the
correct order. We begin by starting with the column pm−1 and scan down the column
until we find the first row with an entry of negative one. After finding this row, we
will move this row to the top shifting all other rows down. We continue this process
for all columns pm−1 going backwards to pk+1. This will result in a lower triangular
m − 1 − k matrix with negative ones along the diagonal and non-negative values in
the lower half. To eliminate the positive values, found in the lower half, we start at
column pk+1 towards column pm−1 where at each column we use the negative one in
the diagonal to remove any positive values we mentioned in the lower half. This will
give us the desired top half of the final matrix as shown below.(
−Im−1−k A
)
Now that we have the desired top half of the matrix, we must work to get the desired
lower half of the matrix. At this current state, our matrix will have the following
form where v1, . . . , vk is a factorization of pv, w1, . . . , wk is a factorization of pw, and
