oscillations assures some degree of signal recognition, even at low frequencies of oscillations.
In non-excitable cells, the burst of cytoplasmic Ca 2+ can be attributed almost exclusively to the release of store Ca 2+ by IP 3 . Yet, in the absence of external Ca 2+ , and thus without store-operated Ca 2+ entry, the oscillations run down and signaling fails. And, despite the fact that the visible cytoplasmic Ca 2+ signal results from intracellular release, there is strong evidence that, for the regulation of certain genes, it is the Ca 2+ entering through the store-operated channels that triggers the critical downstream pathways [10] . This requirement for Ca 2+ entering through the store-operated channels was specifically demonstrated for the NFAT pathway [11, 12] . This must mean that spatially restricted signaling domains exist near the mouth of the store-operated channels, resulting from both a localization of the Ca 2+ sensor and high Ca 2+ levels close to the channels. In the new work by Kar et al. [1] an additional level of complexity and specifity in this signaling mechanism is revealed. Gene expression in the NFAT pathway was followed using an NFAT promoter-GFP reporter assay. While the total amount of GFP formed was a graded function of agonist concentration, gene expression occurred in an all-or-none manner at the single-cell level.
As alluded to above, a long-standing problem has been the mechanism of linking rapid and relatively transient Ca 2+ signals on a timescale of seconds/minutes to gene regulation occurring several hours later. Kar et al.
[1] present novel kinetic data which they use to construct a feasible model demonstrating a series of integrating steps in the Ca 2+ -NFAT-gene expression pathway (Figure 1 discharge in oscillating cells is necessary to reach a threshold for activation of store-operated channels [13] . In the current study from Kar et al. [1] , a threshold of Ca 2+ elevation in the vicinity of the store-operated channels seems necessary to initiate the pathway, probably by activation of spatially sequestered calmodulin. This then is linked to an all-or-none activation of NFAT-regulated gene expression, apparently linked to a threshold of NFAT dephosphorylation and translocation. This complexity can provide multiple points for regulation, as well as a high safety factor for assuring appropriate timing of gene regulation pathways. Cortical Development: The Sources of Spontaneous Patterned Activity A recent study has found that spontaneous neural activity in the developing visual cortex has two distinct origins -local intracortical circuits and spontaneous activity in the retina.
Marla Feller
Spontaneous correlated activity is a ubiquitous feature of the developing nervous system, and it is thought to provide a robust source of depolarization before neural circuits mature. One of the most well-studied structures where this spontaneous correlated activity is observed is the developing neocortex (for recent reviews, see [1, 2] ). In a study reported in this issue of Current Biology, Siegel et al. [3] have addressed one of the outstanding questions in this field -the relative influence of local cortical circuits and peripheral inputs on the spontaneous firing patterns in the neocortex.
A large body of evidence indicates that spontaneous network activity is generated by local cortical circuits. Patterns of activity observed in vitro in cortical slices -where of course there can be no peripheral inputs -appear similar to those observed in vivo as assayed by both calcium imaging [4] and electrophysiological recordings [5, 6] . Furthermore, cortical activity patterns described by calcium imaging in the somatosensory cortex [6, 7] and the auditory cortex [8] are similar to the patterns seen in the visual cortex, indicating that the activity is independent of the nature of the peripheral inputs.
There is, however, also evidence that spontaneous network activity in the developing neocortex is influenced by peripheral inputs [6, 9] . In visual cortex, retinal waves provide a robust source of depolarization before vision matures. Retinal waves are spreading waves of depolarizing activity that cause individual retinal ganglion cells to fire bursts of action potentials once per minute. These bursts are known to propagate to the primary central targets of the retina, where they have been shown to influence the developmental refinement of retinal projections [10] . Waves are also known to drive bursts in neurons of the lateral geniculate nucleus (LGN) that in turn drive depolarizations in the visual cortex [9] . However, the extent to which spontaneous firing patterns in the neocortex reflect the underlying pattern of retinal waves is not clear.
Siegel et al. [3] used in vivo two-photon calcium imaging to characterize the spontaneous activity patterns in developing visual cortex of the mouse between the ages of P8 and P14, at which point eyes open and normal vision begins (Figure 1, left) .
The authors classified calcium transients into two categories: L-events (for low synchronicity), where under 80% of neurons in the imaging field participate, have small amplitudes and more jitter (spread in their timing); and H-events (high synchronicity), where over 80% of the neurons in the imaging field participate, have large amplitudes and less jitter. Between P10 and P14, the frequency of L-events dramatically increases, while the H-event frequency remains stable. Interestingly, H-events propagate faster than L-events and preferentially propagate toward the rostral direction. Moreover, H-event inter-event intervals form a peaked distribution, indicating that event initiations may be triggered by pacemaker action located at the rostral edge of the cortex [11] . In contrast, L-events propagate equally in all directions and their inter-event intervals follow a Poisson distribution, indicating that event initiations may occur at many locations and independently of each other.
Siegel et al. [3] provide several lines of evidence to support their inference that L-events are of retinal origin, while H-events are of cortical origin. They observed that frequency of L-events decreases after acute binocular enucleation, and increases immediately following intraocular injection of pharmacological agents that increase the frequency of waves. The frequency of H-events, on the other hand, was unchanged by both these manipulations, but found to decrease with local cortical application of gap junction antagonists [12, 13] (Figure 1,  right) .
This categorization of L-and H-events sheds light on previous findings. H-events, with their rostral-caudal bias, high amplitude, and highly synchronized calcium transients, are consistent with both the in vivo and in vitro findings of previous studies [4] . The frequency of L-events and their sensitivity to changes in retinal activity are consistent with extracellular recordings of rat visual cortex just before eye opening [9, 14] . Moreover, previous studies based on calcium imaging in mouse somatosensory [7] and visual cortex [15] showed a large increase in spontaneous events, similar to what is described here as the increase in L-event frequency, indicating an increasing influence of X X Current Biology Figure 1 . In vivo calcium imaging in mouse primary visual cortex prior to eye-opening reveals two distinct patterns of activation. Two-photon calcium imaging reveals robust spontaneous activity in developing visual cortex (left). Lower amplitude events involving a lower percentage of neurons are reduced after binocular enucleation (right), indicating they are of retinal origin. Larger amplitude events involving larger percentage of neurons are unaffected, indicating they are of cortical origin. events originating in the retina. Note, this is in contrast to results from somatosensory cortex where the influence of peripheral inputs on cortical patterns decreased with age [6] .
Siegel et al. [3] end their paper with an interesting discussion of how these two distinct patterns might subserve different activity-dependent functions during development. L-events, driven by propagating retinal waves, may provide an instructive 'training' signal for retinotopic map formation that is amplified by cortical circuits. Support for this hypothesis was recently provided by a study of somatosensory cortex, where spontaneous firing patterns are implicated in the formation of somatotopic connections between the thalamus and the barrels of the somatosensory cortex [16] . In contrast, H-events, with their high synchronicity and larger depolarizations, may drive homeostatic regulation of overall synaptic weights. Here, support comes from growing evidence that patterned activity can influence circuit development in a variety of ways beyond simple Hebbian competition. For example, the temporal patterns of activity in individual neurons can greatly influence early developmental events such as neurotransmitter phenotype or growth cone response to activity molecular cues like those provided by ephrins or N-CAMs [17] . In addition, different activity patterns can influence different aspects of map refinement. For example, in retina, some features of waves drive retinotopic refinement while other features drive eye-specific segregation [18] . As these activity-dependent mechanisms become elucidated, the distinct patterns of activity and their process of generation will take on growing importance.
An unresolved issue of cortical development is whether spontaneous activity plays a role in preparing the cortex for sensory input. This idea has been proposed by a recent study in rodents and preterm infants [19] because, at eye-opening, there is a sudden sparsification of spontaneous firing patterns [7, 15] , a pattern reflective of adult sensory cortex. By identifying distinct sources of the spontaneous network activity in developing cortex, Siegal et al. [3] have enabled the development of experiments that can test these hypotheses directly. The golden paper wasp is a social insect whose colony members have the remarkable ability to recognise each others' faces. New research shows that this species is singularly skilled at learning about faces, opening interesting perspectives on convergent evolution of specialist cognitive abilities in insects and vertebrates.
Aurore Avarguè s-Weber
Humans have a remarkable capacity to learn and recognise familiar faces. We can view a friend from several years ago in an unfamiliar environment and still instantly identify them. Detailed studies on human face recognition have shown that faces are a special type of visual pattern for which we have unique expertise [1] , underpinned by a specialised region of the brain, the fusiform face area, which shows increased selective activity for face processing [2] . Other mammals, including sheep [3] or macaques [4] , have impressive face processing capabilities associated with
