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ABSTRACT
Length-biased sampling method gives the samples from a weighted distribution. With
the underlying distribution of the population, one can estimate the attributes of the
population by converting the weighted samples.
In this thesis, generalized gamma distribution is considered as the underlying distribu-
tion of the population and the inference of the weighted distribution is made. Both the
models with known and unknown finite population size are considered.
In the modes with known finite population size, maximum likelihood estimation and
bootstrapping methods are attempted to derive the distributions of the parameters and
population mean. For the sake of comparison, both the models with and without the
selection bias are built. The computer simulation results show the model with selection
bias gives better prediction for the population mean.
In the model with unknown finite population size, the distributions of the population
size as well as the sample complements are derived. Bayesian analysis is performed
using numerical methods. Both the Gibbs sampler and random sampling method are
employed to generate the parameters from their joint posterior distribution. The fitness
of the size-biased samples are checked by utilizing conditional predictive ordinate.
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Chapter 1
Introduction
The goal of sampling methods is to provide information on a population by studying
only a subset of it, called a sample. Sampling is the process of selecting units from a
population so that the sample allows estimating unknown quantities of the population.
This paper is an attempt to present several modeling methods for the case when the
samples are selected with probability proportional to size (size biased sampling). In this
chapter, both length-biased distribution and line intercept sampling are introduced, and
generalized gamma distribution is considered.
1.1 Length-Biased Distribution
Unequal probability sampling method was first suggested by Hansen and Hurwitz (1943).
They demonstrated that the use of unequal selection probabilities frequently allowed
more efficient estimators of the population total than did equal probability sampling.
The sampling procedure of Hansen and Hurwitz (1943) was size-biased sampling. It
occurs when the sample selection probabilities are correlated with the values of the
study variable. For example, consider the problem of estimating the mean size of the
shrubs in a region of area A. Assume the shrub is selected with probability proportion
to its area X. Then the probability of selecting the ith shrub is
w(Xi) =
Xi
A
, i = 1, 2, · · · , N
1
where N is the total number of shrubs.
Size-biased distributions are a special case of the more general form known as weighted
distributions. First introduced by Fisher (1934) to model ascertainment bias, weighted
distributions were later formalized in a unifying theory by Rao (1965). Briefly, if the
random variable X has the pdf of f(x), and the non-negative weight function is w(x),
then the corresponding weighted density function is
g(x) =
w(x)f(x)∫
w(x)f(x)dx
A special case of interest arises when the weight function is of the form w(x) = x. Such
distributions are known as length-biased distribution and are written as:
g(x) =
xf(x)
µ
,
where µ =
∫
xf(x) is the first raw moment of f(x).
Weighted distributions in general and length-biased distributions in particular are very
useful and convenient for the analysis of lifetime data. Weighted distributions occur fre-
quently in research related to reliability, biomedicine, ecology and several other areas.
Various works are done to characterize relationships between original distributions and
their length-biased forms. Muttlak (1990) suggested using ranked set sampling proce-
dure to estimate the population size and population mean. Nandram (2013) proposed
using a Bayesian nonignorable selection model to accommodate the selection mechanism.
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1.2 Line Intercept Sampling
Line intercept is a length-biased method of sampling particles in a study region. In
general, the particles may be of any shape and size and may possess an arbitrary spatial
distribution. For example, the particles may be shrubs or patches of vegetation in a
field, or the projection of logs on the forest floor. It is often of interest to study certain
quantitative characteristics of these particles.
The idea of line intercept sampling is using a line (transect) as a sampling unit and mea-
suring features of the particles that crossed by it. It has found widespread application
for the purpose of estimating particles density, cover and yield.
Consider a study region of area A and define the following parameters (some are un-
known and to be estimated):
• n: The number of distinct shrubs intersected.
• N: The total number of distinct particles in the study region.
• Xi: The width of the ith intersected shrub, i.e., the distance between tangents of
the shrub that are parallel to the transect, i = 1, 2, · · ·n.
• Vi: The length of intersection of the ith shrub along the transect, i = 1, 2, · · ·n.
For illustration see Fig. 1.1.
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Fig. 1.1: Study region of area A with N = 17 distinct particles, n = 6 intersected
particles, and k = 3 transects of equal length.
In general, shrubs can be collected from either randomly located or systematically lo-
cated transects (Butler 1983). For example, Lucas and Seber (1977) derived unbiased
estimators for density and percentage cover for any spatial distribution and randomly
located transect. Eberhardt (1978) derived an unbiased estimator of density using paral-
lel but randomly located transects. McDonald (1980) showed that the Lucas and Seber
estimators for density and percentage cover are unbiased for a simple random sample of
unequal length transects.
1.3 Description of the Data
The data we use was collected using the line intercept sampling method, published in
Muttlak (1990). The study was conducted in a limestone quarry dominated by regrowth
4
of mountain mahogany. The study area was defined by the area east of the baseline and
within the walls of the quarry, where the baseline was established approximately parallel
to the fissures. By dividing the baseline into three equal parts, three systematically
placed transects were established. To ensure uniform coverage over the study area, two
independent replications, each with 3 transects were selected (Fig. 1.2).
5
Fig. 1.2: Sketch of the study area
In our models, we are interested in estimating the mean width of the shrubs in the area.
6
So the variable is the width of the projection of the shrub encountered by transects onto
the baseline. We use the data from both replications, as showed in Table 1.1 and 1.2.
Table 1.1: Widths of shrubs in replication 1
Transect Xi=width
I 1.53 .87 .79 .78 1.85 1.45 .48 .52 .22 .38 .59
.20 .42 1.02 .97 .56 .62 .42
II 1.15 .87 .57 .97 .57 1.97 .58,2.54 1.85 .35 1.24
1.8 .78 .98 1.3 1.55 1.69 2.12 1.27 .75 1.01 1.82
III .71,1.5,1.82,1.86,1.61,1.21
Table 1.2: Widths of shrubs in replication 2
Transect Xi=width
I .67 .31 .83 1.95 1.36 1.45 .72 1.15 .98 1.29 .88
.25 .63 1.12 .34 .21 1.36 .95 1.04 .48 1.05 .88
.16 1.08 .95 .25 .3 1.4 .58 .73 1.3 .57
II .96 2.08 .68 1.39 .5 .72 .19 1.91 .88 .48 .12
From the box plots of these two replications (Fig. 1.3), we notice the differences of
the median and the variance between these three transects in replication 1; whereas in
replication 2, there are little differences. So when making inferences using replication
1, we need to regard the data from these three transects as from three different strata,
and model them respectively.
7
Fig. 1.3: Box plot of the first replication
8
Fig. 1.4: Box plot of the second replication
1.4 Generalized Gamma Distribution
Generalized Gamma Distribution (GG) is an important distribution in statistics. It was
first defined by Stacy (1962) and presented a flexible family in the varieties of shapes
and hazard functions for modeling duration. It encompasses exponential, gamma, and
9
Weibull as subfamilies, and lognormal as a limiting distribution. Some authors have
argued that the flexibility of GG makes it suitable for duration analysis, while oth-
ers have advocated use of simpler models because of estimation difficulties caused by
the complexity of GG parameter structure. The GG family and its properties has been
remarkably presented in different papers. Prentice (1974) resolved the convergence prob-
lem using a nonlinear transformation of GG model. Hirose (1999) introduced maximum
likelihood parameters estimation by model augmentation. Hwang, et al (2006) intro-
duced a new moment estimation of parameters of the generalized gamma distribution
using its characterization.
Because of the flexibility and the importance of Generalized Gamma Distribution, we
use it as the underlying population distribution for our models.
The probability density of the generalized gamma distribution is given by
f(x|α, β, γ) = γx
γα−1
βγαΓ(α)
exp
[
−
(
x
β
)γ]
. (1.1)
The mean and variance have important role,
E(X) =
βΓ(α + 1
γ
)
Γ(α)
, (1.2)
V ar(x) =
β2Γ(α + 2
γ
)
Γ(α)
−
(
βΓ(α + 1
γ
)
Γ(α)
)2
. (1.3)
Khodabin (2010) provided details of the subfamilies of the generalized gamma distribu-
tion (Table 1.3).
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Table 1.3: Mean and variance for subfamilies of generalized gamma distribution
Distribution name α β γ Mean Variance
Exponential 1 β 1 β β2
Gamma α β 1 αβ αβ2
Weibull 1 β γ βΓ(1 + 1
γ
) β2Γ(1 + 2
γ
)−
(
βΓ(1 + 1
γ
)
)2
Generalized normal α β 2
βΓ(α+ 1
2
)
Γ(α)
β2α−
(
βΓ(α+ 1
2
)
Γ(α)
)2
Half normal .5
√
2σ2 2 σ
√
2
pi
σ2
(
1− 2
pi
)
Rayleigh 1
√
2σ2 2 σ
√
2
pi
σ2
(
1− 2
pi
)
Maxwell Boltzmann 3
2
β 2 2β√
pi
β2
(
1− 4
pi
)
Chi-square k
2
β 2
βΓ( k+1
2
)
Γ( k
2
)
β2Γ( k+2
2
)
Γ( k
2
)
−
(
βΓ( k+1
2
)
Γ( k
2
)
)2
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Chapter 2
Models with Known Finite
Population Size
To simplify the models, population size are not considered as random variable in this
chapter. We use the maximum likelihood method to estimate the parameters of gener-
alized gamma distribution and use bootstrap to obtain the distributions of them. For
the sake of comparison, we fit both model without selection bias and with selection bias,
then compare them by computer simulation trials to gain some insight.
2.1 The Model Without Selection Bias
In this Section, we do not consider the selection bias.
2.1.1 The Finite Population Size
We first consider the problem in which a random (representative) sample is taken from
a finite population.
The general estimator of population size N is
Nˆ =
n∑
i=1
1
pii
,
where pii is the probability that the i
th unit is selected, see Cochran(1977). Since we
12
regard the sample as simple random sample,
pii =
x¯
W
,
where W = 125 is the length of the base line. Then,
Nˆ = 125
n
x¯
.
To avoid double-use of the data, we estimate Nˆ by replication 2. The estimated value
is Nˆ = 6225.
2.1.2 Parameters and Population mean
Suppose the population has the generalized gamma distribution. Then, the selection
probability for each sample xi would be
f(xi|α, β, γ) = γx
γα−1
i
βγαΓ(α)
exp
[
−
(
xi
β
)γ]
. (2.1)
Remember in Section1.3, we noticed the differences between the three transects in repli-
cation 1 are so significant that three different distributions are called for. However, due
to the sparseness of data, we cannot fit three generalized gamma distribution indepen-
dently. A trade-off solution is regarding these three gamma distributions with different
13
β (scale parameter), but with the same α and γ. Then, the likelihood function is
Lik(α, β1, β2, β3, γ|x11, · · · , x3n3) =
3∏
i=1
ni∏
j=1
γxγα−1ij
βγαi Γ(α)
exp
[
−
(
xij
βi
)γ]
=
γn
(
3∏
i=1
ni∏
j=1
xij
)γα−1
(βn11 β
n2
2 β
n3
3 )
γα [Γ(α)]n
exp
[
−
3∑
i=1
ni∑
j=1
(
xij
βi
)γ]
.
(2.2)
There are two approaches to obtain the values (distributions) of these parameters. The
first approach is using the maximum likelihood estimation with the restriction that every
parameter should be larger than 0 to obtain the estimated parameters α, β1, β2, β3, γ for
the sample values. Then by bootstrapping the sample values and repeating the above
procedure M times to get the distributions of these parameters. The second approach is
generating the samples of the parameters from their joint posterior distribution directly.
In this chapter, we use the first approach, which is obtaining the estimated parameters
by maximum likelihood estimation (using Nelder-Mead to perform the optimization)
and the bootstrapping ( using Parzen-Rosenblatt Kernel Density to smooth the data )
to obtain the distributions of the parameters as well as of the population mean. The
estimated values are presented in Table 2.1, and the histogram of their distributions are
compared with the ones from the model with selection bias in Fig. 2.1.
Table 2.1: Estimated values of the parameters and the population mean under model
without selection bias
α β1 β2 β3 γ x¯
1.34 0.72 1.22 1.32 1.73 1.12
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2.2 The Model With Selection Bias
In this section, we added the selection bias into our model.
2.2.1 The Finite Population Size
From Chapter 1, we know that line intercept sampling gives the length biased data.
Assume n units are selected, the estimator of the population size N can be denoted by
Nˆ =
n∑
i=1
1
pii
where pii is the probability that the i
th unit is selected. It can be shown that Nˆ is
an unbiased estimator of N (Cochran 1977). Since we are sampling with probability
proportion to size x, then
pii = Cxi,
here C is a constant and C = 1
W
, where W = 125 is the length of the base line in line
intercept sampling.
The estimated value of N under selection bias is given by
Nˆ = 125×
n∑
i=1
1
xi
Using the data from replication 2, we have Nˆ = 10061.
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2.2.2 The Sample Distribution
The samples has the pdf of the form
g(x) =
xf(x)∫
xf(x)
=
xf(x)
E(X)
,
where E(X) is the expectation of x in the unweighted density function f(x).
Let Ii = 1 if i ∈ s and Ii = 0 if i 6∈ s, the length biased sample pdf g(x) is defined as,
g(xi|α, β, γ) = f(xi|Ii = 1)
=
f(Ii = 1|xi)f(xi)∫
f(Ii = 1|xi)f(xi)dxi
=
piif(xi)∫
piif(xi)dxi
(pii = Pr(i ∈ s) = Cxi)
=
xif(xi)
E(X)
=
γxγαi
βγαΓ(α)
exp
[
−
(
xi
β
)γ]
β
Γ(α+ 1
γ
)
Γ(α)
=
γxγαi
βγα+1Γ(α + 1
γ
)
exp
[
−
(
xi
β
)γ]
. (2.3)
Note that g(x) is also from generalized gamma distribution with parameters αg = αf +
1
γf
, βg = βf , and γg = γf . Similar to the model without selection bias, we consider the
three distributions with different βs, but the same α and γ.
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2.2.3 Parameters and Population mean
The likelihood function is
Lik(α, β1, β2, β3, γ|x11, · · · , x3n3) =
3∏
i=1
ni∏
j=1
γxγαij
βγα+1i Γ(α +
1
γ
)
exp
[
−
(
xij
βi
)γ]
=
γn
(
3∏
i=1
ni∏
j=1
xij
)γα
(βn11 β
n2
2 β
n3
3 )
γα+1
[
Γ(α + 1
γ
)
]n exp
[
−
3∑
i=1
ni∑
j=1
(
xij
βi
)γ]
,
(2.4)
where n1, n2, n3 are the number of shrubs in each transect respectively.
By using the Maximum Likelihood Estimation, we presented the estimated values (Table
2.2) and the compared distributions (Fig. 2.1).
Table 2.2: Estimated values of the parameters and the population mean under model
with selection bias
α β1 β2 β3 γ x¯
1.05 0.68 1.05 1.06 1.93 0.83
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Fig. 2.1: Distribution of α estimated by MLE
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Fig. 2.2: Distribution of β1 estimated by MLE
19
Fig. 2.3: Distribution of β2 estimated by MLE
20
Fig. 2.4: Distribution of β3 estimated by MLE
21
Fig. 2.5: Distribution of γ estimated by MLE
22
Fig. 2.6: Distribution of X¯ estimated by MLE
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2.3 Model Checking by Computer Simulation Re-
sults
From the former two sections, we see the model with selection bias gives the population
mean smaller than the model without selection bias. This result is reasonable because
the length biased sampling method tend to sample larger values and left smaller ones.
The model with selection bias adjusts this bias in some degree. But to find out how
well it adjusts the bias, we need to use computer simulation trials.
To make the trials more close to our data, we set up three strata, each has a certain
generalized gamma distribution. These three generalized gamma distributions have the
same α and γ, but different βs. There are 4000 random numbers in the first strata, 5000
in the second, and 1000 in the third.
We draw 50 samples out of the population, each had the chance of selection proportion
to its magnitude. The parameters of the population are in Table 2.3.
The model without selection bias gives the parameters showed in Table 2.4.
The model with selection bias gives the parameters showed in Table 2.5.
Table 2.3: Population parameters and population mean
N α β1 β2 β3 γ x¯
10000 1.3 0.7 1.2 1.3 1.7 1.07
Table 2.4: Estimated parameters and population mean in model without selection bias
α β1 β2 β3 γ x¯
1.80 0.71 1.41 1.25 1.54 1.46
95% Bootstrap Confidence Intervals of x¯ is (1.38, 1.72).
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Table 2.5: Estimated parameters and population mean in model with selection bias
α β1 β2 β3 γ x¯
1.17 0.71 1.41 1.24 1.7 0.93
95% Bootstrap Confidence Intervals of x¯ is (.86, 1.11).
25
Chapter 3
Models with Unknown Finite
Population Size
In many studies the population size N is unknown and it needs to be considered as
a random variable. In this chapter, we derived the sample size distribution and the
sample-complement distribution. We performed Bayesian analysis of the posterior dis-
tribution. Although analytical Bayesian inference is not possible, two numerical methods
are proposed in this Chapter.
3.1 Distribution of the Population Size N
We define the sample size n is from Binomial distribution, that is
n|N,µ0 ∼ Bin(N,µ0), n = 0, 1, 2, · · · , N
and the prior distribution of N has the form of
Π(N) ∝ 1
N
,N = 1, 2, · · ·
26
By Bayes’ theorem, the posterior density of N is
Π(N |n, µ0) ∝ 1
N
· N !
n!(N − n)!µ
n
0 (1− µ0)N−n
∝ (N − 1)!
(n− 1)!(N − n)!µ
n
0 (1− µ0)N−n. (3.1)
Note that N |n, µ0 is from negative binomial distribution with the expectation of N as
E(N) =
n
µ0
.
Substitute E(N) with Nˆ derived in Section 2.2.1 , we have the estimated value of µ0 as
µ0 =
n
Nˆ
,
which is .0043 in our case. So far, we have obtained the posterior distribution of N .
3.2 The Sample-Complement Distribution
Next, we need to make inference about the non-sampled values.
Let Ii = 1 if i ∈ s and Ii = 0 if i 6∈ s. Then
Ii|xi ∼ Ber
( xi
W
)
, and xi ∼ f(xi)
⇒ P (Ii, xi) ∝
[ xi
W
f(xi)
]Ii [(
1− xi
W
)
f(xi)
]1−Ii
⇒ P (xi|Ii = 0) =
(
1− xi
W
)
f(xi)∫ (
1− xi
W
)
f(xi)
.
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The density function of the non-sampled data is
Π(xn+1, ..., xN |α, β1, β2, β3, γ, x1, ..., xn, N)
=
N∏
i=n+1
(
1− xi
W
)
f(xi)∫ (
1− xi
W
)
f(xi)
=
N∏
i=n+1
[
1− xi
W
1− µ
W
]
f(xi), (3.2)
where f(x) is the density function of the population distribution, and µ is the expected
value of x from that distribution. xi is the sample from the sample-complement distri-
bution. We can use the Sampling Importance Resampling (SIR) algorithm to do the
sampling. The SIR algorithm is ideal because
N∏
i=n+1
f(xi) is a good approximation to
the density function and it is easy to take draws.
We define the importance function as
Πa(xn+1, · · · , xN |N) =
N∏
i=n+1
f(xi)∫ N∏
i=n+1
f(xi)dxn+1 · · · dxN
. (3.3)
Then, the importance ratios are
Π(xn+1, · · · , xN |N)
Πa(xn+1, · · · , xN |N) ∝
N∏
i=n+1
1− xi
W
1− µ
W
. (3.4)
A random sample can now be obtained by resampling with probability proportional to
the ratios.
3.3 The Model Algorithm
The objective is to obtain the distribution of population mean.
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• Step 1. Obtain M sets of (α, β1, β2, β3, γ, ) using the sampling methods described
in the next Section.
• Step 2. Obtain a sample of N from formula (3.1).
• Step 3. For each set of parameters, generate the vector x˜j where xij, i = nj +
1, · · · , (Nj − nj), j = 1, 2, 3 from the corresponding generalized gamma distribu-
tion.
• Step 4. Computing the population mean and the importance ratio w.
• Step 5. Repeat the step 2 to step 4 M − 1 times.
• Step 6. Draw αM values of the population mean with probability proportional to
w˜. We choose α = .1
3.4 The Population Distribution
In the last chapter, we use the maximum likelihood method to estimate the parameters
of the population distribution. But estimation is troublesome for generalized gamma
distributions. Parr and Webster (1965), Hager and Bain (1971), and Lawless (1980) have
considered maximum likelihood estimation in the three-parameter generalized gamma
distribution. They reported problems with iterative solution of the nonlinear equations
implied by the maximum likelihood method. They remarked that maximum likelihood
estimators might not exist unless the sample size exceeds 400. In this section, we
perform Bayesian analysis of generalized gamma distributions. Two numerical methods
are proposed, and the second one is shown to perform well.
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3.4.1 Gibbs Sampler
We applied the Gibbs sampler at first because its idea is straightforward. Gibbs sam-
pling is applicable when the joint distribution is difficult to sample from directly, but
the conditional distribution of each variable is easier to sample from. The Gibbs sam-
pling algorithm generates an instance from the distribution of each variable in turn,
conditional on the current values of the other variables.
To use a Bayes approach, we assume the shrinkage prior for each parameter, that is
Π(θ) =
1
(1 + θ)2
,
where θ = α, β1, β2, β3, andγ respectively.
The joint posterior density of α, β1, β2, β3, andγ given the vector of size biased samples
x11, · · · , x3n3 is
Π(α, β1, β2, β3, γ|x11, · · · , x3n3)
=
γn
(
3∏
i=1
ni∏
j=1
xij
)γα
(βn11 β
n2
2 β
n3
3 )
γα+1
[
Γ(α + 1
γ
)
]n exp
[
−
3∑
i=1
ni∑
j=1
(
xij
βi
)γ]
· 1
(1 + α)2
1
(1 + β1)2
1
(1 + β2)2
1
(1 + β3)2
1
(1 + γ)2
,
where n1, n2, n3 are the number of shrubs in each transect respectively.
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The conditional distributions of α is
Π(α|β1, β2, β3, γ, x1, · · · , xn) ∝
(
3∏
i=1
ni∏
j=1
xij
)γα
(βn11 β
n2
2 β
n3
3 )
γα
[
Γ(α + 1
γ
)
]n · 1
(1 + α)2
,
α ∈ (0,∞).
Since the α cannot be sampled from this form directly, we use grid method to do the
sampling. Grid method is based on defining a grid in the parameter space and sampling
the grid points with their corresponding probabilities. To apply grid method effectively,
we need to transform the parameter space of α into a bounded space. The transformation
α′ = α
1+α
would do the trick.
Π(α′|β1, β2, β3, γ, x1, · · · , xn) ∝

(
3∏
i=1
ni∏
j=1
xij
)γα
(βn11 β
n2
2 β
n3
3 )
γα
[
Γ(α + 1
γ
)
]n

α= α
′
1−α′
, (3.5)
α′ ∈ (0, 1).
Apply the same strategy, we have the conditional distributions of β′1, β
′
2, β
′
3, and γ
′
respectively.
Π(β′1|α, β2, β3, γ, x1, · · · , xn) ∝
{
1
β
n1(γα+1)
1
· exp
[
−
n1∑
j=1
(
x1j
β1
)γ]}
β1=
β′1
1−β′1
, (3.6)
β′1 ∈ (0, 1).
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Π(β′2|α, β1, β3, γ, x1, · · · , xn) ∝
{
1
β
n2(γα+1)
2
· exp
[
−
n2∑
j=1
(
x2j
β2
)γ]}
β2=
β′2
1−β′2
, (3.7)
β′2 ∈ (0, 1).
Π(β′3|α, β1, β2, γ, x1, · · · , xn) ∝
{
1
β
n3(γα+1)
3
· exp
[
−
n3∑
j=1
(
x3j
β3
)γ]}
β3=
β′3
1−β′3
, (3.8)
β′3 ∈ (0, 1).
Π(γ′|α, β1, β2, β3, x1, · · · , xn) ∝

γn
(
3∏
i=1
ni∏
j=1
xij
)γα
(βn11 β
n2
2 β
n3
3 )
γα
[
Γ(α + 1
γ
)
]n exp
[
−
3∑
i=1
ni∑
j=1
(
xij
βi
)γ]

γ= γ
′
1−γ′
,
(3.9)
γ′ ∈ (0, 1).
Gibbs sampling is a Markovian updating scheme that proceeds as follows.
Given an arbitrary starting set of values β
(0)
1 , β
(0)
2 , β
(0)
3 , γ
(0), we draw α′(1) from formula
3.5, then transform the value of α′(1) to α(1) by α = α
′
1−α′ . Then draw β
′
1
(1) from 3.6
and transform to β
(1)
1 , and so on up to γ
(1) to complete one iteration of the scheme.
After t such iterations we would arrive at a joint sample α(k), β
(k)
1 , β
(k)
2 , β
(k)
3 , γ
(k). Then
ignore some number of samples at the beginning (the so-called burn-in period), and
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consider only every mth sample. The reason is that it may take a while for stationary
distribution to be reached and successive samples are not independent of each other but
form a Markov chain with some amount of correlation.
3.4.2 Computation Results using Gibbs Sampler
A total of 1000 sets of (α, β1, β2, β3, γ) were sampled. After burn-in, selecting every
15th sample and resampling, 64 of them were left. The summary of the parameters and
population mean were shown in Table 3.1.
The histogram of the population mean was in Fig. 3.1
We see most of estimated values of population mean are larger than what we expected.
The problem occurs when some of the parameters having a wide range, for example, α
ranging from 0.25 to 6.78 and β3 ranging from 0.25 to 4.83. One of the reasons is that
the high correlation between these parameters makes the Gibbs sampler inefficient in
the sense it may take a very large number of iterations to converge in distribution.
Table 3.1: Summary of the Parameters and Population Mean
Name Min. 1st Qu. Median Mean 3rd Qu. Max.
α 0.25 0.28 1.62 2.86 5.36 6.78
β1 0.25 0.25 0.40 0.55 0.84 1.25
β2 0.25 0.25 0.62 0.82 1.33 1.91
β3 0.25 0.25 0.53 0.92 1.33 4.83
γ 0.48 0.58 0.83 1.06 1.35 2.50
x¯ 0.066 0.088 3.44 13.92 26.01 58.86
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Fig. 3.1: Distribution of x¯ using Gibbs Sampler
3.4.3 Random Sampler
In this method, we used the same shrinkage priors for α and γ, but employed another
non-informative prior for βi, i = 1, 2, 3.
Π(βi) =
1
βi
, i = 1, 2, 3.
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To make the sampling procedure more efficient, we transformed the βi, i = 1, 2, 3 by
φi = β
−γ
i , i = 1, 2, 3. Then the joint posterior distribution is given by
Π(α, φ1, φ2, φ3, γ|x11 · · · , x3n3)
=
γn
(
3∏
i=1
ni∏
j=1
xij
)γα
(φn11 φ
n2
2 φ
n3
3 )
−(α+ 1γ )
[
Γ(α + 1
γ
)
]n exp
[
−
3∑
i=1
ni∑
j=1
φix
γ
ij
]
1
(1 + α)2
1
φ1
1
φ2
1
φ3
1
γ3(1 + γ)2
,
where n1, n2, n3 are the number of shrubs in each transect respectively.
The posterior conditional distribution of φi, i = 1, 2, 3 , has the simple form
Π(φi|α, φk, γ, x11, · · · , x3n3)
∝ φni(α+
1
γ
)−1
i exp
[
−φi
ni∑
j=1
xγij
]
∼ Gamma
(
ni(α +
1
γ
),
ni∑
j=1
xγij
)
, i = 1, 2, 3; k 6= i. (3.10)
Formal integration with respect to βi, i = 1, 2, 3 yields the marginal posterior distribu-
tion of α and γ .
Π(α, γ|x11, · · · , x3n3) =
∫
φ1
∫
φ2
∫
φ3
Π(α, φ1, φ2, φ3, γ|x11 · · · , x3n3)dφ1dφ2dφ3
=
γn
(
3∏
i=1
ni∏
j=1
xij
)γα
[
Γ(α + 1
γ
)
]n Γ
(
n1(α +
1
γ
)
)
Γ
(
n2(α +
1
γ
)
)
Γ
(
n3(α +
1
γ
)
)
(∑
xγ1j
)n1(α+ 1γ ) (∑xγ2j)n2(α+ 1γ ) (∑xγ3j)n3(α+ 1γ )
1
(1 + α)2
1
γ3(1 + γ)2
,
α ∈ (0,∞), γ ∈ (0,∞).
α and γ cannot be sampled directly from their unbounded parameters space. The
transformation α′ = α
1+α
and γ′ = γ
1+γ
are required.
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Π(α′, γ′|x11, · · · , x3n3) =
∫
φ1
∫
φ2
∫
φ3
Π(α, φ1, φ2, φ3, γ|x11 · · · , x3n3)dφ1dφ2dφ3
=

γn
(
3∏
i=1
ni∏
j=1
xij
)γα
[
Γ(α + 1
γ
)
]n Γ
(
n1(α +
1
γ
)
)
Γ
(
n2(α +
1
γ
)
)
Γ
(
n3(α +
1
γ
)
)
(∑
xγ1j
)n1(α+ 1γ ) (∑xγ2j)n2(α+ 1γ ) (∑xγ3j)n3(α+ 1γ ) · γ3

α= α
′
1−α′ ,γ=
γ′
1−γ′
,
α′ ∈ (0, 1), γ′ ∈ (0, 1).
Two-dimensional grid method can be applied to draw α′ and γ′ from their joint distri-
bution. But grid method is computationally intensive in more than one dimension. We
used the Bayes’ rule to draw samples of α′ and γ′.
Π(α′, γ′|x11 · · · , x3n3) = Π(α′|γ′, x11 · · · , x3n3)Π(γ′|x11 · · · , x3n3). (3.11)
To apply this rule, we fist generated a sample of γ′(1) from Π(γ′|x11 · · · , x3n3), then
generated a sample of α′(1) from Π(α′|γ′(1), x11 · · · , x3n3). Repeating this procedure M
times to obtain M sets of α′(α) and γ′(γ). The corresponding φ(β) can also be obtained
by sampling from Π(φi|α, φk, γ, x11, · · · , x3n3).
The first term of (3.12), Π(α′|γ′, x11 · · · , x3n3) is easy to derive.
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Π(α′|γ′, x11 · · · , x3n3)
∝

γn
(
3∏
i=1
ni∏
j=1
xij
)γα
[
Γ(α + 1
γ
)
]n Γ
(
n1(α +
1
γ
)
)
Γ
(
n2(α +
1
γ
)
)
Γ
(
n3(α +
1
γ
)
)
(∑
xγ1j
)n1(α+ 1γ ) (∑xγ2j)n2(α+ 1γ ) (∑xγ3j)n3(α+ 1γ )

α= α
′
1−α′
,
α′ ∈ (0, 1).
The second term Π(γ′|x11 · · · , x3n3) can be derived by integrating Π(α′, γ′|x11 · · · , x3n3)
with respect to α′. Unfortunately, it is not possible to integrate Π(α′, γ′|x11 · · · , x3n3)
by analytical techniques. For this reason, numerical methods have to be used. We use
the 20-point Gaussian quadrature to approximate Π(γ′|x11 · · · , x3n3).
Π(γ′|x11 · · · , x3n3) =
∫ 1
0
Π(α′, γ′|x11 · · · , x3n3)dα′
=
1
2
∫ 1
−1
Π
(
1
2
+
1
2
α′, γ′
)
dα′
≈ 1
2
20∑
i=1
ωiΠ
(
1
2
+
1
2
xi, γ
′
)
,
where xi, i = 1, · · · , 20 are the roots of orthogonal polynomials P20(x) for [−1, 1] and
ωi, i = 1, · · · , 20 are the corresponding Gauss-Legendra weights.
The Laguerre quadrature rules can be created by R package gaussquad.
3.4.4 Computation Results using Random Sampler
The summary for each parameters and the population mean are shown in Table 3.2.
Their distributions are in Fig. 3.2 to Fig. 3.7. We see the population mean has the
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range of (.45, .87), the median is .74, which is reasonable.
In the next section, we will perform the model checking by Conditional Predictive Or-
dinate.
Table 3.2: Summary of the Parameters and Population Mean
Name Min. 1st Qu. Median Mean 3rd Qu. Max.
α 0.25 0.77 1.37 1.34 1.93 2.33
β1 0.07 0.29 0.46 0.52 0.71 1.50
β2 0.17 0.49 0.75 0.83 1.12 2.19
β3 0.13 0.56 0.87 0.96 1.29 2.98
γ 0.64 1.05 1.36 1.43 1.68 3.54
X¯ 0.31 0.67 0.75 0.74 0.81 1.01
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Fig. 3.2: Distribution of α using Random Sampling
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Fig. 3.3: Distribution of β1 using Random Sampling
40
Fig. 3.4: Distribution of β2 using Random Sampling
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Fig. 3.5: Distribution of β3 using Random Sampling
42
Fig. 3.6: Distribution of γ using Random Sampling
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Fig. 3.7: Distribution of X¯ using Random Sampling
3.5 Model Checking by Conditional Predictive Or-
dinate
Comparing the predictive distribution to the observed data is generally termed a “pos-
terior predictive check”. This type of check includes the uncertainty associated with the
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estimated parameters of the model. Posterior predictive checks (via the predictive dis-
tribution) involve a double-use of the data, which causes predictive performance to be
overestimated. To overcome this drawbacks, Geisser and Eddy (1979) has proposed the
leave-one-out cross-validation predictive density. This is also known as the Conditional
Predictive Ordinate or CPO (Gelfand, 1996).
The CPO is a handy posterior predictive check because it may be used to identify
outliers, influential observations, and for hypothesis testing across different nonnested
models.The CPO expresses the posterior probability of observing the value of xi when
the model is fitted to all data except xi, with a larger value implying a better fit of the
model to xi, and very low CPO values suggest that xi is an outlier and an influential
observation.
A Monte Carlo estimate of the CPO is obtained without actually omitting xi from the
estimation, and is provided by the harmonic mean of the likelihood for xi. Specifically,
the CPOi is the inverse of the posterior mean of the inverse likelihood of xi.
The Monte Carlo estimate of the CPO is
ĈPOi =
[
1
M
M∑
h=1
1
f(xi|θ˜(h))
]−1
, i = 1, 2, ..., n
θ˜(h)
iid∼ Π(θ˜|x˜).
The sum of the logged CPOs can be an estimator for the logarithm of the marginal
likelihood, sometimes called the log pseudo marginal likelihood (LPML)
LPML =
n∑
i=1
log(ĈPOi)
Models with larger LPMLs are better.
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To compare the predictive distributions (both model with selection bias and model
without selection bias) to our size-biased sample. we calculated the LPML for both
models.
The likelihood of xi under selection biased model is given by
f(xi|α, β, γ) = γx
γα
i
βγα+1Γ(α + 1
γ
)
exp
[
−
(
xi
β
)γ]
,
where β is the corresponding parameter for the strata that xi from.
The likelihood of xi under no selection biased model is given by
f(xi|α, β, γ) = γx
γα−1
i
βγαΓ(α)
exp
[
−
(
xi
β
)γ]
,
where β is the corresponding parameter for the strata that xi from.
Table 3.3: LPMLs for the two model
Model LPML
Model With Selection Bias -36.10
Model Without Selection Bias -47.54
We see the LPML of for model with selection bias is larger than the one for the model
without selection bias, which means the model with selection bias fits our size-biased
sample better.
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Chapter 4
Summary
In this paper we have presented models for estimating population mean under size-
biased sampling. We have used the three-parameter generalized gamma distribution
to model the shrub widths. We have extended the generalized gamma distribution to
accommodate length bias. Our interest is the finite population mean of shrub width in
the entire quarry.
Both classical inference and Bayesian analysis have been attempted. Classical infer-
ence presents certain technical problems when the number of the parameters is large.
Although analytical inference is not possible, numerical Bayesian inference can be con-
ducted using random sampler. Posterior population distribution can be easily estimated
using this method. Conditional predictive ordinate shows that the model with selection
bias performs better than the model without selection bias.
An interesting topic for future research would be including covariates to study potential
predictors. In Muttlak (1988), in addition to the measurement of shrub widths (Width),
two more attributes of mountain mahogany, maximum height (Height), and number of
stems (Stem), were measured. The data are presented in Table A.1. Both attributes are
important predictors of the average shrub width of an area’s vegetation. Semiparametric
linear regression (Chen, 2010) or generalized linear regression can be considered to
measure this association.
We can incorporate the covariates through a gamma type regression model. Let the
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covariates be zij
∼
, i = 1, 2, 3, j = n1, n2, n3 and φi
∼
, i = 1, 2, 3. Because the mean of each
stratum is linearly related to β1, β2, β3 respectively, we take βi = e
zi∼
′φi∼ , i = 1, 2, 3.
For the shrub data, our model is
P (z
∼
|φ
∼
, α, γ) =
3∏
i=1
ni∏
j=1
γxγα−1ij
[
e−zijφi
]γα
Γ(α)
exp {− (xije−zijφi)γ}.
A similar form can be easily written down for the size biased sampling. Our future plan
is to fit a model to accommodate the covariats.
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Appendix A
Tables
Table A.1: Data with covariates for the line intercept sampling method
Repli. Trans Number Inter. Width Height Stems
I 1 1 2.68 1.53 1.70 19
I 1 2 2.34 0.87 0.83 6
I 1 3 1.93 0.79 1.10 9
I 1 4 0.53 0.78 1.04 5
I 1 5 0.50 1.85 1.41 17
I 1 6 0.24 1.45 0.65 28
I 1 7 0.43 0.48 0.28 23
I 1 8 0.13 0.52 0.42 19
I 1 9 0.19 0.22 0.24 4
I 1 10 0.43 0.38 0.42 24
I 1 11 0.74 0.59 0.31 16
I 1 12 0.72 0.20 0.34 4
I 1 13 0.39 0.42 0.29 14
I 1 14 0.40 1.02 0.66 26
I 1 15 0.40 0.97 0.9 26
I 1 16 – 0.56 0.51 12
I 1 17 – 0.62 0.26 22
Continued on next page
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Table A.1 – continued from previous page
Repli. Trans Number Inter. Width Height Stems
I 1 18 – 0.42 0.48 5
I 2 1 1.90 1.15 1.20 37
I 2 2 2.63 0.87 0.80 11
I 2 3 0.60 0.57 0.40 19
I 2 4 0.80 0.97 0.65 30
I 2 5 0.40 0.57 0.50 9
I 2 6 1.82 1.97 1.35 61
I 2 7 0.94 0.58 0.93 16
I 2 8 0.50 2.54 1.20 31
I 2 9 1.50 1.85 0.95 46
I 2 10 0.39 0.35 0.33 19
I 2 11 1.18 1.24 0.96 19
I 2 12 1.68 1.80 1.46 67
I 2 13 0.78 0.78 0.80 27
I 2 14 0.69 0.98 1.07 18
I 2 15 0.84 1.30 1.47 16
I 2 16 1.00 1.55 0.96 21
I 2 17 1.04 1.69 1.05 39
I 2 18 1.77 2.12 1.43 69
I 2 19 1.14 1.27 1.15 26
I 2 20 0.28 0.75 0.72 10
I 2 21 0.43 1.01 1.22 22
I 2 22 – 1.82 1.15 33
Continued on next page
50
Table A.1 – continued from previous page
Repli. Trans Number Inter. Width Height Stems
I 3 1 0.20 0.71 0.50 21
I 3 2 2.46 1.50 1.20 74
I 3 3 2.68 1.82 1.93 28
I 3 4 – 1.86 1.32 30
I 3 5 – 1.61 0.72 18
I 3 6 – 1.21 1.20 37
II 1 1 0.52 0.67 0.68 9
II 1 2 0.16 0.31 0.26 4
II 1 3 0.95 0.83 0.70 16
II 1 4 0.59 1.95 1.20 44
II 1 5 1.12 1.36 1.36 30
II 1 6 0.62 1.45 1.19 11
II 1 7 0.44 0.72 0.58 15
II 1 8 0.56 1.15 0.81 20
II 1 9 0.86 0.98 0.39 3
II 1 10 0.31 1.29 1.14 21
II 1 11 0.15 0.88 0.78 23
II 1 12 0.27 0.25 0.83 23
II 1 13 0.53 0.63 0.39 12
II 1 14 0.34 1.12 0.87 20
II 1 15 0.38 0.34 0.06 4
II 1 16 1.40 0.21 0.41 5
II 1 17 1.42 1.36 1.13 18
Continued on next page
51
Table A.1 – continued from previous page
Repli. Trans Number Inter. Width Height Stems
II 1 18 0.30 0.95 0.68 9
II 1 19 1.37 1.04 0.82 22
II 1 20 0.03 0.48 0.42 11
II 1 21 1.20 1.05 0.98 12
II 1 22 1.06 0.88 0.98 9
II 1 23 0.33 0.16 0.11 6
II 1 24 0.39 1.08 1.19 31
II 1 25 1.43 0.95 1.26 22
II 1 26 0.48 0.25 1.04 7
II 1 27 0.86 0.30 0.97 4
II 1 28 1.22 1.40 1.20 29
II 1 29 0.43 0.58 0.89 11
II 1 30 – 0.73 1.33 24
II 1 31 – 1.30 1.26 14
II 1 32 – 0.57 0.55 14
II 2 1 1.30 0.96 0.93 16
II 2 2 1.75 2.08 1.43 25
II 2 3 1.59 0.68 0.79 10
II 2 4 1.52 1.39 0.86 38
II 2 5 0.47 0.5 0.58 6
II 2 6 0.04 0.72 0.63 16
II 2 7 – 0.19 0.43 13
II 2 8 – 1.91 1.21 24
Continued on next page
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Table A.1 – continued from previous page
Repli. Trans Number Inter. Width Height Stems
II 2 9 – 0.88 0.48 13
II 2 10 – 0.48 0.59 19
II 2 11 – 0.12 0.14 1
II 3 0 – – – –
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