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Re´sume´ : On e´tablit une formule de correspondance entre les lois de chaˆınes de Markov
«duales» sur Z. Cette formule apporte une contribution a` l’e´tude des marches ale´atoires en
milieu ale´atoire stationnaire.
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Abstract : We establish a correspondence formula between the laws of dual Markov chains on
Z. This formula contributes to the study of random walks in stationary random environments.
Keywords : Markov chains, duality, conductances and resistances, random walks in stationary
random medium.
1. Introduction Dans [4], les auteurs montrent que la loi du temps de retour en 0 pour une
chaˆıne de Markov de naissances et de morts (sur l’ensemble N des entiers naturels) s’exprime
aise´ment a` l’aide de la loi d’une chaˆıne de Markov «duale» obtenue par interversion en chaque
site de la probabilite´ de faire un pas vers la droite avec celle de faire un pas vers la gauche.
Conside´rer de telles chaˆınes de Markov «duales» garde un sens lorsque l’on s’inte´resse a`
des chaˆınes de Markov sur l’ensemble Z des entiers relatifs. Elles apparaissent naturellement
dans diffe´rentes situations comme dans l’application de´taille´e au paragraphe 3 ci-dessous ou
encore dans [3].
Dans cette note, on montre qu’il existe une relation simple entre la loi d’une chaˆıne de
Markov aux plus proches voisins sur Z et la loi de la chaˆıne «duale» associe´e (the´ore`me 1).
Cette relation s’applique en particulier aux chaˆınes de Markov sur le re´seau Z des en-
tiers relatifs dont les probabilite´s de transition aux plus proches voisins sont proportionnelles
a` des conductances fixe´es sur les areˆtes du re´seau. Lorsque la famille de conductances est
obtenue comme re´alisation d’une suite stationnaire de variables ale´atoires strictement posi-
tives, on montre par exemple que, a` chaque instant et en moyenne relativement a` l’ale´a des
conductances, la moyenne quadratique d’une telle chaˆıne de Markov co¨ıncide avec celle de
la chaˆıne de Markov dont les probabilite´s de transition sont proportionnelles aux re´sistances
(corollaire 2).
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2. Chaˆınes de Markov duales sur Z et e´nonce´ du re´sultat principal
Dans la suite, les chaˆınes de Markov conside´re´es sont toutes des chaˆınes de Markov
homoge`nes aux plus proches voisins sur Z.
De´signons par (Sn)n≥0 une telle chaˆıne de Markov et notons pk, k ∈ Z, la probabilite´
pour (Sn) de se de´placer de k vers k + 1 :
pk = P[Sn+1 = k + 1 | Sn = k]
= 1− P[Sn+1 = k − 1 | Sn = k] , k ∈ Z , n ∈ N .
La probabilite´ de transition de (Sn) est caracte´rise´e par l’application
P : Z −→ [0, 1]
k 7−→ pk
.
Dans cette note, on appelle chaˆıne de Markov duale de (Sn) la chaˆıne de Markov (S
∗
n)
sur Z dont la probabilite´ de transition est caracte´rise´e par
P∗ : Z −→ [0, 1]
k 7−→ p∗k := 1− pk
.
Notre but est d’e´tablir une formule de correspondance entre la loi de (Sn) et celle de (S
∗
n)
(the´ore`me 1 ci-dessous) et de l’appliquer aux marches ale´atoires en milieu ale´atoire sur Z
(paragraphe 6).
The´ore`me 1 Avec les notations pre´ce´dentes, pour tout entier naturel n et tout e´le´ment l
de Z+, on a l’e´galite´
P[S∗n = −l | S
∗
0 = 0]
= P[Sn = 1 | S0 = −l + 1] +
(




1. Les trois probabilite´s qui apparaissent dans le second membre de l’e´galite´ pre´ce´dente
correspondent respectivement aux probabilite´s
P[Sn = l | S0 = 0] , P[Sn > l | S0 = 0] et P[Sn > l − 2 | S0 = −2]
pour la famille de probabilite´s de transition de´cale´e
θ−l+1P : k ∈ Z 7→ pk−l+1 ∈ [0, 1] .
2. On obtient syme´triquement que, l e´tant toujours dans Z+,
P[S∗n = l | S
∗
0 = 0]
= P[Sn = −1 | S0 = l − 1] + (P[Sn < −1 | S0 = l − 1]− P[Sn < 1 | S0 = l + 1])
= θl−1P[Sn = −l | S0 = 0] +
(
θl−1P[Sn < l | S0 = 0]− θl+1P[Sn < l | S0 = 0]
)
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(avec des notations qui sont pre´cise´es a` la fin du paragraphe 5).
3. Premie`res constatations sur un exemple
Inte´ressons-nous a` la probabilite´ que (S0, S1, S2, . . . , S10) emprunte un chemin particulier
Γ := (0,−1, 0, 1, 2, 3, 4, 3, 2, 3, 2) .
n
Sn








Figure 1 : Repre´sentation du chemin Γ
On a
P[(S0, S1, S2, . . . , S10) = Γ] = q0 p−1 p0 p1 p2 p3 q4 q3 p2 q3 .
En de´veloppant ce dernier produit relativement a` chaque facteur qk = 1− pk, on obtient
une somme de seize termes
Σ := 1 p−1 p0 p1 p2 p3 1 1 p2 1 + 1 p−1 p0 p1 p2 p3 1 1 p2 (−p3)
+ 1 p−1 p0 p1 p2 p3 1 (−p3) p2 1 + p−1 p0 p1 p2 p3 1 (−p3) p2 (−p3)
+ 1 p−1 p0 p1 p2 p3 (−p4) 1 p2 1 + 1 p−1 p0 p1 p2 p3 (−p4) 1 p2 (−p3)
+ 1 p−1 p0 p1 p2 p3 (−p4) (−p3) p2 1 + 1 p−1 p0 p1 p2 p3 (−p4) (−p3) p2 (−p3)
+ (−p0) p−1 p0 p1 p2 p3 1 1 p2 1 + (−p0) p−1 p0 p1 p2 p3 1 1 p2 (−p3)
+ (−p0) p−1 p0 p1 p2 p3 1 (−p3) p2 1 + (−p0) p−1 p0 p1 p2 p3 1 (−p3) p2 (−p3)
+ (−p0) p−1 p0 p1 p2 p3 (−p4) 1 p2 1 + (−p0) p−1 p0 p1 p2 p3 (−p4) 1 p2 (−p3)
+ (−p0) p−1 p0 p1 p2 p3 (−p4) (−p3) p2 1 + (−p0) p−1 p0 p1 p2 p3 (−p4) (−p3) p2 (−p3) .
L’ide´e consiste a` appliquer aux termes de Σ une succession de transformations de manie`re
a` faire apparaˆıtre les probabilite´s que (S∗n)0≤n≤10 emprunte des chemins particuliers.
Illustrons dans un premier temps ces transformations avec le treizie`me terme de Σ :
(−p0) p−1 p0 p1 p2 p3 (−p4) 1 p2 1 .
On commence par prendre en compte l’ordre dans lequel apparaissent les facteurs de ce
produit en conside´rant le 10-uplet
ξ := (−p0 , p−1 , p0 , p1 , p2 , p3 , −p4 , 1 , p2 , 1) .
On effectue alors une permutation miroir :
(1 , p2 , 1 , −p4 , p3 , p2 , p1 , p0 , p−1 , −p0) ,
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suivie d’un de´calage cyclique des signes «-» vers la gauche en ne tenant pas compte des
termes e´gaux a` «1» :
(1 , −p2 , 1 , p4 , p3 , p2 , p1 , p0 , −p−1 , p0) =: η .
Conside´rant les probabilite´s de transition de la chaˆıne duale (S∗n), ce 10 -uplet η met en
e´vidence le chemin
Γ∗ := (1 , 2 , 3 , 4 , 3 , 2 , 1 , 0 , −1 , 0 , −1) .
En effet, l’expression du produit
q1 q2 q3 p4 p3 p2 p1 p0 q−1 p0






















de´veloppe´ relativement aux quantite´s qk = 1− pk contient le terme
1 (−p2) 1 p4 p3 p2 p1 p0 (−p−1) p0 ,
produit des coordonne´es de η.
Les meˆmes transformations que ci-dessus applique´es au premier terme de Σ :
1 p−1 p0 p1 p2 p3 1 1 p2 1
me`nent au 10-uplet (1 , p2 , 1 , 1 , p3 , p2 , p1 , p0 , p−1 , 1) ,
qui est cette fois associe´ au chemin Γ∗1 := (1 , 2 , 1 , 2 , 3 , 2 , 1 , 0 , −1 , −2 , −1) .
Pour le deuxie`me terme de Σ :
1 p−1 p0 p1 p2 p3 1 1 p2 (−p3) ,
on obtient le 10-uplet (p3 , p2 , 1 , 1 , p3 , p2 , p1 , p0 , −p−1 , 1) ,



















Figure 2 : Repre´sentation des chemins Γ, Γ∗ et Γ∗
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Poursuivant ainsi on remarquerait que
1. chaque terme de Σ ainsi transforme´ est associe´ a` un chemin Γ∗i , 1 ≤ i ≤ 16,
2. chacun des chemins Γ∗i part de 1 et aboutit a` -1, ou bien part de 3 et aboutit en 1,
3. pour tous i, j tels que Γ∗i 6= Γ
∗
j , le chemin Γ
∗
i n’est pas un translate´ de Γ
∗
j .
4. en conside´rant tous les termes de Σ auxquels on associe un meˆme chemin Γ∗i et en
faisant la somme des produits des coordonne´es de leurs transforme´s, on ne re´cupe`re
























En particulier, il re´sulte des points 1 et 2 que l’on peut s’arranger pour que les chemins
Γ∗i obtenus partent tous de 0 et aboutissent tous en -2. Il suffit pour cela d’appliquer aux
termes de Σ une transformation supple´mentaire consistant en un de´calage des indices des pk
de «-1» ou de «-3».
Si maintenant on conside`re tous les chemins de longueur 10 qui partent de 0 et qui
aboutissent en 2, et que l’on de´compose la probabilite´ que (Sn) les emprunte en sommes
Σ, et qu’enfin on transforme comme ci-dessus chacun des termes de ces sommes Σ, on peut
alors reconstituer exactement la probabilite´
P[S∗10 = −2 | S
∗
0 = 0] .
Le paragraphe suivant syste´matise ces remarques.
4. Notations et premiers re´sultats
Fixons (Sn) une chaˆıne de Markov aux plus proches voisins sur Z dont la probabilite´ de
transition est donne´e par
P : Z −→ [0, 1]
k 7−→ pk
.
Cette famille de re´els pk, k ∈ Z, est e´galement parfois conside´re´e dans la suite comme
une famille de´nombrable d’inde´termine´es encore note´e P . Nous laissons au lecteur le soin de
distinguer entre l’un ou l’autre usage.
Donnons-nous un entier naturel non nul n et un entier relatif l. Notre objectif est d’e´tablir
une relation entre la loi de S∗n et la probabilite´
P[Sn = l | S0 = 0]
pour (Sn) d’atteindre l a` l’instant n lorsque l’on est parti de 0.
Dans la suite, on suppose que les entiers n et l ont meˆme parite´ puisque dans le cas
contraire la probabilite´ qui nous inte´resse est nulle. Pour fixer les ide´es, nous faisons aussi
l’hypothe`se que l est positif ou nul.
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Nous allons proce´der de manie`re combinatoire et conside´rer, comme dans le paragraphe
pre´ce´dent, les probabilite´s pour les chaˆınes (Sn) et (S
∗
n) d’emprunter des chemins particuliers.
Pour cela, nous devons commencer par introduire plusieurs notations.
De´signons par C
(n)
0 l’ensemble des chemins de longueur n issus de 0 dont chaque pas vaut
−1 ou +1 :
C
(n)
0 := {Γ = (γ0, γ1, . . . , γn) ∈ Z
n+1 | γ0 = 0 , |γi+1 − γi| = 1 , i = 0, 1, . . . , n− 1} ,
et, s e´tant un entier relatif donne´, notons C
(n)
0,s l’ensemble des chemins pre´ce´dents qui abou-
tissent en s :
C
(n)
0,s := {Γ ∈ C
(n)





{−pk, 1, pk} ,





ξ = (ξ0, ξ1, . . . , ξn−1) ∈ E(P)n
∣∣∣∣ ξi = pγi si γi+1 = γi + 1ξi ∈ {1,−pγi} si γi+1 = γi − 1
}
.
Ainsi, si l’on pose pk,k+1 := pk et pk,k−1 := qk, il vient







(cette dernie`re e´galite´ revenant simplement a` de´velopper le produit pγ0,γ1 pγ1,γ2 . . . pγn−1,γn
par rapport a` chaque facteur qk = 1− pk).
En de´signant par D(0, l, n,P) l’union disjointe des DΓ(P) lorsque Γ parcourt C
(n)
0,l , on
obtient donc la proposition suivante.
Proposition 1 Avec les notations introduites ci-dessus, on a l’e´galite´






De la meˆme manie`re, il vient
P[S∗n = −l | S
∗










η = (η0, η1, . . . , ηn−1) ∈ E(P)n




On note a` pre´sent
i(ξ) := max{i ∈ {0, 1, . . . , n− 1} | ξi 6= 1} , ξ ∈ D(0, l, n,P) ,
et
D+(0, l, n,P) :=
{
ξ ∈ D(0, l, n,P) | ξi(ξ) ∈ {pk | k ∈ Z}
}
.
Ainsi, l’unique chemin Γ ∈ C
(n)
0,l auquel est associe´ par construction un e´le´ment ξ deD+(0, l, n,P)
croˆıt entre les instants i(ξ) et i(ξ)+1 et ne cesse ensuite de de´croˆıtre jusqu’en l. Il en re´sulte
que
γi(ξ) = −i(ξ) + n+ l − 2 .








La proposition suivante donne une interpre´tation probabiliste de l’ensembleD+(0, l, n,P).
Proposition 2 Avec les notations introduites ci-dessus, on a l’e´galite´






Preuve Soit Γ = (γ0, γ1, . . . , γn) un chemin, e´le´ment de C
(n)
0 , tel que γn ≥ l.
Commenc¸ons par remarquer que, comme les pas de γ sont e´gaux a` −1 ou a` +1, la fonction
i 7→ i+ γi est croissante au sens large avec des sauts valant 0 ou bien +2. Sa valeur initiale
0+ γ0 = 0 est infe´rieure ou e´gale a` n+ l− 2 et sa valeur finale n+ γn est supe´rieure ou e´gale
a` n+ l. Il en re´sulte l’existence d’un unique instant i0 ∈ {0, 1, . . . , n− 1} tel que
i0 + γi0 = n+ l − 2 et (i0 + 1) + γi0+1 = n+ l .
De plus, les sauts de i 7→ i + γi ne de´passant pas la valeur +2, i0 doit au moins eˆtre e´gal a`
(n+ l − 2)/2.
On de´duit de ces conside´rations que
P[Sn ≥ l | S0 = 0] =
n−1∑
i0=(n+l)/2−1
P[i0 + Si0 = (n+ l − 2) , (i0 + 1) + Si0+1 = n+ l | S0 = 0] .
En utilisant l’homoge´ne´ite´ de (Sn) puis la proposition 1, on obtient alors
P[Sn ≥ l | S0 = 0] =
n−1∑
i0=(n+l)/2−1



















compte tenu des remarques pre´ce´dant l’e´nonce´ de la proposition.
•
Pour r dans Z, on introduit a` pre´sent une ope´ration de de´calage sur P en posant
θr(pk) := pk+r , θ
r(1) := 1 , θr(−pk) := −pk+r , k ∈ Z ,
et une autre sur E(P)n par
θr(ξ) := (θr(ξ0) , θ
r(ξ1) , . . . , θ
r(ξn−1)) , ξ = (ξ0, ξ1, . . . , ξn−1) ∈ E(P)n .
On de´finit e´galement trois applications





θ−l+1(ξ) si ξ ∈ D+(0, l, n,P)
θ−l−1(ξ) sinon
,
ϕ2 ((ξ0, ξ1, . . . , ξn−1)) := (ξn−1, . . . , ξ1, ξ0) ,
et, pour tout i ∈ {0, 1, . . . , n− 1},
(ϕ3(ξ))i :=
{





|ξi| si ξi 6= 1
,
ou` l’on de´signe par succξ(i) l’indice de la coordonne´e de ξ distincte de 1 qui «suit cycliquement»
la coordonne´e ξi. Plus pre´cise´ment, si {j ∈ {i+ 1, i+ 2, . . . , n− 1} | ξj 6= 1} est non vide,
succξ(i) := min{j ∈ {i+ 1, i+ 2, . . . , n− 1} | ξj 6= 1} ,
et, dans le cas contraire,
succξ(i) := min{j ∈ {0, 1, . . . , i} | ξj 6= 1} .
On remarquera au passage que les applications ϕ1 et ϕ3 laissent invariantes les coordon-
ne´es des e´le´ments ξ qui sont e´gales a` 1.
L’application compose´e Φ := ϕ3◦ϕ2◦ϕ1 permet d’exprimer une premie`re correspondance




Proposition 3 Pour toute famille P = (pk)k∈Z d’inde´termine´es, pour tout n dans N∗, pour
tout l dans Z+, la restriction de l’application Φ a` D(0, l, n,P) est une bijection entre les
ensembles D(0, l, n,P) et D∗(0,−l, n,P) de la proposition 1.
Preuve Comme les ensembles D(0, l, n,P) et D∗(0,−l, n,P) ont meˆme cardinal, il suffit
de montrer que l’application Φ : D(0, l, n,P) → E(P)n est injective et est a` valeurs dans
D∗(0,−l, n,P).
L’injectivite´ de Φ est une conse´quence de l’injectivite´ des applications ϕ1 : D(0, l, n,P)→
E(P)n, ϕ2 : E(P)
n → E(P)n et ϕ3 : E(P)
n → E(P)n.
L’injectivite´ de ϕ1 : D(0, l, n,P)→ E(P)
n re´sulte de l’injectivite´ des de´calages θr, r ∈ Z,
et du fait que les images par ϕ1 de D+(0, l, n,P) et de son comple´mentaire dans D(0, l, n,P)
sont disjointes.
L’injectivite´ de ϕ2 : E(P)
n → E(P)n est imme´diate.
L’injectivite´ de ϕ3 : E(P)
n → E(P)n re´sulte du fait que, si l’on ne tient pas compte des
coordonne´es d’un e´le´ment ξ de E(P)n qui sont e´gales a` 1 (et qui demeurent inchange´es sous
l’action de ϕ3), l’action de ϕ3 sur ξ consiste a` effectuer une permutation circulaire des signes
des coordonne´es restantes.
Soit ξ un e´le´ment de D(0, l, n,P). Terminons la de´monstration du the´ore`me en montrant
que Φ(ξ) appartient a` l’ensemble D∗(0,−l, n,P) associe´ a` (S∗n).
Posons Φ(ξ) = (η0, η1, . . . , ηn−1).
Il suffit d’e´tablir l’existence d’un chemin Γ∗ = (γ0, γ1, . . . , γn) de C
(n)
0 tel que
ηi ∈ {1,−pγi} lorsque γi+1 = γi + 1
et
ηi = pγi lorsque γi+1 = γi − 1 .
(Comme Φ(ξ) contient autant de coordonne´es appartenant a` {pk | k ∈ Z} que ξ, un tel
chemin Γ∗ aboutit ne´cessairement a` −l.)
Soit i0 le minimum des indices i tels que ηi 6= 1 (i0 existe car l ≥ 0).
L’existence du chemin Γ∗ est une conse´quence des deux points suivants :
(i) ηi0 ∈ {−pi0 , pi0},
(ii) pour tout i dans {i0 + 1, i0 + 2, . . . , n− 1}, si ηi ∈ {−pk , pk} et si
j = max{i′ | i0 ≤ i′ ≤ i− 1 et ηi′ 6= 1}
alors
· ou bien ηj = pk−(i−j)+2,
· ou bien ηj = −pk−(i−j).
Commenc¸ons par e´tablir le point (i).
Compte tenu de la de´finition de Φ et de l’appartenance de ξ a` l’ensemble D(0, l, n,P),
on a
ξn−i0 = ξn−i0+1 = . . . = ξn−1 = 1 (cette condition e´tant vide lorsque i0 = 0)
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et
ξn−i0−1 ∈ {−pl+i0+1 , pl+i0−1} .
Si ξn−i0−1 = −pl+i0+1 alors ξ est e´le´ment de D(0, l, n,P) \ D+(0, l, n,P) et il vient suc-
cessivement
(ϕ1(ξ))n−i0−1 = −pi0 ,
(ϕ2 ◦ ϕ1(ξ))i0 = −pi0
et
(ϕ3 ◦ ϕ2 ◦ ϕ1(ξ))i0 ∈ {−pi0 , pi0} .
De meˆme, si ξn−i0−1 = pl+i0−1 alors ξ est e´le´ment de D+(0, l, n,P) et l’on a
(ϕ1(ξ))n−i0−1 = pi0 ,
(ϕ2 ◦ ϕ1(ξ))i0 = pi0
et
(ϕ3 ◦ ϕ2 ◦ ϕ1(ξ))i0 ∈ {−pi0 , pi0} .
On a ainsi montre´ le point (i).
Passons au point (ii).
Soit donc i dans {i0 + 1, i0 + 2, . . . , n− 1}. On suppose que ηi ∈ {−pk , pk} et l’on note
j = max{i′ | i0 ≤ i′ ≤ i− 1 et ηi′ 6= 1}. Par de´finition de Φ, on a
ξn−1−i ∈ {−pk+r , pk+r} avec r = l − 1 ou r = l + 1 ,
ξn−i = ξn−i+1 = . . . = ξn−1−j−1 = 1 .
Il en re´sulte que si ξn−1−i = −pk+r alors
ξn−1−j ∈ {−pk+r−(i−j) , pk+r−(i−j)} ,
et donc
ηj = −pk−(i−j) .
Si maintenant ξn−1−i = pk+r alors
ξn−1−j ∈ {−pk+r−(i−j)+2 , pk+r−(i−j)+2} ,
et donc
ηj = pk−(i−j)+2 .
•
Les propositions 1 et 3 donnent imme´diatement le
Corollaire 1 Soit (Sn) une chaˆıne de Markov aux plus proches voisins sur Z dont la proba-
bilite´ de transition est donne´e par P : k ∈ Z 7→ pk ∈ [0, 1].
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Pour tout entier naturel n et tout e´le´ment l de Z+, on a l’e´galite´
P[S∗n = −l | S
∗






5. Preuve du the´ore`me 1







avec r = −l + 1 si ξ est dans D+(0, l, n,P) et r = −l − 1 dans le cas contraire.
Ainsi, graˆce au corollaire 1 et aux propositions 1 et 2, il vient
P[S∗n = −l | S
∗























= θ−l+1 (P[Sn ≥ l | S0 = 0]) + θ−l−1 (P[Sn = l | S0 = 0]− P[Sn ≥ l | S0 = 0])
= θ−l+1 (P[Sn ≥ l | S0 = 0])− θ−l−1 (P[Sn > l | S0 = 0])
= θ−l+1 (P[Sn = l | S0 = 0])
+ θ−l+1 (P[Sn > l | S0 = 0])− θ−l−1 (P[Sn > l | S0 = 0]) .
Dans les calculs ci-dessus, les probabilite´s sont conside´re´es comme des polynoˆmes en les
inde´termine´es pk, k ∈ Z, et les de´calages θ
−l−1 et θ−l+1 ont e´te´ e´tendus en des endomor-
phismes de l’alge`bre Z[pk ; k ∈ Z].
On conclut en remarquant que, pour tous r, s dans Z, on a
θr (P[Sn = s | S0 = 0]) = P[Sn = s+ r | S0 = r] .
•
6. Application aux marches ale´atoires en milieu ale´atoire stationnaire sur Z
A pre´sent, on appelle conductance entre deux entiers successifs k et k + 1 tout re´el
strictement positif c(k, k + 1) ; l’inverse r(k, k + 1) de c(k, k + 1) e´tant la re´sistance entre k
et k + 1.
Une famille (c(k, k+1))k∈Z de conductances e´tant donne´e, on peut lui associer une chaˆıne
de Markov (Sn)n≥0 se de´plac¸ant aux plus proches voisins sur Z et dont les probabilite´s de
transition sont proportionnelles a` ces conductances. On a ainsi :
pk := P[Sn+1 = k + 1 | Sn = k] =




qk := P[Sn+1 = k − 1 | Sn = k] =
c(k − 1, k)
c(k)
,
ou` l’on a pose´ c(k) := c(k − 1, k) + c(k, k + 1) .
Lorsque les conductances sont obtenues comme re´alisations d’une suite stationnaire et
ergodique de variables ale´atoires, strictement positives, inte´grables ainsi que leurs inverses, on
peut montrer un the´ore`me limite central pour (Sn)n≥0 en utilisant la me´thode de martingales
introduite dans un tel contexte par Kozlov ([5]). En fait, s’il existe un espace probabilise´,
ergodique et inversible (Ω,F , µ, θ) (voir [6] par exemple), et une fonction mesurable c : Ω→
]0,+∞[ telle que les conductances soient donne´es par
c(k, k + 1)(ω) := c(θkω) , k ∈ Z , ω ∈ Ω ,






converge en loi vers une loi normale centre´e









avec la convention 1/+∞ = 0. (Voir [1] et [2] pour une telle expression de la variance.)
On voit ainsi apparaˆıtre asymptotiquement une syme´trie entre c et 1/c. Dans le corollaire
suivant, on montre que cette syme´trie est en fait pre´sente a` chaque instant en moyenne
relativement aux environnements.
Lorsqu’un environnement de conductances est fixe´, si l’on fait jouer aux re´sistances le roˆle
des conductances, on passe d’une chaˆıne de Markov re´gie par des probabilite´s de transition
proportionnelles aux conductances a` une chaˆıne de Markov dont les probabilite´s de transition
sont inversement proportionnelles aux conductances. On passe donc de la chaˆıne de Markov
(Sn) a` la chaˆıne duale (S
∗
n) et le the´ore`me 1 s’applique. Il en re´sulte en particulier le re´sultat
suivant par invariance de la probabilite´ µ sous l’action de θ.
The´ore`me 2 En µ-moyenne relativement aux environnements de conductances, pour tout
n ∈ N∗, la loi de Sn co¨ıncide avec la loi de −S∗n.
D’ou` l’on de´duit le

















ou` Eω0 de´signe l’espe´rance relativement a` l’ale´a de la chaˆıne de Markov (Sn)n∈N partant de
0, a` environnement de conductances ω fixe´.
Remarque Seule la stationnarite´ de la suite des probabilite´s de transition pk est utilise´e pour
obtenir les deux re´sultats pre´ce´dents. Ces derniers se ge´ne´ralisent donc aux marches ale´atoires
aux plus proches voisins sur Z qui e´voluent dans un milieu ale´atoire donne´ par une famille
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stationnaire (pk)k∈Z de variables ale´atoires a` valeurs dans ]0, 1[. La marche ale´atoire de Sina¨ı
([7]) en est un exemple.
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