Abstract. Given an Euclidean domain with very mild regularity properties, we prove that there exist perturbations of the Dirichlet Laplacian of the form −(I + Sǫ)∆ with Sǫ L 2 →L 2 ≤ ǫ whose high energy eigenfunctions are quantum uniquely ergodic (QUE). Moreover, if we impose stronger regularity on the domain, the same result holds with Sǫ L 2 →H γ ≤ ǫ for γ > 0 depending on the domain. We also give a proof of a local Weyl law for domains with rough boundaries.
Introduction
In quantum mechanics, the Laplace operator on a manifold describes the behavior of a free quantum mechanical particle confined to the manifold. The eigenvalues of the Laplacian (under suitable boundary conditions) are the possible values of the energy of the particle and the eigenfunctions are the energy eigenstates. The square of an energy eigenstate gives the probability density function for the location of a particle with the given energy.
The subject of quantum chaos connects the properties of high energy eigenstates with the chaotic properties of the geodesic flow. One important result is the quantum ergodicity theorem due toŠnirel ′ man [32] , Colin de Verdière [7] , and Zelditch [34] on manifolds without boundary and generalized to manifolds with boundary by Gérard and Leichtnam [15] and Zelditch and Zworski [39] . The theorem states that if the geodesic flow on a manifold is ergodic, then almost all high energy eigenfunctions (in any orthonormal basis of eigenfunctions) equidistribute over the manifold in the sense that |u| 2 → 1 as a distribution. This phenomenon, or more precisely, its analog for equidistribution in both position and momentum, is known as quantum ergodicity.
The question of whether all (rather than almost all) high energy eigenfunctions equidistribute in phase space has remained open. This property was christened quantum unique ergodicity by Rudnick and Sarnak [27] , who conjectured that the Laplacian on any compact negatively curved manifold is quantum unique ergodic (QUE). Although the Rudnick-Sarnak conjecture is still open, it is now known that quantum unique ergodicity is not always valid, even if classical particles are chaotic; see Faure and Nonnenmacher [12] , Faure, Nonnenmacher and De Bièvre [13] and Hassell [17] . QUE has been verified in only a handful of cases; in particular for the Hecke orthonormal basis on an arithmetic surface by Lindenstrauss [21] , Silberman and Venkatesh [30] as well as for modular cusp forms on the modular surface Holowinsky and Soundararajan [18] and Soundararajan [31] . Anantharaman [1] made partial progress towards the general Rudnick-Sarnak conjecture by showing that high energy Laplace eigenfunctions on compact negatively curved manifolds cannot concentrate very strongly. For example, they cannot concentrate on a single closed geodesic. For a more comprehensive survey of results on quantum unique ergodicity, see Sarnak [29] . For more on quantum ergodicity and semiclassical chaos, see Zelditch [37] .
In spite of the availability of counterexamples to QUE, it is believed that QUE is generically valid for domains with ergodic billiard ball flow (see Sarnak [29] ). In other words, QUE is expected to be true for almost all ergodic domains. There are at present no results like this.
The main result of this paper (Theorem 2.3) says that for any Euclidean domain satisfying some very regularity conditions, there exists S ǫ : L 2 → L 2 with S ǫ L 2 →L 2 ≤ ǫ such that the perturbation of the Laplacian (with Dirichlet boundary condition) −(I + S ǫ )∆ is self adjoint and has QUE eigenfunctions. In other words, Dirichlet Laplacians lie in the closure (in the H 2 → L 2 norm topology) of the set of operators with QUE eigenfunctions. If we impose more regularity on the domain, then we can improve the regularity of S ǫ . The required operator is constructed using a probabilistic method (described briefly in Section 2.8) and it is then shown that this random operator satisfies the required property with probability one. Notice that, although we show that Laplacians are close in the operator norm to QUE operators, this is very far from showing that one can perturb the domain to obtain a QUE Laplacian. Indeed, one should probably not expect such a result to hold for arbitrary domains.
Our result is closely related to those in Zelditch [35, 36, 38] , Maples [22] and Chang [6] where it is shown that certain unitary randomizations of eigenfunctions are quantum ergodic. In effect, this shows that −U k ∆U * k is quantum ergodic for U k random unitary operator which mixes blocks of eigenfunctions. See Section 2.7 for a more detailed comparison of the results.
Results

Definitions.
We start by defining the class of domains to which our results apply. These domains may have boundaries which are quite rough and in particular include all domains where the solution of the Dirichlet problem has the property u(x) → 0 as x → ∂Ω.
Take any d ≥ 2 and let Ω be a Borel subset of R d . Let B t be a standard d-dimensional Brownian motion, started at some point x ∈ R d . The exit time of B t from Ω is defined as τ Ω := inf{t > 0 : B t ∈ Ω} .
(2.1)
In this paper we will say that Ω is a regular domain if it is nonempty, bounded, open, connected, and satisfies the following boundary regularity conditions:
(i) Vol(∂Ω) = 0, where ∂Ω is the boundary of Ω and Vol denotes d dimensional Lebesgue measure. (ii) For any x ∈ ∂Ω, P x (τ Ω = 0) = 1, where P x denotes the law of Brownian motion started at x and τ Ω is the exit time from Ω. Henceforth, we will assume that Ω is a regular domain and Ω will denote the closure of Ω.
Given any measurable function f : Ω → C, we denote by f the L 2 (Ω) norm of f . For such f there is a natural probability measure associated with f that has density |f (x)| 2 with respect to Lebesgue measure on Ω. We will denote this measure as ν f . Note that in the definition of f it does not matter whether we integrate over Ω or Ω since Vol(∂Ω) = 0. We will denote the L 2 inner product of two functions f and g by f, g .
Recall that a sequence of probability measures {µ n } n≥1 on Ω is said to converge weakly to a probability measure µ if
for every bounded continuous function f : Ω → R. A probability measure that will be of particular importance in this paper is the uniform probability measure on Ω. This is simply the restriction of Lebesgue measure to Ω, normalized to have total mass one. 
(See [19] for more details.) We sometimes write Ψ(
We also sometimes omit the R d or T * R d when the relevant space is clear from context.
Let
be the principal symbol map on Ψ m (R d ). For b ∈ S m phg , we write b(x, D) ∈ Ψ m for a quantization of b and observe that
where b 0 ∈ S m hom is the first term in the expansion (2.2) for b.
where ·, · denotes the inner product in L 2 (R d ) and D := −i∂ is −i times the gradient operator. Not that the weak convergence of f n to zero implies that for every subsequence of {µ n } n≥1 there is a further subsequence that converges in the D ′ (S * R d ) topology. Moreover, it can be shown that every limit point µ of {µ n } n≥1 in the D ′ (S * R d ) topology is a positive radon measure, with the property that there exists a subsequence {f n k } k≥1 so that for all A ∈ Ψ(R d )
(See for example [4] or [14] .) The set of such limit points µ is denoted by M({f n } n≥1 ) and is called the set of defect measures associated to the family {f n } n≥1 . We will write M(f n ) instead of M({f n } n≥1 ) to simplify notation.
Note that while µ n depends on the choice of quantization procedure used to defineã(x, D) and the function χ, the set M(f n ) is independent of such choices.
QUE operators.
If H is a linear operator from a dense subspace of L 2 (Ω) into L 2 (Ω), we will say that a function f belonging to the domain of H is an eigenfunction of H with eigenvalue λ ∈ C if f = 0 and Hf = λf . We will say that an eigenfunction f is normalized if f = 1.
Definition 2.1. Let H be a linear operator from some dense subspace of L 2 (Ω) into L 2 (Ω) having compact resolvent. We say that H is QUE if for any sequence of normalized eigenfunctions {f n } n≥1 of H,
where S is the normalized surface measure on S d−1 .
In particular, notice that if (2.3) holds then for all A ∈ Ψ 0 (R d ),
and hence that ν fn converges weakly as a measure to the uniform probability distribution on Ω. With this in mind, we define the weaker notion of equidistribution as follows.
Definition 2.2. Let H be a linear operator from some dense subspace of L 2 (Ω) into L 2 (Ω) having compact resolvent. We say that H is uniquely equidistributed if for {f n } n≥1 any sequence normalized eigenfunctions of H, ν fn converges weakly to the uniform probability distribution on Ω.
2.4. The main result. Let −∆ be the Dirichlet Laplacian on Ω with domain F ∆ (defined in Section 3.3). The following theorem is the main result of this paper.
Theorem 2.3.
Let Ω be a regular domain. Then for any ǫ > 0, there exists a linear operator S ǫ :
Moreover, if Ω has smooth boundary and the set of periodic billiards trajectories has measure zero (see Section 3.4), then this holds for γ ≤ 1.
It would be interesting to see if a different version of this theorem can be proved, where instead of perturbing the Laplacian, it is the domain Ω that is perturbed. Alternatively, one can try to perturb the Laplacian by some explicit kernel rather than saying that 'there exists S ǫ '. Yet another possible improvement would be to show that a generic perturbation, rather than a specific one, results in an operator with QUE eigenfunctions. Indeed, the proof of Theorem 2.3 gets quite close to this goal.
2.5.
Additional results. The techniques of this paper yield the following version of the local Weyl law for regular domains.
Theorem 2.4. Suppose that Ω ⊂ R d is a regular domain, where regularity is defined at the beginning of this section. Let {(u j , λ 2 j )} j≥1 be a complete orthonormal basis of eigenfunctions of the Dirichlet Laplacian on Ω. Then for A ∈ Ψ(R d ) with σ(A) supported in a compact subset of Ω and any E > 1,
In order to state the next theorem, we need the following definition.
Definition 2.5. Let C 0 (S * Ω) be the set of continuous functions on
with the sup-norm topology. Let α : R + → R + be nonincreasing. Let {(u j , λ 2 j )} j≥1 be a complete orthonormal basis of eigenfunctions of the Dirichlet Laplacian on Ω. Suppose that there exists
Then we say that the domain Ω is average quantum ergodic (AQE) at scale α.
Theorem 2.4 implies that regular domains Ω are AQE at scale E for any E > 0. In Section 3.1, we recall Weyl laws holding on domains with C ∞ boundaries which imply that these domains are AQE at scale
. Then the following theorem implies Theorem 2.3. Theorem 2.6. Suppose that Ω is a regular domain that is AQE at scale α(λ) = λ −γ for some 1 ≥ γ ≥ 0. Then for any ǫ > 0, there exists a linear operator S ǫ :
(ii) −(I + S ǫ )∆ is a positive operator on F ∆ with compact resolvent (iii) −(I + S ǫ )∆ is QUE in the sense of Definition 2.1.
A consequence of Theorem 2.3 is that −∆ has a sequence of 'quasimodes' that are equidistributed in the limit. Moreover, when Ω is AQE at some scale α(λ) = o(1), then there is a full orthonormal basis of (slightly weaker) quasimodes that are QUE. This is the content of the following corollary. Corollary 2.7. Let all notation be as in Theorem 2.3. Suppose that Ω is AQE at scale α(λ) = λ −γ for some γ ≥ 0. Then (i) there is a sequence of functions {f n } n≥1 belonging to F ∆ and a sequences of positive real numbers {α n } n≥1 , such that f n = 1,
(ii) there is an orthonormal basis of L 2 (Ω), {g n } n≥1 belonging to F ∆ and a sequences of positive real numbers {β n } n≥1 , such that β n → ∞ and
Remark 2.8. Note that up to this point, all results apply equally well to compact manifolds with or without boundary, but we chose to present them for the case of Ω ⋐ R d for concreteness.
2.6. Improvements on compact manifolds without boundary. Together with the analog of Theorem 2.3, a stronger version of the Weyl law valid on compact manifolds without boundary (see Section 3.1), implies the following corollary.
Corollary 2.9. Let (M, g) be a compact Riemannian manifold without boundary so that the set of closed geodesics has measure 0. Then there is an orthonormal basis of L 2 (Ω), {f n } n≥1 , belonging to C ∞ (M ) and a sequence of positive real numbers {α n } n≥1 such that α n → ∞,
That is, f n are uniquely equidistributed in the sense of Definition 2.2.
Unfortunately, the authors were unable to prove a version of Corollary 2.9 where the basis of quasimodes is QUE rather than uniquely distributed. This is because the remainder in the strong version of the local Weyl law (see Theorem 3.2) may depend on derivatives of the symbol in ξ.
Remark 2.10. Notice that if M has ergodic geodesic flow, then the set of periodic geodesics has measure zero and hence Corollary 2.9 applies and there is an orthonormal basis of o L 2 (α −1 ) quasimodes that are equidistributed. In particular, being o L 2 (α −1 ) quasimodes implies that these functions respect the dynamics at the level of defect measures, that is, defect measures associated to the family of quasimodes are invariant under the geodesic flow. See [4] or [40, Chapter 5] for details.
2.7.
Comparison with previous results. One can view the results here as a companion to those in [35, 36, 38] and [22] . In these papers, the authors work on a compact manifold M and fix a basis of eigenfunctions of the Laplacian, {u n } ∞ n=1 . Their results then show that for almost every block diagonal (in the orthonormal basis u n ) unitary operator
One reformulation considers a certain basis of eigenfunctions for the operator −U ∆U * . By taking U k close to the identity, we may writẽ
However,P may not be QUE if there is high multiplicity in the spectrum of −∆.
One can think of the results in the present paper as replacing the U k by some nearly unitary operator. By choosing these operators carefully, and employing the Hanson-Wright inequality in place of the law of large numbers, we are able to use smaller windows than those in previous work. This allows us to prove that the perturbation is regularizing under various conditions, and to show that the resulting operator is QUE.
2.8.
Outline of the proof and organization of the paper. In order to prove Theorem 2.3, we show that a local Weyl law with a certain window implies the existence of the desired perturbation S ǫ . The local Weyl law essentially says that when averaged over a certain size window, say λ −γ , the matrix elements Au k , u k behave as though the eigenfunctions were uniquely ergodic. In Section 4 we give a rigorous meaning to this statement. In particular, we use a modern version of the Hanson-Wright inequality from [26] (see [16] for the original) to show that random rotations (with respect to Haar measure) of small groups of eigenfunctions are uniquely ergodic. Here, the size of the group allowed depends on the remainder in the local Weyl law. Thus, the smaller the remainder, the smaller the required group of eigenfunctions.
In Section 5, we obtain the perturbation, S ǫ . In order to do this, we make a two scale partition of the eigenvalues, λ 2 i , of the Laplacian. In particular, we divide the eigenvalues of the Laplacian into
where γ is determined by the remainder in the local Weyl law. For each L n,j we then make a random rotation of the corresponding eigenfunctions and perturb the eigenvalues, λ i → λ ′ i so that each new eigenvalue, λ ′ i is simple and lies in L n,j .
Because of the fact that random rotations of eigenfunctions on the scale λ −γ are QUE, this results in an operator that is almost surely QUE. The regularizing nature of the perturbation results from the second scale in L n,j . That is, the fact the eigenfunctions with eigenvalue similar to (1 + ǫ) n are mixed only with those whose eigenvalues are at a distance (1 + ǫ) n(1−γ) ǫ. In particular, the larger γ, the more regularizing the perturbation.
In order to prove Theorem 2.3, we need to prove the local Weyl law for regular domains (Theorem 2.4), but we postpone this proof until Appendix A. The key ingredient here is to compare the heat trace for the Dirichlet Laplacian on Ω with the heat trace for the Laplacian on R d as in [8, 15] . Let k(t, x, y) and k D (t, x, y) be respectively the kernels of e t∆ and e t∆ D , where ∆ is the free Laplacian and ∆ D the Dirichlet Laplacian. The key estimate in proving Theorem 2.4 is
Remark 2.11. The work of Li and Strohmaier [20] extends this type of estimate to the heat kernel for general self-adjoint extensions of the Laplacian and gives explicit constants independently of the extension.
We prove this estimate using the relationship between killed Brownian motion on Ω with the Dirichlet heat Laplacian together with the fact that Brownian motion has independent increments. Because of this approach, we are able to complete the proof on domains which are only regular.
The paper is organized as follows. Section 3 recalls local Weyl laws valid for domains with smooth boundary and manifolds without boundary, the functional analytic definition of the Dirichlet Laplacian, and some geometric preliminaries. Section 4 presents the results on random rotations of eigenfunctions. Section 5 finishes the proof of Theorems 2.3, 2.6 and Corollary 2.7. Section 6 contains the adjustments necessary to obtain the improvements on manifolds without boundary, in particular proving Corollary 2.9. Finally, Appendix A contains the proof of Theorem 2.4.
Preliminaries
Throughout the paper, we will adopt the notation that C denotes any positive constant that may depend only on the set Ω, the dimension d, and nothing else. The value of C may change from line to line. In case we need to deal with multiple constants, they will be denoted by C 1 , C 2 , . . .. From this point forward we will assume that Vol(Ω) = 1 .
This does not result in any loss of generality since we may always rescale Ω with positive volume to have unit volume.
3.1. Local Weyl Laws. We first recall some now classical local Weyl laws for domains Ω more regular than those in Theorem 2.4. In this setting, we have the following version of the local Weyl law [10, 28] .
Theorem 3.1. Suppose that Ω has C ∞ boundary. Let {(u j , λ 2 j )} j≥1 be a complete orthonormal basis of eigenfunctions of the (Dirichlet) Laplacian on Ω. Then for A ∈ Ψ(R d ) with A having kernel supported in a compact subset of Ω × Ω,
In particular, Ω is AQE at scale λ −γ for any γ < 1. Moreover if the set of closed trajectories for the billiard flow (see Section 3.4) has measure zero, then
In particular, Ω is AQE at scale λ −1 .
3.2.
Manifolds without boundary. Let (M, g) be a smooth compact Riemannian manifold without boundary (i.e. a smooth manifold with smooth metric). Then the Laplace operator is given in local coordinates by
where |g| = det g ij and g(∂ x i , ∂ x j ) = g ij with inverse g ij . The operator −∆ g has domain H 2 (M ) and is invertible as an operator
is the set of functions in B with 0 mean. In this setting, we have the following version of the pointwise Weyl law [28] .
where B d denotes the unit ball in R d . If the set of closed geodesics has zero measure, then O(λ d−1 ) can be replaced by o(λ d−1 ). Moreover, the asymptotics are uniform for x ∈ M .
Theorem 3.2 provides estimates uniform in x that are used to prove Corollary 2.9.
3.3. Functional Analysis. Recall our convention that f denotes the L 2 norm of a function f and f, g denotes the L 2 inner product of f and g.
Let Ω ⊂ R d a bounded open set. We now recall the definition of the Dirichlet Laplacian as a self adjoint unbounded operator on L 2 (Ω). Let H 1 0 (Ω) denote the closure of C ∞ c (Ω) with respect to the H 1 norm where for
Here for a multiindex α ∈ N d ,
Then H 1 0 (Ω) is a Hilbert space with inner product (u, v) = u, v + ∇u, ∇v .
Define the quadratic form Q :
Then Q is a symmetric, densely defined quadratic form and for u, v ∈ H 1 0 (Ω),
Therefore by [25, Theorem VIII.15 ], Q defines a unique self-adjoint operator −∆ with domain
(Ω)} . This operator is called the Dirichlet Laplacian. Let E µ denote the resolution of the identity for −∆, i.e. E µ = 1 (−∞,µ] (−∆). Then the complex interpolation space between L 2 and F ∆ is given by
We recall that Lemma 3.3. Suppose that Ω has C 2 boundary. Then
3.4. The billiard flow. Let Ω be a domain with C ∞ boundary. We now define the billiard flow. Let S * R d be the unit sphere bundle of R d . We write
where (x, ξ) ∈ ∂Ω + if ξ is pointing out of Ω, (x, ξ) ∈ ∂Ω − if it points inward, and (x, ξ) ∈ ∂Ω 0 if (x, ξ) ∈ S * ∂Ω. The points (x, ξ) ∈ ∂Ω 0 are called glancing points. Let B * ∂Ω be the unit coball bundle of ∂Ω, i.e.
and denote by π ± : ∂Ω ± → B * ∂Ω and π : S * R d | ∂Ω → B * ∂Ω the canonical projections onto B * ∂Ω. Then the maps π ± are invertible. Finally, write
where exp t (x, ξ) denotes the lift of the geodesic flow to the cotangent bundle. That is, t 0 is the first positive time at which the geodesic starting at (x, ξ) intersects ∂Ω.
We define the billiard flow as in [11, Appendix A] . Fix (x, ξ) ∈ S * R d \ ∂Ω 0 and denote t 0 = t 0 (x, ξ). Then since ∂Ω is C ∞ and (x, ξ) / ∈ ∂Ω 0 , t 0 ∈ (0, ∞]. We assume now that t 0 < ∞. If exp t 0 (x, ξ) ∈ ∂Ω 0 , then the billiard flow cannot be continued past t 0 . Otherwise there are two cases: exp t 0 (x, ξ) ∈ ∂Ω + or exp t 0 (x, ξ) ∈ ∂Ω − . We let
That is, (x 0 , ξ 0 ) is the reflection of exp t 0 (x, ξ) along the normal bundle of ∂Ω through T * x ∂Ω. We then define ϕ t (x, ξ), the billiard flow, inductively by putting
We say that the trajectory starting at (x, ξ) ∈ S * R d is periodic if there exists t > 0 such that ϕ t (x, ξ) = (x, ξ).
3.5. Probabilistic Notation. We now introduce a few notations from probability. Recall that P(A) denotes the probability of the event A and E(X) denotes the expected value of the random variable X. Finally, E(X; A) denotes the expectation of the random variable X conditioned on A.
Concentration of random rotations
Let u 1 , . . . , u n be an orthonormal set of real valued functions belonging to L 2 (Ω). Let Q be an n × n Haar-distributed random orthogonal matrix. Let q ij denote the (i, j) th entry of Q. Define a new set of functions v 1 , . . . , v n as
Then v 1 , . . . , v n are also orthonormal, since
We will refer to v 1 , . . . , v n as a random rotation of u 1 , . . . , u n . The goal of this section is to prove the following concentration inequality for random rotations.
Theorem 4.1. Let u i and v i be as above. Let A : L 2 (Ω) → L 2 (Ω) be a bounded operator. Then for any 1 ≤ i ≤ n and any t > 0,
where C 1 depends only of d and Ω, and C 2 ( A ) depends on d, Ω and the operator norm, A .
The key ingredient in the proof of Theorem 4.1 is the Hanson-Wright inequality [16] for quadratic forms of sub-Gaussian random variables. The original form of the Hanson-Wright inequality does not suffice for our objective. Instead, the following modern version of the inequality, proved recently by Rudelson and Vershynin [26] , is the one that we will use.
The reason why Av i , v i is concentrated around its mean is that it can be expressed approximately as a quadratic form of i.i.d. Gaussian random variables, and the eigenvalues of the matrix defining this quadratic form are roughly of equal size. The spectral decomposition then implies that this quadratic form can be written as a linear combination of squares of i.i.d. Gaussian random variables, where the coefficients are roughly of equal size. The details are worked out below.
Define the ψ 2 norm of a random variable X as
The random variable X is called sub-Gaussian if its ψ 2 norm is finite. In particular, Gaussian random variables have this property. Let M = (m ij ) 1≤i,j≤n be a square matrix with real entries. The HilbertSchmidt norm of M is defined as
, and the operator norm of M is defined as
where the norm on the right side is the Euclidean norm on R n . Rudelson and Vershynin's version of the Hanson-Wright inequality states that if X 1 , . . . , X n are independent random variables with mean zero and ψ 2 norms bounded by some constant K, and
m ij X i X j , then for any t ≥ 0,
where C is a positive universal constant.
Proof of Theorem 4.1. Fix 1 ≤ i ≤ n. Define
Notice that for each j,
and for each j = k,
Note that the distribution of Q remains invariant under arbitrary permutations of rows. Therefore, for any j and k, E(q ij q ik ) is the same for each i. Thus, the above identities imply that
Au j , u j = B.
(4.2)
Let q i be the vector whose j th component is q ij . Since Q is a Haar-distributed random orthogonal matrix, symmetry considerations imply that q i is uniformly distributed on the unit sphere S n−1 . Now recall that if z is an n-dimensional standard Gaussian random vector, then z/ z is uniformly distributed on S n−1 , and is independent of z . Therefore if r i is a random variable that has the same distribution as z and is independent of q i , then the vector r i q i is a standard Gaussian random vector. Let w ij := r i q ij , so that w i1 , . . . , w in are i.i.d. standard Gaussian random variables. Let H be the matrix with (j, k) th entry
Then define
w ij w ik h jk .
Note that H can also be written as H = ΠAΠ, where Π denotes orthogonal projection onto span{u j : 1 ≤ j ≤ n}. Therefore
Therefore by the Hanson-Wright inequality (4.1), with X j = w ij and m ij = h ij gives
where C( A ) = min( A −2 , A ). Again note that by the Hanson-Wright inequality and the fact that E(r 2 i ) = n,
Next, note that
Finally, observe that since r 2 i is the square norm of a Gaussian random varianble in C n , Er 2 i = n and
Combining (4.2), (4.3), (4.4), (4.6) and (4.7) we get
which concludes the proof of the theorem.
Construction of the perturbed Laplacian
As described in Section 2.8, our strategy will be to break up the spectrum of −∆ into blocks and to 'mix' the eigenfunctions in each block to produce a new operator that is QUE. To do this, it is convenient to work on the spectral side. We will need a few linear algebra lemmas. Let Ψ = (ψ i ) i≥1 be a complete orthonormal basis of L 2 (Ω). Let Λ = (µ i ) i≥1 be a sequence of real numbers. For s ≥ 0, let F s (Ψ, Λ) be the Hilbert space (with complex scalars) consisting of all f ∈ L 2 (Ω) such that the norm
Here µ := (1 + |µ| 2 ) 1/2 . For s < 0, F s (Ψ, Λ) := (F −s (Ψ, Λ)) * is the completion of L 2 (Ω) with respect to · F s (Ψ,Λ) . For any f ∈ F(Ψ, Λ) := F 1 (Ψ, Λ), the series
. When Ψ and Λ are clear from context, we will sometimes write F s instead of F s (Ψ, Λ).
Remark 5.1. In our applications, T Ψ,Λ will be the Laplacian and F s (Ψ, Λ) will be H 2s .
Lemma 5.2. Let T Ψ,Λ be as above. Let Λ ′ = (µ ′ i ) i≥1 be another sequence of real numbers. Let ǫ ∈ (0, 1) and γ ≥ 0 be numbers such that for all i,
, and for all s ∈ R, T Ψ,Λ ′ −T Ψ,Λ :
The density of F(Ψ, Λ) in F s (Ψ, Λ) for s ≤ 1 implies that the result extends to s ∈ R. This concludes the proof of the lemma.
Lemma 5.3. Let Ψ and Λ be as above. Let L be the set of distinct elements of Λ. For each ℓ ∈ L, let I ℓ be the set of all i such that µ i = ℓ. Assume that |I ℓ | is finite for each ℓ. Let Ψ ′ = (ψ ′ i ) i≥1 be another complete orthonormal basis, such that for each ℓ ∈ L, the span of (ψ ′ i ) i∈I ℓ equals the span of (ψ i ) i∈I ℓ . Then for all s, F s (Ψ ′ , Λ) = F s (Ψ, Λ) and T Ψ ′ ,Λ = T Ψ,Λ .
Proof. The lemma follows from the fact that for any ϕ ∈ C ∞ (R),
where Π ℓ denotes the orthognonal projection onto the span of {φ i | µ i = ℓ} and the fact that this span is clearly invariant under choices of bases. Proof. Lemma 5.5 is also an easy consequence of the spectral theorem applied to the Dirichlet Laplacian.
We are now ready to construct the perturbed Laplacian and finish the proof of Theorem 2.6 (and hence, also of Theorem 2.3).
Proof of Theorem 2.6. Let {λ 2 i } i≥1 be the eigenvalues of −∆ and let Λ = {λ 2 i } i≥1 . Recall that we assume Ω is AQE at scale λ −γ for some 0 ≤ γ ≤ 2. Fix ǫ ∈ (0, 1). Our strategy will be to split the eigenvalues between (1+ǫ) n and (1 + ǫ) n+1 into N n intervals where N n ∼ ǫ(1 + ǫ)
) . We will then reassign all of the eigenvalues in each subinterval to the left boundary of that interval, randomly rotate the corresponding eigenfunctions, and reassign eigenvalues so that the spectrum is simple. This will produce an almost surely QUE operator.
Observe that for all i ≥ 1, either λ i < 1 + ǫ or there exist positive integers n, 0 ≤ j ≤ N n − 1 where
In the first case, let λ ′ i = λ i . In the second, let
Note that for ǫ > 0 small enough (independent of λ i ,
and for s ≥ 1 − γ 2 and ǫ small enough,
Let L be the set of distinct eigenvalues in Λ ′ . For each l ∈ L, let I l be the set of i such that λ ′ i = l. Then since λ i → ∞, |I l | < ∞ for all l. For each l, let (u ′ i ) i∈I l be a random rotation of (u i ) i∈I l . Then, by Lemma 5.3,
Now, for each l ∈ L, l = (1 + ǫ) n 1 + jǫ N n for some n, j or 0 < l < (1 + ǫ). Denote the set of l with 0 < l < 1 + ǫ by L < and let I < := ∪ l∈L< I l . Let (λ ′′ i ) i∈I< be an arbitrary set of distinct real numbers with
) i∈I l be an arbitrary set of distinct real numbers with
Then for any i, and ǫ > 0 small enough (independently of i)
and hence
and
Combining this with (5.2) gives
Then by Lemma 5.4, G is bounded on L 2 (Ω), has range in F(Φ, Λ), and satisfies T G = I. Therefore, the operator
. We will show that S satisfies the three assertions of the theorem. Note that the construction of S involves random rotations and what we will actually show is that S satisfies the conditions with probability one. This will suffice to demonstrate the existence of an S that satisfies the requirements.
First, notice that
the complex interpolation space of L 2 and F ∆ . Hence (i) holds. Next, note that by Lemma 5.5 for f ∈ F ∆ , −G∆f = f. Therefore, for f ∈ F ∆ ,
That is, −(I + S)∆ = T ′′ on F ∆ . This proves part (ii) of the theorem. Part (iii) of the theorem follows from the fact that {u ′ i } is an orthonormal basis for L 2 (Ω) and each u ′ i is a linear combination of finitely many u i which have u i ∈ F s ∆ for all s. It remains to show that the eigenfunctions of T ′′ are equidistributed. For this, recall that
for l large enough and hence
Now,
Then since Ω is AQE at scale α(λ) = O(λ −γ ) and
where
Note that we have used that σ(A) is homogeneous of degree 0. Now, by Theorem 4.1, for any A ∈ A and t ∈ (0, 1),
Remark 5.6. Note that we may assume that u i are real valued without loss of generality.
So,
The Weyl law (or more precisely the fact that Ω is AQE at scale
and hence that
Using the Borel-Cantelli lemma we have that
for infinitely many i and l with i ∈ I l = 0.
Thus, by (5.3) for all δ > 0,
The fact that A is dense in C 0 (S * Ω) and
Hence, since f = 0, λ = λ ′′ i for some i. Thus, for any j
Hence u ′ j , f = 0 or λ ′′ j = λ ′′ i . But for j large enough, λ ′′ i = λ ′′ j for i = j and hence f = u ′ i and T ′′ has equidistributed eigenfunctions.
Notice also that this implies that for {f n } ∞ n=1 the eigenfunctions of −(I + S)∆ with −(I + S)∆f n = α 2 n f n , and n large enough, f n = φ ′ n j and hence
This completes the proof of both Theorem 2.3 and part (ii) of Corollary 2.7.
Proof of Corollary 2.7. By Theorem 2.3, (taking for example, ǫ = n −1 ) there exists a sequence of linear operators {S n } n≥1 such that
and −(I + S n )∆ is positive and has QUE eigenfunctions for each n. This implies the existence of an orthonormal basis of L 2 (Ω), {f n,k } ∞ k=1 and α n,k such that f n,k = 1 for each n and k, α 2 n,k → ∞ as k → ∞, and
n,k f n . Without loss of generality, S n < 1. Then the series
converges in the space of bounded linear operators on L 2 (Ω). Moreover,
Dividing both sides by α 2 n,k completes the proof since S n → 0.
Improvements on closed manifolds
In order to prove Theorem 2.3 on a manifold M with Vol(M ) = 1, we work with L 2 0 (M ), the set of 0 mean functions in L 2 to remove the 0 eigenvalue of the Laplacian. Let {(u i , λ 2 i )} ∞ i=1 be the eigenvalues and eigenfunctions of −∆ g . Then with T Φ,Λ and T Φ,Γ as above, the proof of Theorem 2.3 for M proceeds as above.
We now prove Corollary 2.9. For this, we need to use the full strength of Theorem 3.2.
Proof of Corollary 2.9. Recall that the set of closed geodesics is assumed to have measure zero in S * M . Let γ = 1 and return to (5.1), where we replace N n with N n := ⌈(1 + ǫ) n ⌉β n where β n ∈ N has β n → ∞ slowly enough. We then proceed as in the proof of Theorem 2.3 until (5.3). At this point we need to show that there exists
First, observe that
Note also that by Theorem 3.2,
where lim
Therefore, integrating, we have
and, provided that
Thus, taking λ 1 = λ − and λ 2 = λ + , we have
Therefore, taking β n → ∞ slowly enough so that
Remark 6.1. Note that the uniformity in f is crucial here and is precisely the reason that we have been unable to prove a version of Corollary 2.9 giving an orthonormal basis of QUE eigenfunctions. More precisely, the remainder in the Weyl law involving matrix elements Au j , u j depends on more than just sup |σ(A)|. In particular, it involves derivatives σ(A).
Then, using the fact that f ∈ C ∞ (M ) with f L ∞ (M ) ≤ 1 is dense in the unit ball of the dual space to finite radon measures, that this space is separable, and following the proof of Theorem 2.3 from (5.3) shows that for all ǫ > 0, there exists S :
, and by (5.4)
Dividing by α 2 n completes the proof of the corollary.
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Appendix A. A local Weyl law on regular domains
Throughout this section, we assume that Ω ⊂ R d is a regular domain. Let B t be a standard d-dimensional Brownian motion (in R d ), starting at some point x ∈ Ω. Recall the definition (2.1) of the exit time τ Ω from the domain Ω. We will need a few well-known facts about this exit time, summarized in the following theorem. (i) For any bounded Borel measurable f : Ω → R, x ∈ Ω, and t ≥ 0,
where E x denotes expectation with respect to the law of Brownian motion started at x. (ii) There is a complete orthonormal basis (u i ) i≥1 of L 2 (Ω) such that each u i is C ∞ in Ω, vanishes continuously at the boundary, and there are numbers 0 < λ 2 1 ≤ λ 2 2 ≤ · · · tending to infinity such that
where the right side converges absolutely and uniformly on Ω × Ω. 
where S is the normalized surface measure on S d−1 . Moreover,
.
This theorem implies Theorem 2.4 since σ(A) is homogeneous of degree 0 and is a variant of results that are sometimes called 'local Weyl laws', as in [37] . However, we are not aware of a local Weyl law in the literature that applies for a domain as general as the one considered here. Our proof follows closely that in [15] , but by using probabilistic methods to obtain estimates on the kernel of e t∆ D , we are able to weaken the regularity assumptions on the domain.
Since we will have occasion to refer to both the Laplace operator on L 2 (R d ) and the Dirichlet Laplacian in this section, we will denote them respectively by −∆ R d and −∆ D . Theorem A.3 will follow from the following lemma
where K x ⊂ Ω is compact. Then for all t > 0, 1 Ω A1 Ω e t∆ D is trace class as an operator on L 2 (Ω) and
Tr(e t∆ D ) =
where λ = 1 Ω dxdσ(ξ) and σ is the normalized surface measure on S d−1 .
We first show how Theorem A.3 follows from Lemma A.4. We will need the following classical Tauberian theorem (see for example [33] ).
Lemma A.5. Suppose that F : [0, ∞) → R is nondecreasing and for some A, γ > 0,
The rest of this section is devoted to the proof of Lemma A.4 and Theorem A.3. We will freely use the notation introduced in the statements of Theorem A.1 and Theorem A.3 without explicit reference. First, note that the following corollary of Theorem A.1 is immediate from the continuity of p.
Lemma A.6. Take any x, y ∈ Ω and let A y,r be the closed ball of radius r centered at x. Then
Proof. By assertion (i) of Theorem A.1,
Ay,r p(t, x, z) dz .
By assertion (ii) of Theorem A.1,
The proof is completed by combining the two displays.
The following lemma compares the transition density of killed Brownian motion with the transition density of unrestricted Brownian motion when t is small.
be the transition density of Brownian motion. Take any x, y ∈ Ω and let δ y , δ x be respectively the distance of y and x from ∂Ω. Then
where C is a finite constant that depends only on d, |α| and the diameter of the domain Ω.
Proof. Since τ Ω is a stopping time, the strong Markov property of Brownian motion implies that X s := B s+τ Ω is a standard Brownian motion started from B τ Ω that is independent of the stopped sigma algebra of τ Ω , which we will denote by F τ Ω . Consequently, if A y,r is the closed ball of radius r < δ y /2 centered at y, then for any s ≥ 0,
Consequently,
where the term inside the expectation is interpreted as zero if t = τ Ω . Dividing both sides by Vol(A y,r ), sending r to zero, and observing that the term inside the above expectation after division by Vol(A y,r ) is uniformly bounded by a deterministic constant, we get
Now note that
and by Lemma A.6,
Combining all of the above observations, we get
Now note that any derivative of the term inside the expectation (with respect to y) is uniformly bounded by a deterministic constant that does not depend on y or t. Therefore derivatives with respect to y can be carried inside the expectation. Consequently, Noticing that p(t, x, y) = p(t, y, x) (for example, by part (ii) of Theorem A.1) and ρ(t, x, y) = ρ(t, y, x), this completes the proof of the lemma. Now, assuming that σ(A) ≥ 0, and adding a regularizing perturbation C ∈ Ψ −1 if necessary, so that (A + C) ≥ 0, we may apply Lemma A.5 with
More precisely, we apply it with
and rescale so that For the second claim, we use Lemma A.7. Let g(t, x, y) denote the kernel of ψ(e t∆ D − e t∆ )ψ and g A (t, x, y) the kernel of Aψ(e t∆ D − e t∆ )ψ. Then 
In particular, By Lemma A.8, the proof of Lemma A.4 is now complete.
