Introduction
In all the paper, x will denote an algebraically closed field of characteristic (1) and no pmper subsum of (1) is equal to 0. Then for ~ > 0, there exists a If k = 2, this corresponds to the well known abc-conjecture which also is a consequence of the Vojta's Conjecture (see Vojta [19] ). Some special cases of Conjecture l.l were given in [8] and (9~. In this note, we will prove the analogue of Conjecture (2) Then the Nevanlinna f unctions T (r, f;) and Nh (r, f J) satisfy max0~j~k{T(r,fj)}~03A3ki=0Nk-1 (r, 1 fi) -k(k-1) 2 log r + O(1) max0~j~k{T(r,fj)} ~ Nk(k-1) 2 ( r , 1 f 0 . . . f k ) -k(k-1) 2 log r + O(1).
For the meaning of the above notations, we refer the reader to § 2. Under a stronger condition that fo, f~ have no common zeros for j =1, ..., k, some special cases of Theorem 1.1 were given in [7] , [9] . If f is a polynomial, it is When k = 2, it reduces to a Mason's theorem (see (12) , (~3~, (14~, (15ã nd (18~ ) which has been generalized recently to fields of any characteristic p by Boutabaa and Escassut (2~ . If k > 2, the following example f0(z) = (z + 1 ) k -1 , f i + 1 ( z ) = k -1izi (i = 0, ..., k -1), which obviously satisfy the conditions in Theorem 1.2, shows that the inequalities in the theorem, in fact, become equality for this example. Under the stronger assumption that f o have no common zeros for j =1, ..., k, 
_Jwhere d is the dimension of the vector space spanned by the f= over ~c.
As an application of Theorem 1.2, we can derive the following: 
which was proved for complex case by Davenport [5] . In fact, Davenport proved that (9) is true as long as f 2 --g3 ~ 0 (also see ~1~,(18~). 
The field of fractions of will be denoted by M(~). An element f in the set will be called a meromorphic function on x. Take f M(03BA).
Since greatest common divisors of any two elements in exist then there are g, h with f = % such that ~ and h have no any common zeros in the ring We can uniquely extend ~ to a meromorphic function f == b Then the following formula (see [8] ) (14) holds for any two distinct elements a, b Obviously, for each j = I, ..., k, we can choose entire functions h;, £o; and j; such that jo; and j; have no common zeros, and f0 = hjf0j, fj = hjfj.
By simple observation, we find N (r, 1 fj) -N (r, f 0 f j ) = N (r, 1 h j ) . (20) Noting that, by (14) and (15) 
Thus Theorem I.I follows from (19) , (21) and the following estimates 
;=o 0 ' 2 where p) is the a-valued multiplicity of an element f E M(x) , and P),k (Z) " ~').
Take zo e It. Then p) (zo) = 0 for some s e (0, ..., n) since fo, ..., fk have no common zeros. Note that, by the identity (2) , W1 = W(f1, ... , fs-1, f0, fs+1, ..., fn).
Obviously Proof of Theorem 1.4. In the sequel, we will use the notation fi ~ 0{f~l, ,.., f=,; } (24) to denote that {i1, ..., isi} C {o,1, ..., k} -{i} are distinct, ..., fisi linearly independent, and fi = c03B1fi03B1 , c03B1 ~ 03BA -{0} (1 ~ 03B1 ~ si). a=1 We proceed the proof of Theorem 1.4 by induction on k. For k = 1 it is obviously true since if f o = f l, f o and f i relatively prime, then they both are constants. Assume the theorem is true for all cases k' with 2 k' k, and consider that of k + 1 polynomials. By the assumptions in Theorem 1.4, at least two of the f i are non-constant. Note that if two of the f~ are constants, then we may either eliminate them if their sum is zero or replace them by their sum when it is not zero. Then the inductive hypothesis could be applied to yield the desired result. Thus we may assume that at most one of the f i is a constant. For each i E to, 1, ..., k}, it is easy to show that fi ~ 0{fi1, ..., fisi} for some ii ..., . Obviously 
