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Abstract: We introduce a new class of explicit two-step fourth order methods for the numerical integration of second 
order initial value problems: J ” = f( t, y ). y( t,,) = J’,,. y’( to) = J$. We show the interesting result that a method of this 
family which is based on m + 2 evaluations of f when applied to the test equation: .Y” = - X2),. X > 0. possesses an 
interval of periodicity of length very nearly 2(( m + l)( m + 3))“‘. We also note a class of explicit second order methods 
for which a method based on m + 1 evaluations of f possesses an interval of periodicity of length very nearly 2( ~71 + 1). 
1. We introduce a new class of two-step hybrid methods for the numerical integration of second 
order initial value problems: 
Y” =f(t. _V). .~Qo) =.l’o? j”(f()) =_V;, (1.1) 
as defined in the following. Let h > 0 denote the step-size. t,, = t, + nh. 17 = 0. 1. 2.. . . . and set 
I;, =YU 1, =fU,,, JJ. Let 
Y(i) =_b9,z - (y,/,lf,,(‘-l)* 
fil)=i( t,Y,:,l”). i = l(l)m, r,,‘“‘=r,,. (1.2) 
Also, let 
J,, + I = 2 4;, - .,;, _ , + h ‘f,: “’ ’ . (1.3) 
and set fn+, =f(t,,+,. .F ,1+ ,). Now. consider the class of espkir fourth order methods resulting 
from the subsitution of (1.3) in Numerov’s method 
x,+1 = 2Y,:,, -.\;,-I + ,‘M(f,,+, + IOf,, +f,,-, ). 
Note that a method defined by (1.4) is based in general on HI + 2 evaluations of f. 
Consider a method of (1.4) applied to the test equation: 
I 9” = - x21’. x>o; 
we may write the resulting linear difference equation as 
Y PI+ 1- 1( HZ)>;, +.I;?-, = 0, 
where we have set H = X h, and 
(1.4) 
(1.5) 
(1.6) 
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An interval (0. HP) is said to be an interval of periodicity for a method defined by (1.4) if the 
roots of the characteristic equation correspondin g to (1.6) are distinct. complex and each of 
modulus one for all H E (0, H,,), see, for example. [1,2]. In the following it will be convenient to 
set z = H’. Since the product of the roots of the characteristics equation corresponding to (1.6) is 
one. it follows that (0, H,,) will be an interval of periodicity for a method (1.4) if 
If(z)] ~2 forall ZE(O. H,f). (1.8) 
We are interested here in choosing the parameters (Y,. . . . , a,,,. for a fixed m, which lead to a 
method with the largest possible interval of periodicity. 
In order to find a large interval of periodicity. let the polynomial I(Z) be expressed in the 
form: 
r(:)=d+c7;,,+2(a+h~), ir;,,( FV) = cos( y11 arccos NV), (1.9) 
(see van der Houwen [6]). We are looking for E > 0 small and a 2 1, values of the parameters a, 
h. c and d for which t( 2) satisfies the following conditions: 
r(O) = 2, r’(0) = - 1. r”(O) = ;, d+c=2-e; (1 .lO) 
and then the length of the interval of periodicity is given by 
H;= -(a+ 1)/h. (1.11) 
The conditions in (1.10) for the determination of a, b, c give 
h= _ J_ -r;:,+2b4 c:+ 2 (u 1 
6 r,::, 2 ( u 1 * 
c=6 
(7;:,+,(a))Z ’ 
(1.12) 
and u is to be found from the equation: 
(~,,_,(~~)-1)7;::+,(0)=~c(T;:,+2(u))Z. (1.13) 
Now. to solve (1.13) for u in terms of (small) E, since u G 1 for small C. applying Newton’s 
method to (1.13) and noting that 
iT;,(,/( )( 1 ) = 
,,l’(r,l’-l)(,ll~-2’)-..~,~~‘-(X-l)’i 
1.?...(2k-l) 
. k>, 1, T,,(l) = 1, (1.14) 
we obtain to the first order in E. 
u=l+ 
6 
2( !?I + l)( 112 + 3) . 
(1.15) 
Again, by Taylor expansion of 7;:,+,( I) and T” ,,,+?(a) about u = 1 and making use of (1.14) and 
(1.15) from (1.12) we obtain 
hz - 
1 ’ 1 
I L 
n7 ( nz + 4) 
2( 1?7 + l)( 111 + 3) l+C 6-10(nz+l)(m+3) II ’ 
(1.16) 
and 
2(nz+l)(n7+3) 111 (‘s [ 1 +r i ( 111 + 4) 1 -- 
(I?2 + 2): lO(m+l)(m+3) 3 II (1.17) 
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Finally. with the help of (1.15) and (1.16) from (1.11) we obtain 
H; z 4( ,7* + l)( nt + 3) 1 - C(2Vz + 3)(2m + 5, 
60( nt + l)( 1~ + 3) 
Numerov made explicit 
interval of periodicity 
interval of periodicity defined by (1.4) as (0, H,*) 
where H; = HP/( m + 2). Thus, our class of explicit methods scaled 
intervals of periodicity 
2. also here the class of explicit two-step second order methods defined by 
yn+, = 2yn -y,I-, + J(p’), (2.1) 
where f,’ n’) is as defined in (1.2). Note that a method defined by (2.1) is based in general on 
m + 1 evaluations of f. Now, for method (2.1) applied to the test equation (1.5) we again obtain 
a linear difference equation such as (1.6) where now t( z) is given by 
t(Z)=2-z(l+~,i+(Yn,(Y,,_,=~+ *a. +CY(Y,,.*.CI/l). (2.2) 
As before, for fixed m, we determine the parameters (Y,, . . . , a,,, so that the polynomial of degree 
m + 1 in z, t(z), stays within - 2 and 2 for all t E (0, Hi) with as large HP as possible. For the 
purpose, assume that 
r(z) = c~,,+,(a + b:). (2.3) 
We are looking for c > 0 small and a >, 1. values of the parameters a, b and c for which t( 2) 
satisfies the following conditions: 
t(0) = 2, r’(O) = -1, C=2-E. (2.4) 
Since 
TLl+,(a) = (m + 1) J 7;‘+1(a)-1 , u2- 1 
conditons (2.4) give 
From the first equation in (2.5) we obtain 
Since Hi = -(u + 1)/b, with the help of (2.5) we obtain 
H,‘= (m + 1)\‘~(4- ’ 
lu-tl 
where a is given by (2.6). 
Since 
a=l+ 
C 
2(m + 1)2 
c) - v u .- 1 ’ 
+O(c’), c--+0; 
(2.5) 
(2.6) 
(2.7) 
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from (2.7) it follows that 
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H,=2(n?+l)+o(c), E’O. (2.8) 
Thus, for our explicit second order methods defined by (2.1) the interval of periodicity is of 
length very nearly 2( m -t l), and the length of the scaled interval of periodicity is HF = 2. 
3. In [4] van der Houwen had analysed (strong) stability of a class of explicit Nystrom methods of 
orders one and two showing that stabilized formulas can be constructed with scaled interval of 
stability on the negative axis of length nearly 2. In [5] modified Nystrom methods were 
considered for large number of function-evaluations and which are internally stable. In Chawla 
[3] it was shown that from among the classical Nystrom methods, it is the classical second order 
method which possesses scaled interval of periodicity of length 2, while for higher order methods 
either the interval of periodicity does not exist or, if it exists, its scaled length is much less than 2. 
The classical explicit two-step second order method ((2.1) with m = 0) possesses an interval of 
periodicity of length 2, while the well known fourth order method of Numerov ((1.4) without 
substitution of j,, + 1 for y,, ,) possesses an interval of periodicity of length (6)“*: however, 
Numerov’s method is implicit. Recently, Chawla [3] has shown the interesting result that 
Numerov made explicit with the help of the classical second order method has better stability and 
its interval of periodicity is now (12)ii2. 
Our present results are interesting in that explicit methods are constructed in such a way that 
arbitrarily large integration steps are allowed without unstable behaviour. While we have shown 
that a second order methods based on ( IM + l)-function evlauations possesses an interval of 
periodicity of length very nearly 2( nl + 1). more interestingly, we have shown the existence of 
fourth order methods with the property that a method based on (m + 2)-function evaluations 
possesses an interval of periodicity of length very nearly 2(( m + l)( m + 3))“‘. Since. for large m, 
the scaled interval of periodicity for these methods is of length very nearly 2, the cost of using a 
method of these families is compensated by the relative increase in the length of the interval of 
periodicity. 
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