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Abstract. We study several distinct notions of average distances between points belonging to graph-
directed self-similar subsets of R. In particular, we compute the average distance with respect to graph-
directed self-similar measures, and with respect to the normalised Hausdorff measure.
As an application of our main results, we compute the average distance between two points belonging
to the Drobot-Turner set TN (c,m) with respect to the normalised Hausdorff measure, i.e. we compute
1
Hs(TN (c,m))2
∫
TN (c,m)
2
|x− y| d(Hs ×Hs)(x, y) ,
where s denotes the Hausdorff dimension of TN (c,m) and Hs is the s-dimensional Hausdorff measure; here
the Drobot-Turner set (introduced by Drobot & Turner in 1989) is defined as follows, namely, for positive
integers N and m and a positive real number c, the Drobot-Turner set TN (c,m) is the set of those real
numbers x ∈ [0, 1] for which any m consecutive base N digits in the N -ary expansion of x sum up to at
least c. For example, if N = 2, m = 3 and c = 2, then our results show that
1
Hs(T2(2, 3))2
∫
T2(2,3)2
|x− y| d(Hs ×Hs)(x, y) = 4444λ2+2071λ+3030
12141λ2+5650λ+8281
= 0.36610656 . . . ,
where λ = 1.465571232 . . . is the unique positive real number such that λ3 − λ2 − 1 = 0.
1. Introduction.
The average distance between two points belonging to a self-similar subset of R has recently been
investigated in [AlEdHaOl,LeRuHa]. However, it has for some been recognised that while self-similar
constructions provide an important framework for studying fractal and multifractal geometry, the
more general notion of graph-directed self-similar constructions provide a substantially more flexible
and useful framework, see, for example, [MaWi] and the text [MaUr] for a detailed discussion of this.
In recognition of this viewpoint, the purpose of this paper is to study the average distance between
two points of graph-directed self-similar subsets of R.
Let (Ki)i∈V be the family of graph-directed self-similar sets associated with a graph-directed self-
similar iterated function system in R associated with a finite directed multigraph G = (V,E) where V
denotes the set of vertices of G and E denotes the set of edges of G; the precise definitions will be given
in Section 1.1 below. In this paper we compute the “natural geometric” average distance between two
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points in the set Ki. If Kn,i denotes the n’th order approximation to Ki (the precise definition of Kn,i
will be given in Section 1.1), then the number∫
K2
n,i
|x− y| d(x, y)∫
K2
n,i
d(x, y)
,
may be interpreted as the average distance between two points chosen uniformly from Kn,i. We show
that the following limiting average distance, namely,
lim
n
∫
K2
n,i
|x− y| d(x, y)∫
K2
n,i
d(x, y)
, (1.1)
exists and we provide an explicit value for it; this is the content of Corollary 2.4.
There is a another, and perhaps equally natural, way to define the average distance between two
points from Ki. Namely, the average distance between two points in Ki chosen with respect to the
“natural” uniform distribution on Ki, i.e. chosen with respect to the normalised Hausdorff measure
on Ki. More precisely, if s denotes the Hausdorff dimension of Ki and Hs denotes the s-dimensional
Hausdorff measure, then we compute the average distance between two points in Ki chosen with
respect to the normalised s-dimensional Hausdorff measure on Ki, i.e. we compute the integral
1
Hs(Ki)2
∫
K2
i
|x− y| d(Hs ×Hs)(x, y) ; (1.2)
this is the content of Corollary 2.5. Somewhat surprisingly, even for self-similar constructions, the
averages in (1.1) and (1.2) do not, in general, coincide; examples of this are given in [AlEdHaOl].
In fact, we compute far more general averages than those in (1.1) and (1.2). Namely, if (µp,i)i and
(µq,i)i are the graph-directed self-similar measures on Ki associated with the vectors p and q (the
precise definitions will be given in Section 1.1), then we compute the average distance between two
points in Ki where the first point is chosen with respect to the measure µp,i and where the second
point is chosen with respect to the measure µq,i, i.e. we compute the average distance defined by∫
K2
i
|x− y| d(µp,i × µq,i)(x, y) ; (1.3)
see Theorem 2.1. The averages in (1.1) and (1.2) are, in fact, special cases of the more general average
in (1.3). We will now explain this in more detail. Indeed, assume that the sets (Ki)i∈V are generated
by the graph-directed iterated function system (V, E, (Ii)i∈V, (Se)e∈E ) where each Se : R → R is
a similarity map whose contracting ratio is denoted by re and assume further that the Open Set
Condition is satisfied (the precise definitions of these concepts will be given in Section 1.1). For an edge
e ∈ E, write i(e) for the initial vertex of e and we write t(e) for the terminal vertex of e. The averages
in (1.1) and (1.2) are now obtained from (1.3) as follows. If we let p = q = ( re∑
f∈E,i(f)=i(e) rf
)e∈E, then
(1.3) simplifies to (1.1), and if we let p = q = (u−1i(e)r
s
eut(e))e∈E where s denotes the common Hausdorff
dimension of the sets Ki and u = (ui)i∈V is the unique positive normalised eigen-vector of the matrix
(
∑
e∈E,i(e)=i,t(e)=j r
s
e )i,j∈V with eigen-value equal to 1, then (1.3) simplifies to (1.2).
As an application of our main results, we compute the average distance between two points be-
longing to the Drobot-Turner set TN (c,m) with respect to the normalised Hausdorff measure, i.e. we
compute
1
Hs(TN (c,m))2
∫
TN (c,m)2
|x− y| d(Hs ×Hs)(x, y) ,
where s denotes the Hausdorff dimension of TN (c,m), see Section 2.3 (and, in particular, (2.26) and
(2.27)). Here the Drobot-Turner set is defined as follows, namely, for positive integers N and m and
a positive real number c, the Drobot-Turner set TN (c,m) is the set of those real numbers x ∈ [0, 1]
for which any m consecutive base N digits in the N -ary expansion of x sum up to at least c. The set
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TN (c,m) was introduced by Drobot & Turner [DrTu] in 1989. The importance of the Drobot-Turner
set is not only due to its natural number theoretical nature but also because of the instrumental
role that it has played for the past 20 years during the development of the theory of graph-directed
constructions, see, for example, [MaWi] and the discussion in Cajar’s text [Ca]. Because of the Drobot-
Turner set’s intricate and complicated nature, it is (perhaps) somewhat surprising that it is possible to
find an explicit formula for the average distance given by 1Hs(TN (c,m))2
∫
TN (c,m)2
|x−y| d(Hs×Hs)(x, y).
Our methods also have further applications. For example, they allow us to compute the first
moment of the graph-directed self-similar measures µp,i. Recall, that the first moment M(µp,i) of the
measure µp,i is defined by
M(µp,i) =
∫
Ki
t dµp,i(t) .
Using the results developed for computing the average distance in (1.3), we obtain explicit formulas
for the moments M(µp,i) in Theorem 2.6. Several corollaries follow easily from Theorem 2.6. For
example, if s denotes the Hausdorff dimension of Ki, then an explicit formula for first moment
1
Hs(Ki)
∫
Ki
t dHs(t) .
of the normalised Hausdorff measure on Ki can be found using Theorem 2.6; this is the content of
Corollary 2.7. Indeed, if we let p = (u−1i(e)r
s
eut(e))e∈E where s denotes the common Hausdorff di-
mension of the sets Ki and u = (ui)i∈V is the unique positive normalised eigen-vector of the matrix
(
∑
e∈E,i(e)=i,t(e)=j r
s
e )i,j∈V with eigen-value equal to 1 (recall, that for an edge e ∈ E, write i(e) for the ini-
tial vertex of e and we write t(e) for the terminal vertex of e), then M(µp,i) equals
1
Hs(Ki)
∫
Ki
t dHs(t);
the reader is referred to Corollary 2.7 for the details of this argument.
While this paper studies the average distance between points belonging to graph-directed self-
similar subsets of R, we note that the average distance between two points belonging to (non graph-
directed) self-similar subsets of R has recently been investigated by Leary et al [LeRuHa], Bailey et al
[BaBoCrRo] and Allen et al [AlEdHaOl]. In particular, Leray et al found a formula for the limiting
“geometric” average distance in (1.1) for self-similar subsets of R. Averages similar to (1.1) between
points belonging to self-similar subsets of R, have also been studied in Bailey et al [BaBoCrRo]. In
particular, Bailey et al are interested in developing numerical methods that allow for high-precision
approximation of the integrals in (1.1). Following the work of Leary et al [LeRuHa] and Bailey et
al [BaBoCrRo], Allen et al [AlEdHaOl] studied the more general averages in (1.3) for self-similar
subsets of R. Finally, we note that other notions of average distances on fractals (different from the
ones considered in this paper and in [AlEdHaOl,BaBoCrRo,LeRuHa]) have been studied by Bandt &
Kuschel [BaKu] and Hinz & Schief [HiSc].
1.1 Graph-directed self-similarl sets and graph-directed self-similar measures. We now
recall the definitions of graph-directed self-similar sets and measures, and introduce various notation
that will be used throughout the paper. Fix a finite directed multigraph G = (V,E) where V denotes
the set of vertices of G and E denotes the set of edges of G. We will always assume that G is strongly
connected, i.e. any two vertices are connected by a directed path of edges belonging to E. For an
edge e ∈ E, we write i(e) for the initial vertex of e and we write t(e) for the terminal vertex of e. For
i, j ∈ V, write
Ei =
{
e ∈ E
∣∣∣ i(e) = i} ,
Ei,j =
{
e ∈ E
∣∣∣ i(e) = i and t(e) = j} ;
i.e. Ei is the family of all edges starting at i; and Ei,j is the is the family of all edges starting at i and
ending at j. Also, for a positive integer n, we write
ΣnG =
{
e1 . . . en
∣∣∣ ei ∈ E for 1 ≤ i ≤ n,
t(e1) = i(e2) ,
t(ei−1) = i(ei) and t(ei) = i(ei+1) for 1 < i < n,
t(en−1) = i(en)
}
,
4 L OLSEN & A RICHARDSON
i.e. ΣnG is the family of all finite strings i = e1 . . . en consisting of finite paths in G of length n. For a
finite string i = e1 . . . en ∈ ΣnG, we write
i(i) = i(e1) , t(i) = t(en) .
Next, we recall the definition of graph-directed self-similar sets and measures. Since we are inter-
ested in graph-directed self-similar subsets of R, we will only formulate the definition in this particular
setting. A graph-directed self-similar iterated function system in R is a list (V, E, (Ii)i∈V, (Se)e∈E )
where:
• For each i ∈ V we have: Ii is a compact subinterval of R.
• For each i, j ∈ V and e ∈ Ei,j we have: Se : Ij → Ii is a contractive similarity map, i.e. there are
constants re and ae with 0 < re < 1 and ae ∈ R such that for all x, we have
Se(x) = rex+ ae .
It follows from [Fa,Hu] that there exists a unique list (Ki)i∈V of non-empty compact sets Ki ⊆ Ii such
that
Ki =
⋃
e∈Ei
SeKt(e) . (1.4)
The sets (Ki)i∈V are called the graph-directed self-similar sets associated with the list (V, E, (Ii)i∈V,
(Se)e∈E ). The sets (Ki)i∈V can also be constructed as follows. For i = e1 . . . en ∈ ΣnG, we write
ri = re1 · · · ren ,
Si = Se1 · · ·Sen ,
Ii = Se1 · · ·Sen
(
Tt(en)
)
,
(1.5)
and for a positive integer n and i ∈ V , let
Kn,i =
⋃
i∈ΣnG
i(i)=i
Ii . (1.6)
Then K0,i ⊇ K1,i ⊇ K2,i ⊇ . . . and Ki equals the intersection of the Kn,i’s, i.e.
Ki =
⋂
n
Kn,i . (1.7)
Loosely speaking (1.7) says that the sets Kn,i may be thought of as approximations to the set Ki; this
interpretation will be useful in Section 1.3. Assume in addition, we are given a family p = (pe)e∈E
where:
• For each i ∈ V we have: (pe)e∈Ei is a probability vector.
It follows from [Fa,Hu] that there exists a unique list (µp,i)i∈V of probability measures with suppµp,i =
Ki such that
µp,i =
∑
e∈Ei
pe µp,t(e) ◦ S−1e . (1.8)
The measures (µp,i)i∈V are called the graph-direct self-similar measures associated with the list (V,
E, (Ii)i∈V, (Se)e∈E, p ).
We will always assume that the Open Set condition (OSC) is satisfied. In the present setting, the
OSC says that if i ∈ V and e, f ∈ Ei with e 6= f, then we have
Se
(
It(e)
)◦ ∩ Sf(Ut(f) )◦ = ∅ . (1.9)
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1.2. Average distances: the measure theoretic approach. For two Borel probability mea-
sures µ and ν on Ki, we define the average distance with respect to the measures µ and ν by
Ai(µ, ν) =
∫
K2
i
|x− y| d(µ× ν)(x, y) . (1.10)
1.3. Average distances: the geometric approach. There is a (perhaps) more intuitive
approach for defining the average distance between two points belonging to Ki. This approach is
described as follows. For Borel probability measures µ and ν on Ki and a positive integer n, we define
the n’th approximative average distance with respect to µ and ν by
Ageon,i (µ, ν) =
∑
i,j∈ΣnG
i(i)=i(j)=i
µ(Ii)ν(Ij)
rirj
∫
Ii×Ij
|x− y| d(x, y) . (1.11)
Finally, we define the geometric average distance with respect to µ and ν by
Ageoi (µ, ν) = limn
Ageon,i (µ, ν) , (1.12)
provided the limit exists.
The number Ageon,i (µ, ν) has a clear geometric interpretation. Namely, two players A and B, say,
throw darts at the n’th approximation Kn,i = ∪i∈Σn
G
, i(i)=iIi to the set Ki. For each i ∈ ΣnG with
i(i) = i, player A has the probability µ(Ii) of hitting Ii, and player B has the probability ν(Ii) of
hitting Ii. The number A
geo
n,i (µ, ν) is now the average distance between a dart thrown by A and a dart
thrown by B.
1.4. Linking the measure theoretic approach and the geometric approach. The next
result shows that the geometric approach in (1.11) and (1.12) leads to the same notion of average
distance as the measure theoretical approach in (1.10); more precisely, the result shows that the limit
Ageoi (µ, ν) = limnA
geo
n,i (µ, ν) always exists and equals Ai(µ, ν)
Proposition 1.1. Let µ and ν be non-atomic Borel probability measures on Ki. Then the limit
Ageoi (µ, ν) = limnA
geo
n,i (µ, ν) exists and
Ageoi (µ, ν) = Ai(µ, ν) .
Proof.
For i ∈ ΣnG, let λi denote the normalized Lebesgue measure restricted to Ii. Next, for a positive
integer n, define measures µ˜n and ν˜n by µ˜n =
∑
i∈Σn
G
, i(i)=i µ(Ii)λi and ν˜n =
∑
i∈Σn
G
, i(i)=i ν(Ii)λi.
Since µ and ν are non-atomic, it is not difficult to see that µ˜n → µ weakly and that ν˜n → ν weakly,
and it therefore follows from [Bi, Section 3.4] that µ˜n × ν˜n → µ × ν. In particular, since clearly
Ageon,i (µ, ν) =
∫ |x− y| d(µ˜k × ν˜k)(x, y) and Ai(µ, ν) = ∫ |x− y| d(µ× ν)(x, y), this now implies that
Ageon,i (µ, ν) =
∫
|x− y| d(µ˜n × ν˜n)(x, y)→
∫
|x− y| d(µ× ν)(x, y) = Ai(µ, ν) .
This completes the proof. 
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2. Statements of results.
We will now state our main results on average distances and moments of graph-directed of self-
similar measures. We therefore fix self-similar measures µp,i and µq,i associated with two (not neces-
sarily identical) families p = (pe)e∈E and q = (qe)e∈E of positive numbers pe and qe such that (pe)e∈Ei
and (qe)e∈Ei are probability vectors for all i ∈ V; hence, the measures (µp,i)i∈V and (µq,i)i∈V are the
unique Borel probability measures satisfying
µp,i =
∑
e∈Ei
pe µp,t(e) ◦ S−1e ,
µq,i =
∑
e∈Ei
qe µq,t(e) ◦ S−1e ,
(2.1)
for all i ∈ V. In Section 2.1 we present our results on average distances and in Section 2.2 we present
our results on moments of graph-directed self-similar measures. Finally, in Section 2.3 we illustrate
our results by computing the average distance between two belonging to the Drobot-Turner set.
2.1. Average distances. We first compute the average distances Ai(µp,i, µq,i) and A
geo
i (µp,i, µq,i)
with respect to the two graph-directed self-similar measures µp,i and µq,i in (2.1). This result is the
content of the next theorem.
Theorem 2.1. Let p = (pe)e∈E and q = (qe)e∈E be families of positive numbers pe and qe such
that (pe)e∈Ei and (qe)e∈Ei are probability vectors for all i ∈ V, and let (µp,i)i∈V and (µq,i)i∈V be the
associated graph-directed self-similar measures, i.e. (µp,i)i∈V and (µq,i)i∈V are the unique measures
satisfying (2.1).
Define the matrices Sp and Sq and the vectors Tp and Tq by
Sp =
( ∑
e∈Ei,j
pere
)
i,j∈V
, Sq =
( ∑
e∈Ei,j
qere
)
i,j∈V
,
Tp =
(∑
e∈Ei
peae
)
i∈V
, Tq =
(∑
e∈Ei
qeae
)
i∈V
.
Then 1− Sp and 1− Sq are invertible, and we can define the matrices
(
Bp,i
)
i∈V and
(
Bq,i
)
i∈V by(
Bp,i
)
i∈V = (1− Sp)−1 Tp ,
(
Bq,i
)
i∈V = (1− Sq)−1 Tq .
Define the vector Y by
Y =
( ∑
e,f∈Ei
peqf
∣∣∣ (reBp,t(e) + ae) − (rfBq,t(f) + af) ∣∣∣
)
i∈V
,
and define the matrix M by
M =
( ∑
e∈Ei,j
peqere
)
i,j∈V
.
Then 1−M is invertible and(
Ai(µp,i, µq,i)
)
i∈V =
(
Ageoi (µp,i, µq,i)
)
i∈V = (1−M)−1 Y .
The proof of Theorem 2.1 is given in Section 3.
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If p = q and all the contraction ratios re coincide, then the formula in Theorem 2.1 for the average
Ai(µp,i, µq,i) simplifies; this is the context of the next corollary.
Corollary 2.2. Let p = (pe)e∈E be a family of positive numbers pe such that (pe)e∈Ei is a probability
vector for all i ∈ V, and let (µp,i)i∈V be the associated graph-directed self-similar measures, i.e. (µp,i)i∈V
are the unique measures satisfying (2.1). Assume that there is a real number r such that re = r for
all e ∈ E.
Define the matrix S and the vectors T by
S = r
( ∑
e∈Ei,j
pe
)
i,j∈V
,
T =
(∑
e∈Ei
peae
)
i∈V
.
Then 1− S is invertible, and we can define the matrix (Bi)i∈V by(
Bi
)
i∈V = (1− S)−1 T .
Define the vector Y by
Y =
( ∑
e,f∈Ei
pepf
∣∣∣ (rBt(e) + ae) − (rBt(f) + af) ∣∣∣
)
i∈V
,
and define the matrix M by
M = r
( ∑
e∈Ei,j
p2e
)
i,j∈V
.
Then 1−M is invertible and(
Ai(µp,i, µp,i)
)
i∈V =
(
Ageoi (µp,i, µp,i)
)
i∈V = (1−M)−1 Y .
Proof.
This follows immediately from Theorem 2.1. 
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Below we consider two further corollaries of Theorem 2.1. By applying Theorem 2.1 to the fam-
ilies p = q = v where v = ( reRi(e) )e∈E and Ri =
∑
e∈Ei re for i ∈ V, we obtain the first corollary.
This corollary shows that the following natural limiting geometric average distance exists, namely,
limn
∫
K2
n,i
|x−y| d(x,y)∫
K2
n,i
d(x,y)
, and provides an explicit value for it.
Corollary 2.3. For i ∈ V, write Ri =
∑
e∈Ei re, and define the matrix S and the vector T by
S =
(
1
Ri
∑
e∈Ei,j
r2e
)
i,j∈V
,
T =
(
1
Ri
∑
e∈Ei
reae
)
i∈V
.
Then 1− S is invertible, and we can define the matrix (Bi)i∈V by(
Bi
)
i∈V = (1− S)−1 T .
Define the vector Y by
Y =
(
1
R2i
∑
e,f∈Ei
rerf
∣∣∣ (reBt(e) + ae) − (rfBt(f) + af) ∣∣∣
)
i∈V
,
and define the matrix M by
M =
(
1
R2i
∑
e∈Ei,j
r3e
)
i,j∈V
.
Then 1−M is invertible and lim
n
∫
K2
n,i
|x− y| d(x, y)∫
K2
n,i
d(x, y)

i∈V
= (1−M)−1 Y . (2.2)
Proof.
For e ∈ E, write ve = reRi(e) , and put v = (ve)e∈E. It is clear that (ve)e∈Ei is a probability vector
for each i ∈ V, and the graph-directed self-similar measures (µv,i)i∈V associated with v are therefore
well-defined. It is also clear that
Ageon,i (µv,i, µv,i) =
∫
K2
n,i
|x− y| d(x, y)∫
K2
n,i
d(x, y)
,
and the result therefore follows immediately from Theorem 2.1. 
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The next corollary, i.e. Corollary 2.4, computes the average distance between two points in Ki with
respect to the natural uniform distribution on Ki, namely, the normalised Hausdorff measure. To
state this result, we introduce the following notation and terminology. If A is a square matrix, then
we will denote the spectral radius of A by spec-radA. Also, for a positive number t, let Ht denote the
t-dimensional Hausdorff measure. Corollary 2.4 now gives an explicit value for the average distance
between two points in Ki with respect to the normalised Hausdorff measure, i.e.
1
Hs(Ki)2
∫
K2
i
|x −
y| d(Hs ×Hs)(x, y) where s denotes the Hausdorff dimension of Ki.
Corollary 2.4. Let s denote the Hausdorff dimension of Ki, i.e. s is the unique real number deter-
mined by the following: if the matrix ∆t is defined by
∆t =
( ∑
e∈Ei,j
rte
)
i,j∈V
, (2.3)
for t ∈ R, then s is the unique real number such that
spec-rad ∆s = 1 ,
see [MaWi]. Let u = (ui)i∈V be the unique vector with ui > 0 for all i and
∑
i ui = 1 such that
∆su = u , (2.4)
and define the matrix S and the vector T by
S =
( ∑
e∈Ei,j
u−1i r
s+1
e uj
)
i,j∈V
,
T =
(∑
e∈Ei
u−1i r
s
eaeut(e)
)
i∈V
.
Then 1− S is invertible, and we can define the matrix (Bi)i∈V by(
Bi
)
i∈V = (1− S)−1 T .
Define the vector Y by
Y =
( ∑
e,f∈Ei
u−2i r
s
e r
s
f ut(e)ut(f)
∣∣∣ (reBt(e) + ae) − (rfBt(f) + af) ∣∣∣
)
i∈V
,
and define the matrix M by
M =
( ∑
e∈Ei,j
u−2i r
2s+1
e u
2
j
)
i,j∈V
.
Then 1−M is invertible and(
1
Hs(Ki)2
∫
K2
i
|x− y| d(Hs ×Hs)(x, y)
)
i∈V
= (1−M)−1 Y . (2.5)
Proof.
For e ∈ E, write he = u−1i(e)rseut(e), and put h = (he)e∈E. Since ∆su = u, we conclude that (he)e∈Ei is
a probability vector for each i ∈ V, and the graph-directed self-similar measures (µh,i)i∈V associated
with h are therefore well-defined. It is well-known that the measure µh,i equals the normalised s-
dimensional Hausdorff measure restricted to Ki (see, for example, [Sp]), whence
Ai(µh,i, µh,i) =
1
Hs(Ki)2
∫
K2
i
|x− y| d(Hs ×Hs)(x, y) ,
and the result therefore follows immediately from Theorem 2.1. 
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If the graph-directed iterated function system (V, E, (Ii)i∈V, (Se)e∈E ) exhibits some degree of uni-
formity, then one would expect that the “natural” averages in (2.2) and (2.5) coincide. Below we
will state and prove a precise version of this statement. In particular, we will prove that if all the
contraction ratios re coincide (i.e. if there is a number r such that re = r for all e) and all vertices
have the same outdegree (i.e. there is positive integer N such that |Ei| = N for all i), then the two
“natural” averages in (2.2) and (2.5) coincide.
Corollary 2.5. Let s denote the Hausdorff dimension of Ki. Assume that there are real numbers r
and N such that re = r for all e and |Ei| = N for all i. Define the vector Y by
Y =
1
N2
( ∑
e,f∈Ei
∣∣∣ ae − af ∣∣∣ )
i∈V
,
and define the matrix M by
M =
r
N2
(
|Ei,j|
)
i,j∈V
.
Then 1−M is invertible and lim
n
∫
K2
n,i
|x− y| d(x, y)∫
K2
n,i
d(x, y)

i∈V
=
(
1
Hs(Ki)2
∫
K2
i
|x− y| d(Hs ×Hs)(x, y)
)
i∈V
= (1−M)−1 Y .
Proof.
We first prove that  lim
n
∫
K2
n,i
|x− y| d(x, y)∫
K2
n,i
d(x, y)

i∈V
= (1−M)−1 Y . (2.6)
Indeed, it is clear that Ri =
∑
e∈Ei rer|Ei| = rN for all i, and (2.6) therefore follows immediately from
Corollary 2.3.
Next, we prove that(
1
Hs(Ki)2
∫
K2
i
|x− y| d(Hs ×Hs)(x, y)
)
i∈V
= (1−M)−1 Y . (2.7)
The proof of (2.7) is based on the following part of the Perron-Frobenius theorem. In order to state
this result, we recall the following terminology and notation, namely, a square k times k matrix A
with real entries is called irreducible if for all i, j = 1, . . . , k there exists a positive integer n such that
(An)ij > 0. If A = (ai,j)1≤i≤k,1≤j≤l is a matrix with real entries, then we will write A ≥ 0 if ai,j ≥ 0
for all i, j. We can now state the part of the Perron-Frobenius theorem that is needed in the proof of
(2.7); a proof of Perron-Frobenius theorem can be found in [Ga, Chapter XIII].
(Part of the) Perron-Frobenius Theorem. Let A ≥ 0 be an irreducible square matrix and let λ ∈ R. If
there exists a non-zero column vector x with x ≥ 0 such that Ax = λx, then λ = spec-radA.
Let ∆s be the matrix defined in (2.3) and note that ∆s is irreducible (because the graph G is assumed
to be strongly connected). Next, let x = (xi)i∈V = ( 1|V| )i∈V and observe that
∆sx =
(∑
j∈V
( ∑
e∈Ei,j
rse
)
1
|V|
)
i∈V
=
(
1
|V|r
s
∑
j∈V
|Ei,j|
)
i∈V
=
(
1
|V|r
s|Ei|
)
i∈V
=
(
1
|V|r
sN
)
i∈V
= rsNx , (2.8)
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where we have used the fact that
∑
j∈V |Ei,j| = |Ei|. Since x ≥ 0, it follows from (2.8) and Perron-
Frobenius theorem that rsN = spec-rad ∆s = 1.
Next observe that rse = r
s = 1N for all e; indeed this follows immediately from the equation r
sN = 1.
Also observe that if u = (ui)i∈V is the unique vector with u ≥ 0 and
∑
i ui = 1 satisfying (2.4), then
ui =
1
|V| for all i; indeed, since ∆sx = x (by (2.8) because r
sN = 1) and
∑
i∈V xi = 1, we conclude
from the uniqueness of the vector u = (ui)i∈V that u = x, i..e. ui = xi = 1|V| for all i.
Summarising, we have rse = r
s = 1N for all e and ui =
1
|V| for all i, and (2.7) follows from this and
Corollary 2.4. 
2.2. Moments. We also compute the moment of µp,i; this is the content of Theorem 2.6 below.
Recall, that if µ is a probability measure on Ki, then the moment of µ is defined by
Mi(µ) =
∫
Ki
t dµ(t) .
Theorem 2.6. Let p = (pe)e∈E be a family of positive numbers pe such that (pe)e∈Ei are probability
vectors for all i ∈ V, and let (µp,i)i∈V be the associated graph-directed self-similar measures, i.e.
(µp,i)i∈V are the unique measures satisfying (2.1).
Define the matrix S and the vector T by
S =
( ∑
e∈Ei,j
pere
)
i,j∈V
,
T =
(∑
e∈Ei
peae
)
i∈V
.
Then 1− S is invertible and (
Mi(µp,i)
)
i∈V = (1− S)−1 T .
The proof of Theorem 2.6 is given in Section 4.
As a corollary to Theorem 2.6 we now compute the moment of the s-dimensional Hausdorff measure
on Ki where s denotes the Hausdorff dimension of Ki. Recall that if t is a positive real number, then
Ht denotes the t-dimensional Hausdorff measure.
Corollary 2.7. Let s denote the Hausdorff dimension of Ki and let u = (ui)i∈V be the unique vector
with ui > 0 for all i and
∑
i ui = 1 satisfying (2.4). Define the matrix S and the vector T by
S =
( ∑
e∈Ei,j
u−1i r
s+1
e uj
)
i,j∈V
,
T =
(∑
e∈Ei
u−1i r
s
eaeut(e)
)
i∈V
.
Then 1− S is invertible and(
1
Hs(Ki)
∫
Ki
t dHs(t)
)
i∈V
= (1− S)−1 T .
Proof.
Let h = (he)e∈E be the family of positive real numbers he from the proof of Corollary 2.4, i.e. he =
u−1i(e)r
s
eut(e). It follows from the proof of Corollary 2.4 that (he)e∈Ei is a probability vector for each i ∈ V,
12 L OLSEN & A RICHARDSON
and the graph-directed self-similar measures (µh,i)i∈V associated with h are therefore well-defined. It
also follows from the proof of Corollary 2.4 that the measure µh,i equals the normalised s-dimensional
Hausdorff measure restricted to Ki, whence
Mi(µh,i) =
1
Hs(Ki)
∫
Ki
t dHs(t) ,
and the result therefore follows immediately from Theorem 2.6. 
2.3. Example: The average distance between points in the Drobot-Turner set. As an
example of our results, we will now compute the average distance between two points in the Drobot-
Turner set with respect to the normalised Hausdorff measure. For positive integers N and m and a
positive real number c, the Drobot-Turner set TN (c,m) is defined as those real numbers x ∈ [0, 1] for
which any m consecutive base N digits in the N -ary expansion of x sum up to at least c, see [DrTu].
For x ∈ [0, 1], let x = ∑∞n=1 di(x)Nn , with di(x) ∈ {0, 1, . . . , N − 1}, be the unique non-terminating
N -ary expansion of x. Using this notation, the set TN (c,m) is given by
TN (c,m) =
{
x ∈ [0, 1]
∣∣∣ di+1(x) + · · ·+ di+m(c) ≥ c for all i} .
We will now compute the average distance between two points in the set TN (c,m) with respect to the
Hausdorff measure on TN (c,m), i.e. if s denotes the Hausdorff dimension of TN (c,m), then we will
compute the average given by
1
Hs(TN (c,m))2
∫
TN (c,m)2
|x− y| d(Hs ×Hs)(x, y) . (2.9)
The key observation allowing us to compute the average in (2.9) is the following, namely: while the
Drobot-Turner set TN (c,m) is not a graph-directed self-similar set, it is, nevertheless, a finite union of
graph-directed self-similar sets. This was first observed by Mauldin & Williams [MaWi]; we will now
describe Mauldin & Williams’ construction. For a positive integer n, write Πn = {0, 1, . . . , N − 1}n
for the family of all strings i = i1 . . . in of length n with entries ij ∈ {0, 1, . . . , N − 1}. Also, for
i = i1 . . . in ∈ Πn, write Ii = [si, ti] where si = i1N + · · · + inNn and ti = i1N + · · · + inNn + 1Nn . We now
define the graph-directed iterated function system (V, E, (Ii)i∈V, (Se)e∈E ) as follows. Let
V =
{
i1 . . . im ∈ Πm
∣∣∣ i1 + · · ·+ im ≥ c} (2.10)
and
E =
{
( i1 . . . im , j1 . . . jm ) ∈ V× V
∣∣∣ j1 . . . jm−1 = i2 . . . im} . (2.11)
Next, for i ∈ V, let
Ii = Ii (2.12)
and for (i, j) = ( i1 . . . im , j1 . . . jm ) ∈ E, let S(i,j) : Ij → Ii be the unique increasing affine map that
maps Ij onto Iijm , i.e.
S(i,j)(x) =
1
N x+
i1
N ; (2.13)
in particular, it follows that re = r(i,j) =
1
N and ae = a(i,j) =
i1
N for e = (i, j) = ( i1 . . . im , j1 . . . jm ) ∈
E. We now let (Ki)i∈V be the graph-directed self-similar sets associated with the construction (2.10)–
(2.13), i.e. (Ki)i∈V is the unique family of non-empty compact sets satisfying Ki = ∪(i,j)∈ES(i,j)Kj for
all i ∈ V. A moments reflection shows that Ii ∩ TN (c,m) = ∪(i,j)∈ES(i,j)(Ij ∩ TN (c,m)) for all i ∈ V,
and the uniqueness of the sets (Ki)i∈V therefore implies that
Ii ∩ TN (c,m) = Ki , (2.14)
i.e. the part of the Drobot-Turner set that lies in Ii equals Ki. Also, since it is not difficult to see that
TN (c,m) = ∪i∈V(Ii ∩ TN (c,m)), we deduce from (2.14) that
TN (c,m) =
⋃
i∈V
Ki , (2.15)
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i.e. the Drobot-Turner set is the union of the Ki’s. Finally, we note that while graph-directed self-
similar sets, in general, are not pairwise disjoint, the sets Ki nevertheless satisfy
Hs(Ki ∩Kj) = 0 (2.16)
for all i and j with i 6= j (because Ki ⊆ Ii and the interiors of the intervals Ii are pairwise disjoint).
Statements (2.14)–(2.16) together with Corollary 2.4 and Corollary 2.7 play a crucial role in the
computation of the average in (2.9). In order to describe this, we introduce the following abbreviated
notation. Namely, we write
Ai =
1
Hs((Ii ∩ TN (c,m))2
∫
(Ii∩TN (c,m))2
|x− y| d(Hs ×Hs)(x, y) ,
Mi =
1
Hs(Ii ∩ TN (c,m)
∫
Ii∩TN (c,m)
t dHs(t) ,
for i ∈ V. The computation of (2.9) is divided into the following two parts:
Part 1: Using (2.15) and (2.16), we express the average in (2.9) in terms of the Ai’s and the Mi’s.
Part 2: Using (2.14) and Corollaries 2.4 and 2.7, we derive explicit expressions for Ai and Mi.
Part 1 and Part 2 will be proved below. However, we first introduce the following notation. Recall,
that s denotes the Hausdorff dimension of TN (c,m). Since Ii ∩ TN (c,m) = Ki, we conclude that s
equals the Hausdorff dimension of Ki, and it therefore follows from Corollary 2.4 that s is the unique
real number determined by the following. For i, j ∈ V, let
δi,j =
{
0 if Ei,j = ∅;
1 if Ei,j 6= ∅
(in other words, δi,j = |Ei,j|), and put
∆ = (δi,j)i,j∈V ,
ρ = spec-rad ∆ .
If the matrix ∆t is defined by ∆t = (
∑
e∈Ei,j r
t
e)i,j∈V =
1
Nt (|Ei,j|)i,j∈V = 1Nt∆, for t ∈ R, then s is
the unique real number such that spec-rad ∆s = 1. We conclude from this that s is the unique real
number such that
1
Ns
ρ = 1 . (2.17)
Next, let u = (ui)i∈V be the unique vector with ui > 0 for all i and
∑
i ui = 1 such that ∆su = u. It
follows from the definition of u and (2.17) that u = (ui)i∈V is the unique vector with ui > 0 for all i
and
∑
i ui = 1 such that
∆u = ρu . (2.18)
Define the matrix S and the vector T by
S =
1
Nρ
(
δi,ju
−1
i uj
)
i,j∈V
,
T =
1
ρ
( ∑
(i,j)∈Ei
u−1i uja(i,j)
)
i∈V
,
(2.19)
and put
B =
(
Bi
)
i∈V = (1− S)−1T .
Finally, define the vector Y and the matrix M by
Y =
1
ρ2
( ∑
(i,j),(i,k)∈Ei
u−2i ujuk
∣∣∣ ( 1
N
Bj + a(i,j)
)
−
( 1
N
Bk + a(i,k)
) ∣∣∣ )
i∈V
,
M =
1
Nρ2
(
δi,ju
−2
i u
2
j
)
i,j∈V
.
(2.20)
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We now prove Part 1 and Part 2.
Part 1. Expressing the average in (2.9) in terms of the Ai’s and the Mi’s: We first equip the index
set V with the lexicographic order ≺, say, and define si,j for i, j ∈ V by
si,j =

1 for j ≺ i;
−1 for i ≺ j;
0 for i = j.
Next, note that if i, j ∈ V with i 6= j, then
|x− y| = si,j(x− y) for all x ∈ Ii and y ∈ Ij. (2.21)
Since TN (c,m) = ∪i∈VKi (see (2.15)) and Hs(Ki ∩Kj) = 0 for all i and j with i 6= j (see (2.16)), we
conclude that
1
Hs(TN (c,m))2
∫
TN (c,m)2
|x− y| d(Hs ×Hs)(x, y)
=
1
Hs(∪k∈VKk)2
∫
∪i,j∈V(Ki×Kj)
|x− y| d(Hs ×Hs)(x, y)
=
∑
i,j∈V
1
Hs(∪k∈VKk)2
∫
Ki×Kj
|x− y| d(Hs ×Hs)(x, y)
=
∑
i,j∈V
i6=j
1
Hs(∪k∈VKk)2
∫
Ki×Kj
|x− y| d(Hs ×Hs)(x, y)
+
∑
i∈V
1
Hs(∪k∈VKk)2
∫
K2
i
|x− y| d(Hs ×Hs)(x, y)
=
∑
i,j∈V
i6=j
1
Hs(∪k∈VKk)2
∫
Ki×Kj
si,j(x− y) d(Hs ×Hs)(x, y) +
∑
i∈V
Hs(Ki)2
Hs(∪k∈VKk)2 Ai
=
∑
i,j∈V
i6=j
si,j
(
1
Hs(∪k∈VKk)2
∫
Ki
x dHs(x) Hs(Kj) − 1Hs(∪k∈VKk)2
∫
Kj
y dHs(y) Hs(Ki)
)
+
∑
i∈V
Hs(Ki)2
Hs(∪k∈VKk)2 Ai
=
∑
i,j∈V
i6=j
si,j
(
Hs(Ki)Hs(Kj)
Hs(∪k∈VKk)2 Mi −
Hs(Ki)Hs(Kj)
Hs(∪k∈VKk)2 Mj
)
+
∑
i∈V
Hs(Ki)2
Hs(∪k∈VKk)2 Ai . (2.22)
However, it follows from [Wa] (see also [Sp]) that there is a constant λ such that Hs(Ki) = λui for all
i ∈ V. This and (2.16) imply that Hs(Ki)Hs(∪k∈VKk) =
Hs(Ki)∑
k∈VHs(Kk)
= λui∑
k∈V λuk
= ui∑
k∈V uk
= ui for all i,
and it therefore follows from (2.22) that
1
Hs(TN (c,m))2
∫
TN (c,m)2
|x− y| d(Hs ×Hs)(x, y) =
∑
i,j∈V
i6=j
si,juiuj(Mi −Mj) +
∑
i∈V
u2iAi . (2.23)
Recall, that we write Ii = [si, ti]. Using this notation, it is clear that Mi = 1Hs(Ki)
∫
Ki
t dHs(t) ≤
1
Hs(Ki)
∫
Ki
ti dHs(t) = ti and, similarly, Mi ≥ si, whence Mi ∈ [si, ti] = Ii. It follows from this and
(2.21) that si,j(Mi −Mj) = |Mi −Mj|, and (2.23) therefore implies that
1
Hs(TN (c,m))2
∫
TN (c,m)2
|x− y| d(Hs ×Hs)(x, y) =
∑
i,j∈V
uiuj|Mi −Mj|+
∑
i∈V
u2iAi . (2.24)
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Part 2. Deriving explicit expressions for Ai and Mi: Since Ii ∩ TN (c,m) = Ki, it now follows
immediately from Corollary 2.4 and Corollary 2.7 that
(
Ai
)
i∈V =
(
1
Hs(Ii ∩ TN (c,m))2
∫
(Ii∩TN (c,m))2
|x− y| d(Hs ×Hs)(x, y)
)
i∈V
= (1−M)−1 Y ,
(
Mi
)
i∈V =
(
1
Hs(Ii ∩ TN (c,m)
∫
Ii∩TN (c,m)
t dHs(t)
)
i∈V
= (1− S)−1 T .
(2.25)
Summarising the results from Part 1 (i.e. (2.24)) and Part 2 (i.e. (2.25)), we have the following
formula for the average in between two points in the Drobot-Turner set TN (c,m):
1
Hs(TN (c,m))2
∫
TN (c,m)2
|x− y| d(Hs ×Hs)(x, y) =
∑
i,j∈V
uiuj|Mi −Mj|+
∑
i∈V
u2iAi , (2.26)
where (
Ai
)
i∈V = (1−M)−1 Y ,(
Mi
)
i∈V = (1− S)−1 T .
(2.27)
We will now consider a concrete example. Namely we compute the average distance (2.9) between
points in the Drobot-Turner set TN (c,m) for N = 2, m = 3 and c = 2. If N = 2, m = 3 and c = 2,
then we have
V =
{
011, 101, 110, 111
}
,
E =
{
(011, 110) , (011, 111) , (111, 111) , (111, 110) , (110, 101) , (101, 011)
}
.
(2.28)
Figure 1 shows the graph G = (V,E) in (2.28).
	  
011	  
110	  
101	   111	  
Figure 1. The graph G = (V, E) in (2.28) associated with the Drobot-Turner set
T2(2, 3).
In the computations below we will always list the entries in the matrices ∆, S and M and the vectors
u, T and Y using the lexicographic order ≺ on the index set V; note that using the lexicographic
order ≺ on V, we have 011 ≺ 101 ≺ 110 ≺ 111. Using this convention, it is not difficult to see that
the matrix ∆, the spectral radius ρ = spec-rad ∆ and the vector u are given by
∆ =

0 0 1 1
1 0 0 0
0 1 0 0
0 0 1 1
 , ρ = λ , u = 12λ2+λ+1

λ2
λ
1
λ2
 , (2.29)
where λ = 13 +
1
81
3
√
570807−59049√93
2 +
1
3
3
√
29+3
√
93
2 = 1.465571232 . . . is the unique positive real number
such that
λ3 − λ2 − 1 = 0 .
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We deduce from (2.29) that the vector T and the matrix S in (2.19) are given by
T = 12

0
1
λ
1
 , S = 12

0 0 1λ3
1
λ
1 0 0 0
0 1 0 0
0 0 1λ3
1
λ
 ,
and so (
Mi
)
i∈V =
(
Bi
)
i∈V = (1− S)−1T = 18λ2+14

4λ2 + 4λ+ 2
2λ2 + 2λ+ 1
7λ2 + 8λ+ 8
8λ2 + 4λ+ 9
 . (2.30)
We also deduce from (2.29) that the vector Y and the matrix M in (2.20) are given by
Y = −λ
2+4λ−1
38λ2+22λ+30

1
0
0
1
 , M = 12

0 0 1λ6
1
λ2
1 0 0 0
0 1 0 0
0 0 1λ6
1
λ2
 ,
and so (
Ai
)
i∈V = (1−M)−1Y = 2λ
2−λ+3
280λ2+108λ+173

4
2
1
4
 . (2.31)
Finally, it follows from (2.26)–(2.27) and (2.29)–(2.31) that
1
Hs(T2(2, 3))2
∫
T2(2,3)2
|x− y| d(Hs ×Hs)(x, y) =
∑
i,j∈V
uiuj|Mi −Mj|+
∑
i∈V
u2iAi
= 4444λ
2+2071λ+3030
12141λ2+5650λ+8281
= 0.36610656 . . . .
This concludes the example.
3. Proof of Theorem 2.1.
The purpose of this section is to prove Theorem 2.1. The main tool for proving Theorem 2.1 is the
following well-known result about the asymptotic behaviour of linear difference equations.
Proposition 3.1. Let X be a Banach space. Let T : X → X be a bounded linear operator with
‖T‖ < 1 and let (yn)n be a sequence in X such that yn → y for some y ∈ X. Let the sequence (xn)n
be defined by
xn+1 = Txn + yn
for all n. Then 1− T is invertible and
xn → (1− T )−1y .
Below we will apply Proposition 3.1 to the Banach space given by (X, ‖ · ‖) = (RV, ‖ · ‖∞) equipped
with the supremum-norm ‖ · ‖∞ where ‖x‖∞ = maxi∈V |xi| for x = (xi)i∈V ∈ RV. Bounded linear
operators on X = RV are in a natural way identified with V × V matrices with real entries, and
using this identification, the space of V×V matrices with real entries will therefore be equipped with
the supremum operator-norm obtained by identifying V× V matrices with the linear maps that they
induce, i.e. the norm ‖A‖ of a V× V matrix A = (ai,j)i,j∈V is given by
‖A‖ = sup
x∈RV
‖x‖∞≤1
‖Ax‖∞ .
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Below we will also use the following notation. Namely, if i = e1 . . . en ∈ ΣnG, then we will write
pi = pe1 · · · pen ,
qi = qe1 · · · qen .
Also, recall that we write
ri = re1 · · · ren
for all i = e1 . . . en ∈ ΣnG. Using this notation, it is easily seen that µp,i(Ii) = pi and µq,i(Ii) = qi for
i ∈ ΣnG with i(i) = i, and it therefore follows that
Ageon,i (µp,i, µq,i) =
∑
i,j∈ΣnG
i(i)=i(j)=i
µp,i(Ii)µq,i(Ii)
rirj
∫
Ii×Ij
|x− y| d(x, y)
=
∑
i,j∈ΣnG
i(i)=i(j)=i
piqj
rirj
∫
Ii×Ij
|x− y| d(x, y) .
For brevity write
An,i = A
geo
n,i (µp, µq)
and define the vector An by
An =
(
An,i
)
i∈V
.
Let Y and M be the vector and matrix from Theorem 2.1, i.e.
Y =
( ∑
e,f∈Ei
peqf
∣∣∣ (reBp,t(e) + ae) − (rfBq,t(f) + af) ∣∣∣
)
i∈V
,
and
M =
( ∑
e∈Ei,j
peqere
)
i,j∈V
.
We must now prove that
An → (1−M)−1Y .
The strategy for proving this is the following. We show that there is a vector Yn = (Yn,i)i∈V such that
An+1 = MAn + Yn for all n,
Yn → Y . (3.1)
Since clearly ‖M‖ < 1, it now follows immediately from Proposition 3.1 and (3.1) that
An → (1−M)−1Y .
The proof of (3.1) is divided into into the following 3 parts.
Part 1 (Section 3.1): In this section we introduce various auxiliary vectors and prove some auxiliary
results that will be needed later.
Part 2 (Section 3.2): In this section we construct the vector Yn (using the auxiliary matrices and
vectors introduced in Section 3.1), and prove that Yn → Y .
Part 3 (Section 3.3): In this section we prove that An+1 = MAn + Yn for all n and that ‖M‖ < 1.
18 L OLSEN & A RICHARDSON
3.1. The vectors Bpi,n and limnBpi,n. Fix a family pi = (pie)e∈E of positive numbers pie such that
(pie)e∈Ei is a probability vector for each i ∈ V, and for a positive integer n and i = e1 . . . en ∈ ΣnG, write
pii = pie1 . . . pien . For each positive integer n and i ∈ V, we now write
Bpi,n,i =
∑
i∈ΣnG
i(i)=i
pii
ri
∫
Ii
t dt , (3.2)
and define the vector Bpi,n by
Bpi,n =
(
Bpi,n,i
)
i∈V
. (3.3)
Also, for each positive integer n and i, j ∈ V, we write
Spi,i,j =
∑
e∈Ei,j
piere ,
Tpi,i =
∑
e∈Ei
pieae ,
(3.4)
and define the matrix Spi and the vector Tpi by
Spi =
(
Spi,i,j
)
i,j∈V
,
Tpi =
(
Tpi,i
)
i∈V
;
(3.5)
observe that the definitions of the matrix Spi and the vector Tpi are consistent with the definitions of
the matrices Sp and Sq and the vectors Tp and Tq in Theorem 2.1, i.e. if pi = p (pi = q), then the
definitions of Spi and Tpi coincide with the definitions of Sp and Tp (Sq and Tq) in Theorem 2.1.
Lemma 3.2. We have ‖Spi‖ < 1.
Proof.
Writing rmax = maxe∈E re and noticing that rmax < 1, it follows immediately from the definitions
of Spi and ‖Spi‖ that ‖Spi‖ = sup(xi)i∈V∈RV,maxi |xi|≤1 maxi∈V |
∑
j∈V Spi,i,jxj| ≤ maxi∈V
∑
j∈V |Spi,i,j| =
maxi∈V
∑
j∈V
∑
e∈Ei,j piere = maxi∈V
∑
e∈Ei piere ≤ rmax maxi∈V
∑
e∈Ei pie = rmax < 1 since
∑
e∈Ei pie = 1
for all i ∈ V. 
It follows from Lemma 3.2 that ‖Spi‖ < 1, and we therefore conclude from Proposition 3.1 that the
matrix 1− Spi is invertible. It follows from this that we can define the vector Bpi by
Bpi = (1− Spi)−1 Tpi ; (3.6)
observe that the definition of the vector Bpi is consistent with the definitions of the vectors Bp and
Bq in Theorem 2.1, i.e. if pi = p (pi = q), then the definition of Bpi coincides with the definition of Bp
(Bq) in Theorem 2.1.
Proposition 3.3.
(1) For all positive integers n, we have
Bpi,n+1 = Spi Bpi,n + Tpi .
(2) We have
Bpi,n → Bpi .
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Proof.
(1) For each vertex i ∈ V and all positive integers n, we have
Bpi,n+1,i =
∑
j∈V
∑
e∈Ei,j
∑
i∈ΣnG
i(i)=j
pie
re
pii
ri
∫
Iei
t dt . (3.7)
However, it is clear that if e ∈ Ei,j and i ∈ ΣnG with i(i) = j, then Iei = SeIi, whence
∫
Iei
t dt =∫
SeIi
t dt =
∫
Ii
Se(u)S
′
e(u) du =
∫
Ii
(reu+ ae)re du, and it therefore follows from (3.7) that
Bpi,n+1,i =
∑
j∈V
∑
e∈Ei,j
∑
i∈ΣnG
i(i)=j
pie
re
pii
ri
∫
Ii
(reu+ ae)re du
=
∑
j∈V
( ∑
e∈Ei,j
piere
) ∑
i∈ΣnG
i(i)=j
pii
ri
∫
Ii
u du
+∑
j∈V
( ∑
e∈Ei,j
pieae
) ∑
i∈ΣnG
i(i)=j
pii
ri
∫
Ii
du

=
∑
j∈V
Spi,i,j
∑
i∈ΣnG
i(i)=j
pii
ri
∫
Ii
u du
+∑
j∈V
( ∑
e∈Ei,j
pieae
) ∑
i∈ΣnG
i(i)=j
pii
ri
∫
Ii
du
 (3.8)
Using the fact that
∑
i∈Σn
G
, i(i)=j
pii
ri
∫
Ii
u du = Bpi,n,j and
∑
i∈Σn
G
, i(i)=j
pii
ri
∫
Ii
du =
∑
i∈Σn
G
, i(i)=j
pii
ri
ri =∑
i∈Σn
G
, i(i)=j pii = 1, we now deduce from (3.8) that
Bpi,n+1,i =
∑
j∈V
Spi,i,jBpi,n,j +
∑
j∈V
( ∑
e∈Ei,j
pieae
)
=
∑
j∈V
Spi,i,jBpi,n,j + Tpi,i .
(2) This statement follows immediately from Part (1) and Proposition 3.1. 
3.2. The vectors Yn and limn Yn. Recall, that the vectors Bp and Bq are defined by Bp =
(1− Sp)−1 Tp and Bp = (1− Sq)−1 Tq (see (3.6)), and that for each i ∈ V, we write Bp,i and Bq,i for
the i’th coordinate of Bp and Bq, respectively, i.e. we write
Bp =
(
Bp,i
)
i∈V
, Bq =
(
Bq,i
)
i∈V
.
For each positive integer n and i ∈ V, we write
Yn,i =
∑
e,f∈Ei
peqf
∣∣∣ (reBp,n,t(e) + ae) − (rfBq,n,t(f) + af) ∣∣∣ ,
Yi =
∑
e,f∈Ei
peqf
∣∣∣ (reBp,t(e) + ae) − (rfBq,t(f) + af) ∣∣∣ . (3.9)
Define the vector Yn by
Yn =
(
Yn,i
)
i∈V
, (3.10)
and recall that the vector Y is defined by
Y =
(
Yi
)
i∈V
.
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Proposition 3.4. We have
Yn → Y .
Proof.
This follows immediately from the definitions of Yn and Y since Proposition 3.3 shows that Bp,n → Bp
and Bq,n → Bq. 
3.3. The vectors An and limnAn. Recall that for each positive integer n and each i ∈ V, we
denote the geometric average Ageon,i (µp, µq) by An,i, i.e. we write
An,i = A
geo
n,i (µp,i, µq,i) =
∑
i,j∈ΣnG
i(i)=i(j)=i
piqj
rirj
∫
Ii×Ij
|x− y| d(x, y) .
Also recall that we define the vector An by
An =
(
An,i
)
i∈V
Next, for i, j ∈ V, write
Mi,j =
∑
e∈Ei,j
peqere ,
and recall that matrix M is defined by
M =
(
Mi,j
)
i,j∈V
.
Below we show that An+1 = MAn + Yn for all positive integers n. However, we begin by proving a
small lemma.
Lemma 3.5. For all integers n and all i ∈ V, we have Bp,n,i, Bq,n,i ∈ Ii.
Proof.
Write Ii = [αi, βi]. Also, for i ∈ ΣnG with i(i) = i, we write Ii = [αi, βi] and note that [αi, βi] =
Ii = Si(It(i)) ⊆ Ii(i) = Ii = [αi, βi], whence 1ri
∫
Ii
t dt = 1βi−αi
∫ βi
αi
t dt = 12(βi−αi) (β
2
i − α2i ) = 12 (αi +
βi) ∈ [αi, βi] ⊆ [αi, βi], and so αi ≤ 1ri
∫
Ii
t dt ≤ βi. Since
∑
i∈Σn
G
, i(i)=i pi = 1, this implies that
Bp,n,i =
∑
i∈Σn
G
, i(i)=i
pi
ri
∫
Ii
t dt ≥ αi
∑
i∈Σn
G
, i(i)=i pi = αi and that Bp,ni =
∑
i∈Σn
G
, i(i)=i
pi
ri
∫
Ii
t dt ≤
βi
∑
i∈Σn
G
, i(i)=i pi = βi, i.e. Bp,n,i ∈ [αi, βi] = Ii. A similar argument shows that Bq,n,i ∈ Ii. 
We can now prove that An+1 = MAn + Yn for all positive integers n.
Proposition 3.6.
(1) For all positive integers n, we have
An+1 = M An + Yn .
(2) We have ‖M‖ < 1.
(3) We have
An → (1−M)−1 Y .
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Proof.
(1) For all positive integers n, we have
An+1,i =
∑
e,f∈Ei
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
rerf
piqj
rirj
∫
Iei×Ifj
|x− y| d(x, y) . (3.11)
However, it is clear that if e, f ∈ Ei and i, j ∈ ΣnG with i(i) = t(e) and i(j) = t(f), then Iei = SeIi and
Ifj = SfIj, whence
∫
Iei×Ifj |x− y| d(x, y) =
∫
SfIj×SfIj |x− y| d(x, y) =
∫
Ii×Ij |Se(u)− Sf(v)|rerf d(u, v) =∫
Ii×Ij |(reu+ ae)− (rfv + af)|rerf d(u, v), and it therefore follows from (3.11) that
An+1,i =
∑
e,f∈Ei
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
rerf
piqj
rirj
∫
Ii×Ij
|(reu+ ae)− (rfv + af)|rerf d(u, v)
=
∑
e,f∈Ei
e=f
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
∫
Ii×Ij
|(reu+ ae)− (rfv + af)| d(u, v)
+
∑
e,f∈Ei
e 6=f
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
∫
Ii×Ij
|(reu+ ae)− (rfv + af)| d(u, v)
=
∑
e∈Ei
∑
i,j∈ΣnG
i(i)=i(j)=t(e)
peqere
piqj
rirj
∫
Ii×Ij
|u− v| d(u, v)
+
∑
e,f∈Ei
e 6=f
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
∫
Ii×Ij
|(reu+ ae)− (rfv + af)| d(u, v)
= Un,i + Vn,i , (3.12)
where
Un,i =
∑
e∈Ei
∑
i,j∈ΣnG
i(i)=i(j)=t(e)
peqere
piqj
rirj
∫
Ii×Ij
|u− v| d(u, v) ,
Vn,i =
∑
e,f∈Ei
e6=f
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
∫
Ii×Ij
|(reu+ ae)− (rfv + af)| d(u, v) .
Below we compute Un,i and Vn,i.
Claim 1. We have Un,i =
∑
j∈VMi,jAn,j.
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Proof of Claim 1. We have
Un,i =
∑
e∈Ei
∑
i,j∈ΣnG
i(i)=i(j)=t(e)
peqere
piqj
rirj
∫
Ii×Ij
|u− v| d(u, v)
=
∑
j∈V
∑
e∈Ei,j
∑
i,j∈ΣnG
i(i)=i(j)=j
peqere
piqj
rirj
∫
Ii×Ij
|u− v| d(u, v)
=
∑
j∈V
( ∑
e∈Ei,j
peqere
)  ∑
i,j∈ΣnG
i(i)=i(j)=j
piqj
rirj
∫
Ii×Ij
|u− v| d(u, v)

=
∑
j∈V
Mi,jAn,j .
This completes the proof of Claim 1.
Claim 2. We have Vn,i = Yn,i.
Proof of Claim 2. For e, f ∈ E, write
se,f =

1 if rf + af ≤ ae;
−1 if re + ae ≤ af;
0 otherwise.
Since Se(It(e))
◦ ∩ Sf(It(f))◦ = ∅ for all e, f ∈ Ei with e 6= f, we conclude that if e, f ∈ Ei, then
|Seu− Sfv| = se,f
(
Seu− Sfv
)
for all u ∈ It(e) and all v ∈ It(f), i.e. if e, f ∈ Ei, then
|(reu+ ae)− (rfv + af)| = se,f
(
(reu+ ae)− (rfv + af)
)
(3.13)
for all u ∈ It(e) and all v ∈ It(f). This and the definition of Vn,i imply that
Vn,i =
∑
e,f∈Ei
e 6=f
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
∫
Ii×Ij
se,f
(
(reu+ ae)− (rfv + af)
)
d(u, v)
=
∑
e,f∈Ei
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
∫
Ii×Ij
se,f
(
(reu+ ae)− (rfv + af)
)
d(u, v)
=
∑
e,f∈Ei
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
se,f(ae − af)
∫
Ii×Ij
d(u, v)
+
∑
e,f∈Ei
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
se,f
∫
Ii×Ij
(reu− rfv) d(u, v)
=
∑
e,f∈Ei
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqfpiqjse,f(ae − af)
+
∑
e,f∈Ei
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
se,f
∫
Ii×Ij
(reu− rfv) d(u, v) . (3.14)
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Using the fact that
∑
i∈Σn
G
, i(i)=t(e) pi = 1 and
∑
j∈Σn
G
, i(j)=t(f) qj = 1, we deduce that
∑
e,f∈Ei
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqfpiqjse,f(ae − af) =
∑
e,f∈Ei
peqfse,f(ae − af)
 ∑
i∈ΣnG
i(i)=t(e)
pi

 ∑
j∈ΣnG
i(j)=t(f)
qj

=
∑
e,f∈Ei
peqfse,f(ae − af) .
We conclude from this and (3.14) that
Vn,i =
∑
e,f∈Ei
peqfse,f(ae − af) +
∑
e,f∈Ei
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
se,f
∫
Ii×Ij
(reu− rfv) d(u, v)
=
∑
e,f∈Ei
peqfse,f(ae − af) +Wn,i , (3.15)
where
Wn,i =
∑
e,f∈Ei
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
peqf
piqj
rirj
se,f
∫
Ii×Ij
(reu− rfv) d(u, v) .
We will now compute Wn,i. In particular, we will express Wn,i in terms of Bp,n and Bq,n. To do
so we note that
Wn,i =
∑
e,f∈Ei
peqfse,fre
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
piqj
rirj
∫
Ii×Ij
u d(u, v)
−
∑
e,f∈Ei
peqfse,frf
∑
i,j∈ΣnG
i(i)=t(e)
i(j)=t(f)
piqj
rirj
∫
Ii×Ij
v d(u, v)
=
∑
e,f∈Ei
peqfse,fre
 ∑
i∈ΣnG
i(i)=t(e)
pi
ri
∫
Ii
u du

 ∑
j∈ΣnG
i(j)=t(f)
qj
rj
∫
Ij
dv

−
∑
e,f∈Ei
peqfse,frf
 ∑
i∈ΣnG
i(i)=t(e)
pi
ri
∫
Ii
du

 ∑
j∈ΣnG
i(j)=t(f)
qj
rj
∫
Ij
v dv
 .
(3.16)
Using the fact that
∑
i∈Σn
G
, i(i)=t(e)
pi
ri
∫
Ii
u du = Bp,n,t(e) and
∑
j∈Σn
G
, i(j)=t(f)
qj
rj
∫
Ii
v dv = Bq,n,t(f),
together with the fact that
∑
i∈Σn
G
, i(i)=t(e)
pi
ri
∫
Ii
du =
∑
i∈Σn
G
, i(i)=t(e)
pi
ri
ri =
∑
i∈Σn
G
, i(i)=t(e) pi = 1
and
∑
j∈Σn
G
, i(j)=t(f)
qj
rj
∫
Ij
dv =
∑
j∈Σn
G
, i(j)=t(f)
qj
rj
rj =
∑
j∈Σn
G
, i(j)=t(f) qj = 1, it follows from (3.16) that
Wn,i =
∑
e,f∈Ei
peqfse,freBp,n,t(e) −
∑
e,f∈Ei
peqfse,frfBq,n,t(f) (3.17)
Finally, combining (3.15) and (3.17) shows that
Vn,i =
∑
e,f∈Ei
peqfse,f(ae − af) +Wn,i
=
∑
e,f∈Ei
peqfse,f(ae − af) +
∑
e,f∈Ei
peqfse,freBp,n,t(e) −
∑
e,f∈Ei
peqfse,frfBq,n,t(f)
=
∑
e,f∈Ei
peqfse,f
(
(reBp,n,t(e) + ae)− (rfBq,n,t(f) + af)
)
. (3.18)
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However, since it follows from Lemma 3.5 that Bp,n,t(e) ∈ It(e) and Bq,n,t(f) ∈ It(f), we conclude from
(3.13) that se,f
(
(reBp,n,t(e) +ae)− (rfBq,n,t(f) +af)
)
=
∣∣(reBp,n,t(e) +ae)− (rfBq,n,t(f) +af)∣∣, and (3.17)
and the definition of Yn,i (see (3.9)) therefore show that
Vn,i =
∑
e,f∈Ei
peqf
∣∣∣(reBp,n,t(e) + ae)− (rfBq,n,t(f) + af)∣∣∣
= Yn,i .
This completes the proof of Claim 2.
It follows immediately from (3.12), Claim 1 and Claim 2 that An+1,i = Un,i+Vn,i =
∑
j∈VMi,jAn,j+
Yn,i, i.e. An+1 = MAn + Y .
(2) Using the same notation as in the proof of Lemma 3.2, we write rmax = maxe∈E re and note that
rmax < 1. It now follows immediately from the definitions of the matrix M and ‖M‖ that ‖M‖ =
sup(xi)i∈V∈RV,maxi |xi|≤1 maxi∈V |
∑
j∈VMi,jxj| ≤ maxi∈V
∑
j∈V |Mi,j| = maxi∈V
∑
j∈V
∑
e∈Ei,j pe qe re =
maxi∈V
∑
e∈Ei pe qe re ≤ rmax maxi∈V
∑
e,f∈Ei pe qf = rmax(
∑
e∈Ei pe)(
∑
f∈Ei qf) = rmax < 1 since, by
assumption,
∑
e∈Ei pe =
∑
f∈Ei qf = 1 for all i ∈ V.
(3) This statement follows immediately from Part (1), Part (2) and Proposition 3.1 since Proposition
3.4 shows that Yn → Y . 
We can now prove Theorem 2.1.
Proof of Theorem 2.1.
Let M and Y be as in Theorem 2.1. Since(
Ageon,i (µp,i, µq,i)
)
i∈V =
(
An,i
)
i∈V = An ,
it follows from Proposition 1.1 and Proposition 3.6.(2) that(
Ai(µp,i, µq,i)
)
i∈V =
(
Ageoi (µp,i, µq,i)
)
i∈V = limn
(
Ageon,i (µp,i, µq,i)
)
i∈V = limn An = (1−M)
−1Y .
This completes the proof of Theorem 2.1. 
4. Proof of Theorem 2.6.
The purpose of this section is to prove Theorem 2.6.
Proof of Theorem 2.6.
Let S and T be as in Theorem 2.6, and let Sp, Tp and Bp = (1 − Sp)−1Tp be as in (3.5) and (3.6),
respectively, and note that S = Sp and T = Tp. In particular, this implies that
(1− S)−1 = (1− Sp)−1Tp = Bp . (3.19)
Next, for each positive integer n and i ∈ V, let Bp,n,i be defined as in (3.2), i.e.
Bp,n,i =
∑
i∈ΣnG
i(i)=i
pi
ri
∫
Ii
t dt ,
and let the vector Bp,n be define as in (3.2), i.e.
Bp,n =
(
Bp,n,i
)
i∈V
.
For i ∈ ΣnG, let λi denote the normalized Lebesgue measure restricted to Ii. Next, for a positive
integer n, define the measure µ˜p,n,i by µ˜p,n,i =
∑
i∈Σn
G
, i(i)=i µ(Ii)λi =
∑
i∈Σn
G
, i(i)=i pi λi. It is not
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difficult to see that µ˜p,n,i → µp,i weakly. In particular, since clearly Bp,n,i =
∫
t dµ˜p,n,i(t) and
Mi(µp,i) =
∫
t dµp,i(t), this implies that Bp,n,i =
∫
t dµ˜p,n,i(t)→
∫
t dµp,i(t) = Mi(µp,i). Hence(
Mi(µp,i)
)
i∈V
= lim
n
Bp,n ,
and it therefore follows from Proposition 3.3 and (3.19) that(
Mi(µp,i)
)
i∈V
= lim
n
Bp,n = Bp = (1− S)−1T .
This completes the proof.
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