This paper discusses the problem of reduced-resolution transcoding of compressed video bitstreams. An analysis of drift errors is provided to identify the sources of quality degradation when transcoding to a lower spatial resolution. Two types of drift error are considered: a reference picture error, which has been identified in previous works, and error due to the noncommutative property of motion compensation and down-sampling, which is unique to this work. To overcome these sources of error, four novel architectures are presented. One architecture attempts to compensate for the reference picture error in the reduced resolution, while another architecture attempts to do the same in the original resolution. We present a third architecture that attempts to eliminate the second type of drift error and a final architecture that relies on an intra block refresh method to compensate all types of errors. In all these architectures, a variety of macroblock level conversions are required, such as motion vector mapping and texture down-sampling. These conversions are discussed in detail. Another important issue for the transcoder is rate control. This is especially important for the intra refresh architecture since it must find a balance between number of intra blocks used to compensate errors and the associated rate-distortion characteristics of the low-resolution signal. The complexity and quality of the architectures are compared. Based on the results, we find that the intra refresh architecture offers the best trade-off between quality and complexity, and is also the most flexible.
I. INTRODUCTION
In the context of coding and transmission, there is an increasing need to perform many types of conversions to accommodate terminal constraints, network limitations or preferences of a user. On one side there exists a rich set of content that is rapidly growing by the day, and on the other, we have terminals with varying capabilities. Furthermore, these two entities may be connected through a variety of different network configurations. It should be clear that the transmission and playback of content in such a diverse and dynamic environment may require many types of different conversions.
In this paper, we focus our attention to the problem of reduced resolution transcoding. Specifically, we consider techniques and architectures that convert a compressed video bitstream that has been encoded at one spatial resolution to an output bitstream with half the spatial resolution. The methods presented in this paper aim to minimize the amount of drift in the reconstructed sequence. The transcoding methods themselves can be applied within the same syntax format or between different syntax formats. Since MPEG-4 is adopted as the solution for mobile multimedia communications and a large amount of MPEG-1/2 content is available, we often focus our discussion on MPEG-2 to MPEG-4 transcoding. This is particularly important due to the limited display size of mobile terminals. However, details on the differences between syntax formats are not elaborated on.
Actually, transcoding has been an extensively studied topic in recent years. In earlier works, bit-rate reduction techniques were explored to meet available channel capacity [1] , [2] , [3] . These architectures were further refined in [4] to reduce overall complexity. Additionally, researchers have investigated conversions between constant bit-rate (CBR) streams and variable bit-rate (VBR) streams to facilitate more efficient transport of video [5] . To improve the performance, techniques to refine the motion vectors have also been proposed [6] .
Several papers have addressed the problem of resolution conversion [7] - [10] . The primary focus of the work in [7] was on motion vector scaling techniques. In [8] , the authors propose to use DCT-domain down-scaling and motion compensation for transcoding, while also considering motion vector scaling and coding mode decisions. With the proposed two-loop architecture, computational savings of 40% have been reported with a minimal loss in quality. In [9] , [10] , a comprehensive study on the transcoding to lower spatio-temporal resolutions and to different encoding formats has been provided based on the reuse of motion parameters. In this work, a full decoding and encoding loop were employed, but with the reuse of information, processing time was improved by a factor of 3.
In this paper, we provide a different approach to the problem of spatial resolution transcoding by providing a detailed analytical analysis of the overall architecture. In doing so, we give significant attention to the degradation of reconstructed macroblocks in reduced resolution pictures. Based on this analysis, several new architectures for compressed-domain transcoding are developed and analyzed. We also address the issue of constructing a reduced-resolution macroblock from macroblocks in the original bitstream that have different coding modes. We refer to this problem as the mixed block problem and present several way to overcome it.
The organization of the paper is as follows. We shall focus on the development of drift compensation architectures with transcoding performed in the compressed-domain. Since B-frames do not introduce any drift propagation, our discussion is focused on P-frames only. Before presenting the various architectures themselves, an analysis of the drift problem for reduced-resolution transcoding is given in section II. Here, we introduce a reference architecture and compare it to a simple open-loop transcoding architecture. The open-loop architecture is used to identify the sources of drift error with respect to the reference. In section III, the various types of macroblock-level conversions that are needed for reduced resolution transcoding are considered. Based on the results of our analysis, we present four transcoding architectures that attempt to overcome the types of drift errors that have been identified. These architectures are presented in section IV. In section V, rate control issues are discussed. Finally, experimental results, including quality and complexity comparisons, are presented and discussed in section VI, and our concluding remarks are given in section VII.
II. DRIFT ERROR ANALYSIS
In video coding, drift error refers to the continuous decrease in picture quality when a group of Motion Compensated (MC) inter-frame pictures are decoded. In general, it is due to an accumulation of error in the decoder's MC loop, however the cause of drift is due to many different factors. The problem of drift error has been studied for full-resolution transcoding [4] , and for multi-layer coding [11] , but no explicit analysis has been done for reduced-spatial-resolution transcoding. In this section, we will analyze drift errors by comparing a cascaded closed-loop architecture that is drift-free with an open-loop architecture.
The open-loop architecture is the simplest and lowest complexity architecture that one can consider and it is characterized by severe drift errors due to many sources. In Section IV, we will consider new driftcompensating architectures based on the drift error analysis. These new architectures attempt to simplify the drift-free architecture, while improving the quality of the open-loop architecture.
With regard to notation, lowercase variables indicate spatial domain signals, while uppercase variables represent the equivalent signal in the DCT domain. The subscript on the variable indicates time, while a superscript equaling to one denotes an input signal and a superscript equaling to two denotes an output signal. D refers to down-sampling and U to up-sampling. M denotes full-resolution motion compensation and M Ö denotes reduced-resolution motion compensation. Ü indicates a full-resolution image signal, Ý indicates a reduced-resolution image signal, indicates a full-resolution residual signal and indicates a reduced-resolution residual signal. ÑÚ denotes the set of full-resolution motion vectors and ÑÚ Ö denotes the set of reduced-resolution motion vectors. Figure 1 shows a cascaded closed-loop transcoding architecture, which is referred to as the Reference.
A. Reference Architecture
This architecture is the most complex and costly, but it has no drift errors and provides a basis for drift error analysis and further simplification. Ò . In the case of P-frames, the identity,
yields the reconstructed full-resolution picture. As with the I-frame, this signal is then down-sampled via equation 1. Then, the reduced-resolution residual is generated according to,
which is equivalently expressed as,
The signal given by equation 4 represents the reference signal that is free of drift errors. Based on this equation, we can analyze drift errors. Downs-Sampling will be described later in Section III. At this time, we are mainly concerned with the analysis of drift errors caused by reduced-resolution transcoding. With this OpenLoop architecture, the reduced-resolution residual is given by,
B. Drift Error Analysis of Open-Loop Architecture
Compared to equation 4, the drift error, , can be expressed as, In the above, the drift error has been decomposed into two categories. The first component, Õ , represents an error in the reference picture that is used for MC. This error may be caused by re-quantization, eliminating some non-zero DCT coefficients, or arithmetic error caused by integer truncation. This is a common drift error that has been observed in other transcoding works [4] . In this way, the pictures originally used as references by the transcoder will be different from their counterparts in the decoder, thus creating a mismatch between predictive and residual components. The second component, Ö , is due to the non-commutative property of motion compensation and down-sampling, which is unique to reducedresolution transcoding. There are two main factors contributing to the impact of Ö : motion vector (MV) mapping and down-sampling. In mapping MV's from the original-resolution to a reduced-resolution, a truncation of the MV is experienced due to the limited coding precision. In down-sampling to a lower spatial resolution in the compressed domain, block constraints are often observed to avoid filters that overlap between blocks. Due to this effort to reduce complexity, the quality of the down-sampling process must be compromised and some errors are typically introduced. Regardless of the magnitude of these errors for a single frame, the combination of these two transformations generally creates a further mismatch between the predictive and residual components that will increase with every successively predicted picture.
To illustrate this mismatch between predictive and residual components due to the non-commutative property of motion compensation and down-sampling, we consider an example with 1-D signals and neglect any error due to requantization (or Õ ). Let denote the reconstructed block, denote the reference block, and denote the error (residual) block, all in the original-resolution. Furthermore, let Ú denote a full-resolution motion compensation filter and Ú ¾ denote a reduced resolution motion compensation filter. Then, the reconstructed block in the original-resolution is given by,
If we apply a down-conversion process to both sides, we have,
The quality produced by the above expression would not be subject to the drift errors included in Ö . However, this is not the signal that is produced by the reduced-resolution transcoder. The actual reconstructed signal is given by,
Since D´ Ú µ does not usually equal Ú ¾ D´ µ, there is a mismatch between the reduced-resolution predictive and residual components. To achieve the quality produced by equation 10, either or both of the predictive and residual components would need to be modified to match each other. In the Reference architecture, this mismatch is eliminated with the second (encoder) loop that computes a new reducedresolution residual. With this second-loop, the predictive and residual components are re-aligned. Our objective in the following section is to consider alternative ways to compensate for drift with reduced complexity. Before that, we will first explain several issues related to reduced-resolution transcoding.
III. MACROBLOCK CONVERSIONS
In this section, we will discuss some issues related to reduced-resolution transcoding, which correspond to three functional units: Mixed Block Processing, MV Mapping and Texture Down-sampling. These blocks are presented in the OpenLoop architecture, which is shown in Figures 2, and will also be used in the new drift compensating architectures that will be presented in the next section.
A. Mixed Block Processing
In transcoding compressed video to a lower spatial resolution, a group of four macroblocks in the original video corresponds to one macroblock in the transcoded video. So, the purpose of the Mixed-Block
Processor is to pre-process selected groups of macroblocks to ensure that the down-sampling process will not generate an output macroblock in which its sub-blocks have different coding modes, e.g., both
inter-and intra sub-blocks within a single macroblock. Mixed coding modes within a macroblock are not supported by any known video coding standards.
The function of the Mixed-Block Processor includes producing motion vectors and corresponding residues for inter-frames. Because inter-frames contain both intra-and inter-macroblocks, we need first to decide the macroblock (MB) mode in the output bitstream from the MB modes of the four corresponding macroblocks in original bitstream. If the four input MB modes are intra, the output MB mode is intra.
Similarly, if the four input MB modes are inter, the output MB mode will also be inter. If neither of these cases is true, we encounter a group of mixed blocks, i.e, a group of macroblocks that contain both intra-and inter-coded macroblocks. In this case, we need to decide on a consistent mode and modify the associated motion vectors and DCT coefficients accordingly so that a non-mixed block is produced in the output. We propose three methods to accomplish this mixed-block processing.
In the first method, ZeroOut, the MB modes of the mixed macroblocks are all modified to inter-mode.
The MV's for the intra-macroblocks are reset to zero and so are corresponding DCT coefficients. In this way, the input macroblocks that have been converted are replicated with data from corresponding blocks in the reference frame.
The second method is called IntraInter. In this method, the MB modes are also modified to be intermode, but the motion vectors for the intra-macroblocks are predicted. The prediction is based on the data in neighboring blocks, which can include both texture and motion data. In our experiments, the following estimate of the new motion vector is used,
where ÑÚ ÔÖ is the predicted motion vector for the intra-macroblock that needs to be converted, ÑÚ Ò is the neighboring inter-macroblocks, Û is the corresponding weighting factor based on the DCT energy of the inter-macroblocks. As an alternative, we can simply set the motion vector to be zero, depending on which produces less residual. In an encoder, the mean absolute difference of the residual blocks are typically used for mode decision. The same principles can be applied here. Based on the predicted motion vector, a new residual for the modified macroblock is calculated.
In the third method, InterIntra, the MB modes are all modified to intra-mode. In this case, there is no motion information associated with the reduced-resolution macroblock, therefore all associated motion vector data is reset to zero. This is necessary to perform in the transcoder because the motion vectors of neighboring blocks are predicted from the motion of this block. To ensure proper reconstruction in the decoder, the motion vector for the particular group of macroblocks must be reset to zero in the transcoder.
The intra-DCT coefficients are generated to replace the inter-DCT coefficients.
It should be noted that to implement the second and third methods, we need a decoding loop to reconstruct a full-resolution picture. The reconstructed data is used as a reference to convert the DCT coefficients from intra-to-inter, or inter-to-intra. For a sequence of frames with a small amount of motion and a low-level of detail, the low complexity strategy of ZeroOut can be used. Otherwise, either IntraInter or InterIntra should be used. The performance of InterIntra is a little better than IntraInter, because
InterIntra can stop drift propagation by transforming inter blocks to intra blocks.
B. Motion Vector Mapping
When down-sampling four macroblocks to one macroblock, the associated motion vectors have to be mapped. Several methods suitable for frame-based motion vector mapping have been described in past work [7] , [12] . To map from four frame-based motion vectors, i.e., one for each macroblock in a group, to one motion vector for the newly formed macroblock, a weighted average or median filters can be applied.
This is referred to as a 4:1 mapping.
However, with certain compression standards, such as MPEG-4 and H.263, there is support in the syntax for advanced prediction modes that allow one motion vector per ¢ block, i.e., sub-block motion. In this case, each motion vector is mapped from a ½ ¢ ½ macroblock in the original resolution to an ¢ block in the reduced resolution macroblock with appropriate scaling by ¾. This is referred as a 1:1 mapping.
1:1 mapping usually performs better than 4:1 mapping if no motion compensation is performed [12] .
But, it is inefficient to always use the 1:1 mapping, because more bits are used to code four motion vectors. We propose a mixed mapping method based on the variance of the four input motion vectors.
If the variance of these motion vectors is greater than a threshold, then use the 1:1 mapping method presented in [12] , otherwise use 4:1 mapping.
Because MPEG-2 supports interlaced video, we also need to consider field-based MV mapping. We first convert the field-based MV's to a frame-based MV by using the top-field MV as the default [13] .
However, if the bottom field MV is used to predict the top field, the top-field and bottom-field motion vectors are averaged. Then, we divide the horizontal MV by ¾ (the vertical MV is already halved by using the top-field MV). It should be pointed out that there is a relation between the methods used for texture down-sampling (discussed below) and MV mapping. This is especially true when converting from an interlace source to a progressive output. We have tried various combinations of down-conversion filters and MV mappings, and have verified experimentally that this particular MV mapping method works slightly better than if the top-field MV is always used.
C. Texture Down-Sampling
For the purpose of down-sampling texture data, this paper mainly relies on the filtering concepts that we have developed a few years ago for memory saving decoders. A review of this work can be found in [14] and references therein. For the transcoder, there are some new aspects that must be considered.
However, since the derivation of new filters is beyond the scope of this paper, we only provide a brief explanation of this process and expressions for particular filters used in our experiments.
In our earlier work, the concept of frequency synthesis has been proposed to transform an input DCT macroblock consisting of four ¢ DCT blocks into an single ¢ DCT block. The computations are actually performed on the rows and columns of the macroblock using separable 1D filters. Let and denoted the input vectors of size AE. Then, the output data, , also of size AE, is computed according to,
where
and
and «´ µ = ½ Ô ¾ for ¼ , and ½ for ¼ . The above down-conversion filters can be applied in both the horizontal and vertical directions, and to both frame-DCT and field-DCT blocks. In our experiments, we aim to produce a progressive (MPEG-4) output. Therefore, if the input is a frame-DCT block, we apply the above filters to both fields. On the other hand, if the input is a field-DCT block, a different set of filters are used to simultaneously perform a field-to-frame conversion and down-conversion in the DCT domain. These filters are given by,
We would also like to point out that all of the above DCT filters can easily be transformed to spatialdomain filters, which are mathematically equivalent [14] . In fact, such filters are used in our reference architecture to obtain a pure comparison of the architecture and avoid any differences due to downsampling.
IV. DRIFT COMPENSATION ARCHITECTURES
In Section II, the drift errors related to reduced-resolution transcoding were analyzed by comparing the signals produced by the Reference and OpenLoop architectures. The OpenLoop architecture is the simplest, but the drift error can be very severe. On the other hand, the Reference architecture is completely drift free, but the complexity is high. Therefore, it is desirable to approximate the quality, while achieving significant complexity reduction. In this section, we will present four new architectures that provide different means of drift error compensation. The first two architectures can be viewed as extensions to the full-resolution transcoding architectures presented in [4] . The signal given by equation 4 represents the reference signal that the architectures described here approximate. Since I-frames do not cause drift and the processing of I-frames is simple and mature [7] , we will focus our discussion on P-frames only.
We note that several methods have been proposed to perform motion compensation in the frequency domain, e.g., [4] . In this way, some DCT/IDCT computation can be avoided, but they involve matrices multiplications that may be computationally complex. In the architectures presented in this paper, we adopt spatial-domain motion compensation for simplicity. However, corresponding frequency-domain approaches can easily be applied. Figure 3 shows the first closed-loop architecture that performs drift compensation in the reduced resolution. This architecture will be referred to as DriftLow. The reduced resolution residual signal in Figure 3 is expressed as,
A. Drift Compensation in Reduced Resolution
which can be generated from equation 4, with the approximation,
The drift compensation is performed on a macroblock-by-macroblock basis using the set of reduced- Figure 4 presents the second closed-loop architecture that performs drift compensation in the original resolution. This architecture will be referred to as DriftFull. The reduced resolution residual signal in Figure 4 is expressed as,
B. Drift Compensation in Original Resolution
This architecture requires up-sampling in the DCT domain, which is briefly discussed below. In this architecture, the drift compensation is performed on a macroblock-by-macroblock basis using the set of original-resolution motion vectors. This architecture attempts to eliminate drift errors caused by Õ , as well as drift errors caused by Ö . As with the DriftLow architecture, an additional MC loop with frame memory may be substituted for the Mixed Block Processor depending on the particular configuration that has been chosen, i.e., ZeroOut, IntraInter, or InterIntra.
The up-sampling operation required by this transcoding architecture is unique from past up-sampling operations described in [14] in that the sub-division back to four ¢ blocks has not been considered. In our previous work, the up-sampling filters were derived based on a least-squares approach that minimized the difference between the original and reconstructed data in the spatial domain. Specifically, the optimal up-sampling filter, · , is given by, · 
However, with the above, the sub-block structure of a macroblock is not recovered, i.e., a single ½ ¢ ½ DCT block will be obtained, which is clearly not suitable for the difference of four ¢ DCT blocks that need to be computed after the up-sampling operation. Without proof, we claim that two reconstructed AE ¢ AE DCT blocks, and , can be obtained through the following expressions,
Applying the expression given in equation 22 to rows and columns of the down-sampled DCT block allows us to reconstruct four ¢ DCT blocks. These blocks can be then be subtracted from the DCT blocks prior to encoding to yield the difference signal used for compensating the drift in the original resolution. Figure 5 shows the third closed-loop architecture that performs drift compensation in the reduced resolution. We shall refer to this architecture as Partial Encode. The reduced resolution residual signal in Figure 5 is expressed as,
C. Partial Encode Architecture
The Partial Encode architecture attempts to eliminate drift errors caused by Ö . It should be noted that since full-resolution decoding is performed with this architecture, there is no mixed block problem.
D. Intra Refresh Architecture
As presented in Section III-A, the InterIntra and IntraInter configurations of the Mixed Block Processor require an additional MC loop to reconstruct a full-resolution picture. In this sub-section, we exploit this structure by considering methods to control or minimize the drift. We will present a new method using intra-refresh to stop the drift, which can be applied in both open-loop and close-loop architectures.
In the Mixed-Block Processor, InterIntra provides a way to convert an inter-coded block to intracoded block. Because intra-coded blocks are not subject to drift, this kind of conversion stops the drift propagation, for both Õ and Ö . We refer to this technique of using InterIntra for drift compensation as Intra Refresh. This method has successfully been applied to error-resilience coding schemes [15] , and we find the principle is also very useful for reducing drift in a transcoder. The Intra Refresh architecture is illustrated in Figure 6 . As seen from the figure, this architecture only has one motion compensated loop, which is used to reconstruct a full-resolution picture to convert the DCT coefficients from inter-to-intra.
As we will show, this architecture is very flexible in that it can adapt itself based on the input signal characteristics and transcoding condition. Besides providing an effective, yet simple means to combat both types of drift errors, Ö and Õ , it is also capable of correcting any errors that may be caused by incorrect MV mapping. These properties make this architecture very appealing. At this time, however, we focus our discussion on the ability to correct drift errors only and do not consider any other sources of error.
In the following, we consider two steps for the intra-refresh process. First, the amount of drift in the compressed bitstream is estimated. The drift can be estimated based on data pertaining to the amount of motion vector truncation, residue energy, motion activity or re-quantization error. Second, the estimated value of drift is translated to an intra-refresh rate, ¬, that is used as input to the Mixed-Block Processor. ¬ is the percentage of intra-coded macroblocks in one frame. One point to keep in mind about the intra-refresh technique is that more bits are usually required for coding intra-blocks. For this reason, the intra-refresh process and the rate control must be considered jointly. The specific issues involved will be discussed in more detail in Section V.
V. RATE CONTROL
In this section, we first review the rate control framework that is common to all the drift compensation architectures presented in this paper. Then, special considerations for the rate control that must be accounted for in the Intra Refresh architecture are discussed. These special considerations arise from the fact that an increase in the number of intra-coded blocks should be considered in determining the quantizer used to code the frame.
A. Common Framework
We begin our discussion with a brief overview of the quadratic texture model that we use for rate control, which was proposed by Chiang and Zhang in [16] . Let Ê represent the texture bits spent for a frame, É denote the quantization parameter, ( ½ , ¾ ) the first and second-order model parameters and Ë the encoding complexity. The relation between Ê and É is given by:
In an encoder, the complexity measure, Ë, is typically given by the mean absolute difference of residual blocks. However, for compressed-domain transcoding architectures, this measure must be computed from the DCT coefficients. As a result, we adopt a DCT-based complexity measure, Ë, which was presented in [17] and is given by,
where Ñ´ µ are the AC coefficients of a block, Ñ is a macroblock index in the set Å of inter-coded blocks, Å is the number of blocks in that set and ´ µ is a frequency dependent weighting, e.g., a quantizer matrix.
Given the above model and complexity measures, the rate control works in two main stages: a preencoding and post-encoding stage. In the pre-encoding stage, the target estimate for the frame is obtained based on available bit-rate and buffer fullness, and the complexity is also computed. Then, the value of É is determined based on these values and the current model parameters. After encoding, the post-encoding stage is responsible for calibrating the model parameters based in the actual bits spent and corresponding É. This can be done by linear regression using the results of the past Ò frames.
B. Intra Refresh Considerations
Theoretically, the effect of intra-refresh can be characterized by the operational rate-distortion (R-D) function ´¬ Ê µ: i.e., the average distortion is expressed as a function of the average bit-rate, Ê, and intra-refresh rate, ¬. To illustrate the behavior of this function, consider the Foreman sequence at CIF resolution, encoded at 2Mbps with AE ¿¼ and Å ½. This bitstream is transcoded with a number of different fixed quantizer scales and various values of ¬. The R-D curves for each ¬ are shown in Figure 7 . The intra-refresh scheme that we used to generate these results is similar to that of H.263 [15] .
In this scheme, each macroblock is assigned a counter that is increased if the macroblock is encoded in inter-frame mode. If the counter reaches a threshold, Ì ½ ¬, which denotes the update interval, the macroblock is encoded in intra-mode and the counter is reset to zero. By assigning a different initial offsets to each macroblock, the updates of individual macroblocks can be spread over time. Figure 7 shows that overall quality is decreased at low bit-rates when the intra-refresh rate is high.
The reason is that too many bits are consumed by the intra-coded blocks without a sufficient increase in quality. The opposite is observed at higher bit-rates. With a larger amount of bits that can be spent per frame, the overall quality is increased with more intra-coded blocks. Since the goal of the intra-refresh techniques is to minimize the effect of drift, we should point out that at lower bit-rates, Õ is likely to dominate the overall error, while at higher bit-rates, the impact of Õ is significantly less and Ö is likely to be more dominant.
In the Intra Refresh architecture, it is important that the intra-refresh process be adaptive to account for the above characteristics, and also that the outcome of the process, i.e., the number of intra blocks to be coded in a frame, be accounted for in certain aspects of the rate control. Specifically, the quantizer selection and model parameter calculation. In the following, we propose an Adaptive Intra-Refresh (AIR) technique which is simple, but effective. In general, the objective of this technique is to dynamically determine the blocks to be converted from inter-to-intra. The particular scheme that we describe is adaptive according to available bit-rate and block attributes. After describing the technique itself, we explain how the outcome is accounted for by the rate control.
As analyzed in Section II, drift errors come from two mismatches, Õ and Ö . Through observation, we find that a large drift error always correlates to inter-coded blocks with large residual energy or motion activity. Consequently, AIR decides that a group of (four) macroblocks need to be intra-coded if the sum of residual energy in this group of macroblocks is larger than a threshold, Ì Ö , or if the sum of motion vector variance in this group of macroblocks is larger than a threshold, Ì Ñ . Initial values for the thresholds are determined experimentally through a simple linear relationship with the distortion (Å Ë ).
Specifically, the relations are given by, Å Ë « Ì Ö , and Å Ë ¬ Ì Ñ , where the parameters « and ¬ are fitted based on several training sequences 1 . After each frame is encoded, the thresholds are dynamically adjusted according to the difference between the target bit rate and actual bit rate. If the difference is positive, it implies that the target quality is higher than the bits that have actually been spent and we set the thresholds lower. On the other hand, if the difference is negative, the thresholds are set higher. Since this AIR decision may ignore the inter-coded boundary blocks of a moving object, we further expand the intra-refresh boundary to the left or right to cover an object boundary. It should be noted that this procedure is not optimal, but as experimental results will show, it works quite well. The main purpose of this scheme is to provide some means of adaptive intra block conversion to illustrate the concepts and strengths of the Intra Refresh architecture. An optimal scheme that considers rate-distortion trade-offs would be a topic for further study.
With the intra-refresh procedure, the total number of intra blocks may be high and must be accounted for in the rate control. For the quantizer selection, a single quantization parameter is selected for the frame and is applied to both intra and inter-coded blocks. With this scheme, we consider a hybrid complexity measure that accounts for both inter and intra DCT coefficients. In other words, Equation 27 is extended to include normalized intra DCT coefficients as well. Specifically,
where Ð´ µ are the AC coefficients of an intra-coded block, Ð is a macroblock index in the set Ä of intracoded blocks, Å is the total number of non-skipped blocks in a frame, and ½´ µ and ¾´ µ are a frequency dependent weights for inter and intra-coded blocks, respectively. This hybrid complexity measure is used to calculate the updated model parameters after coding. With these small modifications to the rate control,
we have found that a better fit between the rate-quantizer model and the actual data is achieved.
VI. EXPERIMENTAL RESULTS
In this section, we present a comparative study of the quality and complexity for the architectures under consideration. We simulated all the proposed architectures in software by transcoding MPEG-1 and MPEG-2 bitstreams to quarter-resolution MPEG-4 bitstreams. The machine we used to run in the simulations is an Ultra 60 workstation with processor speed 360 MHz, model UltraSPARC-II, 4-MB L2
½ The training sequences were chosen outside of the sequences used for the experimental results presented in section VI.
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Cache and 512 MB memory, and the source code used in these experiments has not been optimized for speed.
Independent of these above platform specifications, Table I shows the main blocks contributing to the complexity of each implementation. The table also provides a relative indication of the expected amount of drift error and the primary source of that error. With regard to the complexity of the architectures that employ inter-to-intra or intra-to-inter conversions, it should be noted that certain blocks involved in the conversion process are not invoked for every macroblock. For instance, the DCT block in the Intra Refresh architecture is only used for blocks that require a conversion, which may be only a fraction of the total number of blocks in a given frame, e.g., 10%. This is especially important for software implementations that rely mainly on average processing times. Also, in our simulations, the InterIntra configuration for the Mixed-Block Processor has been adopted for the DriftLow and DriftFull architectures since this leads to the best quality. The numbers in Table I take this configuration into account, and will be lower if the ZeroOut configuration is used.
The tests are conducted with various input sequences at different resolutions, formats and encoding pattern (GOP structure). All the sequences are coded at 30fps. In the Intra-Refresh simulations, we set initial thresholds: Ì Ö ½¼¼¼¼¼ and Ì Ñ ¼¼¼. During transcoding, both thresholds are adaptively adjusted as described in Section V. For comparison, we also simulate an Optimal architecture, which consists of an MPEG-2 decoder, followed by spatial-domain sub-sampling, and a full MPEG-4 encoder with motion re-estimation. This surely has the best quality, but has at least 37 times more computational cost than the Reference [7] .
We first conduct some experiments using input bitstreams that have been encoded with periodic Iframes. The primary purpose of this experiment is to analyze the quality and complexity of all the presented architectures under common conditions that are somewhat tolerant to the accumulation of drift, but not completely forgiving. The original sequence is CIF resolution (¿ ¾ ¢ ¾ ) and coded as an MPEG-1 bitstream with AE ½ and Å ¿ .
In the first experiment, we consider the Akiyo sequence, which has low motion and a low-level of detail. The source bit-rate is 512Kbps and the target rates for the transcoder are 32, 64 and 96Kbps. The simulation shows that even the simplest open-loop architecture ZeroOut can achieve reasonably good quality and higher quality can be reached by other architectures with higher complexity. For the range of bit-rates tested, these two architectures were able to achieve similar quality to the Ref-
erence, while decreasing the time by a factor of 1.7 and 1.4, respectively. We note that the speed-up for Intra Refresh has decreased in this simulation compared to the simulation with Akiyo. This is due to the increased need in Foreman for inter-to-intra conversion, which mainly requires an added DCT for each converted block. Summarized results for all the other architectures are provided in Table III . architectures. From these plots, we can see that Intra Refresh compensates for drift quite well in both sequences, even with such a long series of successive predictions. However, the results are not so consistent for Partial Encode, i.e., a strong decay over time is observed for Foreman and almost no decay for
Football. There are two explanations for this occurrence. The first reason is that for Foreman, Õ plays a more critical role as AE increased, while for Football, Ö is always more influential than Õ due to the high motion. The second reason is due to the large number of intra blocks in P-frames that were used to encode Football, which also relates to the high motion complexity in the sequence. This result indicates that drift propagates less in such sequences.
¿From the experiments overall, we notice that DriftFull with InterIntra is even more complex than the ¿From the experiments we have conducted, we believe that the Intra Refresh architecture offers the best trade-off between quality and complexity. In most cases, the quality provided by this transcoding method is very similar to that of the reference. It is also a flexible and adaptable architecture that can easily be scaled in terms of its complexity and quality to meet any number of system needs.
With regards to future work, a better rate control model to combine the intra-refresh process with the quantizer selection requires more investigation. Another interesting topic is to combine temporal resolution reduction with spatial resolution reduction for video transcoding. Finally, we think there are some interesting studies to be done regarding the relation between MV mapping and texture down-sampling, especially within the context of interlace-to-progressive transcoding. 
