Abstract. In this paper we prove the existence of infinitely many nontrivial solutions for the class of (p, q) fractional elliptic equations involving concave-critical nonlinearities in bounded domains in R N . Further, when the nonlinearity is of convex-critical type, we establish the multiplicity of nonnegative solutions using variational methods. In particular, we show the existence of at least catΩ(Ω) nonnegative solutions.
Introduction
In this article we discuss the existence of multiple nontrivial solutions of (p, q) fractional Laplacian equations involving concave-critical type nonlinearities and existence of nonnegative solutions when nonlinearities is of convex-critical type. More precisely, first we consider equations of the type (P θ,λ ) (−∆) 
where Ω ⊂ R N is a smooth, bounded domain, λ, θ > 0, 0 < s 2 < s 1 < 1, 1 < r < q < p < For s 1 = s 2 = 1, the problem reduces to the (p, q) Laplacian problem which appears in more general reaction-diffusion system u t = div a(u)∇u + g(x, u), (1.2) where a(u) = |∇u| p−2 ∇u + |∇u| q−2 ∇u. This system has a wide range of applications in Physics which include biophysics, plasma physics and chemical reaction-diffusion system, etc. In such applications, the function u describes a concentration, the first term on the right-hand side of (1.2) corresponds to the diffusion with a diffusion coefficient a(u) and the second one is the reaction and relates to sources and loss processes. Typically, in chemical and biological applications, the reaction term g(x, u) has a polynomial form with respect to the concentration u. Consequently, quasilinear elliptic boundary value problems involving this operator have been widely studied in the literature (see e.g., [3, 16, 17] and the references there-in). In particular, proving the existence and multiplicity of nontrivial solutions and nonnegative solutions were of major interest in many articles, see [6, 15, 23, 24] and the references there-in. When p = q and s 1 = s 2 , (P θ,λ ) reduces to p-fractional type equations with concaveconvex nonlinearities. In recent years, existence and multiplicity result for nontrivial, positive and sign-changing solutions for the p-fractional type equations with concave-convex nonlinearities have gained considerable interest. In this regard we cite some of the related recent works [4, 7, 10, 12] (also see the references there-in).
In the nonlocal case s ∈ (0, 1) and p = q = 2, equations with two nonlocal operators have also started gaining interest in the past few years starting with the work of Chen, Kim, Song, et al, see [8] , [9] . But as of our knowledge, there is no article so far where the nonlinear analysis involving (p, q) fractional Laplacian operator or combination of two linear fractional Laplacian operator have been carried out in the spirit of above mentioned works. The aforementioned results are motivation for this present paper, where we study the existence and multiplicity results for the equations involving (p, q) fractional Laplacian operator with concave-critical or convex-critical nonlinearities. Since u = 0 in R N \ Ω, the above integral can be extended to all of R N . The embedding X 0,s,p (Ω) ֒→ L r (Ω) is continuous for any r ∈ [1, p * s ] and compact for r ∈ [1, p * s ). Moreover, for 1 < q ≤ p, X 0,s 1 ,p (Ω) ⊂ X 0,s 2 ,q (Ω) (see Lemma 2.2 in Section 2). For further details on X 0,s,p (Ω) and it's properties we refer [21] .
Throughout this article we assume the functions V (·), f (·, ·) satisfy the following: (A1) V ∈ L ∞ (Ω) and there exists σ > 0, η > 0 such that V (x) > σ > 0 for all x ∈ Ω and Ω V (x)|u| r dx ≤ η u r 0,s 2 ,r for all u ∈ X 0,s 2 ,r (Ω). (A2) |f (x, t)| ≤ a 1 |t| α−1 + a 2 |t| β−1 for all x ∈ Ω, t ∈ R, a 1 , a 2 > 0, 1 < α, β < p * s 1 . (A3) There exists a 3 > 0 and l ∈ (1, p) such that f (x, t)t − p * s 1 F (x, t) ≥ −a 3 |t| l for all x ∈ Ω, t ∈ R where F (x, t) = t 0 f (x, τ )dτ.
(A4) f (x, t) > 0 for all x ∈ Ω, t ∈ R + and f (x, t) = −f (x, −t) for all x ∈ Ω, t ∈ R. Definition 1.1. We say that u ∈ X 0,s 1 ,p (Ω) is a weak solution of (P θ,λ ) if for all φ ∈ X 0,s 1 ,p (Ω), we have
|u(x) − u(y)| p−2 (u(x) − u(y))(φ(x) − φ(y)) |x − y| N +ps 1 dxdy
|u(x) − u(y)| q−2 (u(x) − u(y))(φ(x) − φ(y)) |x − y| N +qs 2 dxdy
Our first main result is the following: Theorem 1.1. Let 0 < s 2 < s 1 < 1, 1 < r < q < p < N s 1 and assumptions (A1)-(A4) being satisfied. Then there exists λ * > 0 such that for any λ ∈ (0, λ * ), there exists θ * > 0 such that for any θ ∈ (0, θ * ), problem (P θ,λ ) has infinitely many nontrivial weak solutions in X 0,s 1 ,p (Ω).
Our next goal is to study the nonnegative solutions to (P θ,λ ). For V (x) ≡ 1 and λ = 0, we investigate the nonnegative solutions of (P θ,λ ) and prove the following results: Theorem 1.2. Let 0 < s 2 < s 1 < 1 and 2 ≤ q < p < r < p * s 1 . Then there exists θ * > 0 such that for any θ > θ * , the problem
has a nontrivial nonnegative weak solution.
To state our next theorem, we need the following definition. Definition 1.2. Let M be a topological space and consider a closed subset A ⊂ M . We say that A has category k relative to M (cat M (A) = k), if A is covered by k closed sets A j , 1 ≤ j ≤ k, which are contractible in M , and if k is minimal with this property. If no such finite covering exists, we define cat M (A) = ∞. Moreover, we define cat M (∅) = 0.
Using Lusternik-Schnirelmann category theory, we prove our next result.
Then there exists θ * * > 0 such that for any θ ∈ (0, θ * * ), problem (P) has at least cat Ω (Ω) nontrivial nonnegative solutions in X 0,s 1 ,p (Ω).
The rest of the paper is organized as follows. Section 2 is preliminaries, where we prove X 0,s 1 ,p (Ω) is embedded in X 0,s 2 ,q (Ω) and the concentration compactness lemma for the p-fractional case. Section 3, Section 4 and Section 5 deals with the proof of Theorem 1.1, Theorem 1.2 and Theorem 1.3 respectively. The paper is concluded with an appendix where we recall the statement of classical deformation lemma, general mountain pass lemma and some standard properties of genus.
2. Preliminary 2.1. Besov-Sobolev embeddings. In this subsection first we define Besov space of R N and Ω. For 1 ≤ i ≤ N and h ∈ R, let ∆ h i u denote the difference quotient defined by
denote the set of all distributions over Ω. For 1 ≤ p, q ≤ ∞, and 0 < s < 1, we set
For more details about Besov space, we refer [13] and [26] .
Proof. Note that, the assertion of the above Lemma fails when s 1 = s 2 , see [18] for the counterexample.
Lemma 2.2. Let 0 < s 2 < s 1 < 1, 1 < q ≤ p and Ω be a smooth bounded domain in R N , where N > s 1 p. Then X 0,s 1 ,p (Ω) ⊂ X 0,s 2 ,q (Ω) and there exists C = C(|Ω|, N, p, q,
Proof. Let u ∈ X 0,s 1 ,p (Ω). Then u ∈ W s 1 ,p (R N ) with u ≡ 0 a.e. in R N \ Ω. Note that, thanks to Hölder inequality and Sobolev inequality, we have
This proves that X 0,s 1 ,p (Ω) ⊂ W s 1 ,p (Ω). Consequently, by Lemma 2.1 we also have
Therefore,
, it follows
Hence the lemma follows.
2.2. Concentration-compactness. For s ∈ (0, 1), definė
Next, we fix some notations:
denotes the set of all continuous functions with compact support. µ := R N dµ. M(R N ) denotes the space of finite measures on R N . We say a sequence (µ n ) converges weakly to µ in M(R N ), if
and it is denoted by µ n ⇀ µ. 
has a convergent subsequence (still denoted by v n ) such that v n → v inẆ s,p (R N ) where v(x) > 0 in R N . In particular, there exists a minimizer for S s,p . Moreover, we have, λ n → 0 and y n → y ∈ Ω as n → ∞.
Proof. For p = 2, this lemma has been proved by Palatucci- 
and define
Then, we have
Moreover, if u = 0 and S s,p ν p/p * s = µ , then µ, ν are concentrated at a single point. [14] , [20] and [27] , one expects the above lemma to hold for general s ∈ (0, 1) and p ≥ 1 (see [14, Section I.4] ), but as best of our knowledge this lemma has not been proved exclusively anywhere. For s ∈ (0, 1), p = 2, concentration-compactness result in R N has been proved in [11] using the harmonic extension method of Caffarelli-Silvestre, which clearly does not work for p = 2 case. Therefore we give here the proof for reader's convenience. Our proof is much different from [20] .
(ii) It's easy to see that for φ ∈ C ∞ 0 (R N ), D s φ does not have compact support. Thus, when u n ⇀ 0 inẆ s,p (R N ), one can not just apply Rellich compactness result to lim n→∞ R N |u n | p |D s φ| p in order to pass the limit. This makes the situation much different from the local case [14] or the nonlocal case when u n ⇀ u in W s,p 0 (Ω), which was treated in [20] .
Proof. Let us first consider the case u ≡ 0.
Step 1: In this step we prove S s,p ( ν ) p/p * s ≤ µ .
Choosing φ ∈ C ∞ 0 (R N ) and applying Sobolev inequality, we have
where, in the last line we have used [20, (2.1) ]. Let, supp(φ) ∈ B(0, r) for some r > 0. Then for a.e. |x| > r,
Fix, R θ > r large enough (will be chosen later) . Then,
We observe that as u n ⇀ u inẆ s,p (R N ) and
for some c 1 > 0. Consequently, applying Hölder inequality followed by (2.14) yields 18) where ω N denotes the surface measure of unit sphere in R N . A straight-forward computation yields,
Combining this with (2.16) and (2.15) yields
Hence, taking the limit n → ∞ in (2.13) we obtain
Since θ > 0 is arbitrary, so letting θ → 0 in (2.22) gives
Hence, taking supremum over
Step 2: In this step we prove S s,p ν
For this first fix R > 1 and choose ψ R ∈ C ∞ (R N ) be such that
Thanks to Sobolev inequality, we have
Therefore, as before we get
(2.25) Doing an easy computation, it follows that D s ψ R ∈ L ∞ (R N ). Therefore, for anyR > R+1,
where α N is volume of unit ball in R N . Therefore, doing the similar analysis as in Step 1, we get an existence ofR > R + 1, for which
Hence, combining this along with (2.26) and (2.25) and then taking θ → 0 yields
On the other hand, we have
From (2.8) we obtain,
Substituting (2.28) into (2.27) yields
Step 3: Assume S s,p ν p/p * s = µ . Then following the exact similar analysis as in [27, Step 3, Lemma 1.40] we get µ and ν are concentrated at a single point.
Step 4: For the general case write
Using Brezis-Lieb lemma, for all h ∈ C c (R N ), we obtain
This in turn implies
(2.9) follows from corresponding inequality of (v n ).
Step 5: Since ,
Similarly, applying Brezis-Lieb lemma to
Now, (2.10) follows from corresponding inequality for (v n ).
Step 6: For R > 1, we have lim sup
Hence, taking the limit R → ∞ yields lim sup
Proof of (2.12) is similar.
Proof of Theorem 1.1
The energy functional associated to (P θ,λ ) is given by:
We note that I(u) = I(−u) for all u ∈ X 0,s 1 ,p (Ω) and I ∈ C 1 (X 0,s 1 ,p , R).
Moreover, we say that ϕ satisfies (PS) c condition if {u n } is any (PS) sequence in X at level c implies {u n } has a convergent subsequence in X.
Lemma 3.1. Assume (A1)-(A3) are satisfied. Then, there exists c 1 , c 2 > 0 such that any (PS) c sequence {u n } ⊂ X 0,s 1 ,p (Ω) of I has a convergent subsequence where
Claim 1: u n 0,s 1 ,p is uniformly bounded.
We prove the Claim by method of contradiction. Thus assume the claim does not hold, that is, up to a subsequence u n 0,s 1 ,p → ∞ as n → ∞. Let us defineû n := un un 0,s 1 ,p . Then û n 0,s 1 ,p = 1. Therefore, up to a subsequence, we may takê
As V ∈ L ∞ (Ω), using (3.3) we have
From (3.4) and (3.5), we obtain
Using (A3), (3.3) and (3.6), we can write p *
as n → ∞. This is a contradiction as û n 0,s 1 ,p = 1 and hence Claim 1 follows.
Consequently, there exists u ∈ X 0,s 1 ,p (Ω) such that up to a subsequence
and
Note that by Lemma 2.2, u n 0,s 2 ,q is also bounded. Since u n → u a.e. in R N , we obtain
a.e. (x, y) ∈ R N × R N . On the other hand, u n 0,s 1 ,p is uniformly bounded implies there exists C > 0 such that
These together with (3.2) via Vitali's convergence theorem implies I ′ (u) = 0 that is u is weak solution of (P θ,λ ).
To prove this claim, define v n := u n − u. As u n 0,s 1 ,p and u n 0,s 2 ,q are uniformly bounded and u n → u a.e. in R N , applying Brezis-Lieb lemma, we obtain
On the other hand, using
Combining (3.9) with I ′ (u) = 0 yields
all are bounded sequence of real numbers, we may assume that:
for some a, b, d ≥ 0. Hence, (3.10) implies
Thus a ≤ d. Therefore, Sobolev inequality yields
If a = 0, we are done. If a > 0, then (3.13) implies
Using (3.8), (3.11), (3.12), (3.14) and the fact that q < p < p * s 1 , taking the limit n → ∞ we have
Substituting (3.16) into (3.15) and using (A1) yields
Note that from (A4) it is easy to see f (x, t)t ≥ 0 for all t ∈ R, x ∈ Ω and from (A3), it follows that 
.
Note that the constants c 1 and c 0 are independent of θ, λ. Let us consider the function
We note that g attains its minimum at x 0 = (
where c 2 = c 0
which is a contradiction to the assumption on c. Hence, a = 0 and this completes the proof of the lemma.
Using (A1) and Lemma 2.2, for 1 < r < p 
This together with (3.21) and Sobolev embedding gives:
) where
are all positive constants. Let us define a function h : (0, ∞) → R by
As 1 < r < p and 1 < α, β < p * s 1 , we see that there exists λ 0 ≥ λ * > 0 such that for any λ ∈ (0, λ * ), there exists x > 0 such that h(x) > 0. Therefore, we conclude that for any λ ∈ (0, λ * ), there exists θ * = θ * (λ) > 0 (3.24) such that for any θ ∈ (0, θ * ), (a) h(x) attains its maximum and max x∈(0,∞) h(x) > 0,
As a result, we note that,
Set φ(u) := τ ( u 0,s 1 ,p ) and the truncated functional
(3.27) Similarly, as (3.23) we can consider the functionh : (0, ∞) → R as
and have
29) It is not difficult to check that from the definition of τ, A, B that
Therefore, we conclude
(ii) For any λ ∈ (0, λ * ), there exists θ * > 0 such that for any θ ∈ (0, θ * ), I ∞ (u) satisfies (PS) c condition for c < 0.
Proof. We prove (i) by method of contradiction. Suppose u 0,s 1 ,p / ∈ B, that is, u 0,s 1 ,p ∈ R + \ B for u with I ∞ (u) < ∞. Now, two cases may happen. Case 1 : If u 0,s 1 ,p ∈ R + \ A, then using (3.29), (3.30) and (3.25), we have
This contradicts I ∞ (u) < 0.
Then by (3.29) and (3.30), we have I ∞ (u) ≥ h( u 0,s 1 ,p ) ≥ 0, which again contradicts I ∞ (u) < 0. Hence, u 0,s 1 ,p ∈ B. Moreover as B is an open set, applying (3.31), we obtain there exists a neighborhood N u of u such that
To prove (ii), let θ * > 0 be as in (3.24). Suppose c < 0 and {u n } ⊆ X 0,s 1 ,p (Ω) is a (PS) c sequence of I ∞ . Therefore, for n large we may take I ∞ (u n ) < 0 and I ′ ∞ (u n ) = o(1). Using (i) it follows that u n 0,s 1 ,p ∈ B. Therefore, I(u n ) = I ∞ (u n ) and I ′ (u n ) = I ′ ∞ (u n ) = o(1). Since (b) holds for θ ∈ (0, θ * ), applying lemma 3.1, we obtain I(u) satisfies (PS) c condition for c < 0. Therefore, I ∞ (u) satisfies (PS) c condition for c < 0.
We denote by γ(A) the genus of A which is the smallest positive integer n such that there exists an odd continuous map from A into R n \ {0}. We set γ(∅) = 0 and if no such n exists for A, then we set γ(A) = ∞.
Proof of Theorem 1.1
where Σ k := {A ∈ Σ : γ(A) ≥ k}, and Σ is as in (3.32) . Let,
′ ∞ (u) = 0} and θ * be as in (3.24) and θ ∈ (0, θ * ). We will show that for any k ∈ N, there exists ε = ε(k) > 0 such that γ(I −ε ∞ (u)) ≥ k. Fix k ∈ N. Let X k be a k−dimensional subspace of X 0,s 1 ,p . Take u ∈ X k with u 0,s 1 ,p = 1. Thus for 0 < ρ < r 1 , using (3.31) we have
As X k is a finite dimensional subspace of X 0,s 1 ,p (Ω), all norms in X k are equivalent and therefore
34)
(3.36) Since using (A4), it follows that F (x, ρu) > 0, applying (3.33)-(3.36), we obtain
For any ε > 0, there exists ρ ∈ (0, r 1 ) such that I ∞ (ρu) ≤ −ε for u ∈ X k with u 0,s 1 ,p = 1.
Therefore, we conclude I −ε ∞ ∈ Σ k , since I ∞ is continuous and even. Consequently,
Note that by (3.29) and (3.30), we have I ∞ (u) ≥ h( u 0,s 1 ,p ), for all u ∈ X 0,s 1 ,p . Consequently, using (3.25) and (3.26) in the definition of I ∞ , it follows that I ∞ is bounded from below. Thus c = c k > −∞. By Lemma 3.2, I ∞ satisfies (PS) c condition. We note that K c is a compact set. To see this, let {u n } be a sequence in K c . Then I ∞ (u n ) = c and
Therefore, {u n } is a (PS) c sequence in K c . As c < 0, by Lemma 3.2, there exists a subsequence and u ∈ X 0,s 1 ,p (Ω) such that u n k → u in X 0,s 1 ,p (Ω) and I ∞ (u) = c, I ′ ∞ (u) = 0. As a result, u ∈ K c , that is, {u n } has a convergent subsequence in K c . Now let us complete the proof of our claim. Suppose the claim is not true, that is, γ(K c ) ≤ l. Then, by Lemma A.3, there exists a neighbourhood of K c , say N r (K c ) such that γ(N r (K c )) ≤ l. Since c < 0, we may consider N r (K c ) ∈ I 0 ∞ . By Lemma A.1, there exists an odd homeomorphismη :
From the definition of c = c k+l , we know there exists an A ∈ Σ k+l such that
This yields us:
Again, by Lemma A.3, we have,
Therefore, we haveη(A \ N r (K c )) ∈ Σ k and sup u∈η(A\Nr (Kc)) I ∞ (u) ≥ c k = c. This is a contradiction to (3.38). Hence, we have the claim. Now let us complete the proof of Theorem 1.1. Since Σ k+1 ⊆ Σ k , we have c k ≤ c k+1 ∀ k. If all c k 's are distinct then γ(K c k ) ≥ 1, since K c k is a compact set and by Lemma A.3 (7), genus of a compact set is finite. Therefore, in that case I ∞ has infinitely many distinct critical points. If for some k, there exists l such that c k = c k+1 = · · · = c k+l = c, then by the above claim, γ(K c ) ≥ l + 1 and therefore K c has infinitely many distinct elements, i.e, I ∞ has infinitely many distinct critical points. Hence combining (3.37) along with Lemma 3.2, we conclude that I has infinitely many distinct critical points.
proof of Theorem 1.2
First, we consider the problem (P ) (−∆)
Definition 4.1. We say that u ∈ X 0,s 1 ,p (Ω) is a weak solution of (P ) if for all φ ∈ X 0,s 1 ,p we have,
The Euler-Lagrange energy functional associated to (P ) is
It can be checked that I θ ∈ C 2 (X 0,s 1 ,p , R) and any critical points of I θ is a weak solution of (P ) and conversely. We define, c θ = inf
where
We will show that I θ has the Mountain Pass (MP) Geometry.
Lemma 4.1. Let 1 < q < p < r < p * s 1 . Then for any θ > 0, (a) there exist constants ρ, β > 0 such that I θ (u) > β for all u ∈ X 0,s 1 ,p (Ω) with u 0,s 1 ,p = ρ, (b) there exist u 0 ∈ X 0,s 1 ,p (Ω) such that I θ (u 0 ) < 0 and u 0 0,s 1 ,p > ρ.
Proof. Using Sobolev inequality and Hölder inequality in the definition of I θ , we obtain
As 1 < q < p < r < p * s 1 , there exist two constants ρ, β > 0 such that I θ (u) > β for all u ∈ X 0,s 1 ,p with u 0,s 1 ,p = ρ and that proves (a).
To prove (b), we fix u ∈ X 0,s 1 ,p (Ω) with u + ≡ 0. Then it is easy to see that lim t→+∞ I θ (tu) = −∞. Thus we can choose t 0 > 0 such that t 0 u 0,s 1 ,p > ρ and I θ (t 0 u) < 0. Hence (b) holds.
Define,
Lemma 4.2. Let 1 < q < p < r < p * s 1 . Then for any θ > 0, I θ satisfies the (P S) c conditions for all c ∈ 0,
. Furthermore, there exists θ * > 0 such that
Proof. Let c ∈ 0,
and {u n } n≥1 ⊂ X 0,s 1 ,p (Ω) be a (P S) c sequence of I θ (·). From Claim 1 in the proof of Lemma 3.1, it follows that {u n } is uniformly bounded in X 0,s 1 ,p (Ω). Therefore, there exists u ∈ X 0,s 1 ,p (Ω) such that up to a subsequence, u n ⇀ u in X 0,s 1 ,p (Ω) and u n → u in L γ (Ω) for 1 ≤ γ < p * s 1 and u n → u a.e. in R N . Also, following the same arguments as in the proof of Lemma 3.1, we see that u is a critical point of I θ , that is I ′ θ (u), φ = 0. Next, to prove u n → u strongly in X 0,s 1 ,p (Ω), we follow the arguments along the same line as in the proof of claim 2 of Lemma 3.1 and obtain either u n − u 0,s 1 ,p = o(1) or (3.17) holds with λ = 0. Thus in the second case,
This contradicts the fact that c ∈ 0,
. Therefore,
Next, to prove C θ ∈ (0, 
−r θ
= θ|u 0 | r r . As 1 < q < p < r < p * s 1 , we get t θ → 0 as θ → ∞. Thus, there exists θ * > 0 such that for any θ > θ * we have,
Hence, C θ ∈ 0,
Proof of theorem 1.2: Using Lemma 4.1, Lemma 4.2 and Lemma A.2, we conclude that I θ has a critical point u ∈ X 0,s 1 ,p for θ > θ * where θ * is given in (3.24) .
Claim: u ≥ 0 almost everywhere. Indeed,
Note that,
Since 2 ≤ q < p, using (4.6) and (4.7), we obtain
Similarly,
a.e and this proves the claim.
Further, we observe that C θ > 0, since I θ satisfies the mountain pass geometry. Therefore, as u is the critical point corresponding to C θ , u must be nontrivial. Thus, u is nontrivial nonnegative solution of (P ). Consequently, u is nontrivial nonnegative solution of (P ).
Proof of Theorem 1.3
We break the proof of Theorem 1.3 into several lemmas. For the rest of the section, we assume
Let U be a radially symmetric and decreasing minimizer for the Sobolev constant defined in (2.5) for s = s 1 and it is known from [5] that there exists constants c 1 , c 2 > 0 and θ > 1 such that
Multiplying U by a positive constant if necessary, we may assume that U satisfies the following:
For any δ > 0, the function
is also a minimizer for S s 1 ,p satisfying (i) and (ii). Let θ be the universal constant defined as in (5.3). We may assume without loss of generality that 0 ∈ Ω. For δ, R > 0, we define some auxiliary functions as in [19] .
We note that g ε,δ and G δ,R are non-decreasing and absolutely continuous. Note that by definition,
Next, we estimate m δ,R as follows
.
(5.8) Choose δ > 0, small enough so that Rθ δ > 1 and thus
. Therefore, using (5.2) we have
Consider the radially symmetric non-increasing functionū δ,R : [0, +∞) → R bȳ
Then we observe that,ū δ,R satisfies:
Therefore, we have the following estimates from [19] .
Let ε > 0. Take R > 0 be fixed such that B θR ⊂⊂ Ω. Let us define the function
Therefore, applying (5.11) to (5.14) yields
Proof. Applying (5.13), it is easy to see that
To see the upper estimate, we observe that
where in the last line we have used (5.7). Next, applying (5.9) to the last line, we have
where, in the last line we have used (5.4)(ii). Hence, we have,
This completes the proof of the lemma.
Lemma 5.3. Let u ε,R be defined as above. Then the following estimates hold, that is, for t ≥ 1,
In particular, we have
where k is a positive constant independent of ε.
On the other hand for
To see the proof of (5.17), first we note that from Lemma 2.2 we have
Therefore, 19) for some τ ∈ (0, 1). In the last line, we have used mean value theorem. Thus from (5.7), we obtain
where we have used that δ = ε p−1 p . Note that t <
which implies,
Therefore, we obtain
This completes the proof of Lemma 5.3. Proof. As we have fixed R, we take u ε := u ε,R . Define
Thus |v ε | p * s 1 = 1. Define
Since g is a continuous function and g(0) = 0, lim t→+∞ g(t) = −∞, there exists t ε > 0 such that sup
Then, t ε satisfies g ′ (t ε ) = 0 i.e., 
Therefore, from (5.24) and (5.25), we see that for anyε > 0 small enough, there exists t 0 ε > 0 such that for all ε ≤ε we have, t ε ≤ t 0 ε . Using (5.23) we have,
Using (5.25)-(5.26) we say there exists T > 0 such that for any ε > 0, t ε ≥ T.
< p < r. Hence, for ε ≤ε, applying Lemma 5.3 and Lemma 5.2 we obtain,
with c 1 , c 2 , c 3 > 0 (independent of ε.) As
for any θ > 0. Proof. Using lemmas 4.1 and 4.2 we conclude that, for any θ > 0 there exists u θ ∈ X 0,s 1 ,p (Ω) such that I θ (u θ ) = C θ and I ′ θ (u θ ) = 0. Also for any u ∈ N θ , we have
Therefore, if we define f (t) := I θ (tu), where u ∈ N θ , then a straight forward computation yields that f ′ (1) = 0 and f ′′ (1) < 0, i.e,
Observe that, from the definition of C θ it follows C θ ≤ max t≥0 I θ (tu). Consequently, we obtain I θ (u) ≥ C θ for all u ∈ N θ . Hence,
On the other hand, u θ ∈ N θ and I θ (u θ ) = C θ implies C θ ≥ c θ . Hence c θ = C θ .
From the definition of C θ , it is easy to see that
Therefore, using Lemma 5.5, we also have
which implies c θ is non-increasing in θ. Therefore, for any λ > 0, there exists ρ = ρ(λ) (depending on the Mountain Pass Geometry) such that 0 < ρ ≤ c θ ≤ c 0 for all θ ∈ [0, λ], where c 0 is the MP level associated to the functional
where u ε = u ε,R is defined as in (5.14). Arguing as in Lemma 5.4, there exists t ε > 0 such that
Also, t ε is bounded. Using 1 < q < p < p * s 1 , (5.30) and (5.25) we have,
Arguing as in Claim 1 of Lemma 3.1, it follows { u n 0,s 1 ,p } n≥1 is bounded. Moreover, as in (3.12) w.l.g up to a subsequence we can assume
Since 2 ≤ q < p, estimating I ′ 0 (u n ), u − n as in the proof of Theorem 1.2, we obtain u − n p 0,s 1 ,p → 0 and u − n q 0,s 2 ,q → 0 as n → ∞.
Therefore, we may assume u n ≥ 0. Hence, |u n |
Then |v n | p * s 1 = 1 and
Hence, we have, Proof. From the definition of c θ , c 0 we note that
As c θn ≤ c 0 , we can show as before { u n 0,s 1 ,p } n≥1 is bounded. We also claim that {t n } n≥1 is bounded. Suppose not. Then up to a subsequence, t n → ∞. Note that, t n u n ∈ N 0 implies
Since q < p < p * s 1 and max{ u n 0,s 2 ,q , |u n | p * s 1 } ≤ C u n 0,s,p , we obtain RHS of (5.35) → ∞ but LHS remains bounded. Hence the claim follows. Hence, c 0 = lim n→∞ c θn . This completes the proof.
Since Ω ⊂ R N is a smooth domain, there exists δ > 0 such that
and Ω
are homotopically equivalent to Ω. Without loss of generality, we may assume that
(u), u = 0 where
Denote n θ = inf u∈N θ,B δ I θ,B δ (u). We note that n θ is non-increasing in θ. Let us denote the MP level for I θ,B δ on X rad 0,s,p (B δ ) byñ θ . We also observe thatñ θ > 0 for all θ ≥ 0. Lemma 5.8. Assume (5.1) holds. Then, for any θ > 0, the following holds:
(a) I θ,B δ satisfies the (P S) c condition for all c ∈ 0,
Proof. Applying Brezis-Lieb lemma, it is not difficult to check that I θ,B δ in X rad 0,s 1 ,p (B δ ) satisfies the (PS) c condition for all c ∈ 0, 
Let us define a map
Let us denote I n θ θ = {u ∈ X 0,s 1 ,p (Ω) : I θ ≤ n θ }. Lemma 5.9. There exists θ * > 0 such that for any θ ∈ (0, θ * ) and u ∈ N θ ∩ I
Proof. We will prove this by contradiction. Let us suppose θ n → 0 and u n ∈ N θn ∩ I
Applying dominated convergence theorem via (5.43) and Theorem 2.1 to the last line of the above expression we obtain
which is a contradiction to the assumption. Hence the lemma follows.
Using Lemma 5.8, we can find a non-negative radial function v θ ∈ N θ,B δ such that I θ (v θ ) = I θ,B δ (v θ ) = n θ . Let us define a map γ : Ω Further, using the fact that v θ is radial, it is easy to check that Proof. We will prove it by method of contradiction. Suppose there exists sequence θ n → 0 and (t n , u n ) ∈ [0, 1] × (N θ ∩ I n θ θ ) such that H θn (t n , u n ) / ∈ Ω + δ ∀n ∈ N. (5.49)
As t n ∈ [0, 1], up to a subsequence, we assume t n → t 0 ∈ [0, 1]. Moreover, by Lemma 5.10 and from the proof of the Lemma 5.9, we have α θn → 1 and τ (u n ) → y ∈ Ω. Hence, H θn (t n , u n ) = t n + 1−tn α θn τ (u n ) → y ∈ Ω. This is a contradiction to (5.49). Hence the lemma follows.
Lemma 5.12. Let u θ be a critical point of I θ on N θ . Then, u θ is a critical point of I θ on X 0,s 1 ,p (Ω).
Proof. Suppose, u θ is a critical point of I θ on N θ . Therefore, there exists u ∈ N θ such that up to a subsequence, u n → u as n → ∞.
Proof. From the given assumption, we get there exists a sequence {µ n } ⊂ R such that
(5.55) By (5.54), we have J ′ θ (u n ), u n < 0 for every n ≥ 1. Note that, up to a subsequence, J ′ θ (u n ), u n → l < 0 as n → ∞. Otherwise, if J ′ θ (u n ), u n → 0 as n → ∞, then u n 0,s 1 ,p → 0, u n 0,s 2 ,q → 0, |u On the other hand, as u n ∈ N θ using Sobolev embedding theorem, there exists C > 0 such that . Hence, by Lemma 5.14, a standard deformation argument implies that, for θ ∈ (0, θ * ), I n θ N θ contains at least cat Ω (Ω) critical points of the restriction of I θ on N θ . Now, Lemma 5.12 implies that I θ has at least cat Ω (Ω) critical points on X 0,s 1 ,p (Ω). Now, following the same argument as in Theorem 1.2, it follows (P ) has at least cat Ω (Ω) nontrivial nonnegative solutions.
