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Abstract 
We reformulate a polynomial invariant of graphs defined by Negami, using the notion of 
state models, and discuss another polynomial invariant, as a natural extension of Negami’s 
polynomial, which can distinguish many graphs more finely than the original. 
1. Introduction 
Negami [3] defined a polynomialf(G) = f(G; t, x, y) with three variables t, X, y for each 
graph G, called the Negami polynomial here, as one that satisfies the following conditions: 
(9 fKJ = t”, 
(ii) f(G) = xf(G/e) + yf(G - e) (ec E(G)). 
Here K, is the complement of the complete graph K, with n vertices, i.e. a graph 
consisting of only n isolated points with no edge. The two graphs G/e and G - e are 
obtained from G by contraction and deletion of an edge e. Contraction of e is to 
identify the ends of e to one vertex after deleting e. We do not remove multiple edges 
yielded by contraction of edges. 
This polynomialf(G) expands into the form x ~,~rjx~yl~‘~‘I - ’ and each coefficient 
a,j coincides with the number of spanning subgraphs of G with precisely i edges and 
j components. Translating this relationship between degrees and coefficients, we can 
recognize many things on the structure of G; for example, the number of vertices, 
edges, components, self-loops, spanning trees and complete subgraphs. and the edge 
connectivity, the chromatic number, being eulerian or not and so on. 
Our purpose in this paper is to reconstructf(G) from a completely different point of 
view. Negami has focused on the edges of graphs to calculatef(G) in [3]. On the other 
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hand, we pay attention to the “states” of vertices, mimicking Kauffman’s idea of state 
models. He introduced state models for analyzing many polynomial invariants of 
knots and links, related to statistical mechanics. (See L-23 for example. We can find 
a survey on similar arguments in Cl].) Roughly speaking, an invariant with a state 
model is defined as the summation of weights of an object in question taken over all 
the states of it. 
We shall show that f(G) can be obtained as an invariant with a suitable 
state model and define a new polynomial f(G) =f(G; t,x,z, y) with four variables 
t,x, z,y as a natural extension off(G) with the same idea. For example, the Negami 
polynomial and its extension of the complete graph K3 with three vertices are as 
follows: 
f(K3; t,x,y) = tx3 + 3tx2y + 3t*xy2 + t3y3, 
Tw3; 4X,&Y) = (x + YY + (t - l)(z + Y)" 
+ 3{(t - 1)(x + y)y2 + (t - 1)2(z + y)y’} + t(t - l)(t - 2)y3. 
Substitute z = x in the abovef”((K,) to get a polynomial with three variables t,x,y. 
Then we get the same polynomial as the original Negami polynomialf(K,). In fact, 
we shall show that f(G; t, x, x, y) =f(G; t, x, y) for any graph G. 
This equality implies that iff”(G) =T(G’), thenf(G) =f(G’). So if we can show an 
example of a pair of graphs G and G’ withf(G) =f(G’) but?(G) #f”(G’), then?(G) 
can be said to be stronger thanf(G). Negami has already discussed in [3] what kind of 
deformations of graphs preserve f(G) and showed that f(G) is a 2-isomorphism 
invariant rather than an isomorphism invariant, roughly speaking. For example, split 
a graph G into two graphs at two vertices and join them again by different identifica- 
tion. Then we get another graph with the same f(G). We shall show that this 
deformation does not preserveT(G) in general. 
Let U be a subset of V(G) and U = V(G) - U its complement. Let [U, U] be the set 
of edges uu with UE U and UE U, and let e(U) denote the number of edges both of 
whose ends belong to U. Our new polynomialf(G) is defined formally as 
f”(G; t,x,z,y) = c f(G - U; t - l,z, y)y'[',"'(x + y)““‘. 
U c V(G) 
This is so complicated that nobody can recognize easily the above-mentioned facts on 
f”(G), but everything works naturally through the state models. For example, we can - 
understand via our state model why f(KJ should be defined as t” and what the 
variable t is. 
The Tutte polynomial T(G) is a famous invariant of graphs, related to matroid 
theory. In fact, T(G) can be derived from f(G) by suitable substitution of 
variables. Thus, j(G) can be said to be stronger than T(G), too. We shall discuss the 
relationship among these three polynomialsf(G),f(G) and T(G) in more detail in 
Section 3. 
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2. Polynomials with state models 
Let S be a fixed finite set and let G be any graph. We call each element s E S a state 
and any map CJ : V(G) + S a state function, which assigns a state to each vertex of G. 
Let R be a commutative ring with identity 1 and w : S x S + R a symmetric map, i.e. 
w(a, b) = w(b, a) E R (a, b E S). 
We define a ring element Z,(G)E R as follows: 
where C: V(G) + S runs over all the state functions. 
The weight w(a(u), a(u)) of each edge with ends u and u E V(G) appears exactly once 
in the product 
W,,(G) = n ~(444~)). 
WEE(G) 
If there exist n parallel edges with the same ends u and u, then W’,,(G) is divisible by 
w((T(u),~(u))“. If E(G) = $4, then W,,(G) is the empty product and so is equal to the 
identity 1 E R for each state function CJ: V(G) + S. Thus, we have 
Z,(K,) = 11 = ISI” 
for any weight function w : S x S -+ R. 
It is clear that Z,,,(G) is an isomorphism invariant of graphs, i.e. if two graphs G and 
G’ are isomorphic, then Z,(G) = ZJG’). Our weight function w:S x S-+ R is sup- 
posed to be symmetric. If we use an anti-symmetric weight function, Z,,,(G) will 
become an invariant for directed graphs. For example, define a weight function 
D:SxS-+Z[x,y+,y_] with S= {1,2 ,..., n} by 
Then Z,(G) = 1, n,,ve~(G) D(a(u),o(u)) will be a polynomial with three variables x, 
y, and y- . It should be noticed that UUEE(G) in the product runs through all the 
directed edges of G. However, we shall not discuss such an invariant in this paper. 
Now define a weight function x: S x S -+ Z by 
x(a, b) = 
0 (a=b), 
1 (a # b). 
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Then we have an integer Z,(G) for each graph G. 
Z,(G) = 1 n x(4444) = c W,,(G). 
r~ WEE(G) 0 
If at least one edge has two ends with the same state for a state function 0, then 
W,,(G) = 0. Thus, the product W,,(G) does not vanish and is equal to 1 when and 
only when e assigns states to vertices so that two vertices have two different states if 
they are adjacent. This implies that such a c is a vertex coloring with color set S and 
that Z,(G) is equal to the total number of vertex colorings of G with ISI colors. Thus, 
Z,(G) coincides with the chromatic polynomial P(G;t) of G with r = ISI. 
For the chromatic polynomial P(G; t), we have the following recursive formula. 
P(G; t) = P(G - e; t) - P(G/e; t). 
This is very similar to the definition off(G). Actually, substitution of x = - 1 and 
Y = 1 reducesf(G; t, x, Y) into P(G; t), sof(G) can be regarded as an extension of the 
chromatic polynomial. Then we would like to redefine the Negami polynomialf(G), 
extending the definition of Z,(G) as the following theorem shows. 
Theorem 1. Let S be ajnite set 
polynomial values dejined by 
~(a, b) = 
i 
x+ y (a=b), 
Y (a # b). 
Then Z,(G) =f(G; ISI, x, Y). 
of states and 9 : S x S -+ Z[x, y] a weight function with 
Proof. Let e = uu E E(G) be any edge of G. By the definition, we have 
Z,(C) = 1 W,cdG) 
0 
= c w,,(G) + c K,,(G), 
rJ(u)=u(v) O(U) #U(c.) 
Z,(Gle) = 1 K,,(G)lvl(44 4~)) 
a(u)=o(Ig 
1 
=- c 
x + Y a(u) =0(U) 
W,,(G), 
From these, we get the following formulas: 
(i) Z,K) = ISI”, 
(ii) Z,(G) = xZ,(G/e) + yZ,(G - e) (e E E(G)). 
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These are the same conditions as in the definition off(G) if t = ISI. Therefore, Z,(G) 
coincides with the two-variable polynomial f(G; IS (, x, Y). 0 
Although, from its definition, Z,(G) does not look like a polynomial in ISI, the 
above theorem means that Z,(G) can be expressed as a polynomial in (SI, by 
substituting t = ISI inf(G; t, x, y). 
Now we shall define a new polynomial f”(G, t, x, z, y) with another state model, by 
modifying the weight function w : S x S + Z[x, y]. Let S = { 1,2,3, . . . , t} be a finite set 
of precisely t states and define a weight function q : S x S + Z[x, z, y] by 
q(a, b) = 
1 
x+y (a=b= l), 
z + y (a = b # l), 
Y (a # b). 
According to our general theory, we define a polynomial Z,(G) = Z&G;x,z,y) with 
three variables x, z, y as follows: 
Z,(G) = c fl r?(44,44). 
Lemma 2. Z&G) can be expressed as a polynomial with variable t. 
Proof. Any state function g: V(G) + { 1,2,3, . . . , t} is uniquely determined by specify- 
ing the subset U = a-‘(l) c V(G) and the map c’= olv(c)-u: V(G) - U 
-+ {2,3, . . , t}. For this state function c, the weight function q assigns y to each edge uu 
with ends u E U and VE U = V(G) - U and x + y to each edge with both ends in U. 
Thus, we have the following expansions: 
= c c n ~(a'(u),o~(v))y'[",~"(X + y)"'"'. 
UcV(G) o’ uctE(G-L’) 
Comparing C n f(a’(u), O’(U)) with the definition of Z,(G) =f(G; ISl,x, y), we have 
Z,-(G) = c f(G - U;t - l,z, y)y't"."'(x + Y)~““. 
UC!‘(G) 
Sincef(G - U; t - 1, z, y) is a polynomial in t, so is Z,-(G). 0 
The polynomial expression of Z?(G) with four variables t, x, z, y is called here the 
extended Negami polynomial and is denoted by f(G; t, x, z, y). By the previous proof, 
T(G; t, x, z, y) can be defined with the following expansion: 
f”(G; t,x,z,y) = c f(G - U; t - l,~,y)y’~“~~~‘(x + Y)~‘“‘. 
L’cV(G) 
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Here t is an independent variable and is not a constant equal to the number of states. 
Notice that f(G) does not satisfy the same simple recursive formula asf(G). 
The following equality can be easily shown via our state model, but it will be 
difficult to derive it from the above formula only. 
Theorem 3. r(G; t, x, x, y) =f(G; t, x, y). 
Proof. Since the definition of q with z = x determines the same weight function as 
q,J(G; t, x, x, y) has to coincide withf(G). El 
One of the main results in [3] is a “splitting formula” forf(G), which shows that if 
a graph G splits into two graphs H and K having only several vertices in common, 
f(G) splits nicely, depending only on the structures of H and K. From this formula, 
Negami showed that any 2-isomorphic graphs with the same number of components 
have the same Negami polynomial. On the other hand, our new polynomialf(G) does 
not split nicely, i.e.f(H v K) depends not only on H and K but also how they attach 
to each other, as is shown later. We have only the following splitting formula forf(G). 
Theorem 4. Let K v H be a disjoint union of two graphs H and K. Then 
f”(H v K) =I(H)~“(K ). 
Proof. When K and H are disjoint from each other, a state function cr : V(K u H) + S 
can be determined by giving two restrictions ox: V(K) ---) S and oH: V(H) -+ S inde- 
pendently. Thus, we have 
Zq(K u H) = c F?$,(K u H) 
= ; Fc+(K 1 WjcJH) 
This implies the theorem. 0 
3. Discriminating graphs with polynomials 
Here we shall discuss the discriminating power of our polynomialsf(G) andj(G). 
Sincef(G) is an extension off(G), we expect that?(G) can distinguish many graphs 
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whichf(G) cannot do. To construct and discuss examples for such graphs, we shall 
define several deformations as follows. 
Let H andK be twodisjoint graphsandlet u,,...,u,~V(H)andu,,...,u,~V(K). 
Identify u1 = ui, . . . . u, = V, in the disjoint union H v K of H and K. We denote the 
resulting graph by HuK/(u, = vl,...,u, = u,). 
(i) Addition or deletion of isolated points: H c* H u K1. 
(ii) Split or join at one vertex: H u K/(u, = ul) ++ H u K. 
(ii)’ Arrangement of blocks: H u K/(u, = ul) ++ H u K/(uZ = u2). 
(iii) Turning around two vertices: 
H u K/(u, = ut,u2 = u2) ~1 H v K/(u, = u2, u2 = vl). 
Whitney [S] showed that two graphs G and G’ can be transformed into each other 
by (i)-(iii) if and only if there is a bijection d : E(G) --) E(G’) which induces a bijection 
between the collections of cycles in G and in G’ and two such graphs are said to be 
2-isomarphic to each other. In fact, (i) and (ii) do not destroy any cycle in a graph even 
if they change the number of components. On the other hand, (iii) preserves the set of 
edges forming a cycle but breaks the order of edges lying on the cycle. So a cycle 
should be regarded here as a set of edges. Since neither (i) nor (iii) is applicable to any 
3-connected graph, two 3-connected graphs are 2-isomorphic if and only if they are 
isomorphic, which is proved in [7]. 
In the present terminology, the composite structure (E(G), V?(G)) with the edge set 
E(G) and the collection q(G) of cycles in G is called the cycle matroid of G. (See [6] for 
general theory of matroids.) Thus, two graphs are 2-isomorphic if and only if their 
cycle matroids are isomorphic. As a 2-isomorphism invariant or a matroid invariant, 
we know the Tutte polynomial T(G) = T(G;x, y) with two variables x, y, i.e. if G and 
G’ are 2-isomorphic, then T(G) = T(G’). (The Tutte polynomial T(G) is called the 
dichromatic polynomial in [S].) 
Let o(G) denote the number of components of a graph G. Since the minimum 
degree off(G) in t is equal to o(G),f(G) is not a 2-isomorphism invariant, precisely 
speaking. However, (ii)’ and (iii) preservef(G), as is shown in [3]. Thus, if G and G’ are 
2-isomorphic graphs with the same number of components, then f(G) =f(G’). 
In fact, the 2-isomorphism invariant T(G) can be obtained fromf(G) by omitting 
information on the numbers of vertices and of components, as follows: 
T(G;x,y)=f(G;(x- l)(y- l),l,y- l)(y- l)+(‘)‘(x- 1))““‘. 
Conversely, Oxley [4] showed that f(G) also can be obtained from T(G). 
f(G;t,x,y)= T(G;l +;,l +a>(~~‘G’(~)lriG”y~E(G)~. 
So they can be said to be nearly equivalent although there exist graphs G and G’ such 
that T(G) = T(G’) andf(G) #f(G’). 
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Now comparef(G) andfl(G). The deformations (i) and (ii) do not preservef(G) as 
well asf(G) sincef”(G; t, x, x, y) =f(G; t, x, y). Since (ii)’ can be realized as a special type 
of (iii) with u’ E V(K ) isolated in K, it suffices to discuss whether or not (iii) preserves 
f”(G). So we shall consider the minimum degree 6(G) of G as 
preserve. 
Theorem 5. Zf a graph G has no loops and no isolated points, then 
6(G) is determined byJ(G). 
what (iii) does not 
the minimum degree 
Proof. Let X and Z be two independent variables and substitute x = X - y, 
z = Z - y in Z&G) = Z&G; X, Z, y) can be regarded as the polynomial defined with 
a weight function Q : S x S + Z[X, Z, y] 
Thus, Z,-(G) expands into the form 
Z&G; X, Z, y) = c X’~Z”‘~y”~, 
c7 
where 1, + m, + n, = IE(G)I. Consider a state function o such that m, = 0, n, > 0 and 
that n, is minimal among such state functions. 
Since G is not isomorphic to K~v(c)l and n, > 0, there are at least two vertices to 
which CJ assigns two different states. Choose u as one of those with c(u) # 1, say 
g(u) = 2. Then all the edges incident to u have weight y since m, = 0. By the 
minimality of n,, there is no other edge with weight y; otherwise, we could eliminate 
such edges with another state function (T’ which assigns 1 to all vertices except u, and 
n,, < n,. Thus, we have deg u = n, and this value has to be equal to the minimum 
degree 6(G). 0 
Let H and K be two disjoint simple graphs and u,, u2 E V(H) and u1 , u2 E V(K ). Let 
Gr = HU K/(u, = u1,u2 = u2) and Gz = H uK/(u, = u2, u2 = ul). Suppose that 
6(G1) = de, u1 + da ul, 
deg, ~1, deg, UI < deg, ~2, deg, 02. 
Then 6(G,) < 6(G,) and hence f(G,) #f”(G2) by the above theorem while 
f(G,) =f(G2) since Gr and G2 are 2-isomorphic. Therefore, we can say that the 
extended Negami polynomial r(G) is actually stronger than the original f(G). 
Finally we shall define an infinite sequence of polynomials fr (G),f2(G),f3(G), . . . 
such thatf,, r(G) is an extension offn(G) for each n = 1,2,3, . . . . To do so, we define 
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a weight function v],:SxS-+Z[xl ,..., x,,y] with S = {1,2 ,..., t} by 
1 
Xi + y (U = b = i < n), 
m(u, b) = x, + y (a = b 2 4, 
Y (a # b). 
Then we have a polynomial Z,“(G) with n + 1 variables x1, . . . . x,,y by our general 
theory. The same argument as on?(G) concludes that the coefficient of each term in 
Z,,(G) can be expressed as a polynomial in t. So we get a new polynomial 
f,(G;r,xi,..., x,, y) as such a polynomial expression of Z,“(G) with n + 2 variables 
4 x i , . . . , x,, y. Clearly, we have the following by definition: 
Si(G;t,x,,y) =f(G;t,xi,y)> 
.MG;t,xi,xz,y) =f(G;r,xi,xz,y), 
.L+i(G;r,x1,..., x,,x,,y) =fn(G;t,xt,...,xn,y). 
Thus, if fn+i(G) =f”+i(G’), then f.(G) =fn(G’). Is f”+i(G) actually stronger than 
fn(G)? That is, do there exist two graphs G and G’ such that f,(G) =fn(G’) and 
fn+i(G) +.L+i(G’)? 
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