A robust adaptive beamforming scheme based on two-component electromagnetic (EM) vector-sensor arrays is proposed by extending the well-known worst-case constraint into the quaternion domain. After defining the uncertainty set of the desired signal's quaternionic steering vector, two quaternionvalued constrained minimization problems are derived. We then reformulate them into two real-valued convex quadratic problems, which can be easily solved via the so-called second-order cone (SOC) programming method.
Introduction
Adaptive beamforming with EM vector-sensor arrays can exploit not only the directions of arrival (DOAs) of the impinging signals but also their polarizations. The so-called crossed-dipole and tripole (the earliest EM vectorsensors, also known as the 'polarization diverse antennas') were first introduced into the field of adaptive arrays in [1, 2] . Based on such a system, the adaptive beamforming problem was studied in detail in terms of the output signal-to-interference-plus-noise ratio (SINR) in [3] . Furthermore, it was shown that a 'complete' EM vector-sensor (measuring the six components of an EM field at the same point) with identical electric and magnetic noise power can eliminate the angular grating nulls completely. Moreover, with the analysis in [4] , it was concluded that the output-SINR is determined by both DOA and polarization differences of the impinging signals in the context of unequal noise power.
The above methods assume an exactly known steering vector for the desired signal. When the estimation of the steering vector is imprecise, espe-cially with look direction and sensor position errors, the performance of conventional MVDR beamformer will deteriorate [5] . To enhance its robustness, many methods have been proposed, such as diagonal loading [6, 7, 8, 9] , and those based on the optimization of worst-case performance [10, 11, 12, 13] .
In particular, the worst-case constrained beamformer (WCCB) can be considered as one specific type of the diagonal loading scheme, where the loading factor is determined based on the known level of uncertainty of the desired signal's steering vector.
Very recently, improved robustness against steering vector mismatch errors has been shown by quaternion formulations [14, 15, 16, 17, 18, 19, 20] .
The quaternion-based model of a two-component vector-sensor array was first provided in [14, 15] , and a multiple signal classification (MUSIC)-like scheme was applied accordingly. In addition, another subspace-based approach -estimation of signal parameters via rotational invariance techniques (ESPRIT), was also extended to the quaternion domain [16] , and this method outperforms the conventional ESPRIT, especially in the circumstances of short data length, low signal-to-noise ratio (SNR) and unknown model errors. For three-component EM vector-sensor arrays, bi-quaternion models were introduced accordingly [21, 22, 23] . In adaptive beamforming, the quaternionic version of the conventional MVDR beamformer has been derived with a twocomponent EM vector-sensor array in [17, 18] , where a better performance is obtained in the presence of steering vector mismatch errors. Afterwards, based on the idea of two-way interference and noise cancellation (INC) [19] , a quaternionic adaptive beamforming scheme was presented by adopting a combined structure to achieve an improved performance in the context of one strong coherent interference [20] . However, the aforementioned quaternionvalued adaptive beamformers have not applied any robust criterion or constraint against the steering vector mismatch problem, and the well-known WCCB has not been investigated in the hypercomplex domain yet. Therefore, a novel quaternion-valued robust adaptive beamformer based on the worst-case constraint is proposed here to tackle the steering vector mismatch problem. First, two adaptive algorithms are derived in detail and solved by the SOC programming method after rearrangement of the parameters.
Next, the relationship between the new formulation and the classic diagonal loading scheme is studied using a quaternion-valued Lagrange method.
Numerical simulation results indicate that our new methods outperform the SMI-MVDR, and the Q-Capon beamformers [5, 17] for all the examples tested, and is superior to the diagonal loading SMI-MVDR (DL-SMI-MVDR) beamformer [6] for some scenarios. Note a conference version of the basic idea has been published in [24] . Compared with [24] , more details of the formulations are provided, supported by extensive simulation results. More importantly, we have derived the exact relationship between the traditional diagonal-loading based scheme and our proposed one in the quaternion domain in Section 3.5 and Appendixes B and C.
The rest of this paper is organized as follows. Sec. 2 introduces the quaternion-related definitions and properties, and then gives the quaternionbased signal model for the two-component EM vector-sensor array. Sec. 3 presents the theoretical derivation of the two proposed algorithms. Numerical simulations are provided in Sec. 4, and conclusions are drawn in Sec. 5.
Problem Formulation

Quaternions
A quaternion q ∈ H 1 (R, C, and H denote the sets of real numbers, complex numbers and quaternions, respectively), is defined as [25] 
where q 0 Re{q} ∈ R 1 is the real component, while
Im () {q}, and q 3 Im (κ) {q} ∈ R 1 are the three imaginary components, with units ı, , and κ satisfying
The conjugate of a quaternion, denoted by q * , is defined as
Specifically, a quaternion q with q 0 = 0 is referred to as a pure quaternion.
In addition, q can be reformulated into the Cayley-Dickson form as
where c 0 and c 1 ∈ C. Similarly, for a vector v ∈ H L 1 ×1 , and a matrix
where
Furthermore, we need to notice that quaternionic multiplications are noncommutative.
Next, several definitions and properties adopted in this paper are introduced to make the following sections readily comprehensible. More details can be found in [26, 27] .
Definition 1. The absolute value |q| is defined as
For the quaternionic vector in (5), its Euclidean-norm v is
in which ' · r ' denotes the Euclidean-norm for a real-valued vector.
Definition 2. Given two vectors x and y ∈ H L 1 ×1 with their l-th elements respectively denoted by x l and y l , their inner product x ⊳ y is defined by
where '{·} * ' and '{·} ⊳ ' denote the quaternion conjugate and transpositionconjugate operators, respectively.
Definition 3. The conjugate transpose of the quaternionic matrix given in (6) is
where '{·} T ' stands for the transposition operator.
Property 2. For a quaternion-valued conjugate-symmetric matrix M ∈
|a + b| ≥ |a| − |b| ,
and the equalities hold when a is a non-positive real number for (14) , b = −̺a with ̺ ∈ [0, 1] for (15) , and a and b are linearly dependent or both zero vectors for (16) . Detailed proofs are provided in Appendix A.
Quaternion-valued Signal Model
Consider a linear array consisting of N crossed-dipoles (the typical twocomponent EM vector-sensor) located along the y−axis with their position vectors denoted by r n ∈ R 3×1 , n = 1, 2, ..., N . As shown in 
is the propagation vector of the mth incident signal. 
Now, we divide the array into two subarrays: one is composed of all the dipoles pointing along the x−axis, while the other includes all the dipoles pointing along the y−axis. Then, their steering vectors a x,m and a y,m ∈ C N ×1
for the mth signal are
The outputs of these two subarrays can then be written as
where n x (t) and n y (t) ∈ C N ×1 denote the corresponding additive white Gaussian noise vectors.
Thus, the quaternion-valued output vector q(t) ∈ H N ×1 of the crosseddipole-based linear array can be defined as
where a m a x,m +ıa y,m ∈ H N ×1 is the quaternion-valued steering vector, and
, the quaternionvalued sample covariance matrix can be evaluated bŷ
3. The Proposed Quaternion-valued Beamformer with Worst-Case Constraint
Steering Vector Model
Assume that one of the M incident array signals is the desired one and its presumed quaternionic steering vector is denoted asā d ∈ H N ×1 . With steering vector mismatch, there will be a non-zero quaternion-valued error vector e ∈ H N ×1 betweenā d and the actual steering vector a d , i.e.,
We assume that its norm is bounded by a real positive constant ε, i.e. e ≤ ε. Then, the actual steering vector a d can be modelled as belonging to a steering vector set A defined by
From (26), we can see that A is a spherical set whereā d is in the center, and a d can be any vector in A.
Quaternion-valued Worst-Case Constrained Algorithm 1
Since a d can be any vector in the spherical set A, in order to have a robust response to the desired signal, we can impose the following constraint to the weight vector
which is referred to as the quaternionic worst-case constraint. Under such a constraint, the magnitude of the array response for all the steering vectors in set A is constrained to be greater than unity.
By adopting (27) , a novel robust adaptive beamformer within the quaternionic framework, named quaternion-valued worst-case constrained beamformer (QWCCB), can be formulated as follows
whereR is the sample quaternionic covariance matrix in (24) . In the next, we will reformulate the problem in (28) , so that it can be solved by SOC programming based method.
Firstly, using the triangle inequality property in (15) along with (25), we
Applying the Cauchy-Schwarz inequality in (16) to |w ⊳ e| and with e ≤ ε,
we further have
Combining (29) and (30) leads to
Based on the Theorems 1 and 2 in Appendix A,
can be satisfied when 1) ε is small enough to make |w
As a result, the constrained minimization problem in (28) can be trans-
However, due to the absolute operation in the constraint, (34) 
Thus, the constrained minimization problem in (34) can be reformulated into a convex quadratic problem as follows
We refer to the above formulation as the quaternion-valued worst-case constrained beamformer 1 (QWCCB-1).
Quaternion-valued Worst-Case Constrained Algorithm 2
Following the argument after (34) , in the second algorithm, instead of imposing the constraint on the absolute value of w ⊳ a d , the worst-case constraint is imposed on the real component of
Using the inequality in (14) along with (25), we have
Using Lemma 1 and Theorem 2 in Appendix A, it is easy to verify that
if 1) ε is small enough to ensure Re{w
Then we can conclude that
Consequently, the constraint in (37) can be replaced by
The problem (37) can therefore be reformulated into
which is referred to as the quaternion-valued worst-case constrained beamformer 2 (QWCCB-2).
SOC Implementation of Q-WCCB-1 and Q-WCCB-2
The constrained minimization problems in (36) and (42) can be solved by the SOC programming method. A SOC program is a convex optimization problem with the following form
where x ∈ R N ×1 is the optimization variable, f ∈ R N ×1 denotes the known parameter vector,
and I is the number of constraints.
Applying the Cholesky decomposition toR [28] , we havê
where Q ∈ H N ×N is an upper triangular quaternionic matrix. Then the array's output power w ⊳R w can be rewritten as
Now, by adopting a new nonnegative scalar variable ξ and a new constraint Qw ≤ ξ, the constrained minimization problems in (36) and (42) can be respectively transformed into
and
Notice that the elements of Q, w, andā d are quaternions. To facilitate the solution of (46) and (47), we need to convert them into real-valued forms.
First of all, Q, w, andā d need to be written into the following forms
further define one real-valued matrix and five real-valued vectors as follows
Based on the above real-valued vectors and matrix, (46) and (47) can be respectively changed into the SOC forms as min w,ξ ξ s.t. Qw ≤ ξ, ε w ≤w
and min w,ξ ξ s.t. Qw ≤ ξ , ε w ≤w
By solving the above constrained minimization problems, the optimum real-valued weight vectorw ∈ R 4N ×1 is obtained. The optimum quaternionbased weight vector w QWCCB ∈ H N ×1 can then be obtained by re-arranging the elements ofw according to (48) and (49).
Connection with the Diagonal Loading Scheme
To exploit the relationship between the proposed algorithm and the diagonal loading scheme, we first replace the inequality constraint in (28) with
which is equivalent to (27) , due to the fact that scaling the optimum weight vector does not affect the output SINR [10] . Using (31), the constrained minimization problem (28) can then be simplified to
Following a similar way after (34), for any given w, we can always rotate it in the quaternion domain without affecting the beamformer's output power, so that the imaginary parts of w 
Further, we can have the quaternion-valued Lagrange objective function as
where ζ is a Lagrange multiplier. Taking the conjugate-gradient of H(w, ζ) [29] and setting it to zero, yields (see Appendix B for details)
where α ζ −1 , β −ε 2 ζ, andR DL R + βI.
As a result, the proposed algorithm can be classified as a quaternion domain diagonal loading scheme. To decide the exact value of the Lagrange multiplier ζ, we decompose the sample covariance matrix asR = EΦE ⊳ , with E and Φ = diag(δ 1 , δ 2 , . . . , δ N ) denoting the eigenvector matrix and the diagonal matrix consisting of all the corresponding eigenvalues ofR, respectively. Then,R −1
Substituting (57) into (56) leads to
which satisfies the constraint in (54), so that we can obtain (see Appendix C for detailed derivations)
Define z E ⊳ā d , and let z n denote its nth element. Then, the following result holds
which is a monotonically decreasing function for ζ ∈ R − . Besides, f (0) = 0 and lim ζ→−∞ f (ζ) = by the signals for further improved performance [30, 31, 32] , which will be a topic of our future research.
Simulations
In our simulations, we consider a uniform linear array (ULA) of 10 crossed- rithms QWCCB-1 and QWCCB-2, the Q-Capon beamformer [17] , the traditional SMI-MVDR beamformer [5] , and the DL-SMI-MVDR beamformer with a loading factor of 10σ 2 n [6] . Additionally, the maximally achievable SINR, denoted by 'OPT-SINR', is also displayed in the simulation results as a benchmark. The MATLAB toolboxes SeDuMi [33] and YALMIP [34] are adopted to calculate the weight vectors of our robust beamformers, where the error constraint ε = 3 for the first two examples, and then in the last simulation, ε is varied from 0.6 to 3. The beampattern B(ϑ) and the output-SINR are defined as
where ϑ (φ, γ, η) is the parameter vector, and
with a(ϑ d ) and {a(ϑ i,m )} 2 m=1 being the steering vectors of the desired signal and interferences, respectively, and σ 
Example 1: Accurately Known Desired Steering Vector
In the first example, we investigate a scenario where the steering vector of the desired signal is accurately known as prior information. Although no steering vector mismatch errors are taken into account, the finite number of samples may lead to equivalent array model errors.
The desired signal is assumed to arrive from φ d = 5
• with polariza- finite sample effect and convergence rate, and is superior to the well-known DL-SMI-MVDR beamformer especially in the case of smaller sample sizes (less than 40) and higher SNRs (larger than 2 dB).
Example 2: Steering Vector Mismatch
In this example, we study the beam pattern and output-SINR perfor- it seems that the first algorithm is preferred to the second one.
Conclusion
Based on the well-known worst-case performance constraint, a new class of adaptive beamforming algorithms for two-component EM vector-sensor arrays has been proposed within the hypercomplex framework. The quaternionvalued formulation is transformed into a real-valued convex optimization problem, and solved using the SOC programming method. The relationship between our proposed beamformer and the classic diagonal loading scheme has also been investigated, and it is shown that our derived algorithms can be considered as a specific diagonal loading technique in the quaternion domain, whose loading factor is dependent on the known level of uncertainty of the desired signal's steering vector. Simulation results have verified the robustness of the proposed beamformer towards both steering vector mismatch errors and finite sample size effect, and shown that it has a better performance compared with another three beamformers in most scenarios tested. Additionally, the two proposed algorithms have achieved a very close performance in our numerical simulations. However, the first one is preferred given its overall superior performance. where the equality holds for the case that a is a non-positive real number.
Proof: Consider the following two cases:
1) If Re{a} > 0, we can easily have
Combining (A.2) and (A.3), we then have (A.1) and the condition for the equality to hold.
Lemma 2. Given two quaternions a and b, the following holds
Proof: Based on the Theorem 2.1 in [27] , we have
which completes the proof. Proof: Here, we will investigate the following two scenarios.
1) Suppose |a| < |b|. Then
2) Suppose |a| ≥ |b|. Based on Lemmas 1 and 2, we have 2Re{ab
Replacing 2Re{ab * } with ab * + ba * and using aa * + bb * = |a| 2 + |b| 2 , yields
Moreover,
which can be substituted into (A.9) to lead to
Since |a| ≥ |b|, we can finally obtain
With (A.7) and (A.12), (A.6) and the condition satisfying its equality can then be proved.
Theorem 2. For a and b ∈ H L 1 ×1 , we have
where the equality holds if a and b are linearly dependent or if they are both zero vectors.
We further substitute ρ = b −2 b ⊳ a into the above formulation and use
which then yields (A.13). In addition, a − bρ 2 = 0 holds when a and b are both zero vectors, or when a = bρ (i.e., they are linearly dependent).
Appendix B. The Solution for the Quaternion-valued Lagrange Problem
Given a real/quaternion-valued function of the quaternionic variable w = w a +w b ı+w c +w d κ, denoted as f (w), the direction of its maximum changing rate is given by its conjugate gradient, which is defined as [29] ∂f (w) ∂w * 1 4
which can yield ∂w/∂w * = −(1/2) and ∂w * /∂w * = 1.
In the next, we further consider a real/quaternion-valued function f (w)
with the quaternion-valued vector variable w [w 1 , w 2 , ..., w N ] T . Its partial differential with respect to w * can be defined by
T with the vector variable w, we further have
According to (B.1)-(B.3), the following results hold
Using the matrix inversion lemma which can be shown to be applicable in the quaternion domain as long as (
1 holds for invertible quaternion-valued matrices M 1 and M 2 [27] , (B.13) can then be reformulated
(B.14)
Finally, by replacing α and β with α = ζ −1 and β = −ε 2 ζ, (C.4) can be written as
which has been given in (59). 
