Abstract. Along with the development of the watermark technique many new scheme were presented and most of them were proved efficient. Some researchers have presented extraction of audio watermark using ICA in spatial domain. In this paper, we present a wavelet audio watermark using ICA. We embedded the image watermark into the wavelet coefficient of the audio signal, and extracted the watermark image using ICA in wavelet domain. We added noise on the watermark audio for analysis and the simulation results show that this watermark scheme we present is efficient and robustness.
Introduction
Watermark technology was developed along with the protection of copyright, this technology is widely used in protecting the copyright of image, audio and video by means of extracting or detecting the watermark. We can affirm the integrality and reliability of information Audio production is one of the important digital multimedia factors. Along with the rapid growth of Internet, the transmission of audiovisual media becomes easier. It leads to the problem regarding copyright protection. The digital watermarking as an efficient technology for copyright protection has acquired wide research and application. Since Human Auditory System (HAS) is more sensitive than Human Visual System (HVS) embedding mark to the audio signal is very difficult. Recently, research on digital watermarking is mainly based on embedding mark to static images, however only a few institutions has been working on audio watermarking. In this paper we present a novel watermark scheme based on ICA that embedding the still image to audio. Furthermore, spread-spectrum watermark system is proposed and embedding and extracting is performed in temporal domain. The watermark embedded is a sequence Spreaded by m-sequence [1] [2] . While, extracting watermark [3] , the ICA watermark model can be robust to mp3 compression. The embedded watermark is a random sequence [4] . The visually recognizable binary watermark image could be embedded in the original signal wavelet domain [5] .
Independent component analysis
2.1. Independent component analysis Independent component analysis (ICA) technology developing is a recent theory or method in the field of signal processing, but it is rapidly becoming a constituent part of signal processing field and it's developing gradually towards maturity and systematization. ICA is a commonly used signal processing method developed for Blind Source Separation (BSS). It is widely used in many other fields such as feature extraction, data compression, image analysis, etc. What distinguishes ICA from other methods is that it looks for components that are both statistically independent, and non-gaussian.
We have seen that the problem of blind source separation boils up to finding a linear representation in which the components are statistically independent. In practical situations, we can't in general find a representation where the components are really independent, but we can at least find components that are as independent as possible.
Given a set of observations of random variables (x 1 (t),x 2 (t),
… ,x n (t)) where t is the time or sample index, assume that they are generated as a linear mixture of independent components (s 1 (t),s 2 (t), … ,s n (t)) (t) (t)
Generally

X = AS
(2) where A is an unknown matrix. Independent component analysis now consists of estimating both the matrix A and S. We assumed number of independent component S is equal to the number of observed variables X, this is a simplifying assumption that is not completely necessary.
Alternatively, we could define ICA as following: find a linear transformation given by a matrix W, so that the random variables y i are as independent as possible. This formulation is not really very different from the previous one. (t) (t)
Generally Y = WX (4) where Y is denoted to estimated source signal S, and
It can be shown that the problem is well-defined, i.e, the model can be estimated if and only if the components are non-gaussian. This is a fundamental requirement that also explains the main difference between ICA and factor analysis, in which the non-gaussianity of data is not taken into account. In fact, ICA could be considered as non-Gaussian factor analysis, since in factor analysis, we are also modeling the data as linear mixtures of some underlying factors.
Restrictions in ICA
To ensure the basic ICA model just given can be estimated, we have to make certain assumptions and restrictions, which are as follows:
(1) The source components are assumed statistically independent.
(2) The independent components must have nongaussian distribution. at most there is only one gaussian distribution.
(3) The number of observations of random variables X must be more than the source variables S. In general the watermark system can fulfill the three restrictions.
2.3. A fast fixed-point algorithm using kurtosis Fast fixed-point algorithm can be used to negentropy or kurtosis, in this paper, we are only interested in the model with kurtosis Kurtosis is defined in the zero-mean case by the equation 4 } can be used instead of kurtosis for characterizing distribution of x. Kurtosis is basically a normalized version of the fourth moment. The main task in the independent component analysis (ICA) problem, formulated is to estimate a separating matrix W that will give us the independent components. It also became clear that W can not generally be solved in closed form Minimization of multivariate functions, possibly under some constraints on the solutions, is the subject of optimization theory. The process is as follows.
The vector x is first centered by subtracting its mean
The mean is in practice estimated from the available sample x(1),
… x(T) Let us assume in the following, centering has been done and thus E(x)=0
A synonym for white is sphered. Because whitening is essentially decorrelation followed by scaling, the technique of PCA can be used. This implies that whitening can be done with a linear operation.
The problem of whitening is now: Given a random vector x with n elements, find a linear transformation matrix V into another vector z such that z Vx (9) z is the whitened vector ,we can use this mean to whiten the vector x Let E=(e 1 … e n ) be the matrix whose columns are the unit-norm eigenvectors of the covariance matrix C x =E{xx T }. These can be computed from a sample of the vectors x either directly or by one of the on-line PCA learning rules. After every fixed-point iteration, w is divided by its norm to remain on the constraint set.||w ||=1 T 3 [E{z(w z) } ] w w (13) This equation immediately suggests a fixed-point algorithm where we give this as the new value for w. until we got the convergence. Note that convergence of this fixed-point iteration means that the old and new values w of point in the same direction, their dot-product is almost equal to 1.
Watermark scheme
Watermark embedding
Embedding watermark to the audio signal corresponds to adding the noise to the audio signal, in this paper. The watermark embedding method is performed in the wavelet domain. A binary image is embedded into the significant coefficients cd3 selective from detail coefficients.The basic procedure of embedding watermark is shown in Figure 1 . (a) In order to embed the binary image to the audio signal, we decrease the dimensions by following formula V={v(k)=w(i,j) ,k=i×M 2 +j,0 i M 1 ,0 j M 2 }, N=M M 2 is the number of the pixels of watermark image (b) The audio signal was decomposed using wavelet with 3 levels, Choose the first N vertices
where L is the number of alpha coefficient of audio decomposed and L N.
(c) Mixed W=(w 0 ,w 1 ,
to be a new matrix S, generated a random matrix A. Where 12 = lph 11 , lph is the embedding coefficient. Then using equation (2) 
Experiment result
A simple implementation of ICA watermarking will be presented with MATLAB. The data used is 19 second mono signals of audio (sampling frequency of 44.1 kHz and 16 bit precision).The watermark is a 144×144 binary image. The embedding process is achieved by a random matrix A, in the extracting process independent components were used for decoding. In the experiment we extract watermark image from the audio signal Figure 3 shows the behavior of watermark extraction performance of without attacking , Figure 4 and Figure 5 shows the behavior of the watermark extraction performance adding random noise with factors 0.0025 and 0.001, it showed that if the coefficient exceed 0.005, we can't extract the watermark image, Figure 6 shows the behavior of watermark extraction performance against downsampling with factor 1,while the downsampling rate exceed 1,we can't extract the watermark correctly . Figure 7 and Figure 8 show the behaviour of the watermark extraction performance against upsampling with factor 1 and 2 , it shows we can't extract the watermark when the factor exceeds 1.
Conclusion
In this paper, we present a new approach based on ICA to audio watermark extraction. ICA has been shown to have several interesting properties for watermarking. From an information-theoretic point of view, independence has been proved to be optimal. In some cases, ICA is used to eliminate the desynchronization problem encountered in recording watermarked audio transmitted from different sources. The experiments show that our approach is robust to channel noise and has perfect transparency and robustness against variety of signal attacks.
