The aim of this paper is to investigate the closed subschemes of moduli spaces corresponding to projective varieties which admit an effective action by a given finite group G. To achieve this, we introduce the moduli functor 
Introduction
The moduli theory of algebraic varieties was motivated by the attempt to fully understand Riemann's assertion in [Rie57] that the isomorphism classes of Riemann surfaces of genus g > 1 depend on (3g − 3) parameters (called "moduli"). The modern approach to moduli problems via functors was developed by Grothendieck and Mumford (cf. [MF82] ), and later by Gieseker, Kollár, Viehweg, et al (cf. [Gie77] , [Kol13] , [Vie95] ). The idea is to define a moduli functor for the given moduli problem and study the representability of the moduli functor via an algebraic variety or some other geometric object. For instance, in the case of smooth projective curves of genus g ≥ 2, we consider the (contravariant) functor M g from the category of schemes to the category of sets, such that
(1) For any scheme T , M g (T ) consists of the T -isomorphism classes of flat projective families of curves of genus g over the base T .
(2) Given a morphism f :
is the map associated to the pull back.
It has been shown by Mumford that there exists a quasi-projective coarse moduli scheme M g for the functor M g (cf. [Mum62] ), in the following sense:
there exists a natural transformation η : M g → Hom(−, M g ), such that η Spec(C) : M g (Spec(C)) → Hom(Spec(C), M g ) is bijective and η is universal among such natural transformations. This means that the closed points of M g are in one to one correspondence with the isomorphism classes of curves of genus g and given a family X → T of curves of genus g, we have a morphism (induced by η) from T to M g such that any (closed) point t ∈ T is mapped to [X t ] in M g . The definitions are the same in higher dimensions, if one replaces curves of genus g ≥ 2 by Gorenstein varieties with ample canonical classes. The existence of a coarse moduli space is then more difficult to prove, we refer to [Vie95] and [Kol13] for further discussions. For several purposes, it is important to generalize the method to moduli problems of varieties which admit an effective action by a given finite group G. Here we consider the concept of a G-marked variety, which is a triple (X,G,α) such that X is a projective variety and α : G × X → X is a faithful action. The isomorphisms between G-marked varieties are G-equivariant isomorphisms (for more details, see definition 2.1). In similarity to the case of M g , we study in this article the moduli functor M G h of G-marked Gorenstein canonical models with Hilbert polynomial h such that, for any scheme T , M G h (T ) is the set of T -isomorphism classes of Gmarked flat families of Gorenstein canonical models with Hilbert polynomial h over the base T , and given a morphism f : S → T , M G h (f ) is the map associated to the set of pull-backs (cf. 2.3). We refer to the recently published survey article [Cat15] , Section 10, for some applications in the case of algebraic curves and surfaces; there the author discusses several topics on the theory of G-marked curves and sketches the construction of the moduli space of G-marked canonical models of surfaces. The main theorem of this article is the following: Theorem 1.1. Given a finite group G and a Hilbert polynomial h ∈ Q[t], there exists a quasi-projective coarse moduli scheme M h [G] for M Remark 1.2. A referee suggested an alternative proof of theorem 1.1, obtained via the idea of constructing a suitable substack of a fibred product of the inertia stack and using then the deep result of Keel and Mori (cf. [KM97] ). However we believe that our simple proof relying on GIT techniques sheds light upon a canonical representation type decomposition D h [G] (cf.5.1) of the moduli space M h [G], which will be useful to study the structure of M h [G].
G-marked varieties
In this article we work over the complex field C. By a "scheme" we mean a separated scheme of finite type over C, a point in a scheme is assumed to be a closed point. Moreover, G shall always denote a finite group. (1) A G-marked (projective) variety (resp. scheme) is a triple (X, G, ρ) where X is a projective variety (resp. scheme) and ρ : G → Aut(X) is an injective homomorphism. Or equivalently, it is a triple (X, G, α) where α : X × G → X is a faithful action of G on X.
(2) A morphism f between two G-marked varieties (X, G, ρ) and (
A family of G-marked varieties (resp. schemes) is a triple ((p : X → T ), G, ρ), where G acts faithfully on X via an injective homomorphism ρ : G → Aut(X) and trivially on T ; p is flat, projective, G-equivariant and ∀t ∈ T , the induced triple (X t , G, ρ t ) is a G-marked variety (resp. scheme). (4) A morphism between two G-marked families ((p : X → T ), G, ρ) and ((p ′ :
Denoting by X S (or f * X) the fiber product of f and p, ρ induces a G-action ρ
Definition 2.2. A normal projective variety X is called a canonical model if X has canonical singularities (cf. [Rei87] ) and K X is ample.
Definition 2.3. Denote by Sch the category of schemes (over C). The moduli functor of G-marked Gorenstein canonical models with Hilbert polynomial h ∈ Q[t] is a contravariant functor:
| p is flat and projective, all fibres of p are canonical models, ω X/T is invertible, ∀t ∈ T, ∀k ∈ N, χ(X t , ω k Xt ) = h(k)}/ ≃ where "≃" is the equivalence relation given by the isomorphisms of G-marked families over T (i.e., in the commutative diagram of 2.1 (4), take T ′ = T and
is the map associated to the pull back, i.e.,
Remark 2.4. In this article, whenever we write
In the case where G is trivial, we denote by M h the corresponding functor.
Basic properties of M

G h
In this section we study two important properties of the moduli functor M G h : boundedness and local closedness. The main results are (3.20), (3.21) for boundedness and (3.24) for local closedness.
Definition 3.1. A moduli functor M of varieties is called bounded if there exists a flat and projective family U → S over a scheme S such that ∀[X] ∈ M(Spec(C)), X is isomorphic to a fibre U s for some s ∈ S. (For a stronger definition, see [Kov09] , Definition 5.1)
In the case where G is trivial boundedness is already known (cf. [Kar00] , [Mat86] ). However we can not apply it directly to the general case since we have an action by G. Here we introduce the notion of "bundle of G-frames" to solve this problem. Let Y be a scheme and E a locally free sheaf of rank n on Y . Set
the geometric vector bundle associated to E over Y (cf. [Har77] 1 , Exercise II.5.18).
Definition 3.2 (Frame Bundle). Let E be a locally free sheaf of rank n on a scheme Y . In this article we call (what is in bundle theory called) the principal bundle associated to V(E) the frame bundle F (E) of E over Y . For any y ∈ Y , the fibre F (E) y over y is called the set of frames (i.e., bases) for the vector space E ⊗ C(y).
such that ∀y ∈ Y , the fibre F (E) y corresponds to the invertible homomorphisms. We denote a point in F (E) as a pair (y, ψ), where y is a point in Y and ψ : C n → E ⊗ C(y) is an isomorphism of C-vector spaces.
Proposition 3.3. Let E be a locally free sheaf of rank n on a scheme Y and p : F (E) → Y the natural projection. There exists a tautological isomorphism φ E : O Remark 3.4. The set of sections {s i (E)} n i=1 (or equivalently, the isomorphism φ E ) satisfies the following compatibility conditions: (1) Let f : X → Y be a morphism and f F : F (f * E) → F (E) the induced morphism: we have that f * F (s i (E)) = s i (f * E). (2) Given an isomorphism l : E 1 → E 2 of locally free sheaves on Y , noting that the induced isomorphism l F : F (E 1 ) → F (E 2 ) commutes with the projections
Definition 3.5. Let E be a locally free sheaf of rank n on a scheme Y : we say that a group G acts faithfully and linearly on E if (1) the action is given by an injective homomorphism ρ : G ֒→ Aut O Y (E); (2) ∀y ∈ Y , the induced action ρ y is a faithful G-representation on C n . In this case we call the pair (E, ρ) a locally free G-sheaf . 
where
Remark 3.7.
(1) Let f : X → Y be a G-equivariant morphism between two schemes on which G acts: we have a natural restriction morphism f | X G :
H , where C(H) denotes the centralizer group of H in G.
Definition 3.8. Let (E, ρ) be a locally free G-sheaf of rank n on Y . Given a faithful linear representation β :
The action (β, ρ) restricts naturally to F (E), we denote by F (E, G, ρ; β) the corresponding fixpoints scheme: it is called the bundle of G-frames of E associated to the action ρ with respect to β.
Remark 3.9. (1) Denoting by C(G, β) the centralizer group of β(G) in GL(n, C), an easy observation is that ∀y ∈ Y , the fiber F (E, G, ρ; β) y corresponds to the set of G-equivariant isomorphisms between the G-linear representations β and ρ y . Therefore we have that either
Observe that if Y is connected and there exists y ∈ Y such that
, Prop 37), hence we have the following definition:
Definition 3.10. Let Y be a connected scheme and (E, ρ) a locally free G-sheaf of rank n on Y . We say that (E, ρ) (or E if the action is clear from the context) has decomposition type β, where β : G → GL(n, C) is a faithful representation, if there exists y ∈ Y , such that ρ y ≃ β.
Definition 3.11 (Bundle of G-frames). Let (E, ρ) be a locally free G-sheaf of rank n on a scheme Y . We define the bundle of G-frames of E associated to ρ, denoted by F (E, G, ρ) (or F (E, G) when ρ is clear from the context), as follows: If Y is connected and E has decomposition type β, then F (E, G, ρ) := F (E, G, ρ; β). In general we decompose Y into the union of connected components Y = ⊔Y i and
Remark 3.12. Since we can vary β in its equivalence class, we see from (3.9) that F (E, G) is unique up to isomorphisms.
Definition 3.13. Let (E, ρ) be a free G-sheaf of rank n on a scheme Y : the action is said to be defined over C if there exists a G-equivariant isomorphism
Proposition 3.14. Given (E, ρ) a locally free G-sheaf of rank n on a connected scheme Y with decomposition type β, the projection p :
where φ E is the universal basis morphism defined in (3.3).
Proof. It is clear that φ E,G is an isomorphism of sheaves, what remains to show is that φ E,G is G-equivariant. Since φ E,G is an isomorphism of locally free sheaves, it suffices to show that ∀(y, ψ) ∈ F (E, G), φ E,G | {(y,ψ)} is G-equivariant. By our construction in (3.3), we have that
G , where the G-action is (β, ρ y ). Under this isomorphism the point (y, ψ)
, then {s i (E, G)} and φ E,G have similar properties as {s i (E)} and φ E have in (3.4).
Proposition 3.16. Assume that Y is connected and (E, ρ) is a locally free G-sheaf of rank n on Y with decomposition type β. Then there is a natural
Proof. To see the C(G, β)-action, it suffices to notice that the actions β and ρ on F (E) commute, i.e., ∀g ∈ G, β(g)ρ(g) = ρ(g)β(g) as elements in Aut(F (E)). From the definition of F (E, G) (cf. 3.11), one observes that the projection p :
F (E, G) → Y is affine and C(G, β)-equivariant, therefore we may assume that Y, F (E, G) are affine schemes and A (resp. B) is the coordinate ring of Y (resp. F (E, G)). Since p is surjective and C(G, β)-equivariant, we have that
Noting that B is a finitely generated C-algebra and C(G, β) is a reductive group (cf. 3.18), we conclude that B C(G,β) is a finitely generated C-algebra and SpecB C(G,β) is the universal categorical quotient of F (E, G) by C(G, β) (cf. [MF82] , p.27). Now since every fibre of p is a closed C(G, β)-orbit (in fact isomorphic to C(G, β)), which must be mapped to a point in SpecB C(G,β) , for dimensional reasons we conclude that B C(G,β) is a finite A-module. For any maximal ideal m of A, by the property of a universal categorical quotient (cf.
Before stating the Boundedness theorem, let us first recall the action of general linear groups on Hilbert schemes (cf. [Vie95] , Section 7.1).
Denote by H n,h the Hilbert scheme of closed subschemes of P n with Hilbert polynomial h and by U n,h ⊂ H n,h ×P n the universal family. Let Φ : GL(n+1, C)×P n → P n be the natural action, so that there is an action Ψ :
. Two representations are equivalent (i.e. the images of G are conjugate as subgroups of GL(n + 1, C)) if and only if they have the same decomposition type (cf. [Ser77] , Chap.2), hence the set of equivalence classes B n of G-representations on V is finite.
Definition 3.17. Given β : G → GL(n+1, C) a faithful representation, it induces an action Ψ| β(G) of G on H n,h . Define H Definition 3.19. Let V be a C-vector space of dimension n + 1. Denoting by B n the set of equivalence classes of linear representations of G on V , we pick one representative in each equivalence class of B n and define:
where " " means a disjoint union. Note that two different choices of representatives result in isomorphic families.
X is very ample and has vanishing higher cohomology groups, we fix one such k 0 for the rest of this article (we refer to [Siu93] , [Dem96] and [Siu02] for effective bounds on k 0 ). Given a family (p :
, by "Cohomology and Base change" (cf. [Mum70] , II.5),
(1)) (cf. [Har77] , II.7.12). Assuming in addition that
Now taking the group action into account, we have the following:
It suffices to prove the statement on each connected component of T , hence we may assume that T is connected and p * (ω
Since by assumptionρ is defined over C, we may require that the G-action on T × P N is given by π * 2 (β), where π 2 : T × P N → P N is the projection onto the second factor. Now by the universal property of the Hilbert scheme, there exists f :
To complete the proof, it remains to show that f factors through H G,β N,h ′ , which is equivalent to the property that ∀g ∈ G, Ψ β(g) •f = f ; again by the universal property of the Hilbert scheme, this is equivalent to showing that
However we have that
which is simply i(X) as the embedding i :
Combining (3.14) with (3.20), we have the following corollary:
Corollary 3.21. For any scheme T and ((p :
Remark 3.22. Given an isomorphism ((p :
we have an induced isomorphism l : p * (ω 
We have already shown that M 
Here we do not state a general "G-version" of local closedness, but only consider the case of Hilbert schemes. For a general discussion, see [Kol08] , Corollary 24. Proof. In the case where G is trivial the existence ofH N,h ′ follows from the facts that the subset {x ∈ H N,h ′ | (ω
, II.5, Corollary 6) and being canonical and Gorenstein is an open property (cf. [Elk81] ). In general we setH
) have the same decomposition type β, by (3.24) there exist f i :
From the proof of (3.20) we saw that X 1 and X 2 are isomorphic as G-marked varieties ⇐⇒ ∃g ∈ C(G, β) such that f 1 (Spec(C)) = Ψ g f 2 (Spec(C)).
(2) Notations as in (3.21). Assume that T is connected and p * (ω k 0 X/T ) has decomposition type β and denote by Ψ ′ the action of
. From the proof of (3.14) we see that ∀g ∈ C(G, β),
Therefore we conclude that the morphism obtained in (3.21),
The Construction of M h [G]
In section 3 we have obtained a parametrizing spaceH 
A result of Viehweg (see [Vie95] , 7.17) states that λ k 0 admits an SL(N + 1, C)-linearization andH
where (H N,h ′ ) s (λ k 0 ) denotes the set of SL(N + 1, C)-stable points with respect to λ k 0 . Then it is easy to obtain the following proposition: 
, Lemma 2.6) and applying "cohomology and base change", we have that λ
. By Lemma (4.1), we have that SL(N +1, C) acts properly onH N,h ′ and SC(G, β) acts properly onH 
Then the proposition follows from standard GIT methods (cf. [MF82] , Theorem 1.10).
We are ready to prove the main theorem (1.1):
Proof of (1.1). We set
. Let us make the following convention: for any natural transformation θ :
Step 1. Construction of a natural transformation η :
Given T a scheme and ((p :
, it suffices to define η on each connected component of T , hence we assume furthermore that T is connected. We have the bundle of G-frames of p * (ω
by (3.25-2) we see thatf X/T,k 0 ,G is C(G, β)-equivariant (where we take the trivial action on M G,β
Note that by (3.22) η T (X) is independent of the representative family ((p : X → T ), G, ρ) that we choose, hence η T (X) is well defined. In order to show that η is a natural transformation, let l ∈ Hom(S, T ) and
Without loss of generality we assume that S and T are connected and p * (ω k 0 X/T ) has decomposition type β, now considering the following commutative diagram:
from (3.4-1) and (3.15) we see thatf
Step 2. M h [G] is the coarse moduli scheme for M X ′ /B induces an embedding i : X ′ → B × P N , we see that the claim is equivalent to that i(X ′ ) is invariant under the action π * 2 (β), where π 2 : B × P N → P N is the projection onto the second factor. After possibly shrinking B, we can assume that B is connected and hence
, now from the irreducibility of i(X ′ ) we see that i(X ′ ) is also invariant under the action π * 2 (β). Now we have a G-marked family ((X ′ → B), G, β), by (3.20) we obtain a morphism
N,h ′ , it is easy to check that l ′ satisfies ( * ).
Decompositions of M h [G]
In the proof of theorem 1.1 (cf. 1) we saw that M h [G] has a decomposition which depends upon the choice of a sufficiently large natural number k:
Since given a G-marked family ((X → T ), G, ρ) over a connected base T , the induced G-representations on H 0 (ω k Xt ) are all isomorphic to each other for any t ∈ T (cf. [Cat13] , Prop 37), each component of the decomposition is a union of connected components of M h [G].
Definition 5.1. (1) Given a space X with two decompositions D 1 : X = i∈I Y i and D 2 : X = j∈J W j , where each Y i , W j is a union of connected components of X, their minimal refinement is defined as:
(2) The canonical representation type decomposition of M h [G] is the minimal refinement of all the above decompositions: natural number N(h, G) and integers k 1 , ..., k N To answer question 1, we provide first a method which works in general, the main idea is to consider suitable Hilbert resolutions of the canonical rings of varieties with a fixed Hilbert polynomial h (cf. [Cat92] , Section 2). Then we look at the case of algebraic curves and obtain a more precise bound. Since the functor M h is bounded, there exists a minimal natural number m = m(h) such that ∀X ∈ M h (Spec(C)), H i (X, ω m X ) = 0 for any i > 0 and the m-th pluricanonical map of X, φ m : X → P n , is an embedding, where n := h(m) − 1. Recall that the canonical ring of X is:
Since ω X is ample, R is a finite graded module over the graded ring A := Sym(H 0 (X, ω m X )). The degree k direct summand of R (resp. A) is denoted by R k (resp. A k ). Remark 5.3. Assuming a group G acts on X, we have naturally induced actions on R and A. It is easy to see that these actions are compatible in the following sense:
Denoting by δ the depth of R as an A-module, by Hilbert's syzygy theorem we have a minimal free resolution of R of length n + 1 − δ (cf. [Gre89] , Theorem
Now taking the action of G into account, we have the following:
Lemma 5.4. Let A = C[x 0 , ..., x n ] and let M be a finite graded A-module. Assuming that we have actions of G on A and M such that 5.3 (1), (2) and (3) are satisfied, then there exists a minimal G-equivariant free resolution of M:
where δ is the depth of M as an A-module. Moreover, L i is a direct sum:
where Irrchar(G) denotes the set of irreducible characters of G and V χ is the irreducible representation associated to χ.
Proof. Since M is a finitely generated A-module, there exists a minimal integer k 1 such that M k 1 = 0. We have a natural G-equivariant A-module morphism:
where the action on the left hand side is: g(a ⊗ m) = (ga) ⊗ (gm). Now M/Im(ψ 1 ) is again a finitely generated graded A-module and G-module, hence we haveη 2 :
is a G-invariant subspace of M k 2 which maps isomorphically onto (M/Im(ψ 1 )) k 2 . We repeat the process and (since M is a finitely generated ) after a finite number of steps we obtain
into irreducible G-subspaces we get the promised form of L 0 . From our construction, we see that L 0 is a finitely generated graded-A-module and G-module 
In order to find an explicit bound on N(h, G), we estimate the integers m and max{n χ,i,j } separately.
The problem of finding an effective bound on m is the so called "effective Matsusaka problem". Kollár has shown in [Kol93] To determine max{n χ,i,j }, we recall first the notion of the Castelnuovo-Mumford regularity (cf. [Mum66] , Lecture 14).
Definition 5.6. Let F be a coherent sheaf on P n : F is said to be s-regular if H i (P n , F (s − i)) = 0 for all i > 0, the regularity of F is the minimal natural number with this property. The regularity of a graded A-module M is the regularity of its associated sheaf M.
Let s be the regularity of R as an A-module: we have the following inequalities.
Lemma 5.7. Notations as in (5.4). For any i, j and χ, i ≤ n χ,i,j ≤ i + s.
Proof. See [Cat92] , Section 2.
An immediate consequence is that
We refer to [Mum66] , Lecture 14 for the fact that given a Hilbert polynomial h, ∀[X] ∈ M h (Spec(C)), the regularity of R(X, ω X ) (as an A-module) is bounded by a polynomial in the coefficients of h(mx).
Observe that the ring R is a direct sum of graded A-submodules: R = m−1 j=0 R(j), where R(j) := i≥0 R j+mi . Hence we have the following proposition:
Proposition 5.9. For large k, the G-representation on R k is determined by the representation on R m and the representations on the lower degree summands R l whose degree l lies in the same modulo m congruence class of k.
In the rest of this section we answer question 1 and question 2 for curves using topological methods. In the case of curves we use genera instead of Hilbert polynomials, for instance, for curves of genus g ≥ 2 the corresponding moduli space is denoted by M g [G] . From now on C shall denote a smooth projective curve of genus g ≥ 2. Moreover we assume that a finite group G acts effectively on C, we denote by C ′ the quotient curve C/G and by g ′ the genus of C ′ . The Galois cover p : C → C ′ is branched in r points (r = 0 if p is unramified) on C ′ with branching indices m 1 , ..., m r . The cover p has an associated Hurwitz vector v = (a 1 , b 1 , ...a g ′ , b g ′ ; c 1 a 1 , b 1 , ...a g ′ , b g ′ ; c 1 , . ..c r ) be a Hurwitz vector associated to the cover C → C/φ(G). Denote by χ φ k the character of the representation φ k : G → H 0 (ω k C ) which is induced naturally by φ, and let χ ρ be the character of an irreducible representation ρ : G → GL(W ρ ). We have the following formulae: 
Here k ≥ 2 , [n] m i ∈ {0, ..., m i − 1} is the congruence class of the integer n modulo m i .
Remark 5.12. The Chevalley-Weil formula given in (5.11) is not in the original form of [CW34] , but in the form of [FG15] , theorem 1.11.
2 Using (5.11), we see that
which is independent of the action φ. Hence we have the following: Using (5.11), one computes easily that χ φ 1 = 2χ triv + 2χ 1 + 2χ 2 , χ φ 2 = 5χ triv + 5χ 1 + 5χ 2 , χ φ 3 = 9χ triv + 8χ 1 + 8χ 2 ; χ φ ′ 1 = 3χ 1 + 3χ 2 , χ φ ′ 2 = 5χ triv + 5χ 1 + 5χ 2 and χ φ ′ 3 = 11χ triv + 7χ 1 + 7χ 2 . Hence we see that D topological type (i.e., the equivalence class of the topological G-actions on a compact Riemann surface with a given genus, cf. [Cat15] , 11.2), then they must have the same representation type for all k ≥ 1.
2) Given a G-marked family of curves over a connected base, then the marked topological types are all the same for any G-marked curve in the family (cf.
[Cat15], chapter 11).
3) Given two G-marked curves of genus g such that G acts freely on both curves, from (5.11) we see that the respectively induced G-representations on H 0 (ω k ) are the same for all k. Moreover both representations on H 0 (ω k ) are direct sum of regular G-representations for k ≥ 2. G] consisting of the G-marked curves [(C, G, φ)] of genus g such that there exists a sequence of natural numbers {n k }, such that χ φ k = n k χ r.r for all k ≥ 2.
Recall that a split metacyclic group G is a split extension of two cyclic groups, or equivalently G has the following presentation: G = x, y|x m = y n = 1, yxy −1 = x r where m, n and r are positive integers such that r n ≡ 1 mod m.
Using the above observations and assuming G is a nonabelian split metacyclic group, we give a lower bound for the number of connected components of (M g [G]) r.r .
Denote by MTF(G, g) the set of marked topological types of free G-actions on a compact Riemann surface of genus g. By 5.15. 2) and 3) we see that (M g [G]) r.r has at least |MTF(G, g)| connected components.
In the case that G is a nonabelian split metacyclic group, we have the following result of Edmonds.
Theorem 5.17 ([Edm83], Theorem 1.7). Given G a nonabelian split metacyclic group, then there is a bijection B : MTF(G, g) → H 2 (G, Z).
With our preceding discussion, we immediately have the following:
Proposition 5.18. Let G be a nonabelian split metacyclic group: ∀g ≥ 2, (M g [G]) r.r has at least |H 2 (G, Z)| connected components.
In the end we provide a formula to compute H 2 (G, Z) for a split metacycilc group G. 
