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Abstract
In time series analysis there is an apparent dichotomy between time and frequency
domain methods. The aim of this paper is to draw connections between frequency and time
domain methods. Our focus will be on reconciling the Gaussian likelihood and the Whittle
likelihood. We derive an exact, interpretable, bound between the Gaussian and Whittle
likelihood of a second order stationary time series. The derivation is based on obtaining the
transformation which is biorthogonal to the discrete Fourier transform of the time series.
Such a transformation yields a new decomposition for the inverse of a Toeplitz matrix and
enables the representation of the Gaussian likelihood within the frequency domain. We show
that the difference between the Gaussian and Whittle likelihood is due to the omission of
the best linear predictions outside the domain of observation in the periodogram associated
with the Whittle likelihood. And obtain an approximation for the difference between the
Gaussian and Whittle likelihoods in terms of the best fitting, finite order autoregressive
parameters. These approximations are used to define two new frequency domain quasi-
likelihoods criteria. We show these new criteria yield a higher order approximation of the
spectral divergence criterion, as compared to both the Gaussian and Whittle likelihoods. In
simulations, we show that the proposed estimators have satisfactory finite sample properties.
Keywords and phrases: Biorthogonal transforms, discrete Fourier transform, periodogram,
quasi-likelihoods and second order stationary time series.
1 Introduction
In his seminal work, Whittle (1951, 1953) introduces the Whittle likelihood as an approximation
of the Gaussian likelihood. A decade later, the asymptotic sampling properties of moving aver-
age models fitted using the Whittle likelihood were derived in Walker (1964). Subsequently, the
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Whittle likelihood has become a popular method for parameter estimation of various stationary
time series (both long and short memory) and spatial models. The Whittle likelihood is com-
putationally a very attractive method for estimation. Despite the considerable improvements in
technology, interest in the Whittle likelihood has not abated. The Whittle likelihood has gained
further traction as a quasi-likelihood (or as an information criterion, see Parzen (1983)) between
the periodogram and the spectral density. Several diverse applications of the Whittle likelihood
can be found in Dahlhaus and Ku¨nsch (1987), Dahlhaus (2000), Giraitis and Robinson (2001),
Choudhuri et al. (2004), Abadir et al. (2007), Shao and Wu (2007), Panaretos and Tavakoli
(2013), Kirch et al. (2019) and van Delft and Eichler (2019) (to name but a few).
Despite its advantages, it is well known that for small samples the Whittle likelihood can give
rise to estimators with a substantial bias (see Priestley (1981) and Dahlhaus (1988)). Dahlhaus
(1988) shows that the finite sample bias in the periodogram impacts the performance of the
Whittle likelihood. Motivated by this discrepancy, Sykulski et al. (2019) proposes the debiased
Whittle likelihood, which fits directly to the expectation of the periodogram rather than the
limiting spectral density. Alternatively, Dahlhaus (1988) shows that the tapered periodogram
is better at capturing the features in the spectral density, such as peaks, than the regular peri-
odogram. He uses this as the basis of the tapered Whittle likelihood. Empirical studies show
that the tapered Whittle likelihood yields a smaller bias than the regular Whittle likelihood.
As a theoretical justification, Dahlhaus (1988, 1990) uses an alternative asymptotic framework
to show that tapering yields a good approximation to the inverse of the Toeplitz matrix. It is
worth mentioning that within the time domain, several authors, including Shaman (1975, 1976)
, Bhansali (1982) and Coursol and Dacunha-Castelle (1982), have studied approximations to the
inverse of the Toeplitz matrix. These results can be used to approximate the Gaussian likelihood.
However, as far as we are aware, there are no results which explain why the Gaussian likelihood
generally performs better than the Whittle likelihood for small sample sizes. Nor what is lost
when using the Whittle likelihood rather than the Gaussian likelihood. The objective of this
paper is to address some of these issues. The benefits of such insights are not only of theoretical
interest but also lead to the development of frequency domain methods which are comparable
and may even outperform the Gaussian likelihood in certain situations.
We first recall the definition of the Gaussian and Whittle likelihood. Our aim is to fit a
parametric second order stationary model with spectral density fθ(ω) and corresponding auto-
covariance function {cfθ(r)}r∈Z to the observed time series {Xt}nt=1. The (quasi) log-Gaussian
likelihood is proportional to
Ln(θ;Xn) = n−1
(
X ′nΓn(fθ)
−1Xn + log |Γn(fθ)|
)
(1.1)
where Γn(fθ)s,t = cfθ(s−t), |A| denotes the determinant of the matrix A and X ′n = (X1, . . . , Xn).
In contrast, the Whittle likelihood is a “spectral divergence” between the periodogram and the
conjectured spectral density. There are two subtly different methods for defining this contrast,
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one is with an integral the other is to use the Riemann sum. In this paper, we focus on the
Whittle likelihood defined in terms of the Riemann sum over the fundamental frequencies
Kn(θ;Xn) = n
−1
n∑
k=1
( |Jn(ωk,n)|2
fθ(ωk,n)
+ log fθ(ωk,n)
)
ωk,n =
2pik
n
, (1.2)
where Jn(ωk,n) = n
−1/2∑n
t=1 Xt exp(itωk,n) is the discrete Fourier transform (DFT) of the ob-
served time series. To compare the Gaussian and Whittle likelihood, we rewrite the Whittle
likelihood in matrix form. We define the n×n circulant matrix Cn(fθ) with entries (Cn(fθ))s,t =
n−1
∑n
k=1 fθ(ωk,n)e
−i(s−t)ωk,n . The Whittle likelihood Kn(θ;Xn) can be written as
Kn(θ;Xn) = n
−1
(
X ′nCn(f
−1
θ )Xn +
n∑
k=1
log fθ(ωk,n)
)
. (1.3)
To obtain an exact expression for Γn(fθ)
−1 −Cn(f−1θ ) and X ′n[Γn(fθ)−1 −Cn(f−1θ )]Xn, we focus
on the DFT of the time series. The idea is to obtain the linear transformation of the observed
time series {Xt}nt=1 which is biorthogonal to the regular DFT, {Jn(ωk,n)}nk=1. The biorthogonal
transform, when coupled with the regular DFT, exactly decorrelates the time series. In Section
2.3, we show that the biorthogonal transform corresponding to the DFT contains the regular DFT
plus the Fourier transform of the best linear predictors of the time series outside the domain of
observation. Since this transformation completes the information not found in the regular DFT,
we call it the complete DFT. It is common to use the Cholesky decomposition to decompose the
inverse of a Toeplitz matrix. An interesting aspect of the biorthogonal transformation is that it
provides an alternative decomposition of the inverse of a Toeplitz matrix.
In Section 2.4 we show that the complete DFT, together with the regular DFT, allows us to
rewrite the Gaussian likelihood within the frequency domain (which, as far as we are aware, is
new). Further, it is well known that the Whittle likelihood is biased due to the boundary effect.
By rewriting the Gaussian likelihood within the frequency domain we show that the Gaussian
likelihood avoids the boundary effect problem by predicting the time series outside the domain of
observation. Precisely, the approximation error between the Gaussian and Whittle likelihood is
due to the omission of these linear predictors in the regular DFT. From this result, we observe that
the greater the persistence in the time series model (which corresponds to a more peaked spectral
density) the larger the loss in approximating the complete DFT with the regular DFT. In order to
obtain a better approximation of the Gaussian likelihood in the frequency domain, it is of interest
to approximate the difference of the two likelihoods Ln(θ;Xn) −Kn(θ;Xn). For autoregressive
processes of finite order, one can obtain an analytic expression for the difference in the two
likelihoods in terms of the AR parameters (see equation (2.17)). Such an expression does not
exist for general second order stationary models. However, in Section 3, we obtain approximations
for Ln(θ;Xn)−Kn(θ;Xn) in terms of infinite order autoregressive representations and finite order
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autoregressive approximations. Using the finite order autoregressive approximation, in Section 4,
we define two spectral divergence criteria which are “almost” unbiased estimators of the spectral
divergence between the true (underlying spectral) density and the parametric spectral density.
We use these criteria to define two new frequency domain estimators. Finally, in Section 5, we
illustrate and compare the proposed frequency domain estimators through some simulations. We
study the performance of the estimation scheme when the parametric model is both correctly
specified and misspecified.
Most proofs can be found in the Appendix A and B. In Appendix C, we derive an expression
for the asymptotic bias of the Gaussian and Whittle likelihoods.
2 The Gaussian likelihood in the frequency domain
2.1 Preliminaries
In this section we introduce most of the notation used in the paper, it can be skipped on first
reading. To reduce notation, we omit the symbol Xn in the Gaussian and Whittle likelihood.
Moreover, since the focus in this paper would be on the first terms in the Gaussian and Whittle
likelihoods we use Ln(θ) and Kn(θ) to denote only these terms:
Ln(θ) = n−1X ′nΓn(fθ)−1Xn and Kn(θ) = n−1X ′nCn(f−1θ )Xn. (2.1)
Let A∗ denote the conjugate transpose of the matrix A. We recall that the circulant matrix
Cn(g) can be written as Cn(g) = F
∗
n∆n(g)Fn, where ∆n(g) is a diagonal matrix, ∆n(g) =
diag(g(ω1,n), . . . , g(ωn,n)) and Fn is the DFT matrix with entries (Fn)s,t = n
−1/2 exp(isωt,n). We
recall that the eigenvalues and eigenvectors of any circulant matrix Cn(g) are {g(ωk,n)}nk=1 and
{e′k,n = (eikω1,n , . . . , eikωn,n)}nk=1 respectively.
In general, we assume that E[Xt] = 0 (as it makes the derivations cleaner). We use {cf (r)}r∈Z
to denote an autocovariance function and f(ω) =
∑
h∈Z cf (h)e
ihω be its corresponding spectral
density. Sometimes, it will be necessary to make explicit the true underlying covariance (or
spectral density) of the process. In this case, we use covf (Xt, Xt+r) = Ef [XtXt+r] = cf (r).
Next we define the norms we will use. Suppose A is a n × n square matrix, let ‖A‖p =
(
∑n
i,j=1 |ai,j|p)1/p be an entrywise p-norm for p ≥ 1, and ‖A‖spec denote the spectral norm.
Let ‖X‖p = (E|X|p)1/p, where X is a random variable. For functions, suppose g ∈ L2[0, 2pi] with
g(ω) =
∑
r∈Z gr exp(irω), we use the sub-multiplicative norm ‖g‖K =
∑
r∈Z(2
K + |r|K)|gr|. Note
that if
∑K+2
j=0 supω |g(j)(ω)| < ∞ then ‖g‖K < ∞, where g(j)(·) denotes the jth derivative of g.
Lastly, we denote < and = as the real and imaginary part of a complex variable.
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2.2 Motivation
In order to motivate our approach, we first study the difference in the bias of the AR(1) parameter
estimator using both the Gaussian and Whittle likelihood. In Figure 1, we plot the bias in the
estimator of φ in the AR(1) model Xt = φXt−1 + εt for different values of φ (based on sample
size n = 50). We observe that the difference between the bias of the two estimators increases
as |φ| approaches one. Further, the Gaussian likelihood clearly has a smaller bias than the
Whittle likelihood (which is more pronounced when |φ| is “far” from zero). Let {Xt}nt=1 denote
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Figure 1: The model Xt = φXt−1 +εt with independent standard normal errors is simulated. The
bias of the estimator of φ is estimated using 1000 replications.
the observed time series. Straightforward calculations (based on expressions for Γn(fφ)
−1 and
Cn(f
−1
φ )) show that the difference between the Gaussian and Whittle likelihoods for an AR(1)
model is
Ln(φ)−Kn(φ) = n−1
[
2φX1Xn − φ2(X21 +X2n)
]
(2.2)
Thus we observe that the closer |φ| is to one, the larger the expected difference between the
likelihoods. Using (2.2) and the Bartlett correction (see Bartlett (1952) and Cox and Snell
(1968)) it is possible to obtain an asymptotic expression for the difference in the biases, see
Appendix C.1 (this expression closely matches the simulations in Figure 1). Generalisations of
this result to higher order AR(p) models may also be possible using the analytic expression for
the inverse of the Toeplitz matrix corresponding to an AR(p) model derived in Siddiqui (1958)
and Galbraith and Galbraith (1974).
However, for more general models, such as the MA(q) or ARMA(p, q) models, using brute
force calculations for deriving the difference is extremely difficult. Furthermore, such results
do not offer any insight on how the Gaussian and Whittle likelihood are related, nor what is
“lost” when going from the Gaussian likelihood to the Whittle likelihood. In the remainder of
this section, we derive an exact expression for the Gaussian likelihood in the frequency domain.
Using these derivations, we obtain a simple expression for the difference between the Whittle
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and Gaussian likelihood for AR(p) models. In subsequent sections, we obtain approximations
for this difference for general time series models.
2.3 The biorthogonal transform to the discrete Fourier transform
In order to obtain an exact bound, we start with the Whittle likelihood and recall that the DFT
of the time series plays a fundamental role in its formulation. With this in mind, our approach
is based on deriving the transformation {Zk,n}nk=1 ⊂ sp(Xn) (where sp(Xn) denotes the linear
space over a complex field spanned by Xn = {Xt}nt=1), which is biorthogonal to {Jn(ωk)}nk=1.
That is, we derive a transformation {Zk,n}nk=1 which when coupled with {Jn(ωk,n)}nk=1 satisfies
the following condition
covf (Zk1,n, Jn(ωk2,n)) = f(ωk1)δk1,k2
where δk1,k2 = 1 if k1 = k2 (and zero otherwise). Since Z
′
n = (Z1,n, . . . , Zn,n) ∈ sp(Xn)n, there
exists an n×n complex matrix Un, such that Zn = UnXn. Since (Jn(ωk,1), . . . , Jn(ωn,n))′ = FnXn,
Thus biorthogonality of UnXn and FnXn gives covf [UnXn, FnXn] = ∆n(f). The benefit of
biorthogonality is that it leads to the following simple identity on the inverse of the variance
matrix
Lemma 2.1 Suppose that Un and Vn are invertible, biorthogonal transformation matrices in the
sense that cov(UnXn, VnXn) = ∆n, where ∆n is a diagonal matrix. Then
var(Xn)
−1 = V ∗n∆
−1
n Un. (2.3)
PROOF. Follows immediately from cov(UnXn, VnXn) = Unvar(Xn)V
∗
n = ∆n and var(Xn) =
U−1n ∆n(V
∗
n )
−1. 
To understand how UnXn is related to FnXn we rewrite Un = Fn + Dn(f). We show in the
following theorem that Dn(f) has a specific form with an intuitive interpretation. In order to
develop these ideas, we use methods from linear prediction. In particular, we define the best
linear predictor of Xτ for τ ≤ 0 and τ > n given {Xt}nt=1 as
X̂τ,n =
n∑
t=1
φt,n(τ ; f)Xt, (2.4)
where {φt,n(τ ; f)}nt=1 are the coefficients which minimize the L2-distance Ef (Xτ−
∑n
t=1 φt,n(τ ; f)Xt)
2.
Using this notation we obtain the following theorem.
Theorem 2.1 (The biorthogonal transform) Let {Xt} be a second order stationary, zero
mean time series with spectral density f which is bounded away from zero and whose autocovari-
ance satisfies
∑
r∈Z |rcf (r)| < ∞. Let X̂τ,n denote the best linear predictors of Xτ as defined in
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(2.4) and {φs,n(τ ; f)} the corresponding coefficients. Then
covf [(Fn +Dn(f))Xn, FnXn] = ∆n(f), (2.5)
where Dn(f) has entries
Dn(f)k,t = n
−1/2∑
τ≤0
(
φt,n(τ ; f)e
iτωk,n + φn+1−t,n(τ ; f)e−i(τ−1)ωk,n
)
, (2.6)
for 1 ≤ k, t ≤ n. And, entrywise 1 ≤ k1, k2 ≤ n, we have
covf
(
J˜n(ωk1,n; f), Jn(ωk2,n)
)
= f(ωk1,n)δk1,k2 (2.7)
where J˜n(ω; f) = Jn(ω) + Ĵn(ω; f) and
Ĵn(ω; f) = n
−1/2∑
τ≤0
X̂τ,ne
iτω + n−1/2
∑
τ>n
X̂τ,ne
iτω.
PROOF. See Appendix A.1 (note that identity (2.7) can be directly verified using results on best
linear predictors). 
Remark 2.1 (Inverse Toeplitz identity) Let Γn(f) denote an n×n Toeplitz matrix generated
by the spectral density f . Then equation (2.3) and (2.5) yields the following identity
Γn(f)
−1 = F ∗n∆n(f
−1)(Fn +Dn(f)), (2.8)
where Dn(f) is defined in (2.6). Observe that two spectral density functions f1(ω) and f2(ω) with
the same autocovariance up to lag n, {c(r)}n−1r=0 , can give rise to two different representations
Γn(f1)
−1 = F ∗n∆n(f
−1
1 )(Fn +Dn(f1)) = F
∗
n∆n(f
−1
2 )(Fn +Dn(f2)) = Γn(f2)
−1.
What we observe is that the biorthogonal transformation (Fn + Dn(f))Xn extends the domain
of observation by predicting outside the boundary. A visualisation of the observations and the
predictors that are involved in the construction of J˜n(ω; f) is given in Figure 2. It is quite surpris-
ing that only a small modification of the regular DFT leads to its biorthogonal transformation.
Furthermore, the contribution of the predictive DFT is Ĵn(ωk,n; f) = Op(n
−1/2). This is why the
regular DFT satisfies the well known “near” orthogonal property
covf (Jn(ωk1,n), Jn(ωk2,n)) = f(ωk1)δk1,k2 +O(n
−1),
see Lahiri (2003) and Brillinger (2001). For future reference, we will use the following definitions.
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Figure 2: J˜n(ω; f) is the Fourier transform over both the observed time series and its predictors
outside this domain.
Definition 2.1 We refer to Ĵn(ω; f) as the predictive DFT (as it is the Fourier transform of all
the linear predictors), noting that basic algebra yields the expression
Ĵn(ω; f) = n
−1/2
n∑
t=1
Xt
∑
τ≤0
(φt,n(τ ; f)e
iτω + einωφn+1−t,n(τ ; f)e−i(τ−1)ω). (2.9)
Note that when ω = ωk,n, we can remove the term e
inω in (2.9). Further, we refer to J˜n(ω; f) as
the complete DFT (as it contains the classical DFT of the time series together with the predictive
DFT). Note that both J˜n(ω; f) and Ĵn(ω; f) are functions of f since they involve the spectral
density f(·), unlike the regular DFT which is model-free.
Example 2.1 (The AR(1) process) Suppose that Xt has an AR(1) representation Xt = φXt−1+
εt (|φ| < 1). Then the best linear predictors are simply a function of the observations at the two
endpoints. That is for τ ≤ 0, X̂τ,n = φ|τ |+1X1 and for τ > n X̂τ,n = φτ−nXn. An illustration is
given in Figure 3. Then the predictive DFT for the AR(1) model is
Figure 3: The past and future best linear predictors based on a AR(1) model.
Ĵn(ω; fφ) =
φ√
n
(
1
φ(ω)
X1 +
ei(n+1)ω
φ(ω)
Xn
)
where φ(ω) = 1− φe−iω.
In other words, a small adjustment at the boundary leads to J˜n(ω; fφ)Jn(ω) being an unbiased
estimator of f(ω) = σ2|φ(ω)|−2.
Remark 2.2 Biorthogonality of random variables is rarely used in statistics. An interesting
exception is Kasahara et al. (2009). They apply the notion of biorthogonality to problems in
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prediction. In particular they consider the biorthogonal transform of Xn, which is the random
vector X˜n = Γn(f)
−1Xn (since covf (X˜n, Xn) = In). They obtain an expression for the entries of
X˜n in terms of the Cholesky decomposition of Γn(f)
−1. However, there is an interesting duality
between X˜n and J˜n = (J˜n(ωk,1; f), . . . , J˜n(ωn,n; f)). In particular, applying identity (2.8) to the
DFT of X˜n gives
FnX˜n = FnΓn(f)
−1Xn = ∆n(f
−1)J˜n.
This shows that the DFT of the biorthogonal transform of Xn is the standardized complete DFT.
Conversely, the inverse DFT of the standardized complete DFT gives the biorthogonal transform
to the original time series, where the entries of X˜n are
X˜j,n =
1√
n
n∑
k=1
J˜n(ωk,n; f)
f(ωk,n)
exp(−ijωk,n).
Remark 2.3 (Connection to the orthogonal increment process) Suppose that Z(ω) is the
orthogonal increment process associated with the stationary time series {Xt} and f the corre-
sponding spectral density. If {Xt} is a Gaussian time series, then we have
X̂τ,n = E (Xτ |Xn) =
1
2pi
∫ 2pi
0
e−iωτE(Z(dω)|Xn) =
√
n
2pi
∫ 2pi
0
e−iωτ J˜n(ω; f)dω.
2.4 The Gaussian likelihood in the frequency domain
In the following theorem, we exploit the biorthogonality between the regular DFT and the
complete DFT to yield an exact “frequency domain” representation for the Gaussian likelihood.
We use the notation defined in Theorem 2.1.
Theorem 2.2 (A frequency domain representation of the Gaussian likelihood) Suppose
the spectral density fθ is bounded away from zero, and the corresponding autocovariance is such
that
∑
r |rcfθ(r)| <∞. Let Ln(θ) and Kn(θ) be defined as in (2.1). Then we have
Ln(θ) = 1
n
X ′nΓn(fθ)
−1Xn =
1
n
n∑
k=1
J˜n(ωk,n; fθ)Jn(ωk,n)
fθ(ωk,n)
. (2.10)
Further
Γn(fθ)
−1 − Cn(f−1θ ) = F ∗n∆n(f−1θ )Dn(fθ). (2.11)
This yields the difference between the Gaussian and Whittle likelihood
Ln(θ)−Kn(θ) = n−1X ′n
[
Γn(fθ)
−1 − Cn(f−1θ )
]
Xn
=
1
n
n∑
k=1
Ĵn(ωk,n; fθ)Jn(ωk,n)
fθ(ωk,n)
. (2.12)
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PROOF. By using (2.8) we have Γn(fθ)
−1 = F ∗n∆n(f
−1
θ )(Fn + Dn(fθ)), thus we obtain (2.11).
Next, we note that FnXn = Jn and (Fn+Dn(fθ))Xn = J˜n, thus we immediately obtain equation
(2.10), and since J˜n(ωk,n; fθ) = Jn(ωk,n) + Ĵn(ωk,n; fθ), it proves (2.12). 
From the above theorem, we observe that the Gaussian likelihood is the Whittle likelihood plus
an additional “correction”
Ln(θ) = 1
n
n∑
k=1
|Jn(ωk,n)|2
fθ(ωk,n)︸ ︷︷ ︸
=Kn(θ)
+
1
n
n∑
k=1
Ĵn(ωk,n; fθ)Jn(ωk,n)
fθ(ωk,n)
.
To summarize, the Gaussian likelihood compensates for the well known boundary effect in the
Whittle likelihood, by predicting outside the domain of observation. The Whittle likelihood
estimator selects the spectral density fθ which best fits the periodogram. On the other hand, since
Efθ [J˜n(ωk,n; fθ)Jn(ωk,n)] = fθ(ωk,n), the Gaussian likelihood estimator selects the spectral density
which best fits J˜n(ωk,n; fθ)Jn(ωk,n) by simultaneously predicting and fitting. Therefore, the
“larger” the level of “persistence” in the time series, the greater the predictive DFT Ĵn(ωk,n; fθ),
and subsequently the larger the approximation error between the two likelihoods. This fits with
the insights of Dahlhaus (1988), who shows that the more peaked the spectral density the greater
the leakage effect in the Whittle likelihood, leading to a large finite sample bias.
In the remainder of this section and the subsequent section, we study the difference between
the two likelihoods and corresponding matrices. This will allow us to develop methods that
better capture the Gaussian likelihood within the frequency domain. By using Theorem 2.2, we
have
Ln(θ)−Kn(θ) = 1
n
n∑
k=1
Ĵn(ωk,n; fθ)Jn(ωk,n)
fθ(ωk,n)
= n−1X ′nF
∗
n∆n(f
−1
θ )Dn(fθ)Xn,
where the entries of F ∗n∆n(f
−1
θ )Dn(fθ) are
(F ∗n∆n(f
−1
θ )Dn(fθ))s,t
=
∑
τ≤0
[φt,n(τ ; fθ)G1,n(s, τ ; fθ) + φn+1−t,n(τ ; fθ)G2,n(s, τ ; fθ)] (2.13)
with
G1,n(s, τ ; fθ) =
1
n
n∑
k=1
1
fθ(ωk,n)
ei(τ−s)ωk,n =
∑
a∈Z
Kf−1θ
(τ − s+ an)
G2,n(s, τ ; fθ) =
1
n
n∑
k=1
1
fθ(ωk,n)
e−i(τ+s−1)ωk,n =
∑
a∈Z
Kf−1θ
(τ + s− 1 + an)
and Kf−1θ
(r) =
∫ 2pi
0
fθ(ω)
−1 exp(irω)dω. We observe that for 1 << t << n, φt,n(τ ; fθ) and
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φn+1−t,n(τ ; fθ) will be “small” as compared with t close to one or n. The same is true for
G1,n(s, τ ; fθ) and G2,n(s, τ ; fθ) when 1 << s << n. Thus the entries of F
∗
n∆n(f
−1
θ )Dn(fθ) will
be “small” far from the four corners of matrices. In contrast, the entries of F ∗n∆n(f
−1
θ )Dn(fθ)
will be largest at the four corners at the matrix. This can be clearly seen in the following
theorem, where we consider the special case of AR(p) models. We showed in Example 2.1 that
for AR(1) processes, the predictive DFT has a simple form. In the following theorem, we obtain
an analogous result for AR(p) models (where p ≤ n).
Theorem 2.3 (Finite order autoregressive models) Suppose that fθ(ω) = σ
2|φp(ω)|−2 where
φp(ω) = 1−
∑p
u=1 φu exp(−iuω) (the roots of the corresponding characteristic polynomial lie out-
side the unit circle) and p ≤ n. The predictive DFT has the analytic form
Ĵn(ω; fθ) =
n−1/2
φp(ω)
p∑
`=1
X`
p−`∑
s=0
φ`+se
−isω + einω
n−1/2
φp(ω)
p∑
`=1
Xn+1−`
p−`∑
s=0
φ`+se
i(s+1)ω. (2.14)
If p ≤ n/2, then Dn(fθ) is a rank 2p matrix where
Dn(fθ)
= n−1/2
(
φ1,p(ω1,n) ... φp,p(ω1,n) 0 ... 0 e
iω1,nφp,p(ω1,n) ... e
iω1,nφ1,p(ω1,n)
φ1,p(ω2,n) ... φp,p(ω2,n) 0 ... 0 e
iω2,nφp,p(ω2,n) ... e
iω2,nφ1,p(ω2,n)
φ1,p(ωn,n) ... φp,p(ωn,n) 0 ... 0 e
iωn,nφp,p(ωn,n) ... e
iωn,nφ1,p(ωn,n)
)
(2.15)
and φj,p(ω) = φp(ω)
−1∑p−j
s=0 φj+s exp(−isω). Note if n/2 < p ≤ n, then the entries of Dn(fθ)
will overlap. Let φ˜0 = 1 and for 1 ≤ s ≤ p, φ˜s = −φs (zero otherwise), then if 1 ≤ p ≤ n/2 we
have (
Γn(fθ)
−1 − Cn(f−1θ )
)
s,t
= (F ∗n∆n(f
−1
θ )Dn(fθ))s,t
=

σ−2
∑p−t
`=0 φ`+tφ˜(`+s) mod n 1 ≤ t ≤ p
σ−2
∑p−(n−t)
`=1 φ`+(n−t)φ˜(`−s) mod n n− p+ 1 ≤ t ≤ n
0 otherwise
. (2.16)
PROOF. In Appendix A.1. 
Theorem 2.3 shows that for AR(p) models, the predictive DFT only involves the p observations
on each side of the observational boundary X1, . . . , Xp and Xn−p+1, . . . , Xn, where the coefficients
in the prediction are a linear combination of the AR parameters (excluding the denominator
φp(ω)). The well known result, that F
∗
n∆n(f
−1
θ )Dn(fθ) is non-zero only at the (p×p) submatrices
located in the four corners of F ∗n∆n(f
−1
θ )Dn(fθ) follows from equation (2.16).
By using (2.14) we obtain an analytic expression for the Gaussian likelihood of the AR(p)
model in terms of the autoregressive coefficients. In particular, the Gaussian likelihood (written
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in the frequency domain) corresponding to the AR(p) model Xt =
∑p
j=1 φjXt−j + εt is
Ln(φ) = σ
−2
n
n∑
k=1
|Jn(ωk,n)|2|φ(ωk,n)|2
+
σ−2
n
p∑
`=1
X`
p−`∑
s=0
φ`+s
(
X(−s) mod n −
p∑
j=1
φjX(j−s) mod n
)
+
σ−2
n
p∑
`=1
Xn+1−`
p−`∑
s=0
φ`+s
(
X(s+1) mod n −
p∑
j=1
φjX(s+1−j) mod n
)
, (2.17)
where φ = (φ1, ..., φp)
′ and φ(ω) = 1−∑pj=1 φje−ijω. A proof of the above identity can be found
in Appendix A.1. Equation (2.17) offers a simple representation of the Gaussian likelihood in
terms of a Whittle likelihood plus an additional term in terms of the AR(p) coefficients.
3 Frequency domain approximations of the Gaussian like-
lihood
In Theorem 2.2 we rewrote the Gaussian likelihood within the frequency domain. This allowed
us to obtain an expression for the difference between the Gaussian and Whittle likelihoods for
AR(p) models (see (2.17)). This is possible because the predictive DFT Ĵn(·, fθ) has a simple
analytic form.
It would be of interest to generalize this result to general time series models. However, for
infinite order autoregressive models the predictions across the boundary involve the prediction co-
efficients which are unwieldy functions of the underlying autocovariance fθ(ω). Thus, in general,
the predictive DFT given in (2.9) does not have a simple, analytic form. In this section, we show
that we can obtain an approximation of the predictive DFT in terms of the AR(∞) coefficients
corresponding to fθ. In turn, this allows us to obtain an approximation for Γn(fθ)
−1 −Cn(f−1θ ),
which is analogous to equation (2.16) for AR(p) models. Such a result proves to be very useful
from both a theoretical and practical perspective. Theoretically, we use it we show that the
difference between the Whittle and Gaussian likelihood is of order O(n−1). However, arguably,
the practical implications may be of greater interest. In Section 4, we show that these approx-
imations can be used to motivate an alternative quasi-likelihood defined within the frequency
domain.
We require the following set of assumptions on the spectral density fθ.
Assumption 3.1 (i) The spectral density f is bounded away from zero.
(ii) For some K ≥ 1, the autocovariance function is such that ∑r∈Z |rKcf (r)| <∞.
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Under the above assumptions, we can write f(ω) = σ2|ψ(ω; f)|2 = σ2|φ(ω; f)|−2 where
ψf (ω) = 1 +
∞∑
j=1
ψj(f)e
−ijω and φf (ω) = 1−
∞∑
j=1
φj(f)e
−ijω. (3.1)
Further, under Assumption 3.1 we have
∑∞
r=1 |rKψr(f)| and
∑∞
r=1 |rKφr(f)| are both finite (see
Kreiss et al. (2011)). Thus if f satisfies Assumption 3.1 with some K ≥ 1, then ‖ψf‖K <∞ and
‖φf‖K <∞.
In the remainder of this section, we use the notation ρn,K(f) =
∑∞
r=n+1 |rKφr(f)|, AK(f, g) =
2σ−2g ‖ψf‖0‖φg‖20‖φf‖K and Cf,K = 3−ε1−ε ‖φf‖2K ‖ψ‖2K (for some 0 < ε < 1, its precise role is
explained in Appendix B.2).
3.1 Approximations and bounds
In order to obtain a result analogous to Theorem 2.3, we replace φs,n(τ ; fθ) in Dn(fθ) with
φs(τ ; fθ) which are the coefficients of the best linear predictor of Xτ (for τ ≤ 0) given {Xt}∞t=1
i.e. X̂τ =
∑∞
t=1 φt(τ ; fθ)Xt. This gives the matrix D∞,n(fθ), where
(D∞,n(fθ))k,t = n−1/2
∑
τ≤0
(
φt(τ ; fθ)e
iτωk,n + φn+1−t(τ ; fθ)e−i(τ−1)ωk,n
)
.
It can be shown that for 1 ≤ k, t ≤ n,
(D∞,n(fθ))k,t = n−1/2
φ∞t (ωk,n; fθ)
φ(ωk,n; fθ)
+ n−1/2eiωk,n
φ∞n+1−t(ωk,n; fθ)
φ(ωk,n; fθ)
, (3.2)
where φ∞t (ω; fθ) =
∑∞
s=0 φt+s(fθ)e
−isω . The proof of the above identity can be found in Appendix
A.2. Using the above we can show that (D∞,n(fθ)Xn)k = Ĵ∞,n(ωk,n; fθ) where
Ĵ∞,n(ω; fθ)
=
n−1/2
φ(ω; fθ)
n∑
`=1
X`
∞∑
s=0
φ`+s(fθ)e
−isω
+einω
n−1/2
φ(ω; fθ)
n∑
`=1
Xn+1−`
∞∑
s=0
φ`+s(fθ)e
i(s+1)ω. (3.3)
We show below that Ĵ∞,n(ωk,n; fθ) is an approximation of Ĵn(ωk,n; fθ).
Theorem 3.1 (An AR(∞) approximation for general processes) Suppose f satisfies As-
sumption 3.1, fθ is bounded away from zero and ‖fθ‖0 < ∞ (with fθ(ω) = σ2θ |φθ(ω)|−2). Let
Dn(f), D∞,n(f) and Ĵ∞,n(ωk,n; f) be defined as in (2.6) and (3.2) and (3.3) respectively. Then
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we have
X ′nF
∗
n∆n(f
−1
θ ) (Dn(f)−D∞,n(f))Xn
=
n∑
k=1
Jn(ωk,n)
fθ(ωk,n)
(
Ĵn(ωk,n; f)− Ĵ∞,n(ωk,n; f)
)
(3.4)
and ∥∥F ∗n∆n(f−1θ ) (Dn(f)−D∞,n(f))∥∥1 ≤ Cf,0ρn,K(f)nK−1 AK(f, fθ). (3.5)
Further, if {Xt} is a time series where supt ‖Xt‖2q = ‖X‖2q <∞ (for some q > 1). Then
n−1
∥∥X ′nF ∗n∆n(f−1θ ) (Dn(f)−D∞,n(f))Xn∥∥q
≤ Cf,0ρn,K(f)
nK
AK(f, fθ)‖X‖22q. (3.6)
PROOF. See Appendix A.2. 
We mention that we state the above theorem in the general case that the spectral density f is
used to construct the predictors Dn(f). It does not necessarily have to be the same as fθ. This
is to allow generalisations on the Whittle and Gaussian likelihoods, which we discuss in Section
4.
Applying the above theorem to the Gaussian likelihood gives an approximation which is
analogous to (2.17)
Ln(θ) = Kn(θ) + 1
n
n∑
k=1
J∞,n(ωk,n; fθ)Jn(ωk,n)
fθ(ωk,n)
+Op(n
−K)
= Kn(θ) +
1
n
n∑
s,t=1
XsXt
1
n
n∑
k=1
e−isωk,nϕt,n(ωk,n; fθ) +Op(n−K), (3.7)
where ϕt,n(ω; fθ) = σ
−2
[
φ(ω; fθ)φ
∞
t (ω; fθ) + e
iωφ(ω; fθ)φ∞n+1−t(ω; fθ)
]
. The above approxima-
tion shows that if the autocovariances, corresponding to fθ, decay sufficiently fast in the sense
that
∑
r∈Z |rKcfθ(r)| <∞ for some K > 1, then replacing the finite predictions with the predic-
tors using the infinite past (or future) gives a very close approximation of the Gaussian likelihood.
Remark 3.1 The entrywise difference between the two matrices is approximately
(Γn(fθ)
−1 − Cn(f−1θ ))s,t ≈ (F ∗n∆n(f−1θ )D∞,n(fθ))s,t =
1
n
n∑
k=1
e−isωk,nϕt,n(ωk,n; fθ),
thus giving an analytic approximation to (2.13).
In the following theorem, we use this expansion to obtain a bound between the Gaussian and
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Whittle likelihood.
Theorem 3.2 (The L1-norm of Γn(fθ)
−1 − Cn(f−1θ )) Suppose fθ satisfies Assumption 3.1. Let
Dn(fθ) and D∞,n(fθ) be defined as in (2.6) and (3.2) respectively. Then we have∥∥F ∗n∆n(f−1θ )D∞,n(fθ)∥∥1 ≤ A1(fθ, fθ) (3.8)
and ∥∥Γn(fθ)−1 − Cn(f−1θ )∥∥1 ≤ (A1(fθ, fθ) + Cfθ,0ρn,K(fθ)nK−1 AK(fθ, fθ)
)
. (3.9)
Further, suppose {Xt} is a time series where supt ‖Xt‖2q = ‖X‖2q <∞ (for some q > 1). Then
we have
‖Ln(θ)−Kn(θ)‖q ≤ n−1
(
A1(fθ, fθ) +
Cfθ,0ρn,K(fθ)
nK−1
AK(fθ, fθ)
)
‖X‖22q. (3.10)
PROOF. See Appendix A.2. 
The above result shows that under the stated conditions
n−1
∥∥Γn(fθ)−1 − Cn(f−1θ )∥∥1 = O(n−1),
and the difference between the Whittle and Gaussian likelihoods is of order O(n−1). Further,
the approximation of the Gaussian likelihood in equation (3.7) can be used to give a mixed
Whittle/Gaussian likelihood estimator, which reduces the difference between the two likelihoods.
Specifically, by truncating the AR(∞) parameters to the first p coefficients {φj(fθ)}pj=1, we
can define an approximation which is analogous to (2.14). This is a compromise between the
“simplicity” of the Whittle likelihood and the accuracy of the Gaussian likelihood.
In the following section, we propose a variant of this idea, which is simple to evaluate and
leads to estimators which tend to have a smaller bias than the Whittle likelihood.
4 New frequency domain quasi-likelihoods
In this section, we apply the approximations from the previous section to define two new spectral
divergence criteria.
To motivate the criterion, we recall from Theorem 2.2 that the Gaussian likelihood can
be written as a contrast between J˜n(ω; fθ)Jn(ω) and fθ(ω). The resulting estimator is based on
simultaneously predicting and fitting the spectral density. In the case, that the model is correctly
specified in the sense there exists a θ ∈ Θ where f = fθ (and f is the true spectral density).
Then
Efθ [J˜n(ω; fθ)Jn(ω)] = fθ(ω)
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and the Gaussian criterion has a clear interpretation. However, if the model is misspecified (which
for real data is likely), Ef [J˜n(ω; fθ)Jn(ω)] has no clear interpretation. Instead, to understand
what the Gaussian likelihood is estimating, we use that Ef [Ĵn(ω; fθ)Jn(ω)] = O(n−1), which
leads to the approximation Ef [J˜n(ω; fθ)Jn(ω)] = f(ω) +O(n−1). From this, we observe that the
Gaussian likelihood is
n−1Ef [X ′nΓn(fθ)−1Xn] + n−1 det(Γn(fθ)) = I(f, fθ) +O(n−1),
where
In(f ; fθ) =
1
n
n∑
k=1
(
f(ωk,n)
fθ(ωk,n)
+ log fθ(ωk,n)
)
. (4.1)
Since In(f ; fθ) is the spectral divergence between the true spectral f density and parametric spec-
tral density fθ, asymptotically the misspecified Gaussian likelihood estimator has a meaningful
interpretation. However, there is still a finite sample bias in the Gaussian likelihood of order
O(n−1). This can have a knock-on effect, by increasing the finite sample bias in the resulting
Gaussian likelihood estimator. To remedy this, in the following section, we obtain a frequency
domain criterion which approximates the spectral divergence In(f ; fθ) to a greater degree of ac-
curacy. This has the potential to lead to a class of estimators which give a more accurate fit of
the underlying spectral density.
We mention that strictly, the spectral divergence is
n−1
∑n
k=1
(
f(ωk,n)
fθ(ωk,n)
− log f(ωk,n)
fθ(ωk,n)
− 1
)
, which is zero when fθ = f and positive for other values of
fθ. But since − log f(ω)− 1 does not depend on θ we ignore these terms.
4.1 The boundary corrected Whittle likelihood
In order to address some of the issues raised above, we recall from Theorem 2.1 that Ef [J˜n(ω; f)Jn(ω)] =
f(ω). In other words, by predicting over the boundary using the (unobserved) spectral density
which generates the data, the “complete periodogram” J˜n(ω; f)Jn(ω) is an inconsistent but un-
biased of the true spectral density f . This motivates the infeasible criterion
Wn(θ) =
1
n
n∑
k=1
J˜n(ωk,n; f)Jn(ωk,n)
fθ(ωk,n)
+
1
n
n∑
k=1
log fθ(ωk,n). (4.2)
Thus, if {Xt} is a second order stationary time series with spectral density f , then we have
Ef [Wn(θ)] = In(f ; fθ).
Of course f and thus J˜n(ωk,n; f) are unknown. However, we recall that J˜n(ωk,n; f) is comprised
of the best linear predictors based on the unobserved time series. The coefficients of the best
linear predictors can be replaced with the h-step ahead predictors evaluated with the best fitting
autoregressive parameters of order p (the so called plug-in estimators; see Bhansali (1996) and
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Kley et al. (2019)). This is equivalent to replacing f in J˜n(ωk,n; f) with the spectral density
function corresponding to the best fitting AR(p) process J˜n(ωk,n; fp), where an analytic form is
given in (2.14). Since we have replaced f with fp, the “periodogram” J˜n(ωk,n; fp)Jn(ωk,n) does
have a bias, but it is considerably smaller than the bias of the usual periodogram. In particular,
it follows from the proof of Lemma 4.1, below, that
Ef [J˜n(ωk,n; fp)Jn(ωk,n)] = f(ωk,n) +O
(
1
npK−1
)
.
This result leads in the boundary corrected Whittle likelihood
Wp,n(θ) =
1
n
n∑
k=1
J˜n(ωk,n, fp)Jn(ωk,n)
fθ(ωk,n)
+
1
n
n∑
k=1
log fθ(ωk,n). (4.3)
In the following lemma, we obtain a bound between the “ideal” boundary corrected Whittle
likelihood Wn(θ) and Wp,n(θ).
Lemma 4.1 Suppose f satisfies Assumption 3.1, fθ is bounded away from zero and ‖fθ‖0 <∞.
Let {aj(p)} denote the coefficients of the best fitting AR(p) model corresponding to the spectral
density f and define fp(ω) = |1−
∑p
j=1 aj(p)e
−ijω|−2. Suppose p < n, then we have∥∥F ∗n∆n(f−1θ ) (Dn(f)−Dn(fp))∥∥1
≤ ρp,K(f)AK(f, fθ)
(
(Cf,1 + 1)
pK−1
+
2(Cf,1 + 1)
2
pK
‖ψf‖0‖φf‖1 + Cf,0
nK−1
)
. (4.4)
If for some q > 1, supt ‖Xt‖2q = ‖X‖2q <∞, then
‖Wn(θ)−Wp,n(θ)‖q ≤ ‖X‖22qρp,K(f)AK(f, fθ)×(
(Cf,1 + 1)
npK−1
+
2(Cf,1 + 1)
2
npK
‖ψf‖0‖φf‖1 + Cf,0
nK
)
. (4.5)
PROOF. See Appendix A.2. 
It follows from the lemma above that if p < n, Ef [Wp,n(θ)] = In(f ; fθ) +O((npK−1)−1) and
Wp,n(θ) = Wn(θ) +Op
(
1
npK−1
)
.
Thus Wp,n(θ) gives a higher degree of approximation to the “ideal” Wn(θ) than both the Whittle
and the Gaussian likelihood.
Since f is unknown, fp is also unknown. But fp is easily estimated from the data. Using the
Yule-Walker estimator we fit an AR(p) process to the observed time series, where we select the
order p using the AIC. We denote this estimator as φ̂
p
and the corresponding spectral density as
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f̂p. Using this we define Ĵn(ωk,n; f̂p) where
Ĵn(ω; f̂p) =
n−1/2
φ̂p(ω)
p∑
`=1
X`
p−`∑
s=0
φ̂`+s,pe
−isω + einω
n−1/2
φ̂p(ω)
p∑
`=1
Xn+1−`
p−`∑
s=0
φ̂`+s,pe
i(s+1)ω,
and φ̂p(ω) = 1−
∑p
u=1 φ̂u,pe
−iuω. This estimator allows us to replace Ĵn(ωk,n; fp) in Wp,n(θ) with
Ĵn(ωk,n; f̂p) to give the “observed” boundary corrected Whittle likelihood
Ŵp,n(θ) =
1
n
n∑
k=1
J˜n(ωk,n, f̂p)Jn(ωk,n)
fθ(ωk,n)
+
1
n
n∑
k=1
log fθ(ωk,n). (4.6)
We use as an estimator of θ, θ̂n = arg min Ŵp,n(θ). It is worth bearing in mind that
= J˜n(ωk,n, f̂p)Jn(ωk,n)
fθ(ωk,n)
= −= J˜n(ωn−k,n, f̂p)Jn(ωn−k,n)
fθ(ωn−k,n)
thus Ŵp,n(θ) is real for all θ. However, due to rounding errors it is prudent to use <Ŵp,n(θ) in
the minimisation algorithm. Sometimes <J˜n(ωk,n, f̂p)Jn(ωk,n) can be negative, when this arises
we threshold it to be positive (the method we use is given in Section 5).
For a finite order p it is well known that ‖φ̂
p
− φ
p
‖2 = Op(n−1/2). Thus we may expect that
|Ŵp,n(θ)−Wp,n(θ)| = Op(n−3/2). However, the proof of this result is complex and we leave this
for future research.
4.2 The hybrid Whittle likelihood
The simulations in Section 5 show that the boundary corrected Whittle likelihood estimator
(defined in (4.6)) yields an estimator with a smaller bias than the regular Whittle likelihood.
However, the bias of the tapered Whittle likelihood (and often the Gaussian likelihood) is in
some cases lower. The tapered Whittle likelihood (first proposed in Dahlhaus (1988)) gives a
better resolution at the peaks in the spectral density. It also “softens” the observed domain of
observation. With this in mind, we propose the hybrid Whittle likelihood which incorporates
the notion of tapering.
Let hn = {ht,n}nt=1 denotes a data taper, where the weights {ht,n} are non-negative and∑n
t=1 ht,n = n. We define the tapered DFT as
Jn,hn(ωk,n) = n
−1/2
n∑
t=1
ht,nXt exp (itωk,n).
Suppose f is the best fitting spectral density function. Using that
∑n
t=1 ht,n = n and covf (Xt, X̂τ,n) =
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cf (t− τ) we have
Ef [J˜n(ω; f)Jn,hn(ω)] = f(ω), (4.7)
which is analogous to the non-tapered result Ef [J˜n(ω; f)Jn(ω)] = f(ω). Based on the above
result we define the infeasible hybrid Whittle likelihood which combines the regular DFT of the
tapered time series and the complete DFT (which is not tapered)
Hn(θ) =
1
n
n∑
k=1
J˜n(ωk,n; f)Jn,hn(ωk,n)
fθ(ωk,n)
+
1
n
n∑
k=1
log fθ(ωk,n). (4.8)
Using (4.7), it can be shown that Ef [Hn(θ)] = In(f ; fθ). Thus Wn(θ) and Hn(θ) are both unbiased
estimators of In(f ; fθ). Clearly, it is not possible to estimate θ using the (unobserved) criterion
Hn(θ). Instead we replace J˜n(ωk,n; f) with its estimator J˜n(ωk,n; f̂p) and define
Ĥp,n(θ) =
1
n
n∑
k=1
J˜n(ωk,n; f̂p)Jn,hn(ωk,n)
fθ(ωk,n)
+
1
n
n∑
k=1
log fθ(ωk,n). (4.9)
We then use as an estimator of θ, θ̂n = arg min Ĥp,n(θ). An illustration which visualises and
compares the boundary corrected Whittle likelihood and hybrid Whittle likelihood is given in
Figure 4.
Figure 4: Left: The regular DFT and the estimated complete DFT which yields the boundary
corrected Whittle likelihood. Right: The tapered DFT and the estimated complete DFT which
form the hybrid Whittle likelihood.
We show in the simulations in Section 5, that both the boundary corrected Whittle and
hybrid Whittle likelihoods tend to reduce the bias in the classical Whittle likelihood.
5 Empirical results
To substantiate our theoretical results, we conduct some simulations. To compare different
methods, we evaluate six different quasi-likelihoods: the Gaussian likelihood (equation (1.1)),
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the Whittle likelihood (equation (1.3)), the boundary corrected Whittle likelihood (equation
(4.6)), the hybrid Whittle likelihood (equation (4.9)), the tapered Whittle likelihood (p.810 of
Dahlhaus (1988)) and the debiased Whittle likelihood (equation (7) in Sykulski et al. (2019)).
The tapered and hybrid Whittle likelihood require the use of data tapers. We use a Cosine-
bell taper, where the proportion of tapering at each end of the time series is 0.1 (this is the
default in R).
When evaluating the boundary corrected Whittle likelihood and hybrid Whittle likelihood,
we choose the order p and f̂p using the AIC and the best fitting AR(p) spectral density estimator.
This is done with the Yule-Walker estimator. Unlike the Whittle, tapered Whittle and debiased
Whittle likelihood, <J˜n(ωk,n, f̂p)Jn(ωk,n) and <J˜n,hn(ωk,n, f̂p)Jn(ωk,n) can be negative. To avoid
negative values, we apply the thresholding function f(t) = max(t, 10−3) to <J˜n(ωk,n, f̂p)Jn(ωk,n)
and <J˜n,hn(ωk,n, f̂p)Jn(ωk,n) over all the frequencies. All simulations are conducted over 1000
replications.
5.1 Estimation with correctly specified models
We first study the AR(1) and MA(1) parameter estimates when the models are correctly specified.
We generate two types of time series models Xn and Y n, which satisfy the following recursions
AR(1) : Xt = θXt−1 + et; φX(ω) = 1− θe−iω
MA(1) : Yt = et + θet−1; φY (ω) = (1 + θe−iω)−1,
where |θ| < 1, {et} are independent, identically distributed random variables. We consider
the cases that {et} are (i) standard normal and (ii) a centered chi-squared distribution with 2
degrees of freedom. To compare different behaviour, we generate the AR(1) and MA(1) models
with parameters θ = 0.1, 0.3, 0.5, 0.7 and 0.9. For the time series generated by an AR(1) process,
we fit an AR(1) model, similarly, for the time series generated by an MA(1) process we fit an
MA(1) model. The length of all time series is n = 50.
For each simulation, we evaluate the six different parameter estimators. The empirical bias
and standard deviation are calculated. Figures 5 and 6 give the bias (left panels) and the standard
deviation (right panels) of each estimated parameter θ. We focus on positive θ, similar results
are obtained for negative θ. The results are also summarized in Table 1.
The sample size is small, thus we observe a stark difference between the bias of the Whittle
likelihood estimator (blue line) and the other five other methods, which in most cases have a
lower bias. The tapered Whittle estimator performs very well for all the moving average models
but not quite as well for the autogregressive models, whereas the Gaussian likelihood estimator
performs very well for all the autoregressive models but not quite as well for the moving average
models. The debiased Whittle likelihood performs very well for both the AR(1) and MA(1)
models when the innovations are Gaussian. However, the performance of the debiased Whittle
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is not as good when the innovations are non-Gaussian. We conjecture that the kurtosis in the
non-Gaussian time series may lead to an increase in the bias and standard error of the debiased
Whittle estimator. For the non-Gaussian autoregressive model and Gaussian moving average
model, the boundary corrected and hybrid Whittle likelihoods perform well but in general, do
not have the smallest bias. On the other hand, for the Gaussian autoregressive model and non-
Gaussian moving average model, these two new methods are a lot more competitive, with usually
the smallest or second smallest bias. This is reassuring as it shows that the proposed estimators
appear to be competitive for a range of models both Gaussian and non-Gaussian.
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Figure 5: Bias (left panels) and the standard deviation (right panels) of the parameter estimates
for the AR(1) models. Length of the time series n = 50 and the total number of repetitions are
1000. Top: Gaussian innovation; Bottom: χ2(2)− 2 innovation.
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Figure 6: Same as Figure 5, but for the MA(1) models.
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Likelihoods
θ
0.1 0.3 0.5 0.7 0.9 0.1 0.3 0.5 0.7 0.9
AR(1), {et} ∼ N (0, 1) MA(1), {et} ∼ N (0, 1)
Gaussian 0.001(0.13) -0.016(0.13) -0.024(0.12) -0.030(0.11) -0.029(0.07) 0.015(0.16) 0.008(0.16) 0.018(0.14) 0.016(0.13) 0.010(0.08)
Whittle -0.001(0.13) -0.021(0.13) -0.032(0.12) -0.045(0.11) -0.051(0.08) 0.014(0.16) 0.000(0.15) 0.001(0.14) -0.022(0.13) -0.077(0.12)
Boundary 0.000(0.13) -0.017(0.14) -0.025(0.12) -0.034(0.11) -0.038(0.07) 0.016(0.16) 0.006(0.16) 0.013(0.14) -0.002(0.12) -0.047(0.09)
Hybrid 0.001(0.14) -0.015(0.14) -0.025(0.13) -0.033(0.11) -0.036(0.07) 0.016(0.16) 0.007(0.16) 0.015(0.14) 0.007(0.12) -0.027(0.08)
Tapered 0.001(0.14) -0.017(0.14) -0.028(0.13) -0.037(0.12) -0.039(0.08) 0.014(0.16) 0.005(0.16) 0.012(0.14) 0.003(0.12) -0.026(0.09)
Debiased 0.001(0.13) -0.016(0.14) -0.025(0.12) -0.034(0.11) -0.032(0.08) 0.016(0.16) 0.008(0.16) 0.020(0.15) 0.016(0.15) -0.024(0.12)
AR(1), {et} ∼ χ2(2)− 2 MA(1), {et} ∼ χ2(2)− 2
Gaussian -0.007(0.14) -0.006(0.14) 0.011(0.12) -0.010(0.11) -0.016(0.07) 0.003(0.15) 0.017(0.15) 0.018(0.14) 0.034(0.13) 0.042(0.08)
Whittle -0.010(0.13) -0.017(0.13) -0.028(0.12) -0.036(0.11) -0.052(0.08) -0.002(0.15) 0.003(0.14) -0.008(0.13) -0.020(0.13) -0.067(0.12)
Boundary -0.009(0.13) -0.013(0.14) -0.021(0.12) -0.025(0.11) -0.037(0.08) -0.001(0.15) 0.008(0.15) 0.004(0.13) -0.001(0.13) -0.044(0.10)
Hybrid -0.008(0.14) -0.011(0.14) -0.020(0.12) -0.024(0.11) -0.035(0.08) 0.000(0.16) 0.012(0.15) 0.005(0.13) 0.006(0.12) -0.024(0.07)
Tapered -0.008(0.14) -0.012(0.14) -0.023(0.12) -0.027(0.11) -0.039(0.08) 0.000(0.16) 0.011(0.15) 0.000(0.13) -0.001(0.12) -0.021(0.08)
Debiased -0.005(0.14) 0.000(0.14) 0.007(0.14) 0.098(0.19) 0.083(0.07) 0.005(0.16) 0.028(0.17) 0.065(0.20) 0.135(0.19) 0.062(0.12)
Table 1: Bias and the standard deviation (in the parentheses) of six different quasi-likelihoods for an AR(1) (left) and MA(1) (right)
model for the standard normal (top) and the centered chi-squared distribution with 2 degrees of freedom (bottom). Length of the
time series n = 50 and 1000 replications. We use red to denote the smallest bias and teal to denote the second smallest bias.
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Figure 7: Plot of log fZ(ω) and log fθBest(ω); Theoretical ARMA(3,2) spectral density (solid) and
the best fitting ARMA(2,1) spectral density (dashed).
5.2 Estimation under misspecification
Next, we turn into our attention to the case that the model is misspecified (which in reality is
the most realistic situation). We generate the time series Zn (n = 50), from an ARMA(3,2)
process with spectral density fZ(ω) = σ
2|ψZ(eiω)|2/|φZ(eiω)|2, where AR and MA characteristic
polynomials are
φZ(z) = (1− 0.7z)(1− 0.9eiz)(1− 0.9e−iz) and ψZ(z) = (1 + 0.5z + 0.5z2).
We chose this spectral density since it had quite a few interesting characteristics: a pronounced
peak, large amount of power at the low frequencies and a sudden drop in power at the higher
frequencies. The number of unknown parameters in the correct model is 5 (excluding the innova-
tions variance). As the sample size is n = 50, we fit a model with fewer parameters. Specifically,
we fit an ARMA(2,1) model with spectral density
fθ(ω) = σ
2|1 + ψ1e−iω|2|1− φ1e−iω − φ2e−2iω|−2,
where θ = (φ1, φ2, ψ1).
Figure 7 shows the (logarithm of) theoretical ARMA(3,2) spectral density (solid line, fZ) and
the corresponding spectral density of the best fitting ARMA(2,1) process (dashed line, fθBest)
obtained by minimizing the spectral divergence θBest = arg minθ∈Θ In(f ; fθ), where In(f, fθ) is
defined in (4.1) and Θ is the parameter space.
For each simulation, we calculate six different parameter estimators and the spectral diver-
gence. The result of the estimators using the six different quasi-likelihoods is given in Table 2
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(for Gaussian innovations) and Table 3 (for centered chi-squared distribution with 2 degrees of
freedom). Our calculations suggest that in the case of misspecification the new quasi-likelihoods
should result in a smaller bias than the Gaussian likelihood. The simulations we have conducted
give some credence to this claim (at least for these models). For this model, the hybrid Whittle
likelihood yields a smaller bias than the Gaussian likelihood. And the average spectral divergence
criterion, In(f, f̂), for the hybrid Whittle, also appears to be closer to the true divergence than
the Gaussian likelihood. Intriguingly, it is not clear why the hybrid Whittle likelihood should
significantly outperform the boundary corrected Whittle likelihood.
Best Gaussian Whittle Boundary Hybrid Tapered Debiased
φ1 1.267 1.274(0.08) 1.169(0.11) 1.243(0.08) 1.265(0.08) 1.229(0.08) 1.269(0.12)
φ2 -0.751 -0.755(0.08) -0.659(0.11) -0.726(0.09) -0.744(0.08) -0.716(0.09) -0.733(0.13)
ψ1 0.632 0.643(0.11) 0.428(0.17) 0.582(0.13) 0.633(0.08) 0.652(0.10) 0.854(0.10)
In(f ; fθ) 1.731 1.953(0.27) 2.296(0.47) 1.985(0.26) 1.934(0.22) 1.948(0.23) 2.840(0.52)
Table 2: Best fitting and the average of estimated coefficients for six different methods for the
Gaussian ARMA(2,1) misspecified case. Standard deviations are in the parentheses. We use red
to denote the smallest bias and teal to denote the second smallest bias.
Best Gaussian Whittle Boundary Hybrid Tapered Debiased
φ1 1.267 1.289(0.08) 1.168(0.11) 1.242(0.09) 1.264(0.08) 1.228(0.08) 1.450(0.13)
φ2 -0.751 -0.776(0.09) -0.661(0.11) -0.726(0.10) -0.745(0.08) -0.717(0.09) -0.883(0.12)
ψ1 0.632 0.648(0.11) 0.430(0.17) 0.580(0.14) 0.633(0.08) 0.652(0.10) 0.868(0.12)
In(f ; fθ) 1.731 1.968(0.28) 2.308(0.49) 2.012(0.30) 1.941(0.22) 1.952(0.24) 3.427(0.60)
Table 3: Same as in Table 2 but for χ2(2)− 2 innovations.
Concluding remarks
In this paper we have derived an exact expression for the differences Γn(fθ)
−1 − Cn(f−1θ ) and
X ′n[Γn(fθ)
−1 − Cn(f−1θ )]Xn. These expressions are simple, with an intuitive interpretation, in
terms of predicting outside the boundary of observation. They also provide a new perspective to
the Whittle likelihood as an approximation of the biorthogonal transform. We have used these
expansions and approximations to define two new spectral divergence criteria (in the frequency
domain). Our simulations show that both new estimators tend to outperform the Whittle likeli-
hood. But intriguingly the hybrid Whittle likelihood tends to perform better than the boundary
corrected Whittle likelihood. This will certainly be an avenue of future research.
It would be interesting to investigate how these methods generalize to spatial data defined
on a regular grid. By considering the best linear predictors (see Meyer et al. (2017)) given the
observed spatial data, it may be possible to generalize Theorems 2.1 and 2.2 to spatial processes.
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It is also of interest to consider the setting of missing observations. It is unlikely that one
can easily find the biorthogonal transform associated with the Fourier transform in this case.
However, it is interesting to note that by predicting all the missing observations (both inside
and outside the domain of observation) we can define a “complete DFT” (analogous to Theorem
2.1). The product of the usual Fourier transform of the observed spatial data together with the
“complete DFT” will give an unbiased estimator of the spectral density function. Recently, the
method of imputation of missing values for both time series and spatial data has been developed
within the spectral domain (see Lee and Zhu (2009) and Guinness (2019)). It would be of interest
to investigate how these methods are connected to the results of this paper.
In summary, the notion of biorthogonality and its application to the inversion of certain
variance matrices may be of value in future research.
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A The main proofs
A.1 Proof of Theorems 2.1 and 2.3
First, to prove Theorem 2.1, we recall that it entails obtaining a transform UnXn where covf (UnXn, FnXn) =
∆n(f). Pre and post multiplying this covariance with F
∗
n and Fn gives
F ∗ncovf (UnXn, FnXn)Fn = covθ (F
∗
nUnXn, Xn) = F
∗
n∆n(f)Fn = Cn(f).
Thus our objective is to find the transform Y n = F
∗
nUnXn such that covf (Y n, Xn) = Cn(f).
Then, the vector FnY n = UnXn will be biorthogonal to FnXn, as required. We observe that the
entries of the circulant matrix Cn(f) are
(Cn(f))u,v = n
−1
n∑
k=1
f(ωk,n) exp(−i(u− v)ωk,n) =
∑
`∈Z
cf (u− v + `n),
where the second equality is due to the Poisson summation. The random vector Y n = {Yu,n}nu=1
is such that covf (Yu,n, Xv) =
∑
`∈Z cf (u − v + `n) and Yu ∈ sp(Xn). Since covf (Xu+`n, Xv) =
cf (u − v + `n), at least “formally” covf (
∑
`∈ZXu+`n, Xv) =
∑
`∈Z cf (u − v + `n). However,∑
`∈ZXu+`n is neither a well defined random variable nor does not it belong to sp(Xn). We
replace each element in the sum
∑
`∈ZXu+`n with an element that belongs to sp(Xn) and gives
the same covariance. To do this we use the following well known result. Let Z and X denote a
random variable and vector respectively. Let PX(Z) denote the projection of Z onto sp(X), i.e.,
the best linear predictor of Z given X, then covf (Z,X) = covf (PX(Z), X). Let X̂τ,n denote best
linear predictor of Xτ given Xn = (X1, . . . , Xn) (as defined in (2.4)). X̂τ,n retains the pertinent
properties of Xτ in the sense that covf (X̂τ,n, Xt) = cf (τ − t) for all τ ∈ Z and 1 ≤ t ≤ n. Define
Yu,n =
∑
`∈Z
X̂u+`n,n =
n∑
s=1
(∑
`∈Z
φs,n(u+ `n; f)
)
Xs ∈ sp(Xn),
where we note that Yu,n a well defined random variable, since by using Lemma A.2 it can be
shown that supn
∑n
s=1
∑∞
`=−∞ |φs,n(u + `n; f)| < ∞. Thus by definition of Yu,n the following
holds
covf (Yu,n, Xv) =
∑
`∈Z
cf (u− v + `n) = (Cn(f))u,v , (A.1)
and Y n = F
∗
nUnXn, gives the desired transformation of the time series. Thus based on this
construction, FnY n = UnXn and FnXn are biorthogonal transforms, with entries (FnXn)k =
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Jn(ωk,n) and
(FnY n)k = (UnXn)k = n
−1/2∑
`∈Z
n∑
u=1
X̂u+`n,ne
iuωk,n
= n−1/2
∑
τ∈Z
X̂τ,ne
iτωk,n
= n−1/2
n∑
t=1
Xt
∑
τ∈Z
φt,n(τ ; f)e
iτωk,n . (A.2)
The entries of the matrix Un are (Un)k,t = n
−/2∑
τ∈Z φt,n(τ ; f) exp(iτωk,n). To show that Un
“embeds” the regular DFT, we observe that for 1 ≤ τ ≤ n, φt,n(τ ; f) = δτ,t, furthermore, due
to second order stationarity the coefficients φt,n(τ ; f) are reflective i.e. the predictors of Xm (for
m > n) and Xn+1−m share the same set of prediction coefficients (just reflected) such that
φt,n(m; f) = φn+1−t,n(n+ 1−m; f) for m > n. (A.3)
Using these two observations we can decompose (Un)k,t as
(Un)k,t = n
−1/2
(
eitωk,n +
∑
τ≤0
φt,n(τ ; f)e
iτωk,n +
∑
τ≥n+1
φt,n(τ ; f)e
iτωk,n
)
= n−1/2eitωk,n + n−1/2
∑
τ≤0
(
φt,n(τ ; f)e
iτωk,n + φn+1−t,n(τ ; f)e−i(τ−1−n)ωk,n
)
.
It immediately follows from the above decomposition that Un = Fn + Dn(f) where Dn(f) is
defined in (2.6). Thus proving (2.5).
To prove (2.7), we first observe that (2.5) implies
covf (((Fn +Dn(f))Xn)k1 , (FnXn)k2) = f(ωk1,n)δk1,k2 .
It is clear that (FnXn)k = Jn(ωk,n) and from the representation of FnY n given in (A.2) we have
(FnY n)k = n
−1/2
n∑
τ=1
Xτ exp(iτωk,n) + n
−1/2 ∑
τ /∈{1,...,n}
X̂τ,n exp(iτωk,n)
= Jn(ωk,n) + Ĵn(ωk,n; f).
This immediately proves (2.7). 
Note that equation (2.7) can be verified directly by using the properties of linear predictors and
covariances discussed in the above proof.
To prove Theorem 2.3 we study the predictive DFT for autoregressive processes. We start by
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obtaining an explicit expression for Ĵn(ω; fθ) where fθ(ω) = σ
2|1−∑pu=1 φue−iuω|−2 (the spectral
density corresponding to an AR(p) process). It is straightforward to show that predictive DFT
predictor based on the AR(1) model is
Ĵn(ω; fθ) = n
−1/2
0∑
τ=−∞
φ−τ+1X1 exp(iτω) + n−1/2
∞∑
τ=n+1
φτ+1−nXn exp(iτω)
=
n−1/2φ
φ1(ω)
X1 +
n−1/2φ
φ1(ω)
Xne
i(n+1)ω,
where φ1(ω) = 1 − φ exp(−iω). In order to prove Theorem 2.3, which generalizes the above
expression to AR(p) processes, we partition Ĵn(ω; fθ) into the predictions involving the past and
future terms
Ĵn(ω; fθ) = Ĵn,L(ω; fθ) + Ĵn,R(ω; fθ)
where
Ĵn,L(ω; fθ) = n
−1/2
0∑
τ=−∞
X̂τ,ne
iτω and Ĵn,R(ω; fθ) = n
−1/2
∞∑
τ=n+1
X̂τ,ne
iτω.
We now obtain expressions for Ĵn,L(ω; fθ) and Ĵn,R(ω; fθ) separately, in the case the predictors
are based on the AR(p) parameters. To do so, we define the p-dimension vector φ′ = (φ1, . . . , φp)
and the matrix Ap(φ) as
Ap(φ) =

φ1 φ2 . . . φp−1 φp
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . . 0 0
0 0 . . . 1 0
 . (A.4)
Therefore, for τ ≤ 0, since X̂τ,n =
[
Ap(φ)
|τ |+1Xp
]
(1)
, where Xp = (X1, . . . , Xp), we can write
Ĵn,L(ω; fθ) = n
−1/2
0∑
τ=−∞
[
Ap(φ)
|τ |+1Xp
]
(1)
eiτω. (A.5)
Lemma A.1 Let Ĵn,L(ω) be defined as in (A.5), where the parameters φ are such that the roots
of φ(z) = 1−∑pj=1 φjzj lie outside the unit circle. Then an analytic expression for Ĵn,L(ω; fθ) is
Ĵn,L(ω; fθ) =
n−1/2
φp(ω)
p∑
`=1
X`
p−`∑
s=0
φ`+s exp(−isω). (A.6)
where φp(ω) = 1−
∑p
s=1 φse
−isω.
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PROOF. By using (B.1) we have
[Ap(φ)
|τ |+1Xp](1) =
p∑
`=1
X`
p−`∑
s=0
φ`+sθ|τ |−s.
Therefore, using (A.5) and the change of variables τ ← −τ
Ĵn,L(ω; fθ) = n
−1/2
p∑
`=1
X`
p−`∑
s=0
φ`+s
∞∑
τ=0
θτ−s exp(−iτω)
= n−1/2
p∑
`=1
X`
p−`∑
s=0
φ`+s exp(−isω)
∞∑
τ=0
θτ−s exp(−i(τ − s)ω)
= n−1/2
p∑
`=1
X`
p−`∑
s=0
φ`+s exp(−isω)
∞∑
τ=s
θτ−s exp(−i(τ − s)ω).
Let
∑∞
s=0 θse
−isω = θ(ω) = φp(ω)−1, and substitute this into the above to give
Ĵn,L(ω; fθ) =
n−1/2
φp(ω)
p∑
`=1
X`
p−`∑
s=0
φ`+s exp(−isω), (A.7)
Thus we obtain the desired result. 
PROOF of Theorem 2.3 To prove (2.14), we note that the same proof as that above can be
used to prove that the right hand side predictive DFT Ĵn,R(ω; fθ) has the representation
Ĵn,R(ω; fθ) = e
inω n
−1/2
φp(ω)
p∑
`=1
Xn+1−`
p−`∑
s=0
φ`+s exp(i(s+ 1)ω).
Since Ĵn(ω; fθ) = Ĵn,L(ω; fθ) + Ĵn,R(ω; fθ), Lemma B.1 and the above give an explicit expression
for Ĵn(ω; fθ), thus proving equation (2.14).
To prove (2.15) we use that
(Ĵn(ω1,n; fθ), . . . , Ĵn(ωn,n; fθ))
′ = Dn(fθ)Xn.
Now by using (2.14) together with the above we immediately obtain (2.15).
Finally, we prove (2.16). We use the result n−1
∑n
k=1 φp(ωk,n) exp(isωk,n) = φ˜s mod n where
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φp(ω) =
∑n−1
r=0 φ˜re
−irω and φ˜r = 0 for p+ 1 ≤ r ≤ n. For 1 ≤ t ≤ p we use have
(F ∗n∆n(f
−1
θ )Dn(fθ))s,t =
1
n
n∑
k=1
φt,p(ωk,n)
fθ(ωk,n)
exp(−isωk,n)
=
σ−2
n
n∑
k=1
φp(ωk,n)
p−t∑
`=0
φ`+t exp(−i`ωk,n) exp(−isωk,n)
= σ−2
p−t∑
`=0
φ`+t
1
n
n∑
k=1
φp(ωk,n) exp(−i(`+ s)ωk,n)
= σ−2
p−t∑
`=0
φ`+tφ˜`+s mod n.
Similarly, for 1 ≤ t ≤ p,
(F ∗n∆n(f
−1
θ )Dn(fθ))s,n−t+1 =
1
n
n∑
k=1
φt,p(ωk,n)
fθ(ωk,n)
exp(i(1− s)ωk,n)
=
σ−2
n
n∑
k=1
φp(ωk,n)
p−t∑
`=0
φ`+t exp(i`ωk,n) exp(i(1− s)ωk,n)
= σ−2
p−t∑
`=0
φ`+t
1
n
n∑
k=1
φp(ωk,n) exp(i(`+ 1− s)ωk,n)
= σ−2
p−t∑
`=0
φ`+tφ˜`+1−s mod n.

PROOF of Equation (2.17) We use that 1
φp(ω)
fp(ω)
−1 = σ−2φp(ω). This gives
Ln(φ)−Kn(φ) = I + II
where
I =
1
n3/2
n∑
k=1
Jn(ωk,n)
fθ(ωk,n)
{
1
φp(ωk,n)
p∑
`=1
X`
p−`∑
s=0
φ`+se
−isωk,n
}
=
σ−2
n3/2
n∑
k=1
Jn(ωk,n)φp(ωk,n)
n∑
`=1
p−`∑
s=0
φs+ke
−isωk,nφ`+se−isωk,n
=
σ−2
n
p∑
`=1
X`
p−`∑
s=0
φs+k
1
n1/2
n∑
k=1
Jn(ωk,n)φp(ωk,n)e
−isωk,n
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and
II =
σ−2
n3/2
n∑
k=1
Jn(ωk,n)
fp(ωk,n)
1
φp(ωk,n)
p∑
`=1
Xn+1−`
p−`∑
s=0
φ`+se
i(s+1)ωk,n . (A.8)
We first consider I. Using that φp(ωk,n) = 1 −
∑p
j=1 φje
ijωk,n and n−1/2
∑n
k=1 Jn(ωk,n)e
isωk,n =
Xs mod n, gives
I = −σ
−2
n
p∑
`=1
X`
p−`∑
s=0
p∑
j=0
φjφs+`
1
n1/2
n∑
k=1
Jn(ωk,n)e
−i(s−r)ωk,n (set φ0 = −1)
= −σ
−2
n
p∑
`=1
X`
p−`∑
s=0
p∑
j=0
φjφs+`X−(s−j) mod n.
The proof of II is similar. Altogether this proves the result. 
A.2 Proof of Theorems 3.1, 3.2 and Lemma 4.1
Many of the results below hinge on a small generalisation of Baxter’s inequality which we sum-
marize below.
Lemma A.2 (Extended Baxter’s inequality) Suppose f(·) is a spectral density function which
satisfies Assumption 3.1. Let ψ(·) and φ(·) be defined as in (3.1) (for the simplicity, we omit
the notation f inside the ψ(·) and φ(·)). Let φ∞p+1(ω) =
∑∞
s=p+1 φse
−isω. Further, let {φs,n(τ)}
denote the coefficients in the best linear predictor of Xτ given Xn = {Xt}nt=1 and {φs(τ)} the cor-
responding the coefficients in the best linear predictor of Xτ given X∞ = {Xt}∞t=1, where τ ≤ 0.
Suppose p is large enough such that
∥∥φ∞p ∥∥K ‖ψ‖K ≤ ε < 1. Then for all n > p we have
n∑
s=1
(2K + sK) |φs,n(τ)− φs(τ)| ≤ Cf,K
∞∑
s=n+1
(2K + sK) |φs(τ)| , (A.9)
where Cf,K =
3−ε
1−ε ‖φ‖2K ‖ψ‖2K and φs(τ) =
∑∞
j=0 φs+jψ|τ |−j (we set ψ0 = 1 and ψj = 0 for j < 0).
PROOF. For completeness we give the proof in Supplementary B.2. 
PROOF of Equation (3.2) Since
(D∞,n(fθ))k,t = n−1/2
∑
τ≤0
(
φt(τ)e
iτωk,n + φn+1−t(τ)e−i(τ−1)ωk,n
)
(A.10)
we replace φt(τ) in the above with the coefficients of the MA and AR infinity expansions; φt(τ) =
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∑∞
s=0 φt+sψ|τ |−s. Substituting this into the first term in (A.10) gives
n−1/2
∑
τ≤0
φt(τ)e
iτωk,n = n−1/2
∑
τ≤0
∞∑
s=0
φt+sψ−τ−seiτωk,n
= n−1/2
∞∑
s=0
φt+se
−isωk,n
∑
τ≤0
ψ−τ−se−i(−τ−s)ωk,n
= n−1/2ψ(ωk,n)
∞∑
s=0
φt+se
−isωk,n
= n−1/2φ(ωk,n)−1φ∞t (ωk,n),
which gives the first term in (3.2). The second term follows similarly. Thus giving the identity
in equation (3.2). 
Next we prove Theorem 3.1. To do this we note that the entries of F ∗n∆n(f
−1
θ )D∞,n(f) are
(F ∗n∆n(f
−1
θ )D∞,n(f))s,t
=
∑
τ≤0
[φt(τ ; f)G1,n(s, τ ; fθ) + φn+1−t(τ ; f)G2,n(s, τ ; fθ)] , (A.11)
where G1,n and G2,n are defined as in (2.13). Thus(
F ∗n∆n(f
−1
θ ) [Dn(f)−D∞,n(f)]
)
s,t
=
∑
τ≤0
[{φt,n(τ ; f)− φt(τ ; f)}G1,n(s, τ ; fθ)
+ {φn+1−t,n(τ ; f)− φn+1−t(τ ; f)}G2,n(s, τ ; fθ)]. (A.12)
To prove Theorem 3.1 we bound the above terms.
PROOF of Theorem 3.1. To simplify notation we only emphasis the coefficients associated
with fθ and not the coefficients associated with f . I.e. we set φs,n(τ ; f) = φs,n(τ), φs(τ ; f) =
φs(τ), φf = φ and ψf = ψ.
The proof of (3.4) simply follows from the definitions of Dn(f) and D∞,n(f).
Next we prove (3.5). By using (2.13) and (A.11) (or simply (A.12)) we have∥∥F ∗n∆n(f−1θ )Dn(f)− F ∗n∆n(f−1θ )D∞,n(f)∥∥1 ≤ T1,n + T2,n,
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where
T1,n =
n∑
s,t=1
0∑
τ=−∞
|φs,n(τ)− φs(τ)||G1,n(t, τ ; fθ)|
T2,n =
n∑
s,t=1
0∑
τ=−∞
|φn+1−s,n(τ)− φn+1−s(τ)||G2,n(t, τ ; fθ)|.
We focus on T1,n, noting that the method for bounding T2,n is similar. Exchanging the summands
we have
T1,n ≤
0∑
τ=−∞
n∑
t=1
|G1,n(t, τ ; fθ)|
n∑
s=1
|φs,n(τ)− φs(τ)|.
To bound
∑n
s=1 |φs,n(τ)−φs(τ)| we require the generalized Baxter’s inequality stated in Lemma
A.2. Substituting the bound in Lemma A.2 into the above (and for a sufficiently large n) we
have
T1,n ≤ Cf,0
0∑
τ=−∞
n∑
t=1
|G1,n(t, τ ; fθ)|
∞∑
s=n+1
|φs(τ)|.
Using that G1,n(t, τ) =
∑
a∈ZKf−1θ (τ − t+ an) we have the bound
T1,n ≤ Cf,0
0∑
τ=−∞
n∑
t=1
∑
a∈Z
|Kf−1θ (t− τ + an)|
∞∑
s=n+1
|φs(τ)|
= Cf,0
∑
r∈Z
|Kf−1θ (r)|
0∑
τ=−∞
∞∑
s=n+1
|φs(τ)|.
Therefore,
T1,n ≤ Cf,0
∑
r∈Z
|Kf−1θ (r)|
0∑
τ=−∞
∞∑
s=n+1
|φs(τ)|
≤ Cf,0
∑
r∈Z
|Kf−1θ (r)|
0∑
τ=−∞
∞∑
s=n+1
∞∑
j=0
|φs+j||ψ−τ−j| (use φs(τ) =
∞∑
j=0
φs+jψ|τ |−j)
= Cf,0
∑
r∈Z
|Kf−1θ (r)|
∞∑
τ=0
|ψτ−j|
∞∑
s=n+1
∞∑
j=0
|φs+j| (change limits of
∑
τ
)
≤ Cf,0
∑
r∈Z
|Kf−1θ (r)|
∑
`
|ψ`|
∞∑
u=n+1
|uφu| (change of variables u = s+ j).
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Next we use Assumption 3.1(i) to give
T1,n ≤ Cf,0
∑
r∈Z
|Kf−1θ (r)|
∑
`
|ψ`|
∞∑
s=n+1
sK
sK−1
|φs|
≤ Cf,0
nK−1
∑
r∈Z
|Kf−1θ (r)|
∑
`
|ψ`|
∞∑
s=n+1
|sKφs|
≤ Cf,0
nK−1
ρn,K(f)‖ψ‖0‖φ‖K
∑
r∈Z
|Kf−1θ (r)|.
We note that Kf−1θ
(r) =
∫ 2pi
0
f−1θ (ω)e
irωdω = σ−2fθ
∫ 2pi
0
|φfθ(ω)|2eirωdω = σ−2fθ
∑
j φj(fθ)φj+r(fθ).
Therefore ∞∑
r=−∞
|Kfθ(r)| ≤ σ−2fθ ‖φfθ‖20. (A.13)
Substituting this into the above yields the bound
T1,n ≤ Cf,0
σ2fθn
K−1ρn(f)‖ψ‖0‖φfθ‖20‖φ‖K .
The same bound holds for T2,n. Together the bounds for T1,n and T2,n give
∥∥F ∗n∆n(f−1θ )Dn(fθ)− F ∗n∆n(f−1θ )D∞,n(fθ)∥∥1 ≤ 2Cf,0σ2fθnK−1ρn,K(f)‖ψ‖0‖φfθ‖20‖φ‖K .
Replacing ‖ψf‖0 = ‖ψ‖0 and ‖φf‖K = ‖φ‖K , this proves (3.5).
To prove (3.6) we recall
‖XtXs‖q = (E|XtXs|q)1/q ≤
(
EX2qt
)1/2q (EX2qs )1/2q ≤ ‖X‖22q.
Therefore,
n−1
∥∥X ′nF ∗n∆n(f−1θ ) (Dn(f)−D∞,n(f))Xn∥∥q
≤ n−1
n∑
s,t=1
∣∣∣(F ∗n∆n(f−1θ ) (Dn(f)−D∞,n(f)))s,t∣∣∣ ‖XtXs‖q
≤ n−1 ∥∥F ∗n∆n(f−1θ ) (Dn(f)−D∞,n(f))∥∥1 ‖X‖22q
≤ 2Cf,0
σ2fθn
K
ρn,K(f)‖ψf‖0‖φfθ‖20‖φf‖K‖X‖22q,
where the last line follows from the inequality in (3.5). This proves (3.6). 
PROOF of Theorem 3.2 For notational simplicity, we omit the parameter dependence on fθ.
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We first prove (3.8). We observe that
∥∥F ∗n∆n(f−1θ )D∞,n(fθ)∥∥1 ≤ n∑
s,t=1
0∑
τ=−∞
(|φs(τ)||G1,n(t, τ)|+ |φn+1−s(τ)||G2,n(t, τ)|)
= S1,n + S2,n.
As in the proof of Theorem 3.1, we bound each term separately. Using a similar set of bounds
to those used in the proof of Theorem 3.1 we have
S1,n ≤
∑
r∈Z
|Kf−1θ (r)|
∑
`
|ψ`|
n∑
s=1
∞∑
j=0
|φs+j|
≤
∑
r∈Z
|Kf−1θ (r)|
∑
`
|ψ`|
∞∑
s=1
|sφs| ≤ 1
σ2fθ
‖ψfθ‖0‖φfθ‖20‖φfθ‖1,
where the bound
∑
r∈Z |Kf−1θ (r)| ≤ σ
−2
fθ
‖φfθ‖20 follows from (A.13). Using a similar method we
obtain the bound S2,n ≤ σ−2fθ ‖ψfθ‖0‖φfθ‖20‖φfθ‖1. Altogether the bounds for S1,n and S2,n give∥∥F ∗n∆n(f−1θ )D∞,n(fθ)∥∥1 ≤ 2σ2fθ ‖ψfθ‖0‖φfθ‖20‖φfθ‖1,
this proves (3.8).
The proof of (3.9) uses the triangle inequality∥∥Γn(fθ)−1 − Cn(f−1θ )∥∥1 = ‖F ∗n∆n(fθ)Dn(fθ)‖1
≤ ‖F ∗n∆n(fθ) (Dn(fθ)−D∞,n(fθ))‖1
+ ‖F ∗n∆n(fθ)D∞,n(fθ)‖1 .
Substituting the bound Theorem 3.1 (equation (3.5)) and (3.8) into the above gives (3.9).
The proof of (3.10) uses the bound in (3.9) together with similar arguments to those in the
proof of Theorem 3.1, we omit the details. 
We now prove Lemma 4.1. The proof is similar to the proof of Theorem 3.1, but with
some subtle differences. Rather than bounding the best finite predictors with the best infinite
predictors, we bound the best infinite predictors with the plug-in estimators based on the best
fitting AR(p) parameters. For example, the bounds use the regular Baxter’s inequality rather
than the generalized Baxter’s inequality.
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PROOF of Lemma 4.1 We first prove (4.4). By using the triangular inequality we have∥∥F ∗n∆n(f−1θ ) (Dn(f)−Dn(fp))∥∥1
≤ ∥∥F ∗n∆n(f−1θ ) (Dn(f)−D∞,n(f))∥∥1 + ∥∥F ∗n∆n(f−1θ ) (D∞,n(f)−Dn(fp))∥∥1
≤ Cf,0ρn,K(f)
nK−1
AK(f, fθ) +
∥∥F ∗n∆n(f−1θ ) (D∞,n(f)−Dn(fp))∥∥1 , (A.14)
where the first term of the right hand side of the above follows from (3.5). Now we bound the
second term on the right hand side of the above. We observe that since the AR(p) process only
uses the first and last p observations for the predictions that Dn(fp) = D∞,n(fp), thus we can
write the second term as
F ∗n∆n(f
−1
θ ) (D∞,n(f)−Dn(fp)) = F ∗n∆n(f−1θ ) (D∞,n(f)−D∞,n(fp)) .
Recall that {aj(p)}pj=1 are the best fitting AR(p) parameters based on the autocovariance func-
tion associated with the spectral density f . Let ap(ω) = 1 −
∑p
s=1 as(p)e
−isω, a∞j,p(ω) = 1 −∑p−j
s=1 as+j(p)e
−isω and ap(ω)−1 = ψp(ω) =
∑∞
j=0 ψj,pe
−ijω. By using the expression for D∞,n(f)
given in (3.2) we have[
F ∗n∆n(f
−1
θ ) (D∞,n(f)−D∞,n(fp))
]
t,j
= U j,t1,n + U
j,t
2,n
where
U j,t1,n =
1
n
n∑
k=1
e−itωk,n
fθ(ωk,n)
(
φ∞j (ωk,n)
φ(ωk,n)
− a
∞
j,p(ωk,n)
ap(ωk,n)
)
U j,t2,n =
1
n
n∑
k=1
e−i(t−1)ωk,n
fθ(ωk,n)
(
φ∞n+1−j(ωk,n)
φ(ωk,n)
− a
∞
n+1−j,p(ωk,n)
ap(ωk,n)
)
.
We focus on U j,t1,n, and partition it into two terms U
j,t
1,n = U
j,t
1,n,1 + U
j,t
1,n,2, where
U j,t1,n,1 =
1
n
n∑
k=1
e−itωk,n
φ(ωk,n)fθ(ωk,n)
(
φ∞j (ωk,n)− a∞j,p(ωk,n)
)
and
U j,t1,n,2 =
1
n
n∑
k=1
e−itωk,na∞j,p(ωk,n)
fθ(ωk,n)
(
φ(ωk,n)
−1 − ap(ωk,n)−1
)
=
1
n
n∑
k=1
e−itωk,na∞j,p(ωk,n)
fθ(ωk,n)
(ψ(ωk,n)− ψp(ωk,n)) .
We first consider U j,t1,n,1. We observe φ(ωk,n)
−1 = ψ(ωk,n) =
∑∞
`=0 ψ`e
−i`ωk,n . Substituting this
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into U j,t1,n,1 gives
U j,t1,n,1 =
∞∑
s=0
(φj+s − aj+s(p)) 1
n
n∑
k=1
e−i(t+s)ωk,n
φ(ωk,n)fθ(ωk,n)
=
∞∑
s=0
(φj+s − aj+s(p))
∞∑
`=0
ψ`
1
n
n∑
k=1
fθ(ωk,n)
−1e−i(t+`+s)ωk,n
=
∞∑
s=0
(φj+s − aj+s(p))
∞∑
`=0
ψ`
∑
r∈Z
Kf−1θ
(t+ `+ s+ rn),
where Kf−1θ
(r) =
∫ 2pi
0
fθ(ω)
−1 exp(irω)dω. Therefore, the absolute sum of the above gives
n∑
j,t=1
|U j,t1,n,1| ≤
n∑
j,t=1
∞∑
s=0
|φj+s − aj+s(p)|
∞∑
`=0
|ψ`|
∑
r∈Z
|Kf−1θ (t+ `+ s+ rn)|
=
n∑
j=1
∞∑
s=0
|φj+s − aj+s(p)|
∞∑
`=0
|ψ`|
n∑
t=1
∑
r∈Z
|Kf−1θ (t+ `+ s+ rn)|
≤
(
n∑
j=1
∞∑
s=0
|φj+s − aj+s(p)|
)
‖ψf‖0
∑
τ∈Z
|Kf−1θ (τ)|
≤
( ∞∑
s=1
s|φs − as(p)|
)
‖ψf‖0
∑
τ∈Z
|Kf−1θ (τ)|.
By using (A.13) we have
∑
τ∈Z |Kf−1θ (τ)| ≤ σ
−2
fθ
‖φfθ‖20. Further, by using the regular Baxter
inequality we have
∞∑
s=1
s|φs − as(p)| ≤ (1 + Cf,1)
∞∑
s=p+1
s|φs| ≤ (1 + Cf,1)p−K+1ρp,K(f)‖φf‖K .
Substituting these two bounds into
∑n
j,t=1 |U j,t1,n,1| yields
n∑
j,t=1
|U j,t1,n,1| ≤
(1 + Cf,1)
σ2fθp
K−1 ρp,K(f)‖φf‖K‖ψf‖0‖φfθ‖20.
Next we consider the second term U j,t1,n,2. Using that ψ(ωk,n) =
∑∞
s=0 ψse
−isω and ψp(ωk,n) =
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∑∞
s=0 ψs,pe
−isω we have
U j,t1,n,2 =
1
n
n∑
k=1
e−itωk,na∞j,p(ωk,n)
fθ(ωk,n)
(ψ(ωk,n)− ψp(ωk,n))
=
∞∑
s=0
(ψs − ψs,p) 1
n
n∑
k=1
e−i(t+s)ωk,na∞j,p(ωk,n)
fθ(ωk,n)
=
∞∑
s=0
(ψs − ψs,p)
∞∑
`=0
aj+`(p)
1
n
n∑
k=1
e−i(t+s+`)ωk,n
fθ(ωk,n)
=
∞∑
s=0
(ψs − ψs,p)
∞∑
`=0
aj+`(p)
∑
r∈Z
Kf−1θ
(t+ s+ `+ rn).
Taking the absolute sum of the above gives
n∑
j,t=1
|U j,t1,n,2| ≤
n∑
j,t=1
∞∑
s=0
|ψs − ψs,p|
∞∑
`=0
|aj+`(p)|
∑
r∈Z
|Kf−1θ (t+ s+ `+ rn)|
=
∞∑
s=0
|ψs − ψs,p|
n∑
j=1
∞∑
`=0
|aj+`(p)|
∑
r∈Z
|Kf−1θ (r)| (apply the bound (A.13))
≤ σ−2fθ ‖φfθ‖20
( ∞∑
s=0
|ψs − ψs,p|
) ∞∑
u=0
|uau(p)|
≤ σ−2fθ ‖φfθ‖20‖ap‖1
∞∑
s=0
|ψs − ψs,p|.
Next we bound ‖ap‖1 and
∑∞
s=0 |ψs − ψs,p|. Let φp(ω) = 1−
∑p
j=1 φje
ijω (the truncated AR(∞)
process). Then by applying Baxter’s inequality, it is straightforward to show that
‖ap‖1 ≤ ‖φp‖1 + ‖ap − φp‖1 ≤ (Cf,1 + 1)‖φf‖1. (A.15)
To bound
∑∞
s=0 |ψs − ψs,p| we use the inequality in Kreiss et al. (2011), page 2126
∞∑
s=0
|ψs − ψs,p| ≤
‖ψf‖20 ·
∑∞
j=1 |φj − aj(p)|
1− ‖ψf‖ · ‖ap − φ‖0 .
Applying Baxter’s inequality to the numerator of the above gives
∞∑
s=0
|ψs − ψs,p| ≤ ‖ψf‖
2
0(Cf,0 + 1)ρp,K(f)‖φf‖K
pK(1− ‖ψf‖0 · ‖ap − φ‖0) (A.16)
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Substituting the bound in (A.15) and (A.16) into
∑n
j,t=1 |U j,t1,n,2| gives
n∑
j,t=1
|U j,t1,n,2| ≤
(Cf,1 + 1)
2
σ2fθp
K
· ‖ψf‖
2
0‖φf‖1‖φf‖K‖φfθ‖20ρp,K(f)
1− ‖ψf‖0‖ap − φ‖0
Altogether, for sufficiently large p, where ‖ψf‖0 · ‖ap − φ‖0 ≤ 1/2 we have
n∑
t,j=1
|U j,t1,n| ≤
(1 + Cf,1)
σ2fθp
K−1 ρp,K(f)‖φf‖K‖ψf‖0‖φfθ‖20
+
2(Cf,1 + 1)
2
σ2fθp
K
‖ψf‖20‖φf‖1‖φf‖K‖φfθ‖20ρp,K(f)
≤ (Cf,1 + 1)
σ2fθp
K−1 ρp,K(f)‖φf‖K‖φfθ‖20‖ψf‖0
(
1 +
2(1 + Cf,1)
p
‖ψf‖0‖φf‖1
)
The same bound holds for
∑n
t,j=1 |U j,t2,n|, thus using (A.14) and ρn,K(f) ≤ ρp,K(f) gives∥∥F ∗n∆n(f−1θ ) (D∞,n(f)−Dn(fp))∥∥1
≤ ρp,K(f)AK(f, fθ)
(
(Cf,1 + 1)
pK−1
+
2(Cf,1 + 1)
2
pK
‖ψf‖0‖φf‖1
)
.
Substituting the above into (A.14) gives (4.4).
The proof of (4.5) is similar to the proof of Theorem 3.1, we omit the details. 
B Additional Lemmas
B.1 Some additional proofs
Lemma B.1 Let Ĵn,L(ω) be defined as in (A.5), where the parameters φ are such that the roots
of φ(z) = 1−∑pj=1 φjzj lie outside the unit circle. Let Ap(φ) be defined as in (A.4). Then
[Ap(φ)
|τ |+1Xp](1) =
p∑
`=1
X`
p−`∑
s=0
φ`+sψ|τ |−s. (B.1)
where {ψj} are the coefficients in the expansion (1−
∑p
j=1 φje
−ijω)−1 =
∑∞
j=0 ψse
−isω.
PROOF. To simplify notation let A = Ap(φ). The proof is based on the observation that the jth
row of Am (m ≥ 1) is the (j − 1)th row of A1 (due to the structure of A). Let (a1,m, . . . , ap,m)
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denote the first row of Am. Using this notation we have
a1,m a2,m . . . ap,m
a1,1 a2,1 . . . ap,1
...
...
. . .
...
a1,p+1 a2,p+1 . . . ap,p+1
 =

a1,1 a2,1 . . . ap,1
a1,2 a2,2 . . . ap,2
...
...
. . .
...
a1,p a2,p . . . ap,p


φ1 φ2 . . . φp−1 φp
1 0 . . . 0 0
0 1 . . . 0 0
0 0 . . . 1 0

From the above we see that a`,m satisfies the recursion
a`,m = φ`a1,1 + a`+1,1 1 ≤ ` ≤ p− 1
ap,m = φpa1,1. (B.2)
Our aim is to obtain an expression for a`,m in terms of {φj}pj=1 and {ψj}∞j=0 which we now define.
Since the roots of φ(·) lies outside the unit circle the function (1−∑pj=1 φjzj)−1 is well defined
for |z| ≤ 1 and has the power series expansion (1 −∑pi=1 φiz)−1 = ∑∞i=0 ψizi for |z| ≤ 1. By
mathematical induction, it can be proved that [Am]1,1 = a1,m = ψm. We now obtain a formula
for the remaining coefficients {a`,m; 2 ≤ ` ≤ p} in terms of {φi} and {ψi}. Solving the system of
equations in (B.2), starting with a1,1 = ψ1 and recursively solving for ap,m, . . . , a2,m we have
ap,m = φpψ1
ap−1,m = φp−1ψ1 + φpψ2
ap−2,m = φp−2ψ1 + φp−1ψ2 + φpψ3
⇒ ap−r,m =
r∑
s=0
φp−r+sψ1−s 0 ≤ r ≤ p− 1.
In the last line of the above we change variables with ` = p− r to give for m ≥ 1
a`,m =
p−`∑
s=0
φ`+sψ1−s 1 ≤ ` ≤ p,
where θ0 = 1 and for t < 0, ψt = 0. Therefore
[A|τ |+1Xp](1) =
p∑
`=1
X`
p−`∑
s=0
φ`+sψ|τ |−s.
Thus we obtain the desired result. 
In the proof of Lemma B.1 we obtained an expression in terms for the best linear predictor
based on the parameters of an AR(p) process. For completeness, we obtain an expression for the
left hand side predictive DFT for a general second order stationary time series which is based
on infinite future. For τ ≤ 0, let X̂τ be the best linear predictor of Xτ given the infinite future
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{Xt}∞t=1 i.e.
X̂τ =
∞∑
s=1
φs(τ)Xs. (B.3)
The left hand side predictive DFT given the infinite future is defined as
JL(ω; fθ) =
0∑
τ=−∞
X̂τ exp(iτω). (B.4)
Corollary B.1 Suppose that fθ satisfies Assumption 3.1 with K ≥ 1. Let ĴL(ω) be defined as
in (B.4). Then, the best linear predictor of Xτ given {Xt}∞t=1 where τ ≤ 0 (defined in (B.3)) can
be evaluated using the recursion X̂τ =
∑∞
s=1 φsX̂τ+s, where we set X̂t = Xt for t ≥ 1. Further,
φ`(τ) =
∑∞
s=0 φ`+sψ|τ |−s and
ĴL(ω; fθ) = φ(ω)
−1
∞∑
`=1
X`
∞∑
s=0
φ`+s exp(−isω). (B.5)
PROOF. We recall that for general processes Xt with fθ bounded away from 0 has the AR(∞)
representation Xt =
∑∞
j=1 φjXj+t + εt where {εt} are uncorrelated random variables. This
immediately implies that the best linear prediction of Xτ given {Xt}∞t=1 can be evaluated using
the recursion X̂τ =
∑∞
s=1 φsX̂τ+s. By using (B.1) where we let p → ∞ (This is is possible by
Assumption 3.1 and the Baxter’s inequality) we have that φ`(τ) =
∑∞
s=0 φ`+sψ|τ |−s. This gives
the first part of the result.
To obtain an expression for ĴL(·; fθ) we use (A.6) where we let p→∞ to obtain the desired
result. 
B.2 An extension of Baxter’s inequality
Let {Xt} be a second order stationary time series with absolutely summable autocovariance and
spectral density f . We can represent f as f(ω) = ψ(ω)ψ(ω) = 1/
(
φ(ω)φ(ω)
)
where
φ(ω) = 1−
∞∑
s=1
φse
−isω and ψ(ω) = 1 +
∞∑
s=1
ψse
−isω.
Note that {φs} and {ψs} are the corresponding AR(∞) and MA(∞) coefficients respectively and
ψ(ω) = φ(ω)−1. To simplify notation we have ignored the variance of the innovation.
Let {φs,p(τ)}ps=1 denote the the coefficients of the best linear predictor of Xt+τ (for τ ≥ 0)
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given {Xs}t−1t−p
E
[(
Xt+τ −
p∑
s=1
φs,p(τ)Xt−s
)
Xt−k
]
= 0 for k = 1, . . . , p. (B.6)
and {φs(τ)} denote the coefficients of the best linear predictor of Xt+τ given the infinite past
{Xs}t−1s=−∞
E
[(
Xt+τ −
∞∑
s=1
φs(τ)Xt−s
)
Xt−k
]
= 0 for k = 1, 2, . . . (B.7)
Before we begin, we define an appropriate norm on the subspace of L2[0, 2pi].
Definition B.1 (Norm on the subspace of L2[0, 2pi]) Suppose the sequence of positive weights
{v(k)}k∈Z satisfies 2 conditions: (1) v(n) is even, i.e., v(−n) = v(n) for all n ≥ 0; (2)
v(n+m) ≤ v(n)v(m) for all n,m ∈ Z.
Given {v(k)} satistfies 2 conditions above, define a subspace Av of L2[0, 2pi] by
Av = {f ∈ L2[0, 2pi] :
∑
k∈Z
v(k)|fk| <∞}.
where, f(ω) =
∑
k∈Z fk exp(ikω). We define a norm ‖f‖ on Av by ‖f‖ =
∑
k∈Z v(k)|fk|, then it
is easy to check this is a valid norm.
Remark B.1 (Properties of ‖ · ‖) Suppose the sequence {v(k)}k∈Z satisfies 2 conditions in
Definition B.1, and define the norm ‖ · ‖ with respect to {v(k)}. Then, beside the triangle
inequality, this norm also satisfies ‖1‖ = v(0) ≤ 1, ‖f‖ = ‖f‖, and ‖fg‖ ≤ ‖f‖‖g‖ (which does
not hold for all norms but is an important component of the (extended) Baxter’s proof), i.e.,
(Av, ‖ · ‖) is a Banach algebra with involution operator. The proof for the muliplicative inequality
follows from the fact that (fg)k =
∑
r frgk−r, where fk and gk are kth Fourier coefficient of f
and g. Thus
‖fg‖ ≤
∑
k∈Z
v(k)
∣∣∣∣∣∑
r∈Z
frgk−r
∣∣∣∣∣
≤
∑
k∈Z
v(r)v(k − r)
∣∣∣∣∣∑
r∈Z
frgk−r
∣∣∣∣∣ ≤ ∑
k,r∈Z
v(r)v(k − r)|fr||gk−r| = ‖f‖‖g‖.
Examples of weights include v(r) = (2q + |r|q) or v(r) = (1 + |r|)q for some q ≥ 0. In
these two examples, when q = K, under Assumption 3.1, ψ(ω), φ(ω) ∈ Av where ψ(ω) =
1 +
∑∞
j=1 ψj exp(−ijω) and φ(ω) = 1−
∑∞
j=1 φj exp(−ijω) (see Kreiss et al. (2011)).
The proof below follows closely the proof of Baxter (1962, 1963).
PROOF of Lemma A.2 We use the same proof as Baxter, which is based on rewriting the
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normal equations in (B.6) within the frequency domain to yield
1
2pi
∫ 2pi
0
(
eiτω −
p∑
s=1
φs,p(τ)e
−isω
)
f(ω)e−ikωdω = 0, for k = 1, . . . , p
Similarly, using the infinite past to do prediction yields the normal equations
1
2pi
∫ 2pi
0
(
eiτω −
∞∑
s=1
φs(τ)e
−isω
)
f(ω)e−ikωdω = 0, for k ≥ 1.
Thus taking differences of the above two equations for k = 1, . . . , p gives
1
2pi
∫ 2pi
0
(
p∑
s=1
[φs,p(τ)− φs(τ)] e−isω
)
f(ω)e−ikωdω
=
1
2pi
∫ 2pi
0
( ∞∑
s=p+1
φs(τ)e
−isω
)
f(ω)e−ikωdω for k = 1, . . . , p. (B.8)
These p-equations give rise to Baxter’s Weiner-Hopf equations and allow one to find a bound for∑p
s=1 |φs,p(τ)− φs(τ)| in terms of
∑∞
s=p+1 |φs(τ)|. Interpreting the above, we have two different
functions (
∑p
s=1 [φs,p(τ)− φs(τ)] e−isω) f(ω) and
(∑∞
s=p+1 φs(τ)e
−isω
)
f(ω) whose first p Fourier
coefficients are the same.
Define the polynomials
hp(ω) =
p∑
s=1
[φs,p(τ)− φs(τ)] e−isω and gp(ω) =
p∑
k=1
gk,pe
ikω (B.9)
where
gk,p = (2pi)
−1
∫ 2pi
0
( ∞∑
s=p+1
φs(τ)e
−isω
)
f(ω)e−ikωdω. (B.10)
We will show that for a sufficiently large p, ‖hp‖ ≤ Cf‖gp‖, where the constant Cf is a function
of the spectral density (that we will derive).
The Fourier expansion of hpf is
hp(ω)f(ω) =
∞∑
k=−∞
g˜k,pe
ikω,
where g˜k,p = (2pi)
−1 ∫ 2pi
0
hp(ω)f(ω)e
−ikωdω. Then, by (B.8) for 1 ≤ k ≤ p, g˜k,p = gk,p (where gk,p
is defined in (B.10)). Thus
hp(ω)f(ω) = G
0
−∞(ω) + gp(ω) +G
∞
p+1(ω) (B.11)
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where
G0−∞(ω) =
0∑
k=−∞
g˜k,pe
ikω and G∞p+1(ω) =
∞∑
s=p+1
g˜k,pe
ikω.
Dividing by f−1 = φφ and taking the ‖ · ‖-norm we have
‖hp‖ ≤
∥∥f−1G0−∞∥∥+ ∥∥f−1gp∥∥+ ∥∥f−1G∞p+1∥∥
≤ ∥∥f−1G0−∞∥∥+ ∥∥f−1∥∥ ‖gp‖+ ∥∥f−1G∞p+1∥∥
≤ ∥∥φ∥∥∥∥φG0−∞∥∥+ ∥∥f−1∥∥ ‖gp‖+ ‖φ‖∥∥φG∞p+1∥∥ . (B.12)
First we obtain bounds for
∥∥φG0−∞∥∥ and ∥∥φG∞p+1∥∥ in terms of ‖gp‖. We will show that for a
sufficiently large p ∥∥φG0−∞∥∥ ≤ ‖φ‖ ‖gp‖+ ε∥∥φG∞p+1∥∥∥∥φG∞p+1∥∥ ≤ ∥∥φ∥∥ ‖gp‖+ ε ∥∥φG0−∞∥∥ .
The bound for these terms hinges on the Fourier coefficients of a function being unique, which
allows us to compare coefficients across functions. Some comments are in order that will help in
the bounding of the above. We recall that f(ω)−1 = φ(ω)φ(ω), where
φ(ω) = 1−
∞∑
s=1
φs exp(−isω) φ(ω) = 1−
∞∑
s=1
φs exp(isω).
Thus φ(ω)G0−∞(ω) and φ(ω)G
∞
p+1(ω) have Fourier expansions with only less than 1st and greater
than pth frequencies respectively. This observation gives the important insight into the proof.
Suppose b(ω) =
∑∞
j=−∞ bj exp(ijω), we will make the use of the notation {b(ω)}+ =
∑∞
j=1 bj exp(ijω)
and {b(ω)}− =
∑0
j=−∞ bj exp(ijω), thus b(ω) = {b(ω)}− + {b(ω)}+.
We now return to (B.11) using that f = ψ(ω)ψ(ω) we multiply (B.11) by ψ(ω)−1 = φ(ω) to
give
hp(ω)ψ(ω) = φ(ω)G
0
−∞(ω) + φ(ω)gp(ω) + φ(ω)G
∞
p+1(ω). (B.13)
Rearranging the above gives
−φ(ω)G0−∞(ω) = −hp(ω)ψ(ω) + φ(ω)gp(ω) + φ(ω)G∞p+1(ω).
We recall that hp(ω)ψ(ω) only contain positive frequencies, whereas φ(ω)G
0
−∞(ω) only contains
nonpositive frequencies. Based on these observations we have
−φ(ω)G0−∞(ω)
=
{−φ(ω)G0−∞(ω)}− = {φ(ω)gp(ω)}− + {φ(ω)G∞p+1(ω)}− . (B.14)
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We further observe that G∞p+1 only contains non-zero coefficients for positive frequencies of p+1
and greater, thus only the coefficients of φ(ω) with frequencies less or equal to −(p+ 1) will give
nonpositive frequencies when multiplied with G∞p+1. Therefore
−φ(ω)G−1−∞(ω) = {φ(ω)gp(ω)}− +
{
φ∞p+1(ω)G
∞
p+1(ω)
}
− ,
where φ∞p+1(ω) =
∑∞
s=p+1 φse
−isω. Evaluating the norm of the above (using both the triangle and
the muliplicative inequality) we have∥∥φG0−∞∥∥ ≤ ‖φ‖ ‖gp‖+ ∥∥φ∞p+1G∞p+1∥∥
≤ ‖φ‖ ‖gp‖+
∥∥φ∞p+1∥∥∥∥ψ∥∥∥∥φG∞p+1∥∥ since ψ(ω)φ(ψ) = 1.
This gives a bound for
∥∥φG0−∞∥∥ in terms of ‖gp‖ and ∥∥φG∞p+1∥∥. Next we obtain a similar bound
for
∥∥φG∞p+1∥∥ in terms of ‖gp‖ and ∥∥φG0−∞∥∥.
Again using (B.11), f(ω) = ψ(ω)ψ(ω), but this time multiplying (B.11) by ψ(ω)
−1
= φ(ω),
we have
hp(ω)ψ(ω) = φ(ω)G
0
−∞(ω) + φ(ω)gp(ω) + φ(ω)G
∞
p+1(ω).
Rearranging the above gives
φ(ω)G∞p+1(ω) = hp(ω)ψ(ω)− φ(ω)G0−∞(ω)− φ(ω)gp(ω).
We observe that φ(ω)G∞p+1(ω) contains frequencies greater than p whereas hp(ω)ψ(ω) only con-
tains frequencies less or equal to the order p (since hp is a polynomial up to order p). Therefore
multiply e−ipω on both side and take {}+ gives
e−ipωφ(ω)G∞p+1(ω)
−
{
e−ipωφ(ω)G0−∞(ω)
}
+
−
{
e−ipωφ(ω)gp(ω)
}
+
, (B.15)
By the similar technique from the previous, it is easy to show{
e−ipωφ(ω)G0−∞(ω)
}
+
=
{
e−ipωφ∞p+1(ω)G
0
−∞(ω)
}
+
. (B.16)
Multiplying eipω and evaluating the ‖ · ‖-norm of the above yields the inequality∥∥φG∞p+1∥∥ ≤ ∥∥φgp∥∥+ ∥∥φ∞p+1G0−∞∥∥
≤ ∥∥φ∥∥ ‖gp‖+ ∥∥φ∞p+1∥∥ ‖ψ‖∥∥φG0−∞∥∥ .
We note that ‖φ∞p+1‖ = ‖φ∞p+1‖. For φ ∈ Av (see Definition B.1 and Remark B.1), ‖φ∞p+1‖ =∑∞
s=p+1 v(s)|φs| → 0 as p → ∞, for a large enough p, ‖ψ(ω)‖ · ‖φ∞p+1‖ < 1. Suppose that p is
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such that
∥∥φ∞p+1(ω)∥∥ ‖ψ(ω)‖ ≤ ε < 1, then we have the desired bounds∥∥φG0−∞∥∥ ≤ ‖φ‖ ‖gp‖+ ε∥∥φG∞p+1∥∥∥∥φG∞p+1∥∥ ≤ ∥∥φ∥∥ ‖gp‖+ ε ∥∥φG0−∞∥∥ .
The above implies that
∥∥φG0−∞∥∥ + ∥∥φG∞p+1∥∥ ≤ 2(1 − ε)−1 ‖φ‖ ‖gp‖. Substituting the above in
(B.12), and using that ‖φ‖ ≥ 1 (since φ = 1−∑∞s=1 φse−isω, ‖φ‖ ≥ ‖1‖ = v(0) ≥ 1) we have
‖hp‖ ≤ 2 ‖φ‖ ‖gp‖
1− ε +
∥∥f−1∥∥ ‖gp‖
≤ (1− ε)−1 (2 ‖φ‖+ (1− ε) ‖φ‖2) ‖gp‖ ≤ 3− ε
1− ε ‖φ‖
2 ‖gp‖ .
Thus based on the above we have
‖hp‖ ≤ 3− ε
1− ε ‖φ‖
2 ‖gp‖ . (B.17)
Finally, we obtain a bound for ‖gp‖ in terms of
∑∞
s=p+1 |φs(τ)|. We define an extended version
of the function gp(ω). Let g˜p(ω) =
∑
k∈Z gk,pe
ikω where gk,p is as in (B.9). By definition, g˜p(ω) =(∑∞
s=p+1 φs(τ)e
−isω
)
f(ω) and the Fourier coefficients of gp(ω) are contained within g˜p(ω), which
implies
‖gp‖ ≤ ‖g˜p‖ =
∥∥φ∞p+1(τ)f∥∥ ≤ ∥∥φ∞p+1(τ)∥∥ ‖f‖ ≤ ∥∥φ∞p+1∥∥ ‖ψ‖2. (B.18)
where φ∞p+1(τ)(ω) =
∑∞
s=p+1 φs(τ)e
−isω. Finally, substituting (B.18) into (B.17), implies that if
p is large enough such that
∥∥φ∞p+1∥∥ ‖ψ‖ ≤ ε < 1, then
‖hp‖ ≤ 3− ε
1− ε ‖φ‖
2 ‖ψ‖2 ∥∥φ∞p+1(τ)∥∥ .
Thus, if the weights in the norm are v(m) = (2q +mq) we have
p∑
s=1
(2q + sq) |φs,p(τ)− φs(τ)|
≤ 3− ε
1− ε ‖φ‖
2 ‖ψ‖2
∞∑
s=p+1
(2q + sq) |φs(τ)| . (B.19)
Using Corollary B.1 we have for τ ≥ 0 φs(τ) =
∑∞
j=0 φs+jψτ−j (noting that ψτ−j = 0 for
τ − j < 0), and the desired result. 
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C The bias of the different criteria
In this section we derive the approximate bias of the Gaussian, Whittle and the boundary
corrected criteria under quite general assumptions on the underlying time series {Xt}. We
mention that the bias we evaluate will be in the sense of Bartlett (1952) and will be based on
the second order expansion of the loss function.
We assume that {Xt} is a stationary time series with spectral density f , where f is bounded
away from zero (and bounded above). We fit the model with spectral density fθ to the observed
time series. We do not necessarily assume that there exists a θ0 ∈ Θ where f = fθ0 . To avoid
the use tensors we focus on the case that θ is a univariate parameter. Since we allow for the
misspecified case, for a given n, it seems natural that the “ideal” best fitting parameter is
θn = arg min
θ
In(f, fθ). (C.1)
where In(f, fθ) is defined in (4.1). Note that in the case the spectral density is not mispecified,
then θn = θ0 for all n where f = fθ0 .
Assumption C.1 (i) For all θ ∈ Θ, fθ is bounded away from zero and is also bounded from
above.
(ii) The parameter θ is not a function of the one-step ahead predictions error σ2 = exp(
∫
log fθ(ω)dω).
(iii) Let {φj(θ)} and {ψj(θ)} denote the AR(∞) and MA(∞) expansion corresponding to the
spectral density fθ respectively. Then for all θ ∈ Θ and for 1 ≤ s ≤ 3 we have
∞∑
j=1
|jK∇sθφj(θ)| <∞
∞∑
j=1
|jK∇sθψj(θ)| <∞,
where K > 3/2.
(iv) {Xt} is a stationary time series with spectral density f . Let κs(·) denote the s order cu-
mulant associated with {Xt}. For 1 ≤ s ≤ 6 and 1 ≤ j ≤ s we assume
∑
t1,...,ts−1 |(1 +
tj)κs(t1, . . . , ts−1)| <∞, where κs(t1, . . . , ts−1) denotes the joint cumulant of cum(X0, Xt1 , . . . , Xts−1).
In order to derive the limiting bias, we require the following definitions
I(θ) =
1
2pi
∫ 2pi
0
(
d2fθ(ω)
−1
dθ2
)
f(ω)dω and J(g) =
1
2pi
∫ 2pi
0
g(ω)f(ω)dω.
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For real functions g, h ∈ L2[0, 2pi] we define
V (g, h) =
2
2pi
∫ 2pi
0
g(ω)h(ω)f(ω)2dω
+
1
2pi
∫ 2pi
0
∫ 2pi
0
g(ω1)h(ω2)f4(ω1,−ω1, ω2)dω1dω2,
where f4 denotes the fourth order cumulant density of the time series {Xt}. Further, we define
BG,n(θ) =
2
nσ2
<
n∑
t,j=1
c(t− j) 1
n
n∑
k=1
e−itωk,n
d
dθ
φ(ωk,n; fθ)φ
∞
j (ωk,n; fθ)
BK,n(θ) =
1
n
n∑
k=1
fn(ωk,n)
dfθ(ωk,n)
−1
dθ
where φ(ω; θ) and φ∞j (ω; θ) are defined in Section 3, c(r) = cov(X0, Xr) and fn(ωk) =
∫
Fn(ω −
λ)f(λ)dλ and Fn is the Feje´r kernel of order n.
We define the parameter estimators as
θ̂Gn = arg minLn(θ) θ̂Kn = arg minKn(θ) and θ̂Wn = arg minWp,n(θ). (C.2)
Theorem C.1 Suppose {Xt} is a second order stationary time series with spectral density f
that satisfies Assumption C.1(iv). Suppose further, that fθ satisfies Assumption 3.1 and C.1(i-
iii) and f satisfies Assumption 3.1 with ‖f‖K <∞. Let θ̂Gn , θ̂Kn and θ̂Wn be defined as in (C.2).
Then the limiting bias is
Eθ
(
θ̂Gn − θn
)
= I(θ)−1 (BK,n(θn) +BG,n(θn)) + n−1G(θn) +O
(
n−2 + n−K+1/2
)
Eθ
(
θ̂Kn − θn
)
= I(θ)−1BK,n(θn) + n−1G(θn) +O
(
n−2
)
and Eθ
(
θ̂Wn − θn
)
= n−1G(θn) +O
(
n−2 + n−1p−K+1
)
where
G(θ) = I(θ)−2V
(
df−1θ
dθ
,
d2f−1θ
dθ2
)
+ 2−1I(θ)−3V
(
df−1θ
dθ
,
df−1θ
dθ
)
J
(
d3f−1θ
dθ3
)
.
PROOF. See Supplementary C. 
Remark C.1 (i) In the case that the model is correctly specified and linear, then f4(ω1,−ω1, ω2) =
κ4
σ4
f(ω1)f(ω2). Straightforward calculations show that in this case, the fourth order cumu-
lant term in V
(
df−1θ
dθ
,
d2f−1θ
dθ2
)
and V
(
df−1θ
dθ
,
df−1θ
dθ
)
is zero. This results in the fourth order
cumulant term in G(θ) being zero too.
(ii) In the case of the Gaussian likelihood, if the spectral density fθ is correctly specified, then
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BK,n(θn) +BG,n(θn) = 0.
(iii) The results for the hybrid Whittle likelihood mirror those for the boundary corrected like-
lihood. Observe that these criteria do the contain the term BK,n(θn) + BG,n(θn) (which
is not equal to zero when the spectral density is misspecified). This may explain why in
the simulations the hybrid Whittle likelihood tends to have a slightly smaller bias than the
Gaussian likelihood when the spectral density is misspecified.
C.1 The bias for the AR(1) model
In general, it is difficult to obtain a simple expression for BG,n(θ) and I(θ) defined in Theorem
C.1, but in the special case for correctely specified AR(1) process, we are able to simplify Bn(θ)
and I(θ) by
BG,n(θ) =
4θ
1− θ2 I(θ) =
2
1− θ2 . (C.3)
Therefore, by Theorem C.1, we have
Eθ
(
θ̂Gn − θ̂Kn
)
=
2θ
n
+O(n−2 + n−K+1/2).
PROOF of Equation (C.3): Note that the characteristic function and spectral density is given
by φ(ω) = 1− θe−iω, fθ(ω) = σ2|φ(ω)|−2 respectively. It is easy to show
φ∞1 (ω) = θ and φ
∞
j (ω) = 0, j ≥ 2.
Therefore,
BG,n(θ) = − 2
σ2
n∑
t,j=1
c(t− j) 1
n
n∑
k=1
e−itωk,n
d
dθ
φ(ωk,n; θ)φ
∞
j (ωk,n; θ)
= − 2
σ2
n∑
t=1
c(t− 1) 1
n
n∑
k=1
e−itωk,n
d
dθ
(1− θeiωk,n)θ
= − 2
σ2
n∑
t=1
c(t− 1) 1
n
n∑
k=1
(
e−itωk,n − 2θe−i(t−1)ωk,n) .
The second summation (over k) is 0 unless t = 1, n and c(t− 1) = 0 unless t = 0, 1, 2. Therefore,
BG,n(θ) = − 2
σ2
c(0)
1
n
n∑
k=1
(
e−iωk,n − 2θe−i0ωk,n) = − 2
σ2
c(0)
1
n
(−2θn) = 4θ
1− θ2 .
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To calculate I(θ), first note that
d2
dθ2
fθ(ω)
−1 =
d2
dθ2
σ−2(1 + θ2 − 2θ cosω) = 2σ−2.
Thus,
I(θ) =
1
2pi
∫ 2pi
0
d2fθ(ω)
−1
dθ2
f(ω)dω =
1
piσ2
∫ 2pi
0
f(ω)dω =
1
pi
∫ 2pi
0
1
1 + θ2 − 2θ cosωdω.
To calculate the integral above, we parametrize z = eiω and use the Residue theorem that
I(θ) =
1
pi
∫ 2pi
0
1
1 + θ2 − 2θ cosωdω =
2
1− θ2 .

C.2 Bias proofs
We first state three lemmas, that are required to prove Theorem C.1.
Lemma C.1 Suppose Assumption C.1 holds. Suppose the matrix ‖An‖1 < ρn and the entries of
Bn are bounded. Then we have∣∣∣∣∣cov
(
n∑
t1,t2=1
(An)t1,t2Xt1Xt2 ,
n∑
τ1,τ2=1
(Bn)τ1,τ2Xτ1Xτ2
)∣∣∣∣∣ = O(ρn).
PROOF. Expanding the covariance gives
n∑
t1,t2=1
n∑
τ1,τ2=1
(An)t1,t2(Bn)τ1,τ2covθ(Xt1Xt2 , Xτ1Xτ2)
=
n∑
t1,t2=1
n∑
τ1,τ2=1
(An)t1,t2(Bn)τ1,τ2
[
c(t1 − τ1)c(t2 − τ2) + c(t1 − τ2)c(t2 − τ1)
+κ4(t2 − t1, τ1 − t1, τ2 − t1)
]
.
Now by using
∑
r |c(r)| <∞,
∑
t1,t2,t3
|κ4(t1, t2, t3)| <∞ and maxτ1,τ2 |(Bn)τ1,τ2| <∞ we obtain
the result. 
Lemma C.2 Suppose Assumption C.1 holds and g1, g2 are bounded functions. Define In(ω) =
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|Jn(ω)|2 be the periodogram. Then∣∣∣∣∣∣cov
(n−1 n∑
k1=1
g1(ωk1)In(ωk1,n)
)2
, n−1
n∑
k2=1
g2(ωk2)In(ωk2,n)
∣∣∣∣∣∣ = O(n−2)
PROOF. Expanding the covariance gives
cov
(n−1 n∑
k1=1
g1(ωk1)In(ωk1,n)
)2
, n−1
n∑
k2=1
g2(ωk2)In(ωk2,n)

=
1
n3
n∑
k1,k2,k3=1
g1(ωk1)g1(ωk2)g2(ωk3)cov (In(ωk1,n)In(ωk2,n), In(ωk3,n)) .
Now by applying indecomposable partitions to the above covariance we obtain the result. 
Next our aim is to obtain a Baxter-type inequality for the derivatives of the linear predictors.
The bound requires the following definitions
U0,n(τ) =
∞∑
j=n+1
|φj(τ)|,
U1,n(τ) = n
1/2f ∗0
(
[Cfθ,0f
∗
1 + C1]
∞∑
j=n+1
|φj(τ)|+ C0
∞∑
j=n+1
∣∣∣∣dφj(τ)dθ
∣∣∣∣ )
U2,n(τ) = n
1/2f ∗0
(
f ∗2U0,n(τ) + 2f
∗
1Un(τ) +
∞∑
j=n+1
[∣∣∣∣d2φj(τ)dθ2
∣∣∣∣C0 + ∣∣∣∣dφj(τ)dθ
∣∣∣∣C1 + |φj(τ)|C2])
and
U3,n(τ) = n
1/2f ∗0 ×
( 3∑
i1,i2=0
i1+i2=3,i2 6=3
(
3
i1
)
f ∗i1Ui2,n(τ)
+
∞∑
j=n+1
3∑
i1,i2=0
i1+i2=3
(
3
i1
) ∣∣∣∣di1φj(τ)dθi1
∣∣∣∣Ci2). (C.4)
where f ∗0 = (infω fθ(ω))
−1, f ∗i = max |d
ifθ(ω)
dθi
|, Ci =
∑
r |d
icθ(r)
dθi
| for 0 ≤ i ≤ 3 and Cf,0 is defined
as in Lemma A.2. In the lemma below we give a Baxter-type inequality on derivatives of the
predictors.
Lemma C.3 Suppose Assumption C.1 holds. Let {Ui,n(τ)}3i=0, be defined as in (C.4). Then for
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1 ≤ i ≤ 3, we have
n∑
s=1
∣∣∣∣diφs,n(τ)dθi − diφs(τ)dθi
∣∣∣∣ ≤ Ui,n(τ). (C.5)
PROOF. For simplicity we suppose τ ≤ 0. To prove (C.5), we define the vectors
φ˜
n
(τ)′ = (φ1,n(τ), . . . , φn,n(τ)) (best linear finite future predictor)
φ
n
(τ)′ = (φ1(τ), . . . , φn(τ)) (truncated best linear infinite future predictor)
c′n,τ = (c(τ − 1), c(τ − 2), . . . , c(τ − n)).
We first prove (C.5) for the case i = 1. By definition of the best linear predictors given above
we have the two expansions
Γn(fθ)φ˜n(τ) = cn,τ and Γn(fθ)φn(τ) +
∑
j=n+1
φj(τ)cn,−j+τ = cn,τ .
We now follow the same expansions given in the proof of Theorem 3.2, Meyer et al. (2017) (who
proves a Baxter-type inequality for spatial processes). Taking differences of the above gives
Γn(fθ)
[
φ˜
n
(τ)− φ
n
(τ)
]
=
∞∑
j=n+1
φj(τ)cn,−j+τ .
As our aim is to bound the derivative of the difference of
[
φ˜
n
(τ)− φ
n
(τ)
]
. Thus we differentiate
the above with respect to θ
dΓn(fθ)
dθ
[
φ˜
n
(τ)− φ
n
(τ)
]
+ Γn(fθ)
d
dθ
[
φ˜
n
(τ)− φ
n
(τ)
]
=
∑
j=n+1
[
dφj(τ)
dθ
cn,−j+τ + φj(τ)
dcn,−j+τ
dθ
]
. (C.6)
Isolating d
dθ
[
φ˜
n
(τ)− φ
n
(τ)
]
gives
d
dθ
[
φ˜
n
(τ)− φ
n
(τ)
]
= −Γn(fθ)−1dΓn(fθ)
dθ
[
φ˜
n
(τ)− φ
n
(τ)
]
+Γn(fθ)
−1 ∑
j=n+1
[
dφj(τ)
dθ
cn,−j+τ + φj(τ)
dcn,−j+τ
dθ
]
.
Evaluating the `1 norm of the above (and using that ‖Ax‖1 ≤ n1/2‖Ax‖2 ≤ n1/2‖A‖spec‖x‖1)
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gives the bound
n∑
s=1
∣∣∣∣dφs,n(τ)dθ − dφs(τ)dθ
∣∣∣∣
≤ n1/2‖Γn(fθ)−1‖spec
(∥∥∥∥dΓn(fθ)dθ
∥∥∥∥
spec
n∑
s=1
|φs,n(τ)− φs(τ)|
+
∞∑
j=n+1
∣∣∣∣dφj(τ)dθ
∣∣∣∣ ‖cn,−j+τ‖1 + ∞∑
j=n+1
|φj(τ)|
∥∥∥∥dcn,−j+τdθ
∥∥∥∥
1
)
.
By using the same arguments used to show that ‖Γn(fθ)−1‖spec ≤ (infω f(ω))−1 we can show that
‖dΓn(fθ)
dθ
‖spec ≤ supω |dfθdθ |. Substituting this and Baxter’s inequality into the above gives
n∑
s=1
∣∣∣∣dφs,n(τ)dθ − dφs(τ)dθ
∣∣∣∣ ≤ n1/2f ∗0( [Cfθ,0f ∗1 + C1] ∞∑
j=n+1
|φj(τ)|+ C0
∞∑
j=n+1
∣∣∣∣dφj(τ)dθ
∣∣∣∣ ).
This proves (C.5) for i = 1.
To prove (C.5) for i = 2 we differentiate (C.6) to give the second derivative
d2Γn(fθ)
dθ2
[
φ˜
n
(τ)− φ
n
(τ)
]
+ 2
dΓn(fθ)
dθ
d
dθ
[
φ˜
n
(τ) + φ
n
(τ)
]
×Γn(fθ) d
2
dθ2
[
φ˜
n
(τ)− φ
n
(τ)
]
=
∑
j=n+1
[
d2φj(τ)
dθ2
cn,−j+τ + 2
dφj(τ)
dθ
dcn,−j+τ
dθ
+ φj(τ)
d2cn,−j+τ
dθ2
]
. (C.7)
Rearranging the above
d2
dθ2
[
φ˜
n
(τ)− φ
n
(τ)
]
= −Γn(fθ)−1d
2Γn(fθ)
dθ2
[
φ˜
n
(τ)− φ
n
(τ)
]− 2Γn(fθ)−1dΓn(fθ)
dθ
d
dθ
[
φ˜
n
(τ)− φ
n
(τ)
]
+Γn(fθ)
−1 ∑
j=n+1
[
d2φj(τ)
dθ2
cn,−j+τ + 2
dφj(τ)
dθ
dcn,−j+τ
dθ
+ φj(τ)
d2cn,−j+τ
dθ2
]
.
The `1-norm gives∥∥∥∥ d2dθ2 [φ˜n(τ)− φn(τ)]
∥∥∥∥
1
≤ n1/2f ∗0
(
f ∗2
∞∑
s=n+1
|φs(τ)|+ 2f ∗1
∥∥∥∥ ddθ [φ˜n(τ)− φn(τ)]
∥∥∥∥
1
+
∑
j=n+1
[∣∣∣∣d2φj(τ)dθ2
∣∣∣∣C0 + 2 ∣∣∣∣dφj(τ)dθ
∣∣∣∣C1 + |φj(τ)|C2]).
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Setting Un(τ) = n
1/2f ∗0 ([Cff
∗
1 + C1]
∑∞
j=n+1 |φj(τ)|+ C0
∑∞
j=n+1
∣∣∣dφj(τ)dθ ∣∣∣) the above gives∥∥∥∥ d2dθ2 [φ˜n(τ)− φn(τ)]
∥∥∥∥
1
≤ n1/2f ∗0
(
f ∗2U0,n(τ) + 2f
∗
1U1,n(τ) +
∑
j=n+1
[∣∣∣∣d2φj(τ)dθ2
∣∣∣∣C0 + 2 ∣∣∣∣dφj(τ)dθ
∣∣∣∣C1 + |φj(τ)|C2]).
Thus proving (C.5) for i = 2. The proof of (C.5) for the case i = 3, simply generalizes the above
argument (we omit the details). 
We use the above result to obtain bounds on the derivaives of the difference between the Whittle
and Gaussian likelihoods i.e. a result similar to Theorem 3.1, but applied to[
F ∗n∆n(g)
di
dθi
(Dn(fθ)−D∞,n(fθ))
]
,
where g is a bounded function.
Lemma C.4 Suppose Assumptions 3.1 and C.1 hold. Suppose g is bounded. Then∥∥∥∥[F ∗n∆n(g) didθi (Dn(fθ)−D∞,n(fθ))
]∥∥∥∥
1
= O(n−K+3/2), (C.8)
for i = 1, 2 and 3.
PROOF. To prove the result we first note that φj(τ ; θ) =
∑∞
s=0 φs+j(θ)ψ|τ |−j(θ). Using this
expansion we have
∞∑
j=n+1
∣∣∣∣dφj(τ)dθ
∣∣∣∣ ≤ ∞∑
s=0
∞∑
j=n+1
∣∣∣∣dφs+jdθ ψ|τ |−j + φs+j dψ|τ |−jdθ
∣∣∣∣ .
Substituting the above bound into U1,n gives
n∑
s=1
∣∣∣∣dφs,n(τ)dθ − dφs(τ)dθ
∣∣∣∣ ≤ n1/2f ∗0( [Cff ∗1 + C1] ∞∑
j=n+1
|φj(τ)|
+C0
∞∑
s=0
∞∑
j=n+1
∣∣∣∣dφs+jdθ ψ|τ |−j + φs+j dψ|τ |−jdθ
∣∣∣∣ ). (C.9)
Using the expansion for F ∗n∆n(g) (Dn(fθ)−D∞,n(fθ)) given in (A.12) we have
F ∗n∆n(g) (Dn(fθ)−D∞,n(fθ)) =
∑
τ≤0
[φt(τ ; fθ)G1,n(s, τ ; g) + φn+1−t(τ ; fθ)G2,n(s, τ ; g)] .
To simplify notation we remove the dependence of G1,n and G2,n on g. Differentiating the above
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wrt θ gives [
F ∗n∆n(f
−1
θ )
d
dθ
(Dn(fθ)−D∞,n(fθ))
]
s,t
=
∑
τ≤0
[
G1,n(s, τ)
d
dθ
[φt,n(τ)− φt(τ)] +G2,n(s, τ) d
dθ
[φn+1−t(τ)− φn+1−t(τ)]
]
.
Therefore, substituting (C.9) into the above and using the same techniques used to prove Theorem
3.1 proves (C.8) for the case i = 1. The proof for the cases i = 2 and i = 3 is similar (and follows
from Lemma C.3). 
Using Lemmas C.1, C.2 and C.4 we prove Theorem C.1.
We derive the bias of the following three criterions (we ignore the log term in the estimation,
thanks to Assumption C.1(ii))
Ln(θ) = n−1X ′nΓn(fθ)−1Xn =
1
n
n∑
k=1
J˜n(ωk,n; fθ)Jn(ωk,n)
fθ(ωk,n)
Kn(θ) =
1
n
n∑
k=1
|Jn(ωk,n)|2
fθ(ωk,n)
Wp,n(θ) = =
1
n
n∑
k=1
J˜n(ωk,n; fp)Jn(ωk,n)
fθ(ωk,n)
PROOF of Theorem C.1. Let Ln(·) denote the general minimisation criterion (it can be
Ln(θ), Kn(θ) or Wp,n(θ)) and θ̂ = arg minLn(θ). The first order expansion of the estimator gives
(θ̂ − θ) ≈ U(θ)−1dLn(θ)
dθ
, (C.10)
where U(θ) = −E(d2Ln
dθ2
). To obtain the “bias” we make a second order expansion
dLn(θ)
dθ
+ (θ̂ − θ)d
2Ln(θ)
dθ2
+
1
2
(θ̂ − θ)2d
3Ln(θ)
dθ3
≈ 0.
Taking expectation of the above and using (C.10) (this is the Bartlett correction described in
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Bartlett (1952) and Cox and Snell (1968)) gives
E
(
dLn(θ)
dθ
)
− E(θ̂ − θ)U(θ) + U(θ)−1cov
(
dLn(θ)
dθ
,
d2Ln(θ)
dθ2
)
+2−1U(θ)−2E
(
dLn(θ)
dθ
)2
E
(
d3Ln(θ)
dθ3
)
+2−1U(θ)−2cov
((
dLn(θ)
dθ
)2
,
d3Ln(θ)
dθ3
)
≈ 0.
Therefore, solving for E(θ̂ − θ) gives
E(θ̂ − θ) = U(θ)−1E
(
dLn(θ)
dθ
)
+ U(θ)−2cov
(
dLn(θ)
dθ
,
d2Ln(θ)
dθ2
)
+2−1U(θ)−3E
(
dLn(θ)
dθ
)2
E
(
d3Ln(θ)
dθ3
)
+ 2−1U(θ)−3cov
((
dLn(θ)
dθ
)2
,
d3Ln(θ)
dθ3
)
= U(θ)−1E
(
dLn(θ)
dθ
)
+ U(θ)−2cov
(
dLn(θ)
dθ
,
d2Ln(θ)
dθ2
)
+2−1U(θ)−3
[
var
(
dLn(θ)
dθ
)
+
{
E
[
dLn(θ)
dθ
]}2]
E
(
d3Ln(θ)
dθ3
)
+2−1U(θ)−3cov
((
dLn(θ)
dθ
)2
,
d3Ln(θ)
dθ3
)
.
Thus
E(θ̂ − θ) = U(θ)−1E
(
dLn(θ)
dθ
)
+ 2−1U(θ)−3
{
E
(
dLn(θ)
dθ
)}2
E
(
d3Ln(θ)
dθ3
)
+U(θ)−2cov
(
dLn(θ)
dθ
,
d2Ln(θ)
dθ2
)
+2−1U(θ)−3var
(
dLn(θ)
dθ
)
E
(
d3Ln(θ)
dθ3
)
+2−1U(θ)−3cov
((
dLn(θ)
dθ
)2
,
d3Ln(θ)
dθ3
)
. (C.11)
Note that the terms which contain E
(
dLn(θ)
dθ
)
will differ for all the three different quasi-likelihoods.
The remaining terms, are asymptotically the same for the three quasi-likelihoods. Thus we first
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obtain expressions for E
(
dLn(θ)
dθ
)
for the three quasi-likelihoods
E
(
dKn(θ)
dθ
)
=
1
n
n∑
k=1
E[|Jn(ωk,n)|2] d
dθ
fθ(ωk,n)
−1
E
(
dLn(θ)
dθ
)
= E
(
dKn(θ)
dθ
)
+
1
n
E
[
X ′nF
∗
n
(
∆n
(
df−1θ
dθ
)
D∞,n(fθ)
+∆n
(
f−1θ
) dD∞,n(fθ)
dθ
)
Xn
]
+ E[R1,n(θ)]
and
E
(
dWp,n(θ)
dθ
)
=
1
n
n∑
k=1
E
(
Jn(ωk,n)J˜n(ωk,n; fp)
) d
dθ
fθ(ωk,n)
−1
=
1
n
n∑
k=1
f(ωk,n)
d
dθ
fθ(ωk,n)
−1 +O((npK−1)−1)
where
Ri,n(θ) =
1
n
X ′nF
∗
n
i∑
`=0
(
i
`
)
d`∆n (fθ)
dθ`
d`−i
dθ`−i
(Dn(fθ)−D∞,n(fθ))Xn.
Let c(r) = cov(X0, Xr) and fn(ω) =
∫
Fn(ω − λ)f(λ)dλ and Fn is the Feje´r kernel of order n.
Then by using (3.2) we can write the above as
E
(
dKn(θ)
dθ
)
=
1
n
n∑
k=1
fn(ωk,n)
d
dθ
fθ(ωk,n)
−1 = BK,n(θ)
E
(
dLn(θ)
dθ
)
= BK,n(θ) + 2σ
−2<
n∑
t,j=1
c(t− j) 1
n
n∑
k=1
e−itωk,n
d
dθ
φ(ωk,n; fθ)φ
∞
j (ωk,n; fθ)
+E[R1,n(θ)]
= BK,n(θ) +BG,n(θ) +O(n
−K+1/2)
E
(
dWp,n(θ)
dθ
)
=
1
n
n∑
k=1
f(ωk,n)
d
dθ
fθ(ωk,n)
−1 +O((npK−1)−1).
where the the bound for E[R1,n(θ)] follows from Lemma C.4, and the bound for E
(
dWp,n(θ)
dθ
)
follows from Lemma 4.1.
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Evaluating the above at the best fitting parameter θn and by Assumption C.1(ii) gives
E
(
dKn(θ)
dθ
)
cθ=θn = BK,n(θn)
E
(
dLn(θ)
dθ
)
cθ=θn = BK,n(θn) +BG,n(θn) +O(n−K+1/2)
E
(
dWp,n(θ)
dθ
)
cθ=θn = O((npK−1)−1). (C.12)
It can be shown that BK,n(θn) = O(n
−1) and BG,n(θn) = O(n−1). Though these terms could be
negative or positive so there is no clear cut answer if BK,n(θn) is larger or BK,n(θn) +BG,n(θn) is
larger (our simulations results suggest that often BK,n(θn) tends to be larger).
We now consider the remaining terms in the expansion. It is easily shown that
diLn(θ)
dθi
=
diWn(θ)
dθi
+
1
n
X ′nF
∗
n
i∑
`=0
(
i
`
)
d`∆n (fθ)
dθ`
d`−iD∞,n(fθ)
dθ`−i
Xn︸ ︷︷ ︸
=Op(n−1)
+Ri,n(θ)
where
Ri,n(θ) =
1
n
X ′nF
∗
n
i∑
`=0
(
i
`
)
d`∆n (fθ)
dθ`
d`−i
dθ`−i
(Dn(fθ)−D∞,n(fθ))Xn.
and by using Lemma C.4 we have(
E|Ri,n(θ)|2
)1/2 ≤ Cn−K+1/2 (C.13)
for 1 ≤ i ≤ 3. Therefore if K > 3/2, the remainder Ri,n(θ) will be of order less than O(n−1),
which we show below is negligible with respect to the other terms. Using that
Ln(θ) = Kn(θ) + 1
n
n∑
k=1
Jn(ωk,n)Ĵn(ωk,n, fθ)
fθ(ωk,n)︸ ︷︷ ︸
=Op(n−1)
Wp,n(θ) = Kn(θ) +
1
n
n∑
k=1
Jn(ωk,n)Ĵn(ωk,n, fp)
fθ(ωk,n)︸ ︷︷ ︸
Op(n−1)
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we obtain the following expansions
E
(
d2Ln(θ)
dθ2
)
& E
(
d2Wp,n(θ)
dθ2
)
= E
(
d2Kn(θ)
dθ2
)
+O(n−1)
cov
(
dLn(θ)
dθ
,
d2Ln(θ)
dθ2
)
& cov
(
dWp,n(θ)
dθ
,
d2Wp,n(θ)
dθ2
)
= cov
(
dKn(θ)
dθ
,
d2Kn(θ)
dθ2
)
︸ ︷︷ ︸
=O(n−1)
+O(n−2)
var
(
dLn(θ)
dθ
)
& var
(
dWp,n(θ)
dθ
)
= var
(
dKn(θ)
dθ
)
︸ ︷︷ ︸
=O(n−1)
+O(n−2)
E
(
d3Ln(θ)
dθ3
)
& E
(
d3Wp,n(θ)
dθ3
)
= E
(
d3Kn(θ)
dθ3
)
+O(n−1)
and
cov
((
dLn(θ)
dθ
)2
,
d3Ln(θ)
dθ3
)
& cov
((
dWp,n(θ)
dθ
)2
,
d3Wp,n(θ)
dθ3
)
= cov
((
dKn(θ)
dθ
)2
,
d3Kn(θ)
dθ3
)
︸ ︷︷ ︸
=O(n−2)
+O(n−3) = O(n−2).
Next we focus on Kn(θ). Using straightforward arguments it can be shown that
cov
(
dKn(θ)
dθ
,
d2Kn(θ)
dθ2
)
= n−1T
(
df−1θ
dθ
,
d2f−1θ
dθ2
)
+O(n−2)
var
(
dKn(θ)
dθ
)
= n−1T
(
df−1θ
dθ
,
df−1θ
dθ
)
+O(n−2).
Substituting the above into (C.11) (and ignoring the first term) gives
2−1U(θ)−3
{
E
(
dLn(θ)
dθ
)}2
E
(
d3Ln(θ)
dθ3
)
+ U(θ)−2cov
(
dLn(θ)
dθ
,
d2Ln(θ)
dθ2
)
+2−1U(θ)−3var
(
dLn(θ)
dθ
)
E
(
d3Ln(θ)
dθ3
)
+ 2−1U(θ)−3cov
((
dLn(θ)
dθ
)2
,
d3Ln(θ)
dθ3
)
= n−1I(θ)−2V
(
df−1θ
dθ
,
d2f−1θ
dθ2
)
+ 2−1n−1I(θ)−3V
(
df−1θ
dθ
,
df−1θ
dθ
)
J
(
df−1θ
dθ
)
+O(n−2)
= n−1G(θ) +O(n−2).
Finally by substituting (C.12) and the above into (C.11) we obtain the result. 
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