ABSTRACT. -We establish the connection between the standard intertwining operators for a square integrable representation and its Aubert involution. In the cases of special orthogonal groups and symplectic groups, we define the R-group for a nontempered unitary representation, under the assumption that the Aubert involution of the representation is square-integrable. 
Introduction
This work is on defining the R-group for a nontempered unitary representation of a connected reductive p-adic group, under the assumption that the Aubert involution of the representation is square-integrable.
The R-group determines the reducibility of the induced representation and plays an important role in the trace formula. Classically, the R-group is defined in terms of the Plancherel measure and hence requires temperedness. An alternate description of the R-group is in terms of the L-group and the Langlands correspondence [1] . Arthur conjectured that in this context, one should be able to define an R-group, with right basic properties, for certain cases of nontempered representations.
Jantzen in [17] used Iwahori-Matsumoto involution to define the R-group for some unramified principal series representations. Our main tool is the Aubert involution [4] . This involution maps an irreducible representation into an irreducible one. Also, it commutes with parabolic induction at the level of Grothendieck groups. The representation and its Aubert involution share supercuspidal support and this implies the connection between standard intertwining operators (Lemma 7.1).
Let G be a split connected reductive p-adic group, P = M U a standard parabolic subgroup. Let σ be a square integrable representation of M . Denote byσ the Aubert involution of σ. Suppose thatσ unitary. Let R denote the R-group corresponding to i G,M (σ). Attached to each element r ∈ R is the normalized standard intertwining operator
A(σ, r) ∈ Hom G i G,M (σ), i G,M (σ) = C(σ).

D. BAN The set {A(σ, r) | r ∈ R} is a basis for C(σ).
We prove that i G,M (σ) and i G,M (σ) have the same intertwining algebras, i.e., 4) . Knowing that C(σ) is isomorphic to C(σ), we would like to have a basis for C(σ) consisting of standard intertwining operators. We establish the connection between the normalized intertwining operators
e., C(σ) ∼ = C(σ)
(Corollary 3.
A(σ, r) ←→ A(σ, r),
which is a consequence of the relation between the standard intertwining operators
A(ν, σ, r) ←→ A(ν,σ, r).
In the rank-one case, we prove that A(ν, σ, r) is holomorphic at ν = 0 if and only if A(ν,σ, r) is holomorphic at ν = 0 (Lemma 7.
1). Consequently, A(σ, r) is a scalar if and only if A(σ, r) is scalar (Lemma 7.1). Moreover, A(σ, r) (respectively, A(σ, r)) is nonscalar if and only if i G,M (σ) (respectively, i G,M (σ)) is reducible. In that case, i G,M (σ) (respectively, i G,M (σ)) has length two and A(σ, r) (respectively, A(σ, r)) acts on one irreducible component as multiplication by 1 and on another irreducible component as multiplication by −1 (Lemma 5.2). Generally, we have factorizations of A(σ, r) and A(σ, r)
such that each factor is induced by an intertwining operator for a rank-one subgroup (Corollary 6.3).
In the case when G is the special orthogonal group or symplectic group, explicit description of R-groups (for square-integrable representations) is given by Goldberg in [13] . Using his result and the relation between standard intertwining operators for σ andσ, we were able to prove that σ andσ have the same R-group, i.e., that the set A(σ, r) | r ∈ R is a basis for C(σ) (Theorem 8.1).
We now give a short summary of the paper. In the second section, we give notation and preliminaries. In the third section, we prove that C(σ) ∼ = C(σ). The fourth section is about the Aubert involution of subrepresentations of i G,M (σ). In the fifth section, we use the induction by intertwining operators to describe standard and normalized operators. The sixth section gives a factorization of intertwining operators. The seventh section describes the relation between standard intertwining operators for σ andσ. In the eighth section, we consider symplectic and special orthogonal group and prove that σ andσ have the same Rgroup.
Preliminaries
In this section, we shall introduce basic notation and recall some results that will be needed in the rest of the paper.
Let G be a split connected reductive p-adic group. We fix a maximal split torus A ∅ of G and a minimal parabolic subgroup P ∅ which has A ∅ as its split component. We denote by W = W (G/A ∅ ) the Weyl group of G with respect to A ∅ .
Denote by Σ the set of roots of G with respect to A ∅ . The choice of P ∅ determines a basis ∆ of Σ (which consists of simple roots). It also determines the set of positive roots Σ + and the set of negative roots Σ − . Let Θ be a subset of ∆. We define Σ Θ to be the subset of roots in the linear span of Θ. Then 
We denote by
Let M = M Θ be the standard Levi subgroup of G corresponding to Θ and let A = A Θ . Denote by X(M ) F and X(A) F respectively the group of all F -rational characters of M and A. Let
be the real Lie algebra of A and
There is a homomorphism (cf. [15] )
for the corresponding character. Let Σ(Θ) be the set of all the roots of (P Θ , A Θ ). For α ∈ Σ, we define α Θ to be the restriction
We say that Θ and Θ are associated [12] if the set W (Θ, Θ ) is not empty. If Θ = Θ , then we set W (Θ) = W (Θ, Θ) and observe that this is a subgroup of W .
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We denote by Alg G the category of all smooth [12] representations of G. We will describe the functors
the functor of parabolic induction and Jacquet functor [9, 12] .
Let R(G) be the Grothendieck group of the category of all smooth finite length representations of G. For a smooth finite length representation π of G, we define s.s.(π) ∈ R(G) to be the sum of the irreducible components of π, each component taken with the multiplicity corresponding to its multiplicity in π. Let π 1 , π 2 ∈ R(G). We write π 1 π 2 if, for each irreducible component ρ of π 1 , the multiplicity of ρ in π 1 is less than or equal to the multiplicity of ρ in π 2 . For smooth finite length representations π 1 and π 2 , we write
Fix two associated subsets Θ and Θ of ∆. 
where n(ν, σ, w) is a normalizing factor. The existence of normalizing factors for square integrable representations was proved by Harish-Chandra [15] . Shahidi [27] described normalizing factors in terms of L-functions and root numbers. We refer to [2] , Theorem 2.1, for the proof of the existence of normalizing factors for any irreducible admissible representation of G. Set
Here wσ is defined in a usual way:
This is an isomorphism between
where η(w 2 , w 1 ) is given by T w2w1 = η(w 2 , w 1 )T w2 T w1 . In this paper, we shall assume that η(w 2 , w 1 ) = 1, ∀w 1 , w 2 ∈ W (σ). This is known for: GSp(2n) , GU (n), and for all principal series of several other groups. 
The R-group is defined for square-integrable representations, using the Plancherel measure. The definition can be found in [3, 13] or [14] . The R-group is a subgroup of W (σ) and its basic properties are given by the following theorem: THEOREM 2.2 (Knapp-Stein, Silberger [21, 25] ). -Let σ be an irreducible square integrable representation of M and let R be the R-group for σ.
(
The Aubert involution
We shall prove that, in the Grothendieck group, an irreducible admissible representation and its Aubert involution have isomorphic intertwining algebras (Corollary 3.4).
THEOREM 3.1 (Aubert [4]). -Define the operator D G on the Grothendieck group R(G) by
D G has the following properties:
where w is the longest element of the set {w
irreducible representations to irreducible representations.
If σ is an irreducible unitary representation of G, we will denote byσ the representation ±D G (σ), taking the sign + or − so thatσ is a positive element of R(G). We will callσ the Aubert involution of σ.
Proof. -The isomorphisms
defined in [22] , map intertwining operators to intertwining operators and give the lemma. ✷ Proof. -According to Lemma 3.2,
This proves the vector spaces isomorphism. To prove isomorphism of algebras, we will show that Hom G (π, π) and Hom G (π , π ) have the same multiplication tables.
First, suppose that π is the direct sum of n equivalent representations. Then
where V 1 , . . . , V n are n copies of the same space.
where ϕ ij is on the ith place. Then {Φ ij | i, j = 1, . . . , n} is a set of n 2 linearly independent intertwining operators, so it is a basis for
Generally, let {σ 1 , . . . , σ k } be the set of equivalence classes of irreducible subquotients of π. Then there exists a decomposition
Let {ϕ mi } i∈Im be a basis for
where ϕ mi is on the mth place. Then
-Let σ be an irreducible admissible representation of M ,σ be the Aubert involution of σ. Then
Proof. -It follows from Theorem 3.1 (2) 
have the same number of irreducible components. The multiplicities are the same becauseˆis an involution (Theorem 3.1(4)). ✷
The Aubert involution of subrepresentations of i G,M (σ)
Let P = M U be the standard parabolic subgroup corresponding to Θ ⊂ ∆ and σ an irreducible supercuspidal representation of M . If p is an irreducible subrepresentation of i G,M (σ), we will prove that i G,M (σ) has a quotient equivalent top (Corollary 4.2).
Denote by P − the opposite parabolic subgroup of P , i.e., the unique parabolic subgroup intersecting P in M . LetP =MŪ be the unique standard parabolic subgroup conjugate to P − [12] ; we can have eitherP = P orP = P .
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Let w l denote the longest element in the Weyl group and w l,Θ the longest element in [12] . SetΘ = w(Θ). ThenP corresponds toΘ. For the unipotent radical U − of P − , we have
According to [12] , Proposition 1.
1) An irreducible representation p is equivalent to a subrepresentation of i G,M (σ) if and only if σ r M,G (p). (2) An irreducible representation q is equivalent to a quotient of i G,M (σ) if and only if
wσ rM ,G (q), where w = w l w l,Θ .
In the proof of Lemma 4.1, we shall use Jacquet modules with respect to non-standard parabolic subgroups, in the notation of [9] : if P = M U is a parabolic subgroup of G, and π is a representation of G, we denote by r U,1 (π) the Jacquet module of π with respect to
Proof. -(1) Follows from [5] , Corollary 4.3. (2) Let q be an irreducible quotient of i G,M (σ). Denote byq the contragredient representation of q. By [12] , Proposition 2.1.11, the functor π →π is contravariant and exact, soq is a
taking the contragredient, we obtainσ r M,G (q). It follows from [12] , Proposition 2.1.10 that σ = σ, so σ r M,G (q). According to [12] , Corollary 4.2.5 and [5] , Corollary 3.4, we have the following
Hence, wσ rM ,G (q). Now, suppose that q is an irreducible representation such that wσ rM ,G (q). Then, applying the same arguments as above, we obtainσ r M,G (q). It follows by 1. thatq is equivalent to a subrepresentation of i G,M (σ). Hence, q is equivalent to a quotient of i G,M (σ). ✷ Proof. -Let p be an irreducible subrepresentation of i G,M (σ). Then σ r M,G (p). Note that w is the longest element in the set {w ∈ W | (w ) −1 (Θ) > 0}. The representation σ is supercuspidal and p is an irreducible subrepresentation of the induced representation i G,M (σ). Therefore, the Jacquet module r w −1 (M),G (p) is supercuspidal. By Theorem 3.1(5), the duality operator D w −1 (M ) acts as multiplication by 1 or −1. Also, it acts on all irreducible components of r w −1 (M),G (p) in the same way. The operatorˆis defined as ±D, to assure that we obtain a positive element in the Grothendieck group. Therefore,
By Theorem 3.1 and the equality above, we have
It follows that wσ r w(M),G (p). Now, Lemma 4.1 tells us thatp is equivalent to a quotient of i G,M (σ). ✷
Standard intertwining operators
In this section, we describe standard and normalized intertwining operators using the parabolic induction by intertwining operators. 
Notice that w(Θ) > 0, so Θ and w(Θ) are associated.
Proof. -Set N = M Ω . Let U ∅ denote the unipotent radical of the minimal parabolic subgroup in N . Then
The standard intertwining operator A N (ν, π, w) is defined as an integral over the set
First, we will prove that
We have
According to [11] , Corollary 4, p. 20, the length of w in W is equal to the length of w in 
Hence,
, n ∈ N , and
are defined by
Also,
Now, we have
be a semisimple representation of the length two. Hence,
there exists a ∈ C, a = 0, such that ϕ(v 1 ) = av 1 , for every v 1 ∈ V 1 . We write ϕ| V1 = a. Now, if ϕ : V → V is an isomorphism, we have
where a, b are nonzero complex numbers. Suppose that ϕ is not equal to a scalar and that ϕ 2 = 1.
Note that {1, ϕ} is a basis for Hom G (π, π).
where V 1 , V 2 are irreducible and V 1 V 2 . Then (up to exchange of indices)
Further (up to exchange of indices),
Let c be a normalizing factor for A N (σ, w α ). Then (Remark 5.1),
We conclude that a = −b and that c is unique up to ±1. We may assume that
Let f ∈ i G,N (V 1 ), f = 0 and let d be a normalizing factor for A G (σ, w α ). We have w
It follows da = ±1. Hence, d is unique up to ±1 and we have
where {i 1 , i 2 } = {1, 2}. This implies
Factorization of standard intertwining operators
Recall the following result (Lemma 2. Proof. -Let S 1 and S 2 be as in the proof of Lemma 2.1.2. in [26] ,
is an injection from S 2 to S 1 and
Recall that, for any w ∈ W , l(w ) = Card{α ∈ Σ + | w (α) < 0}. We conclude that
This implies
The lemma follows by induction on n. ✷ = 0 and q is equivalent to a subrepresentation of i G,M (w 0 σ) . 
is holomorphic at ν = 0 andσ is equivalent to a subrepresentation of i M,M0 (w 0 σ 0 ).
is a scalar if and only if
According to [12] , p. 7, the set [
for any
Notice that w 0 ∈ W Θ and w α (Θ) > 0. Therefore, (1) and (2), we have (1) and (2) to Θ , w 0 and w α , we obtain
It follows from (6) that (4) and (8) give
According to (5), we have
which together with (3) and (7) give
We use the notation of [27] , p. 279, to express the following result of Harish-Chandra [15] :
where µ (w α ν, w α σ, w α ) is the Plancherel measure and γ(N/P ) is a positive constant defined in [27] .
The representation σ 0 is irreducible supercuspidal. It follows from the Langlands classification that σ 0 = exp(ν 0 )τ 0 , where ν 0 ∈ a * M0,C and τ 0 is tempered. Then exp(ν)σ 0 = exp(ν + ν 0 )τ 0 and A N (ν, σ 0 , w α ) = A N (ν + ν 0 , τ 0 , w α ) . As in (11), we have
Since σ is a subrepresentation of i M,M0 (σ 0 ), the operators A N (ν, σ, w α ) and A N (w α ν, w α σ, w 
Now, using (13), (9) and (10), we have
The equality (14) tells us that the restriction of A N (w α w 0 ν, w α w 0 σ 0 , w
In particular, (15) holds on the subspace i N,M ( V ), so
The equalities (11) and (16) imply that A N (ν, σ, w α ) is holomorphic at ν = 0 if and only if A N (ν,σ, w α ) is holomorphic at ν = 0. We will explain it in more detail.
The representation σ is square integrable and the operator A N (ν, σ, w α ) is rank-one, so we may apply results from Section 5.4.2 of [25] .
If From (16), we read that the composition of two standard intertwining operators on an irreducible space is a scalar. Since a standard intertwining operator is not zero, the operators in (16) have no poles at w 0 ν = 0. Now, suppose that w α σ ∼ = σ. According to [25] (11) and (16) are holomorphic at zero.
The R-group for SO (m, F ) and Sp(2m, F )
In this section, G will denote a special orthogonal group or a symplectic group. Let M be the standard Levi subgroup of G corresponding to Θ ⊂ ∆. Let σ be an irreducible square integrable representation of M andσ the Aubert involution of σ. Suppose thatσ is unitary.
From Corollary 3.4, we have
Let R denote the R-group for σ. Then, the set of normalized intertwining operators {A(σ, r) | r ∈ R} is a basis for the commuting algebra C(σ). 
is a basis for the commuting algebra
Remark 8.1. -In the statement of Theorem 8.1, we make the assumption that σ is a square integrable representation such that its Aubert involutionσ is unitary. It is conjectured that the Aubert involution of any unitary representation is unitary (in other words, that the Aubert involution preserves unitarity). This conjecture seems to be very difficult to prove. D. Barbasch and A. Moy in [8] proved the conjecture for representations which have nonzero Iwahori fixed vector, by using the Kazhdan-Lusztig parametrization of such representations.
Proof. -Set [28, 6] , and
where ρ i is a square integrable representation of GL(k i , F ) and τ is a square integrable representation of S k . We haveσ
The R-group for σ is computed in [13] . Let s ∈ O(2m, F ) be the sign change element (denoted by c m in [13] ) which induces the nontrivial automorphism on the Dynkin diagram. As in [13, §6], we consider for G = SO(2m, F ) four cases:
(2) k > 0 and, for i = 1, . . . , n, k i is even or k i is odd and sσ ∼ = σ.
For 1 i n, define
where −1 is on the ith place.
It follows from [13] , Lemma 6.3 and Theorems 6.4, 6.5, that the R-group for σ is a subgroup of the group generated by S. Let
as the direct sum of irreducible components. We know from [16, 13] 
(up to exchange of indices). According to Lemma 7.1, A N (σ, ε n ) is non-scalar. Repeating the same arguments as in the proof of Lemma 5.2, we obtain
and Now, suppose that G = SO(2m, F ) and that M satisfies (3) or (4) . Then, by [13] , R is a subgroup of the group generated by 
(up to ±1).
The other cases (when k = 0, k 1 = 1 or k 2 = 1) can be proved in a similar manner. ✷
