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Abstract
Let A; |A|6 n, be a subset of [0; 1]d, and let L(A; [0; 1]d; p) be the length of the minimal
matching, the minimal spanning tree, or the traveling salesman problem on A with weight
function w(e) = |e|p. In the case 16p¡d, Yukich (Combinatorica 16 (1996) 575) obtained
the asymptotic of 	L(n; d; p) = maxA⊂[0;1]d; |A|6n L(A; [0; 1]
d; p). In this paper we extend his
result to the whole range 0¡p¡∞.
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1. Introduction
Let {X1; : : : ; Xn} be a ;nite subset of a box B=
∏d
i=1 [xi; xi+s], x=(x1; : : : ; xd)∈Rd,
0¡s¡∞, d¿2, and let 0¡p¡∞. A traveling salesman problem (TSP) is to ;nd a
permutation  on {1; : : : ; n} such that
n∑
j=1
|X( j+1) − X( j)|p
=min


n∑
j=1
|X′( j+1) − X′( j)|p : ′ a permutation on {1; : : : ; n}

;
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where |Xi−Xj| is the Euclidean distance between Xi and Xj and where (n+1) := (1)
and ′(n+ 1) := ′(1). Denote the length of an optimal tour on {X1; : : : ; Xn} by
LTSP({X1; : : : ; Xn}; B; p)=
n∑
j=1
|X( j+1) − X( j)|p: (1.1)
In the case |A|61, we de;ne LTSP(A; B; p)= 0: Now, de;ne the worst length of an
optimal tour on n points in [0;1]d by
	TSP(n; d;p)= max
A⊂[0;1]d; |A|6n
LTSP(A; [0;1]d; p):
In the case 16p¡d, Yukich [15] showed that there exists a strictly positive but ;nite
constant TSP(d;p) such that as n→∞
	TSP(n; d;p)
n(d−p)=d
→ TSP(d;p): (1.2)
Asymptotic (1.2) for the TSP functional is not an isolated one. A minimal matching
(MM) problem is to ;nd a permutation  on {1; : : : ; n} such that
[n=2]∑
j=1
|X(2j) − X(2j−1)|p
=min


[n=2]∑
j=1
|X′(2j) − X′(2j−1)|p : ′ a permutation on {1; : : : ; n}

:
Denote the length of an optimal matching on {X1; : : : ; Xn} and the worst length of an
optimal matching on n points in [0;1]d by
LMM({X1; : : : ; Xn}; B; p) :=
[n=2]∑
j=1
|X(2j) − X(2j−1)|p;
	MM(n; d;p)= max
A⊂[0;1]d; |A|6n
LMM(A; [0;1]d; p);
(1.3)
where in the case |A|61, we de;ne LMM(A; B; p)= 0: Note that if the number of
points {X1; : : : ; Xn} of interest is odd, then there is one point unmatched. In particu-
lar, if we are interested in only one point {X1}, there is no match and in this case
LMM({X1}; B; p)= 0.
A minimal spanning tree (MST) on {X1; : : : ; Xn} is a spanning tree T on {X1; : : : ; Xn}
such that
∑
e∈T
|e|p= min
{∑
e∈T ′
|e|p :T ′ a spanning tree on {X1; : : : ; Xn}
}
;
where an undirected edge e=(Xi; Xj) can be visualized as a line segment between Xi
and Xj and in this case |e|= |Xi − Xj| is the length of this line segment. Denote the
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length of an MST T on {X1; : : : ; Xn} and the worst length of an MST on n points in
[0;1]d by
LMST({X1; : : : ; Xn}; B; p) :=
∑
e∈T
|e|p;
	MST(n; d;p)= max
A⊂[0;1]d; |A|6n
LMST(A; [0;1]d; p);
(1.4)
where in the case |A|61, we de;ne LMST(A; B; p)= 0: Then, in the case 16p¡d
Yukich [15] showed that 	MM(n; d;p) and 	MST(n; d;p) have the same rates of conver-
gence as that of 	TSP(n; d;p) where TSP(d;p) is replaced by MM(d;p) and MST(d;p),
respectively. In this paper we extend his result to cover the case 0¡p¡1. The case
d6p¡∞ can be easily handled using the space-;lling curve argument and we provide
this simple argument below in Theorem 3.
Yukich [15] dealt only with 16p¡d, but Snyder [7] and Steele and Snyder [12]
dealt with 0¡p¡d. Snyder [7] and Steele and Snyder [12] studied the MM, the
MST, and the TSP, used special properties of each problem, and got the asymptotic
of 	(n; d;p) in a separate manner with 0¡p¡d. Yukich [15] recognized a common
ground of these three problems. He introduced the dual L∗ and by looking at L and its
dual L∗ simultaneously he reproduced the results of Snyder [7] and Steele and Snyder
[12] in a unifying argument but only with 16p¡d. In this paper, we introduce a new
type of dual L∗ and we extend his result to cover the case 0¡p¡1. We encourage
the reader to invent new types of dual and to get some new results; for example,
can one obtain the results of Snyder [8] or Snyder and Steele [9] using some kind
of dual L∗?
Considerable works have been done on the values of 	(n; d;p). Here are some
records for the TSP in dimension 2 with p=1. For the lower bound, Supowit et al.
[13] show that (see [1]) for the previous record)
(4=3)1=4n1=26	TSP(n; 2; 1):
For the upper bound, Few [2] and KarloK [3] show that (see [14] for the previous
record)
	TSP(n; 2; 1)6((2n)1=2 + 1:75)∧ (0:984(2n)1=2 + 11):
One can ;nd more details in Steele and Snyder [12] and Yukich [16].
Our results are stated below. But, ;rst we would like to spell out the restric-
tions on the Euclidean functional L. We call L∗(A; B; p), A a ;nite subset of a
box B=
∏d
i=1 [xi; xi + s]; x=(x1; : : : ; xd)∈Rd, 0¡s¡∞, d¿2, 0¡p¡∞, a super-
additive Euclidean functional of power p if the following four conditions are
met:
L∗(∅; B; p)= 0 (the zero condition) (1.5)
for y∈Rd and 0¡t¡∞
L∗(y + tA; y + tB; p)= tpL∗(A; B; p) (the homogeneity of order p) (1.6)
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there exists a strictly positive but ;nite constant C1 =C1(d;p) such that for any ;nite
subset A and A′ of a box B
|L∗(A; B; p)− L∗(A′; B; p)|6C1|A
A′|(d−p)=dsp
(the growth condition) (1.7)
and ;nally there exists a strictly positive but ;nite constant C2 =C2(d;p) such that for
a partition {Qj; 16j6md} of [0;1]d into md subboxes of edge length m−1
L∗(A; [0;1]d; p)¿
md∑
j=1
L∗(A∩Qj; Qj; p)− C2md−p
(the superadditivity): (1.8)
We call L(A; B; p) a Euclidean functional of power p if there exists a superadditive
Euclidean functional L∗(A; B; p) of power p such that
	∗L(n; d;p)6(1 + o(1))	L(n; d;p) + o(n
(d−p)=d); (1.9)
	L(n; d;p)6(1 + o(1))	∗L(n; d;p) + o(n
(d−p)=d); (1.10)
where
	L(n; d;p)= max
A⊂[0;1]d; |A|6n
L(A; [0;1]d; p); (1.11)
	∗L(n; d;p)= max
A⊂[0;1]d; |A|6n
L∗(A; [0;1]d; p): (1.12)
We call L∗ the dual of L. Note that L does not have to satisfy the subadditivity, which
is essential for probabilistic counterpart studies considered in Steele [10], Redmond
and Yukich [5,6], and Lee [4]. So, there may be some L which can be analyzed in the
worst case asymptotics using the method in this paper but cannot be used to study the
average case asymptotics using the method in Steele [10], Redmond and Yukich [5,6],
and Lee [4].
Theorem 1 below is essentially in Yukich [15]. However, we change the conditions
from Yukich [15] that L satis;es in order to have the rate of convergence stated in
Theorem 1. These new conditions are direct and easy to check.
Theorem 1. Let L be a Euclidean functional of power 0¡p¡d. Then, there exists a
positive but 1nite constant L(d;p) such that as n→∞
	L(n; d;p)
n(d−p)=d
→ L(d;p): (1.13)
Theorem 2. For L :=LMM; LMST; LTSP and for 0¡p¡d; L is a Euclidean functional
of power p so that (1:13) for L holds. Moreover, the limit L(d;p) is strictly positive.
Remark. Note that L(d;p) depends on L. So, it diKers from problem to problem.
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In the case d6p¡∞, the game is quite simple and the result follows from the
monotonicity.
Theorem 3. For L :=LMM; LMST; LTSP and for d6p¡∞, there exists a strictly
positive but 1nite constant L(d;p) such that as n→∞
	L(n; d;p)→ L(d;p): (1.14)
Proof. By the space-;lling curve argument, one can easily see that for d6p¡∞
	L(n; d;p)6C3:
Look at Section 2.6 of Steele [11] and Section 3.2 of Yukich [16] for the space-;lling
curve argument. Since 	L(n; d;p)6	L(n+ 1; d;p), (1.14) follows. The strict positivity
of L(d;p) is obvious.
There has been considerable work done on the probabilistic counterpart of these
problems. See Redmond and Yukich [5,6] and Lee [4]. See also Steele [11] and Yukich
[16] for surveys.
In Section 2 we use the superadditivity (1.8) of L∗ to prove Theorem 1. The main
part of this paper appears in Section 3. In Section 3, we introduce a new type of L∗
and using this new L∗ we show that Theorem 2 holds even for the case 0¡p¡1
which Yukich [15] could not handle with his own L∗.
In this paper there are lots of strictly positive but ;nite constants whose speci;c
values are not of interest to us. We denote them by Cj.
2. Proof of Theorem 1
In this section, we prove Theorem 1. The key to the argument is the superadditivity.
One can ;nd the proof essentially in Yukich [15] if he knows Redmond and Yukich
[5,6] and Lee [4]. For the completeness we prove Theorem 1 here. Note again that L
does not have to be subadditive.
Proof of Theorem 1. Since L is a Euclidean functional of power 0¡p¡d, there ex-
ists a superadditive Euclidean functional L∗ of power p which satis;es (1.9)–(1.10).
Let
L(d;p)= lim sup
n→∞
	∗L(n; d;p)
n(d−p)=d
: (2.1)
By zero condition (1.5), growth condition (1.7), and by the de;nition of 	∗L(n; d;p),
(1.12), we see that 06	∗L(n; d;p)6C1n
(d−p)=d. Therefore, by (2.1) we have
06L(d;p)6C1: (2.2)
Now, take the maximum over the A∩Qj; |A∩Qj|6n to the right-hand side
of superadditivity (1.8). Then, by the de;nition of 	∗L(n; d;p), (1.12) and by the
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homogeneity of order p, (1.6),
	∗L(nm
d; d;p)¿md−p	∗L(n; d;p)− C2md−p
and by dividing both sides by (nmd)(d−p)=d, we have
	∗L(nm
d; d;p)
(nmd)(d−p)=d
¿
	∗L(n; d;p)
n(d−p)=d
− C2
n(d−p)=d
: (2.3)
For any ¿0, by (2.1) we choose n so that
	∗L(n; d;p)
n(d−p)=d
¿L(d;p)− : (2.4)
Moreover, we choose n large so that
C2
n(d−p)=d
6: (2.5)
With this n, by (2.3) we have
	∗L(nm
d; d;p)
(nmd)(d−p)=d
¿L(d;p)− 2: (2.6)
For nmd6l¡n(m+1)d, by the de;nition of 	∗L(n; d;p), (1.12) we have 	
∗
L(l; d;p)¿	
∗
L
(nmd; d;p) and hence by (2.6) we have for large m
	∗L(l; d;p)
l(d−p)=d
¿
	∗L(nm
d; d;p)
l(d−p)=d
¿
	∗L(nm
d; d;p)
(nmd)(d−p)=d
(nmd)(d−p)=d
(n(m+ 1)d)(d−p)=d
¿ L(d;p)− 3: (2.7)
Therefore, we have
lim inf
n→∞
	∗L(n; d;p)
n(d−p)=d
¿L(d;p)− 3:
Since  is arbitrary, lim inf n→∞ 	∗L(n; d;p)=n
(d−p)=d¿L(d;p) and hence by (2.1) we
have
lim
n→∞
	∗L(n; d;p)
n(d−p)=d
= L(d;p): (2.8)
Now, (1.13) follows from (2.8), (1.9)–(1.10), and the positivity of L(d;p) follows
from (2.2).
3. Proof of Theorem 2
To show that L is a Euclidean functional L of power 0¡p¡d, we have to construct
a superadditive Euclidean functional L∗ of power p which satis;es (1.9)–(1.10). The
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successful idea here is to use the boundary freely. For example, let us consider the
TSP. Suppose that there are n cities A in [0;1]d. Then LTSP(A; [0;1]d; 1) is the total
mileage to travel all the n cities. Suppose, however, that there are “free” ways along
the boundary @[0;1]d of [0;1]d in which the government pays the gas. In this case,
we may save some by traveling along the boundary and L∗TSP(A; [0;1]
d; 1) is the total
mileage.
In the case 16p¡d, following Redmond and Yukich [5,6] and Yukich [15] we let
L∗MM(A; B; p) := max{LMM(A∪B; B; p): B a ;nite subset of @B}; (3.1)
L∗MST(A; B; p) :=LMST(A; B; p)∧ max
{∑
j
LMST(Aj ∪{bj}; B; p)
}
; (3.2)
where the maximum is taken over the partition {Aj} of A and bj ∈ @B,
L∗TSP(A; B; p) :=LTSP(A; B; p)∧ max
{∑
j
L˜TSP(Aj ∪{bj; b′j}; B; p)
}
; (3.3)
where the maximum is taken over the partition {Aj} of A and bj; b′j ∈ @B. Note
that when we calculate L˜TSP({X1; : : : ; Xn}; B; p) in (3.3), there are at least two
boundary points in {X1; : : : ; Xn}, and for a ;nite subset {X1; : : : ; Xn} of B with
|{X1; : : : ; Xn}∩ @B|¿2 we de;ne L˜TSP({X1; : : : ; Xn}; B; p) by
L˜TSP({X1; : : : ; Xn}; B; p) := max


n−1∑
j=1
|X( j+1) − X( j)|p

; (3.4)
where the maximum is taken over the permutation  on {1; : : : ; n} such that X(1),
X(n) ∈ @B. Note that in the de;nition of L˜TSP the sum is up to n− 1 so that we travel
free from X(n) to X(1) along the boundary @B. In the case A= ∅ de;ne
L∗MM(∅; B; p)=L∗MST(∅; B; p)=L∗TSP(∅; B; p)= 0: (3.5)
In the case 0¡p¡1, the above boundary Euclidean functionals L∗ do not satisfy
superadditivity (1.8). To ;x this, in any matching, tree, or tour, we do not pay the
full price for an edge (X; Y ) from a boundary point X ∈ @B. For this edge, we pay the
half |X − Y |p=2 of the full price |X − Y |p: For 0¡p¡1 our new boundary Euclidean
functionals L∗ are given by (3.1)–(3.5) where an edge (X; Y ); X; Y ∈ (B\@B), has a
contribution |X − Y |p to the summation as before and where an edge (X; Y ); X ∈ @B
and Y ∈ (B\@B), has a contribution |X − Y |p=2 to the summation.
Proof of Theorem 2. All but (1.10) with 0¡p¡1 have been proved in Redmond and
Yukich [5,6] and Lee [4]. Here we prove (1.10) for the MM with 0¡p¡1. We leave
the cases of the MST and the TSP to the reader as an exercise. One may just follow
the argument of Yukich [15] with suitable modi;cations suggested below.
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Fix  such that
0¡ ¡
1
d− 1 : (3.6)
Let A; |A|6n, be a subset of [0;1]d such that
LMM(A; [0;1]d; p)= 	MM(n; d;p)
and let A′=(1− 2n− )(A− ( 12 ; : : : ; 12 )) + (12 ; : : : ; 12 ). Note that to construct A′ from
the original A, we just translate, scale, and then translate A opposite to the ;rst
translation. So, since by (1.3) LMM satis;es (1.9), the homogeneity of order p, we
have
LMM(A′; [0;1]d; p) = (1− 2n− )pLMM(A; [0;1]d; p)
= (1− 2n− )p	MM(n; d;p): (3.7)
We estimate the number of A′-points matched to the boundary points in an optimal
dual matching. The idea is that if many A′-points are close to each other and if among
these A′-points two points are matched to the boundary points in a dual matching,
then since matching these two points to each other is more economic than matching
to the boundary points, the dual matching of interest is not optimal. In other words, if
many A′-points are close to each other, then in an optimal dual matching at most one
point among these A′-points can be matched to a boundary point. Let D0 = [ 13 ;
2
3 ]
d and
let Dj = [12 − 16 −
∑j
l=1 3
−12−l; 12 +
1
6 +
∑j
l=1 3
−12−l]d; j=1; : : : ; k. Here, we choose
k so that the moat
M := [0;1]d
∖ k⋃
j=0
Dj
has a width of order n− , i.e.,
3−12−k+1¡n− 63−12−k+2: (3.8)
In order to quantify the closeness of the points of interest we partition D0 into boxes
B of edge length 3−12−m and we also partition Dj+1\Dj; j=0; : : : ; k − 1 into boxes B
of edge length 3−12−j−1−m where m is the smallest positive integer such that
1¿2−m
√
d: (3.9)
Suppose that there are many A′-points in a box B and suppose B⊂ (Dj+1\Dj). Suppose
further that among these A′-points in the box B two points X and Y are matched to
the boundary points in a dual matching. Then, since the cost of the point-to-boundary
edge is half to that of the point-to-point edge, matching each of these two points to the
boundary points costs at least 2−1(3−12−j−1)p and hence matching these two points
to the boundary points costs at least (3−12−j−1)p. Now, let us remove the matching
of X and Y to the boundary points and match these two. Then, by removing these
two matching to the boundary we save at least (3−12−j−1)p and by adding a new
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matching between these two points there is an extra cost at most (3−12−j−1−m
√
d)p.
By the choice of m, (3.9) this new dual matching costs less than the original dual
matching and hence the original dual matching of interest is not optimal. One can
draw the same conclusion for the A′-points in a box B with B⊂D0. In other words,
in an optimal dual matching on A′ for each box B there is at most one A′-point
matched to a boundary point. Therefore, the number Nb of A′-points matched to
the boundary points in the optimal dual matching is bounded by the number Nm of
A′-points in the moat M and the number Ns of the above boxes B. Note that by its
construction there are no A′-points in the moat M , i.e., Nm=0. Note also that by
(3.8), Ns is of order n(d−1) , i.e., Ns6C4n(d−1) . Indeed, since the edge length of Dj+1
is 3−1 + 2
∑j+1
l=1 3
−12−l and since we partition Dj+1\Dj; j=0; : : : ; k − 1 into boxes of
edge length 3−12−j−1−m, the number of boxes in Dj+1\Dj is of order(
3−1 + 2
∑j+1
l=1 3
−12−l
3−12−j−1−m
)d−1
and hence the number Ns of boxes considered is by the choice of k, (3.8) of order
k∑
j=1
(
3−1 + 2
∑j+1
l=1 3
−12−l
3−12−j−1−m
)d−1
6
k∑
j=1
(
1
3−12−j−1−m
)d−1
6
2(m+4)(d−1)
2d−1 − 1 n
(d−1) :
Now we match the A′-points using an optimal dual matching on A′ by the following.
We do an optimal dual matching on A′. We delete all the edges to the boundary
points. Then, since there may be one unmatched point in the optimal dual matching on
A′, there are at most Nb + 1 (6Nm + Ns + 1=Ns + 16C5n(d−1) ) unmatched points
left. We do an optimal matching for these unmatched points. Of course, an optimal
matching on A′ performs better than this matching, i.e., by (3.6) and by the de;nition
of 	∗MM(n; d;p) we have
LMM(A′; [0;1]d; p)6 L∗MM(A
′; [0;1]d; p) + C1(Nb + 1)(d−p)=d
6 L∗MM(A
′; [0;1]d; p) + C6n(d−1) (d−p)=d
= L∗MM(A
′; [0;1]d; p) + o(n(d−p)=d)
6 	∗MM(n; d;p) + o(n
(d−p)=d)
and hence (1.10) follows from (3.7).
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