This paper presents a recursive procedure to compute the Moore-Penrose inverse of a matrix A. The method is based on the expression for the Moore-Penrose inverse of rank-one modified matrix. The computational complexity of the method is analyzed and a numerical example is included. A variant of the algorithm with lower computational complexity is also proposed. Both algorithms are tested on randomly generated matrices. Numerical performance confirms our theoretic results.
Introduction
The computation of the generalized inverse of a matrix has been discussed by numerous papers, from Newton types of iterative schemes to finite algorithms. In particular, the finite recursive algorithms have been investigated by several authors [1] [2] [3] [4] . Many of these finite algorithms are based on the computation of the generalized inverse of the rank-one modified matrix.
Our aim is to give a new finite recursive algorithm for computing the Moore-Penrose inverse. The approach is based on the symmetric rank-one updates. The work can be viewed as the generalization of an earlier result on the Moore-Penrose inverse of rank-one modified matrix A + cd * [5, Theorem 3.1.3] . Numerical tests show that our approach is very effective to the computation of Moore-Penrose inverses for rectangular matrices.
Throughout this paper we shall use the standard notations in [5, 6] . and stand for the n-dimensional complex vector space and the set of m matrices over complex field C respectively. For a matrix 
and † * , 1,2, ,
is the rank-one modification of 1 . l A  In the next section we will propose a finite recursive algorithm which effectively computes X l in terms of X l-1 starting from X 0 with the help of the existing rank-one update formulas for the Moore-Penrose inverse. After m iterations,
A A  will be finally reached, resulting in the Moore-Penrose inverse
Our algorithm will never form A l † explicitly and perform any matrix multiplications as stated in (3) at each iteration. Thus it has a low computational complexity. The details of its computational complexity will be included in the paper. To improve its computational complexity, a variant is also proposed. A numerical example is presented in Section 4. We also test and compare the efficiencies of Algorithms 1 and 2 by comparing the CPU times on randomly generated matrices of different sizes.
2. The Finite Recursive Algorithm for Moore-Penrose Inverse
The general result for the Moore-Penrose inverse of a rank-one modified matrix can be found in [5] . For a matrix , , the Moore-Penrose inverse of A + cd * can be expressed in terms of A † , c, and d with six distinguished cases. Our approach is to apply the result to the sequence (3) where each A l is positive semi-definite, β l is real and nonzero in view of Theorem 1 which simplifies the theorem by eliminating three cases. Due to the fact that (
* and v l =u l * from which two of three other cases can be combined into one. Thus, the six cases of [1] are reduced to only two cases. Moreover, the update formulas can be significantly simplified.
and
and In what follows we will frequently employ the fact that a † = a * /||a|| 2 for any non-zero column vector a. We will distinguish two cases in our analysis in view of Theorem 2.
Case 1 (u l ≠ 0). It is easily seen from Theorem 2 that
Note that 
Similarly, we have 
Combining (10) through (13), we have
It is seen from Theorem 2 that
Thus, we have an iterative scheme for y l,t :
y r r z r z r y y y r r z r r z r y r z r r z r r z
For the auxiliary sequence z l,t = A l y l,t , we could multiply A l on both sides of (15) and then simplify the resulted expression. However, in our derivation we employ (5) instead:
which, together with (17) and (18), implies
By following the same token, we can develop an iterative scheme for y l,t : Table 1 records the or much less columns than rows, the second algorithm is extremely effective according to its computational complexity, which is also confirmed by our preliminary numerical tests on randomly generated matrices of different sizes. gorithm on each randomly generated matrix of various sizes. The recorded results coincide with the computational complexity analysis perfectly. Observe that the performances of both algorithms are exactly the same in Test 1 which is expected due to the fact that Algorithm 2 indeed calls Algorithm 1 in this case. However, in the case where m n  as in Tests 2, 3 and, 4, Algorithm 1 is extremely slow as expected from the computational complexity analysis while Algorithm 2 dramatically reduces the number of operations, thus less time needed for solutions.
The idea in this paper may be adopted to calculate the minimum-norm least-squares solution to the system of linear equations A x = b.
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