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Algorithme exact pour le proble`me de
l’inde´pendant faiblement connexe de
cardinalite´ minimum †
Fatiha BENDALI, Jean MAILFERT, Djelloul MAMERI ‡
LIMOS UMR CNRS 6158, Campus Scientifique des Ce´zeaux, 63171 Aubie`re, France
La gestion des communications radios entre des capteurs sans fil de´pend de la topologie mise en place sur le re´seau.
Ge´ne´ralement, on utilise des architectures base´es sur des objets combinatoires issus de la the´orie des graphes comme
les arbres, les ensembles dominants connexes ou faiblement connexes. Dans cet expose´, nous e´tudions la structure alter-
native d’inde´pendant faiblement connexe (weakly connected independent set ou wcis) et pre´cisons ses proprie´te´s. Nous
de´crivons une heuristique qui permet de trouver un wcis rapidement dans un graphe des communications G = (V;E)
connexe, ainsi qu’un algorithme d’e´nume´ration pour la recherche d’un wcis de cardinalite´ minimum. Nous donnons
enfin des re´sultats d’expe´rimentations nume´riques.
Keywords: re´seau de capteurs, inde´pendant faiblement connexe, heuristique, algorithme d’e´nume´ration.
1 Introduction
L’e´tude des re´seaux de capteurs sans fil remonte au de´but des anne´es 90 [FSR09]. Un re´seau de capteurs
est une infrastructure constitue´e par des e´le´ments, les capteurs, dote´s de moyens de communication. Bien
que leurs capacite´s de calcul et de stockage soient limite´es, ceux-ci sont capables d’effectuer des mesures de
phe´nome`nes physiques (tempe´rature, humidite´,...) de manie`re autonome. A la diffe´rence des re´seaux filaires
ou cellulaires, un ensemble de capteurs sans fil ne dispose d’aucune infrastructure connexe pre´de´finie.
La question se pose alors de les organiser en re´seau pour former un syste`me collaboratif et intelligent.
Ge´ne´ralement, on leur associe un graphe non oriente´ connexeG=(V;E). Chaque capteur ainsi que la station
centrale, est repre´sente´ par un sommet de V . Une areˆte e = (u;v) 2 E rend compte de la communication
possible entre deux sommets u et v. Cette liaison de´pend de la puissance d’emission des deux capteurs et de
leur distance euclidienne. La connexite´ dans le graphe de communications G est indispensable pour assurer
l’acheminement de toutes les mesures rassemble´es par les capteurs vers la station de base.
Lorsque le re´seau de capteurs est de grande taille, la consommation e´nerge´tique de ses e´le´ments de-
vient un proble`me crucial pour la survie du syste`me. Une topologie qui permet d’e´viter les envois ou les
receptions multiples de messages entraıˆne une e´conomie d’e´nergie globale qui concourt a` la longe´vite´ du
re´seau. Les architectures classiques tendent a` regrouper les capteurs en assurant les interconnexions entre
les groupes forme´s [JMAX04].
Cette clusterisation de certains ensembles de capteurs a e´te´ mode´lise´e a` l’aide des notions de dominant
connexes ou faiblement connexes applique´es au graphe des communications [JMAX04]. Un dominant D
d’un graphe G est un ensemble de sommets de V tel que tout sommet de VnD est adjacent a` un sommet de
D. Un dominant D de V est connexe si le sous-graphe GD = (V;E(D)) induit par D est connexe. Notons
[D;VnD] l’ensemble des areˆtes de E ayant une extre´mite´ dans D et l’autre dansVnD. Un dominant D est dit
faiblement connexe si le sous-graphe GD = (V;E(D)[ [D;VnD]) est connexe. La principale caracte´ristique
de ces objets combinatoires est de se´lectionner des sommets de V en pre´servant la connexite´ et donc la
circulation des informations dans le graphe. L’inte´reˆt est naturellement de se´lectionner le plus petit nombre
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de tels sommets. Cependant de´terminer un dominant connexe ou faiblement connexe minimum dans un
graphe est NP-Difficile [GJ79, DGH+97].
Dans cet expose´, nous pre´cisons la structure d’inde´pendant faiblement connexe (weakly connected inde-
pendent set ou wcis) de´ja utilise´e dans [AWF03, SBM+09]. Nous de´crivons un algorithme d’e´nume´ration
exact des wcis de cardinalite´ minimum. Nous exposons aussi nos premiers re´sultats nume´riques obtenus par
une heuristique et un algorithme exact.
2 Notations et de´finitions
Nous donnons maintenant quelques notations et de´finitions utilise´es par la suite.
2.1 Notations
E´tant donne´ un graphe non oriente´ connexeG=(V;E), pour u et v2V , dG(u;v) est la longueur minimum,
en nombre d’areˆtes, d’une chaıˆne entre u et v. Notons N(v) le voisinage d’un nœud v ; N(v) = fw 2 V :
dG(v;w) = 1g et N2(v) = fw 2 V : dG(v;w) = 2g. d(v) est la cardinalite´ de N(v) et D(G), (resp. d(G)) est
le degre´ maximum (resp. minimum) du graphe G.
2.2 De´finitions
Soit S un sous-ensemble de V .
– S est un inde´pendant ou stable de G si aucune areˆte de E ne relie deux sommets de S.
– Un inde´pendant S de G est maximal si aucun inde´pendant de G ne le contient strictement.
– Un inde´pendant S de G est faiblement connexe si le graphe GS = (V; [S;VnS]) est connexe.
FIGURE 1: Le graphe G= (V;E) et un wcis de cardinalite´ 4.
Si S est un stable de G, le voisinage de S est N(S) = fw2VnS; 9v2 S : dG(v;w) = 1g. On appelle mwcis(G)
l’inde´pendant faiblement connexe de cardinalite´ minimum dans G.
3 Proprie´te´s et complexite´
3.1 Proprie´te´s
Soit S un inde´pendant faiblement connexe de G= (V;E). On a
i) S est un inde´pendant maximal,
ii) GS = (V; [S;VnS]) est biparti connexe,
iii) Pour tout sous-ensemble propre A de S, il existe un sommet u de A et un sommet v de SnA, tel que
dG(u;v) = 2,
iv) jV (G)j 1D(G)  jSj  (D(G) 1)jmwcis(G)j+1.
les points i) et ii) sont des conse´quences directes de la de´finition. Le point iii) est pre´sent dans [AWF03].
Le point iv) s’obtient en examinant la partition de V induite par un wcis de G.
3.2 Complexite´ de la recherche du wcis de cardinalite´ minimum
Le proble`me de de´cision associe´ au proble`me du wcis de cardinalite´ minimum (MWCISP) se de´finit par :
Proble`me (WCISD) :
Instance : G= (V;E) un graphe non oriente´ connexe et k un entier ;
Question : G contient-il un wcis de taille au plus k ?
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En re´duisant polynomialement le proble`me de de´cision associe´ a` l’ensemble inde´pendant dominant au
WCISD, on obtient le re´sultat :
The´ore`me 1 : WCISD est NP-Complet.
4 Heuristique et Algorithme d’e´nume´ration
Dans cette section, nous de´crivons les principales ide´es de l’heuristique et de l’algorithme d’e´nume´ration
implicite pour la recherche des wcis de cardinalite´ minimum dans G.
4.1 Principe de l’heuristique
L’heuristique utilise´e est gloutonne. Soit M l’ensemble des sommets de l’inde´pendant courant et N(M)
l’ensemble des voisins des sommets dansM. Nous proce´dons a` la se´lection d’un nouveau sommet a` inse´rer
dansM de deux fac¸ons :
– De manie`re de´terministe en se´lectionnant un nouveau candidat u0 2 N2(v) n (M [N(M)) pour un
sommet v de M, selon le crite`re du plus grand nombre de voisins dans V n (M[N(M)).
– De manie`re ale´atoire par un tirage dans un N2(v)n (M[N(M)), avec v 2M.
4.2 Algorithme d’e´nume´ration implicite
L’algorithme d’e´nume´ration nous permet de de´terminer tous les inde´pendants faiblement connexes de G
de cardinalite´ minimum. Il utilise une structure d’arbre binaire. On choisit initialement un sommet u0 de
degre´ d(G), dont l’ensemble des voisins est N(u0) = fu1;u2; : : : ;ud(G)g. L’ordre d’exploration du graphe se
fait sur un premier branchement ou` un sous arbre est associe´ aux wcis contenant u0 et l’autre sous arbre aux
wcis ne contenant pas u0. Dans ce dernier cas, un nouveau branchement est envisage´ avec le meˆme principe
repris sur les jd(G)j voisins de u0, de sorte qu’une line´arisation de l’arbre binaire soit de la forme :
u0; u¯0u1; u¯0u¯1u2; : : : ; u¯0u¯1u¯2 : : : u¯d(G) 1ud(G)
ou` u¯ indique que le sommet u n’est pas dans le sous arbre conside´re´.
Le branchement s’arreˆte dans les cas suivants :
1. Un wcis de cardinalite´ minimum est obtenu.
2. La cardinalite´ de l’ensemble inde´pendant courant de´passe celle du plus petit wcis obtenu jusque la`.
3. La proprie´te´ de dominance n’est plus assure´e.
4. La proprie´te´ de connexite´ n’est plus assure´e.
Ces diffe´rentes configurations nous permettent d’e´tablir le re´sultat suivant :
The´ore`me 2 : L’algorithme d’e´nume´ration implicite re´sout le proble`me d’inde´pendant faiblement connexe
de cardinalite´ minimum avec une complexite´ temps en O(20:6959jV j).
Le tableau ci-apre`s re´sume les re´sultats nume´riques obtenus sur la TSPLIB avec une densite´ D= 10% et
en mesurant les performances suivantes :
– Opt est la solution optimale obtenue par l’algorithme exact, Opt = jmwcis(G)j.
– CPU(s) est le temps d’exe´cution en secondes de l’algorithme exact ou de l’heuristique.
– µ(G) est le nombre de solutions optimales obtenues par l’algorithme exact.
– f est le nombre de nœuds (en millions) de l’arbre d’exploration binaire.
– f1 est le nombre de nœuds (en millions) parcourus avant d’obtenir la premie`re solution optimale.
– H est la solution trouve´e par l’heuristique gloutonne de´terministe et H120s est la solution obtenue par
l’heuristique gloutonne ale´atoire apre`s deux minutes d’exe´cution.
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Instances jV j Opt µ(G) CPU f f1 H CPU H120s H120s OptOpt
kroA100 100 11 76596 789 261 43 13 0.01 12 9%
kroB100 100 11 1954 650 197 74 16 0.01 12 9%
kroC100 100 10 60 973 303 265 13 0.01 12 20%
kroD100 100 11 21074 885 268 5 15 0.00 12 9%
kroE100 100 11 14070 1086 375 342 14 0.00 12 9%
TABLE 1: Re´sultats nume´riques de l’algorithme exact et l’heuristique sur des instances de la TSPLIB
A titre d’exemple, la figure 2 repre´sente le graphe de communications issu du graphe ”kroC100” § en
fixant une puissance uniforme pour tous les capteurs re´alisant une densite´ d’areˆte de 10%. La figure 3
repre´sente l’une, parmi les 60 solutions (topologies) optimales, obtenue par l’algorithme exact.
FIGURE 2: Graphe kroC100 avec une densite´ de 0.1. FIGURE 3: wcis minimum a` 10 sommets
5 Conclusion et perspectives
Dans cet article, nous avons propose´ une heuristique et un algorithme d’e´nume´ration exact pour la re-
cherche d’un inde´pendant faiblement connexe de cardinalite´ minimum. La structure d’inde´pendant fai-
blement connexe assure a` la fois l’inde´pendance, la dominance et la connexite´ dans le graphe re´sultant.
Actuellement, nous comple´tons l’expe´rimentation de notre algorithme exact. Nous espe´rons ame´liorer son
comportement sur les graphes de grande taille graˆce a` une analyse plus fine des configurations. Par ailleurs,
nous e´tudions la recherche du wcis minimum dans des classes particulie`res de graphes.
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