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Abstract. We prove the existence and uniqueness of solutions for a family
of nonlinear parabolic systems related to phase field models taking in account
variations of temperature and the possibility of a general class of nonlinearities.
The present results generalizes in certain aspects the already published ones
in the literature.
1. Introduction
Let Ω ⊂ IRN be a bounded domain and T > 0 a finite constant. We denote
Q = Ω× (0, T ) and∑ = ∂Ω× (0, T ) and consider the following nonlinear parabolic
system 

ut + lφt = ∆u+ f(x, t) in Q,
φt = ∆φ+ F (x, t, φ) + u in Q,
∂u/∂ν = ∂φ/∂ν = 0 on
∑
,
u(x, 0) = u0(x), φ(x, 0) = φ0(x) for all x ∈ Ω,
(1)
that may be used to model the solidification/melting process of pure materials in
the region Ω when one takes in consideration the variations of temperature. Here
the unknowns are the functions u and φ, related respectively to the temperature
distribution of the material and the phase function, called phase-field, used to
distinguish between the liquid and solid phases of the material. F (x, t, φ) in the
phase-field equation is related to the derivative with respect to φ of the atomic in-
teraction potential of the material being considered; f(x, t) is related to the density
of heat sources or sinks, and the constant l > 0 is related to the latent heat. Since
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2 SOLUTIONS FOR PHASE FIELD MODELS
they are not relevant for the purposes the discussion in this article, to simplify the
notation, we assumed values the other material constants to be one; our results
would exactly the same for other values of these constants.
We remark that the nonlinearity in (1) is given by F (x, t, φ) and that to model
different realistic situations one must consider different types of such nonlinearities.
Thus, it is important to understand the behavior of such systems for several classes
of F (x, t, φ), and in particular, to know results on existence of solutions, their
regularity, uniqueness, asymptotic behavior, and so on.
The first rigorous mathematical analysis for a phase-field model as in (1) was
done by Caginalp in [2] by considering the nonlinearity coming from the classical
two-wells potential: F (φ) = (φ−φ3)/2. Along the time other types of non-linearity
were considered, among others are the works of Hoffman and Jiang [5], Bates and
Zheng [1], and Moros¸anu, Motreanu [9, 10] and Caˆrja et all [3] (this last paper
considers the case of non homogeneous boundary conditions).
Our objective in this article is to present a result on existence, uniqueness and
regularity of solutions of system (1) for a class of nonlinearities F (x, t, φ) that
includes the one derived from the two-wells potential in the usual tridimensional
case and is related to the class considered in Moros¸anu and Motreanu [9, 10]. It is a
bit difficult to compare in general terms ours and Moros¸anu and Motreanu’s classes,
but, as we will show, at least for the usual and important subclass of autonomous
and homogeneous nonlinearities, that is, nonlinearities that depend only on φ, our
subclass is strictly larger than the corresponding subclass in [10]. Details of these
comparisons and further commentaries are presented in Section 3.
As for the techniques we use to prove our results, similarly as in the works of
Hoffman and Jiang [5] and Moros¸anu and Motreanu [9, 10], at certain point we use
the Leray-Schauder fixed point theorem.
The paper is organized as follows. In Section 2 we fix the notations, and recall
certain concepts and results that will use later on; in Section 3 we explicitly state
our technical assumptions and our main result concerning existence, regularity and
uniqueness of solutions; we also discuss with some detail the relations between ours
and the results in [9, 10]; in Section 4, we analyze an auxiliary problem related to
the phase-field equation in (1). We remark that the same auxiliary problem was
already treated in [9, 10], but we have to reconsider it because in the present work
we need some new specific arguments. Finally, Section 5 is dedicated to the proof
of our main result.
2. Preliminaries
Let Ω ⊂ IRN be an open and bounded domain with a sufficiently smooth
boundary, ∂Ω ∈ C3 and Q = Ω× (0, T ) the space-time cylinder with lateral surface∑
= ∂Ω× (0, T ). For t ∈ (0, T ], we denote Qt = Ω× (0, t).
Given X,Y Banach spaces, we denote by X →֒ Y the continuous immersion of
X in Y and by X


// // Y the compact immersion of X in Y .
Next, to ease the references, we state the following embedding result for Sobolev
spaces of type W r,sp (Q), which is a particular case of Lemma 3.3 in Ladyzhenskaya
et all [6, pp. 80], obtained by taking l = 1 and r = s = 0 in there.
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Lemma 2.1. Let Ω a domain of IRN with boundary ∂Ω (at least satisfying the cone
property). Then for any function u ∈ W 2,1p (Q) we also have u ∈ Lq(Q), and it is
valid the following inequality
‖u‖Lq(Q) ≤ C‖u‖W 2,1p (Q),
provided that: q = ∞ if p > N+22 ; q ≥ 1 if p = N+22 and q = p(N+2)N+2−2p if p < N+22 .
The constant C depends only on T, p, q,N and Ω.
3. Main result, comparisons and commentaries
For the rest of this article we use the following technical hypotheses:
(H0): f (or g) ∈ Lp(Q) with p ≥ 2, φ0 (or u0) ∈ W 2−2/pp (Ω) such that
∂φ0/∂ν = 0 (or ∂u0/∂ν = 0) on
∑
= ∂Ω× (0, T ).
(H1): There is a constant a0 ∈ IR such that for any (x, t) ∈ Q and z1, z2 ∈ IR,
we have
(F (x, t, z1)− F (x, t, z2))(z1 − z2) ≤ a0(z1 − z2)2.
(H2): There is a function G : Q × IR2 → IR such that for any (x, t) ∈ Q and
z1, z2 ∈ IR, there holds
(F (x, t, z1)− F (x, t, z2))2 ≤ G(x, t, z1, z2)(z1 − z2)2,
where G(x, t, z1, z2) ≤ c0(1 + |z1|2r−2 + |z2|2r−2) with constants c0 and
r ≥ 1.
(H3): For N ∈ IN −{0}, the allowed values of the parameter r in the previous
hypothesis are either any r ≥ 1 when p ≥ (N + 2)/2 or 1 ≤ r < N+2N+2−2p
when p < (N + 2)/2.
(H4): F : Q× IR→ IR is a Caratheodory function, i. e., F (., ., z) is measurable
on Q, ∀z ∈ IR, and F (x, t, .) ∈ C(IR, IR), ∀(x, t) ∈ Q, F (., ., 0) ∈ L∞(Q).
For future use in the comparison with the results of [9], [10], and also to obtain
better regularity results for the solutions, we state below the following results.
Lemma 3.1. Assumption (H2) and (H4) implies that F fulfills the growth condition
|F (x, t, z)| ≤ a(1 + |z|r), ∀(x, t, z) ∈ Q× IR, (2)
where a > 0 is a constant.
Proof: By setting z1 = z and z2 = 0 in (H2), we get
|F (x, t, z)| ≤ |F (x, t, 0)|+G1/2(x, t, z, 0)|z|
≤ |F (x, t, 0)|+ c1/20 (1 + |z|2r−2)1/2|z|, ∀ z ∈ IR.
Since F (., ., 0) ∈ L∞(Q), relation (2) follows.
Lemma 3.2. Assumption (H1) and (H4) implies that for some constant d0 > 0,
F (x, t, z)z ≤ d0(1 + z2), ∀(x, t) ∈ Q, z ∈ IR. (3)
Proof: By setting z1 = z and z2 = 0 in (H1), we get F (x, t, z)z ≤ F (x, t, 0)z+a0z2,
∀ z ∈ IR. Since F (., ., 0) ∈ L∞(Q), we have F (x, t, z)z ≤ ‖F (·, ·, 0)‖2L∞(Q)/2+z2/2+
a0z
2, ∀ z ∈ IR, and the result follows with d0 = max
{
‖F (·, ·, 0)‖2L∞(Q)/2, 1/2 + a0
}
.
The main purpose of the present article is to prove the following result
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Theorem 3.1. Under assumptions (H0)−(H4). Then the problem (1) has a unique
solution (u, φ) ∈ W 2,1p (Q)×W 2,1p (Q). The solution (u, φ) satisfies
‖u‖W 2,1p (Q)+ ‖φ‖W 2,1p (Q) ≤ C(1+ ‖φ0‖W 2−2/pp (Ω)+ ‖u0‖W 2−2/pp (Ω)+ ‖f‖Lp(Q)), (4)
where the constants C depends only |Ω|, α, T, p, r, c0, a, d0.
The proof of this result will be given in Section 5. But before proceeding with
the preparation for such proof, in the following we will compare ours and the corre-
sponding results in the articles by Moros¸anu and Motreanu [9], [10]; just concerning
the class of nonlinearities being considered, we also briefly compare ours with the
one in the article by Caˆrja et all [3].
In the paper of Moros¸anu and Motreanu [9], the authors used the following
assumptions about the non-linearity F :
(M1): There is a constant a0 ∈ IR such that for any (x, t) ∈ Q and z1, z2 ∈ IR
there holds
(F (x, t, z1)− F (x, t, z2))(z1 − z2) ≤ a0(z1 − z2)2.
(M2): There is a function F : Q × IR2 → IR such that for any (x, t) ∈ Q and
z1, z2 ∈ IR, we have
(F (x, t, z1)− F (x, t, z2))2 ≤ F (x, t, z1, z2)(z1 − z2)2,
where F (x, t, z1, z2) ≤ c0(1 + |z1|2r−2 + |z2|2r−2), with some constants c0
and r ≥ 1.
(M3): There exist functions k and h such that F (x, t, z) = k(x, t, z) − h(z),
∀(x, t) ∈ Q, z ∈ IR, where k : Q × IR→ IR is a Caratheodory function, i. e.,
k(., ., z) is measurable on Q, ∀z ∈ IR, and k(x, t, .) ∈ C(IR, IR), ∀(x, t) ∈ Q,
F (., ., 0) ∈ L∞(Q) and h ∈ C1(IR, IR). In addition, the function k and h
verify the assumptions
(i): k(x, t, z)2 ≤ a1h(z)z + a2(1 + z2), ∀(x, t, z) ∈ Q × IR, for some con-
stants a1 > 0, a2 > 0,
(ii): −b0 ≤ h′(z) ≤ b1(1 + |z|r−1), ∀z ∈ IR and 1 ≤ r < (N + 2)/N − 2 if
N > 2, for some constants b0, b1 > 0.
With assumption (M2) the authors proved (2), i.e,
|k(x, t, z)− h(z)| ≤ a(1 + |z|r), ∀ (x, t, z) ∈ Q× IR, where a > 0 is a constant.
Lemma 3.3. The condition (M3)(i) implies the relation
F (x, t, z)z ≤ d0(1 + z2), ∀(x, t) ∈ Q, z ∈ IR,
where d0 is a positive constant. That is, the above condition (M3)(i) implies (3).
Proof: The condition (M3)(i) and Young’s inequality show that
k(x, t, z)z =
( √
2√
a1
k(x, t, z)
)(√
a1√
2
z
)
≤ 1
a1
k(x, t, z)2 +
a1
4
z2
≤ h(z)z + d0(1 + z2),
for all (x, t) ∈ Q and z ∈ IR.
Hence
(k(x, t, z)− h(z))z ≤ d0(1 + z2), ∀(x, t) ∈ Q, z ∈ IR,
and so (3) is established.
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In the paper of Moros¸anu and Motreanu [10], the authors used on non-linearity
F the assumptions (2), (M1), (M2) and
(M4): F (x, t, z)|z|pr−r−1z ≤ α(1 + |z|pr−1) − β|z|pr, for constants α, β > 0
and r ≥ 1 provided
r <
N + 2
N + 2− 2p, if N + 2− 2p > 0.
Remark 3.1. It follows from Lemma 3.3, (M1) and (M2) that the nonlinear-
ity, F (x, t, z) considered in of Moros¸anu and Motreanu [9] satisfies our hypotheses
(H1)− (H4).
In the same way, one can prove that the class of nonlinearity considered in
Moros¸anu [10] also satisfies our hypotheses (H1)− (H4).
As for the paper of Caˆrja et all [3], the authors consider an autonomous non-
linearity F of form
F (φ) = f(φ)− as|φ|s−1φ, ∀φ ∈ R,
with as > 0 and s ≥ 3 satisfying
s <
N + 2
N + 2− 2p, if N + 2− 2p > 0,
while f(φ) ∈ C1(R) fulfills, for constants b1, b2 > 0, the following properties:
|f ′(φ)| ≤ b1(1 + |φ|s−2), ∀φ ∈ R
and
(f(φ1)− f(φ2))(φ1 − φ2) ≤ b2(φ1 − φ2)2, ∀φ1, φ2 ∈ R.
In [3, Lemma 1.1] it is proved that F satisfies (M1), (M2) and (M4) with r = s.
Therefore, by just comparing the allowed class of nonlinearities, since [3] is also
concerned with non homogeneous boundary conditions, the nonlinearities in [3] also
satisfies the hypotheses of the present work.
The previous remarks raise the possibility that our results generalize the ones of
[3], [9] and [10]. This in fact is so in the sense to be described in the following.
The results in the present work improve the results of Moros¸anu and Motreanu [9]
in the sense that we have a larger range for the allowed values of the parameter r
appearing in hypothesis (H2). In [9], it is required that 1 ≤ r < (N + 2)/(N − 2),
when N ≥ 3, whereas here, according to (H3) we improves to either any r ≥ 1
when p ≥ (N +2)/2 or 1 ≤ r < (N +2)/(N+2− 2p) when p < (N +2)/2. Observe
that this last condition is exactly the same as in Moros¸anu Motreanu [10], but in
that paper a further restriction on the nonlinearity is required (see (M4)). In fact,
in the following we will give an example of a function satisfying our hypotheses of
nonlinearity but not all the assumptions of (M4) in [10]; this means that, at least
in the autonomous case, our class of nonlinearities is also strictly larger than the
one in [10].
Example 3.1. Fix p > 2 and consider r1, r2 satisfying
1 ≤ r2 < r1 < N + 2
N + 2− 2p, with N + 2− 2p > 0,
r1 < r.
(5)
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Then F : IR→ IR defined by
F (z) = |z|r2−1z − |z|r1−1z, ∀ z ∈ IR, (6)
satisfies the conditions of the present article but does not satisfies (M4).
To check the previous claim, we start by showing that the function F defined
by (6) satisfies our hypothesis (H1), (H2) and (H4) when
r ≥ r1.
From (5), (6) and Mean Value Theorem we have: ∃t0 ∈ (0, 1) such that
(F (z1)− F (z2))(z1 − z2)
= (r2|(1 − t0)z1 + t0z2|r2−1 − r1|(1 − t0)z1 + t0z2|r1−1)(z1 − z2)2,
∀ z1, z2 ∈ IR.
But, the function g(t) = r2|t|r2−1 − r1|t|r1−1 is such that
g(t) ≤ 0, if |t| ≥
(
r2
r1
) 1
r1−r2
and
g(t) ≤ r2
(
r2
r1
) r2−1
r1−r2
+ r1
(
r2
r1
) r1−1
r1−r2
, if |t| <
(
r2
r1
) 1
r1−r2
.
So there exists a constant a0 > 0 such that
g(t) ≤ a0, ∀ t ∈ IR.
Therefore
(F (z1)− F (z2))(z1 − z2) ≤ a0(z1 − z2)2, ∀z1, z2 ∈ IR,
which ensures that our hypothesis (H1) is satisfied.
From (6) and Mean Value Theorem we have
|F (z1)− F (z2)| ≤
∣∣|z1|r2−1z1 − |z2|r2−1z2∣∣+ ∣∣|z1|r1−1z1 − |z2|r1−1z2∣∣
≤ G(z1, z2)|z1 − z2|, ∀z1, z2 ∈ IR,
where
G(z1, z2) = r2 sup
0≤t≤1
|(1− t)z1 + tz2|r2−1 + r1 sup
0≤t≤1
|(1− t)z1 + tz2|r1−1
≤ r2(|z1|+ |z2|)r2−1 + r1(|z1|+ |z2|)r1−1
≤ a(1 + |z1|r1−1 + |z2|r1−1)
≤ a(1 + |z1|r−1 + |z2|r−1), ∀z1, z2 ∈ IR,
for some constant a > 0; which ensures that our hypothesis (H2) is satisfied with
F (x, t, z) = F (z).
Moreover, from (5) and (6) we have constants c1, c2 > 0 such that
|F (z)| ≤ |z|r2 + |z|r1 ≤ c1(1 + |z|r1), ∀z ∈ IR,
and
F (z)z = |z|r2+1 − |z|r1+1 = |z|(|z|r2 − |z|r1) ≤ c2(1 + z2), ∀z ∈ IR,
because, |z|r2 − |z|r1 ≤ 1 if |z| ≤ 1 and by (5), |z|r2 − |z|r1 ≤ 0 if |z| > 1, because
1 ≤ r2 < r1. The last two inequalities ensures that our hypothesis (H4) is satisfied
with F (x, t, z) = F (z).
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Next, we will show that F defined in (6) does not satisfy the assumption (M4)
in Moros¸anu and Motreanu [10] (same as hypothesis (H0) in Caˆrja et all [3]), for
any r1 < r < (N + 2)/(N + 2− 2p).
If 1 ≤ r2 < r1 < r, we will show that F defined in (6) does not satisfy the
inequality (M4).
Indeed, suppose there is α, β such that F satisfies (M4) for all z ∈ IR. On other
hand, we have that
F (z)|z|pr−r−1z = (|z|r2−1z − |z|r1−1z) |z|pr−r−1z
= |z|pr+r2−r − |z|pr+r2−r
Therefore,
|z|pr+r2−r − |z|pr+r1−r ≤ α(1 + |z|pr−1)− β|z|pr,
which can be written as
|z|pr+r2−r + β|z|pr ≤ α(1 + |z|pr−1) + |z|pr+r1−r.
Dividing this last inequality by |z|pr, with z 6= 0, we obtain that
|z|r2−r + β ≤ α
[
1
|z|pr +
1
|z|
]
+ |z|r1−r,
for all z ∈ IR− {0}. This is a contradiction because,
lim
|z|→+∞
|z|r2−r + β = β > 0
and
lim
|z|→+∞
α
[
1
|z|pr +
1
|z|
]
+ |z|r1−r = 0,
because 1 ≤ r2 < r1 < r.
Remark 3.2. If we restrict ourselves to the subclass of autonomous nonlineari-
ties, i.e., nonlinearities of form F (x, t, z) = F (z), our last example shows that our
hypotheses (H1) − (H4) are less restrictive than the hypotheses (M1) − (M4) in
Moros¸anu and Motreanu [10]. By [3, Lemma 1.1] our hypotheses (H1) − (H4) are
less restrictive than the hypotheses [3].
Remark 3.3. By taking N = 3, k(x, t, z) = a(x, t)z + b(x, t)z2, with a, b ∈ L∞(Q)
and h(z) = z3, problem (1) generalizes the parabolic problem studied by Hoffman
and Jiang in [5].
Finally, we will need the following result whose proof can be found in Ladyzhen-
skaya, [6, p. 341].
Proposition 3.1. Assume that f ∈ Lp(Q) and u0 ∈ W 2−2/pp (Ω). Then the linear
problem 

ut −∆u = f(x, t) in Q := Ω× (0, T ),
∂u/∂ν = 0 on
∑
= ∂Ω× (0, T ),
u(x, 0) = u0(x) for all x ∈ Ω,
has a unique solution u ∈ W 2,1p (Q) satisfying the estimate
‖u‖W 2,1p (Q) ≤ C
(
‖u0‖W 2−2/pp (Ω) + ‖f‖Lp(Q)
)
, (7)
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4. An auxiliary problem
We will need results concerning the following auxiliary nonlinear parabolic
boundary value problem:

φt −∆φ = F (x, t, φ) + g(x, t) if (x, t) ∈ Q,
∂φ/∂ν = 0 on
∑
= ∂Ω× (0, T ),
φ(x, 0) = φ0(x) x ∈ Ω.
(8)
Let q give by
q :=


any number ≥ pr if p ≥ N+22 .
any number in
[
pr,
p(N + 2)
N + 2− 2p
)
if p < N+22 .
(9)
Notice that (9) makes sense by (H3).
For this auxiliary problem, we have the following existence and regularity result.
Proposition 4.1. Assume that conditions (H0) − (H4) hold. Then problem (8)
admits a unique solution φ ∈W 2,1p (Q) satisfying the estimate
‖φ‖W 2,1p (Q) ≤ C(1 + ‖φ0‖W 2−2/pp (Ω) + ‖g‖Lp(Q)), (10)
where C is a constant which depends only |Ω|, T, p, r, a, a0, a1, a2, b0.
If φ1, φ2 are solutions of (8) corresponding to φ01, φ02 ∈ W 2−2/pp (Ω) (instead of
φ0) and g1, g2 (in place g), respectively, with ‖φ1‖W 2,1p (Q), ‖φ2‖W 2,1p (Q) ≤M , then
‖φ1 − φ2‖W 2,1p (Q) ≤ C
(
‖φ01 − φ02‖W 2−2/pp (Ω) + ‖g1 − g2‖Lp(Q)
)
, (11)
where C is a constant which depends only |Ω|, T,M, p, r, a, a0, a1, a2, b0.
4.1. Preparatory results. To prove Proposition 4.1, we will apply the Leray-
Schauder’s fixed point theorem. For this, let us define the nonlinear operator
L : Lpr(Q)× [0, 1] → Lpr(Q)
(w, λ) → L(w, λ) = φ, (12)
where φ is the solution of the linear problem

φt −∆φ = λ(F (x, t, w) + g(x, t)) in Q,
∂φ/∂ν = 0 on
∑
,
φ(x, 0) = φ0(x) for all x ∈ Ω.
(13)
First of all, we have to check that L is well defined. In fact, according to (2)
we have F (·, ·, w(·)) ∈ Lp(Q), ∀w ∈ Lpr(Q). Then F (·, ·, w(·)) + g ∈ Lp(Q). Since
λ(F (·, ·, w(·))+ g) ∈ Lp(Q), by the Lp-theory (see Ladyzhenskaya, [6, pp. 341]), we
have that there exists a unique solution φ ∈ W 2,1p (Q) of problem (13). It follows
from (H3), (9) and Lemma 2.1 that W
2,1
p (Q) →֒ Lpr(Q), and thus L is well defined.
Next, we prove that L has suitable properties.
Lemma 4.1. The mapping L : Lpr(Q) × [0, 1] → Lpr(Q) defined in (12) has the
following properties:
(i): L(·, λ) : Lpr(Q) → Lpr(Q) is compact for every λ ∈ [0, 1], i.e., it is
continuous and maps bounded sets into relatively compacts sets.
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(ii): For every ǫ > 0 and every bounded set A ⊂ Lpr(Q) there exists δ > 0
such that
‖L(w, λ1)− L(w, λ2)‖Lpr(Q) < ǫ,
whenever w ∈ A and |λ1 − λ2| < δ.
Proof: We start with the proof of (i). To prove the continuity of L(·, λ), let us
consider w1, w2 ∈ Lpr(Q) and φ1 = L(w1, λ), φ2 = L(w2, λ) the corresponding
solutions. From (12) and (13), we obtain

(φ1 − φ2)t −∆(φ1 − φ2) = λ(F (x, t, w1)− F (x, t, w2)) in Q,
∂(φ1 − φ2)/∂ν = 0 on
∑
,
(φ1 − φ2)(x, 0) = 0 for all x ∈ Ω.
If w is in Lpr(Q), from Lemma 3.1, F (·, ·, w) is in Lp(Q). As above, the Lp-theory
implies the estimate
‖φ1 − φ2‖W 2,1p (Q) ≤ C‖F (x, t, w1)− F (x, t, w2)‖Lp(Q).
Thus the operator L(·, λ) : Lpr(Q)→W 2,1p (Q), given by (12), is continuous. By
the compact embedding W 2,1p (Q) →֒ Lpr(Q) (see Lions [8, pp. 21]), we conclude
that L(·, λ) : Lpr(Q)→ Lpr(Q) is continuous and compact for each fixed λ ∈ [0, 1].
Next, we prove (ii). Let us fix a bounded set A ⊂ Lpr(Q) and consider (φ1, λ1),
(φ2, λ2) ∈ Lpr(Q) × [0, 1] the corresponding solutions of (13), where we take any
w ∈ A. We have From (12) and (13)

(φ1 − φ2)t −∆(φ1 − φ2) = (λ1 − λ2)(F (x, t, w) + g(x, t)) in Q,
∂(φ1 − φ2)/∂ν = 0 on
∑
,
(φ1 − φ2)(x, 0) = 0 for all x ∈ Ω.
The Lq-theory (see Ladyzhenskaya, [[6], pp. 341]) provides the estimate
‖φ1 − φ2‖W 2,1p (Q) ≤ C|λ1 − λ2|(‖F (x, t, w)‖Lp(Q) + ‖g‖Lp(Q)).
From Lemma 3.1 and (9), we have that
‖φ1 − φ2‖W 2,1p (Q) ≤ C(A, ‖g‖Lp(Q))|λ1 − λ2|,
where C(A, ‖g‖Lp(Q)) is a bounded constant because A is a bounded set.
The proof of (ii) then follows from Lemma 2.1, (9) and the last inequality by
taking δ = ǫ/2C(A, ‖g‖Lp(Q)) for each fixed ǫ > 0.
In the next result, we prove estimates for any possible fixed points of L(·, λ).
Lemma 4.2. Suppose that assumptions (H0) − (H4) are satisfied. Then, there
exists a number ρ > 0, such that any fixed point φ ∈ Lpr(Q) of T (·, λ) for any
λ ∈ [0, 1], i. e., T (φ, λ) = φ for some λ ∈ [0, 1], satisfies
‖φ‖Lpr(Q) < ρ; (14)
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Proof: Let φ ∈ Lpr(Q) a fixed point of T (·, λ) for some λ ∈ [0, 1]. Then, φ solves
the problem 

φt −∆φ = λ(F (x, t, φ) + g(x, t)) in Q,
∂φ/∂ν = 0 on
∑
,
φ(x, 0) = φ0(x) for all x ∈ Ω.
(15)
Denote
Qt = Ω× (0, t), t ∈ (0, T ].
By multiplying first equation in (8) by φ, integrating over Qt, using Lemma 3.3,
Green’s formula and Young’s inequality, we obtain
1
2
∫
Ω
φ2(t)dx +
∫
Qt
|∇φ|2dxds
≤ 1
2
(
‖φ0‖2L2(Ω) + ‖g‖2L2(Q)
)
+
1
2
∫
Qt
φ2dxds+
∫
Qt
F (x, s, φ)φdxds.
In view of (3), we get further
1
2
∫
Ω
φ2(t)dx +
∫
Qt
|∇φ|2dxds ≤ C1
(
1 + ‖φ0‖2Lp(Ω) + ‖g‖2Lp(Q)
)
+ C2
∫
Qt
φ2dxds
where C1 and C2 denote positive constants. By Gronwall’s inequality, we arrive at
1
2
∫
Ω
φ2(t)dx+
∫
Qt
|∇φ|2dxds ≤ C0
(
1 + ‖φ0‖2W 2−2/pp (Ω) + ‖g‖
2
Lp(Q)
)
, ∀ t ∈ (0, T ].
(16)
As F (·, ·, φ) + g ∈ Lp(Q). By the Lp-theory (see Ladyzhenskaya, [6, pp. 341],)
we have that
‖φ‖W 2,1p (Q) ≤ C
(
1 + ‖φ0‖
W
2− 2
p
p (Ω)
+ ‖F (·, ·, φ)‖Lp(Q) + ‖g‖Lp(Q)
)
.
By using q ≥ pr and the convexity of | · |p/r and Lemma 3.1, we get
‖F (·, ·, φ)‖Lp(Q) ≤ C‖F (·, ·, φ)‖Lq/r(Q) ≤ C(1 + ‖φ‖Lq(Q))
Next, by (9) and Lemma 2.1, we have the sequence of imbeddings
W 2,1p (Q)


// // Lq(Q) →֒ L2(Q),
where the first immersion is compact by Lions [8, pp. 21, Remark 2.3]. The inter-
polation inequality yields that for all ǫ > 0, there exists C(ǫ) > 0 such that
‖v‖Lq(Q) ≤ ǫ‖v‖W 2,1p (Q) + C(ǫ)‖v‖L2(Q), ∀v ∈W 2,1p (Q).
From (16) and of the two last inequalities, we derive that
(1 − ǫC)‖φ‖W 2,1p (Q) ≤ C
(
1 + ‖φ0‖
W
2− 2
p
p (Ω)
+ ‖φ0‖W 12 (Ω) + ‖g‖Lp(Q)
)
,
where ǫ > 0 is small enough such that 1− ǫC > 0. So we get
‖φ‖W 2,1p (Q) ≤ C
(
1 + ‖φ0‖
W
2− 2
p
p (Ω)
+ ‖g‖Lp(Q)
)
. (17)
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From (9), Lemma 2.1 and (17), we have
‖φ‖Lpr(Q) ≤ C
(
1 + ‖φ0‖
W
2− 2
p
p (Ω)
+ ‖g‖Lp(Q)
)
, (18)
which leads to the conclusion that the claim in (14) holds true.
4.2. Proof of Proposition 4.1. From Lemma (4.2), we know the existence of a
number ρ > 0 which satisfies the property stated in (14) and we have that the linear
heat equation, φ − T (φ, 0) = 0, admits a unique solution, i.e., the unique solution
of 

φt −∆φ = 0 in Q,
∂φ/∂ν = 0 on
∑
,
φ(x, 0) = φ0(x) for all x ∈ Ω.
It follows from Leray-Schauder’s fixed point theorem (see Friedman [4, pp. 189,
Theorem 3]) that the problem
φ− T (φ, 1) = 0, (19)
has a solution φ.
It follows from (12) that φ is a solution of the problem (8); from Lemma 4.2 and
(17) we have φ ∈W 2,1p (Q) and
‖φ‖W 2,1p (Q) ≤ C1
(
1 + ‖φ0‖
W
2− 2
p
p (Ω)
+ ‖g‖Lp(Q)
)
.
Since by hypothesis, φ1, φ2 ∈ W 2,1p (Q) solve (8), respectively with φ01, φ02 and
g1, g2 , φ1 − φ2 ∈ W 2,1p (Q) and satisfies

(φ1 − φ2)t −∆(φ1 − φ2) = F (x, t, φ1)− F (x, t, φ2) + g1 − g2 in Q,
∂(φ1 − φ2)/∂ν = 0 on
∑
,
(φ1 − φ2)(x, 0) = φ01 − φ02 for all x ∈ Ω.
(20)
By multiplying the first equation in (8) by |φ1 − φ2|p−2(φ1 − φ2), integrating
over Qt, and using Green’s theorem, we obtain
1
p
∫
Ω
|φ1 − φ2|p(t)dx+ (p− 1)
∫
Qt
|∇(φ1 − φ2)|2|φ1 − φ2|p−2dxds
≤ 1
p
∫
Ω
|φ01 − φ02|pdx+ 2
p
p
∫
Q
|g1 − g2|pdxds+ p− 1
p
1
2
p
p−1
∫
Qt
|φ1 − φ2|pdxds
+
∫
Qt
(F (x, s, φ1)− F (x, s, φ2)) |φ1 − φ2|p−2(φ1 − φ2)dxds.
Due to assumption (H1) and Gronwall’s inequality, it results
‖φ1 − φ2‖pLp(Ω) ≤ C(T, r, p)
(
‖φ01 − φ02‖pLp(Ω) + ‖g1 − g2‖pLp(Q)
)
(21)
According to (9) and Lemma 2.1, we have φ1, φ2 ∈ Lpr(Q), which in conjunction
with relation (2) yields that F (·, ·, φ1)−F (·, ·, φ2) ∈ Lp(Q). By applying Lp−theory
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to the problem (20) and by using (H0), we get the estimate
‖φ1 − φ2‖pW 2,1p (Q) ≤ C(|Ω|, T,N)
×
(
‖φ01 − φ02‖p
W
2−2/p
p (Ω)
+ ‖F (·, ·, φ1)− F (·, ·, φ2)‖pLp(Q) + ‖g1 − g2‖pLp(Q)
)
(22)
The inequality q > pr allow us to fix a number m such that
2 ≤ p ≤ qp
q + p− pr ≤ pr < m ≤ q. (23)
Consequently, the next sequence of embeddings holds
W 2,1p (Q) ⊂ Lq(Q) ⊂ Lm(Q) ⊂ Lpr(Q) ⊂ Lp(Q) ⊂ L2(Q). (24)
From (H2), (23) and Ho¨lder’s inequality, with
1
q1
+ 1q2 = 1, where q1 = p/m, q2 =
m/(m− p), we conclude that
‖F (·, ·, φ1)− F (·, ·, φ2)‖Lp(Q) ≤
∥∥∥G(x, t, φ1, φ2)1/2|φ1 − φ2|∥∥∥
Lp(Q)
=
(∫
Q
G(x, t, φ1, φ2)
p/2|φ1 − φ2|pdxdt
) 1
p
≤
(∫
Q
G(x, t, φ1, φ2)
n0/2dxdt
) 1
n0 ‖φ1 − φ2‖Lm(Q),
(25)
where n0 = mp/(m − p). We remark that the previous computations make sense
because G(x, t, φ1, φ2)
n0/2 ∈ L1(Q). Indeed, taking into account the growth condi-
tion in (H2), G(x, t, φ1, φ2) ∈ L
q
2(r−1) (Q), whenever φ1, φ2 ∈ Lq(Q), and by (23) it
is true that
q
r − 1 > n0 > 2. (26)
Then, the inequalities in (26) lead to the claim above. Combining (22) and (25),
we arrive at
‖φ1 − φ2‖pW 2,1p (Q) ≤ C(|Ω|, T,N)
(
‖φ01 − φ02‖p
W
2−2/p
p (Ω)
+‖G(x, t, φ1, φ2)‖1/2
L
n0
2 (Q)
‖φ1 − φ2‖Lm(Q) + ‖g1 − g2‖pLp(Q)
) (27)
In addition, we have for any (x, t) ∈ Q that(
1 + |φ1(x, t)|2r−2 + |φ2(x, t)|2r−2
)n0/2
≤ C(p, r)(1 + |φ1(x, t)|n0(r−1) + |φ2(x, t)|n0(r−1)).
This last relation, inequality (26) and estimate (27) then imply
‖φ1 − φ2‖W 2,1p (Q)
≤ C(|Ω|, T,N)
[
‖φ01 − φ02‖W 2−2/pp (Ω) + ‖g1 − g2‖Lp(Q)
+C(|Ω|, T, r, p, b0)
(
1 + ‖φ1‖r−1Ln0(r−1) + ‖φ2‖
r−1
Ln0(r−1)
) ‖φ1 − φ2‖Lm(Q)]
≤ C(|Ω|, T,N, p, r, b0)
[
‖φ01 − φ02‖W 2−2/pp (Ω) + ‖g1 − g2‖Lp(Q)
+
(
1 + ‖φ1‖r−1Ln0(r−1) + ‖φ2‖r−1Ln0(r−1)
) ‖φ1 − φ2‖Lm(Q)]
≤ C(|Ω|, T,N, p, r, b0)(1 + 2M r−1)
×
[
‖φ01 − φ02‖W 2−2/pp (Ω) + ‖g1 − g2‖Lp(Q) + ‖φ1 − φ2‖Lm(Q)
]
(28)
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Due to the embeddings in (24), the interpolation inequality (see Lions [7, pp. 58,
Lemma 5.1]) yields that for all ǫ > 0, there exists C(ǫ) > 0 such that
‖φ‖Lm(Q) ≤ ǫ‖φ‖W 2,1p (Q) + ‖φ‖Lp(Q), ∀φ ∈ W 2,1p (Q). (29)
Thus, from (21), (28) and (29), we get that
(1− ǫC(|Ω|, T,N, p, r, b0))‖φ1 − φ2‖W 2,1p (Q)
≤ C(|Ω|, T,N, p, r, a0, b0)
[
‖φ01 − φ02‖W 2−2/pp (Ω) + ‖g1 − g2‖Lp(Q)
]
.
(30)
Next, by taking ǫ > 0 such that 1− ǫC(|Ω|, T,N, p, r, b0) > 0, the last inequality
implies the estimate (11), completing the proof of Proposition 4.1.
5. Proof of the main result
5.1. Preparatory results. To prove Theorem 3.1, we will again apply the Leray-
Schauder’s fixed point theorem. Consider the nonlinear operator L defined by
L : Lp(Q)× [0, 1] → Lp(Q)
(g, λ) → L(g, λ) = u, (31)
where u is the unique solution of the following linear parabolic boundary value
problem 

ut −∆u = λ(−lφt + f) in Q,
∂u/∂ν = 0 on
∑
,
u(x, 0) = λu0(x) for all x ∈ Ω,
(32)
with φ the unique solution of the following semilinear parabolic boundary value
problem (see Proposition 4.1)

φt −∆φ = F (x, t, φ) + g in Q,
∂φ/∂ν = 0 on
∑
,
φ(x, 0) = ϕ0(x) for all x ∈ Ω.
(33)
First of all, we observe that the operator L is well defined. In fact, according to
Proposition 4.1, since g ∈ Lp(Q), there is only one solution φ ∈ W 2,1p (Q) of (33).
And since, −lφt + f ∈ Lp(Q), it follows from the Proposition 3.1, that (32) has a
unique solution u ∈ W 2,1p (Q). Therefore, L(g, λ) = u ∈ W 2,1p (Q) ⊂ Lp(Q), and L
is well defined.
Lemma 5.1. The mapping L : Lp(Q)× [0, 1]→ Lp(Q) has the following properties:
(i): L(·, λ) : Lp(Q) → Lp(Q) is compact for every λ ∈ [0, 1], i. e., it is
continuous and maps bounded sets into relatively compacts sets.
(ii): For every ǫ > 0 and every bounded set A ⊂ Lp(Q) there exists δ > 0
such that, whenever g ∈ A and |λ1 − λ2| < δ, there holds
‖L(g, λ1)− L(g, λ2)‖Lp(Q) < ǫ.
Proof: We start by proving (i). To prove the continuity of L(·, λ), let us consider
g1, g2 ∈ Lp(Q) and u1 = L(g1, λ), u2 = L(g2, λ) the corresponding solutions. By
(31) and (32) we derive

(u1 − u2)t −∆(u1 − u2) = −λl(φ1 − φ2)t in Q,
∂(u1 − u2)/∂ν = 0 on
∑
,
(u1 − u2)(x, 0) = 0 for all x ∈ Ω.
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We can then apply the classical Lq-theory (see Ladyzhenskaya, [6, pp. 341]), and
obtain the estimate
‖u1 − u2‖W 2,1p (Q) ≤ C‖(φ1 − φ2)t‖Lp(Q). (34)
Estimate (11) in Proposition 4.1 applied to (33) choosing φ01 = φ02 = φ0 insures
that
‖φ1 − φ2‖W 2,1p (Q) ≤ C‖g1 − g2‖Lp(Q). (35)
From (34) and (35) yield a new constant C > 0 such that
‖u1 − u2‖Lp(Q) ≤ C‖g1 − g2‖Lp(Q), (36)
which implies the continuity of L(·, λ).
Furthermore, L(·, λ) is a compact operator. In fact, from (36) we have that
L(·, λ), regarded as a mapping from the space Lp(Q) into the space W 2,1p (Q), is
continuous. From the compactness of the embedding W 2,1p (Q) →֒ Lp(Q) (see Lions
[8, pp. 21, Remark 2.3]), we conclude that L(·, λ) : Lp(Q) → Lp(Q) is continuous
and compact for each fixed λ ∈ [0, 1].
Next we prove (ii). For this, fix a bounded set A ⊂ Lp(Q); consider λ1, λ2 ∈ [0, 1]
and g ∈ A, and set u1 = L(g, λ1), u2 = L(g, λ2). Then we have

(u1 − u2)t −∆(u1 − u2) = −l(λ1φ1t − λ2φ2t) + (λ1 − λ2)f in Q,
∂(u1 − u2)/∂ν = 0 on
∑
,
(u1 − u2)(x, 0) = (λ1 − λ2)u0 for all x ∈ Ω.
(37)
By an argument similar to that used to derive (35), we get
‖φ1 − φ2‖W 2,1p (Q) ≤ C|λ1 − λ2|‖g‖Lp(Q) ≤ C(A)|λ1 − λ2|. (38)
By applying the classical Lq-theory (see Ladyzhenskaya, [6, pp. 341]), for the
first equation of (37) leads to the inequality
‖u1 − u2‖W 2,1p (Q)
≤ C
(
‖λ1φ1t − λ2φ2t‖Lp(Q) + |λ1 − λ2|‖f‖Lp(Q) + |λ1 − λ2|‖u0‖W 2−2/pp (Ω)
)
≤ C|λ1 − λ2|
(
‖φ1t‖Lp(Q) + ‖u0‖W 2−2/pp (Ω) + ‖f‖Lp(Q)
)
+ Cλ2‖φ1t − φ2t‖Lp(Q).
Now, estimate (10) ensures that ‖φ1t‖Lp(Q) is bounded because A is bounded;
therefore, from (38), we get
‖u1 − u2‖Lp(Q) ≤ C‖u1 − u2‖W 2,1p (Q) ≤ C(A)|λ1 − λ2|.
It follows from (38) and the last inequality the proof of (ii) with δ = ǫ/(2C(A)),
for each fixed ǫ > 0.
In the next result, we prove estimates for any possible fixed points of L(·, λ).
Lemma 5.2. Under assumptions (H0)− (H4), there exists a number ρ > 0, inde-
pendent of λ ∈ [0, 1], with the following property
L(u, λ) = u, for any λ ∈ [0, 1], ⇒ ‖u‖Lp(Q) < ρ. (39)
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Proof: Let us consider u a possible fixed point of L(·, λ). Then u satisfies (32),
where φ is the unique solution of the nonlinear parabolic boundary value problem
(see Proposition 4.1)

φt −∆φ = F (x, t, φ) + u in Q,
∂φ/∂ν = 0 on
∑
,
φ(x, 0) = φ0(x) for all x ∈ Ω.
By Proposition 3.1, u ∈ Lp(Q). Then, by Proposition 4.1, there is a unique
φ ∈ W 2,1p (Q) solving the above problem. In addition, estimate (10) is true with u
replacing g. From (10), we get
‖φt‖Lp(Q) ≤ ‖φ‖W 2,1p (Q) ≤ C
(
1 + ‖φ0‖W 2−2/pp (Ω) + ‖u‖Lp(Q)
)
, (40)
where C is a constant which depends only |Ω|, T, p, r, a, c0, d0.
By multiplying the first equation in (32) by |u|p−2u, integrating over Qt, with
t ∈ (0, T ], and using Green’s formula and Young’s inequality, we obtain
1
p
∫
Ω
|u|p(t)dx + (p− 1)
∫
Qt
|∇u|2|u|pr−2dxds
≤ 1
p
‖u0‖pLp(Ω) +
1
p
∫
Qt
|φt|pdxds + 2(p− 1)
p
∫
Qt
|u|pdxds+ 1
p
∫
Qt
|f |pdxds,
for all t ∈ (0, T ]. By combining (40) (with Qt in place of Q) and the last inequality,
it turns out that
1
p
∫
Ω
|u|p(t)dx+ (p− 1)
∫
Qt
|∇u|2|u|pr−2dxds
≤ 1
p
‖u0‖pLp(Ω) +
C
p
(
1 + ‖φ0‖p
W
2−2/p
p (Ω)
)
+
[
C
p
+
2(p− 1)
p
]∫
Qt
|u|pdxds+ 1
p
∫
Qt
|f |pdxds, ∀ t ∈ (0, T ].
By using Gronwall’s lemma in last inequality, we obtain a positive constant
C = C(|Ω|, T, p, r, a, c0, d0) such that
‖u‖Lp(Q) ≤ C(1 + ‖u0‖Lp(Ω) + ‖φ0‖W 2−2/pp (Ω) + ‖f‖Lp(Q)). (41)
By taking for instance ρ = C(1+ ‖u0‖Lp(Ω)+ ‖φ0‖W 2−2/pp (Ω)+ ‖f‖Lp(Q))+ 1, we
then have property (39).
5.2. Proof of Theorem 3.1. From Lemma (5.2), we know the existence of a
number ρ > 0 which satisfies the property stated in (39); moreover, any fixed point
u¯ corresponding to λ = 0, that is, u¯ satisfying L(u¯, 0) = u¯, is exactly the solution
of the standard linear heat equation

u¯t −∆u¯ = 0 in Q,
∂u¯/∂ν = 0 on
∑
,
u¯(x, 0) = 0 for all x ∈ Ω,
which has a unique solution.
It then follows from Leray-Schauder’s fixed point theorem (see Friedman [4,
pp. 189, Theorem 3]) that problem
L(u, 1) = u,
has a solution u.
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This implies that equation (32) has a solution u ∈W 2,1p (Q), with a corresponding
φ ∈ W 2,1p (Q) which is the unique solution of (33) with g = u. That is, there is a
solution (u, φ) ∈ W 2,1p (Q)×W 2,1p (Q) of (1), which, by estimate (10) in Proposition
4.1, satisfies
‖φ‖W 2,1p (Q) ≤ C(|Ω|, T, p, r, a, c0, d0)
(
1 + ‖φ0‖W 2−2/pp (Ω) + ‖u‖Lp(Q)
)
. (42)
By using Proposition 3.1 with first equation in (1), combined with the last in-
equality, we get
‖u‖W 2,1p (Q) ≤ C
(
‖u0‖W 2−2/pp (Ω) + ‖φt‖Lp(Q) + ‖f‖Lp(Q)
)
≤ C
(
1 + ‖φ0‖W 2−2/pp (Ω) + ‖u0‖W 2−2/pp (Ω) + ‖u‖Lp(Q) + ‖f‖Lp(Q)
)
.
From this result and (41), we obtain that there is a positive constant C =
C(|Ω|, T, p, r, a, c0, d0) such that
‖u‖W 2,1p (Q) ≤ C(1 + ‖φ0‖W 2−2/pp (Ω) + ‖u0‖W 2−2/pp (Ω) + ‖f‖Lp(Q)). (43)
By collecting the results in estimates (41), (42) and (43), we conclude that there
is a positive constant C = C(|Ω|, T, p, r, a, c0, d0) such that arrive the inequality
‖u‖W 2,1p (Q) + ‖φ‖W 2,1p (Q) ≤ C(1 + ‖φ0‖W 2−2/pp (Ω) + ‖u0‖W 2−2/pp (Ω) + ‖f‖Lp(Q)),
which proves (4).
Next, we prove the uniqueness of the solution.
For this, take (φ1, u1) and (φ2, u2) two solutions as in the statement of Theorem
3.1 corresponding to the same φ0, u0 and f . By denoting u := u1 − u2 and φ :=
φ1 − φ2, we have that u and φ satisfy the following problem:

ut −∆u = −lφt in Q,
φt −∆φ = F (x, t, φ1)− F (x, t, φ2) + u in Q,
∂u/∂ν = ∂φ/∂ν = 0 on
∑
,
u(x, 0) = φ(x, 0) = 0 for all x ∈ Ω.
(44)
To complete the proof, it is enough to show that ‖u‖L2(Q) = 0 and ‖φ‖L2(Q) = 0.
For this, we multiply first equation in (44) by u+lφ, integrate on Qt and use Green’s
formula and Young’s inequality to get
1
2
∫
Ω
(u+ lφ)2(t)dx +
∫
Qt
(|∇u|2 + l∇u.∇φ)dxds = 0.
By multiplying the second equation in (44) by φ, integrating on Qt and using
the Green’s formula (H1) and Young’s inequality, we conclude that
1
2
∫
Ω
φ2(t)dx +
∫
Qt
|∇φ|2dxds
=
∫
Qt
(F (x, s, φ1)− F (x, s, φ2))φ dxds +
∫
Qt
u.φ dxds
≤ C
(∫
Qt
φ2dxds +
∫
Qt
u2dxds
)
.
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Next, by multiplying this last inequality by an arbitrary positive constant A and
adding the result to the previous inequality, we obtain
1
2
∫
Ω
((u + lφ)2 +Aφ2)(t)dx +
∫
Qt
(|∇u|2 + l∇u.∇φ+A|∇φ|2)dxds
≤ C
∫
Qt
(u2 + φ2)dxds,
By using suitably Ho¨lder’s inequality and taking A = 1+ l2 and then Gronwall’s
lemma, we arrive at∫
Ω
(u2 + φ2)(t)dx +
∫
Qt
(|∇u|2 + |∇φ|2)dxds ≤ 0.
Therefore, ‖u‖L2(Q) = 0 and ‖φ‖L2(Q) = 0 and thus, φ1 = φ2 e u1 = u2.
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