Abstract: A three-dimensional Reynolds-averaged Navier-Stokes computational fluid dynamics ͑CFD͒ model is developed for simulating initial mixing in the near field of thermal discharges at real-life geometrical configurations. The domain decomposition method with multilevel embedded overset grids is employed to handle the complexity of real-life diffusers as well as to efficiently account for the large disparity in length scales arising from the relative size of the ambient river reach and the typical diffuser diameter. An algebraic mixing length model with a Richardson-number correction for buoyancy effects is used for the turbulence closure. The governing equations are solved with a second-order-accurate, finite-volume, artificial compressibility method. The model is validated by applying it to simulate thermally stratified shear flows and negatively buoyant wall jet flows and the computed results are shown to be in good overall agreement with the experimental measurements. To demonstrate the potential of the numerical model as a powerful engineering simulation tool we apply it to simulate turbulent initial mixing of thermal discharges loaded from both single-port and multiport diffusers in a prismatic channel and a natural river. Comparisons of the CFD model results with those obtained by applying two widely used empirical mixing zone models show that the results are very similar in terms of both the rate of dilution and overall shape of the plumes. The CFD model further resolves the complex three-dimensional features of such flows, including the complex interplay of the ambient flow and thermal discharges as well as the interaction between each of discharges loaded from multiple ports, which are obviously not accessible by the simpler empirical models.
Introduction
Industrial and municipal thermal wastewater is frequently discharged into natural water bodies such as rivers, lakes, and estuaries by means of outfalls and diffusers, which can impact the quality of the receiving waters and have severe negative effects on the aquatic environment. Efficient initial dilution and mixing is critical to maintaining the water quality and forms the basis for mixing zones that are allocated by regulatory agencies as part of the discharge permitting process. An initial near-field mixing process consists of turbulent jet mixing followed by mixing due to buoyancy effects. Mixing is also influenced by ambient turbulent shear and boundary interaction including flow impingements and dynamic attachments. Far-field mixing occurs after the effluent field has moved out of the influence of near port jet and momentum effects, stabilized at the trapping depth, or reached the surface. This includes continued dilution due to buoyant spreading and passive diffusion depending on turbulent shear production in the ambient flow. Buoyancy delays the transition to far-field passive diffusion and mixing is relatively small in buoyant spreading ͑Jirka et al. 1996͒. Consequently, a comprehensive understanding of hydrodynamic initial mixing processes including boundary interactions of discharged wastewaters is prerequisite for controlling wastewater discharges into, and minimizing the impact on, the aquatics environment.
The initial mixing process is dominated by the momentum of the discharge and buoyancy, and is further complicated by nearby ambient and boundary conditions including diffuser configurations, outfall geometry, and surrounding bathymetry. The complex interaction between ambient conditions and flow phenomena of buoyant jets makes it difficult to understand turbulent initial mixing of thermal discharges in natural water bodies. For the past few decades, intense investigations have been conducted to improve the understanding of initial mixing behavior of effluent discharges and to minimize the impact of wastewaters on environments through experimental studies based on single-port diffusers ͑Rob-erts et al. 1989a ,b,c, 2001͒ and multiport diffusers ͑Huang and Jain 1980 Méndez-Díaz and Jirka 1996; Papps and Wood 1997; Seo et al. 2001; Tian et al. 2006; Daviero and Roberts 2006; Yannopoulos and Noutsopoulos 2006a,b͒. It is noted that most of these experiments were carried out in laboratory flumes and under geometrically simple ambient conditions. The results from these experiments along with further input from field measurements have been used to develop several semiempirical mathematical models, such as CORMIX ͑Jirka et al. 1996͒, Visual Plumes ͑Frick et al. 2003͒, and Roberts, Snyder, and Baumgartner ͑RSB͒ ͑Roberts et al. 1989a . These models ͑collectively referred to as plume models͒ predict steady-state plume trajectories up to the completion of initial dilution near the plume trapping depth or when the plume reaches the surface. Plume models are simple, very efficient to use, and provide reasonable predictions of general plume characteristics under steady-state conditions-such as plume diameter, centerline, and flux-average dilution, and location of the plume and trajectory. As such, these models are widely used today as the engineering work horses for designing outfall projects. It is important to keep in mind, however, that such models are based on analytical simplification of very complex turbulent mixing phenomena and cannot provide details of the highly three-dimensional ͑3D͒ hydrodynamics and temperature distribution in the zone of initial mixing. The plume models are also limited in their ability to characterize in detail the dynamic interaction between buoyant jets from multiple ports.
Computational fluid dynamics ͑CFD͒ modeling has the potential to alleviate the inherent shortcomings of plume models, but CFD studies on initial mixing of outfall and diffuser discharges are remarkably scarce in the literature. Hwang et al. ͑1995͒ simulated initial mixing of a buoyant jet in cross flow of a stably linear stratified environment in a simple geometrical configuration. They employed a Reynolds-averaged Navier-Stokes ͑RANS͒ model with a buoyancy modified k-model. Blumberg et al. ͑1996͒ and Zhang and Adams ͑1999͒ used far-field circulation models to calculate dilutions at outfalls. More recently, Davis et al. ͑2004͒ utilized the commercial code FLUENT to simulate effluent flows and demonstrate the promise of applying CFD models to an initial mixing study. In spite of the promise demonstrated by these studies, however, the full potential of CFD as a powerful engineering simulation tool for complex multiport diffuser problems has yet to be explored and demonstrated. The scarcity of CFD models for such problems should be attributed to the enormous challenges such problems pose to even the most advanced CFD models available today. The major challenge stems from the enormous geometrical complexity of real-life multiport diffusers, which is further exacerbated by the large disparity between the size of a typical diffuser port and the characteristic length scale of the river reach within which the diffuser is placed. Domain decomposition methods with Chimera overset grids, which have recently attracted considerable attention and when they are applied successfully to a variety of hydraulic engineering problems ͑Tang et al. Paik et al. 2004 , they have the potential to tackle and successfully address the aforementioned challenges. Such methods divide a complex flow domain into a number of simpler subdomains that can be added or altered in order to fit arbitrarily complex structures embedded in the flow domain and allow the inclusion of structured grid components. Furthermore, several levels of successively finer overset grids can be embedded locally in certain areas of the computational domain to gradually zoom into smaller spatial scales in order to efficiently tackle flows with multiscale geometrical features. In general, overset grid methods are desirable because they exhibit much of the versatility of unstructured grids when handling complex geometries while retaining a number of desirable features of structured grids, such as easy application of high-order-accurate discretization methods ͑for details, see Tang et al. 2003; Tang 2006͒ . In this study we develop a 3D overset-grid CFD model for simulating turbulent initial mixing of thermal discharges in geometrically complex flow domains consisting of real river bathymetry and multiport diffuser configurations. The present model is based on the numerical model developed by Sotiropoulos and co-workers ͑Tang et al. 2003; to simulate 3D turbulent incompressible flows with coherent-structure resolving turbulence models. The model has been successfully applied to simulate a variety of complex engineering flows, such as flows past bridge piers and other hydraulic structures in natural rivers and flows in hydroturbine drafts, and its computational capability and accuracy extensively have been demonstrated ͑e.g., Paik et al. 2004 . In this work, we seek to explore and demonstrate for the first time the predictive capabilities of our CFD model in simulations of initial mixing of thermal discharges at real-life geometrical configurations and at practical Reynolds numbers ͑R͒. A major emphasis of our work is on the usefulness of the CFD model as a practical engineering design tool. As such, simplicity and overall computational efficiency while addressing most geometrical complexities of the real-life geometries are the guiding principles of our work. For the sake of that, we employ for turbulence closure a simple algebraic mixing length model modified with a Richardson number correction ͑Mason 1989͒. To validate the CFD model we apply it to two flows for which experimental measurements are available: ͑1͒ thermally stratified shear layer flow studied experimentally by Viollet ͑1980͒; and ͑2͒ negatively buoyant wall jet flow for which laboratory measurements were reported by He et al. ͑2002͒ . Note that experimental measurements of buoyant jets accounting for ambient flow and/or surrounding solid wall boundary conditions at high R, which constitute the main emphasis of the present study, are very scarce. For instance, extensive experimental measurements have been published by Papps and Wood ͑1997͒, Tian and Roberts ͑2003͒, Yannopoulos and Noutsopoulos ͑2006a,b͒. These experiments, however, were not deemed suitable as evaluation cases in this study because they either report results at fairly low R or do not incorporate ambient flow effects. Following the validation of the model, we apply it to simulate turbulent initial mixing of buoyant jets from single-port and multiport diffusers in simple rectangular channel with a flat bed. The computed results are compared with those obtained by applying to the same cases two semiempirical mathematical models, CORMIX and Visual Plumes. Finally, we demonstrate the applicability of the model to real-life diffuser geometries by applying it to simulate near-field turbulent mixing of thermal discharges from a complex, multiport diffuser embedded in a natural river reach.
The paper is organized as follows. First, we present the governing equations and summarize the numerical method we employ. Subsequently, we present and discuss the results of the two validation cases. This is followed by the presentation and discussion of the results for the single-port and multiport diffuser geometries. The major findings of this work are summarized in the last section of this paper where directions for future work and further modeling improvements are also provided.
Numerical Methodology

Governing Equations
The computational domain is assumed to be filled with incompressible fluid of a reference density * and viscosity *, where the superscript denotes a dimensional variable. For thermally stratified flows, the density variation in the fluid is caused by the temperature variation. The representative temperatures of hot and cool fluids in the computational flow domain are denoted by T h * and T c * , respectively. When the density variation due to the temperature is sufficiently small, the Boussinesq approximation becomes applicable. The governing equations for thermally stratified flows of a Boussinesq fluid in a gravitational field are the 3D incompressible RANS equations with buoyancy terms based on the Boussinesq approximation and the transport equation for the temperature. In this study, the governing equations are nondimensionalized by the chosen reference length L o * , velocity U o * , temperature T h * and T c * , and molecular viscosity of fluid *. That is, the following scaling is used to nondimensionalize length, velocity, time, and temperature:
The corresponding Reynolds number and the density-adjusted, the so-called densimetric, Froude number F are defined as
where ␤ = volumetric expansion coefficient of the fluid; and g* = gravitational acceleration. By invoking the Boussinesq hypothesis to express the Reynolds stresses in terms of the mean rate of strain tensor, the dimensionless governing equations for thermally stratified flows can be written in strong-conservation form in general curvilinear coordinates as
where
In the equations above, the term Pϭmodified pressure P = p / +2k / 3, where p = piezometric pressure; k = turbulent kinetic energy; u i ͑i =1,2,3͒ = Cartesian velocity components; x i = Cartesian coordinates; J = Jacobian of the geometric transformation J =1/ Det͑‫ץ‬x k / ‫ץ‬ j ͒; x i j = metrics of the geometric transformation; 
In the temperature transport equation, Pr ϭmolecular Prandtl number, which is usually taken as Pr= 7.1 for thermal stratification in water. The turbulent Prandtl number Pr t , the ratio of the turbulent viscosity to the turbulent diffusivity, is set equal to 0.85, which is an acceptable assumption in turbulent shear flows ͑for details, see Shih et al. 2005͒. In this work, the turbulent eddy viscosity t is calculated using the simple standard mixing length model
where S = rate of strain invariant
l m ϭmixing length defined according to Mason ͑1989͒ as follows:
where = von Kármán's constant; z = distance to the nearest wall; z o = roughness length; and l o = mixing length parameter, which limits the rise in mixing length. Away from the wall the length scale can be set equal to a constant length scale l o , which is defined in terms of the prespecified boundary layer thickness as l o = 0.2␦ 99 ͑Durbin and Pettersson Reif 2001͒. In order to incorporate the effects of stratification on turbulent transport, the mixing length eddy viscosity is parametrized according to a local Richardson number by adopting the proposal of Mason ͑1989͒. The modified eddy viscosity adjusted for buoyancy effects becomes
The cell Richardson number Ri is a key nondimensional parameter in the study of mixing in stratified shear flows and is defined as
͑9͒
It is important to choose a proper value of the critical Richardson number Ri c beyond which the turbulent mixing is completely suppressed due to the effect of stable stratification. It has been customary to use Ri c = 0.25 according to the work of Miles ͑1961͒, who employed linear stability analysis to identify the threshold Richardson number above which a laminar stratified flow becomes unstable. More recent works, however, have shown that in modeling turbulent stratified flows Ri c has a value of four times larger than the original value derived from the Miles theorem ͑for details, see Abarbanel et al. 1984; Strang and Fernando 2001͒. According to these recent suggestions, Ri c is chosen equal to 1.0 in this study.
Numerical Methods
The governing equations formulated in generalized, curvilinear coordinates in strong conservation form are solved using a dualtime-stepping artificial compressibility ͑AC͒ iteration method. The AC forms of the governing equations are discretized using a second-order-accurate finite-volume method on a nonstaggered computational grid. The convective terms are discretized using the QUICK scheme, and central differencing is employed for the other terms. The third-order, fourth-difference artificial dissipation method of Sotiropoulos and Abdallah ͑1991͒ is employed for pressure to eliminate odd-even decoupling of the pressure field.
The system of equations is integrated using the pressure-based implicit preconditioner enhanced with the local-time-stepping and V-cycle multigrid method to accelerated convergence. For details about the technical aspects of the model, the reader is referred to Paik et al. ͑2005͒.
The domain decomposition approach with structured, overset ͑Chimera͒ grids is implemented into the CFD model for discretizing arbitrarily complex multiconnected geometries. Since Tang et al. ͑2003͒ previously reported details for the method, only a brief description of the domain decomposition is given in this paper. This method divides a complex domain into a number of simpler subdomains. Subdomains are allowed to arbitrarily overlap with each other and to be discretized using structured, body-fitted, curvilinear grids. Grid components can be added or altered to represent the arbitrary shape of real-life geometries, which permits a great deal of flexibility in the discretization of multiconnected domains. Since each subdomain is discretized using a structured grid, higher-order spatial discretization schemes and efficient temporal integration schemes can be easily implemented. It is also straightforward to selectively cluster the grid near solid surfaces without distorting the rest of the grid system, a feature that is highly desirable in turbulent flow simulations. In this study, we discretize the flow domain including a submerged single-port or multiport diffuser using several overset grids. On each subdomain, an individual set of governing equations are solved. A converged solution to the original flow problem is obtained by iterating on each subdomain and communicating boundary conditions at each boundary interface for connecting the whole computational domain via an interpolation method of Tang et al.
͑2003͒.
For all solid boundaries, we employed a no-slip condition for the velocity, linear extrapolation for the pressure, and a zero-order extrapolation ͑no heat flux͒ for the temperature. The free-surface and lateral boundaries are treated as flat rigid, slip boundaries by specifying a plane-of-symmetry boundary condition. Treating the free surface using the rigid lid approach is a reasonable assumption for the cases studied in this study for which the Froude number of the flow is rather small ͑Nezu and Nakayama 1998͒. We apply a set of characteristics-based, nonreflecting boundary conditions of at the outlet of the computational domain to allow complex vortical structures to exit the computational domain without any distortion.
Model Validation
As mentioned early, the primary aim of this study was to develop a 3D hydrodynamic numerical model for simulating turbulent initial mixing in complex geometrical configurations and at practical Reynolds number ͑R ϳ 10 5 -10 6 ͒. Due to the lack of experimental measurements at these real-life conditions, however, we chose to evaluate the computational model by comparing our numerical results with experimental measurements for two test cases that exhibit the essential physics ͑albeit in simpler geometries and at lower R͒ of the flows we are interested in: ͑1͒ a stratified shear flow studied experimentally by Viollet ͑1980͒; and ͑2͒ negatively buoyant wall jet flow for which experiments were reported by He et al. ͑2002͒. The main purpose of these simulations was to explore the predictive capabilities of the algebraic turbulence model we employed in this work as well as to demonstrate the overall accuracy of the numerics we employed to discretize and solve the governing equations.
Stratified Shear Flow
The schematic representation of the flow studied experimentally by Viollet ͑1980͒ is shown in Fig. 1 . A stable stratified shear flow is set up using a splitter plate that initially delineates two streams: a faster and colder stream at the bottom side and a warmer, slower-moving stream of fluid at the top ͑the subscripts t and b in Fig. 1 refer to top and bottom, respectively͒. The two streams mix in the wake region of the plate where a stably stratified shear layer develops. The governing equations are solved in a computational mesh of 101ϫ 13ϫ 45 nodes in streamwise, width, and depth directions, respectively. Grid sensitivity studies showed that this mesh size is adequate for obtaining grid insensitive solutions. To calibrate and test the numerical model, we carried out simulations for two cases with different densimetric Froude and Reynolds numbers: ͑1͒ F = 0.9, R = 5,000; and ͑2͒ F =5, R = 10,000. The effect of turbulent mixing on the temperature field is pronounced in the latter high F number case whereas turbulence is suppressed in the former lower F case where buoyancy effects dominate.
The numerical solutions for both cases are compared with the measurements of Viollet ͑1980͒ in Figs. 2 and 3, which show the computed and measured temperature and streamwise velocity profiles along the vertical line at selected longitudinal locations. To evaluate the effect of Ri c , solutions computed using both values of 0.25 and 1.0 are included in Figs. 2 and 3. The numerical solution for the first case ͑Fig. 2͒ shows clearly the effects of stable stratification between the upper and lower layers in both the velocity and temperature profiles. The simulation resolves the temperature profiles reasonably well near the middepth region as well as near the surface. It should be noted that the computation with Ri c = 0.25 appears to produce significant discrepancies between the computed and the measured temperature profiles near the middepth region. This trend is more apparent in Fig. 4͑a͒ , which compares the mixing layer depth computed at both values of Ri c and the measurement of Viollet ͑1980͒ for both test cases. These results for the flow dominated by the buoyancy effect demonstrate that setting Ri c = 1.0 is an appropriate choice in simulations of turbulent stratified flows, which is consistent with previous similar findings regarding the physics of stably stratified flows ͑see Abarbanel et al. 1984; Strang and Fernando 2001͒. When F is increased, the strength of the stratification weakens and turbulence dominates over buoyancy, which explains the overall higher degree of vertical mixing observed both in the simulations and the experiment. Consequently, and as shown in Fig. 3 , the distinct sharp interface between the upper and lower layers in the velocity and temperature profiles is smeared out and becomes diffused. However, for the most part, along the flow domain the colder layer continues to remain at the bottom and there is stable temperature stratification. The mixing length model captures the overall trends reasonably well even for this case, but it is clear that its performance deteriorates somewhat at this higher F case relative to the results shown in Fig. 2 , as also shown in Fig. 4 . This finding should not be surprising, however, as with increasing Froude number turbulence mixing dominates, and the simple mixing length model is known to be deficient due to its inherent equilibrium assumptions and lack of history and transport effects even in relatively simple shear flows. These discrepancies not withstanding, however, the performance of the model is very satisfactory especially in the low Froude number case, which is the emphasis of this work.
Negatively Buoyant Wall Jet
The second validation case is the flow of a hot water wall jet against a stream of cooler water in the geometrical configuration shown in ͑2004͒, who employed a RANS turbulence model and large eddy simulation ͑LES͒, respectively. The inlet fluid temperature in the wall jet and the upward channel were 42 and 34°C, respectively. The walls were assumed to be adiabatic. The aspect ratio of the jet was 67:1, and that of the test section was 4:1, so that the flow would be approximately two-dimensional ͑2D͒ in the mean in the middle region of the flow ͑He et al. 2002͒. The Reynolds number for this flow was based on the bulk jet velocity and the jet width. Another important parameter that was varied in the experiments and the simulations is the ratio of the channel velocity to the jet velocity r = U ch / U jet . The simulations of Craft et al. ͑2004͒ and Addad et al. ͑2004͒ were carried out at R = 4,000 ͑based on the bulk jet velocity and the jet width͒ and for two velocity rations, r = 0.077 and 0.15. We simulated the buoyant wall jet flow at the same flow conditions as those used in the aforementioned numerical studies so that we could not only compare our simulations with the experimental data but also gauge the predictive capabilities of our model relative to other more-sophisticated turbulence modeling strategies.
Inlet . It is not trivial to impose outlet conditions in a section with an area contraction, and a comprehensive study about the effects of the outlet conditions on the jet flow is beyond of the scope of this study. Instead of artificially extending the outlet location, therefore, we set the outlet boundary at 1.3 m above the jet nozzle and apply nonreflecting characteristic boundary conditions. Plug flow conditions were imposed at the inlet, and symmetric boundary conditions were applied at the side boundaries in the breadth direction. The grid sensitivity of the computed solutions was examined by carrying out simulations on coarse and fine grids, which consisted of totals of 35,322 and 151,500 grid nodes, respectively. Both grids were discretized using six subdomains to enhance efficiently the grid resolution near the wall jet, as shown in Fig. 5 depicting the fine computational grid.
In Figs. 6 and 7, the numerical solutions for both cases r = 0.077 and 0.15 are compared with the experimental measurements of He et al. ͑2002͒ and the previous numerical results ͑Craft Addad et al. 2004͒ in terms of mean velocity vectors and temperature contours. In Figs. 6 and 7, the velocity vectors computed by the present model are plotted on a reconstructed mesh for visualization. As shown in Figs. 6 and 7, numerical solutions computed by the present model are somewhat sensitive to the grid refinement for both r = 0.077 and 0.15, especially in the temperature distribution. Fine grid simulations appear to yield a slightly higher temperature in the recirculation zone and less distorted velocity fields above the recirculation zone than coarse grid simulations. However, Figs. 6 and 7 confirm that the overall grid sensitivity of the present numerical solutions is not significant compared to the sensitivity to the applied turbulence models. At r = 0.077 the present model appears to underestimate the distance of downward penetration of the wall jet, which is comparable to that obtained by the LES ͑Addad et al. , who applied the LRN k-model along with the standard k-and two secondmoment closure models with different wall function approaches, had observed that the penetration distance of the wall jet is strongly dependent on the turbulence model as well as the treatment of the near wall flow. At r = 0.15 all numerical solutions are in better agreement with the measurement than those at r = 0.077. In terms of the penetration distance of the wall jet, all numerical simulations appear to capture the measurement of approximately Z = −0.1 m. In particular, the present model yields both the velocity vectors and temperature contours, which well agree with the measurements. The LES overestimates the temperature diffusion in the width direction while the LRN k-RANS computation reproduces too high a temperature in the recirculating zone. The velocity vector fields computed by the present model in the region above the recirculation zone are consistent with those by the RANS model, which reveal significant distortion especially at r = 0.077. Although the distance of downward penetration of the wall jet is underestimated at r = 0.077, these results show that the present CFD model yields numerical solutions that are overall acceptable for both cases at given computational resources.
Applications to Diffuser Configurations
In this section we demonstrate the ability of the numerical model to simulate turbulent initial mixing of buoyant jets from singleport and multiport diffusers in a prismatic channel. Since no detailed experimental data are available for these cases, we evaluated the accuracy of the CFD model relative to two inpractice semiempirical mathematical models widely used today: CORMIX ͑Jirka et al. 1996͒ and Visual Plumes ͑Frick et al. 2003͒ . For each case we first describe related computational details, compare the computed CFD solutions with the predictions of the mathematical models, and discuss the 3D physics of the flow revealed by the computational model. To demonstrate the ability of the numerical model to serve as a powerful design and analysis tool in engineering practice, we finally apply the model to simulate the turbulent initial mixing of thermal discharges from a real-life multiport diffuser configuration embedded in a natural river reach and discuss the predicted results.
It is important to note that for all cases we seek to emphasize the practical applicability of the CFD model and for that we show that solutions of acceptable engineering accuracy can be obtained on relatively coarse computational meshes. This facilitates the modeling of essentially all geometrical configurations of the problem ͑from an individual port of a diffuser to the topography of the ambient river reach͒ in a very efficient manner.
Single-Port Discharge in a Prismatic Channel
The first test case is the simulation of the initial mixing zone of a buoyant jet issuing from a single-port built on a pipe lying per-pendicular to the streamwise direction at the bottom of a flat-bed prismatic channel. The port was placed parallel to the streamwise direction with an upwards angle ␣, as shown in Fig. 8 , which depicts the schematic representation of the thermal discharge problem. The computational mesh consisted of three overset grids: Grid A is the background mesh that covers the entire computational domain; Grid B is a polar mesh wrapping around the pipe; and Grid C is the mesh discretizing the subdomain around the diffuser port ͑see Fig. 8͒ . The total number of grid nodes is approximately 350,000. The background computational domain ͑prismatic channel͒, covered by Grid A, is a hexahedron 75 m long, 30 m wide, and 12.3 m high. The diffuser dimensions and the governing parameters defining the various simulated cases are summarized in Table 1 . The R based on the port diameter and the effluent jet velocity is 6.7ϫ 10 5 . As indicated in Table 1 , simulations are carried out for two ambient flow conditions spanning an order of magnitude difference in the approach channel bulk velocity. All simulations are initiated using upstream ambient velocity and temperature data.
In Fig. 9 , the dilution along the plume centerline, the height of the plume centerline, and the plume radius computed at different ambient flow conditions are compared with the predictions of both CORMIX and Visual Plumes-the distance in the horizontal axis of these figures is measured from the port along the streamwise direction. As seen in Fig. 9 , the CFD model yields results that are in good overall agreement with both mathematical models in terms of all three measures of plume spreading rate. For the centerline dilution and plume radius, the CFD results appear to be much closer to those predicted by CORMIX than Visual Plumes. It should be noted here, however, that CORMIX uses length-scale methods to simulate upstream buoyant intrusions and an integral model approach for density current flows ͑Jirka et al. 1996͒, while Visual Plumes does not consider the existence of this physical process. As such, it is not surprising that the CFD results are closer to those obtained by the CORMIX model. These discrepancies notwithstanding, however, the overall agreement between the CFD predictions and the two mathematical models is remarkable, especially when one considers that the CFD model predicts the plume spreading rate from first principles ͑i.e., by solving directly the RANS equations͒, while the mathematical models are based on semiempirical approaches.
The simulated velocity and temperature distributions downstream from the diffuser appear to depend strongly on the ambient flow conditions as shown in Fig. 10 , which shows snapshots of temperature contours computed in a plane across the geometrical center of the port at different ambient velocity components. At low ambient velocity conditions, the effluent jet reaches the free surface without significant distortion of its original direction due to the balance between the ambient velocity magnitude and the buoyancy, while the plume is developed in approximately the inner half of the depth due to the strong effect of the cross flow at high ambient flow condition. Comparison of Figs. 10͑a and b͒ further shows that the buoyancy effect is clearer and thermal discharge is mixed after its discharge from the port mouth in the relatively shorter region downstream from the port at low ambient flow condition than at high ambient flow.
Multiport Discharge in a Prismatic Channel
The second test case is the initial mixing of buoyant discharges from multiple ports submerged in a prismatic channel flow. The channel had a rectangular cross section and constant depth and its dimensions were 760 m wide, 1,830 m long, and 12.3 m deep. A pipe carrying the discharge ports lies on the channel bottom oriented at an angle of 110°to the flow direction and the offshore end of the pipe being 201 m away from the left bank. Fig. 11 shows the geometrical configurations and the layout of the computational overset grids. A total of 10 ports were installed on the pipe with different upward angles ranging evenly from 45°at Port 1 to 18°at Port 10. The ports were identical in shape and size as that in the previous single-port flow. The flow conditions and ports dimensions are summarized in Table 2 . To handle the large disparity in length scales between the channel dimension and the very small multiport diffuser size, several levels of overset grids are employed, as shown in Fig. 11 . The first level of mesh, Grid A, is the background mesh and covers the entire river reach. The second mesh level, Grid B, is a Cartesian grid used to increase spatial resolution in the initial mixing region. The third mesh level, Grid C, is a curvilinear grid constructed to surround the pipe. The fourth mesh level consists of 10 curvilinear subgrids each wrapping around each of the 10 discharge ports. The total number of computational grid nodes was about 180,000. The R based on the port diameter and the effluent jet velocity was 6.7 ϫ 10 5 . The CFD results are compared with the predictions of COR-MIX model in Fig. 12 . The Visual Plumes model was not applied to this problem because it is applicable only to coflowing current conditions where effluent flow is directed in the same general direction as ambient flow, and also it was not appropriate to apply it to diffusers with ports on either side of the outfall. In Fig. 12 , the distance in the horizontal axis is counted from the mouth of Port 1 along the streamwise direction. The plume computed by the CFD model appeared to reach the free surface at the distance of approximately 56 m. Note that CORMIX predictions are obtained by combining solutions calculated separately at two stages ͑near and far fields͒ at the point of the plume attachment to the free surface. Both models appear to predict similar average dilu- Comparison of average dilution, layer depth, and half-width of the plumes computed by present CFD model and CORMIX tion along the longitudinal distance, until the plume reaches the free surface, of which the trend is generally consistent with the single-port discharge case. Unlike the CORMIX prediction, however, the CFD model appears to capture with reasonable accuracy the trend that the plume keeps becoming thinner and wider even after it attaches the free surface. This is a very promising finding in view of the fact that the mesh is already very coarse in the region near the free surface. Though CORMIX and the CFD models yielded overall acceptable results in terms of the layer depth and the half-width of the plume, a distinct discrepancy was observed between the two models. The initial near-field mixing predicted by CORMIX appears to occur only in the vertical direction without the horizontal spreading and the layer depth increases linearly along the longitudinal distance. On the other hand, the CFD model appeared to yield a more physical near-field behavior with the initial mixing occurring in both the vertical and horizontal directions. The initial mixing behavior appears to be controlled by the interplay of discharges from the multiport diffuser and the ambient flow, as depicted in Fig 13. Each thermal discharge loaded from each port of the multiport diffuser interacts with others from adjacent ports as well as with the ambient flow and dilutes in the downstream river reach. The resulting thermal discharge of relatively lower temperature is transported far downstream by the ambient flow and forms a long, horizontally extended tube-like structure, as shown in Fig. 13͑a͒ , which shows computed isosurfaces of the temperature. Because the upward angle gradually decreased from the first to the 10th ports, the size of the plume at a horizontal plane 1.5 m above the center of the pipe ͑just above all of the ports͒ appeared to gradually increase from Port 1 to Port 10, as shown in Fig. 13͑b͒ . The rapid initial mixing of the discharge from the larger upward angled port and farther downstream transport of discharge loaded from the lower angled port also are visible in Fig. 13͑c͒ , which shows temperature contours at the cross section 30 m downstream from the offshore pipe end. Fig. 13͑c͒ further shows that discharges from multiple ports are completely merged, and mixing develops along the border of a tube-like high-temperature region.
Multiport Discharge in a Real-Life River Reach
In this section, the CFD model is applied to simulate a real flow within the zone of initial dilution and the mixing zone at outfall 001 of the Fort-James Wauna Mill facility. The facility discharges treated process wastewater to the Columbia River at River Mile 40.74 through a submerged multiport diffuser. The effluent flow rate averages 33.8 million gallons per day. The bathymetry of the river section and the geometrical configurations were obtained from the National Geophysical Data Center ͑NGDC͒. Elevation contours of the river depth in the computational domain and the geometrical configurations of the multiport diffuser are shown in Fig. 14͑a͒ . The water depth around the diffuser was about 8 m and the maximum depth near the downstream end was approximately 20 m. The river section was about 1,136 m long and at maximum, 990 m wide. The multiport diffuser was submerged near the left bank of the river. The diffuser pipe lies on the bottom of the river and it had an angle of 36°with the normal direction of the left bank ͑actually, the left bank of the bathymetry data͒, as shown in the inset of Fig. 14͑a͒ . Ten ports of different configurations were mounted on the pipe: nine of them on the surface of the pipe and one at the offshore pipe end. Ports 1-9 were distributed evenly at intervals of 24.4 m along the pipe. The diameter, length, and upward angle of each port were distinct from the others. Seven of these nine ports had raisers and the others were simply holes on the pipe surface, representing the present condition of the outfall, as shown in Fig. 14͑a͒ . It was assumed that all of those ports had circular cross sections. Details of geometrical configurations and effluent parameters are listed in Table 3 . The simulated R based on the diameter of Port 1 and the effluent jet velocity at the same port was 7.2ϫ 10 5 . These parameters indicated the mixing near the port was strongly dependent on the turbulence. A Chimera overset grid system with several embedded mesh levels was used to discretize the computational domain as shown in Fig. 14͑b͒ . The first mesh level, Grid A with 17,500 nodes, was used to cover the entire river reach. The second level, Grid B with 150,000 nodes, was employed for the initial mixing region. The third level, Grid C with 76,500 nodes, was constructed to surround the pipe. The fourth level consisted of several subdomains used to discretize each of the discharge ports. The mesh for Ports 1-9 consisted of 4,800 nodes and the mesh for Port 10 consisted of 11,700 nodes. The total number of the computational nodes was 302,000.
Isosurfaces of the temperature of discharges from the multiport Fig. 13 . Snapshots of ͑a͒ isosurfaces of temperature of three different levels ͑white, low; black, high͒ and temperature contours at ͑b͒ a horizontal plane 1.5 m above of the pipe center; and ͑c͒ a cross section 30 m downstream of the offshore pipe end diffuser are plotted in Fig. 15͑a͒ to depict a 3D view of the plume developments. Fig. 15͑a͒ shows a complex interplay of the buoyant jet, the ambient flow, and the pipe in the flow. The highly 3D structure of the flow characterized by the distinct shape of each plume is clearly visible in Fig. 15͑a͒ . The plume from Port 10 is the biggest one and the size of the others strongly depends on both the diameter of each port and its upward angle. Figs. 15͑b and c͒ show temperature contours at a horizontal cross section 1.5 m above the center of the offshore pipe end and at a cross section 10 m downstream from the diffuser center. The irregular distribution of upward angles and sizes of ports gives rise to the distinct distribution of multiple plumes at the horizontal plane. Fig. 15 shows that the jet weakens quickly near the diffuser and temperature distribution downstream from the diffuser strongly depends on the flow rate of thermal discharges. As shown in Fig.   15͑c͒ , the merging of adjacent plumes and the decaying of relatively smaller plumes results in the formation of four distinct plumes at a cross section 10 m downstream from the diffuser forms.
To further demonstrate the predictive capabilities of the CFD model, the computed centerline velocities of the plumes discharged from Ports 1 and 3 are compared with the field measurements ͑AADS 2004͒ in Fig. 16 . Fig. 16 shows that the computed and measured velocity profiles are in reasonable agreement both yielding distinct initial mixing behaviors. The velocity profile along the centerline of the plume discharged from Port 1, which has no raiser and is in direct contact with the incoming flow ͑see Fig. 14͒ , exhibits a characteristic plateau in the immediate vicinity of the port. This plateau is apparently due to the rapid transport of the plume downstream by the incoming flow at the early stage. On the other hand, the centerline velocity along the plume discharged from Port 3, which has a raiser heading for the wake region of the pipe, decreases immediately without any plateau in the profile. These results demonstrate that the near-field mixing of the plume is strongly influenced by ambient flow conditions and underscore the ability of the CFD model to reproduce with reasonable accuracy such complex phenomena. Some small discrepancies between measurements and computations are observed but these could be reasonably attributed to uncertainties in the field measurement and/or the lack of adequate numerical resolutions.
Summary and Conclusions
A 3D CFD model was developed for simulating turbulent initial mixing of thermal discharges from real-life submerged multiport diffusers in natural river reaches and at practical Reynolds numbers. The guiding principle in developing the CFD model was the requirement for it to be useful as a practical engineering design and analysis tool. As such, all modeling choices were dictated by the need to strike the right balance between modeling complexity and sophistication and computational efficiency and ease of implementation in real-life problems. The model solves the RANS equations closed with a simple algebraic eddy viscosity model with a Richardson number correction for buoyancy effects. The geometrical complexity of multiport diffusers and the large disparity in scales between the port size and the size of the ambient river reach are accounted for in an efficient manner using domain decomposition with Chimera overset grids and local grid embedding strategy.
The buoyancy-corrected eddy viscosity model we employed in this work was shown capable of simulating standard stratified flow test cases with accuracy comparable to that obtained using more-sophisticated turbulence closure strategies. For the negatively buoyant wall jet case, in particular, the results obtained using the eddy viscosity model were comparable to those obtained in previous studies using a low Reynolds number kmodel and LES. The well-known deficiencies of eddy-viscosity models, however, did emerge in our simulations of the stratified shear layer flow at high Froude numbers when turbulent mixing dominated the flow and the effects of buoyancy diminished. Nevertheless, for low Froude numbers cases, which are the main emphasis of this work, the local Richardson number correction implemented in the model appeared to work reasonably well and the computed results were overall very satisfactory.
The ability of the CFD model to simulate near-field mixing of discharges from real-life diffuser geometries was demonstrated via a series of computations for progressively more complex cases. Computations for single-port and multiport diffusers at the bottom of a wide prismatic channel as well as simulations for a real-life multiport diffuser at the bottom of a natural river reach demonstrated the power of the overset grid approach to efficiently discretize all relevant geometrical features, from an individual diffuser port to the entire channel containing the diffuser. Comparisons of the computed results with those obtained from widely used today in engineering practice semiempirical mathematical models of near-field turbulent mixing showed that the CFD model yielded results that were very similar to those obtained from the mathematical models. This is an important finding as the results Computed temperature distribution for multiport discharge case in a natural river: ͑a͒ isosurfaces of three different levels; ͑b͒ contours overlaid by stream traces at a horizontal plane 1.5 m above the center of the offshore pipe end; and ͑c͒ contours at a cross section 10 m downstream from the offshore pipe end of the CFD model are based on first principles ͑i.e., the solution of the complete 3D equations of motion and scalar transport͒, while the mathematical models are semiempirical and rely on extensive calibration with laboratory measurements.
It is important to emphasize that all diffuser simulations reported in this paper were carried out on a desktop PC ͑3.2 GHz CPU and 2.00 GB RAM͒ and were completed within less than 10 h. Having demonstrated that the CFD model can yield similar levels of accuracy as state-of-the-art plume models at modest computational costs and on widely available and very affordable computational platforms demonstrates the enormous potential of the model as a powerful engineering design and simulation tool. Note that in addition to the global parameters of plume size and spreading rate that are the only outcomes of the semiempirical plume models, the CFD model also provides complete description of the highly 3D structure of the flow. Therefore, the computational model can yield valuable site-specific information to engineers who design outfall systems and often have to optimize a design to meet a variety of operational and environmental constraints.
Our work focused entirely on steady RANS simulations. Yet it is important to keep in mind the mixing processes in the nearfield of outfall diffusers are dominated by the complex and highly unsteady dynamics of the coherent structures generated as a result of large-scale instabilities of the port jets and their complex interactions with each other and the ambient flow. The computational framework we have developed herein is general and directly applicable to simulate the unsteady coherent dynamics of near-field mixing as we have already demonstrated in several recent papers focusing on the application of this model to simulate complex hydraulic engineering flows with coherent structure resolving turbulence models ͑Paik and Sotiropoulos 2005; . Unsteady simulations, however, will greatly increase the computational cost as they require much finer computational meshes than those used in this study. Demonstrating the predictive capabilities of our model in a coherent-structure-resolving mode is beyond the scope of this work and will be the subject of a future publication currently in preparation.
Finally, it is important to point out that our model is readily applicable to simulate flow and mixing processes in other similar flows, such as thermal discharges in the ocean and the atmosphere. Applications of the model to such problems will not only enhance its versatility and value as an engineering simulation tool but will also broaden the experimental literature that can be used for model validation. Such an undertaking is currently underway and the results will be reported in future communications.
Notation
The following symbols are used in this paper: e j g ϭ unit vector in the direction of gravity acceleration; F ϭ densimetric Froude number; Pr, Pr t ϭ molecular and turbulent Prandtl numbers; p ϭ piezometric pressure; Q ϭ solution vector; R ϭ Reynolds number; R ij ϭ velocity gradient tensor; Ri ϭ Richardson number; r ϭ ratio of jet and ambient flow; S ϭ rate of strain invariant; T h , T c ϭ temperature of hot and cold fluids; t ϭ time; U o ϭ reference velocity scale; U j ϭ contravariant velocity components ͑j =1,2,3͒; u i ϭ Cartesian velocity vector ͑i =1,2,3͒; v, v t ϭ kinematic and turbulent viscosities;
x i ϭ Cartesian coordinates ͑i =1,2,3͒; ␤ ϭ volumetric expansion coefficient; ⌫ ϭ diagonal matrix; ϭ von Kármán constant; ϭ density; j ϭ nonorthogonal curvilinear coordinates; and xj i ϭ metrics of the geometric transformation.
