In the paper, we consider a nonlinear filtering problem of multiscale systems with correlated sensor Lévy noises. First of all, we prove that the slow part of the origin system converges to the homogenized system in the uniform mean square sense. And then based on the convergence result, the nonlinear filtering of the slow part is shown to approximate that of the homogenized system in L 1 sense.
Introduction
Nowadays, more and more high dimensional and complex mathematical models are used in engineering and science(c.f. [1, 2, 4, 6, 7, 11, 12, 13] ). For example, in some climate models, it is common to simulate the dynamics of the atmosphere and ocean on varying spatial grids with distinct time scale separations.
Simultaneously, controlling, estimating and forecasting these models become more and more interesting(c.f. [1, 4, 6, 11, 13] ). Nonlinear filtering problems just mean estimating unobservable and complicated phenomena by observing some low dimensional ones. Thus, by solving some suitable filtering problems, high dimensional and complex models can be controlled and estimated.
In the paper, we are mainly interested in the nonlinear filtering problem of the following multiscale system. For a fixed time T > 0, given a completed filtered probability space (Ω, F , {F t } t∈[0,T ] , P). Consider the following slow-fast system on R n × R m and the observation process on R d : for 0 t T ,
are l-dimensional, m-dimensional and j-dimensional standard Brownian motions, respectively, and p 1 , p 2 are two stationary Poisson point processes of the class
Note that the unobservable processes and the observable one have a correlated part. The type of the multiscale correlated filtering problems usually stems from atmospheric and climatology problems. For example, coupled atmosphere-ocean models provide a multiscale model with fast atmospheric and slow ocean dynamics. In the case of climate prediction, the ocean memory, due to its heat capacity, holds important information. Hence, the improved estimate of the ocean state, which is often the slow component, is of greater interest.
In the paper, we firstly prove that the slow part of the fast-slow system converges to the homogenized system in the uniform mean square sense. And then based on the convergence result, the nonlinear filtering of the slow part is shown to approximate that of the homogenized system in L 1 sense.
It is worthwhile to mentioning our results. Here we prove the uniform mean square convergence stronger than weak convergence in [1, 4, 7] and convergence in probability in [6] . Besides, when f 1 = f 2 = 0, the type of multiscale correlated filtering problems has appeared in [1] . There, when the slow part of the origin system converges to the homogenized system in distribution, Beeson-Namachchivaya showed that the filtering of the slow part also converges to the filtering of the homogenized system in L p sense. Moreover, they only stated the result. Therefore, our result generalizes the result in a manner. Besides, we mention that the rate of convergence for two filterings is not explicitly given since the convergence of the slow part to the homogenized system is mean square and is not any order larger than one.
The paper is arranged as follows. In next section, we consider strong convergence for the fast-slow system. In section 3.2, we define nonlinear filtering problem and then show that the filtering of the slow part converges to that of the homogenize system.
Convergence of some processes
In the section, we study strong convergence for the fast-slow system when ε → 0. 2 2.1. A slow-fast system. Consider the following slow-fast system on R n × R m : for 0 t T ,
We give out our assumptions and state some related results.
where | · | and · denote the length of a vector and the Hilbert-Schmidt norm of a matrix, respectively.
.
and |f 2 (0, 0, u)| L(u).
Under Assumption 1., by Theorem 1.2 in [9] , the system (1) has a unique strong solution denoted by (X ε t , Z ε t ).
The fast equation.
In the subsection, we mainly study the second part of the system (1). First, take any x ∈ R n and fix it. And consider the following SDE in R m :
Under the assumption (
, the above equation has a unique solution Z x t . In addition, it is a Markov process and its transition probability is denoted by p(x; z 0 , t, A) for t 0 and A ∈ B(R m ). We assume:
there exists a unique invariant probability measurep(x, ·) for Z x t such that p(x; z 0 , t, ·) −p(x, ·) var Ce −αt , t > 0,
where · var is the total variance norm and C, α > 0 are two constants independent of z 0 , t. 
Based on the assumptions (
, it holds that Eq.(3) has a unique strong solution denoted as X 0 t . And then we study the relation between X ε and X 0 . To do this, we realize a partition of [0, T ] into intervals of size δ ε > 0, and introduce an auxiliary processes:
for k = 0, · · · , [T /δ ε ], where [·] denotes the integer part of ·. Moreover, we mention the fact that [t/δ ε ] = k for t ∈ [kδ ε , (k + 1)δ ε ).
Proof. By the equations (1)(4), it holds that for s ∈ [kδ ε , (k + 1)δ ε )
Applying the Itô formula to Z ε s −Ẑ ε s and taking the expectation on two sides, we have that
Now, we estimate E|X ε r − X ε kδε | 2 for r ∈ [kδ ε , (k + 1)δ ε ). Note that
So, by the Höld inequality and (H 2 b 1 ,σ 1 ,f 1 ) we obtain that
By inserting (7) in (6), it holds that
The proof is completed. 6 Theorem 2.2. There exists a constant C 0 independent of ε, δ ε such that
Proof. By the equations (1)(3), we know that
And then it holds by the B-D-G inequality and the Höld inequality that
where (H 1 b 1 ,σ 1 ,f 1 ) is used in the third inequality. Next, we estimate I 1 . Note that
So, we only need to analysis E δε 0 b 1 (X ε kδε ,Ẑ ε kδε+s ) −b 1 (X ε kδε ) ds 2 for k = 0, · · · , [T /δ ε ]− 1. Fix k and set
whereW , W ,p 2 and p 2 are mutually independent, andW , W andp 2 , p 2 have the same distributions, respectively. And by the scaling property of Brownian motions and Poission random measures it holds thatẐ ε kδε+t andŽ ε t/ε have the same distribution. Thus we have
b 1 (X ε kδε ,Ž ε s ) −b 1 (X ε kδε ) dsdr. (11) And then we investigate the integrand of the above integration. By the Höld inequality it holds that
where the last inequality is based on (H 2 b 1 ,σ 1 ,f 1 ) and (2), FŽ ε r σ(Ž ε v : 0 v r) ∨ N and N is the collection of all P-measure zero sets. Inserting (12) in (11), we furthermore obtain that
By combining (13) with (10), it holds that
Finally, applying (14) (7) (5) to (9), we have that
The Gronwall inequality admits us to obtain that
