Furthermore, some results about related problems such as finding a Eulerian circuit while respecting some forbidden transitions (a path with three vertices) are discussed.
Introduction
DNA sequencing problems have been widely studied and, in particular, various formulations have been given in terms of combinatorial optimization of graph theoretical flavor (see references in [6] ).
In [7] , Blazewicz and Kasprzak develop a formulation involving the search of a Hamiltonian path in order to solve a problem of DNA sequencing. They exhibit cases where the problem can be solved in polynomial time. The graphs they use are a generalization of directed line graphs. It is interesting to examine how we can generalize those graphs, while still being able to solve the Hamiltonian Path or Circuit Problem polynomially. We give here a characterization of quasi-adjoint graphs, and devise a polynomial algorithm for finding a Hamiltonian circuit.
Graph theoretical terms not defined here can be found in [2] .
Preliminaries
A simple path P in a graph G = (V, U) is a sequence x 1 , x 2 , . . . , x k of distinct vertices from V such that (x i , x i+1 ) ∈ U for 1 ≤ i ≤ k−1. A Hamiltonian path in G is a simple path that includes all the vertices of V. A Hamiltonian circuit is a Hamiltonian path such that the edge (x k , x 1 ) is in U.
The problem of deciding whether a graph has a Hamiltonian circuit (for short, the Hamiltonian Circuit Problem) has been known for a long time to be NP-complete [13] . In other words, the problem belongs to a large class of computationally related problems, for which no algorithm is known whose running time is bounded by a polynomial in the size of the input.
The Hamiltonian Circuit Problem remains NP-complete even for graphs having a specific structure, such as planar-cubic 3-connected graphs [11] , bipartite planar graphs of maximum degree 3 [1] , grid graphs [12] , maximal planar graphs [8] , chordal bipartite graphs and strongly chordal split-graphs [17] as well as line graphs [3] .
However, for some other classes of graphs, such as locally connected regular graphs of degree 5 [15] , cographs [9] , proper circular arc graphs [4] , interval graphs [14] , co-comparability graphs [10] or directed line graphs [5] , the same problem has been shown to be polynomially solvable.
Definitions and characterization
Throughout this paper, the symbol ⊂ always refers to a strict inclusion. If an inclusion is not strict, we will use the symbol ⊆.
Furthermore, in the remaining part of this paper, we will only consider directed graphs, even when not explicitly stated.
Definition 1.
For any graph G = (V, U), we define n = |V| and m = |U|.
Definition 2.
A subpath of a path P is a sequence of vertices which are consecutive in P.
Definition 3.
A transition is a path consisting of 3 vertices. For a set S of vertices, N
Definition 5. Let G = (V, U) be a graph and x ∈ V. We define the outdegree d + (x) (respectively the indegree d − (x)) of a vertex x as the number of arcs leaving (respectively entering) x. Formally:
Remark 1.
Since graphs considered in this paper may be multigraphs, d and y the following property holds:
Remark 2. Berge [2] gives the following definitions: A graph is a p-graph if given any ordered pair x, y of vertices (x possibly equal to y), there are at most p parallel arcs from x to y. 
Remark 3. This statement shows that, by definition, the class of quasi-adjoint graphs strictly contains the class of adjoint graphs. The following constructions and definitions will be used for the search of a Hamiltonian circuit in a quasi-adjoint graph G:
One can construct a new graph G by splitting each vertex x of G into two new vertices x and x , and replacing each arc (x, y) by the arc (x , y ). An example of this is given in Fig. 1 .
Definition 7.
Each non-trivial connected component (having at least two vertices) of G is called a cluster. Remark 5. G is a collection of vertex-disjoint bipartite graphs and isolated vertices. By definition, the clusters are the bipartite graphs.
For each cluster C, we divide its set of vertices into two parts: the left part L(C) is the set of vertices having only outgoing arcs and the right part R(C) is the set of vertices having only incoming arcs.
Note that the clusters resulting from the decomposition of a quasi-adjoint graph are not necessarily complete, as they would be for the adjoint of a graph. See Fig. 1 for an example. It is possible to group vertices of L(C) into subsets such that, for any two vertices x and y from the same subset, N
As a direct consequence of the definition of quasi-adjoint graphs (Definition 6), each one of these subsets then belongs to one of the following categories:
Lemma 1. For every cluster C, there is at least one vertex
Proof. Suppose there exists a cluster C such that there exists no vertex x ∈ L(C) with N
Since the family ∪ i Y i is nested, there is no chain going from
Thus, the cluster is disjoint, which is a contradiction.
The Hamiltonian circuit problem in quasi-adjoint graphs Theorem 1. The Hamiltonian Circuit Problem in quasi-adjoint graphs can be polynomially solved in
Proof. We prove this by giving the Algorithm 1, which finds a Hamiltonian circuit in a quasi-adjoint graph if there is one and gives a negative answer otherwise. This algorithm is based on the same construction as the one used for adjoint graphs: transforming graph G into its original graph H (such that G is the adjoint of H) and then looking for a Eulerian circuit in H. However, since clusters of quasi-adjoint graphs are not necessarily complete, as shown in Fig. 1 Proof. Suppose there is a Hamiltonian circuit in G. By construction of the cluster C, the edges that belong to both the Hamiltonian circuit of G and the cluster C define a perfect matching in C. If |L(C)| = |R(C)|, C does not admit a perfect matching and therefore, G does not admit a Hamiltonian circuit. This ends the proof of Claim 2 for step 5.
Proof. The arcs of T represent a relation of inclusion: an arc from
Algorithm 1 builds the vertices k j such that there is a path from every vertex x ∈ X i such that Y i ⊃ Y j to k j and there is a path from k j to every vertex y ∈ Y j (including the subsets of Y i ).
At step 16, all arcs exiting k j have been built, and at least
Since the vertices in ∪ k|Y k ⊆Y j X k do not have any other successor but the vertices in Y j , this means that there is no possible
Hamiltonian circuit in G. if |L(C)| = |R(C)| then 5: Exit. There is no Hamiltonian circuit in G. 6: end if 7: Decompose L(C) into sets of types A, B and C. The unique set of type A is labeled X 1 . Label all other sets of L(C) with a unique identifier
Sort sets Y i according to their inclusion relation: Construct a directed tree
Delete all arcs of C. Introduce a vertex k i into V H .
13:
For each vertex x ∈ X i , introduce the arc (x , k i ) into U H .
14:
15:
17:
Exit. There is no Hamiltonian circuit in G. 
Claim 4. At the end of Algorithm 1, every vertex v ∈ V H that was part of some cluster at the end of step 2, as well as every vertex that was introduced by the algorithm (the k i vertices), satisfies d
Proof. There are three types of such vertices: the vertices x and x , and the vertices k i , for every i. For every vertex x , there is only one incoming arc, added at step 10 or 14. There is also only one outgoing arc, which is Similarly, for every vertex x , there is only one incoming arc, which is (x , x ) (step 26). There is also only one outgoing arc, added at step 10 or at step 13. Thus, d
Consider now a vertex k i . We want to prove that d
For every i, we have:
by step 10 or 14
by step 10 or 20
.
For every i = 1, we have:
And for i = 1, we have:
Besides that, by step 16:
Let us now prove that, for all i, 
Thus, for every i, we have:
and, for every i = 1, by replacing o i by its value in Eq. (2):
which, with (6), leads to the conclusion that, for i = 1, d
Besides that, step 4 ensures that
Thus, Eq. (6) becomes d
. This ends the proof of Claim 4.
Remark 7.
The vertices x (respectively x ) which were not part of any cluster at the end of step 2 have d
. Of course, if any such vertex exists, G does not contain a Hamiltonian circuit.
Claim 5. Algorithm 1 has a complexity of O(n
Proof.
Step 1 has complexity 1.
Step 2 has complexity n + m.
Step 26 has complexity n and step 27 can be done in O(n 2 ) [16] .
For steps 3 to 25, since they are executed on disjoint parts of the graph, we will caculate their execution time over all passes through this loop instead of for each pass through this loop seperately.
Steps 4 to 6 have complexity 2n. Steps 7 and 8 can be done in m 2 for the creation of sets X i and m 2 again for the comparison of sets Y i and the construction of T (both can be done at the same time); thus the complexity of these two steps is O(m 2 ). The complexity of step 9 is m. The complexity of step 10 is smaller or equal to 3n.
The loop at step 11 will be executed at most n times. The complexity of step 12 is 1. The complexity of steps 13 and 14 is at most n each. The loop at step 15 is executed at most n times. The steps within this loop have complexity of O(1) except the step 20, which may add at most n arcs over all passes since j (d + (k j )) = |{y : ∃j such that y ∈ Y j }| ≤ n. Therefore, the complexity of the loop 11 is O(n 2 ). 
Generalizations of quasi-adjoint graphs
Quasi-adjoint graphs are interesting because of the polynomiality of finding a Hamiltonian circuit. This section discusses two related problems.
Algorithm 2, if used before Algorithm 1, enlarges the class of graphs for which the Hamiltonian Circuit Problem is polynomially solvable, since it can transform some graphs into quasi-adjoint graphs.
Theorem 2 gives an interpretation of Algorithm 1 in terms of forbidden transitions and shows a limitation to the generalization of this idea.
Removal of arcs
When searching for a Hamiltonian circuit in a graph, some arcs can safely be removed. We devise here the algorithm doing this and show that it does not affect the hamiltonicity of a graph.
Algorithm 2
Input: A graph G = (V, U) Output: G with some arcs removed without changing its hamiltonicity.
1: Remove all loops (arcs of type (x, x)). 2: Split G into clusters. Denote the new graph G = (V , U ).
3: for each cluster C of G do 4: Solve the problem of perfect matching in C.
5:
if a perfect matching is found then 6: label all arcs composing the solution as N (Necessary).
7:
for every not-labeled arc (x, y) of C do 8: Consider the subgraph induced by the removal of x and y from C.
9:
Solve the problem of perfect matching in it. 10: if there is no solution to this problem then 11: Remove the arc (x, y) from U /*Thus, also from C.*/ and the corresponding arc from U.
12:
else 13: label all the arcs of this solution and the arc (x, y) as N. 14: end if 15: end for 16: end if 17 
About forbidden transitions
Definition 8. Searching for a path with forbidden transitions is searching for a path which does not contain a forbidden transition as a subpath.
The method of Blazewicz and Kasprzak [7] searches for a Eulerian path in polynomial time in graphs where some transitions are forbidden. Unfortunately, Theorem 2 states that this cannot be generalized. Remark 9. Every cluster of graph G constructed at the beginning of Algorithm 1 can be seen as a complete bipartite graph with some missing arcs (see Fig. 1 ). In order to find a Hamiltonian circuit in G, one could add all those arcs to G. G would then be an adjoint, which could be transformed into its original graph in order to find a Eulerian circuit in it. However, there would be some forbidden transitions, corresponding to the newly added arcs. As stated in Theorem 2, this is in general difficult. The construction of Algorithm 1, though only applicable to quasi-adjoint graphs, avoids this problem.
Conclusion
We have defined the polynomial-time recognizable class of quasi-adjoint graphs, which extends the set of known graph classes for which the Hamiltonian Circuit Problem is polynomially solvable. We have provided a polynomial-time algorithm of complexity O(n 2 +m 2 ) solving the problem in these graphs, as well as another algorithm which provides some extension of this class with respect to the polynomial solvability of the Hamiltonian Circuit Problem. The class of quasi-adjoint graphs is a generalization of two known classes: the adjoints [2] and the graphs modeling the problem of isothermic DNA sequencing by hybridization [7] .
