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Abstract
This paper studies a new type of quantile optimization problems arising from
insurance contract design models. This type of optimization problems is charac-
terized by a constraint of infinity-dimension, that is, the derivatives of the decision
quantile functions are bounded. Such a constraint essentially comes from the “in-
centive compatibility” constraint for any optimal insurance contract to avoid the
potential severe problem of moral hazard in insurance contract design models. By
a further development of the author’s relaxation method, this paper provides a
systemic approach to solving this new type of quantile optimization problems. The
optimal quantile is expressed via the solution of a free boundary problem for a
second-order nonlinear ordinary differential equation (ODE), which is similar to
the Black-Scholes ODE for perpetual American options and has been well studied
in literature theoretically and numerically.
Keywords: Quantile optimization, probability weighting/distortion, relaxation
method, insurance contract design, free boundary problem, calculus of variations
1 Introduction
Probability weighting (also called distortion) function (see [23, 18]) plays a key role
in a lot of theories of choice under uncertainty such as Kahneman and Tversky’s [15, 24]
cumulative prospect theory (CPT), Yaari’s [30] dual model, the Lopes’ SP/A model,
Quiggin’s [19] (1982) rank-dependent utility theory (RDUT). These theories (often called
behavioral finance theories) provide satisfactory explanations of many paradoxes that the
classical expected utility theory (EUT) fails to explain (see, e.g. [8, 1, 7, 16]).
In recent years, a lot of attentions has been paid to the theoretical study of behavioral
finance investment (including portfolio choice and optimal stopping) models involving
probability weighting functions, see, e.g., [14, 10, 13, 28, 25, 21]. A typical approach to
∗The author acknowledges financial supports from NSFC (No.11471276), Hong Kong GRF
(No.15204216 and No.15202817), and the Hong Kong Polytechnic University.
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solving such problems is described as follows. In stead of looking for the optimal strate-
gies directly, one first reduces the investment problems to their corresponding so-called
quantile optimization problems, in which the decision variables become quantile functions
(rather than portfolio choices or stopping times in the original problems). By this change,
dynamic stochastic control problems become static deterministic optimization problems.
In the second step, one tries to solve the deduced quantile optimization problems via
optimization techniques such as convex analysis. The last step is to recover the optimal
strategies by appealing to some proper hedging theories such as backward stochastic dif-
ferential equation theory (in solving portfolio choice problems), or Skorokhod embedding
theory (in solving optimal stopping problems). The main difficulty of this approach typi-
cally lies in the second step, that is, how to solve the quantile optimization problems. An
obvious hurdle comes from the simple fact that quantile functions (or simply called quan-
tiles), as the inverse functions of probability distribution functions, are always increasing.
So one must take this monotonicity (as a minimum) constraint into consideration when
solving the quantile optimization problems.
Due to lack of a systematic approach, the quantile optimization problems were tack-
led isolatedly (under strong assumptions usually) in the literature ([14, 10]). Xia and
Zhou [25], for the first time, provided a systematic approach, that is, calculus of varia-
tions method, to solving a type of quantile optimization problems. They demonstrated
their approach via solving a quantile optimization problem within the RDUT framework.
Shortly after, the author [27] provided another simple way, that is, making change-of-
variable and relaxation method, to solve the same type of problems as in [25]. In this
type of problems, the constraints on the decision variables (namely, quantiles) are al-
most minimum: additional to the monotonicity constraint (which is a must for quantile
optimization problems as mentioned earlier), one only requires the so-called budget con-
straint, which is, mathematically speaking, a one-dimensional integral constraint that
can be removed by employing a Lagrange multiplier.
On the other hand, probability weighting function also appears in risk-sharing liter-
ature. In the context of insurance, the primary risk-sharing problem is how to design
an insurance contract for an insured and an insurer that achieves Pareto optimality for
them. Designing insurance contract within the RDUT framework has been also studies
in the literature ([5, 6, 4, 3, 29]). All these papers assume that the probability weighting
function is of special shape such as convex, and reverse S-shaped. Similar to tackling the
aforementioned investment problems, one can deal with these contract design problems
by the same approach: one first turns them into quantile optimization problems, and
then solves the latter, and lastly recovers the optimal contracts.
The main difficulty still lies in the second step, but there is a key difference between
the formulations of the quantile optimization problems for investment models (called first
type) and that for insurance contract design models (called second type). This comes from
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the fact that, when designing an insurance contract, one has to take both the insured and
insurer into account simultaneously so as to achieve Pareto optimality for them, which
mathematically results in that both the indemnity and retention functions are necessary
to be increasing. Both Huberman, Mayers, and Smith Jr [11] and Picard [17] call the
increasing condition of indemnity and retention the “incentive compatibility” constraint
for optimal insurance contract. Mathematically speaking, it leads to the new second
type of quantile optimization problems, in which the derivatives of decision quantiles are
bounded. Because this constraint is of infinity-dimension, it makes the second type of
problems harder than the first type of ones. If one would simply ignore the constraint,
then the quantile optimization problems would reduce to the first type, and the deduced
optimal contract may cause the potential severe problem of moral hazard (see [3, 29]).
To the best of our knowledge, there is no a general systematic approach to solving the
second type of quantile optimization problems. Although calculus of variations method
has been applied in the insurance literature but without taking the constraint of bounded
derivatives into account. For example, Spence and Zeckhauser [22] used this method to
solve an insurance contract design problem in the setting of EUT without considering the
constraint, but the optimal contract turns out to be the classical deductible one which
accidentally satisfies the constraint of bounded derivatives. As earlier mentioned, if the
problem were considered within the behavioral finance theory framework, the optimal
contract may cause the potential severe problem of moral hazard issue. In fact, Xu et
al. [29] is the only existing work we know that tackles this type of problems with the
constraint kept in mind and only partial results are obtained. It seems that calculus of
variations method simply cannot provide a satisfactory solution for this type of problems.
In this paper we further develop the author’s [27] relaxation method and provide a
systemic approach to solving this new type of problems that are subject to the constraint
of bounded derivatives. The most novel part of this paper is that we link the problem to a
free boundary problem for a second-order nonlinear ordinary differential equation (ODE),
which is similar to the Black-Scholes ODE for perpetual American options and has been
well studied in literature theoretically and numerically. The optimal quantile is expressed
in terms of the solution of the ODE. To the best of our knowledge, we have never seen
anyone else has done this. This also allows us to give a similar ODE interpretation for
the optimal quantiles obtained in [25] and [27].
The rest of this paper is organized as follows. In Section 2, we introduce the insurance
background of the problem. In Section 3 we propose our new type of quantile optimization
problems. Section 4 is devoted to making change-of-variable to simplify the formulation of
the problem and study its feasibility issue. In Section 5, we further develop the relaxation
method so as to solve the new type of problems completely. Some concluding remarks
are given in Section 6, where we point out another possible way (that is using dynamic
programming principle) and its limitations in tackling the new type of problems.
3
Notation
Generally speaking, quantiles are always increasing and may not be continuous. Depend-
ing on the definition, they may be left-or right-continuous.
Let F be the probability distribution function of a random variable. In this paper,
we define the quantile function (or simply called quantile) of the random variable (or the
left-continuous inverse function of F ) as
F−1(p) := inf{z ∈ R | F (z) > p}, ∀ p ∈ (0, 1];
with the convention that F−1(0) := F−1(0+) so that it is continuous at 0. By this
definition, a quantile is always increasing and left-continuous.1 We denote by Q the set
of quantiles for random variables.
On the other hand, if the incentive compatibility constraint for optimal insurance
contract is taken into account, it turns out that only absolutely continuous quantiles will
be interested in.
2 Insurance background
In an insurance contract design problem, one seeks for the best way to share a potential
loss by an insured and an insurer so as to achieve Pareto optimality for them.
Let I(X) and R(X) be the losses borne by the insurer and by the insured, respectively,
when a potential loss X > 0 occurs in the future. They are called compensation (or
indemnity) and retention functions, respectively.
Economically speaking, one alway has
I(X) +R(X) = X, I(0) = R(0) = 0. (2.1)
Furthermore, both of the insurer and the insured shall bear more if a bigger loss happens.
If one of them would bear less, it may potentially cause the severe problem of moral hazard
as pointed out earlier. Therefore, mathematically speaking, it is a must to require both
of I(X) and R(X) are increasing with respect to X, that is,
I(x) > I(y), R(x) > R(y), ∀ x > y > 0. (2.2)
This is the incentive compatibility constraint for optimal insurance contract.
It is easily seen that we can express the joint constraints of (2.1) and (2.2) via the
following single one
R(0) = 0, 0 6 R(x)− R(y) 6 x− y, ∀ x > y > 0. (2.3)
1The quantile of the random variable is right-continuous if defined as F −1(p) = inf{z ∈ R | F (z) > p}
for p ∈ [0, 1).
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This requirement can be also stated as
R is increasing, absolutely continuous,
R(0) = 0 and 0 6 R′ 6 1 almost everywhere (a.e.). (2.4)
On the other hand, different risk measures lead to different insurance contract design
models. In this paper we consider the problem within the RDUT framework. In this
framework, the insured’s risk measure for a (random) final wealth Y > 0 is given by
V (Y ) :=
∫ ∞
0
u(z)w′(1− FY (z)) dFY (z). (2.5)
Here u is a second-order differentiable utility function mapping R+ onto itself with u′ > 0,
u′′ < 0; w is a probability weighting function in the set of probability weighting functions
D = {w : [0, 1] 7→ [0, 1] | bijection, continuously differentiable};
and FY is the probability distribution function of Y . One can easily show that
V (Y ) =
∫ 1
0
u
(
F−1Y (p)
)
w′(1− p) dp, (2.6)
We can now formulate the insurance contract design problem for the insured as
max
I
V (β −X + I(X)) (2.7)
s.t. E[I(X)] 6 π,
where β represents the insured’s (constant) final wealth if the loss X does not occur; π
denotes an upper bound for the value of the contract. We see that β −X + I(X) is the
net wealth that the insured will have after the loss X happened and the claim amount
of I(X) was received from the insurer. In this model, we also assume that the insurer is
risk neutral (see, e.g. [2, 20, 9]), so the value of the contract is simply given by E[I(X)].
The constraint E[I(X)] 6 π is called the budget constraint in this paper.
For simplicity of the presentation we put the following technical assumption on X.
One may release this assumption by employing the ideas of [26, 29].
Assumption 2.1. We have β > X almost surely (a.s.), the distribution FX of X is
strictly increasing up to 1 and the quantile F−1X of X is absolutely continuous on [0, 1).
The above assumption is satisfied if, for example, X is uniformly distribution on (0, β/2).
It also allows X has a mass at 0, which is the most common case in insurance practice.
More discussions on this assumption can be found in [29].
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Now rewrite the problem (2.7) in terms of R as
max
R
V (β −R(X)) (2.8)
s.t. E[R(X)] > E[X]− π.
We notice that there exists a random variable U which is uniformly distributed on (0, 1)
such that X = F−1X (U) a.s.. Let g(p) = R(F
−1
X (p)) for p ∈ [0, 1], then the problem (2.7)
can be expressed as
max
g
V (β − g(U)) (2.9)
s.t. E[g(U)] > E[X]− π,
Using (2.6) we have
V (β − g(U)) =
∫ 1
0
u
(
F−1β−g(U)(p)
)
w′(1− p) dp
=
∫ 1
0
u (β − g(1− p))w′(1− p) dp
=
∫ 1
0
u (G(p))w′(1− p) dp,
where
G(p) := β − g(1− p) for p ∈ [0, 1].
Furthermore,
E[g(U)] =
∫ 1
0
g(p) dp =
∫ 1
0
g(1− p) dp = β −
∫ 1
0
G(p) dp.
Hence the problem (2.9) can be expressed as
max
G
∫ 1
0
u (G(p))w′(1− p) dp (2.10)
s.t.
∫ 1
0
G(p) dp 6 ̟,
with ̟ = β + π − E[X] being a given constant.
In the above argument, we have not considered the constraint (2.4) yet. Notice
G(p) = β − g(1− p) = β −R(F−1X (1− p)),
so the constraint (2.4) in terms of G can be stated as2
G is absolutely continuous, G(1) = β and 0 6 G′ 6 h a.e. on [0, 1]. (2.11)
with h =
(
F−1X
)′
(1 − p). We denote by G the subset of quantiles that satisfies this
constraint.
2For more details we refer to [29].
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We remark that the above argument is invertible, so solving the insurance contract
design problem (2.7) reduces to solving the quantile optimization problem (2.10) subject
to the constraint (2.11).
3 A new type of quantile optimization problems
Xia and Zhou [25] and the author [27] respectively studied the same type of quantile
optimization problems as follows.
max
G
∫ 1
0
u(G(p))w′(1− p) dp (3.1)
s.t.
∫ 1
0
G(p)φ(p) dp 6 ̟,
where φ is a given nonnegative and integrable function. In this problem, other than the
budget constraint, only the minimum monotonicity requirement on the decision quantiles
G has been put.
The problem (2.10) is very similar to the above problem (3.1), but there are two
notably differences. Firstly, there is no φ involved in the insurance problem. If the
insurer in the insurance problem (2.7) was not risk-neutral, then there might have φ
involved in the problem (2.10). Secondly, the insurance problem requires the constraint
(2.11) which is much stronger than the simple monotonicity requirement.
In this paper, we investigate following new type of quantile optimization problems
max
G∈G
∫ 1
0
u(G(p))w′(1− p) dp (3.2)
s.t.
∫ 1
0
G(p)φ(p) dp 6 ̟.
The problem (3.1) can be regarded as its special case where h→ +∞; while the problem
(2.10) can also be regarded as its special case where φ ≡ 1.
In the following sections, we will further develop the author’s [27] relaxation method
and link this problem to an ordinary differential equation that has been well studied in
literature. The optimal quantile will be expressed via the solution of the ODE.
4 Change-of-variable and feasibility
We first simplify the problem (3.2). The following change-of-variable argument is similar
to [27]. We put it here for the completeness of the paper.
We first make a change of variable to remove w from the objective function. Let
ν : [0, 1] 7→ [0, 1] be the inverse map of p 7→ 1− w(1− p), given by
ν(p) := 1− w−1(1− p), ∀ p ∈ [0, 1].
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Then ν ∈ D is also a probability weighting function. It follows that
∫ 1
0
u(G(p))w′(1− p) dp =
∫ 1
0
u(G(p)) d(1− w(1− p))
=
∫ 1
0
u(G(p)) d(ν−1(p)) =
∫ 1
0
u(G(ν(p))) dp =
∫ 1
0
u(Q(p)) dp,
where
Q(p) := G(ν(p)), ∀ p ∈ [0, 1].
Note that G is a quantile if and only if so is Q. Moreover, G′ 6 h a.e. on [0, 1] if and
only if Q′(p) = G′(ν(p))ν ′(p) 6 h(ν(p))ν ′(p) a.e. on [0, 1]. Therefore, G ∈ G if and only
if Q belongs to
Q := {Q | Q is absolutely continuous, Q(1) = β and 0 6 Q′ 6 ~ a.e. on [0, 1]},
where
~(p) := h(ν(p))ν ′(p) > 0, ∀ p ∈ [0, 1].
Notice
∫ 1
0
G(p)φ(p) dp =
∫ 1
0
G(ν(p))φ(ν(p))ν ′(p) dp =
∫ 1
0
Q(p)ϕ′(p) dp,
where
ϕ(p) :=
∫ p
0
φ(ν(t))ν ′(t) dt =
∫ p
0
φ(ν(t)) dν(t)
=
∫ ν−1(p)
ν−1(0)
φ(t) dt =
∫ 1−w(1−p)
0
φ(t) dt, ∀ p ∈ [0, 1],
is increasing as φ and w′ are both nonnegative. Moreover, ϕ is uniformly bounded
0 = ϕ(0) 6 ϕ 6 ϕ(1) =
∫ 1
0
φ(p) dp.
By making the above change-of-variable, solving the problem (3.2) has now reduced
to solving the problem
max
Q∈Q
∫ 1
0
u(Q(p)) dp (4.1)
s.t.
∫ 1
0
Q(p)ϕ′(p) dp 6 ̟,
in which the probability weighting function does not appear in the objective.
Before solving the problem (4.1), we would like to study its feasibility issue, that
is, whether it has a feasible solution.3 By a feasible solution, we mean a quantile that
3For general discussions of feasibility and other issues, we refer to [12] for EUT framework, and [27]
for RDUT framework.
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satisfies all the constraints. We first notice that for any Q ∈ Q,
Q(p) = Q(1)−
∫ 1
p
Q′(t) dt > β −
∫ 1
p
~(t) dt,
so
∫ 1
0
Q(p)ϕ′(p) dp >
∫ 1
0
(
β −
∫ 1
p
~(t) dt
)
ϕ′(p) dp = β
∫ 1
0
φ(p) dp−
∫ 1
0
ϕ(p)~(p) dp,
where we used the fact that ϕ is increasing and integration by parts. Therefore, the
problem (4.1) has


no solution, if ̟ < β
∫ 1
0 φ(p) dp−
∫ 1
0 ϕ(p)~(p) dp;
a unique feasible (thus optimal) solution, if ̟ = β
∫ 1
0 φ(p) dp−
∫ 1
0 ϕ(p)~(p) dp;
infinity many feasible solutions, if ̟ > β
∫ 1
0 φ(p) dp−
∫ 1
0 ϕ(p)~(p) dp.
The first two cases are trivial, so from now on we focus on the last one
̟ > β
∫ 1
0
φ(p) dp−
∫ 1
0
ϕ(p)~(p) dp. (4.2)
5 Relaxation method
The most novel part of this paper is this section. We will introduce an ODE through
which we can express the optimal quantile for the problem (4.1), provided (4.2) holds.
Recall that we have assumed (4.2) so that the problem (4.1) has infinity many fea-
sible solutions. Under this condition, because u is strictly concave, the problem (4.1) is
equivalent to
max
Q∈Q
∫ 1
0
u(Q(p))− λQ(p)ϕ′(p) dp (5.1)
for some Lagrange multiplier λ > 0. Recall that
Q = {Q | Q is absolutely continuous, Q(1) = β and 0 6 Q′ 6 ~ a.e. on [0, 1]}.
We now modify the relaxation method [27] so as to incorporate the constraint of
bounded derivatives.
For any Q ∈ Q, an application of integration by parts leads to
∫ 1
0
u(Q(p))− λQ(p)ϕ′(p) dp
=
∫ 1
0
u(Q(p)) + λQ′(p)ϕ(p) dp− βλϕ(1)
=
∫ 1
0
u(Q(p)) + λ(Q′(p)− ~(p))ϕ(p) dp+
∫ 1
0
λ~(p)ϕ(p) dp− βλϕ(1). (5.2)
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Let δ be an absolutely continuous function (to be determined) such that
δ(0) = 0 and δ 6 λϕ on [0, 1].
The RHS of (5.2) is, noticing Q′ 6 ~,
6
∫ 1
0
u(Q(p)) + (Q′(p)− ~(p))δ(p) dp+
∫ 1
0
λ~(p)ϕ(p) dp− βλϕ(1) (5.3)
=
∫ 1
0
u(Q(p)) +Q′(p)δ(p) dp+
∫ 1
0
~(p)(λϕ(p)− δ(p)) dp− βλϕ(1),
which is, by applying integration by parts again,
=
∫ 1
0
u(Q(p))−Q(p)δ′(p) dp+
∫ 1
0
~(p)(λϕ(p)− δ(p)) dp+ β(δ(1)− λϕ(1))
6
∫ 1
0
u(Q(p))−Q(p)δ′(p) dp+
∫ 1
0
~(p)(λϕ(p)− δ(p)) dp+ β(δ(1)− λϕ(1)), (5.4)
where
Q(p) = (u′)−1(δ′(p)), ∀ p ∈ [0, 1],
maximizes the integrand point wisely.
We hope Q is the optimal solution of the problem (5.1). It shall be a feasible solution,
which requires 0 6 Q
′
6 ~, that is,
0 6
δ′′
u′′((u′)−1(δ′))
6 ~,
which can also be expressed as
δ′′ 6 0 and δ′′ − ~u′′((u′)−1(δ′)) > 0.
The last requirement is Q(1) = (u′)−1(δ′(1)) = β, that is
δ′(1) = u′(β).
Summarizing the results obtained thus far, we conclude that
Theorem 5.1. If δ ∈ C2[0, 1] is concave, and satisfies the free boundary problem
min
{
δ′′(p)− ~(p)u′′((u′)−1(δ′(p))), λϕ(p)− δ(p)
}
= 0, a.e. p ∈ [0, 1], (5.5)
with boundary values δ(0) = 0, δ′(1) = u′(β). Then
Q(p) := (u′)−1(δ′(p)), ∀ p ∈ [0, 1],
is the optimal solution of the problem (5.1).
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Proof. Because u′′ < 0 and δ′′ 6 0, we see that Q
′
> 0. Moreover, we can rewrite (5.5) as
min
{
−
δ′′(p)
u′′((u′)−1(δ′(p)))
+ ~(p), λϕ(p)− δ(p)
}
= 0, a.e. p ∈ [0, 1].
that is
min
{
−Q
′
(p) + ~(p), λϕ(p)− δ(p)
}
= 0, a.e. p ∈ [0, 1]. (5.6)
This implies Q
′
6 ~ a.e., together with Q(1) = (u′)−1(δ′(1)) = β, we have proved that
Q ∈ Q, thus a feasible solution of the problem (5.1).
We see from (5.6) that
(Q
′
(p)− ~(p))(λϕ(p)− δ(p)) = 0, a.e. p ∈ [0, 1],
giving
∫ 1
0
λ(Q
′
(p)− ~(p))ϕ(p) dp =
∫ 1
0
(Q
′
(p)− ~(p))δ(p) dp.
From this, we conclude that the inequalities (5.3) and (5.4) are equations when Q is
replaced by Q. In another words, the upper bound (5.4) is reached at Q, that is,
∫ 1
0
u(Q(p))− λQ(p)ϕ′(p) dp 6
∫ 1
0
u(Q(p))− λQ(p)ϕ′(p) dp,
proving the claim.
If δ′′ > 0 in some region, then δ′′ > 0 > ~u′′((u′)−1(δ′)) and hence λϕ = δ by (5.5),
consequently ϕ′′ > 0 in the same region. Therefore, we conclude that
Corollary 5.2. If ϕ is concave on [0, 1], then the solution of the free boundary problem
(5.5) is also concave.
Since the insurer is risk-neutral in the insurance contract design problem (2.10), we have
ϕ ≡ 1 which is concave.
Remark 5.1. In order to let the problem (5.6) have a classical solution, we require some
growth condition on u′′((u′)−1(·)), but this can be easily satisfied with mild conditions, at
least for widely used power, logarithm and exponential utilities.
Remark 5.2. To solve the original quantile optimization problem (3.2), it is left to de-
termine the Lagrange multiplier λ. This can be done by numerical calculation by noting
the fact that λ is monotonic with respect to ̟.
Remark 5.3. In [25] and [27], the optimal solution is expressed via δ, the concave en-
velope of some known function ϕ. In fact δ can be interpreted as the solution of the
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following free boundary problem
min {−δ′′(p), δ(p)− ϕ(p)} = 0, a.e. p ∈ [0, 1],
with some proper boundary conditions.
6 Concluding remarks
It is unknown to us how to modify Xia and Zhou’s [25] calculus of variations method
to solve the present problem. But one can interpret the problem (5.1) as a determinist
control problem, where ct = Q
′(t) is regarded as the control variable in the constraint set
C = {c : 0 6 ct 6 ~(t), a.e. t ∈ [0, 1]},
and Q as the state process. Then the dynamic programming principle leads to the
following Hamilton-Jacobi-Bellman equation

vt + sup
c∈Ct
H(t, x, c, vx) = 0,
v|t=1 = 0.
Here Ct = [0, ~(t)] and
H(t, x, c, p) = pc+ u(x)− λxϕ′(t).
There seems, however, no easy way to determine the value function and solve the problem
from this equation. In fact, wether it has a classical solution is still an open problem.
In this paper, we demonstrate the systemic approach within the RDUT framework.
But similar to [25, 27], the method also works for problems within other frameworks. As
an example, one can first apply our method to consider the loss and gain parts separately
for CPT model, and then combine the results. We encourages reads to give the details.
12
References
[1] Allais, M. (1953): Le comportement de l’homme rationnel devant le risque: cri-
tique des postulats et axiomes de l’ecole americaine, Econometrica, Vol. 21(4), pp.
503-546
[2] Arrow, K.J. (1963): Uncertainty and the welfare economics of medical care, The
American Economic Review , Vol. 53(5), pp. 941-973
[3] Bernard, C., He, X.D., Yan, J.-A., and Zhou, X.Y. (2015): Optimal insur-
ance design under rank-dependent expected utility, Mathematical Finance, Vol. 25,
pp. 154-186
[4] Carlier, G., and Dana, R.-A. (2008): Two-persons efficient risk-sharing and
equilibria for concave law-invariant utilities, Economic Theory , Vol. 36(2), pp. 189-
223
[5] Chateauneuf, A., Dana, R.-A., and Tallon. J.-M. (2000): Optimal risk-
sharing rules and equilibria with choquet-expected-utility, Journal of Mathematical
Economics , Vol. 34(2), pp. 191-214
[6] Dana, R.-A., and Scarsini, M. (2007): Optimal risk sharing with background
risk, Journal of Economic Theory, Vol. 133(1), pp. 152-176
[7] Ellsberg, D. (1961): Risk, ambiguity and the Savage axioms, Quarterly Journal
of Economics, Vol. 75(4), pp. 643-669
[8] Friedman, M., and Savage, L.J. (1948): The utility analysis of choices involv-
ing risk, Journal of Political Economy, Vol. 56(4), pp. 279-304
[9] Gollier, C., and Schlesinger, H. (1996): Arrow’s theorem on the optimality
of deductibles: A stochastic dominance approach, Economic Theory , Vol. 7(2), pp.
359-363
[10] He, X. D. , and X. Y. Zhou (2011): Portfolio choice via quantiles, Mathematical
Finance, Vol. 21, pp. 203-231
[11] Huberman, G., Mayers, D., and Smith Jr, C.W. (1983): Optimal insurance
policy indemnity schedules, The Bell Journal of Economics, Vol. 14(2), pp. 415-426.
[12] Jin, H., Z. Q. Xu, and X. Y. Zhou (2008): A convex stochastic optimization
problem arising from portfolio selection, Mathematical Finance, Vol. 18, pp. 171-183
[13] Jin, H., S. Zhang, and X. Y. Zhou (2011): Behavioral portfolio selection with
loss control, Acta Mathematica Sinica, Vol. 27, pp. 255-274
13
[14] Jin, H., and X. Y. Zhou (2008): Behavioral portfolio selection in continuous
time, Mathematical Finance, Vol. 18, pp. 385-426
[15] Kahneman, D., and A. Tversky (1979): Prospect theory: An analysis of deci-
sion under risk, Econometrica, Vol. 46, pp. 171-185
[16] Mehra, R., and Prescott, E.C. (1985): The equity premium: A puzzle, Jour-
nal of Monetary Economics, Vol. 15(2), pp. 145-161
[17] Picard, P. (2000): On the design of optimal insurance policies under manipulation
of audit cost, International Economic Review, Vol. 41(4), pp. 1049-1071.
[18] Prelec, D. (1998): The probability weighting function, Econometrica, Vol. 66,
pp. 497-527
[19] Quiggin (1982): A theory of anticipated utility, Journal of Economic and Behav-
ioral Organization, Vol. 3(4), pp. 323-343
[20] Raviv, A. (1979): The design of an optimal insurance policy, The American Eco-
nomic Review, Vol. 69(1), pp. 84-96
[21] Rüschendorf, L., and Vanduffel, S. (2017): On the construction of optimal
payoffs, working paper
[22] Spence, M., and Zeckhauser, R. (1971): Insurance, information, and individ-
ual action, The American Economic Review, Vol. 61, pp. 380-387
[23] Tversky, A., and C. R. Fox (1995): Weighing risk and uncertainty, Psycholog-
ical Review, Vol.102, pp. 269-283
[24] Tversky, A., and D. Kahneman (1992): Advances in prospect theory: Cumu-
lative representation of uncertainty, J. Risk Uncertainty, Vol. 5, pp. 297-323
[25] Xia, J. M., and X. Y. Zhou (2016): Arrow-Debreu equilibria for rank-dependent
utilities, Mathematical Finance, Vol. 26, pp. 558-588
[26] Xu, Z. Q. (2014): A new characterization of comonotonicity and its application
in behavioral finance, J. Math. Anal. Appl., Vol. 418, pp. 612-625
[27] Xu, Z. Q. (2016): A note on the quantile formulation, Mathematical Finance,
Vol.26, No. 3 (2016), 589–601
[28] Xu, Z. Q., and X. Y. Zhou (2013): Optimal stopping under probability distor-
tion, Annals of Applied Probability, Vol. 23, pp. 251-282
14
[29] Xu, Z. Q., X. Y. Zhou, and S. Zhuang (2015): Optimal in-
surance with rank-dependent utility and increasing indemnities, ArXiv,
https://arxiv.org/abs/1509.04839
[30] Yaari, M.E. (1987): The dual theory of choice under risk, Econometrica , Vol.
55(1), pp. 95-115
15
