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MMCAE Multimodal Convolution večmodalna kovolucijska
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MSE Mean Square Error povprečna kvadratna napaka
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Naslov: Zlivanje bioloških podatkov z uporabo večmodalnih nevronskih
mrež in razcepa matrik
Vsako leto se na področju bioinformatike izvede na stotine novih raziskav.
Rezultati le teh so razdrobljeni po različnih podatkovnih bazah, ki so med
seboj nepovezane, ali pa sploh niso dostopne preko spleta. Vse več znanstve-
nikov zanima, kako podatke združiti in izluščiti povezave med podatki. V ma-
gistrskem delu predlagamo algoritem in podatkovno strukturo za združevanje
podatkov. Osredotočimo se na iskanje skritih povezav z večmodalno konvolu-
cijsko nevronsko mrežo tipa samokodirnik. Predlagano rešitev ovrednotimo
in primerjamo z algoritmom matričnega razcepa DFMF. V nalogi pokažemo,
da stiskanje in razširjanje različnih podatkov v skupen nižje dimenzionalni
prostor odkrije odvisne medsebojne povezave med podatki.
Ključne besede




Title: Data fusion of biological data using multimodal neural networks and
matrix factorization
Biological research is conducted yearly in the field of bioinformatics. How-
ever, their outcomes and insights remain scattered across different uncon-
nected databases, that are often not accessible online. There is an increased
interest in the science community to connect these datasets and uncover po-
tential relationships. The thesis presents an algorithm and data structure
for connecting multiple datasets, and thereby focuses on uncovering data re-
lationships with the method of multimodal convolution autoencoder. The
proposed solution is evaluated and compared to the DFMF matrix factor-
ization alghorithm. The results show that encoding and decoding data to a
common lower dimensional space reveals dependent data relationships.
Keywords





Vsako leto se na področju bioinformatike pojavi na stotine novih bioloških
zbirk. Samo v reviji NAR na leto objavijo preko 50 novih zbirk [1]. Zbirke
bioloških podatkov so zato razpršene po spletu ali pa ostanejo lokalno zno-
traj inštitucije, ki je izvedla raziskavo. Pridobivanje podatkov je zahtevno in
zamudno, saj se naši ciljni podatki velikokrat nahajajo v več zbirkah. Cen-
tralizirane biološke baze, ki bi zajemala vse dosedanje raziskave in povezovala
rezultate med seboj, trenutno še ni.
V primerjavi s slikami biološki podatki nimajo lokalne strukture, zato
je težje najti ponavljajoče se vzorce [2] – sliko avtomobila lahko na primer
zavrtimo za določen kot in dobimo novo sliko avtomobila. Biološki podatki
so bolj občutljivi na spremembe in jih ne moremo avtomatično namnožiti
kot slike. Če zamenjamo ali odstranimo posamezen gen, lahko dobimo po-
polnoma drugačne rezultate. Velik vpliv imajo tudi relacije med podatki in
nesorazmerna gostota posameznih podatkovnih zbirk v primerjavi z drugimi.
V magistrskem delu bomo razvili knjižnico za centraliziranje bioloških
podatkov v povezan graf ter predlagali večmodalno nevronsko mrežo tipa sa-
mokodirnik, ki poizkuša pridobiti nove podatke z metodo zlivanja. Knjižnica
analizira strukturo podatkov, predprocesira podatke in jih ustrezno razvrsti
oziroma poveže s podobnimi podatki. Graf uporabimo za vhod v nevron-
sko mrežo. Njene glavne lastnosti so kompresija in dekompresija podatkov
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ter iskanje skritih vzorcev v podatkih. Med kompresijo se podatki, ki imajo
podobne lastnosti, združijo v manǰse gruče nižjega dimenzijskega prostora.
Nato se pri dekompresiji z rekonstrukcijo podatkov aproksimirajo v začetno
stanje. Podatki, ki so na začetku pomanjkljivi, se lahko med tem postopkom
ustrezno zapolnijo, če obstaja zadostno število ostalih podatkov s podobnimi
lastnostmi [3].
V delu bomo primerjali dva različna pristopa za rekonstrukcijo oziroma
pridobitev manjkajočih podatkov. Zlivanje podatkov z uporabo matričnega
razcepa [4], ki ga je avtorica Marinka Žitnik predlagala v svoji doktorski
disertaciji, je linearen model. Za računanje parametrov modela uporablja
linearni funkciji seštevanja in množenja. Večmodalna konvolucijska nevron-
ska mreža, ki jo predlagamo v tem delu, je nelinearen model. Za aktivacijo
nevronov oziroma računanje parametrov uporablja nelinearne funkcije ReLU
[5] in Softmax [6].
V Poglavju 2 bomo pregledali trenutno področje, na katerem temelji naše
delo. Predstavili bomo pristope in delovanje nevronske mreže in matrični
razcep. Osredotočili se bomo na večmodalne konvolucijske nevronske mreže
tipa samokodirnik, ki jih bomo tudi uporabili pri naši končni rešitvi. V Po-
glavju 3 bomo predstavili podatke, s katerimi bomo testirali naš model, ter
predstavili našo predlagano podatkovno strukturo. Nato bomo v Poglavju 4
predstavili arhitekturo naše nevronske mreže, postopek učenja in evalvacije
ter definirali testno in učno množico. V zadnjem poglavju bomo ovredno-
tili našo rešitev in jo primerjali z linearnim modelom matričnega razcepa.




V magistrski nalogi bomo primerjali algoritma zlivanja podatkov z matričnim
razcepom in večmodalno konvolucijsko mrežo tipa samokodirnik nad bi-
ološkimi podatki. V prvem delu tega poglavja bomo razložili, kaj je bio-
informatika in s kakšnimi tipi podatkov se ukvarja, nato pa predstavili ne-
kaj podatkovnih zbirk. Nato bomo s teoretičnega in matematičnega vidika
predstavili matrični razcep ter algoritem za zlivanje podatkov z uporabo ma-
tričnega razcepa, katerega avtorica je Marinka Žitnik. V zadnjem delu si
bomo pogledali, kaj so nevronske mreže in na kakšen način delujejo, ter
predstavili tri nevronske mreže, ki jih bomo združili v našo končno rešitev.
2.1 Bioinformatika
Kljub nekaterim očitnim razlikam se biologija in informacijska tehnologija
vedno bolj prepletata. Danes sta to dve izmed najbolj rastočih področij v
znanosti – biologija zaradi ogromnega števila novih heterogenih podatkov,
ki zaradi vse bolǰsih orodij in metod omogoča zajem velikega števila podat-
kov, informacijska tehnologija pa zaradi svoje usmerjenosti v podatkovno
rudarjenje, strojno učenje in uporabo umetne inteligence v vsakdanjiku. V
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medsebojnem sodelovanju imata revolucionarne učinke za znanost in družbo,
kot so zgodnja diagnoza redkih bolezni, razvoj novih zdravil, vpliv na okolje z
novimi škropivi, povečana proizvodnja hrane in mnoge druge. Računalnǐstvo
in informatika nam omogočata zbiranje, analiziranje in obdelavo velikega
števila podatkov.
Bioinformatika je interdisciplinarna veda v računalnǐstvu, ki vključuje
znanja biologije, računalnǐstva in matematike. Razvija metode in programska
orodja za lažje razumevanje bioloških podatkov, ki pomagajo pri primerjavi
genetskih in genomskih podatkov ter analizi in kategorizaciji bioloških poti
in omrežij [7]. Postala je pomemben sestavni del mnogih področij v biologiji.
V eksperimentalni molekularni biologiji se na primer uporablja za obdelavo
slik in signalov [8], v genetiki pa se uporablja pri sekvenčenju in označevanju
genomov ter opazovanju njihovih mutacij [9]. Prav tako ima pomembno vlogo
pri analizi genske in proteinske ekspresije ter regularizacije [10]. Omogoča
pridobivanje koristnih informacij iz velike količine neobdelanih podatkov.
2.1.1 Vrste bioloških podatkov
Eden izmed velikih izzivov zadnjih deset let je upravljanje z raznolikostjo
in kompleksnostjo bioloških podatkov. Ključnega pomena postaja, da so
podatki široko porazdeljeni in povezljivi med različnimi raziskovalnimi sek-
torji (raziskovalne ustanove, laboratoriji, ...). Biološki podatki nastopajo v
različnih oblikah, predstavili bomo nekaj najpogosteǰsih.
Zaporedja (ang. Sequences). Podatki o zaporedju so tisti, ki so po-
vezani z DNA različnih vrst. Z razvojem novih tehnologij za avtomatično
sekvenciranje so se ti zelo povečali. Poleg človeškega genoma se zbirajo tudi
številni drugi genomi, ki zajemajo organizme, kot so različne bakterije, glive
kvasovke, perutnina in druge. Ostali projekti si prizadevajo za opredelitev
genoma vseh organizmov, ki živijo v danem ekosistemu. Sekvenčni podatki
so sestavljeni iz besedilnih nizov, ki označujejo ustrezne osnove. Če obstajajo
vrzeli v zaporedjih, je potrebno določiti tudi dolžine razmika.
Grafi (ang. Graphs). V graf lahko zajamemo podatke, ki predstavljajo
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relacije, kot so na primer podatkovne poti (npr. presnovne poti, signalne
poti, genska regulativna omrežja), genski zemljevidi in strukturirani takso-
nomi. Tudi laboratorijski postopki so lahko predstavljeni kot grafi procesnih
modelov. Uporabljajo se za podporo formalne predstavitve v laboratorijskih
informacijskih sistemih.
Večdimenzionalni podatki (ang. High-dimensional data). Ker je
sistemska biologija odvisna od primerjave vedenja različnih bioloških enot,
se je pojavila potreba po zbiranju podatkovnih točk. Te so lahko povezane z
obnašanjem posamezne enote. V poizkusu genske ekspresije lahko na primer
primerjamo profile izražanja kot funkcijo različnih eksperimentalnih pogo-
jev, in kakšna je bila določena točka z določenim genom pod nizom različnih
pogojev. Nastane med 106 in 107 podatkovnih točk, ki jih je potrebno ana-
lizirati.
Geometrijska predstavitev (ang. Geometric information). Ker je
velik del biološke funkcije odvisen od relativne oblike (npr. “obrezovanje”
molekul na potencialnem veznem mestu je odvisno od tridimenzionalne kon-
figuracije molekule in mesta), so podatki o molekulski strukturi zelo po-
membni. Grafi so eden od načinov predstavitve tridimenzionalne strukture
(npr. beljakovine), vendar kroglični in paličasti modeli proteinskih hrbtenic
zagotavljajo bolj intuitivno predstavitev.
Skalarni in vektorski podatki (ang. Scalar and vector field). Ska-
larni in vektorski podatki so pomembni za naravne pojave, ki se v prostoru in
času stalno spreminjajo. V biologiji so lastnosti skalarnega in vektorskega po-
lja povezani s koncentracijo kemikalij in električnim nabojem po prostornini
celice, trenutnimi tokovi po površini celice ali s prostornino in kemičnimi
tokovi skozi celične membrane. Podatki o naelektrenosti, hidrofobnosti in
drugih kemijskih lastnostih se lahko določijo na površini ali v prostornini
molekule.
Vzorci (ang. Patterns). V genomu so vzorci, ki so zanimivi za biološko
značilne entitete. Genom na primer vsebuje vzorce, povezane z geni (za-
poredja določenih genov) in regulatorskimi sekvencami (določajo obseg in
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ekspresije določenega gena). Za beljakovine so značilne posebne genomske
sekvence. Vzorci zaporednih podatkov so lahko predstavljeni kot regularni
izrazi, skriti markovski model (ang. Hidden Markov Model), stohastične kon-
tekstne gramatike (za RNA sekvence) in druge vrste gramatik.
Omejitve (ang. Constraints). Doslednost znotraj baze podatkov je
ključnega pomena, saj morajo biti podatki vedno zaupanja vredni. Tudi
biološki podatki niso nobena izjema. Na primer, posamezne kemijske reakcije
na biološki poti morajo lokalno ohranjati vse ključne elemente. Reakcijski
cikli v termodinamičnih zbirkah podatkov zagotavljajo globalne omejitve pri
ohranjanju energije.
Slike (ang. Images). Slike so pomemben del bioloških raziskav. Elektron-
ski in optični mikroskopi se uporabljajo za sondiranje celične in organske
funkcije. Radiografske slike se uporabljajo za poudarjanje notranjih struktur
v organizmu, fluorescenca za identifikacijo izražanja genov ter skice (car-
toons) za poenostavitve zapletenih pojavov. Animacije in filmi prikazujejo
delovanje bioloških pojavov skozi čas ter zagotavljajo vpogled in intuitivnost
razumevanja, ki ju besedilni opisi ali matematične predstavitve ne morejo
zagotoviti.
2.1.2 Zbirke podatkov
Pridobivanje eksperimentalnih podatkov s strani raziskovalcev je le prvi korak
v procesu, da postanejo koristni za biološko raziskovalno skupnost. Podatki
so neuporabni, če so nedostopni ali nerazumljivi. Glede na heterogenost in
velike količine bioloških podatkov je velikega pomena ustrezna organizacija
podatkov in pridobivanje koristnih informacij iz njih. Težava z upravljanjem
in organiziranjem podatkov je ključna omejitev pri napredovanju znanosti v
manǰsih in srednje velikih laboratorijih, kjer opravljajo celoten proces – od
laboratorijskega poizkusa do podatka, ki je koristen za širšo množico. To še
posebej velja za laboratorije, ki za pridobivanje podatkov uporabljajo visoko
zmogljive tehnologije.
V zadnjih letih so biologi naredili pomemben korak glede potrebe po sku-
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pnih podatkovnih bazah, ki bi bile dostopne celotni skupnosti [11]. Na po-
dročju molekularne biologije so bile prve splošno priznane podatkovne zbirke
za informacije o DNA in genomskih sekvencah. Te so GenBank, Evropski
laboratorij za molekularno biologijo (EMBL), baze podatkov o nukleotidih,
DNA banka podatkov na Japonskem (DDBJ) in druge. Slednje podatkovne
baze uporabnikom zagotavljajo informacije o anotacijah genomskih sekvenc,
povezujejo regije genoma z geni, identificirajo proteinske povezave med geni
ter povezujejo funkcijo genomov in proteinov. Obstajajo tudi podatkovne
baze z znanstveno literaturo (PubMed), podatkovne baze o posameznih or-
ganizmih (FlyBase), podatkovne baze o proteinskih interakcijah (GRID) in
druge. Raziskovalci v svojih raziskavah običajno dostopajo do več različnih
podatkovnih baz.
2.2 Matrični razcep
Matrični razcep je pomemben del znanstvenih in inženirskih pristopov. Je
tehnika, ki matriko razdeli na faktorski produkt dveh manǰsih. Uporablja se
pri reševanju sistemov enačb v numerični linearni algebri, reševanju linear-
nih sistemov, računanju vztrajnosti in podobno. V strojnem učenju imamo
pogosto opravka s strukturami podatkov, ki so predstavljeni v obliki tabele
(stolpci in vrstice). To strukturo imenujemo matrika. Je pravokoten seznam
elementov (ang. array), števil, simbolov, izrazov, razporejenih v vrstice in
stolpce.
Predstavitev matričnega razcepa bo temeljila na algoritmu nenegativnega
matričnega razcepa. Nenegativni matrični razcep se razlikuje od osnovnega
z dodano dodatno omejitvijo, ki pravi, da morajo biti vsi faktorji v osnovni
in faktorskih matrikah nenegativni.
Teoretična osnova
Postopek matričnega razcepa, enačbe in spremenljivke bomo povzeli iz dela
avtorjev Lee in Seung [12], v katerem avtorja primerjata nenegativni ma-
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trični razcep (ang. non-negative matrix factorization) s komponentno analizo
(ang. principal component analysis) in vektorsko kvantizacijo (ang. vector
quantization). Ideja je poiskati nenegativni matriki V aproksimiran produkt
nenegativnih matrik W in H:
V ≈ W ∗H (2.1)
Matrika V vsebuje m×n podatkov, kjer n predstavlja dimenzijo podatkov
(število stolpcev) in m število primerov (število vrstic). To matriko faktorsko
aproksimiramo kot n×r z matriko W in r×m z matriko H. Število r je rang
matrike in je manǰse od n in m ter mora veljati (n+m)r < nm. Posledično
sta tudi matriki W in H manǰsi od osnovne matrike V, kot rezultat dobimo
faktorski produkt osnovne matrike.
Za zgoraj opisan postopek potrebujemo cenilno funkcijo, ki oceni točnost
aproksimacije izhodne matrike. To je funkcija, ki meri razliko med osnovno
in aproksimirano matriko [13]. Cilj je čim bolj zmanǰsati to razliko. Lee in
Seung sta predlagala evklidsko razdaljo in divergenco Kullback-Leibler kot
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ij Bij = 1 in sta matriki A in B normalno
verjetnostno porazdeljeni. Funkciji sta spodaj omejeni z nič, kar pomeni, da
bolj kot se rezultat približuje ničli, bolj sta si matriki A in B podobni. Če je
rezultat enak nič, sta matriki enaki, takrat velja A = B.
Problem matričnega razcepa lahko opǐsemo kot optimizacijski problem,





Pri tem mora veljati, da so vrednosti v matrikah W in H vedno večje od
nič ali enake nič. Ker sta funkciji konveksni vedno v eni matriki (samo
v W ali samo v H, nikoli v obeh hkrati), je nesmiselno pričakovati, da bi
našli globalni minimum, lahko pa najdemo lokalni minimum. V nadaljevanju
članka avtorja postrežeta z dodatnimi izpeljavami, posodobitvenimi pravili
(ang. update rules) in dokazi o konveksnosti.
Uporaba v praksi
Matrični razcep najdemo v različnih raziskovalnih področjih, kot so astrono-
mija, računalnǐski vid, kemija, procesiranje zvočnih signalov, priporočilni sis-
temi in bioinformatika. Ena izmed najbolj prepoznavnih uporab matričnega
razcepa je bil Netflixov izziv Neflix Prize iz leta 2006 z denarnim skladom
enega milijona dolarjev [14]. Izziv je bil izbolǰsati takratni priporočilni sistem
CineMatch [15] s povprečno kvadratno napako (ang. root-mean-square er-
ror) za vsaj 10%. Zmagovalna ekipa se je izziva lotila z matričnim razcepom
in skupinskim filtriranjem (ang. collaborative filtering). Med več kot 100
milijoni uporabnǐskih ocen (v razponu med 1 in 5), 500.000 anonimnih upo-
rabnikov in 17.000 filmov so uspeli zgraditi model, ki je omogočal izbolǰsavo
za 10.06% [16].
Burute in Mane [17] sta ugotovila, da lahko matrični razcep dobro deluje
na avdioposnetkih. Z matričnim razcepom sta iz osnovnega posnetka ločila
melodijo pevca od instrumentalne podlage.
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2.2.1 Zlivanje podatkov
Zlivanje podatkov je proces združevanja podatkov iz različnih podatkovnih
virov. Namen je pridobiti koristne informacije z direktnimi in indirektnimi
povezavami med podatki; človek na primer z različnimi čutili, kot so vonj,
sluh, vid, tip in okus, zaznava okolico okoli sebe. Na podlagi zaznanih
občutkov se odloči, ali mu je prostor, v katerem se nahaja, prijeten ali ne,
ali mu hrana tekne, če lepo dǐsi in je krožnik vizualno urejen, ali ga glasba
pomirja, če ima počasne ritme, in drugo. V vseh teh primerih možgani izva-
jajo različna zlivanja podatkov in kontrolo, s katero določajo, kaj bo človek
naredil v naslednjem koraku.
Z razvojem algoritma za zlivanje podatkov, katerega avtorja sta Žitnik in
Zupan [4], je analiza bioloških podatkov dobila nove razsežnosti. Algoritem
je usmerjen na točno določeno relacijo in izkorǐsča neposredno povezane po-
datke; skupaj s kontekstualnimi podatki in podatki o sistemu. Z matričnim
razcepom podatkov se odkrijejo skrite povezave med njimi.
V nadaljevanju bomo podrobneje predstavili algoritem podatkovnega zli-
vanja, ki temelji na matričnem razcepu. Razlaga je povzeta iz dela avtorjev
Žitnik in Zupan [4], v katerem predstavita osnovni koncept algoritma.
Teoretična osnova
Algoritem za zlivanje podatkov z matričnim razcepom (ang. Data Fusion
of Matrix Factorization, v nadaljevanju bomo uporabljali kratico DFMF) iz
podatkov zgradi podatkovni model r objektnih tipov, ki so predstavljeni kot
ε1, . . . , εr. Podatkovni vir vsebuje pare objektov (εi, εj), ki so v prostoru
Rij ∈ Rni×nj . Če velja i 6= j, sta relacijski matriki Rij in Rji v splošnem
asimetrični in predstavljata povezavo med dvema različnima objektnima ti-
poma. Lahko pa obstajajo relacije nad istim objektnim tipom εi; te matrike
avtorja imenujeta matrike omejitve Θi ∈ Rni×ni . V teh matrikah so vrednosti
pozitivne za objekte, ki si niso podobni, in negativne za med seboj podobne
objekte. Prve so omejitve, ki jih ni mogoče povezati (ang. cannot-link con-
straints) in nalagajo kazni na trenutno aproksimacijo matričnih faktorjev.
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Slednje pa so omejitve, ki jih je nujno potrebno povezati (ang. must-link
constraints) in so nagrada, ki zmanǰsuje vrednost funkcije izgube. Primer
matrike omejitev je socialno omrežje, kjer podatki predstavljajo povezave
med ljudmi. Iz vseh relacijskih in omejitvenih matrik DFMF zgradi povezan
usmerjeni graf.
V resničnih situacijah ni mogoče pridobiti podatkov o vseh relacijah med
vsemi podatkovnimi tipi. DFMF povzame podatke, ki so na voljo, jih poveže
v povezanem grafu in združi v nižjedimenzionalno predstavitev. Informacije
o manjkajočih povezavah si izposodi/deli od sosednjih povezanih objektnih
tipov. Na sliki 2.1 so prikazani povezan relacijski graf, ki predstavlja po-
vezave med objekti, blokovna struktura podatkov in trifaktorski matrični
razcep. Nad vsemi relacijami modelira različne odvisnosti med objektnimi
tipi. Nastali sistem vsebuje faktorje, ki so specifični za vsak vir podatkov,
in take, ki so specifični za vsak tip podatkov. Z medsebojnim deljenjem (so-
uporabo) faktorjev združuje podatke in ohranja določene vzorce iz vhodnih
podatkov.
Za pridobivanje faktorskih matrik se uporablja trifaktorski razcep. Osnovna
matrika Rij razpade na faktorske matrike Gi ∈ Rni×ki , Gj ∈ Rnj×kj in
S ∈ Rki×kj . Rekonstrukcija poteka po enačbi:
Rij ≈ GiSijGTj (2.6)
Matrika Sij ima nižjo dimenzijo kot relacijska matrika Rij (ki  ni, kj 
nj); uporablja se za rekonstrukcijo več različnih relacijskih matrik, ki so
povezane z objektnima tipoma εi ali εj. Dobro rekonstrukcijo je moč doseči,
če obstajajo skrite povezane strukture v vhodnih podatkih.
V primerjavi z ostalimi obstoječimi večrelacijskimi pristopi matričnega
razcepa ima DFMF naslednje značilnosti:
• modelira lahko več relacij med več različnimi objektnimi tipi,
• manjkajo lahko relacije med posameznimi objektnimi tipi,
• vsak objektni tip lahko nastopa v različnih vhodnih matrikah,
• ne predvideva strukturiranih lastnosti relacij (simetrija med relacijami).
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Slika 2.1: Prikazan je osnovni koncept DFMF z dvanajstimi vhodnimi ma-
trikami, ki vsebujejo štiri objektne tipe; ε1, ε2, ε3 in ε4. Na sliki (a) je
prikazan relacijski graf, ki vhodne matrike združi v podatkovni model. Rij
predstavlja relacijsko matriko med dvema različnima objektnima tipoma, Θ
pa omejitveno matriko med dvema istima objektnima tipoma. Slika (b) pri-
kazuje bločno strukturo vseh vhodnih matrik, združenih v matriko R, in njen
trifaktorski matrični razcep. Vir: Žitnik, Zupan [4].
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 (2.7)
Oznaka ”*” označuje relacije med istim objektnim tipom, ki jih DFMF
ne modelira. Matrika Rij predstavlja relacijo med objektnima tipoma εi
in εj. Pomembna lastnost, ki DFMF razlikuje od ostalih modelov ma-
tričnega razcepa, kot so S-NMTF (ang. Symmetric Nonnegative Matrix tri-
Factorization) [18] ali tri-SPMF (ang. Semi-supervised Clustering via Matrix
Factorzation) [19], je, da je zasnovan za več objektnih tipov. Relacije so lahko
asimetrične Rij 6= RTji ali pa popolnoma manjkajo. DFMF dodatno upošteva
omejitev povezovanja med objekti istega tipa. Za vsak objektni tip je lahko
na voljo več virov podatkov, ti so predstavljeni v Θ
(t)
i . Spremenljivka t je
število matrik omejitve nad določenim objektnim tipom. Vrednosti si sledijo
v zaporedju t ∈ {1, 2, ...,maxi}.
Matrika R se razcepi v blokovne faktorske matrike G in S:
G = Diag(Gn1×k11 , G
n2×k2
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r2 . . . ∗
 (2.9)
Matrika S iz enačbe (2.9) ima enako blokovno strukturo in podobne la-
stnosti kot matrika R. V splošnem je asimetrična Sij 6= STji. Če manjka
relacija Rij, potem manjkajo tudi faktorji Sij. V nižjedimenzionalnem pro-
storu faktorji Sij določajo relacije med objektnima tipoma εi in εj. Faktorji v
Gi (Gj) so specifični za objektni tip εi (εj) in se uporabljajo za rekonstrukcijo
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katere koli relacije, ki je povezana s tem objektnim tipom. Vsaka relacija Rij
se rekonstruira kot produkt faktorjev GiSijG
T
j . Enačba blokovne strukture
rekonstrukcijskega sistema GSGT :
R =

∗ G1S12GT2 . . . G1S1rGTr
G2S21G
T









2 . . . ∗
 (2.10)
Da se lahko algoritem nauči povezave v podatkih in upošteva določene









Oznaka ‖ ∗ ‖ označuje Frobeniusovo normo ter tr(*) sled matrik. Funk-
cija dopušča odsotnost nekaterih objektnih tipov. Operacija ‖ R−GSGT ‖2
ne aproksimira natančnih vhodnih podatkov, ampak samo dovolj dobre pri-
bližke. Če bi nadomestili manjkajoče relacije z ničelnimi matrikami, bi se
optimizacijska funkcija dodatno zmanǰsala, vendar bi s tem v sistemu uvedli
relacije, ki v vhodnih podatkih niso bile prisotne. Njihova vključitev v sistem
bi vplivala na dosedanje relacije med objektnimi tipi.
DFMF za reševanje problema minimizira optimizacijsko funkcijo iz enačbe
(2.11). Algoritem inicializira faktorje ter jih nato iterativno obnavlja z iz-
menjavo med fiksiranjem G in posodabljanjem S ter nato fiksiranjem S in
posodabljanjem G. Te akcije se izvršujejo, dokler razlika med vhodnim εi in
εj ne konvergira v absolutno napako ε. Zaporedje posodobitev Gi in Sij se
približuje lokalnemu minimumu.
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2.3 Nevronske mreže
Strojno učenje (ang. Machine learning) je veja v umetni inteligenci, ki se
ukvarja z obravnavanjem in analizo vzorcev v velikih količinah podatkov.
Klasifikacijski algoritmi, uporabljeni v strojnem učenju, se učijo vzorcev iz
učne množice. Nato to znanje uporabijo na novih podatkih za pridobivanje
novih ali skritih nevidnih informacij. Eden izmed najuspešneǰsih pristopov
so nevronske mreže.
Schmidhuber [20] v svojem delu povzame dosedanji razvoj nevronskih
mrež. Nevronsko mrežo sestavlja mnogo preprostih povezanih enot, imenova-
nih nevroni. Nevroni imajo enega ali več vhodov, katere z določeno funkcijo
združijo in seštejejo ter izračunajo vrednost izhoda. Vsak vhod je ločeno
utežen. Združevanje vhodov in izračun vrednosti se opravi s pomočjo aktiva-
cijske funkcije. Iskanje uteži in parametrov, ki določajo obnašanje nevronske
mreže, se imenuje učenje. Odvisno od problema ter od tega, kako so nevroni
združeni, lahko zgradimo globoke nevronske mreže z mnogo plastmi.
V današnjem vsakdanjiku se srečujemo z mnogo različnimi nevronskimi
mrežami, ki se jih ponavadi niti ne zavedamo. Pri brskanju po spletu br-
skalniki beležijo naše aktivnosti. Z obdelavo podatkov o aktivnostih določijo
uporabnika in v prihodnje predlagajo stvari, ki bi lahko bile zanj zanimive.
Facebook lahko z obdelavo podatkov o uporabnǐskih profilih ugotovi, ka-
tere osebe se morda poznajo med seboj, predlaga oglase, ki naj se prikažejo
določenemu uporabniku, prepozna osebe na sliki in drugo. V pametnih tele-
fonih se pojavljajo nevronske mreže za prepoznavanje obraza ali predmetov.
Kamera samodejno prilagodi nastavitve slikanja, ko prepozna določene pred-
mete, obraz ali okolico. V medicini se nevronske mreže uporabljajo za dia-
gnozo redkih in zahtevnih bolezni, v farmaciji pri raziskovanju novih zdravil
in podobno [21].
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2.3.1 Tipi nevronskih mrež
Nevronske mreže se uporabljajo za zaznavanje in prepoznavanje objektov v
računalnǐskem vidu, napovedovanje različnih računalnǐskih in družabnih iger
ter v mnogih drugih klasifikacijskih problemih. Zaradi vsesplošne uporabe so
se razvile različne vrste nevronskih mrež, ki so specializirane za določene na-
loge. Predstavili bomo tri različne tipe nevronskih mrež, ki smo jih uporabili
v našem delu.
Konvolucijske nevronske mreže (CNN)
Konvolucijska nevronska mreža (ang. Convolutional Neural Network) je pri-
merna za reševanje nalog, ki so povezane s slikami. Je usmerjena nevronska
mreža (ang. Feedforward Neural Network), ki vhodne podatke klasificira na
izhod. Deluje kot transformacija f(x) → y, kjer je y i-dimenzijski vektor
verjetnostne porazdelitve čez vseh i razredov, x pa je ponavadi 3-dimenzijska
RGB slika. Vsebuje 4 osnovne koncepte: lokalno povezljivost, porazdeljeva-
nje teže filtrov, zmanǰsevanje dimenzije in uporabo števila nivojev [22]. Na
sliki 2.2 je prikazana arhitektura prve konvolucijske nevronske mreže NetLet,
ki se je v bankah uporabljala za prepoznavanje črk in številk s plačilnih čekov
[23].
Slika 2.2: Konvolucijska nevronska mreža NetLet. Vir: LeCun [23].
Konvolucijski nivo (ang. Convolution layer) je osnovni element v CNN
arhitekturi. Vsebuje mnogo učnih filtrov z majhno prostorsko dimenzijo, ki
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se raztezajo čez celoten vhod. Vsak filter vsebuje uteži ω in je predstavljen
kot širina × vǐsina × globina ter se med učenjem sproti prilagaja učnim po-
datkom. Filtri opravljajo operacijo skalarnega produkta med vhodom x in
utežmi ω na različnih pozicijah vhoda. Konvolucija je torej pomikanje filtra
čez širino in vǐsino vhoda, izhod pa je matrika produktov z vsemi pozicijami
filtra. Ta lastnost se imenuje lokalna povezljivost, saj izkorǐsča korelacije med
podatki na vhodu. Vsak nevron je povezan le z nekaj sosednjimi podatki, od-
visno od velikosti filtra. Isti segment slike se lahko pojavi na različnih mestih
na vhodu. Z uporabo istih uteži (ang. Weight sharing) na različnih mestih
vhoda se spodbudi uporaba lokalnih detektorjev značilnosti in se izbolǰsa
robustnost omrežja pred različnimi transformacijami vhoda. V nasprotju
z lokalno povezljivostjo v konvolucijski plasti se v zadnjem koraku uporabi
polnopovezljiv nivo (ang. Dense layer), ki povezuje vsak vhodni nevron z
vsakim izhodim nevronom. Posledica je m × n uteži, kjer je m število vho-
dnih nevronov in n število izhodnih nevronov. Izhod polnopovezanega nivoja
je n-dimenzionalni vektor. Hiperparametri, ki vplivajo na velikost izhoda:
• Korak pomikanje filtra (ang. Strice) določa, za koliko se bo filter po-
maknil po izračunu skalarnega produkta med utežmi in vhodom. Na
vhodu je npr. podatek z dimenzijo 8 × 8 × 1 in filtrom 3 × 3 × 1
ter korakom 1, izhod je matrika dimenzije 6 × 6 × 1. Če bi uporabili
korak 2, bi imela matrika na izhodu dimenzijo 4 × 4 × 1.
• Dodajanje ničel na robove (ang. Zero-padding) je lastnost, ki ohranja
informacije na robovih. Z dodajanjem ničel na robove vhoda omogoča
ohranitev prostorske dimenzije vhoda.
• Število filtrov v konvolucijskih plasteh določa globino izhoda.
Zmanǰsevanje dimenzij v vmesnih združevalnih nivojih poteka z operacijami,
ki podobno kot konvolucija premikajo filtre po širini in dolžini vhoda. Najpo-
gosteje se uporablja združevanje z največjim elementom (ang. Max Pooling),
izhodna matrika vsebuje največje vrednosti filtra za določeno pozicijo. Ob-
stajata še filter najmanǰsih vrednosti (ang. Min Pooling) in filter s povprečno
vrednostjo (ang. Average Pooling). Tako kot za zmanǰsevanje dimenzij lahko
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tudi z vmesnimi razširitvenimi nivoji (ang. Up Sampling) razširimo vmesno
matriko. Vsak element vhodne matrike razširimo v dimenzijo filtrov. Prvi
element v filtru je vrednost iz vhodne matrike, vsa preostala prosta mesta
se zapolnijo z ničlami, izhod pa je velika redka matrika. Pri uporabi filtra
velikosti 2 × 2 za združevanje ali razširitev se izhod zmanǰsa ali poveča za
večkratnik števila 2.
Samokodirne nevronske mreže (AENN)
Nevronska mreža tipa samokodirnik (ang. Autoencoder Neural Network) je
algoritem strojnega učenja za nenadzorovano učenje (slika 2.3). Sestavljena
je iz kodirnika h = f(x) in dekodirnika r = g(h). Prvi vhodne podatke
zgosti oziroma stisne v manǰsi vmesni prostor. Pri tem se ohranijo najpo-
membneǰse informacije in vzorci iz vhoda. Dekodirnik nato razširi oziroma
razgosti vmesni prostor v čim bolǰsi približek vhoda (yi = xi). Za učenje
uporablja tehniko povratnega širjenja (ang. backpropagation). Ta se v pra-
ksi uporablja za odstranjevanja šuma iz različnih tipov podatkov, kot so zvok,
slika in tekst, ali za zmanǰsevanje dimenzij podatkov [24].
Slika 2.3: Osnovna struktura samokodirnika. Vir: Chollet [25].
Lastnosti funkcij za kodiranje in dekodiranje podatkov:
• specifičen za podatke – rekonstruira lahko le podatke, podobne ti-
stim, s katerimi se je model učil. Če se je na primer model učil s
slikami o obrazu, za napovedovanje dobi na vhodu sliko obraza, zato
bo izhod dobra rekonstrukcija. Če pa je na vhodu slika drevesa, bo na
izhodu naključna vrednost med vhodom in znanjem, ki ga je pridobil v
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fazi učenja. Model ne more sestaviti smiselnega izhoda, funkcije so se
namreč naučile specifik obraza.
• izguba – podatki na izhodu so slabši v primerjavi z vhodom. Med ko-
diranjem se izgubi določen del informacije. Na podlagi podobne izgube
delujeta algoritma MP3 in JPEG.
• samodejno učenje iz primerov – učenje je odvisno od podatkov na
vhodu. Ista arhitektura se lahko brez dodatnega razvoja uporabi za
različne podatke. V fazi učenja je potrebno podati ustrezne; če se pri
učenju modela kot podatki uporabljajo slike obrazov, bo model dobro
rekonstruiral obraz; če pa pri učenju slike obrazov zamenjamo z drevesi,
bo dobro rekonstruiral drevo.
Roberto Font [26] je s samokodirnika za zmanǰsevanje šuma v podatkih (ang.
Denoise Autoencoder) identificiral govorca na avdioposnetku. Uspelo mu je
določiti, da govorec na posnetku ustreza osumljencem iz seznama ter ga tudi
identificirati. Samokodirnik tega tipa ima na vhodu pomanjkljive podatke
oziroma podatke s šumom. Med procesom kodiranja in dekodiranja se večino
šuma odstrani. Ker je šum naključna vrednost, se ga pri procesu kodiranja
večina izgubi, pri čemer se ohranijo podatki, ki vsebujejo določene vzorce.
Lovedeep Gondara [27] je s konvolucijskim samokodirnikom za odpravljanje
šuma popravil napake na rentgenskih slikah. Ideja je enaka kot pri osnovnem
samokodirniku z več nivoji, saj kodiranje poteka v manǰsi vmesni prostor.
Namesto polnopovezanih nivojev (Dense) je uporabil konvolucijske nivoje iz
CNN (Convolution2D, MaxPooling in UpSampling), ki so primerni za obde-
lavo slik.
Večmodalne nevronske mreže (MMNN)
Multimodalno strojno učenje združuje različne prvine strojnega učenja. Je
model, ki lahko združuje informacije iz različnih virov. Tako lahko v en model
strojnega učenja hkrati damo informacijo o zvoku, sliki, tekstu in podobno.
Andrew Ng [28] je ugotovil, da imajo avdio- in videopodatki za prepoznavanje
govora lahko korelacijo v “srednji plasti” s fonemi in vizemi. Fonem je ena
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enota zvoka, ki v določenem jeziku loči eno besedo od druge [29]. Vizem je
izraz na obrazu oziroma oblika ustnic pri izgovorjavi določenega fonema [30].
Fonemi in vizemi niso v relaciji ena proti ena, saj lahko več fonemov ustreza
istemu vizemu. Vizem p na primer ustreza fonemom p, b, m, vizem t ustreza
fonemom t, d, n, l in tako dalje.
Do pred nekaj leti se je globoko strojno učenje uspešno uporabljalo za
nenadzorovano učenje nad posameznimi modalnostmi, kot so slike, besede
ali zvok. V zadnjih letih je glavni izziv raziskovalcev, kako predstaviti in
povzeti različne podatke, da bi izkorǐsčali komplementarnost (raznolikost)
in redundantnost (vsak podatkovni vir ima različne informacije) različnih
modalov.
Raziskovalci iz Googla in Univerze iz Toronta so razvili model, ki rešuje
probleme z več različnih področij [31]. Predlagana arhitektura vsebuje kon-
volucijski nivo (ang. convolutional layer), mehanizem pozornosti (ang. at-
tention mechanism) in redko zaprte nivoje (ang. sparsely-gated layers). Vsak
posamezni modal, izračunan za eno nalogo, je ključen za določeno nalogo, ki
jo učimo. Opazili so, da modal, ki ni vključen v določeno nalogo, ne škoduje
rezultatom, temveč jih v večini primerov izbolǰsa. Model so učili na osmih
različnih podatkovnih zbirkah, kot so slike, zvočni valovi, besedilo in drugo.
MultiModal na sliki 2.4 ima tri ključne bloke, ki omogočajo dobro delo-
vanje na različne težave:
• konvolucija mogoča modelu, da zazna vzorce in jih posploši v prostor,
• plasti pozornosti omogočajo, da se osredotoči na določene elemente za
izbolǰsanje učinkovitosti modela
• Sparsely-gated mixture-of-experts daje modelu zmogljivost brez preti-
ranega računanja.
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Slika 2.4: Arhitektura MultiModala: podomrežje, sestavljeno iz različnih
modalov, združeno v kodirnik, I/O mešalnik in dekodirnik. Vsaka ploščica
predstavlja en modal, ki se preoblikuje v notranjo predstavitev in obratno.
Vir: Kaiser, Gomez, Shazeer, Vaswani, Parmar, Jones, Uszkoreit [31].
2.3.2 Aktivacijske funkcije
Vsak nevron v skritem nivoju nevronske mreže prejema vhodne podatke iz
preǰsnjega nivoja. Za izračun utežene vsote vhodov nevronov se uporabljajo
tako imenovane aktivacijske funkcije. Gre za funkcijo, ki določa nevron na
izhodu. Na kratko bomo predstavili funkciji Sigmoid in ReLu, ki jih kasneje
uporabimo v našem delu.
Sigmoid je aktivacijska funkcija, bolj poznana kot logistična funkcija, ki
realno število pretvori na interval med 0 in 1. Izračuna se po enačbi:




S slike 2.5 je razvidno, da se velika negativna števila pretvorijo v vrednost
0, velika pozitivna pa v vrednost 1. Funkcija je bila v preteklosti ena izmed
pogosteje uporabljanih aktivacijskih funkcij. V sedanjosti se uporablja zgolj
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pri konvolucijskih nevronskih mrežah za klasifikacijo slik [32].
Slika 2.5: Aktivacijska funckija Sigmoid. Vir: Li, Karpathy, Johnson [32].
ReLu (ang. Rectified Linear Unit) je aktivacijska funkcija, ki se v zadnjih
letih zelo pogosto uporablja v strojnem učenju. Za vhod uporablja funkcijo
f(x) = max(0, x), vrednosti pa se določajo po enačbi:
f(x) = max(0, x) =
0 za x < 0x za x ≥ 0 (2.13)
S slike 2.6 je razvidno, da se negativna števila pretvorijo v 0, pozitivna pa
ostanejo enaka vhodu. V primerjavi s Sigmoidom je hitreǰsa, saj ne vključuje
matematične operacije potenciranja. Uporablja enostavno odločitveno ma-
triko, ki aktivira nevrone, večje ali enake nič. Pospeši računanje konvergence
stohastičnega gradientnega spusta [32].
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Slika 2.6: Aktivacijska funckija ReLu. Vir: Li, Karpathy, Johnson [32].
Pri gradnji nevronske mreže z več vmesnimi nivoji se lahko uporabijo
različne aktivacijske funkcije v različnih nivojih. To povzroči, da nevronska
mreža združi različne karakteristike teh aktivacijskih funkcij, vendar se kljub
temu v praski redko uporablja.
2.3.3 Funkcija izgube
Aktivacijskim funkcijam, ki se uporabljajo v skritih nivojih, je potrebno
določiti optimalno funkcijo izgube. Za aktivacijsko funkcijo ReLu je pri-
merna funkcija izgube s srednjo kvadratno napako (ang. Mean Square Er-
ror), medtem ko se Sigmoid bolje združuje z navzkrižno funkcijo napake
(ang. Cross-Entropy Error), ker so vrednosti na izhodu med 0 in 1 [33].




Podatki v svetu bioinformatike so razpršeni po različnih podatkovnih bazah.
Lahko so javno dostopni na spletu ali v zasebni lasti določene institucije, ki
je opravila raziskavo. Vprašanje, ki se nam poraja, je: “Ali lahko podatke
združimo v povezano celoto, ki je dostopna širši množici?”. V ta namen smo
v magistrskem delu razvili Python knjižnico, ki zbrane nehomogene podatke
iz različnih raziskav združi v skupno podatkovno strukturo povezanega grafa.
3.1 Podatki
Pod vodstvom dr. Alfreda Castella smo z Oddelkom za biokemijo Univerze v
Oxfordu sodelovali v mednarodnem projektu “HIV-data-fusion”. Pripravili
so nam podatke iz petih različnih bioloških raziskav o virusu HIV v interak-
ciji s človeško celico. Podatki opisujejo vpliv okužbe virusa HIV z interakcijo
proteinov v RNA, podatke o izražanju genov, pridobljenih s sekvenciranjem
RNA, in podatke mutantov, pridobljenih s poskusi siRNA (ang. Small in-
terfering RNA).
Med podrobneǰso analizo podatkov smo ugotovili, da le-ti ne zadostujejo
našim zahtevam. V vsaki raziskavi nastopajo različne množice genov, ki
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imajo med seboj zelo malo skupnih lastnosti. Podatki so zelo redki; za vsak
gen obstaja le nekaj meritvenih atributov, pri nekaterih tudi nič. V povprečju
je vsaka matrika zapolnjena z manj kot petimi procenti podatkov. Skritih
povezav med njimi skorajda ni. Le nekaj genov se ujema v vseh matrikah,
ki so med seboj povezane. Poleg tega tudi meritve v posamezni matriki niso
konsistentne – v nekaterih stolpcih so podatki na določenem intervalu, drugje
so vrednosti DA/NE, ali pa še kaj drugega.
Zaradi vseh težav, ki smo jih identificirali v fazi analize, smo se odločili
za uporabo druge množice bioloških podatkov. Uporabili smo podatkovno
zbirko Dictyostelium o amebi, avtorice Marinke Žitnik. Pripravila in uredila
jo je za potrebe svoje doktorske disertacije Learning by Fusing Heterogeneous
Data. Vsebuje tri relacijske matrike (slika 3.1):
• Gene annotation (Ann) – matrika relacije med proteini in anotacijami
GO termov vsebuje 1219 proteinov, ki določa 116 GO termov. Gostota
podatkov v matriki je 5.43%. Kadar obstaja anotacija GO term za
določen gen, je vrednost v celici matrike 1, drugače je 0.
• Experimental condition (Expr) – matrika različnih meritev izražanja
genov pri določenih pogojih. Vsebuje 1219 genov in 282 različnih meri-
tev. Gostota podatkov je 95.19%, kar je za biološke raziskave redkost.
Vrednosti meritev se gibljejo v velikih intervalih, zato je bilo osnovno
mersko enoto smiselno aproksimirati v logaritemsko skalo. Vrednosti
po aproksimaciji so na intervalu med -36 in 10.
• Protein-protein interaction (PPI) – kvadratna relacijska matrika, ki
vsebuje podatke o interakciji med 1219 proteini (vsak protein z vsa-
kim). Gostota matrike je 3.09%, saj je bilo glede na celotno matriko
opravljenih zelo malo meritev. Vrednosti v matriki so na intervalu med
0 in 0.1.
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Slika 3.1: Podatkovna množica Dictyostelium o amebi.
3.2 Graf relacij
Osnovno idejo za našo podatkovno strukturo smo povzeli po arhitekturi al-
goritma za zlivanje podatkov [4]. V njem avtorica razdeli vhodne matrike po
objektih in relaciji. Matrika predstavlja par objektov in relacijsko matriko
povezav med njima. Objekt so meta podatki (termini) o vrsticah oziroma
stolpcih, ki jih opisujejo, relacija pa je matrika podatkov med tema objek-
toma. Kot primer – relacijska matrika med geni in anotacijami GO term
vsebuje objekt tipa Gene in objekt tipa GO term. V prvem objektu se na-
hajajo geni (vrstice) iz te matrike, v drugem pa GO termi (stolpci). Podatki
o povezavi med njima so relacijska matrika. To je osnovna matrika, ki hrani
podatke o tem, ali povezava med geni in GO termi obstaja ali ne. Eno-
stavneje povedano – vsaka celica v relacijski matriki predstavlja povezavo
določenega gena z določenim GO termom.
3.2.1 Podatkovna struktura
Podatkovna struktura, ki jo predlaga Marinka Žitnik, je primerna za algo-
ritem podatkovnega zlivanja z matričnim razcepom. Podatki so shranjeni v
takšni obliki, da jih lahko algoritem enostavno uporabi. Ko želimo dodati
manǰse spremembe v podatke, jih drugače predstaviti ali dopolniti, naletimo
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na obilico ovir, zato smo se odločili za razvoj lastnega algoritma, ki vsebuje
osnovne prvine v delu opisanega postopka [4]. Glavna prednost našega pri-
stopa je, da omogoča sprotno preverjanje vnosa novih podatkov v obstoječo
podatkovno strukturo. Algoritem preveri trenutno stanje v strukturi, samo-
dejno umesti nove podatke v strukturo, opozori uporabnika, če v strukturi
obstajajo podobni podatki ter omogoča manipulacijo s podatki, kot so cen-
tralizacija podatkov, združevanje, povprečne vrednosti in drugo. Ideja za
razvoj podatkovne strukture je izhajala iz relacijskega poizvedovalnega je-
zika GraphQL [34].
Predlagana podatkovna struktura je sestavljena iz nivojev relacij, objek-
tov in relacijskega grafa. Elementarni nivo se imenuje relacija (ang. Rela-
tion). Vsebuje osnovne informacije o relacijski matriki, ki vstopa v strukturo.
Te informacije so lahko ime relacijske matrike, ime objekta o vrsticah, ime
objekta o stolpcih, metapodatki o vrsticah, metapodatki o stolpcih in relacij-
ska matrika podatkov. To so osnovni podatki, s katerimi je določena vhodna
relacijska matrika.
Drugi nivo se imenuje objekt (ang. Object), vsebuje pa seznam elemen-
tov, ki pripadajo temu objektnemu tipu. To so seznam relacij, ki so povezane
po vrsticah, seznam relacij, ki so povezane po stolpcih, ter identifikacijsko
ime objekta. Relacijska matrika na primer vsebuje podatke o pacientih, ki
jemljejo določena zdravila. Objekt v vrstici je pacient, elementi pa so imena
pacientov. V prvem seznamu so relacije, ki vsebujejo entitete pacientov po
vrsticah, v drugem pa relacije, ki vsebujejo entitete pacientov po stolpcih.
S seznamoma relacij, povezanih po vrsticah in stolpcih, smo rešili problem
dodajanja novih objektov v podatkovno strukturo, in sicer takih, ki imajo v
obstoječi strukturi različne dimenzije elementov ali drugačne elemente. Da
bi vsem povezanim relacijskim matrikam zagotovili enako dimenzijo, ni po-
trebe po dodatni obdelavi (ang. Preprocessing) podatkov. Doda se na primer
nova relacijska matrika, ki je po stolpcih povezana z obstoječim objektom v
podatkovni strukturi. Ustvari se nov objekt, ki vsebuje podatke o vrsticah,
obstoječi objekt pa se posodobi z novimi podatki. Preveri se presek med
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trenutnimi in novimi elementi; vsem relacijam, ki ne vsebujejo novih elemen-
tov, se dodajo prazni stolpci ali vrstice. S tem zagotovimo, da so v vseh
relacijskih matrikah istega tipa vsi elementi. Stolpci in vrstice, ki smo jih
razširili z ničlami, ne spremenijo pomena relacijske matrike. Ničelne vredno-
sti pomenijo, da relacija med dvema opazovanima elementoma ne obstaja.
Vse matrike, ki so s tem objektom povezane po stolpcih, se samodejno se
razširijo. V podatkovno strukturo lahko vstopajo zelo različni in nehomo-
geni podatki, a jih znamo ustrezno umestiti.
Zgornji nivo, ki vse objekte povezuje v povezano celoto, se imenuje rela-
cijski graf (ang. RelationGraph). Vsebuje seznam objektov, ki so trenutno
vneseni v podatkovno strukturo. Preverja, kateri objekti obstajajo v struk-
turi in kaj je potrebno storiti ob dodajanju novih podatkov.
Podatkovno strukturo smo razširili z dodatnim zgornjim nivojem, ime-
novanim bločna struktura relacijskega grafa (ang. MatrixOfRelationGraph).
Glavni izziv tega nivoja je bil, kako vhodno strukturo enostavno podati ne-
vronski mreži. Cilj je bil poiskati enostavno rešitev, ki brez večjih posegov
v graf in manipulacijo podatkov pripravi podatke na vhod nevronske mreže.
Nevronska mreža na vhod sprejme samo eno matriko, ki predstavlja celotni
vzorec učenja. Podatkovno strukturo iz grafa je bilo potrebno sploščiti v eno
veliko skupno matriko, ki vsebuje vse manǰse matrike in povezave med njimi.
Na začetku je bilo potrebno ločiti matrike, ki so med seboj povezane po stolp-
cih in vrsticah. Vizualizirali smo si navidezni koordinatni sistem, s katerim
bomo gradili matriko. Če je struktura prazna, je dodajanje matrike trivi-
alno. Osnovna matrika je enaka manǰsi vhodni matriki. Za vsako naslednjo
je potrebno preveriti trenutno stanje v osnovni matriki. V osnovni matriki
sta na primer vneseni dve matriki, ki sta povezani po stolpcih. Želimo dodati
novo, ki se s prvo povezuje po vrsticah. Ker ne vemo, kam se bo naslednja
matrika dodala, si je potrebno določiti navidezni koordinatni sistem. V kva-
drant +/+ se bodo vstavljale matrike, povezane po vrsticah, v kvadrant -/-
se bodo vstavljale matrike, povezane po stolpcih, v kvadrant -/+ se bodo
vstavljale matrike, za katere ne obstaja povezava po stolpcih in vrsticah, v
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kvadrant +/- pa se bodo vstavljale matrike, povezane po stolpcih in vrsticah.
Ko določimo, v kateri kvadrant spada nova matrika, moramo določiti pravila
v zvezi s tem, kaj se ob kateri akciji zgodi. Če povezujemo po vrsticah, je
potrebno vrstice manǰse matrike najprej urediti v isti vrsti red, kot so ure-
jene v osnovni matriki. To moramo narediti zato, ker smo pri gradnji grafa
upoštevali, da ima vsaka relacijska matrika, ki je povezana po vrsticah, enako
število vrstic. Sedaj smo se izognili težavam z urejanjem vrstic, kajti vsaka
matrika, ki pride v graf in je povezana po vrsticah, ima enako število vrstic.
Potrebno jih je samo urediti v pravilno zaporedje. Nato je potrebno osnovno
matriko razširiti – dodati n stolpcev, ki pa imajo vrednost 0. Na koncu v
prazna polja, ki smo jih pridobili z razširjanjem, vstavimo novo matriko. Ker
je bilo potrebno razširitev izvesti čez vse dosedanje matrike, se pojavi veliko
praznega prostora. Ta se bo kasneje zapolnil z dodajanjem novih relacijskih
matrik.
Težava se pojavi, kadar obstajata dve relacijski matriki, ki povezujeta ista
objekta. V tem primeru algoritem pri vnosu relacijske matrike uporabnika
obvesti o tem. Predlaga različne funkcije združevanja, kot so združevanje
z največjo ali najmanǰso vrednostjo, povprečna vrednost ali naključni izbor
elementov iz različnih matrik. Pri vsakem podvajanju podatkov se lahko upo-
rabnik odloči, katero operacijo bo izbral, vendar algoritem upošteva zadnjo
izbiro.
3.2.2 Obdelava podatkov
Podatkovna struktura po postopku, opisanem v poglavju 3.2.1, pripravi ustre-
zen vhod za nevronsko mrežo. Osnovna ideja je bila podati celotno matriko
relacij na vhod nevronske mreže. Pojavile so se težave, saj je bilo podatkov v
matriki preveč. Pri združevanju matrik iz podatkovne zbirke Dictyostelium,
ki vsebuje le tri matrike, je nastala vhodna matrika velikosti 1219 × 1617.
Tako velike (in večje) matrike ni mogoče enostavno učiti z navadno nevron-
sko mrežo tipa samokodirnik, predstavlja pa tudi veliko prostorsko zahtev-
nost. Odločili smo se za pristop večmodalne nevronske mreže, ki posamezno
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relacijsko matriko obravnava kot ločen modal. Kasneje bomo predstavili pre-
dlagano rešitev, ki je zgrajena v obliki večmodalne konvolucijske nevronske
mreže tipa samokodirnik.
Pri novem pristopu smo naleteli na naslednji težavi – kako zmanǰsati di-
menzijo vhodnih matrik in ali so si sosednje vrstice v relacijski matriki med
seboj podobne. Prvo smo rešili z vpeljavo konvolucijske nevronske mreže v
posamezen modal, drugo pa z uporabo algoritma za gručenje (ang. Cluste-
ring). Podatkovna struktura RelationGraph sprejme parametre exp, norma-
lization in cluster, ki aktivirajo funkcije za obdelavo podatkov.
Razširanje matrik
Konvolucijska nevronska mreža zmanǰsuje dimenzije vhodnih podatkov z
uporabo vmesnih nivojev in filtrov, ki so opisani v poglavju 2.3.1. Na iz-
hodu nevronske mreže želimo obdržati iste dimenzije matrik kot na vhodu,
zato je potrebno nadzorovano zmanǰsevati dimenzije. Postopek rekonstruk-
cije v prvotno dimenzijo poteka v obratnem vrstnem redu kot zmanǰsevanje.
Združevalni nivoji v konvolucijski nevronski mreži zmanǰsujejo dimenzije ma-
trik s celoštevilskim faktorjem. Uvedli smo parameter exp, ki je celo število in
predstavlja osnovo potenciranja. Vse relacijske matrike v podatkovni struk-
turi se razširijo ali zmanǰsajo na njegov večkratnik. Neenačba predstavlja




Število dim je dimenzija stolpcev ali vrstic, ki se določi iz vhodne relacijske
matrike, n pa je neničelno celo število in se določi z iterativnim povečevanjem
s korakom 1. Povečevanje se ustavi, ko je leva stran neenačbe manǰsa od 1.
Če je vrednost na levi strani neenačbe večja od 0.5, je potrebno relacijski
matriki dodati prazne vrstice ali stolpce, v nasprotnem primeru se vrstice
ali stolpci na zadnjih indeksih izpustijo. Relacijska matrika ima na primer
dimenzije 1219 × 116. V neenačbo (3.1) vstavimo podatke dim=1218 in
n=10, rezultat je 0.19 > 0.5. Vrstice na zadnjih 195 indeksih je potrebno
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izpustiti. V neenačbo za stolpce vstavimo podatke dim=116 in n=6, rezultat
je 0.8125 > 0.5. Dodati je potrebno 8 praznih stolpcev. Končni rezultat
funkcije je nova matrika z dimenzijami 1024× 128.
Normalizacija
Vsaka vhodna matrika vsebuje različen razpon podatkov. Preden vstopijo
v nevronsko mrežo, jih je potrebno uskladiti na enak interval. Razvili smo
funkcijo, ki podatke centralizira na zaprti interval med 0 in 1. Funkcija
vsako matriko obravnava ločeno, ne glede na preostale. Z operacijami min()
in max() se določi interval razpona podatkov. Vsem podatkom se odšteje
najmanǰsa vrednost, nato pa se po opravljeni operaciji odštevanja vsi podatki
delijo z največjim številom v podatkih.
Primer: Enodimenzionalna matrika vsebuje vrednosti [−3,−1, 0, 2, 3]. Od
elementov odštejemo najmanǰso vrednost v matriki: [−3,−1, 0, 2, 3]−(−3) =
[0, 2, 3, 5, 6]. Nato poǐsčemo najvǐsjo vrednost v novi matriki in z njo delimo
vse elemente nove matrike [0, 2, 3, 5, 6]/6 = [0.0, 0.33, 0.50, 0.83, 1.0]. Norma-
lizirana matrika vsebuje vrednosti na zaprtem intervalu med 0 in 1.
Urejanje po podobnosti
Podatki v matriki vsebujejo različno število vrstic in stolpcev. Z našim pri-
stopom želimo ugotoviti skrite povezave med podatki in napovedati izražanje
podobnih genov, zato je bilo podatke potrebno urediti po podobnosti. Ni za-
gotovila, da sta si vrstici i in i+1 med seboj podobni. Pri napovedovanju
uporabljamo konvolucijsko nevronsko mrežo, ki se uči na lokalnih podobno-
stih, zato je bilo nujno potrebno izvesti ta pristop. Uporabili smo algoritem
hitrega urejanja po gručah (ang. Fast Clustering), ki je javno dostopen na
GitHub1. Omogoča štiri različne metode urejanja:
• Single-linkage – najmanǰsa razdalja med dvema točkama v različnih
gručah.
1https://github.com/giulioisac/vision retina/blob/master/giulio deepretina.py
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• Complete-linkage – najmanǰsa maksimalna razdalja med dvema točkama
v različnih gručah.
• Average-linkage – najmanǰsa povprečna razdalja med vsemi točkami v
različnih gručah.
• Wardova metoda – najmanǰsi standardni odklon med dvema gručama.
V podatkovno strukturo smo vpeljali parameter cluster, s katerim dolo-
čimo, s katero metodo želimo urediti podatke. Odločili smo se za metodo
Single-linkage, ker se je za naše podatke izkazala za najbolǰso izbiro. Metoda




Vsako matriko smo uredili po vrsticah in stolpcih. Kot rezultat urejanja smo
dobili urejene matrike, ki v podatkih vsebujejo vzorec, ki se ga bo nevronska
mreža kasneje poskusila naučiti.





Glavni cilj magistrskega dela je bil razviti nevronsko mrežo tipa samoko-
dirnik, ki bi bila primerljiva s postopkom zlivanja podatkov, kakršnega pre-
dlaga Marinka Žitnik [4]. Za razvoj nevronske mreže smo uporabili Googlovo
knjižnico TensorFlow [35] in njen modul Keras, ki omogoča hitro in enostavno
gradnjo nevronske mreže v obliki blokov. Nismo se ukvarjali z razvojem po-
sameznih nivojev, temveč s sestavljanjem arhitekture posameznih blokov v
celoto ter določanjem ustreznih hiperparametrov – Numpy [36] knjižnico za
branje, obdelavo in generiranje podatkov. Za merjenje uspešnosti modela
uporabimo različne matrike iz knjižnice Scikit-learn [37], ki ponuja enostavna
in učinkovita orodja za podatkovno rudarjenje in podatkovno analizo. Po-
datke smo vizualizirali s knjižnicama Matplotlib [38] in Pandas [39].
4.1 Arhitektura modela MMCAE
Osnovna ideja je bila razviti nevronsko mrežo tipa samokodirnik, ki sprejme
celotno podatkovno strukturo v obliki velike relacijske matrike in poskusi čim
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bolje zapolniti manjkajoče vrednosti. Ugotovili smo, da je ta pristop preveč
naiven. Podatkov v matriki je le okoli 1%, kar pa je za učenje nevronske
mreže občutno premalo. Vsi zapolnjeni podatki bi bili obravnavani kot šum
in bi se pri procesu učenja izgubili.
Druga težava, na katero smo naleteli, je bila prostorska zahtevnost mo-
dela. Podatkovna struktura z le nekaj relacijskimi matrikami pripravi vhodno
matriko, ki ima dimenzije večje od 2048× 2048. Vseh uteži učenja, parame-
trov, učnih podatkov in računskih operacij, ki vstopajo v nevronsko mrežo,
ni mogoče hraniti v delovnem pomnilniku grafične kartice. Iz tega razloga
smo se med razvojem odločili za večmodalno nevronsko mrežo, ki namesto
ene velike vhodne matrike sprejme n manǰsih. Vsaka matrika ima toliko po-
datkov, kot jih je v osnovi. Ni nepotrebnih praznih vrstic in stolpcev, ki
bi nadomeščali manjkajoče relacijske matrike. Zmanǰsala sta se število uteži
učenja in parametrov modela ter kompleksnost učnih podatkov.
Za primerjavo: če uporabimo podatke, opisane v poglavju 3.1, jih lahko
predstavimo v eni relacijski matriki velikosti 1335 × 1501. Model z enim
vhodnim modalom potrebuje 3 · 109 parametrov za učenje, medtem ko tak
model z uporabo večmodalnosti potrebuje zgolj 500 · 106 parametrov. Z
večmodalnim pristopom se je občutno zmanǰsalo število parametrov modela.
Če upoštevamo dejstvo, da imajo podatkovne baze ponavadi več kot le tri
relacijske matrike, se razlika občutno poveča.
Vhodne matrike so zelo velike, zastopanost podatkov v njih pa je le od
5% do 10%. Ker so matrike v skoraj 90% prazne, je računanje ogromnega
števila ničelnih parametrov nepotrebno, poleg tega pa je model prostor-
sko zelo zahteven. Za zmanǰsevanje dimenzij vhodnih matrik smo uporabili
večnivojsko konvolucijsko mrežo in globoko nevronsko mrežo tipa kodirnik.
Z zmanǰsevanjem dimenzij vhodnim matrikam se parametri modela občutno
zmanǰsajo.
Na sliki 4.1 je predstavljena skica arhitekture našega predlaganega mo-
dela. Za ime smo uporabili kratico MMCAE (ang. MultiModal Convolutional
AutoEncoder), ki je sestavljena iz prvih črk angleškega imena. Za lažje razu-
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mevanje je prikazan model s tremi vhodnimi modali. V realnosti se uporabi
toliko modalov, kot je relacijskih matrik v grafu. Pristop vsebuje 6 korakov:
inicializacijo vhodnih modalov, kodiranje matrike s konvolucijsko nevronsko
mrežo, kodiranje z globokim samokodirnikom, združevanje modalov v sku-
pen prostor, kodiranje skupnega prostora z globokim samokodirnikom, deko-
diranje skupnega prostora z globokim samokodirnikom, razcep na modale in
dekodiranje s konvolucijsko nevronsko mrežo v končne izhode.
Slika 4.1: Arhitektura MMCAE s tremi vhodnimi modali.
Vhod v algoritem je povezan relacijski graf, ki je predstavljen v poglavju
3.2. Na podlagi vhodnih podatkov inicializira samostojne modale in parame-
tre modela. V vsakem modalu sta konvolucijska nevronska mreža in nevron-
ska mreža tipa kodirnik, ki zmanǰsata dimenzije vhodnih podatkov. Globina
konvolucijske nevronske mreže in globoke nevronske mreže tipa kodirnik se
določita glede na dimenzijo vhodnih podatkov. Če je vhodna matrika velika,
se uporabi več nivojev.
Konvolucijska mreža zmanǰsuje vhodne relacijske matrike do dimenzije
32 × 32. Uporablja konvolucijske filtre velikosti 3 × 3 s korakom 1. Za
ohranjanje informacij na robovih se v konvolucijskih nivojih vhodnim matri-
kam dodajo robovi z ničlami. Po vsakem konvolucijskem nivoju se uporabi
združevalni nivo, ki s postopkom združevanja z največjo vrednostjo (ang.
MaxPooling) združi sosednje točke. Uporablja filter velikosti 2×2 s korakom
1. Dimenzija matrike se zmanǰsa za faktor 2. Ohranijo se najpomembneǰse
informacije, ki imajo najvǐsje vrednosti. Prazne oziroma nizke vrednosti se
v tem nivoju zanemarijo. Po koncu konvolucijske nevronske mreže v vsakem
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modalu ostane 1024 nevronov.
Upoštevati je potrebno, da model vsebuje več vzporednih modalov, ki se
kasneje združijo v skupen prostor, torej je ta številka še vedno prevelika za
skupno združevanje. Število nevronov se dodatno zmanǰsa z navadnim kodir-
nikom s tremi nivoji. Uporabi se polnopovezan (ang. Dense) nivo, katerega
izhod je dvakrat manǰsi kot vhod. Med vsakim polnopovezanim nivojem je
dodan nivo naključnega opuščanja (ang. Dropout), ki prisili model, da se na
učne podatke ne prilagodi preveč (ang. overfitting).
V vsakem modalu je ostalo 128 nevronov, ki se v nivoju dodajanja (ang.
Concatenate) združijo v skupni vektor. Vektor predstavlja vmesni prostor
vseh modalov, ki se nato z globokim samokodirnikom kodirajo v skupen la-
tentni prostor. Ocenili smo, da je spodnja meja kodiranja, pri kateri model
ne izgubi preveč informacij in nima težav pri dekodiranju, 64 nevronov. Z
dekodirnikom, ki ima 6 nivojev in je sestavljen enako kot kodirnik, razširimo
vmesni prostor na 1024 nevronov. Vsakemu modalu podamo vse nevrone,
modali pa jih z dodatnim polnopovezanim nivojem razširijo na ustrezno di-
menzijo vhoda v konvolucijski dekodirnik. Ker smo imeli na začetku tri
vhodne modale, moramo tudi tukaj pripraviti tri izhodne modale. Razlika je
v tem, da smo vhodne nevrone prej zlepili v skupen prostor ter dobili trikrat
več nevronov, kot jih imamo sedaj. Vsi nevroni vstopajo v vsak modal iz
skupnega prostora.
Ko iz skupnega prostora pridobimo vse modale, sledi rekonstrukcija po-
datkov v začetno stanje. Poleg konvolucijskega nivoja uporabimo nivo na-
pihovanja (ang. UpSampling). Ta nam omogoča obratno operacijo kot
združevalni nivo z največjo vrednostjo. V vsakem koraku razširimo dimenzije
za faktor 2, manjkajoče vrednosti pa zapolnimo z ničlami. Tem se v nasle-
dnjem konvolucijskem nivoju nastavijo vrednosti. Ustavimo se, ko imajo
matrike na izhodu enake dimenzije, kot so bile na vhodu.
Iz knjižnice Keras smo uporabili nelinearno aktivacijsko funkcijo ReLU
(ang. Rectified Linear Unit). Trenutno je to najbolj uporabljena aktivacijska
funkcija v konvolucijskih in samokodirnih nevronskih mrežah. Deluje po
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formuli R(z) = max(0, z). Težava te funkcije je, da zanemari informacije,
ki so manǰse od nič. Vendar to v našem primeru pravzaprav ni težava, saj
imamo vhodne podatke na intervalu med 0 in 1. V zadnjem konvolucijskem
nivoju uporabimo logistično aktivacijsko funkcijo (ang. Sigmoid). Uporablja
se izključno, kadar želimo napovedati verjetnost na izhodu. Izhodni nevroni
pri tem dobijo vrednosti verjetnosti na intervalu med 0 in 1.
4.2 Generiranje podatkov
Biološki podatki so redki, težko ponovljivi ter zelo dragi. Upoštevati je po-
trebno dejstvo, da posamezne raziskave stanejo od nekaj deset tisoč evrov do
več milijonov evrov. Poizkusi niso večkratno ponovljivi, saj so predragi in ni
mogoče zagotoviti identičnih razmer, ki vplivajo na rezultate. Na voljo smo
imeli podatke o enkratnih meritvah, kar pa za učenje nevronskih mrež ni do-
volj. Odločili smo se za pristop generiranja podatkov z metodo naključnega
vzorčenja. Iz osnovnih podatkov smo zajemali naključne vzorce neničelnih
podatkov in jih shranili na disk. Pri učenju smo pridobljene vzorce obravna-
vali kot učno množico. Za shranjevanje smo uporabili NumPy knjižnico in
shranili v datoteko tip .npz. Kar se tiče zmogljivosti, je ta tip datoteke zelo
optimiziran, saj omogoča hitro branje in pisanje ter stiskanje podatkov 1.
Generirali smo različne pakete učnih množic, ki vsebujejo različne deleže
šuma. Šum je vrednost 0 v celici, ki v relacijski matriki predstavlja manj-
kajočo povezavo. Pripravili smo pakete podatkov, ki vsebujejo od 1% do
10% šuma. V vsakem paketu smo za posamezno relacijsko matriko generi-
rali 3000 naključnih vzorcev. Vsak paket vzorcev zaseda 30 GB prostora na
disku, torej skupaj okoli 300 GB.
1https://github.com/mverleg/array storage benchmark
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4.3 Učna in testna množica
Za proces učenja in testiranja nevronske mreže je podatke potrebno ločiti na
učno, validacijsko in testno množico. Učna množica so podatki, nad katerimi
se nevronska mreža nauči določenih pravil in vzorcev, z validacijsko množico
sproti preverjamo ustreznost modela, s testno pa testiramo model nad novimi
podatki. Noben podatek iz validacijske in testne množice se ne sme nikoli
pojaviti v učni množici, presek med validacijsko in testno množico pa mora
biti prazen.
Naš pristop vsebuje samokodirnik, ki poizkuša poiskati čim bolǰsi pri-
bližek izhoda glede na vhodne podatke. Idealno bi bilo, če bi imeli za učno,
validacijsko in testno množico vse relacijske matrike z različnimi podatki,
vendar smo zaradi premajhnega števila podatkov za učno množico uporabili
vse relacijske matrike, ki so na voljo, za validacijsko in testno množico pa
1000 naključnih celic iz vsake relacijske matrike. Te podatke smo razdelili
tako, da smo jih 70% namenili za validacijsko množico ter 30% za testno
množico za vsako relacijsko matriko posebej, in jih ločeno shranili. Vrednosti
teh celic v učni množici smo nastavili na nič.
V poglavju 4.2 smo omenili, da je bilo potrebno pripraviti učno množico
podatkov s pomočjo generiranja vzorcev. Ker je podatkov preveč, da bi jih
hranili v delovnem pomnilniku, smo za podajanje vhodnih podatkov nevron-
ski mreži uporabili funkcijo fit generator(). Funkcija izbere naključne vzorce
iz paketa in jih podaja modelu na vhod. Preden funkcija poda ustrezne
podatke na vhod modela, iz vzorca odstranimo vse celice, ki se nahajajo v
validacijski in testni množici.
Poleg generiranih podatkov s šumom smo za učenje uporabili napovedi,
pridobljene v posameznih fazah učenja. Za vsako fazo smo generirali 900
različnih napovedi, pri čemer so bili osnova za napovedi podatki iz učne
množice. Noben primer, ki je bil uporabljen za napoved, ni vseboval celic
iz validacijske in testne množice. V naslednji fazi so se za učenje modela
uporabili podatki, ki so bili pridobljeni iz napovedi v preǰsnji fazi. Tem
podatkom se celice iz validacijske in testne množice ne odstranjujejo, ker so
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bili pridobljeni z napovedjo.
4.4 Učenje modela
Nevronsko mrežo, predstavljeno na sliki 4.1, smo učili po paketih (ang. batch)
velikosti 9 primerov in v 50 ponovitvah (ang. epcho). Učenje smo ponovili
v večkratnih iteracijah. Po vsaki iteraciji smo iz trenutno naučenega mo-
dela generirali 900 napovednih primerov. Uporabili smo Kerasovo funkcijo
predict generator(), ki uporabi naključne vzorce iz učne množice in jim pri-
redi napoved. V naslednji iteraciji smo pridobljene napovedi uporabili kot
učno množico. Iterativni pristop učenja nad napovedanimi primeri sta pre-
dlagala Kuchaiev in Ginsburg [40] pri razvoju priporočilnega sistema tipa
samokodirnik na NetFlixovi podatkovni zbirki. Z vpeljavo ponavljajočega
se učenja na napovedanih podatkih sta opazila, da se je model dodatno iz-
bolǰsal. Kadar je v vhodni matriki malo podatkov, se lahko za učenje modela
uporabijo obogateni podatki, pridobljeni iz vmesnih faz učenja. To dejstvo je
pomembno vplivalo tudi na naš model. Povprečna kvadratna napaka modela
se je zmanǰsala za 1%.
Za ustavitev modela smo uporabili lastno validacijsko funkcijo, ki po vsaki
zaključeni iteraciji preveri povprečno kvadratno napako celic iz validacijske
množice. Če se je napaka od preǰsnje iteracije povečala, se učenje ustavi.
Podatki v relacijskih matrikah so med seboj karakteristično zelo različni, zato
nismo smeli upoštevati povprečne napake nad vsemi relacijskimi matrikami.
Potrebno je bilo določiti relacijsko matriko, pri kateri bomo ustavili učenje.
Kasneje bomo primerjali delovanje DFMF z našim modelom, na voljo pa
imamo samo rezultate napovedi za matriko Ann, zato smo se odločili, da bo
ta relacijska matrika vsebovala ustavitveni pogoj.
Z optimizacijsko funkcijo Adadelta [41] smo računali optimizacijo sto-
hastičnega gradientskega spusta, z binarno krožno entropijo (ang. binary
crossentropy) pa funkcijo izgube. Učenje modela smo poganjali na treh
grafičnih karticah GeForce GTX TITAN X GPU z 12 GB delovnega po-
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mnilnika (RAM) ter 12 CPU in 120 GB delovnega pomnilnika (RAM). Učni
proces je trajal 1 uro. Čeprav smo vhodnim relacijskim matrikam s konvolu-
cijsko nevronsko mrežo zmanǰsali dimenzije, model vsebuje 62×106 parame-
trov. Uspelo nam je zmanǰsati število parametrov za faktor 50. Brez uporabe
konvolucijske nevronske mreže bi model vseboval 3× 109 parametrov.
Poglavje 5
Uspešnost pristopov
V tem poglavju bomo predstavili rezultate, pridobljene s predlaganim mo-
delom MMCAE. V prvem delu si bomo ogledali uspešnost rekonstrukcije
podatkov s šumom nad vsemi relacijskimi matrikami. Pogledali bomo, kako
so se relacijske matrike rekonstruirale v izvorno stanje in ali so se s pomočjo
skritih povezav odkrili novi podatki ter kako natančno so napovedane skrite
celice. V drugem delu bomo ovrednoteni model primerjali z DFMF. Primer-
jali bomo natančnost rekonstrukcije izvorne relacijske matrike, natančnost
napovedi manjkajoče celice ter analizirali porazdelitev napovedanih podat-
kov glede na izvorne. Vsi poizkusi so dostopni na Github1.
5.1 Vrednotenje modela
V fazi učenja smo pripravili 10 različnih modelov, katerim smo v podatke
vnesli različno stopnjo šuma. Vsak model se je naučil določenih lastnosti,
ki so se pojavile zaradi različnega deleža šuma. Z vrednotenjem ocenjujemo
uspešnost modela nad testnimi podatki. Pri analizi smo uporabili različne
tehnike, kot so histogrami, tabele, točkovni izrisi, škatlasti diagram in slikovni
prikaz podatkov. Za vizualizacijo smo uporabili knjižnico Matplotlib [38].
1https://github.com/lovrek/MMCAE-data-fusion
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5.1.1 Odstranitev šuma
V poglavju 4.3 smo omenili, da je bilo za generiranje učne množice v izvorne
podatke potrebno vstaviti določen delež šuma. Iz pomanjkljivih podatkov
smo želeli pridobiti čim bolǰsi približek izvornim, pri tem pa smo morali
paziti, da se model ne prilagodi (ang. overfitting) preveč na učne podatke.
Slika 5.1: Izvorne relacijske matrike, napovedane relacijske matrike in ab-
solutna napaka najbolje ovrednotenega modela.
Relacijske matrike, njihove napovedi ter absolutne razlike napake med
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vhodnimi in izhodnimi podatki so predstavljene na sliki 5.1. Zaradi uporabe
konvolucijske nevronske mreže smo podatke po vrsticah in stolpcih uredili
z algoritmom gručenja in metodo najbližjih povezav (ang. Single-linkage).
Pojavili so se določeni lokalni vzorci, na podlagi katerih se je model učil
lastnosti podatkov. Za prikaz izstopajočih vrednosti, izvornih in napovedanih
podatkov je uporabljena barvna lestvica od temno modre do rumene barve.
Pomembne informacije so predstavljene s svetlo barvo, manj pomembne pa s
temno. Za prikaz absolutne vrednosti razlike med izvornimi in napovedanimi
podatki smo uporabili črno-belo barvno lestvico. Največja odstopanja so
prikazana s črno barvo.
Vsak modal se je učil določenih lastnosti izvornih podatkov. Pri matrikah
Ann in Expr opazimo prilagojen vzorec na izvorni in napovedni relacijski ma-
triki. Model se je uspešno naučil dovolj veliko količino podatkovnih lastnosti,
ki jih je uporabil pri rekonstrukciji. Tudi pri matriki PPI je opažena podob-
nost med izvornimi in napovedanimi podatki, vendar splošneǰsa kot pri prvih
dveh. Interval napovedanih vrednosti je med 0 in 0.3, kar priča o tem, da
se model ni zmogel naučiti zadostne količine lokalnih vzorcev za natančneǰso
rekonstrukcijo. Za človeško oko se napovedi dobro ujemajo. Realna slika
napake se prikaže šele z absolutno razliko med izvornimi in napovedanimi
vrednostmi. Pri matriki PPI je moč opaziti močno odstopanje.
Med fazo učenja in testiranja smo ugotovili, da model najbolje napove
rezultate po drugi iteraciji. Tabela 5.1 vsebuje povprečne kvadratne napake
relacijskih matrik po drugi iteraciji z dodajanjem različnega deleža šuma v
izvorne podatke. V prvem stolpcu vsake matrike je povprečna napaka napo-
vedi, v drugem stolpcu pa povprečna napaka osnovne meje. Osnovna meja
(ang. baseline) je merilo, s katerim ocenjujemo in primerjamo rezultate mo-
dela [42]. Meja so lahko rezultati obstoječega modela, ki ga želimo izbolǰsati,
ali naiven pristop trenutnega modela z naključnimi podatki. Ker za DFMF
nismo imeli napovedi za vse relacijske matrike, smo za osnovno mejo izbrali
rezultate napovedi z naključnimi podatki. Izvornim podatkom smo na vhodu
naključno zamenjali vrstni red vrstic. Vzorci v podatkih so se izgubili, učinek
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Tabela 5.1: Povprečna kvadratna napaka modela z dodajanjem različnega
deleža šuma v podatke. Prvi stolpci pri vsaki matriki so napovedi, drugi pa
osnovna meja. Vsi podatki so predstavljeni v procentih.
Noise Ann Expr PPI
1 2.46 6.08 0.61 6.15 1.92 2.20
2 2.44 6.01 0.56 6.33 1.93 2.18
3 2.82 5.70 0.60 6.24 1.93 2.18
4 2.47 6.00 0.57 6.29 1.94 2.18
5 2.18 6.92 0.60 6.36 1.92 2.29
6 2.29 6.79 0.58 6.46 1.94 2.31
7 2.29 6.67 0.59 6.32 1.92 2.29
8 2.37 6.15 0.60 6.39 1.91 2.29
9 2.32 6.26 0.56 6.31 1.93 2.19
10 2.46 5.92 0.59 6.25 1.93 2.18
nevronske mreže pa se je poslabšal, saj naučene uteži iz vhodnih podatkov
niso razbrale ustreznega vzorca. To je dovolj dobro dejstvo, saj smo želeli
ugotoviti, ali se model nauči lokalnih lastnosti podatkov.
Najbolǰse napovedi v relacijski matriki Ann, ki vsebuje ustavitveni pogoj,
so s šumom med 5% in 7%. Na preostali dve relacijski matriki šum ne
vpliva bistveno, napovedi se pri različnem deležu šuma ne razlikujejo. Da se
napaka občutneje spreminja samo v relacijski matriki Ann, je zagotovo razlog
ustavitvenega pogoja. Model je ustavil učenje, ko so se napovedi validacijskih
podatkov matrike Ann poslabšali. Če bi vstavili ustavitveni pogoj v drugo
relacijsko matriko, bi dobili popolnoma drugačne rezultate.
Razlika med povprečno kvadratno napako nad relacijskimi matrikami s
šumom in premešanimi vrsticami je izraziteǰsa v matrikah Ann in Expr. Je
posledica lokalnih vzorcev, ki se nahajajo v podatkih (sliki 5.1). Pri matriki
PPI čez celotne podatke obstaja blag splošen vzorec. V primeru, da vrstice
zamenjamo med seboj, se vzorec ne spremeni bistveno, kar je razvidno iz
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razlike med končno napovedjo in osnovno mejo. Relacijska matrika vsebuje
premalo neničelnih vrednosti, da bi se oblikoval očitneǰsi vzorec in bi zmedel
model. Čeprav relacijska matrika Ann vsebuje podoben delež neničelnih
vrednosti, je razlika med osnovno mejo in končno napovedjo večja. Razlog
je v lokalnih lastnostih podatkov: vsi neničelni podatki imajo vrednost 1,
neničelne vrednosti pa so zbrane v zgornji polovici relacijske matrike – na
levem in desnem robu. Če te vrednosti razpršimo z zamenjavo vrstic po
celotni matriki, so napovedi izrazito slabše. Enako velja za relacijsko matriko
Expr, kjer so podatki skoraj v celoti zapolnjeni, le zgornji rob relacijske
matrike je prazen.
5.1.2 Testiranje modela
Uspešnost modela smo ocenili z validacijsko in testno množico. Prva se upo-
rablja za preverjanje hiperparametrov in ustavitvenega pogoja v fazi učenja,
druga pa za ocenjevanje uspešnosti modela. V učni množici se niso nikoli
pojavili podatki, pač pa samo njihovi približki (po koncu vsake iteracije
učenja). Vmesne napovedi smo uporabili kot novo učno množico. Zaradi pre-
majhne količine izvornih podatkov smo za testiranje izbrali 1000 naključnih
neničelnih celic iz vsake relacijske matrike. Odstranili smo jih iz učne množice
in jih razdelili v 70% za validacijsko množico in 30% za testno množico. V ta-
beli 5.2 so predstavljene povprečne kvadratne napake napovedi z validacijsko
in testno množico.
V relacijski matriki Ann in PPI napovedi dosežejo najbolǰse približke
s šumom med 5% in 7%. Šum močno vpliva nanju, saj vsebujeta malo
neničelnih vrednosti. Razlike med različnimi deleži šuma so občutneǰse kot
pri relacijski matriki Expr. V relacijski matriki Ann, kjer je ustavitveni po-
goj modela, je 16.54% razlike med najbolǰso in najslabšo napovedjo testne
množice, 4.64% pa za PPI. Šum na relacijsko matriko Expr nima posebnega
vpliva, saj se napovedi razlikujejo samo za 1%, kar je posledica izbire na-
ključnih vzorcev iz učne množice. Če bi želeli s šumom vplivati na napako
napovedi, bi ga bilo potrebno dodati več kot le 10%. Ker nismo želeli, da bi
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Tabela 5.2: Povprečne kvadratne napake napovedi validacijske in testne
množice. Prvi stolpec vsake relacijske matrike, predstavlja napovedi na vali-
dacijski množici, drugi pa na testni.
Noise Ann Expr PPI
1 62.94 64.37 3.22 3.23 74.22 73.07
2 65.82 66.71 3.29 3.29 75.25 74.11
3 67.52 69.40 3.17 3.14 74.62 73.50
4 64.56 65.52 3.23 3.28 75.47 74.52
5 53.06 54.43 4.19 4.13 71.22 70.17
6 52.32 52.86 3.96 3.85 70.90 69.88
7 53.95 55.12 3.90 3.88 71.08 70.10
8 61.78 62.31 4.09 4.00 71.27 70.32
9 61.72 63.05 3.25 3.35 74.59 73.53
10 66.58 67.77 3.30 3.31 75.08 74.09
bili rezultati napovedi odvisni od šuma, smo se odločili za poenoten delež v
vseh relacijskih matrikah.
Opravili smo različne poizkuse in meritve z različnimi hiperparametri.
Manj kot je bilo šuma, več iteracij je model opravil, in več kot je bilo šuma,
manj iteracij je opravil v fazi učenja. Skupno gledano so bile najbolǰse na-
povedi pridobljene s 6% šuma in dvema iteracijama učenja. Vsi nadaljnji
rezultati bodo temeljili na tej predpostavki.
Zanimalo nas je, kako se napovedane vrednosti iz testne množice ujemajo
z izvornimi. Predstavili smo jih s točkovnim diagramom na sliki 5.2. Zaradi
lažje razumljivosti smo napovedi uredili naraščajoče glede na njihove vredno-
sti. V matriki Ann imajo vse izvorne celice vrednost 1. Iz grafa je razvidno,
da so nekatere celice dobro napovedane, druge pa imajo veliko odstopanj. To
je posledica naključnega izbora testnih celic, saj so nekatere celice izbrane iz
okolice, ki vsebuje veliko neničelnih celic, druge pa iz okolice z veliko ničelnimi
celicami. Poleg tega relacijska matrika Ann vsebuje veliko ničelnih vredno-
5.1. VREDNOTENJE MODELA 49
Slika 5.2: Izvorne in napovedane vrednosti testnih celic v posamezni rela-
cijski matriki. Celice so urejene naraščajoče po napovedanih vrednostih.
sti, katerih se je model priučil v fazi učenja. V splošnem je točnost napovedi
52.86%, kar je za tako malo vhodnih neničelnih celic dober rezultat. V ma-
triki Expr so napovedi skladne s pričakovanimi vrednostmi. Na voljo je bilo
95% neničelnih celic, kar je bilo dovolj za učinkovito učenje modela. Napo-
vedane vrednosti so skoraj v povprečni vrednosti celotne relacijske matrike,
le nekaj celic močno odstopa. To je posledica praznega sektorja v zgornjem
delu relacijske matrike; celice so bile izbrane na robu. Pri relacijski matriki
PPI opazimo, da se model ni uspel naučiti dovolj informacij, da bi dobro
napovedal manjkajoče vrednosti. Iz napovedi lahko sklepamo, da so ničelne
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vrednosti premočno vplivale na učenje. Največja napovedana vrednost je 0.3,
čeprav so učni primeri vsebovali celice z vrednostmi na intervalu med 0 in 1.
5.1.3 Porazdelitev podatkov
Poleg analize napovedi relacijskih matrik in celic v testni množici nas je
zanimala frekvenčna porazdelitev izvornih in napovedanih vrednosti. Te so
prikazane na sliki 5.3. V prvem stolpcu je frekvenčna porazdelitev izvornih
relacijskih matrik, v drugem pa njihove napovedi.
Relacijska matrika Expr ima izvorne neničelne vrednosti na intervalu med
0.7 in 1 – porazdeljene so kot funkcija normalne porazdelitve. Napovedane
vrednosti imajo večinski delež v povprečni vrednosti relacijske matrike. Za-
radi uporabe konvolucijske nevronske mreže so se vrednosti zgladile v pri-
bližek. Ostrina oziroma natančnost se pri rekonstrukciji izgubi. Manǰsi delež
ničelnih vrednosti je posledica manjkajoče sekcije v zgornjem delu relacijske
matrike (slika 5.1). Ker model ni imel nobene informacije o njih, jih ni mogel
ustrezno zapolniti. Relacijski matriki Ann in PPI vsebujeta veliko ničelnih
vrednosti. Večina napovedi je na intervalu med 0 in 0.2. Napovedi okoli ničle
se pojavijo zaradi vpliva velike količine ničelnih izvornih podatkov.
Zaradi uporabe konvolucijske nevronske mreže so napovedi približki okoli
vrednosti z izstopajočimi frekvencami. Ann in PPI vsebujeta malo neničelnih
vrednosti; njune napovedi vsebujejo najvǐsjo frekvenco napovedanih vredno-
sti okoli ničle, medtem ko relacijska matrika Expr vsebuje večino neničelnih
celic na intervalu med 0.7 in 1. Njena frekvenčna porazdelitev napovedi je
okoli povprečne vrednosti. Delež relacijske matrike, kjer so bile v večini same
ničle, je tudi po koncu učenja ostal skoraj nespremenjen.
V relacijski matriki Ann in PPI je izrazito povečanje števila neničelnih
vrednosti okoli ničle. Te so posledica velike količine ničel v izvornih podatkih.
Ker nas vrednosti okoli ničle in vpliv ničel na napovedi ne zanimajo, smo te
vrednosti z zamikom ničle zanemarili. Meja, pri kateri bomo trdili, da so
vrednosti manǰse ali enake od nje, je kar enaka nič. Z različnimi poizkusi
smo ugotovili, da je najustrezneǰsa vrednost 0.2. V nadaljevanju jo bomo
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Slika 5.3: Porazdelitev podatkov v izvornih in napovedanih relacijskih ma-
trikah.
imenovali umetna ničla. V tabeli 5.3 so predstavljene izvorne in napovedane
vrednosti neničelnih podatkov z umetno ničlo.
Relacijski matriki Ann se je za 54% povečal delež neničelnih vrednosti.
Razlog je v porazdeljenosti izvornih neničelnih podatkov, saj imajo vsi vre-
dnost 1. Če bi bili izvorni podatki porazdeljeni drugače, bi bil delež napove-
danih neničelnih vrednosti zagotovo manǰsi. Delež neničelnih vrednosti pri
relacijski matriki Expr se ni bistveno povečal. V izvornih podatkih obstaja
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manjkajoči del, o katerem model ni imel informacij. Obravnaval jih je, kot
da ne obstajajo, in jih napovedal kot 0. Nove neničelne vrednosti so se poja-
vile na prehodu med ničelnim in neničelnim sektorjem. V zvezi z relacijsko
matriko PPI pa vidimo, da smo pridobili manj neničelnih vrednosti, kot jih
je bilo v izvorni relaciji. To je bilo pričakovano, saj se zaradi pomanjkanja
informacij model ni dovolj dobro naučil podatkovnih lastnosti. Iz slike 5.2 je
razvidno, da se graf napovedanih vrednosti ne približa izvornim. Napovedi
so na intervalu med 0 in 0.3. Z vpeljavo umetne ničle se je interval napovedi
zmanǰsal za 66%.
Podrobneǰsa frekvenčna porazdelitev neničelnih podatkov z umetno ničlo
je prikazana na sliki 5.4. Relacijska matrika Ann ima skoraj enakomerno
porazdelitev in za vse vrednosti vsebuje približno enako število primerov.
Frekvenca napovedi je konstantna. Na intervalu med 0.2 in 0.3 je še viden
vpliv ničelnih vrednosti. Vsi ostali podatki so enakomerno porazdeljeni. V
relacijski matriki Expr je opazno izrazito odstopanje napovedi na intervalu
med 0.85 in 0.88. Napovedane vrednosti so konvergirale okoli povprečne
vrednosti izvorne relacijske matrike. Zanimivo je dejstvo, da je veliko vre-
dnosti na intervalu med 0.9 in 1 konvergiralo v povprečje. Zagotovo so bile te
vrednosti obdane z vrednostmi, ki so bile blizu povprečja. Z uporabo konvo-
lucijske nevronske mreže so se izstopajoče vrednosti zgladile v povprečje. Za
natančneǰso analizo bi morali podrobneje analizirati izvorno relacijsko ma-
triko o lokacijah določenih celic, ki so konvergirale v povprečje. Med analizo
smo ugotovili, da so napovedi za relacijsko matriko PPI nerelevantne.
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Slika 5.4: Porazdelitev izvornih in napovedanih podatkov v posameznih
relacijskih matrikah z umetno nastavljeno ničlo.
Pridobljeni rezultati za relacijske matrike so pričakovani. Porazdelitve
napovedi so v glavnem odvisne od značilnosti in gostote podatkov. Glavne
značilnosti v relacijskih matrikah so bili lokalni vzorci in povprečna vrednost.
Lokalni vzorci so se pojavili z urejanjem podatkov po podobnosti. Dobljene
vzorce je izkoristila konvolucijska nevronska mreža. Kadar je bilo v relacijski
matriki veliko neničelnih vrednosti ali malo neničelnih vrednosti brez lokalnih
vzorcev, se je izrazila lastnost povprečne vrednosti. Večina teh vrednosti je
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bila z manǰsimi odstopanji napovedana okoli povprečja.
5.2 Primerjava nevronske mreže in DFMF
V tem poglavju bomo primerjali metodi MMCAE in DFMF. Obe metodi s
pomočjo stiskanja podatkov zlivata podatke v nižjedimenzionalnem prostoru
ter jih poizkušata rekonstruirati. DFMF uporablja matrični razcep, med-
tem ko MMCAE uporablja nevronsko mrežo. Z različnimi analizami bomo
primerjali rezultate obeh metod. Pri matričnem razcepu smo imeli na voljo
samo napovedi za relacijsko matriko Ann. Celotna analiza in primerjava bo
temeljila na tej matriki. Za MMCAE smo uporabili model s 6% šuma v
učnih podatkih. Ta se je v poglavju 5.1 izkazal za najprimerneǰsega. Pri-
merjali smo uspešnost rekonstrukcije celotne relacijske matrike, uspešnost
napovedi testnih celic ter prikazali porazdelitev napovedanih podatkov in
delež napovedanih neničelnih podatkov.
Za ustrezno primerjavo je bilo potrebno podatke v obeh pristopih urediti
po istem postopku. Z algoritmom gručenja in metodo najbližjih povezav
smo podatke uredili po vrsticah in stolpcih. Vsako relacijsko matriko smo
normalizirali na interval med 0 in 1 ter dimenzije ponastavili na večkratnik
števila 2. To je osnovni pogoj, da lahko relacijske matrike vstopajo v model
MMCAE in so učni podatki pri obeh metodah enaki. Iz relacijske matrike
Ann smo odvzeli 1000 neničelnih celic ter jih 70% razdelili v validacijsko
in 30% v testno množico. Testna množica vsebuje 300 neničelnih celic, s
katerimi smo testirali obe metodi.
5.2.1 Rekonstrukcija relacijske matrike
Zanimalo nas je, katera metoda bolje rekonstruira celotno relacijsko ma-
triko. DFMF je za učenje uporabil izvorne podatke, MMCAE pa podatke s
6% šuma. Slika 5.5 prikazuje izvorno relacijsko matriko Ann, napovedi po-
sameznih metod ter absolutno razliko napak med izvornimi in napovedanimi
vrednostmi. Izvorni podatki na sliki so celotni in vključujejo celice, ki smo
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jih odstranili iz učnega procesa. Iz napovedi opazimo, da se pristopa med
seboj razlikujeta. MMCAE izpostavlja lokalne vzorce, slika napovedi pa vse-
buje lokalne vzorce izvorne slike. Na mejah med ničelnimi in neničelnimi
vrednostmi opazimo sence. Te napovedi imajo vrednosti na intervalu med
0.2 in 0.5. DFMF v podatkih ne zazna lokalnih vzorcev, zato se slika napo-
vedi manj prilagaja izvorni. Vsebuje splošen vzorec z visokimi vrednostmi na
levem robu. Iz absolutne razlike je razvidno, da DFMF vsebuje več črnih pik,
Slika 5.5: Izvorna relacijska matrika Ann, napoved relacijske matrike in
absolutna razlika med izvornimi in napovedanimi vrednostmi.
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ki predstavljajo napake. Vrednosti, ki so znašale 1, je napovedal z 0 ali obra-
tno. Tudi pri MMCAE je moč opaziti nekaj teh pik, vendar občutno manj.
Večina je sivih, te pa predstavljajo nove manjkajoče napovedane vrednosti.
Razvidne so lokalne karakteristike posameznih metod.
Podrobneǰsi rezultati napovedi in primerjava z izvorno relacijsko matriko
so predstavljeni v tabeli 5.4. Kljub normalizaciji vhodnih podatkov DFMF
preseže prvotni interval. Kar 25% vseh napovedanih vrednosti je manǰsih
od 0 in le nekaj posameznih izjem preseže vrednost 1. Zaradi tolikšnega
deleža negativnih napovedi je povprečna vrednost napovedane relacijske ma-
trike slabša od MMCAE. Za ocenjevanje približkov smo uporabili metriko
povprečne kvadratne napake. MMCAE izbolǰsa točnost napovedi za 0.70%;
napovedi minimalne, povprečne in maksimalne vrednosti so natančneǰse kot
pri DFMF. Če pri DFMF vse negativne vrednosti upoštevamo kot 0, se pov-
prečna kvadratna napaka ne spremeni občutno. Približki z negativnimi vre-
dnostmi so majhni, občutneje izstopa le nekaj izjem.
Tabela 5.4: Tabela različnih meritev izvorne in napovedane relacijske ma-
trike Ann z metodama MMCAE in DFMF.
MSE Min Avg Max Non-zeros
Ann - 0.0000 0.0489 1.0000 6425
MMCAE 2.297% 0.0000 0.0571 0.9846 9865
DFMF 2.983% -0.7093 0.0354 1.3737 6869
V zadnjem stolpcu je število neničelnih vrednosti. V poglavju 5.1.3 smo
uvedli umetno ničlo in izločili vse manǰse neničelne napovedi, ki so imele
vrednost manǰso od 0.2. DFMF dodatno zapolni le 7%, medtem ko MMCAE
zapolni 54% glede na izvorne vrednosti. Podrobneǰso primerjavo podatkovne
porazdelitve si bomo ogledali v poglavju 5.2.3.
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5.2.2 Napovedi testnih celic
Pri rekonstrukciji celotne relacijske matrike se je metoda MMCAE izkazala
za uspešneǰso. Nadalje nas je zanimalo, kako uspešni sta metodi pri napovedi
manjkajočih celic. V testni množici smo imeli 300 neničelnih celic, ki se med
učenjem niso nikoli pojavile v učni množici.
Povprečna kvadratna napaka testnih celic je 52.86% z metodo MMCAE
ter 74.98% z metodo DFMF. Grafični prikaz uspešnosti napovedovanja je
predstavljen na sliki 5.6. Metodi se med seboj karakteristično razlikujeta,
zato so napovedi nad istimi celicami zelo različne. Zaradi razumljiveǰsega
prikaza so napovedi, neodvisno druga od druge, urejene naraščajoče glede na
vrednosti. Vse testne celice imajo izvorno vrednost 1, krivulja urejenih napo-
vedanih vrednosti se približuje izvornim. Metoda MMCAE je učinkoviteǰsa,
saj več kot polovica napovedanih testnih celic presega mejo 0.5. Pri DFMF
je teh celic le okoli 50.
Slika 5.6: Izvorne in napovedane vrednosti testnih celic pri MMCAE in
DFMF modelu v relacijski matriki Ann. Celice so, neodvisno med seboj,
urejene naraščajoče glede na vrednosti napovedi.
V poglavju 3.1 smo omenili, da relacijska matrika Ann vsebuje relacijske
podatke med GO termi in proteini ter da se relacijske matrike med seboj
povezujejo z metapodatki o proteinih. Zanimalo nas je, ali obstajajo skrite
povezave med proteini, ki se nahajajo v različnih relacijskih matrikah. 300
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testnih celic vsebuje 253 različnih proteinov. Njihovo število je manǰse, saj so
se nekatere celice pojavile na različnih mestih istega proteina. Prešteli smo
vse neničelne vrednosti v relacijskih matrikah posameznega proteina. Inter-
val zasedenosti neničelnh vrednosti posameznega proteina je med 1 in 422.
Število neničelnih vrednosti 1 pomeni, da ima opazovan protein samo v eni
relacijski matriki eno zapolnjeno celico, vse ostale pa so prazne. Razdelili smo
jih v 10 skupin glede na gostoto neničelnih celic ter v vsaki skupini poiskali
minimalno vrednost, mediano in maksimalno vrednost. Podrobnosti so v ta-
beli 5.5 ter grafični prikaz na sliki 5.7. Škatlasti diagram na sliki 5.7 prikazuje
devet skupin. Skupino 84–125 smo na sliki izpustili, ker ne vsebuje nobenega
proteina. DFMF konstantno napoveduje manjkajoče vrednosti na intervalu
med 0.1 in 0.4, neodvisno od števila neničelnih celic. Večino vrednosti se na-
haja na tem intervalu, obstaja pa nekaj primerov z izraziteǰsim odstopanjem.
Mediana MMCAE občutneje niha, napovedi v posameznih skupinah se raz-
tezajo na širšem intervalu. Vseeno je opazen naslednji vzorec: večje, kot je
število neničelnih celic, večja je verjetnost za uspešno napoved novih celic.
Smiselno je primerjati skupini 252–293 in 294–335. Vsaka vsebuje po skoraj
100 različnih proteinov. Mediana pri MMCAE vsebuje vǐsje vrednosti, kar
priča o natančneǰsih napovedih. Porazdelitve napovedi so razpršene na širok
interval, medtem ko ima DFMF konstanten napovedni interval. Minimalne
in maksimalne vrednosti pri obeh metodah so podobne. Pojavile so se zaradi
mejnih primerov, ki odstopajo od povprečja.
Da bi lažje primerjali uspešnost napovedi na sliki 5.7, smo naredili še
nasprotni eksperiment. Izbrali smo 300 ničelnih celic ter naredili enak po-
stopek, kot je opisan zgoraj. Rezultati so prikazani v tabeli 5.6 ter grafični
prikaz na sliki 5.8. Za napovedi ničelnih celic sta oba pristopa enakovre-
dna. V nobenem stolpcu ni izrazitega odstopanja ali razpršenosti napovedi
na širšem intervalu. Pojavile so se le določene izjeme v skupinah 252–293 in
294–335, v katerih je prisotnost proteinov največja in vsebujejo visoko go-
stoto neničelnih celic. Povprečna kvadratna napaka napovedi vseh ničelnih
vrednosti je 3.02% z metodo MMCAE ter 2.01% z metodo DFMF. Ta na-
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paka ni ravno merilo uspešnosti, saj nas zanimajo tako zapolnjene celice kot
prazne. Napaka se spreminja v odvisnosti od zajetega testnega vzorca.
Pri primerjavi napovedi testnih celic je metoda MMCAE v vseh pogledih
testiranja napovedala bolǰse rezultate. Povprečna kvadratna napaka napo-
vedi neničelnih celic je za 23% nižja. Krivulja urejenih napovedanih vrednosti
se bolj približa izvornim vrednostim, pri testiranju napovedi ničelnih celic pa
sta obe metodi enakovredni.
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Tabela 5.5: Napovedi neničelnih celic MMCAE in DFMF, razdeljene v sku-
pine glede na gostoto zasedenosti neničelnih vrednosti posameznega proteina.
Non-zeros Proteins MMCAE DFMF
1 - 41 3 0.013 0.071 0.947 0.104 0.182 0.255
42 - 83 4 0.108 0.472 0.873 0.000 0.250 0.557
84 - 125 0 - - - - - -
126 - 167 1 0.908 0.908 0.908 0.278 0.278 0.278
168 - 209 2 0.107 0.429 0.752 0.061 0.279 0.499
210 - 251 7 0.445 0.861 0.979 0.036 0.166 0.407
252 - 293 159 0.005 0.430 0.945 -0.222 0.199 0.883
294 - 335 93 0.003 0.562 0.968 -0.003 0.191 0.836
336 - 377 25 0.009 0.563 0.915 -0.041 0.103 0.741
378 - 422 5 0.033 0.173 0.413 -0.001 0.113 0.431
Slika 5.7: Škatlasti diagram prikazuje minimalno in maksimalno vrednost
ter mediano napovedanih celic v odvisnosti od gostote neničelnih vrednosti
v proteinih, ki so prisotni v vseh relacijskih matrikah. Prikazane so skupine
z vsaj enim proteinom.
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Tabela 5.6: Napovedi ničelnih celic MMCAE in DFMF, razdeljene v sku-
pine glede na gostoto zasedenosti neničelnih vrednosti posameznega proteina.
Non-zeros Proteins MMCAE DFMF
1 - 41 11 0.000 0.000 0.093 -0.036 0.006 0.328
42 - 83 2 0.003 0.054 0.108 -0.007 -0.003 0.000
84 - 125 2 0.000 0.000 0.000 0.004 0.069 0.134
126 - 167 0 - - - - - -
168 - 209 2 0.000 0.000 0.000 -0.003 0.006 0.014
210 - 251 7 0.005 0.430 0.945 -0.222 0.199 0.883
252 - 293 175 0.000 0.003 0.687 -0.324 0.006 0.427
294 - 335 72 0.000 0.003 0.611 -0.176 0.004 0.214
336 - 377 25 0.000 0.001 0.507 -0.011 0.005 0.170
378 - 422 4 0.001 0.001 0.020 0.001 0.126 0.467
Slika 5.8: Škatlasti diagram prikazuje minimalno in maksimalno vrednost
ter mediano napovedi ničelnih celic v odvisnosti od gostote neničelnih celic v
genih, ki so prisotni v vseh relacijskih matrikah. Prikazane so skupine z vsaj
enim proteinom.
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5.2.3 Porazdelitev podatkov
Na koncu si oglejmo še porazdelitev napovedi obeh metod v primerjavi z
izvornimi podatki. Na sliki 5.9 sta prikazani frekvenčni porazdelitvi izvorne
relacijske matrike Ann in napovedi. Rezultata sta si podobna, saj večina na-
povedanih vrednosti konvergira okoli ničle. Napovedi DFMF imajo tudi nega-
tivne vrednosti kot posledico karakterističnih lastnosti algoritma, ki ničelne
vrednosti na vhodu nadomesti z zelo majhnim številom ε. Vrednosti pri
rekonstrukciji so približki, ki nihajo okoli ničle. Napovedi ne vsebujejo vre-
dnosti točne ničle. Večina napovedi je na intervalu med -0.1 in 0.5. MMCAE
Slika 5.9: Porazdelitev izvornih in napovedanih podatkov s pristopoma
MMCAE in DFMF v relacijski matriki Ann.
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je v napovedih glede minimalne in maksimalne vrednosti bolj strikten; naha-
jajo se znotraj izvornega intervala. Opazno je manǰse gibanje vrednosti na
intervalu med 0.5 in 1, medtem ko jih pri DFMF ni.
Splošno gledano obe metodi napovedujeta podobno frekvenčno porazde-
litev. Za lažjo primerjavo si moramo ogledati samo neničelne podatke. V
poglavju 5.1.3 smo zaradi vpliva ničel v izvornih podatkih pri napovedih
uvedli umetno ničlo. Z različnimi poizkusi smo ocenili, da je najprimerneǰsa
vrednost za umetno ničlo 0.2. Pri tej izločimo zadostni delež napovedi, ki
vsebujejo vpliv ničel, obdržimo pa samo dobre napovedi. Frekvenčna poraz-
delitev podatkov z umetno ničlo je prikazana na sliki 5.10.
Kot smo ugotovili v poglavju 5.2.1, je MMCAE pri napovedi približka
izvornim vrednostim uspešneǰsi. Iz frekvenčne analize je razvidno, da so
napovedi na intervalu med 0.4 in 1 enakomerno porazdeljene. Vsaka vrednost
vsebuje vsaj 100 ali več pojavitev, pri DFMF pa večina napovedi konvergira
na intervalu med 0.2 in 0.5. Manǰsi delež je še na intervalu med 0.5 in 0.8,
preostale vǐsje napovedi pa so bolj izjema kot pravilo. Ker smo imeli na
vhodu kar nekaj neničelnih celic z vrednostjo 1, bi bilo pričakovati, da se
bo vsaj manǰsi delež le-teh ohranil tudi pri napovedi. MMCAE jih je nekaj
ohranil, medtem ko jih DFMF ni.
Cilj obeh metod je bil napovedati čim večji delež manjkajočih vrednosti.
Uspešnosti posamezne metode z vpeljavo umetne ničle so predstavljene v
tabeli 5.7. Tudi v tej primerjavi je MMCAE uspešneǰsi, saj uspe zapolniti
2.64% (7.53% - 4.89%) ničelnih celic, medtem ko jih DFMF zapolni le 0.37%
(5.26% - 4.89%). Skozi celotno analizo se je uporaba nevronske mreže izkazala
za bolǰso izbiro kot matrični razcep. Z uporabo aktivacijskih funkcij se model
natančneje priuči lastnosti podatkov.
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Slika 5.10: Porazdelitev izvornih in napovedanih podatkov s pristopoma
MMCAE in DFMF v relacijski matriki Ann z umetno nastavljeno ničlo.
Tabela 5.7: Delež neničelnih vrednosti v izvornih in napovedanih podatkih
MMCAE in DFMF z umetno nastavljeno ničlo.
Matrika Original MMCAE DFMF
Ann 4.89% 7.53% 5.26%
Poglavje 6
Sklep
V bioinformatiki sta veliki težavi razkropljenost podatkov po različnih podat-
kovnih zbirkah ter njihovo pomanjkanje. V tem magistrskem delu razvijemo
algoritem za združevanje različnih podatkov v povezan relacijski graf ter al-
goritem s podatkovnim zlivanjem z uporabo večmodalnih nevronskih mrež za
napovedovanje manjkajočih vrednosti. Za napovedovanje manjkajočih podat-
kov smo razvili večmodalno konvolucijsko mrežo tipa samokodirnik, ki smo
jo poimenovali MMCAE. Z zlivanjem podatkov se odkrijejo skrite povezave
in zapolnijo podatki, ki imajo zadostno število skupnih lastnosti.
Algoritem za združevanje različnih podatkovnih zbirk smo povzeli po dok-
torski disertaciji Marinke Žitnik. Razširili smo ga z lastnimi funkcijami za
manipulacijo podatkov. Z njim smo pripravili podatke za DFMF in MM-
CAE. Izkazal se je za robusten in učinkovit pristop, ki ne izgubi informacij
o metapodatkih, ki so nujno potrebni pri analizah.
Model MMCAE smo primerjali z DFMF, ki za zlivanje uporablja matrični
razcep. Testirali smo napovedovanje relacijske matrike z različnim deležem
šuma v podatkih ter napovedovanje manjkajočih vrednosti. V prvem primeru
smo izbolǰsali povprečno kvadratno napako DFMF za 1%, v drugem pa za
23%. Ugotovili smo tudi, da DFMF zapolni le 0.37% manjkajočih podatkov
relacijskih matrik, medtem ko jih MMCAE zapolni 2.64%, kar je več kot 50%
vseh izvornih podatkov v opazovani relacijski matriki.
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Kljub obetavnim rezultatom je možnosti za napredek mnogo. Relacijske
matrike v bioinformatiki so velike in vsebujejo majhen delež neničelnih po-
datkov. Težava MMCAE je prevelika prostorska zahtevnost, ki je posledica
teh velikih relacijskih matrik, ki vstopajo v model. Z dodatnimi optimizaci-
jami bi lahko pri učenju uporabili večje pakete (ang. batch) učnih podatkov
ter večje in obširneǰse podatkovne baze. Menimo, da je metoda MMCAE
odlično izhodǐsče za nadaljnje raziskave, saj se je z izbolǰsanjem rezultatov
matričnega razcepa izkazala za uspešen in učinkovit pristop.
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