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Resumen. Las soluciones más comunes que se encuentran en los diferentes 
trabajos de Sistemas de Detección de Intrusos son las decisiones de sacrificio o 
las de equilibrio. En el primer enfoque se renuncia a capacidad de detección 
tomando pocas características de entrada o se deja la eficiencia en un segundo 
plano tomando todas las entradas necesarias sin tener en cuenta sus 
repercusiones sobre el clasificador. En el segundo enfoque se busca un 
equilibrio a través de técnicas de selección de características, técnicas de 
redimensionamiento o distribución de funcionalidades. No obstante, estas 
últimas aunque equilibran capacidad y eficiencia, no se adentran en datos del 
paquete TCP/IP y descuidan características importantes para los IDS como 
escalabilidad, dinamismo y tareas de administración mínimas. Este artículo 
muestra un estudio de los principales trabajos dentro del tema así como de las 
técnicas de interés como Redes Neuronales Artificiales y Análisis de 
Componentes Principales con el objetivo de que sirva de base al diseño de un 
modelo general de detección de intrusos en redes de computadoras que permita 
detectar ataques de manera eficiente sin perder capacidad de detección. 
1   Introducción 
Desde su invención hasta nuestros días, el número de ordenadores ha crecido hasta 
consolidarse como un instrumento casi imprescindible en la vida cotidiana del 
hombre. El incremento del número de computadoras y su alta conectividad hace 
difícil mantener los niveles de seguridad necesarios, siendo cada vez mayor el número 
de ataques informáticos y su impacto económico y social [1], [2], [3]. 
Esta compleja situación en los sistemas y redes informáticas ha traído consigo el 
desarrollo de investigaciones con el propósito de crear mecanismos de seguridad tanto 
para la prevención como para la evasión y la detección [4]. Uno de los principales 
exponentes dentro de las herramientas de detección son los Sistemas de Detección de 
Intrusos (IDS –Intrusion Detection System). Estos sistemas son los encargados de 
identificar y responder a las actividades maliciosas que tienen como objetivo una 
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computadora o los recursos de red. Esta herramienta es relativamente joven pero 
desde su surgimiento han aparecido una enorme variedad de propuestas que intentan 
dar solución a este enfoque, tan complicado como rico en posibilidades. 
Los IDS pueden ser clasificados teniendo en cuenta la fuente de información que 
utilizan y el tipo de análisis que realizan para la clasificación [5]. Dentro de éstos los 
sistemas de detección de intrusos de red (NIDS –Network Intrusion Detection 
System) que se basan en la detección por anomalías presentan grandes ventajas. Esta 
detección por anomalías tiene como característica principal la necesidad de identificar 
ataques desconocidos a través de la especificación del comportamiento normal, para 
ello se han aplicado en la mayoría de las investigaciones técnicas de aprendizaje de 
máquina destacándose las redes neuronales artificiales (ANN –Artificial Neural 
Networks) y las máquinas de soporte vectorial (SVM). Ambas técnicas aportan 
beneficios en cuanto a su poder de generalización y capacidad de detección, pero 
tienen la desventaja que su eficiencia en la detección es inversamente proporcional al 
número de características de entrada. Por tanto, se puede decir que para utilizar estas 
técnicas es imprescindible tratar adecuadamente la selección de características para la 
clasificación para no afectar la eficiencia de los IDS y por ende su viabilidad [6-8]. 
Por ello es importante llegar a un equilibrio entre la capacidad de detección del IDS, 
que se logra tomando un amplio espectro de entrada y la eficiencia de éste que se 
logra con la selección de una cantidad pequeña de entradas. Con todo esto, se puede 
plantear que un enfoque válido a seguir es reducir el volumen de información para la 
detección sin pérdida sustancial de la información original, utilizando técnicas de 
reducción de características. 
Basándonos en este planteamiento el presente artículo recoge, en el apartado 2, un 
análisis de los trabajos relacionados con los IDS que se basan en técnicas de 
aprendizaje de máquina, describiendo sus principales aporte y deficiencias. Esto lleva 
al planteamiento de un IDS que antes de clasificar la información, reduzca los datos 
de entrada para lograr mayor eficiencia de clasificación sin pérdida de capacidad de 
detección. Por esta razón, en el apartado 3 se describen las técnicas de clasificación 
que permitirían solventar algunos de los problemas encontrados y  el apartado 4 
muestra las técnicas de reducción de características que mejor se ajustan al tema.  
2   Investigaciones en Detección de Intrusos  
Los Sistemas de Detección de Intrusos pueden clasificarse según diferentes 
parámetros, los más relacionados con esta investigación son: la fuente de información 
y la estrategia de análisis como se muestra en la figura 1. 
La fuente de información divide a los IDS en HIDS (Host Intrusion Detection 
Systems) o NIDS (Network Intrusion Detection Systems), dependiendo de los datos 
que utilicen para la detección. Los HIDS protegen solamente a la computadora en la 
que fueron instalados y utilizan para ello archivos propios de la misma [9]. Por otra 
parte, los NIDS utilizan el tráfico de red para detectar intrusiones, lo que les permite 
operar en un tramo de red y de esta forma proteger a un conjunto de máquinas [10]. 
La estrategia de análisis especifica el tipo de detección que se realiza una vez 
recopilada la información. El uso indebido se refiere a un IDS que contiene una base 
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de datos de patrones de ataques con los cuáles compara los datos recogidos en busca 
de coincidencias y en caso de encontrar alguna, los clasifica como ataques. Este tipo 
de detección es eficaz pero sólo detecta intrusiones de las cuales se tenga 
conocimiento previo, lo que lo hace ineficiente en las condiciones actuales donde 
aparecen nuevos ataques a gran velocidad [11]. El caso contrario es la estrategia de 
análisis por anomalías, ya que ésta parte de la descripción del comportamiento normal 
y clasifica como intrusivo a todos los patrones que se alejen de él. Presentan grandes 
ventajas en las condiciones actuales pero aún hay que mejorar sus ratios de detección, 
que son peores que los de uso indebido debido a la dificultad que trae consigo la 
descripción del comportamiento normal de un sistema [11]. 
 
 
Fig. 1. Clasificación de los algoritmos de reducción de características. 
Los primeros trabajos en detección de intrusos que han utilizado ANN como 
clasificador, lo han hecho tanto para uso indebido como para anomalías. Muchos han 
basado su procesamiento en el uso del perceptrón multicapa (MLP −Multilayer 
Perceptron) para modelar el comportamiento normal del proceso sobre la base de las 
llamadas al sistema [12]. Los MLP han sido también utilizados para la detección de 
uso indebido utilizando el tráfico de red como fuente de información, a través del 
análisis de los diferentes campos de los paquetes TCP/IP. Con el objetivo de reducir 
el índice de falsos positivos, existen trabajos basados en MLP [13] que en lugar de 
analizar aisladamente los paquetes, analizan una sesión completa de conexión. 
Las técnicas que utilizan algoritmos de aprendizaje no supervisado como los mapas 
auto-organizados (SOM −Self-Organizing Map), también han sido utilizadas para 
clasificar los paquetes de red. En [14] se presenta un sistema de detección de 
anomalías que utiliza SOM a nivel de conexión de red, donde cada conexión es 
definida por un grupo de seis características. 
La investigación presentada en [15] se apoya en redes de dos arquitecturas 
diferentes: un MLP, y un SOM, su objetivo es probar la eficiencia de éstas para 
analizar paquetes de red y clasificarlos como normales o peligrosos. Se tomaron 
veinte y nueve campos como datos de entrada a la ANN y se obtuvieron resultados de 
veracidad por encima del 90 % para ambas redes. 
En  [16] se desarrolla el Sistema Automático para la Detección de Actividades 
Maliciosas (SADAM). El objetivo principal perseguido fue explorar las 
potencialidades del uso de un SOM como núcleo del sistema de análisis de un IDS. 
SADAM no analiza el contenido de los paquetes, y por tanto no es capaz de detectar 
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ataques cuya finalidad sea el muestreo de puertos o la denegación de servicios, sobre 
la base del análisis de los datos de la cabecera del paquete. Para la detección se 
tuvieron en cuenta veintiún campos, además de cuatro variables estadísticas que 
muestran la evolución del tráfico en una cierta ventana de tiempo. 
[17] propone una arquitectura de red recurrente para detectar intrusos a partir de 
los datos de los protocolos IP, ICMP, TCP, UDP. Se utiliza una Time Lag Recurrent 
Network con memoria de diez instancias, basado en el hecho que un ataque no es 
auto-contenido en un paquete, sino que se conforma por un conjunto de ellos. Se 
obtuvieron resultados favorables alcanzándose un 98,2% de detección de paquetes 
normales y un 98% para paquetes intrusivos. 
Otros trabajos utilizan diferentes tipos de ANN como las correspondientes a la 
Teoría de la Resonancia Adaptativa (ART−Adaptive Resonance Theory). En [18] se 
utiliza entrenamiento no supervisado a través de una ART, tomando como entradas 
tres características de la capa Ethernet, once de IP y ocho de TCP. 
En la investigación llevada a cabo en [19] se compara el funcionamiento de un 
perceptrón multicapas y una red de Elman. Para ambas se utilizan como datos de 
entrada sesenta y cuatro campos del protocolo de aplicación HTTP, sin tener en 
cuenta el resto de los protocolos del paquete. Se llegan a conclusiones del alto poder 
de clasificación de ataques ante muestras desconocidas de ambas redes, apreciándose 
una mayor eficiencia en la red de Elman. En [20] de igual manera, se centran en 
ataques Web, para ello definen un algoritmo de detección de anomalías basado en 
considerar los diferentes estados posibles de una aplicación Web. 
En [21] se limitaron al análisis del tráfico de paquetes TCP, obviando protocolos 
como UDP e ICMP. La información contenida en el área de datos de los paquetes fue 
asimismo tomada en cuenta. Por esta razón, además de usar la información más 
significativa del encabezado TCP, se seleccionaron los primeros 393 caracteres del 
contenido del paquete. Este límite se debe a que de los paquetes peligrosos que se 
encontraron a lo largo de la investigación el de mayor longitud era de 393 caracteres 
en el área de datos. En total fueron seleccionados 402 datos de entrada: 9 campos de 
la cabecera TCP y los primeros 393 caracteres del contenido del paquete. La red 
obtenida mostró un poder de detección por encima del 95 % y un alto poder de 
generalización. 
[22] compara el funcionamiento de un MLP con una red neuronal de base radial 
(RBF −radial basis functions) y con un algoritmo de vecino más cercano difuso (KNN 
−K nearest neighbors). Los tres clasificadores reciben como entradas datos muy 
específicos para detectar cuatro tipos de ataques: Nmap. Portsweep, Dict, Back. Las 
entradas seleccionadas fueron catorce variables que describen comportamiento 
estadístico del tráfico teniendo en cuenta solamente los protocolos IP y TCP. 
[23] utiliza una red creciente (GG −Growing Grid) para detectar intrusos, 
basándose en las ventajas de este tipo de arquitectura para el entrenamiento. En este 
caso se detectan ataques a nivel de conexión utilizando cinco entradas que describen 
la misma. Se realiza un estudio comparativo con un SOM demostrándose las ventajas 
de la GG.  
Otros trabajos se centran en un único tipo ataque para la detección. [24] utiliza 
cuatro características para detectar los muestreos de puertos. [25], también reducen el 
espectro de detección lo que esta vez a cinco tipos de ataques. El clasificador que 
utilizan es un MLP con diez entradas correspondientes a datos de los protocolos IP, 
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TCP y UDP. En [26] se propone un IDS para detectar ataques de tipo inyección de 
código. Se centran fundamentalmente en aquellos que buscan formas polimórficas 
para evadir las técnicas de seguridad. 
[27] comparan los resultados que se pueden obtener utilizando una ANN y un 
SVM bajo igualdad de condiciones. Para ambos utilizan los cuarenta y un datos a 
nivel de conexión propuestos en la KDD 1999 y obtienen 97% y 99% de efectividad 
respectivamente. Esta investigación muestra resultados superiores en la clasificación 
con SVM. No obstante a pesar de la potencia del clasificador presenta desventajas 
importantes ya que sólo ofrece resultados binarios. Por tanto en este caso para 
detectar los cinco tipos de ataques presentes en el conjunto de entrenamiento, fue 
necesaria la utilización de cinco SVM. 
Por su parte [28] utilizan treinta y cinco datos de los cuarenta y uno propuestos en 
la KDD, con el objetivo de elevar la eficiencia con un menor número de datos de 
entrada. En este trabajo tampoco se tienen en cuenta los campos del paquete por lo 
que queda fuera un amplio espectro de detección. Se logra una efectividad de 91% 
utilizando un MLP. 
Los trabajos examinados, a pesar de brindar resultados favorables, presentan 
importantes limitaciones. Todos éstos se pueden resumir en dos grandes grupos. El 
primero de ellos se refiere a aquéllos que utilizan un número muy elevado de entradas 
para el clasificador que implementan, lo que hace que el entrenamiento e incluso el 
uso del mismo sean ineficientes. En el segundo grupo, por el contrario, se encuentran 
aquellos trabajos en los que no se utilizan muchas entradas, para lo cual deben limitar 
su detección, obviando algunos protocolos o no contemplando los datos del contenido 
del paquete. De esta forma, el dilema entre cantidad óptima de entradas seleccionadas 
para el buen funcionamiento del clasificador y la cantidad necesaria de campos a tener 
en cuenta para detectar el mayor número de intrusiones, es uno de los problemas 
involucrados en este tipo de investigación que necesita aún ser resuelto. Por esta 
razón existe un grupo de trabajos que intenta aumentar la eficiencia de los sistemas a 
través de la definición de nuevas arquitecturas o la selección o compresión de los 
datos de entrada al clasificador. 
[29] realiza un trabajo de detección de intrusos utilizando como clasificador un 
SVM. Las entradas utilizadas son las cuarenta y una variables definidas en la base de 
datos de la KDD CUP 1999. Para la identificación de las cinco clases dentro de los 
patrones (normal, probing, DoS, U2R, R2L), se utilizan cinco SVM. Esta 
investigación tiene como resultado de interés la identificación de los datos más 
influyentes para considerar que ha ocurrido una intrusión, teniendo en cuenta los 
diferentes tipos de ataques que contiene el conjunto de datos. 
Siguiendo este tipo de trabajos [30] utilizan un SVM para realizar un 
entrenamiento ensayo-error y de esta manera concluyen que son diecinueve las 
principales características de las cuarenta y una definidas en la KDD. 
Por otra parte en [31] se utilizan técnicas de Minería de Datos para la selección de 
las principales características. Reduciendo de cuarenta y una a diecisiete con las redes 
bayesianas y a doce con los árboles de clasificación y regresión (CART 
−Classification and Regression Trees). Con ambas técnicas se obtuvo una eficacia 
superior al 90% y una eficiencia evidentemente superior tras la reducción de 
características. 
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En [32] se realiza la clasificación en dos niveles. Primero se realiza un clustering 
con los valores del área de datos del paquete (payload) y se convierten en un byte que 
es utilizado junto a los datos de las cabeceras IP y TCP como entrada al segundo nivel 
de detección. Así mismo en [33] se utilizan los sesenta y cuatro primeros bytes del 
paquete TCP/IP para la clasificación. Éstos abarcan las cabeceras IP, TCP y UDP. 
Además, contiene un módulo de procesamiento de datos para obtener datos generales 
de tráfico. Todos estos datos son dispuestos en seis vectores que llegan como entradas 
al clasificador, que en este caso es un SOM. Para el entrenamiento se le administran a 
la red datos de paquetes normales para realizar una detección por anomalías. Se 
entrenó un SOM para HTTP y otro para DNS y con ambos se obtuvo un valor 
superior al 98% de efectividad. 
La solución brindada por estas investigaciones es válida pero no general. Todas las 
anteriores se centran en seleccionar las variables de mayor impacto en la clasificación. 
Debido a la velocidad de aparición de nuevos ataques resulta complicado hacer una 
selección válida y perdurable en el tiempo, ya que aparecerían ataques que involucran 
nuevas variables. Estas limitaciones de las soluciones de selección de características 
para la clasificación, han influido en  el surgimiento de otras propuestas. Una de ellas 
se basa en la definición de arquitecturas distribuidas que dividen el procesamiento 
[34] para elevar la eficiencia. Mientras que otras propone ya no la selección de rasgos, 
sino la reducción de éstos a través de técnicas estadísticas que permitan la 
compactación sin pérdida sustancial de la información original. 
[6] propone una arquitectura hardware reconfigurable basada en FPGA, donde se 
utiliza el algoritmo de Análisis de Componentes Principales (PCA –Principal 
Component Analysis) tanto para reducir características como para clasificar los 
patrones. La clasificación se realiza basándose en el poder discriminatorio del modelo 
y definiendo rangos dentro de la nueva representación de las muestras en la dimensión 
de las PCs. Los resultados mostraron un porcentaje de efectividad en la detección de 
ataques del 99,2% con una tasa de falsos positivos inferior al 12,5%. 
Por otra parte, en [7] se realiza una investigación acerca de la efectividad del uso 
del PCA para la reducción de características. Utilizan como datos de entrada los 
referidos en la base de datos de la KDD Cup 1999. Su principal aportación radica en 
la comparación de un modelo de detección basado en KNN con y sin la aplicación del 
PCA. La misma comparación es llevada a cabo utilizando como clasificador un árbol 
de decisión. Para ambos casos se demuestran las ventajas de la reducción de 
características previa a la clasificación.  
Otro trabajo de interés en el tema es [8], que propone un clasificador para la 
detección de intrusos basado en SVM. Para la clasificación, los datos de entrada son 
sometidos a un redimensionamiento a través de PCA. El vector de entrada original 
cuenta con los cuarenta y un datos de la KDD Cup 1999, que describen el tráfico de 
red. En esta investigación se llegan a conclusiones de interés en cuanto a la 
conveniencia del uso del PCA. 
A partir del análisis realizado en esta sección se pone de manifiesto la efectividad 
de la reducción de los datos de entrada para la detección de intrusos. Aunque algunos 
trabajos utilizan PCA para reducir y clasificar, otros lo utilizan únicamente para 
redimensionar el vector de entrada y luego emplean otra heurística para la 
clasificación. En estos últimos, se deja claro, mediante experimentos, que la 
aplicación del PCA ofrece resultados de interés. No obstante, la mayoría de las 
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investigaciones toman como datos de entrada las cuarenta y una variables referidas en 
la KDD Cup 1999, las cuales describe el comportamiento del tráfico, pero no se 
adentra en el contenido del paquete TCP/IP lo que hace que se reduzca el dominio de 
detección. Adicionalmente se descuidan aspectos importantes como el volumen de 
tareas de administración y escalabilidad dentro de las propuestas. Por tanto, no se ha 
logrado un modelo que combine el uso de algoritmos de reducción de rasgos con 
clasificadores sin pérdida del espectro de detección y que mantengan las 
características de escalabilidad, dinamismo y administración mínima deseadas en este 
tipo de sistemas. 
3   Redes Neuronales Artificiales   
Las ANN son una de las técnicas que ha presentado amplias ventajas en su aplicación 
para la detección de intruso. Éstas han demostrado ser potentes clasificadores con 
grandes capacidades de generalización y aprendizaje que presentan características que 
hacen muy factible su aplicación en los IDS. En la tabla 1 se muestra un resumen de 
éstas. 
Las ANNs pueden clasificarse en correspondencia con su tipo de entrenamiento en 
supervisadas y no supervisadas. Las supervisadas exigen la introducción de los 
patrones de entrada así como las respuestas esperada en cada caso. 
Por otra parte se encuentran las redes auto-organizativas que se entrenan de manera 
no supervisada y van agrupando las neuronas en correspondencia con los patrones de 
entrada. Éstas tienen la capacidad de describir relaciones topológicas entre las señales 
de entrada, de modo que las relaciones de semejanza más importantes entre las 
señales de entrada son convertidas en relaciones espaciales entre las neuronas. 
Algunos ejemplos son los Mapas Auto-organizativos de Kohonen (SOM) y las de 
Teoría de Resoncia Adaptativa (ART). Siendo la primera de topología fija y 
dimensionalidad preestablecida a diferencia de la segunda que varía su estructura 
durante el proceso de aprendizaje. 
Las ANN no supervisadas brindan importantes ventajas para los IDS ya que 
permiten que el entrenamiento no demande atención por parte de los administradores 
de red. A pesar de las ventajas del SOM, éste presenta deficiencias importantes, ya 
que mantiene una arquitectura estática una vez entrenado. Esto muestra estabilidad al 
mantener el conocimiento aprendido durante el proceso de entrenamiento, no obstante 
también demuestra la carencia de una característica de interés que es la llamada 
plasticidad. Por esta razón, para incorporar conocimiento acerca de nuevos patrones 
debe perder el conocimiento de los patrones anteriores. Existen otra arquitectura de 
ANN que logra tanto plasticidad como estabilidad, ésta es la ART, que sumada a la no 
supervisión de su entrenamiento, la hace ideal para funcionar como clasificador de un 
IDS   
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Tabla 1. Ventajas de las RNA para los IDS. 
Características de las RNA Ventajas en la detección de intrusiones 
Forma de representación del 
conocimiento muy apropiada para 
problemas de clasificación 
En los IDS se trabaja precisamente con 
un problema de clasificación, 
posibilitando tomar ventajas de la 
facilidad de representación del 
conocimiento. 
Alta tolerancia a errores siendo capaces 
de clasificar datos que presentan ruidos o 
están incompletos. 
Esta característica es de gran importancia 
sobre todo en los NIDS que analizan 
paquetes TCP/IP que pueden haber 
sufrido algunas modificaciones por 
problemas en la red. 
Devuelven un valor numérico que da idea 
del nivel de seguridad de la clasificación 
realizada. 
Da una idea más clara al administrador 
acerca de la decisión a tomar. 
Pueden clasificar datos desconocidos Brinda la posibilidad de detectar ataques 
de los cuales aún no se tiene 
conocimiento. 
 
3.1 Teoría de Resonancia Adaptativa 
La clave para lograr resolver el problema de la plasticidad es la adición de un 
mecanismo de retroalimentación entre la capa de entrada y la capa competitiva de la 
red. Este mecanismo facilita el aprendizaje de información nueva sin destruir la 
información anterior. Siguiendo este enfoque Grossoberg y Carpenter [35] proponen 
dos arquitecturas de redes neuronales de gran aplicabilidad en problemas reales de 
clasificación: ART1 y ART2. Éstas se diferencian entre sí por la naturaleza del vector 
de entrada, ya que las ART1 exigen entradas binarias mientras que las ART2 
permiten la entrada de valores continuos. 
Las ART están compuestas por tres partes fundamentales: la capa de entrada de 
procesamiento (F1), la capa de salida o de clustering (F2) y los mecanismos de 
control (G1 y G2). Para controlar la similitud de patrones colocados en el mismo 
cluster, hay dos conjuntos de conexiones, ascendente (W) y descendente (T) entre 
cada unidad en F1 y cada unidad de cluster en F2. La capa F2 es una capa 
competitiva: la unidad con  la mayor activación es el candidato a aprender del patrón 
de entrada. La activación depende de la similitud de los pesos descendentes 
comparados con el vector de entrada.  
El aprendizaje comienza con la fase de inicialización. Para ello se inicializan los 
valores de los vectores de peso W y T. Los enlaces de realimentación (T) comienzan 
todos a 1, lo que significa que cada nodo de salida está conectado con todos los de 
entrada. Los vectores W se inician con una constante wi=1/1+n , siendo n el número 
de nodos de entrada. Los controles G1 y G2 aportan señales de excitación o inhibición 
a las capas de entrada y salida, por lo que sus valores son binarios. Adicionalmente se 
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busca un valor entre 0 y 1 para el umbral de vigilancia ya que mientras mayor sea 
este umbral mayor similitud deben tener los patrones para activar al nodo 
representativo de la clase. 
Luego, cada uno de los patrones de entrada es suministrado a la red y comienza el 
reconocimiento. Los nodos de la capa de entrada tienen tres parámetros: el valor de 
entrada (xi), la señal de realimentación (ti) y la señal de control G1. Si dos de ellas 
están activas la salida es 1 en otro caso 0. La concordancia se calcula mediante el 
producto escalar del vector de entrada y el vector de pesos de cada nodo, el nodo con 
el vector de pesos más cercanos a la entrada producirá la mayor salida y por tanto 
producirá el mayor efecto inhibidor sobre los otros nodos. Estos efectos combinados 
aseguran que tan solo un nodo permanezca activo en la capa de salida. La salida del 
nodo ganador se pone a uno y envía su patrón de reconocimiento (T) a la capa de 
comparación.  
Para la comparación se utiliza el vector X y el vector T para calcular Z  (Z= X and 
T). G1 en esta fase se mantiene con valor 0, permitiendo que el resultado no se 
devuelva a la capa de salida, sino que X y Z pasen a G2. 
G2 prueba la similitud de X y Z respecto al umbral de vigilancia determinando el ratio 
S. 
 
   
 
 
Si S >  la clasificación termina y la clase está indicada por el nodo activo de la capa 
de salida, sino no se ha encontrado el mejor ajuste y la red entra en la fase de 
búsqueda. En esta fase la red intenta buscar un nuevo vector de concordancia para X. 
El nodo activo de salida es deshabilitado y su salida puesta a 0 para evitar entrar en 
este nodo nuevamente y hacer más comparaciones con la entrada actual. El vector de 
entrada (X) es re-aplicado a la capa de reconocimiento y se re-calcula la mejor 
concordancia. El proceso es repetido desactivando los nodos de la capa de salida hasta 
que en la capa de reconocimiento un nodo concuerde con la entrada de acuerdo a los 
límites del umbral de vigilancia. Si no se encuentra se declara el vector de entrada 
como desconocido y se destina a un nodo que no haya sido ya asignado en la capa de 
salida [36]. 
Las ART poseen las ventajas de las ANN no supervisadas al ser redes auto-
organizativas que generan categorías analizando los patrones de entrada. 
Adicionalmente presenta los beneficios de poseer una arquitectura que permita 
plasticidad y por tanto mayor generalidad. Ésta puede cambiar su topología y por 
ende encontrar nuevas categorías para las que no fue entrenada sin perder el 
conocimiento que ya poseía, siendo esto de valor para los objetivos de dinamismo y 
mantenimiento mínimo que se desean lograr en un IDS. 
4   Técnicas de reducción de características 
Dentro de los problemas de clasificación es un elemento de gran importancia la 
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clasificador. Esta selección define en gran medida el buen funcionamiento del 
modelo. Por esa razón, es necesario que las variables seleccionadas sean las más 
representativas del problema y que queden eliminados la redundancia y el ruido. Este 
problema ha servido de motivación a un gran número de investigaciones [37-41] que 
se centran en buscar algoritmos que permitan la selección o reducción de las variables 
de entradas a un clasificador. 
Las técnicas de reducción de características pueden clasificarse en técnicas de 
selección o técnicas de extracción. Además estas últimas se dividen en supervisadas y 
no supervisadas, como se muestra en la figura 2. 
 
 
Fig. 2. Clasificación de los algoritmos de reducción de características. 
Los algoritmos de selección de características dado un conjunto de rasgos candidatos 
seleccionan un subconjunto de éstos, de manera que se obtenga un desempeño mejor 
o igual que el que se tenía con el conjunto original [42]. Dentro de este tipo de 
algoritmos existen dos variantes fundamentales: las que parten de un conjunto vacío y 
lo van poblando con aquellas variables de mayor importancia, y las que comienzan de 
un conjunto lleno y el objetivo es eliminar las variables más insignificantes. Para 
ambos casos hay que definir una función que permita evaluar el nivel de importancia 
de cada variable. Generalmente se toma la función de error de clasificación, lo que 
hace al algoritmo de selección de característica dependiente del clasificador que se 
utiliza. Estos algoritmos son muy utilizados para disminuir errores de clasificación 
[43]. 
Por otra parte existe un grupo de algoritmos que también son empleados para 
reducir las dimensiones del vector de entrada. Éstos son conocidos como algoritmos 
de extracción de características. Estos algoritmos utilizan todas las variables 
originales y realizan combinaciones de estas de manera que logren disminuir 
dimensiones persiguiendo un objetivo específico. El caso del PCA es un algoritmo no 
supervisado que busca minimizar el error de reconstrucción de los datos originales. 
PCA combina linealmente las variables buscando los componentes que mejor 
explican los datos y por tanto perdiendo el mínimo de información [44]. El Análisis 
de Componentes Independientes (ICA −Independent Component Analysis), trabaja 
también de manera no supervisada, y combina las variables originales en busca de 
nuevas dimensiones de manera que sean tan independientes como sea posible [45]. 
Dentro de las técnicas de extracción no supervisada se encuentra el Análisis de 
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fundamental es la búsqueda de nuevas variables que maximicen la separabilidad de 
las clases [46]. 
Dentro de los algoritmos de reducción de características, los de extracción de 
rasgos ofrecen una solución más general para los IDS. Dentro de éstos los no 
supervisados posibilitan la generación de un modelo de detección de trabajo de 
administración mínimo, siendo el PCA el que más se acerca a lo que se necesita: 
disminuir las dimensiones sin pérdida sustancial de la información original. Por esta 
razón en la siguiente sección abundaremos sobre las particularidades del PCA. 
4.1 Análisis de Componentes Principales 
El Análisis de Componentes Principales es un método matemático que permite hacer 
un análisis exploratorio de los datos y disminuir la cantidad de variables que se 
utilizan para expresar la información. Éste puede ser utilizado en conjuntos de datos 
que contienen información para un número pequeño de variables pero es realmente 
útil cuando el número de variables es grande. El objetivo de PCA es descubrir nuevas 
variables llamadas Componentes Principales (PC –Principal Components), las cuales 
apuntan a la mayor variabilidad en los datos. Esto permite describir la información 
con una cantidad de variables considerablemente menor que la cantidad original. 
PCA es un soporte principal en el análisis de datos moderno, una caja negra 
ampliamente usada en todo tipo de análisis, debido a que es un método simple, no 
paramétrico, para extraer información relevante de conjuntos de datos difusos. Este 
método calcula la base más significativa para re-expresar un conjunto de datos, 
esperando que ésta elimine la correlacionalidad y revele información útil oculta. Por 
tanto, PCA se basa en determinar qué dimensiones son importantes y cuáles son 
redundantes en los datos. 
Cada muestra en los datos es un vector en un espacio m-dimensional, donde m es 
el número de variables utilizadas, es decir, cada muestra es un vector que se encuentra 
en un espacio vectorial de dimensión m, expandido por una base ortonormal. Todos 
los vectores de mediciones en este espacio son combinaciones lineales del conjunto 
de vectores unitarios de la base. Una elección simple e intuitiva de una base B, es la 





































donde cada fila es un vector base bi, con m componentes. 
Se puede declarar ahora con más precisión que PCA busca una combinación lineal 
de la base original, que re-exprese mejor el conjunto de datos. Para ello se basa en la 
linealidad logrando simplificar el problema. Con este presupuesto, PCA está ahora 
limitado a re-expresar los datos como combinación lineal de los vectores de la base.  
(2) 
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Sean X y Y matrices relacionadas por una transformación lineal P, siendo X el 
conjunto de datos originalmente archivados y Y la re-representación de ese conjunto 
de datos, puede expresarse su relación a través de la ecuación 3.  
YPX   
 
Se define además lo siguiente: 
 pi son las filas de P. 
 xi son las columnas de X. 
 yi son las columnas de Y. 
La ecuación (3) representa un cambio de base y puede tener muchas interpretaciones 
 P es una matriz que transforma X en Y. 
 Geométricamente, P es una rotación que nuevamente transforma X en Y. 
 Las filas de P, {p1, …, pm} forman un nuevo conjunto de vectores base para 
expresar las columnas de X. 
Esta última interpretación no es obvia, pero puede ser vista escribiendo 








































Puede notarse la forma de cada columna de Y, las cuales son el producto interno de xi 




















En otras palabras, yi es una proyección en la base formada por {p1, …, pm}. Por tanto 
las filas de P constituyen un nuevo conjunto de vectores que forman una base para 
representar las columnas de X.  
Con la aplicación de la linealidad, el problema se reduce a encontrar el cambio de 
base apropiado. Los vectores fila {p1, …, pm} en la transformación serán las PC de 
X. Una buena elección de la base P para re-expresar X sería aquella que arrojara 
como resultado un grupo de datos donde se disminuya la redundancia. La redundancia 
está presente cuando hay repetición de la información, es decir, alguna de las 
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encuentran correlacionadas, esto significa que por lo general unas pueden escribirse 
como combinaciones lineales de otras [47]. 
Son evidentes las ventajas de PCA para la detección de intrusos ya que permite 
reducir el vector de entrada al clasificador elevando la eficiencia de la clasificación 
con el mínimo de pérdida de la información original. Su implementación es sencilla, y 
permite una vez entrenado el modelo de los datos, realizar la compresión de los 
mismos a través de operaciones matemáticas sencillas. 
5   Conclusiones 
En este artículo se ha realizado un análisis de los principales trabajos dentro del tema 
de los Sistemas de Detección de Intrusos que utilizan técnicas de aprendizaje de 
máquina. De este análisis se desprende que existe un problema a resolver de interés 
dentro del tema, dado por la selección de características de entrada al clasificador. 
Estas características generan el dilema capacidad-eficiencia ya que mientras mayor 
sea el número de datos de entradas al clasificador mayor será el espectro de detección 
del IDS y por tanto su capacidad, pero disminuirá la eficiencia del mismo. Por esta 
razón es importante obtener un grupo de características que optimicen tanto la 
capacidad de detección como a la eficiencia para resolver el dilema. 
Actualmente se trabaja en la obtención de un modelo que resuelva el problema 
antes mencionado y para ello se continuará al tanto de los principales trabajos dentro 
de tema, actualizando las referencias bibliográficas de forma que validen el trabajo 
final. 
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