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Abstract In this paper we have put forward a Bayesian
framework for the analysis and testing of possible non
stationarities in extreme events. We use the Extreme
Value theory to model temperature and precipitation
data in the Dar es Salaam region, Tanzania. Temporal
trends are modeled writing the location parameter of
the Generalized Extreme Value distribution in terms of
deterministic functions of explanatory covariates. The
analyses are performed using synthetic time series de-
rived from a Regional Climate Model. The simulations,
performed in an area around the Dar es Salaam city,
Tanzania, take into account two Representative Con-
centration Pathways scenarios from the Intergovern-
mental Panel on Climate Change. Our main interest is
to analyse extremes with high spatial and temporal res-
olution and to pursue this requirement we have adopted
an individual grid box analysis approach. The approach
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presented in this paper is composed of the following key
elements: (1) an advanced Bayesian method for the es-
timation of model parameters, (2) a rigorous procedure
for model selection, and (3) uncertainty assessment and
propagation. The results of our analyses are intended
to be used for quantitative hazard and risk assessment
and are presented in terms of hazard curves and prob-
abilistic hazard maps. In the case study we found that
for both the temperature and precipitation data, a lin-
ear trend in the location parameter was the only model
performing better than the stationary one in the areas
where evidence against the stationary model exists.
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1 Introduction
Extreme meteorological phenomena such as heavy pre-
cipitation, extreme temperature (and heat waves), or
strong winds, may have considerable impacts on the
economy, infrastructure, health, as well as may repre-
sent a non negligible threat for human life (e.g., Stephen-
son et al 2008). A changing climate may lead to changes
in the frequency, intensity, spatial extent, duration, and
timing of weather and climate extremes, and can result
in unprecedented extreme events (IPCC 2012). This
study is aimed at investigating meteorological extreme
events and the possible existence of trends in the ex-
tremes under climate change conditions. The Extreme
Value Theory (EVT) is an approach used for the es-
timation of extreme values, and the distinguishing fea-
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ture of an extreme value (EV) analysis is the quantifica-
tion of the stochastic behavior of a process at unusually
large (or small) levels. Therefore, it aims at deriving a
probability distribution of events at the far end of the
upper or lower ranges of the probability distributions
(e.g., Coles 2001). EVT is used then to determine the
probability of occurrence of events that are mainly out-
side of the observed data range; for this reason the EVT
has found a wide spectrum of applicability in different
fields, and among them, in the analysis of climatological
data (e.g., Jenkinson 1955; Coles 2001; IPCC 2012).
General Circulation Models (GCM) are generally
used to simulate the earth system components and their
interactions, and to provide future climate projections
under different emission scenarios. However, due to the
coarse spatial resolution, their output generally can-
not be used for impact studies on local scales, which
makes it necessary the generation of higher resolution
climate data (e.g., Carter et al 2007; IPCC 2012). Non-
hydrostatic Regional Climate Models (RCMs) represent
the atmospheric dynamics and convective precipitation
processes at higher resolution compared to their hydro-
static counterpart and to the GCMs, thus providing a
better description of the phenomena forced by orogra-
phy or by coastal lines and a more detailed informa-
tion on climate extremes (e.g., IPCC 2012). A further
increase of the resolution of the climatic information
coming from RCMs can be achieved by means of sta-
tistical or stochastic downscaling techniques, which do
not require excessive computational efforts and allow
for an estimation of the uncertainty associated to the
small-scale fields (von Hardenberg et al 2007; Brussolo
et al 2008).
In this work, we use the EVT to model extreme pre-
cipitation and temperature events in the Dar es Salaam
region, Tanzania (Fig. 1). From the general domain
used for the regional simulations (Fig. 1a), we have
considered an area of about 240 × 240 km2 (30 × 30
nodes of the domain, as seen in Fig. 1b) that covers
a wide area over the Dar es Salaam region and parts
of the Pwani and Morogoro regions. The data used are
synthetic time series derived from the output of cli-
mate simulations performed using a RCM and taking
into account two emission scenarios from the Intergov-
ernmental Panel on Climate Change (IPCC). The EV
analysis has been also applied to the RCM precipita-
tion data further downscaled using a stochastic rainfall
downscaling procedure.
The basis for the EV analysis is the Generalized
extreme-value (GEV) distribution (Jenkinson 1955). To
estimate the GEV model parameters in presence of non-
stationary conditions we have implemented a Bayesian
method that provides a natural framework to incor-
porate all the available sources of information and to
handle uncertainties. We discuss in particular the is-
sue of selecting the prior distributions in the param-
eter space, one of the main problems to be solved in
Bayesian data analysis. To account for possible non-
stationary conditions, we have implemented a practi-
cal covariate approach (Coles 2001) that is increasingly
being used in non-stationary EV problems (e.g., Coles
2001; Katz et al 2002; Zhang et al 2004; El Adlouni et al
2007; Cannon 2010; Katz 2010; Ouarda and El-Adlouni
2011; Seidou et al 2011, 2012).
Our analyses are oriented towards producing results
with high spatial and temporal resolution in order to
be used as the hazard input in quantitative risk assess-
ments. Therefore, the outputs are represented in terms
of hazard curves and high resolution probabilistic maps
showing the spatial distribution of the intensity values
of the analyzed variables for given exceedance probabil-
ity thresholds. The resulting procedure provides a uni-
fied framework that allows harmonizing the results of
a variety of climate-related data and hazards, which is
one of the fundamental requirements for multi-hazard
and multi-risk analyses (Marzocchi et al 2012).
2 Analysis Methods
EV analysis is generally performed using either the Block
maxima approach (adopted in this study, in which the
GEV family is applied to the largest intensity mea-
sure z in a selected period of time), or the peaks-over-
threshold approach (in which the Generalized Pareto
distribution is applied to peaks of independent z values
exceeding a sufficiently high threshold). Most studies
perform analyses of extreme events under the assump-
tion of stationarity. However, the current evidence that
the hydroclimatic system may be non-stationary on the
time scales relevant for EV analyses (e.g., among oth-
ers, Zwiers and Kharin 1998; Houghton et al 2001; Jain
and Lall 2001; Solomon et al 2007) makes of the station-
arity a questionable hypothesis. Therefore, it is neces-
sary to apply methods that explicitly allow for testing
non-stationarity in the distribution parameters (Coles
2001). This requirement becomes more evident when
analyzing climatological data derived from climate sim-
ulations in which emission scenarios have been consid-
ered.
The intensity of climate-related hazards shows vari-
ations in space and this motivates the increasing in-
terest for the spatial modeling of extremes. Examples
of statistical approaches that have been proposed in-
clude Bayesian hierarchical models, copulas, and max-
stable random fields (e.g. Davison et al 2012). These
approaches become fundamental for modeling spatial
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Fig. 1 Maps showing the study area around Dar es Salaam, Tanzania. (a) Computational domain used for the numerical
simulations with the regional model COSMO-CLM; the rectangle shows the part of the domain used for the analysis of extreme
events. (b) Area of the domain used for the analysis of extreme events; the 8× 8 km resolution calculation grid is also shown.
(c) Domain used for the stochastic downscaling of the precipitation data (1 × 1 km resolution). (d) Summary of the process
adopted for the analysis of extremes (for details, see the text).
processes defined on the continuum but observed only
at fixed sites x of a spatial domain X , and for which
interpolation may be necessary. The statistical problem
in this case is to make inference for the process in the
whole domain (e.g. Sang and Gelfand 2010; Atyeo and
Walshaw 2012; Davison et al 2012).
In our work we use “areal data” generated by a
high-resolution RCM; the data, therefore, is available
at a set of evenly-distributed points corresponding to
the model grid. Note that the physical modeling of the
process intrinsically provides the consistency and spa-
tial correlation to the data. As a preliminary step in the
analysis, we investigate the spatial coherence of the var-
ious model variables, by calculating, for each of them,
the correlation between the time series at a model grid
point (node) and the time series at the eight adjacent
nodes. Figure 2 shows the results of this process; for
each node, the mean correlation value (averaged over
the eight surrounding nodes) is plotted for each vari-
able (a histogram of the correlation values is shown in-
side each panel). It can be seen that both temperature
(Fig. 2a) and precipitation data (Fig. 2b) are highly
spatially correlated within neighbor nodes in most of
the domain.
The advantage of using RCMs for the analysis of
extreme meteorological events is that they constitute
physically-based methods providing information on the
key climatic variables at reasonably high spatial and
temporal resolution (Ekstro¨m et al 2005). RCM out-
puts have been exploited in many hydrological applica-
tions and often analysed through two principal meth-
ods: (1) the regional frequency analysis (RFA), and (2)
individual grid box analysis (GBA). The RFA involves
the pooling of annual maxima and generally allows a
more reliable estimation of high return period events;
conversely, the GBA provides more detailed informa-
tion about the spatial distribution of extremes (Fowler
et al 2005; Ekstro¨m et al 2005). The application of RFA
was pioneered in flood frequency analysis but has been
little used in climate change applications. Recently, a
popular RFA method, the index flood model, has been
implemented with time-varying parameters as a tool to
summarize changes of extreme precipitation in RCM
simulations (Hanel et al 2009). In that approach, the
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Fig. 2 Mean correlation value between the data at each node
and the data from the 8 surrounding nodes for (a) tempera-
ture data, and (b) the precipitation data. For each variable,
a histogram of all the correlation values is presented inside
each panel.
temporal trend in the location parameter of the GEV
distribution is assumed to be constant over the region
of interest, which is motivated assuming that changes in
extreme precipitation are mainly associated with large-
scale changes in the atmospheric conditions (Hanel et al
2009). However, in some cases this assumption may not
be verified, as for example in regions with steep oro-
graphic features where temperature and precipitation
changes may be altitude-dependent (e.g. Giorgi et al
1997; Hanel et al 2009), or in regions covering wide ar-
eas.
The main goal of this work is to provide a high
resolution tracking of spatial and temporal variations
of extremes, and therefore a GBA approach has been
adopted. To maximize the reliability of the results (es-
pecially for events with very low probability), rigor-
ous approaches for both the model parameter estima-
tion and the model selection have been implemented
along with propagation of uncertainties. The procedure
adopted can be summarized as follows:
1. At each node of the domain (Fig.1b), synthetic time
series of the maximum daily temperature at 2 me-
ters from the ground and the 24-hours cumulated
precipitation variables were obtained from the cli-
mate simulations performed taking into account two
possible climate change scenarios.
2. EV analyses considering stationary and non-stationary
conditions in the GEV location parameter are per-
formed using the annual maxima data (Section 2.1).
The model parameter estimation is performed using
a Bayesian approach (Section 2.3).
3. The same EV analysis is applied to the stochasti-
cally downscaled precipitation fields (Section 3.3)
over a domain of about 20 × 20 km2 that roughly
covers the Dar es Salaam city area (Fig. 1c).
4. A procedure for model selection is applied (Section
2.4) and the ‘preferred models’ are used to plot the
results in terms of (a) hazard curves at each node,
and (b) exceedance probability maps for the whole
area considering specific probability threshold val-
ues (Fig.1d).
5. In the case of non-stationarity, the plot of the tem-
poral trend of the intensity parameter at given ex-
ceedance probability values is also shown.
2.1 GEV distribution with covariates
The generalized extreme-value distribution function (Jenk-
inson 1955) has the from:
G(z|µ, σ, ξ) = exp
{
−
[
1 + ξ
(
z − µ
σ
)]−1/ξ}
(1)
where µ is the location parameter, σ is the scale param-
eter and ξ is the shape parameter. A detailed descrip-
tion of the main characteristics of the GEV family of
distributions is presented in Appendix A. The Freche´t
(or Type II) and Weibull (or type III) classes of EV
distribution correspond respectively to the cases ξ > 0
and ξ < 0 in this parameterization, whereas the special
case obtained for ξ → 0 is the Gumbel (or Type I) class,
with distribution function:
G(z|µ, σ, ξ) = exp
{
−exp
[
−
(
z − µ
σ
)]}
; z ∈ R (2)
Hereinafter we adopt the notation z ∼ GEV(θ) to de-
note the GEV distribution with stationary parameters
represented by the vector θ = (µ, σ, ξ), as presented
in Eq. 1. In order to consider possible temporal trends
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we adopt a pragmatic approach based on the use of the
standard extreme value models as a basic template, and
where possible variations through time in the observed
processes are modeled writing the model parameters
in terms of deterministic functions of explanatory co-
variates (Coles 2001). Examples of covariates that have
been related to the climatological data are the time
(e.g., Coles 2001; Ouarda and El-Adlouni 2011; Seidou
et al 2012; Katz et al 2002) or the ‘Southern Index Os-
cillator’ (SOI, e.g., Coles 2001; El Adlouni et al 2007).
To analyze extremes of non-stationary sequences we
follow the covariate approach described in Coles (2001).
Since the time series available for the analyses are rel-
atively short, the implemented model is kept simple al-
lowing possible time dependency only in the location
parameter (denoted as µt) and assuming σ and ξ as
constant. Despite there are evidences in the literature
of possible temporal changes in σ (e.g., Khaliq et al
2006; El Adlouni et al 2007), the model adopted here
seems in any case reasonable in light of the results of
Zhang et al (2004), who used Monte Carlo simulations
to compare several methods for detecting trends in the
magnitude of extreme values and suggested the advan-
tages of using more parsimonious models. In particular,
Zhang et al (2004) highlighted the problems that may
arise when trends are allowed in both location and scale
parameters.
The model for the data zt (the annual maximum of
the considered variable at time t), is therefore repre-
sented by:
zt ∼ GEV(θt), for θt = (µt, σ, ξ) (3)
where the location parameter, µt, can be described as:
µt(t) =
∑
j
βjfj(t) (4)
and where β = (β0 β1 · · · βj)′ is a vector of parameters,
and f0(t) = 1 (for j = 0). For µt we test different models
against the hypothesis of stationarity represented by
µt ≡ µ = β0. The considered models range from a linear
trend (j = 1: µt(t) = β0+β1t in Eq. 4) to higher degree
polynomials (for j > 1, µt(t) = β0 + β1t + β2t
2 + · · ·).
It is worth noting that polynomials with degree > 1
always performed worse than the stationary case, and
this may be due to the relatively short time series used.
Therefore, the non-stationary model presented in this
paper is always referred to a linear trend in µt.
2.2 Output information for hazard assessment
The harmonization of the output of probabilistic haz-
ard assessment analyses is one of the first and funda-
mental requirements for quantitative multi-hazard and
multi-risk assessments (Marzocchi et al 2012). The out-
put of our analyses for different variables is harmonized
producing results in terms of hazard maps and hazard
curves. The hazard maps represent the spatial distri-
bution of the intensity values zp for given annual ex-
ceedance probabilities p; conversely, the ‘hazard curves’
represent the ‘intensity value’ z with the (annual) prob-
ability of exceedance of threshold values zth, p(z > zth).
p(z > zth) can be determined using the survival
function {1−G(z)}, whereas zp is calculated using the
quantile function G−1(1 − p;µ, σ, ξ) that is obtained
inverting Equation 1 (e.g., Coles 2001):
zp = G
−1(1− p;µ, σ, ξ)
=
{
µ− σξ [1− {−log(1− p)}−ξ], for ξ 6= 0
µ− σlog{−log(1− p)}, for ξ = 0
(5)
Finally, in the case of non-stationary conditions, an-
other important output of interest is a plot of the tem-
poral evolution of zp (for a given exceedance probability
value p); in this case, we use the quantile function shown
in Equation 5 taking into account the time dependency
of the location parameter µt,
zp(t) = G
−1(1− p;µt(t), σ, ξ) (6)
2.3 Parameter estimation using Bayesian inference
Methods commonly used to estimate the parameters of
the non-stationary GEV model include the maximum
likelihood approach (e.g. Coles 2001; Katz et al 2002),
the generalized maximum likelihood approach (e.g., El
Adlouni et al 2007; Cannon 2010), which uses prior in-
formation on the shape parameter ξ to eliminate poten-
tially invalid values of this parameter, and procedures
based on Bayesian inference (e.g., Coles 2001; Beaulieu
et al 2008; Ouarda and El-Adlouni 2011; Seidou et al
2012). In this work, a fully Bayesian approach to param-
eter estimation and inference is used. Computations are
performed using a Markov chain Monte Carlo (MCMC)
method based on the Metropolis-Hastings algorithm
(for details see Appendix B). A Bayesian method is
an efficient approach for the estimation of the GEV
model parameters in presence of non-stationary condi-
tions; furthermore, it constitutes a natural framework
to incorporate different sources of information and to
handle uncertainties.
One of the main problems when applying a Bayesian
method is to select the prior distributions in the pa-
rameter space, (pi(θ), see Appendix B for notation).
Specifying a prior distribution is a necessary compo-
nent of any Bayesian analysis, even if there is no in-
formation with which to do so. In such situations it
is usual to use priors that have very high variance re-
flecting the absence of genuine prior information. There
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is considerable literature on this issue, even in the ap-
plications using the GEV distribution, and in practi-
cal terms, results are not usually sensitive to choices of
prior distributions that have a sufficiently large variance
(Coles 2001). However, objective problems and insta-
bilities when performing inference on ξ parameter have
been found in many hydometeorological applications,
especially when small samples are analyzed (e.g., Mar-
tins and Stedinger 2000; El-Adlouni et al 2006; Ouarda
and El-Adlouni 2011); therefore, the ξ is the parameter
requiring more attention and a Bayesian approach can
provide a reliable scheme to determine the ξ values and
uncertainties.
To set the prior state of information for the σ and
µ (in the stationary case) or σ and βi (in the non-
stationary case) parameters, in our analyses we always
adopt ‘non informative’ priors defined as Normal den-
sity functions with mean zero and large variance. Con-
versely, for the ξ parameter we propose an analysis in
two-steps: first, we perform an initial ‘inference trial’
in the whole domain using either non informative pri-
ors with zero mean and large variance (e.g. a Normal
distribution N(µξ, σξ)), or testing ‘poorly’ informative
priors with the mean µξ set by using information from
literature (i.e., considering ξ values obtained by other
authors, or even prior distributions already proposed in
literature); as in the previous case, a large variance σ2ξ is
used. It is worth noting that in the analyzed cases, both
the non informative and the ‘poorly’ informative priors
have had negligible effect on the posterior of ξ. Details
of the specific definition of the ‘poorly’ informative prior
distributions for ξ for the temperature and precipitation
data are presented at the beginning of their respective
subsections in Section 4.
The second step of the analysis is the key element of
the paper and is applied when it is suggested by the re-
sults obtained in the first step. In practice, we analyze
the ξ values obtained at the first step of the process
for all the nodes of the domain (median value, and the
16th and 84th percentiles as uncertainty bounds) and
check for the spatial coherence of the results. By spatial
coherence we mean that possible spatial changes in the
values are smooth, avoiding nodes with values in strong
contrast with the adjacent ones. When there is a node
with a ξ value in strong contrast with the ξ values ob-
tained in the area around it (Fig. 3a and b), then we
use the ‘coherent’ results obtained in the cloud of nodes
around the node under suspect to set a more informa-
tive prior distribution f(µξ, σξ) for ξ at the node(s) with
incoherent results (Fig. 3c to e). Note that as result of
the analysis at the first step we obtain, at each node,
an empirical probability distribution for ξ; therefore, to
set the prior distribution for the analysis at the second-
step, we sample the empirical distributions of ξ in the
neighbor nodes (in a predefined area). Note also that,
for simplicity, f(µξ, σξ) can be defined as a Normal dis-
tribution, but this is not a condition and therefore the
functional form of f() can be derived from the sampled
values. With the information provided by the neighbor
nodes encoded in the prior distribution, the second step
of the analysis is done to estimate the parameter values
just in the nodes with ‘suspicious’ (incoherent) results
at the first-step (Fig. 3f).
2.4 Model selection using Bayes factors
Testing different competing models require an adequate
strategy to select an appropriate model. The Bayes fac-
tor is the standard Bayesian solution to the hypothe-
sis testing and model selection problem (e.g., Kass and
Raftery 1995; Raftery 1996; Lewis and Raftery 1997b).
The Bayes factor, Bkl, for comparing model Mk to
Model Ml for observed data z, is the ratio of the pos-
terior odds for Mk against Ml to the prior odds. When
the models Mk and Ml are equally probable a priori,
then Bkl reduces to:
Bkl =
f(z|Ml)
f(z|Mk) (7)
Therefore,Bkl is the ratio of the integrated (or marginal)
likelihoods of the two models being compared (Lewis
and Raftery 1997b). Computing f(z|Mm) is rather tricky
and is still topic of intense research in applied statis-
tics. Different approaches have been proposed and ap-
plied in literature (reviews and discussions can be found
in e.g., Kass and Raftery 1995; Raftery 1995; Lewis
and Raftery 1997b). Because of its simplicity and easy
implementation, the harmonic mean of the posterior
distribution (Newton and Raftery 1994; Raftery et al
2007) is one of the most used methods to calculate
Bayes factors (e.g., Seidou et al 2011, 2012); however,
the sample posterior harmonic mean does not have fi-
nite variance in general and so is often unstable. Details
about this issue can be found in Newton and Raftery
(1994) and Raftery et al (2007).
To estimate the marginal likelihoods for the Bayes
factor calculation we have implemented the Laplace-
Metropolis estimator (Raftery 1996; Lewis and Raftery
1997a), which uses the posterior simulation output to
estimate the integrated likelihoods. A detailed descrip-
tion of the method used here is presented in Appendix
C (and references therein).
The Bayes factor can be interpreted as a summary
of the evidence provided by the data in favor of one spe-
cific model as opposed to another. Jeffreys (1961) sug-
gested interpreting Bkl in half units on the log10 scale
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Fig. 3 Description of the two-steps inference process for the definition of the prior information of the ξ parameter.
Table 1 Categories used as reference for the interpretation
of the Bayes factors Bkl for the model selection, as presented
in Raftery (1996) and modified from Jeffreys (1961)
2log10(Bkl) Bkl Evidence for Mk
< 0 < 1 negative (supports Ml)
0 to 2 1 to 3 barely worth mentioning
2 to 5 3 to 12 positive
5 to 10 12 to 150 Strong
> 10 > 150 very strong
and proposed different categories to assess the evidence
against the reference model Mk. Here, for the model
selection and interpretation of results we adopt the cat-
egories proposed by Raftery (1996) as shown in Table
1, which is slightly modified from the initial proposal of
Jeffreys (1961). In this case, it is suggested to consider
twice the logarithm of the Bayes factor, which is on the
same scale as the familiar deviance and likelihood-ratio
test statistics.
3 Data
3.1 Climate simulations
Climate projections in response to increasing green-
house gases concentrations are usually evaluated using
GCMs. They are characterized by spatial resolutions
generally around or coarser than 100× 100 km. On the
other hand, RCMs with higher horizontal resolution are
usually nested into GCMs to provide a more detailed
description of the climate variability at the regional and
local scales and therefore they are used to perform im-
pact studies (Bucchignani et al 2013). A RCM is gener-
ally able to take into account elements like mountains,
coastlines and changing vegetation, representing in a
better way their effects on the weather. Such a preci-
sion implies a much heavier computational cost; there-
fore the model is limited to a restricted domain with
the GCM data used as lateral boundary conditions (dy-
namical downscaling).
In this work, we analyse the output of the non-
hydrostatic COSMO-CLM climate model (COSMO-CLM,
Rockel et al 2008), the climate version of the COSMO
local model (COSMO-LM, Steppeler et al 2003). The
development of COSMO-CLM has been driven by two
main reasons: the first was the idea of developing a
model able to simulate both weather and climate, and
the second was the need of introducing a non-hydrostatic
formulation, in order to have a convection resolving
weather simulation. This is a very important topic, due
to the difficulty in predicting the effects of this phe-
nomenon, such as sudden high intensity precipitation.
COSMO-CLM can be used with a spatial resolution
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between 1 and 50 km even if the non-hydrostatic for-
mulation of the dynamical equations in CLM made it
eligible especially for the use at horizontal grid resolu-
tion lower than 20 km (Bohm et al 2006) and therefore
closer to the requested resolution for impact modeling.
3.2 Climate projections over Dar es Salaam area
The climate projections have been obtained forcing COSMO-
CLM with the output of the global model of the ‘Centro
Euromediterraneo sui Cambiamenti Climatici’ (CMCC,
Gualdi et al 2013) considering the domain shown in Fig.
1a and covering the time period 1950-2050. The simu-
lations have been performed at a spatial resolution of 8
km, with 40 vertical levels, and with a temporal resolu-
tion of 50 sec. In the period 1950 to 2005, the climate
simulations use data from regional observations for a
quality check of the model results and to optimize the
model configuration, reducing in this way the bias af-
fecting the simulation output (Bellprat et al 2012). Fu-
ture climate is analyzed for two Representative Concen-
tration Pathways (RCP) scenarios RCP 4.5 and RCP
8.5 (Moss et al 2010; IPCC 2013), where the numbers
4.5 and 8.5 indicate the anthropogenic radiative forcing
in 2100 relative to a pre-industrial period (1850).
The output of the climate projections have been first
analyzed comparing the average values of temperature
and precipitation over the time period 2021-2050 (both
the scenarios) with the average values over the time pe-
riod 1971-2000. Fig. 4 shows the changes in the 2-meter
temperature (t2m) for the period December-January-
February (DJF, Figs. 4a and 4c) and June-July-August
(JJA, Figs. 4b and 4d). The figures in the top row are
from the RCP4.5 scenario, and those in the bottom row
are from the RCP8.5 scenario. In the RCP4.5 scenario,
the temperature changes are expected to be in the range
from 1◦C to 1.5◦C, with the lowest values along the
coast and no substantial seasonal differences (minimum
values are slightly higher in JJA than in DJF). The spa-
tial distribution of the expected changes in the RCP8.5
scenario, as shown in Fig. 4c and 4d, do not differ too
much with respect to the other scenario, yet they are
slightly higher: also here, values rise by moving into
the internal area with a range of 1.2◦C to 1.6◦C in DJF
and 1.4◦C to 1.7◦C in JJA. Figure 4 (e to h) shows also
the precipitation results (percentage change) consider-
ing both scenarios (RCP4.5 in the top row and RCP8.5
in the bottom row). In DJF, there is a significant per-
centage reduction in the internal area, with peaks of
-40%, while the trend is inverted approaching to the
coastal line (up to +35%). A similar behavior is ob-
served considering the RCP8.5 scenario, nevertheless it
features less intense changes. Furthermore, no signifi-
cant variations are registered in JJA (+/-5% for both
scenarios).
3.3 Stochastic precipitation downscaling
For many hydrological applications and impact stud-
ies in urban areas, a further downscaling of the cli-
mate information produced by RCMs is often required
(Sorooshian et al 2008). Stochastic downscaling pro-
cedures represent a possible approach to generate re-
alizations of small-scale precipitation fields. In recent
years, several stochastic downscaling techniques have
been proposed to generate high-resolution precipita-
tion, including point-process models (Waymire et al
1984), fractal cascades (Lovejoy and Mandelbrot 1985;
Perica and Foufoula-Georgiou 1996; Menabde et al 1997)
and autoregressive models (Bell 1987). Regardless of
the specific approach, the stochastic downscaling meth-
ods are able to generate variability at the scales not re-
solved by the physical, dynamically-based models and
permit the creation of large ensembles of synthetic fields,
also at very high spatial and temporal resolutions, al-
lowing for the evaluation of the probabilities of occur-
rence of intense and localized precipitation events over
small areas.
In this work we have applied a stochastic rainfall
downscaling procedure called RainFARM (Rainfall Fil-
tered Autoregressive Model, Rebora et al 2006a,b) able
to generate small-scale precipitation fields by propagat-
ing the statistical properties of larger-scale fields (such
as the shape of the power spectra) to small scales. The
model version employed in this study is particularly
suitable to perform purely spatial downscaling for appli-
cations on climatological time scales (e.g., to the output
of RCMs, D’Onofrio et al 2014). We have used Rain-
FARM to perform a purely spatial downscaling of the
daily precipitation fields generated by COSMO-CLM,
obtaining new precipitation data with a spatial resolu-
tion of 1×1 km. We focus on a small area around the
Dar es Salaam city, ranging from 39.14◦E to 39.31◦E
longitude and from −6.76◦S to −6.93◦S latitude, as
shown in Figure 1c. We have downscaled the precipita-
tion simulated by COSMO-CLM for both the historical
period (1980-2005) and for the future decades (2006-
2050) under both emission scenarios (RCP4.5 and RCP8.5).
4 Results
Following the structure of the climate simulations, the
data has been divided in two time periods: a ‘histori-
cal period’ which comprises the data between 1950 and
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Fig. 4 Seasonal changes of mean temperature at 2 meters from ground (a to d, in ◦C) and Percentage change of seasonal
precipitation (e to h) for the time period 2021-2050 with respect to 1971-2000. The figure shows the plots for two seasons:
DJF and JJA. The first row shows the results considering the RCP4.5 scenario, and the second row the results considering the
RCP8.5 scenario.
2005, and a ‘projection period’, which comprises the
data between 2006 and 2050. Figure 5 shows examples
of annual maximum temperature (Fig. 5a) and 24-hours
cumulated precipitation (Fig. 5b) of the daily data in
a single node located in the area of the Dar es Salaam
city (X = 39.2471◦ latitude; Y = −6.8355◦ longitude);
in all the panels the red circles represent data in the his-
torical period, and the blue triangles and yellow squares
represent the data in the projection period considering,
respectively, the RCP4.5 and RCP8.5 scenarios. The
procedure described in Section 2 has been used to anal-
yse the temperature and precipitation data and this
section summarizes the obtained results.
4.1 Extreme temperature
When treating temperature data, it is possible to an-
alyze it in terms of extreme temperature (as e.g., in
Siliverstovs et al 2010; Scotto et al 2011; Hrafnkelsson
et al 2012), or in terms of prolonged (in time) extreme
temperature events (usually referred to as heat waves
or cold spells, e.g., Huth et al 2000; Kysely 2002, 2010).
Extreme value distributions often provide unstable re-
sults when applied to maximum annual lengths of heat
waves, but it is considered probably the best method for
annual one-day temperature extremes (Kysely 2002). In
this section we analyze the maximum daily temperature
data, without considering the heat wave events.
Using the Bayesian approach described in Section
2.3, first we have defined a non informative prior for ξ,
set as ξ ∼ N(µξ = 0, σ2ξ = 1002). Different tests were
also performed defining ‘poorly’ informative prior dis-
tribution for ξ considering the results presented by dif-
ferent authors analyzing temperature data (e.g., Siliv-
erstovs et al 2010; Scotto et al 2011; Hrafnkelsson et al
2012); in this case we set µξ = −0.229, whereas for the
variance we tested different values: 1002 as in the pre-
vious case, 102, and 32, the last value resulting wide
enough to describe the variability found in literature.
The effects of these priors on the results were com-
pletely negligible. The second step of the inference pro-
cess was applied to different nodes of the domain show-
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Fig. 5 Annual maxima of temperature and daily precipitation in a single node located close to the Dar es Salaam city (latitude
39.2471◦, longitude −6.8355◦): (a) annual maxima in the 2-meter temperature; (b) annual maximum daily precipitation. The
red circles represent the data in the historical period (1950-2050), whereas the blue triangles and the yellow squares represent
the data in the projection period (2006-2050) considering, respectively, the RCP4.5 and RCP8.5 scenarios.
ing results contrasting with the average values of the
neighbor nodes. In those cases, more informative priors
using the information from the neighbor nodes have
been set.
To select the preferred models, the Bayes factor
B10 was calculated to confront the non-stationary, lin-
ear trend model in µt (M1) with the stationary case
(M0). Fig. 6a show the spatial distribution of the cal-
culated B10 for the historical period, and Figs. 6b and
6c the B10 for the projection period considering, re-
spectively, the RCP4.5 and the RCP8.5 scenarios. A
flat surface representing the values log(B10) = 0 has
been included to mark the limit between the values in
which the stationary case (M0) is the preferred model
(i.e., log(B10) ≤ 0), and those in which there is evidence
against M0 (i.e., log(B10) > 0), in a measure as repre-
Natural Hazards (2015), 75:289-320. doi: 10.1007/s11069-014-1324-z 11
sented in Table 1. For the historical period, the station-
ary model results the preferred model in the whole do-
main (Fig. 6a). Likewise, for the projection period with
the RCP4.5 scenario, the stationary model is preferred
in most of the surface except for an area located at the
NE of the domain, where the linear trend in µt is the
preferred model (Fig. 6b). This area corresponds with
a sea strip in our domain located between the continent
and the Zanzibar Island. Finally, for the projection pe-
riod with the RCP8.5 scenario, the linear trend in µt
is the preferred model in practically the whole domain
(Fig 6c).
Figs. 6d, 6e and 6f show histograms of the ξ val-
ues obtained, respectively, for the historical period, the
RCP4.5 and the RCP8.5 scenarios (the 50th percentiles
as ‘best values’, and the 16th and 84th percentiles rep-
resenting uncertainty bounds). The inner plot in each
panel shows the spatial distribution of the 50th per-
centile of ξ. These figures represent the results obtained
after the inference analysis at the second step; in con-
trast with what happens with the precipitation data,
a non negligible number of nodes keep their contrast-
ing results (see e.g. the case for the RCP4.5 scenario in
Fig. 6d). In these cases the informative priors do not
influence the posterior and therefore, being of difficult
physical interpretation, these nodes with inconsistent
results are considered as ‘noise’ in our solutions. Most
of the solutions are characterized by ξ < 0; in fact, we
find that the mean of the ξ values in the whole domain
(using the 50th percentile from each node and excluding
those considered as noise) is −1.1× 10−1(±8.7× 10−2)
in the historical period, −1.61× 10−1(±6.9× 10−2) in
the projection period with the RCP4.5 scenario, and
−1.68×10−1(±5.5×10−2) in the projection period with
the RCP8.5 scenario. It indicates that the upper-side
bounded Weibull is the dominating distribution of the
GEV family for the temperature data. We note also that
the mean value of ξ for the whole domain is significantly
lower in the projection period (for both scenarios) re-
spect to the mean value obtained for the historical pe-
riod (using a t-test, the null hypothesis of equal mean
is rejected at a significance level of 0.01).
The preferred models were used to create the haz-
ard maps representing the extreme temperature values
(zp, in
◦C) for given exceedance probabilities p of inter-
est (Eq. 5); likewise, the extreme temperature hazard
curves were created for each node of the domain. As
examples, Figs. 7a and 7b show the hazard maps of
extreme temperature with exceedance probabilities of
10% and 1%, respectively. From these maps we note
that, for a fixed exceedance probability value, the ar-
eas over the Sea (NE and SE of the domain) show the
lower values of extreme temperature; the temperature
extremes increase as moving towards the inland area,
corresponding roughly with the valleys of the Ruvu
and Wami rivers. Another area with lower temperature
extremes is identified in the SW part of the domain,
which is roughly correlated with the Uluguru Moun-
tains (South of Morogoro), and the Pugu Hills (at the
SW of Dar es Salaam). Two examples of hazard curves
are represented in Fig. 7c (for the Dar es Salaam area),
and 7d (for the Morogoro area). Each figure shows the
50th percentile as the best value, and the 16th and 84th
percentiles as uncertainty bounds. These uncertainties
are calculated propagating the uncertainties in the val-
ues of model parameters.
In the areas where the preferred model is non-stationary,
it is also of interest to plot the temporal trend of the
temperature for given exceedance probability values. As
seen in Fig. 6, non-stationary conditions for the temper-
ature data are identified just in the projection period.
Figure 8 shows the values of the 50th percentile of the
slope (β1) at each node of the grid for the data con-
sidering the RCP4.5 (Fig. 8a) and the RCP8.5 (Fig.
8b) scenarios. The nodes in which the stationary is the
preferred model, the slope β1 = 0. Uncertainty bounds
in β1, represented by the 16
th and 84th percentiles of
their empirical distribution, are shown, respectively, in
Figs. 8a1 and 8a2 for the RCP4.5 scenario, and 8b1
and 8b2 for the RCP8.5 scenario. In the inland area
just the RCP8.5 scenario shows a prevalence of non-
stationary conditions, with β1 ranging from roughly
∼ 0.05 to ∼ 0.16◦C/year. The higher values of β1 are
mainly concentrated in the central part of the domain
and towards the SW of Dar es Salaam city (more or less
in the area of Pugu Hills). As example, Figure 8c shows
the resulting trend in temperature for a node close to
Dar es Salaam city; it shows the extreme temperature
trend for exceedance probability values of 10% (red cir-
cles) and 1% (black triangles). The solid lines represent
the median values, whereas the shadowed areas are the
uncertainty bounds defined by the 16th and 84th per-
centiles. In Section 5 we discuss the significance of these
variations.
4.2 Extreme Precipitation
Quantification of precipitation extremes has different
potential interests, as for example in flood hazard anal-
yses or to elaborate agricultural or hydraulic engineer-
ing projects. As for the temperature data, first we have
performed the inference at the first step defining ‘poorly’
informative prior distributions of ξ set as ξ ∼ N(µξ, σξ).
In this case, µξ is defined considering the results pre-
sented by different authors analyzing daily precipitation
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Fig. 6 First column: Spatial distribution of the Bayes factor (2logB10 values) calculated for the model selection considering
the annual maxima in the 2-meter temperature for (a) the historical period 1950-2005, and the projection 2006-2050 period
considering (b) the RCP4.5 and (c) the RCP8.5 scenarios. Second column: Histogram and spatial distribution of the ξ parameter
of the GEV considering annual maxima in the 2-meter temperature for (d) the historical period, and the projection period
considering (e) the RCP4.5 and (f) the RCP8.5 scenarios.
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Fig. 7 Hazard maps of extreme temperature with exceedance probabilities of (a) 10% and (b) 1%, considering the data from
the historical period (1950-2005). Examples of hazard curves for extreme temperature are presented for a node in (c) the Dar
es Salaam area, and (d) in the Morogoro area.
data in different regions around the word. In particular,
different tests were performed assuming µξ = 0.10 and
µξ = 0.15; the first value, that is also in agreement with
the mean of the prior for ξ proposed by Martins and
Stedinger (2000) for extreme floods, is the mean value
obtained from different precipitation data analyses pre-
sented in literature (i.e., Katz et al 2002; El Adlouni
et al 2007; Ouarda and El-Adlouni 2011); the second
value was proposed by Koutsoyiannis (2004) after an-
alyzing 169 rainfall series from stations in Europe and
in the USA. In all the cases, large variances of 1002, 102
and 32 were considered. The results obtained do not
show substantial differences by changing the configu-
ration of the prior distribution of ξ. The second-step
analysis was applied in the nodes showing incoherent
results (respect to the neighbor nodes); in these cases,
more informative priors were used adopting Normal dis-
tributions with the parameters determined using the
information from the neighbor nodes.
The Bayes factor B10 was computed to confront the
non-stationary, linear trend model in µt (M1) with the
stationary case (M0). The spatial distribution of the
resulting values is presented in Figs. 9a, 9b and 9c, re-
spectively, for the historical period, the RCP4.5 and the
RCP8.5 scenarios. Again, a flat surface representing the
values log(B10) = 0 has been included to mark the limit
between the values in which the stationary case is the
preferred model (log(B10) ≤ 0) and those in which there
is any evidence against M0. The stationary is the pre-
ferred model in most of the area in both the historical
period (Fig. 9a) and the RCP8.5 scenario data (Fig. 9e);
zones with non-stationary solutions are grouped mainly
in the Northern (N) part of the domain, around Dar es
Salaam city, and towards the South (S). Conversely,
a higher number of nodes show the non-stationary as
the preferred model in the RCP4.5 scenario data, with
Bayes factors reflecting positive to very strong evidence.
These nodes are distributed covering a wide area, with
higher density of nodes in the central part of the do-
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Fig. 8 Map of the 50th percentile of the β1 value for the extreme temperature data at each node of the grid for (a) the
RCP4.5 and (b) RCP8.5 scenarios; uncertainties in β1 are represented by the 16th and 84th percentiles (a1 and a2 for scenario
RCP4.5, and b1 and b2 for scenario RCP8.5). (c) Example of the trend in the extreme temperature for values with exceedance
probabilities of 1% (solid line with black triangle marks) and 10% (solid line with red circles) in the area of Dar es Salaam
city and considering the RCP8.5 scenario.
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main. Figures 9d, 9e and 9f show the ξ values obtained,
respectively, for the historical period, the RCP4.5 and
the RCP8.5 scenarios. Each panel shows a histogram
with the ξ values obtained in the whole area (the 50th
percentiles as ‘best values’, and the 16th and 84th per-
centiles representing uncertainty bounds); likewise, the
inner plots show the spatial distribution of the 50th
percentile of ξ.
From Fig. 9 it results evident that most of the so-
lutions are characterized by ξ ≥ 0; the mean of the
50th percentiles of the ξ values in the whole domain
is 6.5 × 10−2(±1.5 × 10−1) in the historical period,
7.9×10−2(±1.7×10−1) in the projection period consid-
ering the RCP4.5 scenario, and 6.5×10−2(±1.5×10−1)
in the projection period considering the RCP8.5 sce-
nario. It indicates that the Freche´t (Type II) is the
dominating distribution of the GEV family for the pre-
cipitation data. Most of the nodes in the domain are
characterized by 0 ≤ ξ ≤ 0.2; areas showing higher ξ
values (ranging from 0.3 to 0.6) are concentrated, for
the historical period and RCP8.5 scenario, in regions in
the N part of the domain and around Dar es Salaam city
(Fig. 9d and 9f, respectively), whereas for the RCP4.5
scenario these are distributed in a relatively wider area
mainly located in the central and N part of the domain
(Figure 9e).
Figs. 10a and 10b show the hazard maps of extreme
daily precipitation with exceedance probabilities of 10%
and 1%, respectively, as of 2005. From these maps we
note that, for a fixed exceedance probability value, the
areas showing higher extreme precipitation intensities
are located (1) in the SW part of the domain, more
or less covering the downstream of the Uluguru Moun-
tains, (2) in the S of Dar es Salaam, and (3) in the
NNE area of the domain (towards Zanzibar Island).
For each node of the domain it is possible to obtain
the extreme daily precipitation hazard curve. Hazard
curve examples are represented in Fig. 10c (for the Dar
es Salaam area), and 10d (for the Morogoro area). Each
hazard curve plot shows the 50th percentile as the best
value, and the 16th and 84th percentiles as uncertainty
bounds.
To identify the areas characterized by the more in-
tense non-stationary conditions, Figs. 11 and 12 show
the map with the values of the slope of the linear trend
of µt (β1 in Eq. 4) for the historical and the projec-
tion (both scenarios) periods, respectively. The 50th,
16th, and 84th percentiles of β1 are presented for each
dataset. The nodes in which the stationary is the pre-
ferred model, the slope β1 = 0. Comparing the β1 val-
ues shown in Figures 11 and 12, some important differ-
ences between the historical and the projection periods
emerge. First, a great number of the nodes with β1 6= 0
in the historical period are characterized by a negative
slope (β1 < 0) (see Fig. 11), indicating a temporal re-
duction in the intensity of precipitation extremes (for a
given exceedance probability). Considering the median
of the β1 values, the reduction in extreme precipita-
tion in these areas is in the order of −4 to −16 mm in
40 years. Conversely, considering the projection period,
this feature is just evident in some nodes towards the
NNW of the domain, whereas in the S of the domain
β1 is mostly positive, indicating a temporal increase in
the intensity of precipitation extremes. Considering the
areas with β1 < 0 in the projection period, the reduc-
tion in precipitation in the NW of Dar es Salaam is
of the same order of magnitude as that observed for
the historical period (−4 to −16 mm in 40 years), with
peak values at the N of Dar es Salaam counting with a
reduction of −12 to −24 mm in 40 years. Considering
instead the nodes with β1 > 0, they are pointing to an
increase in precipitation intensity in the order of 24 to
48 mm in 40 years.
Fig. 12c shows the resulting trend in extreme daily
precipitation in a node located in the S part of the
domain and considering the RCP8.5 scenario. The se-
lected example represents one of the areas with the
higher slope in the linear trend. The plot in Fig. 12c
presents the resulting extremes with exceedance prob-
abilities of 10% (red circles) and 1% (black triangles).
The solid lines are the median values and the shadowed
areas are the uncertainty bounds (16th and 84th per-
centiles). The differences in the precipitation extremes
between 2013 and 2050 are more robustly analyzed con-
sidering both the median values and the uncertainty
bounds. This issue is discussed in Section 5.
4.3 High resolution precipitation extremes
Using the stochastic downscaling procedure described
in Section 3.3 we have generated an ensemble of rainfall
realizations by considering uncertainties in the few free
parameters of the RainFARM procedure, namely the
spatial scale at which the original data are considered
reliable, and the logarithmic slope used to extrapolate
the spatial power spectra of the original model data to
the small scales (D’Onofrio et al 2014).
The results of the EV analyses applied to the down-
scaled precipitation field data for the RCP4.5 scenario
are presented in Fig. 13. The plot of the spatial distri-
bution of the Bayes factor in the domain of the down-
scaled data is presented in Fig. 13a; as in the previous
cases, a flat surface representing the values log(B10) = 0
has been included to mark the limit between the val-
ues in which the stationary case (M0) is the preferred
16 Alexander Garcia-Aristizabal et al.
Fig. 9 First column: Spatial distribution of the Bayes factor (2logB10 values) calculated for the model selection considering the
annual maximum daily precipitation for (a) the historical period 1950-2005, and the projection 2006-2050 period considering
(b) the RCP4.5 and (c) the RCP8.5 scenarios. Second column: Histogram and spatial distribution of the ξ parameter of the
GEV considering the annual maximum daily precipitation for (d) the historical period, and the projection period considering
(e) the RCP4.5 and (f) the RCP8.5 scenarios.
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Fig. 10 Hazard maps of extreme daily precipitation with exceedance probabilities of (a) 10% and (b) 1%, considering the
data from the historical period (1950-2005). The map represents the values as of the year 2005. Examples of hazard curves for
extreme daily precipitation are presented for a node (c) in the Dar es Salaam area, and (d) in the Morogoro area.
model and those in which there is evidence against
M0. For reference, Fig. 13b shows the plot of 1% ex-
ceedance probability hazard map as of 2005 obtained
form the original data (as in Fig. 10); the box inside
this map shows the area selected for the high resolution
EV analysis of precipitation extremes. Fig. 13c shows
the spatial distribution of the slope of the linear trend
of µt (β1). Non-stationary conditions are identified in
an area covering the central part of the domain and
are characterized by positive β1 values, in concordance
with what is shown in Fig. 12a at a lower resolution.
In many nodes of the higher resolution map, the me-
dian values of β1 are greater than the median values
observed for the same area with the 8×8 km resolution
data; nevertheless, these values are comprised within
the uncertainty range of the values obtained from the
lower resolution RCM data. Fig. 13d shows an example
of the high resolution precipitation hazard map (50th
percentile for values with exceedance probability of 1%)
as of 2006; the areas with the higher intensities in ex-
treme precipitation are mainly located in the S part of
the domain and towards the coast. Finally, an exam-
ple of the hazard curve for a node close to the Dar es
Salaam international Airport (point ‘Airport’ in Fig.
13d) is shown in Fig. 13e; the solid line is the 50th
percentile (as best parameter value) whereas the un-
certainty bounds are represented by the discontinuous
lines showing the 16th and 84th percentiles. Note that
in this case the uncertainty bounds come from consider-
ing the uncertainties in both the parameter estimation
and the data generated by the stochastic downscaling
procedure. The results obtained with the downscaled
data considering the RCP8.5 scenario are also coherent
with the values obtained using the 8× 8 km resolution
data (not presented because of space limitations).
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Fig. 11 (a) Map of the 50th percentile of the β1 value for the extreme daily precipitation data at each node of the grid for
the historical period; uncertainties in β1 are represented by the (b) 16th and (c) 84th percentiles
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Fig. 12 Map of the 50th percentile of the β1 value for the extreme daily precipitation data at each node of the grid for (a)
the RCP4.5 and (b) RCP8.5 scenario; uncertainties in β1 are represented by the 16th and 84th percentiles (respectively, a1
and a2 for scenario RCP4.5, and b1 and b2 for scenario RCP8.5); (c) Example of the trend in extreme daily precipitation with
exceedance probabilities of 1% (solid line with black triangle marks) and 10% (solid line with red circles) in the Southern part
of the domain and considering the RCP8.5 scenario.
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Fig. 13 Results obtained analyzing the precipitation field around Dar es Salaam city after the stochastic downscaling process,
and considering the RCP4.5 scenario (projection period 2006-2050). (a) Spatial distribution of the Bayes factor; (b) Reference
hazard map at 8×8 km resolution (precipitation with 1% exceedance probability). (c) Distribution of the slope (β1 parameter)
of the linear trend of the location parameter µt. (d) Example of the high resolution hazard map (1 × 1 km resolution)
representing the precipitation intensity with 1% exceedance probability. (e) Example of the precipitation hazard curve for a
point (‘Airport’) located close to the International airport of Dar es Salaam.
5 Discussion and conclusions
The non-stationary GEV model constitutes an efficient
and easy-to-implement tool to take into account the de-
pendencies between extreme events and the temporal
evolution of the climate. Such a kind of approach be-
comes more relevant when analyzing data from climate
simulations considering scenarios of climate change. The
results obtained in terms of high resolution hazard maps
and curves may find significant application in differ-
ent fields, as for example, as the hazard component for
multi-risk assessment problems (which is our main in-
terest, see e.g. Marzocchi et al 2012), for planning pur-
poses, or for the design of critical infrastructures with
consideration of potential changes occurring in the cli-
mate.
We have put forward a Bayesian framework for the
analysis and testing of possible non stationarities in ex-
treme events. Our main interest is to produce results
with high spatial and temporal resolution; to pursue
this requirement we have adopted an individual GBA
approach to exploiting as much as possible the capabil-
ities of RCMs to replicate spatial variations in climate,
especially in regions with complex orography. Never-
theless, this choice bears intrinsic problems respect to
adopting an alternative approach based on spatial pool-
ing of the data (that generally allows a more reliable es-
timation of high return period events, see e.g., Fowler
et al 2005; Hanel et al 2009).
To keep the capacity of GBA reproducing high spa-
tial resolution results and increase the reliability of the
results of EV analyses, the approach presented in this
paper is composed of four key elements, namely (1) an
advanced Bayesian method for the estimation of model
parameter values, (2) a rigorous procedure for model
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selection, (3) uncertainty assessment and propagation,
and (4) the analysis of results taking into account the
uncertainties.
Implementing a Bayesian method for the inference
of the GEV model parameters under non-stationary
conditions has some important advantages since it is a
framework that naturally allows incorporating all avail-
able sources of information as well as to handle uncer-
tainties. In fact, beyond the information provided by
the data, other available sources of information can be
easily encoded as a prior density function in the space
of the model parameters.
We performed different tests to set the prior state
of information; in most of the cases, non-informative or
‘poorly’ informative priors have had negligible effects
on the posterior distribution. However, the use of infor-
mative priors resulted very important to preserve the
spatial coherence in the results given the ‘areal’ char-
acter of our analyses. The shape parameter ξ, deter-
minant to identify the distribution of the GEV family
describing the data and therefore the behavior of the
higher extreme intensities, required a special attention
because its determination is often subject to numeri-
cal instabilities and large uncertainties. For example, it
was observed that in some nodes the ξ value exhibits
very large uncertainties; in other cases it was found that
the value in a given node was inconsistent with the val-
ues found in the surrounding nodes. Suspecting that
these cases can reflect an anomaly in the solutions, we
proposed the use of the more spatially coherent results
obtained in the surrounding nodes to create an informa-
tive prior for the specific node(s) under suspect. This
assumption is motivated by the fact that we can expect
the changes in the intensities of extreme events to be as-
sociated with variations in the atmospheric conditions
at scales larger than the resolution used to generate the
data employed in the GBA approach. Furthermore, the
input data has not been spatially pooled and the model
parameter values are determined independently at each
node using different time series; therefore, the param-
eter values obtained in the nodes around a given node
with unstable results can be effectively used to set the
prior information for that node with inconsistent re-
sults. This approach allowed us to improve the spatial
coherence of the results and to reduce uncertainties in
some nodes with odd results.
A rigorous method for model selection is a funda-
mental tool to identify the areas where there is evidence
in favor of non-stationary models explaining the data.
We have tested different models to describe possible
trends in the location parameter of the GEV and found
that for both the temperature and precipitation data,
a linear trend was the only model performing better
than the stationary one in the areas in which evidence
against the stationary model exists. This may be due to
the relatively short time series used to fit the models. In
the simulation considering the RCP4.5 scenario, which
between 2010 and 2050 implies an increase of about 3%
in the CH4 and 25% in the CO2 concentrations, the ex-
treme precipitation is stationary in a wide area of the
domain; areas with negative trends are identified at the
NE part of the domain around Zanzibar (about −0.3 to
−0.6 mm/year), whereas zones with positive trends are
clustered at the S (with β1 ∼ 0.6 to 1.2 mm/year). On
the other hand, the temperature extremes are mainly
stationary in the inland area, whereas positive trends
have been identified at the NE of the domain (corre-
lated with a decreasing trend in precipitation). The
slope of the temperature trend in that area is of about
0.02◦C/year.
In the simulation considering the RCP8.5 scenario,
which implies an increase of about 50% in the CH4
and about 40% in the CO2 concentrations in the same
time interval, the extreme temperature exhibits non-
stationary conditions in the whole domain; a positive
trend dominates the inland area with peak values in
the range 0.06 to 0.16◦C/year, while negative trends
are identified at the NE of the domain (as in the other
scenario). Interestingly, the results for the precipitation
extremes show a similar pattern as that observed with
the RCP4.5 scenario; it means that the differences in
both scenarios are mainly reflected in the temperature
data.
However, to analyse and draw conclusions about
the resulting trends in the intensity of extremes (for
given exceedance probability values), the uncertainties
in these intensity values should also be taken into ac-
count. For example, Figs. 7 and 10 (c and d) show that
in general, the lower the exceedance probability value,
the wider the uncertainty range of the associated inten-
sity. This observation is also evident in the uncertainty
bounds obtained in the temperature and precipitation
trends (as shown, respectively, in Figs. 8c and 12c).
These examples indicate that even when there is evi-
dence in favor of a non-stationary model, the resulting
change in intensity after a given time window (e.g. af-
ter 30 years) might not be completely meaningful when
the obtained intensities have large uncertainties (with
respect to the order of magnitude of the change); this
issue is evident for example in the trend in precipitation
with 1% exceedance probability shown in Fig. 12c.
The numerical problems when performing inference
on ξ are not the only element of interest about this pa-
rameter. Its value, in fact, determines the shape of the
distribution tails and therefore it is fundamental for the
hazard assessment (e.g., to understand the behaviour
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of the more extreme events). For example, ξ < 0 in-
dicates an upper-side bounded distribution (Weibull)
which physically may represent processes allowing the
definition of a kind of ‘maximum event’. Conversely,
ξ > 0 (Freche´t type) indicates a distribution bounded
on the lower-side (and therefore a process with a mini-
mum intensity value) and with a heavy upper tail. Fi-
nally, the Gumbel is unbounded and defined on the real
axis (long tails). Considering the results of the EV anal-
yses, marked differences in the ξ parameter have been
found for the temperature and the precipitation data.
In both cases, the higher values of ξ are distributed in
the N and NE part of the domain. However, for the
temperature data, the dominating values of the shape
parameter are ξ < 0, indicating that the upper-side
bounded Weibull is the dominating distribution of the
GEV family for these data. Conversely, for the precipi-
tation data ξ > 0 in the whole domain, indicating that
the GEV models are of Freche´t type (i.e. unbounded
upper tail).
In the case of precipitation only, we have gener-
ated ensembles of precipitation fields with higher spa-
tial resolution than that provided by the RCM by ap-
plying a further stochastic downscaling approach. The
advantage of using stochastic downscaling consists in
the possibility to generate an ensemble of stochastic re-
alizations of small-scale precipitation fields providing a
measure of the uncertainty associated to the extreme
precipitation intensity estimates. Interestingly, in the
specific case analyzed here, the statistics of precipita-
tion extremes at small scales (1 km) produced after the
downscaling procedure is similar to that obtained at the
original regional model resolution (8 km); it indicates
that for impact studies, the spatial resolution of the
RCM outputs in this area is sufficiently high to repre-
sent the distribution of extreme daily precipitation. We
hypothesize that the absence of additional extremes in
the downscaled COSMO-CLM precipitation can be at-
tributed to quite long temporal accumulation period
of the modeled data (1 day), compared with the high
spatial resolution achieved by downscaling.
There is a number of directions in which we expect
to move forward with this work. The lack of data from
an observation network to validate the results obtained
using the synthetic data generated by the RCM simu-
lations is a limitation of our study. Therefore, applying
the presented methodology to an area where both ob-
served and simulated data is available will allow us also
to validate the results of the analysis of extremes ob-
tained from the simulated data. An important issue to
be considered is to assess the possibility to run an en-
semble of different RCM runs in order to consider the
modeling uncertainties as well. Finally, a further de-
velopment to improve the performance of the method
by reducing the large uncertainties associated with the
lower probability extremes could be done, and a possi-
ble approach to explore is to develop a spatial pooling
strategy in coherent agreement with the outlined strat-
egy to define informative priors.
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A The GEV family of distributions (Appendix
A)
Denoting daily observations by x1, x2, . . ., the classical model
for extremes is obtained by analyzing the behavior of zi =
max{x1, x2, . . . , xi} for large values of i. Asymptotic consid-
erations suggest that the distribution of a series of measures of
extreme physical events extracted from long sequences of data
approaches one of the three families of distributions that are
combined into the GEV (e.g., Jenkinson 1955; Martins and
Stedinger 2000; Coles 2001). The GEV family of distributions
has a distribution function of the form:
G(z|µ, σ, ξ) = exp
{
−
[
1 + ξ
(
z − µ
σ
)]−1/ξ}
(8)
defined on the set {z : 1+ξ(z−µ)/σ > 0}, and with parameter
space (µ, σ, ξ) : µ ∈ R (location parameter), σ ≥ 0 (scale
parameter), and ξ ∈ R (shape parameter) (e.g. Coles 2001).
The Freche´t (or Type II) and Weibull (or type III) classes of
EV distribution correspond respectively to the cases ξ > 0
and ξ < 0 in this parameterization. These two cases have
bounds in the domain of z: for instance, µ−σ/ξ ≤ z <∞ for
ξ > 0, and −∞ < z ≤ µ− σ/ξ for ξ < 0. The special case of
the GEV distribution obtained for ξ → 0 is the Gumbel (or
Type I) class, with distribution function:
G(z|µ, σ, ξ) = exp
{
−exp
[
−
(
z − µ
σ
)]}
; z ∈ R (9)
B Bayesian inference of model parameters
(Appendix B)
In Bayesian data analysis the model parameters are treated
as random variables to account for the imperfect knowledge
of their exact values. Beyond the information provided by
the data, a Bayesian framework allows to incorporate other
sources of information that may be available and that may be
encoded to construct the prior density function of the model
parameters. The prior information may be available from dif-
ferent sources as past studies in the same or similar regions,
global or regional information, or subjective information of
experts. The important point to be outlined is that the prior
distribution must be formulated independently of the data
used for the likelihood. The prior is then a probability distri-
bution which should reflect the knowledge (or lack of) about
a parameter before seeing the data. The Bayes theorem is
then used to update the prior probability density with the
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information provided by the data to obtain the posterior dis-
tribution:
p(θ|z) = f(z|θ)pi(θ)∫
f(z|θ)pi(θ)dθ (10)
where z = (z1, z2, . . . , zn) is the vector of data, pi(θ) the
prior density of the model parameters, f(z|θ) the likelihood of
the data, and p(θ|z) the posterior probability density, which
is the conditional distribution of the parameters given the
observed data. All inference about the parameters is based
on the posterior distribution.
In most multi-dimensional cases, posterior simulations
are needed for Bayesian inference. To get samples from the
posterior distribution we use a Markov chain Monte Carlo
(MCMC) method. The MCMC is a general method based
on drawing values of θ from approximate distributions and
then correcting those draws to better approximate the target
posterior distribution, p(θ|z). The samples are drawn sequen-
tially with the distribution of the sampled draws depending
on the last value drawn (hence, the draws form a Markov
Chain). The key to MCMC simulations is to create a Markov
process whose stationary distribution is the specified p(θ|z)
and run the simulations long enough that the distribution of
the current draws is close enough to this stationary distri-
bution (e.g., Gelman et al 2004). In our application, we con-
struct the Markov chains via the Metropolis-Hastings algo-
rithm (Metropolis and Ulam 1949; Metropolis et al 1953). Af-
ter running the Markov chain, we remove the burn-in period
and check the convergence of the simulated sequences. Differ-
ent approaches are available for this procedure (e.g., Geweke
1992; Geyer 1992; Gelman and Rubin 1992); in our analyses
we have implemented the method proposed by Geweke (1992)
(often referred as the Geweke-z-score).
C Bayes Factor: The Laplace-Metropolis
estimator (Appendix C)
The Bayes factor, Bkl, for comparing model Mk to Model Ml
for observed data z, is the ratio of the posterior odds for Mk
against Ml to the prior odds. When the models Mk and Ml
are equally probable a priori, then Bkl reduces to:
Bkl =
f(z|Ml)
f(z|Mk)
(11)
It implies computing the integrated likelihoods for model Mm
(also called the marginal likelihood, marginal probability of
the data, or predictive probability of the data) that has the
form
f(z|Mm) =
∫
f(z|θm,Mm)f(θm|Mm)dθm (12)
where θm is the vector of parameters in model Mm, and
f(θm|Mm) is its prior density (for more details see e.g., Kass
and Raftery 1995; Lewis and Raftery 1997b).
To estimate the marginal likelihoods for the Bayes fac-
tor calculation we have implemented the Laplace-Metropolis
estimator (Raftery 1996; Lewis and Raftery 1997a), which
uses the posterior simulation output to estimate the inte-
grated likelihoods. Letting h(θ) ≡ log{f(θ)f(z|θ)} (the nota-
tion showing the conditioning respect to Mm –as in Eq. 12–
has been dropped for simplicity) and applying the Laplace
approximation for an integral, the following approximation
for the integrated likelihood is obtained (Raftery 1996; Lewis
and Raftery 1997a):
f(z) ≈ (2pi)P/2|H∗|1/2f(θ∗)f(z|θ∗) (13)
where θ∗ is the value of θ at which h attains its maximum and
H∗ is minus the inverse Hessian of h evaluated at θ∗ (Lewis
and Raftery 1997a). For numerical reasons we use Eq. 13
in a logarithmic scale (log{f(z)}). To calculate the Laplace-
Metropolis estimator we use the posterior samples generated
by the Metropolis-Hastings algorithm to estimate both θ∗ and
H∗. In practice, the components of θ∗ are estimated calculat-
ing the component-wise posterior medians from the sample,
whereas H∗, being asymptotically equal to the posterior vari-
ance matrix, is estimated using the sample covariance matrix
of the posterior simulation output.
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