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Abstract
Physicists have argued that periodic orbit bunching leads to universal spectral fluctuations
for chaotic quantum systems. To establish a more detailed mathematical understanding
of this fact, it is first necessary to look more closely at the classical side of the problem
and determine orbit pairs consisting of orbits which have similar actions. In this paper
we specialize to the geodesic flow on compact factors of the hyperbolic plane as a classical
chaotic system. We prove the existence of a periodic partner orbit for a given periodic
orbit which has a small-angle self-crossing in configuration space which is a ‘2-encounter’;
such configurations are called ‘Sieber-Richter pairs’ in the physics literature. Furthermore,
we derive an estimate for the action difference of the partners. In the second part of this
paper [13], an inductive argument is provided to deal with higher-order encounters.
1 Introduction
In the semi-classical limit chaotic quantum systems very often exhibit universal behavior, in the
sense that several of their characteristic quantities agree with the respective quantities found
for certain ensembles of random matrices. Via trace formulae, such quantities can be expressed
as suitable sums over the periodic orbits of the underlying classical dynamical system. For
instance, the two-point correlator function is
K(τ) =
〈 1
TH
∑
γ,γ′
AγA
∗
γ′e
i
~ (Sγ−Sγ′ )δ
(
τTH − Tγ + Tγ′
2
)〉
, (1.1)
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where 〈·〉 abbreviates the average over the energy and over a small time window, TH denotes
the Heisenberg time and Aγ, Sγ, and Tγ are the amplitude, the action, and the period of the
orbit γ, respectively.
The contribution of the terms γ = γ′ to (1.1) is called the ‘diagonal approximation’ and
was studied by Hannay/Ozorio de Almeida [11] and Berry [3] in the 1980’s; a mathematical
rigorous treatment is still missing. Also see [15] for other work on the diagonal approximation.
To next order, as ~→ 0, the main term from (1.1) arises owing to those orbit pairs γ 6= γ′ for
which the action difference Sγ − Sγ′ is ‘small’. This was first considered by Sieber and Richter
[23, 22], who argued that a given periodic orbit with a self-crossing in configuration space at
a small angle ε (see Figure 1) will admit a neighboring periodic orbit with almost the same
action. Furthermore, |Sγ − Sγ′ | ∝ ε2 was obtained for the action difference. The neighboring
orbit is called a partner of the given orbit and one calls the two orbits a Sieber-Richter pair.
ε
Figure 1: Example of a Sieber-Richter pair
In phase space, a Sieber-Richter pair contains a region where two stretches of the same orbit are
almost mutually time-reversed and one addresses this region as a 2-encounter or, more strictly,
a 2-antiparallel encounter; the ‘2’ stands for two orbit stretches which are close in configuration
space, and ‘antiparallel’ means that the two stretches have opposite directions; see Figure 1.
The two orbits noticeably differ from each other only by their connections inside the encounter
region. The smaller is the crossing angle, the closer will be the stretches, and the longer the
stretches remain close, the smaller will be the resulting action difference. Outside the encounter
region, the two orbits are almost indistinguishable. In contrast to that, they practically coincide
in one loop and appear as time-reversed in the other loop. This explains why Sieber-Richter
pairs may only exist in systems which are invariant under time-reversal. Taking into account
those contributions to (1.1), Sieber and Richter were able to calculate the first two terms in
the expansion of (1.1) for small τ (the first term comes from the diagonal approximation), and
it turned out that the result agreed with what is obtained using random matrix theory [7], for
certain symmetry classes.
This discovery prompted an increased research activity on the subject matter in the following
years and finally led to an expansion
K(τ) = 2τ − τ ln(1 + 2τ) = 2τ − 2τ 2 + 2τ 3 + . . .
for the orthogonal ensemble (the symmetry class relevant for time-reversal invariant systems)
to all orders in τ , by including the higher-order encounters also; see [18, 19, 17], and in addition
[16, 10], which provide much more background and many further references.
To establish a more detailed mathematical understanding, it is natural to start, more mod-
estly, on the classical side and try to prove the existence of partner orbits and derive good
2
estimates for the action differences of the partners. For 2-encounters this is done in the present
work, where we consider the geodesic flow on factors of the hyperbolic plane; in this case the
action of a periodic orbit is proportional to its length. The companion paper [13] then deals
with the technically more involved higher-order encounters.
In the physics community this system is often called the Hadamard-Gutzwiller model, and
it has frequently been studied [6, 21]; further related work includes [10, 19, 26]. In Braun
et al. [6] symbolic dynamics was used to obtain an approximation for the length difference
∆L ≈ 4 ln(cos(ε/2)), where ε denotes the crossing-angle; see also [21]. In both papers there
was no estimate on the error term given. For certain systems, including some with two degrees
of freedom, Turek/Richter [25] and Spehner [24] provided another approximation for the action
difference of a Sieber-Richter pair by introducing suitable coordinates on the Poincare´ section;
also see Mu¨ller et al. [19] for related work. However, these coordinates were not calculated and
once again there was no bound given for the error term of the action differences. This approach
was also used for systems with higher degrees of freedom by Turek et al. [26].
The paper is organized as follows. In section 2 we introduce the necessary background
material which is well-known in principle [2, 9, 14]. Since the field requires a substantial
amount of notation and identifications, we nevertheless provide some details. Then in section
3 we turn to Sieber-Richter pairs. First we give a quantitative version of the shadowing lemma
and the Anosov closing lemma; the latter may be of independent interest. Next we consider
orbit self-crossings (in configuration space). Theorem 3.11 contains a first main result about
the existence of a partner orbit and an estimate for the action difference. If the crossing angle
is small enough and the space is compact, then the partner is even unique; see theorem 3.15.
Finally we include a brief discussion of pseudo-orbits, i.e., of periodic orbits which decompose
into smaller pieces.
Acknowledgments: This work was initiated in the framework of the collaborative research
program SFB-TR 12 ‘Symmetries and Universality in Mesoscopic Systems’ funded by the DFG,
whose financial support is gratefully acknowledged. We enjoyed many fruitful discussions with
P. Braun, K. Bieder, F. Haake, G. Knieper, and S. Mu¨ller. Most results of this paper also
appeared in the PhD thesis [12] of the first author. The second author is grateful to C. Series
for sending him a copy of the book [2].
2 Preliminaries
We consider the geodesic flow on compact Riemann surfaces of constant negative curvature. In
fact this flow has had a great historical relevance for the development of the whole theory of
hyperbolic dynamical systems or Anosov systems. It is well-known that any compact orientable
surface with a metric of constant negative curvature is isometric to a factor Γ\H2, where Γ is
a discrete subgroup of the projective Lie group PSL(2,R) = SL(2,R)/{±E2}; here SL(2,R) is
the group of all real 2 × 2 matrices with unity determinant, and E2 denotes the unit matrix.
General references for this section are [2, 9, 14], and these works may be consulted for the
proofs to all results which are stated here without a proof.
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2.1 H2 and PSL(2,R)
The hyperbolic plane is the upper complex half plane H2 = {(x, y) ∈ R2 : y > 0}, endowed
with the Riemannian metric g = (gz)z∈H2 given by
gz(ξ, ζ) =
1
y2
(ξ1ζ1 + ξ2ζ2)
for z = (x, y) ∈ H2, ξ = (ξ1, ξ2) ∈ Tz(H2), and ζ = (ζ1, ζ2) ∈ Tz(H2). The symbol Tz(H2)
denotes the tangent space to H2 at z ∈ H2 (which is R2). In short, g = dx2+dy2
y2
. Then (H2, g)
has constant curvature −1. The geodesics of (H2, g) are given by infinite vertical lines and by
semi-circles centered on the real axis.
The Mo¨bius transformations Mo¨b(H2) = {z 7→ az+b
cz+d
: ad − bc = 1} can be identified with
the projective group PSL(2,R) = SL(2,R)/{±E2} by means of the isomorphism
Φ
(
±
(
a b
c d
))
= z 7→ az + b
cz + d
.
The unit tangent bundle of H2 is
T 1H2 = {(z, ξ) : z ∈ H2, ξ ∈ TzH2, ‖ξ‖z = gz(ξ, ξ)1/2 = 1}.
For g ∈ PSL(2,R) we define the derivative operator Dg : T 1H2 → T 1H2 by Dg(z, ξ) =
(T (z), T ′(z)ξ), where T = Φ(g). Explicitly, if g = [G] = {−G,G} ∈ PSL(2,R) is the class
generated by the matrix G =
( a b
c d
)
∈ SL(2,R), then T (z) = az+b
cz+d
and ad− bc = 1, whence
Dg(z, ξ) =
(az + b
cz + d
,
ξ
(cz + d)2
)
. (2.1)
Given (z, ξ) ∈ T 1H2, the relation Dg(i, i) = (z, ξ) has a unique solution g ∈ PSL(2,R). This
means that the induced mapping
Υ : T 1H2 → PSL(2,R), (z, ξ) 7→ g (2.2)
is a bijection. In general, T 1H2 and PSL(2,R) are identified.
The following result will be needed later when consider reversibility.
Lemma 2.1. If g = Υ(z, ξ) and g1 = Υ(z,−ξ), then g1 = gj for j = [J ] = {−J, J}, where
J =
(
0 1
−1 0
)
represents the Mo¨bius transform z 7→ −1
z
.
2.1.1 Decompositions of PSL(2,R)
For t ∈ R, denote
At =
(
et/2 0
0 e−t/2
)
∈ SL(2,R), Bt =
(
1 t
0 1
)
∈ SL(2,R),
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Ct =
(
1 0
t 1
)
∈ SL(2,R), Dt =
(
cos(t/2) sin(t/2)
− sin(t/2) cos(t/2)
)
∈ SL(2,R)
and, respectively,
at = [At] ∈ G, bt = [Bt] ∈ G, ct = [Ct] ∈ G, dt = [Dt] ∈ G, (2.3)
where G = PSL(2,R).
Next we establish some useful factorizations for elements of PSL(2,R). These results will
be of central importance later when it comes to splitting the tangent space according to the
hyperbolicity; recall that {gbt : t ∈ R} and {gct : t ∈ R}, respectively, give rise to the stable
and unstable manifolds at g ∈ PSL(2,R). First we consider the so-called ‘NAK decomposition’
of SL(2,R).
Lemma 2.2 ([21]). Let g = [G] ∈ PSL(2,R) for G =
(
a b
c d
)
∈ SL(2,R). Then g = bxaln ydθ
for
x =
ac+ bd
c2 + d2
, y =
1
c2 + d2
, θ = −2 arg(d+ ic).
Lemma 2.3. Let g = [G] ∈ PSL(2,R) for G =
(
a b
c d
)
∈ SL(2,R).
(a) If a 6= 0, then g = cubsat for
t = 2 ln |a|, s = ab, u = c
a
. (2.4)
(b) If d 6= 0, then g = bscuat for
t = −2 ln |d|, s = b
d
, u = cd.
Proof : (a) Let (t, s, u) be given by (2.4). To begin with,
CuBsAt =
(
et/2 se−t/2
uet/2 (1 + su)e−t/2
)
.
If a > 0, then et/2 = a, se−t/2 = b, uet/2 = c, and (1 + su)e−t/2 = (1 + bc)/a = d, using that
ad − bc = 1. Thus CuBsAt = G and cubsat = g. If a < 0, then et/2 = −a, se−t/2 = −b,
uet/2 = −c, and (1 + su)e−t/2 = −(1 + bc)/a = −d, and hence CuBsAt = −G which yields once
again that atcubs = g. (b) Here the argument is analogous. 
2.1.2 Distance on PSL(2,R)
There is a natural Riemannian metric on G = PSL(2,R) such that the induced metric function
dG is left-invariant under PSL(2,R) and right-invariant under PSO(2) = {dt : t ∈ R}, i.e., for
g1, g2 ∈ PSL(2,R):
dG(g1, g2) = dG(hg1, hg2) = dG(g1g, g2g)
for all h ∈ PSL(2,R) and g ∈ PSO(2). Let e = [E2] ∈ PSL(2,R) denote the neutral element.
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Lemma 2.4. For t, u, s, θ ∈ R, we have
(a) dG(at, e) =
|t|√
2
, dG(dθ, e) =
|θ|√
2
, dG(bs, e) ≤ |s|, dG(cu, e) ≤ |u|.
(b) dG(a−tbsat, e) ≤ |s|e−t, dG(a−tcuat, e) ≤ |u|et.
(c) dG(bsatdθ, e) ≤ 1√2 |t|+ 1√2 |θ|+ |s|.
2.1.3 Traces and hyperbolic elements
By means of the trace there is an important classification of the elements of PSL(2,R).
Definition 2.5 (Trace). The trace of g ∈ PSL(2,R) is tr(g) = |tr(A)|, where g = [A] =
{−A,A}.
Observe that tr(−A) = −tr(A) for a matrix A ∈ SL(2,R), so the assignment tr(g) = |tr(A)|
makes sense.
Definition 2.6 (Elliptic, parabolic, hyperbolic element). An element g ∈ PSL(2,R) is said to
be elliptic, if tr(g) < 2, parabolic, if tr(g) = 2, and hyperbolic, if tr(g) > 2.
2.2 The geodesic flow on Γ\H2
Throughout this paper we let Γ ⊂ PSL(2,R) denote a Fuchsian group, which means that it is
a discrete subgroup of PSL(2,R).
2.2.1 Γ\H2
The Fuchsian group Γ ⊂ PSL(2,R) induces a left action on H2 by the assignment
ρ : Γ×H2 → H2, ρ(γ, z) = Φ(γ)(z).
Applying the identification of γ with the Mo¨bius transform it generates, often this is written
as ρ(γ, z) = γz. The system of the Γ-orbits is
Γ\H2 = {Γz : z ∈ H2},
where Γz = {γz : γ ∈ Γ} denotes the orbit of z ∈ H2 under the left action ρ. We denote by piΓ
the natural projection
piΓ : H2 → Γ\H2, piΓ(z) = [z] = Γz. (2.5)
Theorem 2.7. If the action ρ of Γ on H2 is free (of fixed points) then Γ\H2 has a Riemann
surface structure.
The genus of the resulting Riemann surface is at least two and it has the hyperbolic plane H2
as the universal covering. Furthermore, piΓ : H2 → Γ\H2 from (2.5) becomes a local isometry.
This implies that Γ\H2 also has curvature −1, and the geodesics on Γ\H2 are the projections
of the geodesics on H2.
Denote by (gΓ,p)p∈Γ\H2 the natural Riemannian metric on Γ\H2. Its unit tangent bundle is
T 1(Γ\H2) = {(p, ξ) : p ∈ Γ\H2, ξ ∈ Tp(Γ\H2), ‖ξ‖p = gΓ, p(ξ, ξ)1/2 = 1}.
Let (ϕXt )t∈R be the geodesic flow on X = T 1(Γ\H2).
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2.2.2 Γ\PSL(2,R)
Instead of considering X = T 1(Γ\H2) it is often easier to work on X = Γ\PSL(2,R), which is
the system of right co-sets Γg = {γg : γ ∈ Γ}. In general Γ\PSL(2,R) will not be a group; see
[9, example 9.15]. The associated canonical projection is
ΠΓ : PSL(2,R)→ Γ\PSL(2,R), ΠΓ(g) = [g] = Γg. (2.6)
Since ΠΓ is continuous and onto, and since PSL(2,R) is connected, also Γ\PSL(2,R) is con-
nected. Furthermore, X = Γ\PSL(2,R) is a three-dimensional real analytic manifold. We
define a flow (ϕXt )t∈R on X by
ϕXt (x) = Γ(gat), t ∈ R, x = Γg ∈ X.
The flow (ϕXt )t∈R is smooth and satisfies ΠΓ ◦ ϕGt = ϕXt ◦ ΠΓ, where ΠΓ : G → X denotes the
natural projection from (2.6) above and ϕGt (g) = gat is a flow on G = PSL(2,R). This shows
how the flow ϕGt on G induces the ‘quotient flow’ ϕ
X
t on X.
The following statement makes rigorous the identification T 1(Γ\H2) ∼= Γ\PSL(2,R).
Theorem 2.8. Let Γ ⊂ PSL(2,R) be a Fuchsian group such that the left action of Γ on H2 is
free. Then there is a bijection
Ξ : T 1(Γ\H2)→ Γ\PSL(2,R).
With the Sasaki metric (see [20]) on T 1(Γ\H2) induced by the natural Riemannian metric on
Γ\H2 and the natural Riemannian metric on Γ\PSL(2,R), Ξ is an isometry. Furthermore, we
have the conjugation relation
ϕXt = Ξ
−1 ◦ ϕXt ◦ Ξ (2.7)
for t ∈ R.
Thus instead of the geodesic flow (ϕXt )t∈R on X from section 2.2.1 we can study the flow (ϕXt )t∈R
on X. This viewpoint offers several advantages. For instance, one can calculate explicitly the
stable and unstable manifolds at a point x ∈ X to be
W sX(x) = {θXt (x), t ∈ R} and W uX(x) = {ηXt (x), t ∈ R},
where (θXt )t∈R and (η
X
t )t∈R are the horocycle flow and conjugate horocycle flow given by
θXt (Γg) = Γ(gbt) and η
X
t (Γg) = Γ(gct);
recall bt and ct from (2.3). Furthermore, (ϕ
X
t )t∈R is an Anosov flow: For every x ∈ X there
exists a splitting of the tangent space
TxX = E
0(x)⊕ Es(x)⊕ Eu(x)
such that (dϕXt )x(E
s(x)) = Es(ϕXt (x)) and (dϕ
X
t )x(E
u(x)) = Eu(ϕXt (x)) for t ∈ R as well as
‖(dϕXt )x|Es(x)‖ ≤ C1 e−λ1t and ‖(dϕX−t)x|Eu(x)‖ ≤ C2 e−λ2t for t ∈ [0,∞[; here C1, C2 > 0 and
λ1, λ2 > 0 are independent of x. One can take E
0(x) = span{ d
dt
ϕXt (x)|t=0} and
Es(x) = span
{ d
dt
θXt (x)
∣∣∣
t=0
}
, Eu(x) = span
{ d
dt
ηXt (x)
∣∣∣
t=0
}
.
The flow (ϕXt )t∈R also enjoys a useful reversibility property.
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Lemma 2.9. If ϕXt (x) = y for some t ∈ R, x = (ΠΓ◦Υ)(z, ξ) ∈ X, and y = (ΠΓ◦Υ)(z, ζ) ∈ X,
then ϕXt (y
′) = x′ for x′ = (ΠΓ ◦Υ)(z,−ξ) ∈ X and y′ = (ΠΓ ◦Υ)(z,−ζ) ∈ X.
Proof : Denote g = Υ(z, ξ) ∈ G, h = Υ(z, ζ) ∈ G, g′ = Υ(z,−ξ) ∈ G, and h′ = Υ(z,−ζ) ∈
G. According to lemma 2.1 we have g′ = gj and h′ = hj for j = [J ] = {−J, J}, where
J =
(
0 1
−1 0
)
. Now ϕXt (x) = y reads as ΠΓ(gat) = ΠΓ(h) or gat = γh for some γ ∈ Γ.
Then jatj
−1 = a−t yields h′at = h′j−1a−tj = ha−tg−1g′ = (gath−1)−1g′ = γ−1g′, so that
ΠΓ(h
′at) = ΠΓ(g′) and hence ϕXt (y
′) = x′. 
We define a metric function dΓ\G on X = Γ\G by
dΓ\G(x1, x2) = inf
γ1,γ2∈Γ
dG(γ1g1, γ2g2) = inf
γ∈Γ
dG(g1, γg2),
where x1 = ΠΓ(g1), x2 = ΠΓ(g2), and dG denotes the metric function on G. In fact, if Γ\G is
compact, one can prove that the infimum is a minimum:
dΓ\G(x1, x2) = min
γ∈Γ
dG(g1, γg2). (2.8)
It is possible to derive a uniform lower bound on dG(g, γg) for g ∈ G and γ ∈ Γ \ {e}, provided
that X = Γ\G is compact.
Lemma 2.10. If X = Γ\G is compact, then there is σ0 > 0 such that dG(g, γg) ≥ σ0 for all
g ∈ G and γ ∈ Γ \ {e}.
Compactness of the quotients can be characterized as follows.
Theorem 2.11. Let the left action of Γ on H2 be free. Then there are equivalent:
(a) Γ\H2 is compact.
(b) T 1(Γ\H2) is compact.
(b) Γ\PSL(2,R) is compact.
(c) Dz0(Γ) ⊂ H2 is compact for every z0 ∈ H2 such that z0 6= γz0 for all γ ∈ Γ \ {e}; here
Dz0(Γ) denotes the Dirichlet region fundamental domain (see [9, definition 11.3]).
In this case there is ε0 > 0 such that tr(γ) ≥ 2 + ε0 holds for all γ ∈ Γ \ {e}, and in particular
every γ ∈ Γ \ {e} is hyperbolic.
Definition 2.12 (Periodic point). A point x ∈ X is called periodic under the flow (ϕXt )t∈R on
X, if there is T ∈ R such that
ϕXT (x) = x. (2.9)
The smallest T > 0 satisfying (2.9) is called the (minimal) period.
Periodic points (or orbits) of the geodesic flow (ϕXt )t∈R on X are defined similarly.
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Lemma 2.13. Suppose that every element in Γ \ {e} is hyperbolic. Then for every γ ∈ Γ \ {e}
and T > 0 such that
eT/2 + e−T/2 = tr(γ),
there exists g ∈ G so that γ = gaTg−1. In particular, x = ΠΓ(g) ∈ X is a T -periodic point of
the flow (ϕXt )t∈R on X.
Remark 2.14. There exist bijections
POX ←→ CGY ←→ CΓ
between the class of periodic orbits POX of the flow (ϕXt )t∈R onX = Γ\PSL(2,R), the class CGY
of oriented unit speed closed geodesics on Y = Γ\H2, and the system CΓ of conjugacy classes of
primitive elements in Γ\{e}; here the conjugacy class of γ ∈ Γ is {γ}Γ = {σγσ−1 : σ ∈ Γ} and
an element γ ∈ Γ is called primitive, if γ = ηm for some η ∈ Γ and m ∈ Z implies that m = 1
or m = −1. Furthermore, if T > 0 denotes the prime period of c ∈ POX and {γ}Γ ↔ c, then
tr(γ) = eT/2 +e−T/2. Next, if s ∈ CGY satisfies s↔ {γ}Γ and τ > 0 denotes the prime period of
s, then the curve length `(s) of s is τ , since s is a unit speed geodesic. Also tr(γ) = eτ/2 +e−τ/2.
This yields the relation T = τ = `(s) between the period of c and the curve length of s. Finally,
by definition, the length of γ is δ(S) = infz∈H2 dH2(z, S(z)), where S = Φ(γ). Then one can
show that tr(γ) = 2 cosh(δ(S)/2), and hence δ(S) = T = τ = `(s) is found, which also explains
why δ(S) is called a length. ♦
We shall also need local stable and unstable manifolds.
Definition 2.15 (Local stable and unstable manifolds). Let ε > 0 and x ∈ X. Then
W sX, ε(x) = {θXt (x) : |t| < ε} = {Γ(gbt) : |t| < ε}
and
W uX, ε(x) = {ηXt (x) : |t| < ε} = {Γ(gct) : |t| < ε}
for x = Γg are called the local stable and local unstable manifold of x of size ε, respectively.
Note that both sets do not depend on the choice of g ∈ G such that x = Γg. The following
definition is modified from [4].
Definition 2.16 (Poincare´ section). Let x ∈ X and ε > 0. The Poincare´ section of radius ε
at x is
Pε(x) = {(θXs ◦ ηXu )(x) : |s| < ε, |u| < ε} = {Γ(gcubs) : |u| < ε, |s| < ε},
where g ∈ G is such that x = Γg (see Figure 2).
Notice that Pε(x) is independent of g, since in the case where x = Γg1 = Γg2 we have γg1 = g2
for some γ ∈ Γ. Hence γg1cubs = g2cubs, and consequently Γ(g1cubs) = Γ(g2cubs).
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xPε(x)
W u(x)
W
s (x)
ϕt(x)
Figure 2: Poincare´ section
2.3 Some estimates
In this subsection we collect some useful technical results.
Lemma 2.17. (a) For every ε > 0 there is δ > 0 with the following property. If G ∈ SL(2,R)
satisfies ‖G−E2‖ < δ then dPSL(2,R)(g, e) < ε for g = pi(G), where pi : SL(2,R)→ PSL(2,R) is
the natural projection.
(b) For every ε > 0 there is δ > 0 with the following property. If dPSL(2,R)(g, h) < δ then there
are
G =
(
g11 g12
g21 g22
)
and H =
(
h11 h12
h21 h22
)
such that g = pi(G), h = pi(H) and |g11 − h11|+ |g12 − h12|+ |g21 − h21|+ |g22 − h22| < ε.
Proof : (a) Fixing ε > 0, we define δ = min
{
1
8
, ε
13
}
. Let g = pi(G) ∈ PSL(2,R) for G =(
a b
c d
)
∈ SL(2,R) be such that
‖G− E2‖ = |a− 1|+ |b|+ |c|+ |d− 1| < δ.
Then we have
|a| < 1 + δ, |b| < δ, |c| < δ, 0 < d < 1 + δ. (2.10)
Use lemma 2.2 to write g = bsatdθ for
s =
ac+ bd
c2 + d2
, t = − ln(c2 + d2), θ = −2 arg(d+ ic) = −2 arctan(c/d),
noting that d > 0. Applying lemma 2.4(c), we obtain
dG(g, e) ≤
∣∣∣ac+ bd
c2 + d2
∣∣∣+ | ln(c2 + d2)|+ 2 | arctan(c/d)|
≤ 2 |ac+ bd|+ 2 |c2 + d2 − 1|+ 2
∣∣∣ c
d
∣∣∣
< 4 (δ + 1)δ + 2 (δ2 + 2δ) + 4δ < 13δ ≤ ε,
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using (2.10), c2 + d2 > 1
2
and | ln(1 + x)| < 2|x| for |x| < 1
2
.
(b) Indeed, otherwise there are ε0 > 0 and h = pi(H) such that
|gj11 − h11|+ |gj12 − h12|+ |gj21 − h21|+ |gj22 − h22| ≥ ε0 (2.11)
for some sequence dPSL(2,R)(g
j, h)→ 0 and for all Gj ∈ SL(2,R) such that gj = pi(Gj). By the
left-invariance of dPSL(2,R), we have dPSL(2,R)(h
−1gj, e) → 0. For j ∈ N, take any Gj such that
gj = pi(Gj). From (a) we deduce that
|gj22h12 − gj12h22|+ | − gj21h11 + gj22h21| → 0, |gj22h11 − gj12h21| → 1, | − gj21h12 + gj11h22| → 1,
and
(gj22h12 − gj12h22)(−gj21h12 + gj11h22)→ 1.
Thus, along a subsequence which is not relabeled, either
−gj21h12 + gj11h22 → 1, −gj21h12 + gj11h22 → 1
or
−gj21h12 + gj11h22 → −1, −gj21h12 + gj11h22 → −1.
The first case yields that gj11 → −h11, g12 → −h12, gj21 → −h21, and gj22 → −h22. We consider
G˜j = −Gj which also has gj = pi(G˜j). But then (2.11) implies
|g˜j11 + h11|+ |g˜j12 + h12|+ |g˜j21 + h21|+ |g˜j22 + h22| ≥ ε0
which is impossible. In the second case we have gj11 → h11, gj12 → h12, gj21 → h21, and gj22 → h22
and once more this is impossible. 
Lemma 2.18. If |u|, |s| < 1
4
and T ≥ 1, then the equation
− seTσ2 + ((1 + su)eT − 1)σ + u = 0 (2.12)
has a solution σ ∈ R such that |σ| < 2|u|e−T .
Proof : To establish this assertion, consider first the case where s = 0. Then σ = u
1−eT is the
solution, and moreover |σ| = |u|e−T|1−e−T | ≤ |u|e
−T
1−e−1 < 2|u|e−T . For s 6= 0 consider the discriminant
∆ = ((1 + su)eT − 1)2 + 4sueT = (1− sueT )2 + e2T (1 + 2su− 2e−T + 4sue−T )
≥ (1− sueT )2 + e2T
(
1− 2 · 1
4
· 1
4
− 2 · 3
8
− 4 · 1
4
· 1
4
· 3
8
)
= (1− sueT )2 + e
2T
32
> (1− sueT )2 (2.13)
and take the solution
σ =
(1 + su)eT − 1−√∆
2seT
to (2.12). Then 1− sueT ≤ |1− sueT | ≤ √∆ by (2.13), so that
|σ| = 2|u|
eT − (1− sueT ) +√∆ ≤ 2|u|e
−T ,
as was to be shown. 
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3 Sieber-Richter pairs
In this section we establish the existence of a partner orbit for a given periodic orbit with
small-angle self-crossing in configuration space. If the crossing angle is small enough and the
surface is compact, then the partner is unique. The partner avoids crossing in the encounter
region and has a smaller period as compared to the original one. We also derive an estimate
for the action difference between them.
3.1 Shadowing lemma and Anosov closing lemma
For brevity we write G = PSL(2,R), X = Γ\PSL(2,R) = Γ\G, and (ϕt)t∈R = (ϕXt )t∈R.
3.1.1 Shadowing lemma
Recall definition 2.15 of the local stable and unstable manifolds W sX, ε and W
u
X, ε, and see [4] for
a similar result.
x1
x2
x
W sε (x1)
W uε (x2)
Figure 3: Shadowing lemma
Theorem 3.1 (Shadowing lemma). If ε > 0, x1, x2 ∈ X, and x ∈ W sX, ε(x1) ∩W uX, ε(x2), then
dX(ϕt(x1), ϕt(x)) < εe
−t for all t ∈ [0,∞[
and
dX(ϕt(x2), ϕt(x)) < εe
t for all t ∈ ]−∞, 0].
Proof : Fix g1, g2 ∈ G such that ΠΓ(g1) = x1 and ΠΓ(g2) = x2. By definition of W sX, ε(x1) and
W uX, ε(x2) there are |s| < ε and |u| < ε so that x = Γ(g1bs) as well as x = Γ(g2cu). Then for
t ∈ [0,∞[ by lemma 2.4(b):
dX(ϕt(x1), ϕt(x)) = inf
γ∈Γ
dG(g1at, γg1bsat) ≤ dG(g1at, g1bsat) = dG(at, bsat)
= dG(a−tbsat, e) ≤ |s|e−t < εe−t.
Similarly, for t ∈ ]−∞, 0],
dX(ϕt(x2), ϕt(x)) = inf
γ∈Γ
dG(g2at, γg2cuat) ≤ dG(g2at, g2cuat) = dG(at, cuat)
12
= dG(a−tcuat, e) ≤ |u|et < εet,
completing the proof. 
3.1.2 Anosov closing lemma
There are many different versions of the Anosov closing lemma. In the following we shall need
a very quantitative version. See [4] and [8, Lemma 7.4] for results in a similar vein. Let σ0 > 0
be chosen according to lemma 2.10: If g ∈ G and γ ∈ Γ \ {e}, then dG(g, γg) ≥ σ0 is verified.
Theorem 3.2 (Anosov closing lemma). Suppose that ε ∈ ]0, 1
4
[, x ∈ X, T ≥ 1, and ϕT (x) ∈
Pε(x). Let x = Γg and ϕT (x) = Γgcubs for g ∈ PSL(2,R), |u| < ε, |s| < ε. Then there are
x′ ∈ P2ε(x) such that x′ = Γgcσbη and T ′ ∈ R so that
ϕT ′(x
′) = x′ and dX(ϕt(x), ϕt(x′)) < 2|u|+ |η| < 4ε for all t ∈ [0, T ]. (3.1)
Furthermore, ∣∣∣T ′ − T
2
− ln(1 + us)
∣∣∣ < 5|us|e−T , (3.2)
eT
′/2 + e−T
′/2 = eT/2 + e−T/2 + useT/2, (3.3)
and
|σ| < 2|u|e−T , |η − s| < 2s2|u|+ 2|s|e−T . (3.4)
x
ϕT (x)
x′
T
T ′
Figure 4: Anosov closing lemma
Proof : Write x = ΠΓ(g) for g ∈ G. Then ϕT (x) = ΠΓ(gaT ) = ΠΓ(gcubs) and there is ζ ∈ Γ
such that ζ = gcubsa−Tg−1. First we apply lemma 2.18 to obtain a solution σ ∈ R of the
equation
−seTσ2 + ((1 + su)eT − 1)σ + u = 0
such that |σ| < 2|u|e−T . Define
η =
s
1 + s(u− σ)− sσ − e−T .
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Now 1 + su − 2sσ − e−T > 1 − 1
16
− (1 + 1
8
)e−T > 1
2
, so η is well-defined and |η| < 2|s| < 2ε.
Then
|η − s| =
∣∣∣ s2u− 2s2σ − se−T
1 + su− 2sσ − e−T
∣∣∣ ≤ 2s2|u|+ 2|s|e−T ,
owing to |σ| < 2|u|e−T . Put g′ = gcσbη ∈ G and x′ = ΠΓ(g′) to obtain x′ ∈ P2ε(x). Define
T ′ = T + 2 ln(1 + su− sσ).
We have 1 + su− sσ > 1− ( 1
16
+ 1
4
1
2
) = 13
16
. Therefore T ′ is well-defined and
T ′ − T
2
= ln(1 + su− sσ) = ln(1 + su) + ln
(
1− sσ
1 + su
)
.
Now we estimate the last term. Note that 1− sσ
1+su
> 1− 116
1− 1
16
= 14
15
and | ln(z)| < 2|z − 1| for
z ∈ [14
15
,∞[ yields ∣∣∣ ln(1− sσ
1 + su
)∣∣∣ < 2 |sσ||1 + su| < 22|us|e−T1− 1
6
< 5|us|e−T ,
using |σ| < 2|u|e−T . In addition, let g˜ = gcσ and x˜ = ΠΓ(g˜). For
gˆ = g˜−1ζg˜aT = c−σg−1ζgcσaT = cσg−1gcubsa−Tg−1gcσaT = cu−σbscσeT
observe that the matrix
Aˆ = Cu−σBsCσeT =
(
1 + sσeT s
−seTσ2 + ((1 + su)eT − 1)η + u 1 + s(u− σ)
)
=
(
1 + sσeT s
0 1 + s(u− σ)
)
=
(
aˆ11 aˆ12
0 aˆ22
)
∈ SL(2,R)
satisfies pi(Aˆ) = gˆ. Furthermore,
B−ηAˆA−TBηAT ′ =
(
e(T
′−T )/2aˆ11 η(e−(T+T
′)/2aˆ11 − e(T−T ′)/2aˆ22) + aˆ12e(T−T ′)/2
0 e(T−T
′)/2aˆ22
)
.
Due to T ′ = T + 2 ln aˆ22 and aˆ11aˆ22 = 1 we see that e(T−T
′)/2aˆ22 = 1 as well as e
(T ′−T )/2aˆ11 = 1.
Then
η =
s
1 + (u− σ)s− σs− e−T =
aˆ12
aˆ22 − aˆ11e−T
and consequently also
η(e−(T+T
′)/2aˆ11 − e(T−T ′)/2aˆ22) + aˆ12e(T−T ′)/2 = 0.
In summary, we have shown that B−ηAˆA−TBηAT ′ = E2, and thus
b−ηgˆa−T bηaT ′ = e. (3.5)
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Now we are in a position to verify (3.1). From (3.5) and the various definition
ζgcσbηaT ′ = ζ(ζ
−1gcσgˆa−T )bηaT ′ = gcσgˆa−T bηaT ′ = gcσbη.
Since ζ ∈ Γ, this implies that
ϕT ′(x
′) = Γg′aT ′ = ΓgcσbηaT ′ = Γgcσbη = Γg′ = x′.
Finally, for t ∈ [0, T ] by the left-invariance of dG and lemma 2.4(b)
dX(ϕt(x), ϕt(x
′)) ≤ dX(ϕt(x), ϕt(x˜)) + dX(ϕt(x˜), ϕt(x′))
≤ dG(gat, gcσat) + dG(gcσat, gcσbηat)
= dG(a−tc−σat, e) + dG(a−tb−ηat, e)
≤ |σ|et + |η|e−t ≤ 2|u|et−T + 2|s|e−t
< 2|u|+ |η| < 4ε.
Due to ζ = gcubsa−Tg−1, this implies tr(ζ) = tr(cubsa−T ) = eT/2 + e−T/2 + sue−T/2 and we
obtain (3.3). 
Remark 3.3. In the setting of the Anosov closing lemma:
(a) From (3.3) we see that the period T ′ of the partner is determined by
T ′ = 2 arccosh
(eT/2 + e−T/2 + useT/2
2
)
. (3.6)
(b) By (3.2): |T − T ′| < 2| ln(1 + us)|+ 10|us|e−T < 4ε2 + 10ε2e−T .
(c) From (3.3) we infer: (i) if us = 0 then T ′ = T , (ii) if us > 0 then T ′ > T , (iii) if us < 0
then T ′ < T . ♦
3.2 Crossings
For p ∈ Y = Γ\H2 and ξ, ζ ∈ T 1p (Y ) \ {0} the angle θ = ^(ξ, ζ) ∈ [0, pi] between ξ and ζ is
given by
cos θ =
gΓ,p(ξ, ζ)
‖ξ‖p‖ζ‖p
for the natural Riemannian metric gΓ = (gΓ,p)p∈Y on Y and associated norms ‖ · ‖p on Tp(Y ).
Thus for (p, ξ), (p, ζ) ∈ X = T 1(Γ\H2) the angle θ = ^(ξ, ζ) ∈ [0, pi] is obtained from
cos θ = gΓ,p(ξ, ζ).
In the following lemma we consider a point p on the surface Γ\H2 and two unit tangent
vectors ξ and ζ at p. First we derive how the angle θ between ξ and ζ yields a simple connec-
tion between the associated elements g, h ∈ PSL(2,R): they are obtained from each other by
applying a rotation dθ. In parts (b) and (c) we work out how this relation is affected if we pass
to the reflected vectors ξ′ = −ξ and ζ ′ = −ζ.
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Lemma 3.4. (a) If x = Ξ(p, ξ) and y = Ξ(p, ζ) for (p, ξ), (p, ζ) ∈ T 1(Γ\H2), and if θ = ^(ξ, ζ),
then x = ΠΓ(g) and y = ΠΓ(h) for some g, h ∈ PSL(2,R) so that either g = hdθ or h = gdθ.
(b) Furthermore, denote ξ′ = −ξ and ζ ′ = −ζ. If x′ = Ξ(p, ξ′) and y′ = Ξ(p, ζ ′), then
x′ = ΠΓ(g′) and y′ = ΠΓ(h′) for g′ = gdpi and h′ = hdpi.
(c) Either g′ = hdθ+pi or h′ = gdθ+pi holds.
Proof : (a) Fix z ∈ H2 such that piΓ(z) = p. Next let χ = pi−1Γ : Y ⊃ V → U ⊂ H2 be a
diffeomorphic coordinate chart satisfying z ∈ U and p ∈ V . Such a set V does exist since
piΓ : H2 → Γ\H2 = Y is a local isometry. Then (dχ−1)z = (dpiΓ)z : Tz(H2) → Tp(Y ) is an
isometry. Since (p, ξ), (p, ζ) ∈ Tp(Y ), there are α, β ∈ Tz(H2) such that
(dpiΓ)zα = ξ, (dpiΓ)zβ = ζ, ‖α‖z = ‖ξ‖p = 1, and ‖β‖z = ‖ζ‖p = 1,
where in general ‖α‖z = gz(α, α)1/2 and ‖ξ‖p = gΓ,p(ξ, ξ)1/2. Then the angle θ = ^(ξ, ζ) may
be expressed as
cos(θ) = gΓ,p(ξ, ζ) = gΓ,p
(
(dpiΓ)zα, (dpiΓ)zβ
)
= gz(α, β). (3.7)
To use this, we first put g = Υ(z, α) ∈ PSL(2,R) and h = Υ(z, β) ∈ PSL(2,R) for the map Υ
from (2.2). Then the definition of Ξ in the proof of theorem 2.8 shows that
x = Ξ(p, ξ) = Γg = ΠΓ(g) and y = Ξ(p, η) = Γh = ΠΓ(h).
Also by definition of Υ,
Dg(i, i) = (z, α) and Dh(i, i) = (z, β). (3.8)
Next write g = [G], h = [H] with G =
(
a1 b1
c1 d1
)
∈ SL(2,R), H =
(
a2 b2
c2 d2
)
∈ SL(2,R) and
put T = Φ(g) ∈ Mo¨b(H2) as well as S = Φ(h) ∈ Mo¨b(H2). Owing to (2.1) and (3.8) we obtain
the explicit relations
T (i) =
a1i+ b1
c1i+ d1
= z, T ′(i)i =
i
(c1i+ d1)2
= α, S(i) =
a2i+ b2
c2i+ d2
= z, S ′(i)i =
i
(c2i+ d2)2
= β.
It hence follows that
Im z =
1
|c1i+ d1|2 =
1
c21 + d
2
1
and Im z =
1
|c2i+ d2|2 =
1
c22 + d
2
2
,
and thus
c21 + d
2
1 = c
2
2 + d
2
2. (3.9)
Therefore T (i) = S(i) leads to (a1i+ b1)(−c1i+ d1) = (a2i+ b2)(−c2i+ d2), so that
a1c1 + b1d1 = a2c2 + b2d2. (3.10)
Also
α =
2c1d1 + i(d
2
1 − c21)
(c21 + d
2
1)
2
and β =
2c2d2 + i(d
2
2 − c22)
(c22 + d
2
2)
2
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by separation into real and imaginary parts. Then the preceding relations yield
a1d
2
1 = (1 + b1c1)d1 = d1 + c1(a2c2 + b2d2 − a1c1),
which means that
a1 =
c1(a1c1 + b1d1) + d1
c21 + d
2
1
. (3.11)
Similarly,
b1c
2
1 = (a1d1 − 1)c1 = −c1 + d1(a2c2 = b2d2 − b1d1)
leads to
b1 =
−c1 + (a1c1 + b1d1)d1
c21 + d
2
1
. (3.12)
In the same way,
a2 =
d2 + c2(a2c2 + b2d2)
c22 + d
2
2
and b2 =
−c2 + d2(a2c2 + b− 2d2)
c22 + d
2
2
.
Now, back to (3.7), we have for θ = ^(ξ, ζ),
cos(θ) = gz(α, β) =
1
(Im z)2
(α1β1 + α2β2) =
1
(c21 + d
2
1)
2
(4c1c2d1d2 + (d
2
1 − c21)(d22 − c22))
in terms of the matrix coefficients. Using (3.9) we obtain
cos2
(θ
2
)
=
1
2
(1 + cos(θ)) =
1
2
(4c1c2d1d2 + (d21 − c21)(d22 − c22) + (c21 + d21)2
(c21 + d
2
1)
2
)
=
(c1c2 + d1d2)
2
(c21 + d
2
1)
2
. (3.13)
Hence as a consequence of (c21 + d
2
1)
2 = (c21 + d
2
1)(c
2
2 + d
2
2) we obtain
sin2
(θ
2
)
= 1− cos2
(θ
2
)
=
(c21 + d
2
1)(c
2
2 + d
2
2)− (c1c2 + d1d2)2
(c21 + d
2
1)
2
=
(d1c2 − c1d2)2
(c21 + d
2
1)
2
. (3.14)
Now we need to distinguish several cases related to the sign of the square root in (3.13) and
(3.14).
Case 1: cos( θ
2
) = c1c2+d1d2
c21+d
2
1
and sin( θ
2
) = d1c2−c1d2
c21+d
2
1
. Then G = HDθ, since
HDθ =
(
a2
c1c2+d1d2
c21+d
2
1
− b2 d1c2−c1d2c21+d21 a2
d1c2−c1d2
c21+d
2
1
+ b2
c1c2+d1d2
c21+d
2
1
c2
c1c2+d1d2
c21+d
2
1
− d2 d1c2−c1d2c21+d21 c2
d1c2−c1d2
c21+d
2
1
+ d2
c1c2+d1d2
c21+d
2
1
)
,
and (3.10) together with (3.11) yield
a2
c1c2 + d1d2
c21 + d
2
1
− b2 d1c2 − c1d2
c21 + d
2
1
=
c1(a2c2 + b2d2) + d1(a2d2 − b2c2)
c21 + d
2
1
=
c1(a1c1 + b1d1) + d1
c21 + d
2
1
= a1,
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whereas (3.10) and (3.12) show that
a2
d1c2 − c1d2
c21 + d
2
1
+ b2
c1c2 + d1d2
c21 + d
2
1
=
c1(b2c2 − a2d2) + d1(a2c2 + b2d2)
c21 + d
2
1
=
−c1 + d1(a1c1 + b1d1)
c21 + d
2
1
= b1.
Similarly, due to c21 + d
2
1 = c
2
2 + d
2
2,
c2
c1c2 + d1d2
c21 + d
2
1
− d2 d1c2 − c1d2
c21 + d
2
1
=
c1(c
2
2 + d
2
2)
c21 + d
2
1
= c1,
and furthermore
c2
d1c2 − c1d2
c21 + d
2
1
+ d2
c1c2 + d1d2
c21 + d
2
1
=
d1(c
2
2 + d
2
2)
c21 + d
2
1
= d1.
Thus indeed G = HDθ, and consequently g = hdθ.
Case 2: cos( θ
2
) = c1c2+d1d2
c21+d
2
1
and sin( θ
2
) = −d1c2−c1d2
c21+d
2
1
. Similarly, we obtained G = HD−θ after a
shot calculation. Hence g = hd−θ and thus h = gdθ.
Case 3: cos( θ
2
) = − c1c2+d1d2
c21+d
2
1
and sin( θ
2
) = d1c2−c1d2
c21+d
2
1
. Then G = −HD−θ, hence g = hd−θ and
thus h = gdθ.
Case 4: cos( θ
2
) = − c1c2+d1d2
c21+d
2
1
and sin( θ
2
) = −d1c2−c1d2
c21+d
2
1
. Then G = −HDθ, hence g = hdθ,
completing the proof of (a).
(b) We continue to use the notation from (a). Defining α′ = −α ∈ Tz(H2) and β′ = −β ∈
Tz(H2), we have (dpiΓ)zα′ = −(dpiΓ)zα = −ξ = ξ′ and (dpiΓ)zβ′ = η′ for unit vectors α′ and β′,
by the linearity of the tangent map (dpiΓ)z : Tz(H2)→ Tp(Γ\H2). Then by definition of Ξ in the
proof of theorem 2.8 we obtain x′ = Ξ(p, ξ′) = ΠΓ(gˆ) and y′ = Ξ(p, η′) = ΠΓ(hˆ) for gˆ = Υ(z, α′)
and hˆ = Υ(z, β′). But lemma 2.1 shows that gˆ = Υ(z, α′) = Υ(z,−α) = Υ(z, α)j = gdpi = g′,
and similarly hˆ = h′, due to j = [J ] for J =
(
0 1
−1 0
)
= Dpi.
(c) By (b) and (a) we have g′ = gdpi = hdθdpi = hdθ+pi or h′ = hdpi = gdθdpi = gdθ+pi. 
Remark 3.5. In the setting of lemma 3.4(a), either Γh = Γgdθ or Γg = Γhdθ holds for any
g, h ∈ PSL(2,R) such that x = Γg, y = Γh. ♦
The next result is a converse statement to lemma 3.4(a).
Lemma 3.6. Let x = Ξ(p, ξ) and y = Ξ(q, ζ) for (p, ξ), (q, ζ) ∈ T 1(Γ\H2). If x = ΠΓ(g), y =
ΠΓ(h), and g = hdθ for g, h ∈ PSL(2,R), θ ∈] − pi, pi[, then p = q. In addition, if all elements
in Γ \ {e} are hyperbolic, then ^(ξ, ζ) = |θ|.
Proof : Write p = piΓ(z), q = piΓ(z
′) for z, z′ ∈ H2 and g = Υ(z, α), h = Υ(z′, β) for
(z, α), (z′, β) ∈ T 1H2. We are going to show that z = z′. Writing g = [G], h = [H] for
G =
(
a b
c d
)
∈ SL(2,R), H =
(
a′ b′
c′ d′
)
∈ SL(2,R), by the definition of Υ from (2.2) we have
Dg(i, i) = (z, α) and Dh(i, i) = (z′, β). Using the definition of D from (2.1), it follows that
z = Φ(g)(i) =
ai+ b
ci+ d
=
ac+ bd
c2 + d2
+ i
1
c2 + d2
, (3.15)
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z′ = Φ(h)(i) =
a′i+ b′
c′i+ d′
=
a′c′ + b′d′
c′2 + d′2
+ i
1
c′2 + d′2
. (3.16)
By the assumption we have g = hdθ, and without loss of generality we can assume that
G = HDθ. A short calculation shows that
a = a′ cos
(θ
2
)
− b′ sin
(θ
2
)
, b = a′ sin
(θ
2
)
+ b′ cos
(θ
2
)
,
c = c′ cos
(θ
2
)
− d′ sin
(θ
2
)
, d = c′ sin
(θ
2
)
+ d′ cos
(θ
2
)
.
This implies that
c2 + d2 = c′2 + d′2 and ac+ bd = a′c′ + b′d′, (3.17)
hence z = z′ due to (3.15) and (3.16), and thus p = q. It remains to show that ^(ξ, ζ) = |θ|
if every element in Γ\{e} is hyperbolic. To see this, let ^(ξ, ζ) = φ ∈ [0, pi]. By lemma 3.4(a),
either Γg = Γhdφ or Γg = Γhd−φ holds. Case 1: Γg = Γhdφ. Then Γhdφ = Γhdθ yields
h−1γh = dφ−θ for some γ ∈ Γ and hence tr(γ) = tr(h−1γh) = tr(dφ−θ) = 2 cos(φ−θ2 ) ≤ 2. By
assumption, we have γ = e and thus ϕ = θ. Case 2: Γh = Γkd−φ. Here similarly we obtain
φ = −θ. In summary, we have shown that φ = |θ|. 
Next we give a necessary and sufficient condition for crossings.
Theorem 3.7 (Crossings). Suppose that all elements of Γ \ {e} are hyperbolic and let x1 =
(p1, ξ1), x2 = (p2, ξ2) ∈ X = T 1(Γ\H2) be given. The orbits of x1 and x2 under the geodesic flow
(ϕXt )t∈R have an intersection in configuration space at an angle θ ∈]0, pi[ if and only if there are
t1, t2 ∈ R such that
either Γg1at1 = Γg2at2dθ or Γg2at2 = Γg1at1dθ (3.18)
holds, where g1, g2 ∈ PSL(2,R) are such that Ξ(x1) = Γg1,Ξ(x2) = Γg2.
Proof : Suppose that the two orbits of x1 and x2 have an intersection in configuration space
at a point p ∈ Γ\H2 and at the angle θ ∈]0, pi[. Then there exist t1, t2 ∈ R such that ϕXt1(x1) =
(p, ξ), ϕXt2(x2) = (p, ζ), and θ = ^(ξ, ζ). Noting that Γg1at1 = ϕXt1 (Γg1) = Ξ(p, ξ) and Γg2at2 =
ϕXt2 (Γg2) = Ξ(p, ζ), we see that (3.18) holds by lemma 3.4(a). Conversely, suppose that (3.18)
holds for some t1, t2 ∈ R. Letting ϕXt1(x1) = (p, ξ) and ϕXt2(x2) = (q, ζ), we have correspondingly
ϕXt1 (Γg1) = Γg1at1 = Ξ(p, ξ) as well as ϕ
X
t2
(Γg2) = Γg2at2 = Ξ(q, ζ). Now we apply lemma 3.6
to obtain p = q and ^(ξ, ζ) = θ, i.e., the orbits of x1 and x2 intersect in configuration space at
the point p ∈ Γ\H2 and the angle θ. 
Figure 5 illustrates the next result.
Theorem 3.8 (Self-crossings). Suppose that all elements of Γ \ {e} are hyperbolic and let
τ ∈ R, L > 0, θ ∈ ]0, pi[, and x = (p, ξ) ∈ X be given. The orbit of x under the geodesic flow
(ϕXt )t∈R crosses itself in configuration space at the time τ , at the angle θ, and creates a loop of
length L if and only if
either Γgaτ+L = Γgaτdθ or Γgτ+L = Γgaτd−θ
holds for any g ∈ PSL(2,R),Γg = Ξ(x).
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Figure 5: An orbit with a self-crossing in configuration space
Proof : Fix g ∈ PSL(2,R) such that Γg = ΠΓ(g) = Ξ(x). We apply the preceding theorem for
x1 = x2 = x and t1 = τ, t2 = τ + L to obtain a self-crossing in configuration space at the time
τ . The self-crossing creates a loop which starts at the time τ and ends at the time τ + L. So
the length of the loop is L; see Figure 5. 
The relation between the loop length and the self-crossing angle is illustrated by the following
result which is a necessary condition for self-crossings; formula (3.19) below had already been
derived in [21, p. 133].
Corollary 3.9. Suppose that all elements of Γ \ {e} are hyperbolic. If an orbit of the geodesic
flow crosses itself in configuration space at an angle θ and creates a loop of length L, then
(a) there is ρ > 0 such that
cosh
(ρ
2
)
= cosh
(L
2
)
cos
(θ
2
)
; (3.19)
(b)
e−L < cos2
(θ
2
)
. (3.20)
Proof : Let the orbit of x ∈ X satisfy the assumption and put Γg = Ξ(x). (a) According to
theorem 3.8 for τ = 0,
either ΓgaL = Γgdθ or ΓgaL = Γgd−θ holds.
Case 1: ΓgaL = Γgdθ. Writing gaL = γgdθ for some γ ∈ Γ \ {e} yields γ = gaLd−θg−1, and
accordingly tr(γ) = tr(aLd−θ). Recall lemma 2.13 and let ρ > 0 be such that eρ/2+e−ρ/2 = tr(γ).
Then cosh(ρ
2
) = 1
2
tr(aLd−θ). On the other hand,
ALD−θ =
(
eL/2 cos( θ
2
) −eL/2 sin( θ
2
)
e−L/2 sin( θ
2
) e−L/2 cos( θ
2
)
)
leads to tr(aLd−θ) = |tr(ALD−θ)| = (eL/2 + e−L/2) cos( θ2) by definition of the trace. Case 2:
ΓgaL = Γgd−θ. Similarly we write gaL = γgd−θ for γ ∈ Γ \ {e}. Then γ = gaLdθg−1 yields
tr(γ) = eρ/2 + e−ρ/2 = tr(aLdθ) for some ρ > 0. Since
ALDθ =
(
eL/2 cos( θ
2
) eL/2 sin( θ
2
)
−e−L/2 sin( θ
2
) e−L/2 cos( θ
2
)
)
,
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we obtain tr(aLdθ) = (e
L/2 + e−L/2) cos( θ
2
), completing the proof of (3.19). (b) In particular,
noting that (eL/2 + e−L/2)| cos( θ
2
)| = eρ/2 + e−ρ/2 > 2, we have∣∣∣ cos(θ
2
)∣∣∣ > 2
eL/2 + e−L/2
> e−L/2
which yields (3.19). 
The next observation allows us to find a self-crossing orbit with a prescribed crossing angle.
Lemma 3.10. Suppose that all elements of Γ \ {e} are hyperbolic. For every γ ∈ Γ \ {e} and
θ ∈ ]0, pi[ there is an orbit of the geodesic flow that crosses itself in configuration space at the
angle θ and creates a loop whose length lφ(γ) is determined by
cosh
( l(γ)
2
)
= cosh
( lφ(γ)
2
)
cos
(θ
2
)
; (3.21)
here l(γ) > 0 is the number which is determined by
el(γ)/2 + e−l(γ)/2 = tr(γ).
Proof : Since
cosh(
l(γ)
2
)
cos( θ
2
)
> 1, a unique solution lφ(γ) > 0 to (3.21) does exist. Denoting L = lφ(γ),
we shall find a g ∈ PSL(2,R) such that
γgaL = gdθ. (3.22)
First we apply lemma 2.13 to write γ = h−1al(γ)h for some h ∈ PSL(2,R) and rewrite (3.22) as
al(γ)k = kdθa−L for k = hg. It suffices to find K =
(
a b
c d
)
∈ SL(2,R) satisfying the equation
Al(γ)K = KDθA−L, which means that
a(e−L/2 cos( θ
2
)− el(γ)/2)− be−L/2 sin( θ
2
) = 0, (3.23)
aeL/2 sin( θ
2
) + b(eL/2 cos( θ
2
)− el(γ)/2) = 0, (3.24)
c(e−L/2 cos( θ
2
)− e−l(γ)/2)− de−L/2 sin( θ
2
) = 0, (3.25)
ceL/2 sin( θ
2
) + d(eL/2 cos( θ
2
)− e−l(γ)/2) = 0. (3.26)
Note that the equations in (3.23)&(3.24) are equivalent and so are the equations in (3.25)&(3.26).
Furthermore, it is obvious that e−L/2 cos( θ
2
)− el(γ)/2 6= 0. Therefore if we take any b, c ∈ R and
let
a =
be−L/2 sin( θ
2
)
e−L/2 cos( θ
2
)− el(γ)/2 , d =
c(e−L/2 cos( θ
2
)− e−l(γ)/2)
e−L/2 sin( θ
2
)
then all the four equations in (3.23)-(3.26) are solved. Now the special choice
b = e−L/2 cos( θ
2
)− el(γ)/2, c = 1
el(γ)/2 − e−l(γ)/2
yields det(K) = ad− bc = 1 after a short calculation. Hence g = h−1k for k = [K] is a solution
to the equation (3.22) and by theorem 3.8, the orbit through x = ΠΓ(g) is as desired. 
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3.3 Existence of a partner orbit and action difference of a Sieber-
Richter pair
Theorem 3.11 (Existence of a partner orbit I). If a periodic orbit of the geodesic flow (ϕXt )t∈R
on X = T 1(Γ\H2) with the period T ≥ 1 crosses itself in configuration space at a time T1 ∈ ]0, T [
and at an angle θ such that 0 < φ < 1
3
for φ = pi − θ, then there is another periodic orbit of
the geodesic flow (called a partner orbit) which remains 9| sin(φ/2)|-close to the original one.
Furthermore, T ′ < T for the period of the partner orbit and∣∣∣T ′ − T
2
− ln
(
1− (1 + e−T1)(1 + e−(T−T1)) sin2(φ/2)
)∣∣∣ ≤ 12 sin2(φ/2)e−T . (3.27)
The original orbit and its partner are called a Sieber-Richter pair.
Proof : Let the orbit of (p, ξ) ∈ X = T 1(Γ\H2) be T -periodic (T is the prime period) and such
that it has a self-crossing of angle θ in configuration space at the time T1 ∈ ]0, T [, i.e., we have
ϕXT1(p, ξ) = (p, ζ), ϕ
X
T2
(p, ζ) = (p, ξ), and ^(ξ, ζ) = θ, (3.28)
where T = T1 + T2; see Figure 6.
p
T1
T2
φ
ζξ
−ζ
Figure 6: Small-angle self-crossing in configuration space
In addition, assume that |φ| < 1
3
with φ = pi − θ. Then in particular∣∣∣ sin(φ
2
)∣∣∣ ≤ |φ|
2
<
1
6
(3.29)
holds. Denote x = Ξ(p, ξ) ∈ X = Γ\PSL(2,R) and y = Ξ(p, ζ) ∈ X. Then, according to
lemma 3.4(a), we may write x = ΠΓ(g) and y = ΠΓ(h) for some g, h ∈ PSL(2,R) so that either
g = hdθ or h = gdθ. Due to (2.7) and (3.28) we obtain
ϕXT1(x) = (Ξ ◦ ϕXT1 ◦ Ξ−1)(x) = (Ξ ◦ ϕXT1)(p, ξ) = Ξ(p, ζ) = y. (3.30)
Furthermore,
ϕXT2(y) = (Ξ ◦ ϕXT2 ◦ Ξ−1)(y) = (Ξ ◦ ϕXT2)(p, ζ) = Ξ(p, ξ) = x, (3.31)
and hence in particular ϕXT (x) = ϕ
X
T2
(ϕXT1(x)) = ϕ
X
T2
(y) = x. By (3.30), (3.31), and the definition
of (ϕXt ) we have
ΠΓ(gaT1) = ϕ
X
T1
(x) = y = ΠΓ(h) and ΠΓ(haT2) = ϕ
X
T2
(y) = x = ΠΓ(g).
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Hence there are γ1, γ2 ∈ Γ such that
gaT1 = γ1h and haT2 = γ2g. (3.32)
Next let ξ′ = −ξ and ζ ′ = −ζ. If x′ = Ξ(p, ξ′) and y′ = Ξ(p, ζ ′), then x′ = ΠΓ(g′) and
y′ = ΠΓ(h′) for g′ = gdpi and h′ = hdpi by lemma 3.4(b). In addition, either g′ = hdθ+pi or
h′ = gdθ+pi by lemma 3.4(c). Henceforth, we are going to assume that g′ = hdθ+pi, since the
case where h′ = gdθ+pi can be treated analogously. In view of (3.30) and (3.31) we may apply
lemma 2.9 (see the proof of lemma 3.4(a)&(b)) to deduce that
ϕXT1(y
′) = x′ and ϕXT2(x
′) = y′. (3.33)
As above it follows that there are γ′1, γ
′
2 ∈ Γ such that
h′aT1 = γ
′
1g
′ and g′aT2 = γ
′
2h
′. (3.34)
The angle complementary to θ = ^(ξ, η) is denoted
φ = ^(ξ, η′) = ^(ξ′, η) = pi − θ,
cf. Figure 6, so that g′ = hd2pi−φ. Since D2pi−φ = −D−φ we have d2pi−φ = d−φ and hence
g′ = hd−φ. From g′ = gdpi and h′ = hdpi we obtain
gdφ = gd2pi+φ = g
′dpi+φ = hd−φdpi+φ = hdpi = h′. (3.35)
By (3.29), we have
cos
(φ
2
)
>
5
6
. (3.36)
Thus using lemma 2.3(c) we can write
dφ = bscuaτ , (3.37)
where
τ = −2 ln(cos(φ/2)), s = tan(φ/2), u = − sin(φ/2) cos(φ/2).
Then
|s| = | tan(φ/2)| ≤ 3
2
| sin(φ/2)| =: ε, |u| = | sin(φ/2) cos(φ/2)| ≤ | sin(φ/2)| < ε, (3.38)
and
|τ | = | ln(1− sin2(φ/2))| ≤ 2 sin2(φ/2) ≤ 1
2
ε2,
due to | ln(1 + z)| ≤ 2|z| for |z| ≤ 1/2. Denote
xˆ = Γgbs ∈ X and y˜ = Γh′a−τ ∈ X.
Then xˆ ∈ W sε (x); see definition 2.15. By (3.35) and (3.37),
xˆ = Γgbs = Γh
′d−φbs = Γh′a−τc−u,
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whence we also obtain xˆ ∈ W uε (y˜). Therefore we can employ the shadowing lemma (theorem
3.1) to deduce that
dX(ϕ
X
t (x), ϕ
X
t (xˆ)) < εe
−t for all t ∈ [0,∞[ (3.39)
and
dX(ϕ
X
t (y˜), ϕ
X
t (xˆ)) < εe
t for all t ∈ ]−∞, 0]. (3.40)
Then by (3.40) and corollary 2.4(a) for t ∈ ]−∞, 0],
dX(ϕ
X
t (y
′), ϕXt (xˆ)) ≤ dX(ϕXt (y′), ϕXt (y˜)) + dX(ϕXt (y˜), ϕXt (xˆ))
≤ inf
γ∈Γ
dG(h
′at, γh′a−τat) + εet
≤ dG(aτ , e) + ε = 1√
2
|τ |+ ε < 2ε. (3.41)
For
yˆ = ϕX−T2(xˆ) = Γgbsa−T2 ∈ X (3.42)
we are going to verify the assumptions of the Anosov closing lemma (see theorem 3.2). To
begin with,
ϕXT (yˆ) = ϕ
X
T−T2(xˆ) = ϕ
X
T1
(xˆ) = ΓgbsaT1 .
Then (3.32), g′ = hd−φ, and (3.34) yield
gbsaT1 = γ1ha−T1bsaT1 = γ1g
′dφbse−T1 = γ1γ
′
2h
′a−T2dφbse−T1 = γ1γ
′
2gdφa−T2dφbse−T1
= γ1γ
′
2gbsa−T2aT2b−sdφa−T2dφbse−T1 ,
using bsaT1 = aT1bse−T1 , so that
ϕXT (yˆ) = Γgbsa−T2(aT2b−sdφa−T2dφbse−T1 ).
T1
T2
y
x′
w
x
Figure 7: Periodic partner orbit
A short calculation using s = tan(φ/2) reveals that
AT2B−sDφA−T2DφBse−T1
=
(
1 (1 + e−T1) tan(φ/2)
−(1 + e−T2) sin(φ/2) cos(φ/2) 1− (1 + e−T2 + e−T1 + e−T ) sin2(φ/2)
)
= CuˆBsˆ,
where (see lemma 2.3(b))
sˆ = (1 + e−T1) tan(φ/2), uˆ = −(1 + e−T2) sin(φ/2) cos(φ/2).
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Then
|sˆ| = 1 + sin
2(φ/2)
cos(φ/2)
sin(φ/2) <
3
2
sin(φ/2) = ε, (3.43)
|uˆ| = (1 + sin2(φ/2)) sin(φ/2) < 3
2
sin(φ/2) = ε, (3.44)
by (3.38), (3.29), (3.36) and corollary 3.9. As a consequence of (3.29), we have ε < min{1
4
, σ0
6
}.
Due to yˆ = Γgbsa−T2 therefore
ϕXT (yˆ) = Γgbsa−T2(cuˆbsˆ) ∈ Pε(yˆ).
Furthermore, by the assumption T ≥ 1, we can apply the Anosov closing lemma to have
w ∈ P2ε(yˆ) and T ′ ∈ R so that
ϕXT ′(w) = w and dX(ϕ
X
t (yˆ), ϕ
X
t (w)) < 4ε for all t ∈ [0, T ]. (3.45)
Furthermore, ∣∣∣T ′ − T
2
− ln(1 + sˆuˆ)
∣∣∣ < 5 ε2e−T = 45
4
sin2(φ/2)e−T (3.46)
and
eT
′/2 + e−T
′/2 = eT/2 + e−T/2 + sˆuˆ eT/2;
note that |sˆuˆ| < ε2 < 1, i.e., ln(1 + sˆuˆ) is well-defined. Since in fact
sˆuˆ = −(1 + e−T1)(1 + e−T2) sin2(φ/2) < 0, (3.47)
we obtain T ′ < T . Also (3.27) follows from (3.46) and (3.47). To prove that the orbits remain
close, if t ∈ [0, T2], then by (3.45), (3.42), (3.33), and (3.41),
dX(ϕ
X
t (w), ϕ
X
t (x
′)) ≤ dX(ϕXt (w), ϕXt (yˆ)) + dX(ϕXt (yˆ), ϕXt (x′))
< 4ε+ dX(ϕ
X
t−T2(xˆ), ϕ
X
t−T2(y
′)) < 6ε = 9| sin(φ/2)|. (3.48)
Similarly for t ∈ [T2, T ] by (3.45), (3.31), and (3.39),
dX(ϕ
X
t (w), ϕ
X
t (y)) ≤ dX(ϕXt (w), ϕXt (yˆ)) + dX(ϕXt (yˆ), ϕXt (y))
≤ 4ε+ dX(ϕXt−T2(xˆ), ϕXT2−t(x)) < 4ε+ εet−T2 ≤ 5ε < 9| sin(φ/2)|.
Hence if t ∈ [0, T1], then by (3.31),
dX(ϕ
X
t+T2
(w), ϕXt (x)) = dX(ϕ
X
t+T2
(w), ϕXt+T2(y)) < 9| sin(φ/2)|. (3.49)
Defining (q, ζ) = Ξ−1(w) ∈ X = T 1(Γ\H2), the orbit of this point is T ′-periodic and it will
have the desired properties by (3.48) and (3.49). 
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Remark 3.12. In what follows, we will drop the superscript X from (ϕXt )t∈R to simplify
notation.
(a) It is a consequence of (3.6) that the period T ′ of the partner orbit is determined by
T ′ = 2 arccosh
(
eT/2 + e−T/2 − (1 + e−T1)(1 + e−(T−T1))eT/2 sin2(φ/2)
2
)
.
(b) Owing to (3.27) we have∣∣∣T ′ − T
2
− ln(1− sin2(φ/2))
∣∣∣ ≤ 4(e−T1 + e−T2) sin2(φ/2). (3.50)
This explains the approximation of length difference ∆L = ∆T ≈ 4 ln cos(φ/2) as was obtained
by Braun et al. [6]. Furthermore, by Taylor expansion,
ln(1− sin2(φ/2)) = − sin2(φ/2)− sin
4(φ/2)
2
− sin
6(φ/2)
3
+ o(sin6(φ/2)).
If all elements in Γ \ {e} are hyperbolic, then by the self-crossing property, corollary 3.9(b):
e−T1 < sin2(φ/2) and e−T2 < sin2(φ/2).
Therefore it follows from (3.50) that
T ′ − T
2
= − sin2(φ/2) +O(sin4(φ/2))
is the asymptotics for φ small.
(c) Let all γ ∈ Γ \ {e} be hyperbolic. Recall that y˜ = Γh′a−τ = ϕ−τ (y′). By the shadowing
lemma,
dX(ϕt(x), ϕt(xˆ)) < εe
−t for all t ∈ [0,∞[
and
dX(ϕt(y˜), ϕt(xˆ)) < εe
t for all t ∈ [−∞, 0].
Furthermore, according to the proof of the Anosov closing lemma,
dX(ϕt(w)), ϕt(yˆ)) < 2εe
−t + 2εet−T for all t ∈ [0, T ].
Denoting x˜ = Γg′a−τ = ϕ−τ (x′), thus ϕT2(x˜) = y˜ and by (3.40) we have
dX(ϕt(w), ϕt(x˜)) ≤ dX(ϕt(w), ϕt(yˆ)) + dX(ϕt(yˆ), ϕt(x˜))
≤ 2εe−t + 2εet−T + dX(ϕt−T2(xˆ), ϕt−T2(y˜))
< 2εe−t + 2εet−T + εet−T2
< 2ε(e−t + et−T2) for all t ∈ [0, T2], (3.51)
due to e−T1 < sin2(φ/2) < 1
2
. Considering the right-hand side of (3.51), the function f(t) =
2ε(e−t + et−T2) is decreasing f or t ∈ [0, T2
2
], increasing for t ∈ [T2
2
, T2], and minimal at t =
T2
2
.
In particular,
dX(ϕT2/2(w), ϕT2/2(x˜)) < 4εe
−T2/2.
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For t ∈ [T2, T ],
dX(ϕt(w), ϕt(y)) ≤ dX(ϕt(w), ϕt(yˆ)) + dX(ϕt(yˆ), y)
≤ 2εe−t + 2εet−T + dX(ϕt−T2(xˆ), ϕt−T2(x))
< 2εe−t + 2εet−T + εeT2−t.
Similarly, for t ∈ [0, T1],
dX(ϕt+T2(w), ϕt(x)) = dX(ϕt+T2(w), ϕt+T2(y)) < 2εe
−T2−t + 2εet−T1 + εe−t
< 2ε(e−t + et−T1)
and the function g(t) = e−t + et−T1 attains the minimum at t = T1
2
:
dX(ϕT1/2+T2(w), ϕT1/2(y)) < 3εe
−T1/2.
This means that outside the encounter region, the partner orbits remain very close.
(d) Recall γ1 and γ2 from (3.32): γ1 = gaT1h
−1 and γ2 = haT2g
−1. Since x = Γg is a T -periodic
orbit, we have
γ = gaTg
−1
for some γ ∈ Γ, and by lemma 2.13, the orbit through x (called c) corresponds to the conjugacy
class {γ}Γ:
γ1γ2 = (gaT1h
−1)(haT2g
−1) = gaTg−1 = γ.
This means that the orbit c corresponds to the conjugacy class {γ}Γ = {γ1γ2}Γ. On the
other hand the partner orbit (called c′) corresponds to the conjugacy class {γ′}Γ = {γ1γ−12 }Γ.
Indeed, according to the proof of Anosov closing lemma, the partner orbit c′ corresponds to the
conjugacy class of ζ−1 where ζ = gˆcuˆbsˆa−T gˆ−1 for gˆ = gbsa−T2 . Using h
′ = gdφ = gbscuaτ and
h = g′dφ = g′a−τcubs we obtain
ζ = gˆcuˆbsˆa−T gˆ−1 = gbsa−T2cuˆbsˆa−TaT2b−sg
−1
= gbsa−T2c(1+e−T2 )ub(1+e−T1 )sa−T1b−sg
−1
= gbsa−T2c(1+e−T2 )ub(1+e−T1 )sb−se−T1a−T1g
−1
= h′a−τc−ua−T2c(1+e−T2 )ubsa−T1g
−1
= h′a−T2a−τc−ue−T2c(1+e−T2 )ubsa−T1g
−1
= γ2g
′a−τcubsh−1γ−11 = γ2γ
−1
1 ,
noting h′a−T2 = γ2g
′ owing to haT2 = γ2g. Therefore γ
′ = ζ−1 = γ1γ−12 and we obtain the result
by Braun et al. [6].
(e) We are going to construct a periodic orbit whose period is approximately 2T . Denote
v = ϕT2/2(w) = Γg
′aτcue−T2+σbηaT2/2 = Γg
′aτ+T2/2cue−T2/2+σeT2/2bηe−T2/2 = Γg
′aτ+T2/2cu˜bs˜
for u˜ = ue−T2/2 + σeT2/2 and s˜ = ηe−T2/2. We have
|u˜| ≤ |u|e−T2/2 + 2|uˆ|e−T−T2/2 < 3
2
|u|e−T2/2 < 3
2
εe−T2/2 =: εˆ,
27
|s˜| ≤ 3
2
|sˆ|e−T2/2 < εˆ.
Write v = Γk for some k ∈ G, then Γkb−s˜ = Γg′aτ+T2/2cu˜ =: z. Next we apply the shadowing
lemma to obtain
dX(ϕt(z), ϕt(v)) < εˆe
−t for all t ∈ [0,∞[ (3.52)
dX(ϕt(z), ϕt(xˇ)) < εˆe
t for all t ∈ ]−∞, 0] (3.53)
for xˇ = Γg′aτ+T2/2. Denoting zˆ = ϕ−T (z), we can check that
ϕT+T ′(zˆ) = Γ(g
′aτ+T2/2)cuˆbsˆ
for
uˇ = u˜(1− e−T ) and sˇ = −s˜(1− e−T ′).
This means that ϕT+T ′(zˆ) ∈ Pεˆ(zˆ). Now we utilize the Anosov closing lemma to find a Tˆ -
periodic point z∗ so that
dX(ϕt(z∗), ϕt(zˆ)) < 4εˆ for all t ∈ [0, T + T ′] (3.54)
and ∣∣∣ Tˆ − (T + T ′)
2
− ln(1 + uˇsˇ)
∣∣∣ < 5|uˇsˇ|e−T−T ′ . (3.55)
For t ∈ [0, T ], by (3.52) and (3.54):
dX(ϕt(z∗), ϕt(xˇ)) ≤ dX(ϕt(z∗), ϕt(zˆ)) + dX(ϕt(zˆ), ϕt(xˇ))
= dX(ϕt(z∗), ϕt(zˆ)) + dX(ϕt−T (z), ϕt−T (zˇ)) < 5εˆ.
For t ∈ [0, T ′], by (3.53) and (3.54):
dX(ϕt+T (z∗), ϕt(v)) ≤ dX(ϕt+T (z∗), ϕt+T (zˆ)) + dX(ϕt+T (zˆ), ϕt(v))
= dX(ϕt+T (z∗), ϕt+T (zˆ)) + dX(ϕt(z), ϕt(v)) < 5εˆ.
It follows from (3.55) that ∣∣∣ Tˆ − (T + T ′)
2
∣∣∣ < 10ε2e−T2 .
Therefore∣∣∣ Tˆ − 2T
2
− ln(1 + uˆsˆ)
∣∣∣ ≤ ∣∣∣ Tˆ − (T + T ′)
2
∣∣∣+ ∣∣∣T ′ − T
2
− ln(1 + uˆsˆ)
∣∣∣ < 11ε2e−T2
by (3.46), and we have found a periodic orbit whose the period Tˆ is close to 2T ; see Figure 8.
In the same way one can construct periodic orbits with periods approximately nT for any n ∈ N
which are close to the original orbit. ♦
From theorem 3.11 one can also derive an ε-δ-version.
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Figure 8: Reconnect of a Sieber-Richter pair to form a longer orbit
Theorem 3.13 (Existence of a partner orbit II). For every ε > 0 there is a δ > 0 with the
following property. If a periodic orbit of the geodesic flow on T 1(Γ\H2) with the period T ≥ 1
crosses itself in configuration space at a time T1 ∈ ]0, T [ and at an angle θ such that 0 < φ < δ
for φ = pi − θ, then there is another periodic orbit of the geodesic flow (called a partner orbit)
which remains ε-close to the original one. Furthermore, T ′ < T for the period of the partner
orbit, and ∣∣∣T ′ − T
2
− ln
(
1− (1 + e−T1)(1 + e−(T−T1)) sin2(φ/2)
)∣∣∣ ≤ ε2e−T .
Proof : Fix ε > 0 and define
δ = min
{2ε
9
,
1
3
}
.
If |φ| ≤ δ, then 9| sin(φ/2)| ≤ 9|φ|
2
≤ ε and 12 sin2(φ/2) ≤ 3φ2 ≤ ε2. Therefore theorem 3.11
applies. 
3.4 Uniqueness of the partner orbit
In the compact case owing to the hyperbolicity two periodic orbits with similar periods cannot
stay too close together without being identical.
Lemma 3.14. Let X = Γ\PSL(2,R) be compact. Then there is ε∗ > 0 with the following
property. If ε ∈ ]0, ε∗[ and if x1, x2 ∈ X are periodic points of (ϕXt )t∈R having the periods
T1, T2 > 0 such that |T1 − T2| ≤
√
2ε and
dX(ϕ
X
t (x1), ϕ
X
t (x2)) < ε for all t ∈ [0,min{T1, T2}],
then T1 = T2 and the orbits of x1 and x2 under (ϕ
X
t )t∈R are identical.
Proof : According to lemma 2.10 there is σ0 > 0 such that dG(u, γu) ≥ σ0 holds for all u ∈ G
and γ ∈ Γ \ {e}. In addition, lemma 2.17(b) for ε = 1 implies that there is σ1 > 0 with
the following property. If dPSL(2,R)(u, e) < σ1, then there is U =
(
u11 u12
u21 u22
)
∈ SL(2,R) such
that u = pi(U) and |u11 − 1| + |u12| + |u21| + |u22 − 1| < 1. Put ε∗ = min{σ06 , σ12 } and fix
ε ∈ ]0, ε∗[. W.l.o.g. we can assume that T1 ≤ T2, and we write cj(t) = ϕXt (xj) for j = 1, 2.
Then dX(c1(t), c2(t)) < ε for t ∈ [0, T1] and cj is Tj-periodic. Let g1, g2 ∈ G be such that
xj = Γgj = ΠΓ(gj) for j = 1, 2. Now defining zj(t) = cj(tTj), we see that zj is 1-periodic.
Furthermore, if t ∈ [0, 1], then
dX(z1(t), z2(t)) = dX(c1(tT1), c2(tT2)) ≤ dX(c1(tT1), c2(tT1)) + dX(c2(tT1), c2(tT2))
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≤ ε+ dG(atT1 , atT2) ≤ ε+
t√
2
|T1 − T2| ≤ 2ε.
Since both z1 and z2 are 1-periodic, it follows that
dX(z1(t), z2(t)) < 2ε for t ∈ R. (3.56)
Denoting vj(t) = gjatTj ∈ G for i = 1, 2, we obtain ΠΓ(vj(t)) = ΓgjatTj = ϕXtTj(xj) = cj(tTj) =
zj(t). Hence by (3.56) and the definition of dX , for every t ∈ R there is γ(t) ∈ Γ so that
dG(v1(t), γ(t)v2(t)) < 2ε for t ∈ R. It follows that γ(t) = γ(0) for all t ∈ R. Hence denoting
γ0 = γ(0) ∈ Γ, we obtain
dG(a−tT2(γ0g2)
−1g1atT1 , e) = dG(g1atT1 , γ0g2atT2) < 2ε < σ1 for all t ∈ R.
Write (γ0g2)
−1g1 = pi(C) for
C =
(
a b
c d
)
∈ SL(2,R).
Then A−tT2CAtT1 =
(
et(T1−T2)/2a e−t(T1+T2)b
et(T1+T2)/2c e−t(T1−T2)/2d
)
and pi(±A−tT2CAtT1) = a−tT2(γ0g2)−1g1atT1 .
Hence the definition of σ1 leads to e
−t(T1+T2)|b| + et(T1+T2)/2|c| < 1 for t ∈ R. As t → ±∞ we
obtain b = c = 0, and accordingly ad = 1. In addition, for every t ∈ R we have either
|et(T1−T2)/2a− 1|+ |e−t(T1−T2)/2d− 1| < 1 (3.57)
or
| − et(T1−T2)/2a− 1|+ | − e−t(T1−T2)/2d− 1| < 1. (3.58)
Suppose that T1 6= T2, and then T1 < T2. If (3.57) holds along a sequence t = nj → ∞,
then |enj(T2−T1)/2d− 1| < 1 leads to a contradiction. Similarly, if (3.58) holds along a sequence
t = nj → ∞, then |enj(T2−T1)/2d + 1| < 1 is impossible as j → ∞. As a consequence, we must
have T1 = T2, and furthermore, due to ad = 1, we can write either a = e
τ , d = e−τ or a = −eτ ,
d = −e−τ for some τ ∈ R. Then (γ0g2)−1g1 = pi(C) = aτ shows that g1 = γ0g2aτ , and therefore
{ϕXt (x1) : t ∈ R} = {ΠΓ(g1at) : t ∈ R} = {ΠΓ(γ0g2aτat) : t ∈ R} = {ΠΓ(g2as) : s ∈ R}
= {ϕXs (x2) : s ∈ R}
for the orbits. 
Theorem 3.15. In the setting of theorem 3.11, if Γ\H2 is compact and the crossing angle φ
satisfies
|φ| < φ0 := min
{1
3
,
ε∗
9
}
,
then the partner orbit is unique; recall the number ε∗ from lemma 3.14.
Proof : If φ < min{1
3
, ε∗
9
} then φ < min{1
3
, σ0
6
}. By theorem 3.11 there exists a periodic orbit
which is 9| sin(φ/2)|-close to the original one and its period T ′ satisfies |T ′−T | < 4 sin2(φ/2). As-
sume that there is another partner orbit which has the same property, i.e., it is also 9| sin(φ/2)|-
close to the original orbit and its period called T ′′ satisfies |T ′′ − T | < 4 sin2(φ/2). Then these
two partner orbits are 18| sin(φ/2)|-close to each other and their periods satisfy
|T ′′ − T ′| ≤ |T ′′ − T |+ |T ′ − T | < 8 sin2(φ/2) < ε∗.
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Due to φ < min{1
3
, ε∗
9
} we obtain 18| sin(φ/2)| < ε∗. Therefore these two partner orbits must
be identical, as a consequence of lemma 3.14. 
3.5 Encounter duration
Consider the setting of theorem 3.11 and suppose that Γ\H2 is compact and the crossing
angle satisfies |φ| < φ0 = min{1/6, ε∗/9} as the preceding theorem. Then ε = 32 sin(φ/2) <
ε∗
12
=: %. Recall from the proof of theorem 3.11 that x = Γh′a−τc−ub−s ∈ P%(y˜), where u =
− sin(φ/2) cos(φ/2) and s = tan(φ/2). Using b−sat = atb−se−t and c−uat = atc−uet , we obtain
ϕt(x) = Γh
′a−τatc−uetbse−t ∈ P%(ϕt(y˜)) if and only if |u|et < % and |s|e−t < %,
or equivalently,
− ln
( %
|s|
)
< t < ln
( %
|u|
)
.
Then for t ∈ ] − ln( %|s|), ln( %|u|)[, we have ϕt(x) ∈ P%(ϕt(y˜)) and hence dX(ϕt(x), ϕt(y˜)) < 2%.
The encounter duration is thus given by
tenc = ts + tu = ln
( %2
|us|
)
= ln
( %2
sin2(φ/2)
)
,
where ts = ln(
%
tan(φ/2)
) and tu = ln(
%
sin(φ/2) cos(φ/2)
) are the times that the original orbit can go
backward, respectively forward, from x before leaving the encounter region (see Figure 7). We
see that the smaller the crossing angle φ is, the longer will be the encounter duration. Noting
that sin2(φ
2
) < 4
9
%2, the encounter duration has a uniform lower bound:
tenc > ln 9− ln 4.
3.6 Pseudo-orbits
Definition 3.16. Let ε > 0 be small.
(a) We say that two given periodic orbits of the flow (ϕXt )t∈R have the ε-property if there is
a point on one orbit belonging to the Poincare´ section of radius ε at some point on the other
orbit.
(b) We say that n given periodic orbits c1, . . . , cn of the flow (ϕ
X
t )t∈R are an ε-chain if each
couple cj and cj+1, j = 1, . . . , n− 1, has the ε-property.
(c) Two given periodic orbits c and c′ of the flow (ϕXt )t∈R are called connected if there is a
chain c1, . . . , cn such that c, c1, . . . , cn, c
′ create an ε-chain. In this case we say that c and c′ are
connected by the chain c1, . . . , cn.
Definition 3.17 (Pseudo-orbit). (a) A pseudo-orbit of the flow (ϕXt )t∈R is a finite set of
periodic orbits in which any two elements are connected by an ε-chain. We say that this orbit
decomposes into periodic orbits. The period of a pseudo-orbit is the sum of the periods of its
elements. The number of elements which form a pseudo-orbit is called the rank of this pseudo-
orbit.
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Pε(x)
x
Figure 9: Two periodic orbits having the ε-property create a pseudo-orbit
(b) A pseudo-orbit of the geodesic flow (ϕXt )t∈R is a collection of periodic orbits which are the
image of a pseudo-orbit of the flow (ϕXt )t∈R under the isometry Ξ
−1 : X = Γ\PSL(2,R)→ X =
T 1(Γ\H2) from theorem (2.8).
Theorem 3.18. If a periodic orbit of the geodesic flow (ϕXt )t∈R on X = T 1(Γ\H2) with the
period T ≥ 2 crosses itself in configuration space at a time T1 ∈ [1, T [ and at an angle θ such
that θ < 1
4
and T − T1 ≥ 1, then there is a pseudo-orbit (called pseudo-partner) of the geodesic
flow which remains 8| sin(θ/2)|-close to the original one. Furthermore, T ′ < T for the period
of the pseudo-partner orbit, and∣∣∣T ′ − T
2
− ln(cos2(θ/2))
∣∣∣ ≤ 10 sin2(θ/2)(e−T1 + e−(T−T1)). (3.59)
Proof : Denote T2 = T − T1. Let the orbit of (p, ξ) ∈ X = T 1(Γ\H2) be T -periodic (T being
its prime period) and such that it has a self-crossing of angle θ in configuration space at the
time T1 ∈]1, T [. According to the proof of theorem 3.11, if x = Ξ(p, ξ) and y = ϕXT2(x) then
we may write x = ΠΓ(g) and y = ΠΓ(h) for some g, h ∈ PSL(2,R) so that either g = hdθ or
h = gdθ. Henceforth we are going to assume that h = gdθ since the case where g = hdθ can be
treated analogously. Using lemma 2.3(c) we can write
dθ = cu1bs1aτ1 , (3.60)
where
u1 = − tan(θ/2), s1 = sin(θ/2) cos(θ/2), τ1 = 2 ln(cos(θ/2)).
Then
θ T2
T1
Figure 10: A pseudo partner orbit
|u1| ≤ 2| sin(θ/2)| =: ε, |s1| ≤ | sin(θ/2)| < ε,
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and
|τ1| = | ln(1− sin2(θ/2))| ≤ 2 sin2(θ/2)| < 1
2
ε2,
owing to | ln(1 + z)| ≤ 2|z| for |z| < 1
2
. Then ϕT1−τ1(x) = ϕ−τ1(y) = Γgcu1bs1 ∈ Pε(x). Hence,
by the Anosov closing lemma, there are x′ = Γgcσ1bη1 ∈ P2ε(x) and T ′1 ∈ R so that ϕT ′1(x′) = x′,
dX(ϕt(x
′), ϕt(x)) ≤ 4ε = 8 sin(θ/2) for all t ∈ [0, T1 − τ1], (3.61)
and ∣∣∣∣T ′1 − (T1 − τ1)2 − ln(cos2(φ/2))
∣∣∣∣ ≤ 5|u1s1|e−T1+τ1 < 5 sin2(θ/2)e−T1 . (3.62)
Similarly, x = Γg = Γhd−θ = Γhcu2bs2aτ2 for
u2 = tan(θ/2), s2 = − sin(θ/2) cos(θ/2), τ2 = 2 ln(cos(θ/2)).
It follows that ϕT2−τ2(y) = ϕ−τ2(x) = Γhcu2bs2 ∈ Pε(y). Applying the Anosov closing lemma
again, there are y′ = Γhcσ2bη2 ∈ P2ε(y) and T ′2 ∈ R such that ϕT ′2(y′) = y′,
dX(ϕt(y
′), ϕt(y)) ≤ 4ε = 8 sin(θ/2) for all t ∈ [0, T2], (3.63)
and ∣∣∣∣T ′2 − (T2 − τ2)2 − ln(cos2(θ/2))
∣∣∣∣ < 5|u2s2|e−T2+τ2 < 5 sin2(θ/2)e−T2 . (3.64)
It follows from (3.62) and (3.64) that∣∣∣∣(T ′1 + T ′2)− T2 − ln(cos2(θ/2))
∣∣∣∣ < 10 sin2(θ/2)(e−T1 + e−T2),
so that we obtain (3.59) for T ′ = T ′1 + T
′
2. Since u1s1 < 0 and u2s2 < 0, we have T
′
1 < T1 as
well as T ′2 < T2 and so T
′ < T1 + T2 = T . Defining (q, ζ) = Ξ−1(x′) ∈ X , (l, η) = Ξ−1(y′) ∈ X ,
the orbit of (q, ζ) is T ′1-periodic and the orbit of (l, η) is T
′
2-periodic, and they will have the
desired properties by (3.61) and (3.63). It remains to prove that the orbits of x′ and y′ create
a pseudo-orbit. Due to h = gdθ, (3.60), and using lemma 2.3(b), we obtain
y′ = Γhcσ2bη2 = Γgdθcσ2bη2 = Γgcu1bs1aτ1cσ2bη2
= Γ(gcσ1bη1)b−η1c−σ1+u1bs1cσ2e−τ1 bη2eτ1aτ1
= Γ(gcσ1bη1)(cubsaτ )
for
u = u1 − η1 + σ2e−τ1 + 1
1 + ρ
((u1 − σ1)σ2e−τ1s1 − (u1 − η1 + σ2e−τ1)ρ),
s = s1 − η1 + η2eτ1 + ρ((2 + ρ)η2eτ1 + s1 − η1)− s1η1(u1 − σ1)(1 + ρ),
τ = 2 ln(1 + ρ) + τ1,
where
ρ = σ2e
−τ1(s1 − η1)− s1η1(1 + s1σ2e−τ1).
A short calculation shows that |u| < 3ε as well as |s| < ε; hence ϕ−τ (y′) = Γ(gbη1cσ1)cubs ∈
P3ε(x′) and the orbits of x′ and y′ create a pseudo-orbit. 
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