Abstract-With increasing renewable penetrations and advancements in power electronics associated with smart grid technologies, distributed control of the power grid is quickly becoming a necessity. Once communications are introduced into a control system, the impacts of latency and unreliable communications quickly become a priority. Vector Lyapunov techniques are well suited for the analysis of control systems with structured perturbations. These perturbations can be employed to model uncertainty in communications as well as parameter uncertainty. In this paper, we present results for small signal stability of a simplified two area power system model for several scenarios: bandwidth limited local communications and tie line uncertainty; local communications and bandwidth limited global communications combined with tie line uncertainty; and uncertainty in global communications. These results are intended to be a starting point for the analysis of the impact of communications uncertainty on the stability of power systems.
I. INTRODUCTION
This paper applies vector Lyapunov techniques to develop distributed control algorithms for an electric power grid with high penetrations of photovoltaic generation. Two different applications of the theory are considered for small signal stability applications. The first models uncertainty in the structure of the grid, e.g. the stiffness of the connections between different areas. The second approach looks at the uncertainty in communications. For both cases, a linearized model is employed.
The original application of a vector Lyapunov function to stabilize composite systems is found in [1] . A simplified application was put forth by Siljak in [2] , which is the basis for the methodology in this paper. The vector Lyapunov approach was applied to transient stability of power systems in [3] . Therein, a solution for the n-machine system was formulated and an illustrative result for a three-machine example was presented. The model incorporated nonlinear terms in the calculation of electrical power delivered to the i th machine.
where P ei is the electrical power delivered by the i th machine, E i is the internal voltage of the i th machine, Y ij is the modulus of admittance between the i th and j th machines, δ i is the absolute rotor angle of the i th machine, and θ ij is the phase angle of transfer admittance between the i th and j th machines. Uniform damping (e.g., all subsystems have the same dynamics -inertia and damping) was assumed in [3] . The case of nonuniform damping, which requires partitioning the system into overlapping subsystems, is described in [4] . The application of Lyapunov's second method to the transient stability of a single-machine and n-machine power system is described in [5] . This research, which preceded Siljak's developments, focused on the complete nonlinear system model as opposed to breaking it up into smaller subsystems. The main result was that the transient stability region can get smaller as the damping constants increase. The conjecture was that nonuniform damping deteriorates the equilibrium between the synchronizing torques of the machines [5] . One drawback of the approach is that it is only applicable to uniformly damped systems.
Decentralized state estimation for automatic generation control (AGC) of power systems is described in [6] . For this application, two different decompositions were considered: the subsystems included overlapping states (OD-overlapping decentralized) and a fully decentralized case (FD). The performance of the decentralized estimators was compared to a globally optimum design. Estimator decentralization did not degrade noise immunity significantly, but the reduction in the number of measurements for the distributed estimators resulted in a noticeable increase in estimation error.
Decentralized control system designs based on vector Lyapunov techniques have been developed for robotic vehicles [7] , [8] , [9] , [10] . For vehicle applications, the dynamics of each subsystem, i.e., each vehicle, are truly decoupled and modeled as a simple integrator. A feedback loop and a proportional gain K p are used to control the vehicle's position. The selection of the interaction gain can be used to arrive at the desired steady state end position of the robots. Discrete-time vector Lyapunov techniques were used to arrive at a stability region for the interaction gain and proportional gain.
In large electric power systems, the issue of low-frequency electromechanical oscillations (or modes) has been intensely studied. Mitigation of these modes is typically managed through distributed measurement to identify mode frequency and damping, and then centralized adjustment to the transmission system by operators. There has been an extensive body of work on mode identification methods, including ways to identify mode shape [11] , and methods to compute mode frequency and damping characteristics [12] , [13] , [14] . There have also been developments of new hardware solutions that improve measurement fidelity [15] . Although distributed measurement methods are improving, mitigation of electromechanical modes is still managed by a centralized entity that requires complete situational awareness.
In contrast to the approach of distributed measurement and centralized control/operation, this paper considers the use of distributed measurement with distributed control. Specifically, this paper investigates the use of vector Lyapunov techniques to establish the stability of networked distributed control systems. Control with feedback provided over a network must be robust to network latency, data dropouts and bandwidth limitation. Herein, the bandwidth limitation is considered in a two-area power system example. This paper is organized as follows. Section II provides an overview of the vector Lyapunov stability analysis methods and a general structure is presented for the linear system case. In Section III, the method is developed for a two-area system assuming a linear state-space model. These techniques are applied to a twoarea system modeling uncertainty in the tie line stiffness and bandwidth limited local feedback in Section IV. The results for local feedback combined with bandwidth limited global feedback are presented in Section V. An overlapping decomposition is applied to the two area model in Section VI.
II. STABILITY OF LARGE SCALE DISTRIBUTED SYSTEMS
Using the formulation in [16] , suppose that the overall system dynamics are modeled by
where x(t) ∈ R n is the state of S (e.g., the speeds and angles of the generators in the system) at time t ∈ T , u(t) ∈ R m are inputs (e.g., the output power from dispatchable PV generation), and y(t) ∈ R l are the outputs (e.g., PMU measurements at different buses in the system). The function f : T × R n × R m → R n describes the dynamics of S, and the function h : T × R n → R l describes the observations of S. The system can be partitioned into N interconnected subsystems given by
ni is the state of the i th subsystem S i at time t ∈ R, u i (t) ∈ R mi are the inputs to S i , and
describes the dynamics of S i , and the functionf :
represents the dynamic interaction of S i with the rest of the system S. The function
represents observations of S i derived only from the local state variables of S i , and the functionh i : T ×R n → R li represents observation at S i derived from the rest of S.
For a linear system with the following dynamics:
the structure of S is precisely described by the interconnection matrix, which is defined as:
The submatrices of E are Boolean representations of the original system matrices, which provides insight into the qualitative properties of the system.
A directed graph (digraph) is a graphical method for showing structural properties of S. Using the definition of the interconnection matrix E = (e ij ), the digraph is defined as:
. . , x n }, and Y = {y 1 , y 2 , . . . , y l } are nonempty sets of input, state, and output vertices of D, respectively, and E is the edge set such that (v j , v i ) ∈ E if and only if e ij = 1.
Since this research is focused on the small signal stability of the power system with large penetrations of photovoltaic generation, we are dealing with small perturbations of the system where the response can be assumed to be linear. This lets us use a linear system model given by
where x(t) ∈ R n is the state of S at time t ∈ T , and A is a constant n × n matrix. We assume that the system model can be partitioned into N interconnected subsystems such that
A i and A ij are assumed to be constant matrices, and each subsystem A i is assumed to be stable (the stability may be the result of local feedback applied to an unstable system). The dynamics of the i th subsystem are modeled by
Note that for this formulation, there are no overlapping states in the subsystems. For each subsystem, states from other subsystems only interact through the coupling parameter e ij . The case of overlapping states is considered later in the paper.
Definition 3 [16] The N × N fundamental interconnection matrixĒ = (ē ij ) of a system S has the elements e ij = 1, A ij has a nonzero element 0, A ij is a null matrix (8) Structural perturbations of S are described by the interconnection matrix E, defined as
with elements e ij : T → [0, 1] is said to be generated by an N × N fundamental interconnection matrixĒ = (ē ij ) such thatē ij = 0 if and only if e ij (t) ≡ 0.
The elements e ij represent the strength of coupling between individual subsystems, and capture the structural perturbations asē ij = 1 and e ij varies e ij ∈ [0, 1]. For the case e ij = 0, the subsystem S j is decoupled from the subsystem S i . Given a system S and a fundamental interconnection matrixĒ, connective stability is defined as:
A system S is connectively stable if it is stable in the sense of Lyapunov for all E ∈Ē.
The stability of S is determined by linear construction [16] , by defining a norm-like function v i :
where H i is a constant, symmetric, and positive definite n i × n i matrix. It is assumed that the function v i (x i ) satisfies the following inequalities [16] :
where λ M (·) is the maximum eigenvalue and λ m (·) is the minimum eigenvalue. D + v i (x i ) 7 denotes the Dini derivative of v i (x i ) computed with respect to equation (7) . The upper Dini derivative of f (t) is defined as:
where lim sup is the supremum limit. Furthermore, the matrices H i and G i satisfy the Lyapunov matrix equation
For the system to be collectively stable [16] , the test matrix W = (w ij ) defined in equation (14) must be an M matrix.
A simple test to determine if W is an M matrix is that every real eigenvalue of W is positive. Forty conditions equivalent to the statement "W is a nonsingular M matrix" are found in [17] . The smaller the off diagonal elements w ij of W relative to the diagonal elements, the likelihood of W being an M matrix increases [16] . Therefore, a goal should be to maximize the following ratio
In [16] , it is shown that selecting G i as the identity matrix maximizes the ratio above. This yields a simplified test matrix W :
The next section applies these vector Lyapunov techniques to a 2-area system model.
III. SYSTEM DECOMPOSITION -TWO AREA MODEL A critical step in applying distributed control concepts is the partition of the system. In this section, we consider a two-area power system model, illustrated in Figure 1 . The parameters are defined in Table I . The two-area model simplifies to the following state space system. Area i change in anglė
where
We assume that each state is observable, e.g., bus frequency and angle data are available for Phasor Measurement Unit (PMU) data. The system model can be rearranged into two loosely coupled systems, as shown by the partitions below. Fig. 1 . Two-area system [18] with damping control.
The interconnection matrix for the two-area system model is given by 
The digraph D of the system S is shown in Figure 2 . The coupling of the two partitions is clearly illustrated in the digraph.
Since the stiffness of the transmission system coupling the two areas can change over time, we introduce a coupling coefficient e ∈ [0, 1]. The two area system can be decomposed along the dashed lines to obtain the system in equations 23-24. This is equivalent to the interconnection of two subsystems where
T are the states of the two subsystems. The goal is for the two subsystems to be stable when decoupled (e = 0) using the decentralized feedback laws
The feedback gains,
, are selected so that the closed-loop subsystems are stable. It should be noted that the the proportional local frequency feedback is equivalent to droop control.
IV. LOCAL BANDWIDTH LIMITED FEEDBACK -TWO AREA MODEL This section applies vector Lyapunov techniques to model a two area system with local feedback. In order to approximate limited bandwidth communications, the feedback signals are low-pass filtered using a first order system
is the low-pass filtered feedback signal, and τ is the filter time constant. The decentralized system model is shown in equations (25-26). The control gains for each area were assumed to be equal, k 1 = k 2 . This assumption was made largely to simplify visualization of the results. The stability region as two parameters vary is a two-dimensional region.
Stability analysis results are found in Figure 3 for the system parameters summarized in Table II . As the communications bandwidth becomes more limited, the size of the stable region is reduced. A similar approach could be used to consider time delayed feedback by employing a Pade approximation.
The next section considers the case of local and global communications where the bandwidth of the remote feedback signal is limited. This section considers the case of local feedback combined with bandlimited global feedback. Once again, a first order filter is employed to limit the bandwidth of the global feedback signals using equation (37). This results in the decentralized system model shown in equations (27-28). Using the model parameters shown in Table III , stability analysis results for this case are summarized in Figure 4 . Note that the local feedback gains are constant and that the stability analysis illustrates the range of stable global feedback gains for a given time constant. The next section discusses an overlapping decomposition.
VI. OVERLAPPING DECOMPOSITION -TWO AREA MODEL
For the previous two examples, the synchronizing torque coefficient between the two areas, T , was modeled as a structured perturbation. Therefore, the stability test guarantees stability as the coupling stiffness eT /M i varies with e ∈ [0, 1]. While this does capture the case where an area becomes disconnected as a result of an open circuit, it is likely much too conservative for scenarios where the goal is to model uncertainty in communications. By employing an overlapping decomposition, the uncertainty in coupling stiffness can be removed, leaving only uncertainty in communications. The methodology for an overlapping decomposition is found in [16] . By partitioning the system into subsystems that share common states, this leads to a standard disjoint composition. An illustrative example from [16] considers a system:
where x(t) ∈ R n is the state of S. An overlapping decomposition which breaks S into three components is given by
which yields the expanded matrixÃ
Thus, the expanded systemS can be expressed in the same form as S in equation (6):
This allows the control design to be performed on the overlapping decomposition using the standard methods developed for disjoint compositions (see [16] for the derivation). The system model for an overlapping decomposition with uncertainty in global communications is shown in equation (36). Note that the overlapping decomposition results in a single system model with structured perturbations to model global communications uncertainty (e.g., A ij = 0). Using the model parameters in Table IV , the results of the stability analysis are summarized in Figure 5 . The stability region for this case is larger than for the previous example. This is a result of reducing the uncertainty in the coupling coefficient and limiting the uncertainty to the global communications. 
VII. CONCLUSION
Vector Lyapunov techniques are a powerful tool for stability analysis of distributed control systems in the face of structured perturbations. In this paper we have explored the application of vector Lyapunov analysis to small signal stability of power systems using a simplified two area system model. The structured perturbations can easily model communications or model uncertainty. The impacts of time delay or communications bandwidth limitations can also be incorporated. To illustrate the utility of this approach, we considered three scenarios: limited bandwidth local feedback and no global feedback with coupling uncertainty; local feedback and limited bandwidth global feedback with coupling uncertainty; and local feedback combined with uncertainty in global feedback. For the first two approaches, the coupling between areas was included in the structured perturbations. This results in a conservative result because of the strong coupling. By applying an overlapping decomposition, the uncertainty can be limited to local and/or global feedback. Our third example illustrated this approach, and the increased region of stability. Future research will focus on applying this technique to model distributed control of renewable generation of larger power systems. 
