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La implementación de Inteligencia Artificial, Redes Neuronales y Algoritmos de 
Deep Learning apoyados en TensorFlow en la actualidad se encuentra en constante 
evolución ya que han abierto nuevas rutas para el tratamiento y análisis de grandes 
cantidades de datos en sistemas alojados en la web principalmente. Los algoritmos 
de aprendizaje profundo se encargan de entrenar y agrupar por similitud una data 
de entrada sin supervisión denominado aprendizaje automático, los mismos que 
modelan abstracciones de alto nivel utilizando principalmente datos expresados en 
forma matricial o tensores. La presente investigación tiene como la finalidad el 
ayudar el nivel de toma de decisiones no supervisados en la plataforma científica 
Ecuciencia, la misma que se encuentra alojado en los servidores de la Universidad 
Técnica de Cotopaxi. Los datos que se tomarán como referencia para los análisis 
introducidos en los algoritmos, será los referentes a Líneas y Sublíneas de 
Investigación de acuerdo a la Universidad Técnica de Cotopaxi. El impacto de la 
implementación de algoritmos de aprendizaje profundo apoyados en TensorFlow 
en el sistema Ecuciencia, será muy importante, puesto que, gracias a este análisis, 
la plataforma científica podrá ser capaz de dar una predicción más acertada de las 
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in systems mainly hosted on the web. Deep learning algorithms are responsible  for 
training and grouping an unsupervised input data by similarity called machine 
learning, the same ones that model high-level abstractions using mainly data 
expressed in matrix form or tensors. This research purpose is to help the level of 
unsupervised decision making at Ecuciencia scientific platform, which is hosted on 
the Technical University of Cotopaxi servers. The data that will be taken as a 
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Antecedentes: La presente propuesta corresponde a la Línea de Investigación 
Tecnologías de Información y Comunicación y a la Sublínea de Investigación 
Inteligencia Artificial e inteligencia de negocios para toma de decisiones. 
En la Universidad Autónoma de Madrid, conscientes de la importancia de recopilar 
la producción científica de sus investigadores, se han desarrollado una serie de 
plataformas que recogen toda la actividad científica de los investigadores (Portal de 
Producción Científica) y que almacenan los textos completos de las publicaciones 
en las que se plasma esta producción, en acceso abierto, a través de su repositorio 
institucional Biblos-e Archivo. [1]  
Según [2], en el Ecuador, el objetivo principal de las universidades hasta antes de 
la década de los setenta era la docencia, sin dar ningún énfasis en el tema de métodos 
de investigación científica, por lo que el número de investigación bibliográficas era 
casi nulo. Sin embargo, desde el año 2008 la actividad científica de las 
universidades del país ha reflejado un incremento positivo en cuanto a su desarrollo. 
[3]  
Prueba de ello son las estadísticas de publicaciones en las bases de datos de Scopus, 
ya que según [4], las publicaciones que se realizaron en el periodo 2004-2008 solo 
reportaron 32 instituciones educativas y un total de 866 artículos publicados. En el 
periodo del 2009 al 2013 las publicaciones aumentaron significativamente pues se 
llegaron a registrar alrededor de 1992 artículos científicos. Más adelante en los años 
2014 y 2015 se evidencia un total de 976 y 1174 artículos publicados, los mismo 
que superan significativamente los periodos antes descritos. Además de estos datos 
estadísticos, la revista estadounidense Nature, publica un ranking de artículos 
registrados con bases científicas, y en el mismo destacan tres universidades 
ecuatorianas, en primer lugar, la Pontificia Universidad Católica, en segundo la 
Universidad de Investigación de Tecnología Experimental (Yachay) y, por último, 
la Escuela Politécnica Nacional. [3] 
Según [5], las bases del desarrollo de nuevas tecnologías son impulsadas 
mayormente por el conocimiento. Gracias a los repositorios que contienen un 
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conjunto de documentación científica, el ser humano tiene la capacidad de ir 
desarrollando nuevos datos que fortalezcan la gestión del conocimiento. Además, 
dichos repositorios permitirán al ser humano realizar una búsqueda de información 
de una manera más rápida y eficiente, sin necesidad de limitaciones para ningún 
individuo dentro de la comunidad científica.  
Plataformas como SCImago Journal & Country Rank, RedSearch, entre otras, 
fueron desarrolladas con el objetivo de almacenar grandes repositorios de artículos 
con alto nivel científico, los mismo brindan a la comunidad científica datos 
evaluativos del estado de la ciencia, detallados en valores cuantitativos y 
cualitativos, sin embargo, uno de sus inconvenientes es que sus reportes ofrecen 
una evaluación y valoración a nivel global, careciendo totalmente de una valoración 
a nivel local. 
Conociendo estos acontecimientos consideramos el siguiente Planteamiento del 
Problema; En la Universidad Técnica de Cotopaxi ubicada en la Av. Simón 
Rodríguez, barrio El Ejido sector San Felipe, del cantón Latacunga, provincia de 
Cotopaxi, se está desarrollando una cultura investigativa a través de la creación y 
recreación de ciencia, tecnología y arte, como la formación científica, generación, 
difusión y promoción de los saberes y conocimientos, que coadyuven al desarrollo 
sostenible y sustentable del entorno, con enfoque investigativo progresista y 
dedicado a promover la sostenibilidad productiva, ambiental y la equidad social de 
la región y el país.  
Todas las investigaciones desarrolladas en la Universidad Técnica de Cotopaxi, son 
documentadas mediante artículos, libros, ponencias y proyectos; que requieren ser 
almacenados y visualizados por la comunidad universitaria. Actualmente el Alma 
Máter contiene una plataforma de gestión del conocimiento llamada Ecuciencia, la 
misma que está recopilando la producción científica y tecnológica de todas las 
disciplinas que se estudian en las distintas facultades existentes en la institución, a 
partir de indicadores cienciométricos.   
Toda la información almacenada en la base de datos de la plataforma Ecuciencia, 
requiere ser visualizada en herramientas que el usuario pueda entender con 
facilidad,  partiendo de estas características, surge la necesidad de establecer un 
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tratamiento de datos almacenados en el repositorio digital, ya que, si bien es cierto 
existe una clasificación controlada, la plataforma carece de una herramienta que 
ayude a gestionar los datos de manera automática, por lo que aún no cuenta con una 
característica primordial de aprendizaje de máquina.   
Este problema se puede apreciar en la clasificación y control de información, puesto 
que no existe la coherencia de datos proporcionados en la plataforma en cuanto a 
los documentos científicos y su relación con las líneas de investigación a las que 
pertenecen, generando de esta manera una inconsistencia de datos al momento de 
mostrar la información.  
Ejemplificado el postulado anterior, se puede tomar el caso de la clasificación con 
las palabras claves de los documentos científicos, existen varias palabras en común 
pero que tienen diferente contexto dependiendo de la investigación y la línea a la 
que pertenece, sin embargo el sistema aún no puede reconocer este tipo de 
diferenciadores claves, excluyendo las palabras de uso común para su clasificación, 
es por esta razón que aún no se mantiene una concordancia de datos en la 
clasificación de textos científicos. 
Por tales razones se procede a la Formulación del Problema de investigación:  
¿Cómo aportar en el Sistema Ecuciencia para mejorar el tratamiento de la 
información almacenada y la clasificación no supervisada correspondiente a datos 
de producción científica de la plataforma, donde se evidencia una inconsistencia de 
datos, específicamente con la relación existente entre documentos científicos y 
sublíneas de investigación? 
El Objetivo General planteado es aplicar algoritmos de Deep Learning utilizando 
la herramienta TensorFlow para el tratamiento de datos de producción científica en 
la Universidad Técnica de Cotopaxi. 
Por su parte los Objetivos Específicos propuestos para la investigación son: 
 Analizar los antecedentes teóricos relacionado con la Cienciometría y su 
impacto en sistemas basados en inteligencia artificial, a partir de fuentes 
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bibliográficas certificadas que sirvan de base para la elaboración de la 
fundamentación teórica o científica de la investigación. 
 Investigar antecedentes de los proyectos relacionados con Ecuciencia, 
mediante documentos y marcos referenciales, para poder interpretar un 
diagnóstico del funcionamiento de la plataforma científica. 
 Investigar metodologías de minería de datos e inteligencia artificial, 
utilizando información de proyectos similares, para efectuar la aplicación 
de los mismos en la ejecución del proyecto.   
 Realizar una evaluación de factibilidad de la ejecución del proyecto, 
utilizando métodos de validación para establecer la viabilidad de la 
propuesta. 
A continuación, se detallan las Tareas necesarias para la ejecución de la propuesta 
de investigación. 
Tabla 1 Sistema de Tareas 
Objetivo Actividad (tareas) 
1. Objetivo específico 1: Analizar los 
antecedentes teóricos relacionado con 
la Cienciometría y su impacto en 
sistemas basados en inteligencia 
artificial, a partir de fuentes 
bibliográficas certificadas que sirvan de 
base para la elaboración de la 
fundamentación teórica o científica de 
la investigación. 
1. Revisión de fuentes bibliográficas 
certificadas.  
2. Seleccionar información que tenga 
más semejanza con la investigación a 
desarrollar.  
3. Establecer criterios personales del 
contenido científico de las 
investigaciones realizadas.  
2. Objetivo específico 2: Investigar 
antecedentes de los proyectos 
relacionados con Ecuciencia, mediante 
documentos y marcos referenciales, 
1. Revisión de la información 
relacionada con los algoritmos de Deep 
Learning y sus principales 
funcionalidades.   
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Objetivo Actividad (tareas) 
para poder interpretar un diagnóstico 
del funcionamiento de la plataforma 
científica. 
2. Revisión de documentación 
registrada en investigaciones anteriores 
en el proyecto Ecuciencia. 
3. Verificación y validación del nivel de 
aprendizaje de máquina de Ecuciencia.  
3. Objetivo específico 3: Investigar 
metodologías de minería de datos e 
inteligencia artificia, utilizando 
información de proyectos similares, 
para efectuar la aplicación de los 
mismos en la ejecución del proyecto. 
1. Optar por las técnicas de 
investigación necesarias para 
desarrollar la investigación. 
2. Investigar proyectos científicos 
relacionados minería de datos e 
inteligencia artificial y sus 
metodologías aplicadas. 
3. Elaborar etapas metodológicas que se 
relacionen con la minería de datos. 
4. Objetivo específico 4: Realizar una 
evaluación de factibilidad de la 
ejecución del proyecto, utilizando 
métodos de validación para establecer 
la viabilidad de la propuesta. 
1. Argumentar los resultados obtenidos 
en el desarrollo de esta investigación.  
2. Realizar un balance de presupuesto y 
tiempos que probablemente se invierta 
en la ejecución del proyecto. 
3. Establecer un criterio de viabilidad de 
ejecución del proyecto. 
Elaborado por: Investigador 
Se establece como Justificación que la implementación de Inteligencia Artificial, 
Redes Neuronales y Algoritmos de Deep Learning apoyados en TensorFlow en la 
actualidad se encuentra en constante evolución ya que han abierto nuevas rutas para 
el tratamiento y análisis de grandes cantidades de datos en sistemas alojados en la 
web principalmente. [5] Los algoritmos de aprendizaje profundo se encargan de 
entrenar y agrupar por similitud una data de entrada sin supervisión denominado 
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aprendizaje automático, los mismos que modelan abstracciones de alto nivel 
utilizando principalmente datos expresados en forma matricial o tensores. [6] 
La presente propuesta de investigación tiene como finalidad el ayudar el nivel de 
toma de decisiones no supervisadas en la plataforma científica Ecuciencia, la misma 
que se encuentra alojada en los servidores de la Universidad Técnica de Cotopaxi. 
Los datos que se tomarán como referencia para los análisis introducidos en los 
algoritmos, serán los referentes a Líneas y Sublíneas de Investigación de acuerdo a 
la Universidad Técnica de Cotopaxi. La data a ser manipulada para el proceso de 
análisis será tomada de los artículos, libros y ponencias científicas publicadas por 
docentes investigadores de la Universidad Técnica de Cotopaxi en revistas 
científicas, las cuales serán analizadas por la calidad de las mismas.  
El impacto de la implementación de algoritmos de aprendizaje profundo apoyados 
en TensorFlow en el sistema Ecuciencia, será muy importante, puesto que, gracias 
a este análisis, la plataforma científica podrá ser capaz de dar una predicción más 
acertada de las clasificaciones de Líneas y Sublíneas de investigación. Actualmente 
la plataforma científica no consta con algún tipo de algoritmo que apoye al usuario 
en cuanto a escoger a qué Línea o Sublínea pertenece su trabajo, y lo que se pretende 
es que mediante los algoritmos proporcionados por TensorFlow, el sistema tenga la 
capacidad de predecir la clase y poder dar una respuesta correcta al usuario, además 
los algoritmos serán capaces de establecer un horario determinado para su 
retroalimentación, y de esta manera asegurar que los datos analizados, tenga la 
mayor cantidad de porcentaje de predicción correcta. 
Existen muchas Metodologías aplicables para todo lo que abarca la Inteligencia 
Artificial, una de las más conocidas es la metodología KDD la misma que establece 
todos los pasos necesarios para tener un buen proceso de Inteligencia Artificial. El 
uso de esta metodología será de mucha ayuda puesto que la misma abarca los 
procesos desde la concepción y carga de datos, continuando por su posterior 
entrenamiento y agrupamiento, para finalmente validar y visualizar los resultados. 
Dado a su alto potencial y compatibilidad en el uso de redes neuronales e 
inteligencia artificial, esta metodología será de gran ayuda para el manejo de 
grandes cantidades de datos. Además, se pretende realizar un nexo entre la 
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metodología KDD que es especializada en Inteligencia Artificial, y la Metodología 
del modelo Iterativo e Incremental, la misma que permite tener un mayor enfoque 
en la parte correspondiente al desarrollo de Software de la presente propuesta. 
El método de Minería de Datos será también una pieza clave para el desarrollo de 
la propuesta, ya que será necesario el poder realizar un filtro de solo la información 
útil para el análisis de datos que serán procesados por los algoritmos de aprendizaje 
profundo. Con la minería de datos, lo que se pretende es poder tomar una muestra 
del total de datos existentes, la misma que permita realizar el proceso de evaluación 
y testing dentro de la programación de la propuesta. 
La propuesta de investigación está enfocada al análisis de requerimientos 
planteados por el usuario encargado de la plataforma científica Ecuciencia, por lo 
cual resulta prudente tener el primer acercamiento real a lo propuesto mediante la 
investigación explicativa, está técnica muestra los procesos realizados en la 
producción científica en la Universidad Técnica de Cotopaxi. Además, se aplicará 
la investigación descriptiva como siguiente paso para obtener la situación real de 
dicha producción, ayudando a identificar la problemática suscitada en el sistema. 
Además, se considera necesario la revisión en trabajos de investigación antecesoras 
del proyecto y tener un acercamiento con las personas encargadas, para así poder 
diseñar de mejor manera cuál es el estado actual de la aplicación y cuáles son los 
datos que podrían ser claves para su análisis.  
Los beneficiarios directos serán los docentes investigadores de la Universidad 
Técnica de Cotopaxi, los mismos que serán tomados en cuenta como usuarios del 
sitio web Ecuciencia debido a su importancia en el proceso de producción 
científica. Además, se considera también un beneficiario directo a los estudiantes 
de la Universidad Técnica de Cotopaxi, puesto que son los más interesados en la 










CAPÍTULO I. FUNDAMENTACIÓN TEÓRICA 
1.1.  ANTECEDENTES  
1.1.1.  SCImago Journal  
SCImago Journal & Country Rank es un portal de indicadores cienciométricos e 
informétricos que permite a investigadores, editores, especialistas en información 
y decisores en materia de política científica, en especial de los países 
subdesarrollados, seguir el comportamiento y el impacto de sus contribuciones a 
escala internacional. Para esto emplea la amplia colección de literatura disponible 
en Scopus de Elsevier. [6] Scopus es una base de datos bibliográfica de resúmenes 
y citas de artículos de revistas científicas y cubre más de 18 mil revistas siendo más 
del 90% de ellas del tipo arbitradas y pertenecientes a las áreas de ciencias, 
tecnología, medicina, ciencias sociales, artes y humanidades. [7]  
 La plataforma ha sido desarrollada por SCImago Research Group, un grupo de 
investigación de las universidades de Granada, Extremadura, Carlos III de Madrid 
y Alcalá de Henares de España, y es hoy en día la plataforma más inclusiva 
disponible para publicaciones. En su plataforma se encuentran ranking de impacto 
de las revistas y también de las instituciones de donde provienen los autores. 
SCImago incluye también un mapa que permite visualizar la investigación que se 
realiza en los países iberoamericanos y publica todos los años el Ranking de 
Revistas y Países de SCImago. [7]  
1.1.2.  SciELO  
SciELO (Scientific Electronic Library Online o Biblioteca Científica Electrónica 
en Línea) es un proyecto de biblioteca electrónica, iniciativa de la Fundación para 
el Apoyo a la Investigación del Estado de São Paulo, Brasil (Fundação de Amparo 
à Pesquisa do Estado de São Paulo — FAPESP) y del Centro Latinoamericano y 
del Caribe de Información en Ciencias de la Salud (BIREME), [8], que permite la 
publicación electrónica de ediciones completas de las revistas científicas mediante 
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una plataforma de software que posibilita el acceso a través de distintos 
mecanismos, incluyendo listas de títulos y por materia, índices de autores y materias 
y un motor de búsqueda.  
El proyecto SciELO, que además cuenta con el apoyo de diversas instituciones 
nacionales e internacionales vinculadas a la edición y divulgación científica,[9], 
tiene como objetivo el «desarrollo de una metodología común para la preparación, 
almacenamiento, diseminación y evaluación de la literatura científica en formato 
electrónico». Actualmente participan en la red SciELO los siguientes países: 
Sudáfrica, Argentina, Brasil, Chile, Colombia, Costa Rica, Cuba, España, México, 
Perú, Portugal, Venezuela; además se encuentran en fase de desarrollo: Bolivia, 
Paraguay y Uruguay.[10]  
1.1.3. Cienciometría  
La cienciometría estudia los aspectos cuantitativos de la ciencia como disciplina o 
actividad económica, forma parte de la sociología de la ciencia y encuentra 
aplicación en el establecimiento de las políticas científicas, donde incluye entre 
otras las de publicación. Ella emplea, al igual que las otras dos disciplinas 
estudiadas, técnicas métricas para la evaluación de la ciencia (el término ciencia se 
refiere, tanto a las ciencias naturales como a las sociales), y examina el desarrollo 
de las políticas científicas de países y organizaciones. [11]  
A mediados de la década de 1970, se comenzó a reconocer la importancia del 
análisis cuantitativo de las actividades de ciencia y tecnología como un instrumento 
útil y eficaz en el aparato público ligado a la política y la planificación. La 
evaluación de la investigación a través de indicadores cuantitativos ha llegado a ser 
parte constitutiva de la agenda de la política científica en todo el mundo.[12]  
La cienciometría es la ciencia que se encarga del estudio de la producción científica 
y tecnológica, a través de indicadores que permiten medir y analizar el impacto que 
genera en la sociedad las investigaciones desarrolladas. Para ejecutar el proceso de 
la obtención de similitud y distancia entre investigadores, es necesario realizar un 
estudio previo de la cienciometría, para en base a sus indicadores seleccionar las 




1.1.4.  Indicadores cienciométricos  
La evaluación del impacto científico es la valoración que se realiza a través de 
diferentes indicadores cienciométricos para determinar la novedad y el aporte 
teórico de los nuevos conocimientos producidos por las investigaciones, a partir de 
la constatación de los resultados obtenidos, de acuerdo con la intención inicial. [13]   
La investigación contribuye resultados probados en diferentes áreas de la ciencia, 
los mismos que son evaluados, mediante indicadores cienciométricos, que establece 
parámetros y técnicas, que permiten dar una valoración de la calidad y el impacto 
que genera en la sociedad la producción científica y tecnológica de los 
investigadores.  
Los indicadores cienciométricos pueden dividirse en dos grandes grupos: los que 
miden la calidad y el impacto de las publicaciones científicas (indicadores de 
publicación), y aquellos que miden la cantidad y el impacto de las vinculaciones o 
relaciones entre las publicaciones científicas (indicadores de citación). En función 
de estos grupos, se consideran los siguientes indicadores: [14] [15]  
 Indicadores de actividad científica, basados en el recuento de publicaciones 
científicas o patentes de la unidad objeto del estudio. Permiten la realización de 
series temporales, distribución geográfica, por tipo de institución o por temas 
de investigación.  
 Indicadores de impacto o influencia. Se trata de encontrar medidas indirectas 
de la calidad intrínseca de los trabajos, como puede ser el uso que la comunidad 
científica hace de un determinado documento, su impacto o influencia.   
 Indicadores de tipo de investigación.  
 Indicadores basados en coautoría o Índice de firmas por trabajo, o Colaboración 
entre departamentos de una institución, entre distintas instituciones, o entre 
varias ciudades de un país o entre diversos países. A través de las bases de datos 
en las que figuran las direcciones de todos los autores se pueden determinar 
redes de colaboración que pueden ser indicativas de la madurez de un sistema 




 Indicadores basados en asociaciones temáticas: mediante un complejo 
tratamiento matemático se logra una reducción de los datos y una visualización 
de la estructura de la ciencia y la tecnología y su evolución a través de mapas. 
Estos pueden ser:  
o De referencias bibliográficas comunes (enlace bibliográfico) 
permite seleccionar artículos de temática coherente.  
o De citas comunes relacionan temas con una base intelectual común, 
la constituida por esos artículos fuente que forman el "frente de 
investigación". Los clústeres pueden identificar especialidades, 
aunque con una demora temporal.  
o De palabras comunes a través de los términos de indización o 
lenguaje libre, reflejan la red de relaciones conceptuales; los mapas 
muestran las interrelaciones de la investigación actual y se pueden 
aplicar a artículos o patentes.  
o De clasificaciones comunes, la coocurrencia de clasificaciones de 
artículos o patentes define interrelaciones similares a las de las 
palabras clave.  
 Indicadores de innovación tecnológica basados en recuentos de las patentes 
solicitadas o concedidas a través de bases de datos especializadas o de las citas 
en patentes a la literatura científica. Los tipos de análisis que emplean 
indicadores basados en patentes se pueden estructurar en:  
o Cuantificación de la actividad tecnológica internacional, de un país, 
sector industrial o empresa y la apertura de nuevos mercados.  
o Evaluación de resultados de los programas de investigación 
tecnológica, o Estudio de la interfaz entre ciencia y tecnología a 
través de las citas en primera página de patentes americanas o 
European Search Report de EPO.  
o Análisis de clúster mediante coocurrencia de citas, palabras o 
clasificaciones a través de mapas que descubren estructuras de las 
actividades tecnológicas.  
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Cada día surgen nuevos indicadores como resultado del desarrollo de las técnicas 
de análisis y representación de la información, y esto conduce a una revolución en 
el campo de la bibliotecología y las ciencias de la Información, que facilita la 
cuantificación de áreas como las ciencias sociales, enfocadas a medir, no sólo la 
cantidad, sino la calidad de los resultados de la actividad científica. [15]  
1.1.5.  La cienciometría en América Latina  
Como punto de “inflexión” del proceso de estructuración de la cienciometría en 
América Latina, se podría establecer el año 1995, cuando se creó la Red 
Iberoamericana de Indicadores de Ciencia y Tecnología (RICYT), auspiciada por 
el Programa Iberoamericano de Ciencia y Tecnología para el Desarrollo (CYTED) 
programa perteneciente a la UNESCO y la OEA. Su objetivo central era y sigue 
siendo el de apoyar técnicamente a los países integrantes para que mejoren en 
materia de información en el ámbito de la ciencia, la tecnología y la innovación. 
[12]  
En América Latina, el hecho de no haber podido avanzar de forma adecuada en 
materia de cienciometría se ha convertido en una de las mayores debilidades de los 
sistemas de ciencia, tecnología e innovación. Carecer de canales formales de 
interacción que promovieran objetivos colectivos, que apuntarán a un progreso 
sostenido de esos países utilizando como plataforma el diseño de políticas públicas 
basadas en información adecuada para tomar decisiones “confiables” en el avance 
de las actividades tecnocientíficas, se ha transformado en una de las causas de su 
atraso. [12]   
Para corroborar los antecedentes previamente plasmados, se realizó una 
investigación de las plataformas de visualización científicas dentro de América 
Latina, a continuación de mencionan las varias de ellas:   
1.1.6.  DataCiencia   
Es una plataforma de visualización de las dimensiones de la producción científica 
de Chile la que pretende relevar y visualizar la actividad científica de un modo 
comprensivo y sistémico. En este contexto, no se trata de un ranking de 
instituciones ni de personas. [16]  
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Esta herramienta permite visualizar, cuantificar y caracterizar la producción 
científica chilena segmentada en cuatro grandes categorías: Investigadores, 
Territorio (Regiones), Instituciones y Revistas Científicas. Todo esto a partir de la 
base de datos Web of Science (WoS) de Thomson Reuters que contiene la 
producción científica nacional del período 2008-2016. [16]  
1.1.7.  RedCiencia  
Es un canal de comunicación y encuentro entre quienes viven la ciencia. Un espacio 
para destacar y diseminar el quehacer de investigadores, estudiantes y profesionales 
de todas las áreas del conocimiento, tanto a nivel nacional como internacional. Un 
lugar donde encontrar oportunidades de crecimiento profesional, desde una mirada 
colaborativa e inclusiva. [17]  
1.1.8.  RedSearch   
Es una herramienta que permite visualizar las relaciones de coautoría de 
documentos científicos chilenos del período 2008-2016 indizada en Web of 
Science. Mediante el análisis de estas relaciones de coautoría, la RedSearch entrega 
al usuario varias métricas relacionadas con la red, pero también con los autores que 
la conforman. [18]  
1.1.9.  Redalyc.org  
Es un proyecto académico para la difusión en Acceso Abierto de la actividad 
científica editorial que se produce en Iberoamérica. Es, en principio, una 
hemeroteca científica en línea de libre acceso y un sistema de información 
científica, que incorpora el desarrollo de herramientas para el análisis de la 
producción, la difusión y el consumo de literatura científica. [19]  
 El nombre Redalyc viene de Red de Revistas Científicas de América Latina, el 
Caribe, España y Portugal. El proyecto, impulsado por la Universidad Autónoma 
del Estado de México (en colaboración con cientos de instituciones de educación 
superior, centros de investigación, asociaciones profesionales y editoriales 
iberoamericanas), surge en el año 2003 como iniciativa de un grupo de 
investigadores y editores preocupados por la escasa visibilidad de los resultados de 
investigación generados en y sobre la región. Se ha propuesto, desde su creación, 
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ser un punto de encuentro para los interesados en reconstruir el conocimiento 
científico de y sobre Iberoamérica. [19]  
1.2.  FUNDAMENTACIÓN EPISTEMOLÓGICA    
1.2.1. SISTEMAS INFORMÁTICOS 
Según [20] en 2018, los sistemas de información constituyen una de las principales 
áreas de investigación en el campo de la organización empresarial. El entorno en el 
que las empresas desarrollan sus actividades es cada vez más complejo. Según [21], 
un sistema de información se define como: un conjunto de procesos formales que 
operan sobre un conjunto de datos construido de acuerdo a las necesidades de la 
empresa, los mismos recolectan, elaboran y distribuyen selectivamente la 
información necesaria para las operaciones de la empresa y apoyan a las actividades 
de gestión y control correspondientes, al menos parcialmente en el proceso de toma 
de decisiones necesarias para ejecutar las funciones comerciales de la empresa de 
acuerdo con la estrategia de negocio. 
Según [22], el desempeño de los sistemas informáticos es importante ya que aporta 
significativamente, a la toma de decisiones dentro de un ámbito empresarial. El 
procesamiento de una gran cantidad de información suele ser un problema que los 
sistemas informáticos pueden resolver, por lo que se puede minimizar el tiempo 
invertido y el resultado es más rápido. Además, [20] señaló que los otros dos 
elementos básicos que forman un sistema de información junto con la información 
son los usuarios (gerentes, empleados y cualquier agente de la organización 
empresarial que usualmente utilizan información en sus lugares de trabajo), y 
equipos (TI, software, Hardware y tecnología de almacenamiento de información y 
telecomunicaciones).  
1.2.2. SISTEMAS INFORMÁTICOS EN LA WEB  
Los sistemas de escritorio pueden ocasionar inconvenientes a la hora de actualizar 
el software; además, el tiempo de respuesta del sistema será diferente, pero 
dependerá de las características del host, lo que impide la escalabilidad del sistema. 
Incluso a pesar de que el desarrollo de sistemas de escritorio en determinadas 
circunstancias sea la más conveniente, sin embargo, siempre dependerá de la 
funcionalidad requerida a implementar [23]. Según EUATM [24], aparte de los 
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enlaces de hipertexto, los documentos que también contienen elementos multimedia 
se denominan páginas web. Dado que la mayoría de los servidores contienen 
enlaces a otras páginas web que pueden estar ubicadas en el mismo servidor o en 
cualquier otro servidor de Internet, puede acceder a la Web a través de cualquier 
servicio para navegar por toda la red. 
Las arquitecturas de aplicaciones destinadas al uso en la Web utilizan una estructura 
cliente-servidor, a través de la cual se pueden procesar las solicitudes de diferentes 
sitios administrados por los usuarios finales.  
La mayoría de sistemas informáticos en la Web contiene una arquitectura 
compuesta principalmente por el software de la aplicación y un motor de base de 
datos. 
1.2.3. BASE DE DATOS 
Una base de datos es un conjunto de datos almacenados en una memoria externa, 
organizados por una estructura de datos. Una base de datos puede verse como un 
gran almacén de datos que solo se define y crea una vez, y es utilizado por diferentes 
usuarios al mismo tiempo. Según [25], antes de que exista la base de datos, el 
programa debe procesar los datos almacenados en archivos desconectados con 
información redundante. En la base de datos, todos los datos se integran con la 
menor cantidad de duplicados. De esta forma, la base de datos no pertenece a un 
solo departamento, sino que es compartida por toda la organización. Además, la 
base de datos no solo contiene datos organizados, sino que también almacena una 
descripción de esos datos. Esta descripción se denomina metadatos, se almacena en 
un diccionario o directorio de datos, y permite la denominada independencia lógica 
y física de los datos.  
La gestión de las bases de datos se realiza a través de sistemas de gestión 
(denominados DBMS por sus siglas en inglés: Database Management Systems o 
Database Management Systems), actualmente digitales y automatizados, que 
permiten el almacenamiento ordenado y rápida recuperación de la información. En 
esta tecnología está el principio mismo de la informática. 
Al crear una base de datos se pueden seguir diferentes modelos y paradigmas, cada 
modelo y paradigma tiene características, ventajas y dificultades, destacando su 
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estructura organizativa, estructura jerárquica, capacidad de transmisión o relación 
mutua, etc. Esto se denomina modelo de base de datos y permite diseñar e 
implementar algoritmos y otros mecanismos de gestión lógica de acuerdo con 
situaciones específicas. [26]  
Existen diversos gestores de bases de datos, pero los más utilizados sin duda son 
MySQL y PostgreSQL. 
El esquema gráfico de la base de datos y su interacción con la computadora o el 
sistema de dispositivo inteligente se puede demostrar en la Figura 1 a continuación.  
 
Figura 1 Esquema de Base de Datos 
Fuente: Tomado de Márquez [25] 
1.2.4. POSTGRESQL  
PostgreSQL es un poderoso sistema de base de datos relacional de objetos de código 
abierto que usa y expande el lenguaje SQL y combina muchas funciones que pueden 
almacenar y expandir de manera segura las cargas de trabajo de datos más 
complejas. El origen de PostgreSQL se remonta a 1986 y es parte del proyecto 
POSTGRES de la Universidad de California, ubicada en Berkeley, ha estado 
desarrollando activamente la plataforma central durante más de 30 años [27]. 
PostgreSQL ha establecido una buena reputación por su arquitectura confiable, 
integridad de datos, poderoso conjunto de características, escalabilidad y la 
dedicación de la comunidad de código abierto detrás del software para brindar 
constantemente soluciones innovadoras y de alto rendimiento. PostgreSQL puede 
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ejecutarse en todos los principales sistemas operativos, ha sido compatible con 
ACID desde 2001 y tiene potentes componentes adicionales, como la popular 
extensión de base de datos geoespacial PostGIS. [27] 
Características   
En la tabla 2 se indica algunas de las diversas características que se encuentran en 
PostgreSQL:   





Fuente: Tomado de PostgreSQL [27].  
1.2.5. SOFTWARE  
El software de computadora es un producto construido y mantenido por 
programadores profesionales durante mucho tiempo. [28] 
Según [28], en su publicación afirma que: "Mucha gente relaciona el término 
software con programas de computadora. Sin embargo, es acertado lanzar una 
definición más amplia en la que el software no es solo un programa, sino que 
también incluye todos los documentos relevantes y necesarios para que estos 
programas funcionen correctamente. Los documentos y los datos se incluyen como 
parte del llamado software". 
Según [29], mencionó las siguientes categorías de software diferentes: 
19 
 
 Software de Base: Está compuesto por componentes que actúan como 
enlaces entre programas escritos por programadores para realizar tareas 
específicas y el hardware informático.   
 Software de Aplicación: Están destinados para el uso completo del usuario 
y, por lo tanto, se puede decir que es el tipo de software que permite realizar 
casi cualquier tarea. Se lo puede usar en cualquier instalación de 
computadora, sin importar para qué la vayamos a usar. Según [29], expresa 
que esta categoría de software de aplicación incluye todo el software 
diseñado para ayudar a los usuarios a realizar tareas. El software de 
aplicación puede considerarse como una herramienta que amplía las 
funciones humanas y puede realizar tareas que de otro modo serían difíciles 
o imposibles de realizar. Por tanto, la mayor parte del software entra en esta 
categoría.  
1.2.6. CICLO DE VIDA DEL DESARROLLO DE SOFTWARE 
Para [30] el modelo de ciclo de vida es un marco de referencia, que contiene los 
procesos, actividades y tareas relacionadas con el desarrollo, operación y 
mantenimiento del proceso del desarrollo de software, partiendo desde la definición 
y establecimiento de los requerimientos del software hasta el despliegue del sistema 
completo. El ciclo de vida del software, muchas veces depende de la metodología 
de desarrollo que se encuentre siendo utilizada, y dependiendo del modelo, es 
posible que cuando un ciclo termine, otro ciclo empiece inmediatamente, esto 
depende de la capacidad modular del sistema.  
En el proceso de desarrollo de software es importante pasar por los siguientes pasos: 
[28]  
 Análisis y definición del problema. 
 Definición y especificación de requerimientos.  
 Diseño de arquitectura del sistema.  
 Codificación. Selección del lenguaje de programación. Escritura del 




 Pruebas Se realizan todas las pruebas necesarias para garantizar el 
funcionamiento del sistema, existen dos tipos de pruebas que se deben 
realizar, las internas a nivel de código o más conocido como “Debug”, y las 
funcionales, las cuales se las realiza una vez terminado un módulo o el 
sistema completo. 
 Despliegue: En esta etapa involucra la liberación de un módulo o sistema 
completo, normalmente se lleva de la mano con la entrega al usuario final 
en el cual también es necesario realizar una demostración del 
funcionamiento, y de que el sistema cumple con los requerimientos 
solicitados. 
1.2.7. LENGUAJE DE PROGRAMACIÓN 
Se denomina lenguaje de programación a los conjuntos formales de instrucciones, 
que son utilizados por los desarrolladores (programadores) para crear funciones que 
generan acciones continuas de datos y algoritmos para buscar controlar el 
comportamiento físico y lógico de las máquinas (computadoras). De acuerdo con 
[31], es un lenguaje artificial diseñado para expresar cálculos que pueden ser 
realizados por máquinas como computadoras, pueden usarse para crear programas 
que controlen el comportamiento físico y lógico de las máquinas para expresar con 
precisión algoritmos o patrones de comunicación interpersonal. 
1.2.8. PYTHON  
Actualmente en la industria informática ha tenido un gran impacto el llamado 
software libre, es decir, se puede acceder al código fuente del programa, de manera 
que se puede utilizar, ejecutar, distribuir y modificar el programa de forma gratuita. 
Todo el software creado bajo este concepto se puede utilizar para cualquier 
propósito, se puede ejecutar en cualquier entorno, se puede distribuir a discreción 
del usuario o se puede modificar cuando sea necesario. 
En la década de 1990, se produjeron una serie de eventos que marcaron algunas 
pautas para el futuro desarrollo del software libre. Por ejemplo, Linus Torvalds 
lanzó la primera versión del kernel de Linux en 1991 y Guido Van Rossum lanzó 
la primera versión del lenguaje de programación Python ese mismo año. [32] 
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Python es un lenguaje interpretado que se puede ejecutar en modos interactivos y 
de secuencias de comandos. Fue creado por Guido van Rossum a principios de la 
década de 1990 mientras trabajaba en Centrum Wiskunde e Informationatics en 
Ámsterdam. Debido a su simplicidad de codificación, se hizo cada vez más popular 
en comunidades orientadas al software libre, la ciencia y la educación. [32] [33] 
El lenguaje de programación Python es poderoso y fácil de aprender. Tiene una 
estructura de datos avanzada y eficiente, y tiene un método de programación 
orientado a objetos simple y efectivo. La sintaxis y su tipado dinámico en 
combinación con sus propiedades de interpretación lo convierten en un lenguaje 
ideal para la creación de scripts y el desarrollo rápido de aplicaciones compatibles 
con diversas plataformas tales como Web, Escritorio o Móvil. [34] 
Python combina características de diferentes paradigmas de programación 
incluyendo programación orientada a objetos. A continuación, se mencionan 
algunas de ellas: [33] 
 Sintaxis concisa y clara: La sintaxis no sólo mejora la legibilidad del código, 
sino que también permite un código fácil de escribir para mejorar la eficiencia 
de la programación. [33] 
 Código de sangría: A diferencia de otros lenguajes que usualmente usan 
marcas explícitas (como bloques de inicio-fin o llaves) para definir la 
estructura de un programa, Python solo usa el símbolo de dos puntos ":" y la 
sangría para definir bloques de código. Esto hace que la organización del 
código sea más concisa y tenga una jerarquía de bloques de código claramente 
definida. [33] 
 Simple, pero eficaz, el enfoque de programación orientada a objetos: Los 
datos se pueden representar mediante objetos y las relaciones entre estos 
objetos. Las clases pueden definir nuevos objetos capturando información 
estructural compartida de nuevos objetos y modelando comportamientos 
relacionados. Python también implementa un mecanismo de herencia de 
clases, en el que una clase puede extender las funciones de otras clases 
heredando de una o más clases. Por tanto, desarrollar nuevas clases es una 
tarea sencilla en Python. [33] 
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 Modularidad: Los módulos son el aspecto central del lenguaje. Estos son 
fragmentos de código implementados previamente, que se pueden importar a 
otros programas. Después de la instalación, el uso del módulo es muy sencillo. 
Esto no solo mejora la simplicidad del código, sino que también mejora la 
eficiencia del desarrollo. [33] 
En el ranking de los lenguajes de programación más populares en 2019, se puede 
ver en la Figura 2 a continuación, que Python se encuentra en la posición de 
liderazgo, lo cual se debe principalmente a los resultados obtenidos de la 
investigación utilizando este lenguaje de programación para el procesamiento de 
datos.   
  
Figura 2 Lenguajes de programación más populares 
Fuente: Tomado de Python Software Foundation [35]  
1.2.9. LIBRERÍAS DE PYTHON   
En el campo de la programación, una librería es un conjunto de archivos que 
implementan un conjunto de funciones que están codificadas en un lenguaje de 
programación específico y están listas para ser utilizadas de una manera que es fácil 
de usar al programar en ese lenguaje. [36] 
Una de las particularidades de Python es que posee un amplio catálogo de librerías 
que permiten a los desarrolladores realizar grandes procesos en porciones 
simplificadas de código. Las librerías más utilizadas son: 
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Pandas: Según [37], Pandas es un paquete de software de Python que proporciona 
estructuras de datos rápidas, flexibles y expresivas diseñadas para manejar datos 
"relacionales" o "etiquetados" de manera fácil e intuitiva. Su propósito es analizar 
datos reales y datos reales en Python. Además, su objetivo a futuro es lograr ser una 
herramienta operativa de análisis de datos de código abierto que se pueda 
proporcionar en cualquier idioma. Pandas es adecuado para diferentes tipos de 
datos: [37] 
 Datos tabulares con columnas de tipo heterogéneo, como en una tabla de 
SQL o una hoja de cálculo de Excel. [37] 
 Datos de series de tiempo ordenados y desordenados (no necesariamente de 
frecuencia fija). [37] 
 Datos matriciales arbitrarios (tipificados homogéneamente o heterogéneos) 
con etiquetas de fila y columna. [37] 
 Cualquier otra forma de conjuntos de datos observacionales / estadísticos. 
Los datos realmente no necesitan ser etiquetados en absoluto para ser 
colocados en una estructura de datos pandas. [37] 
Gracias a Pandas, Python ha mejorado en los siguientes aspectos: [37] 
 Alineación automática y explícita de datos: los objetos pueden alinearse 
explícitamente a un conjunto de etiquetas, o el usuario puede simplemente 
ignorar las etiquetas y dejar que Series, DataFrame, etc., alinee 
automáticamente los datos en los cálculos. [37] 
 Potente y flexible grupo por funcionalidad para realizar operaciones de 
combinación de aplicación dividida en conjuntos de datos, tanto para 
agregar como para transformar datos. [37] 
 Facilita la conversión de datos irregulares, indexados de manera diferente 
en otras estructuras de datos de Python y NumPy a Objetos DataFrame. [37] 
 Rebanado inteligente basado en etiquetas, indexación elegante y 
subconjunto de grandes conjuntos de datos. [37] 
 Combinación intuitiva y unión de conjuntos de datos. [37] 
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 Etiquetado jerárquico de ejes (posible tener múltiples etiquetas por tic). [37] 
Math: El módulo Math agrega las funciones trigonométricas seno, coseno y 
tangente que se representan, respectivamente mediante sin, cos y tan. Por defecto, 
esas funciones asumen que los ángulos se miden en radianes. Por su parte, el 
logaritmo natural (o neperiano) de base 𝑒 en Python se denomina como log y la 
exponencial (para calcular 𝑒 elevado a un número) se denomina como exp. Pero, 
además de funciones, a menudo los módulos de Python contienen otro tipo de 
objetos. Por ejemplo, el módulo Math contiene valores aproximados de las 
constantes matemáticas π y 𝑒, entre otras. [38]  
NumPy: NumPy (abreviatura de Digital Python) es el módulo básico para la 
computación científica que usa Python. Con él se pueden utilizar herramientas de 
cálculo para procesar estructuras con gran cantidad de datos, con el objetivo de 
obtener un buen rendimiento a la hora de procesarlos. Este módulo incorpora un 
nuevo tipo de dato, el array, que es similar a una lista, pero es más eficiente 
computacionalmente. También cuenta con una gran cantidad de métodos que 
permiten manipular los elementos del arreglo de manera no secuencial, lo que se 
denomina vectorización y proporciona un alto rendimiento. [39] 
1.2.10. FRAMEWORK DJANGO  
Además de las librerías, Python ofrece la posibilidad de trabajar con Framework 
para el desarrollo de aplicaciones tanto de escritorio como Web, una de las más 
conocidas es Django. 
Django es un marco web avanzado de Python que fomenta el desarrollo rápido y el 
diseño simple y práctico. Creado por desarrolladores experimentados, puede 
resolver la mayoría de los problemas del desarrollo web, por lo que puede centrarse 
en escribir aplicaciones sin gastar mucho esfuerzo. Es gratuito y de código abierto. 
[40]  
Este es un Framework de desarrollo web destinado para el lenguaje de 
programación Python, el mismo permite la construcción de aplicaciones web de una 
manera más fácil y con código más optimizado. Fue desarrollado originalmente 
para administrar las aplicaciones web de las páginas orientadas a noticias de World 
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Online, y luego fue lanzado bajo la licencia BSD [41]. Django contiene un conjunto 
de componentes que hacen que el desarrollo de sitios web sea más fácil y rápido. 
Según [42], afirma que Django se inventó para lograr estos nuevos objetivos. 
Django permite crear sitios web en profundidad, dinámicos e interesantes en muy 
poco tiempo. 
Características   
 Rápido: Django está diseñado para ayudar a los desarrolladores a mover 
aplicaciones desde el concepto hasta su finalización lo más rápido posible. 
[42] 
 Seguridad: Django se toma la seguridad en serio y ayuda a los 
desarrolladores a evitar muchos errores de seguridad comunes. [42] 
 Altamente escalable: algunos de los sitios más activos de la Web 
aprovechan la capacidad de Django para escalar de forma rápida y flexible. 
[42] 
Arquitectura   
El Framework Django maneja una arquitectura con tres capas, las cuales son: [43]  
 Models: Define los datos almacenados, en forma de clase Python, cada tipo 
de dato que se debe almacenar se encuentra en una variable con ciertos 
parámetros, y también tiene métodos. Todos estos pueden indicar y 
controlar el comportamiento de los datos. [43] 
 View: Se expresa como una función en Python y su propósito es determinar 
los datos que se mostrarán. El ORM de Django permite escribir código 
Python en lugar de SQL para ejecutar las consultas requeridas por la vista. 
También maneja tareas conocidas como enviar correos electrónicos, 
autenticarse a través de servicios externos y validar datos a través de 
formularios. [43] 
 Template: Es una página HTML (incluido XML, CSS, JavaScript, etc.) con 
algún marcado adicional de Django que se encarga de procesar el estilo de 
presentación de los datos que observará el usuario final. [43] 
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1.2.11. MINERÍA DE DATOS 
El continuo desarrollo de la informática ha hecho que la información digital sea 
fácil de procesar, transmitir y almacenar. Gracias a este avance importante en las 
tecnologías relacionadas con los sistemas de información, se sigue recopilando y 
almacenando una gran cantidad de información en la base de datos. 
El nacimiento de la minería de datos se deriva de las ventajas de dos cosas: grandes 
cantidades de datos almacenados en campos como el comercio, la banca o la 
atención médica, y la capacidad de las nuevas computadoras para realizar 
operaciones de análisis de estos datos. [44] La minería de datos es un conjunto de 
tecnologías que permiten la exploración automática o semiautomática de grandes 
bases de datos para encontrar patrones repetidos que expliquen el comportamiento 
de estos datos. [45] 
La minería de datos es un proceso que permite analizar grandes conjuntos de datos 
para detectar patrones que expliquen su comportamiento. Al aplicar tecnología 
basada en los resultados que se desea obtener, todos estos procesos se realizarán de 
la forma más automatizada. 
Las técnicas de minería de datos son el resultado de la investigación y el desarrollo 
de productos a largo plazo. Este desarrollo comenzó con el almacenamiento inicial 
de datos comerciales en computadoras, y ha seguido evolucionando a medida que 
mejora el acceso a los datos. Recientemente, han surgido tecnologías que permiten 
a los usuarios navegar por los datos en tiempo real. La minería de datos hace que 
este proceso evolutivo vaya más allá del acceso retrospectivo y la navegación de 
datos, y avance hacia la dirección de entregar información esperada y proactiva. La 
minería de datos está lista para ser aplicada en las comunidades empresariales 
porque ha sido respaldada por: [46] 
 Recolección masiva de datos.  
 Potentes computadoras con multiprocesadores.   
 Algoritmos de Data Mining.  
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1.2.12. MINERÍA DE TEXTO 
Uno de los puntos importantes dentro de la minería de datos, es el análisis dedicado 
a la extracción de patrones dentro de textos previamente descritos y almacenados, 
a esta práctica se la conoce como minería de texto. 
 Se refiere a la inspección de la colección de documentos y al descubrimiento de 
información que no está contenida en un solo documento de la colección, es decir, 
intenta obtener información en lugar de partir de algo. Dado que el 80% de la 
información de la empresa se almacena en forma de documentos, se admitirán 
tecnologías como la clasificación de texto, el procesamiento del lenguaje natural, la 
extracción y recuperación de información y el aprendizaje automático. [47] 
Al ser la minería de textos, parte de la minería de datos, emplea técnicas que a 
menudo son utilizadas para formar un método conceptual, las mismas que 
generalmente se implementa a través de varios algoritmos. [48] Se pueden clasificar 
según su utilidad, como se muestra a continuación:  
 Las técnicas de predicción: Permiten obtener predicciones de 
comportamiento futuro a partir de los datos recopilados. [49] Estas 
tecnologías son útiles en aplicaciones como las predicciones meteorológicas 
predictivas o la toma de decisiones del cliente en determinadas situaciones.  
 Según [50], la predicción es completamente útil en el proceso de toma de 
decisiones. Por lo tanto, algunos trabajos basados en modelos dinámicos 
autorregresivos de series de tiempo y modelos de caminata aleatoria han 
demostrado empíricamente que predecir rezagos basados en un período de 
tiempo puede ser muy complicado.  
 Las técnicas de Clustering: También conocido como análisis de datos 
conglomerados o agrupados. Esta técnica permite analizar y verificar datos 
sin etiquetar, y formar grupos en función de su similitud [51]. El principal 
objetivo de esta técnica es dividir conjunto de datos en dos o más grupos en 
función de sus características comunes. La similitud se puede medir 
mediante la función de distancia. Los objetos se agrupan de acuerdo a todas 
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las variables, por lo tanto, las variables irrelevantes generarán ruido en los 
resultados obtenidos. [51] 
 Las técnicas de reglas de asociación: Permiten el establecimiento de 
posibles relaciones o correlaciones entre diferentes acciones o eventos 
aparentemente independientes; pueden identificar cómo la ocurrencia de un 
evento o acción induce o produce la aparición de otras cosas. [48] 
 Las técnicas de clasificación: Definen una serie de clases que pueden 
agrupar diferentes situaciones. En este grupo se encuentran las técnicas de 
árboles de decisión y las reglas de inducción. [49]  
El objetivo principal de todas las técnicas mencionadas es analizar una amplia gama 
de datos para obtener información que ayude a explicar el comportamiento del 
objeto de investigación y ayude a tomar decisiones. Estas técnicas se aplican a 
través de algoritmos probados e implementados en soluciones de minería de datos. 
1.2.13. ALGORITMO  
En el proceso de resolución de una problemática, utilizando como herramienta 
tecnológica una computadora, es preciso fijar una serie de pasos que permitan 
resolver el problema. A esta secuencia de pasos se le denomina algoritmo, el mismo 
que debe tener la posibilidad de ser fácilmente transcrito a un determinado lenguaje 
de programación. [52] El algoritmo representa un conjunto bien definido de 
instrucciones que la computadora debe ejecutar para obtener resultados predecibles. 
Para que la computadora pueda interpretar estas instrucciones, deben estar escritas 
en un lenguaje de programación. 
Para Pinales y Velázquez [52], además de las características de fácil transcripción, 
el algoritmo también debe ser: 
 Preciso: Debe indicar el orden de ejecución de cada paso que condujo a la 
resolución del problema. 
 Definido: Esto significa que el resultado nunca puede cambiar en las 
mismas condiciones que el problema, siempre debe ser el mismo. 
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 Limitado: No debe meterse en la repetición del proceso innecesariamente; 
debe terminar en algún momento. 
Razón por la cual, un algoritmo contempla una serie de operaciones detalladas y 
claras que se deben realizar paso a paso, conduciendo a la solución del problema, y 
expresadas en herramientas o técnicas. [53] Alternativamente, es una descripción 
de un método para resolver el problema planteado de una manera apropiada y 
universal. Además, se debe tener en que para convertir el algoritmo en un programa 
de computadora debe considerar las siguientes partes: 
 Los resultados se obtendrán mediante el procesamiento de datos. 
 Una descripción de las medidas que se deben tomar para procesar los datos. 
 Una descripción de los datos a tratar.  
1.2.14. ALGORITMOS EN MINERÍA DE DATOS  
Según [54], los algoritmos de minería de datos generalmente realizan la tarea de 
predecir información desconocida que puede estar contenida en los datos, así como 
la tarea de describir patrones de comportamiento de los datos.  
Los algoritmos son esenciales en la minería y análisis de datos porque incluyen 
métodos que permiten un análisis de datos rápido y automático, estos procesos 
ayudan a obtener patrones y modelos del conjunto de información evaluado. Los 
algoritmos más utilizados para este tipo de análisis son los algoritmos de 
clasificación. 
Los algoritmos de clasificación son algoritmos que intentan clasificar una serie de 
ejemplos o instancias de cierta información que representa un problema en 
diferentes categorías. En el campo del aprendizaje automático, estos tipos de 
algoritmos tienen como principal objetivo el aprender a determinar a qué categoría 
pertenece un nuevo ejemplo sin etiquetar. Hay dos tipos de clasificación: [55] 
 Supervisados: En este tipo de clasificación, tenemos un conjunto de datos 
que ya conocemos su clase, llamados ejemplos de entrenamiento o 
conjuntos de entrenamiento. 
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 No Supervisado: Los datos no tienen etiquetas y estas se clasifican según 
su estructura interna considerando patrones comunes en sus atributos y/o 
características. 
1.2.15. AUTOAPRENDIZAJE  
Gracias a la aplicación de algoritmos de minería de datos, los sistemas de 
información tienen la capacidad de desarrollar conocimiento a través del 
autoaprendizaje. 
Las tecnologías de la información y la comunicación (denominadas de ahora en 
adelante TIC) respaldan claramente la noción de que lo que realmente importa es la 
consecución del objetivo y el mejor nivel de calidad, no la existencia real en un 
momento y lugar específicos. Al mismo tiempo, permite la generación de espacios 
virtuales compartidos (para relaciones, trabajo de investigación). [56] 
Este proceso se refiere al autoaprendizaje de eventos anteriores, marcando así el 
punto de partida de nuevos conocimientos. En el campo de la informática, el 
autoaprendizaje toma como ejemplo la capacidad de las máquinas (computadoras) 
para recibir información y usarla para eventos futuros, proporcionando así 
soluciones rápidas y efectivas a problemas relacionados.  
1.2.16. TOMA DE DECISIONES  
Gracias a que las máquinas pueden desarrollar su habilidad para aprender, también 
serán capaces de tomar decisiones en determinadas circunstancias. 
La toma de decisiones es una actividad diaria que todas las personas experimentan, 
y es muy fundamental para el desenvolvimiento de cualquier actividad. Sin 
embargo, tomar la decisión correcta comienza con un proceso de razonamiento 
continuo y concentrado, que puede incluir varias disciplinas como la filosofía del 
conocimiento, la filosofía de la ciencia, la filosofía de la lógica y, lo más importante, 
la creatividad. El gerente debe tomar muchas decisiones todos los días. Algunas de 
estas son decisiones de rutina, mientras que otras tienen un impacto significativo en 
las operaciones de la empresa donde trabaja. [57] 
Las decisiones sobre las TIC tienen mucho que ver con los datos existentes y sus 
métodos de procesamiento. Es importante saber que, para tomar mejores decisiones, 
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los datos deben estar correctamente clasificados y estructurados, por eso se utilizan 
algoritmos para aprender y mostrar los resultados de forma interactiva, de manera 
que los usuarios entiendan claramente la respuesta que brinda el sistema.  
1.2.17. REDES NEURONALES 
Es un sistema de procesadores en paralelo interconectados en forma de gráfico 
dirigido. De manera esquemática, cada elemento de procesamiento (neurona) de la 
red se representa como un nodo. Estas conexiones establecen una estructura 
jerárquica, tratando de imitar la filosofía del cerebro, buscando nuevos modelos de 
procesamiento para resolver problemas específicos en el mundo real. [58] Una 
definición simplificada de un gráfico topológico puede ser que, con respecto a la 
correspondencia topológica, las unidades que están físicamente próximas entre sí 
responderán a categorías de vectores de entrada que están igualmente próximas 
entre sí. Muchos vectores de entrada dimensionales se representan en forma de 
gráficos bidimensionales para mantener el orden natural de los vectores de entrada. 
[58] 
La figura 3 muestra una comparación gráfica entre la red neuronal del cerebro y la 
red neuronal artificial creada para la investigación y análisis de datos, menciona 
que la red neuronal se refiere al arte de imitar el cerebro. 
 
Figura 3 Comparación de Neurona cerebral y Redes neuronales artificiales 
Fuente: Tomado de Sotolongo [58] 
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1.2.18. REDES NEURONALES ARTIFICIALES  
La Red Neuronal Artificial (ANN) o sistema de conexión es un sistema de 
procesamiento de información cuya estructura y funcionamiento están inspirados 
en las redes neuronales biológicas. Consisten en un conjunto de elementos de 
procesamiento simples llamados nodos o neuronas, que están conectados entre sí 
mediante conexiones con valores modificables llamados "pesos". [59] 
Las actividades realizadas por la unidad de procesamiento o neurona artificial en 
tal sistema son simples. Por lo general, consiste en sumar los valores de entrada que 
recibe de otras unidades conectadas a él, comparar esta cantidad con un umbral, y 
si es igual o superior al umbral, enviar una activación o salida al conectado. [59] 
Tanto la entrada recibida por el dispositivo como la salida enviada por el dispositivo 
dependen del peso o la fuerza de la conexión a través de la cual se realizan estas 
operaciones. [59]  
En la Figura 4 se aprecia una representación realidad por científicos que muestra 
una red neuronal realizando procesamiento e interpretación de datos. 
 
 
Figura 4 Red neuronal armada por científicos 
Fuente: Tomado de Montaño [59]  
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1.2.19. APRENDIZAJE PROFUNDO 
El aprendizaje profundo o Deep Learning, es una de las aplicaciones más poderosas 
y de mayor crecimiento de la inteligencia artificial. Es un subcampo del aprendizaje 
automático que se utiliza para resolver problemas muy complejos que suelen 
involucrar grandes cantidades de datos. [60] 
El aprendizaje profundo se realiza mediante el uso de redes neuronales, que se 
organizan jerárquicamente para identificar relaciones y patrones complejos en los 
datos. Su aplicación requiere mucha información y potentes capacidades de 
procesamiento. Actualmente, se utiliza en reconocimiento de voz, procesamiento 
de lenguaje natural, visión por computadora y reconocimiento de vehículos en 
sistemas de asistencia al conductor. [60] 
Podemos ver un ejemplo obvio en las traducciones realizadas en Facebook, que 
recientemente demostró que es capaz de alrededor de 4.500 millones de 
traducciones al día debido al aprendizaje profundo. Suelen ser segmentos de texto 
breves, como actualizaciones de estado publicadas por los usuarios en su perfil. Sin 
el aprendizaje profundo, sería muy costoso y requeriría una gran cantidad de 
personas para brindar el mismo servicio. [60]  
1.2.20. TENSORFLOW 
TensorFlow es un sistema de aprendizaje automático que funciona en entornos 
grandes y heterogéneos. TensorFlow usa diagramas de flujo de datos para 
representar cálculos, estados compartidos y operaciones para cambiar ese estado. 
Mapea los nodos (TPU) del gráfico de flujo de datos a través de muchas 
computadoras en el clúster y a través de múltiples dispositivos informáticos, 
incluidas CPU de múltiples núcleos, GPU de uso general y ASIC de diseño 
personalizado, llamadas unidades de procesamiento Tensores. [61] TensorFlow 
permite a los desarrolladores probar nuevos algoritmos de optimización y 
entrenamiento. TensorFlow admite varias aplicaciones, con un enfoque en el 
entrenamiento y la inferencia en redes neuronales profundas. 
El aprendizaje profundo es un subcampo del aprendizaje automático que utiliza 
redes neuronales artificiales para estimular la estructura y función del cerebro 
humano. [62] Aunque este es un método muy nuevo, se ha vuelto muy popular 
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recientemente. Entre las muchas aplicaciones en las que el aprendizaje automático 
ha tenido éxito a cierta velocidad, el aprendizaje profundo ha logrado un mayor 
éxito. En particular, se prefiere en la clasificación de grandes conjuntos de datos 
porque puede proporcionar resultados rápidos y efectivos. 
Los cálculos representados por TensorFlow se pueden realizar en una variedad de 
sistemas heterogéneos con poca o ninguna modificación, desde dispositivos 
móviles (como teléfonos móviles y tabletas) hasta sistemas distribuidos a gran 
escala con cientos de máquinas y varios dispositivos informáticos. [62] 
1.3. FUNDAMENTACIÓN DEL ESTADO DEL ARTE 
En los últimos años la investigación en temáticas de Inteligencia Artificial y Redes 
Neuronales Artificiales ha ido creciendo considerablemente, muestra de ellos son 
los sistemas que tienen la capacidad de poder realizar predicciones a partir de 
modelos de datos. Afortunadamente TensorFlow aumentó aún más el campo de 
investigación y facilitó la comprensión de cómo los algoritmos trabajan en un 
determinado entrenamiento de datos. 
Existen algunos antecedentes de investigaciones realizadas en la plataforma 
Ecuciencia. Ecuciencia nace como una necesidad de gestión de documentos de 
investigación digitales en el año 2017, el mismo surgió gracias al aporte realizado 
por [63], ya que, en sus Tesis Doctoral, estableció métodos claves para aprovechar 
al máximo los datos mediante la utilización de algoritmos de minería de datos. 
Posteriormente en el 2018, se crea el proyecto REDEC el mismo que según [64] 
tiene como objetivo el análisis de la producción científica de los investigadores de 
las Universidades perteneciente a la Zona 3; a partir del comportamiento de los 
diferentes indicadores de Ciencia, Técnica e Innovación de las instituciones. [64] 
REDEC comenzó específicamente en la Universidad Técnica de Cotopaxi, 
formando diversos grupos de trabajo, destinados a una investigación específica. A 
partir de estas investigaciones realizadas surgieron temas de Tesis de los alumnos 
de la carrera de Ingeniería en Informática y Sistemas Computacionales, que más 




Publicaciones como las de [65] y [66] fueron las primeras tesis que nacieron del 
proyecto REDEC, en ambas hablan sobre la importancia de los algoritmos en el 
tratamiento de datos para la base científica de Ecuciencia. 
En [65] se muestra una investigación detallada sobre la minería de texto, los mismos 
que permiten obtener información de escritos, discriminando palabras comunes o 
conocidos como “stopwords”. En su investigación [65] propone “recolectar una 
cantidad determinada de información considerable y posteriormente implementar 
un algoritmo clasificador automático de textos que permite estructurar datos 
relevantes a un dominio específico (clase o categorías), siendo en este caso los 
documentos científicos generados por los docentes investigadores de la Universidad 
Técnica de Cotopaxi”. En su investigación se puede denotar el uso de la librería 
NLTK, la cual es muy usada para el tratamiento de datos a través de la minería de 
texto.  
Por otra parte [66] trabajaba en paralelo estableciendo un método para determinar 
la similitud y distancia entre investigadores, el mismo que se basó en algoritmos de 
clasificación convencionales para lograrlo. En su investigación detalla la 
importancia del uso de librerías como SKLearn, la cual contienen diferentes 
algoritmos dedicados a la clasificación no supervisada, entre los conocidos 
KMeans, Spectral, MeanShift, los cuales se basan en modelos matemáticos como 
el cálculo de distancias euclidianas, matrices de pesos, etc.  
Estos dos trabajos precursores dieron apertura a futuras investigaciones teniendo 
como punto de referencia el uso de algoritmos de inteligencia artificial en el 
tratamiento de datos científicos de la Universidad Técnica de Cotopaxi. 
Tiempo más tarde, [67] realiza una investigación centrada en el mapeo 
autoorganizado (SOM), y a la par propone una metodología para su análisis. Con el 
resultado de esta investigación el autor demuestra que el método de trabajo alineado 
a SOM brindará gran ayuda en investigaciones futuras y mejorará el sistema 
ECUCIENCIA en cuanto a toma de decisiones automáticas y aprendizaje no 
supervisado se refiere. [67] El uso de los conocidos mapas de calor para la 
representación de los resultados es el punto clave a destacar de esta investigación. 
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Por otro lado, [68] también realiza su aporte científico a Ecuciencia, ya que en su 
tesis de maestría propone un método de análisis de redes sociales para identificar 
relaciones y colaboraciones científicas entre investigadores. [68] Dicha 
investigación se centra específicamente en el análisis de redes sociales utilizando 
una estructura metodológica propuesta por Wasserman y Faust. Además [68] 
manifiesta que “El propósito de estudiar las redes sociales es comprender el 
comportamiento de los implicados mediante métricas o similitudes para poder 
obtener un análisis de datos complejo y puedan ser de forma ordenada mediante la 
generación de gráficos visuales dónde están estos datos analizados y clasificados”. 
[68] 
Derivado de lo anterior, se puede observar que la plataforma científica Ecuciencia, 
es relativamente joven sin embargo tiene amplias fuentes de información debido a 
las investigaciones realizadas en la misma. El uso de algoritmos en Ecuciencia, ha 
sido la clave para su nivel de aprendizaje automático, sin embargo, aún existen 
puntos importantes que son necesarios fortalecer. 
1.4. CONCLUSIONES CAPÍTULO I 
 La cienciometría es un campo de estudio que ha llegado a diversos países a 
nivel Latinoamericano. Su principal objetivo es llevar un estándar de 
evaluación para asegurar la calidad de publicaciones científicas. Dichos 
estándares son muy aplicados en sistemas de información que gestionan 
datos de producción científica alrededor del mundo. 
 Existe un nivel alto de compatibilidad entre el desarrollo de software y la 
inteligencia artificial, ya que, gracias al uso de algoritmos y redes 
neuronales artificiales, y la intervención de frameworks como Django, se 
puede establecer un sistema de información completo para análisis de datos. 
 Existen diversas publicaciones científicas centradas en el funcionamiento 
de la plataforma científica Ecuciencia, lo cual favorece al crecimiento de 
nuevas investigaciones derivadas de temáticas sugeridas por los 








CAPÍTULO II. PROPUESTA 
2.1. DIAGNÓSTICO  
Desde hace algún tiempo en la Universidad Técnica Cotopaxi se viene 
desarrollando un sistema en plataforma web denominado Ecuciencia, que tiene 
como objetivo organizar la información de los docentes investigadores y estudiar la 
interrelación existente entre ellos a través de sus publicaciones de artículos, libros 
y trabajos científicos. Debido a la existencia de una gran cantidad de información, 
la automatización de procesos basada en la clasificación de campos de 
conocimiento en datos de producción científica se ha vuelto muy complicada, esto 
se complica aún más debido el gran número de docentes investigadores, que 
actualmente forman parte de la Universidad Tecnológica Cotopaxi.  
Actualmente toda la información almacenada en dicha plataforma, no es utilizada 
de la manera más óptima, y en algunos casos, ni siquiera se emplea algún tipo de 
beneficio en su utilización, lo cual lo convierte en datos almacenados sin ningún 
objeto y por ende se puede catalogar como datos basuras al solo ocupar espacio de 
almacenamiento innecesario. También cabe recalcar que no existe ningún método 
que apoye a los usuarios sobre la clasificación de su línea de investigación 
correspondiente, lo cual deriva en que el usuario tenga la libertad de escoger una 
opción fuera de su contexto y que dicha información almacenada cada vez vaya 
aumentando y generando data inconsistente. 
La propuesta para solventar los problemas expresados es la construcción de un 
módulo que permita realizar un análisis de texto de investigaciones para así poder 
tener un antecedente y clasificar los datos según su línea y sublínea de 
investigación. Esto se lo podrá realizar mediante un proceso de minería de texto, el 
cual se encargará de recopilar la información más relevante de todas las 
investigaciones, realizando un barrido de palabras comunes a través de algoritmos 
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de análisis de texto, y posteriormente mediante el uso de Redes Neuronales 
Artificiales proporcionadas por la librería TensorFlow para el análisis y 
clasificación de texto, y así lograr una predicción en base a la evaluación de 
publicaciones registradas de manera más acertada. 
Además, se pretende que el módulo a desarrollarse tenga la capacidad de realizar 
un autoaprendizaje para que sus modelos empleados siempre tengan un 
conocimiento actualizado, lo cual generará que, al momento de hacer una 
predicción, lo realice en el menor tiempo posible.  
2.2. MÉTODOS ESPECÍFICOS DE LA INVESTIGACIÓN  
Para la solución de la presente propuesta se ha decidido emplear dos metodologías 
de desarrollo, la primera, la metodología KDD, la cual es la más utilizada dentro 
del campo de Inteligencia Artificial y Minería de Datos, y la segunda, la 
metodología del modelo Iterativo Incremental, debido a que es uno de los métodos 
de desarrollo de software favoritos por su eficiencia y eficacia en el desarrollo ágil 
de sistemas de información.  
2.2.1. METODOLOGÍA KDD  
Knowledge Discovery in Database (KDD) es básicamente un proceso automático 
en el que se combinan el descubrimiento y el análisis de datos. Este proceso implica 
extraer patrones en forma de reglas o funciones de los datos para el análisis del 
usuario. [69] En el desarrollo de la presente propuesta tecnológica se utiliza el 
método KDD, porque como se muestra en la Figura 5, las distintas etapas que lo 
constituyen hacen que el desarrollo sea iterativo e interactivo. Es iterativo, porque 
dependiendo del resultado obtenido en cada etapa, puede volver al paso anterior, y 
esto también se debe a que generalmente se necesitan varias iteraciones para extraer 
conocimiento de alta calidad. También se puede catalogar como interactivo porque 




Figura 5 Etapas de la Metodología KDD   
Fuente: Tomado de Pereira, Arteaga, Caicedo, Hidalgo y Pérez [69] 
Etapas de la Metodología KDD 
a) Selección: 
En esta etapa, se crea el conjunto de datos de destino, se selecciona todo el 
conjunto de datos o una muestra representativa del conjunto de datos y luego se 
realiza el proceso de descubrimiento en el conjunto de datos. La elección de 
datos varía según los objetivos del negocio. [69] 
El primer paso para extraer conocimiento de los datos es identificar y recopilar 
los datos que se utilizarán. Para ello se identificará la base de datos integrada al 
sistema Ecuciencia, así como los datos y usos que conforman la base de datos. 
b) Preprocesamiento/limpieza.  
En la fase de preprocesamiento/limpieza, se analizará la calidad de los datos, se 
aplicarán operaciones básicas, como eliminar datos ruidosos, elegir estrategias 
para lidiar con datos desconocidos, datos vacíos, datos duplicados y técnicas 
estadísticas alternativas para su reemplazo. [69] 
En esta etapa se analizarán las tablas que integran la base de datos del sistema 
Ecuciencia y se seleccionarán aquellas que se consideren necesarias para la 
aplicación del algoritmo.  
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c) Transformación/reducción.  
En la etapa de transformación/reducción de datos, se buscan características 
útiles para representar los datos de acuerdo con los objetivos del proceso. [69] 
Los métodos de transformación o reducción de dimensionalidad se utilizan para 
reducir el número efectivo de variables consideradas o para encontrar 
representaciones invariantes de datos. [69] 
En esta etapa se realiza la selección de los atributos requeridos, para utilizarlos 
en los algoritmos. Es importante aclarar que la selección de dichos atributos se 
los realizará en base a los indicadores cienciométricos. 
d) Minería de datos (data mining).  
En la fase de minería de datos se aplicarán modelos, tareas, técnicas y 
algoritmos seleccionados para obtener reglas y patrones. [70] En esta etapa, se 
seleccionan y aplican técnicas de minería de datos adecuadas, que puedan 
cumplir con los objetivos propuestos, para lo cual se recopila teóricamente la 
información necesaria.  
Utilizando la tecnología adecuada, se procederá con el análisis manipulando los 
algoritmos de aprendizaje profundo para obtener patrones que permita dar una 
clasificación de líneas y sublíneas de investigación en base a los atributos 
previamente seleccionados. Es importe recalcar que para realizar este proceso 
se utiliza el lenguaje de programación Python. 
e) Interpretación/evaluación  
En esta etapa se explicarán los patrones descubiertos y se podrá devolver la 
etapa anterior para iteraciones posteriores, pudiendo también incluir la 
visualización de los patrones extraídos. [69] Por otro lado, se consolida el 
conocimiento descubierto para fusionarlo en otro sistema para operaciones 
posteriores, o simplemente registrarlo e informar a las partes relevantes; 
también puede verificar y resolver conflictos potenciales del conocimiento 
previamente descubierto. [69] 
En esta etapa se evaluarán los resultados obtenidos mediante la aplicación del 
algoritmo y se verificará si cumple con los objetivos de predicción y 
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clasificación de líneas y sublíneas de investigación, y luego se incluirá en el 
sistema Ecuciencia. 
2.2.2. METODOLOGÍA MODELO ITERATIVO INCREMENTAL 
En los últimos años, el desarrollo de software ha ido creciendo hasta convertirse en 
uno de los campos más competitivos, es por esta razón que las metodologías de 
desarrollo se encuentran en constante evolución teniendo como objetivo mejorar y 
optimizar el producto resultante para una mejor interacción con el usuario.  Debido 
a que el ciclo de vida del software es variable es importante identificar la 
metodología idónea. Según [71], el modelo ágil enfatiza que la estimación del 
estado del usuario y sus respectivas tareas debe ser realizada por el equipo de 
desarrollo.  
En el proceso de desarrollo de software es importante tener una retroalimentación 
constante por cada segmento de actividades que se realice, es por eso que la 
metodología basada en el modelo iterativo incremental es muy acertada, ya que en 
este se utiliza un conjunto de actividades a realizarse en cada una de sus pequeñas 
iteraciones, lo cual permite la construcción del software de una forma modulada y 
con poco lapso de tiempo entre un entregable y otro. En la figura 6 se puede 
observar el esquema del modelo iterativo incremental y sus etapas: 
 
Figura 6 Etapas de la Metodología del modelo Iterativo Incremental 




Etapas de la Metodología del Modelo Iterativo Incremental 
a) Análisis 
La etapa de análisis en el sistema de información es el primer paso en el proceso 
de desarrollo del sistema. Consiste en una serie de documentos y diagramas que 
representan los requisitos del software, definiendo así las funciones y 
comportamientos del software, simplificando así el proceso de comprensión y 
proporcionando estándares desde diferentes ángulos, reduciendo así la 
posibilidad de errores. 
En el proceso de análisis, es esencial que, al recopilar los requisitos funcionales 
y no funcionales, los desarrolladores de software comprendan completamente 
la naturaleza del programa que se debe construir para desarrollar la aplicación, 
la funcionalidad, el comportamiento, el rendimiento y la interconectividad 
requeridos. [73]  
Mediante la aplicación de una entrevista, apoyados en un cuestionario 
previamente estructurado, se pretende recabar la mayor cantidad de información 
para fortalecer el proceso de levantamiento de requerimientos. 
Una vez se obtenga un panorama más amplio en cuanto a las necesidades del 
sistema, se traducirá a diagramas propios del método de desarrollo de software, 
y como se sugiere [67] los mismos serán catalogados como:  
Elementos Basados en Escenarios: Para la mejor interacción con el sistema y 
el usuario: [67] 
 Casos de Uso.  
Elementos Orientados al Flujo: Tiene una visión del sistema del tipo entrada 
proceso-salida: [67] 
 Diagramas de Actividades.  
Elementos Basados en Clases: Contemplan los tipos de diagramas que 
representan las entidades involucradas dentro de un sistema, y cuáles son sus 
atributos, para este caso se escogerá: [67] 
 Diagrama de Entidad - Relación.  
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Elementos de Comportamiento: Indica la forma en que el software responderá 
a los eventos o estímulos externos: [67] 
 Diagrama de secuencia. 
Para la construcción de los diagramas establecidos en la etapa de análisis, se 
utilizará la herramienta Draw IO, la misma que ofrece las facilidades del 
modelado de cualquier tipo de diagramas (incluidos UML) y tiene una licencia 
de libre acceso y uso.  
b) Diseño 
La siguiente etapa del desarrollo del sistema es el diseño, que se utiliza para 
considerar las opciones de arquitectura, es decir, en esta etapa, procesaremos 
los bocetos de la interfaz que se codificarán. Estos bocetos deben derivarse a 
partir del modelo de análisis de sistemas de información anteriormente 
mencionados y analizados, de los mismos deben tomarse en cuenta las 
diferentes etapas, tomando como principales los casos de uso, diagramas de 
flujo, de actividad y los que crea pertinentes, en las cuales se detalla los 
requerimientos en sí del software a desarrollarse. [67]  
Para la construcción de los bocetos de interfaz, se utilizará la herramienta 
Lucidchart, la misma que ofrece un sinnúmero de diagramas principalmente 
para maquetaciones de software y sistemas de información.  
c) Codificación o Implementación 
La etapa de implementación del sistema de información consiste principalmente 
en la codificación o programación del sistema a desarrollar, incluye introducir 
todos los contenidos diseñados en el paso anterior en el código fuente según el 
lenguaje de programación elegido por el programador. El programador debe 
seguir completamente las recomendaciones de la fase de diseño y la fase de 
análisis. Es notable apreciar que esta etapa es la que más tiempo consume, pero 
un análisis y un diseño correctos son fundamentales para la ejecución concisa, 
rápida y básicamente efectiva de esta etapa. [67] 
Además, se considera el tiempo de depuración del código por errores en la fase 
de desarrollo, aunque la siguiente fase se encarga de buscar posibles errores 
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para liberar las soluciones propuestas por el programador, sin embargo, es 
necesario que la entrega de esta etapa tenga la menor cantidad de errores 
posibles. [67] En esta etapa, el código puede adoptar varios estados según el 
modo de trabajo y el lenguaje de programación utilizado, como el caso de la 
codificación directa, el caso de referenciar el compilador y el caso relacionado 
con archivos ejecutables. [67]  
En esta fase se empleará el algoritmo que fue previamente evaluado, para lo 
cual se utiliza el lenguaje de programación Python conjuntamente con el 
Framework Django y el IDE Visual Studio Code. Se eligió Python porque este 
lenguaje de programación permite importar fácilmente bibliotecas para 
algoritmos de minería de datos. Además, otro factor importante que influyó en 
la elección de este lenguaje de programación fue que el Core del sistema 
Ecuciencia se lo estableció en Python. 
d) Pruebas 
En esta etapa, se probará el sistema en desarrollo, utilizando principalmente 
pruebas unitarias y pruebas de integración. Además de las conocidas pruebas de 
estrés (que llevan la respuesta del software al límite para probar su tolerancia y 
robustez), estas pruebas se realizan utilizando un conjunto de datos típicos que 
el sistema puede elegir. También debe considerar realizar pruebas para 
situaciones en las que el sistema no se verá afectado o no debería verse afectado 
en circunstancias normales, pero que generalmente ocurre debido a errores o 
accidentes. 
Las pruebas se centran en el flujo lógico interno del software (para garantizar 
que se hayan comprobado todas las declaraciones) y el flujo externo funcional 
(es decir, el rendimiento de la prueba de error). Para poder proporcionar 
retroalimentación a los desarrolladores, se requiere poder probar el software con 
sujetos reales que puedan evaluar el comportamiento del software. [73] 
Por lo general, se suele realizar una prueba final sobre el software denominada 
prueba Beta, en el cual el sistema es instalado en condiciones parecidas al que 
se va encontrar a partir de su versión de lanzamiento, el propósito es encontrar 
posibles errores, inestabilidad, etc., que fueron omitidas en el testeo dentro del 
45 
 
proceso de desarrollo. [73] Esta prueba generalmente la realizan personas que 
conocen el funcionamiento final del sistema. En caso de errores o mal 
funcionamiento, se transmitirán al programador para su depuración. 
2.3. DISEÑO EXPERIMENTAL Y MÉTODO DE CRITERIO DE 
EXPERTOS  
2.3.1. MÉTODO DE VALIDACIÓN CRUZADA   
En el ámbito de Inteligencia Artificial existen varios métodos que pueden ser 
utilizados para realizar el proceso de validaciones. Sin embargo, muchos expertos 
consideran que el método de Validación Cruzada o Cross-Validation es el más 
recomendado para realizar el análisis del nivel de exactitud que un algoritmo posee. 
Según [74], la validación cruzada es una técnica que se utiliza para evaluar los 
resultados del análisis estadístico y garantizar que sea independiente de la división 
entre los datos de entrenamiento y los datos de prueba.  
La aplicación de este método de validación en la presente propuesta constará de 
varias etapas fundamentales: 
 Etapa 1: En la primera etapa, se utilizará los datos de documentos 
científicos, así como sus palabras claves y sublíneas de investigación, 
pertenecientes a la carrera de Ingeniería en Sistemas de Información de 
la Universidad Técnica de Cotopaxi esto con la finalidad de poder 
segmentar la muestra de los datos y tener un conjunto más resumido, 
pero a la vez con mayor consistencia de datos. 
 Etapa 2: Posteriormente se analizarán los datos obtenidos, realizando 
el proceso de entrenamiento utilizando el algoritmo de aprendizaje 
profundo seleccionado. En esta etapa se separará el conjunto de datos en 
dos subconjuntos, uno será utilizado para entrenar el modelo, y el otro 
será utilizado para realizar los test de validación. De esta forma, el 
modelo se puede crear utilizando solo los datos de entrenamiento. Con 
el modelo creado, los datos de salida se generarán y se compararán con 
el conjunto de datos reservados para su verificación. Cuando finalice el 
análisis se obtendrán los datos estadísticos pertenecientes al nivel de 
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exactitud de entrenamiento y el numero de datos perdidos en el proceso. 
A esta etapa se la conoce como método “hold-out”. 
 Etapa 3: Una vez obtenido el nivel de exactitud de entrenamiento del 
algoritmo de aprendizaje profundo, utilizando los datos seleccionados 
de Ecuciencia, se procederá a aplicar el método “k-fold”, el cual consiste 
en evaluar “k” número de veces el modelo aplicando la técnica “hold-
out”, es decir, se iterará el entrenamiento del algoritmo de aprendizaje 
profundo la veces que se especifique en la variable “k” para obtener un 
histórico de porcentaje de exactitud y establecer un promedio general de 
todas las veces que se realizó el proceso de entrenamiento. 
 Etapa 4: Y finalmente, gracias a los datos obtenidos tanto en el método 
“hold-out” como en el “k-fold”, se podrá realizar representaciones 
gráficas de las estadísticas obtenidas en el proceso de validación para 
poder determinar el nivel de aceptación establecida en la escala de 
fiabilidad representada en la tabla 3. 
Tabla 3 Escala de fiabilidad. 
Muy Baja Baja Moderada Buena  Alta 
0 - 0,20 0,21 - 0,40 0,41 - 0,60 0,61 - 0,80 0,81 - 1,0 
Elaborado por: Investigador 
Un dato importante a tomar en cuenta, es que se puede aprovechar las etapas 
establecidas en la metodología KDD, puesto que la construcción de los métodos de 
Variación Cruzada se lo puede contemplar en la etapa de Minería de datos, y el 
proceso de ejecución del entrenamiento y validación utilizando los métodos hold-
out y k-fold se lo realizaría en la etapa de Interpretación y Evaluación. 
2.4. DESCRIPCIÓN METODOLÓGICA DE LA VALORIZACIÓN 
ECONÓMICA, TECNOLÓGICA, OPERACIONAL Y MEDIO 
AMBIENTAL DE LA PROPUESTA.  
2.4.1. VALORACIÓN ECONÓMICA:  
En la valoración económica, es importante mencionar los costos directos e 
indirectos, a través de los cuales se obtendrán los costos reales de la propuesta de 
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investigación. Con respecto al desarrollo de software, lo mejor es utilizar 
herramientas de código abierto, que pueden reducir considerablemente los costos 
al final del proyecto.  
2.4.2. VALORACIÓN TECNOLÓGICA:  
En esta valoración se considera las características y recursos necesarios para la 
ejecución del módulo realizado. Se realiza un análisis en base a los tiempos de 
respuesta del host en el cual se implementó la solución y se toma como referencia 
para establecer los requisitos mínimos de hardware y software.  
2.4.3. VALORACIÓN AMBIENTAL:  
Dado que Ecuciencia es un sistema web, implica que los docentes investigadores 
de la universidad puedan digitalizar sus artículos, libros y ponencias teniendo la 
posibilidad de acceder desde cualquier lugar, con lo que disminuye 
considerablemente el uso de archivos físicos para el traslado de la información. 
2.5. CONCLUSIONES CAPÍTULO II 
 Debido a la compatibilidad entre la metodología KDD y la del modelo 
Iterativo e Incremental, se puede realizar un híbrido para mejorar los 
tiempos empleados en la resolución de la propuesta. 
 El Método Cross-Validation será de gran ayuda en la validación de la 
propuesta, ya que el mismo permite verificar el porcentaje de exactitud 
que un algoritmo genera en el proceso de entrenamiento. Este método 
es el más recomendado ya que utiliza la información del dataset de 
Ecuciencia para realizar el test de validación, lo que genera una 













CAPÍTULO III. APLICACIÓN Y/O VALIDACIÓN DE LA 
PROPUESTA 
3.1. RESULTADOS DE DIAGNÓSTICO DEL PROBLEMA  
La presente investigación se orienta al mejoramiento del proceso de clasificación 
en la plataforma Ecuciencia, utilizando principalmente algoritmos de aprendizaje 
profundo que nos proporciona la librería TensorFlow de Google. La idea principal 
es que mediante la explotación de los datos almacenados en la base de datos de 
Ecuciencia, el sistema sea capaz de realizar un barrido y depuración de campos 
necesarios para obtener los patrones que influirán en el proceso de clasificación. 
Actualmente la plataforma Ecuciencia, tiene almacenado información de artículos, 
libros y ponencias realizados por los investigadores de la Universidad Técnica de 
Cotopaxi; dichos documentos científicos contienen una importante cantidad de 
información relevante en contexto científico, la misma que podría ser utilizada para 
realizar un proceso de minería de datos y texto para lograr entrenar algoritmos de 
inteligencia artificial y de esta manera generar que la herramienta tenga la capacidad 
de predecir la clasificación de líneas y sublíneas de investigación de futuros 
ingresos de publicaciones. 
Como se menciona durante el proceso de investigación, la solución más viable que 
se considera para afrontar la problemática es la aplicación de algoritmos de Deep 
Learning o aprendizaje profundo, los cuales son proporcionados por la herramienta 
TensorFlow. Para la aplicación y evaluación de los algoritmos, se emplea la 
metodología KDD, la misma que es muy útil para los procesos de inteligencia 
artificial, y por ende será más sencillo la manipulación de los datos y la 
visualización de resultados. 
El proceso de autoaprendizaje del algoritmo se lo realizará gracias al análisis 
constante de datos; lo que se pretende es implementar una política de activación del 
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algoritmo para que pueda estar regularmente realizando un análisis con los datos 
históricos y los nuevos datos que se vayan ingresando desde la última ejecución 
realizada. Esto con la finalidad de garantizar que las predicciones sean lo más 
acertadas posibles y que no tenga problemas al momento de realizar una evaluación 
de nuevos datos. 
3.1.1. TÉCNICAS DE INVESTIGACIÓN  
a) Observación: 
Al realizar un proceso de observación de la funcionalidad de la plataforma 
Ecuciencia, se pudo constatar la poca eficiencia que poseen los algoritmos de 
inteligencia artificial presentes en el sistema. Se pudo evidenciar que el proceso de 
predicción de Líneas y Sublíneas de investigación posee un problema, puesto que 
los algoritmos empleados, no tienen un adecuado proceso de retroalimentación, por 
lo que es muy fácil que, si existe un error en el análisis, no exista una política de 
reintentos y sus datos procesados erróneamente sean los mostrados al usuario final. 
b) Entrevista: 
La entrevista se realizó con el PhD. Gustavo Rodríguez quien se desempeñaba 
como coordinador del proyecto de la Red de Estudios Cienciométricos (REDEC), 
el mismo que fue uno de los pioneros en el desarrollo del sistema Ecuciencia. Con 
el análisis de las respuestas proporcionadas, se puede establecer el primer paso de 
la metodología de desarrollo de software establecido para la resolución de la 
presente propuesta. Se realizaron preguntas referentes al estado actual del Sistema 
Ecuciencia y las nuevas funcionalidades que hacen falta implementar en el software 
para su mejora.  
Para lo cual se realizó las siguientes preguntas:  
1. ¿Cuál es el objetivo de desarrollar el sistema denominado Ecuciencia?  
El desarrollo del sistema Ecuciencia tiene como propósito recolectar información y 
documentos científicos relacionados con las investigaciones realizada en la 
Universidad Tecnológica Cotopaxi, y el alcance del proyecto es cubrir todas las 
universidades del Distrito 3 e incluso todo el país. 
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Este proyecto se centra en la cienciometría, que es la ciencia a cargo del campo de 
investigación, cabe mencionar que las métricas que establece son amplias y se 
actualizarán constantemente. Hoy en día, en este país, la investigación juega un 
papel fundamental en su desarrollo e innovación. 
Las demás preguntas se encuentran en el Anexo I. 
3.2. RESULTADOS DE LOS MÉTODOS ESPECÍFICOS 
A través de la entrevista con el coordinador de REDEC se obtuvieron los requisitos 
necesarios para la implementación de la propuesta de investigación. En la entrevista 
se pudieron concluir los problemas actuales del sistema ECUCIENCIA, por lo que 
es significativo mejorar el proceso de clasificación de los datos de producción 
científica según la línea y sublínea de investigación en la Universidad Tecnológica 
Cotopaxi. Los requisitos derivados a partir de la encuesta y de la observación serán 
el punto de partida para la correcta resolución del problema de investigación. 
Una vez especificado la necesidad a resolver, es preciso comenzar aplicando las 
metodologías de desarrollo e inteligencia artificial expuestas en el capítulo anterior.  
3.2.1. METODOLOGÍA KDD  
Gracias a la entrevista realizada con anterioridad, y también como se constató en el 
análisis realizado mediante el proceso de la observación, se pudo evidenciar el uso 
de PostgreSQL como el gestor de base de datos principal. Una vez identificado el 
almacenamiento de datos, es posible realizar las etapas establecidas por la 
metodología KDD. 
a) Selección 
En la primera etapa del método se seleccionó e identificó la estructura interna de la 
base de datos que utiliza el sistema Ecuciencia, se observó que la base de datos 
hasta el momento de la que se desarrollaba la investigación supera las 60 tablas 
interrelacionadas. En la figura 7 se muestra en detalle el listado de las tablas que la 




Figura 7 Tablas de Base de Datos Ecuciencia 
Fuente: Investigador 
b) Preprocesamiento/limpieza.  
La base de datos del sistema Ecuciencia posee un amplio número de tablas en donde 
se almacenan sus datos gestionados, sin embargo, para realizar la implementación 
de la presente propuesta es necesario solo las relacionadas con los documentos 
científicos. Para seleccionar los parámetros necesarios en el proceso de minería de 
datos y la aplicación del algoritmo, se basa en los indicadores de medición científica 
que se muestran en la figura 8. 
 
Figura 8 Indicadores Cienciométricos 
Fuente: Investigador 
Gracias al apoyo del gráfico, se pudo interpretar que los datos más acertados para 
realizar el análisis mediante los algoritmos, son todos los relacionados a las palabras 
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claves. Para tener una mejor concepción de las relaciones existentes entre las tablas 
de la base de datos, se ha elaborado en la figura 9 el diagrama entidad relación de 
sus entidades principales. 
 
Figura 9 Diagrama Entidad - Relación 
Fuente: Investigador 
c) Transformación/reducción.  
En la minería de datos, un proceso muy importante es definir y seleccionar los 
atributos de las tablas que componen la base de datos, estos atributos se utilizan 
para realizar un análisis correcto de información y así lograr obtener los resultados 
esperados, evitando así inconsistencias de datos. La figura 10 muestra la definición 
de la tabla y los atributos que se utilizarán en el algoritmo seleccionado. De la 
misma manera, se mencionará el tipo de datos general del atributo, es decir, el tipo 
de datos numérico, alfabético o alfanumérico, y también se señalarán los atributos 
que sean establecidos como claves primarias. 
53 
 
Tabla Descripción de Tabla Atributo Tipo de Dato Descripción de Atributo
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
PalabraClave varchar
Atributo que registra las palabras claves 
del articulo científico
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
Articulo_id foreing key
Clave foránea, que indica con que 
artículo científico se relaciona el autor.  
User_id foreing key
Clave foránea, que indica con que 
registro de la tabla auth_user está 
relacionada la el autor del artículo. 
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
PalabraClave varchar
Atributo que registra las palabras claves 
del libro
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
Libro_id foreing key
Clave foránea, que indica con que libro 
se relaciona el autor. 
User_id foreing key
Clave foránea, que indica con que 
registro de la tabla auth_user está 
relacionada la el autor del libro.
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
PalabraClave varchar
Atributo que registra las palabras claves 
de la ponencia
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
Ponencia_id foreing key
Clave foránea, que indica con que 
ponencia se relaciona el autor. 
User_id foreing key
Clave foránea, que indica con que 
registro de la tabla auth_user está 
relacionada la el autor de la ponencia. 
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
PalabraClave varchar
Atributo que registra las palabras claves 
del proyecto 
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
Proyecto_id foreing key
Clave foránea, que indica con que 
proyecto se relaciona el autor
User_id foreing key
Clave foránea, que indica con que 
registro de la tabla auth_user está 
relacionada la el autor del proyecto. 
Proyecto
En esta tabla se almacenan los datos 
respectivos de un proyecto. 
AutoresProyecto 
En la tabla se almacena la 
información relacionada al grado de 
autoría que tiene un investigador en 
un proyecto. 
AutoresLibro 
En la tabla se almacena la 
información relacionada al grado de 
autoría que tiene un investigador en 
un libro. 
Ponencia 
En esta tabla se almacenan los datos 
respectivos a una ponencia. 
AutoresPonencia 
En la tabla se almacena la 
información relacionada al grado de 
autoría que tiene un investigador en 
una ponencia
Articulos_Cientificos 
 En esta tabla se almacenan los datos 
respectivos de un artículo científico. 
AutoresArticulos 
En la tabla se almacena la 
información relacionada al grado de 
autoría que tiene un investigador en 
un artículo científico.  
Libro 
Tabla en la cual se almacena la 
información relacionada con los 




Figura 10 Definición de Tablas y Atributos 
Fuente: Investigador tomando como referencia a Falconí y Gualpa [66] 
d) Minería de datos.  
Para el desarrollo de la presente propuesta se han empleado varios algoritmos de 
inteligencia artificial, los mismos que han logrado establecer un trabajo en 
comunión con la finalidad de lograr el objetivo trazado. Los algoritmos principales 
que se han utilizado en la resolución de la propuesta son: 
Algoritmo SKLearn: Esta librería es una de las más conocidas en el proceso de 
Machine Learning, internamente tiene varios módulos que son utilizados 
dependiendo el caso para análisis, clasificación, predicción, entre otras opciones 
más.  
Tabla Descripción de Tabla Atributo Tipo de Dato Descripción de Atributo
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
First_name varchar
Atributo que registra los nombres del 
investigador
Last_name varchar
Atributo que registra los apellidos del 
investigador
Email varchar
Atributo que registra el email del 
investigador
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
Cedula varchar
Atributo que registra el numero de 
identificación del investigador
User_id foreing key
Clave foránea, que indica con que 
registro de la tabla auth_user está 
relacionado el investigador
InformacionLaboral_id foreing key
Clave foránea, que permite identificar 
con que registro de la tabla información 
laboral está relacionado el investigador
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
Carrera_id foreing key
Clave foránea, que permite identificar 
con que registro de la tabla carrera está 
relacionado la información laboral. 
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
Nombre varchar
Atributo que registra el nombre de la 
carrera
Id int autoincremental (primary key)
Atributo que identifica de forma única a 
cada registro
Termino varchar Atributo que registra la palabra clave
User_id foreing key
Clave foránea, que indica con que 
registro de la tabla auth_user está 
relacionada la palabra clave.  
Carrera 
En esta tabla se almacén los datos 
referentes a las carreras de la 
Universidad. El id de esta tabla se 
utiliza como clave foránea en las 
tablas informacionLaboral y 
Sub_Lin_Investigacion. 
Palabra_Clave 
En esta tabla se almacena las 
palabras claves que contienen los 
artículos, libros y ponencias 
elaborados por los investigadores 
registrados en plataforma científica
Auth_user 
En esta tabla se almacena la 
información relacionada con el 
investigador que registra la 
producción científica. Los atributos 
de esta tabla se utilizarán para 
obtener los datos personales del 
investigador.  
Investigador 
En esta tabla se almacena los datos 
personales de los investigadores 
registrados en la plataforma 
científica Ecuciencia. El id de estos 
registros servirá para obtener la 
información de las tablas con las 
cuales se relaciona  el investigador.  
InformacionLaboral
En esta tabla se almacena los datos 
relacionados con la información 
laboral del investigador. El atributo 
carrera_id  servirá para obtener 
algunos datos del registro con el cual 
esté relacionado  en la tabla carrera. 
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Los módulos que fueron utilizados de esta librería fueron el “preprocessing” y el 
“metrics”, los cuales fueron de mucha ayuda para el tratamiento de datos de 
entrenamiento y test. 
Con el “preprocessing” se pudo codificar las etiquetas de las clases que para este 
caso vendrían a ser las líneas y sublíneas de investigación, y el “metrics” fue 
necesario para poder evaluar los datos de “train” y “test” a través de la matriz de 
confusión. En la figura 11 se muestra el resultado del proceso de evaluación 
considerando tres clases correspondientes a las sublíneas de investigación de la 
carrera de Ingeniería en Sistemas de Información: 
 
Figura 11 Matriz de confusión 
Fuente: Investigador 
Algoritmo NLTK: Es una de las librerías de minería de texto más utilizadas en la 
actualidad, internamente tiene módulos de análisis apoyados en la clasificación 
supervisada, y es muy útil para tokenizar palabras de un texto y realizar el 
tratamiento dependiendo de los parámetros especificados. Para la presente 
propuesta se lo empleó en una tarea muy importante, el realizar una limpieza de 
palabras comunes o “stopwords”, lo cual genera que todas las palabras que no 
tengan relevancia en el contexto científico, sean excluidas, esto con el fin de 
garantizar que los textos analizados tengan el menor ruido posible.  
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En la figura 12 se observa un ejemplo de un texto almacenado en la base de datos 
correspondiente a un artículo científico, y en la figura 13 se observa las palabras 
extraídas por el algoritmo para su tratamiento posterior. 
 
Figura 12 Texto de Resumen de Artículo Científico 
Fuente: Investigador 
 
Figura 13 Palabras extraídas al aplicar el algoritmo NLTK 
Fuente: Investigador 
Una de las ventajas del uso de NLTK es que puede soportar múltiples idiomas en 
un solo análisis, ya que como se lo aprecia en la figura 14, uno de los parámetros 
de su instancia es el lenguaje a ser procesado. 
 
 
Figura 14 Líneas de código del constructor del Algoritmo NLTK para análisis en español 
Fuente: Investigador 
Y considerando que Ecuciencia es una plataforma con visión de expansión a varios 
países e idiomas es necesario contar con estos soportes a multi idiomas, en la figura 
15 se puede apreciar un texto de un artículo científico desarrollado en el idioma 




Figura 15 Texto de Resumen de Artículo Científico en Inglés 
Fuente: Investigador 
 
Figura 16 Palabras extraídas al aplicar el algoritmo NLTK 
Fuente: Investigador 
TensorFlow: Es una herramienta prácticamente nueva, fue desarrollada por Google 
y es licencia libre. TensorFlow posee una amplia gama de algoritmos de aprendizaje 
profundo los cuales pueden ser utilizados sin restricción alguna. TensorFlow utiliza 
el lenguaje de programación Python como su Core principal, por lo que es 
totalmente compatible para el desarrollo de esta propuesta. 
Como se mencionó anteriormente, TensorFlow cuenta con varios algoritmos de 
Deep Learning de licencia libre. El algoritmo que se utilizó para el desarrollo del 
análisis y aprendizaje profundo fue Keras. 
Keras es un algoritmo que emplea Redes Neuronales Artificiales orientadas al 
Aprendizaje Profundo. Es muy sencilla de utilizar, pero ofrece un análisis potente. 
Es muy utilizada para el análisis predictivo de un conjunto de datos establecidos 
por clases y patrones comunes. Posee un motor de clasificación muy avanzado y en 
ocasiones puede ser utilizado a través del análisis media API’s. 
Keras es de mucha ayuda para el desarrollo de la propuesta, puesto que el análisis 
y clasificación depende en su mayoría de los resultados arrojados por este 
algoritmo. El trabajo de Keras estará dividido en dos partes fundamentales. En la 
primera, utilizará módulos para el análisis de los textos presentados por el algoritmo 
NLTK, en esta parte Keras se comunicará con los métodos nativos de TensorFlow 
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y realizará un análisis evaluando los datos por épocas. Es necesario establecer 
algunos parámetros para el análisis de tensores, los mismo vienen detallados en la 
tabla 4; estos parámetros son los que regulan los datos de entrenamiento y test y 
cuál es el número máximo de épocas en el proceso de análisis. 
Tabla 4 Parámetros enviados al algoritmo para su ejecución. 
Nombre de Variable Descripción Valor 
epochs Máximo número de veces 
que el algoritmo repetirá el 
análisis antes de detenerse.  
1000 
training_percentage Porcentaje de datos 
destinados para el 
entrenamiento del modelo  
80 
training_size Número de datos 
destinados para el 
entrenamiento del modelo 
Se calcula 
multiplicando la 
longitud del dataset con 
el porcentaje de 
entrenamiento 
x_train Datos de entrenamiento Datos obtenidos del 
dataset de 
entrenamiento 
x_test Datos de test Datos obtenidos del 
dataset destinados para 
test 
y_train Clases de entrenamiento Sublíneas de 
investigación 





En la segunda parte, Keras recibirá un nuevo texto a analizar; en esta parte Keras 
realizará un análisis predictivo de los nuevos datos ingresados con los resultados 
previamente obtenidos. En este punto Keras entregará al usuario final los 
porcentajes de predicción y clasificación que se le dio para cada una de las clases 
existentes en el modelo precargado. 
Para el análisis de datos de entrenamiento y test se utilizan los siguientes módulos:  
 Models: El cual se encarga de parsear los datos de las listas 
obtenidas de la base de datos en modelos requeridos por Keras para 
su análisis. 
 Layers: Se utiliza para agrupar todas las listas de datos en un solo 
paquete que será más manejable al momento del análisis. 
 Preprocessing: Tiene dos funciones principales, la primera, se 
encarga de tokenizar el conjunto de datos establecidos en los 
“Layers”, y la segunda enviar los datos al modelo predictivo 
mediante la función “fit_on_texts()”. 
Para el proceso de evaluación de nuevos datos ingresados se utiliza el siguiente 
módulo: 
 Models: Es utilizado para cargar el modelo obtenido en el proceso 
de análisis y dar una clasificación al nuevo texto de ingreso a través 
del método “model.predict()”. 
e) Interpretación/evaluación  
Cuando se ejecuta el algoritmo enviando los parámetros especificados en la tabla 4, 
lo primero que se puede observar es como TensorFlow realiza el proceso de 
entrenamiento en las diferentes épocas hasta encontrar la menor cantidad de datos 
perdidos. En la figura 17 se puede evidenciar parte de los logs producidos en el 
proceso de análisis que TensorFlow realiza. Adicionalmente en la figura 18 se 
puede visualizar el final de los logs producidos; el parámetro enviando en la 
variable de épocas fue 1000 sin embargo como se aprecia en la figura 18, el 
algoritmo solo necesito de 89 épocas para entrenar el modelo de manera eficiente.  
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En los logs también se pueden apreciar algunas variables importantes que se 






Figura 17 Inicio de log producido por el Análisis de TensorFlow 
Fuente: Investigador 
 
Figura 18 Fin de log producido por el Análisis de TensorFlow con el límite de 89 épocas 
Fuente: Investigador 
Una vez que el algoritmo realiza el proceso de análisis, genera listas de datos, las 
mismas que gracias a la estructura de Django es muy fácil renderizarlas. En las 
vistas de Django se realiza el encapsulamiento de datos en un diccionario genérico 
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el mismo que será enviado al template especificado. Esta programación se la puede 
evidenciar en la figura 19. 
Con el diccionario de datos enviados al template, se lo recibe y trata en JavaScript 
para posteriormente poder ser representados mediante gráficos estadísticos como 
por ejemplo el “Linear Plot”, que es uno de los más utilizados en Inteligencia 
Artificial. En la figura 20 se puede apreciar una porción del código de JavaScript 
que captura los datos recibidos desde el template. 
 
Figura 19 Renderizado de datos desde Vista a Template 
Fuente: Investigador 
 
Figura 20 Captura de datos enviados desde la vista 
Fuente: Investigador 
Además, si podemos apreciar en la figura 20, existen líneas de códigos referentes a 
la impresión de logs en la consola, en la figura 21 se puede apreciar el log de la 
variable “confusionMatrix”, el mismo que presenta la matriz producida por los 
resultados del análisis de TensorFlow. En la figura 22 se imprime también el log de 
la variable “labels”, el cual representa el array de las clases de clasificación, que 
para nuestro caso de estudio corresponde a las sublíneas de investigación. Y por 
último en la figura 23, se muestra la lista de valores porcentuales de datos perdidos 
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generados en cada una de las épocas representadas en la figura 17, esto con la 
finalidad de visualizarlos a través de un gráfico lineal como se lo podrá apreciar en 
la figura 24. 
Adicionalmente, en la figura 25 se muestra también una tabla de valores que indican 
el nivel de exactitud arrojada por la predicción, para este caso se muestran los datos 
correspondientes a “F1”, “PRECISION”, “RECALL” y “ACCURACY”. 
Cabe recalcar que los datos representados en la figura 21 se utilizarán para 
visualizar una matriz de confusión dibujada a nivel de la interfaz gráfica del usuario 
como se lo mostró en la figura 11. 
 
Figura 21 Log de “confusionMatrix” 
Fuente: Investigador 
 
Figura 22 Log de “labels” 
Fuente: Investigador 
 
Figura 23 Log de valores porcentuales producidos por las épocas 
Fuente: Investigador 
 






Figura 25 Variables de evaluación del modelo 
Fuente: Investigador 
Una vez entrenado el modelo, lo siguiente es probar la predicción, para ello es 
necesario introducir nuevos datos de entrada y visualizar que los resultados 
generados tengan coherencia. En la figura 26 se muestra la porción de código que 
es utilizado para evaluar el nuevo texto ingresado. 
 
Figura 26 Código de predicción de nuevo texto 
Fuente: Investigador 
Para el ejemplo emplearemos la frase de prueba “Los algoritmos de clasificación 
son muy utilizados en el análisis de modelos predictivos”, en base a la experiencia, 
se entiende que la frase corresponde a la sublínea de Robótica e Inteligencia 
Artificial. Para poder visualizar de mejor manera cuales son los resultados de 
predicción arrojados por el algoritmo se empleó dos gráficos estadísticos, el 
diagrama tipo pastel y el diagrama de barras; en la figura 27 se muestra el gráfico 
tipo pastel, en el cual se visualiza claramente la superioridad de la sublínea 
“Robótica e Inteligencia Artificial”, quien muestra un 99.98% de predicción, 




Figura 27 Diagrama de Pastel con valores porcentuales de predicción 
Fuente: Investigador 
En la figura 28, se muestra también una comparativa de los porcentajes obtenidos, 
sin embargo, esta vez en forma de barras: 
 
Figura 28 Diagrama de Barras con valores porcentuales de predicción 
Fuente: Investigador 
Entonces como conclusión existe una correcta predicción ya que como vimos las 
estadísticas porcentuales se apegan a la realidad por lo que se concluye que el 
modelo entrenado es confiable y evalúa datos coherentes y consistentes. Por último, 
como resultado también se establece en un diagrama de porcentaje, cual es el valor 
porcentual que obtuvo la clase con más puntuación, esta información se la puede 




Figura 29 Porcentaje de predicción de clase con mayor peso 
Fuente: Investigador 
En conclusión, la aplicación del algoritmo Keras de TensorFlow conjuntamente con 
el resto de algoritmos citados, realizaron un trabajo correcto de predicción, y por 
ende se puede aprobar el uso de los mismo en el proceso del desarrollo del nuevo 
módulo.  
3.2.2. MODELO ITERATIVO INCREMENTAL 
Gracias a que la metodología del modelo Iterativo Incremental es muy flexible y 
puede ser utilizada para otros marcos de trabajo que no sea precisamente el 
desarrollo de software, se puede realizar un trabajo en conjunto con la metodología 
KDD para complementar de mejor manera la propuesta tecnológica. En la figura 
30, se puede visualizar un híbrido resultante de la combinación de ambas 
metodologías, siempre respetando los pasos que cada una establece de manera 
individual. Cabe recalcar que esta nueva metodología mostrada es el resultado de 
la presente propuesta, por lo que es posible que no se tenga algún antecedente de la 
misma. 
Para la aplicación de la Metodología del Modelo Iterativo Incremental en la 
presente propuesta, se decidió dividirla en cuatro Iteraciones. La primera que hace 
referencia al tratamiento de datos utilizando la librería NLTK; el trabajo realizado 
en esta iteración fue netamente a nivel de Backend por consiguiente no existe una 
representación visual del resultado obtenido. En la segunda iteración, se realizó una 
minería de texto aplicando el algoritmo SKLearn, el mismo que se encargó de 
recopilar los datos salientes de la primera iteración y analizarlos para generar 
patrones de clasificación y como resultado se obtuvo los valores para la matriz de 
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confusión observados en la figura 11. La tercera iteración se la dedicó al desarrollo 
del algoritmo Keras de TensorFlow, en dicha iteración se realizó tanto la 
programación para el entrenamiento del algoritmo, así como también la predicción 
cuando existe un nuevo texto a analizar. Y la última iteración se la dedico netamente 
a la parte del Frontend, puesto que, con los datos resultantes tanto de la segunda 
como la tercera iteración, se puede realizar gráficas estadísticas presentables al 
usuario. En la figura 31 se establece el diagrama correspondiente a las iteraciones 
realizadas. 
 
Figura 30 Metodología KDD – Iterativa Incremental 
Fuente: Investigador 
 




A continuación, se recopilarán las distintas etapas de la metodología de manera 
general, es decir, no se especificarán en base a iteraciones, sino en base a la 
propuesta en su totalidad: 
a) Análisis 
Esta etapa se la realizó en dos puntos importantes, el análisis de requerimientos, el 
mismo que contendrá toda la especificación de requerimientos obtenidos gracias a 
los instrumentos de recopilación de información (entrevista y observación), y los 
diagramas propios de la fase, los mismo que establece una mejor comprensión de 
los requerimientos solicitados. 
Análisis de requerimientos: 
Para el análisis de requisitos se utilizará la especificación de requisitos de acuerdo 
con la plantilla IEEE, que es propicia para este proceso y es muy importante para 
la recopilación de información para desarrollar correctamente el módulo. 
Introducción: 
El presente apartado del documento, se dedica exclusivamente al análisis de los 
requerimientos obtenidos en el proceso de investigación y recopilación de 
información. El apartado considerará puntos importantes proporcionados por las 
normas IEEE 830 acorde al análisis y establecimiento de requerimientos. Todos los 
requerimientos detallados, corresponden al desarrollo del módulo de clasificación 
y predicción de Líneas y Sublíneas de investigación generados a través de minería 
de texto apoyados en algoritmos de Deep Learning propios de TensorFlow. 
Propósito: 
La documentación proporcionada es responsable de definir los requisitos 
funcionales y no funcionales para el diseño e implementación del nuevo módulo. 
Alcance: 
Está destinado para todos los docentes investigadores, y usuarios que interactúen 
directamente con el sistema Ecuciencia. 
Personal involucrado: 
En la tabla 5 se especifica el personal involucrado: 
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Tabla 5 Información de involucrados. 
INFORMACIÓN DE INVOLUCRADO 
Nombre:  Diego Geovanny Falconí Punguil.  
Rol:  Analista, diseñador y programador.  
Categoría Profesional:  • Ingeniero  en  Informática  y 
 Sistemas Computacionales.  
• Estudiante de Maestría de Sistemas de Información.  
Responsabilidad:  Analista de requerimientos, diseño y programación del nuevo 
módulo.  
Información  de 
contacto:  
dfalconi0774.pos@utc.edu.ec  
Elaborado por: Investigador 
Definiciones, acrónimos y abreviaturas: 
Tabla 6 Definiciones, acrónimos y abreviaturas 
NOMBRE  DESCRIPCIÓN  
INVESTIGADOR  Docente investigador con libros, revistas científicas publicadas.  
USUARIO 
EXTERNO  
Persona que externamente a la Universidad Técnica de Cotopaxi 
visualizará la información subida por el investigador.  
UTC  Universidad Técnica de Cotopaxi.  
ERS  Especificaciones de Requisitos de Software.  
RF  Requisitos Funcionales.  
RNF  Requisitos no Funcionales.  
Elaborado por: Investigador 
Referencias: 
Tabla 7 Referencias 
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TÍTULO DEL DOCUMENTO  REFERENCIA  
Standard IEEE 830-1998  IEEE  
Elaborado por: Investigador 
Resumen: 
Este documento está dividido en dos partes, la primera parte está relacionada con 
la descripción general de las especificaciones del módulo y se introduce de acuerdo 
con los requisitos de los usuarios responsables del sistema Ecuciencia. La segunda 
está destinada hacia la definición detallada de los requerimientos para satisfacer las 
necesidades de los usuarios, esto se realizará por medio de los requerimientos 
funcionales y no funcionales. 
DESCRIPCIÓN GENERAL 
Perspectiva del producto:  
El módulo de análisis y predicción de datos a través de algoritmos de Deep 
Learning, dentro de Ecuciencia generará un gran impacto, ya que apoyará a los 
usuarios que generan publicaciones a sugerir las sublínea y línea de investigación 
que está apuntando, esto producirá dos efectos importantes, la optimización de 
tiempo para que el investigador publique su artículo, y la restricción de que el 
usuario proponga esa información, puesto que muchas de las veces se lo realiza de 
manera errónea llenando así la base de datos con data inconsistente. 
Funcionalidad del producto: 
La funcionalidad principal del módulo es permitir a la plataforma analizar la 
información existente en la base datos, y a partir de ella generar conocimiento y 
mejorar su nivel de predicción. 
Características de los usuarios: 






Tabla 8 Usuarios 
Usuarios  Actividades 
Docente Investigador  Encargado de subir sus libros, revistas y artículos científicos. 
Usuario externo. Visualizar la información presentada por el sistema Ecuciencia. 
Elaborado por: Investigador 
DEFINICIÓN DE REQUERIMIENTOS 
Los requerimientos considerados para esta propuesta se dividen en, los funcionales 
y no funcionales. Los requerimientos funcionales son aquellos que surgen a partir 
de los datos recabados en la entrevista, es decir aquellos que el usuario solicita se 
dé un mantenimiento. Los requerimientos no funcionales son aquellos que no 
necesariamente son solicitados por el usuario pero que se deben considerar al 
desarrollar un software, por ejemplo, el establecimiento de colores de la 
organización en la interfaz, aplicación de seguridades, entre otros. A continuación, 
se detallará cada uno de ellos. 
Requerimientos Funcionales (RF): 
A continuación, se detallan los requerimientos funcionales obtenidos a partir de la 
entrevista realizada al PhD. Gustavo Rodríguez. En las tablas 9, 10, 11, 12, 13 y 14 
se observan los requerimientos con su detalle correspondiente: 
Tabla 9 RF01 
HISTORIA DE USUARIO  
Número:  1 Usuario:  Investigador 
Nombre de la Historia:  Mejoramiento del proceso de predicción del sistema 




Descripción:   
El Usuario requiere un módulo que mejore el proceso de predicción 
al momento de establecer una línea y sublínea de investigación 
cuando un nuevo documento científico esté por ingresar. 
Elaborado por: Investigador 
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Tabla 10 RF02 
HISTORIA DE USUARIO  
Número:  2 Usuario:  Investigador 
Nombre de la Historia:  Uso de algoritmos de aprendizaje profundo 




Descripción:   
El Usuario propone utilizar algoritmos de aprendizaje profundo para 
mejorar el nivel de predicción y clasificación de datos. 
Elaborado por: Investigador 
Tabla 11 RF03 
HISTORIA DE USUARIO  
Número:  3 Usuario:  Investigador 
Nombre de la Historia:  Análisis con minería de texto 




Descripción:   
El Usuario considera que el sistema se debe encargar de realizar un 
análisis de texto para obtener una clasificación de líneas y sublíneas de 
investigación. 
Elaborado por: Investigador 
Tabla 12 RF04 
HISTORIA DE USUARIO  
Número:  4 Usuario:  Investigador 
Nombre de la Historia:  Predicción de clasificación a nuevos datos ingresados 






Descripción:   
El Usuario manifiesta que cuando un investigador ingrese un nuevo 
documento científico, el sistema sea el encargado de sugerir a qué línea 
y sublínea pertenece. 
Elaborado por: Investigador 
Tabla 13 RF05 
HISTORIA DE USUARIO  
Número:  5 Usuario:  Investigador 
Nombre de la Historia:  Uso de TensorFlow 




Descripción:   
El Usuario sugiere el uso de TensorFlow para la implementación del 
nuevo módulo. 
Elaborado por: Investigador 
Tabla 14 RF06 
HISTORIA DE USUARIO  
Número:  6 Usuario:  Investigador 
Nombre de la Historia:  Visualización de resultados generados 




Descripción:   
El Usuario requiere una visualización de resultados los mismo que se 
utilizarán para el análisis de la predicción efectuada. 




Requerimientos No Funcionales (RNF): 
A continuación, se detallan los requerimientos no funcionales mismos que se 
encuentra descritos en las tablas 15, 16, 17, 18 y 19: 
Tabla 15 RNF01 
REQUERIMIENTO NO FUNCIONAL 
Número:  1 Usuario:  Investigador 
Nombre de la Historia:  Interfaz del Sistema 




Descripción:   
Las interfaces del sistema deben respetar los colores propios de 
Ecuciencia. Además, deben ser sencillas y tener características 
resposive. 
Elaborado por: Investigador 
Tabla 16 RNF02 
REQUERIMIENTO NO FUNCIONAL 
Número:  2 Usuario:  Investigador 
Nombre de la Historia:  Nivel de Eficiencia Alto 




Descripción:   
El módulo debe tener un tiempo de respuesta considerablemente bajo, 
puesto que es de vital importancia en la navegabilidad dentro de 
internet. 







Tabla 17 RNF03 
REQUERIMIENTO NO FUNCIONAL 
Número:  3 Usuario:  Investigador 
Nombre de la Historia:  Restricción de usuarios 




Descripción:   El módulo contendrá un acceso público para cualquier usuario. 
Elaborado por: Investigador 
Tabla 18 RNF04 
REQUERIMIENTO NO FUNCIONAL 
Número:  4 Usuario:  Investigador 
Nombre de la Historia:  Confiabilidad 




Descripción:   
Los resultados obtenidos en la predicción deben tener al menos el 95% 
de credibilidad para evitar problemas de confusión en futuros análisis. 
Elaborado por: Investigador 
Tabla 19 RNF05 
REQUERIMIENTO NO FUNCIONAL 
Número:  5 Usuario:  Investigador 
Nombre de la Historia:  Seguridad 
Prioridad:  Alta 
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Descripción:   
El sistema debe evitar lo más posible generar logs públicos los cuales 
pueden ser utilizados de forma irresponsable. 
Elaborado por: Investigador 
Diagramas de Análisis: 
Los diagramas realizados en el proceso de análisis que se han considerado son: 
 Casos de Uso.  
 Diagramas de Actividades. 
 Diagrama de Entidad - Relación.  
 Diagrama de secuencia. 
Los mismos se podrán visualizar en el Anexo II al final del presente documento. 
b) Diseño 
En la etapa de Diseño se realizó una interpretación de los diagramas expuestos en 
la etapa de Análisis. En la etapa de diseño se propuso el maquetado de las 
principales interfaces gráficas de usuario que serán habilitadas para la interacción 
con los Stakeholders, en el Anexo III se destinó un espacio para las maquetaciones 
mencionadas.  
c) Implementación 
Esta etapa es la más extensa del proceso de desarrollo de software, aquí se establece 
la codificación necesaria, en el Anexo IV, se puede visualizar parte del código 
desarrollado tanto en el lenguaje Python como en el Lenguaje JavaScript para la 
solución del problema. Adicionalmente en el Anexo V se muestran capturas de 





d) Pruebas  
En esta etapa, los resultados serán verificados de acuerdo con los requerimientos 
tomados en las etapas anteriores. Para la verificación, es necesario utilizar una 
matriz de prueba, que se puede ver en el Anexo VI. Este trabajo lo debe realizar la 
persona encargada del test del sistema. 
3.3. RESULTADOS DEL DISEÑO EXPERIMENTAL Y/O MÉTODO DE 
CRITERIO DE EXPERTOS 
3.3.1. MÉTODO DE VALIDACIÓN CRUZADA   
Como se mencionó anteriormente, el método utilizado para la validación de la 
presente propuesta es el Cross-Validation, y se separó por etapas, a continuación, 
se muestran los resultados de cada una de ellas: 
Etapa 1: En esta se realiza una extracción de los datos pertenecientes a documentos 
científicos ligados a la carrera del Ingeniería en Sistemas de Información, para ello 
se emplea el Query disponible en el Anexo VII, en el mismo que también se puede 
apreciar el resultado de la consulta extraída. 
Etapa 2: En esta etapa se realizó la primera validación utilizando el método “hold-
out”, para ellos el 80% del total de datos se los destinó para entrenamiento y el 20% 
restante se lo utilizó para los test del modelo. En la figura 32 se muestra el resultado 
de la validación obtenida a través de la consola de Python, en el cual se aprecia un 
porcentaje de exactitud del 94.44%. 
 




Etapa 3: En esta etapa se consideró el uso del método “k-fold”, para ello se 
estableció un k de 25 iteraciones, en la cual recopilará los datos de nivel de exactitud 
por cada iteración y representará un promedio general del porcentaje de exactitud. 
En el Anexo VIII se muestran los logs resultantes del análisis, en donde se aprecian 
los puntajes de cada iteración y el promedio general de todas las iteraciones. 
Adicionalmente en la figura 33 se muestran los resultados tabulados del análisis 
obtenido con el método “k-fold”. 
 
Figura 33 Resultado de validación “k-fold” con k = 25 
Fuente: Investigador 
Etapa 4: Finalmente para tener una representación visual de los resultados, se 
realizó un diagrama general de los datos obtenidos en cada una de las iteraciones. 
En la figura 34 se muestra los resultados del método “hold-out” y en la figura 35 se 































Figura 34 Representación visual del método “hold-out” 
Fuente: Investigador 
 




Interpretación: Gracias a los datos obtenidos y representados en la figura 33, se 
puede emplear diferentes métodos de interpretación de resultados. Uno de los más 
conocidos, y compatibles con el método “Cross Validation” es el de desviación 
estándar. En la figura 36 se muestra la tabulación de los datos con sus respectivos 
cálculos de Promedio y Desviación Estándar: 
 
 





Epocas Datos Promedio Limite Max Limite Min
1 93,33 97,238 100,693831 93,7821692
2 93,33 97,238 100,693831 93,7821692
3 93,33 97,238 100,693831 93,7821692
4 93,33 97,238 100,693831 93,7821692
5 100 97,238 100,693831 93,7821692
6 100 97,238 100,693831 93,7821692
7 93,33 97,238 100,693831 93,7821692
8 100 97,238 100,693831 93,7821692
9 100 97,238 100,693831 93,7821692
10 100 97,238 100,693831 93,7821692
11 92,86 97,238 100,693831 93,7821692
12 100 97,238 100,693831 93,7821692
13 92,86 97,238 100,693831 93,7821692
14 100 97,238 100,693831 93,7821692
15 100 97,238 100,693831 93,7821692
16 92,86 97,238 100,693831 93,7821692
17 100 97,238 100,693831 93,7821692
18 100 97,238 100,693831 93,7821692
19 92,86 97,238 100,693831 93,7821692
20 100 97,238 100,693831 93,7821692
21 100 97,238 100,693831 93,7821692
22 100 97,238 100,693831 93,7821692
23 92,86 97,238 100,693831 93,7821692
24 100 97,238 100,693831 93,7821692








El resultado se lo representa de manera visual en la figura 37: 
 
Figura 37 Gráfico de Desviación Estándar 
Fuente: Investigador 
La desviación estándar es la medida más común de dispersión, representa el grado 
de distribución entre los datos y el promedio. Cuanto mayor sea la desviación 
estándar, mayor será la dispersión de los datos. Como se muestra en la figura 37, 
los resultados de la validación utilizando el método “Cross Validation”, en su 
mayoría se encuentra ubicados dentro del rango establecidos entre el límite superior 
e inferior de la desviación estándar, lo cual representa la estabilidad de los 
resultados de las pruebas realizadas. 
Con estos datos también es posible realizar la prueba de Distribución Normal; En 




Figura 38 Cálculo de Distribución Normal 
Fuente: Investigador 
En la figura 39 se representa gráficamente los resultados obtenidos en la figura 38. 
 























En la figura 40 se muestra la Campana de Gauss trazada en la herramienta GeoGebra. 
 
Figura 40 Campana de Gauss 
Fuente: Investigador 
 Como se puede apreciar en la figura 40 existe un 68% de probabilidades de que, en pruebas 
futuras, el resultado supere el 94% de porcentaje de exactitud. En la figura 41 se puede 
visualizar que casi el 95% de las pruebas realizadas, probablemente tendrán un valor 
superior al 90%. 
 
Figura 41 Probabilidad de que el resultado sea mayor al 90% 
Fuente: Investigador 
En base a estas validaciones, si se realiza una ponderación utilizando los valores 
establecidos en la tabla 3, la validación de la hipótesis se lo catalogaría en un nivel 
“Alto”, lo cual prueba que la implementación de la presente propuesta es aceptada. 
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3.4. RESULTADOS DE LA VALORIZACIÓN ECONÓMICA, 
TECNOLÓGICA, OPERACIONAL Y AMBIENTAL  
3.4.1. VALORACIÓN ECONÓMICA: 
 Para la valoración económica de la presente propuesta, se considerarán 
todos los aspectos importantes que se llevaron a cargo en el proceso del desarrollo. 
Los gastos producidos se los dividirán en dos, los directos, y los indirectos, para 
posteriormente establecer una sumatoria total lo cual representará el costo total del 
proyecto. 
a) Gastos Directos 
Tabla 20 Gastos Directos 
GASTOS DIRECTOS 
DESCRIPCIÓN  DETALLE  
CANTIDAD / 
HORAS  
PRECIO  TOTAL  
Desarrollo de 
Software 
Iteración I 100 15,00 1500,00 
Iteración II 100 15,00 1500,00 
Iteración III 100 15,00 1500,00 
Iteración IV 100 15,00 1500,00 
Equipos 
Tecnológicos 
Computador 1 1500,00 1500,00 
Mejoras en equipos 1 500,00 500,00 
Servicio de Internet  320 0,60 192,00 
Insumos de Oficina 
Impresiones  400 0,10 40,00 
Resma de papel 2 3,50 7,00 
Carpetas 5 0,75 3,75 
Anillados  5 0,80 4,00 
Elaborado por: Investigador 







b) Gastos Indirectos 
Tabla 21 Gastos Indirectos 
GASTOS INDIRECTOS 
DESCRIPCIÓN  DETALLE  
CANTIDAD / 
HORAS  
PRECIO  TOTAL  
Otros Gastos 
Transporte 10 1,50 15,00 
Alimentación 10 2,00 20,00 
Imprevistos 1 100,00 100,00 
Elaborado por: Investigador 
  Total 
135,00 
c) Gastos Totales 
Tabla 22 Gastos Totales 
COSTO TOTAL DEL PROYECTO 
DETALLE TOTAL 
Gastos Directos 8246,75 
Gastos Indirectos 135,00 
TOTAL 8.381,75 
Elaborado por: Investigador 
Como se puede visualizar en las tablas 20, 21 y 22 el costo total de la propuesta 
tendría un valor aproximado de 8.381,75 dólares. Este valor es un estimado, sin 
embargo, es probable que el valor ascienda debido a las horas utilizadas para la 
investigación y test de funcionamiento. 
3.4.2. VALORACIÓN TECNOLÓGICA:  
Para poder dar una valoración de cuáles son los requisitos mínimos de Hardware y 
Software para el correcto funcionamiento del módulo, se considerará como 
referencia el equipo en el cual fue implementado. Las características serán 






a) Requisitos mínimos de Hardware 
Tabla 23 Requisitos Mínimos de Hardware. 
REQUISITOS MÍNIMOS DE HARDWARE 
Procesador  1.4 GHz 
Arquitectura 64 bits 
Memoria RAM  6 GB 
Espacio en Disco  512 GB 
Ethernet  
Adaptador de Ethernet de 10/100 
base T Gigabit 
Elaborado por: Investigador 
b) Requisitos mínimos de Sistema Operativo (Software) 
Tabla 24 Requisitos Mínimos de Hardware. 
REQUISITOS MÍNIMOS DE SISTEMA OPERATIVO 
Sistema Operativo Windows 8 
Versión de Python 3.6 
Versión de Django 1.11 
Versión de TensorFlow 2.0 
Elaborado por: Investigador 
3.4.3. VALORACIÓN AMBIENTAL:  
Gracias a que Ecuciencia lleva el registro de Documentos Científicos de manera 
digital, esto implica que aporta con la disminución de hojas de impresión, lo cual 
ayuda significativamente en el tema ambiental. Adicionalmente cabe recalcar que 
al ser un sistema Web, cualquier usuario podrá acceder a su información desde 
cualquier lugar, esto implica que no necesitarían descargar e imprimir ningún 
archivo para tenerlo a la mano. 
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3.5.  DISCUSIÓN DE LA APLICACIÓN Y VALIDACIÓN DE LA 
PROPUESTA  
La investigación planteada al inicio de la propuesta tiene como objetivo 
implementar funciones basadas en la tecnología que actualmente se investiga y se 
pone en práctica en todo el mundo. Hoy en día uno la aplicación de algoritmos de 
Inteligencia Artificial se ha ido incrementando en gran medida en los grandes 
sistemas de información alrededor del mundo, por ende, también se lo consideró 
como parte de la plataforma Web Ecuciencia. Con el apoyo de TensorFlow, el cual 
nos ofrece un catálogo amplio de algoritmos de aprendizaje profundo, se ha 
desarrollado un nuevo módulo que permita la clasificación y predicción de líneas y 
sublíneas de investigación a nuevas publicaciones que se vayan a registrar en el 
sistema. 
En el transcurso de la investigación se pudo notar el alto nivel de compatibilidad 
existente entre las metodologías KDD y la del modelo Iterativo e Incremental, es 
por esta razón que se optó por generar un híbrido para así crear un nuevo marco de 
trabajo que puede ser utilizado para trabajos futuros, el mismo está especificado en 
la figura 30. 
En cuanto a la implementación de la solución de la propuesta, se pudo generar una 
combinación de diferentes algoritmos para el trabajo en conjunto, esta sociedad 
hizo posible el perfeccionamiento del nivel de predicción y entrenamiento de los 
datos existentes en Ecuciencia. 
Es importante señalar que el apoyo de TensorFlow para el desarrollo de esta 
propuesta fue de vital importancia, puesto que, gracias a su arquitectura, fue 
totalmente compatible con la estructura actual de Ecuciencia. Además, durante el 
proceso de validación de resultados, se pudo evidenciar que los tiempos que le toma 
a los algoritmos en el entrenamiento fue relativamente bajo, lo cual garantiza tener 
una eficiencia al momento de entrenar el modelo. Por otra parte, también se pudo 
apreciar, que, al momento de dar una predicción, lo hizo de una manera rápida y 
precisa lo cual garantiza que sus predicciones tienen un margen de error muy 
reducido, generando así confianza en ejecuciones futuras. 
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Además, gracias al método Cross-Validation, se pudo demostrar la eficiencia y el 
alto nivel de exactitud del entrenamiento de los algoritmos seleccionados para 
resolver la problemática. Esto demuestra que la aplicación de algoritmos de Deep 
Learning utilizando TensorFlow, mejorará significativamente el nivel del 
tratamiento de datos de la producción científica correspondiente a la relación entre 
documentos científicos y líneas de investigación de la Universidad Técnica de 
Cotopaxi.  
3.6. CONCLUSIONES CAPÍTULO III 
 El uso de la metodología KDD, y la metodología del modelo Iterativo e 
Incremental, jugaron un papel muy importante para la resolución de la 
propuesta. Incluso se pudo realizar una combinación efectiva de estas dos 
metodologías para efectuar el desarrollo de software y minería de datos. 
 El proceso de entrenamiento de los algoritmos de aprendizaje profundo 
resultó sencillo gracias a la versatilidad de TensorFlow, puesto que, con su 
experiencia, aportó al entrenamiento de manera eficiente y eficaz. 
 El uso del método Cross-Validation, aportó significativamente a la 
validación de la propuesta, ya que, en la serie de test realizados sobre el 
conjunto de entrenamiento, ratifico un alto grado de exactitud, estableciendo 













 La Cienciometría aporta significativamente en el crecimiento de sistemas 
de información de producción científica con alto nivel de conocimiento 
puesto que la misma, regula en base a estándares de evaluación para 
asegurar la calidad de publicaciones científicas. 
 En los últimos tres años, se han realizado diversas publicaciones de artículos 
y tesis que han centrado su atención en Ecuciencia, dichas investigaciones 
muestran claramente la importancia del análisis de datos aplicando diversos 
algoritmos de Inteligencia Artificial, sin embargo, también se evidenció la 
falta de una herramienta de aprendizaje profundo para mejorar la calidad de 
procesamiento de información en base a clasificación y predicción. 
 Existen diversas metodologías orientadas a minería de datos e Inteligencia 
Artificial, sin embargo, la que se considera la más completa es precisamente 
la metodología KDD, la misma que guía al investigador a través de varias 
etapas partiendo desde la recolección de datos hasta la producción del 
conocimiento, utilizando técnicas de filtrado y limpieza de información 
innecesaria. 
 Gracias al método Cross-Validation, el cual brinda un lineamiento para el 
proceso de validación de algoritmos de inteligencia artificial, se pudo 
apreciar la factibilidad de ejecución de la presente propuesta al obtener una 
calificación de sobre el 90% de exactitud, lo cual, en términos cualitativos, 
se lo cataloga dentro de un rango relativamente alto. 










 Es importante tener en cuenta la importancia que se le debe dar a la 
consistencia de datos antes de realizar un proceso de entrenamiento dentro 
de un algoritmo de inteligencia artificial para garantizar la calidad de 
predicción que se puede obtener. 
 Se recomienda emplear un recurso humano para la limpieza de datos para 
el entrenamiento inicial del algoritmo, puesto que así se garantizará mayor 
veracidad en los datos obtenidos. 
 Si se considera pertinente, se podría emplear el híbrido entre la metodología 
KDD y la del modelo Iterativo e Incremental, para la resolución de trabajos 
futuros con contextos similares al presente. 
 Se sugiere aprovechar al máximo el uso de TensorFlow en la producción 
científica de Ecuciencia, debido a que es sencillo de comprender y tiene un 
amplio catálogo de funcionalidades aún por descubrir. 
 Se invita a los futuros investigadores de Ecuciencia a que se dé continuidad 
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ANEXO I: Entrevista  
Para lo cual se realizó las siguientes preguntas:  
2. ¿Cuál es el objetivo de desarrollar el sistema denominado Ecuciencia?  
El desarrollo del sistema Ecuciencia tiene como propósito recolectar información y 
documentos científicos relacionados con las investigaciones realizada en la 
Universidad Tecnológica Cotopaxi, y el alcance del proyecto es cubrir todas las 
universidades del Distrito 3 e incluso todo el país. 
Este proyecto se centra en la cienciometría, que es la ciencia a cargo del campo de 
investigación, cabe mencionar que las métricas que establece son amplias y se 
actualizarán constantemente. Hoy en día, en este país, la investigación juega un 
papel fundamental en su desarrollo e innovación. 
3. ¿Cómo contribuye la implementación de este sistema a la Universidad 
Técnica de Cotopaxi? 
El sistema ayudará a las autoridades universitarias a tomar decisiones, ya que la 
información recopilada se utilizará para generar diversas formas de imágenes 
visuales, por ejemplo, las carreras que están produciendo más material científico o 
cuales son las líneas y sublíneas más copadas.   
4. ¿Cuánto tiempo lleva funcionando el sistema Ecuciencia? 
ECUCIENCIA, es parte del proyecto investigativo Red de Estudios 
Cienciométricos (REDEC), el mismo que comenzó en el año 2018.      
5. ¿Cuáles son las funciones actuales del sistema?  
Actualmente el sistema tiene una infraestructura totalmente funcional, y permite la 
gestión de usuarios, investigadores, así como sus aportes científicos, además tienen 
algunos módulos de análisis de datos apoyados en inteligencia artificial, por 
ejemplo, los grafos de redes sociales, mapas de clasificación dependiendo de sus 






5. ¿Cuál es el uso de la información recopilada?  
El departamento de investigación utiliza la información recopilada para analizar los 
documentos de cada investigador y emitir un certificado, así como ver cuánta 
producción científica se realiza en cada carrera.  
6. ¿Con qué lenguaje de programación fue desarrollado el sistema?  
El lenguaje de programación que está utilizando es Python, apoyado en el 
Framework Django.    
7. ¿Cuál es el Gestor de Base de Datos con el que está trabajando el 
sistema?  
Se está trabajando con el Gestor de bases de Datos PostgreSQL, porque es de código 
abierto, robusto y, lo más importante, tiene una buena conexión con el lenguaje de 
programación Python. Además, otro de los puntos a considerar para la elección de 
este gestor es que los estudiantes y profesores que participan en el proyecto tienen 
experiencia en el uso de PostgreSQL.   
8. ¿Cree que el sistema necesita implementar nuevas funciones? 
Si requiere de nuevas funcionalidades, porque siempre se está innovando, tratando 
de buscar nuevos complementos que permitan mejor el sistema. Además, se 
requiere un módulo que mejore el proceso de predicción al momento de establecer 
una línea y sublínea de investigación cuando un nuevo documento científico esté 
por ingresar. 
9. ¿Cuáles son las funcionalidades que requiere el sistema?  
Actualmente se ha visto la necesidad de implementar las funcionalidades 
relacionadas a la clasificación de información, utilizando herramientas de 
visualización que permitan un mejor análisis de los datos recolectados.       
Es necesario utilizar algoritmos de aprendizaje profundo para mejorar el nivel de 
predicción y clasificación de datos. Existe una herramienta llamada TensorFlow 





10. ¿Qué espera ver en el sistema al implementar nuevas funciones?  
Lo que considero importante es que el sistema se encargue de realizar un análisis 
de texto para obtener una clasificación de líneas y sublíneas de investigación. 
Cuando un investigador ingrese un nuevo artículo científico, que el sistema sea el 
encargado de sugerir a qué línea y sublínea pertenece dependiendo del análisis del 
texto previamente realizado.  
11. ¿Cuáles son los beneficios de implementar estas funcionalidades?  
Esta funcionalidad permitirá restringir el campo línea y sublínea que antes era de 
libre elección. Al ser de libre elección, el usuario era propenso a establecer una línea 
y sublínea totalmente errónea, generando así que el sistema almacene datos basura. 

































ANEXO II: Diagramas de la Etapa de Análisis de Desarrollo de Software. 
En este anexo se muestra los resultados de la etapa de Análisis de desarrollo de 
software.  
Diagrama de Casos de Uso 
En la figura 42 se puede apreciar el diagrama de Casos de Uso de la propuesta. 
 










Diagramas de Actividades 
En la figura 43 se puede apreciar el diagrama de Actividades correspondiente al 
Caso de Uso 01. 
 















En la figura 44 se puede apreciar el diagrama de Actividades correspondiente al 
Caso de Uso 02. 
 








En la figura 45 se puede apreciar el diagrama de Actividades correspondiente al 
Caso de Uso 03. 
 






En la figura 46 se puede apreciar el diagrama de Actividades correspondiente al 
Caso de Uso 04. 
 










En la figura 47 se puede apreciar el diagrama de Actividades correspondiente al 
Caso de Uso 05. 
 






En la figura 48 se puede apreciar el diagrama de Actividades correspondiente al 
Caso de Uso 06. 
 










En la figura 49 se puede apreciar el diagrama de Actividades correspondiente al 
Caso de Uso 07. 
 







En la figura 50 se puede apreciar el diagrama de Actividades correspondiente al 
Caso de Uso 07. 
 







Diagramas de Secuencia 
En la figura 51 se puede apreciar el diagrama de Secuencia correspondiente al Caso 
de Uso 01 y 02. 
 




En la figura 52 se puede apreciar el diagrama de Secuencia correspondiente al Caso 
de Uso 03 y 04. 
 






En la figura 53 se puede apreciar el diagrama de Secuencia correspondiente al Caso 
de Uso 05 y 06. 
 




En la figura 54 se puede apreciar el diagrama de Secuencia correspondiente al Caso 
de Uso 07. 
 












Diagramas de Entidad - Relación 
En la figura 55 se puede apreciar el diagrama Entidad – Relación de las tablas que serán utilizadas para el desarrollo de la presente propuesta. 
 





ANEXO III: Diseño de Maquetación de Interfaces. 
En este anexo se muestra los resultados de la etapa de Diseño de desarrollo de 
software a través de la representación de los maquetados de interfaces.  
Maquetados de Interfaces de Usuario 
En la figura 56 se puede apreciar el maquetado de la interfaz de inicio. 
 














En la figura 57 se puede apreciar el maquetado de la interfaz de análisis de texto. 
 
Figura 57: Maquetado de interfaz de análisis de texto 
Fuente: Investigador 
En la figura 58 se puede apreciar el maquetado de la interfaz de resultado de 
análisis. 
 





En la figura 59 se puede apreciar el maquetado de la interfaz de entrenamiento de 
datos. 
 
Figura 59: Maquetado de interfaz de entrenamiento de datos 
Fuente: Investigador 
En la figura 60 se puede apreciar el maquetado de la interfaz de validación. 
 





ANEXO IV: Código de programación. 
En este anexo se muestra la parte de la codificación de la propuesta.  
Código Python 
En la figura 61 se puede apreciar las librerías importadas en la clase View.py del 
nuevo módulo. 
 
Figura 61: Librerías usadas en la clase View.py 
Fuente: Investigador 
En la figura 62 se puede apreciar el llamado y validación a la librería Keras. 
 







En la figura 63 se puede apreciar el código de predicción de la frase receptada desde 
el template. 
 
Figura 63: Código de predicción de datos 
Fuente: Investigador 
Código JavaScript 
En la figura 64 se puede apreciar el código que captura los datos del diccionario 
renderizado desde la View.py al template. 
 








En la figura 65 se puede apreciar el renderizado de las gráficas y las validaciones 
de los textos para el HTML. 
 
Figura 65: Renderizado de resultados desde JS a HTML 
Fuente: Investigador 
Código HTML 
En la figura 66 se puede apreciar el código HTML reservado para los gráficos 
estadísticos renderizados por JS. 
 








En la figura 67 se puede apreciar el código HTML reservado para la representación 
de los textos. 
 
Figura 67: Código HTML reservado para texto dinámico  
Fuente: Investigador 
En la figura 68 se puede apreciar el código HTML del Form de Análisis de texto. 
 










ANEXO V: Captura de Interfaces Gráficas. 
En este anexo se muestra los resultados de la etapa de Implementación de desarrollo 
de software a través de la representación de los interfaces graficas de usuario.  
Interfaces de Usuario 
En la figura 69 se puede apreciar la interfaz de inicio. 
 
Figura 69: Interfaz de inicio 
Fuente: Investigador 
En la figura 70 se puede apreciar la interfaz de análisis de texto. 
 








En la figura 71 se puede apreciar la interfaz de resultado de análisis. 
 
Figura 71: Interfaz de resultado de análisis 
Fuente: Investigador 
En la figura 72 se puede apreciar la interfaz de entrenamiento de datos. 
 










En la figura 73 se puede apreciar la interfaz de validación. 
 



















ANEXO VI: Matrices de Casos de Pruebas. 
En este anexo se muestra los resultados de la etapa de Pruebas del desarrollo de 
software a través de la representación de los Casos de prueba y resultados validados.  
Casos de Pruebas 
Tabla 25: Caso de Prueba 01. 
CASO DE PRUEBA 01 
Identificador/es de Caso de 
Uso 
CU01 y CU02 
Nombre/s de Caso de Uso 
 Obtener información más acertada en el 
proceso de predicción de Línea y Sublínea 
de Investigación. 
 Mejorar el proceso de predicción al 
momento de establecer una Línea y 
Sublínea de Investigación. 
Descripción de Prueba Verificar si el valor de exactitud del 
entrenamiento del modelo, supera el 80% y se 
lo cataloga dentro de un nivel de aceptación 
alto. 
Responsable Ing. Diego Falconí. 
Prerrequisito 
Ingresar al módulo de Análisis de Datos con TensorFlow. 
Descripción de Caso de Prueba 
Al ingresar en la opción “Entrenamiento” se deberá visualizar que el porcentaje 
de exactitud supere el 80% de predicción. 






CASO DE PRUEBA 01 
1. Ingresar a la opción “Entrenamiento” y esperar a que el Algoritmo realice 
el proceso en Backend. 
 














CASO DE PRUEBA 01 
3. Validar el entrenamiento del modelo en la opción “Validación”. 
 
4. Verificar que el promedio del porcentaje de exactitud obtenida por el 
Método de validación “Cross-Validation”, supere el 80%. 
 
Respuesta esperada de la aplicación  Aprueba 
El módulo debe presentar tanto en la interfaz de 
Entrenamiento como en la interfaz de Validación un valor 
porcentual superior a 80%. 
Si 






Tabla 26: Caso de Prueba 02. 
CASO DE PRUEBA 02 
Identificador/es de Caso de 
Uso 
CU03, CU04, CU05, y CU06 
Nombre/s de Caso de Uso 
 Obtener sugerencias desde el Sistema 
cuando se registre un nuevo documento 
científico de a qué Línea y Sublínea 
pertenece. 
 Realizar análisis de Minería de Texto para 
obtener una clasificación de Líneas y 
Sublíneas de Investigación. 
 Usar Algoritmos de Aprendizaje Profundo 
o Deep Learning. 
 Usar TensorFlow para el proceso de 
Análisis con Algoritmos de Aprendizaje 
Profundo. 
Descripción de Prueba Introducir una frase y generar una producción 
acertada y coherente. 
Responsable Ing. Diego Falconí. 
Prerrequisito 
Realizar el proceso del Caso de Prueba 01. 
Descripción de Caso de Prueba 
Al ingresar en la opción “Análisis de Texto” se desplegará una interfaz con un 
formulario el mismo que tendrá dos controles principales, un input tipo Textarea 
en el cual se podrá escribir alguna frase en específico, y un input tipo File, el 
mismo que permitirá procesar archivos para análisis de texto.  





CASO DE PRUEBA 02 
1. Ingresar a la opción “Análisis de Texto”. 
 
2. Introducir una frase para el análisis, la frase será “El aprendizaje profundo 
o Deep Learning, es una de las aplicaciones más poderosas y de mayor 
crecimiento de la inteligencia artificial. Es un subcampo del aprendizaje 
automático que se utiliza para resolver problemas muy complejos que 









CASO DE PRUEBA 02 
3. Al pulsar en Analizar se podrá observar el resultado de la predicción, que 
para este caso debería ser “Robótica e Inteligencia Artificial”. 
 
Respuesta esperada de la aplicación  Aprueba 
El módulo debe presentar como resultado de predicción al 
texto analizado, la clase Robótica e Inteligencia Artificial. 
Si 
















Tabla 27: Caso de prueba 03. 
CASO DE PRUEBA 03 
Identificador/es de Caso de 
Uso 
CU07 
Nombre/s de Caso de Uso 
 Visualizar los resultados, tanto del 
porcentaje de exactitud, como de la 
predicción enviada por el sistema. 
Descripción de Prueba Se debe visualizar los datos en 
representaciones gráficas dinámicas. 
Responsable Ing. Diego Falconí. 
Prerrequisito 
Realizar el proceso del Caso de Prueba 01 y 02. 
Descripción de Caso de Prueba 
El usuario deberá ser capaz de observar los resultados estadísticos dentro de 
gráficos dinámicos.  
Instrucciones de prueba 
1. Al realizar el proceso de “Entrenamiento”, el módulo debe representar 







CASO DE PRUEBA 03 
2. Al realizar el proceso de “Validaciones”, el módulo debe representar 
gráficos estadísticos.  
 
3. Al realizar el proceso de “Análisis de Texto”, el módulo debe representar 
gráficos estadísticos.  
 
Respuesta esperada de la aplicación  Aprueba 
El módulo debe presentar resultados en gráficos 
estadísticos.  
Si 




ANEXO VII: Consulta SQL y Resultado. 
Ejecución de consulta a la base de datos de Ecuciencia para obtener información de 
documentos científicos. En la figura 74 se muestra la sentencia SELECT empleada 
para obtener la información. 
 
Figura 74: Sentencia SELECT de filtrado de datos de Ingeniería en Sistemas de Información   
Fuente: Investigador 
Al ejecutar la sentencia, se mostrará en una tabla el resultado de la consulta, se la 
puede apreciar en la figura 75. 
 





ANEXO VIII: Logs resultantes del método de validación.  
En la figura 76 se muestran los logs resultantes del análisis, en donde se aprecian 
los puntajes de cada iteración y el promedio general de todas las iteraciones. 
 
Figura 76: Logs resultantes en las diferentes épocas de validación  
Fuente: Investigador 
