Recognizing and understanding surgical high-level tasks from sensor readings is important for surgical workflow analysis. Surgical high-level task recognition is also a challenging task in ubiquitous computing because of the inherent uncertainty of sensor data and the complexity of the operating room environment. In this paper, we present a framework for recognizing high-level tasks from low-level noisy sensor data. Specifically, we present a Markov-based approach for inferring high-level tasks from a set of lowlevel sensor data. We also propose to clean the noisy sensor data using a Bayesian approach. Preliminary results on a noise-free dataset of ten surgical procedures show that it is possible to recognize surgical high-level tasks with detection accuracies up to 90%. Introducing missed and ghost errors to the sensor data results in a significant decrease of the recognition accuracy. This supports our claim to use a cleaning algorithm before the training step. Finally, we highlight exciting research directions in this area.
Introduction
An emerging field of surgical workflow analysis fosters formalization and acquisition of surgical task descriptions from real-time surgical interventions in the operating room (OR) [9] . This approach is widely used in the domain of business process modeling (BPM) to improve organizational performance [19] . Usually, the workflow follows a formal description of processes in the form of flow-diagrams, showing directed flows between processes.
Recent years have seen a growing scientific and industrial interest in workflow analysis for cognitive environments, such as the OR and the cockpit. Human abstraction in cognitive environments is, however, impossible because of the more complex tasks that human beings display, including aspects like cognition, uncertainty and self-consciousness [15] . In this case, the formal approach needs to be adapted to deal with the complexity and uncertainty of tasks displayed by humans in cognitive environments.
The emerging field of activity recognition aims to recognize human tasks from a series of observations. The research in ubiquitous computing strives to discover human high-level tasks from low-level sensor data. Successful and accurate activity recognition systems will provide cognitive support to humans in cognitive environments. A classic scenario of activity recognition is creating smart houses to enable the elderly to live a more independent life at home [2] . Furthermore, different fields may refer to activity recognition; one can find applications ranging from surveillance to entertainment [17] . The main challenge of ubiquitous computing is its real-world application in different environments.
This article aims to build upon already available ubiquitous techniques to recognize high-level surgical tasks in the OR using low-level instrument signals. We first propose a conceptual framework to infer high-level tasks from low-level sensor data. We then attempt to answer the following questions: (1) how accurate can we predict high-level tasks using noise-free instrument sensor data? and (2) how does the accuracy of the system respond to common sensor noise?
The rest of this paper is organized as follows: in the background section we briefly describe the concept of high-level task recognition and the related parameters. Section 3 discusses the related work. In Section 4, we introduce our conceptual framework for inferring high-level tasks from low-level sensor data. To evaluate the clarity and the reliability of the conceptual framework, ten surgical procedures are considered for the pilot study represented in Section 5. The experimental evaluation of our framework is discussed in Section 6. Finally, Section 7 concludes this paper and highlights our future work directions and challenges for this research area.
Background
The prime objective of a context learning system is to infer a specific high-level task (HLT) from a set of observable low-level tasks (LLT). The majority of tasks displayed by humans in the OR are considered high-level tasks HLTs. Although two HLTs might be semantically identical, they can consist of different LLT sequences. We consider tasks performed by surgeons in the OR as HLTs having the following characteristics:
goal-oriented; characterized by planning and maneuvering protocols; not described by a single LLT sequence, and thus may be performed in various ways.
The problem of mapping LLTs to a specific HLT is known as the semantic gap. The semantics of a specific task depend on the context in which it is regarded. This requires transferring high-level tacit knowledge of human agents to explicit knowledge, a process known as articulation [12] . The LLTs that are most interesting for deducing the underlying HLTs are those that:
allow the discrimination over a large number of other LLT sets that correspond to other HLTs; are invariant to task distortion, i.e. when a specific HLT is performed in different ways; are compact in size. A small-set of LLTs is beneficial for complexity constraints, since otherwise a large number of LLT-sets need to be stored and monitored in the environment. An excessively short representation, might not be sufficient to discriminate among similar HLTs; are easy to monitor. The monitoring of LLTs should not be complex. For real-time performance, the system requires high computational efficiency for both the monitoring of the LLTsequence and the inference of the corresponding HLT.
System parameters
The parameters of a HLT recognition system should be chosen based on the application and the cognitive environment or the context in which it is used. They are useful to evaluate and compare different HLT recognition systems. A number of these parameters include the following: Robustness/invariance: the ability to accurately infer a specific HLT regardless of the level of variance in task execution and the level of distortion in the environment (e.g. unexpected situations). Discriminative power: the ability to discriminate between similar, but different HLTs (i.e. not the same). This may be conflicting with other requirements, such as robustness and complexity. Accuracy: the number of correct HLT inferences, missed inferences and wrong inferences. Granularity: the ability to infer a specific HLT from a small (incomplete) set of observed LLT's.
Related work
Human activity recognition is a crucial topic in the field of ubiquitous computing. Although the research in ubiquitous computing usually strives to discover user activity through low level sensor data, the real-world applications of ubiquitous systems pose great challenges in the discovery of specific domain knowledge. To convert human activity into a signal representation, different types of sensors can be deployed. For every application it is a challenge to select the appropriate sensors and the inference algorithm to use.
In ubiquitous computing, small and simple state-change sensors are used for data collection. Vankipuram et al. [18] used active RFID tags in a dynamic medical environment for human and equipment tracking. Tapia et al. [16] used ''tape on and forget" sensors to recognize activities in home setting, and Pham et al. [13] used ultrasonic sensors to classify trajectories of movement of patients and elderly in indoor environments. Besides ubiquitous computing, human activity recognition is studied in vision and media research. In the past two decades, significant progress has been made in specific areas such as speech recognition, face recognition and video surveillance [14, 11] .
Sensors allow continuous data collection on a large scale. However, there are various problems which hinder the adoption of sensors in reliability critical environments, such as noisy sensor outputs, missed readings and inferences. Accordingly, different data cleaning approaches are proposed in literature to allow correct interpretation and analysis of sensor data. Darcy et al. [3] improved the missed data restoration process of RFID tags using Bayesian Networks. Vankipuram et al. [18] found that the tag data is extremely noisy and used Hidden Markov Models to improve the motion recognition accuracy. Gonzalez et al. [5] proposed a Dynamic Bayesian Networks (DBN) based cleaning method of RFID data sets that takes tag readings as noisy observations of hidden states and performs effective data cleaning.
To infer HLTs from sensor data, graphical probabilistic models are used with the underlying assumption that there exist hidden states that represent the HLTs, and that the hidden states are evolving. Graphical probabilistic models enable the inference of hidden states from the observable LLTs up to temporal or causal relationships, for example Bayesian Networks (BN) [16, 5] , Hidden Markov Models (HMM) [10] and Conditional Random Field models (CRF) [6] . For pre-selection of the observation set, Tapia et al. [16] used a feature window per HLT by assuming that different HLTs have a different mean of their length in time (duration). The features used for inference are then calculated within the window size. This assumption is however not applicable to cognitive environments with high time-variability of HLTs. Hu et al. [6] used an adapted version of the Conditional Random Field model to identify multiple-goal behaviors, such as concurrent and interleaving activities.
Application of these techniques in recognizing human activities in the OR represents a small minority in prior work. Padoy et al. [10] used instruments signals to infer surgical HLTs. The signals were directly processed by the inference engine in the form of a Hidden Markov Model (HMM). The fact that no pre-processing was used to filter robust LLTs, required extra filtering in the inference phase by merging states of the HMM. Instruments are valuable signals in the OR environment for surgical activity recognition, as it is easy to monitor whether or not an instrument is in use, by using RFID tags or applying image processing algorithms on endoscopic video. For an accurate recognition of HLTs, this paper proposes an integrated framework for inferring LLTs and HLTs from sensor data. The proposed framework is used to show how accurately instrument signals can predict surgical HLTs, how these signals can be pre-processed to obtain a more robust and discriminative observation sequence for training, and how to use RFID tags and image processing algorithms for an accurate and robust HLT recognition.
Conceptual framework
To infer HLTs from sensor data, we present an embedded framework in Fig. 1 . This framework allows for the cleaning of noisy sensor data by taking advantage of Bayesian Networks to infer the correct LLT from faulty sensor readings and fill gaps in the dataset. The inferred LLTs are further used to infer the corresponding HLTs using HMMs. This system allows the inference of a specific HLT based not only on the available sensor data related to their LLTs, but also on their previously inferred HLTs.
LLT-inference
To infer LLTs from sensor data we need a classifier that takes as input, the sensor data ðS; tÞjðf 1 ; f 2 ; . . . ; f n Þ. Each f i is a feature describing one characteristic of the object identified by the sensor S at time t, and makes a prediction of the form ðS; tÞ : O; conf , where O is binary value, if O ¼ true the tracked object is detected, and conf is the prediction confidence of the classifier.
The process of inferring LLTs is known as the cleaning process of sensor data [3, 5] . Since sensor data is known to be noisy, a cleaning process assumes there is a hidden process that determines the true signal of the sensor, such as presence of a tag in case of RFID, from a noisy and uncompleted set of features. To cope with the incomplete set of sensor signals, we propose to use Bayesian Networks to define the structure of the sensor signals that occur for a specific LLT. In case of RFID, features may describe one or more characteristics of the tag detected: the item to which the tag is attached, the location where the reading took place or the reader of the tag.
HLT-inference
To infer HLTs from the observed LLTs we need a classifier that takes as input, the observed LLTs, ðC; tÞ; ðO 1 ; O 2 ; . . . ; O k Þ. Each O i is the observation at time t, and makes a prediction of the form ðC; tÞ : H; conf , where H is the value corresponding to the inferred HLT, and conf is the prediction confidence of the classifier.
When the cognitive environment deals with a maneuvering protocol, it is necessary to include knowledge from previous HLT inferences. DBN allows the representation of time constrained causality, i.e. when and if events occur and the periodic nature of processes. It is normally assumed that the model parameters (transition probabilities and model structure) of the temporal network do not change, (i.e. the model is invariant) [7] . A special category of DBN is HMM. They are strictly repetitive models with an extra assumption that the past has no impact on the future given the present [7] . This means that the next HLT depends only on the current HLT. The HLTs represent the hidden states of the HMM. The observable parameters of the HMM are the LLT nodes.
Pilot study
This pilot study was conducted to evaluate the clarity and reliability of the conceptual framework in recognizing surgical HLTs using noise-free low level instrument signals. As such this study assumes perfect classification of sensor data conf ¼ 1.
Dataset
Laparoscopic cholecystectomy (LC) is one of the most frequent and standardized procedures in minimally invasive surgery. In this pilot study 10 LC procedures were recorded using three cameras. In total three videos were recoded; one overview video of the OR and one pointing at the surgical toolbox and the endoscopic video (see Fig. 2 ). These video were synchronized and annotated using Elan software [8] .
HLT-set
The HLTs are the laparoscopic surgical steps as described in the hospital's LC protocol. 1 In total the five laparoscopic surgical steps are considered as HLTs, as illustrated in Fig. 3(a) .
LLT-set
The LLTs are represented as binary signals corresponding to instrument utilization; 1 if an instrument is in used, 0 if not in use; resulting LLT-signals are displayed in Fig. 3(b) .
LLT pre-processing
The pre-processing step should retain the maximum contextual relevant information from the monitored LLTs. At this stage an invariant observation set O ¼ O 1 ; O 2 ; . . . ; O n should be calculated from the observed LLTs. This observation set should allow the inference of similar HLTs regardless of the level of variance in their execution. This is a consequence of the robustness requirement. It should also allow the discrimination over a large number of other observation sets that correspond to other HLTs. Note that this requirement is conflicting with the robustness requirement. Both the robustness and the discriminating power are important for the evaluation of the system performance.
At this stage it is necessary to take the characteristics of the dataset in consideration. In the LC procedure four trocars are inserted to introduce the laparoscopic instruments in the patient's body. Fig. 4 illustrates the use of the trocars. one main trocar (master), is maintained by the dominating hand of the surgeon. It is mainly used to insert instruments like dissectors, scissors, to remove the gallbladder; two other trocars (slaves), are maintained by the non-dominant hand of the surgeon. They are mainly used to insert gaspers to hold the gallbladder for removal; one view trocar is used to insert the endoscopic camera.
In total, 10 instruments are used during the LC procedure, from which 3 can be used simultaneously, leading to 10 3 possible sets. Considering all these sets for training is trivial. To reduce the observation set for training we consider two datasets:
the first dataset is pre-processed for the LLT ''taking instrument X from the surgical toolbox". The LLT-observation matrix is converted to the observation-set O toolbox ¼ O 1 ; O 2 ; . . . ; O k with O being the label of the last changed instrument value (both 0 and 1 are considered); the second dataset is pre-processed for the LLT ''inserting instrument X into the master trocar". The LLT-observation matrix is converted to the observation-set O trocar ¼ O 1 ; O 2 ; . . . ; O n , with O being the label of the instrument inserted into the master trocar. This LLT exploits the high correlation between the slave and the master trocars.
In a prior work, Padoy et al. [10] used a dataset similar to O toolbox , the major difference is that we adopt an asynchronous processing by excluding the time component in both datasets, by using the label of the last used instrument. Instead, in [10] they include all sample points in the training O k;t ¼ 1 if instrument k is active at time t. In a previous work [1] we demonstrated that the asynchronous approach of training outperforms the synchronous approach.
HMM training
A HMM can be denoted as follows, k ¼ ðp; A; BÞ where p described the initial distribution, A is the transition matrix of the Markov process and B ¼ b i ðxÞ is the emission matrix, indicting the probability of emission of symbol x from a hidden state i.
Training a HMM consists of estimating the transition matrix A and the emission matrix B according the observed sequences. Here, the Baum-Welch EM algorithm is used on both observation-sets O toolbox and O trocar . The Baum-Welch algorithm estimates model parameters (A and B) from the observed sequence while maximizing the log-likelihood of the model. For inference of the surgical steps, the Viterbi algorithm is used to calculate the most likely path of states (the sequence of visited states), also called the Viterbi path. The Viterbi path relies on global criteria, meaning that the low-level variation in the data is smoothed. The use of Viterbi path reduces false rejections in the system.
HMM-outputs
Given an observation-set O ¼ O 1 ; O 2 ; . . . ; O n and a HMM, the most probable state sequence is found using the Viterbi algorithm. This sequence was found for all the ten cases using the trained HMM. Fig. 5 shows an example of an HMM output using the LLTdataset O trocar of a specific LC-procedure. The inferred states HLTs by the HMM (red line) 3 matches the true states of the system (black-line) for the majority of the data-points. Moreover, the inferred states are more sensitive to instrument transitions than the subjective ground truth states as defined by the surgeon. In the next section, the performance of the system is evaluated on both datasets in more detail.
Experimental results
In this section, we aim to answer several open questions that have not been addressed in previous research: (1) how accurate can we predict HLTs using noise-free instrument sensor data? and (2) how does the accuracy of the system respond to common sensor noise? (1) Skeletonization of calot's triangle (2) Clipping and dissection (3) Gallbladder removal (4) Gallbladder packaging (5) Cleaning 6.1. How accurate can we predict HLTs using noise-free instrument sensor data?
In this section, we evaluate the performance of the HMM at predicting surgical HLTs using the LLT-datasets O toolbox and O trocar described in Section 5.2. We performed a full-cross validation. Within a group of ten observations one set is used for validation and the remaining nine sets are used for training. This is performed on each possible combination of training and validation sets, and thus for a total of 10 times.
To evaluate the accuracy of the system in recognizing surgical steps, the frequency error rate (FER) is calculated for each state as the percentage of time that the surgical HLTs are correctly detected. Fig. 6 illustrates the FER results for both datasets. The system shows a total accuracy of 90% of detected states. The result demonstrates that data from the master trocar alone lead to a more robust inference mechanism for training. As expected, activities with higher accuracies were generally those with more data points (i.e. more instruments used). For the LC procedure, they were the ''clipping" and the ''removal" steps. The lower performance of the ''cleaning" step is attributed to the relatively few samples of this HLT in our dataset. Moreover, some instruments are highly robust compared to others in indicating their corresponding surgical step. For example, the ''clip tang" is used only in the ''clipping" step, and provides a robust and highly discriminative indication of this HLT. In this case, the HMM is analogous to a weighted voting mechanism. Fig. 7 shows the confusion matrices, whose row and column index indicate the recognized and ground-truth surgical steps, respectively. Each element a ij in the confusion matrix indicates the percentage of data points O n from a particular hidden state j that are assigned to another hidden state i by the HMM classifier. For example, the value ''43" in the upper left cell of the matrix indicates that 43% of the data points O n from the hidden state 1 are assigned to the hidden state 1 by the HMM classifier. Fig. 7 also shows the precision and recall data for both confusion matrices, which are defined as follows:
where tp is the number of positive samples in the input data that have been correctly identified by the HMM classifier; fp is the number of negative samples that have been incorrectly identified as positive by the classifier; fn is the number of positive samples that have been identified as negative by the classifier. As shown in Fig. 7 , good results can be obtained from training with both datasets. Cases for which there are a few samples tend to have poorer performance. For example, for Dataset 1, Steps 5 and 3 were confused, which results in an error rate of 50% (Fig. 6, yellow area, Step 5, Dataset 1). However, in Dataset 2, Step 4 is classified with an accuracy of 37% (Fig. 6, green area, Step 4, Dataset 2), because of high confusion with Step 3. These errors are generally attributed to the relatively few training and test samples.
Considering the recall and precision characteristics, both datasets show good results in a recall test. Accordingly, a state can be correctly inferred with high probability (i.e. high robustness). However, recall alone is not enough, as we need to consider the number of wrong inferences as well (i.e. precision). The precision values show that training with Dataset 1 results in more false positives than Dataset 2. Hence, those categories with more samples (data points), will result in an increase in false classifications, causing the HMM classifier to misclassify new data. The point that should be made regarding Fig. 7 is that data from the master trocar alone (Dataset 2) result in more discriminative power for the HMM classifier.
To measure the similarity between the estimated HMMs, the Kullback-Leibler Distance (KLD) is measured between each pair of Markov models k 1 and k 2 . The KLD is widely used as a distance measure between HMMs [20] . The KLD is computed in the literature using the Monte-Carlo approach as follows:
where, O 1 is a sequence generated by model k 1 , and T is the sequence length. In case of a stationary HMM (
where, Pr is the output distribution of HMM, and can be calculated as follows: where, N is the number of hidden states of HMM, p s;i is the stationary probability of state i, and b i ðxÞ is the emission probability of symbol x from a hidden state i. Hence, Eq. (3) results in:
To improve the accuracy of the KLD measure, T should usually be set to a value which is large enough (in our experiments 5000).
To achieve a more reasonable KLD in our experiment, KLD is computed with the symmetric version as follows:
Fig . 8 shows a matrix plot of the KLD measured between all possible pairs of 6 HMMs. Each element d KL ði; jÞ in the KLD matrix indicates the KLD between the pair HMMs k i and k j as defined in Eq. (6) . We can see that the KLD between HMMs trained with the trocar dataset is smaller compared to Dataset 1 that includes all surgical instruments. This confirms the results from the evaluation of the recall and precision metrics that data from the master trocar alone (Dataset 2) result in more discriminative power for the trained HMM classifier. 6.2. How does the accuracy of the system respond to common sensor noise?
Surgical instruments can be monitored using different kind of sensors. We consider the use of state-change sensors like RFID tags to monitor the O trocar signals. These sensors allow easy and continuous data collection, however they suffer from two main types of noise [4] :
Missed tag errors: results in no data, such as the identifier stored on the tag, being collected from a tag by a specific tag reader. Ghost tag read errors: results in erroneous data, specifically an identifier that is not stored on any tag within the reader's field, being ''read" by a reader and reported as correct data.
These two errors are simulated by increasing the missed rate and the ghost-error rate of cross-test-sets O trocar . Further, a well trained HMM is used to test the noisy sets. Figs. 9 and 10 show the result of increasing the missed rate and the ghost rate from 10% to 90%. Both errors results in significant degradation of recognition accuracy. Introducing ghost errors result in a linear decrease of the recognition accuracy, while missed readings result in a nonlinear degradation of recognition accuracy. The non-linearity of the latter error is due to the significance of the missed instrument in indicating the corresponding surgical step.
Discussion
In this paper, we studied the problem of high-level task recognition in an operating room environment. We proposed a framework to allow the inference of a specific high-level task based not only on the available sensor data, but also on their previously inferred high-level tasks. We posed two fundamental questions: Fig. 9 . Missed tag errors. Fig. 10 . Ghost tag errors. (1) how accurate can we predict high-level tasks using noise-free instrument sensor data? and (2) how does the accuracy of the system respond to common sensor noise? By analyzing ten laparoscopic cholecystectomy, we showed that the system can predict 90% of the surgical high-level tasks using noise-free instrument sensor data. The second fundamental question in high-level task recognition is the noisy sensor outputs, like missed and ghost readings. In our framework, we proposed to take advantage of Bayesian Networks to clean noisy values of sensor readings and infer correct low-level task from faulty sensor readings. As we did not have real-sensor data available for testing, we empirically simulated the recognition accuracy by introducing missed readings and ghost readings rating from 10% to 90% in our training-set. Both errors results in significant degradation of recognition accuracy. This supports our claim to use a cleaning algorithm before the training step.
In addition to the cleaning and the inference algorithm, the preprocessing of sensor data is a crucial step. The preprocessing step should retain the maximum relevant domain information from sensor data and reduce the number of possible observations for training. Hence, we have demonstrated for the laparoscopic cholestoctomy procedure that sensor data from the master trocar leads to a more robust accurate and discriminative recognition compared to sensor data from the surgical toolbox.
In our pilot, we used instrument signals in the operating room as data for automatic task recognition. This begs the question; can other sensor-friendly data be extracted from the OR for highlevel task recognition? In a real operating room, a number of activities are performed by nurses, surgeons and surgeon-assistants. If we could automatically recognize high-level tasks of every staffmember and derive the hierarchical relationships between these tasks, the resulting output will provide crucial information about the overall surgical workflow.
In our experiment, we have shown that different recognition accuracies can be achieved under different level of sensor noise. In a future work we need to automatically infer the high-level task from a real incomplete and/or noisy set of sensor data using the proposed Bayesian cleaning algorithm. This issue is also related to the granularity requirement discussed in Section 2.1. Hu et al. [6] showed that different recognition accuracies can be achieved under different levels of granularities. For our application, it is very interesting to automatically set the task granularity level from available (incomplete or noisy) sensor data. This is important for applications in reliability environments, such as the OR, where a certain accuracy of recognition need to be achieved before system intrusion. The future challenge is to automatically set the level of granularity the system can support with the available (noisy) sensor data, given the hard constraint of high accuracy.
