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Abstract
A spatial autoregressive process is investigated, where the autoregressive
coefficients are equal, and their sum is one. It is shown that the limiting dis-
tribution of the least squares estimator for this coefficient is normal and, in
contrast to the doubly geometric process, the rate of convergence is n−5/4.
1 Introduction
Consider the AR(1) time series model
Xk =
{
αXk−1 + εk, k > 1,
0, k = 0.
The least squares estimator α̂n of α based on the observations {Xk : k = 1, . . . , n}
is
α̂n =
∑n
k=1Xk−1Xk∑n
k=1X
2
k−1
.
It is well known that in the stable (or, in other words, asymptotically stationary) case
when |α| < 1, the sequence (α̂n)n>1 is asymptotically normal [Mann and Wald
(1943), Anderson (1959)], namely,
n1/2(α̂n − α) D−→ N (0, 1− α2).
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In the unstable (or, in other words, unit root) case when α = 1, the sequence
(α̂n)n>1 is not asymptotically normal but
n(α̂n − 1) D−→
∫ 1
0
W (t) dW (t)∫ 1
0
W 2(t) dt
,
where {W (t) : t ∈ [0, 1]} denotes a standard Wiener process [White (1958), Bobkoski
(1983), Phillips (1987), Chan and Wei (1987)].
The analysis of spatial models is of interest in many different fields such as geog-
raphy, geology, biology and agriculture. See Basu and Reinsel (1993) for a discussion
on these applications.
The only spatial autoregressive model for which unstability has been studied is
the so called doubly geometric spatial autoregressive process
Xk,` =
{
αXk−1,` + βXk,`−1 − αβXk−1,`−1 + εk,`, k, `> 1,
0, k = 0 or ` = 0,
introduced by Martin (1979). It is, in fact, the simplest spatial model, since its nice
product structure ensures that it can be considered as some kind of combination of
two autoregressive processes on the line, and several properties can be derived by the
analogy of one–dimensional autoregressive processes. This model has been used by
Jain (1981) in the study of image processing, by Martin (1990), Cullis and Gleeson
(1991), Basu and Reinsel (1994) in agricultural trials and by Tjøstheim (1981) in
digital filtering.
In the stable (i.e., asymptotically stationary) case when |α| < 1 and |β| <
1, asymptotic normality of several estimators (α̂n, β̂n) of (α, β) based on the
observations {Xk,` : k, ` = 1, . . . , n} has been shown [e.g., Tjøstheim (1978), (1983),
Basu and Reinsel (1992, (1993)], namely,
n
(
α̂n − α
β̂n − β
)
D−→ N (0,Σα,β)
with some covariance matrix Σα,β .
In the unstable (i.e., unit root) case when α = β = 1, in contrast to the AR(1)
model, the sequence of Gauss–Newton estimators (α̂n, β̂n) of (α, β) has been
shown to be asymptotically normal [Bhattacharyya, Khalil and Richardson (1996),
Bhattacharyya Richardson and Franklin (1997)], namely,
n3/2
(
α̂n − α
β̂n − β
)
D−→ N (0,Σ)
2
with some covariance matrix Σ. In the unstable case α = 1, |β| < 1 the least
squares estimator turns out to be asymptotically normal again [Bhattacharyya, Khalil
and Richardson (1996)].
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Figure 1: Rectangular and triangular spatial models
In the present paper we study asymptotic properties of the least squares estimator
in a spatial model which can be considered as the simplest spatial model, that can not
be reduced somehow to autoregressive models on the line (like the doubly geometric
model). Note that, because of technical reasons, we consider a triangular model in
the sense that Xk,` can be expressed as a linear combination of εi,j from a region of
triangular shape (unlike in the above doubly geometric model, where Xk,` is a linear
combination of εi,j from a region of rectangular shape; see Figure 1). Eventually,
our model is generated on a halfplane (unlike the doubly geometric model, which is
generated on the positive quadrant only). We study the stable as well as the unstable
case with a unified method which is based on the martingale central limit theorem.
Note that the stable case could have been studied in the usual way, i.e., first to prove
the result for the stationary solution of the equation (considering it on the whole
lattice Z2 ), and then to show that the result is the same for the zero start model
(examining the difference of the two sequences of estimators). However, we find it
interesting to compare the stable and unstable cases by our unified approach. We will
find a rather peculiar limiting behaviour of the covariance structure in the unstable
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case (see Proposition 2.4), and we show that the normalising factor in our unstable
model differs from that in the doubly geometric model.
Our zero start triangular spatial autoregressive process {Xk,` : k, ` ∈ Z, k+`> 0}
is defined as
Xk,` =
{
α(Xk−1,` +Xk,`−1) + εk,`, for k + `> 1,
0, for k + ` = 0.
(1.1)
This model is stable (i.e., asymptotically stationary) in case |α| < 1/2 [Whittle
(1954), Besag (1972), Basu and Reinsel (1993)], and unstable (i.e., unit root) if |α| =
1/2.
For a set H ⊂ {(k, `) ∈ Z2 : k + `> 1}, the least squares estimator α̂H of α
based on the observations {Xk,` : (k, `) ∈ H} can be obtained by minimizing the
sum of squares ∑
(k,`)∈H
(
Xk,` − α(Xk−1,` +Xk,`−1)
)2
with respect to α, and it has the form
α̂H =
∑
(k,`)∈H(Xk−1,` +Xk,`−1)Xk,`∑
(k,`)∈H(Xk−1,` +Xk,`−1)2
.
For k, ` ∈ Z, consider the triangle
Tk,` := {(i, j) ∈ Z2 : i+ j > 1, i6 k and j 6 `}.
Note, that Tk,` = ∅ if k + `6 0. For simplicity, we shall write Tn := Tn,n.
1.1 Theorem. Let {εk,` : k, ` ∈ Z, k + `> 1} be independent random variables
with E εk,` = 0, Var εk,` = 1 and sup{E ε4k,` : k, ` ∈ Z, k + `> 1} < ∞. Assume
that the model (1.1) is satisfied.
If |α| < 1/2 then
(mn)1/2
(
α̂Tm,n − α
) D−→ N (0, σ2α) as m,n→∞ with m/n→ constant > 0,
where
σ2α :=

α2
2
(
(1− 4α2)−1/2 − 1) , for α 6= 0,
1/4, for α = 0.
If |α| = 1/2 then
(mn)5/8
(
α̂Tm,n − α
) D−→ N (0, σ2) as m,n→∞ with m/n→ constant > 0,
where
σ2 :=
15
√
pi
215/2
.
4
(Note that σ20 = limα→0 σ
2
α, but σ
2 6= limα→1/2 σ2α = 0.)
For the sake of simplicity, we carry out the proof only for m = n. The general
case can be handled with slight modifications. We can write
α̂Tn − α =
An
Bn
with
An :=
∑
(k,`)∈Tn
(Xk−1,` +Xk,`−1)εk,`,
Bn :=
∑
(k,`)∈Tn
(Xk−1,` +Xk,`−1)2,
hence the statement of Theorem 1.1 in case m = n is a consequence of the following
two propositions.
1.2 Proposition. If |α| < 1/2 then
n−2Bn
P−→ 1
σ2α
as n→∞.
If |α| = 1/2 then
n−5/2Bn
P−→ 1
σ2
as n→∞.
1.3 Proposition. If |α| < 1/2 then
n−1An
D−→ N
(
0,
1
σ2α
)
as n→∞.
If |α| = 1/2 then
n−5/4An
D−→ N
(
0,
1
σ2
)
as n→∞.
1.4 Corollary. If |α|6 1/2 then ∑
(k,`)∈Tm,n
(Xk−1,` +Xk,`−1)2
1/2 (α̂Tm,n − α) D−→ N (0, 1)
as m,n→∞ with m/n→ constant > 0.
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The aim of the following discussion is to show that it suffices to prove Propositions
1.2 and 1.3 for 06 α6 1/2. First we note that the random variable Xk,` can be
expressed as a linear combination of the variables {εi,j : (i, j) ∈ Tk,`}, namely,
Xk,` =
∑
(i,j)∈Tk,`
(
k + `− i− j
k − i
)
αk+`−i−jεi,j , (1.2)
for k, ` ∈ Z with k+ `> 0, where the sum is defined to be 0 if Tk,` = ∅, which is
the case if k + ` = 0. Now put ε˜k,` := (−1)k+`εk,` for k, ` ∈ Z with k + `> 1.
Then {ε˜k,` : k, ` ∈ Z, k+ `> 1} are independent random variables with E ε˜k,` = 0,
Var ε˜k,` = 1 and sup{E ε˜4k,` : k, ` ∈ Z, k + `> 0} < ∞. Consider the zero start
triangular spatial AR process {X˜k,` : k, ` ∈ Z, k + `> 0} defined by
X˜k,` =
{
−α(X˜k−1,` + X˜k,`−1) + ε˜k,`, for k + `> 1,
0, for k + ` = 0.
Then, by the representation (1.2),
X˜k,` =
∑
(i,j)∈Tk,`
(
k + `− i− j
k − i
)
(−α)k+`−i−j ε˜i,j = (−1)k+`Xk,`,
for k, ` ∈ Z with k + `> 0. Hence,
A˜n :=
∑
(k,`)∈Tn
(X˜k−1,` + X˜k,`−1)ε˜k,` = −An,
B˜n :=
∑
(k,`)∈Tn
(X˜k−1,` + X˜k,`−1)2 = Bn.
Consequently, in order to prove Propositions 1.2 and 1.3 for −1/26 α < 0 it suffices
to prove them for 0 < α6 1/2.
The proof of Propositions 1.2 and 1.3 are provided in Sections 3 and 4, respectively.
Section 2 is devoted to the limiting behaviour of the covariance structure of the
random field {Xk,` : k, ` ∈ Z, k + `> 0}.
2 Covariance structure
2.1 Lemma. For k1, `1, k2, `2 ∈ Z with k1 + `1 > 0 and k2 + `2 > 0, and for all
α ∈ R,
Cov(Xk1,`1 , Xk2,`2) =
k1∧k2+`1∧`2∑
m=1
(
k1 + k2 + `1 + `2 − 2m
k1 + `2 −m
)
αk1+k2+`1+`2−2m,
where an empty sum is defined to be 0, and x ∧ y := min{x; y} for x, y ∈ R.
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Proof. By the representation (1.2),
Cov(Xk1,`1 , Xk2,`2)
=
∑
(i,j)∈Tk1,`1∩Tk2,`2
(
k1 + `1 − i− j
k1 − i
)(
k2 + `2 − i− j
k2 − i
)
αk1+`1+k2+`2−2i−2j .
(2.1)
Obviously, Tk1,`1 ∩ Tk2,`2 = Tk1∧k2, `1∧`2 , hence substituting m := i+ j we obtain
Cov(Xk1,`1 , Xk2,`2) =
k1∧k2+`1∧`2∑
m=1
αk1+k2+`1+`2−2mSm,k1,`1,k2,`2 ,
where
Sm,k1,`1,k2,`2 :=
k1∧k2∑
i=m−`1∧`2
(
k1 + `1 −m
k1 − i
)(
k2 + `2 −m
`2 −m+ i
)
.
We have
Sm,k1,`1,k2,`2 =
(
k1 + k2 + `1 + `2 − 2m
k1 + `2 −m
)
applying a simple combinatorial identity. 
In the sequel we make use of the following basic lemma.
2.2 Lemma. There exist constants c1 > 0 and c2 > 0 such that(
k
j
)
2−k 6 c1√
k
, (2.2)
and ∣∣∣∣∣
(
k
j
)
2−k − 1√
pik/2
exp
{
− (j − k/2)
2
k/2
}∣∣∣∣∣ 6 c2k , (2.3)
for all integers k > 1 and j ∈ {0, 1, . . . , k}.
Proof. The inequality (2.3) is a special case of the expansion in the local central
limit theorem [see Chapter VII, Theorem 6 in Petrov (1975)] for Bernoulli random
variables. The inequality (2.2) is a consequence of (2.3). 
2.3 Lemma. Let k1, `1, k2, `2 ∈ Z with k1 + `1 > 0 and k2 + `2 > 0.
If |α| < 1/2 then
|Cov(Xk1,`1 , Xk2,`2)|6
(2|α|)|k1−k2|+|`1−`2|
1− 4α2 .
If |α| = 1/2 then there exists a constant C > 0 such that
|Cov(Xk1,`1 , Xk2,`2)|6 C
√
k1 + `1 + k2 + `2.
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Proof. Lemma 2.1 and the inequality
(
n
k
)6 2n for n = 0, 1, . . ., 06 k 6 n, imply
|Cov(Xk1,`1 , Xk2,`2)|6
k1∧k2+`1∧`2∑
m=1
(2|α|)k1+k2+`1+`2−2m.
Substituting j := k1∧k2+ `1∧ `2−m and using x+y−2(x∧y) = |x−y|, x, y ∈ R,
we obtain
|Cov(Xk1,`1 , Xk2,`2)|6
k1∧k2+`1∧`2−1∑
j=0
(2|α|)|k1−k2|+|`1−`2|+2j
6 (2|α|)|k1−k2|+|`1−`2|
∞∑
j=0
(2α)2j ,
hence we get the statement in case |α| < 1/2.
Now let |α| = 1/2. If k1+ `1 = 0 or k2+ `2 = 0 then Cov(Xk1,`1 , Xk2,`2) = 0.
By Lemma 2.1,
|Cov(Xk1,`1 , Xk2,`2)|6
k1∧k2+`1∧`2∑
m=1
bm(k1, `1, k2, `2),
where
bm(k1, `1, k2, `2) :=
(
k1 + k2 + `1 + `2 − 2m
k1 + `2 −m
)
2−(k1+k2+`1+`2−2m).
Applying the inequality (2.2) of Lemma 2.2, we obtain
bm(k1, `1, k2, `2)6 c1(k1 + k2 + `1 + `2 − 2m)−1/2
if k1 + k2 + `1 + `2 − 2m> 1, which holds if m6 k1 ∧ k2 + `1 ∧ `2 − 1, since then
k1+k2+ `1+ `2−2m> |k1−k2|+ |`1− `2|+2> 2. Moreover, bm(k1, `1, k2, `2)6 1
is always satisfied, hence
|Cov(Xk1,`1 , Xk2,`2)|6 1 +
k1∧k2+`1∧`2−1∑
m=1
c1√
k1 + k2 + `1 + `2 − 2m
6 1 + c1
∫ k1∧k2+`1∧`2
0
dx√
k1 + k2 + `1 + `2 − 2x
= 1 + c1
(√
k1 + k2 + `1 + `2 −
√
|k1 − k2|+ |`1 − `2|
)
6 (1 + c1)
√
k1 + k2 + `1 + `2,
using again the identity |x− y|+ 2(x ∧ y) = x+ y for x, y ∈ R. 
For n ∈ N, let us introduce the piecewise constant random fields
Y (n)(s, t) := X[ns]+1,[nt]+1, Z(n)(s, t) := n−1/4X[ns]+1,[nt]+1, s, t ∈ R, s+ t> 0.
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2.4 Proposition. Let s1, t1, s2, t2 ∈ R with s1 + t1 > 0, s2 + t2 > 0.
If |α| < 1/2 then
lim
n→∞Cov(Y
(n)(s1, t1), Y (n)(s2, t2)) =
{
(1− 4α2)−1/2, if s1 = s2, t1 = t2,
0, otherwise.
If α = 1/2 then
lim
n→∞Cov(Z
(n)(s1, t1), Z(n)(s2, t2)) = K(s1, t1, s2, t2),
where
K(s1, t1, s2, t2)=

√
2
pi
(√
s1+s2+t1+t2−
√|s1−s2|+|t1−t2|), if s1−s2 = t1−t2,
0, otherwise.
If α = −1/2 then
lim
n→∞(−1)
[ns1]+[nt1]+[ns2]+[nt2]Cov(Z(n)(s1, t1), Z(n)(s2, t2)) = K(s1, t1, s2, t2).
2.5 Remark. In case α = −1/2 and s1 − s2 6= t1 − t2 one can easily derive that
limn→∞ Cov(Z(n)(s1, t1), Z(n)(s2, t2))=0, but the sequence(
Cov(Z(n)(s1, t1), Z(n)(s2, t2))
)
n>1 is not convergent for certain s1, t1, s2, t2 with
s1 − s2 = t1 − t2, namely, if the sequence
(
(−1)[ns1]+[nt1]+[ns2]+[nt2])
n>1 is not
convergent.
Proof of Proposition 2.4. Let |α| < 1/2. By Lemma 2.3,
|Cov(Y (n)(s1, t1), Y (n)(s2, t2))|6 (1− 4α2)−1/2(2|α|)|[ns1]−[ns2]|+|[nt1]−[nt2]|.
If s1 6= s2 then Cov(Y (n)(s1, t1), Y (n)(s2, t2))→ 0, since
∣∣[ns1]−[ns2]∣∣> n|s1−s2|/2
for all sufficiently large n. By symmetry, we also conclude the statement if t1 6= t2.
Let s1 = s2, t1 = t2 and s1 + t1 > 0. Then [ns1] + [nt1] → ∞ as n → ∞.
Hence by Lemma 2.1,
Cov(Y (n)(s1, t1), Y (n)(s2, t2)) =
[ns1]+[nt1]+1∑
m=0
(
2m
m
)
α2m → 1√
1− 4α2 ,
as n→∞. We finished the proof in the case |α| < 1/2.
Now let α = 1/2. By Lemma 2.1,
Cov
(
Z(n)(s1, t1), Z(n)(s2, t2)
)
=
1√
n
[ns1]∧[ns2]+[nt1]∧[nt2]+2∑
m=1
bn,m(s1, t1, s2, t2), (2.4)
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where
bn,m(s1, t1, s2, t2)
:=
(
[ns1] + [ns2] + [nt1] + [nt2] + 4− 2m
[ns1] + [nt2] + 2−m
)
2−2([ns1]+[ns2]+[nt1]+[nt2]+4−2m).
Examining the limit as n → ∞, we may omit finitely many terms from the sum in
(2.4), since bn,m(s1, t1, s2, t2)6 1. We consider only the terms in (2.4) with
m ∈ {2, 3, . . . , [ns1] ∧ [ns2] + [nt1] ∧ [nt2]} := Hn(s1, t1, s2, t2).
We want to apply Lemma 2.2 to estimate bn,m(s1, t1, s2, t2). Let
k := [ns1] + [ns2] + [nt1] + [nt2] + 4− 2m, j := [ns1] + [nt2] + 2−m.
Then k > 1 for all m ∈ Hn(s1, t1, s2, t2) and j−k/2 =
(
[ns1]−[ns2]−[nt1]+[nt2]
)
/2,
hence
|bn,m(s1, t1, s2, t2)− b∗n,m(s1, t1, s2, t2)|6
c2
[ns1] + [ns2] + [nt1] + [nt2] + 4− 2m,
where
b∗n,m(s1, t1, s2, t2) :=
exp
{
− ([ns1]−[ns2]−[nt1]+[nt2])22([ns1]+[ns2]+[nt1]+[nt2]+4−2m)
}
√
pi([ns1] + [ns2] + [nt1] + [nt2] + 4− 2m)/2
.
Obviously, we have
1√
n
[ns1]∧[ns2]+[nt1]∧[nt2]∑
m=2
c2
[ns1] + [ns2] + [nt1] + [nt2] + 4− 2m
6 c2√
n
∫ [ns1]∧[ns2]+[nt1]∧[nt2]+1
2
dx
[ns1] + [ns2] + [nt1] + [nt2] + 4− 2x
6 c2
2
√
n
log([ns1] + [ns2] + [nt1] + [nt2])→ 0 as n→∞,
hence, examining the limit of (2.4) as n → ∞, we may replace bn,m(s1, t1, s2, t2)
by b∗n,m(s1, t1, s2, t2).
In case s1 − s2 6= t1 − t2 we have for all sufficiently large n and for all
m ∈ Hn(s1, t1, s2, t2) the inequalities∣∣[ns1]− [ns2]− [nt1] + [nt2]∣∣> |s1 − s2 − t1 + t2|n/2,
26 [ns1] + [ns2] + [nt1] + [nt2] + 4− 2m6 (s1 + s2 + t1 + t2)n,
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consequently,
b∗n,m(s1, t1, s2, t2)6 pi−1/2 exp
{
− (s1 − s2 − t1 + t2)
2
8(s1 + s2 + t1 + t2)
n
}
.
This implies
1√
n
[ns1]∧[ns2]+[nt1]∧[nt2]∑
m=2
b∗n,m(s1, t1, s2, t2)→ 0 as n→∞,
hence we obtain the statement for s1 − s2 6= t1 − t2.
In case s1 − s2 = t1 − t2 we have for all sufficiently large n and for all
m ∈ Hn(s1, t1, s2, t2) the inequalities∣∣[ns1]− [ns2]− [nt1] + [nt2]∣∣6 2,
[ns1] + [ns2] + [nt1] + [nt2] + 4− 2m>
(|s1 − s2|+ |t1 − t2|)n/2,
consequently,
cn(s1, t1, s2, t2)b∗∗n,m(s1, t1, s2, t2)6 b∗n,m(s1, t1, s2, t2)6 b∗∗n,m(s1, t1, s2, t2),
where
b∗∗n,m(s1, t1, s2, t2) :=
1√
pi([ns1] + [ns2] + [nt1] + [nt2] + 4− 2m)/2
,
cn(s1, t1, s2, t2) :=
exp
{
− 4(
|s1−s2|+|t1−t2|
)
n
}
if s1 − s2 = t1 − t2 6= 0,
1 if s1 − s2 = t1 − t2 = 0.
Clearly
lim
n→∞
1√
n
[ns1]∧[ns2]+[nt1]∧[nt2]∑
m=2
b∗∗n,m(s1, t1, s2, t2)
=
∫ s1∧s2+t1∧t2
0
dx√
pi(s1 + s2 + t1 + t2 − 2x)/2
= K(s1, t1, s2, t2),
hence limn→∞ cn(s1, t1, s2, t2) = 1 implies the statement for s1 − s2 = t1 − t2.
Now let α = −1/2. Using the zero start triangular spatial AR process {X˜k,` :
k, ` ∈ Z, k + `> 0} with parameter −α = 1/2 introduced in Section 1, we have
Xk,` = (−1)k+`X˜k,` for k, ` ∈ Z with k + `> 0. Consequently,
Cov
(
Z(n)(s1, t1), Z(n)(s2, t2)
)
= (−1)[ns1]+[nt1]+[ns2]+[nt2]Cov(Z˜(n)(s1, t1), Z˜(n)(s2, t2)).
The proof is complete. 
In order to estimate covariances and moments we make use the following two
lemmata.
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2.6 Lemma. Let ξ1, . . . , ξN be independent random variables with Eξi = 0, Eξ2i = 1
for all i = 1, . . . , N , and M4 := max16i6N Eξ4i <∞. Let a1, . . . , aN , b1, . . . , bN ∈
R with aibi > 0 for all i = 1, . . . , N . Let
X :=
N∑
i=1
aiξi, Y :=
N∑
j=1
bjξj .
Then
06 Cov(X2, Y 2)6 2M4Cov(X,Y )2, EX2Y 2 6 3M4EX2EY 2.
Proof. We have
Cov(X2, Y 2) =
N∑
i1, i2, j1, j2=1
ai1ai2bj1bj2Cov(ξi1ξi2 , ξj1ξj2).
It is easy to check that
Eξi1ξi2ξj1ξj2 =

Eξ4i1 , if i1 = i2 = j1 = j2,
1, if i1 = i2 6= j1 = j2, or i1 = j1 6= i2 = j2 or i1 = j2 6= i2 = j1,
0, otherwise.
Hence
Cov(ξi1ξi2 , ξj1ξj2) =

Eξ4i1 − 1, if i1 = i2 = j1 = j2,
1, if i1 = j1 6= i2 = j2 or i1 = j2 6= i2 = j1,
0, otherwise.
Consequently,
Cov(X2, Y 2) =
N∑
i=1
a2i b
2
i (Eξ
4
i − 1) + 4
∑
16i<j6N
aiajbibj > 0
by the assumption aibi > 0, i = 1, . . . , N , and by the inequality Eξ4i > (Eξ2i )2 = 1.
Moreover,
Cov(X2, Y 2) =
N∑
i=1
a2i b
2
i (Eξ
4
i − 3) + 2
(
N∑
i=1
aibi
)2
6 ((M4 − 3)+ + 2)( N∑
i=1
aibi
)2
,
since
∑N
i=1 a
2
i b
2
i 6
(∑N
i=1 aibi
)2
follows from the assumption aibi > 0, i = 1, . . . , N .
Furthermore,
Cov(X,Y ) =
N∑
i, j=1
aibjCov(ξi, ξj) =
N∑
i=1
aibi.
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Clearly M4 > 1 implies (M4−3)++2 6 2M4, hence we obtain the first inequality.
Further,
EX2Y 2 = Cov(X2, Y 2) + EX2EY 2 6 2M4Cov(X,Y )2 + EX2EY 2
= 2M4(EXY )2 + EX2EY 2 6 (2M4 + 1)EX2EY 2 6 3M4EX2EY 2,
hence we obtain the second inequality. 
2.7 Lemma. Let (ξN )N>1 be a sequence of independent random variables with
EξN = 0 for all N > 1, and supN>1 Eξ4N <∞. Let α ∈ R with |α| < 1. Let
UN :=
N∑
i=2
ξi−1ξi, VN :=
∑
16j<i6N
αi−jξiξj .
Then
EU4N = O(N
2), EV 4N = O(N
2), as N →∞.
Proof. We have
EU4N =
N∑
i1, i2, i3, i4=2
Eξi1−1ξi1ξi2−1ξi2ξi3−1ξi3ξi4−1ξi4 .
Clearly, if Eξi1−1ξi1ξi2−1ξi2ξi3−1ξi3ξi4−1ξi4 6= 0 then i1 = i2 and i3 = i4, or the
same relationship holds with a permutation of (i1, i2, i3, i4). The number of these
cases is O(N2) as N →∞, and in all of these cases,
|Eξi1−1ξi1ξi2−1ξi2ξi3−1ξi3ξi4−1ξi4 |
6 sup{Eξ2i−1Eξ2i Eξ2j−1Eξ2j ; Eξ2i−1Eξ4i Eξ2i+1; Eξ4i−1Eξ4i : i> 2, j > i+ 2}
6
(
sup
N>1
Eξ4N
)2
<∞,
by Ho¨lder inequality. Hence we conclude that EU4N = O(N
2), as N →∞.
Moreover, we have
EV 4N =
∑
H
αi1+i2+i3+i4−j1−j2−j3−j4Eξi1ξi2ξi3ξi4ξj1ξj2ξj3ξj4 ,
where the summation
∑
H is taken over for the set
H := {(i1, i2, i3, i4, j1, j2, j3, j4) ∈ N8 : 16 jk < ik 6 N, k = 1, 2, 3, 4}.
For (i1, i2, i3, i4, j1, j2, j3, j4) ∈ H, Eξi1ξi2ξi3ξi4ξj1ξj2ξj3ξj4 6= 0 only in the following
eleven cases:
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(1) j1 = j2 = j3 = j4 < i1 = i2 = i3 = i4;
(2) j1 = j2 = j3 = j4 < i1 = i2 < i3 = i4, or with a permutation of (i1, i2, i3, i4);
(3) j1 = j2 = j3 < j4 = i1 = i2 < i3 = i4, or with a permutation of (i1, i2, i3);
(4) j1 = j2 = j3 < j4 = i1 < i2 = i3 = i4, or with a permutation of (i1, i2, i3);
(5) j1 = j2 < i1 = i2 < j3 = j4 < i3 = i4;
(6) j1 = j2 < j3 = j4 = i1 = i2 < i3 = i4;
(7) j1 = j2 < j3 = j4 = i1 < i2 = i3 = i4, or with a permutation of (i1, i2);
(8) j1 = j2 < j3 = j4 < i1 = i2 = i3 = i4;
(9) j1 = j2 < j3 = j4 < i1 = i2 < i3 = i4, or with permutation of (i1, i2, i3, i4);
(10) j1 = j2 < j3 = i1 < j4 = i2 < i3 = i4, or with a permutation of (i1, i2);
(11) j1 = j2 < j3 = i1 < j4 = i3 < i2 = i4, or with a permutation of (i1, i2);
or with joint permutations of (i1, i2, i3, i4) and (j1, j2, j3, j4). Let H˜k ⊂ H,
k = 1, 2, . . . , 11 denote the subset belonging to the case (k). Then for all
(i1, i2, i3, i4, j1, j2, j3, j4) ∈ H˜k and for all k = 1, 2, . . . , 11,
|Eξi1ξi2ξi3ξi4ξj1ξj2ξj3ξj4 |
6 sup{Eξ2i Eξ2jEξ2kEξ2` ; Eξ2i E|ξj |3E|ξk|3; Eξ2i Eξ2jEξ4k; Eξ4i Eξ4j : i, j, k, `> 1}
6
(
sup
N>1
Eξ4N
)2
<∞
again by Ho¨lder inequality. Further,∑
H˜k
αi1+i2+i3+i4−j1−j2−j3−j4 = O(N2), as N →∞
for all k = 1, 2, . . . , 11. For example, consider the case (5). Applying the inequality∑n2
k=n1
qk 6 qn2+1/(q− 1) for q > 1 and for n1, n2 ∈ Z with n1 6 n2, we obtain∑
H˜5
αi1+i2+i3+i4−j1−j2−j3−j4 =
∑
16j1<i1<j3<i36N
α2i1+2i3−2j1−2j3
6 1
α−2 − 1
∑
16i1<j3<i36N
α2i3−2j3
6 N
α−2 − 1
∑
16j3<i36N
α2i3−2j3 6 N
(α−2 − 1)2
N∑
i3=1
1 =
N2
(α−2 − 1)2 .
The other cases can be handled similarly. 
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3 Proof of Proposition 1.2
In the whole proof of Propositions 1.2 and 1.3 we will use the notation
M4 := sup{E ε4k,` : k, ` ∈ Z, k + `> 1}.
The statement of Proposition 1.2 will follow from
n−2EBn → 1/σ2α, if 06 α < 1/2, (3.1)
n−4VarBn → 0, if 06 α < 1/2, (3.2)
n−5/2EBn → 1/σ2, if α = 1/2, (3.3)
n−5VarBn → 0, if α = 1/2. (3.4)
If α = 0 then Xk,` = εk,` for all k, ` ∈ Z with k + `> 1, hence
Bn =
∑
(k,`)∈Tn
(εk−1,` + εk,`−1)2 =
n∑
k=−n+2
n∑
`=−k+2
(εk−1,` + εk,`−1)2.
Clearly
EBn =
n∑
k=−n+2
n∑
`=−k+2
Var(εk−1,` + εk,`−1) = 2
n∑
k=−n+2
n∑
`=−k+2
1 = 2n(2n− 1),
thus n−2EBn → 4 = 1/σ20 , and we obtain (3.1) in case α = 0. Moreover,
VarBn =
∑
(k1,`1), (k2,`2)∈Tn
Cov
(
(εk1−1,`1 + εk1,`1−1)
2, (εk2−1,`2 + εk2,`2−1)
2
)
.
By Lemma 2.6,
06 Cov ((εk1−1,`1 + εk1,`1−1)2, (εk2−1,`2 + εk2,`2−1)2)
6 2M4Cov (εk1−1,`1 + εk1,`1−1, εk2−1,`2 + εk2,`2−1)2 6 8M4,
so that VarBn 6 8M4n(2n+ 1), and consequently, we obtain (3.2) for α = 0.
If 0 < α6 1/2 then using (1.1), we rewrite Bn in the form
Bn = α−2
∑
(k,`)∈Tn
(Xk,` − εk,`)2,
so that
EBn = α−2
∑
(k,`)∈Tn
Var(Xk,` − εk,`).
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By the representation (1.2), Cov(Xk,`, εk,`) = 1. Hence Var(Xk,`−εk,`) = VarXk,`−
1, and thus
EBn = α−2
∑
(k,`)∈Tn
VarXk,` − α−2n(2n+ 1).
If 0 < α < 1/2 then∑
(k,`)∈Tn
VarXk,` =
∑
(k,`)∈Tn
VarY (n)
(
k − 1
n
,
`− 1
n
)
= n2
∫∫
T
VarY (n)(s, t) dsdt,
where T := {(s, t) ∈ R2 : s+ t> 0, s6 1, t6 1}. Hence
n−2EBn = α−2
∫∫
T
VarY (n)(s, t) dsdt− 2n+ 1
n
α−2.
By Lemma 2.3, |VarY (n)(s, t)|6 (1 − 4α2)−1, hence the dominated convergence
theorem and Proposition 2.4 imply
lim
n→∞n
−2EBn = α−2
∫∫
T
lim
n→∞VarY
(n)(s, t) dsdt− 2α−2
= α−2(1− 4α2)−1/2
∫∫
T
dsdt− 2α−2 = 2α−2
(
(1− 4α2)−1/2 − 1
)
=
1
σ2α
.
Thus we obtain (3.1) for 0 < α < 1/2. In case α = 1/2 we obtain in the same
manner
n−5/2EBn = 4
∫∫
T
VarZ(n)(s, t) dsdt− 4(2n+ 1)
n3/2
.
By Lemma 2.3, |VarZ(n)(s, t)|6 Cn−1/2(2[ns] + 2[nt] + 4)1/2 6 C(2s + 2t + 4)1/2.
The function (s, t) 7→ C(2s+ 2t+ 4)1/2 is integrable on the triangle T , hence the
dominated convergence theorem applies. By Proposition 2.4,
lim
n→∞n
−5/2EBn = 4
∫∫
T
lim
n→∞VarZ
(n)(s, t) dsdt =
8√
pi
∫∫
T
√
s+ tdsdt =
1
σ2
,
thus we have derived (3.3).
Further, we have for α > 0 that
VarBn = α−4
∑
(k1,`1), (k2,`2)∈Tn
Cov
(
(Xk1,`1 − εk1,`1)2, (Xk2,`2 − εk2,`2)2
)
.
Applying Lemma 2.6,
06 Cov ((Xk1,`1 − εk1,`1)2, (Xk2,`2 − εk2,`2)2) 6 2M4Cov(Xk1,`1−εk1,`1 , Xk2,`2−εk2,`2)2.
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One can easily show that
|Cov(Xk1,`1 − εk1,`1 , Xk2,`2 − εk2,`2)|6 Cov(Xk1,`1 , Xk2,`2). (3.5)
Indeed,
Cov(Xk1,`1 − εk1,`1 , Xk2,`2 − εk2,`2)
= EXk1,`1Xk2,`2 − Eεk1,`1Xk2,`2 − EXk2,`2εk1,`1 + Eεk1,`1εk2,`2 .
By the representation (1.2), Eεk1,`1Xk2,`2 > 0 and EXk2,`2εk1,`1 > 0. Thus in case
(k1, `1) 6= (k2, `2), (3.5) follows from Eεk1,`1εk2,`2 = 0. If (k1, `1) = (k2, `2) then
Eεk1,`1Xk2,`2 = EXk2,`2εk1,`1 = Eεk1,`1εk2,`2 = 1 implies (3.5).
If 0 < α < 1/2 then∑
(k1,`1), (k2,`2)∈Tn
Cov(Xk1,`1 , Xk2,`2)
2
= n4
∫∫
T
∫∫
T
Cov
(
Y (n)(s1, t1), Y (n)(s2, t2)
)2 ds1dt1ds2dt2.
Hence by (3.5),
n−4VarBn 6 2M4α−4
∫∫
T
∫∫
T
Cov
(
Y (n)(s1, t1), Y (n)(s2, t2)
)2 ds1dt1ds2dt2,
which tends to zero by the dominated convergence theorem and by Proposition 2.4.
Hence we conclude (3.2) for 0 < α < 1/2.
If α = 1/2 then∑
(k1,`1), (k2,`2)∈Tn
Cov(Xk1,`1 , Xk2,`2)
2
= n5
∫∫
T
∫∫
T
Cov
(
Z(n)(s1, t1), Z(n)(s2, t2)
)2 ds1dt1ds2dt2.
Again by (3.5),
n−5VarBn 6 32M4
∫∫
T
∫∫
T
Cov
(
Z(n)(s1, t1), Z(n)(s2, t2)
)
ds1dt1ds2dt2.
By Lemma 2.3,
Cov
(
Z(n)(s1, t1), Z(n)(s2, t2)
)2 6 C2n−1([ns1] + [nt1] + [ns2] + [nt2] + 4)
6 C2(s1 + t1 + s2 + t2 + 4)
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for all (s1, t1), (s2, t2) ∈ T . The function (s1, t1, s2, t2) 7→ C2(s1 + t1 + s2 + t2 + 4)
is integrable on T 2. Hence the dominated convergence theorem and Proposition 2.4
imply
lim
n→∞
∫∫
T
∫∫
T
Cov
(
Z(n)(s1, t1), Z(n)(s1, t1)
)2
ds1dt1ds2dt2 = 0,
and we conclude (3.4). 
4 Proof of Proposition 1.3
First we show that (An)n>1 is a square integrable martingale with respect to the
filtration (Fn)n>1, where Fn denotes the σ–algebra generated by the random
variables {εk,` : (k, `) ∈ Tn}.
Let us introduce the notation
Sn := Tn \ Tn−1, n> 1,
which is a strip between the two triangles Tn−1 and Tn.
We give a useful decomposition of An − An−1, where A0 := 0. If α 6= 0 then
by the representation (1.2),
An −An−1 = α−1
∑
(k,`)∈Sn
(Xk,` − εk,`)εk,`
= α−1
∑
(k,`)∈Sn
εk,`
∑
(i,j)∈Tk,`
(i,j) 6=(k,`)
(
k + `− i− j
k − i
)
αk+`−i−jεi,j .
Collecting first the terms containing only εi,j with (i, j) ∈ Sn, and then the rest,
we obtain the decomposition
An −An−1 = An,1 +
∑
(k,`)∈Sn
εk,`An,2,k,`, (4.1)
where
An,1 := α−1
∑
(k,`)∈Sn
εk,`
∑
(i,j)∈Tk,`\Tn−1
(i,j) 6=(k,`)
(
k + `− i− j
k − i
)
αk+`−i−jεi,j ,
An,2,k,` := α−1
∑
(i,j)∈Tk,`∩Tn−1
(
k + `− i− j
k − i
)
αk+`−i−jεi,j .
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If α = 0 then
An −An−1 =
n∑
k=−n+2
(εk−1,n + εk,n−1)εk,n +
n−1∑
`=−n+2
(εn−1,` + εn,`−1)εn,`,
so that we obtain again the decomposition (4.1) with
An,1 :=
n∑
k=−n+2
εk−1,nεk,n +
n∑
`=−n+2
εn,`−1εn,`.,
An,2,k,` :=

εk,n−1, if −n+ 26 k 6 n− 1, ` = n,
εn−1,`, if k = n, −n+ 26 `6 n− 1,
0, otherwise.
The term An,1 is a quadratic form of the variables {εi,j : (i, j) ∈ Sn}, hence An,1
is independent of Fn−1. The terms An,2,k,` are linear combinations of the variables
{εi,j : (i, j) ∈ Tn−1}, thus they are measurable with respect to Fn−1. Hence,
E(An −An−1 | Fn−1) = EAn,1 +
∑
(k,`)∈Sn
An,2,k,`E(εk,` | Fn−1) = 0.
Consequently, (An)n>1 is a square integrable martingale with respect to the filtration
(Fn)n>1.
By the martingale central limit theorem [Jacod and Shiryaev (1987)], in order
to prove Proposition 1.3, it suffices to show that the conditional variances of the
martingale differences converge in probability and to verify the conditional Linde-
berg condition. To be precise, the statement is a consequence of the following two
propositions, where 1H denotes the indicator function of the set H.
4.1 Proposition. If 06 α < 1/2 then
n−2
n∑
m=1
E
(
(Am −Am−1)2
∣∣Fm−1) P−→ 1
σ2α
, as n→∞.
If α = 1/2 then
n−5/2
n∑
m=1
E
(
(Am −Am−1)2
∣∣Fm−1) P−→ 1
σ2
, as n→∞.
4.2 Proposition. If 06 α < 1/2 then for all δ > 0,
n−2
n∑
m=1
E
(
(Am −Am−1)21{|Am−Am−1|>δn}
∣∣∣Fm−1) P−→ 0, as n→∞.
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If α = 1/2 then for all δ > 0,
n−5/2
n∑
m=1
E
(
(Am −Am−1)21{|Am−Am−1|>δn5/4}
∣∣∣Fm−1) P−→ 0, as n→∞.
Proof of Proposition 4.1. By the decomposition (4.1) and by the measurability
of Am,2,k,` with respect to Fm−1 one can derive that
E
(
(Am −Am−1)2
∣∣Fm−1) = E(A2m,1 ∣∣Fm−1) + 2 ∑
(k,`)∈Sm
Am,2,k,`E(Am,1εk,`
∣∣Fm−1)
+
∑
(k1,`1), (k2,`2)∈Sm
Am,2,k1,`1Am,2,k2,`2E(εk1,`1εk2,`2
∣∣Fm−1).
By the independence of Am,1 and {εk,` : (k, `) ∈ Sm} from Fm−1, and by
E(Am,1εk,`) = 0, one obtains
E
(
(Am −Am−1)2
∣∣Fm−1) = EA2m,1 + ∑
(k,`)∈Sm
A2m,2,k,` =: Um.
The statement will follow from
n−2
n∑
m=1
EUm → 1/σ2α, if 06 α < 1/2, (4.2)
n−4Var
(
n∑
m=1
Um
)
→ 0, if 06 α < 1/2, (4.3)
n−5/2
n∑
m=1
EUm → 1/σ2, if α = 1/2, (4.4)
n−5Var
(
n∑
m=1
Um
)
→ 0, if α = 1/2. (4.5)
First we show that
n∑
m=1
EUm = EBn. (4.6)
Indeed, Um = E(A2m − 2AmAm−1 + A2m−1 | Fm−1) = EA2m − A2m−1, hence EUm =
EA2m − EA2m−1, and consequently,
∑n
m=1 EUm = EA
2
n. Further, we have
EA2n =
∑
(k1,`1), (k2,`2)∈Tn
E
(
(Xk1−1,`1 +Xk1,`1−1)(Xk2−1,`2 +Xk2,`2−1)εk1,`1εk2,`2
)
.
By the representation (1.2), only the terms with (k1, `1) = (k2, `2) are nonzero, and
the variables Xk−1,`, Xk,`−1 are independent from εk,`, thus
n∑
m=1
EUm = EA2n =
∑
(k,`)∈Tn
E(Xk−1,` +Xk,`−1)2 Eε2k,` = EBn,
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and consequently, we obtained (4.6).
In view of (4.6), the statements (4.2) and (4.4) follow from (3.1) and (3.3), re-
spectively.
Now we prove (4.3) and (4.5). If α = 0 then
n∑
m=1
Um =
n∑
m=1
EA2m,1 +
n∑
m=2
m−2∑
k=−m+2
ε2k,m−1 +
n∑
m=2
m−2∑
`=−m+2
ε2m−1,` + 2
n∑
m=2
ε2m−1,m−1
is a decomposition in independent terms. Hence
Var
(
n∑
m=1
Um
)
=
n∑
m=2
m−2∑
k=−m+2
1 +
n∑
m=2
m−2∑
`=−m+2
1 + 4
n∑
m=2
1 = 2n2,
which implies (4.3) in case α = 0.
If α > 0 then we consider
Var
(
n∑
m=1
Um
)
=
n∑
m1,m2=1
∑
(k1,`1)∈Sm1
∑
(k2,`2)∈Sm2
Cov(A2m1,2,k1,`1 , A
2
m2,2,k2,`2).
By Lemma 2.6, Cov(A2m1,2,k1,`1 , A
2
m2,2,k2,`2
)6 2M4Cov(Am1,2,k1,`1 , Am2,2,k2,`2)2. More-
over,
Cov(Am1,2,k1,`1 , Am2,2,k2,`2)
= α−2
∑
(i,j)∈Tk1,`1∩Tm1−1∩Tk2,`2∩Tm2−1
(
k1+`1−i−j
k1−i
)(
k2+`2−i−j
k2−i
)
αk1+`1+k2+`2−2i−2j .
By formula (2.1), |Cov(Am1,2,k1,`1 , Am2,2,k2,`2)|6 α−2Cov(Xk1,`1 , Xk2,`2). Further-
more,
n∑
m1,m2=1
∑
(k1,`1)∈Sm1
∑
(k2,`2)∈Sm2
Cov(Xk1,`1 , Xk2,`2) =
∑
(k1,`1), (k2,`2)∈Tn
Cov(Xk1,`1 , Xk2,`2),
hence one can derive (4.3) in case α > 0 and (4.5) as (3.2) and (3.4) have been
derived, respectively. 
Proof of Proposition 4.2. We have
1{|Am−Am−1|>δn} 6 δ−2n−2(Am −Am−1)2,
1{|Am−Am−1|>δn5/4} 6 δ−2n−5/2(Am −Am−1)2,
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hence it suffices to show that
n−4
n∑
m=1
E
(
(Am −Am−1)4
∣∣Fm−1) P−→ 0 if 06 α < 1/2, (4.7)
n−5
n∑
m=1
E
(
(Am −Am−1)4
∣∣Fm−1) P−→ 0 if α = 1/2. (4.8)
By the decomposition (4.1) of Am−Am−1 and by the inequality (x+y)4 6 23(x4+y4)
for x, y ∈ R,
(Am −Am−1)4 6 23A4m,1 + 23
 ∑
(k,`)∈Sm
εk,`Am,2,k,`
4 .
By the independence of Am,1 and Fm−1, we have E(A4m,1
∣∣Fm−1) = EA4m,1.
By the measurability of Am,2,k,` with respect to Fm−1, we obtain
E

 ∑
(k,`)∈Sm
εk,`Am,2,k,`
4 ∣∣∣∣Fm−1
 = (M4−3) ∑
(k,`)∈Sm
A4m,2,k,`+3
 ∑
(k,`)∈Sm
A2m,2,k,`
2
6 ((M4−3)++3)
 ∑
(k,`)∈Sm
A2m,2,k,`
2 .
Hence, in order to prove (4.7) and (4.8), it suffices to show that
n−4
n∑
m=1
EA4m,1 → 0 if 06 α < 1/2, (4.9)
n−4
n∑
m=1
E
 ∑
(k,`)∈Sm
A2m,2,k,`
2 → 0 if 06 α < 1/2. (4.10)
n−5
n∑
m=1
EA4m,1 → 0 if α = 1/2, (4.11)
n−5
n∑
m=1
E
 ∑
(k,`)∈Sm
A2m,2,k,`
2 → 0 if α = 1/2. (4.12)
If α = 0 then
A4m,1 6 23
(
m∑
k=−m+2
εk−1,mεk,m
)4
+ 23
(
m∑
`=−m+2
εm,`−1εm,`
)4
.
22
By Lemma 2.7, EA4m,1 = O(m
2) as n → ∞, which implies (4.9) for α = 0.
Moreover, for m> 2,
∑
(k,`)∈Sm
A2m,2,k,` =
m−2∑
k=−m+2
ε2k,m−1 +
m−2∑
`=−m+2
ε2m−1,` + 2ε
2
m−1,m−1,
where the decomposition on the right hand side contains independent random vari-
ables. Thus
E
 ∑
(k,`)∈Sm
A2m,2,k,`
2 6 (4m− 2)M4 + (4m− 3)(4m− 6),
and we obtain (4.10) for α = 0.
If α 6= 0 then separating the terms in Am,1 containing {εk,m : k = −m +
1, . . . ,m} and {εm,` : ` = −m+ 1, . . . ,m}, we obtain
Am,1 = α−1
∑
−m+16i<k6m
αk−iεk,mεi,m + α−1
∑
−m+16j<`6m
α`−jεm,`εm,j .
Consequently,
A4m,1 6 23α−1
 ∑
−m+16i<k6m
αk−iεk,mεi,m
4+23α−1
 ∑
−m+16j<`6m
α`−jεm,`εm,j
4 .
By Lemma 2.7, EA4m,1 = O(m
2) as n → ∞, which implies (4.9) in the case
0 < α < 1/2, and (4.11).
Furthermore, we have
E
 ∑
(k,`)∈Sm
A2m,2,k,`
2 = ∑
(k1,`1), (k2,`2)∈Sm
E(A2m,2,k1,`1A
2
m,2,k2,`2).
By Lemma 2.6, E(A2m,2,k1,`1A
2
m,2,k2,`2
)6 3M4EA2m,2,k1,`1EA2m,2,k2,`2 . By formula
(2.1),
EA2m,2,k,` =
∑
(i,j)∈Tk,`∩Tm−1
(
k + `− i− j
k − i
)2
α2(k+`−i−j) 6 VarXk,`.
If 0 < α < 1/2 then by Lemma 2.3, VarXk,` 6 (1− 4α2)−1, hence
E
 ∑
(k,`)∈Sm
A2m,2,k,`
2 6 3M4(1−4α2)−2 ∑
(k1,`1), (k2,`2)∈Sm
1 = 3M4(1−4α2)−2(4m−1)2,
23
hence we obtain (4.10) in case 0 < α < 1/2.
If α = 1/2 then again by Lemma 2.3, VarXk,` 6 C
√
2(k + `)6 2C√m for
(k, `) ∈ Sm, thus
E
 ∑
(k,`)∈Sm
A2m,2,k,`
2 6 4C2m ∑
(k1,`1), (k2,`2)∈Sm
1 = 4C2m(4m− 1)2,
hence we obtain (4.12). 
Acknowledgments. The authors are indebted to Frits Ruymgaart for posing
the problem and for several fruitful discussions on spatial models.
References
[1] Anderson, T. W. (1959). On asymptotic distributions of estimates of parame-
ters of stochastic difference equations. Ann. Math. Statist. 30 676–687.
[2] Basu, S. and Reinsel, G. C. (1992). A note on properties of spatial Yule–Walker
estimators. J. Statist. Comput. Simulation 41 243–255.
[3] Basu, S. and Reinsel, G. C. (1993). Properties of the spatial unilateral first-
order ARMA model. Adv. in Appl. Probab. 25 631–648.
[4] Basu, S. and Reinsel, G. C. (1994). Regression models with spatially correlated
errors. J. Amer. Statist. Assoc. 89 88–99.
[5] Besag, J. E. (1972). On the correlation structure of some two dimensional sta-
tionary processes. Biometrika 59 43–48.
[6] Bhattacharyya, B. B., Khalil, T. M. and Richardson, G. D. (1996).
Gauss–Newton estimation of parameters for a spatial autoregression model.
Statist. Probab. Lett. 28 173–179.
[7] Bhattacharyya, B. B., Richardson, G. D. and Franklin, L. A. (1997).
Asymptotic inference for near unit roots in spatial autoregression. Ann. Statist.
25 1709–1724.
[8] Bobkoski, M. J. (1983). Hypothesis testing in nonstationary time series.
Ph.D. dissertation, Univ. Wisconsin, Madison.
[9] Chan, N. H. and Wei, C. Z. (1987). Asymptotic inference for nearly nonsta-
tionary AR(1) processes. Ann. Statist. 15 1050–1063.
24
[10] Cullis, B. R. and Gleeson, A. C. (1991). Spatial analysis of field experiments
— an extension to two dimensions. Biometrics 47 1449–1460.
[11] Jacod, J. and Shiryaev, A. N. (1987). Limit Theorems for Stochastic Pro-
cesses. Springer–Verlag, Berlin, Heidelberg, New York, London, Paris, Tokyo.
[12] Jain, A. K. (1981). Advances in mathematical models for image processeng.
Proc. IEEE 69 502–528.
[13] Hoeffding, W. (1963). Probability inequalities for sums of bounded random
variables. J. Amer. Statist. Assoc. 58 13–30.
[14] Mann, H. B. and Wald, A. (1943). On the statistical treatment of linear
stochastic difference equations. Econometrica 11 173–220.
[15] Martin, R. J. (1979). A subclass of lattice processes applied to a problem in
planar sampling. Biometrika 66 209–217.
[16] Martin, R. J. (1990). The use of time-series models and methods in the analysis
of agricultural field trials. Comm. Statist. Theory Methods 19 55–81.
[17] Petrov, V. V. (1975). Sums of Independent Random Variables, Springer–
Verlag, Berlin, Heidelberg, New York.
[18] Phillips, P. C. B. (1987). Towards a unified asymptotic theory for autoregres-
sion. Biometrika 74 535–547.
[19] Stroock, D. W. (1994). Probability Theory, an Analytical View. Cambridge
University Press.
[20] Tjøstheim, D. (1978). Statistical spatial series modelling.Adv. in Appl. Probab.
10 130–154.
[21] Tjøstheim, D. (1981). Autoregressive modelling and spectral analysis of array
data in the plane. IEEE Trans. on Geosciences and Remote Sensing 19 15–24.
[22] Tjøstheim, D. (1983). Statistical spatial series modelling II: some further results
on unilateral processes. Adv. in Appl. Probab. 15 562–584.
[23] White, J. S. (1958). The limiting distribution of the serial correlation coefficient
in the explosive case. Ann. Math. Statist. 29 1188–1197.
[24] Whittle, P. (1954). On stationary processes in the plane. Biometrika 41 434–
449.
25
S. Baran
Institute of Mathematics
and Informatics
University of Debrecen
P. O. Box 12
H-4012 Debrecen
Hungary
E-mail: barans@math.klte.hu
G. Pap
Institute of Mathematics
and Informatics
University of Debrecen
P. O. Box 12
H-4012 Debrecen
Hungary
E-mail: papgy@math.klte.hu
M. C. A. van Zuijlen
Department of Mathematics
University of Nijmegen
6525 ED Nijmegen
The Netherlands
E-mail: zuijlen@sci.kun.nl
26
