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Abstract
We apply general difference calculus in order to obtain solutions to the functional equations of the second order.
We show that factorization method can be successfully applied to the functional case. This method is equivariant
under the change of variables. Some examples of applications are presented.
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0. Introduction
In this paper we develop the theory of equations of the form
(x)((x))+ (x)(x)+ (x)(−1(x))= (x) (1)
generated by a bijection  : X → X of the real line subset X ⊂ R.
The equations of this type can be regarded as an alternate discretization of the second order differential
equations including Schrödinger equation and generalization of difference and q-difference equations.
They also emerge from the change of variables in difference equations. On the other hand the functional
equations by themselves are of interest and havemany important applications.They have been investigated
in many monographs and papers from the point of view of functional analysis, especially C∗-algebras
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methods, see e.g. [3,4]. We hope that our approach can be applied also in the numerical analysis of some
problems.
Our approach is based on -difference and -integral calculus, see e.g. [12], which is a direct gener-
alization of the standard one and is ideologically related to the analysis on time scales. This gives us a
possibility to generalize the factorizationmethod elaborated effectively bymany authors in the differential
(e.g. see [5,11]) or difference (e.g. see [15,2,14]) cases. Our approach allows one to consider this method
in q-case, see [6] for application, and due to generality of  has the beneﬁt that it is equivariant under the
change of variables.
Section 1 deﬁnes basic notions and operators of -calculus as well as formulates some relations between
them. In Section 2 we introduce and study Hilbert spaces with the scalar product given by -integral on
the orbits of the semigroup of natural numbers (N ∪ {0},+) or group of integer numbers (Z,+) acting
on X by the iterations of the bijection . Then, in Section 3 we construct the chain of eigenproblems in
these Hilbert spaces by the application of the factorization method. This construction gives a possibility
to solve the eigenproblems for the chain of Hamiltonians if one knows a solution to the initial one.
In Section 4 we discuss the change of variables and induced transformation of Hilbert spaces, eigen-
problems and parametrizing functions. Some remarks about equivalence of one -difference operator to
another are also presented.
In Section 5 we show that our method includes the one investigated in the theory of q-Hahn orthogonal
polynomials, which are q-deformation of the classical ones, see [16]. In this section we also present some
examples.
Some general facts about -equations is presented in Appendix A, i.e. some formulas for solutions.
Reader can ﬁnd there easy results which are the generalization of theorems about q-Riccati equation from
[17].
Let us stress ﬁnally the importance of the functional equation (1) in the theory of discrete and q-discrete
polynomials, see [16]. This link is also important to the integration of some quantum optical systems, see
[10].
1. Calculus generated by the bijection of subset of the real numbers
Let us introduce preliminary deﬁnitions and facts of the calculus generated by the bijection  : X → X
of the subset X ⊂ R (see also [12]). Let F(X) denotes the algebra of all complex valued functions
 : X → C. Let O(x) = {n(x)|n ∈ Z} be the orbit of point x under action of group Z given by  and
O+(x)= {n(x)|n ∈ N ∪ {0}}—orbit under action of semigroup N ∪ {0}, where n =  ◦ . . . ◦ ︸ ︷︷ ︸
n times
.
The subject of the paper is linked to the investigation of the following linear operators
T (x) := ((x)) (2)
Mf(x) := f (x)(x) (3)
(x) := (x)− ((x))
x − (x) (4)
where f ∈F(X).
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The operator  is a direct generalization of q-derivative q , which is a special case of  for (x)= qx.
We shall call it -derivative. It satisﬁes the following analogue of Leibniz rule
()= (T )+ . (5)
We deﬁne -integral as the solution to the equation
=  (6)
for given  ∈F(X). Applying the operator T n to both sides of (6) one obtains
(n(x))− (n+1(x))= (n(x)− n+1(x))(n(x)) (7)
for n= 0, 1, 2, . . ., and thus
(x)− (∞(x))=
∞∑
n=0
(n(x)− n+1(x))(n(x)). (8)
Formula (8) has sense only if n(x) has the limit when n→∞ and  is continuous at ∞(x) ∈ X. Hence,
if these conditions are satisﬁed, one can deﬁne the -integral:∫ x
∞(x)
(t) dt =
∫
O+(x)
(t) dt :=
∞∑
n=0
(n(x)− n+1(x))(n(x)). (9)
Let [a, b] ⊂ X be an interval such that ∞(a)= ∞(b) then we shall deﬁne the integral of  over [a, b]
by ∫ b
a
(t) dt =
∫
O+(a)∪O+(b)
(t) dt :=
∫ b
∞(b)
(t) dt −
∫ a
∞(a)
(t) dt. (10)
Let us note that integral is only formally over [a, b] and it is based on O+(a) ∪ O+(b). Similarly we will
deﬁne -integral over O(x) by∫
O(x)
(t) dt :=
∞∑
n=−∞
(n(x)− n+1(x))(n(x)). (11)
The terminology introduced above is justiﬁed by the following properties of the -integral:∫ b
a
()(t) dt = (b)− (a), (12)

∫ x
∞(x)
(t) dt = (x). (13)
Moreover we have the following formula for the change of variables:∫ b
a
(T )(t)(t) dt =
∫ (b)
(a)
(t)(−1)(t)(T −1)(t) dt. (14)
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Let us denote by D(X) ⊂ F(X) the subalgebra of functions with ﬁnite support. This subalgebra is
preserved by T and , as well as byMf .
For afﬁne bijection (x) = qx + h all formulae above reduce to the corresponding formulae of q-
difference (h = 0) or h-difference (q = 1) calculus. If q → 1 (h = 0) or h → 0 (q = 1) one obtains
the formulae of the standard differential and integral calculus. Formulae (12) and (13) become then the
fundamental theorem of calculus and (14) reduces to identity.
2. Hilbert spaces with scalar product given by -integral
Let us ﬁx some weight function  : X → R. We can deﬁne the scalar product by the -integral over
the setS by the formula
〈|〉 :=
∫
S
(x)(x)(x) dx, (15)
whereS is one of the following sets O(x0),O+(a),O+(a)∪O+(b) and ,  are complex valued functions
deﬁned on X.
For the positivity of (15) we shall assume that (n(b) − n+1(b))(n(b))0 and (n(a) − n+1(a))
(n(a))0, n∈N∪{0} for semigroup orbits case or (n(x0)−n+1(x0))(n(x0))0 for group orbit case.
Let us denote by L2(X, d) the Hilbert space of square-integrable functions in the sense of (15). It is
clear that D(X) ⊂ L2(X, d) for any weight function . One shall keep in mind that elements of this
space are classes of equivalence of functions fromF(X), which can be identiﬁed with functions onS.
If we consider semigroup orbit caseO+(a)∪O+(b) and let b=N(a) for someN ∈ N, thenL2(X, d)
is ﬁnite dimensional. This case will not be discussed in the paper. So, it will be assumed everywhere that
b = N(a) for all N ∈ N.
If one admits the case (x)= 0 in (15) for some x ∈ S, then the Hilbert space reduces to direct sum of
Hilbert spaces realized by the functions on orbits or ﬁnite sets. So, one comes back to the cases deﬁned
above. The case of two semigroup orbits is also direct sum and it is considered here only due to the
analogy with q-Hahn polynomials. Thus we assume that (x) = 0 for x ∈ S.
Let us now consider the operator T acting in Hilbert space L2(X, d) deﬁned on D(X) by (2). Note
that D(X) is dense in L2(X, d).
Proposition 1. The adjoint operator T ∗ is the weighted shift operator given by:
(T ∗)(x)=
{
	(x)(−1(x)) if x = a and x = b,
0 if x = a or x = b (16a)
for the semigroup orbits case and
(T ∗)(x)= 	(x)(−1(x)), (16b)
for the group orbit case, where  ∈ DT ∗ and
	(x) := (−1)(x) (
−1(x))
(x)
. (17)
The domain DT ∗ of T ∗ contains D(X).
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Let us mention the following properties of the operators T and T ∗. For the group orbit case one has
identity
T ∗T = 	. (18a)
For the semigroup orbits case one obtains
T ∗T = 	(1− 
{a,b}), (18b)
where 
{a,b} is the characteristic function of the subset {a, b} ⊂ X and thusM
{a,b} is a projector onto this
subset. For both group and semigroup orbits cases one has
T T ∗= (	 ◦ ). (18c)
The operator T is bounded if and only if supx∈S|	(x)|<∞ and then ‖T ‖ = ‖T ∗‖ = (supx∈S|	(x)|)1/2.
Let 
a and 
b be the characteristic functions (indicators) of O+(a) and O+(b). The orthogonal pro-
jectors M
a and M
b map D(X) into itself. Since operator T preserves subspaces L2(O+(a), d) and
L2(O+(b), d), it can be reduced to the components of the partition
L2(X, d)= L2(O+(a), d)⊕ L2(O+(b), d) (19)
in the sense of [1]. Thus we can consider each orbit separately.
Let us now consider the sequence of Hilbert spacesHk := L2(X, kd) with the weight functions k ,
k ∈ N ∪ {0} related by the recurrences
k+1 = kk (20)
and
k+1 = T (Bkk) (21)
for Bk, k ∈ F(X). Since we demand two distinct formulae for k+1, we need to add the consistency
condition on k and Bk , namely
T (Bkk)= kk (22)
and in semigroup case we additionally impose a boundary conditions
Bk(a)k(a)= Bk(b)k(b)= 0 (23)
for any k ∈ N ∪ {0}.
Let us denote by gk the ratio of Bk and Bk+1:
Bk+1 = gkBk. (24)
Then we can easily see that formulas (20)–(23) are automatically satisﬁed if (22)–(23) are valid for k= 0
and
k+1 = T (gkk) (25)
for any k ∈ N ∪ {0}.
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By introducing the function
Ak(x)= Bk(x)− k(x)
x − (x) (26)
and expressing k by Ak and Bk , one can rewrite Eq. (22) in the form
(Bkk)= Akk (27)
In the case of (x)= qx and when q → 1, Eq. (27) corresponds to the well known Pearson equation of
the theory of classical orthogonal polynomials. This motivates us to call the consistency equation (22)
the -Pearson equation.
We shall now consider the operators deﬁned formally by (2)–(4) as operators in Hilbert spaces. For
f ∈F(X) we shall consider the operators of multiplication by the function f as
Mf :Hk →Hk+1. (28)
The operator T acts in each of the spaces separately
T :Hk →Hk (29)
and the -derivative becomes now the operator
 =M(id−)−1(1− T ) :Hk →Hk+1. (30)
Since operators Mf , T and  are in general unbounded, we take D(X) as their domain and then close
them. We will denote their closure by the same symbols. We also omit indices k in symbols of operators
M, T and  to simplify the notation.
In these settings we can apply Eq. (22) to calculate explicitly the term 	k appearing in formula (17) for
T ∗:
	k(x)= (−1)(x)
Bk(x)
k(
−1(x))
. (31)
Proposition 2. The adjoint operatorsM∗f :Hk+1 →Hk and ∗ :Hk+1 →Hk , are given by
M∗f= kf, (32)
∗= (1− T ∗)(k(id − )−1), (33)
for  ∈ D(M∗f ) and  ∈ D(∗ ). The domains ofM∗f and ∗ contain D(X).
Proof. By means of (20) and (15) we get
〈f|〉k+1 =
∫
S
f (x)(x)(x)k+1(x) dx
=
∫
S
(x)(x)f (x)k(x)k(x) dx = 〈|f k〉k
for  ∈ D(Mf ) and  ∈ D(M∗f ). This proves (32) since D(Mf ) is dense in eachHk . Formula for ∗
follows directly from (32) and deﬁnition of  (30). 
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3. Factorization method
The proposed method is the direct generalization of method for the second order differential equations,
see [5,11]. Instead of the equation of the form
(x)((x))+ (x)(x)+ (x)(−1(x))= (x), (34)
where  ∈ C and , ,  ∈F(X), we will consider the sequence (chain) of the factorized equations
(A∗kAkk)(x)= kk(x) (35)
on k ∈Hk with the operators Ak :Hk →Hk+1 and their adjoints A∗k :Hk+1 →Hk given by
Ak := Mhk +Mfk, (36a)
A∗k = (1− T ∗)Mhkk(id−)−1 +Mkfk , (36b)
where fk : X → R, hk : X → R and k ∈ N ∪ {0}. We assume that Ak is a closure of the operator
deﬁned by (36a) onD(X) andA∗k is automatically closed. Then by von Neumann theorem (see [1])A∗kAk
is self-adjoint and thus closed. The essence of the approach is to postulate the relation
AkA∗k = dkA∗k+1Ak+1 + ck, (37)
where ck , dk ∈ C and k ∈ N ∪ {0}. It follows from (37) that given a solution k ∈ Hk to Eq. (35), the
function
k+1 := Akk ∈Hk+1 (38)
is a solution to (35) for k + 1 with k+1 = (k − ck)/dk . So, starting from the Eq. (35) for k = 0 and its
solution 0, one generates the family of Eqs. (35) with solutions given by
k =
k−1∏
i=0
Ai0. (39)
The operatorsAk andA∗k depend on the functions fk , hk as well as on k andBk related by the recurrences
(25) and (24), respectively.
Let us introduce the function
k(x) := fk(x)+
hk(x)
x − (x), (40)
which we will use instead of fk .
Proposition 3. Condition (37) is equivalent to the transformation rule
k+1hk+1 =
hk
dk
T
(
k
gk
)
(41)
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and the system of equations
dkgk(x)Bk(x)(hk+1(−1(x)))2
(x − (x))(−1(x)− x) − (k(x))
2k(x)+ ck
= 1
dkgk((x))
(
dkgk((x))Bk((x))(hk(x))
2
((x)− 2(x))(x − (x)) − (k((x)))
2k((x))
(hk(x))
2
(hk+1(x))2
)
(42)
on the functions Bk , k , k , gk , hk , hk+1 and constants ck , dk , where k ∈ N ∪ {0}.
Proof. We compute explicitly left and right hand sides of (37). By substituting the (36), (41) to (37) and
applying (18b) one has
AkA∗k =
−hk(x)k((x))k((x))
x − (x) T +
(hk(x))
2Bk((x))
((x)− 2(x))(x − (x))
+ (k(x))2k(x)−
k(x)Bk(x)hk(
−1(x))
x − (x) T
−1 (43)
and
A∗k+1Ak+1 =
−k+1(x)k+1(x)hk+1(x)
x − (x) T +
Bk+1(x)(hk+1(−1(x)))2
(x − (x))(−1(x)− x)
+ (k+1(x))2k+1(x)−
Bk+1(x)k+1(−1(x))hk+1(−1(x))
x − (x) T
−1. (44)
In (44) we have removed the projector 1− 
{a,b} appearing in (18b) for the case of orbits of semigroups.
It was multiplied by a function Bk+1, which by (23) is equal to zero at the points a and b anyway.
Substituting (43) and (44) into (37) and comparing coefﬁcients in front of the operators T, id and T −1,
one obtains
hk(x)k((x)k((x))= dkhk+1(x)k+1(x)k+1(x), (45)
Bk((x))(hk(x))
2
((x)− 2(x))(x − (x)) + (k(x))
2k(x)
= dk
(
Bk+1(x)(hk+1(−1(x)))2
(x − (x))(−1(x)− x) + (k+1(x))
2k+1(x)
)
+ ck (46)
and
k(x)B(x)hk(
−1(x))= dkBk+1(x)k+1(−1(x))hk+1(−1(x)). (47)
Using the transformation rules (25) and (24) one sees that conditions (45) and (47) are equivalent. They
give the transformation rule (41)
k+1hk+1 = hkT
(
1
dkgk
k
)
(48)
and condition (46) can be written in the form (42). Domains of AkA∗k and A∗k+1Ak+1 coincide due to
closeness. 
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System of equations (42) can be regarded as an equation for gauge functions gk (deﬁned by (25)–(24)
or transformation rule for hk given in non explicit way. Check Example 5.1 for explicit formulae for gk
in the case hk ≡ 1 and ck = 0 as well as convergence conditions. In the case (x)= qx and gk = const
solutions to (42) have been classiﬁed in [6].
If we have the solution to (42) (both hk+1 and gk) one can express the functions (Bk+1, k+1, fk+1) of
the (k + 1)st step in the terms of the previous functions (Bk, k, fk).
Functions B0, 0, 0 and 0 are related to initial equation (34) by
(x)=−0(x)0(x)h0(x)
x − (x) , (49)
(x)= (0(x))20(x)+
B0(x)h0(−1(x))
(x − (x))(−1(x)− x), (50)
(x)=−B0(x)0(
−1(x))h0(−1(x))
x − (x) , (51)
and
= 0. (52)
The formulae inverse to (49)–(52) have the form
B0(x)= (x − (x))(
−1(x)− x)
(h0(−1(x)))2
(
(x)+ (x − (x))(x) 0(x)
h0(x)
)
, (53)
0(x)=−
(x − (x))(x)
0(x)h0(x)
, (54)
where 0 and h0 have to be chosen in such way that their ratio satisﬁes the equation of the -Riccati form
(A.11):
0((x))
h0((x))
= −
((x))
x−(x) − 0(x)h0(x) ((x))
0(x)
h0(x)
((x))((x)− 2(x))
. (55)
By this approach we have reduced the problem of construction of the chain of Hamiltonians to ﬁnding
the solution to (42) and choice of initial conditions is ruled by (55).
4. Change of variables
We are going to consider an invertible change of variables
 : X −→ Y. (56)
It is convenient to assume that  is homeomorphism in order to preserve the limits. Such transform allows
us to modify the function  in considered equations. Let us note that in differential equation change of
variables keeps the differentiation operators and only changes the direction of derivation and multiplies
them by some function factor. In discrete case one obtains in fact different derivations.
340 T. Golin´ski, A. Odzijewicz / Journal of Computational and Applied Mathematics 176 (2005) 331–355
Change of variables deﬁnes the map fromF(Y ) toF(X) by
K :F(Y )  f −→ Kf = f ◦  ∈F(X). (57)
We can associate to T the operator
T˜ =K−1TK (58)
acting as the shift by
˜=  ◦  ◦ −1 (59)
on F(Y ). One calls functions  and ˜ equivalent if they are related by (59) for some . Operator Mf ,
f ∈F(X), transforms to
K−1MfK =Mf ◦−1 . (60)
Thus similarity transformation K−1(·)K maps shift operators to shift operators and multiplication oper-
ators to multiplication operators. However it turns out that derivation is preserved by this transform only
up to the function factor:
K−1K =M()◦−1˜. (61)
For example let X = [0,∞), (x)= qx, Y = R for 0<q = 1. Then (x)= ln x transforms  to
˜(y)= y + ln q (62)
and
KqK−1 =M − ln q
(1−q)ey
˜. (63)
Thus we can map q-difference equation to h-difference equation although there may appear function
factor changing the form of equation.
For given (X, ) and (Y, ˜) in general it is not possible to construct such  that (59) would be valid. It
is the case for example forX=Y =[0, 1], (x)= x2 and ˜(y)= 25y3− 35y2+ 65y. It follows from the fact
that maps ﬁxed points of  into ﬁxed points of ˜. Since  has two ﬁxed points (0 and 1) while ˜ has three
(0, 12 and 1), thus ˜ is not equivalent to . In some cases however one can restrict X and Y in such a way
that the function would become equivalent but it may happen that  is not given in terms of elementary
functions thus rending further calculations extremely complicated.
Let us now consider change of variables deﬁned by (56) from the point of view of Hilbert spaces and
introduced operators and functions. Let us consider Hilbert spaces H˜k of functions on the set Y deﬁned
in such way that it makes K an unitary operator mappingHk to H˜k . Simple calculations shows that we
have to consider the spaces H˜= L2((X), ˜kd˜) with weight given by
˜k = (˜−1) K−1k. (64)
In order to keep formulas for transformation of ˜k the same as (20) and (21) one has to deﬁne
B˜k = T˜
−1(˜−1)
(˜−1)
K−1Bk (65)
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and
˜k =K−1k. (66)
These functions automatically satisfy ˜-Pearson equation and obey the same transformation laws with
function
g˜k =K−1gk. (67)
If we put the following transformation rules for functions fk and hk
h˜k =K−1(hk()), (68)
f˜k =K−1fk, (69)
then operators A˜k = K−1AkK and A˜∗k = K−1A∗kK are of the same form as original with  replaced by
˜. Clearly A˜∗k is an adjoint of A˜k since K is unitary. Let us note that due to (68) the condition hk ≡ 1 is
not preserved by the change of variables except in the case of translation (x)= x + c, c ∈ R.
Solutions to the considered second order equation (35) transform as follows:
˜k =K−1k. (70)
Thus we were able to map the chain of Hamiltonians on X to the chain of Hamiltonians onY preserving all
relations introduced in Sections 2 and 3. This shows that considered method is equivariant with respect
to the change of variables. It was not true for the case of q-difference equations.
5. Some examples
We are going to present several examples for the application of factorization method described above.
5.1. Particular solution to (42)
Weare going to construct a solution to equation (42) in termsof -integrals by application of propositions
fromAppendix A.
We consider the case hk ≡ 1. Let us introduce the function
k(x) := (k(x))2k(x)−
dkgk(x)Bk(x)
(x − (x))(−1(x)− x) . (71)
After substituting k instead of gk Eq. (42) takes the form
k(x)=
(
Bk((x))
((x)−2(x))(x−(x)) − ck
)
k((x))+ ck(k((x)))2k((x))
(k((x)))
2k((x))− k((x))
, (72)
which is also a -Riccati equation (A.11). It is more convenient than the form (42) because in the case of
ck = 0 one can apply the Proposition 4 from Appendix A which allows one to write down formulae for
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solutions. To that end we have to invert the fractional map on right-hand side of (72) and use it to deﬁne
matrix k(x) appearing in (A.9). We get:
k(x)=

1
(x − (x))((x)− 2(x))
Bk((x))
0
(x − (x))((x)− 2(x))k((x))2k((x))
Bk((x))

 . (73)
Since this matrix can be singular at ∞(x), we perform -Darboux transform (A.34) to k(x) with 2= 
and 1 = 0. In order to apply Proposition 6 we have to compute ˜′k deﬁned by (A.8):
˜
′
k(x)=


0 −((x)− 
2(x))(x − ∞(x))
Bk((x))
0
1
x − (x) −
k((x))
2k((x))
Bk((x))
((x)− 2(x))(x − ∞(x))
((x)− ∞(x))

 . (74)
Let us put  = −1. If the functions fk , k and Bk are regular and non-vanishing at ∞(x) and  is
differentiable at ∞(x) then we have
lim
n→∞ ˜
′
k(
n(x))=
(
0 −
(
d
dx
(∞(x))− d
2
dx
(∞(x))
)
(Bk(∞(x)))−1
0 0
)
. (75)
In such a way the singularity in ˜k is removed. If we assume that  satisﬁes the condition (i) of Proposition
6 then the resolvent matrix is well deﬁned and by Proposition 4 we ﬁnd
′k∞(x)=


1 Fk(x)
0 exp

∫ x
∞(x)
ln ((t)−
∞(t))(t−(t))((t)−2(t))k((t))2k((t))
(t−∞(t))Bk((t))
t − (t) dt



 , (76)
where Fk(x) is given by
Fk(x)= exp

∫ x
∞(x)
ln ((t)−
∞(t))(t−(t))((t)−2(t))k((t))2k((t))
(t−∞(t))Bk((t))
t − (t) dt


×
∫ x
∞(x)
((t)− 2(t))
(t − ∞(t))Bk((t))
× exp

∫ t
∞(x)
ln Bk((s))
((s)−∞(s))(s−∞(s))(s−(s))((s)−2(s))k((s))2k((s))
s − (s) ds

 dt. (77)
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Thus, by (A.15) and (A.36) one gets
k(x)= (x − ∞(x))−1 exp

− ∫ x
∞(x)
ln ((t)−
∞(t))(t−(t))((t)−2(t))k((t))2k((t))
(t−∞(t))Bk((t))
t − (t) dt


× 1
k
−1
0 −
∫ x
∞(x)
((t)−2(t))
(t−∞(t))Bk((t)) exp
(∫ t
∞(x)
ln Bk((s))
((s)−∞(s))(s−∞(s))(s−(s))((s)−2(s))k((s))2k((s))
s−(s) ds
)
dt
.
(78)
From (78) by application of (71), (40), (41), (24), (25) and (36) we can write down explicit form of
operators Ak+1 and A∗k+1. We will not do it here due to length of formulas.
5.2. q-Hahn polynomials
Let us show now the well-known application of the method described in a previous section to q-
deformed classical polynomials. We consider (x) = qx for 0<q < 1 and to stress it we replace the
symbol  and T by q and Q respectively. We assume that B0 and A0 deﬁned by (26) are the second and
ﬁrst order polynomials respectively. We consider a function 0 satisfying q-Pearson equation (27) and
we put f0 ≡ 0, h0 ≡ 1. In this case Eq. (34) is known as Hahn equation. Its solutions are given by basic
hypergeometric series, see [9,7], and we know from the theory of q-classical orthogonal polynomials
that for certain choices of 0, we obtain polynomials which belong to H0 and form OPS (orthogonal
polynomials system) with respect to weight function 0, see [16]. For the information about forms ofAk ,
Bk in certain classes of OPS, see e.g. [13].
We want to keep the same type of equations for all k, i.e. we require that all fk ≡ 0, hk ≡ 1. We shall
ﬁnd the conditions under which this requirement can be satisﬁed along with relation (37).
Eq. (41) reduces itself to
gkdk = q−1. (79)
The transformation rule for k (25) can be rewritten in terms of Ak as follows:
Ak+1(x)= qQAk(x)+ qBk+1(x). (80)
Thus Ak and Bk remain a polynomials of degree one or two respectively for all k.
We can express function k deﬁned by (71) in terms of our variables as
k = Ak
(1− q)x (81)
and Eq. (72) is satisﬁed for ck = −qAk , which is a constant for all k. Let us mention that since k is
singular we can obtain this solution from (72) by the product (A.15) described in Appendix A only by
applying singular Darboux transform (A.34) with 1 − 2 = 1.
Under these assumptions operators Ak and A∗k take form
Ak = q, (82)
A∗k = Ak + BkqQ. (83)
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Formula (38) yields that if {P kn } is an OPS for k then {qP kn } is an OPS for k+1. We can reverse this
procedure. Namely, by applying A∗k to both sides of (38) we gather that
k =
1
k
A∗kk+1. (84)
This allows us to express any polynomial of OPS by the formula
P kn = 	knA∗k+1 . . .A∗k+n1, (85)
where 	kn = 0 are some normalization constants, see [16].
We can generalize this result by dropping the requirement that fk ≡ 0 for k1 and then put ck = 0.
Then we can solve the Eq. (72) by the formula (78).We can express that solution by basic hypergeometric
function. This case is presented as an example in [8].
By the application of the change of variables described in Section 4 one can obtain solutions to another
family of equationswith (x) = qx. For example, let (x)=ex . Then ˜(y)=yq . Hahn equation transforms
into
A˜∗kA˜kk = 0, (86)
where
A∗kAk =
(
1− eq
1− q
y
ln y
K−1Ak +
(
1− eq
1− q
)2 (
˜
qy
1
q
ln y
)
K−1Bk
)
+
(
1− eq
1− q
)2
y
ln y
K−1Bk˜T˜ −1˜. (87)
Its solutions are related to orthogonal polynomials by formula (70) and are orthogonal with respect to the
scalar product with weight function
˜k(y)=
ln y
y − yq (1− q)K
−1k(y). (88)
5.3. The case gk = const and (x)= qx
This example is based on the paper [6] and presents a small subclass of solutions presented there. We
assume that
(x)= qx for 0<q < 1, (89)
hk ≡ 1, (90)
gk = q−2, (91)
dk = 1 (92)
and that B0 is a constant function. From (24) we gather that
Bk = q−2kB0. (93)
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Let k := (k)2k . Eq. (42) now takes the form
k(x)= q−2k(qx)− ck. (94)
By substituting into Eq. (94) the series
k(x)= x
∑
n∈Z
anx
n, (95)
where  ∈ [0, 1), we obtain
k(x)= bkx−2 − ck1− q2 (96)
for any bk ∈ C. In order to preserve the transformation rules (25) and (41) we have to put bk = q4kb0 and
ck = q2kc0. Under these assumptions the operators Ak and A∗k take the form
Ak =− 1
(1− q)xQ+ q
2k(Qk0), (97)
A∗k =
q2kb0x−2 − c0/(1− q2)
(Qk0)
− B0
q2k(1− q)x Q
−1. (98)
Thus we have solved the factorization problem for the operators
A∗kAk =
(
x−1 q
2kc0
k(x)(1− q)2(1+ q)
− x−3 q
4kb0
k(x)(1− q)
)
Q
− x−1 B0k(q
−1x)
q2(1− q) Q
−1 + x−2
(
q4kb0 + B0
q(1− q)2
)
− q
2kc0
(1− q2) . (99)
The relation
A∗k−1k = 0 (100)
implies that A∗kAkk = (Ak−1A∗k−1 − ck−1)k =−ck−1k . Thus k is an eigenvector of AkA∗k with the
eigenvalue −ck−1. We easily ﬁnd the solution to (100) by the use of (A.3):
k =  exp
∫ x
0
ln((1− q)qtk(t)/Bkk(qt))
t (1− q) dqt, (101)
where  is a constant. Let us assume that (101) is convergent. We have to check if k ∈ Hk , i.e. if it is
square integrable with weight function k emerging from q-Pearson equation (22). To that end we shall
calculate function 2kk . Let us rewrite q-Pearson equation in the form
k
2kBk
= Qk
k
. (102)
From (100) we conclude that
Qk
k
= Bk
(1− q)q3x
k
k
(103)
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and thus
2kk =
(
bk − ck1− q2 x
2
)
(1− q)2q6
Bk
Q(2kk). (104)
We can rewrite this equation in the following form:
2kk = 
(
1− x

)(
1+ x

)
Q(2kk), (105)
where  =√bk(1− q2)/ck and  = −(1 − q)2q6bk/Bk . If we request that  = 1 by appropriate choice
of bk and Bk then we have the following solution:
(k(x))
2k(x)= 	
(
−x

; q
)
∞
(
x

; q
)
∞
, (106)
where
(; q)n := (1− )(1− q) · · · (1− qn−1) (107)
and 	 ∈ R\{0} is such that the scalar product is positively deﬁnite. Let us estimate the q-integral of this
function.∫ a
0
(k(x))
2k(x) dqx = 	(1− q)a
∞∑
n=0
qn
(
−q
na

; q
)
∞
(
qna

; q
)
∞
. (108)
Since (±a/; q)n is convergent when n→∞ for 0<q < 1 then (±aqn/; q)∞ is necessarily convergent
to 1. Thus it is bounded from below and above. Let us denote these lower bounds bym± and upper bounds
byM±. Thus∣∣∣∣
∫ a
0
(k(x))
2k(x) dqx
∣∣∣∣  |	a|max(|M−| , |m−|)max(|M+| , |m+|)(1− q) ∞∑
n=0
qn
= |	a|max(|M−| , |m−|)max(|M+| , |m+|). (109)
So this integral is ﬁnite as well as 〈k|k〉k =
∫ b
a
2kk dqx and thus k ∈Hk for any choice of limits of
integration fulﬁlling (23) and constants such that = 1.
Thus by (38) we have
Nk = Ak+N−1 · . . . · Ak+1Akk ∈Hk+N (110)
and Nk is an eigenvector of the operator A
∗
k+NAk+N with the eigenvalue equal to
Nk =−
k+N−1∑
l=k−1
cl. (111)
For example, if we put
0(x)=
b0(1− q)q2
B0xeq
−sxs −
c0(1− q)x
B0eq
−sxs , (112)
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then
0(x)=
(1− qs)
(1− q)2 x
s. (113)
Examples given above show the importance of the factorization method in the theory of the orthogonal
polynomials and quantummechanical spectral problems. In [6] thewide class of q-Schrödinger equations,
which are solved by this method, is presented.
5.4. The case gk = const and  is a fractional map
This example is similar to previous one but  is kept arbitrary. We still consider the case when hk ≡ 1
and gk = const, k ∈ N ∪ {0}. From Eq. (42) one has that case is possible for example if
Bk(x)= bk(x − (x))(−1(x)− x) (114)
and
(k(x))
2k(x)= ak (115)
for some constants ak , bk . These conditions are compatible with transformation rules (25), (24) and (41)
by following relations:
ak+1 = gk
d2k
ak, (116)
bk+1 = gkbk. (117)
Eqs. (42) reduce to quadratic equations with constant coefﬁcient and constants gk are given as its roots.
We will treat function 0 as arbitrary as well as constants a0, b0, ck , dk . In this case Eqs. (35) assume the
form
−ak
k(x)(x − (x))
k((x))+ (bk + ak − k)k(x)
− bkk(−1(x))(−1(x)− x)k(−1(x))= 0. (118)
Let us consider the equation
Akk = 0. (119)
Explicitly written it takes the form
k(x)=
1
(x − (x))k(x)
k((x)) (120)
and
(k(x))
2k(x)=
bk
ak
(x) (k((x)))
2k((x)). (121)
If we postulate the following form of the solution to (121)
(k(x))
2k(x)= (x − (x))k(x), (122)
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where  ∈ Z, then we get
k(x)= bk
ak
((x))+1k((x)). (123)
Necessary condition for this equation to have non-zero solution is(
bk
ak
)1/(+1)
= (∞(x)). (124)
Let us now consider as an example the fractional map
(x)= ax
(a − 1)x + 1 (125)
for a > 0, a = 1, which preserves the interval (0, 1) and has two ﬁxed points—0 and 1. Let us set
S= O(12 ). One can ﬁnd formula for k:
k(x)= a
kx
(ak − 1)x + 1 . (126)
It is easily computed that
()(x)= a
(−1+ a2)x + 1 (127)
and
()(k(x))= a (a
k − 1)x + 1
(ak+2 − 1)x + 1 . (128)
Iteration of (123) gives us that
k(x)=


(
(a − 1)x + 1
(−x + 1)2
)+1
k(0), 0<a< 1,(
(a − 1)x + 1
ax2
)+1
k(1), a > 1.
(129)
For  = −1 the function (k(x))2k(x)(x − (x)) has the pole at 0 or 1, while for =−1 it is constant.
Thus k /∈Hk for any k ∈ N ∪ {0}. It is also possible to show that kernel of A∗k+1 also is trivial.
We can still consider solutions to (119) as functions and use (38) to construct new solutions to (118).
For example, let us ﬁx
0(x)=
1
x − (x) . (130)
From (41) and assumptions of this example it follows that
k(x)=
1
DkGk
1
k(x)− k+1(x), (131)
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where Gk = gk · · · g0 and Dk = dk · · · d0. Eqs. (119) assume the form
k(x)=DkGk
k(x)− k+1(x)
x − (x) . (132)
Its solutions can be found by iteration and are given by
k(x)=
k−1∏
j=0
((aj − 1)x + 1)((aj+1 − 1)x + 1)
(x − 1)2 k(0) (133)
for 0<a< 1 and (GkDk)1/ka = 1 or
k(x)=
k−1∏
j=0
((aj − 1)x + 1)((aj+1 − 1)x + 1)
a2j+1x2
k(1) (134)
for a > 1 and (GkDk)1/k = a.
From these solutions we can construct new by (38).
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Appendix A. -Riccati equation and -Darboux transform
Wewill present here additional information about -difference equations andmethods of solving.Most
of this appendix is a direct generalization of [17].
Let us begin this section by solving the equation
=  (A.1)
with initial condition (∞(x)) = 1, under the assumption that  has the contracting property |(x) −
(y)|M|x − y|, where 0<M < 1. Then, by the iteration one ﬁnds
(x)= exp(x) :=
∞∏
n=0
1
1− n(x)+ n+1(x) . (A.2)
We shall call exp the -exponential function.
Let us formulate one more identity which was used throughout the paper.
∞∏
n=0
(T nF (x))= exp
(∫ x
∞(x)
lnF(t)
t − (t) dt
)
. (A.3)
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It follows from the observation that
ln
∞∏
n=0
(T nF (x))=
∞∑
n=0
T n lnF(x) (A.4)
and from the deﬁnition of -integral (10). Let us note that exp and ln appearing in (A.3) are standard
exponent and logarithm.
From (A.3) it follows that the solution to
= f (A.5)
is given by
(x)= exp
(∫ x
∞(x)
− ln(1− (t − (t))f (t))
t − (t) dt
)
(∞(x)). (A.6)
Now, we are going to investigate the functional equation of the form(
(x)
(x)
)
= ˜(x)
(
(x)
(x)
)
=
(
a˜(x) b˜(x)
c˜(x) d˜(x)
)(
(x)
(x)
)
. (A.7)
By the substitution
(x)= I− (x − (x))˜(x) (A.8)
it can be equivalently written as(
T (x)
T (x)
)
= (x)
(
(x)
(x)
)
=
(
a(x) b(x)
c(x) d(x)
)(
(x)
(x)
)
. (A.9)
If we introduce the function
u(x) := (x)
(x)
, (A.10)
Eq. (A.9) assumes the form
u((x))= d(x)u(x)+ c(x)
b(x)u(x)+ a(x), (A.11)
which is equivalent to
u(x)= c˜(x)+ d˜(x)u(x)− a˜(x)u((x))− b˜(x)u(x)u((x)). (A.12)
Eq. (A.12) is generalization of q-Riccati equation and thuswewill call both (A.11) and (A.12) the -Riccati
equation.
Equation (34) considered in Section 3 can be obtained from (A.9) by putting
(x)=
( − (x)
(x)
− (x)
(x)
1 0
)
. (A.13)
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The formal solution to (A.9) is given in terms of the inﬁnite matrix product
∞(x) := lim
n→∞ (
n(x)) · · ·(2(x))((x))(x) (A.14)
by the formula(
(x)
(x)
)
= (x)−1∞
(
(∞(x))
(∞(x))
)
. (A.15)
Sometimes we are able to compute resolvent function (A.14) explicitly.
Proposition 4. If a, b and d are continuous at ∞(x) and c(x) ≡ 0 then
∞(x)=

exp
∫ x
∞(x)
ln a(t)
t − (t) dt F (x)
0 exp
∫ x
∞(x)
ln d(t)
t − (t) dt

 , (A.16)
where F(x) is given by
F(x)= exp
(∫ x
∞(x)
ln d(t)
t − (t) dt
)∫ x
∞(x)
b(t)
(t − (t))a(t)
× exp
(∫ t
∞(x)
ln a(s)/d(s)
s − (s) ds
)
dt. (A.17)
Proof. From the fact that  is upper-triangular we conclude that ∞ is given by
∞(x)=
(
a∞(x) F (x)
0 d∞(x)
)
, (A.18)
where a∞(x)=∏∞n=0 T na(x) and d∞(x)=∏∞n=0 T nd(x). Since
∞(x)= ∞((x))(x) (A.19)
we see that F(x) satisﬁes the equation
F(x)= d(x)F ((x))+ b(x)d∞((x)). (A.20)
Solving (A.20) we get
F(x)=
( ∞∏
l=0
d(l(x))
) ∞∑
k=0
b(k(x))
a(k(x))
∞∏
j=k
a(j (x))
d(j (x))
. (A.21)
From (A.3), (A.6) and (9) we obtain now (A.17). 
We should note that if one considers equations (A.11) or (A.12) then the matrix-valued function  is
deﬁned up to a function factor and this observation can be used to regularize the product (A.14).
We are going to consider the following gauge-like transformation
(x) −→ ′(x)=D((x))−1(x)D(x), (A.22)
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for some D : X → GL(2,C), which transforms the functional equation (A.9) into the one of the same
type with matrix ′. Its solutions are given by(
(x)
(x)
)
−→ D(x)−1
(
(x)
(x)
)
. (A.23)
The resolvent of new equation is given by
∞(x) −→ D(0)−1∞(x)D(x). (A.24)
We call this transform the -Darboux transform. It is a generalization of q-Darboux transform introduced
in [17]. Sometimes we are able to reduce  to such ′ that we can compute (A.14) explicitly. This is the
case, for example, if ′ is upper-triangular. Applying this method, we can obtain the result for -Riccati
case, which generalize this of q-Riccati equation of [17].
This is a classical result for the Ricatti equation generalized to q-case in [17] and here it is presented
in -version.
Proposition 5. Let u0 be a particular solution of (A.11). The general solution of (A.9) is then given by
the formula
(x)= exp
(
−
∫ x
∞(x)
ln a(t)+ b(t)u0(t)
t − (t) dt
) (
−B
∫ x
∞(x)
b(t)
a(t)+ b(t)u0(t)
× exp
(∫ t
∞(x)
ln a(s)+b(s)u0(s)−b(s)u0((s))+d(s)
s − (s) ds
)
dt + A
)
(A.25)
(x)= u0(x)(x)+ B exp
(
−
∫ x
∞(x)
ln−b(t)u0((t))+ d(t)
t − (t) dt
)
, (A.26)
where the constants A and B are related to the initial conditions in the following way:
A= (∞(x)) (A.27)
and
B =−(∞(x))u0(∞(x))+ (∞(x)). (A.28)
Solution of (A.11) is then given by
ut (x)= u0(x)+
t exp
(∫ x
∞(x)
ln a(z)+b(z)u0(z)−b(z)u0((z))+d(z)
z−(z) dz
)
1− t
∫ x
∞(x)
b(z)
(z−(z))(a(z)+b(z)u0(z)) exp
(∫ z
∞(x)
ln a(s)+b(s)u0(s)−b(s)u0((s))+d(s)
s−(s) ds
)
dz
(A.29)
for any t ∈ R.
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Proof. In order to obtain the general solution of (A.7), we apply the -Darboux transform (A.22) with
D(x) of the form
D(x)=
(
1 0
u0(x) 1
)
. (A.30)
Since u0 is a particular solution of (A.11), the transformed matrix ′(x) is upper-triangular. Solution
given by (A.25) and (A.26) is obtained by substituting into (A.15) the formulae (A.16) and (A.17) from
Proposition 4 and transforming formula (A.24) for resolvent. Formula (A.29) follows from (A.10), (A.25)
and (A.26) by putting t := B/A. 
We deﬁne the transform B+t by
B+t u0 := ut . (A.31)
It is easy to check that B+t , t ∈ R, form a one-parameter group
B+s ◦ B+t = B+s+t . (A.32)
Moreover the solutions ut1(x), ut2(x), ut3(x) and ut4(x) do satisfy the unharmonical superposition prin-
ciple:
(ut4(x)− ut3(x))(ut1(x)− ut2(x))
(ut3(x)− ut1(x))(ut2(x)− ut4(x)) =
(t4 − t3)(t1 − t2)
(t3 − t1)(t2 − t4) . (A.33)
The proof of (A.32) and (A.33) is straightforward.
Let usmention another application of -Darboux transform.When(∞(x))=Iwecall (A.9) the regular
equation. Solutions of regular equation are ﬁnite and nonzero at ∞(x). Let us introduce singularity (or
zero) at this point by the -Darboux transform (A.22)–(A.23) with
D(x)=
(
(x − ∞(x))1 0
0 (x − ∞(x))2
)
. (A.34)
Thus one has
′(x)=


a(x)
(
x − ∞(x)
(x)− ∞(x)
)1
b(x)
(x − ∞(x))2
((x)− ∞(x))1
c(x)
(x − ∞(x))1
((x)− ∞(x))2 d(x)
(
x − ∞(x)
(x)− ∞(x)
)2

 (A.35)
and the solution to (A.11) with ′(x) is
u′(x)= (x − ∞(x))1−2u(x), (A.36)
where u(x) is a solution to (A.11) with (x).
Hence one can have u′(∞(x)) = ∞ for 1 − 2< 0 while u(∞(x))<∞. Thus we can apply the
transformation (A.34) to regularize the singular equation of the type (A.35) to the regular one. It was
applied implicitly for example in (122).
Inﬁnite products in previous formulae were always assumed to be convergent. We will give now a
condition for this to be the case.
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Proposition 6. Let the following conditions be satisﬁed:
(i) ∑∞k=0|k(x)− k+1(x)|<∞, e.g. it has a place if  is a contracting map;
(ii) ˜ is continuous at ∞(x).
Then product (A.14) is convergent.
Proof. We will show that under these assumptions Pn = (n(x)) · · ·(x) is a Cauchy sequence and
thus convergent. We can estimate the norm of the difference between two terms of this series by
‖Pn − Pn+k‖ ‖(n+k(x)) · · ·(n+1(x))− 1‖ ‖Pn‖ . (A.37)
Let us show that it can be made arbitrarily small. To that end we show ﬁrst that ‖Pn‖ is bounded.
‖Pn‖ 
n∏
k=0
(1+ |k(x)− k+1(x)|‖˜(k(x))‖). (A.38)
This product is convergent if and only if
∞∑
n=0
|n(x)− n+1(x)|‖˜(n(x))‖<∞. (A.39)
Assumptions of the proposition guarantees that this is the case. Hence
‖Pn‖ 
∞∏
k=0
(1+ |k(x)− k+1(x)|‖˜(k(x))‖)<∞. (A.40)
Now we show that for n big enough ‖(n+k(x)) · · ·(n+1(x)) − 1‖ is arbitrarily small. We have the
inequality
‖(n+k(x)) · · ·(n+1(x))− 1‖ + 1
(1+ |n+k(x)− n+k+1(x)|‖˜(n+k(x))‖)
· · · (1+ |n+1(x)− n+2(x)|‖˜(n+1(x))‖). (A.41)
Since (A.39) holds then (A.41) tends to 1 as n → ∞. Thus we have completed the proof that Pn is a
Cauchy sequence. 
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