This paper will examine an approach for automatically identifying endpoint (the completion in etch of a thin film) during plasma etching of low open area wafers. Since many endpointing techniques use a few manually selected wavelengths or simply time the etch, the resulting endpoint detection determination may only be valid for a very short number of runs before process drift and noise render them ineffective. Only recently have researchers begun to examine methods to automatically select and weight spectral channels for estimation and diagnosis of process behavior. This paper will explore the use of principal component analysis (PCA) based T 2 formulation to filter out noisy spectral channels and characterize spectral variation of optical emission spectroscopy (OES) correlated with endpoint. This approach is applied and demonstrated for patterned contact and via etching using Digital Semiconductor's CMOS6 (0.35µm) production process.
I. Introduction
The ability to detect etch endpoint in low open area etches presents a challenge to even the most skilled process engineers. Most etches are timed based upon past experience with a particular reactor type and chemistry, and also based upon process setup verification with costly cross-sectional SEM analysis. As integrated circuit (IC) design moves toward higher density and smaller critical dimensions, the need to know when a particular layer has been removed without etching into the subsequent layer or laterally into features is crucial. Research into plasma etch endpoint detection and uniformity using optical emission spectroscopy (OES) [29, 31, 5, 10, 11] , interferometry/ellipsometry [24, 8, 35, 19] , in-situ measurement of process conditions [2, 23] and spatially resolved optical emission spectroscopy [21, 4, 8, 6, 7, 32, 7] has been very active over the last ten years. Advances in solid-state spectrometer technology now enable low-cost OES instruments that provide hundreds of spectral channels over a wide range of wavelengths. To accommodate the abundance of OES information, Le [17] has proposed the T 2 formulation for determining endpoint. This paper examines the extension of Le's approach to using principal component analysis (PCA) methods for selecting and weighting the appropriate spectral channels that are then used to compute the T 2 statistic and subsequent endpoint during low open area patterned contact etch.
As described in Section II, endpoint detection involves determining, from multivariable spectral measurements consisting of hundreds of channels of data, the variance due to clearing from nominal etch behavior. The challenge as described in Section II is to determine what spectral channels are to be selected and how they should be weighted. Statistically, a method is required that measures the variance of a particular measurement within some data population. Section III describes the mathematical relationship between the use of PCA based decomposition to determine the principal spectral channels associated with etching and the use of T 2 statistics which measure the generalized distance of a measurement from a nominal data population. From a linear systems point of view, we perform a congruence transformation on the spectral data to modal coordinates and retain only the most significant modes (eigenvector and eigenvalue pairs) in calculating T 2 . Since plasma etch represents a nonstationary process, any endpointing algorithm requires some method for calibrating the validity of the estimator with regard to drift in process mean and covariance. Section III also describes use of the Q-statistic to calibrate the PCA models used during endpoint detection. The application of the PCA based T 2 statistic for plasma etch endpoint monitoring is described in Section IV. This section describes the software development and real-time implementation requirements for in-situ endpointing detection. Section IV concludes with analysis regarding the motivation for using this approach for endpoint detection. The endpoint approach described in this paper was applied to an etch tool used for contact and via etch applications at Digital
Semiconductor. Section V discusses the experimental set-up and equipment used for this application. The results from several experiments are presented in Section VI, including a comparison of endpoint detection using a 1% contact etch, 10% contact etch and a blanket polysilicon etch. Also presented are results from application of the Q-statistic to determine validity of the PCA model, in-situ results of the algorithm's robustness after several weeks of processing, and scanning electron micrographs for various positions on the wafers. Section VII summarizes the main points resulting from this work and describes future directions for this research.
In the interest of avoiding confusion regarding terminology, care must be taken in the interpretation of the term "endpoint." Due to nonuniform film thicknesses (arising from deposition or CMP processing), to spatial variation in the etch rate across the wafer, or to etch nonuniformity with different patterned feature sizes, there is a variation in the time at which a film begins to clear or completes clearing in different locations across a wafer. Thus, there is no single unambiguous etch endpoint time, but rather a region or interval in time where some areas on the wafer are being over-etched while other areas are completing etch.
In this paper, we will refer to endpoint as the time (or time interval typically spanning a few seconds) in which the smallest critical dimensions are completely etched across the wafer.
II. Motivation for Applying Spectral Characterization to Plasma Processes
There exists a broad range of publications [13, 14, 15, 34, 27] regarding the use of chemometrics based data manipulation for spectral characterization. Although there are numerous advantages of using chemometrics methods such as principal component analysis (PCA) and partial least squares (PLS), most applications of these methods primarily take advantage of their ability to extract a subset of useful relationships from tremendous amounts of data. For that reason, chemometric methods are commonly used in spectroscopy to characterize these relationships where a thousand variable measurement vector is commonplace. Some of the work presented here builds upon the application of PCA methods to in-situ spectral methods for plasma etch diagnostics and uniformity measurements [3, 32] . The following figures outline the magnitude of this problem with regard to endpoint detection. Fig. 1 plots a spectral sample of 1100 spectral channels (across wavelength) from 350 to 880 nm, as measured in real-time during etch. The dominant spectral channels associated with this particular gas chemistry are labeled as well. Fig. 2 (a, top) plots the time-series behavior of four of these 1100 channels across etch and endpoint, and illustrates that the spectral signature before endpoint (at 76 seconds) and after endpoint (at 100 seconds) changes appreciably, as indicated in Fig. 2 Furthermore, a second challenge is to determine with what importance each channel/variable should be weighted --a method is needed to determine this optimal weighting or relationship between these channels.
Section III describes a commonly used chemometric approach to solving this problem. A characteristic change in emission intensity during endpoint is observed for the dominant spectral lines corresponding to the species SiF, CO, C 2 and O. The line at 516 nm corresponding to C 2 increases at endpoint since it is a reactant, whereas the lines corresponding to the product species CO, SiF, and O all decrease at endpoint.
III. Mathematical Description of the PCA-based T 2 and Q Statistics
Principal component analysis (PCA) and related extensions have been widely presented [13, 14, 15, 34, 27] . Here we present only a summary description of our approach and the context under which a computationally efficient approximation of the T 2 statistic is derived. This section focuses first on a brief review of Hotelling's original formulation, and describes the transformation to a PCA based T 2 value. The Q-statistic is then presented as a means of understanding the validity of a reduced-order PCA model.
Principal Component Analysis and T 2
The Hotelling T 2 formulation provides a weighted generalized distance measurement of a sample vector x within a data population (or event space) which uses estimates of the data mean vector x and covariance S.
Note that we have changed the covariance variable to S to denote the sample covariance and are using 
By substituting the pseudo-inverse into the expression above we acquire a form very similar to the SVD of the covariance matrix C in PCA,
and the expression:
where the variance of each score t k from PCA can be expressed as the eigenvalue λ k of the eigenvector v k associated with that score.
This is equivalent to performing a similarity transformation on the measured spectral data M during PCA and the following form is acquired:
where columns, using the fact that the inverse of a diagonal matrix is simply the inverse of the elements along the diagonal. Equation (7) provides a much more powerful form with regard to in-line use. The PCA transformation can be used to select only a small number of scores t k to reduce the dimension of the input space to a weighted combination of only the most important spectral channels. The resulting orthogonal basis can thus be used to quickly compute the T 2 statistic in real-time during etch. If or when the covariance matrix needs to be updated, equation (7) allows for faster computation by calculating the inverse of each of the diagonal matrix elements rather than computing a full matrix inversion .
As with most open-loop estimation methods, some method of calibrating the PCA model is required to determine the validity of the estimates and whether a shift in spectral mean or covariance has occurred.
The Q-statistic provides such a method.
Q-Statistic for Calibrating Endpoint Estimation
As a general diagnostic method, the Q-statistic is another way to examine the variation of incoming samples or measurements with regard to the PCA model:
In a statistical sense, the T 2 statistic may be used to describe the distance of new measurements within the PCA model (eigenspace), and the Q-statistic may be used to indicate measurement variation outside the PCA model [12] . A change in the covariance of the spectra, evident as a rotational variation in the eigenvectors of the measurement data toward eigenvectors excluded from the PCA model, will be observed whereas during a shift in spectral mean, a translational variance along eigenvectors will be observed. A deviation in measurement covariance or mean could result from a change in process operating conditions, incoming wafer characteristics or window effects on the emitted light measured by the spectrometer.
Retained principal component along V 1 is commonly associated with noise, the removal of vectors V 2 and V 3 increases the signal-to-noise ratio of the original measurement. However, if an event occurs which is not represented in the original data set that has significant variance along V 2 and V 3 axes then that event will not be observed in the resulting scores or T 2 calculation. If, over time, the process covariance drifts in such a way that the new principal direction vector (currently V 1 ) has rotated toward V 2 or V 3 , then continued projection along the original V 1 vector will contain significant errors that may not be detectable. The Q-statistic, computed using equation (18), however, would increase sharply indicating the rotation away from V 1 and the need to recompute the PCA coordinates.
IV. Application of PCA and T 2 to Plasma Etch Endpoint
As critical device dimensions decrease and the manufacturing costs increase, greater importance is placed upon higher yield and reduced variation during manufacture. To adequately address these concerns, run-by-run control, multivariate statistical process control methods and innovative sensor technologies have been introduced. Plasma processes in particular present a difficult problem in that any sensor must passively monitor, in real-time, the etch process from outside the chamber, such as through optical emission spectroscopy or electrical/power related parameters. Multivariate methods are necessary to address the large number of variables measured at the rate one to a hundred times a second (1-100 Hz)
during processing, such as the hundreds of spectral channels over a wide range of wavelengths commonly provided by optical emission spectrometers.
Principal component analysis is a powerful multivariate method to extract important correlations between these variables while reducing the dimensionality of the measurement vector. Also, by exploiting correlations between variables, the effective signal-to-noise ratio is often significantly increased (as evident in the described application here to low open area etch). Multiple components produced by PCA may represent multiple reactions, for example the consumption of reactants and the creation of products, which together may combine to describe the onset of etch, clearing and overetch. To more accurately track the variation of a process in response to these process conditions within the PCA model, the PCA based T 2 statistic may be employed.
Methodology for endpoint detection implementation in real-time
Real-time endpoint detection (Fig. 4) for an industrial plasma etching system requires:
1. prior development of a PCA model using experimental training data, 2. a real-time data acquisition system for the collection of OES data, (Fig. 5a ). Once a target reactor/process for endpoint detection is chosen, a series of experiments are initiated, etching wafers at nominal operating conditions, over several runs to ensure that significant process drift is captured. The raw OES data taken in sequential time steps throughout an etch is formatted as an r by n matrix, where r is the total number of samples acquired within a run and n is the number of spectral measurements (or channels) collected on each run. The DEC patterned etch data used in this report has 1000 samples taken at a sampling period of 500 ms over 1100 spectral channels. Thus, in the resulting raw data matrix each row corresponds to one time sample of one particular experimental run/wafer, and each column represents the intensity at one of the sampled wavelengths over the total measured spectral range. The raw data matrix is then mean-centered with respect to each wavelength or channel to produce the data matrix that is decomposed using PCA. This approach can also be extended to use multiple wafers, where the r by n data matrix becomes (bxr)
by n and the number of wafers expressed as b. If each run or wafer is treated as a "sample" in a run-by-run type approach, the inclusion of additional wafers is one way of incorporating etch variation with respect to time. The additional runs or examples also serve to increase the signal-to-noise of each channel. There are several more advanced approaches, often called multi-way PCA [33] , to incorporate temporal information over multiple runs and these approaches are to be addressed in future work.
Once the mean-centered data matrix is acquired, PCA is applied decomposing the data into a matrix of eigenvectors (V) and a diagonal matrix (Λ) composed of eigenvalues (λ). Since a smaller subset of components is often selected, the dimensionality of the eigenvector and eigenvalue matrices is reduced.
The reduced matrices are then used during real-time operation to compute and detect a shift in the T 2 value using equation (7) . As this equation indicates, the computation is fast requiring only matrix multiplications.
During in-situ endpoint detection, the statistical mean of each spectral channel is determined in realtime using a recursive estimator (e.g. EWMA or exponentially weighted moving average [9] ) and current measurements are mean-centered. Keeping the same notation as the PCA derivation, we recursively subtract the mean
for channel j from the data for channel j prior to T 2 calculation. This
is calculated using the prior measurement at time sample k-1 and the current spectral measurement ) (k x j acquired at k and multiplying by a gain factor α (less than one), the current mean for channel j,
, is updated at time k as:
Another method that provides similar performance is the mean-centering of real-time spectral measurements from the current wafer using the spectral mean calculated from the prior wafer. The scores are then weighted and summed to determine the T 2 values that are monitored by a shift detection scheme signifying clearing. This scheme could be in the form of a probabilistic estimation [25] , threshold trigger or through visual inspection by the operator. There are obvious disadvantages to this approach in the case where significant machine downtime occurs between wafers.
As described in Section 3.2, there is a need to continually monitor changes in variables that are not represented in the PCA model and thus require a new decomposition. As shown in Fig. 5a , the Q-statistic may be calculated in parallel to the T 2 computation to indicate when a process has drifted away from the PCA model and determine when a transition between layers has occurred. During this transitional period, spectral intensities that have been previously filtered out in the PCA transformation (reduction to truncated model t) will show up in m resulting in an inequality in (6) . Another application of these two statistical measurements is endpoint determination for etching through multiple layers. In this application, the T 2 statistic would be used to determine endpoint based on PCA decomposition of data gathered during a particular phase of the etch (e.g. with a specified chemistry and set of process conditions). So for a multilayer etch, PCA models for each etch chemistry are used to compute a T 2 statistic for endpoint determination and the Q-statistics are used to monitor transitions between layers.
Motivation for using Principal Component Analysis to Calculate a Modified T 2 Statistic
Using principal component analysis (PCA) to calculate the T 2 statistic has several benefits over the traditional approach to calculating T 2 . Before describing the advantages, however, it is important to note that the formulation of the T 2 statistic, which was shown to be mathematically obtainable through a congruence transformation, gives a fundamentally different result when the number of components are truncated than if all components are retained. In the original formulation of T 2 , deviations from a main etch population are determined, from which endpoint or any other significant deviation will result in an increasing T 2 value. This conventional formulation is reproducible if PCA is applied only to the main etch data (not including data from the endpoint interval) and all of the scores are kept. Fig. 6 depicts an example of this where the same result is obtainable whether using the original T 2 formulation or the PCA formulation where all components are retained in the model. The one drawback to this approach is that spectral lines that are evident only during endpoint may be weighted so small in the etch-only PCA model that they are never observed during endpoint. In Fig. 7 , in-situ etch and endpoint data from a 10% contact etch are used to create two separate data sets. The differences in both spectral lines and weightings due to the truncation of PCA components can be observed (a 10% contact etch case is chosen because the effects of drift are negligible and the truncation effect is more easily discerned). PCA was performed on a separate range of data from etch and then endpoint for a 10% contact etch. The top plot is of the first principal component from the etch-only data and the second is the first component from the endpoint data. The 10% case is used so that the effects of drift are negligible and differences between the dominant spectral lines and weightings can be observed.
Our initial approach has been to include endpoint in our calculation of a "modified T 2 value"; other approaches will be discussed in future papers. Since endpoint data is now included, the changes in spectral intensities due to endpoint will be included in one of the first few principal components enabling detection of large changes along these components. An adequate endpoint detection scheme, however, could also be developed from the application of PCA to etch-only data. As outlined in Section IV, the only drawback is that endpoint may have significant variation in directions which are removed from the PCA model.
Regardless of whether or not endpoint data is used to create the PCA model, one advantage of using PCA based T 2 over the conventional method is that PCA can be considered a superset of the simple T 2 approach:
if PCA is applied correctly and all components retained, the results are the same as a T 2 based computation using all available data. So by using PCA, we have the opportunity to flexibly select components for inclusion or removal with subsequent endpoint detection improvements. A second benefit which takes advantage of the flexibility of PCA and T 2 integration is that the signalto-noise ratio can be improved by removing unimportant principal components in the calculation of T 2 . As shown in Fig. 8 , only the first three principal components appear to detect any shift due to endpoint, and in fact, only one principal component provides a reasonable indicator. One tool that is often used in PCA is to calculate the percent variance captured as a function of principal component and for the case shown, the first two principal components capture over 99% of the variance in the principal component model. If only one component is retained, the resulting T 2 plot would simply be the top graph in Fig. 8 . By comparison with the T 2 plot in Fig. 6 , the plot obtained improves the signal-to-noise by removing unimportant principal components in the calculation of T 2 . As shown in Fig. 8 , only the first three principal components detect any shift, and in fact retention of only one principal component can still do a reasonably good job.
A third advantage of using PCA is that the principal component mapping of the original data that is obtained results in a set of eigenvectors and corresponding eigenvalues in order of decreasing variance. By observing the PC scores, or alternatively the contributions of each of the principal components to the T 2 calculation, a shift may be more easily detected (see Fig. 8 ) and identified with a particular eigenvector direction. This characteristic is particularly useful for diagnostics where each eigenvector direction may be correlated with a certain process variable and a shift in mean or covariance from nominal operating conditions can be isolated to that variable. Along the first through third principal component directions, a shift is observed corresponding to endpoint. However, by the 4 th and 5 th principal components much of the information has become lost in the noise. Thus, a primary benefit of using principal component analysis in the PCA based calculation of T 2 is that one may gain knowledge about the relative direction that a shift is occurring. The one exception is shown in Fig. 3 where a shift occurs in an eigenvector direction that has been removed during PCA.
A fourth benefit of using PCA for the calculation of T 2 is the computational efficiency of using T 2 during the production runs. In the calculation of T 2 there are two major calculations corresponding to 2n 2 + 3n floating point operations each time data is collected, where n is the number of spectral channels collected. When the PCA based technique is employed there are three primary calculations totalling n+2nm+3m floating point operations. For a typical case we are interested in where n=1100 spectral channels and m=3 principal components, the PCA based technique has 1/314 as many floating point operations each time data is collected, enabling rapid sampling and real-time calculation of the T 2 statistic during a run.
V. Description of Experimental Set-up
Oxide etch data were collected at Digital Semiconductor using an Applied Materials HDP Oxide etch system to etch contacts and vias in 200-mm wafers. The primary etchant used in the main etch step of the process was C 2 F 6 , with O 2 added in the post-etch treatment (an in situ polymer and photoresist strip process). Optical emission measurements were made using an Ocean Optics S2000 spectrometer with a single fiber optic cable looking in at the side of the reactor. These measurements consisted of 1100 spectral channels over a wavelength range from 350 to 880 nm. The first set of experiments were conducted in early 1997 and included a 1% contact, 10% contact, thick oxide and a blanket resist etch (to check for false detection). The second set of experiments was conducted in January of 1998 to acquire OES data over the entire etch and slightly past the point believed to be the end of clearing. The third set of experiments used the endpointing system developed from the second experimental set (acquired one month earlier) to determine endpoint or clearing. During etch, the T 2 values were calculated and the process terminated once the T 2 value shifted significantly, indicating the completion of clearing. The resulting wafers were analyzed with cross-sectional SEM (scanning electron microscope) measurements.
In the polysilicon etching process, a Rainbow LAM TCP 4500 etcher at MIT was used to etch blanket 150-mm polysilicon wafers (100% open area) with 5000A of polysilicon over oxide. The etching chemistry was a 5:1 ratio of HBr:Cl 2 with a flow rate of 180 sccm. The chamber pressure was 20 mTorr.
Top power was applied at 300W with a bottom bias power of 25 W. As with the oxide etch experiments, separate training and test wafers were used to develop and test the endpoint detection system.
VI. Results and Analysis
Our experiments were designed to determine whether PCA based T 2 estimation from OES spectra would Any real-time algorithm must also be able to generalize to accommodate process shifts and changes which occur from run to run; this issue is discussed in Section 6.2. To determine the robustness of the PCA based T 2 approach, the endpoint estimation algorithm was developed using a batch of 1% contact etch wafers and then tested in real-time on a separate group of wafers processed three weeks later. To verify these results, scanning electron microscope (SEM) analysis was conducted and the results are presented in Section 6.4. components were needed to capture 99% of the variation. The eigenvectors from each wafer type were incorporated into the T 2 formulation presented in Section II to produce the three separate estimators, which are compared in Fig. 10 . The resulting estimator receives the 1100 channel spectral measurement vector in real-time and produces the resulting T 2 value for that particular measurement.
Comparison of Endpoint Detection for Blanket, 10% Open Area, and 1% Open Area Etch
By examining the hundred-second samples from the onset of etch to endpoint (of which only one channel was plotted in Fig. 9 ), Figs. 9 and 10 can be directly compared. For the 10% contact etch, endpoint or the near completion of etch is more easily observed and the process and measurement noise observed in the single channel plot, Fig. 9 , is significantly reduced. For the 1% contact etch, clearing was observed to begin with the abrupt change in slope around 112 to 125 seconds, but the effects of drift are visible as a bowl-shaped increase in the T 2 values. While deriving an algorithm to detect this change in slope would be difficult given the influence of process drift in the signal, after some practice we were able to determine this change visually in real-time. 
Effects of Principal Component Selection on Detection and Drift
In Fig. 11 , the PCA derived T 2 values using the first and second eigenvectors (components) alone and then the combined vectors are plotted for the 1% contact etch. The first component seems to align primarily with drift and the second component with the change in slope around 118 to 120 seconds that we believe is endpoint. The lighter dotted line in the second subplot is an averaging filter to smooth the noisy raw signal. The effects of mean-centering when a strong drift component is present must be dealt with carefully.
For these results, a recursive mean update algorithm was used to center each incoming spectral measurement at the on-set of etch. However the drift component causes variance between each measurement and the spectral mean during the run. This linear increase appears as a quadratic effect when passed through the PCA based T 2 algorithm and is observed in the first component. Since the EWMA weighting coefficient has to be small enough not to filter out significant variance due to endpoint, the primary hope is that drift and endpoint are correlated with one eigenvector or the other and the effects of drift can be removed.
To further illustrate this fact, mean centering was performed near endpoint and the results plotted in Fig. 12 . Notice that the diminishing T 2 value indicates the spectral measurement approaching the location where mean centering was performed and then increasing again as clearing starts. However the more interesting characteristic is that the T 2 value using the second component does not seem to be affected by mean centering. The variation in the signal seems correlated to endpoint and this result is consistent across all wafers from the Digital Semiconductor experiments. Although further study is needed, the ability of the second component to isolate endpoint variation from drift would improve the robustness of this algorithm significantly. The primary disadvantage of using only the second component is that the signal-to-noise ratio is nearly an order of magnitude lower than keeping the first component in and trying to filter out the effects of drift. A PCA model is developed using data taken from approximately 70 to 90 seconds during 1% contact etch for a training wafer. This model is used within the endpoint detection software applied to four test wafers, and the T 2 results are shown in Fig. 14 . Although observable, the effects of mean and covariance based drift from samples 80 to 120 do not prevent fairly easy endpoint detection. One reason for this is that the update scheme using a EWMA-based recursive mean update has been tailored to update the mean to accommodate drift but not so fast as to filter out the effects of endpoint. This simple mean update scheme was applied over a range of weighting coefficients to determine the optimum weighting for this trade-off.
Q-Statistic and T 2 Results using PCA Models Developed on Etch-only Data
When the update coefficient is only slightly higher, the mean update severely reduces the endpoint signature thus reducing the signal-to-noise ratio. When the mean update coefficient is slightly lower, the natural drift in the process dominates the T 2 values and endpoint is difficult to see. As mentioned before, the use of etch-only data with T 2 detection (as in Fig. 14) provides a similar result as the Q-statistic in Fig.   13 and has a serious disadvantage that any deviation from nominal etch may not be distinguishable from endpoint. Although the performance of this estimation approach appears to be quite good, the Q-statistic cannot be used simultaneously as a calibration metric for the PCA based endpoint detection scheme and issues regarding robustness are of concern.
Real-time Demonstration of Robustness of PCA Based Endpoint Approach
To test the robustness of the PCA and T 2 based endpoint algorithm, data was taken in January of 1998 to update the PCA models developed from earlier data sets. The resulting algorithm was demonstrated and It would be very difficult to determine 'the' optimal endpoint and a better metric for successful etch completion is likely to be within a five to ten second region shortly after the sudden rise. These results indicate that a real-time implementation of this algorithm developed from process data one month earlier could be robust enough to provide reliable endpoint determination in a production process. It should also be noted that without an effective estimator to update the mean in the presence of drift these results are not possible. The use of PCA enhances the signal-to-noise ratio where low open area etch can be observed; however it is the use of simple recursive estimators that provide the asimportant robustness. In the next section, future plans to address several obstacles to increasing the robustness and eventual automation are discussed.
VII. Conclusions and Future Work
Effective endpointing of low open area etch is extremely difficult using a timed etch or by monitoring a few hand-selected wavelengths. Alternative methods using PCA in conjunction with T 2 detection and recursive mean updates have been presented for estimating endpoint and calibrating this estimate over long term use. These methods have been applied to production wafers at Digital Semiconductor and the results confirmed through SEM analysis. The key issues for success using this approach involve careful analysis of which principal components are aligned with drift and removal of those components if possible. Issues regarding mean centering to address run-to-run shifts in spectral mean are also addressed. The current and future focus of this work is to address the critical obstacles in developing a fully automated, robust system for commercial use.
To commercially implement this approach and address multi-layer etches where multiple PCA models are required, there are three sources of variation that need to be further addressed. The first is to determine when etch begins so that any transient signals between layers do not require data processing or trigger any alarms. The second is to identify and adapt/filter any drift or shifts in the spectral signature and the third, which is primarily focused on in this paper, is the characterization of endpoint in the presence of noise and process related disturbances.
There are several approaches that may overcome any or all of these sources of variation. In the first two cases, the algorithm must adjust to the run-to-run variance due to process drift and shifts and in the third case, identify the variance due to endpoint. For all three steps, a priori information is used to determine when etch begins (first source of variation), to recalculate the new baseline spectral mean (second source of variation), and to determine when clearing is complete or endpoint (third source of variation).
The characteristics of the shift signifying the beginning of etch usually follow a step-like pattern.
Gradient methods do not work well for these tasks because there are often noise-like fluctuations in the signal or transients before etch begins. To identify the beginning of etch, a step fitting function can be applied to clusters of incoming data to identify the characteristic step due to reactants being consumed and products formed and from this identification, the baseline is adjusted to the new mean [25] . One constraint is that the data window be sized appropriately with the bandwidth of the estimation loop. By splitting the data set into two different data populations and iteratively computing the mean for each population, a step is identified and fit. The split always begins at the most recent or current sample and works backward using prior calculations. The sum squared error for each fit over a group is compared and the process is repeated until the beginning of etch is determined by a large shift in the T 2 calculation. Once determined, the resulting mean after the shift is used to mean center the incoming OES measurements. When coded efficiently this algorithm can be used with the PCA based T 2 method in real-time.
A recursive least squares estimator or exponentially weighted moving average (EWMA) estimator [9] can also be used to update the spectral mean, the second form of variation. A drawback to these methods is selection of the proper window size or filtering coefficients. Selecting a large window size creates a delay in baselining the spectral measurements once etch begins. Selecting a small window size results in the mean being altered by noise or outliers. Each of these methods has been applied to the Digital Semiconductor data set with comparable results.
The most challenging problem is distinguishing the third source of variation, endpoint, from noise and drift. The PCA based T 2 algorithm presented in this paper has demonstrated the ability to estimate endpoint. Similar results have been examined that use multiple PCA models, one for etch and one for endpoint, where the T 2 value deviates away from the etch model and toward the endpoint model during clearing. A distance metric or explicit intersection using these two values signifies when clearing is near complete. Other work has examined the use of evolving factor analysis [16, 18, 26, 28] as well. Preliminary analysis indicates that similar problems regarding signal-to-noise for low open area etch data need to be addressed; however this approach indicates much promise as well. Analysis and comparison of the PCA based T 2 approach presented in this paper with multi-way PCA methods is an appropriate area for future research.
