Abstract. Comparisons of two lognormal population means are investigated. For large samples, the conventional test for significance of the population means is the ordinary Student /-test with normal critical value. By Chen and Loh's result (Ann. Statist. 20 (1992)), however, the transformed i-test based on legdata is asymptotically more powerful than the ordinary i-test. In this paper, a new power transformation (hence a new transformed /-test) is proposed. The new transformed /-test is proven to be asymptotically more powerful than the one based on log-data. Both small sample and large sample properties of the proposed estimate for the power-transformation parameter are studied. A simulation study shows that the advantages of the new test over the /-test based on log-data are overwhelming and evident for sizes of the two samples as small as 20 and 30, or even 10 and 15. The simulation results also show that the new test has greater asymptotic power than Rao's efficient score test.
Introduction
The lognormal model has been widely used to fit skewed positive data, such as the sizes of organisms and the numbers of species in biology, the rainfalls in meteorology, the sizes of incomes in economics, and so on (see Crow and Shimizu [6, ). By a direct definition, a positive random variable X is said to be lognormally distributed if logX is normally distributed with mean p and variance o2. The lognormal distribution is then denoted by A(p, a2). This is the so-called two-parameter definition of the lognormal distribution. The distribution of X is thus fully specified by the two parameters p and a2, and this seems to be the simplest natural specification, as Aitchison and Brown [2] commented. By this definition, the mean v and variance t2 of X are given by (1) v = exp(p + o2/2) and t2 = exp(2/¿ + o-2){exp(<72) -1}.
The density f(x) of X takes the form (2) f(x) = (2k)-xI2(xo)-x exp{-(l0g2g"/)2} > x > °-
In the paper, we consider the two-sample problem with a law of error following the lognormal distribution. Let Xx, ... , Xm be a sample of size m from A(px, a2), and Yx, ... , Y" a sample of size « from A(p2, a\). Let vx and t2 be the mean and variance of the X-population, and similarly, v2 and t2 the mean and variance of the F-population. Relations between p¡, a2 and v¡, r2 are given by (1). By the two-sample problem, it is assumed that tx = x2 . We desire to test (3) Ho: vx = v2 versus Hx:vx± v2.
First, it may be noted that the difference between the two-sample and the one-sample problem in which only a single lognormal population involved is essential. With the aid of the best-developed normal theory, research results on the one-sample problem have been rich and mature (see Land [9] and the references therein). Nevertheless, when two (or more than two) lognormal populations are involved, the normal theory is of no help for the problem, for the difference of lognormal means, which is the quantity of interest, is no longer a linear function of the corresponding normal parameters so that standard procedures fail to apply. As usual, we thus turn to an asymptotic analysis. Throughout the paper, therefore, it is assumed that m -> oo and «-»oc with m/N -► k £ (0, 1), where N = m + n is the grant sample size.
The conventional test for Ho is the Student f-test
where Y and X are the sample means, and S the pooled sample standard deviation. Under null hypothesis Ho, the limit distribution of T is standard normal. Recently, Chen and Loh [5] argued that the Box-Cox r-test T(0) should be used instead of the Student i-test. Here T(X) is the transformed i-test defined by
where Y(X), X(X), and S(X) are the sample means and pooled standard deviation of the transformed data through the Box-Cox (Box and Cox [3] ) power transformation h(x, X) = (xx -l)/X if x ^ 0, and log(x) otherwise (so Y(X) = n~x \^h(Yi, X), for example), and 0 is the Box-Cox estimate for X (also called the maximum likelihood estimate) chosen to minimize the function
(The notation 0 is employed here to indicate the fact that 0 « 0 for the present problem.) Chen and Loh [5] proved that the Box-Cox transformed ttest is asymptotically more efficient than the Student /-test; for the lognormal model in particular, testing power gained through the transformation h(x, 0) is remarkable (Table 3 there). However, it can be noted that the estimating function L(X) (hence the estimate for X and the induced test) does not use knowledge of the lognormal model assumption. In fact, the test is designed essentially as a nonparametric procedure. Therefore the Box-Cox transformed Mest may still be very far from the best.
In the present paper, we propose a new estimate for X, denoted by X, and hence a new transformed f-test T(X) for H0. The basic idea is to choose X such that the asymptotic efficacy of T(X) is maximized among all possible power transformations. The new test is then expected to be more powerful than the Box-Cox /-test or the ordinary Student i-test. To motivate this, consider Pitman-type alternatives as follows: (5) HxN:u2 = ux+cN~xl2.
Let X be fixed temporarily. Under the alternatives, it can be seen that the asymptotic efficacy of T(X) is proportional to
Here a2 is the common variance of log(^T) and log(F) populations under the null hypothesis H0, and it can be replaced by the estimator d2 -S2(0), the pooled sample variance of transformed data by logarithm. The function Q(X) after substitution is denoted by Q(X) ; i.e.,
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Definition 1. The estimate X is the maximizer of Q(X).
With the estimate X, the test for //0 is to reject H0 if |T(X)\ > za , where za is the upper (50a)th percentile of standard normal distribution.
Section 2 discusses the small sample and large sample properties of X. Lower and upper bounds on X are provided. It is proven that under the null hypothesis, X converges almost surely to a limit Xo and NxI2(X-Xq) has normal limit distribution. Section 3 considers the asymptotic null and alternative distributions of the new test. It is then shown that the new transformed i-test is more powerful than the Box-Cox transformed i-test, and hence than the ordinary i-test, as expected. Section 4 reports a simulation study with discussion. Since the lognormal model is parametric, it would be desirable to compare T(X) with certain popular parametric test. In §4, Rao's efficient score test as a parametric testing procedure is included in the simulation study.
All proofs for the results in the paper are put in Appendix A.
Properties of the estimate X
It can be noted that finding X needs numerical computation. The following lemma ensures X 's existence and uniqueness. Lemma 1. For ô > 0, Q(X) is log concave downward on (-00, oo). Noting that q(-oc) = q(oo) = -oo and using the lemma yield the following corollary. Corollary 1. For all observations with ô>0, Q(X) has only one local maximum which also serves as the globe maximum over (-00, oo).
The corollary above has practical as well as theoretic value in finding A. For instance, one can first try an initial interval of X. If the maximizer of Q(X) on the interval happens to be an interior point of the interval, terminate and the maximizer is exactly the X ; otherwise the maximizer can be an indicator with which the direction of next try is advised. A further study gives the idea how to choose an interval smartly. The derivative of q(X) is given by
Setting q(X) = 0 and letting x = Xd, we have the estimating equation (7) e\p(x2) = (ôx-l)/(x2 + ôx-l), x¿0.
Equation (7) has a unique root from Corollary 1. To see where the root could be, consider the function of the rhs of (7). It has a horizontal asymptote at y = 0, and two vertical asymptotes at x = xx and x2, respectively, where
First note that the unique root of (7) must be greater than xx since the rhs of (7) is negative for x < xx . Next, it is easy to see that the root cannot be positive since the function t(x) = (x2+ôx-l)exp(x2)-(ôx-l) is positive for all x > 0 by observing that i(0) = 0 and t'(x) = (2x3-l-2âx2)exp(x2)-l-â{l-exp(x2)} > 0 for x > 0. Therefore the unique root of (7) must be between xx and 0.
This has established the following. Theorem 1. For d2>0, -{I + (l+4/ô2)~x/2}/2 < X <0.
The lower bound is sharp enough in a sense of numerical computation. For example, when r>2 is even as small as 0.1, the lower bound is -3.7 so that one only needs to search interval (-3.7, 0) for X. The numerical solution of X may be obtained in reality by specifying an interval appropriately, say [-B, 0], where B is a positive constant. Theorem 1 suggests B does not need to be large. From our experience of Monte Carlo trials and Table 1 , B = 4 is large enough. On the other hand, the theoretic framework can go with this reality. To be general, we assume B can be any positive constant or oo. When B = oo, it simply gives the unrestriction procedure. Let X* be the output of numerical computation. Since Q(X) is logconcave downward, we have X* = max{Â, -B). Let Xq = max{/lo, -B} . Corollary 2. Under null hypothesis Ho, we have (a) X* -> X*0 almost surely, and (b) NXI2(X* -Xq) is bounded in probability
From now on, we use X* instead of X since X* is more general.
Null distribution and testing power
In this section, we study the asymptotic null and alternative distributions of T(X*). The following useful lemma was obtained by Doksum and Wong [7] and Carroll [4] . The inequality in the theorem is actually very conservative and the values of the asymptotic relative efficiency may be much larger than 1. For example, when a = 0.4, e(X*, Ô) = 7.131 ; when a= 1.0, e(X* ,0) = 101.9.
Monte Carlo study and discussion
A simulation study was carried out to assess the small sample performance of the transformed i-test T(X*), comparing to the test T(0). In addition, since the lognormal is a parametric model, we include Rao's efficient score test R (Rao [11, p. 418 In all combinations, the nominal testing power a was 5% and B was 4 in defining X*. As a matter of fact, X* = -B never happened in the simulation, though. For each combination, 40,000 Monte Carlo trials were performed so that two times the estimated maximum standard error of the simulation is 0.005. All data sets were generated through use of the RNLNL routine in Version 1.1 of the October 1987 IMSL library and the simulation was done on the Cray supercomputer at Columbus, Ohio. Table 2 contains the results for the case m = l0,n= 15, Table 3 for m = 20, « = 30, and Table 4 for m = 50, « = 70. Some findings may be summarized as follows. Table 3 . Monte Carlo simulated rejection rate estimates for tests T(X*), T(0), and Rao's efficient score test R with sample sizes m = 20 and « = 30. The nominal level for all tests was 0.05, and 40,000 Monte Carlo trials were preformed, giving a maximum simulation standard error of 0.0025. The same simulated data were used to obtain the level and power of the tests. Average values of X 's in simulation are given in parentheses. 
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. approaches 1 faster than that of R, which leads us to conclude that T(X) has bigger asymptotic power than R.
Significance level. The small sample significance level of T(X*) is lower than the nominal one, especially for a > 1, while those of T(0) and R are higher. This, together with the comment above on testing power, appears to conclude that T(X*) has better small sample performance than T(0) does. But the accuracy for T(X*) 's distribution to be approximated by N(0, 1) strongly depends on a's values.
Convergence of X. Comparing Table 1 with the simulating results, we see that X approaches Xq very fast. When m = 10 and « = 15, margin of the estimation error is already within 0.01 on average under null hypothesis. And the effect of location-shift on the estimation seems to be slight. 
