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Abstract
One of risk measures key purposes is to consistently rank and distinguish between differ-
ent risk profiles. From a practical perspective, a risk measure should also be robust, that is,
insensitive to small perturbations in input assumptions. It is known in the literature [14, 39],
that strong assumptions on the risk measures ability to distinguish between risks may lead
to a lack of robustness. We address the trade-off between robustness and consistent risk
ranking by specifying the regions in the space of distribution functions, where law-invariant
convex risk measures are indeed robust. Examples include the set of random variables with
bounded second moment and those that are less volatile (in convex order) than random
variables in a given uniformly integrable set. Typically, a risk measure is evaluated on the
output of an aggregation function defined on a set of random input vectors. Extending
the definition of robustness to this setting, we find that law-invariant convex risk measures
are robust for any aggregation function that satisfies a linear growth condition in the tail,
provided that the set of possible marginals is uniformly integrable. Thus, we obtain that all
law-invariant convex risk measures possess the aggregation-robustness property introduced
by [26] further studied by [40]. This is in contrast to the widely-used, non-convex, risk
measure Value-at-Risk, whose robustness in a risk aggregation context requires restricting
the possible dependence structures of the input vectors.
Keywords Convex risk measures, Aggregation, Value-at-Risk, Robustness, Continuity.
1 Introduction
Since the wide-spread adoption of Value-at-Risk (VaR) frameworks in the 1990s, risk measures
have constituted an integral part of financial risk management. The use of risk measures is
prescribed by banking [6, 7] and insurance regulation [23] for calculating the capital requirements
of portfolios of future losses. Furthermore, the use of risk measures, evaluated using internally
developed statistical models, is increasingly embedded in the operations of insurance companies
[45, 46].
As a consequence, the discussion of desirable properties of risk measures has been the focus
of much academic and industry debate. A first set of considerations relates to risk measures’
ability to reflect diversification appropriately, by the properties of subadditivity [4] and convexity
[28, 30], and to order risk consistently [5, 18]. These issues are interrelated: law-invariant convex
risk measures, introduced by [28, 30] and subsuming coherent risk measures [4], rank risks in
∗Forthcoming in Dependence Modelling. Previous versions of this paper have been presented at the 3rd
European Actuarial Journal Conference (Lyon) and the conference on Model Uncertainty and Robust Finance
(Milan). The authors are grateful to two referees, whose feedback significantly improved the paper. Furthermore,
we thank Alfred Mu¨ller and Ruodu Wang for helpful comments.
†Corresponding author. Silvana.Pesenti@cass.city.ac.uk
‡Pietro.Millossovich.1@city.ac.uk
§Andreas.Tsanakas.1@city.ac.uk
1
1. INTRODUCTION November 20, 2016
a way that preserves first-order and second-order stochastic dominance [5]. The risk measure
Expected Shortfall (ES) is the convex risk measure used most widely in the practice of risk
management.
A second set of considerations acknowledges that risk measures need to be estimated from
historical and/or simulated data and thus require reliable estimators. A fundamental concept is
the question of robustness, that is, whether risk measure estimates remain relatively insensitive
to small perturbations in the underlying distribution from which data are generated [33, 34].
A growing academic literature is concerned with robustness in the context of risk measurement
[8, 14, 26, 38–40]. A key finding of this literature is that robustness is to an extent contradictory
to a consistent ordering of risks. In particular, there does not exist a law-invariant convex risk
measure that is robust (following the definition of [33, 34]) on the whole space of integrable
random variables. This fact has been used as an argument against the use of convex risk
measures such as ES and in favour of the non-convex risk measure VaR [14]. Such arguments
have coloured much of the policy discussion surrounding the relative merits of ES and VaR for
use in capital regulation [6, 7, 35].
One way to address the apparent conflict between consistency of risk ranking and robustness,
is to consider alternative, less restrictive, definitions of robustness [38, 39]. Another approach
also taken in [40], which we follow in this paper, is to relax the requirement that risk measures
be robust on the whole space of integrable random variables, given that “... this case is not
generally interesting in econometric or financial applications since requiring robustness against
all perturbations of the model is quite restrictive...” [14]. This approach suggests an analysis
of regions on which risk measures are robust. Consequently, since in different applications
different regions of distributions may form plausible input spaces, selection of a risk measure
for a particular application should reflect the extent to which the risk measure is robust on the
region of interest.
In this paper, we study robustness regions for convex risk measures and show that they
are characterised by the property of uniform integrability – through examples we demonstrate
that this is not an excessively strong requirement on the input space. Furthermore, we con-
sider the realistic case where risk measures are evaluated on (possibly non-linear) functions of
random vectors of risk factors, such that the input space consists of multivariate distributions
[46, 50]. This case, typical in the risk modelling performed by insurance companies, is gen-
erally not considered in the literature on robustness, with the exception of [26, 40] who focus
on fixed marginals. However, robustness as defined in [33, 34], that is, insensitivity to small
deviations from the underlying distribution, includes both perturbation in the marginals and
the dependence structure of the random vector of input risk factors. Allowing for uncertainty
in the marginal distributions, we show that weak restrictions on the marginals (uniform inte-
grability) and the aggregation function (linear growth in the tail) ensure robustness of convex
risk measures. Consequently, we argue that in applications where risk aggregation takes place
and uncertainty around the dependence structure is high, convex risk measures such as ES have
attractive robustness properties, compared to, say, VaR.
In Section 2 notation and mathematical preliminaries are stated. In Section 3, the robustness
of convex risk measures is studied. First, in Section 3.1, robustness is formally defined and its
relationship to continuity of risk measures (Hampel’s theorem) is presented. A key result for the
rest of the paper (that also follows from [40]) is then shown: convex risk measures are robust on
uniformly integrable sets. Subsequently, in Section 3.2, examples of such uniformly integrable
sets are given. Uniform integrability is a constraint on the tail behaviour of a set of distributions.
Thus convex risk measures are robust on sets including parametric families with bounded second
moment; sets of random variables that are less volatile (in convex order) than those in a given
uniformly integrable set. Section 3.3 presents examples of sets on which convex risk measures
are not robust and Section 3.4 points at possible extensions to risk measures defined on the set
of random variables with finite p-th moment.
In Section 4, robustness is studied in the context of risk aggregation, where a risk measure
is applied on real-valued aggregation function of a random vector of risk factors; we call the
composition of the risk measure with the aggregation function an aggregation measure. In
Section 4.1, robustness of aggregation measures is defined with respect to distributions of random
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vectors. A direct multivariate extension of Hampel’s theorem is given, associating robustness
with continuity of the aggregation measure. Consequently, if the risk measure is convex and
the aggregation function continuous, the aggregation measure is robust as long as the aggregate
risk position belongs to a uniformly integrable set. In Section 4.2 we show that for robustness
of aggregation measures it is sufficient that the marginals of the vector of risk factors belong to
uniformly integrable sets and that the aggregation function possesses a linear growth condition
in the tail. Significantly, no constraints on the dependence structure of risk factors is placed.
This includes, as a special case, aggregation via the ordinary sum and thus generalises the
results on aggregation robustness in [26] to the class of law-invariant convex risk measures and
the results in [40] to uncertainty in the marginal distributions. In Section 4.3 it is shown
that robustness is also satisfied for aggregation via compound distributions, a typical setting in
actuarial science, as long as the frequency and severity distributions are dominated (in first-order
stochastic dominance) by integrable random variables.
Finally, in Section 5, a comparison with the robustness regions of the (non-convex) VaR
measure is made. VaR is robust as long as the distribution function is strictly increasing. We
argue that in applications, this can be a stronger requirement than the uniform integrability
that is required when convex risk measures are used. Non-linear aggregation functions, such
as the ones arising in the context of reinsurance, can lead to constant parts of the aggregate
distribution function and thus to non-robustness. Furthermore, it is known from the literature on
dependence uncertainty that dependence structures can be designed such that the distribution
of the sum is not strictly monotonic in the tail, when the marginal distributions satisfy particular
(‘mixability’) conditions [9, 25, 53–55]. Thus, robustness of VaR requires restrictions both in the
aggregation function and the dependence structure. In applications such as the internal capital
modelling performed by insures, we believe that such constraints are unrealistic, compared to
those applying to convex risk measures. Thus our paper indicates that in applications where
non-linear aggregations and high dependence uncertainty are present, convex risk measures such
as ES, may be preferable to VaR.
2 Preliminaries
Throughout the paper, we consider an atomless probability space (Ω,A,P). We denote the
space of real-valued random variables by L0 = L0(Ω,A,P), the subspace of integrable random
variables by L1 = {X ∈ L0 | ‖X‖1 = E(|X|) < +∞} and the subset of (essentially) bounded
random variables by L∞. For X ⊂ L0 we define the corresponding set of distribution functions
by D(X ) = {P ◦X−1 |X ∈ X}. We denote by FX(·) = P(X ≤ ·) the distribution function of X
and write X ∼ FX , so that D(X ) = {FX |X ∈ X}. Note that we identify distribution functions
on R with the corresponding probabilities on the Borel σ-field B(R). We write M = D(L0) for
the set of all distribution functions on R, and M1 = {F ∈M |
∫
R
|x|dF (x) < +∞} = D(L1).
On the space M we consider the Prokhorov distance defined for F,G ∈M through
dP (F,G) = inf{ε > 0 |F (B) ≤ G(B
ε) + ε, for all Borel sets B on R},
where Bε = {x ∈ R | infy∈B |x− y| ≤ ε}.
The following definition is of central importance throughout the paper. A set of distribution
functions U ⊂M1 is uniformly integrable if
lim
K→+∞
sup
F∈U
∫
|x|>K
|x|dF (x) = 0.
We say a set of random variables U ⊂ L1 is uniformly integrable if D(U) is uniformly integrable,
equivalently
lim
K→+∞
sup
X∈U
E
(
|X|✶{|X|>K}
)
= 0.
Uniform integrability of a set posits that the contribution of the distributions’ far tails can
be uniformly controlled across the elements of the set. Thus, it is a stronger condition than
requiring that all elements of a set are integrable.
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A risk measure ρ : L1 → R is a function that associates to every integrable random variable
a real number. The argument of ρ is assumed throughout to represent a financial loss. Possible
properties of a risk measure are:
i) Law-invariance: ρ(X) = ρ(Y ) for X,Y ∈ L1 with FX = FY .
ii) Translation invariance: ρ(X +m) = ρ(X) +m for X ∈ L1, m ∈ R.
iii) Monotonicity: ρ(X) ≤ ρ(Y ) for X,Y ∈ L1 with X ≤ Y, P-a.s.
iv) Convexity: ρ
(
(1− λ)X + λY
)
≤ (1− λ)ρ(X) + λρ(Y ) for X,Y ∈ L1, λ ∈ [0, 1].
A convex risk measure is a risk measure fulfilling ii), iii) and iv), see [29, 30] and references
therein. A law-invariant risk measure ρ(·) : L1 → R induces a functional on the corresponding
set of distribution functions, ρ[·] : M1 → R, through ρ[FX ] = ρ(X) for FX ∈ M
1. For instance,
we write E(X) = E[FX ]. (Throughout the paper, we denote law invariant functionals using
round brackets (·) when the argument is a random variable, and square brackets [·] when the
argument is a distribution.) We say a risk measure ρ : L1 → R is continuous on X ⊂ L1 with
respect to the Prokhorov distance if the restriction of the induced functional ρ[·] on D(X ) is
continuous with respect to dP . That is, for all F0 ∈ D(X ) and ε > 0 there exists δ > 0 such
that for all F ∈ D(X ) we have dP (F0, F ) < δ implies |ρ[F0] − ρ[F ]| < ε. The property of
law invariance is standard in risk management applications, requiring that risk assessments only
depend on the distribution of random losses. Therefore all risk measures in this paper are tacitly
assumed to be law-invariant without this being explicitly stated in the sequel.
Remark 2.1. A substantial part of the early literature considers risk measures, axiomatically
introduced in [3, 4], defined on L∞; however, insurance and financial portfolios are primarily
exposed to unbounded risks. Therefore we choose L1 as our model space. In fact, the natural
model space for law-invariant convex risk measures is L1, since outside this space the risk measure
can only take value +∞ [27, 47]. Selected literature on risk measures defined on a broader space
than L∞ are [16] for general probability spaces, [37, 47] on sets of random variables with finite
p-th moment, [13, 32, 39] on Orlicz spaces and [27] for extensions of risk measures from L∞ to
L1.
An example of a convex risk measure that is finite on L1 is Expected Shortfall (ES) at level
α ∈ [0, 1), defined by
ESα[F ] =
1
1− α
∫ 1
α
F−1(u)du.
Expected Shortfall belongs to the class of spectral risk measures, introduced in [1, 56],
ρ(X) =
∫ 1
0
F−1X (u)φ(u)du, for X ∈ L
1,
where F−1X (u) = inf{y ∈ R |FX(y) ≥ u}, u ∈ (0, 1), is the generalised inverse and we identify
inf ∅ = −∞. The weight function φ : [0, 1] → [0,+∞) is non-decreasing and normalised, that
is
∫ 1
0
φ(u)du = 1. Spectral risk measures are generally not finite on L1. However, finiteness is
guaranteed if the weight function φ is constant on (1−ε, 1] for ε > 0, as is the case for Expected
Shorfall, corresponding to φ(u) = 11−α✶{u>α}.
3 Robustness
3.1 Robustness of convex risk measures
The classical definition of statistical robustness [33], considers estimators as functionals of em-
pirical distribution functions. For a distribution function F ∈ M1 and sample size k ≥ 1 the
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empirical distribution function is defined by the random measure
Fˆk(t, ω) =
1
k
k∑
i=1
✶{Xi(ω)≤t}, (t, ω) ∈ R× Ω,
where X1, . . . , Xk ∈ L
1 are independent with common distribution function F . In the sequel we
consider the sequence of estimators {ρˆk}k of a risk measure ρ : L
1 → R by evaluating the risk
measure on the empirical distribution functions. That is, for F ∈M1 and k ≥ 1, we define
ρˆk[F ](ω) = ρ[Fˆk(·, ω)], ω ∈ Ω. (1)
Note that the estimator ρˆk[F ] is a random variable. Ideally, the estimator {ρˆk}k should be
consistent and robust. The sequence of estimators is consistent if it converges to the true
value, ρˆk[F ]→ ρ[F ] in probability. Robustness, according to Hampel [33, 34], is understood as
insensitivity of estimators to small perturbations in the distribution F .
Definition 3.1. ([33])
A risk measure ρ : L1 → R is robust on X ⊂ L1 (equivalently ρ[·] is robust on D(X )) if for any
F0 ∈ D(X ) the sequence of estimators {ρˆk[F0]}k, as defined in (1), fulfils that for all ε > 0 there
exists δ > 0 and k0 ∈ N such that, for all F ∈ D(X ) and k ≥ k0, we have
dP (F0, F ) < δ ⇒ dP
(
D
(
ρˆk[F0]
)
,D
(
ρˆk[F ]
))
< ε.
By the celebrated theorem of Hampel [33], given consistency, robustness of a risk measure is
equivalent to continuity with respect to the Prokhorov distance.
Theorem 3.2. ([33], Theorem 2.21 in [34])
Let ρ : L1 → R be a risk measure and X ⊂ L1. Assume that the sequence {ρˆk}k, as defined in
(1), is consistent in a neighbourhood of F0 for all F0 ∈ D(X ). Then ρ is continuous on D(X )
with respect to the Prokhorov distance if and only if the risk measure is robust on D(X ).
For convex risk measures we obtain a one-to-one correspondence between robustness and
continuity, since they are consistent on M1.
Proposition 3.3. Let ρ : L1 → R be a convex risk measure and X ⊂ L1. Then, ρ is continuous
with respect to the Prokhorov distance on D(X ) if and only if it is robust on D(X ).
Proof. We show strong consistency of convex risk measures, that is for F0 ∈ M
1 we have
ρˆk[F0](ω) → ρ[F0] for almost every ω ∈ Ω. Let {Fˆ0k(·, ω)}k, ω ∈ Ω, be the corresponding
sequence of empirical distribution functions. By Glivenko-Cantelli {Fˆ0k(·, ω)}k converges to
F0(·) for almost every ω ∈ Ω in the Prokhorov distance. The strong law of large numbers
implies that for X0,i ∼ F0, i = 1, . . . , k and almost every ω ∈ Ω
∫
R
|x|dFˆ0k(x, ω) =
1
k
k∑
i=1
|X0,i(ω)| −→ E(|X0|) =
∫
R
|x|dF0(x), as k → +∞.
Applying Lemma A.1 {Fˆ0k(·, ω)}k converges to F0(·) in the Wasserstein distance (see Appendix
for the definition and properties of such distance) for almost every ω ∈ Ω. Since convex
risk measures are continuous with respect to the Wasserstein distance, Theorem 2.8 in [39],
ρˆk[F0](ω) = ρ[Fˆ0k(·, ω)]→ ρ[F0], as k → +∞, for almost every ω ∈ Ω.
No convex risk measure is robust on the whole of L1, as shown in Lemma 3.4 below.
Lemma 3.4. There does not exist a convex risk measure that is robust on L1.
Proof. [5, 14, 39] show that there does not exist a convex risk measure that is continuous with
respect to the Prokhorov distance on the whole space of integrable random variables. Applying
Proposition 3.3 gives the claim.
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Given the importance of both convexity and robustness for risk management, the need
emerges to study subsets of L1 on which convex risk measures become robust. Uniformly
integrable sets are at the core of characterising robustness regions for convex risk measures.
Theorem 3.5. A convex risk measure is robust on X ⊂ L1 if the set X is uniformly integrable.
Proof. Convex risk measures are continuous on M1 with respect to the Wasserstein distance,
Theorem 2.8 in [39]. On a uniformly integrable set the topology induced by the Wasserstein
distance is equivalent to the topology induced by the Prokhorov distance, see Lemma A.1 or
Theorem 2 in [20]. Hence, on X the risk measure is continuous with respect to the Prokhorov
distance and we can apply Proposition 3.3.
Alternatively, the proof of Theorem 3.5 follows from Theorem 2.6 in [40].
Remark 3.6. The general concept of robustness is based on continuity with respect to the weak
topology on M [34]. Due to its tractability, the Le´vy distance is frequently used for defining
robustness [14]. Since both the Prokhorov and the Le´vy distance generate the weak topology
on M, they give rise to the same notion of robustness [34]. We adopt the Prokhorov distance
since it allows for a natural extension to multivariate distribution functions, see Section 4.
3.2 Robustness regions of convex risk measures
In this section, we provide some examples of classes of sets that are uniformly integrable and
on which, by Theorem 3.5, convex risk measures are robust. It is seen throughout that uniform
integrability puts a constraint on the tail behaviour of the risks considered.
First, we note that a convex risk measure is robust when evaluated on a set of empirical
distribution functions.
Lemma 3.7. Let F ∈ M1. A convex risk measure is robust on the sequence of empirical
distribution functions
{
Fˆk(·, ω) | k ≥ 1
}
⊂M1 for almost every ω ∈ Ω.
Proof. In the proof of Proposition 3.3 it was shown that the sequence Fˆk(·, ω) converges in the
(Prokhorov and) Wasserstein distance to F for almost every ω ∈ Ω. By Lemma A.1 this implies
that the sequence is, for almost every ω, uniformly integrable and we can apply Theorem 3.5.
More generally, a convex risk measure is robust on sets of uniformly bounded random vari-
ables, that is {X ∈ L1 | |X| ≤ M, P-a.s.} for M > 0, see [22, p. 220]. Instead of restricting
the support of the random variables we could restrict their moments. A convex risk measure is
robust on the set of distribution functions U ⊂M1 having uniformly bounded second moments
or, more generally, satisfying [11, p. 218]
sup
F∈U
∫
R
|x|1+εdF (x) < +∞, for some ε > 0.
Subsequently, a convex risk measure is robust on a family of parametric models, {Fθ | θ ∈ Θ},
if the family fulfils
∫
R
|x|2dFθ(x) < M , for all θ ∈ Θ. For example, consider the exponential
dispersion family, a parametric family of distribution functions with density
f(x; θ, φ) = exp
{xθ − b(θ)
φ/w
+ c(x, φ, w)
}
, x ∈ R
with weight w > 0, dispersion parameter φ > 0 and normalising function c(·, ·, ·). The canonical
parameter of the exponential dispersion family is θ ∈ Θ, where Θ ⊂ R and b : Θ → R is
the cumulant function such that the density is well-defined and has identical support for all
θ ∈ Θ, [43]. The exponential dispersion family includes the Poisson, Negative-Binomial, Gamma,
Gaussian and Inverse Gaussian.
Lemma 3.8. A convex risk measure is robust on the exponential dispersion family if the pa-
rameter space Θ is compact and the function b twice continuously differentiable on Θ.
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Proof. Let X follow a distribution that belongs to the exponential dispersion family. Then
E(X) = b′(θ) and Var(X) = φw b
′′(θ), [57]. Both the first and second derivative b′, b′′ are
continuous and hence bounded on the compact set Θ.
We refer to [40] for a broader discussion and examples involving parametric models such as
the Normal, Pareto, Gamma and Gumbel distributions.
Now we consider the relationship between uniform integrability and stochastic orderings. A
convex risk measure is robust on a set of non-negative random variables that are smaller (in
first-order stochastic dominance) than those in a given uniformly integrable set.
Lemma 3.9. Let U be a uniformly integrable set of non-negative random variables. A convex
risk measure is robust on the set
N = {Y ∈ L1 |Y ≥ 0 and there exists X ∈ U such that E(f(Y )) ≤ E(f(X)) for all increasing f}.
Proof. For K > 0, the function f(x) = x✶{x>K} is increasing. Hence we have, by uniform
integrability of U ,
lim
K→+∞
sup
Y ∈N
E
(
Y ✶{Y >K}
)
≤ lim
K→+∞
sup
X∈U
E
(
X✶{X>K}
)
= 0.
The conclusion follows by Theorem 3.5.
An example of the application of Lemma 3.9 is the Generalised Pareto Distribution (GPD)
denoted by Gξ;σ, with shape and scale parameters, ξ ∈ R and σ > 0 respectively, defined through
Gξ;σ(x) =
{
1−
(
1 + ξ xσ
)−1/ξ
ξ 6= 0
1− exp
{
− xσ
}
ξ = 0,
where x ≥ 0, if ξ ≥ 0, and 0 ≤ x ≤ −σ/ξ, if ξ < 0. The GPD is often used in insurance and
operational risk management to model portfolios that can produce very large claims, since it
is the limit distribution of conditional excesses over high thresholds [24]. The expectation of a
GPD is finite if the shape parameter satisfies ξ < 1. For a set of GPDs to be uniformly integrable
it is necessary that their shape parameters be bounded away from 1; see Proposition 3.14 for
the necessity of this condition in the more general case of regularly varying distributions. A
convex risk measure is robust on the set of distributions {Gξ;σ |σ ≤ σ, ξ ≤ ξ}, where ξ < 1.
This follows from Lemma 3.9 and the observation that, for fixed σ and 0 < ξ < 1 the family
Gξ;σ is first-order stochastically ordered in ξ (for fixed σ) and in σ (for fixed ξ).
Similarly, a convex risk measure is robust on a set of random variables that are less volatile
(in convex order) than those in a given uniformly integrable set. An example is the set of
conditional expectations {❊[X|G] | G sub-σ-algebra of A} for X ∈ L1, see [11, p. 469].
Lemma 3.10. Let U be a uniformly integrable set. A convex risk measure is robust on the set
N = {Y ∈ L1 | there exists X ∈ U such that E(f(Y )) ≤ E(f(X)) for all convex f}.
Proof. For K > 0, the function f(x) = (|x| −K)✶{|x|>K} is convex. Hence we have, for Y ∈ N
and X ∈ U dominating Y in convex order,
E
(
|Y |✶{|Y |>K}
)
= E
((
|Y | −K
)
✶{|Y |>K}
)
+KP(|Y | > K)
≤ E
((
|X| −K
)
✶{|X|>K}
)
+KP(|Y | > K)
≤ E
(
|X|✶{|X|>K}
)
+KP(|Y | > K).
By De la Valle´e Poussin’s Theorem [19], there exist a non-decreasing convex function ψ : [0,+∞)→
[0,+∞) with ψ(0) = 0, such that limx→+∞
ψ(x)
x = +∞ and supX∈U E
(
ψ(|X|)
)
< +∞. Applying
Markov’s inequality, we have
KP(|Y | > K) ≤
K
ψ(K)
E
(
ψ(|Y |)
)
≤
K
ψ(K)
E
(
ψ(|X|)
)
.
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By uniform integrability of U ,
lim
K→+∞
sup
Y ∈N
E
(
|Y |✶{|Y |>K}
)
≤ lim
K→+∞
sup
X∈U
(
E
(
|X|✶{|X|>K}
)
+
K
ψ(K)
E
(
ψ(|X|)
))
= 0.
The conclusion follows by Theorem 3.5.
Note that Lemma 3.10, in the special case when U is a singleton, follows from Proposition
3.3 in [42].
We now consider how larger uniformly integrable sets are constructed from other uniformly
integrable sets. Finite unions of uniformly integrable sets are uniformly integrable, so that a
convex risk measure that is robust on finitely many uniformly integrable sets is also robust on
their union. Moreover, to any uniformly integrable set on which a convex risk measure is robust
we can add finitely many distribution functions without losing robustness. The next proposition
shows that a convex risk measure that is robust on a uniformly integrable set U ⊂ M1 is also
robust on the larger set of all possible mixtures of elements of U. Mixtures are used to model
experimental error or contaminations, by assuming that the underlying distribution function F is
contaminated with an error, with distribution G, that occurs with (small) probability λ ∈ (0, 1),
so that the contaminated distribution is (1− λ)F + λG.
Proposition 3.11. For a uniformly integrable set U ⊂M1, a convex risk measure is robust on
the set of mixtures
{
(1− λ)F + λG |F,G ∈ U, λ ∈ [0, 1]
}
.
Proof. By Theorem 3.5 it is enough to show that
{
(1 − λ)F + λG |F,G ∈ U, λ ∈ [0, 1]
}
is
uniformly integrable. For λ ∈ [0, 1] and F,G ∈ U we calculate
sup
F,G∈U,λ∈[0,1]
∫
|x|>K
|x|d[(1− λ)F (x) + λG(x)]
≤ sup
F,G∈U,λ∈[0,1]
(1− λ)
∫
|x|>K
|x|dF (x) + sup
F,G∈U,λ∈[0,1]
λ
∫
|x|>K
|x|dG(x)
= sup
F∈U
∫
|x|>K
|x|dF (x),
which goes to zero, as K → +∞, by uniform integrability of U.
Let {Fθ | θ ∈ Θ} describe possible model inputs and assume that the set is uniformly inte-
grable, for example a parametric family with bounded second moment. By Theorem 3.5, any
convex risk measure is robust on {Fθ | θ ∈ Θ}. Assume however, that the data is contami-
nated, through measurement errors or the parametric family does not fit sufficiently, and the
risk measure is evaluated on the mixture
(1− λ)Fθ + λG, for small λ ∈ (0, 1), θ ∈ Θ, G ∈ N,
whereN ⊂M1 denotes the collection of possible error distributions. If we have additional knowl-
edge on the elements of N, such as bounded support or (uniformly) bounded mean and variance,
then the convex risk measure is robust on the set of all possible mixtures, see Proposition 3.11.
3.3 Non-robustness of convex risk measures
In this section we present examples of sets on which convex risk measures fail to be robust.
Such situations can emerge when the set is closed under mixtures and positive shifts. These
conditions allow the construction of convergent sequences of distributions with divergent means.
Thus situations arise where small changes in distribution can result in huge variations in the
value of the risk measure.
Proposition 3.12. No spectral risk measure ρ : L1 → R is robust on X ⊂ L1, whenever D(X )
is closed under mixtures and contains a sequence of distribution functions whose means diverge
to +∞. Then, spectral risk measures are not robust at any distribution function F ∈ D(X ).
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Proof. Let F ∈ D(X ) and denote by Gk ∈ D(X ) the sequence of distribution functions with
limk→+∞ E[Gk] = +∞. Choose C > 0 and define the mixture
F (k) = (1− λk)F + λkGk, where λk = min
{ C
|E[Gk] |
, 1
}
.
Note that λk ∈ [0, 1] converges to 0, as k → +∞, hence F
(k) converges in the Prokhorov
distance to F . Spectral risk measures are concave with respect to mixtures, [52], and exceed the
expectation, [17], so that
lim inf
n→+∞
ρ[F (k)] ≥ lim inf
k→+∞
(
(1− λk)ρ[F ] + λkρ[Gk]
)
≥ lim inf
k→+∞
(
(1− λk)ρ[F ] + λkE[Gk]
)
= lim
k→+∞
(
(1− λk)ρ[F ] + λkE[Gk]
)
= ρ[F ] + C.
A similar result is now proved for general convex risk measures. For this, we need the
additional assumption that the set D(X ) is closed under positive shifts, that is F (· − c) ∈ D(X )
for all c > 0, and F ∈ D(X ). Note this is stronger than assuming the existence of a sequence of
distribution functions with divergent mean. This additional assumption was not needed in the
proof of Proposition 3.12, where instead the property of concavity with respect to mixtures of
spectral risk measures [52] was used.
Proposition 3.13. No convex risk measure ρ : L1 → R is robust on X ⊂ L1, whenever the set
of distribution functions D(X ) is closed under mixtures and positive shifts. In this case, the risk
measure is not robust at any distribution function F ∈ D(X ).
Proof. By Proposition 6.8 in [47] the risk measure is continuous with respect to ‖ ·‖1. Therefore
the risk measure admits the Kusuoka representation, Theorem 6.44 in [47], that is there exists
a set of probability measures P on [0, 1) such that the risk measure can be written as
ρ[G] = sup
µ∈P
(∫ 1
0
ESα[G]dµ(α)− β(µ)
)
, for G ∈M1,
where β(·) is a penalty function on P, see [47] for the definition. For C > 0, define the mixture
F (k) = (1− λk)F + λkGk, where λk = min{C/k, 1} and Gk(·) = F (· − k), k ≥ 1. Note that the
mixture F (k) converges in the Prokhorov distance to F . Since ESα is concave with respect to
mixtures [52], we obtain for k ≥ 1,
lim inf
k→+∞
ρ[F (k)] = lim inf
k→+∞
sup
µ∈P
{∫ 1
0
ESα
[
(1− λk)F + λkGk
]
dµ(α)− β(µ)
}
≥ lim inf
k→+∞
sup
µ∈P
{∫ 1
0
(
(1− λk)ESα[F ] + λkESα[Gk]
)
dµ(α)− β(µ)
}
= lim inf
k→+∞
sup
µ∈P
{∫ 1
0
ESα[F ]dµ(α)− β(µ) + λk
∫ 1
0
(
ESα[Gk]− ESα[F ]
)
dµ(α)
}
= lim inf
k→+∞
sup
µ∈P
{∫ 1
0
ESα[F ]dµ(α)− β(µ)
}
+ C
= ρ[F ] + C.
In Section 3.2 we have seen that for robustness of convex risk measures on the space of
heavy tailed distribution functions, in particular GPDs, it is necessary that the shape parameter
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be bounded away from 1. The following proposition considers the case of regularly varying
distribution functions. A distribution function F ∈M on (0,+∞) is regularly varying with tail
index α > 0, if for all t > 0 it holds that
lim
x→+∞
1− F (xt)
1− F (x)
= t−α. (2)
Note that, for ξ > 0, the GPD Gξ;σ is regularly varying with tail index 1/ξ. The next proposition
sheds some light on the trade-off between robustness of risk measures and their sensitivity to
the tail of distribution functions, see also the discussion in [39].
Proposition 3.14. No convex risk measure is robust on the set of regularly varying distribution
functions with tail index α > 1.
Proof. Let Fα1 , Fα2 ∈ M
1 be regularly varying with indexes α1 > 1, respectively α2 > 1. We
first show that the set of regularly varying distribution functions is closed under mixtures, that
is
F = (1− λ)Fα1 + λFα2
for λ ∈ [0, 1], is regularly varying. Note that 1 − F = (1 − λ)(1 − Fα1) + λ(1 − Fα2). It is
clear that both (1 − λ)(1 − Fα1) and λ(1 − Fα2) satisfy the limit in (2). Proposition 1.5.7 in
[12] implies then that the sum 1− F of these two functions satisfies again the limit in (2) with
tail index equal to min{α1, α2}. Hence, F is a regularly varying distribution function with tail
index min{α1, α2} > 1. Clearly, any shifted regularly varying distribution function is regularly
varying with the same tail index. The sequence of Pareto distributions with shape parameter
1+ 1k and scale 1, that is Fk(x) = 1−x
−(1+1/k), x ≥ 1, belongs to the class of regularly varying
distribution functions and its mean, E[Fk] =
1+1/k
1+1/k−1 = k + 1, diverges to +∞. Applying
Proposition 3.13 yield the assertion.
Remark 3.15. In this paper, we consider the classical notion of robustness, defined via con-
tinuity with respect to the Prokhorov distance. A spectrum of different types of robustness,
defined using alternative distances on M, are introduced by [39]. If a weaker notion of robust-
ness were defined through the Wasserstein distance, see Appendix, the constructed sequence
of mixtures appearing in the proof of Proposition 3.13, (1 − λk)F + λkGk, with F ∈ M
1 and
Gk(·) = F (· − k) would not generate a discontinuity. The mixture converges in the Prokhorov
distance to F , however, its mean diverges, hence it does not converge in the Wasserstein distance,
see Lemma A.1.
3.4 Generalisation to risk measures defined on Lp
Let p ∈ [1,+∞) and define the space of random variables with finite p-th moment
by Lp = {X ∈ L0 |E(|X|p) < +∞}. Requiring a risk measure to be real-valued on the entire
space of integrable random variables excludes interesting examples such the mean-deviation risk
measures defined by
ρ(X) = E(X) + cE
(
|X − E(X)|p
)1/p
, X ∈ Lp, c ≥ 0.
Note that, for every p ∈ [1,+∞), the mean-deviation risk measure is convex and finite on Lp
but not on the larger space Lr, 1 ≤ r < p [47].
The Definition 3.1 of robustness can be generalised straightforwardly by replacing the space
L1 with Lp. Then, Theorem 3.5 generalises as follows.
Theorem 3.16. Let ρ : Lp → R be a convex risk measure. Then ρ is robust on X ⊂ Lp if X is
uniformly p-integrable, that is
lim
K→+∞
sup
X∈X
E
(
|X|p✶{|X|p>K}
)
= 0.
The proof follows by reasoning similar to that in the proof of Theorem 3.5. Alternatively, it
follows directly from [40]. We refer to [40] for a thorough study of robustness of risk measures
defined on Orlicz hearts.
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4 Aggregation
4.1 Robustness of aggregation measures
In risk management applications, risk measures are often evaluated on the output of a complex
model, which generates portfolio losses through a non-linear function of a vector of risk factors.
A typical example is the aggregated loss of an insurance portfolio, represented through the
insurance company’s internal model. We describe this setting through a (measurable) function
g : Rn → R, called aggregation function, that maps an n-dimensional vector into a real number.
Applying the aggregation function to a random vector of input risk factors, X = (X1, . . . , Xn)
with (multivariate) cumulative distribution function FX , we can evaluate a risk measure at the
(one-dimensional random) output g(X). We denote the space of n-dimensional random vectors
by L0 = L0(Ω,A,P) and the set of the corresponding (multivariate) distribution functions
on Rn by M = D(L0). By equipping L0 with the norm ‖X‖1 =
∑n
i=1 E(|Xi|) we write
L
1 = {X ∈ L0 | ‖X‖1 < +∞} and M
1 = D(L1).
Throughout this section, we restrict to aggregation functions g that satisfy g(X) ∈ L1
whenever X ∈ L1. This is guaranteed by, for example, the linear growth condition of Definition
4.7; see also the discussion following Theorem 4.8. Weaker conditions on g could be required if
more restrictions were placed on X, consistently with the discussion of Section 3.4.
Definition 4.1. For an aggregation function g : Rn → R and a risk measure ρ : L1 → R we
define the aggregation measure ρg(·) : L
1 → R by ρg(X) = ρ(g(X)).
Thus, an aggregation measure is a functional of the input vector of risk factors. An aggre-
gation function g : Rn → R induces a functional Tg[·] : M → M through Tg[FX ] = D
(
g(X)
)
.
The functional Tg takes the (multivariate) distribution functions FX ∈M of the vector X and
returns the (univariate) distribution function Tg[FX ] ∈ M of g(X). Since risk measures are
assumed to be law-invariant, all considered aggregation measures are law-invariant and can be
described by a functional on the space of distribution functions ρg[·] : M
1 → R through
ρg[FX ] = ρg(X) = ρ
[
Tg[FX ]
]
, for FX ∈M
1.
Note that a continuous aggregation function g induces, by the continuous mapping theorem, an
aggregation functional Tg : M→M that is continuous with respect to the Prokhorov distance,
M, M both endowed with the Prokhorov distance. The Prokhorov distance on M is defined
for F ,G ∈M through
dP (F ,G) = inf{ε > 0 |F (B) ≤ G(B
ε) + ε, for all Borel sets B on Rn},
where Bε = {x ∈ Rn | infy∈B |x − y| ≤ ε} and, for a vector x = (x1, . . . , xn) ∈ R
n, we denote
|x| =
∑n
i=1 |xi|. We say an aggregation measure ρg : L
1 → R is continuous on X ⊂ L1 with
respect to the Prokhorov distance if the restriction of the induced functional ρg[·] on D(X ) is
continuous with respect to dP . That is, for all F0 ∈ D(X ) and ε > 0 there exists δ > 0 such
that for all F ∈ D(X ) we have dP (F0,F ) < δ implies |ρg[F0]− ρg[F ]| < ε.
We extend Hampel’s definition of robustness to aggregation measures, in order to reflect the
sensitivity of the risk assessment to small perturbations in the distribution of the vector of risk
factors. Clearly, for an aggregation measure ρg : L
1 → R a small deviation in the n-dimensional
input vector includes both perturbations in the marginals and the dependence structure (copula).
Analogously to the one-dimensional case, we consider estimators of risk measures evaluated at
the multivariate empirical distribution function. For a distribution function F ∈ M1, sample
size k ≥ 1 and independent random variables X1, . . . ,Xk with common distribution function
F , the multivariate empirical distribution function is given by the random measure
Fˆ k(t, ω) =
1
k
k∑
i=1
✶{Xi(ω)≤t}, (t, ω) ∈ R
n × Ω.
For an aggregation measure ρg : L
1 → R and a distribution function F ∈ M1 we define the
sequence of estimators {ρˆg,k}k≥1 through its evaluation at the multivariate empirical distribution
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function. That is, for k ≥ 1 we define
ρˆg,k [F ](ω) = ρg[Fˆ k(·, ω)], ω ∈ Ω. (3)
Note that for fixed t ∈ Rn the multivariate empirical distribution function, Fˆ k(t, ·), is a random
variable and for fixed ω ∈ Ω a distribution function. Hence, the estimator ρˆg,k [F ] is a random
variable.
Definition 4.2. Let ρg : L
1 → R be an aggregation measure and {ρˆg,k}k the sequence of
estimators defined in (3). We say that the aggregation measure ρg is robust on X ⊂ L
1
(equivalently ρg[·] is robust on D(X )) if for any F0 ∈ D(X ) it holds that for all ε > 0, there
exists δ > 0 and k0 ∈ N such that for all F ∈ D(X ) and k ≥ k0 we have
dP (F0,F ) < δ ⇒ dP
(
D
(
ρˆg,k [F0]
)
,D
(
ρˆg,k [F ]
))
< ε.
We obtain a generalisation of Hampel’s theorem, Theorem 3.2, to the multivariate case. The
proof follows mostly the steps of the proof of Hampel’s theorem, Theorem 3.2, for distribution
function on the real line [34].
Theorem 4.3. Let ρg : L
1 → R be an aggregation measure and X ⊂ L1. Assume that the
sequence of estimators {ρˆg,k}k, defined in (3), is consistent for all F0 ∈ D(X ). Then, the
aggregation measure ρg is continuous on D(X ) with respect to the Prokhorov distance if and
only if it is robust on D(X ).
Proof. Assume the aggregation measure ρg is continuous with respect to dP on D(X ) and let
F0 ∈ D(X ). Let ε > 0 and k ∈ N then for all F ∈ D(X ) it holds that
dP
(
D
(
ρˆg,k [F0]
)
,D
(
ρˆg,k [F ]
))
= dP
(
D
(
ρg[Fˆ0k]
)
,D
(
ρg[Fˆ k]
))
≤ dP
(
D
(
ρg[Fˆ0k]
)
,D
(
ρg[F0]
))
+ dP
(
D
(
ρg[F0]
)
,D
(
ρg[Fˆ k]
))
. (4)
Note that ρg[F0] is a degenerate random variable. For all F ∈ D(X ), the multivariate version of
Glivenko-Cantelli states that the empirical distribution function Fˆ k(·, ω) converges for almost
every ω to F , as k → +∞, see [21, 48]. The first term on the right hand side in (4) can be
made arbitrarily small (say ε/2) by choosing k large enough since the aggregation measure is
consistent at F0, that is ρˆg,k [F0] = ρg[Fˆ0k] → ρg[F0] in probability. Next we show that the
second term in (4) is smaller than ε/2. By continuity of the aggregation function at F0 there
exists δ > 0 such that, for any F ∈ D(X ), dP (F0,F ) < δ implies |ρg[F0] − ρg[F ]| <
ε
2 . Thus,
we obtain
P
(∣∣ρg[F0]− ρg[Fˆ k]∣∣ ≤ ε
2
)
≥ P
(∣∣ρg[F0]− ρg[F ]∣∣+ ∣∣ρg[F ]− ρg[Fˆ k]∣∣ ≤ ε
2
)
= P
(∣∣ρg[F ]− ρg[Fˆ k]∣∣ ≤ ε
2
−
∣∣ρg[F0]− ρg[F ]∣∣),
where ε2 −
∣∣ρg[F0]− ρg[F ]∣∣ > 0. As the aggregation measure is consistent, for all γ > 0 we have
P
(∣∣ρg[F ]− ρg[Fˆ k]∣∣ ≤ γ)→ 1 as k → +∞. Hence, choosing k large enough, we obtain
P
(∣∣∣ρg[F0]− ρg[Fˆ k]∣∣∣ ≤ ε
2
)
≥ 1−
ε
2
,
which, by Strassen’s theorem [49], is equivalent to dP
(
D
(
ρg[F0]
)
,D
(
ρg[Fˆ k]
))
< ε2 .
For the converse assume that the aggregation measure is robust on D(X ). Note that for
degenerate distribution functions on R the Prokhorov distance reduces to the absolute value.
Let F0,F ∈ D(X ) and interpreting ρg[F ], ρg[F0] as degenerate random variables we obtain for
k ∈ N ∣∣ ρg[F0]− ρg[F ] ∣∣ = dP(D(ρg[F0]),D(ρg[F ]))
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≤ dP
(
D
(
ρg[F0]
)
,D
(
ρˆg,k [F0]
))
+ dP
(
D
(
ρˆg,k [F0]
)
,D
(
ρˆg,k [F ]
))
+ dP
(
D
(
ρˆg,k [F ]
)
,D
(
ρg[F ]
))
.
The second term can be made small by robustness of the aggregation measures. The other two
distances can be made arbitrarily small since the sequence of estimators is consistent for any
F ∈ D(X ).
An aggregation measure composed by a continuous aggregation function and a convex risk
measure is consistent at each F ∈ M1, that is ρˆg,k [F ] → ρˆg[F ] in probability (even P-a.s.).
Hence, as a generalisation of Proposition 3.3 we obtain a one-to-one correspondence between
robustness and continuity with respect to the Prokhorov distance.
Proposition 4.4. Let g : Rn → R be a continuous aggregation function, ρ : L1 → R be a
convex risk measure and X ⊂ L1. Then, the aggregation measure ρg : L
1 → R is continuous
with respect to dP on D(X ) if and only if it is robust on D(X ).
Proof. Let F0 ∈ M
1. It is enough to show that for a continuous g and a convex risk mea-
sure ρ the aggregation measure ρg = ρ ◦ Tg is consistent. We even show strong consistency,
that is ρg[Fˆ0k](ω) → ρg[F0] for almost every ω ∈ Ω. Since convex risk measures are contin-
uous with respect to the Wasserstein distance, Proposition 6.8 in [47], we have to show that
dW
(
Tg[Fˆ0k(·, ω)], Tg[F0]
)
→ 0 for almost every ω.
The multivariate empirical distribution function Fˆ0k(·, ω) converges for almost every ω to
F0, as k → +∞, see [21, 48]. In particular, for almost every ω, dP
(
Fˆ0k(·, ω),F0
)
→ 0, as
k → +∞, and by continuity of the aggregation function, that is Tg : M → M is continu-
ous w.r.t dP , dP
(
Tg[Fˆ0k(·, ω)], Tg[F0]
)
→ 0, as k → +∞. For k ∈ N and ω ∈ Ω denote
by X0
ω
k a random variable that has distribution function Fˆ0k(·, ω). Note that, by definition,
Tg[Fˆ0k(·, ω)] = D(g(X0
ω
k )) ∈M
1 and we have
∫
R
|y| dTg
[
Fˆ0k(·, ω)
]
(y) =
∫
Rn
|g(y)|dFˆ0k(y, ω) =
1
k
k∑
i=1
∣∣g(X0i(ω))∣∣.
By the strong law of large numbers 1k
∑k
i=1
∣∣g(X0i)∣∣ → E( | g(X0) | ) < +∞, P-a.s. Hence for
almost every ω ∈ Ω∫
R
|y| dTg
[
Fˆ0k(·, ω)
]
(y) →
∫
R
|y| dTg[F0](y), as k → +∞.
The conclusion follows from Lemma A.1.
Analogously to Theorem 3.5, robustness of the aggregation measure ρg depends on uniform
integrability of the set of losses produced by the aggregation function g.
Theorem 4.5. Let g : Rn → R be a continuous aggregation function and ρ : L1 → R a convex
risk measure. Then the aggregation measure ρg : L
1 → R is robust on X ⊂ L1 if the set g
(
X
)
is uniformly integrable.
Proof. If g(X ) is uniformly integrable the risk measure is continuous with respect to dP , see
Theorem 3.5. Therefore the composition ρg = ρ ◦ Tg is continuous with respect to Prokhorov
distance and by Proposition 4.4 the aggregation measure ρg is robust on X .
A similar problem is considered in [40], when the marginal distributions are fixed. Note
that our extension of Hampel’s classical definition of robustness to aggregation measures, Def-
inition 4.2, requires the aggregation measure to be (relatively) insensitive to perturbations in
the underlying distribution. Since the input of the aggregation measure is a random vector of
risk factors, perturbation in the distribution can arise from changes in the marginals and/or the
copula. Given Theorem 4.5, in order to characterise robustness of the aggregation measure ρg,
it is necessary to study which properties of g and the set X produce a set of losses g(X ) that is
uniformly integrable. The next section investigates this issue.
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Remark 4.6. It is not necessarily the case in practice that the multivariate distribution function
of F is estimated by the empirical distribution of historical data; parametric statistical methods
are typically used instead. Nonetheless, the definition of robustness used here remains relevant
when calculating ρg[F ] by Monte-Carlo simulation. In that context, X is simulated from model
F and Fˆ k is interpreted as the empirical distribution function of the simulated observations.
Then ρg[F ] is calculated via evaluation of ρg[Fˆ k], as is typically done in insurance internal
models [46]. It is desirable that small changes in the assumed distribution F of risk factors does
not produce excessive variation in the estimated aggregate risk.
4.2 Aggregation robustness and linear growth
A typical setup in risk management is linear risk aggregation, for example when aggregating
different lines of business or positions in a portfolio, such that
ρ
(
g(X)
)
= ρ(X1 + · · ·+Xn), for X ∈ L
1. (5)
By Sklar’s theorem the distribution of vectorX = (X1, . . . , Xn) is specified through its marginals
and its dependence structure (copula). Statistically, estimating copulas can be very challenging
and often relies on expert judgement. Since diverse dependence structures can lead to substantial
differences in aggregate risk, risk management is especially concerned about misspecification in
the copula. A substantial literature exists on dependence uncertainty, including calculations of
upper and lower bounds for (5), for fixed marginals Xi ∼ Fi, i = 1, . . . , n and an unspecified
copula, see [9, 25, 55] and references therein.
Furthermore, [26] show that, when ρ is a spectral risk measure, the aggregation measure
defined through (5) is robust on the set {(X1, . . . , Xn) |Xi ∼ Fi, i = 1 . . . , n}, where F1, . . . Fn ∈
M1 are fixed marginal distributions. Taking a step further, [40] consider robustness of convex
risk measures composed with non-linear aggregation functions for fixed marginals, see discussion
after Theorem 4.8. Here, we build on [26, 40] by considering robustness in the more general
case of uncertainty in both the dependence structure and the marginals of the model input X.
Theorem 4.8 below shows that robustness is guaranteed if the aggregation function satisfies a
linear growth condition in the tail, similar to that of [40], and the marginals belong to uniformly
integrable sets.
For sets of univariate distribution functions Ni ⊂ M
1, i = 1, . . . n, we define the set of all
possible random vectors X = (X1, . . . , Xn) with marginals FXi belonging to the corresponding
sets Ni, i = 1, . . . , n, through
C(N1, . . .Nn) =
{
(X1, . . . , Xn) |FXi ∈ Ni ⊂M
1, i = 1, . . . n
}
⊂ L1.
Definition 4.7. We say an aggregation function g : Rn → R possesses the linear growth condi-
tion in the tail, if there exist A,L,M > 0 such that
|g(x)| ≤ A+ L|x|, for all |x| > M.
Continuity of g combined with linear growth in the tail as in Definition 4.7 guarantee that
g(X) ∈ L1 for X ∈ L1.
Theorem 4.8. Let the sets U1, . . .Un ∈M
1 be uniformly integrable, the function g be continuous
and satisfy the linear growth condition in the tail, and ρ be a convex risk measure. Then the
aggregation measure ρg : L
1 → R is robust on C(U1, . . .Un).
Proof. By Theorem 4.5 it is enough to show that g
(
C(U1, . . .Un)
)
is uniformly integrable. The
aggregation function g is continuous on the compact set {x ∈ Rn | |x| ≤M}, hence there exists
C > 0 such that sup|x|≤M |g(x)| ≤ C.
Let X ∈ C(U1, . . .Un). For K > max{A,C} we have that {|X| ≤ M ∩ |g(X)| > K} = ∅,
thus
sup
g(X)∈g(C(U1,...Un))
E
(
|g(X)|✶{|g(X)|>K}
)
= sup
X∈C(U1,...Un)
E
(
|g(X)|✶{|g(X)|>K}✶{|X|>M}
)
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≤ L sup
X∈C(U1,...Un)
E
( n∑
i=1
|Xi|✶{
L
∑
n
i=1
|Xi|>K−A
})
+A sup
X∈C(U1,...Un)
P
(
L
n∑
i=1
|Xi| > K −A
)
. (6)
The first term in (6) can be bounded as follows. Note that for d ≥ 0 and x1, . . . , xn ∈ R,
there exists j such that maxi=1,...,n |xi|✶{maxi=1,...,n |xi|>d} = |xj |✶{|xj |>d} ≤
∑n
i=1 |xi|✶{|xi|>d}.
Therefore,
L sup
X∈C(U1,...Un)
E
( n∑
i=1
|Xi|✶{
L
∑
n
i=1
|Xi|>K−A
}) ≤ L sup
X∈C(U1,...Un)
E
(
n max
i=1,...,n
|Xi|✶{
nL max
i=1,...,n
|Xi|>K−A
})
≤ nL sup
X∈C(U1,...Un)
n∑
i=1
E(|Xi|✶{|Xi|>(K−A)/(nL)})
≤ nL
n∑
i=1
sup
FXi∈Ui
E(|Xi|✶{|Xi|>(K−A)/(nL)})→ 0,
as K → +∞, by uniform integrability of each Ui. For the second term in (6) we use Markov’s
inequality
A sup
X∈C(U1,...Un)
P
( n∑
i=1
|Xi| >
K −A
L
)
≤
AL
K −A
n∑
i=1
sup
FXi∈Ui
E(|Xi|),
which goes to zero as K → +∞.
Note that Theorem 4.8 requires assumptions on the marginal distributions of X, but not on
its dependence structure. Hence robustness of convex risk measures holds even in the presence
of complete dependence uncertainty, where no information on the copula exists. Theorem 4.8
offers a slight generalisation of Theorem 4.23 in [40] to the case of uncertainty in the marginal
distributions. Also, [40] require a global linear growth condition, while we use linear growth in
the tail combined with continuity of g.
An immediate consequence of Theorem 4.8 involves linear aggregation.
Corollary 4.9. Let the function g be given by g(x) =
∑n
i=1 xi, x ∈ R
n. For a convex risk
measure ρ, the aggregation measure ρg is robust on C(U1, . . .Un), with Ui, i = 1, . . . , n, uniformly
integrable.
There also exist many relevant continuous non-linear aggregation functions that satisfy the
linear growth condition of Definition 4.7. It is easiest to envisage such situations arising in
the context of reinsurance, with the elements of the random vector X representing insurance
liabilities (losses from lines of business or individual policies). Then, by standard considerations
of insurable interest and moral hazard, it is not plausible to have (re)insurance portfolio losses
that increase in X faster than linearly. Note that optimal Pareto reinsurance contracts are
typically Lipschitz continuous [15] and hence possess the linear growth condition. For example, a
reinsurance company faces the aggregate risk of excess-of-loss reinsurance contracts on individual
risks X1, . . . , Xn with deductibles di and limits ci > di, i = 1, . . . , n, such that
g(X) =
n∑
i=1
(Xi − di)+ − (Xi − ci − di)+,
where (x)+ = max{x, 0}. Alternatively, a reinsurance company taking the risk that an aggre-
gated portfolio exceeds c > 0, faces claim
g(X) =
( n∑
i=1
Xi − c
)
+
.
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Note that in the first example g is constant for large x and in the second case it is linear in its
marginals, hence fulfilling in both cases the linear growth condition in the tail.
Alternatively, one could view g(X) as a portfolio of financial derivatives with underlyings
X, such that g(X) =
∑n
i=1 hi(Xi). Standard options, even leveraged ones with pay-offs of the
form hi(x) = (λx − c)+, λ > 1, satisfy the linear growth condition. However, note that other
exotic options, such as powered options of the form hi(x) =
(
(x − c)+
)p
, with p > 1, do not
satisfy the linear growth condition. To achieve robustness for such pay-offs, one would need to
restrict X to Lp, see Section 3.4. For details on such derivatives see [36], pp. 168-169.
4.3 Aggregation through compound distributions
A common form of aggregation in insurance (as well as operational and credit risk modelling),
takes place via compound distributions that model the future total claim amount as a random
sum of individual claims. Within a specific (homogeneous) line of business, individual claims
are modelled as independent and identically distributed positive random variables Xi and the
(unknown) number of claims through a (discrete and random) count variable N independent
of the Xi. The total claim amount X1 + · · · + XN cannot be readily expressed via an aggre-
gation function g : Rn → R. However, the distribution function of the random sum can be
straightforwardly defined through an aggregation operator T acting on distributions, namely
T [·, ·] : M1 ×M1 →M1; T [F,G] = D
( N∑
i=1
Xi
)
, Xi ∼i.i.d. F independent of N ∼ G. (7)
Therefore, T [F,G] =
∫ +∞
0
F ∗(n)(·)dG(n), where F ∗(n) is the n-th convolution of F .
Theorem 4.10. Let U be a uniformly integrable set of distribution functions on [0,+∞) and N
a uniformly integrable set of distributions on the non-negative integers, such that∫ +∞
0
x dF ∗(x) < +∞ and
∫ +∞
0
x dG∗(x) < +∞,
where F ∗ and G∗ are distribution functions given by F ∗ = infF∈U F and G
∗ = infG∈NG re-
spectively. Let the operator T be defined by (7) and ρ be a convex risk measure. Then, the
aggregation measure defined by ρ ◦ T : M1 ×M1 → R is robust on U×N.
Proof. By Theorem 4.5 it is enough to show that the set {T [F,G] |F ∈ U, G ∈ N} is uniformly
integrable. Note that F ∗ is a distribution function. Indeed, F ∗ is non-decreasing, right contin-
uous (the infimum of a family of right continuous non-decreasing, hence upper semi-continuous,
functions is right continuous, see Lemma 2.39 [2]) and
lim
x→+∞
(1− F ∗(x)) ≤ lim
x→+∞
sup
F∈U
x(1− F (x)) ≤ lim
x→+∞
sup
F∈U
∫
y>x
ydF (y) = 0,
by uniform integrability. Analogously, infG∈NG is a distribution function on the non-negative
integers. Choose F ∈ U and G ∈ N and denote Xi ∼i.i.d. F and N ∼ G independent of the Xi.
Similarly, denote X∗i ∼i.i.d. F
∗ and N∗ ∼ G∗ independent of the X∗i and note that X
∗
i and N
∗
first-order stochastically dominate Xi and N , respectively. As first-order stochastic dominance
is preserved under compounding, see Proposition 3.3.31 in [18],
∑N
i=1Xi is lower than
∑N∗
i=1X
∗
i
in first-order stochastic dominance. The result follows from Lemma 3.9 and the fact that the
compound sum
∑N∗
i=1X
∗
i is integrable, given the integrability of X
∗
i and N
∗.
Examples of sets of distribution functions on the non-negative integers fulfilling the assump-
tions of Theorem 4.10 include the Poisson distribution with parameter 0 < λ ≤ λ and the
Geometric with p ≥ p > 0, see Table 3.1 in [18]. For the claim size distribution, an example
is the family of Pareto distributions F (x) = 1 − xαmx
−α with parameters 0 < xm ≤ xm and
α ≥ α > 1 or, more generally, the set of GPDs, {Gξ;σ |σ ≤ σ, 0 < ξ ≤ ξ}, ξ < 1.
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5 Comparison to robustness regions of Value-at-Risk
In this section we compare the robustness properties of the popular non-convex risk measure
VaR to those of the convex risk measures studied in this paper. Since different risk measures
are robust on different sets, the choice of risk measure should also reflect information on the
plausible sets of distribution functions expected to be encountered in particular applications.
VaR at level α ∈ (0, 1) is defined as the left-sided α-quantile, VaRα[F ] = F
−1(α) = inf{y ∈
R |F (y) ≥ α}. It is known that VaRα is not robust on the whole of M
1; however, it is robust
on the set of distribution functions that are strictly increasing in a neighbourhood of their α-
quantile [14, 33]. In particular, VaR is not robust on discrete random variables and hence the
set where VaR is not robust is dense in M1.
The following insurance example, where strict increasingness is not satisfied, leads to non-
robustness of VaR. Consider the risk exposure Y = min{X, d}, X ∈ L1, that occurs when an
insurer with exposure X buys reinsurance protection with deductible d ≥ 0. The distribution
of Y , FY (x) = FX(x)✶{x<d} + ✶{x≥d}, is flat for all x > d, hence VaRα is not robust at FY
whenever α ≥ FX(d).
Thus, neither convex risk measures such as ES nor VaR, are robust on L1. VaR requires
strictly increasing distribution functions. Convex risk measures like ES place requirements on
the tail of the underlying distribution functions via the uniform integrability condition, see The-
orem 3.5. A comparative assessment of those two risk measures thus relies on whether strict
increasingness or uniform integrability is a more realistic constraint on the set of distributions
on which the risk measure is to be evaluated. This depends on the context of the application.
For example, in reinsurance problems where distributions with constant parts can occur, uni-
form integrability may be a more suitable assumption. On the other hand, when dealing with
an asset return with an approximately bell-shaped density but arbitrarily heavy tails, strict
increasingness of the distribution appears to be a more appropriate condition.
Turning now to the case of risk aggregation, consider the aggregation measure defined by
VaRα,g : L
1 → R, where g : Rn → R is an aggregation function. The aggregation measure
VaRα,g will not be robust if the distribution of g(X) is constant in a neighbourhood of F
−1
g(X)(α).
Such flat regions can emerge due to the nature of function g. For instance, in a slight gener-
alisation of the previous example, for an insurance company that buys an unlimited layer of
reinsurance protection for its portfolio, we have g(X) = min{
∑n
i=1Xi, d}.
Flat regions in the distribution of g(X) can also appear through the effect of the dependence
structure of X. This is exemplified by the special case of linear portfolio aggregation, g(x) =∑n
i=1 xi. Then the aggregation measure VaRα,g is not robust on a set X ⊂ L
1 if there exists
an input vector X ∈ X such that X1+ · · ·+Xn is discrete for large values. Example 2.2 in [26]
provides explicit choices of marginals and copulas that lead to non-robustness of the aggregation
measure VaRα,g through the construction of a degenerate aggregate risk. The problem of the
existence of a dependence structure of random variables X1, . . . , Xn, such that the aggregated
risk X1+ · · ·+Xn is almost surely constant, is extensively studied in probability theory and risk
management [41, 44]. Examples of distribution functions include F1 = · · · = Fn being Gaussian
or Cauchy; we refer the reader to [55] and references therein in the context of risk management.
In quantitative risk management applications, one is often concerned about aggregate risks.
Seldom is a risk measure evaluated on a random loss that does not in turn depend on further risk
factors. A particular example is the use of internal models in insurance for calculating capital
requirements across the portfolio. Compared to evaluating a risk measure on a real-valued
random variable, in risk aggregation, there is the additional complication of the dependence
structure of the input vector. Thus, there are two sources of uncertainty, in the marginal
distributions and in the dependence structure. Modelling accurately the dependence structure
is usually more challenging than modelling marginals, due to a lack of extensive multivariate
datasets. Therefore, it is critical that the risk measure is robust to changes in the dependence
structure.
We have seen that robustness of aggregation measures derived from convex risk measures,
such as ES, depends on weak assumptions on the aggregation function g and the marginals,
while no requirements are placed on the dependence structure. On the other hand, robustness
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of VaR requires restricting both the form of the aggregation function g and the possible depen-
dence structures of the input vector. In applications such as the internal modelling performed
by insurers, such constraints are not necessarily realistic. Thus our paper indicates that in ap-
plications where (non-linear) aggregations are present and high dependence uncertainty persists,
the use of convex risk measures may be preferable to that of VaR.
A Wasserstein space
For F,G ∈M1, the Wasserstein distance [20, 31] is given by
dW (F,G) =
∫
R
|F (x)−G(x)|dx =
∫ 1
0
|F−1(u)−G−1(u)|du,
where F−1(u) = inf{y ∈ R |F (y) ≥ u}, u ∈ [0, 1), is the generalised inverse and we identify
inf ∅ = −∞.
Lemma A.1. (Lemma 8.3 in [10])
For F, Fk ∈M
1, k ≥ 1 the following are equivalent
i) dW (Fk, F )→ 0, as k → +∞.
ii) dP (Fk, F )→ 0 and
∫
R
|x|dFk(x)→
∫
R
|x|dF (x), as k → +∞.
iii) dP (Fk, F )→ 0 and the set {Fk | k ≥ 1} is uniformly integrable.
Lemma A.2. A risk measure ρ : L1 → R is continuous with respect to the norm ‖ · ‖1 on L
1 if
and only if it is continuous with respect to the Wasserstein distance on L1.
Proof. Assume that the risk measure is continuous with respect to ‖ · ‖1. On L
1 a sequence
of random variables Xn converges in the Wasserstein distance to X if and only if there exist
random variables X˜n on L
1 with the same distribution as Xn and X˜ with the same distribution
as X such that ‖X˜n − X˜‖1 → 0, see Theorem 3.5 in [39]. Hence by law-invariance of the risk
measure
ρ(Xn) = ρ(X˜n)→ ρ(X˜) = ρ(X), as n→ +∞.
For X,Y ∈ L1 the inequality dW (X,Y ) ≤ ‖X − Y ‖1 implies that a sequence converging in
‖ · ‖1 also converges in the Wasserstein distance. Hence continuity with respect to dW implies
continuity with respect to ‖ · ‖1.
On the set of integrable distribution functions over Rn, that isM1 = D(L1), the Wasserstein
distance is defined for F ,G ∈M1 by
dW (F ,G) = inf
{
E
(
‖X − Y ‖1
) ∣∣∣X ∼ F , Y ∼ G},
where the infimum is taken over all joint distribution functions of dimension 2n with marginals
F and G of size n. Note that on the real line we have the dual representation dW (F,G) =
inf{E(|X − Y |) |X ∼ F, Y ∼ G} =
∫
R
|F (x)−G(x)|dx, F,G ∈M1 [51].
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