Abstract Based on the three-dimensional particle-in-cell (PIC) method and Compute Unified Device Architecture (CUDA), a parallel particle simulation code combined with a graphic processor unit (GPU) has been developed for the simulation of charge-exchange (CEX) xenon ions in the plume of an ion thruster. Using the proposed technique, the potential and CEX plasma distribution are calculated for the ion thruster plume surrounding the DS1 spacecraft at different thrust levels. The simulation results are in good agreement with measured CEX ion parameters reported in literature, and the GPU's results are equal to a CPU's. Compared with a single CPU Intel Core 2 E6300, 16-processor GPU NVIDIA GeForce 9400 GT indicates a speedup factor of 3.6 when the total macro particle number is 1.1×10
Introduction
Ion thrusters are valued as a high-specific impulse class of space propulsion and have been used in geosynchronous communication satellites and deep space exploration spacecraft. In ion thrusters the ions generated in the chamber are extracted and accelerated as a beam to very high velocities by a system of grids. To maintain charge neutrality, electrons are injected into the beam from a neutralizer.
The induced environment in the vicinity of an ion thruster propelled spacecraft consists of plasmas, neutral gases, and electromagnetic fields as a result of interactions between the ambient environment, thruster effluents, and the spacecraft itself. The evaluation of ion thruster induced environmental effects that could degrade the performance of spacecraft subsystems and sensors is of significant concern to spacecraft designers. For example, in ion plumes, low energy plasma created by charge-exchange (CEX) collisions can extend around a spacecraft. Also heavy metal species caused by thruster grid erosion are emitted by ion thrusters, both charged and uncharged. These thruster effluents contribute to the induced environment surrounding a spacecraft and can lead to various interactions such as absolute and differential charging of spacecraft, current drain to biased surfaces, degradation of solar array panels and thermal control surfaces, etc [1] .
A review of the literature regarding ion thruster spacecraft interactions reveals an awareness of the above issues from early ion thruster development. In the last decade immense computational capacity has been available for the development of rigorous numerical models of thruster plumes, and most physics-based ion plume models [1∼9] are developed using particle simulation, namely, particle-in-cell (PIC). A PIC code models the plasma as many macroparticles and follows the evolution of the trajectories of individual test particles in a self-consistent electromagnetic field [10] . The steps which run in a central processor unit (CPU) are time consuming and low in efficiency because the information of each particle and node will be sought and upgraded with each iteration.
Due to the large computational resources demands, PIC simulations of an ion thruster plume and its influence on spacecraft are often implemented on parallel supercomputers with multi CPUs [4∼8] . However, parallel supercomputers are still costly to use and rarely accessible for most research. Recent advances in graphic processor unit (GPU) technology, which are traditionally used in the field of graphic displays, have offered computational possibilities that were previously not conceivable [11] . Since a GPU has many streaming processors with shared high speed cache in the hardware architecture, it is well suitable for parallel computations such as particle simulation where the treatment of each macro particle is essentially the same. Compared with a CPU, a GPU has the predominance of high speed/price ratio and low energy cost, the vast parallel computation based on the GPU technique can be implemented in a personal computer, which will lead to a much lower price and higher efficiency.
Driven by the market demand for realtime, highdefinition graphics, the GPU has evolved into a highly parallel, multithreaded, many-core processor with tremendous computational capability and very high memory bandwidth. In fact, many algorithms outside the field of graphic display are accelerated by dataparallel processing, from general signal processing or physics simulation to computational finance or computational biology [11, 12] . In 2006 NVIDIA corporation introduced Compute Unified Device Architecture (CUDA), a general purpose parallel computing architecture with a new parallel programming model and instruction set architecture that uses the parallel compute engine in NVIDIA GPUs to solve many complex computational problems. CUDA gives developers access to the virtual instruction set and memory of the parallel computational elements in CUDA GPUs [11, 12] . This paper describes the ion thruster plume model and develops the PIC codes based on CPU and GPU hardware. The calculation results and time cost by the PIC codes running on a CPU and a GPU are compared. The CEX ion distribution is calculated for the ion thruster plume surrounding a spacecraft. The simulation results are compared with the measurement results reported in Ref. [13] . Also a case study of the influence of back flow CEX plasma on spacecraft floating potential is given.
Ion thruster plume model
The ion thruster plume consists of propellant beams, such as xenon ion, neutralizing electrons, unionized neutrals, nonpropellant efflux, and low energy CEX xenon ions. The singly charged ions (Xe + ) are the basic species in an ion thruster plume, which travel at velocities greater than 10 km/s. After exiting the ion thruster grids, the ions follow in nearly straight paths since the fields in the neutralization zone are too weak to disturb their trajectories. A beam expansion cone is 15 o ∼20 o , which is primarily due to the fringe electric fields in the grid apertures and secondarily due to the curvature of the grid surface. The density distribution of the propellant ion beam is modeled by an analytical profile of the parabolic axisymmetric core and an exponential decay wing. The density distribution of the neutral plume is modeled analytically as that of a free molecular flow from a point source located at one thruster radius behind the thruster exit. Electrons are commonly assumed to be isothermal in plasma plume modeling and the density is modeled by the Boltzmann distribution. A detailed description of the plume model can be found in Ref. [2] .
The focus here is to simulate the CEX ion backflow and only CEX ions are treated as particles in the simulations. CEX ions are introduced into the simulation domain by the generation ratio [8] according to the multiplication of beam ion density n bi (x), neutral density n n (x), beam ion velocity v bi , and the CEX collision cross section σ cex .
Here the cross section of CEX collisions between fast beam ions and their parent gases σ cex can be calculated as a function of the ion velocity, which may be expressed as
2 , where
−10 m 2 and k 2 = 15.1262 × 10 −10 m 2 for xenon [8] . The plume plasma is considered as electrostatic, thus the Maxwell equations governing the transport of the CEX ions are reduced to Poisson's equation given by
where φ is electrical potential, e is electron charge, n i is the total ion number density obtained by using PIC method, n e is given by the Boltzmann relation [1] . The components that contribute to the total ion density are the beam ion density, the CEX ion density, and the background ion density.
Algorithm and implementation
A three-dimensional PIC method is selected to selfconsistently solve the particle trajectories and space charge for the charge-exchange plasma and the electric field surrounding the spacecraft. Because the emphasis here is on CEX ion backflow, only the CEX ions are treated as test particles.
Main procedures in PIC method
In the PIC model, simulation particles are usually referred to as macro particles. Each macro particle is assigned the total charge and mass of many real particles to decrease the number of simulated particles and the needs of computation resource.
There are mainly four procedures [10] in a typical computational cycle of a PIC code: a. particle push or integration of the equations of motion; b. charge deposit or weighting the particle charge from particle positions to mesh nodes; c. field solving or solving the electrostatic field given the imposed boundary conditions and the space charge density; and d. force weighting or weighting the forces from mesh modes to particle positions.
Particle push
The trajectories of each charged particle are deduced from Newton's second law by
where v is the ion velocity, E is the electric field, x is the ion trajectory, and m is the ion mass. Eq. (5) is solved using a leapfrog integration scheme with second-order accuracy in a time step.
Charge deposit and force weighting
To calculate the electric field, the charge of the particle at position P should be weighted to the nodes of the mesh where the particle is located (see Fig. 1 ). In Fig. 1 , A, B, C, D, E, F, G, and H are the nodes of the mesh. The weighting scheme of the particle's charge is shown in Eq. (6) .
where q is the charge of macro particle and q A is the charge weighted to nodes A. x p , y p , z p represent the coordinate of the particles. The charge weighted to other nodes can be similarly obtained. The electric field at the position of the ion is obtained from the values at the eight neighboring nodes with a reversed weighting scheme similar to the one mentioned above. 
Field solving
When the charge density is known at the mesh nodes, the Poisson's equation of Eq. (2) can be solved. Many numerical techniques have been used to tackle the Poisson's equation with either finite difference or finite element methods. Both iterative and direct solvers are available, but for all significant applications the size of the problem makes the application of direct solvers unfeasible. For iterative solvers, the full-approximation storage algebraic multigrid (FAS-AMG) method [14] converges more quickly and its convergence rate is independent of grid scale, which is in contrast to the successive-over-relaxation (SOR) or alternate direction implicit (ADI) scheme. This conclusion will be further supported by the computation result in section 4.2. and then the FAS-AMG method is used to solve Eq. (2).
GPU hardware architecture and the CUDA programming model
The reason why a GPU has a predominance of high speed/price ratio and low energy cost compared with a CPU lies in the differences of the fundamental design philosophies underlying the two types of processors, as illustrated in Fig. 2 . The design of a CPU is for a general purpose and it is optimized for sequential code performance, emphasizing particularly on instruction execution (corresponding to the control and cache in Fig. 2 ) and data processing (corresponding to arithmetic logical unit, ALU in Fig. 2 ) is the subordinate consideration in its design. Thus the cache memories occupy 70% area of the CPU. However, neither control logic nor cache memories contribute to the peak calculation speed. In contrast, more ALUs are used in a GPU since a GPU is specialized for the application of compute-intensive, massive data parallel computation with fewer logic controls, such as graphic processing, particle simulation, molecule dynamic simulation, etc. Memory bandwidth is another important issue. Because of frame buffer requirements and the relaxed memory model, a general purpose CPU has to satisfy requirements from legacy operating systems and applications that make memory bandwidth more difficult to increase. The GPU can operate at approximately 10 times the bandwidth of contemporaneously available CPU chips, which greatly reduces the data access time. Another predominance of a GPU is that it is much cheaper than a CPU at the same calculation speed.
The GPU used in the paper is an NVIDIA GeForce 9400 GT with 16 processors and the CPU is an Intel Core2 E6300. The main parameters are shown in Table 1. It can be seen that the floating speed of the GPU is 6 times of that of a CPU, theoretically. In addition, the microprocessor system memory bandwidth is less than that of a GPU. To save the time taken for frequent data transfers between the GPU and the CPU, the initial data of the flow field are calculated in the CPU and then copied to the GPU's memory. Compute Unified Device Architecture (CUDA) technology is used for running a code in the GPU. CUDA is a parallel programming model and instruction set architecture used in NVIDIA GPUs. For a CUDA programmer, the computing system includes a host with the role played by CPU traditionally, and one or more devices that are massively parallel GPUs equipped with a large number of arithmetic execution units. Both host and devices have their own memories. The thread is the basic unit running on the device and executing the basic instruction. The block is an array of concurrent threads and the blocks are executed in parallel. A grid is a group of blocks. The kernel is the core program executing on the GPU and each kernel corresponds to a kernel task. These concepts are summarized and grouped into the CUDA thread architecture, as can be seen in Fig. 3 . Also the concepts used in the CUDA will be used in the flow-chart description of the GPU in section 3.3. The sequential flow chart of the four main procedures, shown in section 3.1, of the PIC method, which runs on the CPU, is given in Fig. 4 . The particles are generated by CEX collision of xenon ions in the plume and are located anywhere in the simulation domain, but the electrical potential field quantities are defined only on discrete mesh points. A "gather" step is used to interpolate fields from mesh points to particle position to push particles and a "scatter" step to deposit particle quantities to mesh points to solve the electric field. The particle trajectories and electric fields are solved iteratively between a field solver and a particle pusher.
Iterations will terminate until the electrical potential field is stable and adequate to the setting criteria. The code needs to be parallelized for running on the GPU. The flow chart of the parallel computation PIC method based on a GPU is shown in Fig. 5 . In the kernel code of the GPU the nodes number of the grid is the same as the thread number and each node corresponds to one kernel task. The number of CEX ions generated on each node is calculated from Eq. (1) and then the CEX ions are inserted into the ion storage array. The location of each CEX ion is randomly spread within one mesh. The seeds of the random numbers are copied from the CPU to GPU initially. Because the parallel ranking algorithm is not efficient and CUDA does not support the data structure of link table, the threads must look for space in the ion storage array, respectively. Then the threads with the same number of inserted ions are set and each macro particle corresponds to one thread. The velocity, location, and grid numbering of each macro particle is calculated in the thread. After the particle locations are updated, the particle charge weights are distributed to the grid nodes according to grid numbering of macro particles. In order to solve Poisson's equation (Eq. (2)) using the GPU, the FAS-AMG method with a threefold grid-w loop scheme is parallelized and the red-black point iteration method is used to smooth the error on each fold of grids [11] .
4 Simulation of the spacecraft ion thruster plume
Simulation model and boundary condition
The parameters in the simulation model come from DS1 spacecraft and its ion propulsion system [8, 13] . The DS1 spacecraft bus plus the propulsion module is essentially a hexagonal cylinder of about 1.6 m in height and 1.2 m in diameter [8] . The plasma sensors of DS1 include a retarding potential analyzer (RPA) and a planar Langmuir probe (LP1). The RPA and LP1 on DS1 are located on the yz plane cutting through the thruster centerline with the y-location at about 75 cm from the thruster center and the x-location the same as the thruster exit [13] (see Fig. 6 ). A cube 1.2 m×1.2 m×1.6 m spacecraft bus is used in the calculation for geometry simplification. Fig. 6 illustrates the calculation domain of the model spacecraft with deployed solar arrays, which has 1/4 of the volume of the real model due to the symmetry. There is a wide range of thruster operating conditions at which the thruster power ranges from 0.5 kW to 2.3 kW. Three groups of parameters are given in Table 2 at different thrust levels of ML 6, ML 36, and ML 83. The local plasma potential, φ RPA , measured at RPA and LP1 located with respect to that near the thruster exit, and φ p − φ RPA is to be ∼9/9/15 V at different thrust levels, where φ p is the plasma potential in the core of the plume. The measurement data of φ p − φ RPA will be used as the input data for the simulation.
In order to perform a proper PIC simulation, the mesh size is chosen to be of the same order of magnitude as the local Debye length, λ D , in the region surrounding the ion beam near the thruster exit. The mesh near the thruster exit near the core of the plume is densified because the CEX plasma density there is the largest. The total number of PIC cells used here is 64×64×64. The physical size of the simulation domain is 1.8 m×1.8 m×2.9 m, as seen in Fig. 6 .
The spacecraft bus and the backside of the solar arrays are conductors. They are given fixed potential equal to the spacecraft uniform ground potential φ sc . The potential of the solar array to the spacecraft ground potential is set to zero here. The influence of CEX plasma on the floating potential of the spacecraft will be studied later in section 4.4. The outer boundary condition on all simulation domain sides, such as the symmetry or open boundaries, is assumed to take the form of the Neumann condition: ∂φ ∂n = 0. An absorption particle boundary condition is applied on all of the outer surfaces of the domain except on the plane of symmetry where the reflection boundary condition is used. On spacecraft and solar array surfaces, hitting ions are assumed to be absorbed then desorbed. Otherwise, particles hitting absorption surfaces are taken away from the particle storage array. The time step of each iteration is determined from the Courant condition [1] to ensure stable calculations and minimize trajectory errors. The simulation parameter input is summarized and given in Table 2 . Reference potential (V) 0
Reference electron density (m −3 ) 1×10
10
Particle ratio 1×10 
Comparison of time cost in GPU and CPU and validation of the results
For both GPU and CPU calculations, since the number of macro particles entering the computational domain is low at the first 500 steps, the time is mainly consumed in the procedure of solving the Poisson's equation of Eq. (2) at each step. As both the iteration steps and the macro particle number increase, the electrical field in the domain becomes gradually stable. The time taken for solving Eq. (2) becomes shorter, while the time for pushing the macroparticles increases. When the iteration reaches about 4000 steps, the total macro particle number is about 1.1×10 6 and remains unchanged. Fig. 7 shows the time consumed in the GPU and CPU calculations in the iteration process for ML 83.
Fig.7 Comparison of iteration time cost
As illustrated in Fig. 7 , at each iteration step the time consumed in the GPU calculation is much less than that in the CPU calculation. When the FAS-AMG method is used for solving Eq. (2) and the iteration number reaches about 1×10 4 , the total time consumed is 20.7 hours in the CPU calculation while it is only 5.7 hours in the GPU calculation. Thus the GPU calculation is 3.6 times faster as compared with the CPU calculation. Additionally, when the ADI method is used to solve Eq. (2), the time spent on the CPU calculation will be 30.8 hours, which indicates that the FAS-AMG method converges more quickly than ADI method in solving Eq. (2).
For code validation, the CPU and GPU simulation results are compared first with DS1 flight data. The CEX plasma density is obtained from the location presented in section 4.1. As shown in Table 3 , the measured CEX ion density of ML 6/36/83 [13] To understand the backflow CEX ion density as the function of thruster operating conditions, such as thruster power, beam current, thrust level, etc., Eq. (1) is reviewed where the CEX ion production scales with beam ion density n bi (x), neutral density n n (x), beam ion velocity v bi , and the CEX collision cross section σ cex for a given thruster and propellant. Furthermore, it is known from the plume model [1] that the beam ion density is proportional to the beam current and that the neutral density is also proportional to the beam current and
according to the definition of the propellant utility η p of the thruster.
According to Eq. (1) and the aforementioned analysis, the CEX ion production scales with I 2 b 1−ηp ηp v bi σ cex . From the data of operating conditions given in Table 2 , it can be seen that this scaling relationship coincides well with the flight data and numerical results listed in Table 3. 4.3 Potential and ion density distribution surrounding the spacecraft Fig. 8 shows DS1 ion thruster plume potential and ion density contours in the GPU calculation at ML 83 thrust level. As the CPU result is essentially equal to that of the GPU, they will not be shown here. Because the beam ion energy is about 10 keV and much larger than the potential surrounding the spacecraft, the beam ions will not be influenced by the surrounding potential. However, the charge-exchange ions have only the energy of several electron volts and will be greatly affected by the electric potential of the plume and the spacecraft, as shown in Fig. 8(a) . According to Eq. (1), which determines the generation of the CEX ion, it can be seen that most of the CEX ions are created within a few beam radii downstream of the thruster, as shown in Fig. 8(b) . The electric-field structure is basically radical in the beam and, especially, the potential gradients near the edge of the beam are rather large, hence the slow CEX ions are pushed out of the beam. Thus the electric-field structure of a cone with wings is formed. Additionally, from Fig. 8(a) , the potential between the core of the beam and the spacecraft surface is about 20 V, which represents the maximal value of the CEX ions energy striking the spacecraft surface. This value, however, scales with the electron temperature according to the assumption of the Boltzmann distribution of electrons. Therefore it is important to decrease the electron temperature to depress the impact of the CEX ions on the spacecraft surface. In fact, the electron temperature is determined by the performance of the neutralizer and the coupling process between the ion beam and the electrons emitted by the neutralizer.
Once leaving the beam, the CEX ions undergo an expansion that gradually turns their velocity vector from the radially outward direction to the upstream direction. As seen in Fig. 8(b) , the charge-exchange plasma density ranges from 10 12 to 10 10 m −3 near the spacecraft surface from the thruster end to the opposite end. As a result, the spacecraft is immersed in a dense CEX plasma environment which substitutes the rare ambi-ent plasma surrounding the spacecraft without an ion thruster. The spacecraft acts as an isolated electrical probe in the plasma and collects charge. However, as the CEX plasma is much denser than the ambient plasma, the sheath surrounding the spacecraft surface will become much thinner, decreasing from the order of 10 m to 0.1 m when the ion thruster operates. Furthermore, the thickness of the plasma sheath from the surface with the thruster to the opposite surface will also increase gradually in response to the local density of the charge-exchange plasma. The sheath thickness determines the region over which CEX ions are collected and is important in determining the current that can flow to the spacecraft surface for a given potential.
As shown in Fig. 8(b) , some of the CEX ions are collected by the spacecraft surface. The backflow CEX ion current distribution is integrated along the spacecraft surface and the ion thrusters have backflow current ratios of 0.2% or so in this case, which conforms with the data in Ref. [9] . The backflow current will change the spacecraft potential if the spacecraft potential is floating. To demonstrate the interaction between backflow of CEX plasma and spacecraft potential, the floating potential model in Ref. [9] is used, which sets the net current to a surface to zero, considering the current contribution of both ambient plasma and plasma generated by electrical propulsion, to examine the case of a spacecraft in a low-Earth orbit (LEO) and a geosynchronousEarth orbit (GEO).
In typical ambient plasma conditions (for LEO and GEO, plasma densities 10 12 m −3 and 10 6 m −3 , electron temperatures 0.1 eV and 1000 eV, ambient ion masses 2.66×10
−26 kg and 1.66×10 −27 kg, respectively), the ion current from the environment to the spacecraft consists of the thermal flux and a ram component, depending on the relative spacecraft velocity through the plasma. For simplification, the electron current from the environment and such complex phenomena as secondary electron emission or photo electron emission are not considered. The operation of the ion thruster will introduce ion beam current, electron current emitted by the neutralizer (which are often equal), and CEX plasma (including ion and electron) that flows back to the spacecraft surface. By setting the total ion current and electron current to be equal we can derive the spacecraft floating potential. However, as the chargeexchange plasma parameters are also influenced by the spacecraft potential, a series of computations at different spacecraft potential are performed in advance so as to obtain the backflow ion currents.
Three different ambient conditions are evaluated: vacuum, LEO, and GEO. Assume that the spacecraft is moving at an orbital velocity of 8 km/s in LEO. All spacecraft floating potentials for different levels are shown in Table 4 . With no ion thruster firing, the floating potential of −0.35 V in LEO is slightly different from those in a vacuum. Because of the much higher electron temperatures of kilo electron volts in GEO, the floating potentials can reach several thousand negative volts. When the ion thruster is operating, the potentials are rather close regardless of the environment. This means that the CEX plasma surrounding the spacecraft dominates the floating potential. In the case of LEO, the CEX plasma causes a slightly more negative floating potential than the initial value, due to the lower ambient electron temperature of only 0.1 eV. In the GEO case, the floating potential is reduced from −3744 V to −16 V. Thus, the CEX plasma cloud produced by the ion thruster can indeed alleviate the extreme negative floating potentials of spacecraft in GEO. In fact, the reduction of spacecraft floating potentials from kilovolts to around −10 V was also observed during the operation of ion thrusters on the ATS-6 and SCATHA satellite [1] .
A model of the ion propulsion plasma plume is given and fully three-dimensional PIC simulations based on the CPU and GPU are developed to obtain the induced CEX plasma environment surrounding the DS1 spacecraft. The computation results of the codes running on a GPU and a CPU are equal. As the GPU has more arithmetic logical units and executes essentially parallel computations, the time consumed in running the codes on a CPU Intel Core2 E6300 and a 16-processor GPU NVIDIA GeForce 9400 GT indicates a speedup of 3.6 of the GPU when the total macro particle number is 1.1×10
6 . The simulation results of the CEX ion parameters and the measured values are reasonably consistent. The results show that the plasma environment of the spacecraft is completely dominated by the CEX plasma out of the beam when the ion thruster is operating. The CEX plasma produced by ion thrusters is able to significantly reduce the spacecraft floating potential from several thousand negative volts in GEO to around −16 V, which alleviates the extreme negative floating potentials of spacecraft.
