Sequence alignment (SA) is a well-established technique in bioinformatics for analyzing deoxyribonucleic acid (DNA), ribonucleic acid (RNA), or protein sequences and identifying regions of similarity. The main goal of SA is to discover relationships between strings of data by deploying a series of heuristic or probabilistic methods to align a new string (e.g., DNA of a new species) with an existing string
INTRODUCTION
The sequence alignment (SA) technique was first developed during the 1980s by biochemists. SA primarily relies on a series of applied mathematical algorithms (Sankoff and Kruskal 1983) for holistic sequential analyses that could provide insight into long sequences of protein and deoxyribonucleic acid (DNA). The use of SA was expanded to other domains in the late 1990s (Abbott and Tsay 2000; Wilson 1998) primarily by social scientists (Abbott and Forrest 1986) to advance the analysis of socio-economic data by producing normalized data trends and comparing each data point to the trend. More recently, SA has been also used to identify activity patterns of a person or population from spatiotemporal data (Shoval and Isaacson 2007) , allowing a transition from unitized analysis to contextual understanding that explores connections rather than attributes (Abbott 1995) . Another application of SA was demonstrated in studying dynamic human interactions by Huang et. al's (2010) who used passive radio-frequency-identification (RFID) data from objects (describing parameters such as location, motion, and orientation) to train a model to recognize various daily human activities in a home environment. The variations between different instances of the same person and different people performing same activities were dealt with by using flexible SA to recognize common patterns of change for each activity.
With the evolution of SA, the need for dynamic programming algorithms was recognized and fulfilled by solutions including Clustal (Higgins and Sharp 1988) which was later expanded to ClustalX for multidimensional alignment and ClustalG for social science data (Wilson et al. 1999) . Each new solution not only did add and adapt features helpful to the application area of interest but also dealt with computational challenges both in processing time, and space and time required to run the alignment algorithms. For instance, in 1988, aligning 4 long sequences was deemed beyond the capability of the available hardware (Higgins and Sharp 1988) , but by 2004, improvements in hardware and evolution of heuristic algorithms enabled aligning up to 1,000 sequences of an average length of 282 in only 21 seconds (Edgar 2004) .
Sensing and Data Analysis in Construction
With the rapid advancement of sensing and computing technology, the amount of information generated in the lifecycle of a construction project has significantly increased in recent years. However, proper data utilization still faces challenges in effective and reliable processing and real time applications (Leite et al. 2016) . The proliferation of data sensors and generation has led to major shifts in decision making and specific technical domains such as structural health monitoring (Chae et al. 2012 ), on-site material tracking (Razavi and Haas 2010), and construction site safety (Lee et al. 2011 ), but to the most extent, generated data are not fully utilized due to issues including the lack of processing framework, high upfront costs, data loss, latency, and reliability issues (Islam et al. 2012) , as well as noise and human errors (Zamalloa and Krishnamachari 2007) .
These problems are compounded by the complex dynamic interactions in construction projects between and within different activities. Imperfections such as variability in the manner, pace, and order of actions increase inconsistency in collected datasets, thus adding to the complexity of recognizing activity sequences and interactions. Extracting meaningful and reliable information from raw multimodal collected data necessitates complex data mining and classification (Li 2013) , which can easily turn into a tedious and costly process especially when implemented in active and constantly evolving workspaces such as construction sites. To this end, previous research has explored methods such as hidden Markov models (HMMs), genetic algorithms (GA), and neural networks (NN) as potential solutions to this problem. These methods, however, do not deal adequately with issues such as data treated using the three operations of SA applied to the source sequence: deletion is used to remove the extra activity "Downstairs", insertion is used to input a missing activity "Walking", and the mismatch of "Lift" (in the source sequence) and "Jump" (in the target sequence) is dealt with by substitution.
The early platforms made to run SA were oriented toward applications in bioinformatics and were thus limited to 20 characters (corresponding to the number of amino acids in human DNA) (Shoval and Isaacson 2007) . This was expanded in ClustalG which solved the algorithm in four stages: pairwise alignment, guide tree, nodal alignment, and final guide tree (Wilson et al. 1999) . Existing SA algorithms can be designed to converge globally (a.k.a. global alignment) or locally (a.k.a. local alignment). While the former aligns entire sequences, the latter deals with regions of similarity in globally differing sequences and thus can be more resource intensive (Polyanovsky et al. 2011) .
RESEARCH OBJECTIVE AND CONTRIBUTIONS
While SA has been introduced and applied as an important advancement in other domains, its potential in jobsite and facility management, building operations, energy performance, and fleet management remains limited. Operations within these dynamic systems can largely benefit from robust optimizations that target the detection and classification of complex, versatile, and spatiotemporal interactions between humans, equipment, and tools that together influence the overall efficiency of the process. Even with the proliferation of data, sensors, and reality capture tools, detecting such interactions with high fidelity for reconstruction in computer interpretable formats (e.g. simulations) is time consuming, inaccurate, and complex. Current methods such as RFID tracking, image and video recognition, manual inspection, barcodes tracking, and laser scanning require extensive initial investment for setting up and calibration, and call for advanced expertise for proper operation and maintenance (Kiziltas et al. 2008; Kopsida et al. 2015) . Moreover, these methods may not support (near) real time processing (Park et al. 2013 ) which can negatively impact the timeliness and/or accuracy of resulting decisions. This issue has been cited as a major obstacle to the widespread adoption of data-driven decision-making tools in construction (Becerik-Gerber et al. 2013) . In light of this, the work presented in this paper seeks to create and test a new method that allows for a high-fidelity transformation of raw sensor data into contextual knowledge. Such knowledge can be useful to describe the status/sequence of activities in a dynamic system, while also providing a basis for performance benchmarking and identifying areas of waste, mistakes, and inefficiencies.
METHODOLOGY
The system considered for illustrating the designed SA technique is a lab floor with multiple individuals labeled as W1, W2, W3 and W4 each wearing a smartphone on his arm. Built-in smartphone sensors were used to collect time-motion data while subjects performed six activities, namely 'Walk', 'Lift', 'Squat', 'Walk upstairs' (or 'Upstairs' in short), 'Walk downstairs' (or 'Downstairs' in short), and 'Jump'. For each person, a complete cycle consisted of each of these activities performed in an arbitrary order. However, the first cycle was designated as the control cycle and the order of the activities performed was predetermined as 'Walk', 'Upstairs', 'Downstairs', 'Squat', 'Jump', and 'Lift'. Each person completed 4-6 cycles. The goal of this experiment was twofold: (1) collect and process time-motion data (acceleration, linear acceleration, and gyroscope) to identify activities performed by each person using human activity recognition (HAR) algorithms, and (2) improve the accuracy of results by post-processing the output of HAR using the SA algorithm. A description of each step is provided in the following Subsections.
Human Activity Recognition (HAR)
HAR using machine learning (ML) has been recently explored in the construction domain . The core process in ML is classification which takes place in two phases: training and testing (Dunham 2006) . In this research, the dataset containing one cycle of activities of one arbitrary person (in this case, first cycle of W1) is considered as the training dataset while all other datasets (i.e. remaining 5 cycles of activities for W1, as well as all cycles of activities for W2, W3, and W4) are considered as testing datasets. This approach was chosen considering a key practical limitation in data collection; it may not be possible to collect enough training data from each and every participant, especially when the operation takes place in a large system with constantly changing spatiotemporal properties. Instead, it is more practical to collect training data from a small subset of participants, train the classifier model using this sample dataset, and later apply the trained model to the entire group.
During the training phase, first, data collected from the accelerometer, gyroscope, and linear acceleration sensors of the smartphone worn by W1 are processed into 75 Hz-uniform time series. Next, additional data, namely jerk and magnitude, are derived in order to obtain further motion-related data for better classification accuracy. Each dataset is then segmented into a series of 2-second windows with 50% overlap, and key statistical features (i.e. mean, maximum, minimum, standard deviation, mean absolute deviation, interquartile range, skewness, kurtosis, and autoregressive coefficients) for each window are calculated. Since not all features are distinctive, a feature selection algorithm, ReliefF, is applied to the training dataset to rank all features in order of their effectiveness. It is found that the first 93 features among 288 features, represent the best subset for classifying the activities. Subsequently, a classifier model is built using this feature subset and the support vector machine (SVM) algorithm. During the testing phase, data is collected from smartphones worn by each person and processed into features following a technique similar to the training phase. The previously built classifier model is then applied on the testing (new) data to predict activity labels. A detailed account of the HAR step can be found in Nath (2017).
Sequence Alignment (SA)
The HAR algorithm was designed to provide four elements as outputs: the source (ground truth) and target (recognized) activity sequences for the control cycle (i.e. 1 st cycle of each person), the confusion matrix which is obtained by comparing the source and target sequences, and the activity sequence recognized for the remaining cycles for each person.
By nature, the confusion matrix is a proportional representation of different instances where an activity is either classified properly or miss-classified as another activity. This is illustrated by the two sample sequences shown in Figure 2 , and the resulting confusion matrix of Figure 3(a) . Rows in a confusion matrix represent ground-truth activities whereas columns represent recognized activities. For instance, per Figure 2 , there are 2 times where activity A is identified correctly, 2 times where activity B is identified correctly, and 5 times where activity C is identified correctly. These instances are reflected in the diagonals of the corresponding confusion matrix of Figure 3(a) . The sum of non-diagonal elements in this matrix equals 9 which indicates that overall, activities are not identified correctly in 9 instances. For example, activity C is misidentified as activity A twice (in instances 6 and 12). For simplicity, once the confusion matrix is built, values are expressed as percentages of the total instances of each activity, as shown in Figure 3 The output of HAR can contain errors due to various factors including inaccurate sensor readings, heterogeneous actions by workers, and classifier drift (e.g. due to under-fitting or over-fitting). This erroneous output comprise the input of the designed SA algorithm as shown in Figure 4 . Idle  94%  1%  1%  1%  1%  1%  1%  Walk  0%  95%  4%  1%  0%  0%  0%  Upstairs  0%  26%  67%  0%  0%  5%  2%  Downstairs  0%  5%  35%  47%  1%  8%  4%  Squat  0%  0%  3%  5%  91%  0%  1%  Jump  1%  2%  1%  4%  1%  91%  1%  Lift  0%  6%  1%  14%  0% 2% 77% Figure 7 . Improved confusion matrix after SA implementation SUMMARY AND CONCLUSIONS This paper presented SA, a bioinformatics technique, as an alternative approach to refining imperfections resulted from using raw sensor readings in HAR. The process started with data collection during which, time-motion (acceleration, linear acceleration, and gyroscope) data were collected from built-in sensors of smartphones worn by several individuals who performed six common activities including walk, lift, squat, walk upstairs, walk downstairs, and jump. Raw data was used as input of HAR to train and test classifier models. The output of HAR was consequently used as input to SA, to further refine resulting confusions in activity recognition, and improve the overall fitness of the HAR results. In general, the accuracy in predicting five of the seven activities was significantly improved (as shown by the diagonal elements of confusion matrices in Figure 5 and Figure 7 ). In addition, the GFP (overall measure of fitness) of HAR results increased after the application of SA. While the work presented in this paper was primarily focused on one-dimensional alignment, it laid a good analytical foundation for future studies that aim at investigating the applicability and challenges of adapting bioinformaticsinspired data mining methods for construction data analytics. Moving forward, the authors plan to explore multidimensional SA to enable the simultaneous alignment of more than two data sequences, potentially adding value to problems associated with data mining in higher dimensions and more complex systems (Elias 2006) .
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