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Abstract
A parametric ﬁnite element approximation of incompressible two-phase ﬂow with soluble surfactants is presented.
The Navier–Stokes equations are coupled to bulk and surfaces PDEs for the surfactant concentrations. At the interface
adsorption, desorption and stress balances involving curvature eﬀects and Marangoni forces have to be considered. A
parametric ﬁnite element approximation for the advection of the interface, which maintains good mesh properties, is
coupled to the evolving surface ﬁnite element method, which is used to discretize the surface PDE for the interface
surfactant concentration. The resulting system is solved together with standard ﬁnite element approximations of the
Navier–Stokes equations and of the bulk parabolic PDE for the surfactant concentration. Semidiscrete and fully
discrete approximations are analyzed with respect to stability, conservation and existence/uniqueness issues. The
approach is validated for simple test cases and for complex scenarios, including colliding drops in a shear ﬂow, which
are computed in two and three space dimensions.
Keywords: incompressible two-phase ﬂow, soluble surfactants, ﬁnite elements, front tracking, ALE-ESFEM
1. Introduction
Surface active agents, also called surfactants, are among the most widely used molecules in industry. They may
act as detergents, wetting agents, emulsiﬁers, foaming agents and dispersants. The reason for these many applications
is that soluble surfactants can have a pronounced eﬀect on the interface and, hence also, on the evolution in a two-
phase ﬂow. In particular, surfactants inﬂuence the surface tension at the interface, and local inhomogeneities lead to
Marangoni eﬀects. In situations where the surfactant is soluble in one or in both of the two bulk phases, the adsorption
and desorption of surfactants at the interface has to be taken into account. This means surfactant molecules can attach
to and detach from the interface, and the corresponding mass balances on the interface and in the bulk have to be
taken into account. The fundamental transport mechanisms for surfactants are diﬀusion in the bulk phases and on the
interface, and advection with the underlying ﬂuid velocity.
Adsorption of surfactants to the interface decreases the surface tension, which makes it easier for the interface
to deform. It also can be observed, see e.g. the numerical experiments in Section 6, that an interface moves towards
regions with a high bulk surfactant concentration. The presence of surfactants typically decreases the rise velocity
of bubbles. The reason for this is that Marangoni stresses at the interface imply that the shear free condition at the
interface no longer holds, and hence the drag force on the bubble increases. In particular, the rise velocity of a bubble
is reduced, and this eﬀect can be used to maximize the contact time between diﬀerent ﬂuid phases, which can be
important to inﬂuence the transfer of chemical components. These phenomena demonstrate that the interplay between
the ﬂuid velocity and the bulk and surface surfactant concentrations is multifaceted. Due to this versatile interaction
it is often diﬃcult to identify the sources for the diﬀerent phenomena from experiments alone. It is hence important
to have reliable numerical methods for this complex problem at hand in order to obtain a better understanding of the
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interdependence of ﬂuid ﬂow, adsorption, desorption, advection, Marangoni eﬀects and diﬀusion, see Figure 1 for a
schematic description of the diﬀerent quantities and transport processes.
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Figure 1: The diﬀerent quantities and transport phenomena in the bulk and at the interface are schematically illustrated.
In order to mathematically describe the complex physics illustrated in Figure 1, one has to solve the following
equations.
• The incompressible Navier–Stokes equations in both phases, see (2.3a–c).
• An advection-diﬀusion equation for the bulk surfactant concentration in either one or in both phases, see (2.8a).
• A parabolic partial diﬀerential equation on the evolving interface describing the conservation of bulk surfactant.
Here a source term stemming from adsorption and desorption of surfactants has to be taken into account, see
(2.8b) and Figure 1.
• An equilibrium of force equation on the interface, which includes curvature and Marangoni eﬀects, see (2.5a).
• An additional interface equation taking the surface thermodynamics into account. Depending on whether the
interface kinetics are slow or fast, this either results in a condition relating the bulk ﬂuxes to diﬀerences of
chemical potentials, or it leads to the chemical potentials having to be equal, see (2.13) and (2.15). The latter
condition contains Henry’s law (2.17) as a special case.
In addition,
• the interface has to be advected with a normal velocity which equals the normal part of the ﬂuid velocity, see
(2.5b).
Although the overall problem has many applications, not many analytical results exist for this problem. An energy
inequality for the insoluble case, which we are also going to use, has been derived in [27]. In [13] energy methods and
semigroup theory were used to study the stability of equilibria in the soluble case. In [26] a diﬀuse interface model
was introduced to describe two-phase ﬂow with soluble surfactants for which an energy inequality can be shown.
Moreover, by using matched asymptotic expansions the authors of [26] could show that a novel sharp interface model
can be recovered, which also satisﬁes an energy law. We refer to Section 2 for the precise details of this sharp interface
model, which has already been outlined above.
In contrast, over the years many papers presenting numerical methods and computations for interfacial ﬂows with
soluble surfactants have appeared. Let us brieﬂy mention the methods that have been used by diﬀerent groups. In
[39, 1] the volume of ﬂuid (VOF) method was used, which approximates the characteristic function of one of the
phases. The level set method, which describes the interface as the level set of a function, was considered in [43].
Numerical computations based on diﬀuse interface models have been presented in [35, 42, 24, 26]. The immersed
boundary method has been used in [34, 15]. A front tracking method for soluble surfactants has been introduced in
[36, 41]. In addition we mention the arbitrary Lagrangian–Eulerian approach in [25], the segment projection method
in [33] and the hybrid methods studied in [12, 43]. For more references and an introduction to numerical methods for
two-phase ﬂow we refer to the book [30].
In this paper we adapt the approach from [9, 10] to numerically solve the governing equations for soluble surfac-
tants at ﬂuid interfaces. In particular, we consider the system with the novel free boundary condition in [26] that allows
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for a stability bound. For a particular instance of this model, where the bulk surfactant concentration is assumed to be
continuous across the interface, we are able to prove a stability bound for our semidiscrete ﬁnite element approxima-
tion. To our knowledge, this is the ﬁrst stability result for a numerical approximation of two-phase ﬂow with soluble
surfactant in the literature. In our ﬁnite element approximation the interface, and the surface quantities deﬁned on it,
are approximated with the help of parametric ﬁnite elements. The method is an example for an unﬁtted front-tracking
method, in that the mesh points used to describe the interface are totally independent from the underlying bulk ﬁnite
element mesh. In addition, the numerical method introduced by the present authors ensures good mesh properties, i.e.
equidistribution of interface mesh points in 2d, see [5], and conformal polyhedral surfaces in 3d, see [6]. Moreover,
surfactant mass conservation and, thanks to a simple XFEM strategy, discrete volume conservation can be shown.
The mesh properties also make a reliable computation of the PDE on the evolving interface possible. To solve this
PDE we use the evolving surface ﬁnite element method (ESFEM) from [20], see also the ALE-ESFEM approach in
[23].
The remainder of the paper is organized as follows. In Section 2 we state the governing equations. Two alternative
weak formulations for diﬀerent models of two-phase ﬂow with soluble surfactant are introduced in Section 3. Here we
consider a two-sided model (i) with the relaxation condition (2.13), as well as a global model (ii), where the soluble
surfactant concentration is assumed to be continuous across the interface. The natural semidiscrete continuous-in-time
ﬁnite element approximations based on these formulations are presented in Section 4, together with stability proofs for
the approximations of model (ii). Fully discrete analogues are discussed in Section 5, with numerical results shown in
Section 6. Here we show numerical simulations for colliding drops in shear ﬂow and for rising bubbles, and we also
present computations for radially symmetric solutions for a simple test problem involving adsorption and desorption,
which underline the accuracy of our numerical method. The details for the employed radially symmetric solutions are
discussed in the Appendix.
2. Governing equations
We will now introduce the sharp interface model for two-phase ﬂow with surfactants which we plan to numerically
approximate.
Let Ω ⊂ Rd be a given domain, where d = 2 or d = 3. We now seek a time dependent interface (Γ(t))t∈[0,T ], Γ(t) ⊂
Ω, which for all t ∈ [0,T ] separates Ω into a domain Ω+(t), occupied by one phase, and a domain Ω−(t) := Ω \Ω+(t),
which is occupied by the other phase. Here the phases could represent two diﬀerent liquids, or a liquid and a gas.
Common examples are oil/water or water/air interfaces. For later use, we assume that (Γ(t))t∈[0,T ] is a suﬃciently
smooth, embedded evolving hypersurface without boundary that is parameterized by x(·, t) : Υ → Rd, where Υ ⊂ Rd
is a given reference manifold, i.e. Γ(t) = x(Υ, t). Then
V(z, t) := xt(q, t) ∀ z = x(q, t) ∈ Γ(t) (2.1)
deﬁnes the velocity of Γ(t), and V · ν is the normal velocity of the evolving hypersurface Γ(t), where ν(t) is the unit
normal on Γ(t) pointing into Ω+(t). Moreover, we deﬁne the space-time surface
GT :=
⋃
t∈[0,T ]
Γ(t) × {t} . (2.2)
Let ρ(t) = ρ+XΩ+(t) + ρ− XΩ−(t), with ρ± ∈ R>0, denote the ﬂuid densities, where here and throughout XA deﬁnes
the characteristic function for a setA. Denoting by u : Ω × [0,T ] → Rd the ﬂuid velocity, by σ : Ω × [0,T ] → Rd×d
the stress tensor, and by f : Ω × [0,T ] → Rd a possible forcing, the incompressible Navier–Stokes equations in the
two phases are given by
ρ (ut + (u · ∇)u) − ∇ · σ = f := ρ f1 + f2 in Ω±(t) , (2.3a)
∇ · u = 0 in Ω±(t) , (2.3b)
[u]+− = 0 on Γ(t) , (2.3c)
u = 0 on ∂1Ω , (2.3d)
u · n = 0 , σn ·t = 0 ∀t ∈ {n}⊥ on ∂2Ω , (2.3e)
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where ∂Ω = ∂1Ω ∪ ∂2Ω, with ∂1Ω ∩ ∂2Ω = ∅, denotes the boundary of Ω with outer unit normal n and {n}⊥ := {t ∈
R
d : t · n = 0}. Hence (2.3d) prescribes a no-slip condition on ∂1Ω, while (2.3e) prescribes a free-slip condition on
∂2Ω. In addition, the stress tensor in (2.3a) is deﬁned by
σ = μ (∇u + (∇u)T ) − p Id = 2 μD(u) − p Id , (2.4)
where Id ∈ Rd×d denotes the identity matrix, D(u) := 12 (∇u+(∇u)T ) is the rate-of-deformation tensor, p : Ω×[0,T ]→
R is the pressure and μ(t) = μ+XΩ+(t) + μ− XΩ−(t), with μ± ∈ R>0, denotes the dynamic viscosities in the two phases.
On the free surface Γ(t), the following conditions need to hold:
(a) [σν]+− = −γ(ψ)κ ν − ∇s γ(ψ) on Γ(t) , (b) V · ν = u · ν on Γ(t) , (2.5)
where γ ∈ C1([0, ψ∞)), with ψ∞ > 0 and
γ′(r) < 0 ∀ r ∈ [0, ψ∞) , (2.6)
denotes the surface tension which depends on the interfacial surfactant density ψ : GT → (0, ψ∞), recall (2.2), and ∇s
denotes the surface gradient on Γ(t). In addition, κ denotes the mean curvature of Γ(t), i.e. the sum of the principal
curvatures of Γ(t), where we have adopted the sign convention that κ is negative where Ω−(t) is locally convex. In
particular, on letting id denote the identity function in Rd, it holds that
Δs id = κ ν =: κ on Γ(t) , (2.7)
where Δs = ∇s · ∇s is the Laplace–Beltrami operator on Γ(t), with ∇s· denoting surface divergence on Γ(t). Moreover,
as usual, [u]+− := u+ −u− and [σν]+− := σ+ ν−σ− ν denote the jumps in velocity and normal stress across the interface
Γ(t). Here and throughout, we employ the shorthand notation v± := v |Ω±(t) for a function v : Ω × [0,T ] → Rd; and
similarly for scalar and matrix-valued functions. In this paper we consider surfactant that is soluble in the bulk phases.
We denote the surfactant’s bulk densities by φ±, and the interfacial surfactant density by ψ, see above. The surfactant
is transported by the surrounding ﬂuid and, taking also diﬀusion into account, this can be modelled by
∂t φ± + u · ∇ φ± − ∇ · (D± ∇ φ±) = 0 in Ω±(t) , (2.8a)
∂•t ψ + ψ∇s .u − ∇s · (DΓ ∇s ψ) = [D∇ φ · ν]+− on Γ(t) , (2.8b)
∇ φ+ · n + λ+ (φ+ − g+) = 0 on ∂Ω , (2.8c)
where D± ∈ R≥0 and DΓ ∈ R≥0 are diﬀusion coeﬃcients, and where [D∇ φ · ν]+− := D+ ∇ φ+ · ν − D− ∇ φ− · ν.
In addition, λ+ ≥ 0 and g+ > 0 in the Robin boundary conditions (2.8c) are space-dependent parameters, and for
notational convenience we also deﬁne λ− = g− = 0. Moreover,
∂•t ζ = ζt + u · ∇ ζ ∀ ζ ∈ H1(GT ) (2.9)
denotes the material time derivative of ζ on Γ(t). Here we stress that for ζ ∈ H1(GT ) the derivative in (2.9) can be
computed by extending ζ to a neighbourhood of GT . The quantity ∂•t ζ is well-deﬁned, and depends only on the values
of ζ on GT , even though ζt and ∇ ζ do not make sense for a function on GT ; see e.g. [21, p. 324].
In order to formulate the necessary matching conditions that ψ and φ± need to satisfy on Γ(t), we introduce the
surface energy function F, which satisﬁes
γ(r) = F(r) − r F′(r) ∀ r ∈ (0, ψ∞) and lim
r→0
r F′(r) = F(0) − γ(0) = 0 . (2.10)
This means in particular that
γ′(r) = −r F′′(r) ∀ r ∈ (0, ψ∞) . (2.11)
It immediately follows from (2.11) and (2.6) that F ∈ C([0, ψ∞)) ∩ C2(0, ψ∞) is convex. Typical examples for γ and
F are given by
γ(r) = γ0 (1 − β r) , F(r) = γ0 [1 + β r (ln r − 1)] , ψ∞ = ∞ , (2.12a)
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which represents a linear equation of state, and by
γ(r) = γ0
[
1 + βψ∞ ln
(
1 − r
ψ∞
)]
, F(r) = γ0
[
1 + β
(
r ln r
ψ∞−r + ψ∞ ln
ψ∞−r
ψ∞
)]
, (2.12b)
the so-called Langmuir equation of state, where γ0, β ∈ R>0 are further given parameters, see e.g. [38].
Deﬁning the relaxation parameters α± ∈ R>0, the missing interface condition is
±α± D± ∇ φ± · ν = −[F′(ψ) −G′±(φ±)] on Γ(t) , (2.13)
which couples ψ and φ±. This equation relates the bulk ﬂuxes to diﬀerences of the chemical potentials F′(ψ), G′(φ+),
G′(φ−), see [26]. Here G± ∈ C(R≥0) ∩C2(R>0) are bulk free energy densities that satisfy
G′′±(s) ≥ 0 ∀ s ∈ R>0 , (2.14)
We observe that α± ∈ R>0 relax the so-called instantaneous conditions, i.e. (2.13) with the left hand side replaced by
zero. These instantaneous conditions yield an algebraic relationship between ψ and φ± on Γ(t), namely
F′(ψ) = G′−(φ−) = G
′
+(φ+) on Γ(t) . (2.15)
A typical example for G± is
G±(r) = γ0 β r [ln(θ± r) − 1] , (2.16)
where θ± ∈ R>0. In this case the identity G′−(φ−) = G′+(φ+) in (2.15) leads to Henry’s law
φ+ = KH φ− , (2.17)
with the Henry constant KH = θ−/θ+. In order to make (2.13) well-deﬁned, we assume from now on, and throughout
this paper, that
ψ(·, t) ∈ (0, ψ∞) and φ±(·, t) > 0 on Γ(t) . (2.18)
We remark that on combining (2.12b) with (2.16), the interface condition (2.13) for the outer phase, say, reduces to
α+D+ ∇ φ+ · ν = −[F′(ψ) −G′+(φ+)] = γ0 β ln
θ+ φ+ (ψ∞ − ψ)
ψ
≈ γ0 β
[
θ+ φ+ (ψ∞ − ψ)
ψ
− 1
]
=
γ0 β
ψ
[
θ+ φ+ (ψ∞ − ψ) − ψ] , (2.19)
where we have used the approximation ln(1 + r) ≈ r for |r|  1. Clearly the condition (2.19) is closely related to
conditions proposed by other authors. See e.g. the conditions in [36, 2, 42, 43], [25, (5)], and the kinetic condition in
[17, (2.14)]; see also [17, (23)]. In fact, in §6.1.1 we show that close to steady state (2.19) is related to the classical
condition, which was studied e.g. in [25, (5)].
Generalizing the work in [17] the model (2.3a-e), (2.4), (2.5), (2.8a-c) was supplemented with (2.13) in [26]. The
important feature of (2.13) is that it allows for an energy inequality, see [26] and (3.17) below. Finally, the system
(2.3a–e), (2.4), (2.5), (2.8a–c), (2.13) is closed with the initial conditions
Γ(0) = Γ0 , ψ(·, 0) = ψ0 on Γ0 , φ±(·, 0) = φ±,0 in Ω±(0) , u(·, 0) = u0 in Ω , (2.20)
where Γ0 ⊂ Ω, u0 : Ω→ Rd, with ∇ · u0 = 0, φ±,0 : Ω±(0)→ R≥0, and ψ0 : Γ0 → (0, ψ∞) are given initial data.
3. Weak formulations
Before introducing our ﬁnite element approximations, we will state an appropriate weak formulation. With this in
mind, we introduce the function spaces
U := {ϕ ∈ [H1(Ω)]d : ϕ = 0 on ∂1Ω , ϕ · n = 0 a.e. on ∂2Ω} , P := L2(Ω) ,
P̂ := {η ∈ P :
∫
Ω
η dLd = 0} , V := L2(0,T ;U) ∩ H1(0,T ; [L2(Ω)]d) , S := H1(GT ) ,
T := L2(0,T ;H1(Ω)) ∩ H1(0,T ;H−1(Ω)) , T± := H1(QT,±) ,
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where, similarly to (2.2), we deﬁne QT,± := ⋃t∈[0,T ]Ω±(t) × {t}. Let (·, ·), (·, ·)Ω±(t) and 〈·, ·〉Γ(t) denote the L2–inner
products on Ω, Ω±(t) and Γ(t), respectively.
We recall from [9] that it follows from (2.3b–e) and (2.5b) that
(ρ (u · ∇)u, ξ) = 12
[
(ρ (u · ∇)u, ξ) − (ρ (u · ∇)ξ, u) −
〈
[ρ]+− u · ν, u · ξ
〉
Γ(t)
]
∀ ξ ∈ [H1(Ω)]d (3.1)
and
d
dt
(ρu, ξ) = (ρut, ξ) + (ρu, ξt) −
〈
[ρ]+− u · ν, u · ξ
〉
Γ(t)
∀ ξ ∈ V ,
respectively. Therefore, it holds that
(ρut, ξ) = 12
[
d
dt
(ρu, ξ) + (ρut, ξ) − (ρu, ξt) +
〈
[ρ]+− u · ν, u · ξ
〉
Γ(t)
]
∀ ξ ∈ V ,
which on combining with (3.1) yields that
(ρ [ut + (u · ∇)u], ξ) = 12
[
d
dt
(ρu, ξ) + (ρut, ξ) − (ρu, ξt) + (ρ, [(u · ∇)u] · ξ − [(u · ∇)ξ] · u)
]
∀ ξ ∈ V . (3.2)
Moreover, it holds on noting (2.3e) and (2.5a) that for all ξ ∈ U∫
Ω+(t)∪Ω−(t)
(∇ · σ) · ξ dLd = −2 (μD(u),D(ξ)) + (p,∇ · ξ) +
〈
γ(ψ)κ ν + ∇s γ(ψ), ξ
〉
Γ(t)
. (3.3)
Similarly to (2.9) we deﬁne the following time derivative that follows the parameterization x(·, t) of Γ(t), rather
than u. In particular, we let
∂◦t ζ = ζt + V · ∇ ζ ∀ ζ ∈ S , (3.4)
recall (2.1). Here we stress once again that this deﬁnition is well-deﬁned, even though ζt and ∇ ζ do not make sense
separately for a function ζ ∈ S. On recalling (2.9) we obtain that
∂◦t = ∂
•
t if V = u on Γ(t) . (3.5)
We note that the deﬁnition (3.4) diﬀers from the deﬁnition of ∂◦ in [21, p. 327], where ∂◦ ζ = ζt + ( V · ν)ν · ∇ ζ for
the “normal time derivative”. It holds that
d
dt
〈χ, ζ〉Γ(t) =
〈
∂◦t χ, ζ
〉
Γ(t) +
〈
χ, ∂◦t ζ
〉
Γ(t) +
〈
χ ζ,∇s · V
〉
Γ(t)
∀ χ, ζ ∈ S , (3.6)
see [21, Lem. 5.2], and that〈
ζ,∇s · η〉Γ(t) + 〈∇s ζ, η〉Γ(t) = − 〈ζ η, κ〉Γ(t) ∀ ζ ∈ H1(Γ(t)), η ∈ [H1(Γ(t))]d , (3.7)
see [21, Def. 2.11]. In addition, it holds that
d
dt
(ξ, 1)Ω±(t) = (ξt, 1)Ω±(t) ∓
〈
V, ξ ν
〉
Γ(t)
∀ ξ ∈ T± . (3.8)
Moreover, it follows from (3.8), (2.5b) and (2.3b,d,e) that
d
dt
(ξ, 1)Ω±(t) =
(
ξt + u · ∇ ξ, 1)Ω±(t) ∀ ξ ∈ T± . (3.9)
3.1. Weak formulations with ﬂuidic tangential velocity
In this subsection, we consider the most natural weak formulations based on imposing V = u on Γ(t) as opposed
to just V · ν = u · ν on Γ(t), recall (2.5b).
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3.1.1. Model (i) — The two-sided relaxed model
The weak formulation of the system (2.3a–e), (2.4), (2.5), (2.8a–c) is then given as follows. Find Γ(t) = x(Υ, t)
for t ∈ [0,T ] with V ∈ [L2(GT )]d, and functions u ∈ V, p ∈ L2(0,T ; P̂), κ ∈ [L2(GT )]d, φ± ∈ T± and ψ ∈ S such that
for almost all t ∈ (0,T ) it holds that
1
2
[
d
dt
(ρu, ξ) + (ρut, ξ) − (ρu, ξt) + (ρ, [(u · ∇)u] · ξ − [(u · ∇)ξ] · u)
]
+ 2 (μD(u),D(ξ)) − (p,∇ · ξ)
−
〈
γ(ψ) κ + ∇s γ(ψ), ξ
〉
Γ(t)
= ( f , ξ) ∀ ξ ∈ V , (3.10a)
(∇ · u, ϕ) = 0 ∀ ϕ ∈ P̂ , (3.10b)〈
V − u, χ
〉
Γ(t)
= 0 ∀ χ ∈ [L2(Γ(t))]d , (3.10c)〈
κ, η
〉
Γ(t) +
〈
∇s id,∇s η
〉
Γ(t)
= 0 ∀ η ∈ [H1(Γ(t))]d , (3.10d)
(
∂t φ± + u · ∇ φ±, ξ)Ω±(t) +D± (∇ φ±,∇ ξ)Ω±(t) +
∫
∂Ω
λ± (φ± − g±) ξ dHd−1 = 1
α±
〈
F′(ψ) −G′±(φ±), ξ
〉
Γ(t)
∀ ξ ∈ H1(Ω±(t)) , (3.10e)
d
dt
〈ψ, ζ〉Γ(t) +DΓ 〈∇s ψ,∇s ζ〉Γ(t) =
〈
ψ, ∂◦t ζ
〉
Γ(t) −
∑
i∈{±}
1
αi
〈
F′(ψ) −G′i(φi), ζ
〉
Γ(t) ∀ ζ ∈ S , (3.10f)
as well as the initial conditions (2.20), where in (3.10c) we have recalled (2.1). Here (3.10a–d) can be derived
analogously to the weak formulation presented in [9], recall (3.2) and (3.3), while (3.10e,f) are a direct consequence
of (2.8a–c) and (2.13), recall (3.6) and (3.7). Of course, it follows from (3.10c) and (3.5) that ∂◦t in (3.10f) can be
replaced by ∂•t .
In what follows we would like to derive an energy bound for a solution of (3.10a–f). All of the following con-
siderations are formal, in the sense that we make the appropriate assumptions about the existence, boundedness and
regularity of a solution to (3.10a–f). In particular, we assume that (2.18) holds. Choosing ξ = u in (3.10a) and
ϕ = p(·, t) in (3.10b) yields that
1
2
d
dt
‖ρ 12 u‖20 + 2 ‖μ
1
2 D(u)‖20 = ( f , u) +
〈
γ(ψ) κ + ∇s γ(ψ), u〉Γ(t) . (3.11)
Choosing ζ = F′(ψ) in (3.10f), which is well-deﬁned on recalling (2.18), and ξ = G′±(φ±) in (3.10e) we obtain, on
recalling (2.10), that
d
dt
〈F(ψ) − γ(ψ), 1〉Γ(t) +DΓ
〈∇s ψ,∇s F′(ψ)〉Γ(t) +∑
i∈{±}
{(
∂t φi + u · ∇ φi,G′i(φi)
)
Ωi(t) +Di
(∇ φi,∇G′i(φi))Ωi(t)
+
1
αi
〈
|F′(ψ) −G′i(φi)|2, 1
〉
Γ(t)
}
+
∫
∂Ω
λ+ (φ+ − g+)G′+(φ+) dHd−1 =
〈
ψ, ∂◦t F
′(ψ)
〉
Γ(t) . (3.12)
Moreover, choosing χ = γ(ψ), ζ = 1 in (3.6), and then choosing η = V, ζ = γ(ψ) in (3.7) gives that
d
dt
〈γ(ψ), 1〉Γ(t) =
〈
∂◦t γ(ψ), 1
〉
Γ(t) +
〈
γ(ψ),∇s · V
〉
Γ(t)
=
〈
∂◦t γ(ψ), 1
〉
Γ(t) −
〈
γ(ψ) κ + ∇s γ(ψ), V
〉
Γ(t)
. (3.13)
In addition, it follows from (2.11) that
∂◦t γ(ψ) = γ
′(ψ) ∂◦t ψ = −ψ F′′(ψ) ∂◦t ψ = −ψ∂◦t F′(ψ) . (3.14)
On choosing ξ = G±(φ±) in (3.9), it holds that
d
dt
(G±(φ±), 1)Ω±(t) =
(
∂t G±(φ±) + u · ∇G±(φ±), 1)Ω±(t) = (∂t φ± + u · ∇ φ±,G′±(φ±))Ω±(t) . (3.15)
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Combining (3.12), (3.13), (3.14) and (3.15) yields that
d
dt
〈F(ψ), 1〉Γ(t) +DΓ 〈∇s F (ψ),∇s F (ψ)〉Γ(t) +
∫
∂Ω
λ+ (φ+ − g+)G′+(φ+) dHd−1
+
∑
i∈{±}
{
d
dt
(Gi(φi), 1)Ωi(t) +Di (∇Bi(φi),∇Bi(φi))Ωi(t) +
1
αi
〈
|F′(ψ) −G′i(φi)|2, 1
〉
Γ(t)
}
= −
〈
γ(ψ) κ + ∇s γ(ψ), V
〉
Γ(t)
,
(3.16)
where, on recalling (2.11), (2.6) and (2.14),
F (r) =
∫ r
0
[F′′(y)]
1
2 dy and B±(r) =
∫ r
0
[G′′±(y)]
1
2 dy .
Combining (3.16) with (3.11) implies the a priori energy bound
d
dt
⎛⎜⎜⎜⎜⎜⎜⎝ 12 ‖ρ 12 u‖20 +∑
i∈{±}
(Gi(φi), 1)Ωi(t) + 〈F(ψ), 1〉Γ(t)
⎞⎟⎟⎟⎟⎟⎟⎠ + 2 ‖μ 12 D(u)‖20 +DΓ 〈∇s F (ψ),∇s F (ψ)〉Γ(t) +
∫
∂Ω
λ+G+(φ+) dHd−1
+
∑
i∈{±}
{
Di (∇Bi(φi),∇Bi(φi))Ωi(t) +
1
αi
〈
|F′(ψ) −G′i(φi)|2, 1
〉
Γ(t)
}
≤ ( f , u) +
∫
∂Ω
λ+G+(g+) dHd−1 . (3.17)
Moreover, the volume of Ω−(t) is preserved in time, i.e. the mass of each phase is conserved. To see this, choose ξ = 1
in (3.8), χ = ν in (3.10c) and ϕ = XΩ−(t) in (3.10b) to obtain
d
dt
Ld(Ω−(t)) =
〈
V,ν
〉
Γ(t)
=
〈
u, ν
〉
Γ(t) =
∫
Ω−(t)
∇ · u dLd = 0 . (3.18)
In addition, we note that it immediately follows from choosing ξ = 1 in (3.10e) and ζ = 1 in (3.10f), on recalling (3.9)
for ξ = φ±, that
d
dt
⎛⎜⎜⎜⎜⎜⎜⎝∑
i∈{±}
(φi, 1)Ωi(t) + 〈ψ, 1〉Γ(t)
⎞⎟⎟⎟⎟⎟⎟⎠ =
∫
∂Ω
λ+ (g+ − φ+) dHd−1 , (3.19)
e.g. the total amount of surfactant is preserved if λ+ = 0.
The one-sided relaxed models
The one-sided variants of the model considered so far, e.g. when no soluble surfactant is present in the inner
phase Ω−(t), is given by (2.3a–e), (2.4), (2.5), (2.20) and (2.8a) with “±” replaced by “+”, (2.8b) with right hand side
D+ ∇ φ+ · ν, and (2.8c). In the weak formulation we replace any occurrence of “±” in (3.10a–f) with “+”. Clearly,
(3.18) remains valid in this case. The formal energy bound (3.17) also remains valid in the one-sided case, where, as
before, the summation in the two sums reduces to “i = +”. A similar amendment to (3.19) means that its analogue is
also valid in the one-sided case.
Of course, the inner one-sided situation, when no surfactant is present in the outer phase Ω+(t), can also be
considered.
3.1.2. Model (ii) — The global relaxed model
In this subsection we consider the system (2.3a–e), (2.4), (2.5), (2.8a–c), (2.13) with the additional conditions that
G−(r) = G+(r) = G(r) ∀ r ∈ R and [φ]+− = 0 on Γ(t) , (3.20)
where [φ]+− = φ+ − φ−. Then the weak formulation corresponding to (3.10a–f) is given as follows. Find Γ(t) = x(Υ, t)
for t ∈ [0,T ] with V ∈ [L2(GT )]d, and functions u ∈ V, p ∈ L2(0,T ; P̂), κ ∈ [L2(GT )]d, φ ∈ T and ψ ∈ S such that for
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almost all t ∈ (0,T ) we have that (3.10a–d) and
(φt, ξ) − (u, φ∇ ξ) + (D∇ φ,∇ ξ) + ∫
∂Ω
λ+ (φ − g+) ξ dHd−1 =
(
1
α−
+
1
α+
) 〈
F′(ψ) −G′(φ), ξ〉Γ(t) ∀ ξ ∈ H1(Ω) ,
(3.21a)
d
dt
〈ψ, ζ〉Γ(t) +DΓ 〈∇s ψ,∇s ζ〉Γ(t) =
〈
ψ, ∂◦t ζ
〉
Γ(t) −
(
1
α−
+
1
α+
) 〈
F′(ψ) −G′(φ), ζ〉Γ(t) ∀ ζ ∈ S (3.21b)
hold as well as the initial conditions (2.20) without the subscript ±, and where D(t) = D+XΩ+(t) +D− XΩ−(t). Note
that in order to motivate later developments, in (3.21a) we have rewritten the advective term as
(u · ∇ φ, ξ) = (∇ · (φu), ξ) = −(u, φ∇ ξ) ∀ ξ ∈ H1(Ω) ,
where we have recalled (2.3b,d,e).
The conservation property (3.18) still holds, and (3.19) simpliﬁes to
d
dt
(
(φ, 1) + 〈ψ, 1〉Γ(t)
)
=
∫
∂Ω
λ+ (g+ − φ) dHd−1 . (3.22)
Moreover, the formal energy bound (3.17) now simpliﬁes to
d
dt
(
1
2 ‖ρ
1
2 u‖20 + (G(φ), 1) + 〈F(ψ), 1〉Γ(t)
)
+ 2 ‖μ 12 D(u)‖20 +DΓ 〈∇s F (ψ),∇s F (ψ)〉Γ(t) +
∫
∂Ω
λ+G(φ) dHd−1
+ (D∇B(φ),∇B(φ)) +
(
1
α−
+
1
α+
) 〈
|F′(ψ) −G′(φ)|2, 1
〉
Γ(t)
≤ ( f , u) +
∫
∂Ω
λ+G(g+) dHd−1 . (3.23)
To deduce this, we ﬁrst observe that (3.11) still holds and (3.12) here takes the form
d
dt
〈F(ψ) − γ(ψ), 1〉Γ(t) +DΓ
〈∇s ψ,∇s F′(ψ)〉Γ(t) + (φt,G′(φ)) − (u φ,∇G′(φ)) + (D∇ φ,∇G′(φ))
+
(
1
α−
+
1
α+
) 〈
|F′(ψ) −G′(φ)|2, 1
〉
Γ(t)
+
∫
∂Ω
λ+ (φ − g+)G′(φ) dHd−1 = 〈ψ, ∂◦t F′(ψ)〉Γ(t) .
The results (3.13) and (3.14) hold as before, while (3.15) reduces to
d
dt
(G(φ), 1) =
(
φt,G′(φ)
)
. (3.24)
Finally, on recalling (2.14), we introduce R′ = (G′)−1 and then note from (2.3b,d,e) that
− (u, φ∇G′(φ)) = − (u,R′(G′(φ))∇G′(φ)) = − (u,∇R(G′(φ))) = (∇ · u,R(G′(φ))) = 0 . (3.25)
For example, for the choice (2.16) we obtain that R(r) = γ0 β
θ
exp r
γ0 β
. We remark that it does not appear possible to
mimic (3.9), which is required in (3.15) to prove the energy bound (3.17) for model (i), for an unﬁtted ﬁnite element
approximation. However, it is possible to mimic (3.24) and (3.25). Hence in Section 4, we are able to prove a discrete
energy bound for our ﬁnite element approximations of model (ii) in the case d = 2, but not for model (i). The
restriction to d = 2 is required to mimic (3.13) at a discrete level.
Similarly to the authors’ previous work for the insoluble surfactant case in [10], our preferred numerical method
will be based on a weak formulation with a free tangential motion of the evolving interface. This is in contrast to
the natural weak formulations in §3.1, where the tangential velocity of the interface is determined by the surrounding
ﬂuid. Our motivation for the alternative weak formulation is that under discretization the ﬂuidic tangential motion can
lead to bad meshes and to coalescence, as seen in Figure 13 below. Crucially, the alternative weak formulation, as
introduced in §3.2 below, leads to good meshes under discretization, see e.g. Figure 14 below.
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3.2. Weak formulations with free tangential velocity
We note that, in contrast to (3.5), if we relax V = u |Γ(t) to V · ν = u · ν on Γ(t), as in (2.5b), then it holds that
∂◦t ζ = ∂
•
t ζ + ( V − u) · ∇s ζ ∀ ζ ∈ S . (3.26)
3.2.1. Model (i)
Our preferred ﬁnite element approximation will be based on the following weak formulation. Find Γ(t) = x(Υ, t)
for t ∈ [0,T ] with V ∈ [L2(GT )]d, and functions u ∈ V, p ∈ L2(0,T ; P̂), κ ∈ L2(GT ), φ± ∈ T± and ψ ∈ S such that for
almost all t ∈ (0,T ) it holds that
1
2
[
d
dt
(ρu, ξ) + (ρut, ξ) − (ρu, ξt) + (ρ, [(u · ∇)u] · ξ − [(u · ∇)ξ] · u)
]
+ 2 (μD(u),D(ξ)) − (p,∇ · ξ)
−
〈
γ(ψ)κ ν + ∇s γ(ψ), ξ
〉
Γ(t)
= ( f , ξ) ∀ ξ ∈ V , (3.27a)
(∇ · u, ϕ) = 0 ∀ ϕ ∈ P̂ , (3.27b)〈
V − u, χν
〉
Γ(t)
= 0 ∀ χ ∈ L2(Γ(t)) , (3.27c)〈
κ ν, η
〉
Γ(t) +
〈
∇s id,∇s η
〉
Γ(t)
= 0 ∀ η ∈ [H1(Γ(t))]d , (3.27d)
(
∂t φ± + u · ∇ φ±, ξ)Ω±(t) +D± (∇ φ±,∇ ξ)Ω±(t) +
∫
∂Ω
λ± (φ± − g±) ξ dHd−1 = 1
α±
〈
F′(ψ) −G′±(φ±), ξ
〉
Γ(t)
∀ ξ ∈ H1(Ω±(t)) , (3.27e)
d
dt
〈ψ, ζ〉Γ(t) +DΓ 〈∇s ψ,∇s ζ〉Γ(t) +
〈
ψ ( V − u),∇s ζ
〉
Γ(t)
=
〈
ψ, ∂◦t ζ
〉
Γ(t) −
∑
i∈{±}
1
αi
〈
F′(ψ) −G′i(φi), ζ
〉
Γ(t) ∀ ζ ∈ S ,
(3.27f)
as well as the initial conditions (2.20), where in (3.27c,f) we have recalled (2.1). The derivation of (3.27a–d) is
analogous to the derivation of (3.10a–d), while for the formulation (3.27f) we note it is clearly consistent with (3.10f)
because the latter holds with ∂◦t replaced by ∂•t , and so the desired result follows immediately from (3.26).
Similarly to (3.11)–(3.17), we can formally show that a solution to (3.27a–f) satisﬁes the a priori energy bound
(3.17). First of all we note that since κ = κ ν, a solution to (3.27a–f) satisﬁes (3.11). Secondly we observe that the
analogue of (3.16) has as right hand side
−
〈
γ(ψ) κ + ∇s γ(ψ), V
〉
Γ(t)
−
〈
ψ ( V − u),∇s F′(ψ)
〉
Γ(t)
= −
〈
γ(ψ)κ ν + ∇s γ(ψ), V
〉
Γ(t)
+
〈
∇s γ(ψ), V − u
〉
Γ(t)
= − 〈γ(ψ)κ ν + ∇s γ(ψ), u〉Γ(t) , (3.28)
where we have used (3.27c) with χ = γ(ψ)κ and (2.11). Of course, (3.28) now cancels with the last term in (3.11),
and so we obtain (3.17). Moreover, the properties (3.18) and (3.19) also hold.
3.2.2. Model (ii)
Here we consider the case that the extra condition (3.20) also holds.
Find Γ(t) = x(Υ, t) for t ∈ [0,T ] with V ∈ [L2(GT )]d, and functions u ∈ V, p ∈ L2(0,T ; P̂), κ ∈ L2(GT ), φ ∈ T
and ψ ∈ S such that for almost all t ∈ (0,T ) we have that (3.27a–d), (3.21a) and
d
dt
〈ψ, ζ〉Γ(t) +DΓ 〈∇s ψ,∇s ζ〉Γ(t) +
〈
ψ ( V − u),∇s ζ
〉
Γ(t)
=
〈
ψ, ∂◦t ζ
〉
Γ(t) −
(
1
α−
+
1
α+
) 〈
F′(ψ) −G′(φ), ζ〉Γ(t) ∀ ζ ∈ S
(3.29)
hold subject to the initial conditions (2.20) without the subscript ±.
We note that a solution to (3.27a–d), (3.21a) and (3.29) satisﬁes (3.23), (3.18) and (3.22).
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4. Semidiscrete ﬁnite element approximation
For simplicity we consider Ω to be a polyhedral domain. Then let T h be a regular partitioning of Ω into disjoint
open simplices ohj , j = 1, . . . , J
h
Ω
. Associated with T h are the ﬁnite element spaces
S hk := {χ ∈ C(Ω) : χ |o∈ Pk(o) ∀ o ∈ T h} ⊂ H1(Ω) , k ∈ N ,
where Pk(o) denotes the space of polynomials of degree k on o. We also introduce S h0, the space of piecewise constant
functions on T h. Let {ϕhk, j}
Khk
j=1 be the standard basis functions for S
h
k , k ≥ 0. We introduce Ihk : C(Ω) → S hk , k ≥ 1,
the standard interpolation operators, such that (Ihk η)(p
h
k, j) = η(p
h
k, j) for j = 1, . . . ,K
h
k ; where {phk, j}
Khk
j=1 denotes the
coordinates of the degrees of freedom of S hk , k ≥ 1. In an analogous fashion we introduce Ihk : [C(Ω)]d → [S hk]d,
k ≥ 1. In addition we deﬁne the standard projection operator Ih0 : L1(Ω)→ S h0, such that
(Ih0η) |o=
1
Ld(o)
∫
o
η dLd ∀ o ∈ T h .
Our approximation to the velocity and pressure on T h will be ﬁnite element spaces Uh ⊂ U and Ph(t) ⊂ P, where
for the latter we also assume that S h1 ⊂ Ph(t). We require also the space P̂h(t) := Ph(t) ∩ P̂. Based on the authors’
earlier work in [7, 9], we will select velocity/pressure ﬁnite element spaces that satisfy the LBB inf-sup condition, see
e.g. [28, p. 114], and augment the pressure space by a single additional basis function, namely by the characteristic
function of the inner phase. For the obtained spaces (Uh,Ph(t)) we are unable to prove that they satisfy an LBB
condition. The extension of the given pressure ﬁnite element space, which is an example of an XFEM approach, leads
to exact volume conservation of the two phases within the ﬁnite element framework. For the non-augmented spaces
we may choose, for example, the lowest order Taylor–Hood element P2–P1, or the P2–(P1+P0) element on setting
U
h = [S h2]
d ∩ U, and Ph = S h1 or S h1 + S h0, respectively. We refer to [7, 9] for more details.
The parametric ﬁnite element spaces in order to approximate x and κ in (3.27a–d) are deﬁned as follows. Similarly
to [6], we introduce the following discrete spaces, based on the work of Dziuk, [19]. Let Γh(t) ⊂ Rd be a (d − 1)-
dimensional polyhedral surface, i.e. a union of non-degenerate (d − 1)-simplices with no hanging vertices (see [16,
p. 164] for d = 3), approximating the closed surface Γ(t). In particular, let Γh(t) =
⋃JΓ
j=1 σ
h
j (t), where {σhj (t)}JΓj=1 is a
family of mutually disjoint open (d − 1)-simplices with vertices {qhk(t)}KΓk=1. Then let
V(Γh(t)) := {χ ∈ [C(Γh(t))]d : χ |σhj is linear ∀ j = 1, . . . , JΓ} =: [W(Γh(t))]d ⊂ [H1(Γh(t))]d ,
where W(Γh(t)) ⊂ H1(Γh(t)) is the space of scalar continuous piecewise linear functions on Γh(t), with {χhk(·, t)}KΓk=1
denoting the standard basis of W(Γh(t)), i.e.
χhk(q
h
l (t), t) = δkl ∀ k, l ∈ {1, . . . ,KΓ} , t ∈ [0,T ] . (4.1)
For later purposes, we also introduce πh(t) : C(Γh(t)) → W(Γh(t)), the standard interpolation operator at the nodes
{qhk(t)}KΓk=1, and similarly πh(t) : [C(Γh(t))]d → V(Γh(t)).
For scalar and vector functions η, ζ on Γh(t) we introduce the L2–inner product 〈·, ·〉Γh(t) over the polyhedral surface
Γh(t) as follows
〈η, ζ〉Γh(t) :=
∫
Γh(t)
η · ζ dHd−1 .
If η, ζ are piecewise continuous, with possible jumps across the edges of {σhj }JΓj=1, we introduce the mass lumped inner
product 〈·, ·〉h
Γh(t) as
〈η, ζ〉h
Γh(t) :=
1
d
JΓ∑
j=1
Hd−1(σhj )
d∑
k=1
(η · ζ)((qhjk )−), (4.2)
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where {qhjk }dk=1 are the vertices of σhj , and where we deﬁne η((qhjk )−) := limσhjp→qhjk
η(p). Similarly to (4.2) we deﬁne
〈·, ·〉h
∂Ω
, where the mass lumping is now with respect to the edges/faces of elements in T h that make up the boundary
∂Ω. In addition, let
(η, ζ)h :=
∫
Ω
Ih1 [η ζ] dLd ∀ η, ζ ∈ C(Ω) . (4.3)
On choosing an arbitrary ﬁxed t0 ∈ (0,T ), we can represent each z ∈ Γh(t0) as z = ∑KΓk=1 χhk(z, t0) qhk(t0). Now we
can parameterize Γh(t) by Xh(·, t) : Γh(t0)→ Rd, where z → ∑KΓk=1 χhk(z, t0) qhk(t), i.e. Γh(t0) plays the role of a reference
manifold for (Γh(t))t∈[0,T ]. Then, similarly to (2.1), we deﬁne the discrete velocity for z ∈ Γh(t0) by
Vh(z, t0) := ddt X
h(z, t0) =
KΓ∑
k=1
χhk(z, t0)
d
dt
qhk(t0) , (4.4)
which corresponds to [21, (5.23)]. In addition, similarly to (3.4), we deﬁne
∂◦,ht ζ(z, t0) =
d
dt
ζ(Xh(z, t0), t0) = ζt(z, t0) + Vh(z, t0) · ∇ ζ(z, t0) ∀ ζ ∈ H1(GhT ) , (4.5)
where, similarly to (2.2), we have deﬁned the discrete space-time surface GhT :=
⋃
t∈[0,T ] Γh(t) × {t}. It immediately
follows from (4.5) that ∂◦,ht id = Vh on Γh(t). For later use, we also introduce the ﬁnite element spaces
W(GhT ) := {χ ∈ C(GhT ) : χ(·, t) ∈ W(Γh(t)) ∀ t ∈ [0,T ]} , WT (GhT ) := {χ ∈ W(GhT ) : ∂◦,ht χ ∈ C(GhT )} .
On diﬀerentiating (4.1) with respect to t, we obtain that
∂◦,ht χ
h
k = 0 ∀ k ∈ {1, . . . ,KΓ} , (4.6)
see also [21, Lem. 5.5]. It follows directly from (4.6) that
∂◦,ht ζ(·, t) =
KΓ∑
k=1
χhk(·, t)
d
dt
ζk(t) on Γh(t) (4.7)
for ζ(·, t) = ∑KΓk=1 ζk(t)χhk(·, t) ∈ W(Γh(t)). Moreover, it holds that
d
dt
∫
σhj (t)
ζ dHd−1 =
∫
σhj (t)
∂◦,ht ζ + ζ ∇s · Vh dHd−1 ∀ ζ ∈ H1(σhj (t)) , j ∈ {1, . . . , JΓ} , (4.8)
see [21, Lem. 5.6]. It immediately follows from (4.8) that
d
dt
〈η, ζ〉Γh(t) =
〈
∂◦,ht η, ζ
〉
Γh(t)
+
〈
η, ∂◦,ht ζ
〉
Γh(t)
+
〈
η ζ,∇s · Vh
〉
Γh(t)
∀ η, ζ ∈ WT (GhT ) , (4.9)
which is a discrete analogue of (3.6). It is not diﬃcult to show that the analogue of (4.9) with numerical integration
also holds. We recall this result in the next lemma, together with a discrete variant of (3.7), on recalling (2.7), for the
case d = 2.
Lemma 4.1. It holds that
d
dt
〈η, ζ〉h
Γh(t) =
〈
∂◦,ht η, ζ
〉h
Γh(t)
+
〈
η, ∂◦,ht ζ
〉h
Γh(t)
+
〈
η ζ,∇s · Vh
〉h
Γh(t)
∀ η, ζ ∈ WT (GhT ) . (4.10)
In addition, if d = 2, it holds that
〈
ζ,∇s · η〉Γh(t) + 〈∇s ζ, η〉Γh(t) = 〈∇s id,∇s πh (ζ η)〉Γh(t) ∀ ζ ∈ W(Γh(t)) , η ∈ V(Γh(t)) . (4.11)
12
Proof. See the proof of Lemma 3.1 in [10].
Given Γh(t), which we assume to be an embedded hypersurface in Rd, we let Ωh+(t) denote the exterior of Γ
h(t)
and let Ωh−(t) denote the interior of Γh(t), so that Γh(t) = ∂Ωh−(t) = Ωh−(t) ∩ Ωh+(t). We then partition the elements of
the bulk mesh T h into interior, exterior and interfacial elements as follows. Let T h
Ωh−
(t) := {o ∈ T h : o ⊂ Ωh−(t)},
T h
Ωh+
(t) := {o ∈ T h : o ⊂ Ωh+(t)} and T hΓh (t) := {o ∈ T h : o ∩ Γh(t)  ∅}. Clearly T h(t) = T hΩh−(t) ∪ T
h
Ωh+
(t) ∪ T h
Γ
(t) is
a disjoint partition. In addition, we deﬁne the piecewise constant unit normal νh(t) to Γh(t) such that νh(t) points into
Ωh+(t). Moreover, we introduce the discrete density ρ
h(t) ∈ S h0 and the discrete viscosity μh(t) ∈ S h0 as
ρh(t) |o=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ρ− o ∈ T hΩh−(t) ,
ρ+ o ∈ T hΩh+(t) ,
1
2 (ρ− + ρ+) o ∈ T hΓh(t) ,
and μh(t) |o=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
μ− o ∈ T hΩh−(t) ,
μ+ o ∈ T hΩh+(t) ,
1
2 (μ− + μ+) o ∈ T hΓh (t) .
(4.12)
For later use we note that
d
dt
Ld(Ωh−(t)) = ∓
〈
Vh,νh
〉
Γh(t)
= 0 , (4.13)
which is the discrete analogue of (3.8) for ξ = 1.
In what follows we will introduce two diﬀerent ﬁnite element approximations for the free boundary problem (2.3a–
e), (2.4), (2.5), (2.8a–c). Here Uh(·, t) ∈ Uh will be an approximation to u(·, t), while Ph(·, t) ∈ P̂h(t) approximates
p(·, t) and Ψh(·, t) ∈ W(Γh(t)) approximates ψ(·, t). In order to deﬁne approximations of φ±(·, t), we deﬁne the spaces
S h1,±(t) := {χ ∈ S h1 : χ(ph1, j) = 0 if supp(ϕh1, j) ⊂ Ωh∓(t)} , (4.14)
as well as QhT,± := {χ ∈ H1(0,T ; S h1) : χ(·, t) ∈ S h1,±(t) for almost all t ∈ (0,T )}. We also deﬁne
(χ, ϕ)h
Ωh±(t)
:=
Jh
Ω∑
j=1
vh
Ωh±(t)
(ohj )
∫
ohj
χϕ dLd ∀ χ, ϕ ∈ L2(Ω) , where vh
Ωh±(t)
(o) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 o ∈ T h
Ωh±
(t) ,
0 o ∈ T h
Ωh∓
(t) ,
1
2 o ∈ T hΓh (t) .
(4.15)
Similarly to (4.15), we deﬁne
(χ, ϕ)h,h
Ωh±(t)
:=
Jh
Ω∑
j=1
vh
Ωh±(t)
(ohj )
∫
ohj
Ih1 [χϕ] dLd ∀ χ, ϕ ∈ C(Ω) . (4.16)
Following similar ideas in [4, 11], we introduce regularizations Fε ∈ C2(−∞, ψ∞) of F ∈ C2(0, ψ∞), where ε > 0
is a regularization parameter. In particular, we set
Fε(r) =
⎧⎪⎪⎨⎪⎪⎩F(r) r ≥ ε ,F(ε) + F′(ε) (r − ε) + 12 F′′(ε) (r − ε)2 r ≤ ε , (4.17a)
which in view of (2.10) leads to
γε(r) =
⎧⎪⎪⎨⎪⎪⎩γ(r) r ≥ ε ,γ(ε) + 12 F′′(ε) (ε2 − r2) r ≤ ε , (4.17b)
so that
γε(r) = Fε(r) − r F′ε(r) and γ′ε(r) = −r F′′ε (r) ∀ r < ψ∞ . (4.18)
Similarly to (4.17a), we introduce G±,ε ∈ C2(R) deﬁned by
G±,ε(r) =
⎧⎪⎪⎨⎪⎪⎩G±(r) r ≥ ε ,G±(ε) +G′±(ε) (r − ε) + 12 G′′±(ε) (r − ε)2 r ≤ ε . (4.19)
Finally we note that from now on we assume that fi ∈ L2(0,T ; [C(Ω)]d), i = 1, 2, so that Ih2 fi, i = 1, 2, is
well-deﬁned for almost all t ∈ (0,T ).
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4.1. Approximations with implicit tangential velocity
When designing a parametric ﬁnite element approximation for two-phase ﬂow, a careful decision has to be made
about the discrete tangential velocity of Γh(t). The most natural choice is to select the velocity of the ﬂuid, i.e. (3.10c)
is appropriately discretized. However, from previous experience we know that such schemes can lead to coalescence
of vertices in practice, see [7, 9, 10]. Hence, we concentrate on approximations where the discrete tangential velocity
is not a priori ﬁxed. Rather, the discrete tangential velocity is implicitly deﬁned by the discretization, and it is such
that the distribution of vertices in general does not deteriorate.
4.1.1. Model (i)
We propose the following semidiscrete continuous-in-time ﬁnite element approximation, which is the semidiscrete
analogue of the weak formulation (3.27a–f). Given Γh(0), Uh(·, 0) ∈ Uh, Φh±(·, 0) ∈ S h1,±(0) and Ψh(·, 0) ∈ W(Γh(0)),
ﬁnd Γh(t) such that id |Γh(t)∈ V(Γh(t)) for t ∈ [0,T ], and functions Uh ∈ H1(0,T ;Uh), Ph ∈ PhT , κh ∈ W(GhT ), Φh± ∈ QhT,±
and Ψh ∈ WT (GhT ) such that for almost all t ∈ (0,T ) it holds that
1
2
[
d
dt
(
ρh Uh, ξ
)
+
(
ρh Uht , ξ
)
− (ρh Uh, ξt)
]
+ 2
(
μh D( Uh),D(ξ)
)
+ 12
(
ρh, [( Uh · ∇) Uh] · ξ − [( Uh · ∇)ξ] · Uh
)
−
(
Ph,∇ · ξ
)
=
(
ρh f h1 + f
h
2 ,
ξ
)
+
〈
πh [γε(Ψh) κh]νh, ξ
〉
Γh(t)
+
〈
∇s πh [γε(Ψh)], ξ
〉h
Γh(t)
∀ ξ ∈ H1(0,T ;Uh) ,
(4.20a)(
∇ · Uh, ϕ
)
= 0 ∀ ϕ ∈ P̂h(t) , (4.20b)〈
Vh, χνh
〉h
Γh(t)
=
〈
Uh, χνh
〉
Γh(t)
∀ χ ∈ W(Γh(t)) , (4.20c)〈
κh νh, η
〉h
Γh(t)
+
〈
∇s id,∇s η
〉
Γh(t)
= 0 ∀ η ∈ V(Γh(t)) , (4.20d)(
∂t Φ
h
±, ξ
)h,h
Ωh±(t)
+
(
Uh · ∇Φh±, ξ
)h
Ωh±(t)
+D±
(
∇Φh±,∇ ξ
)h
Ωh±(t)
+
〈
λ± (Φh± − g±), ξ
〉h
∂Ω
=
1
α±
〈
F′ε(Ψ
h) −G′±,ε(Φh±), ξ
〉h
Γh(t)
∀ ξ ∈ S h1,±(t) , (4.20e)
d
dt
〈
Ψh, χ
〉h
Γh(t)
+DΓ
〈
∇sΨh,∇s χ
〉
Γh(t)
=
〈
Ψh, ∂◦,ht χ
〉h
Γh(t)
−
〈
Ψh,ε
(
Vh − Uh
)
,∇s χ
〉h
Γh(t)
−
∑
i∈{±}
1
αi
〈
F′ε(Ψ
h) −G′i,ε(Φhi ), χ
〉h
Γh(t)
∀ χ ∈ WT (GhT ) , (4.20f)
where we recall (4.4). Here Ψh,ε = Ψ
h for d = 3 and, on recalling (4.18),
Ψh,ε =
⎧⎪⎪⎪⎨⎪⎪⎪⎩−
γε(Ψhk )−γε(Ψhk−1)
F′ε(Ψhk )−F′ε(Ψhk−1)
Ψhk−1  Ψ
h
k ,
Ψhk Ψ
h
k−1 = Ψ
h
k ,
on [qhk−1, q
h
k] ∀ k ∈ {1, . . . ,KΓ} (4.21)
for d = 2. Here we have introduced the shorthand notation Ψhk(t) = Ψ
h(qhk(t), t), for k = 1, . . . ,KΓ, and for notational
convenience we have dropped the dependence on t in (4.21). The deﬁnition in (4.21) is chosen such that for d = 2 it
holds that〈
Ψh,ε η,∇s πh [F′ε(Ψh)]
〉h
Γh(t)
=
〈
Ψh,ε η,∇s πh [F′ε(Ψh)]
〉
Γh(t)
= −
〈
η,∇s πh [γε(Ψh)]
〉
Γh(t)
∀ η ∈ V(Γh(t)) . (4.22)
Here we note that (4.22) for η = Vh − πh Uh |Γh(t) mimics (3.28) on the discrete level, which will be crucial for the
stability proof for the approximation of model (ii). As that stability proof is restricted to the case d = 2, we do not
need the deﬁnition (4.22) when d = 3.
We recall that as there appears to be no discrete variant of (3.9), it does not seem to be possible to prove a discrete
analogue of the stability bound (3.17), and so one could also set Ψh,ε = Ψ
h in (4.20f). In addition, it does not appear
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possible to prove a discrete analogue of the conservation property (3.19) for (4.20a–f). However, a discrete variant of
(3.18) can be shown to hold, similarly to (4.30) below.
We remark that the formulation (4.20f) for the surfactant transport equation (2.8b) falls into the framework of
ALE-ESFEM (Arbitrary Eulerian Lagrangian evolving surface ﬁnite element method) as coined by the authors in
[23]. In this particular instance, the tangential velocity of Γh(t) is not a priori ﬁxed, rather it arises implicitly through
the evolution of Γh(t) as determined by (4.20a–f).
For later use we observe that (4.20b), on recalling that Uh. n = 0 on ∂Ω and the fact that S h1 ⊂ Ph(t), implies that
for all t ∈ (0,T )
( Uh,∇ϕ) = 0 ∀ ϕ ∈ S h1 . (4.23)
4.1.2. Model (ii)
Similarly to (4.12), we introduceDh(t) ∈ S h0 deﬁned by
Dh(t) |o=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
D− o ∈ T hΩh−(t) ,
D+ o ∈ T hΩh+(t) ,
1
2 (D− +D+) o ∈ T hΓh(t) .
We also introduce the matrix function Ξhε : S
h
1 → [S h0]d×d deﬁned such that for all zh ∈ S h1 and almost everywhere in
Ω it holds that
Ξhε(z
h)∇ Ih1 [G′ε(zh)] = ∇ Ih1 [Rε(G′ε(zh))] , (4.24)
where Rε ∈ C2(R) is deﬁned such that R′ε(G′ε(s)) = s for all s ∈ R. This means that
Rε(r) =
⎧⎪⎪⎨⎪⎪⎩R(r) r ≥ G
′(ε) ,
R(G′(ε)) + ε (r −G′(ε)) + 12 [G′′(ε)]−1 (r −G′(ε))2 r ≤ G′(ε) ,
where R ∈ C2(R) is such that R′(G′(s)) = s for all s ∈ R.
Here we introduce (4.24) in order to be able to mimic (3.25) on the discrete level, where we also apply (4.23)
to the function ϕ = Ih1 [Rε(G
′
ε(Φ
h))]. We note that (4.24) is the natural extension of the approaches in [31, 11],
see also [3]. The construction for Ξhε is given as follows. Let ô denote the standard reference simplex in R
d, with
vertices {0,e1, . . . ,ed}. For each o ∈ T h, with vertices {pi}di=0 there exists an aﬃne linear map Mo : ô → o withMo(z) = p0 + Moz for all z ∈ Rd, where Mo ∈ Rd×d is nonsingular, such thatMo(ei) = pi, i = 1, . . . , d. On noting
that ∇ ξ = (MTo )−1 [∇ (ξ ◦Mo)] ◦ (Mo)−1 on o, we deﬁne Ξhε(zh) |o= (MTo )−1 Ξ̂hε,o(zh) MTo , where Ξ̂hε,o(zh) ∈ Rd×d is the
diagonal matrix with entries
[Ξ̂hε,o(z
h)]ii =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Rε(G′ε(zh(pi))) − Rε(G′ε(zh(p0)))
G′ε(zh(pi)) −G′ε(zh(p0))
zh(pi)  zh(p0) ,
zh(p0) zh(pi) = zh(p0) .
(4.25)
We then obtain the following semidiscrete continuous-in-time ﬁnite element approximation, which is the analogue
of the weak formulation (3.27a–d), (3.21a) and (3.29). Given Γh(0), Uh(·, 0) ∈ Uh, Φh(·, 0) ∈ S h1 and Ψh(·, 0) ∈
W(Γh(0)), ﬁnd Γh(t) such that id |Γh(t)∈ V(Γh(t)) for t ∈ [0,T ], and functions Uh ∈ H1(0,T ;Uh), Ph ∈ PhT , κh ∈ W(GhT ),
Φh ∈ H1(0,T ; S h1) and Ψh ∈ WT (GhT ) such that for almost all t ∈ (0,T ) we have that (4.20a–d) and(
Φht , ξ
)h − ( Uh,Ξhε(Φh)∇ξ) + (Dh ∇Φh,∇ ξ) + 〈λ+ (Φh − g+), ξ〉h∂Ω =
(
1
α−
+
1
α+
) 〈
F′ε(Ψ
h) − Ih1 [G′ε(Φh)], ξ
〉h
Γh(t)
∀ ξ ∈ S h1 , (4.26a)
d
dt
〈
Ψh, χ
〉h
Γh(t)
+DΓ
〈
∇sΨh,∇s χ
〉
Γh(t)
=
〈
Ψh, ∂◦,ht χ
〉h
Γh(t)
−
〈
Ψh,ε
(
Vh − Uh
)
,∇s χ
〉h
Γh(t)
−
(
1
α−
+
1
α+
) 〈
F′ε(Ψ
h) − Ih1 [G′ε(Φh)], χ
〉h
Γh(t)
∀ χ ∈ WT (GhT ) (4.26b)
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hold.
In the following lemma we derive a discrete analogue of (3.11).
Lemma 4.2. Let {(Γh, Uh, Ph, κh,Φh,Ψh)(t)}t∈[0,T ] be a solution to (4.20a–d), (4.26a,b). Then
1
2
d
dt
‖[ρh] 12 Uh‖20 + 2 ‖[μh]
1
2 D( Uh)‖20 = (ρh f h1 + f h2 , Uh) +
〈
πh [γε(Ψh) κh]νh, Uh
〉
Γh(t)
+
〈
∇s πh [γε(Ψh)], Uh
〉h
Γh(t)
.
(4.27)
Proof. The desired result (4.27) follows immediately on choosing ξ = Uh in (4.20a) and ϕ = Ph in (4.20b).
The next theorem derives a discrete analogue of the energy law (3.23). Here, similarly to (3.12), it will be crucial
to test (4.20f) with an appropriate discrete variant of F′(ψ). It is for this reason that we have to make the following
well-posedness assumption.
Ψh(·, t) < ψ∞ on Γh(t) , ∀ t ∈ [0,T ] . (4.28)
In addition, as a priori it is not possible to ensure positivity of Ψh and Φh on Γh(t), we have introduced the regulariza-
tions (4.17a) and (4.19).
The stability proof in the next theorem needs the following mild assumption on the bulk mesh T h.
(A1) Either D− = D+ = 0, or d = 2 and T h is weakly acute; that is, for any pair of adjacent triangles the sum of
opposite angles relative to the common edge does not exceed π.
Theorem 4.3. Let {(Γh, Uh, Ph, κh,Φh,Ψh)(t)}t∈[0,T ] be a solution to (4.20a–d), (4.26a,b). Then
d
dt
((
Φh, 1
)
+
〈
Ψh, 1
〉
Γh(t)
)
=
〈
λ+, g+ − Φh
〉h
∂Ω
. (4.29)
Moreover, if XΩh−(t) ∈ Ph(t) then
d
dt
Ld(Ωh−(t)) = 0 . (4.30)
In addition, if d = 2 and (4.28) and (A1) hold, then
d
dt
(
1
2 ‖[ρh]
1
2 Uh‖20 +
(
Gε(Φh), 1
)h
+
〈
Fε(Ψh), 1
〉h
Γh(t)
)
+ 2 ‖[μh] 12 D( Uh)‖20 +
〈
λ+,Gε(Φh)
〉h
∂Ω
+
(
1
α−
+
1
α+
) 〈
|F′ε(Ψh) − Ih1 [G′ε(Φh)]|2, 1
〉h
Γh(t)
≤
(
ρh f h1 + f
h
2 ,
Uh
)
+ 〈λ+,Gε(g+)〉h∂Ω . (4.31)
Proof. The conservation property (4.29) follows immediately from choosing ξ = 1 in (4.26a) and χ = 1 in (4.26b).
Moreover, choosing χ = 1 in (4.20c) and ϕ = (XΩh−(t) −
Ld(Ωh−(t))
Ld(Ω) ) ∈ P̂h(t) in (4.20b), we obtain from (4.13) that
d
dt
Ld(Ωh−(t)) =
〈
Vh,νh
〉
Γh(t)
=
〈
Vh, νh
〉h
Γh(t)
=
〈
Uh,νh
〉
Γh(t)
=
∫
Ωh−(t)
∇ · Uh dLd = 0 ,
which proves the desired result (4.30). For the proof of (4.31) we note that the assumption (4.28) means that we can
choose χ = πh [F′ε(Ψh)] in (4.26b) to yield, on recalling (4.18), that
d
dt
〈
Fε(Ψh) − γε(Ψh), 1
〉h
Γh(t)
+DΓ
〈
∇sΨh,∇s πh [F′ε(Ψh)]
〉
Γh(t)
=
〈
Ψh, ∂◦,ht π
h [F′ε(Ψ
h)]
〉h
Γh(t)
−
〈
Ψh,ε
(
Vh − Uh
)
,∇s πh [F′ε(Ψh)]
〉h
Γh(t)
−
(
1
α−
+
1
α+
) 〈
F′ε(Ψ
h) − Ih1 [G′ε(Φh)], F′ε(Ψh)
〉h
Γh(t)
. (4.32)
Moreover, choosing ξ = Ih1 [G
′
ε(Φ
h)] in (4.26a) yields, on recalling (4.24) and (4.23) with ϕ = Ih1 [Rε(G
′
ε(Φ
h))], that(
Φht ,G
′
ε(Φ
h)
)h
+
(
Dh ∇Φh,∇ Ih1 [G′ε(Φh)]
)
+
〈
λ+ (Φh − g+),G′ε(Φh)
〉h
∂Ω
=
(
1
α−
+
1
α+
) 〈
F′ε(Ψ
h) − Ih1 [G′ε(Φh)], Ih1 G′ε(Φh)
〉h
Γh(t)
. (4.33)
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For the remainder of the proof we assume that d = 2. It follows from (4.18), (4.2) and (4.7) that we have a discrete
analogue of (3.14), i.e. 〈
Ψh, ∂◦,ht π
h [F′ε(Ψ
h)]
〉h
Γh(t)
= −
〈
∂◦,ht π
h [γε(Ψh)], 1
〉h
Γh(t)
,
which means that (4.32) and (4.33), together with (4.10), (4.11), (4.22) and (4.20c,d) imply that
d
dt
((
Gε(Φh), 1
)h
+
〈
Fε(Ψh), 1
〉h
Γh(t)
)
+DΓ
〈
∇sΨh,∇s πh [F′ε(Ψh)]
〉
Γh(t)
+
(
Dh ∇Φh,∇ Ih1 [G′ε(Φh)]
)
+
(
1
α−
+
1
α+
) 〈
|F′ε(Ψh) − Ih1 [G′ε(Φh)]|2, 1
〉h
Γh(t)
+
〈
λ+ (Φh − g+),G′ε(Φh)
〉h
∂Ω
=
〈
∇s id,∇s πh [γε(Ψh) Vh]
〉
Γh(t)
−
〈
∇s πh [γε(Ψh)], Vh
〉
Γh(t)
+
〈
Vh − πh Uh,∇s πh [γε(Ψh)]
〉
Γh(t)
= −
〈
κh νh, γε(Ψh) Vh
〉h
Γh(t)
−
〈
Uh,∇s πh [γε(Ψh)]
〉h
Γh(t)
= −
〈
πh [γε(Ψh) κh]νh, Uh
〉
Γh(t)
−
〈
∇s πh [γε(Ψh)], Uh
〉h
Γh(t)
.
(4.34)
Next, on noting forDΓ > 0 that F′ε is monotonic, we have that
DΓ
〈
∇sΨh,∇s πh [F′ε(Ψh)]
〉
Γh(t)
≥ 0 , (4.35)
and similarly, on noting the assumption (A1) and that G′ε is monotonic, it holds that(
D∇Φh,∇ Ih1 [G′ε(Φh)]
)
≥ 0 . (4.36)
It follows from (4.34), (4.35), (4.36) and the convexity of Gε that
d
dt
((
Gε(Φh), 1
)h
+
〈
Fε(Ψh), 1
〉h
Γh(t)
)
+
(
1
α−
+
1
α+
) 〈
|F′ε(Ψh) − Ih1 [G′ε(Φh)]|2, 1
〉h
Γh(t)
+
〈
λ+,Gε(Φh)
〉h
∂Ω
≤ −
〈
πh [γε(Ψh) κh]νh, Uh
〉
Γh(t)
−
〈
∇s πh [γε(Ψh)], Uh
〉h
Γh(t)
+ 〈λ+,Gε(g+)〉h∂Ω . (4.37)
Combining (4.37) with (4.27) yields the desired result (4.31).
Clearly, the three results in Theorem 4.3 are natural discrete analogues of (3.22), (3.18) and (3.23), respectively.
We remark that the condition XΩh−(t) ∈ Ph(t) is always satisﬁed for the XFEMΓ approach as introduced in [7, 9].
Remark 4.4. The convex nature of F, together with the fact that F′ is singular at the origin, allows us to derive upper
bounds on the negative part of Ψh for the two cases (2.12a,b). On recalling (4.17a) and (2.10), it holds that
Fε(r) = γ(ε) + F′(ε) r + 12 F
′′(ε) (r − ε)2 ≥ 12 F′′(ε) r2 ≥ 12 ε−1 γ0 β r2 ∀ r ≤ 0 ,
provided that ε is suﬃciently small. Hence the bound (4.31), on noting that g+ > 0 and a Korn inequality, yields that〈
[Ψh]2−, 1
〉h
Γh(t)
≤ C ε ∀ t ∈ [0,T ]
for some positive constant C, and for ε suﬃciently small. Similarly, for the typical example of G as in (2.16) without
the subscripts ±, it follows that (
[Φh]2−, 1
)h ≤ C ε ∀ t ∈ [0,T ]
for some positive constant C, and for ε suﬃciently small. Here, on recalling (4.19), we have observed that Gε(r) ≥
−γ0 β ε + 12 ε−1 γ0 β r2 for r ≤ 0, and for ε suﬃciently small.
4.1.3. Properties of the implicit tangential velocity
We remark that it is possible to prove that the vertices of the solutions Γh(t) to the two semidiscrete schemes in
§4.1.1 and §4.1.2 are well distributed. As this follows already from the equation (4.20d), we refer to our earlier work
in [5, 6] for further details. In particular, we observe that in the case d = 2, i.e. for the planar two-phase problem,
an equidistribution property for the vertices of Γh(t) can be shown. These good mesh properties mean that for fully
discrete schemes based on these semidiscrete approximations no remeshings are required in practice for either d = 2
or d = 3.
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4.2. Approximations with ﬂuidic tangential velocity
For completeness we summarize the natural semidiscrete approximations of the weak formulations in §3.1, which
diﬀer from the schemes (4.20a–f) and (4.20a–d), (4.26a,b) as follows. The main diﬀerences are that we seek κh ∈
V(Γh(t)), as opposed to κh ∈ W(Γh(t)), and that (4.20c,d) are replaced by
(a)
〈
Vh, χ
〉h
Γh(t)
=
〈
Uh, χ
〉h
Γh(t)
∀ χ ∈ V(Γh(t)) , (b)
〈
κh, η
〉h
Γh(t)
+
〈
∇s id,∇s η
〉
Γh(t)
= 0 ∀ η ∈ V(Γh(t)) . (4.38)
As a consequence, 〈πh [γε(Ψh) κh]νh, ξ〉Γh(t) in (4.20a) is replaced by 〈γε(Ψh)κh, ξ〉hΓh(t). Moreover, the second terms
on the right hand sides of (4.20f) and (4.26b) vanish, as (4.38a) collapses to Vh = πh Uh |Γh(t)∈ V(Γh(t)), while the
rest of the approximations are exactly the same. In particular, and in contrast to the scheme (Asd) in [10] for the
approximation of two-phase ﬂow with insoluble surfactants, the surface tension density needs to be regularized. That
is because the discrete maximum principle for Ψh, that is available for (Asd) in [10], no longer holds due to the
presence of the discretized relaxation terms on the right hand side of (4.20f).
It is then straightfoward to prove that the discussed variant for model (ii) satisﬁes the conservation property (4.29)
and the energy bound (4.31). But we remark that for the schemes with ﬂuidic tangential velocity it is not possible to
prove (4.30), even if numerical integration was to be dropped from the right hand side of (4.38a), because χ = νh is
not a valid test function in (4.38a). As a consequence, the volume of the two phases will in general not be conserved
in practice. This is an additional advantage of the formulations in §4.1 with implicit tangential motion over the
alternatives discussed here.
5. Fully discrete ﬁnite element approximation
In this section we consider fully discrete variants of the schemes from §4.1. Here we will choose the time dis-
cretization such that existence and uniqueness of the discrete solutions can be guaranteed, and such that we inherit as
much of the structure of the stable schemes in [7, 9] as possible, see below for details.
We consider the partitioning tm = m τ, m = 0, . . . ,M, of [0,T ] into uniform time steps τ = T/M. The time discrete
spatial discretizations then directly follow from the ﬁnite element spaces introduced in Section 4, where in order to
allow for adaptivity in space we consider bulk ﬁnite element spaces that change in time.
For all m ≥ 0, let T m be a regular partitioning ofΩ into disjoint open simplices omj , j = 1, . . . , JmΩ . Associated with
T m are the ﬁnite element spaces S mk for k ≥ 0. We introduce also Imk : C(Ω) → S mk , k ≥ 1, the standard interpolation
operators, and the standard projection operator Im0 : L
1(Ω)→ S m0 ; and similarly Imk : [C(Ω)]d → [S mk ]d, k ≥ 1. For the
approximation to the velocity and pressure on T m will use the ﬁnite element spaces Um ⊂ U and Pm ⊂ P, which are
the direct time discrete analogues of Uh and Ph(tm), as well as P̂m ⊂ P̂. We recall that (Um,Pm) are said to satisfy the
LBB inf-sup condition if
inf
ϕ∈P̂m
sup
ξ∈Um
(ϕ,∇ · ξ)
‖ϕ‖0 ‖ξ‖1
> 0 . (5.1)
Following the XFEMΓ approach introduced in [7, 9], we will often augment Pm by the single basis function XΩm− . For
this extended ﬁnite element space it does not appear possible to show that (5.1) holds, but our preferred schemes from
Section 5 with XFEMΓ show excellent volume conservation properties in practice; recall Theorem 4.3.
Similarly, the parametric ﬁnite element spaces are given by
V(Γm) := {χ ∈ [C(Γm)]d : χ |σmj is linear ∀ j = 1, . . . , JΓ} =: [W(Γm)]d ⊂ [H1(Γm)]d ,
for m = 0, . . . ,M − 1. Here Γm = ⋃JΓj=1 σmj , where {σmj }JΓj=1 is a family of mutually disjoint open (d − 1)-simplices with
vertices {qmk }KΓk=1. We denote the standard basis of W(Γm) by {χmk (·, t)}KΓk=1. We also introduce πm : C(Γm)→ W(Γm), the
standard interpolation operator at the nodes {qmk }KΓk=1, and similarly πm : [C(Γm)]d → V(Γm). Throughout this paper,
we will parameterize the new closed surface Γm+1 over Γm, with the help of a parameterization Xm+1 ∈ V(Γm), i.e.
Γm+1 = Xm+1(Γm). Moreover, for m ≥ 0, we will use the notation Xm = id |Γm∈ V(Γm).
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We also introduce the L2–inner product 〈·, ·〉Γm over the current polyhedral surface Γm, as well as the the mass
lumped inner product 〈·, ·〉h
Γm
.
Given Γm, we let Ωm+ denote the exterior of Γ
m and let Ωm− denote the interior of Γm, so that Γm = ∂Ωm− = Ωm− ∩Ωm+ .
We then partition the elements of the bulk mesh T m into interior, exterior and interfacial elements as before, and we
introduce ρm, μm ∈ S m0 , for m ≥ 0, as
ρm |om=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ρ− om ∈ T mΩm− ,
ρ+ om ∈ T mΩm+ ,
1
2 (ρ− + ρ+) o
m ∈ T m
Γm
,
and μm |om=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
μ− om ∈ T mΩm− ,
μ+ om ∈ T mΩm+ ,
1
2 (μ− + μ+) o
m ∈ T m
Γm
.
(5.2)
We also set ρ−1 := ρ0. In addition, we introduceDm+1 ∈ S m0 deﬁned by
Dm+1 |o=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
D− o ∈ T mΩm+1− ,
D+ o ∈ T mΩm+1+ ,
1
2 (D− +D+) o ∈ T mΓm+1 .
We also introduce the matrix function Ξmε : S
m
1 → [S m0 ]d×d deﬁned such that for all zh ∈ S m1 and almost everywhere in
Ω it holds that
Ξmε (z
h)∇ Im1 [G′ε(zh)] = ∇ Im1 [Rε(G′ε(zh))] ,
which can be constructed in a fashion analogous to Ξhε, recall (4.25).
Similarly to (4.14) we introduce
S m1,± := {χ ∈ S m1 : χ(pm1, j) = 0 if supp(ϕm1, j) ⊂ Ωm+1∓ } . (5.3)
We also deﬁne
(η, ζ)m,h :=
∫
Ω
Im1 [η ζ] dLd ∀ η, ζ ∈ C(Ω) , (5.4)
as well as
(χ, ϕ)m
Ω±
:=
Jm
Ω∑
j=1
vm
Ω±
(omj )
∫
omj
χϕ dLd ∀ χ, ϕ ∈ L2(Ω) , (5.5)
where, for  = m and  = m + 1,
vm
Ω±
(o) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 o ∈ T m
Ω±
,
0 o ∈ T m
Ω∓
,
1
2 o ∈ T mΓ .
Similarly to (5.5), we deﬁne
(χ, ϕ)m,h
Ω±
:=
Jm
Ω∑
j=1
vm
Ω±
(omj )
∫
omj
Im1 [χϕ] dLd ∀ χ, ϕ ∈ C(Ω) . (5.6)
Of course, (5.4), (5.5) and (5.6) are the natural fully discrete analogues of (4.3), (4.15) and (4.16), respectively.
We introduce the following pushforward operators for the discrete interfaces Γm and Γm−1. Let Πmm−1 : C(Γ
m−1)→
W(Γm) be such that
(Πmm−1 z)(q
m
k ) = z(q
m−1
k ) , k = 1, . . . ,KΓ , ∀ z ∈ C(Γm−1) , (5.7)
for m = 1, . . . ,M, and set Π0−1 := π
0. Analogously to (5.7) we also introduce Πmm−1 : [C(Γ
m−1)]d → V(Γm).
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5.1. Model (i)
Our proposed fully discrete equivalent of (4.20a–f), is given as follows. Let Γ0, an approximation to Γ(0), and
U0 ∈ U0, as well as Φ0± ∈ S 01,±, Ψ0 ∈ W(Γ0) and κ0 ∈ W(Γ0) be given. For m = 0, . . . ,M − 1, ﬁnd Um+1 ∈ Um,
Pm+1 ∈ P̂m, Xm+1 ∈ V(Γm) and κm+1 ∈ W(Γm) such that
1
2
⎛⎜⎜⎜⎜⎜⎝ρm Um+1 − (Im0 ρm−1) Im2 Umτ + (Im0 ρm−1)
Um+1 − Im2 Um
τ
, ξ
⎞⎟⎟⎟⎟⎟⎠ + 2 (μm D( Um+1),D(ξ))
+ 12
(
ρm, [(Im2 U
m · ∇) Um+1] · ξ − [(Im2 Um · ∇)ξ] · Um+1
)
−
(
Pm+1,∇ · ξ
)
=
(
ρm f m+11 + f
m+1
2 ,
ξ
)
+
〈
πm [γε(Ψm)Πmm−1 κ
m]νm, ξ
〉
Γm
+
〈
∇s πm [γε(Ψm)], ξ
〉h
Γm
∀ ξ ∈ Um , (5.8a)(
∇ · Um+1, ϕ
)
= 0 ∀ ϕ ∈ P̂m , (5.8b)〈
Xm+1 − Xm
τ
, χνm
〉h
Γm
=
〈
Um+1, χνm
〉
Γm
∀ χ ∈ W(Γm) , (5.8c)
〈
κm+1 νm, η
〉h
Γm
+
〈
∇s Xm+1,∇s η
〉
Γm
= 0 ∀ η ∈ V(Γm) (5.8d)
and set Γm+1 = Xm+1(Γm). Then ﬁnd Φm+1± ∈ S m1,± and Ψm+1 ∈ W(Γm+1) such that
1
τ
[(
Φm+1± , ξ
)m,h
Ωm+1±
−
(
Φ̂m± , ξ
)m,h
Ωm+1±
]
+D±
(
∇Φm+1± ,∇ ξ
)m
Ωm+1±
+
〈
λ± (Φm+1± − g±), ξ
〉h
∂Ω
=
1
α±
〈
F′ε(Π
m+1
m Ψ
m) −G′±,ε(Πm+1m [(Im1 Φm± ) |Γm]), ξ
〉h
Γm+1
∀ ξ ∈ S m1,± , (5.8e)
1
τ
〈
Ψm+1, χm+1k
〉h
Γm+1
+DΓ
〈
∇sΨm+1,∇s χm+1k
〉
Γm+1
=
1
τ
〈
Ψm, χmk
〉h
Γm
−
〈
Ψm,ε
⎛⎜⎜⎜⎜⎝ Xm+1 − Xm
τ
− Um+1
⎞⎟⎟⎟⎟⎠ ,∇s χmk
〉h
Γm
−
∑
i∈{±}
1
αi
〈
F′ε(Π
m+1
m Ψ
m) −G′i,ε(Πm+1m [(Im1 Φmi ) |Γm]), χm+1k
〉h
Γm+1
∀ k ∈ {1, . . . ,KΓ} , (5.8f)
where Ψm,ε = Ψ
m for d = 3 and, on recalling (2.11),
Ψm,ε =
⎧⎪⎪⎨⎪⎪⎩−
γε(Ψmk )−γε(Ψmk−1)
F′ε(Ψmk )−F′ε(Ψmk−1) F
′
ε(Ψ
m
k−1)  F
′
ε(Ψ
m
k ) ,
1
2 (Ψ
m
k−1 + Ψ
m
k ) F
′
ε(Ψ
m
k−1) = F
′
ε(Ψ
m
k ) ,
on [qmk−1, q
m
k ] ∀ k ∈ {1, . . . ,KΓ}
for d = 2, where Ψm =
∑KΓ
k=1Ψ
m
k χ
m
k . Here we have deﬁned f
m+1
i := I
m
2
fi(·, tm+1), i = 1, 2. Note that here ∇s denotes
the surface gradient on Γm, and so it depends on m. We observe that (5.8a–f) is a linear scheme in that it leads to a
linear system of equations for the unknowns ( Um+1, Pm+1, Xm+1, κm+1, Φm+1± ,Ψm+1) at each time level. In particular,
the system (5.8a–f) clearly decouples into (5.8a,b) for ( Um+1, Pm+1), then (5.8c,d) for (Xm+1, κm+1) and ﬁnally (5.8e,f)
for (Φm+1± ,Ψm+1), where the latter system itself again decouples. Our approximation (5.8e) is based on the Lagrange–
Galerkin method, see e.g. [18, 37]. Here for any z ∈ Ω, on letting z0 = z − τ Um+1, we have deﬁned
Φ̂m± (z) =
⎧⎪⎪⎨⎪⎪⎩Φ
m± (z0) z0 ∈ Ω̂m± ,
Φm± (z0 + s (z0 −z)) z0  Ω̂m± ,
where Ω̂m± := ∪o∈TmΩm± ∪TmΓm o and s ∈ arg minz0+s (z0−z)∈Ω̂m±
|s|. This Lagrange–Galerkin type approach seems appropriate due
to the time-dependence of the domains Ωh±(t). Moreover, at ﬁrst sight, the most natural right hand side for (5.8e)
appears to be
1
α±
〈
F′ε(Ψ
m) −G′±,ε(Im1 Φm± ), ξ
〉h
Γm
,
but as ξ ∈ S m1,±, recall (5.3), this may not be meaningful. Hence we evaluate this term on Γm+1 in (5.8e). In order to
keep the equation linear in the unknown, we push forward the values of Ψm and Φm± on Γm to Γm+1.
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5.2. Model (ii)
Our proposed fully discrete equivalent of (4.20a–d), (4.26a,b) is given as follows. Let Γ0, an approximation to
Γ(0), and U0 ∈ U0, as well as Φ0 ∈ S 01, Ψ0 ∈ W(Γ0) and κ0 ∈ W(Γ0) be given. For m = 0, . . . ,M − 1, ﬁnd Um+1 ∈ Um,
Pm+1 ∈ P̂m, Xm+1 ∈ V(Γm) and κm+1 ∈ W(Γm) such that (5.8a–d) hold. Then ﬁnd Φm+1 ∈ S m1 and Ψm+1 ∈ W(Γm+1) such
that (
Φm+1 − Φm
τ
, ξ
)m,h
−
(
Um+1,Ξmε (I
m
1 Φ
m)∇ ξ
)
+
(
Dm+1 ∇Φm+1,∇ ξ
)
+
〈
λ+ (Φm+1 − g+), ξ
〉h
∂Ω
=
(
1
α−
+
1
α+
) 〈
F′ε(Ψ
m) − Im1 [G′ε(Φm)], ξ
〉h
Γm
∀ ξ ∈ S m1 , (5.9a)
1
τ
〈
Ψm+1, χm+1k
〉h
Γm+1
+DΓ
〈
∇sΨm+1,∇s χm+1k
〉
Γm+1
=
1
τ
〈
Ψm, χmk
〉h
Γm
−
〈
Ψm,ε
⎛⎜⎜⎜⎜⎝ Xm+1 − Xm
τ
− Um+1
⎞⎟⎟⎟⎟⎠ ,∇s χmk
〉h
Γm
−
(
1
α−
+
1
α+
) 〈
F′ε(Ψ
m) − Im1 [G′ε(Φm)], χmk
〉h
Γm
∀ k ∈ {1, . . . ,KΓ} . (5.9b)
Observe that in (5.9a), in contrast to (5.8e), we have used a standard time discretization of (4.26a) that is implicit
in diﬀusion and explicit in advection. Hence it is a consistent time discretization of the stable semidiscrete scheme
(4.20a–d), (4.26a,b).
Remark 5.1. Following the authors’ previous work in [8], we could replace the term πm [γε(Ψm)Πmm−1 κ
m] in (5.8a)
by γ(0) κm+1 + πm [(γε(Ψm)− γ(0))Πmm−1 κm]. Then the subsystem (5.8a–d) no longer decouples. However, this system,
for the special case of constant surface tension, i.e. (2.12a) with β = 0, has been considered by the authors in [9] in
the context of two-phase ﬂows without surfactants. For this fully discrete ﬁnite element approximation of two-phase
ﬂow, the authors proved the existence of a unique solution, which in addition satisﬁes a stability bound, see also [10,
Remark 4.4]. As it does not appear possible to prove such a fully discrete stability result for the scheme (5.8a–f) for
general choices of γ such as (2.12a,b), we prefer to use an explicit approximation of the curvature in (5.8a), which
simpliﬁes the existence and uniqueness proof, as well as the solution procedure. Note that in the absence of surfactant,
and for the physical and discretization parameters used in our numerical simulations, there does not seem to be any
disadvantage in using an explicit curvature approximation for our schemes in practice. See e.g. [10, Tab. 2] and [9,
Tab. 2 for (4.5a)], [10, Tab. 3] and [9, Tab. 5 for (4.5a)], [10, Tab. 4] and [9, Tab. 8].
5.3. Existence and uniqueness of the fully discrete solutions
When the velocity/pressure space pair (Um, P̂m) does not satisfy (5.1), we need to consider the reduced versions
of the schemes proposed in §5.1 and §5.2, see also [9]. Here the pressure Pm+1 is eliminated, in order to prove
existence of a solution to the reduced system. Let Um0 := { U ∈ Um : (∇ · U, ϕ) = 0 ∀ ϕ ∈ P̂m}. Then any solution
( Um+1, Pm+1) ∈ Um × P̂m to (5.8a,b) is such that Um+1 ∈ Um0 satisﬁes (5.8a) with Um replaced by Um0 .
In order to prove the existence of a unique solution to our proposed fully discrete ﬁnite element approximations
we will make the following very mild well-posedness assumptions.
(A2) We assume for m = 0, . . . ,M − 1 that Hd−1(σmj ) > 0 for all j = 1, . . . , JΓ, and that Γm ⊂ Ω is an embedded
hypersurface. For k = 1, . . . ,KΓ, let Θmk := {σmj : qmk ∈ σmj } and set ωmk := 1Hd−1(Λmk )
∑
σmj ∈Θmk Hd−1(σmj ) νm |σmj and
Λmk :=
⋃
σmj ∈Θmk σ
m
j . Then we further assume that dim span{ωmk }KΓk=1 = d, m = 0, . . . ,M − 1.
We refer to [5, 6] for more details and for an interpretation of the assumption on span{ωmk }KΓk=1. Given the above
deﬁnitions, we introduce the piecewise linear vertex normal function ωm :=
∑KΓ
k=1 χ
m
k ω
m
k ∈ V(Γm), and note that〈
v,wνm
〉h
Γm =
〈
v,w ωm
〉h
Γm ∀ v ∈ V(Γm) , w ∈ W(Γm) . (5.10)
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Theorem 5.2. Let the assumption (A2) hold. If the LBB condition (5.1) holds, then there exists a unique solution
( Um+1, Pm+1) ∈ Um × P̂m to (5.8a,b). In all other cases there exists a unique solution Um+1 ∈ Um0 to the reduced
equation (5.8a) with Um replaced by Um0 . In either case, there exists a unique solution (X
m+1, κm+1) ∈ V(Γm) ×W(Γm)
to (5.8c,d) and a unique solution (Φm+1± ,Ψm+1) ∈ S m1,± × W(Γm+1) to (5.8e,f). Finally, there exists a unique solution
(Φm+1,Ψm+1) ∈ S m1 ×W(Γm+1) to (5.9a,b) that satisﬁes(
Φm+1, 1
)
+
〈
Ψm+1, 1
〉
Γm+1
=
(
Im1 Φ
m, 1
)
+ 〈Ψm, 1〉Γm + τ
〈
λ+, g+ − Φm+1+
〉h
∂Ω
. (5.11)
Proof. As all the systems are linear, existence follows from uniqueness. In order to establish the latter, we will
consider the homogeneous system in each case. We begin with: Find ( U, P) ∈ Um × P̂m such that
1
2 τ
(
(ρm + Im0 ρ
m−1) U, ξ
)
+ 2
(
μm D( U),D(ξ)
)
−
(
P,∇ · ξ
)
+ 12
(
ρm, [(Im2 U
m · ∇) U] · ξ − [(Im2 Um · ∇)ξ] · U
)
= 0
∀ ξ ∈ Um , (5.12a)(
∇ · U, ϕ
)
= 0 ∀ ϕ ∈ P̂m . (5.12b)
Choosing ξ = U in (5.12a) and ϕ = P in (5.12b) yields that
1
2
(
(ρm + Im0 ρ
m−1) U, U
)
+ 2 τ
(
μm D( U),D( U)
)
= 0 . (5.13)
It immediately follows from (5.13) and ρ± > 0 that U = 0 ∈ Um. Moreover, (5.12a) with U = 0 implies, together with
(5.1), that P = 0 ∈ P̂m. This shows existence and uniqueness of ( Um+1, Pm+1) ∈ Um × P̂m. The proof for the reduced
equation is very similar. The homogeneous system to consider is (5.12a) with Um replaced by Um0 , where we note
that the latter is a linear subspace of Um. As before, (5.13) yields that U = 0 ∈ Um0 , and so the existence of a unique
solution Um+1 ∈ Um0 to the reduced equation.
Next we consider: Find (X, κ) ∈ V(Γm) ×W(Γm) such that
(a)
〈
X, χνm
〉h
Γm
= 0 ∀ χ ∈ W(Γm) and (b) 〈κνm, η〉hΓm + 〈∇s X,∇s η〉Γm = 0 ∀ η ∈ V(Γm) . (5.14)
Choosing χ = κ in (5.14a) and η = X in (5.14b) yields that
〈
∇s X,∇s X
〉
Γm
= 0, which immediately implies that
X = Xc ∈ Rd. Together with (5.14a), (5.10) and the assumption (A2) this yields that X = 0. Now (5.14b) with
η = πm[κ ωm], recall (5.10), implies that κ = 0.
Moreover, (5.8e,f) are clearly symmetric, positive deﬁnite linear systems in Φm+1± and Ψm+1, respectively, which
yields the existence of a unique solution (Φm+1± ,Ψm+1) ∈ S m± × W(Γm+1). Similarly, (5.9a,b) are symmetric, positive
deﬁnite linear systems in Φm+1 and Ψm+1, respectively, which yields the existence of a unique solution (Φm+1,Ψm+1) ∈
S m×W(Γm+1). The desired result (5.11) follows on choosing ξ = 1 in (5.9a) and on summing (5.9b) for k = 1, . . . ,KΓ.
Remark 5.3. We recall from §3.1.1 that the two one-sided variants of model (i) can also be considered; and these
are given by (2.3a–e), (2.4), (2.5), (2.20) and (2.8a) with “±” replaced by “+” or “−”, respectively, (2.8b) with right
hand side ±D± ∇ φ± · ν, respectively, and (2.8c) for the outer problem.
The approximation (5.8a–f) can be easily adapted to these one-sided situations. In particular, we replace any
occurrence of “±” in (5.8e,f) with “+” or “−”, respectively.
Remark 5.4. In the numerical results section we will also consider a fully discrete scheme that is based on the
weak formulation in §3.1.2, recall also §4.2. It is the same as (5.8a–d), (5.9a,b) with the following changes. We
now seek κm+1 ∈ V(Γm), as opposed to κm+1 ∈ W(Γm), the terms χνm in (5.8c) are replaced by χ, for all χ ∈
V(Γm), and numerical integration is employed on the right hand side of (5.8c). Moreover, the terms κm+1 νm and
〈πm [γε(Ψm)Πmm−1 κm]νm, ξ〉Γm in (5.8d) and (5.8a) are replaced by κm+1 and 〈γε(Ψm) Πmm−1κm, ξ〉hΓm , respectively. Fi-
nally, the second term on the right hand side of (5.9b) is removed. We remark that it is a simple matter to prove
existence of a unique solution to this scheme, and that this solution satisﬁes the conservation property (5.11).
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6. Numerical results
For details on the assembly of the linear system arising at each time step of (5.8a–f), as well as details on the
adaptive mesh reﬁnement algorithm and the solution procedure, we refer to [9, 10]. We recall from [9] that for the
bulk mesh adaptation we use a strategy that results in a ﬁne mesh size h f around Γm and a coarse mesh size hc further
away from it. Here h f =
2 min{H1,H2}
Nf
and hc =
2 min{H1,H2}
Nc
are given by two integer numbers Nf > Nc, where we assume
from now on that Ω is given by ×di=1(−Hi,Hi). We remark that we implemented our scheme with the help of the ﬁnite
element toolbox ALBERTA, see [40].
For all the schemes in Section 5 we ﬁx ε = 10−7, and in all our numerical experiments presented in this section the
discrete surfactant concentrationsΨm,Φm andΦm± remained above ε throughout the evolution, so that γε(Ψm) = γ(Ψm),
Fε(Ψm) = F(Ψm), Gε(Φm) = G(Φm) and G±,ε(Φm± ) = G±(Φm± ), recall (4.17a,b) and (4.19). Unless otherwise stated
we use (2.16) and the linear equation of state (2.12a) for the surface tension. In addition, we employ the lowest order
Taylor–Hood element P2–P1, together with the XFEMΓ extension from [7, 9], in all computations and set U0 = I02 u0,
where u0 = 0 unless stated otherwise. Note that as a consequence of using the XFEMΓ approach from [7, 9], the
volume of the phases is almost exactly conserved in all our numerical computations. For the initial interface we
always choose a circle/sphere of radius R0 and set κ0 = − d−1R0 . To summarize the discretization parameters we use
the shorthand notation n adaptk,l from [9]. The subscripts refer to the ﬁneness of the spatial discretizations, i.e. for
the set n adaptk,l it holds that Nf = 2
k and Nc = 2l. For the case d = 2 we have in addition that KΓ = JΓ = L 2k,
where L ∈ {1, 2, 3} denotes the number of components for the interface, while for the case d = 3 we will state the
values of KΓ and JΓ for each experiment separately. Finally, the uniform time step size for the set n adaptk,l is given by
τ = 10−3/n, and if n = 1 we write adaptk,l. Unless otherwise stated, we employ the discretization parameters 2 adapt9,4
in all our computations for d = 2.
6.1. Comparison with radially symmetric solutions in 2d
Here we compare numerical solutions for our ﬁnite element approximations with the true solutions for a simple
adsorption-desorption problem for a stationary interface. In particular, the bulk velocity is zero, which leads to time
dependent diﬀusion equations for the bulk and surface surfactant concentrations. See the appendix for details on how
to compute radially symmetric solutions in this case. We remark that a priori error bounds for discretizations by ﬁtted
and unﬁtted ﬁnite element methods for related coupled linear bulk-surface elliptic partial diﬀerential equations have
been obtained in [22, 14, 29].
In the following, we set all the physical parameters to unity, i.e. D± = α± = DΓ = 1. In addition, we set γ0 = 1,
β = 0.5 and θ± = 1 in (2.12a) and (2.16), respectively. We consider the domain Ω = B2(0) = {z ∈ Rd : |z| < 2}, and ﬁx
Γ(t) = Γ(0) = ∂B1(0), i.e. the unit circle.
As initial data we choose φ±,0 = 1 and ψ0 = 0.01. Where the boundary conditions on ∂Ω play a role, we prescribe
Dirichlet conditions φ+ = 1 on ∂Ω.
In all our computations in this subsection we take a nearly uniform triangulation of a polygonal approximation Ωh
of Ω with 2048 elements. In addition, Γm = Γ0 is given by an equidistributed approximation of the unit circle with
256 elements. Unless otherwise stated, we use the uniform time step size τ = 10−3.
The results of numerical computations for the scheme (5.8a–f), in the case of the two-sided model (i), the one-
sided models (i), and the global model (ii), are shown in Figures 2–5. In each case we observe an excellent agreement
between numerics and true solution. The evolutions in Figures 2, 4 and 5 eventually settle on the steady state solutions
ψ = φ± = 1, ψ = φ+ = 1 and ψ = φ = 1, respectively. The evolution in Figure 3, on the other hand, quickly ﬁnds the
steady state solution ψ = φ− = (φ−,0 + d ψ0)/(d + 1) = 1.02/3 = 0.34.
Next we include a simulation where we demonstrate that our model, for small α± > 0, approximates (2.15), and
in particular Henry’s law (2.17). To this end, we ﬁx α− = α+ = 0.01 and let θ− = 15 , θ+ =
1
2 for the choice (2.16). In
order to satisfy (2.15) at time t = 0, we choose φ−,0 = 1 as before, let ψ0 = θ− and choose a radially symmetric proﬁle
for φ+,0 that is linear in r and such that θ+ φ+,0 |r=1= θ− and φ+,0 |r=2= 1. The time step size is chosen as τ = 2 × 10−4
for this experiment. All the remaining parameters are as in Figure 2. As can be seen from the plots in Figure 6, there
is again an excellent agreement between our numerical solutions and the true radially symmetric solution. Moreover,
we see that (2.15), and in particular Henry’s law (2.17), is well approximated at all times.
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Figure 2: (d = 2) Comparison between the radially symmetric solutions φ± (black lines) and the numerical solution (blue and red dots) at times
t = 0.01, 0.1, 1, 2 for model (i). Below a plot of φ± |r=1 (blue and red) and ψ (black) over the time interval [0, 2] (left) and over [0, 20] (right).
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Figure 3: (d = 2) Comparison between the radially symmetric solution φ− (black line) and the numerical solution (blue dots) at times t =
0.01, 0.1, 1, 2 for the one-sided inner model (i). Below a plot of φ− |r=1 (blue) and ψ (red) over the time interval [0, 2].
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Figure 4: (d = 2) Comparison between the radially symmetric solution φ+ (black line) and the numerical solution (blue dots) at times t =
0.01, 0.1, 1, 2 for the one-sided outer model (i). Below a plot of φ+ |r=1 (blue) and ψ (red) over the time interval [0, 2] (left) and over [0, 20] (right).
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Figure 5: (d = 2) Comparison between the radially symmetric solution φ (black line) and the numerical solution (blue dots) at times
t = 0.01, 0.1, 1, 2 for model (ii). Below a plot of φ |r=1 (blue) and ψ (red) over the time interval [0, 2] (left) and over [0, 20] (right).
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Figure 6: (d = 2) Comparison between the radially symmetric solutions θ± φ± (black lines) and the numerical solution (blue and red dots) at times
t = 0.01, 0.1, 1, 2 for model (i). Below a plot of θ± φ± |r=1 (blue and red) and ψ (black) over the time interval [0, 2] (left) and over [0, 20] (right).
The results show that Henry’s law (2.17) is well approximated.
6.1.1. Comparison with other relaxation conditions
Here we relate our relaxation condition (2.19) to alternatives proposed in the literature. Assume we ﬁx φ+ = g+
on ∂Ω. Then in steady state, F′(ψ) = G′+(φ+), we have that ψ =
θ+ g+ ψ∞
θ+ g++1
. Hence we can approximately replace the last
term on the right hand side of (2.19) by
γ0 β
θ+ g+ + 1
θ+ g+ ψ∞
[
θ+ φ+ (ψ∞ − ψ) − ψ] ,
which now can be matched to
α+ (Ka φ+ (ψ∞ − ψ) − Kd ψ) (6.1)
in e.g. [25, (5)].
We compare the solutions for the one-sided outer problem with g+ = α+ = 1, θ+ = 15 and (2.12b) with γ0 = β =
ψ∞ = 1 for a model with (6.1), where we choose Ka = 1.2 and Kd = 6. In Figure 7 we show a comparison between the
corresponding radially symmetric solutions. We see that while the evolution early on disagrees, the eventual steady
states are the same, i.e. in both cases the solutions settle on θ+ φ+ = 15 and ψ =
1
6 .
6.2. Comparison with radially symmetric solutions in 3d
Here we repeat the computations from §6.1, but now for the case d = 3. To this end, we use a nearly uniform
triangulation of a polyhedral approximation Ωh of Ω with 24576 elements. In addition, Γm = Γ0 is given by a nearly
uniform polyhedral approximation of the unit sphere with JΓ = 6144 elements and KΓ = 3074 vertices. In all the
computations in this section we use the uniform time step size τ = 10−3.
The results of numerical computations for the scheme (5.8a–f), in the case of the two-sided model (i), the one-sided
models (i), and the global model (ii), are shown in Figures 8–11. Similarly to the situation in §6.1, the evolutions in
Figures 8, 10 and 11 eventually settle on the steady state solutions ψ = φ± = 1, ψ = φ+ = 1 and ψ = φ = 1, respectively.
The evolution in Figure 9, on the other hand, quickly ﬁnds the steady state solution ψ = φ− = (φ−,0 + d ψ0)/(d + 1) =
1.03/4 ≈ 0.26.
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Figure 7: (d = 2) Comparison between θ+ φ+ |r=1 (blue) and ψ (red) over the time interval [0, 2]. Solid lines are for (2.13) with (2.12b), dashed
lines are for (6.1).
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Figure 8: (d = 3) Comparison between the radially symmetric solutions φ± (black lines) and the numerical solution (blue and red dots) at times
t = 0.01, 0.1, 1, 2 for model (i). Below a plot of φ± |r=1 (blue and red) and ψ (black) over the time interval [0, 2] (left) and over [0, 20] (right).
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Figure 9: (d = 3) Comparison between the radially symmetric solution φ− (black line) and the numerical solution (blue dots) at times t =
0.01, 0.1, 1, 2 for the one-sided inner model (i). Below a plot of φ− |r=1 (blue) and ψ (red) over time.
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Figure 10: (d = 3) Comparison between the radially symmetric solution φ+ (black line) and the numerical solution (blue dots) at times t =
0.01, 0.1, 1, 2 for the one-sided outer model (i). Below a plot of φ+ |r=1 (blue) and ψ (red) over the time interval [0, 2] (left) and over [0, 20] (right).
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Figure 11: (d = 3) Comparison between the radially symmetric solution φ (black line) and the numerical solution (blue dots) at times t =
0.01, 0.1, 1, 2 for model (ii). Below a plot of φ |r=1 (blue) and ψ (red) over the time interval [0, 2] (left) and over [0, 20] (right).
6.3. Numerical simulations
In this subsection we present numerical results for the full models (i) and (ii). We do not state a non-dimensional
form of the models. However, we state the important dimensionless parameters for each presented simulation. We
deﬁne the Reynolds number, the bulk Peclet number, the surface Peclet number and the capillary number as
Re =
ρ+ V¯ x¯
μ+
, Pe =
V¯ x¯
D+ , PeΓ =
V¯ x¯
DΓ , Ca =
μ+ x¯
γ0
,
where x¯ is a typical length and V¯ is a typical velocity. In the following experiments, x¯ will always be set to the
(maximal) radius of the circle(s)/sphere(s) that we choose as the initial data Γ0. The value V¯ will depend on the
physical situation and will be stated in each subsection individually. We note that Re, Pe, PeΓ and Ca are computed
with respect to the relevant quantities for the outer ﬂuid.
6.3.1. Shear experiment in 2d
In the literature on numerical methods for two-phase ﬂow with surfactant it is often common to consider shear
ﬂow experiments for an initially circular bubble in order to study the eﬀect of surfactants and of diﬀerent equations
of state. In this subsection, we will perform such simulations for the scheme (5.8a–d), (5.9a,b) for the model (ii), as
well as for its ﬂuidic analogue from Remark 5.4. Here we consider the setup from [34, Fig. 1]. In particular, we let
Ω = (−5, 5) × (−2, 2) and prescribe the inhomogeneous Dirichlet boundary condition g(z) = ( 12 z2, 0)T on ∂Ω = ∂1Ω.
Moreover, Γ0 = {z ∈ R2 : |z| = 1}. The physical parameters are given by
ρ = 1 , μ = 0.1 , γ0 = 0.2 , DΓ = 0.1 , D± = α± = 1 , f = 0 , u0 = g .
For the surfactant we choose (2.12a) with β = 0.5, (2.16) with θ± = 1 and let ψ0 = φ0,± = 0.1. Moreover, λ+ =
1
4 g+ = X∂+Ω, where ∂+Ω = {2} × [−5, 5] denotes the right edge of the boundary of Ω. As typical velocity for the
nondimensional parameters we choose V¯ = 1, which is the velocity of the ﬂuid on the top of the domain Ω. A
computation for the scheme (5.8a–d), (5.9a,b) can be seen in Figure 12. We note that the inﬂux of surfactant from the
right boundary leads to the drop deforming more towards the right.
For completeness we also repeat the same simulation for the alternative scheme from Remark 5.4. As the vertices
of the interface approximation are moved with the ﬂuid ﬂow, the distribution of vertices becomes very nonuniform
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Figure 12: (d = 2, Re = 10, Pe = 1, PeΓ = 10, Ca = 0.5) The time evolution of a drop in shear ﬂow, where the plots are at times t =
0, 10, 20, . . . , 50, together with the bulk surfactant concentration ΦM at the ﬁnal time T = 50. Below the evolution of the surfactant concentration
Ψm on Γm shown at the same times. The grey scales linearly with the surfactant concentration ranging from 0 (white) to 1 (black).
and eventually coalescence of mesh points occurs. This means that the linear systems that need to be solved at each
time level become so ill-conditioned that they can no longer be solved in practice. For this experiment that happens
shortly after time t = 7.5. In Figure 13 we show the distribution of mesh points at time t = 7.5 for the discretization
parameters adapt5,2 and adapt7,3. The observed coalescence of vertices is in line with numerical results reported in
[7, 10] for the corresponding schemes. As a comparison we show the meshes obtained with the scheme (5.8a–d),
(5.9a,b) from §5.2, which we have used for the results in Figure 12, in Figure 14. As can be seen, the vertices are
close to being equidistributed. It is for this reason that from now on we will only present numerical simulations for
our preferred schemes, with an implicit tangential motion.
6.3.2. Multiple drops in 2d
The next numerical simulation provides an example where the presence of soluble surfactant induces a ﬂow. The
initial conﬁguration is given by three circular drops with constant surfactant concentrations. Clearly, in the absence
of soluble surfactant this would be a steady state. However, e.g. for the one-sided outer model (i), the adsorption and
desorption of surfactant into the outer bulk phase leads to a ﬂow, as can be seen in Figure 15. Here we employ the
discretization parameters 2 adapt7,3 for the scheme (5.8a–f). It should be noted that for this experiment, as there are
three disconnected components for the inner phase, the XFEMΓ approach introduced in [7, 9] needs to be naturally
extended. In particular, rather than adding only a single additional basis function to Pm, three new basis functions
need to be added. The physical parameters are given by
ρ = 1 , μ = 0.1 , γ0 = 5 , DΓ = 0.1 , D+ = α+ = 1 , f = 0 , u0 = 0 .
For the surfactant we choose (2.12a) with β = 0.5, (2.16) with θ+ = 1 and let φ0,+ = 10−3. Moreover, λ+ = g+ = 0.
The initial circles have radii 1.3, 1.2 and 1.2 with centres (1.5, 0)T , (−1.5, 2)T and (−1.5,−1)T within the domain
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Figure 13: (d = 2) The distribution of vertices on Γm at time t = 7.5 for the scheme from Remark 5.4 for the discretization parameters adapt5,2
(left) and adapt7,3 (right).
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
Figure 14: (d = 2) The distribution of vertices on Γm at time t = 7.5 for our preferred scheme (5.8a–d), (5.9a,b) for the discretization parameters
adapt5,2 (left) and adapt7,3 (right).
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Figure 15: (d = 2, Re = 5.1, Pe = 0.51, PeΓ = 5.1, Ca = 0.03) The time evolution of three drops. Plots are at times t = 0, 5, 20, 100. The
second row shows the evolution of the surfactant concentration Ψm on Γm. The grey scales linearly with the surfactant concentration ranging from
0 (white) to 1 (black). Below a plot of the discrete energy Em+ over time.
Ω = (−4, 4)2. The initial surfactant concentrations on the circles are given by 0.1, 0.5 and 1, respectively. As the
typical velocity we choose the maximal velocity observed in the computation, i.e. V¯ = 0.39. We note that the ﬁnal
plots in Figure 15 are for a numerically steady state. In this state two of the circular drops nearly touch. Moreover, the
surfactant concentrations on the interfaces and in the (outer) bulk phase have each reached the same constant value
of about 0.167. The total surfactant amount has been conserved almost exactly in this experiment, with the relative
overall loss in surfactant mass less than 0.01%. At the bottom of Figure 15 we also show a plot of the discrete energy
Em+ = 12 ‖[ρm−1]
1
2 Um‖20 +
(
G+,ε(Φm+ ), 1
)m,h
Ωm+
+ 〈Fε(Ψm), 1〉hΓm
over time. Note that although we are only able to prove stability for our semidiscrete approximations of model (ii),
recall (4.31), in practice also the fully discrete approximations for the two models (i) and (ii) appear to be stable. In
Figure 15 this can be seen by the fact that the discrete energy Em+ decreases monotonically over time.
6.3.3. Two colliding drops in 2d shear ﬂow
Here we consider a setup similar to [35, Fig. 11]. In particular, we let Ω = (− 32 , 32 ) × (−1, 1) and prescribe the
inhomogeneous Dirichlet boundary condition g(z) = (z2, 0)T on ∂Ω = ∂1Ω. Moreover, Γ0 is given by two circles with
radius 13 and centres (− 23 , 16 )T and ( 23 ,− 16 )T . The remaining parameters are given by
ρ = 1 , μ = 0.1 , γ0 = 0.2 , DΓ = 0.1 , D+ = α+ = 1 , f = 0 , u0 = g ,
where we once again choose the one-sided outer model (i) for the soluble surfactant. In addition, we choose (2.12a)
with β = 0.5, (2.16) with θ+ = 1 and let ψ0 = 0.1 and φ0,+ = 2. Moreover, λ+ = g+ = 0. Similarly to §6.3.1, we
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Figure 16: (d = 2, Re = 103 , Pe =
1
3 , PeΓ =
10
3 , Ca =
1
6 ) The time evolution of the two drops in the presence of surfactant. Plots are at times
t = 0, 3, 6, 9, 12. The last plot in the second row shows the ﬁnal surfactant concentration ΨM on ΓM , where the grey scales linearly with the
surfactant concentration ranging from 0.7 (white) to 1.1 (black). Below the ﬁnal bulk surfactant concentration ΦM+ .
choose V¯ = 1, which is the velocity of the ﬂuid on the top of the domain Ω. The evolution for the two colliding drops
can be seen in Figure 16, where we also display the ﬁnal surface and bulk surfactant concentrations. Note that the
total surfactant amount has been nearly conserved in this experiment, with a small gain in the overall surfactant mass
of about 0.5%. As a comparison, we show the evolution of two clean drops, in the absence of surfactant, in Figure 17.
In each case, the two drops “collide” in the middle, and then move away from each other again, with the bubble that
starts in the upper left part of the domain always staying to the left of the other bubble. Note that the two drops do
not actually touch in our simulations. Rather, they are always separated by some ﬂuid, and the observed minimal
distance between the drops in our simulations is robust with respect to the chosen discretization parameters. As is to
be expected, the two drops deform more in the presence of surfactants.
Finally, in order to investigate the eﬀect of higher Peclet numbers, we repeated the simulation in Figure 16, but
now set DΓ = 10−4 and D+ = 10−3. The new evolution can be seen in Figure 18, where we note that the small
diﬀusion coeﬃcient in the bulk means that less surfactant reaches the two interfaces. Hence the surface tension is not
decreased as much as in the computation in Figure 16. As a consequence, the interfaces do not deform as much, and
hence the evolution in this case is very close to the clean bubble case shown in Figure 17.
6.3.4. Rising bubble experiment in 2d
We use the setup described in [32], see Figure 2 there; i.e. Ω = (0, 1) × (0, 2) with ∂1Ω = [0, 1] × {0, 2} and
∂2Ω = {0, 1} × (0, 2). Moreover, Γ0 = {z ∈ R2 : |z − ( 12 , 12 )T | = 14 }. The physical parameters, which we choose as in
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Figure 17: (d = 2, Re = 103 , Ca =
1
6 ) The time evolution of the two clean drops in the absence of surfactant. Plots are at times t = 0, 2, 4, 6, 8, 10.
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Figure 18: (d = 2, Re = 103 , Pe =
103
3 , PeΓ =
104
3 , Ca =
1
6 ) The time evolution of the two drops in the presence of surfactant. Plots are at times
t = 0, 2, 5, 7, 10. The last plot in the second row shows the ﬁnal surfactant concentration ΨM on ΓM , where the grey scales linearly with the
surfactant concentration ranging from 0 (white) to 0.8 (black). Below the ﬁnal bulk surfactant concentration ΦM+ .
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Figure 19: (d = 2, Re = 14 , Pe =
5
4 , PeΓ =
25
2 , Ca =
1
8 ) Relative velocity vectors U
M − vM for the ﬁnal bubble without surfactant (left) and with
surfactant (right) at time T = 30. Below a comparison of the rise velocities for the two bubbles over time, where the dashed line is for the clean
bubble (left); and the ﬁnal bulk surfactant concentration ΦM+ (right).
[36, Fig. 16], are given by
ρ+ = 1 , ρ− = 0.1 , μ+ = 12 , μ− =
1
80 , γ0 = 1 , DΓ = 0.01 , D+ = 0.1 , α+ = 1 , f1 = −ed , f2 = 0 ,
with the time interval deﬁned by [0, T ] with T = 30. For the surfactant problem we choose the parameters ψ0 = 0.01
and (2.12a) with β = 0.5. For the soluble surfactant we choose the one-sided outer model (i) with (2.16) and θ+ = 1,
and let φ0,+ = 1. Moreover, λ+ = g+ = 0. As the typical velocity for the nondimensional parameters we choose
V¯ = (x¯ | f1|) 12 = 0.5, where | f1| is the gravitational acceleration. Overall this experiment is very similar to the simulation
presented in [36, Fig. 16]. To demonstrate the eﬀect that adding surfactant has on the velocity proﬁle inside the
bubble, in Figure 19 we plot the relative velocity UM − vM , where vm = [(ρm− , 1)]−1
∫
Ω
ρm− Um dLd, with ρm− ∈ S m0
deﬁned similarly to ρm in (5.2) but with ρ+ replaced by zero, for the two cases of clean and contaminated bubble.
Clearly, the two vortices inside the clean bubble almost vanish completely when surfactant is added. This reduces the
rise velocity signiﬁcantly, as can be seen from the relevant plot in Figure 19. Note that in this simulation the total
surfactant amount was almost conserved, with the relative overall loss in surfactant mass equal to 0.2%. A plot of the
ﬁnal bulk surfactant concentration ΦM+ is also shown in Figure 19.
6.3.5. Two colliding drops in 3d shear ﬂow
Here we consider the natural three dimensional analogue of the simulations in §6.3.3. In particular, we let Ω =
(− 32 , 32 ) × (−1, 1) × (−1, 1) and prescribe the inhomogeneous Dirichlet boundary condition g(z) = (z3, 0, 0)T on ∂Ω =
∂1Ω. Moreover, Γ0 is given by two spheres with radius 13 and centres (− 23 , 16 , 16 )T and ( 23 ,− 16 ,− 16 )T . The remaining
parameters are as in §6.3.3. For the discretization parameters we use the same as for adapt6,3 from [9], but here
(KΓ, JΓ) = (2 × 1538, 2 × 3072). The evolution for the two colliding drops can be seen in Figure 20, with the discrete
surfactant concentrations shown in Figure 21. The total surfactant amount has been conserved almost exactly in this
experiment, with the relative overall loss in surfactant mass less than 0.02%. As a comparison, we show the evolution
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Figure 20: (d = 3, Re = 103 , Pe =
1
3 , PeΓ =
10
3 , Ca =
1
6 ) The time evolution of the two drops in the presence of surfactant. Plots are at times
t = 0, 2, 4, 6, 8, 9.
Figure 21: (d = 3, Re = 103 , Pe =
1
3 , PeΓ =
10
3 , Ca =
1
6 ) The time evolution of the surfactant concentration on the interfaces. Plots are at times
t = 0, 2, 4, 6, 8, 9. Here the colour ranges from red (0.1) to blue (1.2).
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Figure 22: (d = 3, Re = 103 , Ca =
1
6 ) The time evolution of the two clean drops in the absence of surfactant. Plots are at times t = 0, 2, 4, 6, 8, 9.
of two clean drops, in the absence of surfactant, in Figure 22. We can see that, in contrast to the case d = 2 in §6.3.3,
the two drops do not really bounce oﬀ each other in these simulations. As a consequence, the bubble that starts in
the upper left of the domains ends up to the right of the other bubble. As in the 2d simulation, the two drops deform
signiﬁcantly more when surfactant is present.
Conclusions
We derived ﬁnite element approximations of a complex moving boundary problem involving the Navier-Stokes
equations in the bulk and advection-diﬀusion equations for the bulk surfactant density. On the evolving interface a mo-
mentum balance, involving Marangoni forces, required an interfacial advection-diﬀusion equation for the interfacial
surfactant density to be solved. In the latter sink and source terms arise due to adsorption and desorption of surfactants
at the interface. A thermodynamically consistent variant of the overall system, (2.3a–e), (2.4), (2.5), (2.8a–c), (2.13),
(2.20) couples bulk ﬂuxes to chemical potentials at the interface and allows for an energy inequality, compare (3.17).
We introduced an unﬁtted ﬁnite element approximation for the overall system involving a parametric piecewise
linear surface mesh for the interface. The physics requires that the normal component of the interfacial velocity equals
the normal component of the ﬂuid velocity. It turns out that advecting the interface with the ﬂuid velocity leads to a
deterioration in the interface mesh. We hence updated the interfacial mesh in the normal direction with the normal
component of the ﬂuid velocity and used the tangential degrees of freedoms to maintain the quality of the mesh. This
is done in a variational way such that it is possible to show in certain cases an energy inequality for a semidiscrete
approximation, i.e. a setting where we discretized in space and are continuous in time. For these semidiscrete variants
it is also possible to show that volume and surface mass conservation properties hold exactly, see (4.30) and (4.29).
In addition to the two-sided problem, we also introduced a variant in which the bulk surfactant is present in only one
of the phases – a situation that is common in applications.
The fully discrete setting used in this paper leads to an overall linear system which decouples into three systems:
one involving the ﬂuid variables ( U, P), one involving the geometric variables (X, κ) and one involving the surfactant
variables (Φ,Ψ). For this fully discrete setting we were able to show existence and uniqueness results under natural
assumptions.
We also presented several numerical computations. One main new feature of this paper is the way in which we
deal with the adsorption-desorption phenomena. Therefore, we presented in §6.1 and §6.2 a comparison between the
numerical approximations with solutions of the continuous problem in radial symmetry and with a stationary interface.
In this case we have to solve only for the surfactant variables (Φ,Ψ) and the presented results demonstrated that the
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new approach accurately computes adsorption-desorption phenomena. Finally, we also presented complex two-phase
ﬂuid ﬂow problems with soluble surfactants in two and three space dimensions, involving shearing, colliding drops
and rising bubbles.
Appendix A. Radially symmetric solutions for the adsorption-desorption problem
Here we summarize exact solutions for the adsorption-desorption problem on a stationary interface Γ that is given
by a unit circle. Then a radially symmetric solution for the soluble bulk surfactant concentration needs to satisfy the
following systems. For simplicity, we set all the physical parameters to unity, i.e. D± = α± = 1. We refer to [38],
where a simpliﬁed version of this setting was studied.
Model (i)
The two-sided problem for the radially symmetric situation on BL(0), L > 1, with the interface at ∂B1(0) is given
by
rd−1 ∂t φ− = ∂r (rd−1 ∂rφ−) on (0, 1) × (0,T ) , rd−1 ∂t φ+ = ∂r (rd−1 ∂rφ+) on (1, L) × (0,T ) (A.1a)
d
dt
ψ = ∂r φ+ |r=1+ −∂r φ− |r=1− on (0,T ) , ∂r φ± |r=1± = −[F′(ψ) −G′±(φ± |r=1±)] on (0, T ) (A.1b)
∂r φ− |r=0 = 0 , φ+ |r=L= 1 on (0,T ) , φ± |t=0 = φ±,0 ∈ R>0 , ψ(0) = ψ0 ∈ R>0 . (A.1c)
For the one-sided variants we simply ignore φ−, or φ+, in the above. For example, for the inner phase problem, on
partitioning [0, 1] into subintervals [r j−1, r j], j = 1 → J, and on discretizing with continuous piecewise linear ﬁnite
elements in space, we obtain the system of ODEs
A
d
dt
Φ− = f − BΦ− , d
dt
Ψ = −[F′(Ψ) −G′−(Φ−J )] , (A.2)
where Φ− = (Φ−0 , . . . ,Φ
−
J )
T ∈ RJ+1 and f = (0, . . . , 0, F′(Ψ) − G′−(Φ−J ))T ∈ RJ+1. Moreover, A, B ∈ R(J+1)×(J+1)
are the natural weighted mass- and stiﬀness matrices for the introduced partitioning r0 < r1 < · · · < rJ , with the
weighting factor rd−1. Note that as a consequence, the ﬁrst condition in (A.1c) is replaced by a weak approximation
of (rd−1 ∂r φ−) |r=0= 0. The system (A.2) can be solved with standard ODE solvers, e.g. with ode45 in MATLAB. The
one-sided outer phase problem, as well as the two-sided problem, can be handled similarly.
Model (ii)
Here we replace φ± in (A.1a–c) with φ, and replace G± with G. As before, on partitioning [0, L] into subintervals
and on discretizing with continuous piecewise linear ﬁnite elements in space, we obtain a system of ODEs that can be
solved with e.g. ode45 in MATLAB.
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