1. All random variables considered in this note are nonnegative and integervalued. Generically, the probability generating functions (P. G. F.) of such variables are denoted by G with subscripts identifying the random variables concerned. The argument, or arguments of the P. G. F., denoted by either u or v, will be assumed to have their moduli less than unity.
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The note gives a simple formula for the P. G. F. of the absolute difference Z = i -X2|, where X1 and X2 are arbitrary random variables of the kind considered. Later, this formula is used to obtain a characterization of the geometric distribution. 
where X, so > 0 and p > 0, does not depend on p. 3. THEOREM 2 (a characterization theorem). In order that a random variable X with 0 < p = P(X = 0) = 1 -q < 1 have a geometric distribution, it is necessary and sufficient that the absolute difference Z = -X1-X2 of two independent copies Xi, X2 of X be expressible as the sum of two independent random variables, Y1 and Y2, of which one has a Bernoulli distribution with Gy,(u) = (1 + qu)/(1 + q) and the other a geometric distribution with Gy2(u) = p/(1 -qu).
Proof of necessity: Given that for i = 1,2,P(X, = k) = pqk, we have GX,,X2(UiYU2) = (1-1uq)(i fu2)
Using ( Proof of sufficiency: Let for i = 1,2, ok = P(Xi = k), k = 0,1, 2,... . We are given that w3o = p and the P. G. F. of Z is given by (10). We need only to show that flk = pqk, for each k.
Let us consider the linear space e of all infinite arrays of the form f = (ao,ai,a2,*) a's being arbitrary real numbers with E ak2 < a). Let A be a linear shift operak =O tor defined on e, such that for any f e C, Af = A(ao,a1,a2,. ..) = (a,a2,...).
In particular, the array of probabilities g = (No,i. ..) with E Z lk = 1, belongs
to C. Defining the inner product (flf2) of two elements of C in the usual manner, it is easy to show that
and P(Z = k) = 2(g,Akg),
Equating these to the corresponding coefficients of vt on the right-hand side of (10), we obtain the following system of equations that g satisfies.
(g,Akg) = pqk/(1 + q), k = 0,1,2,....
Again, JlAg -qgjl 2 = IAgll 2-2q(g,Ag) + q2IgjI 2.
Also, since #o = p, we have fjAgj 12 = 11l12 -p2. Using this and (14) for k = 0 and 1, it is easy to establish from (15) that JjAg -qgJ = 0, which implies that Ag = qg, or in other words q is an eigenvalue of A. However, from this it follows that k= g-l, k = 1, 2,..., which in turn yields that fk = pqk I = 0,1,2.
It is interesting to note that an alternate expression for Gz(v) for the case of two identically and independently distributed random variables can be given from (12) and (13) as Gz(v) = 2(g,(1 -vA) -1g)-jgJJ2 (16) where (1 -vA)-g is to be interpreted as E vk(Akg). 
