This empirical study investigates two commonly used decision tree classification algorithms in the context of cost-sensitive learning. A review of the literature shows that the cost-based performance of a software quality prediction model is usually determined after the model-training process has been completed. In contrast, we incorporate cost-sensitive learning during the model-training process. The C4.5 and Random Forest decision tree algorithms are used to build defect predictors either with, or without, any cost-sensitive learning technique. The paper investigates six different cost-sensitive learning techniques: AdaCost, Adc2, Csb2, MetaCost, Weighting, and Random Undersampling (RUS). The data come from case study include 15 software measurement datasets obtained from several high-assurance systems. In addition, to a unique insight into the costbased performance of defection prediction models, this study is one of the first to use misclassification cost as a parameter during the model-training process. The practical appeal of this research is that it provides a software quality practitioner with a clear process for how to consider (during model training) and analyze (during model evaluation) the cost-based performance of a defect prediction model. RUS is ranked as the best cost-sensitive technique among those considered in this study.
INTRODUCTION

S
oftware quality prediction models are part of the tool box of techniques for improving the quality and reliability of software-based systems. The basic aim of such models is to assist the software quality assurance and/or testing team to pursue a targeted and cost-effective evaluation of program modules that are likely to be error-prone. The typical process in building a software quality prediction model begins by collecting specific software measurements and defect data for the different program modules of a previously developed similar system or earlier system release. The software metrics and defect data are then used to train a defect prediction model, which subse-quently can predict the quality of program modules that are currently under development.
The quantitative software engineering nature of defect prediction requires the application of data mining and machine learning techniques, such as classification and quantitative prediction. In the context of software quality prediction during the practice of software engineering, classification models are commonly used to predict modules as either fault-prone (fp) or not-fault-prone (nfp). Some practitioners prefer to predict a quality-based ranking of program modules, e.g., ranking the program modules with respect to the predicted number of defects they are likely to have. 1 Various data mining and statistical techniques have been used for building defect prediction models. 2, 3 Software defect prediction models have been a frequent subject of research in recent years, with various models and approaches proposed in the literature. 4 Among the various learners used for defect prediction, decision tree algorithms are particularly attractive to practitioners. This is because of their white-box structure which allows the formation of rules that can be used to predict the quality of program modules. Such rules are well suited for knowledge extraction from software project repositories. This study focuses on using decision trees for defect prediction, especially in the context of cost-sensitive learning.
A binary classification problem (such as fp or nfp) has a confusion matrix consisting of four components, i.e., true positive, true negative, false positive, and false negative, in which the positive class represents fp modules and the negative class represents nfp modules. A false positive indicates an error in which an nfp program module is misclassified as fp, whereas a false negative indicates an error in which an fp program module is misclassified as nfp. In contrast, a true positive and a true negative respectively indicate the correct prediction of an fp and an nfp program module. From the point of view of software practitioners, it is clear that a false negative error is a more serious problem because it could lead to a lost opportunity to detect an actual fp module. On the other hand, a false positive error could imply spending valuable project resources to inspect and evaluate a program module that is already of high quality.
In the literature, 4 we find various strategies for evaluating the goodness or lack thereof of a given software quality prediction model. For example, misclassification error rates, overall accuracy, F-measure, Recall, Precision, etc. have been used to evaluate the performance of defect prediction models. However, as indicated previously, the consequences of misclassifying an fp program module is more severe than the cost of misclassifying an nfp program module. Consequently, a software practitioner is interested in the problem of incorporating the cost-based performance of software quality prediction models into the processes of model building and model evaluation. Assuming the availability of the respective costs of misclassifying fp and nfp modules, the total cost of misclassification (TC) [or expected cost of misclassification (ECM)] can, and has been, used as cost-based performance metric for defect predictors. 5 However, to the best of our knowledge, this has only been done post model training, i.e., total cost or expected cost is only computed during the model-evaluation phase. We emphasize in this paper that cost of misclassification should be used as one of the model parameters during the model-training process.
The primary objective of this study is to investigate several cost-sensitive learning techniques during the actual process of training a software quality prediction model. As far as we know, this study is one of the first to associate cost-sensitive learning with a given classification algorithm during the training process of building a defect predictor. Although we appreciate the usefulness of other performance metrics, such as error rate, receiver operating characteristic (ROC) curve, F-measure, Precision, Recall, etc., a software practitioner is very much interested in the cost associated with a given software quality estimation model. This study provides a clear solution to the practitioner with regards to training a defect predictor at a specific misclassification cost value.
The software quality prediction models were developed by using two commonly used decision tree algorithms, C4.5 6 and Random Forest, 7 either with, or without, one of the six cost-sensitive learning techniques. Software metrics and defect data from several software projects are used as case study data (15 software measurement datasets, in total) to conduct a large comparative study on six different cost-sensitive learning techniques, including AdaCost, 8 Csb2 , 9 Adc2, 10 MetaCost, 11 Random Undersampling (RUS), 12 and Weighting. 6 The latter two are considered unconventional cost-sensitive learning techniques, thus adding to the uniqueness of this study. Several of the cost-sensitive techniques considered can be applied to any error-based classifier without the need to modify the classification algorithm itself. Although some of the cost-sensitive techniques were available in the data mining tool Weka, 6 the other techniques were implemented especially for this research. A cost-based-performance ranking of the cost-sensitive techniques from best to worst was observed as follows: RUS, MetaCost, Weighting, Csb2, Adc2, and AdaCost.
The remainder of this paper is structured as follows: section Related Work discusses some of the most relevant related works in the context of this work; section Cost-Sensitive Learning Techniques details the different cost-sensitive learning techniques used in our comparative evaluation; section Software Measurement Data provides a summary of the various software measurement datasets used as case studies; section Performance Metrics describes the different performance metrics used for evaluating the defect predictors; section Empirical Case Study provides details on the empirical work, including experimental settings and the presentation and analysis of the results; and section Conclusion concludes this study with a summary of our empirical investigation and results, and provides suggestions for future work.
RELATED WORK
In the literature, one can find several studies on software measurements-based quality estimation models; Volume 1, September/October 2011 hence, we refer the reader to the relevant cited references in this paper for a more in-depth coverage of software quality prediction models. However, in this section, we present an overview of literature that explore incorporating misclassification costs during software quality modeling and analysis. We note that research on incorporating misclassification costs during the training process of building a software quality prediction model is almost nonexistent. This study is unique in incorporating cost-sensitive learning during the training process of building a software quality model.
The ECM has been commonly used to evaluate the cost-based performance of a given software quality prediction (i.e., classifying program modules as fp or nfp) model. 3, 13, 14 In some cases that utilize ECM for a cost-based performance evaluation, the TC is normalized with respect to the number of instances (i.e., program modules) in the dataset. Much of the prior research in software quality modeling and analysis has focused on using ECM as a metric for evaluating software quality prediction models. 3, 14 Although ECM offers an intuitive approach to evaluating the costs associated with using a defect prediction model, it is not incorporated or computed during the model-training process. It is important to note that this strategy is followed by most existing studies.
In our prior studies, we have investigated evolutionary techniques to train models that are optimized for multiple objectives, including model complexity and ECM. 15 The black-box, nontraditional, and computational complexity aspects of evolutionary techniques tend to limit their appeal to software quality practitioners. In addition, with ECM as the performance evaluation metric, one would have to evolve software quality models for different misclassification costs. Furthermore, the problem of relatively slow training times and the tedious task of optimizing evolutionary parameters makes genetic programming and genetic algorithms less attractive to analysts.
Drummond and Holte 16 recently introduced cost curves as a visual representation of the performance of two-group classifiers across all class distributions and misclassification costs. They state that ROC curves and cost curves are highly correlated, i.e., there is a bidirectional point/line duality between them. This implies that a point in ROC space is represented by a line in cost space and a line in ROC space is represented by a point in cost space, and vice versa. An inherent problem with using cost curves is that they are computed only during the model-evaluation (i.e., testing) phase and not during the model-training process of building the classifier.
Researchers, such as Jiang et al., 13 have attempted to apply cost curves to the problem of building defect prediction models. Based on a study of multiple software measurement datasets, it was recommended that cost curves should be adopted as one of the standard methods for evaluating fault prediction models. However, as stated previously, cost curves are not incorporated into the actual training process of building a classifier. More specifically, cost curves are used as a performance metric during model evaluation.
In contrast to using cost curves for performance evaluation, we investigate using cost-sensitive learning techniques during the model-training process of building a software quality model. It is intuitive to realize that the software quality analyst is more interested in what specific factors are considered during the model-training process in addition to the modelevaluation process. As cost curves are highly correlated to ROC curves, 16 they tend to suffer from the same limitations that ROC curves suffer, i.e., poor practical appeal to the software quality analyst largely due to insufficient input on the application of the model-evaluation knowledge toward making vital quality improvement decisions.
A previous work by our team 17 investigated the cost-sensitive learning technique MetaCost for improving software defect prediction models. The present work expands and elaborates on this by exploring a wider range of cost-sensitive learning techniques and a more diverse collection of software metric datasets, as well as considering the Random Forest learner.
COST-SENSITIVE LEARNING TECHNIQUES
The theoretical foundations for cost-sensitive learning are introduced by Elkan. 12 We consider six different cost-sensitive learning techniques in the context of software quality modeling. These include three boosting-based techniques (AdaCost, Adc2, and Csb2), MetaCost, Weighting, and RUS. Some of these techniques were part of the Weka 6 data mining tool, whereas others were implemented specifically for our study. Most of these techniques can be applied to any error-based classifier without the need to modify the classification algorithm itself. We present a brief overview of each cost-sensitive technique in the remainder of this section.
Cost-Sensitive Boosting
Boosting is a metalearning technique that improves the performance of classifiers by iteratively building an ensemble of classifiers with the goal of correctly classifying those examples (instances in the dataset) that were incorrectly classified during the previous iteration. AdaBoost 18 is the most popular boosting algorithm, and has been shown to improve the performance of any weak learner. However, AdaBoost is not designed for cost-sensitive learning, so various modifications to AdaBoost have been proposed for that purpose.
Sun et al. 10 present an in-depth examination of cost-sensitive boosting. The authors compare the performance of several cost-sensitive boosting techniques, and demonstrate that Adc2 (a variation of AdaBoost) results in better performance using most of their experimental datasets. In this study, we evaluate (among other cost-sensitive techniques) AdaCost, 8 Csb2, 9 and Adc2 10 in the context of software measurement datasets. Algorithmic details of AdaCost, Csb2, and Adc2 are omitted here for simplicity but can be found in the respective references. AdaCost 8 (abbreviated as Adac) provides a costsensitive alternative to AdaBoost [9] . Although AdaBoost adjusts example costs without concern for the class of the example, AdaCost adjusts the example weights differently for different classes by introducing a 'misclassification cost adjustment function'. The degree of adjustment is controlled by a user supplied cost ratio.
The Csb2 9 approach is a cost-sensitive variation of AdaBoost, 18 and uses modified formulas for reweighting examples in order to minimize the number of expensive errors, and therefore the total cost.
The Adc2 10 technique also modifies the reweighting formula of AdaBoost, 18 and was presented as a cost-sensitive boosting algorithm for datasets suffering from class imbalance. Each of these cost-sensitive boosting algorithms takes the cost ratio into account when modifying an example's weight.
MetaCost
Proposed by Domingos 11 for making any error-based classifier cost sensitive, MetaCost is based on Bayes optimal prediction. If for a given example (instance) x, we know the probability of each class j, i.e., P(j|x), the Bayes optimal prediction for x is the class i that minimizes the conditional risk, R(i|x) [see Eq. (1)], which is the expected cost of predicting that x belongs to class i. The Bayes optimal prediction is certain to achieve the lowest possible overall cost over all possible examples x, weighted by their probabilities P(x). C(i, j) and P(j|x) together with Eq. (1) imply a partition of the instance space X into j regions, such that class j is the optimal (i.e., lowest cost) prediction in region j 11 :
MetaCost modifies the labels of training data instances so that their labels represents their 'optimal classes'. This is achieved by learning multiple classifiers, and using the result of each classifier as a vote in determining the probability that an instance belongs to a specific class. Bagging 19 is used to build an ensemble of learners. Samples (program modules) are taken, with replacement, from the training dataset. This is repeated m times (we use m = 10) with m models being trained using the resampled datasets. The probability that an instance (program module) belongs to a class is based on the fraction of votes it received, or an unweighted average of the probability estimates of the m models. Based on the estimated probability and the cost ratio, new class labels are assigned. The newly labeled training dataset is then used by the given classification algorithm to produce a cost-sensitive software quality prediction model. We differ further algorithmic details to the work of Domingos.
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Weighting Weka 6 provides a metaclassifier called 'CostSensitiveClassifier' which can be used to adjust the weights of examples of each class based on a supplied cost matrix. This cost-sensitive technique is referred to as Whtg throughout this paper. Weights (W i ) are assigned to each example (instance) of class i using the formula,
in which C is the number of examples in the training dataset (if another metaclassifier, such as boosting, is used this is actually the sum of the weights of all examples in the training data), B i = C(j, i), and D is the sum of all costs of all examples in the training data based on the given cost matrix. Example weighting does result in different models for different cost ratios; hence, new models must be built whenever the cost matrix is changed. Every example gets the exact same increased (or decreased) weight using Weighting, and no data points are lost during this process. However, the value of every example of the less expensive class is diminished, and the value of every example of the more expensive class is increased identically. This technique does require that the base classifier be implemented in such a way that example weights can be taken into account. 
Random Undersampling
Elkan 12 provides a method for making optimal decisions by rebalancing the training data. The strategy behind data sampling is to decrease (undersampling) or increase (oversampling) the number of instances in the training data based on the cost ratio, i.e., CR = C(0, 1)/C(1, 0), where C(0, 1) is the cost of misclassifying an fp module as nfp, and C(1, 0) is the cost of misclassifying an nfp module as fp. Considering the default decision threshold of 0.5, undersampling decreases the number of majority class instances (i.e., fp modules) by a factor of 1/CR, whereas oversampling increases the number of minority class instances (i.e., nfp modules) by a factor of CR.
In our study, we consider RUS as the undersampling cost-sensitive technique. RUS modifies the training data distribution by randomly removing instances of the majority class. With regards to costsensitive learning, this reduces the importance the learner will place on majority class instances; hence, increasing the importance placed on the minority class instances. Despite the running the risk of removing important information from the training data, RUS has been shown to perform very well when training data is imbalanced. 20 Thus, RUS achieves costsensitive learning by modifying two key parameters, i.e., the cost ratio and the size of the majority class.
SOFTWARE MEASUREMENT DATA
Our empirical case study was conducted with 15 software measurement datasets, consisting of software metrics and defect data obtained from various realworld software systems. The basic statistics for the different software measurement datasets are shown in Table 1 . For a given dataset, the table lists the number of software metrics, number of fault-prone program modules, number of not-fault-prone modules, total number of modules, and the proportion of fp modules in the dataset. We selected a wide range of dataset sizes, with 282 modules being the smallest (CCCS) and 8850 modules being the largest (JM1). In addition, the datasets show a wide range for the relative proportion of fp modules, with the smallest being 1.30% (SP3) and the largest being 29.43% (CCCS-2). The use of the specific software metrics in our study does not advocate their effectiveness-a different project may consider a different set of software measurements for analysis. 4, 21 The following list summarizes the different highassurance software systems and their software measurement datasets used in our case studies: 1. The SP1, SP2, SP3, and SP4 datasets represent four successive releases of a large legacy telecommunications system, and the case study data was based on 42 software metrics which included 24 product metrics, 14 process metrics, and four execution metrics. 3 The software system is an embedded-computer application that included finite-state machines. Using the procedural development paradigm, the software was written in PROTEL (a high-level programming language) and was maintained by professional programmers in a large organization. Fault data was collected at the module-level by the problem reporting system. A module was considered as nfp if it had no postrelease faults, and fp otherwise. The number of program modules in the four datasets are: 3649 for SP1, 3981 for SP2, 3541 for SP2, and 3978 for SP4. The relative distribution of the fp and nfp modules for SP1, SP2, SP3, and SP4 are shown in Table 1 . 2. The JM1 project, written in C, is a large project for a real-time ground system that uses simulations to generate predictions for missions. The JM1 dataset consisted of 10,883 program modules, of which 2105 modules had software defects (ranging from 1 to 26) whereas the remaining 8778 modules were defect-free. The dataset contained some inconsistent modules, i.e., those with identical software measurements but with different class labels. 22 Upon removing such modules, the dataset was reduced to 8850 modules, consisting of 1687 fp modules (i.e., with one or more defects) and 7163 nfp modules (i.e., with no defects). This number-ofdefects-based definition of fp and nfp program modules also applies to the CM1, KC1, KC2, KC3, MW1, and PC1 datasets. Each program module in the JM1 datasets was characterized by 13 basic software product metrics. 23 These same metrics were also used for the CM1, KC1, KC2, KC3, MW1, and PC1 datasets, and they were primarily governed by their availability, internal workings of the projects, and the data collection tools used. The type and numbers of metrics made available were solely determined by the NASA Metrics Data Program. Other metrics, including software process and objectoriented metrics, were not available at the time of modeling and analysis. 9. The CCCS-2, CCCS-4, CCCS-8, and CCCS-12 datasets represent software metrics and defect data for a large military command, control, and communications system (CCCS). 24 The CCCS datasets are based on software product metrics. The numerical suffix for the CCCS project represents the number of defects threshold used for determining whether a program module is considered fp or nfp.
PERFORMANCE METRICS
In this study, the performance of the two classifiers (software quality prediction models) is evaluated primarily by comparing their per-example-cost (PEC), which is the TC divided by the number of instances in the dataset. TC is given by (3) in which # f pos is the number of nfp modules predicted as fp and # f neg is the number of fp modules predicted as nfp. As the exact costs of misclassifications are unknown during modeling and analysis, different values for the cost ratio, i.e., C(0, 1)/C(1, 0), are used to provide the analyst with a broad range of the performance space.
We also present some commonly used metrics for classifier evaluation. For a two-group classification problem such as fp (i.e., positive) or nfp (i.e., negative), there can be four possible outcomes of classifier prediction: true positive (TP), false positive (FP), true negative (TN), and false negative (FN). A TP outcome involves the correct prediction of an fp module, whereas a TN outcome involves the correct prediction of an nfp module. An FP prediction occurs when an nfp module is incorrectly predicted as fp, whereas an FN prediction occurs when an fp module is incorrectly predicted as nfp.
A two-by-two confusion matrix depicts the numbers of instances predicted by each of the four possible outcomes: number of true positives (#TP), number of true negatives (#TN), number of false positives (#FP), and number of false negatives (#FN). Based on these four values, different performance metrics can be computed. If, for a given dataset, N is the total number of program modules, N fp is the number of fp instances, and N nfp is the number of nfp instances, then
where TPR is the true positive rate, TNR is the true negative rate, FPR is the false positive rate, FNR is the false negative rate, ACR is the overall accuracy rate, FM is the F-measure, and GM is the geometric mean. The latter two metrics are commonly used performance metrics in the data mining and machine learning community.
6
EMPIRICAL CASE STUDY Experimental Settings
The defect prediction models are built using two commonly used decision tree algorithms: C4.5 and Random Forest. In the case of C4.5, we used the default parameter settings in Weka. 6 In the case of random forest, we change the number of subtrees to 100 from 10 (default) trees, as that improves the classifier performance. We refer to this variant as RF100.
The cost ratios used include 10, 15, 20, 25, 30, 40, and 50. Generally speaking, for high-assurance systems such as those of our case study, a cost ratio of 25 is considered appropriate. In order to provide the analyst with a better insight into cost-sensitive software quality modeling, we consider a wide range of cost ratio values. One may consider a different set of cost ratio values depending on their appropriateness to the software project under consideration.
A classifier is built using 10 fold crossvalidation, and this process is repeated 10 times (i.e., 10 runs). The empirical results (shown in the next section) represent the classifier performance averages across the 10 runs. Thus, with 15 datasets, two learners, seven cost-sensitive learning techniques (six techniques and None), seven cost ratios, 10 crossvalidation folds, and 10 runs, a total of 147,000 combinations of models/cost ratio were constructed and evaluated. This signifies the magnitude of the scale of our empirical study on cost-sensitive defect prediction.
Results And Analysis
The average performances of the two decision tree algorithms over all case study datasets are presented in Tables 2-8, where each table corresponds to a given cost ratio. Although our primary performance metrics of interest are the total cost (TC) and per-examplecost (PEC), we present other performance metrics for completeness sake. These include true positive rate (TPR), true negative rate (TNR), false positive rate (FPR), false negative rate (FNR), overall accuracy (ACR), F-measure (FM), and geometric mean (GM). The tables present the results for each of the six costsensitive learning techniques, and for the models built without (denoted as None) any cost-sensitive learning techniques.
The cost of misclassification increases as the cost ratio increases, as expected. Moreover, the TPR (correct detection of fp program modules) increases with the cost ratio, as it should when a cost-sensitive technique is involved. With respect to the Geometric Mean performance metric, the defect prediction models built in association with either MetaCost or RUS perform generally better than the other models. However, with respect to the F-measure performance metric, only models built with MetaCost perform better than the other models. The six cost-sensitive techniques are effective at reducing the total cost of misclassification compared to modeling without costsensitive learning. Among the different cost-sensitive techniques, RUS followed by MetaCost provide the most reduction in total cost of misclassification.
To further validate our observation on the better cost-based performances of RUS and MetaCost, we performed a one-way ANOVA (Analysis of variance) statistical test. 25 The goal of the test is to observe if the cost-based performances of the different costsensitive techniques are significantly different from 25 The multiple comparisons were performed at a significance level of α = 0.05. The ranking obtained by Tukey's HSD test is shown in Figure 1 . The figure clearly shows that RUS outperforms the other six techniques (which includes None). A complete ranking of the seven techniques from best to worst is as follows: RUS, Meta, Whtg, Csb2, Adc2, Adac, and None.
In the interest of noting which of two decision tree algorithms generally performed better and other trends, we performed a four-way ANOVA test. The four factors are Factor A, the 15 case study datasets; Factor B, the two decision tree classification algorithms; Factor C, the seven cost ratios; and Factor D, the seven cost-sensitive techniques (including None). Once again the PEC values of the models is used as the response variable for the ANOVA test. It was found that the two decision tree algorithms were significantly different at a significance level of α = 0.05. A subsequent multiple comparison based on Tukey's HSD test at α = 0.05 found that the C4.5 learner yielded better (i.e., lower) PEC values than the RF100 learner. We note that the four-way ANOVA results and subsequent multiple comparison results are not shown due to paper-size considerations.
CONCLUSION
Commonly used decision tree algorithms, C4.5 and Random Forest, are used in a large comparative study in which the cost-based evaluation of software quality models is performed during the model-training process, instead of the commonly used approach of analyzing their cost-based performance during the modelevaluation phase. Six different cost-sensitive learning techniques were examined, and defect predictors were built with, and without, cost-sensitive learning. The case study data was obtained from 15 software measurement datasets that were collected from several software projects. To our knowledge, such an investigative study on the cost-based performance of software quality prediction models is quite unique.
The key results/conclusions are summarized as follows:
• The models built by including a cost-sensitive technique during the training process provided lower total costs of misclassification as compared to corresponding models built without any cost-sensitive learning-an intuitively expected empirical result.
• Among the six different cost-sensitive learning techniques investigated, RUS significantly outperformed the other techniques. A costbased performance ranking of the costsensitive techniques from best to worst is as follows: RUS, Meta, Whtg, Csb2, Adc2, Adac, and None.
• In association with a cost-sensitive learning technique, the C4.5 decision tree algorithm is shown to perform significantly better than the Random Forest decision tree algorithm. However, it is known from the literature that the performance of a classification algorithm is affected by the various characteristics of the training data as well as the application domain.
• Based on the experience of this empirical study, the authors conclude that a software quality practitioner should strongly consider the cost ratio as a modeling parameter during the training process of building a defect predictor. However, this study does not advocate, in the context of software defect predictors, ignoring existing performance metrics such as accuracy, F-measure, Recall, and Precision, for example.
Future research directions are as follows: considering software measurement data from non-highassurance systems, investigating other classification algorithms, evaluating other cost-sensitive learning techniques within the framework on this study, and focusing on strategies that make it easier and simpler for the software quality analyst to select a good defect predictor within practical constraints of a given project, such as lack of knowledge on misclassification costs, insufficient heuristic data, and unfamiliarity with the project's domain.
