Abstract. We study an inverse spectral problem for a compound oscillating system consisting of a singular string and N masses joined by springs. The operator A corresponding to this system acts in L 2 (0, 1) × C N and is composed of a SturmLiouville operator in L 2 (0, 1) with a distributional potential and a Jacobi matrix in C N , which are coupled in a special way. We solve the inverse spectral problem for the operator A and describe explicitly the set of spectral data. We also exhibit a connection to related Sturm-Liouville problems with boundary conditions depending rationally on the spectral parameter.
Introduction
The main aim of the present paper is to solve an inverse spectral problem for a class of oscillating systems composed of a singular string and N masses joined by springs. Mathematically such a system is described by a Sturm-Liouville operator S coupled in a special way to a Jacobi operator J.
Namely, the Sturm-Liouville operator S acts in L 2 (0, 1) and is formally given by the differential expression l := − d 2 dx 2 + q, where q is a real-valued distribution from W −1 2 (0, 1), subject to a Robin or Dirichlet boundary condition at the point x = 0. The precise definition of S is based on a regularisation of l by quasi-derivatives [23] and goes as follows. We fix an arbitrary real-valued distributional primitive σ ∈ L 2 (0, 1) of q and rewrite ly as In what follows, we shall denote the quasi-derivative y − σy by y [1] σ or simply by y [1] when σ is fixed by the context. We define the operator S = S σ by Sy = l σ y on the domain D(S) = {y ∈ D(l σ ) | y [1] (0) = b 0 y(0)} for some b 0 ∈ R ∪ {∞}, the case b 0 = ∞ corresponding to the Dirichlet boundary condition y(0) = 0. The Jacobi operator J is represented in the standard basis e 1 , . . . , e N of C N by a tridiagonal symmetric N × N matrix (again denoted by J) with real b 1 , . . . , b N on the main diagonal and positive a 1 , . . . , a N −1 on the main sub-and super-diagonals.
We denote by B the intertwining operator between L 2 (0, 1) and C N given on D(S) by By = a 0 y [1] (1)e 1 for some a 0 > 0, and, finally, we introduce the operator It is the operator A that models the coupled system described above. Notice that different ways of joining the string and the first mass lead to different couplings in the domain of A and different intertwining operators B. We have fixed the above concrete form of the operator A for the sake of definiteness, but other cases (e.g., that of Remark 2.6) can be treated in a completely similar way.
It will be shown in the next section that the operator A is self-adjoint and bounded below in H and has simple discrete spectrum. Adding, if necessary, a sufficiently large constant C to the potential q and the numbers b 1 , . . . , b N , we can make the operator A positive and shall assume this in what follows without loss of generality. We denote by λ 1 < λ 2 < . . . the eigenvalues of A and by
T the corresponding eigenelements, with the functions y k normalised by the conditions y k (0) = 1, y [1] k (0) = b 0 if b 0 ∈ R and by the condition y [1] 
H is called the norming constant corresponding to the eigenvalue λ k , k ∈ N.
The inverse spectral problem we are going to solve is reconstruction of the operator A from the so-called spectral data {(λ k ) k∈N , (α k ) k∈N }. It generalizes the inverse spectral problems for Sturm-Liouville operators (see, e.g., the original paper [10] and the books [19, 20, 22] for the case of regular potentials and the paper [16] for the singular case), and for finite Jacobi matrices (see, e.g., the book [1] , and the papers [11, 15] ). The approach of this paper also extends to the inverse problem of reconstructing A from two spectra corresponding to different values of b 0 . Indeed, one can reduce this problem to the one studied above, cf. [3, 7] . We shall not pursue the detailed analysis here. Similar observations apply to the case where the potential belongs to some other classes, e.g., if q ∈ W s−1 2 (0, 1) for s ∈ [0, 1]-see [18] . Moreover, we shall see that the eigenvalue problem A Y = λY is equivalent to the following one:
where g is a rational Nevanlinna function (related to the m-function of J, see Subsection 2.2). Sturm-Liouville problems with λ-dependent boundary conditions of the form (1.2) have been extensively studied in the literature, especially concerning their linearisations (i.e., finding linear operators whose spectral properties coincide with those for (1.2))-see, e.g., [8] and the references therein. Inverse spectral problems of reconstructing (1.2) with regular potentials from two spectra (corresponding to different values of b 0 or to different functions g) were studied in [7] . It was shown there that two spectra uniquely determine the corresponding m-function of the linearisation (which, in turn, determines the Sturm-Liouville problem) and some sufficient conditions for the solubility of the inverse problem were found. The Sturm-Liouville problem on the semiaxis subject to the boundary condition y (0)/y(0) = −g(λ), g being an arbitrary Nevanlinna function, was considered in [21] , where a related matrix spectral function T was constructed and necessary and sufficient conditions for solubility of the inverse spectral problem from T were given. Direct and inverse spectral problems for systems of the form (1.2) were also studied by Binding, Browne, and Watson in a series of papers, e.g., [5, 6] . Using the Crum-Darboux transformation (modified to ensure regular problems at each stage), the authors reduced problem (1.2) to a Sturm-Liouville eigenvalue problem with λ-independent boundary conditions and having N eigenvalues less than the original one. By calculating explicitly the effect of the transformations on appropriately defined norming constants, the authors were able to study the asymptotics of the spectral data and to solve inverse spectral problems for cases with integrable potentials. For more general functions g, these authors recently showed [3, 4] that equivalent results could be obtained from the m function, the Prüfer angle or two spectra.
As we shall see, the setting of the present paper is more general than that of [5, 6] . Also the approach here rests on the theory of transformation operators and is more directly related to the spectral data. Indeed, we first show that the spectral data can be used to formulate the Gelfand-Levitan-Marchenko equation for a transformation operator. Solving this equation, we find the potential q (or, more precisely, its distributional primitive σ). The constant a 0 and the Jacobi matrix J (or, equivalently, the Nevanlinna function g in the boundary condition of (1.2)) is recovered by induction on N .
The paper is organized as follows. In the next section we study the direct spectral problem in detail. In particular, we prove selfadjointness of the operator A , we derive the related λ-dependent boundary value problem, and we find the asymptotics of the spectral data for A . In Section 3 we derive the Gelfand-Levitan-Marchenko equation and we use it to determine the potential q. The inductive process of reconstruction of the Nevanlinna function g of (1.2) is carried out in Section 4, and we use this to set up and justify the reconstruction algorithm in Section 5.
We conclude this introduction by noting that we shall consider only the Robin boundary condition (b 0 ∈ R) in detail. For the Dirichlet condition (b 0 = ∞), see Remark 5.3. Moreover, by adding the constant b 0 to the function σ we reduce our consideration to the case b 0 = 0, i.e., to the "Neumann" boundary condition y [1] (0) = 0, which we shall therefore assume in what follows.
2. Direct spectral analysis 2.1. Self-adjointness of A . In this subsection we prove that A is self-adjoint and we establish its general spectral structure. We denote by S D the restriction of S given by the Dirichlet boundary condition y(1) = 0 and by J (1) the Jacobi matrix obtained by removing the first row and column of J, and we start with the following auxiliary statements.
Lemma 2.1. The following equality holds:
Moreover, λ ∈ σ(A ) is also in the spectra of J (1) and S D if and only if the corresponding
T is an eigenvector of J (1) .
Proof. Assume that λ ∈ σ(S D ) ∩ σ(J (1) ) and let y D and d (1) 
T be corresponding eigenvectors. Then y D belongs to D(S) and satisfies the equation l σ u = λu and the boundary condition u(1) = 0. It follows that y T respectively. Assume, in addition, that λ ∈ σ(S D ) and let y D be a corresponding eigenfunction of S D . Since y and y D satisfy the same equation l σ u = λu and the same boundary condition at x = 0, they must be collinear. Hence y(1) = 0, thus also d(1) = 0, and the above arguments hold.
Similarly, if λ ∈ σ(A ) ∩ σ(J (1) ) andd (1) is an eigenvector of J (1) , then the vectors
T are collinear. This implies that d(1) = 0, thus finishing the proof by the previous arguments.
In a similar manner we prove the following counterpart of the above lemma. Lemma 2.2. Denote by S N the restriction of S by the Neumann boundary condition y [1] (1) = 0. Then
Moreover, λ ∈ A is also in the spectra of J and S N if and only if the corresponding
T of A satisfies y [1] (1) = 0, in which case y is an eigenfunction of S N and d is an eigenvector of J. Theorem 2.3. The operator A is self-adjoint, bounded below, and its spectrum is simple and discrete.
Proof. Integrating by parts and recalling that y(1) = a 0 d(1), we conclude that A Y, Y H = −((y [1] ) , y) − (σy [1] , y) − (σy, σy) + a 0 y [1] (
so A is symmetric. The operator A 0 corresponding to the excluded case a 0 = 0 is the direct sum of S D and J and hence it is self-adjoint and bounded below in H and has a discrete spectrum. Since A and A 0 are symmetric extensions of rank 2 of the same (nondensely defined) symmetric operator
with defect indices (2, 2), the classical results of extension theory imply that A , like A 0 , is self-adjoint and bounded below in H and has a discrete spectrum.
It remains to prove that the spectrum is simple.
T is an eigenelement of A corresponding to an eigenvalue λ, then y, being a solution of the equation l σ y = λy subject to the boundary condition y [1] (0) = 0, is unique up to a constant factor. Assume that λ is a multiple eigenvalue of A ; then by the above A must have an eigenvector of the form [0 d]
T . As shown in the proof of Lemma 2.1, this would yield d = 0, a contradiction.
2.2.
Connection to an eigenvalue problem with a λ-rational boundary condition. The spectral problem
T ∈ H and λ ∈ C reads componentwise Sy = λy and Jd + By = λd. The second relation, for λ not in the spectrum of J,
−1 e 1 , and the coupling condition in the domain of A produces
−1 e 1 , e 1 ) C N is the m-function of the Jacobi matrix J. Hence A Y = λY for λ not in σ(J) amounts to solving the λ-dependent boundary value problem Sy = λy, (2.1)
If λ ∈ σ(A ) also belongs to the spectrum of J (i.e., if λ is a pole of m), then by Lemma 2.2 the functional component y ∈ L 2 (0, 1) of a corresponding eigenelement
T ∈ H is an eigenfunction of the operator S N , i.e., it satisfies (2.1) and the boundary condition y [1] (1) = 0. If λ is a zero of m, then it is a pole of the m-function m 1 of the Jacobi matrix J (1) and thus is an eigenvalue of J (1) (see (2.3) below); Lemma 2.1 then implies that λ is in the spectrum of the operator S D , i.e., y(1) = 0, so (2.2) holds formally.
We define the spectrum of problem (2.1)-(2.2) to be the set of all λ ∈ C for which there exists a nontrivial function y ∈ D(S) satisfying equation (2.1) and boundary condition (2.2) (which in the case where λ is a pole of g should be interpreted as y(1) = 0). T is a corresponding eigenelement, then y satisfies (2.1)-(2.2).
Conversely, assume that for a given λ ∈ C there is a nontrivial solution y of (2.1)-(2.2). If λ is not in the spectrum of J, then we put d = −a 0 y [1] (1)(J − λ) −1 e 1 . If λ is in the spectrum of J (i.e., if λ is a pole of m), then y [1] (1) = 0, so that y(1) = 0 and there is a unique nonzero vector d ∈ C N satisfying Jd = λd and a 0 d(1) = y(1).
In both cases it is easily verified that Y = [y d]
T satisfies the relations A Y = λY and a 0 d(1) = y(1). Thus λ is in the spectrum of A and Y is a corresponding eigenelement.
Observe that both m and −1/m are rational Nevanlinna functions; moreover [11] ,
where m 1 is the m-function of the Jacobi matrix J (1) (obtained, as earlier, by removing the first row and column of J). In particular,
where c k > 0 and ν 1 < ν 2 < · · · < ν N −1 are the eigenvalues of J (1) . Thus the boundary condition (2.2) takes the form
This is similar to the one considered in [5] (but with quasi-derivatives instead of the usual derivatives).
Remark 2.5. Let µ 1 be the first eigenvalue of the operator
Indeed, the function −1/m(z) strictly increases from −∞ to ∞ on the interval (−∞, ν 1 ). Denote by y(·, λ) the solution of equation (2.1) subject to the initial conditions y(0) = 1 and y [1] (0) = 0. The function y [1] (1, λ)/y(1, λ) decreases on (−∞, µ 1 ) and tends to −∞ as λ µ 1 , so the equation
has exactly one solution (coinciding with λ 1 ) satisfying λ < min{µ 1 , ν 1 }. Remark 2.6. The case a = 0 of the paper [5] can be included similarly by taking By = −a 0 y(1)e 1 and replacing the coupling condition by y [1] (1) − by(1) = a 0 d(1). Indeed, the corresponding λ-dependent boundary condition then takes the form
Remark 2.7. Any rational Nevanlinna function that vanishes at infinity is an m-function of a unique Jacobi matrix. Moreover, since a Jacobi matrix is uniquely determined by its m-function (as is seen by recursively applying (2.3)), the inverse spectral problem for the operator A is in fact equivalent to the problem of recovering the operator S and the rational function g in (2.1)-(2.2).
2.3.
Asymptotics of the spectral data.
Theorem 2.8. The eigenvalues of A obey the asymptotics
where the sequence (µ k ) k∈N is in 2 .
Proof. For λ ∈ C, we denote by y(·, λ) a solution of the equation l σ y = λy satisfying the initial conditions y(0) = 1 and y [1] (0) = 0. Representing a 2 0 m(λ) as p 1 (λ)/p 2 (λ), where p 1 and p 2 are polynomials of degree N − 1 and N respectively and p 2 is monic, we conclude by Theorem 2.4 that λ ∈ C is an eigenvalue of A if and only if λ is a zero of the function
The proof now proceeds in three steps: (a) we show that h has only simple zeros, (b) we establish coarse asymptotics of its zeros, and, finally, (c) we refine the estimate of the remainder term.
(a) We observe that zeros of p 2 are poles of m and thus eigenvalues of J. According to Lemma 2.2, for a given zero λ 0 of h there are two possibilities: either y [1] (1, λ 0 )p 2 (λ 0 ) = 0 or y [1] (1, λ 0 ) = p 2 (λ 0 ) = 0. In the first case we observe that the multiplicities of λ 0 as zeros of h and of h(λ) y [1] (
coincide. Since both y(1, ·)/y [1] (1, ·) and m are Nevanlinna functions, we have
so λ 0 is a simple zero of h. In the second case we have y(1, λ 0 )p 1 (λ 0 ) = 0 anḋ 2 ) such that y(·, λ) and y [1] (·, λ) are given as (2.4)
Therefore (cf. [20, Lemma 1.3.1] ) the function h has the representation
It is readily seen that (2.6) min |z|=π(n+1/6) e −| Im z| cos z ≥ 1 4 for all n ∈ N. In fact, writing z = x + iy with x, y ∈ R and taking y ≥ 0 for the sake of definiteness, we get e −| Im z| cos z = e −y e ix−y + e −ix+y 2i = e −2y + e −2ix
2 .
Since e −2ix = 1, we get |e −2y + e −2ix | ≥ log 2 and |z| = π(n + 1/6) one concludes that |x| = π 2 (n + 1/6) 2 − y 2 > πn + π/12, hence |2x| ∈ (2πn + π/6, 2πn + π/3) and Im e −2ix = | sin(2x)| ≥ 1 2 , so that |e −2y + e −2ix | ≥ . By Rouché's theorem, relations (2.5) and (2.6) imply that for all sufficiently large n ∈ N the functions h and λ N cos √ λ have the same number of zeros, namely N + n, in the disc with centre at the origin and radius
)| < ε}. Since the functions | cos z| and e | Im z| are periodic with period π, it follows that the quantity
is positive and independent of n ∈ N. By virtue of relation (2.5) and Rouché's theorem, for any ε ∈ (0, π/2) the domain D n,ε contains exactly one zero of h for all n ∈ N large enough.
Combining the above results, we conclude that the zeros λ k of h (i.e., the eigenvalues of A ) can be enumerated so that
We observe that, as λ → +∞ along the real line,
Moreover, the system {cos λ k+N x} k∈N forms a Riesz basis of L 2 (0, 1) [14] ; since the function k 1 (1, ·) belongs to L 2 (0, 1), we conclude that the numbers
form a sequence in 2 . Taking λ = λ k in the above relation, we conclude that
for some 2 -sequence (ν k ). This implies that the sequence (µ k ) k∈N belongs to 2 , and the proof is complete.
Remark 2.9. An alternative proof of the eigenvalue asymptotics can be based on a study of the resolvent of A , which can be explicitly expressed in terms of S D , J, and B, see [2] . Namely, it can be shown that the difference
decays sufficiently fast as λ → ∞ outside an ε-neighbourhood of the spectrum of A 0 , so that the differences between k-th eigenvalues λ k (A ) and λ k (A 0 ) of A and A 0 form an 2 -sequence. Since λ k (A 0 ) = λ k−N (S D ) for all sufficiently large k ∈ N, the result follows.
We recall that
T is an eigenelement of A corresponding to the eigenvalue λ k with y k = y(·, λ k ) and that the corresponding norming constant α k is given
H . Theorem 2.10. The norming constants α k obey the asymptotics
Proof. It clearly suffices to prove that
Arguing as in [16] , we show first that the sequence ( y k 2 − . Hence
For all sufficiently large k ∈ N the eigenvalue λ k of A is not in the spectrum of J, and thus the
) due to representation (2.4), we get
, and the proof is complete.
2.4.
The set SD N . For a positive integer N , we denote by SD N the set of all pairs of sequences {(λ k ) k∈N , (α k ) k∈N } of positive numbers satisfying the following two conditions: (A1) λ k strictly increase, i.e., λ k+1 > λ k for all k ∈ N, and satisfy the asymptotics
) + µ k ) 2 for some 2 -sequence (µ k ); (A2) α k obey the asymptotics α 2 k = 2 + β k for some sequence (β k ) from 2 . Theorems 2.8 and 2.10 show that the sequences (λ k ) k∈N of eigenvalues of the (positive) operator A and (α k ) k∈N of the corresponding norming constants form an element of SD N . In the reverse direction, we shall prove in Sections 3-4 that an arbitrary element of SD N constitutes the spectral data for some operator A of the form considered (i.e., for some real-valued function σ ∈ L 2 (0, 1), a constant a 0 > 0, and a Jacobi matrix J of size N × N ).
2.5.
One relation for the norming constants. We conclude this section with a useful formula for the norming constant α k in terms of the functional component y k of the eigenelement
T corresponding to the eigenvalue λ k and the boundary condition (2.2). Namely, recalling that for λ k not in the spectrum of J the
−1 e 1 and using the relation
we find that (J − λI) −1 e 1 2 =ṁ(λ) where again˙=
, and Here we have put g(λ) := −1/(a 2 0 m(λ)) and have used the boundary relation (2.2). Hence
We claim that the above formula remains true also for λ k ∈ σ(J). For the normalised eigenelement
T of A corresponding to the eigenvalue λ k , the C N -component d k is then an eigenvector of J satisfying the relation a 0 d k (1) = y(1, λ k ) . Moreover, λ k is then a pole of m and a zero of g, so the right-hand side of (2.7) is well defined.
Denote by ν 1 , . . . , ν N the eigenvalues of J and by v 1 , . . . v N the corresponding eigenvectors normalised by the condition v j (1) = 1. Then
and (2.7) holds, as claimed.
Reconstruction of the potential
In this section we show how the potential q (actually its primitive σ) can be reconstructed from the spectral data. We do this by deriving the Gelfand-LevitanMarchenko equation relating the spectral data and the transformation operator I + K, solving it for K, and then determining σ from K.
The Gelfand-Levitan-Marchenko equation.
We start by writing the resolution of identity for A , namely,
The L 2 (0, 1)-projection of this equation gives
Denote by I + K the transformation operator for the operators S 0 and S, the former corresponding to the case q = 0 [17] . Then y k = (I + K)c k , where c k (x) := cos √ λ k x and (3.1) becomes
then the operator F := U − I can be shown to be an integral operator of HilbertSchmidt class with kernel f (x, t) = φ(|x − t|) + φ(x + t), where the function
belongs to L 2 (0, 1), cf. [16, Sect. 3] . The above relations show that I + F admits a factorisation
Applying I + K to both sides and rewriting the resulting relation in terms of the kernels k and f of K and F , we arrive at the Gelfand-Levitan-Marchenko (GLM) equation
Reconstruction of the potential.
The results of the previous subsection suggest the following algorithm for reconstruction of the operator S (i.e., of the distributional primitive σ of its potential q together with the boundary condition y [1] (0) = 0). Assume that {(λ k ), (α k )} is an arbitrary element of SD N . Then the series of (3.3) converges in L 2 (0, 1); call the sum φ and construct an integral operator F with kernel f (x, t) = φ(|x − t|) + φ(x + t). Observe that U := I + F has the form (3.2) and hence is uniformly positive by the asymptotics of α k and λ k and the fact that {c k+N } k∈N constitutes a Riesz basis of L 2 (0, 1) [14] .
Therefore I+F admits a factorisation of the form (3.4), in which the integral operator K has lower-triangular kernel k. The kernel k can be found by solving the GLM equation (3.5) . The results of the paper [17] state that there exists a unique σ ∈ L 2 (0, 1) such that I + K is a transformation operator for the pair S 0 and S σ . Moreover, the function σ is explicitly given in terms of the kernels k and f of K and F via the relation
To complete the reconstruction, it only remains to find the constant a 0 and the Jacobi matrix J (or, equivalently, a 0 and the m-function of J), and this is done in the next section. At the final step, we shall prove that for the operator A so constructed, the eigenvalues and the norming constants coincide with the numbers λ k and α k which we started with.
Reconstruction of the boundary conditions
For a given element {(λ k ), (α k )} ∈ SD N , we constructed in Subsection 3.2 a function σ determining the operator S. Now we shall use induction on N to determine a rational function g, for which problem (2.1)-(2.2) has the required eigenvalues λ k .
Special transformation operators.
The induction consists of introducing at each step a pair (λ, α), and then determining a modified problem, for which the numbers λ and α form a new eigenvalue and norming constant respectively. We do this by first constructing the transformation operators between the old and the new problems. We remark that a similar procedure and the related degenerate Gelfand-LevitanMarchenko equation have been used for various purposes in several previous works (see, e.g., [9, 12, 13] ). For the sake of completeness (and to derive some specific results required for our further analysis of the problem), we give a complete analysis here.
Lemma 4.1. Assume that F 0 and F 1 are Hilbert-Schmidt operators such that I + F 0 and I + F 1 are factorisable as
for some Hilbert-Schmidt operators K 0 , K 1 with lower-triangular kernels k 0 and k 1 . If
, then the operator
has the form
where φ 0 := (I + K 0 )φ and ψ 0 := (I + K 0 )ψ.
Proof. Relations (4.1) imply that
for the kernel k of K. It follows that k has the form k(x, t) = ω(x)φ 0 (t) for some ω ∈ L 2 (0, 1), which is found from the equation
The lemma is proved.
In the special case where the kernels of the operators F 0 and F 1 are given by f j (x, t) = φ j (|x − t|) + φ j (x + t) for some φ 1 , φ 2 ∈ L 2 (0, 1) constructed as in (3.3) , the corresponding factors I + K j in (4.1) are the transformation operators for the Sturm-Liouville operators S 0 and S σ j respectively. Here the functions σ j belong to L 2 (0, 1) and are given by
with k j being the kernel of K j . Denote by y j (·, λ) a solution of the equation l σ j y = λy satisfying the initial conditions y(0) = 1 and (y − σ j y)(0) = 0. Then by the definition of transformation operators, we have y 1 (·, λ) = (I + K)y 0 (·, λ) for all λ ∈ C, and this relation together with the explicit form of the kernel k of K provided by Lemma 4.1 is the basis of the subsequent analysis.
4.2.
The induction procedure. For N = 0, it was proved in [16] that for every element {(λ k ), (α k )} of SD 0 there exists a unique σ ∈ L 2 (0, 1) such that λ k are the eigenvalues and α k the norming constants of the Sturm-Liouville operator S σ subject to the Dirichlet boundary condition y(1) = 0. In other words, we can take m ≡ 0 in (2.2), i.e., formally g ≡ ∞. This starts the induction. Now assume that we already know how to construct the solution of the inverse problem for all N ≤ N 0 and that {(λ k ) k∈N , (α k ) k∈N } is an arbitrary element of SD N 0 . According to the induction assumption, we can find an operator A of the form (1.1) (i.e., a real-valued function σ 0 ∈ L 2 (0, 1) defining the operator S of (2.1), and a rational function g 0 determining the boundary condition (2.2)), for which λ k are eigenvalues and α k are the corresponding norming constants.
In particular, the function σ 0 is determined through relation (4.2), φ 0 being given by (3.3) with N = N 0 , so f 0 (x, t) = φ 0 (|x − t|) + φ 0 (x + t) is the kernel of the operator F 0 , and k 0 is the kernel of the operator K 0 appearing in the factorisation of I + F 0 -see Section 3. We also denote by y(·, λ) a solution of the equation l σ 0 y = λy subject to the initial conditions y(0) = 1 and (y − σ 0 y)(0) = 0. By the definition of transformation operator, y(x, λ) = (I + K 0 ) cos √ λx for all λ ∈ C. We now take λ 0 ∈ (0, λ 1 ) and α 0 > 0 and put Observe that the relation I + K 1 = (I + K)(I + K 0 ) yields
. Using the last relation together with the GLM equations for the kernels k j , we conclude that
where β(x, λ) := α 2 0
x 0 y(s, λ 0 )y(s, λ) ds. For later use we observe that the relation
holds. Moreover, one has the Lagrange identity (4.6)
0 (x, λ)y(x, λ 0 ) − y(x, λ)y [1] 0 (x, λ 0 ).
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Here, and in what follows, we abbreviate y [1] σ j to y [1] j , j = 0, 1, in the quasi-derivatives, for ease of notation.
Differentiating (4.4) and using the identity y(x, λ 0 )β (x, λ) = y(x, λ)β (x, λ 0 ), (4.5), and (4.6), we get
By virtue of (4.3), the latter relation can be recast in terms of quasi-derivatives as
.
Dividing by this (4.4) and using (4.6), we finally get the important relation (4.7)
By the induction assumption, for all k ∈ N we have
Using this equality in (4.7) for x = 1 and putting 1 A := k(1, 1), B := −y [1] 0 (1, λ 0 )/y(1, λ 0 ), and C := A+B +α 2 0 , we find that the function u(·, λ k ) satisfies the boundary condition
Defining a rational function g 1 through the relation (4.8)
we get the relation
Since λ 0 is not an eigenvalue of the problem for N = N 0 , we have g 0 (λ 0 ) + B = 0 and thus g 1 (λ 0 ) + C = 0. On the other hand, 
coincides with the set {λ k } k∈Z + .
Proof. Item (1) will be established as soon as we show that g 1 is a Nevanlinna rational function having N 0 finite poles and a pole at infinity -see Subsection 2.2.
That g 1 and −1/g 1 are Nevanlinna rational functions follows easily from the fact that g 0 is such a function, (4.8) and A < 0. Since g 0 has a pole at infinity, we conclude that lim z→+∞ (g 1 (z) + C) −1 = 0, so g 1 is unbounded at infinity and hence has a pole there as well.
The function g 0 has N 0 − 1 finite poles ν 1 < ν 2 < · · · < ν N 0 −1 and strictly increases and takes all real values in each of the intervals (−∞, ν 1 ), (ν 1 , ν 2 ), . . . , (ν N 0 −1 , ∞). Therefore the rational function (g 0 (z) + B) −1 has exactly one pole in each of these intervals. We also observe that λ 0 is not a pole of this function since otherwise λ 0 would be an eigenvalue of the problem for N = N 0 (recall the definition of B). Therefore the right-hand side of (4.8) is a rational function with N 0 + 1 poles. It follows that g 1 takes the value −C exactly N 0 + 1 times. Since g 1 strictly increases from −∞ to ∞ in each of the maximal open intervals not containing its poles, we conclude that g 1 has N 0 finite poles.
The analysis preceding this theorem shows that each of the λ k , k ∈ Z + , is an eigenvalue of problem (4.10)-(4.11). That this problem cannot have other eigenvalues follows from the direct spectral analysis of Section 2. The proof is complete.
Given the constantã 0 and the Jacobi matrix J 1 , we can construct the operator A 1 as in (1.1), and Theorems 2.4 and 4.2 show that the spectrum of A 1 coincides with the set {λ k } k∈Z + . It remains to show that α k , k ∈ Z + , are the corresponding norming constants.
4.3.
The norming constants. In this subsection we shall prove that the induction step does not change the norming constants. In view of the results of Subsection 2.5, to this end it suffices to show that
Observing that 2α
2 (x, λ) and integrating by parts in the second summand, we conclude that
and hence
The Lagrange identity (4.6) gives
and thus
Using the above relations, we get
Therefore we find that
It follows from (4.8) that
Recalling that y [1] 0 (1, λ k )/y(1, λ k ) = g 0 (λ k ) and combining the latter two formulae, we arrive at (4.12) for k ∈ N.
The calculations for λ = λ 0 go as follows. Using (4.9), we find that u( · , λ 0 ) 2 = We have therefore proved that the numbers α k , k ∈ Z + , satisfy the equality
k . According to the results of Subsection 2.5 α k are the norming constants for problem (4.10)-(4.11) with g = g 1 , i.e., the norming constants for the operator A 1 just found, and the induction step is complete.
Solution of the inverse problem
The analysis of the previous sections suggests the following reconstruction algorithm for the inverse spectral problem considered.
Algorithm 5.1. Given an arbitrary element {(λ k ) k∈N , (α k ) k∈N } of SD N , carry out the following steps:
(1) Find a Sturm-Liouville operator S with a singular potential q 0 = σ 0 ∈ W −1 2 (0, 1) and the boundary conditions (y − σ 0 y)(0) = y(1) = 0 having the spectral data {(λ k ) k>N , (α k ) k>N } ∈ SD 0 , see [16] and Subsection 4.2. Set g 0 (λ) ≡ ∞. Summarising, we get the following theorem. Proof. That the spectral data must form an element of SD N follows from the direct spectral analysis of Section 2; that this is also sufficient is demonstrated by Algorithm 5.1.
The primitive σ of the potential q is uniquely recovered from the spectral data by the results of Section 3. Therefore the values of g at the points λ k , and thus g itself, are also uniquely determined. Remark 5.3. We observe that the case of the Dirichlet boundary condition (b 0 = ∞) at x = 0 and/or the coupling of Remark (2.6) can be treated in a similar way. The main difference is in the asymptotics of √ λ k , which shift by π/2 for b 0 = 0 and by −π/2 for the coupling of Remark 2.6, see [6] for details in the case where q ∈ L 1 (0, 1). This only affects the first step of the reconstruction algorithm, since the induction procedure of Section 4 is quite general and does not use any specific information about the spectral data.
