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Voor  u  ligt  het  verslag  van  het  afstudeeronderzoek  wat  de  afronding  vormt  van  mijn  opleiding 
Computer Science aan de Open Universiteit Nederland. 




kon worden en welke  invloed dit had op de doorlooptijd.  Ikzelf had altijd al een grote  interesse  in 
performance  gerelateerde  technische  vraagstukken,  waarna  de  probleemstelling  al  snel  geboren 
was. 
In  dit  verslag  leest  u  of  het  gelukt  is  om  de  afleiding  van  regelgrafen  te  versnellen  door  deze  te 

















Uit de  literatuur blijkt dat  regelgrafen moeten worden opgedeeld  in partities om dit  algoritme  te 
kunnen  parallelliseren.  Deze  partities  kunnen  dan  worden  aangeboden  aan  de  deelnemende 
processoren, waar een dynamisch load balancing systeem ervoor zorgt dat processoren aan het werk 
blijven. 





Op  basis  van  deze  informatie  vanuit  de  literatuur  is  een  software  voor  een  parallelle  afleiding 




een processor  in een blocking  toestand. Het blijkt dat veel processoren, veel partities en een  lage 
verbondenheid de beste combinatie is om een zo hoog mogelijke versnelling te bereiken. 
Er zijn drie oorzaken aan te wijzen voor deze matige efficiëntie en de beperkte versnelling:  
1. Tussen  de  partities  zitten  soms  cycles.  Daardoor  moeten  de  partities  iteratief  verwerkt 
worden wat een sterk negatieve invloed heeft op de afleidingstijd. Een aanbeveling is dus om 
er zorg voor te dragen dat partities geen cycles hebben. 
2. Er  liggen  afhankelijkheden  tussen  de  partities  die  ‘opgelost’ moeten worden  voordat  een 
volgende  partitie  verwerkt  kan  worden,  wat  ook  een  negatieve  invloed  heeft  op  de 
afleidingstijd. Dit gedrag is inherent aan regelgrafen. Duidelijk is wel dat grafen met een lage 
verbondenheid op dit punt de meeste parallellisatie winst kennen. 
3. Los  van  bovenstaande  oorzaken  bevinden  de  processoren  zich  namelijk  vaak  in  een 







This  thesis  describes  the  possibility  of  parallelizing  the  algorithm  that  performs  rule  graph 
inferencing.  
Research  is  performed  to  get  the  requirements  and  best  practices  for  parallelizing  such  a  graph 
algorithm.  This  research  shows  the  rule  graphs  should  be  partitioned  into  smaller  graphs.  These 
partitions  can  be  passed  to  the  participating  processors where  a  dynamic  load  balancing  system 
takes care of providing enough work to these processors. 




Based  on  this  theoretical  research,  software  for  parallel  inferencing  is  implemented  and  used  to 
conduct experiments, which are used to answer the problem definition 
The experiments show that the  inferencing algorithm can be speed up 2.4 times by parallelizing  it. 




1. Sometimes  there  are  cycles  between  the  partitions.  This  causes  the  partitions  to  be 




is  inherent  in  rule  graphs.  It  is  clear  graphs with  a  lower  connectivity  do  have  the  best 
performance gain in this case. 






Dit  afstudeerverslag  beschrijft  de  mogelijkheden  en  onmogelijkheden  om  de  afleiding  van 
regelgrafen  te parallelliseren. Naar de wetenschap  toe  is dit met nadruk een generiek  toepasbaar 
verslag,  maar  ook  voldoende  specifiek  zodat  ook  mijn  werkgever  gebruik  kan  maken  van  de 
resultaten. 
Als eerste wordt in dit verslag de probleemstelling en de bijbehorende context toegelicht.  
Daarna  wordt  onderzocht  welke  relevante  andere  literatuur  beschikbaar  is.  Uit  deze  literatuur 
worden ook de best practices voor de parallellisatie van de afleiding van regelgrafen gedestilleerd. In 
de bijlagen I en II is dit literatuuronderzoek integraal opgenomen. 
Het  hoofdgedeelte  behandelt  de  daadwerkelijke  experimenten  die  zijn  uitgevoerd  om  tot  een 
antwoord  op  de  probleemstelling  te  komen.  Dit  gedeelte  start  met  een  overzicht  van  de 
gerealiseerde  software  om  de  experimenten  mee  uit  te  voeren  en  de  daarvoor  gebruikte 
technologieën.  Daarna  worden  de  experimenten  beschreven  en  de  resultaten  gepresenteerd  en 
toegelicht.  
Als  laatste  worden,  aan  de  hand  van  de  literatuur  en  de  experimentele  resultaten,  de 
probleemstelling beantwoord en suggesties voor vervolgonderzoek gepresenteerd. 













behulp  van  (domein)  experts  kan deze  kennis ook weer  gebruikt  te worden om  een  antwoord  te 
vinden op andere cases. De kennis wordt op een gestructureerde en eenduidige manier vastgelegd in 
grafen. 














In  het  verleden  ging  met  elke  nieuw  uitgebrachte  processor  de  snelheid  van  een  programma 
automatisch omhoog doordat de kloksnelheid van deze processor toenam. Bij het toenemen van de 
kloksnelheid stijgt  immers het aantal  instructies dat een processor per seconde kan verwerken. Een 
software  leverancier  hoefde  zich  niet  veel  zorgen  te maken  over  de  performance, want  bij  elke 
nieuwe processor ging het programma toch wel sneller werken. 
Dit principe gold  tot ongeveer 2003. Toen bereikten de processorfabrikanten namelijk de kritische 
grens  van  verdere  versnelling.  Meer  snelheid  betekent  namelijk  meer  transistors  en  een  groter 







De  processorfabrikanten  gaan  zich  sindsdien  steeds  meer  toeleggen  op  het  inzetten  van 
hyperthreading en multicore processoren; dus het aanbieden van mogelijkheden  tot parallellisatie. 









Gezien  de  context,  kunnen  de  afleidingen  wellicht  versneld  worden  door  in  te  spelen  op  de 





probleem  te  verhelpen.  De  nadruk  ligt  meer  op  de  langere  termijn;  oftewel  welke  kansen, 
mogelijkheden  en  wellicht  ook  onmogelijkheden  zijn  er  bij  het  parallelliseren  van  het 





Om  tot  een  antwoord  op  de  probleemstelling  te  komen  is  het  belangrijk  om  de  antwoorden  te 
vinden op de volgende deelvragen: 
 Hoe schaalbaar is de parallellisatie van de afleiding van regelgrafen? 






















afstudeeronderzoek niet  van belang. Een  van deze  specifieke  kenmerken  is dat de  graaf  acyclisch 











situatie  na  te  bootsen.  Bij  een  specifieke  situatie  kan  het  namelijk  voorkomen  dat  een  bepaalde 
(soort) knoop een moeilijkere berekening moet doen, waardoor deze knoop zwaarder meetelt in de 






‘gewichten’.  De  regelgrafen  kunnen  namelijk  variëren  in  de  mate  van  verbondenheid  en  in  de 
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moeilijkheid  van  de  berekeningen  op  de  knopen.  Daarom  kunnen  de  kenmerken  ‘sparse’  en 
‘gewichten’ tot de probleemruimte gerekend worden. 
Vooruitlopend op het verdere verslag, is het dan ook nuttig om de oplossingsruimte te bepalen. Dit 


















Hiervoor bieden Grama  in  [2] en Mattson  in  [3] een  goede basis, die min of meer ook  in  andere 
literatuur wordt aangehouden. 
De  volgende  voorwaarden  voor  efficiënte  parallelle  verwerking  zijn  beschreven  in  de  hierboven 
genoemde literatuur: 
 Het maken van een werkverdeling; hoe  is het werk op  te splitsen  in kant en klare brokken 
met zo min mogelijk afhankelijkheden op andere brokken? 
 Het verdelen van deze  taken over de beschikbare processoren; hoe zijn de  taken dusdanig 
over  de  processoren  te  verdelen  dat  de  processoren  niet  hoeven  te wachten  en  ze  dus 
optimaal benut worden? 
 Efficiënte  communicatie;  hier  wordt,  uitgesplitst  in  shared  –  en  distributed  memory 
architecturen, benoemd wat communicatie tot een echte bottleneck kan maken, en hoe dit 
zo goed mogelijk voorkomen kan worden. 
 Synchronisatie;  hoe  kunnen  taken  optimaal  worden  verwerkt,  zonder  dat  een  bepaalde 
processor  lang  staat  te  wachten  tot  een  andere  processor  zijn  werk  af  heeft?  Wat  zijn 
efficiënte manieren om bottlenecks bij synchronisatie te vermijden? 
 Inzichtelijkheid  in  de  mate  van  verwachte  versnelling  versus  de  daadwerkelijk  behaalde 













Partitionering  kan  gebruikt  worden  om  twee  doelen  te  behalen[5].  Het  eerste  doel  is  het 
verminderen  van  de  communicatie.  Dit  kan  doordat  bij  partitionering  zoveel  mogelijk  wordt 
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geprobeerd om de  subgraaf  lokaal  te houden; dus  zo min mogelijk  relaties met andere  subgrafen 
opnemen  die wellicht  communicatie  tot  gevolg  hebben. Het  tweede  doel  is  het  verdelen  van  de 
werklast over meerdere processoren. 






















bijvoorbeeld  door  berichten  samen  te  voegen,  ze  klein  te  houden,  eventueel  opknippen  om  de 
transportsnelheid te vergroten en minder te communiceren [2]. 
In een shared memory architectuur  is het zaak om zoveel mogelijk  in  lokale geheugens te bewaren 
om  zo a) geen memory/cache consistentie problemen  te veroorzaken en b) het  toegangspad naar 
het  centrale  geheugen  niet  te  veel  te  belasten  omdat  dat  mogelijk  bandbreedte  –  en 
lockingproblemen kan opleveren [7]. 
In  de  literatuur wordt  veel  aandacht  geschonken  aan  de  zogenoemde  termination  detection,  dat 
beschrijft  hoe  en  wanneer  het  gehele  programma  zichzelf  kan  stoppen  als  aan  de  stopcriteria 
voldaan  is.  Dit  termination  detection  probleem    is  over  het  algemeen  lastig,  omdat  processoren 
meestal geen weet hebben van de algehele status  [8]. Bij de regelgrafen  ligt termination detection 








zeker  van  te  zijn  de  processoren  tot  een  juist  resultaat  komen.  Daarvoor  zijn  allerlei  methoden 
denkbaar, zoals blocking en niet blocking synchronisatie [9]. 
Uit de  literatuur blijkt  echter  er  geen  vast  recept  voor het  toepassen  van  synchronisatie bestaat, 
omdat  elke manier  zijn  voor  –  en  nadelen  heeft  en  de  uiteindelijke  keus  vooral  afhangt  van  het 
parallelle  algoritme  [10]  [11].  Cong  et  al.  geven  zelfs  aan  om  wellicht  de  synchronisatie  maar 
helemaal te verwijderen en in plaats daarvan het algoritme robuuster te maken [10]. 





































nodig  zijn om de huidige knoop  te beantwoorden. Dit proces voltrekt  zich  recursief door de graaf 
heen, totdat de  leaf knopen van de graaf bereikt worden. Als deze een waarde hebben, kunnen de 

































ook  in  dezelfde  partitie  zitten.  Wat  we  nu  kunnen  doen  is  een  hoog  gewicht  zetten  op  knoop 










te  weten  een  component  om  een  graaf  mee  te  genereren  en  partitioneren  en  een  tweede 
























































Nadat de  graaf  is  voorbereid,  kunnen  (gebaseerd op de  configuratie  settings)  een  bepaald  aantal 
‘workers’ klaargezet worden. Een worker is een thread welke een bepaalde taak kan afhandelen. Er 
worden evenveel workers klaargezet als er processoren gebruikt moeten worden. 
De  workers  worden  allemaal  aangesloten  op  een  virtueel  kanaal,  zodat  via  dit  kanaal 
gecommuniceerd kan worden. 
De partities die zijn voorbereid  in de preparatie fase, kunnen nu over de workers worden verdeeld, 































































de  lokale queue echter  leeg  is,  is het tijd voor het work stealing algoritme. Dit algoritme vraagt aan 
de  WorkChannel  om  een  WorkUnit.  De  WorkChannel  zal  dan  aan  een  bepaalde  Worker  een 
WorkUnit vragen en deze dus als het ware  ‘afpakken’. Het kan zijn dat de gevraagde Worker geen 
WorkUnit meer kan afgeven aan de WorkChannel, daarom  zal  laatstgenoemde op  zoek gaan naar 














‐ Met  het  G(n, p)  model  wordt  een  graaf  geconstrueerd  met  n  knopen.  De 
waarschijnlijkheid p (van 0 tot 1) geeft de kans aan dat een zijde tussen twee knopen wordt 
aangelegd. 
Voor  dit  afstudeeronderzoek wordt  het  laatstgenoemde model  gebruikt.  Een  voorbeeld  van  een 
resultaat van dit model staat in Figuur 5.  
Tijdens de experimenten wordt  telkens slechts één variabele gewijzigd, waarbij de overige settings 
op default waardes staan. Een uitzondering  is hier het aantal  inzetbare processoren. Deze  is bij alle 








Door  het  uitvoeren  van  de  experimenten  kan  bepaald  worden  in  hoeverre  de  factoren  in  de 
oplossingsruimte bijdragen aan de vraagstelling van dit afstudeeronderzoek. Hierbij worden  tevens 
enkele elementen van de probleemruimte meegenomen. 








































































Afgaande  op  de  verkregen  informatie  uit  de  literatuur  en  het  gegeven  dat  de  oplossing  in  dit 
afstudeeronderzoek  geïmplementeerd  moet  kunnen  worden,  zijn  de  volgende  technologieën 
gekozen om daarmee het praktische gedeelte van het afstudeeronderzoek uit te voeren. 
Architectuur: shared memory 
Reden:  in  de  literatuur  wordt  meestal  een  shared  memory  benadering  gebruikt.  Ook  is  shared 
memory  sterk  in  opkomst  ten  koste  van  distributed  memory  en  praktisch  goed  uitvoerbaar  (de 
onderzoeker heeft een 4 core machine, bij de werkgever staat een 8 core machine tot beschikking). 
Niveau van parallelliteit: Taak parallellisatie 
Reden:  het  bepalen  van  de  waarde  van  een  knoop  is  een  typische  taak.  Het  gaat  namelijk  om 
groepen van knopen die behandeld moeten worden, en geen losse data bewerking. 
Beschikbare technologieën: gebruik van multicore’s 
Reden:  multitasking  en  multithreading  zijn  geen  technologieën  die  echte  parallelliteit 
bewerkstelligen.  Met  multicore  wordt  dus  daadwerkelijk  het  gebruik  van  multiple  cores  op  een 
shared  memory  architectuur  bedoeld,  dus  niet  op  een  distributed  architectuur  en  ook  niet  op 
bijvoorbeeld een videokaart. 
Shared  memory  API:  puur  threading  met  Java,  gebruik  makend  van  geschikte  API’s  zoals 
java.util.concurrent. 
Redenen hiervoor omvatten: 







 Er  zijn  diverse  wetenschappelijke  libraries  beschikbaar  zoals  Titanium[21],  HPJava[22], 
Parallel Java Library[23] en Deterministic Parallel Java [24]. Deze libraries sluiten echter niet 
goed  genoeg  aan  bij  het  streven  om  in  dit  afstudeeronderzoek  met  shared  memory  te 



















Wat  duidelijk  zichtbaar  wordt  in  het 
experimentresultaat  hiernaast,  is  dat  de 
parallellisatie  inderdaad  niet  optimaal  is.  In 
de  grafiek  is  af  te  lezen  dat  het  optimum 
rond  6  cores  ligt,  waarna  de  responsetijd 
gelijk  blijft  na  het  toevoegen  van  extra 
processoren. 
Uit dit experiment is dus af te leiden dat het 
afleiden  van  regelgrafen  relatief  slecht 
schaalbaar  is.  De  oorzaken  hiervan worden 





Er  is voor dit experiment al een vergelijking te trekken met de  literatuur. Gregor et al. beschrijft  in 
“Lifting sequential graph algorithms for distributed‐memory parallel computation” de versnelling (en 












grafen  zijn  ook  gemakkelijker  in  partities  op  te  delen  die  ook weinig  tot  geen  afhankelijkheid  op 
elkaar hebben. 
In Parallel Inferencing for OWL Knowledge Bases door Soma et al, is onderzocht in hoeverre de OWL 
reasoning  te  parallelliseren  is  [26].  Dit  artikel  is  relevant  omdat  het  raakvlakken  heeft  met  dit 
afstudeeronderzoek. Immers, zowel de regelgrafen als semantische grafen zijn betekenisvolle grafen 
waarbij  informatie  kan  worden  afgeleid  uit  de  knopen.  In  dat  artikel  zijn  ook  de  versnellingen 
gemeten  van  verschillende algoritmen om  zo de  schaalbaarheid  te  kunnen  vaststellen. Bij 8  cores 
wordt daar een factor 12 versnelling gemeten. 
Zoals uit de  combinatie  van deze meting en de  literatuur blijkt, wordt de  schaalbaarheid  van een 
algoritme slechter naarmate de waarden van de knopen in de graaf relevant zijn voor andere knopen 
in die graaf. In een vervolgonderzoek zouden hier wellicht metrieken aan gekoppeld kunnen worden, 









De  verwachting hierbij  is dat  responsetijd daalt naarmate de  regelgraaf wordt opgedeeld  in meer 
partities. 
In de meting hiernaast is af te lezen dat door 
het  opknippen  van  de  graaf  in  kleinere 




die  bij  300  partities. Blijkbaar  treedt  boven 
300 partities geen verdere verbetering meer 
op  in  de  responsetijd.  Dit  is  te  verklaren 
doordat  de  verhouding  rekentijd/overhead 
steeds  slechter  wordt,  waardoor  het  niet 
meer loont om extra partities toe te voegen. 
Verder  valt  op  dat  bij  het  gebruik  van  2 
processoren  en  4  partities  de  responsetijd 














De  grafiek  rechts  geeft  aan  wat  de 




Zoals  verwacht,  is  vooral  bij  lage  aantallen 
partities het aantal cycles groot. Daardoor is er 
veel meer  overhead  bij  het  verwerken  van  4 
partities  dan  bij  25  of  100  partities.  Het 
gebruikte  METIS  partitioneringsalgoritme  kan 
blijkbaar  niet  alle  cycles  voorkomen.  In  een 









slecht  te  schalen;  elke  keer  worden  de 











Soma  heeft  ook  de  invloed  van  het  aantal  partities  gemeten  [26].  Twee  van  de  drie  gebruikte 







en  synchronisatie overhead er  is. De mate  van overhead  loopt  in de metingen  lineair op met het 
aantal partities. De metingen van Soma  laten echter niets  zien over cycles  tussen partities en hoe 
hier  mee  omgegaan  is.  Het  gegeven  ‘cycle’  kan  een  aandachtspunt  zijn  wanneer  andere  grafen 
geparallelliseerd worden. 
Als we  de  resultaten  van  Soma  en  de  eigen meetresultaten  vergelijken,  is  het  opvallend  dat  het 











de  regelgraaf  eigenlijk  een  boom  is,  hebben  de  partities  weinig  afhankelijkheden  onderling. 
Bovendien  zal er dan geen  sprake  zijn van cycles  tussen de partities. Daarom  zal vooral bij weinig 
processoren een verschil zichtbaar moeten zijn tussen de diverse mate van verbondenheid. Als meer 
processoren  toegevoegd  worden,  zullen  de  cycles  tussen  de  partities  minder  zijn,  en  dus  de 
responsetijd  van  het  experiment  met  een  hoge  verbondenheid  richting  die  van  een  lage 
verbondenheid gaan. 
Voor  dit  experiment  staan  hiernaast  de 
metingen gedaan met de kansen 0.0, 0.2 en 
0.4. 
Te  zien  is  dat  het  dat  de  verbondenheid 
inderdaad  invloed heeft op de  responsetijd. 
De  verbondenheid  is  natuurlijk  ook  van 
invloed  op  het  partitioneringsproces.  Hoe 
meer  verbonden  de  regelgraaf,  des  te 
lastiger  is  het  om  een  goede  partitionering 
te maken en bestaat de kans dus dat er toch 
nog  veel  connecties  tussen  de  partities 
onderling bestaan. 
In  combinatie  met  het  vorige  experiment 
over  de  partities  kunnen  we  nu  een 
interessante  conclusie  trekken  over  de 
invloed  van  partitie  cycles  op  de 









Soma  heeft  data  sets  gebruikt  die  grofweg  uiteenvallen  in  data  sets met  een  lage  en  een  hoge 






voor meer  informatie [26]). Deze manier  leidt weliswaar tot een  lagere maximale versnelling, maar 
wel een versnelling die niet beïnvloed wordt door de mate van verbondenheid van de graaf. Dit zou 







Het  kan  voorkomen  dat  een  partitie  a  niet  volledig  tot  een  afleiding  kan  komen,  omdat  er  een 



















In  de  grafiek  is  te  zien  dat  strategie  drie 
(retry  after  solving)  inderdaad  het  beste 
functioneert. Dit is ook wel te verklaren: bij 
de  retry  strategie  wordt  een  partitie 
simpelweg  telkens  opnieuw  geprobeerd, 
wat  in  een  aantal  gevallen  nutteloos 
gebruik  van  de  CPU  betekent,  omdat  die 
partitie  dan  alsnog  niet  afgeleid  kan 
worden.  
Bij de  join strategie worden  twee partities 
samengevoegd.  Dit  samenvoegen  kost 












altijd  toegewezen  aan  een  ‘eigen’  processor,  zodat  in  de metingen  van  Soma  het  aantal  partities 
altijd  gelijk  is  aan  het  aantal  ingezette  processoren  [26].  Dit  betekent  dat  daar  prima  de  ‘retry’ 
















Hier  vraagt  een  Worker  aan  een  willekeurige  andere  Worker  of  deze  wellicht  nog  werk 
beschikbaar heeft. 
Dit  experiment  heeft  als  doel  om  te  meten  welke  strategie  het  efficiëntst  is,  en  de  kleinste 
responsetijd oplevert. 
De verwachting vanuit de literatuur hierbij is dat Random Polling het beste functioneert, maar dat in 
dit  experiment  dit  niet  zichtbaar  zal  zijn  omdat  de  andere  strategieën  het  pas  af  laten weten  bij 
enkele tientallen processoren [2]. 
Deze  strategieën  zijn  verwerkt  tot  een 






tussen  de  drie  strategieën  in  zowel  de 
literatuur  als  in  het  uitgevoerde 
experiment minimaal  zijn.  In  de  literatuur 
is,  zoals  verwacht,  pas  verschil  te merken 
rond  100  processoren,  maar  in  het 














Dit  experiment  laat  dat  gewicht  variëren  van  1  tot  400  en  kan  zo  de  invloed  op  de  responsetijd 
meten. 
De  verwachting  is  dat  de  responsetijd  niet  veel  zal  veranderen,  omdat  het  gebruikte 





De  responsetijden  in  de  grafiek  zijn 
nagenoeg gelijk aan elkaar. Gezien het  feit 
dat de  lijnen door elkaar heen  lopen  (ook 
als  dieper  op  de  metingen  wordt 
ingezoomd),  zijn  de  verschillen  toe  te 
schrijven aan de meetonnauwkeurigheid. 
De gelijke responsetijden zijn  te verklaren: 
Als  het  partitioneringsalgoritme  geen 
rekening  hield met  de  gewichten,  zouden 
sommige  partities  veel  ‘zware’  knopen  in 
zich hebben. Daardoor zouden processoren 
te  veel  rekenkracht moeten besteden  aan 
dergelijke  partities  met  als  gevolg  dat  de 
doorgang  stokt  (en  dus  de  responsetijd 
verslechterd). 
Doordat  het  partitioneringsalgoritme wel  rekening  houdt met  de  gewichten, worden  de  partities 





































De  versnelling  is  hiernaast  te  zien  als 
grafiek  ten  opzichte  van  de  theoretische 










steeds  verder  afneemt  naarmate  er 
processoren  worden  bijgeschakeld.  De 






kan  worden  (en  dus  1‐P  deel  niet),  de  maximale  versnelling  bij  n  processoren  als  volgt  is: 
  



























Hieruit  volgt  dus  dat  de  maximaal  te  bereiken  versnelling  dus  2.4  is.  Dit  komt  overeen met  de 




Hierna  kan  ook  de  efficiëntie  berekend worden.  Zoals  beschreven,  geeft  de  efficiëntie  E  aan  in 








 Op  het  eerste  gezicht  is  dat  tegenstrijdig 
met de gemeten CPU utilisatie in de grafiek 
hiernaast.  In  deze  grafiek  is  immers  af  te 
lezen dat de utilisatie vrijwel 100%  is voor 
elke processor. 
Zoals  beschreven  in  de  literatuur,  is 







Aandachtspunt:  deze  efficiëntie  berekening  is moeilijk  te  verifiëren  aan  de  hand  van  echte  data. 










De  regelgrafen  zijn  niet  optimaal  schaalbaar  gebleken  ten  opzichte  van  een  oneindig  aantal 
processoren.  Als  een  afleiding  in  plaats  van  1  processor,  op  2  of  meerdere  procesoren  wordt 






Omdat  de  efficiëntie  slechts  25%  (en  dus  75%  van  de  tijd  opgaat  aan  synchronisatie)  is,  is  te 


















anders zijn processoren op voorhand al  idle. Dat zien we  terug  in de meting; bij 4 partities was er 
namelijk maar zeer weinig versnelling merkbaar.  
In  het  uitgevoerde  experiment  zou  het  al  voldoende  zijn  om  voor  het  aantal  partities  te  nemen: 
aantal_partities = 10 * aantal_processoren 
Dit  is echter  geen  garantie  voor  succes;  als de  verbondenheid heel hoog  is,  zijn er meer partities 
nodig om de afleiding efficiënt ‘aan het werk te houden’. 
Wat ook meespeelt,  is de ontdekte  invloed van de cycles tussen de partities onderling. Hoe minder 
cycles,  des  te  minder  vaak  partities  opnieuw  verwerkt  moeten  worden,  wat  gunstig  is  voor  de 
responsetijd. 
 

























beide  architecturen  is natuurlijk de overhead  van de  communicatie bij distributed memory, maar 












Het  is  ook  denkbaar  dat  er  situaties  zijn  dat  niet  gerichte  grafen  (of  een mix  van  gericht  en  niet 
gericht) geëvalueerd moeten worden. Waar bij gerichte grafen de partities zich als vanzelf vormen, 





















er  cycles  tussen partities  zitten. Daardoor moeten de partities  iteratief  verwerkt worden wat een 
sterk negatieve invloed heeft op de afleidingstijd. Een aanbeveling is dus om er zorg voor te dragen 
dat partities geen cycles hebben. 
Verder  liggen  er  afhankelijkheden  tussen  de  partities  die  ‘opgelost’ moeten worden  voordat  een 
volgende partitie verwerkt kan worden, wat ook een negatieve invloed heeft op de afleidingstijd. Dit 
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verbonden  zijn door  lijnen  (zijden of edges genoemd)  [29]. Als de  zijden een  richting hebben, die 














Zoals  [4]  dit  verwoord:  Gegeven  een  graaf  G=(V,E)  met  mogelijke  gewichten  (kosten)  op  de 
knopen  en  op  de  zijden  en  een  parameter  p,  is  een  partitionering  van  de  knopen  van  G  in  p 
subgrafen op zo’n manier dat de som van de knoop‐gewichten gelijk is over alle subgrafen heen, en 
de som van de gewichten van de zijden die buiten de subgraaf gaan, minimaal is. 















Eenvoudig gezegd  is parallelliteit  is een manier om problemen zodanig  te verdelen over meerdere 
processoren dat berekeningen aan dit probleem gelijktijdig uitgevoerd kunnen worden. 
Taxonomie 









Meerdere  instructies  op  dezelfde  dataset. 
Zeldzaam,  wordt  bijvoorbeeld  in 



















In het  kort delen alle processoren één geheugenruimte en  communiceren met elkaar  zo gedeelte 
variabelen uit te lezen en te schrijven[3]. 
SMP  lijkt  het  meest  op  een  prikbord  [33]  op  een  bij  iedereen  bekende  locatie,  waar  iedereen 
informatie op kan zetten en van af halen. Op die manier kan een bepaald subproces vragen aan dat 








Als  iemand  informatie  wil  sturen,  stuurt  hij  dit  gericht  en  direct  aan  één  of  meerdere 
geïnteresseerden, ook wel message passing genoemd [3]. 
Distributed memory gebruikt  complete  computers als bouwblokken,  inclusief processor, geheugen 












niveau wat voor de  regelgrafen  interessant  is,  is het de zogenoemde  taak parallellisatie. De  reden 
hiervan is dat het bepalen van de waarde van een knoop een typische taak is. Het gaat namelijk om 
groepen van knopen die behandeld moeten worden, en geen losse data bewerking. 
Een  eigenschap  van  taak  parallellisatie  is  dat  op  datasets  (dezelfde  of  verschillende)  ook 
verschillende berekeningen kunnen worden uitgevoerd[3]. Taak parallellisatie  is  te vergelijken met 























hiervoor  genoemde multiprocessing  gaat  het  hier  niet  om meerdere  processoren, maar  om  één 
processor. 
Multithreading stelt een processor in staat om thread 1 gedeeltelijk te verwerken, dan verder te gaan 
met  thread  2  omdat  die  bijvoorbeeld  een  hogere  prioriteit  heeft,  en  dan weer  verder  gaan met 
thread 1. 
Een thread is een sequentieel programma. Een processor kan een bepaalde thread een tijdje draaien 





heeft[11].  Dit  gedrag  hangt  af  van  het  onderliggende  besturingssysteem:  bij  het  ene 
besturingssysteem is dat sterker dan bij het andere. 
De  voordelen  van multithreading  zijn  voornamelijk  een  betere  benutting  van  de  CPU: meerdere 




In  [37]  wordt  het  Launch  and  join  of  fork  and  join  principe  besproken.  Hierbij  wordt  door  één 














De  volgende  voorwaarden  voor  efficiënte  parallelle  verwerking  zijn  beschreven  in  de  hierboven 
genoemde literatuur: 
 Het maken van een werkverdeling; hoe  is het werk op  te splitsen  in kant en klare brokken 
met zo min mogelijk afhankelijkheden op andere brokken? 
 Het verdelen van deze  taken over de beschikbare processoren; hoe zijn de  taken dusdanig 
over  de  processoren  te  verdelen  dat  de  processoren  niet  hoeven  te wachten  en  ze  dus 
optimaal benut worden? 




lang  staat  te  wachten  tot  een  andere  processor  zijn  werk  af  heeft?  Wat  zijn  efficiënte 
manieren om bottlenecks bij synchronisatie te vermijden? 
 Inzichtelijkheid  in  de  mate  van  verwachtte  versnelling  versus  de  daadwerkelijk  behaalde 
versnelling.  Hierbij  geldt  ook  de  mate  van  efficiëntie:  heeft  een  processor  veel  last  van 
overhead of wordt er daadwerkelijk veel verwerkt? 
Identificatie van te verdelen werk door partitionering 
In  het  algemeen  is  het  verdelen  van  werk  in  taken  een  kwestie  van  decompositie.  Dit  is  heel 
inzichtelijk  te  maken  door  de  term  “taak  afhankelijkheids  graaf”  (task  dependency  graph)  te 













waardoor  lang niet alle processoren hun  subgraaf hoeven af  te werken. Meer hierover  in de  load 
balancing. 





Partitionering  kan  gebruikt  worden  om  twee  doelen  te  behalen[5].  Het  eerste  doel  is  het 
verminderen  van  de  communicatie.  Dit  kan  doordat  bij  partitionering  zoveel  mogelijk  wordt 
geprobeerd om de subgraaf lokaal te houden; dus geen relaties met andere subgrafen opnemen die 












van  elkaar)  verder  opgedeeld  kunnen  worden.  Dit  algoritme  kijkt  niet  naar  de  diepte  van  een 






Over  het  algemeen  staat  of  valt  de  kwaliteit  van  de  gepartitioneerde  graaf  met  de  allereerste 
gegeven  partitionering.  Daarom  is  dit  algoritme  niet  direct  geschikt  voor  grafen  die  een  slechte 
eerste partitionering kennen. Het algoritme kan wel gebruikt worden nadat een ander algoritme de 




































Het  is  handig  om  een  graaf  grofmaziger  te maken,  omdat  het  aantal mogelijke  partitioneringen 
exponentieel met het aantal knopen  in een graaf groeit. Dat  impliceert dat een partitionering van 
een  grofmazige  graaf  gemakkelijker  te  vinden  is  dan  de  partitionering  van  een  fijnmazig  graaf. 
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alleen  de  heavy  edge matching  van  belang  is  voor  dit  afstudeeronderzoek.  Voor  de  volledigheid 
worden de ander wel genoemd. 
1) Random matching 
De  knopen  in  een  graaf worden  in  een willekeurige  volgorde  bezocht. Als  een  knoop v  nog  niet 
gematcht is wordt willekeurig een aanliggende nog niet gematchte knoop u geselecteerd. Als er een 






grootste  gewicht  (heavy  edge  matching);  immers  de  uiteinden  van  die  zijden  worden  toch 
samengevoegd. 
Een  dergelijke  heavy  edge  matching  kan  verkregen  worden  met  een  algoritme  die  lijkt  op  de 
hierboven beschreven random matching methode. Echter, in plaats dat via knoop v een willekeurige 













Een  kliek  (clique)  van  een  graaf  is  een  subgraaf  van  graaf G  (V,E) waarvan  alle  knopen  onderling 
volledig verbonden zijn. 
Als nu een verzameling knopen U uit graaf G wordt genomen kan bepaald worden in hoeverre graaf 
G(U, Eu) een kliek  is. Hierbij geldt een  formule   die  iets  zegt over de mate waarin een 
subgraaf een kliek  is  [44]. Als de uitkomst namelijk klein  is,  is er geen sprake van een kliek. Als de 
uitkomst 1  is,  is de subgraaf wel een kliek. Deze uitkomst formule wordt ook wel de zijdedichtheid 
genoemd. 
Het  idee wat uitgewerkt  staat  in    is  als  volgt:  een  kliek  zal  zeer waarschijnlijk niet  in  aanmerking 












a) De  originele  graaf.  De  knopen  die  worden  samengetrokken  tot  één  multinode  zijn  al 
gemarkeerd. 
b) De graaf na het samentrekken. Ook de gewichten zijn aangepast. 





Na  stap 1  is een grofmazige graaf aanwezig die nu  te partitioneren  is.  In deze  fase wordt via een 
bisectie een partitionering op graaf Gi+1 doorgevoerd, zodanig dat elke helft van de graaf ongeveer 












Als  het  Kernighan‐Lin  algoritme  wordt  gebruikt,  vindt  recursieve  partitionering  plaats.  Door  dit 
algoritme  een  aantal  keer  uit  voeren  kan  van  de  verschillende  partitioneringen  de  zijde‐snedes 







Pi+1 weer Pi te krijgen. Dit kan namelijk door de verzameling knopen Vi die  in de eerste  stap  is 
samengevoegd tot Vi+1, toe te wijzen aan partitionering Pi+1 
Lokale verfijningen doorvoeren 
Partitionering Pi+1  is  op  zijn  lokale minimum.  Echter  als  de  verfijningstap  is  doorgevoerd waarbij 
partitionering Pi ontstaat, hoeft  laatstgenoemde partitionering niet per se ook  in zijn eigen  lokale 
minimum  te zijn.  Immers: het  toevoegen van knopen betekent dat de zijde‐snede best verschoven 
kan zijn in de graaf. 
In  het multilevel  partitionering  algoritme  is  het  daardoor mogelijk  om  na  elke  stap  om  de  graaf 
fijnmaziger  te  maken,  een  lokale  verfijning  op  de  partitionering  door  te  voeren.  Een  dergelijke 
verfijning  kan  door  van  elke  partitie  een  subset  van  knopen  te  nemen  en  deze  om  te wisselen 












grafen  waar  dit  afstudeeronderzoek  over  gaan,  zijn  in  elk  geval  niet  geometrisch,  waardoor  de 
geometrische partitionering algoritmes afvallen als kandidaat om mee verder te gaan. 
Dit geldt ook voor algoritmes die niet naar de betekenis van de grafen kijken; immers de regelgrafen 
in  mijn  afstudeeronderzoek  zijn  niet  betekenisloos,  aangezien  de  waarde  van  een  knoop  iets 
betekent  voor  de  waarde  van  een  andere  knoop.  Dit  betekent  dat  alle  ‘eenvoudige’  algoritmes 
afvallen zoals (diverse varianten van) bisectie algoritmes. 







Desondanks  is het  toch heel goed mogelijk dat een processor  zonder werk komt  te  zitten  [28][2]. 












Een  statische mapping  verdeelt  voor  de  daadwerkelijke  executie  de  taken  over  de  verschillende 
processoren. Dynamische mappingen verdelen de taken juist tijdens de executie. 














Dergelijke  gecentraliseerde  schema’s  zijn  gemakkelijker  in  te  zetten  dan  de  gedistribueerde 






In  een  gedistribueerd  schema  is  de  verzameling  taken  aanwezig  over  alle  processoren,  zodat  de 
processoren  elkaar  onderling  werk  kunnen  toesturen  of  ontvangen.  In  een  distributed  memory 





Als  een  gedistribueerd  schema wordt  gebruikt  in  een  distributed memory  architectuur,  dient  de 























vragen.  Met  de  messaging  toevoeging  worden  meerdere  verzoeken  aan  deze  vaste  processor 
gebundeld tot één verzoek waardoor minder contentie optreedt. 
Asynchroon Round Robin 
In  tegenstelling  tot  de  hierboven  besproken  Global  Round  Robin  wordt  niet  op  één  plek  de  te 
bevragen  processor  bijgehouden,  maar  lokaal.  Dit  betekent  dat  elke  processor  zelf  weet  welke 
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andere  processor  hij  om  werk  kan  vragen.  Deze  waarde  wordt  gewijzigd,  telkens  als  om  werk 
gevraagd is. Deze waarde wordt zo gewijzigd dat elke processor aan de beurt gaat komen.  
Random Polling 
Hierbij  is  geen  vaste processor die een processor  aanwijst  voor werk  verschaffing. Als bij  random 
polling een processor nieuw werk nodig heeft, vraagt hij dit aan een willekeurige andere processor 
[2].  









nog  voordat  de  berekening  zover  is  dat  deze  data  ook  daadwerkelijk  benodigd  is.  Het  voordeel 
hiervan  is  de  berekening  in  één  keer  door  kan  gaan,  met  als  nadeel  dat  er  wellicht  teveel 
gecommuniceerd wordt omdat  a) het programma dat punt helemaal niet hoeft  te bereiken of b) 



















In dit hoofdstuk worden  verschillende  elementen  van de  communicatie besproken;  variërend  van 





In  distributed memory  architecturen  is  de  communicatie  overhead  vooral  te  kenmerken  door  de 
berichten  die  tussen  de  nodes  gecommuniceerd moeten worden  (het message  passing  principe). 
Deze  berichten  communicatie  wordt  gekenmerkt  door  het  samenstellen  van  een  bericht,  het 
versturen van een bericht over een transportmedium en het ontvangen van een bericht. 
Dit wordt uitgesplitst in enkele factoren [2]: 













nodes wordt  doorgegeven  aan  de  uiteindelijke  doel‐node.  Het  grootste  nadeel  hierbij  is,  dat  dit 
doorgeven heel erg sequentieel gebeurd: dus een node B ontvangt eerste het hele bericht van node 
A voordat hij het analyseert en doorgeeft aan node C  [Figuur 33]  [2]. Dit  is helemaal niet efficiënt. 








Bij  de  besproken  routing methoden wordt  er metadata  (header)  aan  het  bericht  vastgeplakt  die 
aangeeft  wat  de  doel‐node  van  het  bericht  is.  In  de  literatuur  wordt  nog  een  andere  manier 















Communicatie  in  shared  memory  architecturen  heeft  niet  de  typische  kenmerken  van  de 
communicatie en de daarbij horende overhead  in de distributed memory architecturen.  In  shared 
memory architecturen zijn zaken als  locking en contentie daarentegen de  typische bottlenecks  [2]. 
De locking wordt behandeld in het hoofdstuk “Synchronisatie”. 
Memory en cache consistentie 





Op  lage  niveaus  zien we  vooral  terug  bij  (processor)caches. Meerdere  kopieën  van  data  kunnen 
verspreid zijn over meerdere caches. Als deze gelijk zijn, zijn dus ze consistent, maar als één waarde 
wordt gewijzigd  is er sprake van  inconsistentie. Als deze aangepaste waarde wordt doorgevoerd  in 
het hoofdgeheugen kan hier mee worden doorgerekend met alle gevolgen van dien [12]. 






gebruik  van  snooping  cache  protocollen  meer  protocoltransacties  genereren  dan  leesacties. 
Bovendien  zorgen  gelijktijdige  schrijfacties  voor  meer  overhead  voor  het  geheugen  managent 
gedeelte van het besturingssysteem. 
Dit  bovenstaande  gaat  over  de  hardware.  De  hieruit  volgende  aanbeveling  is  dan  om  zo weinig 


































Vindt  het  wiel  niet  opnieuw  uit,  maar  gebruik  geoptimaliseerde  standaard  algoritmen  voor 
communicatie 










In  de  literatuur wordt  veel  aandacht  geschonken  aan  de  zogenoemde  termination  detection, wat 
beschrijft wanneer het gehele programma zichzelf kan stoppen als aan de stopcriteria voldaan is. 
Vooral in gedistribueerde omgevingen is het noodzakelijk om te weten wanneer de processoren klaar 
zijn  met  hun  werk.  Dit  termination  detection  probleem    is  over  het  algemeen  lastig,  omdat 
processoren meestal geen weet hebben van de algehele status [8].  
Het idee achter het termination detection algoritme met gewichten beschreven in de literatuur is als 









gewicht  naar  de  master  processor  in  een  speciaal  bericht.  De  master  processor  ‘vindt’  dat  de 
berekening klaar is wanneer zijn eigen gewicht weer precies 1 is geworden. 
Een  ander  bekend  algoritme  is  het  spanning‐tree‐based  termination  detection  algoritme  [8].  Dit 
algoritme ziet het netwerk van de deelnemende processoren als een graaf. Uit de graaf wordt een 
opspannende  boom  afgeleid  met  de  master  processor  als  root  node.  Alle  leafs  van  de  boom 
communiceren  via  een  token  naar  hun  directe  ouders  wanneer  ze  de  berekeningen  beëindigd 
hebben. Dit gaat zo ‘opgerold’ worden totdat de root node van zijn directe kinderen te horen krijgt 
dat  deze  ook  geëindigd  zijn.  Dit  kan  problemen  opleveren  als  een  processor  die  zojuist  heeft 
doorgegeven  dat  hij  klaar  is,  toch  berichten  ontvangt  van  andere  processors, waardoor  het  hele 
termination principe wordt ondermijnd [8]. 
Bij  de  regelgrafen  ligt  termination  detection wat  genuanceerder  dan  in  bovenstaande  scenario’s. 










In een shared memory architectuur  is het zaak om zoveel mogelijk  in  lokale geheugens te bewaren 
om  zo a) geen memory/cache consistentie problemen  te veroorzaken en b) het  toegangspad naar 
het  centrale  geheugen  niet  te  veel  te  belasten  omdat  dat  mogelijk  bandbreedte  ‐  en 
lockingproblemen kan opleveren. Als er een graaf bewaard moet worden  in het geheugen, kan dit 















gedeelte,  simpelweg  omdat  deze  gegevens  noodzakelijk  zijn  om  verder  te  kunnen  gaan  met  de 
algehele verwerking. Dit wordt  in het algemeen gesproken opgelost met barriers; alle  threads die 
deelnemen  aan  een  barrier moeten wachten  tot  de  laatste  thread  de  barrier  bereikt  heeft,  pas 
daarna  kunnen  de  threads weer  verder  gaan  [13][11]. Dit wordt  ook wel  een  blocking  vorm  van 
locking  genoemd. De niet blocking  vormen  van  locking worden ook wel  spin  locks  genoemd  [11]. 
Deze spin locks draait in een loop en test keer op keer of de lock al is vrijgegeven. 
Deze vormen van synchronisatie kunnen in de praktijk tot performance bottlenecks leiden, betogen 
Cong  in  [10],  Herlihy  in  [11]  en  Bader  in  [47].  Immers,  onregelmatige  problemen  zoals  graaf 
algoritmes,  zijn  erg  lastig  om  goed  te  parallelliseren  vanwege  hun  onvoorspelbare  gedrag  in 
geheugenbenaderingen en uitvoeringspaden  (dit  zien we ook  terug bij de problematiek  rond  load 
balancing!). De meeste theoretische parallellisatie modellen – PRAM is hier een goed voorbeeld van 
– gebruiken daarom de genoemde, gewone synchronisatiemethoden zoals barriers en locks[47]. 
Zoals  besproken  hierboven,  wordt  normaal  gesproken  consistentie  gewaarborgd  door  bepaalde 
stukken  code  exclusief  te  maken.  Deze  synchronisatie  betekent  daarom  dat  slechts  1  thread 
tegelijkertijd  in dit stuk code bezig kan zijn. Een algoritme wordt non‐blocking genoemd als threads 




benaderbaar  blijft,  en  niet  zoals  veelal  gedacht  wordt,  een  bottleneck  ontstaat  bij  gelijktijdige 





bij meer dan  twee  threads al  contentie  kan optreden  [11]. Dit  is niet  verder uitgezocht, maar we 













toe  te  passen  [10].  Deze manier  probeert  synchronisatie  zoveel  te  vermijden  en  zoveel mogelijk 
asynchroon  uit  te  voeren. De  belangrijkste  gedachte  hierachter  het  vermijden  van  synchronisatie 
middelen, is het om minder strenge eisen te stellen aan de volgorde waarin berekeningen gebeuren 
door de diverse processoren [10].  
Onderstaande  afbeelding  geeft  een  voorbeeld  van  twee  processoren  P1  en  P2  die  knoop  u  en  v 
ingekleurd hebben  (dat  is een ander, hier niet behandeld algoritme) en vervolgens  in de  race  zijn 











worden  [10]. De  lock‐free en wait‐free  implementaties  lijken aantrekkelijk, maar moeten bij nader 
inzien  niet  zomaar  toegepast  worden,  omdat  gebleken  is  dat  de  performance  van  deze 
implementaties  soms helemaal niet  zo  goed  is  [11]  [48]. Bovendien wordt de  code er  vele malen 
complexer van! 
Cong  et  al  geeft  aan  om  wellicht  de  synchronisatie  maar  helemaal  te  verwijderen  en  in  plaats 
daarvan het algoritme robuuster te maken [10]. 
De  literatuur geeft kortom geen eenduidig antwoord op de vraag of synchronisatie moet toegepast 


















De parallelle verwerkingstijd  is  in het  ideale geval tm = ts/n [12]. Hierbij wordt dus aangenomen 
dat elke processor op dezelfde tijd, namelijk tm, klaar is. 



































parallellisatie opeens wel  in zijn geheel  in een bepaalde cache past.  Immers, parallellisatie gebruikt 
meestal een subset van de data die het seriële algoritme gebruikt [2]. Ook bij graaf algoritmes is dit 





































Aan  de  versnelling  gerelateerd  is  de  term  ‘efficiëntie’.  De  efficiëntie  E  geeft  aan  in  hoeverre  de 
beschikbare processoren ook nuttig  gebruikt worden.  Immers; de processor  kan best 100% usage 














overhead,  geldt  nu: Tcomm + Tcalc = n x tp. Hierbij  is Tcalc  de  totale  tijd  die  daadwerkelijk 
gebruikt wordt om berekeningen te doen. 
Een verwerking op één enkele processor heeft als eigenschap dat Tcomm niet aanwezig  is, en Tcalc 
100%  is.  Nu  is  de  formule    ook  op  te  schrijven  als: 
 
Behoudens de fractie f, zijn deze twee formules gelijk aan elkaar. Immers n x tc=Tcomm. 






en  de  grafiek  van  f(n)  de  isoefficiëntie  curve[49].  Deze  grafieken  kunnen  erg  handig  zijn  om  de 
schaalbaarheid van een parallellisatie poging te beoordelen. Als namelijk W en n aangepast worden 








processor. Voor  twee van deze werk distributie algoritmes heeft Rao et al de  isoefficiëntie  functie 
bepaald  [49]. Voor de  “global  round  robin” manier  is deze:  . Voor de  ‘asynchroon 
round robin’ manier is deze:  .  Deze laatste functie betekent dat, om E constant te 
houden, er véél meer werk toegevoegd moet worden als n verhoogd wordt dan bij de ‘global round 


















In  een  semantische  graaf  beschrijft  een  predicaat/relatie  (zijde)  hoe  een  onderwerp  (knoop)  zich 










indicatiegronden,  randvoorwaarden,  uitsluitinggronden  en  numerieke  bijdragen.  Met  behulp  van 
deze causale verbanden is het mogelijk om te redeneren over het semantische model (welke dus in 





























Aangezien de hoofdvraag drie bevestigende  vragen  vereist  (predicaat  ‘vereist’) worden nu ook de 
leeftijd en eerlijkheid uitgevraagd. Pas als ook hier bevestigend op geantwoord  is, komt de persoon 
in aanmerking voor kindertoeslag. 
Bovengenoemd voorbeeld is niet complex, maar de vraagstukken uit de praktijk zijn dat vaak wel. Te 
denken valt bijvoorbeeld aan de afweging of een au‐pair naar Nederland mag komen, of de vraag of 
een burger een vergunning aan moet vragen voor het plaatsen van een dakkapel op zijn huis. 
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