Abstract-Photonic imagers are being increasingly used in space systems, where they are exposed to the space radiation environment. Unique properties of these devices require special considerations for radiation effects. This paper summarizes the evolution of radiation effects understanding in infrared detector technology, charge coupled devices, and active pixel sensors. The paper provides a discussion of key radiation effects developments and a view of the future of the technologies from a radiation effects perspective.
optics communication links. For each subject technology, the discussion is organized by a summary of the evolution of the technology, a discussion of key radiation effects developments in chronological order, and a view of the future of the technology from a radiation effects perspective.
II. INFRARED DETECTOR TECHNOLOGY
Infrared detectors are a key element in many modern optical systems because of their thermal imaging capabilities. Their major advantage is the ability to detect a large fraction of the radiative emission from objects rather than relying on detecting light reflected off the objects, as is the case for visible detectors. For example, the peak emission from a 300 K blackbody is at 10 m, and 99% of the emission from a 1000 K blackbody lies beyond 2.5 m. Among the important applications of space-based infrared detectors are astronomy, earth surveillance from space, and missile detection and tracking.
Historically, the first materials used to fabricate infrared detectors were the lead salts, PbS with a cutoff wavelength between 2.5 m and 4.0 m and PbSe with a cutoff wavelength between 4.5 m and 6.0 m, depending on operating temperature. In the 1960s and 1970s, these began to be replaced as other materials such as InSb, doped germanium, doped silicon (which quickly replaced doped germanium), HgCdTe, PbSnTe (which was only investigated for a brief period until it was determined not to be any better than HgCdTe), and silicides began to be used and better detectors were developed. In the late 1980s and early 1990s, quantum well and superlattice detectors based on III-V materials were also developed. HgCdTe is currently the most widely used detector material, primarily because detectors with near-theoretical performance can be fabricated and the cutoff wavelength can be tuned between 1.5 m and 20 m by varying the Hg-to-Cd ratio. The cutoff wavelength of quantum well and superlattice detectors can also be tuned by varying the superlattice parameters. However, the quantum efficiency of these detectors has been low thus far, so they have not found the wide usage that HgCdTe detectors have, despite using a more common semiconductor material. While doped silicon and silicide detectors have the advantage of being based on silicon, doped silicon detectors (which can operate out to 25 m) require very low operating temperature and the quantum efficiency of silicide detectors is very low, so use of these materials is also limited. The performance of InSb detectors, which have a cutoff wavelength of 6.0 m, is quite competitive with that of similar HgCdTe detectors. However, the cutoff wavelength of InSb is fixed, so it cannot cover the range of applications that HgCdTe can. [7] .
The first infrared detectors (PbS, PbSe, early HgCdTe, early doped Ge, and early doped Si) were photoconductive devices (i.e., a biased photoresistor whose resistance changes when illuminated). Although some photoconductive detectors are still used, these are being replaced by photovoltaic devices (i.e., zero-or reverse-biased diodes whose current increases when illuminated) that have the advantage of drawing much lower current for large array applications. Related to photovoltaic devices are the impurity band conduction (IBC) detectors (which are a high-low junction as opposed to a p-n junction) fabricated from doped silicon, and Schottky barrier detectors fabricated from silicides. There have also been some metal-insulator-semiconductor (MIS) detectors fabricated, especially from HgCdTe and InSb, but these have not received wide usage.
The infrared detection region is divided into several subregions. These regions and the detector types that operate in the regions are shown in Table I . The detectors shown in bold are the primary detectors in a region.
In part because of the pervasive nature of HgCdTe detectors, most of the reported radiation effects studies on infrared detectors have concerned HgCdTe. Therefore, we emphasize HgCdTe in the rest of this section and in general refer only briefly to studies in other materials.
A. Permanent Degradation 1) The Early Years: Single-Element Detectors and the Importance of Displacement-Damage-Induced Permanent Degradation:
In a path very similar to that of silicon integrated circuit (IC) technology, the first infrared detectors were single element devices. They may have been passivated to stabilize the device properties, but they did not include insulators as an integral part of the active device. Therefore, displacement damage dominated the permanent degradation, and total-dose effects were not important. In the 1970s, there was a large number of studies performed to investigate displacement damage in HgCdTe material [1] - [18] . These publications discuss the effects of irradiation at 4.2 or 77 K on both the electrical and optical properties of LWIR material, and also contain detailed annealing information. Displacement effects in MWIR material have not been studied in detail, but one study [1] showed that MWIR material damages at a rate that is 1.5 times faster than does LWIR material.
The basic displacement damage effect of irradiating HgCdTe is the introduction of donors, probably Hg vacancies. The donor introduction rate in LWIR HgCdTe at 80 K is shown as a function of electron energy in Fig. 1 [7] . The theoretical curve shown in the figure is based on the non-ionizing energy loss (NIEL) of electrons and has been normalized to the experimental data. Also shown in the figure are the donor introduction rates for fission and 14-MeV neutrons and some data measured at 10 K. These radiation-induced donors are also Shockley-Read-Hall (SRH) centers that degrade the lifetime. Therefore, the donor introduction rates are also essentially the same rate at which recombination centers are introduced. For an n-type photoconductive detector, the optical response ( V) can be shown to be (1) where is the optical generation rate, is the majority-carrier lifetime, is the bias, and is the majority-carrier (electron) concentration [19] . The parameter found to be most sensitive to displacement damage is [1] - [18] . Displacement-damage-induced donor introduction will increase the electron concentration, which in turn will degrade the optical response. For high performance, the initial donor concentration is made as low as possible, usually on the order of 1 10 cm . The addition of the same concentration of displacement-induced donors will degrade the optical response by a factor of two.
Photovoltaic detectors are diodes and are minority carrier devices. The best performance metric for photovoltaic detectors is the product of the resistance at zero bias times the detector area ( ). The best photovoltaic detectors are operated in the diffusion current regime, where the zero bias resistance is dominated by diffusion of minority carriers to the depletion region. Early detectors were all n-on-p devices with dominated by diffusion current from the p-type material. In this case, can be shown to be (2) where is the Boltzmann constant, is the temperature, is the hole carrier concentration, is the minority carrier lifetime, is the electron charge, is the intrinsic carrier concentration, and is the detector thickness [20] .
Because the hole concentrations on the side in these devices were relatively high, it would require the introduction of a significant concentration of displacement-induced donors to decrease this. Therefore, the parameter most impacted by displacement damage is the minority carrier lifetime. This lifetime will be degraded by the introduction of SRH centers. The initial SRH defect concentration in photovoltaic HgCdTe detectors is made as low as possible, often on the order of 1 10 cm . The introduction of the same concentration of SRH centers by displacement damage would degrade the by a factor of two. Another damage mechanism that could impact the is lifetime degradation on the n side. The maximum minority carrier lifetime in n-type HgCdTe is set by the Auger lifetime, which varies inversely as the square of the electron carrier concentration [19] . For good performance, this electron carrier concentration is kept low, perhaps as low as 1 10 cm , so the Auger lifetime on the n side can be approximately as sensitive to displacement-damage-induced effects as the minority carrier lifetime on the p side.
The estimated degradation thresholds, defined as the fluence at which the responsivity degraded by a factor of two, for HgCdTe and other detector types are shown in Table II . In three studies [21] - [23] , photovoltaic HgCdTe detector arrays were exposed up to a level of 2 10 n/cm (fission neutrons), which is less than the estimated degradation threshold, without observing any displacement-induced degradation. By this exposure level, the accompanying total dose had begun to produce degradation, as will be explained in the next section.
One study of fast neutron (14-or 15-MeV) damage in InSb photoconductive and photovoltaic detectors has been reported [24] . The photoconductive detectors were p-type, and the hole removal rate was found to be 1.1 cm . This resulted in a slight increase in the optical response of photoconductive detectors beginning at a fluence of 5 10 n/cm . The photovoltaic detectors were n-on-p devices whose leakage current was dominated by generation-recombination current from the more lightly doped n-type base region. The most radiation-sensitive parameter in these devices was the minority carrier lifetime in the n region. The impact of neutron irradiation on was not reported, but the optical response degradation threshold was reported to be 3 10 n/cm . These degradation thresholds are shown in Table II . Modern photovoltaic (PV) InSb is based on p-on-n diodes. While some limited gamma and proton damage data have been obtained on p-on-n InSb, damage thresholds have not been reported.
Electron-and fission-neutron-induced damage has been reported on p-type PbSnTe material [25] , [26] . Irradiation with 30-MeV electrons at 78 K produced a hole carrier addition rate of 3.6 cm in more lightly doped (4 10 cm ) material, but a hole removal rate of 22 cm in more heavily doped (8 10 cm ) material. When more heavily doped (4 10 cm ) material was irradiated at 9 K, the carrier removal rate was 9 cm . The authors hypothesized that the reason for the difference was that both donors and acceptors were produced, but whether or not the donors were fully ionized depended on the location of the Fermi level and thus on the doping level in the material. Fission-neutron irradiation of a more heavily doped (4 10 cm ) material at 78 K resulted in a carrier removal rate of 42 cm . No irradiation studies of actual PbSnTe detectors have been reported. Nor is there any information available about the material parameters that would be used in detectors. Therefore, we cannot estimate the degradation thresholds for detectors.
Displacement damage produced by thermal neutrons [27] , 14-MeV neutrons [28] , [29] , or protons [27] , [30] in PbS photoconductive detectors has been reported. PbS detectors are usually operated with internal gain ( ), which is the ratio of the material lifetime ( ) to the sweepout time ( ) in the device. The optical responsivity ( ) in such a detector can be written as (3) where is the quantum efficiency, is the wavelength, is Planck's constant, and is the speed of light. The sweepout time can be written as (4) where is the mobility and is the field across the detector. Thus (5) and (6) The only parameters in this equation that can be affected by displacement damage are the mobility and the lifetime, with the lifetime being by far the more sensitive. However, the reports did not provide enough information to determine any material parameters, so we can only summarize the degradation threshold. The fluence at which the responsivity degraded by a factor of two for each particle type investigated is shown in Table II . Although not always stated, it is likely that all of these PbS tests were performed at room temperature.
There has also been one report of fission-neutron damage in arsenic-doped silicon material at 10 K [31] . In doped-silicon detectors, the optical response is proportional to the majority carrier (electron) lifetime, which is inversely proportional to the concentration of recombination centers. In n-type doped-silicon detectors operated at 10 K, all of the electrons are frozen out on the donor sites, but some donor sites are empty due to the presence of compensating acceptor sites. It is these empty donor sites that serve as the recombination centers for the optically excited electrons. The concentration of compensating acceptor sites is kept as low as possible for long lifetime and high performance. In the tested material, the acceptor concentration was 5 10 cm , but can be as low as 2 10 cm in high quality detectors. As additional compensating acceptors are introduced by irradiation, the lifetime, and thus the optical response, degrades. The measured acceptor introduction rate was 16 cm in both float-zone (low oxygen concentration) and pulled-crystal (high oxygen concentration) samples. This neutron-induced response degradation remained approximately the same for annealing temperatures, as high as 673 K. This resulted in a factor of two response degradation after exposure to 3 10 n/cm in the tested material, but the degradation threshold could be as low as 1 10 n/cm in detectors fabricated from higher quality material. This degradation threshold is shown in Table II .
2) The Intermediate Years: The Advent of Multielement Arrays and the Importance of Total-Dose-Induced Permanent Degradation: In the late 1970s and early-to-mid 1980s, development shifted to multielement detector arrays. These required surface passivation between the individual detector elements. In HgCdTe arrays, the most common architecture was n-on-p photovoltaic detectors passivated with a deposited layer of ZnS. ZnS is very effective at trapping charge, so total-dose-induced permanent degradation became much more important than displacement effects. As a result, many studies were reported that investigated the mechanisms of total-dose-induced effects in arrays and how one might harden against them [21] , [32] - [41] . Most of the early hardening approaches involved investigation of alternate passivation insulators such as anodic sulfide [43] , [44] or deposited SiO [33] , [45] . Occasionally, unpassivated devices were also investigated [37] . While some quantitative differences were observed, both MWIR and LWIR devices exhibited similar behavior.
Studies of the -characteristics of MIS capacitors demonstrated that both electrons and holes could be trapped in ZnS, with the net charge depending on the sign of the bias applied across the ZnS [32] - [35] , [42] - [45] . The total-dose-induced trapped charge in the ZnS causes a shift in the surface potential in the HgCdTe. The magnitude of the applied bias and the surface treatment of the HgCdTe control the amount of charge trapped and thus the size of the potential shift, as shown in Fig. 2 [33] . Even at relatively high bias, the net trapped charge is only a few percent of the total charge produced in the ZnS by the irradiation.
At zero bias, the sign of the net trapped charge can be positive or negative, depending on the surface treatment of the HgCdTe and perhaps other factors (e.g., stray fields). Therefore, the ionization-induced trapped charge in the ZnS can either cause accumulation or depletion (and eventually inversion, leading to increased crosstalk due to the presence of a conducting path between detector elements) of the HgCdTe surface between the diodes. In either case, this causes an increase in the surface leakage current and degraded array performance, as shown in Fig. 3 [21] . ZnS is so effective at trapping charge that HgCdTe arrays passivated with it exhibited degradation at low exposures that ranged from 3 10 rd(ZnS) to 5 10 rd(ZnS). In general, detectors with higher initial quality (e.g., higher
) exhibited less total-dose vulnerability. However, these high-quality total-dose-hard detectors could not be reproduced consistently, nor could they be produced uniformly across full arrays. Thus, while there was an existence proof that high-quality rad-hard detectors could be produced, by the late 1980s, it was becoming clear that ZnS passivation was not the solution.
The finding that detectors with high initial quality generally were also more total-dose tolerant led to the eventually accepted hypothesis that the mechanism that caused high total-dose vulnerability was related to the cause of poor detector performance. Therefore, it was thought that solving the problem of poor detector performance would likely result in total-dose hardness as well. In addition, it was clear that the state of the interface between the HgCdTe and the passivation was key to device performance and hardness and that developing a high quality interface that could be fabricated reproducibly was the most important issue.
While use of alternate passivation materials (e.g., anodic sulfide, deposited SiO , or silicon nitride) sometimes decreased the total-dose vulnerability of HgCdTe arrays, the improvement was not enough to be called a solution. In particular, high performance and hardness could not be obtained consistently. Unpassivated devices were found to be hard to 3 10 rd(HgCdTe), as shown in Fig. 4 [37] . However, passivation for providing device stability is even more important for HgCdTe devices than it is for silicon devices, so elimination of the passivation was not an acceptable option. All of the ionization-induced trapped charge was found to anneal out by 300 K. Thus, periodic heating of HgCdTe arrays could effectively remove all the radiation damage. However, this was not a solution that could be used in all systems. The eventual solution was the development of CdTe passivation, to be discussed in the next section.
No total-dose tests of InSb detector arrays have been reported. However, there has been one report of MIS capacitor tests [46] . The insulator in these tests was silicon oxynitride, which probably contained little or no nitrogen. Whether or not this insulator is similar to what is used in InSb arrays is not known. The radiation response of this silicon oxynitride was very similar to that of thermally grown SiO on silicon when irradiated at low temperature, which means that it was not very radiation tolerant. Exposure to 1 10 rd(SiO ) produced flatband shifts of 0.1 V at 0 V applied bias and 0.5 V at 1e6 V/cm applied bias in 110-m-thick insulators. For photovoltaic detector arrays with a substrate doping of 3 10 cm , we can estimate that significant surface potential shifts would be produced by exposure to 5 10 rd(SiO ).
There has been one reported total-dose test of PbSnTe arrays [21] . Measurable leakage current increase was observed in detectors on one array after exposure to 1 10 rd(PbSnTe), while no change was observed in detectors on a second array after exposure to 4 10 rd(PbSnTe). All of the damage in the one array annealed out by 300 K.
3
) The Recent Years: The Use of CdTe Passivation and the Development of Mega-Rad-Hard Arrays:
In the late 1980s and early 1990s, most manufacturers of HgCdTe arrays successfully developed CdTe passivation, which is much more compatible with HgCdTe than was ZnS or any of the other passivations used earlier. The driving force behind the development of CdTe passivation was improved detector and array performance, especially for LWIR devices. The CdTe approach proved very successful, as high performance detectors and uniform arrays (with fewer bad elements) were produced. At the same time as the switch to CdTe passivation occurred, most manufacturers also shifted from n-on-p architectures to p-on-n architectures. While use of the p-on-n architecture did lead to revolutionary changes in device performance (especially when combined with CdTe passivation), its impact of total-dose hardness was at most evo- lutionary. Higher total-dose hardness was primarily the result of using CdTe passivation.
A desirable side effect of using CdTe passivation, but not one that was the primary thrust of the development, was that the arrays also were much harder to total-dose exposure [22] , [23] , [47] - [52] . It was found that CdTe-passivated HgCdTe detectors would survive exposure to 1 Mrd(HgCdTe), as shown in Fig. 5 [22] . This meant that the total-dose hardness of a hybrid array was no longer controlled by the response of the detector array, but was controlled by the hardness of the MOS readout.
Since the detector array and readout integrated circuit are hybridized through indium bump bonds and the detectors must be operated at cryogenic temperatures, the readouts are also operated at cryogenic temperature. Total dose effects are more severe in cryogenic CMOS than at room temperature because of enhanced charge trapping the oxides. Hybrid arrays with unhardened readouts tend to fail after exposure to a few tens of krd(SiO ). It is possible to obtain hardened readouts that will survive up to one Mrd(SiO ) at cryogenic temperature but, as is the case for room-temperature electronics, the cost of rad-hard readouts is high and the number of process lines that are willing to fabricate them is diminishing. Fortunately, the trend toward use of higher density CMOS processes is also favorable to total dose hardness since oxides are thinner and inversion thresholds tend to be higher for scaled processes. Use of hardness-by-design practices and submicron processes has allowed radiationtolerant readouts to be fabricated in commercial foundries that are acceptable for many uses in the natural space radiation environment.
B. Ionization-Induced Transient Response 1) Single Event Pulses and Noise:
While permanent degradation is an important aspect of the radiation response of infrared detectors, ionization-induced transients are often more important issues in actual applications. In order to detect optical photons, infrared detectors must be very sensitive ionization detectors. They must be able to detect low energy IR photons and this requires a low noise floor. As a result, they are also extremely effective detectors of ionization, often being able to sense individual particles. This is akin to single event transients caused by heavy ions in standard integrated circuits, except that the sensitivity of infrared detectors is so great that they can often detect single electrons. In fact, infrared detectors are often designed using the same principles used to design nuclear detectors. Some of the earliest investigations of the radiation response of infrared detectors were driven by the need to understand their response to fluxes of ionizing particles. The two main applications that drive concerns for transients are strategic systems that are concerned about the effects of gamma and electron flux and astronomy systems that are concerned about the effects of cosmic rays.
a) Gamma-Induced Pulses: Most of the reported studies of the response of infrared detectors to gamma-flux exposure have been for HgCdTe detectors [21] - [23] , [36] , [53] - [55] with one report [21] also including PbSnTe detector response. When detectors are exposed to a gamma flux, a distribution of pulses is produced. A typical distribution is shown in Fig. 6 [21] . Most of the pulses are not the result of direct interaction of the gammas with the detector. Rather, the gammas interact with the surrounding material and produce secondary electrons through Compton scattering and photoelectric effect, which in turn interact with the detector. The primary reason a distribution of pulse amplitudes is produced is because of the varying path lengths that the electrons traverse through the detector volume. A secondary reason is differences in the energy loss rate of different energy secondary electrons.
In order to calculate the gamma-induced pulse amplitude distribution in a detector with high fidelity, one needs to perform a radiation transport calculation through the surrounding material. Unfortunately, these are not simple analytic calculations that are easy to perform. Further, transport codes often truncate their calculations at a finite electron energy, which ignores electrons that can be significant in producing the pulse amplitude distribution in detectors.
Fortunately, there is a semi-empirical method of making estimates of the pulse amplitude distribution that is analytic and relatively easy to use [56] . The average chord length ( ) in a rectangular volume is (7) where , , and are the dimensions of the volume. Some of the Compton electrons (usually between 5% and 10%) stop or start within the detector. To allow for these, a term is added empirically to the equation, and one finds the average electron path length ( ) in the detector to be (8) where is the average path length of the average-energy Compton electron in the detector material.
The average pulse amplitude in carrier pairs is then (9) where is the average energy of the Compton electrons produced by the gammas and is the energy required to create a carrier pair in the material. The internal event rate ( ) produced by the gammas interacting directly with the detector can be shown to be [56] ( 10) where is the linear absorption coefficient of the gammas in the material, is the detector volume, and is the gamma flux. The external event rate ( ) produced by the Compton electrons from the surrounding material interacting with the detector is [56] (11)
The total event rate ( ) is just the sum of the internal and external event rates.
Although Pickel and Petroff [56] also developed an expression for the pulse amplitude distribution, it is not of simple analytic form and requires a computer code for solution. Most users of this semi-empirical approach simply rely on the observation that the pulse amplitude distribution is approximately exponential and determine the predicted distribution from the calculated average event amplitude and total event rate. This tends to underpredict the number of pulses at low amplitude and overpredict the number at high amplitude. It is generally believed that exponential approximation gives results that are within an order of magnitude at all amplitudes (except very large ones where an exponential distribution remains finite but the real distribution drops to zero) and that are within a factor of two at most amplitudes.
The gamma-induced pulses in a detector result in increased noise. The measured gamma-induced rms noise in HgCdTe and PbSnTe detectors is shown in Fig. 7 [21] .
The equation to calculate the noise squared ( ) produced by events with a distribution in amplitudes is (12) where is the integration time and is the second moment of the amplitude distribution of the events. For an exponential distribution of amplitudes (13) where is the first moment of the distribution and is the same as the average pulse amplitude calculated from (9) . Using (9)-(13), one finds that (14) In a similar manner, one can show that the gamma-induced noise current ( ) produced by an exponential distribution of pulse amplitudes is (15) where is the bandwidth of the measurement. The prefactor ( in this analysis-the prefactor is 2 in this case of an exponential distribution such as was used to obtain (14) and (15)-has been defined by some [57] as the shot noise multiplier. It varies depending on the shape of the distribution but can be readily calculated if the shape is known analytically or from experimental data.
There have been some device-level approaches postulated for separating the optically induced charge from the ionization-induced charge in extrinsic silicon and superlattice detectors. These have sometimes been termed intrinsic event discrimination (IED). The underlying premise is that the two energy states for the ionization-induced charge are the valence and conduction bands in the material, while one of the states for the optically induced charge is a bound state (e.g., an impurity level in an extrinsic detector or a bound state in a superlattice). However, no IED device concept has been fully demonstrated, and there are significant questions about how well (or even whether) such a device will eliminate the ionization-induced response.
b) Cosmic Ray-Induced Pulses: Cosmic ray-induced transients present a significant challenge for IR detector arrays used in space-based astronomy. Read noise specifications on the order of ten electrons or less, concomitant with very long integration times of several hundred to thousands of seconds, are often required. With these performance requirements and operation in space, the radiation environment from galactic cosmic rays (GCR), trapped particles, and energetic solar particles can dominate the noise [121] . This effect can often be managed at the system level since imaging arrays normally have nondestructive readout capability. That is, the signal charge can be sampled multiple times on a pixel-by-pixel basis during the integration time without disturbing the integrated charge. This procedure enables signal processing algorithms to recognize and remove the charge-contaminated pixels that have suffered a particle transient.
2) Low-Dose-Rate Effects: Some extrinsic detectors, especially doped silicon and doped germanium, display another type of response when exposed to a flux of ionizing particles while operated at low temperature and low optical background. The optical response increases while the detector is exposed to the ionization flux and then decreases when the flux is removed. These effects can occur at low dose rates and the time constants involved can be quite long. An example for an arsenic-doped silicon detector is shown in Fig. 8 [58] . In this case, the time constants were tens of seconds. At even lower optical backgrounds, time constants on the order of hours or even days have been observed. The phenomenon was termed the "gamma response anomaly" when it was initially observed. The cause is the filling of empty sites at which optically excited carriers would recombine by the ionization-induced charge. For example, in arsenicdoped silicon, the ionization-induced electrons fill the compensated (and thus empty) arsenic donor sites. It is the empty recombination sites that control the lifetime of the optically excited electrons and thus the optical response in extrinsic detectors, so filling these sites increases the lifetime and causes an increased response. The time constants are long because there are few carriers available at low temperature and background, and it takes a long time for the device to reach a new equilibrium when a change is made. This is a process akin to dielectric relaxation. In fact, similar long-time-constant changes were subsequently observed when other changes (e.g., optical level, temperature) were made.
The long time constants and the pervasive nature of the gamma-response anomaly in extrinsic silicon detectors was a major driving force behind the development of IBC silicon detectors. The IBC devices are essentially a reverse biased high-low junction with a band of donor sites which can exchange charge with each other, instead of the donor sites being isolated and not able to interact with each other such as is the case in doped silicon detectors. As a result, it is easier to reestablish equilibrium in IBC detectors when changes are made, and the time constants are much faster (on the order of microseconds) [59] , [60] , as can be seen in Fig. 9 [59] .
3) Prompt-Pulse-Induced Transients: When an infrared detector is exposed to a high-dose-rate ionization pulse (a prompt pulse), the individual events are no longer distinguishable, and a large current pulse is observed [21] - [23] . It is easy to calculate the magnitude of the charge produced ( ) by the ionizing pulse if the detector volume is known. One starts with the dose rate and multiplies by the pulse width to get the dose deposited ( ) (or uses itself if this is what is known). One then uses the definition of dose (1 rd 100 ergs/g), performs a units conversion to get this in units of eV/cm , divides by the energy required to create a carrier pair ( ), and multiplies by the electron charge and detector volume ( ) to find (16) where is the density of the detector material. The temporal response of infrared detectors to a prompt pulse is generally controlled by circuit parameters and not the detector itself. The rise time of the response usually follows the ionization pulse, with the decay time determined by how fast the circuit can remove the ionization-generated carriers. An example of prompt pulse response is shown in Fig. 10 [22] .
The magnitude of the prompt-pulse response is quite large in any infrared detector type, even for very low dose rate prompt pulses. As a result, the prompt pulse response of infrared detectors will almost always produce a response pulse that is large compared with the optical signal. Whether or not this large ionization-induced pulse upsets a system depends of other factors such as the recovery time and the sensitivity of subsequent electronics. However, most optical sensors are designed to ignore glitches, and prompt-pulse-induced glitches can be filtered out of the data stream as long as the recovery time is sufficiently fast.
III. VISIBLE/NEAR INFRARED IMAGER TECHNOLOGY
Visible and near-infrared imager technology has been developed in the form of CCDs, passive pixel arrays such as CIDs, and active pixel arrays such as APS. CCDs provide the lowest noise but consume the most power, are the most expensive, and suffer from radiation-induced charge transfer problems. CIDs avoid charge transfer problems with random readout and since they are CMOS compatible, they have low power consumption and are less expensive. However, they have larger noise than CCDs and are unacceptable for many low-noise applications. Recent developments with active amplification within the pixel has led to the active pixel sensor with all the advantages of the CID but much lower noise. APS technology is currently under development. Most of the radiation considerations for the APS imagers also apply to CID imagers, both being dominated by radiation effects in the CMOS circuitry. The following sections discuss evolution of radiation effects understanding for CCD and APS technologies.
A. CCD Imagers
CCDs were originally designed for use as memories, signal processing circuits, imagers, and readout circuits for infrared detectors. Some of these areas have now declined but use of CCDs as imaging detectors for the visible region remains widespread.
A CCD consists of an array of MOS capacitors. Fig. 11 shows the basic structure, typically built on a p-type epitaxial layer on the order of 10-20 m thick. Potential wells are created by applying a voltage to one of the gate electrodes. The n-type buried channel ensures that the potential minimum is situated 1 m into the silicon so that charge is kept away from the silicon-silicon dioxide interface. Charge is moved from one pixel to another by switching the applied voltage from one electrode phase to the next, first vertically, one row at a time, (in parallel) to the serial register where each row is moved one pixel at a time, to the readout amplifier. Three or four clock phases/pixel are commonly used for vertical transfers and two or three for serial (the former requires an implant to define the sense of direction).
Devices without a buried layer are known as surface channel and have the advantage of a higher charge handling capacity which is useful in IR detectors. However, MOS readout circuits are now used almost exclusively for this application and surface channel CCDs are rarely used today.
Since the charge transfer process is essentially lossless and the noise introduced by the readout amplifier is small (often just a few electrons rms), CCDs are almost perfect detectors for visible photons. This makes them especially vulnerable to displacement damage since even single atomic defects in the bulk of the lattice can cause observable dark current or trapping effects. In addition, buildup of ionization-induced charge in the gate dielectric and interface trap generation will (as in any MOS device) cause flatband voltage shifts that change the effect of the applied bias and clock voltages and generate thermal leakage (dark) current at the surface. As well as this permanent damage, transient effects will be produced by the charge deposited in the silicon by charged particles and X-ray or gamma ray photons.
Two recent books [61] , [62] discuss the details of CCD operation and both have interesting sections on their early history and development. Radiation effects in CCDs have been discussed in [63] and [64] . Although the fundamental damage mechanisms and basic CCD architecture have not changed since the CCD was first described in 1970 by Boyle and Smith [65] , there are several factors which have stimulated continued interest. A variety of device modifications and new operating techniques have been developed to enhance performance or to mitigate radiation effects and advances in silicon processing technology have led to large increases in device size (and number of pixels). It has always been difficult to predict the effect of radiation on image quality from device theoretical simulation alone because of subtle dependencies on operating conditions (such as temperature and clocking rate). It usually requires an experimental effort to validate performance for each particular application. It should be borne in mind that CCDs are almost always commercial-off-the-shelf devices. Specifically hardened devices are sometimes manufactured but, even then, radiation performance is not often guaranteed by the manufacturer.
1) The Early Years (1970 Years ( -1982 : It was quickly realized that CCDs would be useful for military and space applications and that radiation effects needed study. This early work was reviewed by Killiany in 1978 [66] . The main emphasis was on neutron and gamma damage on the linear and small ( 100 100 pixel) area device available at the time. The chief parameters of interest were flatband voltage shift, charge transfer efficiency (CTE), and increases in the average dark current level. The devices were not large enough, and "cosmetic" quality not good enough, for pixel-to-pixel differences in dark current to be a major issue.
In 1974, Mohsen and Tompsett [67] introduced the basic equations for charge transfer degradation when there are traps present in the buried channel. Three years later, Saks [68] discussed the traps created in a n-channel CCD by fast neutron irradiation and found trap energy levels at 0.14, 0.23, and 0.41 eV below the conduction band. He identified the A-Center (oxygen-vacancy complex) as responsible for the first of these, the divacancy for the second, and a mixture of divacancy and the E-Center (phosphorous vacancy complex) for the third. Today, the separation of the 0.4 eV level into the E-center and the divacancy is still not conclusive, though the recent interest in cooled CCDs for space astronomy has spurred a renewed interest in the defects responsible (see, for example, [69] - [71] ). Recent work suggests that the E-Center is responsible for roughly 80% of the CTE degrading traps and that there is at least one other defect level at around 0.3 eV.
The relationship between displacement damage and bulk dark current was also being explored. In 1979, Srour et al. [72] gave an analytical model for dark current generation in depletion regions. The bulk defect responsible was not conclusively identified, but Srour et al. [73] recently gathered together the early data correlating damage for different radiation sources and silicon dopings, as well as data from subsequent CCD tests. They concluded that the divacancy is the dominant defect that generates bulk dark current and defined a universal damage constant. The value proposed was (1.9 0.6) 10 carriers/cm -s per MeV/g at 300 K and 1 week after irradiation (after a large fraction of any annealing has taken place).
The linear relationship between interface trap density and surface dark current was defined by Saks in 1982 [74] . In 1980, Saks et al. [75] recognized that by inverting the CCD surface so that it becomes accumulated with holes, the surface traps become filled and dark charge generation is suppressed. Soon afterwards multiphase pinned (MPP) CCDs were developed in which the whole (or almost the whole) surface could be inverted. This led to significant hardening to total ionizing dose (TID) as surface dark charge generation is no longer significant (as long as the surface remains inverted).
We have mentioned that flatband voltage shift is also caused by TID. It was recognized that normal CCD gate oxides were fairly radiation-soft and significant efforts were made to harden them (see, for example, [76] and [77] ). Much of this work was for surface channel devices and low temperature operation and for structures, such as stepped oxide electrodes and charge injection gates, which are no longer relevant.
Another issue that received interest during the early years was the generation of transient events, particularly by high dose rates of gamma ray photons. In 1981, this work culminated in two papers [78] , [79] which described the way that the noise generated by high dose rates of gamma radiation increases the random noise in an image. See [80] and the references therein for a recent discussion of transient effects.
2) The Intermediate Years: CCD Technology Matures (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) : During the 1980s, the size and cosmetic quality of CCDs improved substantially and CCD instruments were designed for many applications, including space. For example using CCDs in star trackers became common, at least for high accuracy applications and several focal planes were developed for space-based astronomy and planetary science (e.g., the 800 800 CCDs for the Hubble Space Telescope (HST) [81] and the Galileo mission [82] ).
In the early-mid 1980s, several studies [83] - [86] looked at single neutron and proton effects. These are caused by both elastic collisions (Coulombic scattering and elastic nuclear scattering) and inelastic collisions (nuclear reactions). This work and the general need to look at effects in the new design of space-borne instruments led to the widespread realization that proton-induced dark current spikes were important for space applications. Fig. 12 shows dark current spikes due to protons. There was some work on CTE effects during this time, but the full consequences of displacement damage were not demonstrated until later. Dark current nonuniformity was particularly bad for virtual phase CCDs where the substitution of an implant for one of the electrode phases (to improve UV response) resulted in high electric fields within the depletion region.
Three papers [87] - [89] were presented at the 1989 IEEE Nuclear and Space Radiation Effects Conference, which gave evidence that dark current spikes can be caused not only by inelastic collisions (which deposit a large amount of energy and so create a large number of defects) but also by elastic collisions which happen to occur in high field regions of the depletion volume. In these cases, the dark current can be enhanced by several orders of magnitude due to field-enhanced emission. A characteristic of this phenomenon is that the dark current nonuniformity changes more slowly with temperature. In many cases, there is a clear correlation between the size of a dark current spike and the decrease in activation energy. At about the same time, Marshall et al. [90] produced a model for predicting dark current nonuniformity distributions in the absence of field enhanced emission. (See Robbins [91] for some later modifications to the model.)
As mentioned above, much of the early displacement damage work was with monoenergetic neutrons. During the 1980s, the concept of NIEL was developed by Burke and coworkers at NRL. This followed on from several earlier studies on the correlation of damage between different particles and energies (see, for example, [92] ). The NIEL concept allows prediction of displacement damage dose (in megaelectronvolts/gram) which plays an equivalent role to total ionizing dose for ionization damage effects. The reader is encouraged to refer to [63] for a detailed discussion of NIEL damage scaling and its limitations. Values of NIEL for protons on silicon have been summarized by Dale et al. [93] . A recent update is given in [94] . There are some small differences between these results and earlier values, but these are comparable with the uncertainties involved (both in the calculations and in experimental data). For example, the ratio of the predicted NIEL for 10 and 60 MeV protons is 2.2 from [93] and 3.3 from [94] .
3) The Recent Years: Radiation Effects Widely Studied (1991-Present): During the 1990s, many groups were involved in studying radiation effects in CCDs. Work for the Chandra [70] , XMM-Newton [95] , ASCA [96] and HST [97] - [99] programs showed that proton-induced CTE degradation can be very important, particularly at low signal levels. CTE degradation for higher temperature applications, such as star trackers, was also discussed [100] . Dale et al. [101] demonstrated the usefulness of the NIEL hypothesis for proton-induced CTE damage. CTE degradation has a strong dependence on background signal level, clocking rate (dwell time within a pixel), and temperature as well as on the signal size. Fig. 13 [100] shows typical results for a CCD with pixel size 22.5 22.5 m (including channel stops). The dominant defect for CTI (CTI 1-CTE) damage has an energy level of 0.44 eV [71] and at low temperatures can be kept permanently filled, thus significantly improving the charge transfer efficiency. The data discussed above allows an approximate scaling of CTI values for different applications but the accuracy of those predictions is probably a factor of two at best. Hence, it is recommended to perform proton testing for the actual device operating conditions whenever possible. Even if the CTI is known, the effect on imaging performance still has to be calculated. Several authors [102] , [103] have developed models for predicting CCD performance for particular operating conditions, but care is still needed to extrapolate results to other situations. Even for high signal applications, where CTI damage is reduced, CCDs are restricted to displacement damage doses below 5 10 MeV/g. Although a reduction in CTI damage can be achieved by heating the device, the temperature needs to be 100 C or more and is not normally practical. Use of p-channel, rather than n-channel CCDs to eliminate the E-Center defects, has been studied [104] - [106] but requires specially designed CCDs.
Recently, it has been discovered that some pixels in postirradiated CCDs show a dark current that is not stable in time but switches between levels [107] , [108] . This is called random telegraph signal (RTS) behavior. RTS behavior in CCD dark current has also been seen on-orbit [109] . Usually only a small fraction of pixels show large fluctuations, but many show low level changes and these have to be taken into account whenever dark signal nonuniformity is important for an application.
During the 1990s, several studies looked at ionization-induced effects. A typical flatband voltage shift for a commercial off-the-shelf (COTS) CCD is 0.1 V/krd(Si) [110] when biased and around one-half to one-third that value when unbiased during irradiation. This shift can affect the performance of the output amplifier for doses of 10 krd(Si) or more and will shift the clock voltage at which inversion (MPP operation) occurs toward more negative values.
It was mentioned above that inverted mode operation suppresses ionization damage-induced surface dark charge. Burke and Gajar [111] showed that continuous clocking (sometimes called dither clocking) can keep interface traps filled even in non-MPP CCDs. If surface dark charge is not suppressed, then it is often found that it is increased (by a factor 2) under metallizations, such as used for the storage region light shield and for masking dark reference pixels. Fortunately, many space applications involve doses below 10 krd(Si) and TID is not an issue. A degree of hardening can be achieved by thinning the dielectric layer and also by balancing the electron and hole trapping in dual oxide/nitride dielectrics. However, there is often a reduction in manufacturing yield for such specialized devices.
Since COTS CCDs are not generally suitable for high total dose applications ( a few tens of kilorad) or for high proton fluences, other commercial devices such as hardened charge injection devices (CID) or active pixel sensors have to be used. CIDs avoid the charge transfer problem since the photo-charge is integrated in the pixel and read out through a CMOS multiplexer. However, CIDs are inherently noisier than CCDs.
B. APS Technology
In recent years, cost-effective radiation-tolerant active pixel sensor arrays have become an important alternative to charge coupled device arrays for some space applications without specialized requirements such as ultra-low noise performance. For APS imagers, each pixel has its own output amplifier and this improves the noise performance compared to CIDs. The pixels can be randomly accessed and nondestructive readout capability allows noise performance approaching CCDs. The inherent advantages of APS technology result from utilization of standard CMOS design and processing and include the possibility of highly integrated and functional, yet low power, imaging systems (i.e., "camera-on-a-chip" [112] ). However, fixed pattern noise (both pixel-to-pixel due to variations in offset and column-to-column due to variations in readout circuitry) remains a challenge in the case of APS technology. For space applications, APS are advantageous in that pixels are directly addressed so there are no proton-induced charge transfer losses such as those experienced with CCD arrays. However, APS arrays are subject to increases in dark current, dark current nonuniformity, fixed pattern noise, and random telegraph noise as a result of proton exposure. There is also the potential for latch-up as a result of the on-chip signal processing circuitry.
To date there are a modest number of publications that treat the radiation response of APS technology. At the 1999 Radiation Effects in Components and Systems (RADECS) Conference, Cohen and David presented Co and proton irradiation results on both photogate and photodiode based APS devices fabricated at the Austria Micro System (AMS) process line [113] . They showed that the dark current, dark current nonuniformity, and fixed pattern noise are key parameters that degrade under irradiation, with the largest performance loss in the photogate technology. In a second paper [114] , the authors show that the radiation-induced loss in performance is dominated by ionizing damage effects which is to be expected from the soft CMOS technology employed in their work.
In a subsequent effort, photodiode APS devices fabricated using the 0.7 m twin-well p-substrate process of Alcatel Microelectronics by IMEC, Belgium, have been well characterized. Co results on the photodiodes, including those designed for increased radiation tolerance, have been reported [115] as well as Co, proton and heavy-ion results on a 512 512 array [116] . Proton-induced dark current increases and hot pixel formation were similar to that observed for CCDs. The dark spikes were shown to result from electric field enhancement [116] , [117] though the amplitudes were less than observed in a typical CCD. Random telegraph signal behavior was observed in the brightest pixels and in about 50% of all pixels by both Hopkinson [116] and Bogearts et al. [118] . Hopkinson found that the RTS fluctuations were a large fraction of the total signal in the APS devices, in contrast to the largest CCD fluctuation of 10% [116] . Co testing showed large increases in dark current above about 6 krd(Si) but they annealed to a low level after a 100 C bake [116] . It is interesting that the APS devices did show a decrease in responsivity after proton irradiation ( 30% loss after 7.2 10 p/cm at 10 MeV). The responsivity loss persisted for seven months but eventually annealed between 7.5-14 months after irradiation [116] . In contrast, responsivity changes have not been noted for CCD technology. No latch-up was observed in the APS device for 28 MeV/mg/cm Ar ions up to a fluence of 2 10 ions/cm in testing that was limited by beam constraints [116] . Although the analog-to-digital converter (ADC) latched as described in [116] , Hopkinson noted that it was an old design that was slated for replacement.
Bogaerts et al. [117] have performed in-depth characterizations of the Ibis4 (standard) and STAR-250 (radiation hardened by design) CMOS photodiode APS from FillFactory. Although the STAR-250 device can tolerate a 10 Mrd(Si) exposure to Co, it exhibits dark current increases, dark spike behavior, and RTS as reported for the unhardened devices [116] - [118] . It is worth noting that the rate of increase of the dark current was less than that observed for a typical CCD as a result of the much smaller pixel active column, even though the pre-irradiation dark current is significantly higher than obtained for CCD technology.
The radiation tolerance of APS can be improved via hardening-by-design at a commercial foundry [117] , [119] or by fabrication at a rad-hard foundry such as BAE Systems. The radiation tolerance of the Photobit APS sensors up to total ionizing dose levels of 30 Mrd(Si) was reported in [117] , as a result of hardening-by-design. The primary impact of the Co gamma irradiation of the devices was a linear increase in the dark current with total ionizing dose at a rate of 1-2 pA/cm /krd(Si) at room temperature dependent on the pixel design. The thin gate oxide ( 7.0 nm) contributed to the radiation hardness of all four of their pixel designs by assuring low threshold voltage shifts. The heavy-ion response of the Photobit APS imaging technology and the efficacy of hardening-by-design for transient ion effects was measured and modeled in 2002 [120] , [121] . The transient ionization response was found to be very sensitive to photodetector design. Belredon et al. [122] have performed very detailed charge collection modeling on photogate and photodiode APS devices for the purpose of developing an on-orbit charged particle detector.
IV. SUMMARY AND FUTURE DIRECTIONS

A. IR Detectors
Radiation effect mechanisms in IR detectors continue to require attention as the technology evolves and applications become more demanding. Total-dose-induced degradation is an important damage mechanism in modern infrared detector arrays, particularly for strategic applications. HgCdTe technology has solved the total-dose problem in detectors by using CdTe passivation. The issue has not been addressed in most other detector technologies, so there may be technologies that are still vulnerable to total-dose exposure. In addition, all detector array technologies, including those where the detectors are total-dose hard, are subject to the total-dose vulnerability of the readout integrated circuit. While total-dose-tolerant MOS readouts exist, fabrication lines which can process such devices are becoming harder to find as organizations drop out of this small niche business. Fortunately, the commercial trend toward higher density processes benefits total-dose hardness because oxides are thinner and surface inversion threshold are higher. By using hardening-by-design techniques and modern processes, readouts with adequate total-dose tolerance can be fabricated in commercial foundries for many space applications.
Displacement-damage-induced degradation was an important mechanism for early discrete infrared detectors. However, displacement damage was not a primary problem in the initially developed infrared detector arrays because the total-dose vulnerability of the detector arrays was the limiting mechanism, particularly for HgCdTe technology. As the total-dose-vulnerability problem in detector arrays has been solved, displacement-damage has again become a more important degradation mechanism. With material quality improvements (e.g., by lowering native defect concentrations), the devices become more susceptible to displacement-damage-induced defects. The displacement-damage thresholds of many detector materials is still high enough that displacement damage should not be a major issue except for the most demanding applications. One exception may be IR astronomy applications where even small increases in dark current can be problematic. Another exception is silicon-based detectors, which have the advantage of low-defect material developed by the commercial silicon industry. But this advantage makes silicon detectors susceptible to displacement-damage effects.
The transients and noise produced in infrared detectors by individual gamma photons and space radiation particles such as electrons, protons, and heavy ions remain an issue that is effectively as important now as it was when the technology was first developed and the problem recognized. Because the amplitude of the ionization-induced pulses in most detectors depends primarily on the detector thickness (where the thickness is the smallest dimension), use of thin detectors does result in smaller ionization-induced pulses. However, even these smaller pulses are usually larger than any optical signal and thus still interfere with device performance. The number of ionization-induced pulses depends on the average projected area of the detector and is controlled primarily by the optical area. The average projected area does not decrease much as the detector is thinned, and use of thinned detectors does not produce significantly improved tolerance against ionization-induced pulses and noise.
There have been some reasonably successful attempts to put microlenses on the detectors in order to shrink the electrical area of detectors while retaining the optical area. One major driver for this is to decrease the volume from which photo-diode leakage current is produced while retaining the full optical response, thus improving detector performance even without exposure to ionizing radiation. In addition, since ionizing particles would not be focused by these microlenses, the number of ionization-induced pulses would be decreased by this approach. Thus, microlenses should be a successful means to harden infrared detectors against fluxes of ionizing particles.
Many applications handle ionization-induced pulses and noise by recognizing and eliminating the unwanted pulses. If the array is oversampled either temporally or spatially, the ionization-induced pulses, which are temporally and spatially confined, can be eliminated without significantly degrading the optical signal. The recognition and elimination of ionization-induced pulses is usually done electronically off the focal plane and is quite effective if the application can stand the amount of oversampling necessary. This is the approach being taken to mitigate the cosmic ray induced transients in the James Webb Space Telescope (JWST). Design of effective cosmic ray rejection algorithms requires a priori knowledge of the effect of primary and secondary particles and detailed modeling of particle-induced charge collection and spreading in detector arrays [121] .
B. CCDs
The study of CCD radiation effects remains as important as ever, particularly for space applications. Although active pixel sensors will take over for some cases, CCDs are still likely to have widespread use because they can often offer lower noise, stability of response, freedom from lag effects, and proven reliability.
Missions like the NASA's JWST and ESA's GAIA will have large CCD focal planes and there will be a need for better understanding of CTE traps. Even today, we cannot be sure of the defect inventory and how it changes with proton energy and silicon material. More work on CTE modeling and use of pre-injection techniques (to keep traps filled) is also needed. RTS effects will be important for some space astronomy and Earth observation missions. Future work is likely to focus on just how many pixels are affected and the impact on radiometry and calibration strategies. The defect responsible is not yet identified.
Effects of low temperature proton irradiation and annealing for dark current spikes and CTE have not yet been studied in detail. Also, modeling of transients (including secondaries) will be important for missions such as JWST [121] .
C. Active Pixel Sensors
APS technology shows promise for use in spaceborne applications that do not require the ultra-low noise performance achievable only with CCDs. Substantial leverage is to be expected for APS technology based on the strong consumer electronics demand. Both CCDs and APS devices can be hardened to total-ionizing-dose effects but displacement damage remains a concern. APS technology has the advantage of requiring only one charge transfer for signal readout, so they are not subject to proton-induced CCD charge transfer efficiency losses. However, other displacement damage issues such as dark current increases, dark spikes, and RTS behavior remain a concern with APS technology. In addition, transient effects and latch-up must always be considered in a space environment.
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