Real-Time Simulation in Real-Time Systems: Current Status, Research
  Challenges and A Way Forward by Zheng, Xi
Real-Time Simulation in Real-Time Systems:
Current Status, Research Challenges and A Way
Forward
Xi Zheng
Abstract Simulation especially real-time simulation have been widely used for the
design and testing of real-time systems. The advancement of simulation tools has
largely attributed to the evolution of computing technologies. With the reduced cost
and dramatically improved performance, researchers and industry engineers are able
to access variety of effective and highly performing simulation tools. This chapter
describes the definition and importance of real-time simulation for real-time sys-
tems. Moreover, the chapter also points out the challenges met in real-time simula-
tion and walks through some promising research progress in addressing some of the
challenges1.
Introduction
Real-time systems, especially nowadays Cyber-Physical Systems (CPS) Baheti &
Gill (2011), entail digital devices which interact closely with analog ones, humans,
and the surround world. These systems are increasingly used in our daily lives in-
cluding autonomous vehicles, smart grids, automated health care, and many other
life-critical applications Zheng et al. (2014); Eriksen et al. (2001); Zheng & Julien
(2015); Wang et al. (2017); Zheng et al. (2017a). These real-time systems need
to be reliable and secure and meet strict compliance check. There have been many
research efforts to improve and ensure the reliability and security of such systems.
For instance, formal methods Zheng et al. (2018); Cassez et al. (2017); Zheng et al.
(2015b); Bouyer et al. (2011); Zheng (2014); Zeng et al. (2018); Xu et al. (2019);
Pan et al. (2017); Radhappa et al. (2018); Zheng et al. (2017c) and testing have
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been widely used to improve the quality in real-time systems. However, the tigher
coupling between physical processes and software components in the modern real-
time systems along with the varying spatial and temporal runtime contexts made
such system exhibit diverse behaviours across runs Zheng et al. (2017a). Thus,
verifying and validating real-time systems are still complicated where validation
assures that a real-time system meets the needs of the customers and verification
assesses whether a real-time system complies with the given specifciation Zheng &
Julien (2015) .
In industry, simulators have been used extensively in the planning, designing, im-
plementation, and verification stage of real-time systems for decades Be´langer et al.
(2010). With the above-mentioned complexity increased dramatically for modern
real-time systems, the industry has a strong tendency of relying more heavily on
simulaton tools Yamane et al. (2016). Nowadays the industry mainly uses real-
time simulators to design and test various aspects of real-time systems including
controls and protection schemes and devices. The simulators allow the designer to
conduct a variety of test earlier at the planning and design stage and in a repetitive
and safe fashion. At the same time, with the rapid development of computing tech-
nologies, the cost of running simulations is steadily reduced and the performance
is increasingly improved, making the simulators available to more researchers and
engineers for a wider variety of real-time systems Zheng (2015). The adoption of
real-time simulation allows testing real-time sytems under faulty and extreme con-
ditions without damaging equipments under test while maintaining sufficient flexi-
bility in choosing test parameters and components. Other benefits of using real-time
simulations also include maintaining a relatively safe testing environment for the
engineers and other personnel Zheng et al. (2017a); Nguyen et al. (2017).
Though real-time simulation allows a tight coupling between a real hardware
with a simulation tool to test hardware or software components under realistic con-
ditions, the executation of the simulator in this case requires each time step execu-
tion to meet the real-time constraints of the correponding phsical target modelled.
The costs of developing and running such simulators can be very prohibitive for
a relatively complex real-time systems (e.g., autonomous vehicles) Zheng et al.
(2017a). A recent study Zheng et al. (2017a) finds out that the truthfulness of the
real-time systems behavior in simulation-based approaches is often uncertain, and in
practice the uncertainty and random disturbances in the real-time sytems cannot be
coped with by even extensive simulation. As a result, simulation-based approach of-
ten failes to verify mission-critical real-time systems and identify key failure points.
Also in the same report, the high-learning curve associated with creating the models
and scalability remain major issues for simulation-based approaches.
The objective of this chaper is to provide an introduction of simulation and more
relevant give some definitions of real-time simulation. Then the chapter will explain
the history of real-time simulation, which is followed by explaining real-time sim-
ulation support for real-time systems. Then the chaper will walk through the chal-
lenges in establishing accurate real-time simulation and some industry best prac-
tices. Finally, this paper concludes with the discussion of some promising research
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directions in exploring real-time simulation for more robust and accurate real-time
systems.
What is Simulation and Real-Time Simulation
Simulation uses the operation of one system to represent the operation of another.
Since digital computers are not able to record a continuous snapshot of a transient
phenomena, but rather recording a sequence of snapshots at discrete intervals, as
a result, the simulation discussed in the paper is also known as digial or numeri-
cal simulation with discrete time step. In such simulation, time usually moves for-
ward in steps which are either of equal duration Dommel (1969) or variable dura-
tion Sanchez-Gasca et al. (1995). At each time step, some form of mathematical
functions or equations (e.g., differential equations) are solved. While most of the
linear systems can be simulated using fixed time step, variable time step simula-
tion is more suitable for non-linear and high frequency dynamic systems to give
the capabilities to study both fast and slow phenomena reflecting the observed sys-
tem behavior Sanchez-Gasca et al. (1995). For instance, in power grid systems,
analysis of such systems must cater for the voltage instability and unpredictable dis-
turbances which can span hundreds or thousands of seconds. Using fixed time step
simulation with small steps to solve equations and integrations in such system is not
efficient. Conversely, using fixed time step simulation with large time steps fails to
capture the possible fast transients associated with above-mentioned instability and
disturbance. As a result, a simulation is required to adjust automatically the time
step Sanchez-Gasca et al. (1995).
In discrete time simulation, the amount of real time required to solve the under-
lying mathematical equations, which represents the system at a specific time step,
is known as the execution time TE . However, the specified step size TS in most of
time is either shorter or longer than TE . In the above-mentioned simulation scenar-
ios, which are also known as ”offline” simulation, the difference between TS and TE
is irrelevant as the main objective of such simulation is to obtain simulation results
as soon as possible. TE can be dedendent on many factors, the main contributors
are the computation power of the host machine and complexity of the mathmatical
equations (e.g., the system model) required to be solved in each time step.
In comparison, real-time simulation is an ”online” version of discrete-time sim-
ulation, where time moves forward in steps of pre-defined duration Sanchez-Gasca
et al. (1995). In real-time simulation, the simulation results are dependent not only
on the equations/models but also on the TE Be´langer et al. (2010). To solve the
underlying mathematical equations (e.g., differential equations) at a specific time
step, the model is solved using the input of the variables or states from the pre-
ceding time-step. In each time-step, the real-time simulator is required to execute
the same batch of tasks which include 1) reading inputs from the last time-step and
generating outputs for the next time-step; 2) solving the equations (e.g., differential
equations) specified for each time step; 3) if necessary, exchanging data with other
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simulation nodes; 4) waiting (for the next time-step to start). This implies that for
any externally connected devices or simulation nodes, the state of the simulated sys-
tem can be exchanged only once at the begining of each time-step in the real-time
simulation. This means, as compared to an “offline” version, the execution time TE
required to solve the equations for a time step must be shorter than the specified step
size TS.
To be more precise, for a real-time simulation to be valid, the simulator must
calculate the values for those variables and states within the same time duration
that the physical counterpart would require. For instance, if it takes 10 minutes to
fill in a physical water tank, then the corresponding real-time simulator shall use a
value of TE , which is within 10 minutes, to fill in a simulated water tank. Otherwise
the real-time simulation is considered erroneous as discrepancies between the real-
time simulation and its physical counterpart’s responses are observed. This kind
of error is commonly known as an ”overrun” Be´langer et al. (2010). In Figure 1,
(a) and (b) are examples of offline simulation where the actual execution time for
the required mathematical equations is either shorter (a) (Accelerated Simulation) or
longer (b) (Delayed Simulation) than a given simulation time step. The required time
to solve the equations is largely dependent on the underlying mathematical function
and corresponding variables. In comparision, (c) depicts the real-time simulation
scenario where the underlying mathematical function (e.g., f (tn)) has to be done
within the given discrete time-step (e.g., tn− tn−1) to avoid the ”overrun”. With the
given discrete time-step, not only those equations inside the given function f (tn)
need to be solved, but also the input variables of the function need to be processed,
and the results need to be output within and outside the current simultion unit (e.g.,
current real-time simulation unit can interact with other real-time simulation unit or
real hardware).
Evolution of Real-Time Simulation
The state of the art real-time simulation can find its origin in physical simulation
(i.e., analogue simulation). Early work in physical simulation in 1960’s utilises am-
plifiers, resistors, capacitors, diodes to simulate specific components of a physical
system. This analogue simulation where physical components is physically con-
nected to ech other in a manner similar to the real system is the basis for the Tran-
sient Network Analyses (TNA) and the High Voltage Direct Current (HVDC) sim-
ulators Be´langer et al. (2010); Kuffel et al. (1995). The advantage of this kind
of simulation establishes a near one-to-one correlation between physical simula-
tors and physical system components. The advantage allows system engineers to
design the simulation by mapping with the parameters/components of the target
physical systems with minimum efforts spent on mapping and translation Brennan
& Linebarger (1964). However, users for physical simulation often struggle to solve
those issues related to the computer rather than the simulation as a technique. For
instance, users for physical simulation need to scale all the equations (e.g., differ-
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Fig. 1 a. Accelerated Simulation b. Delayed Simulation c. Real-time Simulation Noureen et al.
(2017)
ential equations) and shall grasp the necessary and often advanced knowledge of
the transformation solution (e.g., transforming those equations from the problem
domain into the physical component of the computer).
Digital simulations use mathematical representation to simulate the target physcial
system. The algorithms created for such software based simulations were described
as early as in 1969 and have been used in some quite well known programs Kuffel
et al. (1995). Compared with their analogue simulators which are able to operate in
real time, these early digital simulators operate, however, in non real-time fashion.
As implied before, real-time operation requires that an event in the physical sys-
tem which takes for one second shall be simulated on the corresponding simulator
within one second. Unfortunately in the early digital simulators , those computa-
tions necessary to solve the required mathematical equations might take many sec-
onds or even minutes rather than within one second to meet the real-time simulation
requirement. With the quick development of microprocess, digital signal process-
ing (DSP), together with the improvement of software modelling techniques, digital
real-time simulators started to replace its physical counterparts in 1980s Be´langer
et al. (2010).
The earlier pioneers in digital real-time simulation use relatively high-speed com-
puters to achieve real-time operation for short period of time, but these simulators
are restricted to quite simple systems Marti & Linares (1994); Kezunovic et al.
(1994). The main issue of these simulators lies in the scalability. When the mod-
elled system becomes realistic and more complex, the number of equations to be
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solved gets more complex. Correspondingly, the number of computations needs to
be performed restricts the applicability of these simulators. To achieve real-time op-
erations for digital simulators, many digital signal processors can work in parallel
to share the computational tasks necessary to solve the underlying equations in the
simulation models. This DSP-based real-time simulators are developed with pro-
prietary hardware and became commercially available Kuffel et al. (1995). Since
proprietary hardware imposes non-trivial limitation on its applicability, some other
digital real-time simulators based on commericial supercomputers are created (e.g.,
HYPERSIM from Hydro-Quebec Do (1999)). There are also other attempts to use
low-cost standard PCs to host real-time simulators Hollman & Martı´ (2003), and
this attempt has been further accelerated by the introducing of low-cost Commeri-
cal Off-The-Shelf (COTS) multi-core processors. COTS enabled digital simulators
are able to conduct complex parallel simulation by reducing dependence on inter-
computer communcations and these simulators are widely used to simulate large-
scale microgridas, aircarft and power systems Be´langer et al. (2007).
A recent advancement in real-time simulation lies in running simulation models
directly on Field-Programmable Gate Arrays (FPGAs). This relatively new trend
allows fully utilizing the parallel nature of FPGAs so that the time-step for the real-
time simulation can be set to very small and a complex system can be simulated by
many smaller models Saad et al. (2015); Chen & Dinavahi (2009).
Real-Time Simulation Support for Real-Time Systems
Real-Time Systems, especially recent Cyber-Physical Systems, entail complex soft-
ware and exhibit sophisticated interactions among digital devices, analog compo-
nents, and the surrounding world, including humans in that world. Such systems
are often safety critical and must be reliable. However, Real-Time Systems con-
tain both digital and analog components and must be modeled as hybrid systems,
which are known to be hard to formally verify Henzinger et al. (1995). The state-of-
the-practice in creating a repetitive and flexible test environment is to use real-time
simulation, where computer models are used to accurately produce values of inter-
nal variables inside a real-time systems; these models are designed to operate on the
same time-scale as the corresponding physical system Be´langer et al. (2010). The
basic assumption to use real-time simulation is to consider in a real-time system,
the process which needs to be verified composes of a plant with a controller acting
upon it. Thus, though real-time simulation have been used in various real-time sys-
tems, these applications can be categorized as two tests: hardware-in-the-loop tests
(HiL) Chen (2010); Zhang et al. (2013) and software-in-the-loop tests (SiL) Kwon
& Choi (1999).
In HiL, a physical controller is connected to an executing real-time simulation
representing a virtual plant, and this is used to verify the controller. Aircraft man-
ufacturer Embraer used real-time simulation software platform (e.g., RT-LAB) to
execute a highly accurate fighter plane model, which is connected with a real on-
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board aircraft computer and a real cockpit. The real-time simulation model can pro-
vide a variety of feedback including force (via flight control joystick), visual and
sound De Resende (2004). Industrial electronic company Mitsubishi also used real-
time simulation to design motor drives, where a physical motor was simulated to
work with its related real-world controllers Harakawa et al. (2005). This simulation
allows testing and verification of the whole system in a much earlier stage where a
phsycal motor is not yet availalble for test. Real-time simulation also helps to un-
derstand the integration of microgrid devices with renewable energy resources (e.g.,
solar power and wind farms), where the overall stability and transient responses
from the integrated power system can be thorougly studied and various statiscal
studies can be conducted for optimization and worse-case scenario analysis Paquin
et al. (2007, 2008).
In comparision, in SiL Kwon & Choi (1999), both controller and plant are sim-
ulated. SiL supports the embedded software in a real-time system to be tested as
early as possible where the entire real-world platform including equipment (which
might not be ready yet) and environment (which can not be thoroughly tested) is
modeled in software and simulated. Compared with HiL which is often used during
the testing phase of a real-time system, SiL can be used at all stages in a real-time
system including design, development and testing Demers et al. (2007). In Bayha
et al. (2012), SiL is used to model the controllers and the enviornment of a un-
manned aerial vehicles (UAV) system and test the control software using a variety
of test cases for fault-tolerance and robustness. In Demers et al. (2007), SiL is used
to evaluate a policy-based network management software against a variety of net-
work simualtors. In Muresan & Pitica (2012), SiL is used to evaluate the controller
software for an electric motor and it was found the cost for implementing a SiL en-
viornment are about sixty times cheaper than HiL environment. Similarly in Russo
et al. (2007), an SiL analysis is performed to evaluate a brake controller algorithm
and good results are obtained by SiL with a cost effective way.
Though SiL is cost effective to produce repeatable results (as the randomness of
the controller and plant both reside in the real-time simulator) and supports some
basic forms fo testing (e.g., by visualizing the internal state of some variables),
advanced debugging which allows tracabilities to software errors is not available
and SiL does not provide any form of automation of test cases and test oracles
neither Demers et al. (2007); Bayha et al. (2012).
Challenges and Best Practices in Industry
Since real-time systems often entail multiple physical processes, and each physical
process may be modeled separately, in Industry, different real-time simulations must
be able to coordinate, even potentially exchanging state information during a single
time step TS. Different simulation models and platforms may have different time
steps, depending on their physical laws (e.g., a dynamic electrical system has a fast
time step while a dynamic thermal system may have a much slower one). Each real-
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time simulator (i.e., the executable implementing the simulation for a given model)
has to execute a number of tasks within TE , including reading inputs, solving model
equations, generating outputs, and exchanging results with other simulation models.
All these tasks are important, and failures or inaccuracies in any of them can render
the real-time simulation useless Be´langer et al. (2010). Accurate synchronization
among different simulation models is crucial to ensuring simulation stability Bednar
& Crosbie (2007).
The Functional Mockup Interface (FMI) Blochwitz et al. (2012) is an indepen-
dent standard to create a co-simulation environment where C code for a specific
dynamic system model is generated in the form of an input/output block, and two or
more models (with different solvers) can be coupled. FMI requires each simulation
platform provider (where each dynamic model is created) to explicitly support an
FMI interface for model exchange so that it is possible to automatically generate a
Functional Markup Unit (FMU) from the dynamic model. A FMU is a combination
of C code and a helper XML specification that has definitions for all the variables in
the given dynamic model. However, the two fundamental challenges in establishing
real-time simulation, namely time synchronization and data integration among sim-
ulation models are left for developers to implement in the form of Master Algorithm.
The MODELISAR Modelisar (2016) project supports FMI and includes a prototyp-
ical implementation of a Master Algorithm. However, the existing implementation
does not guarantee the efficiency and simulation speed, which largely depend on
the problem to be solved (e.g., the size of the underlying ordinary differential equa-
tion or differential algebraic equation) and the host computer’s power Bastian et al.
(2011). This kind of implementation of the Master Algorithm is not acceptable for
an integrated verification environment where efficiency and speed of the real-time
simulation must be optimized to guarantee necessary precision of the outputs; fur-
ther, writing a suitable master algorithm is very error-prone and poses significant
challenges for developers Bastian et al. (2011). Since numerical integrations deal
with approximations, it is of vital importance to have an alternative automated so-
lution that can guarantee efficiency and speed of the real-time simulation (instead
of an interface or a requirement for data integration and time synchronization) to
maintain a satisfactory balance between the simulation speed (i.e., latency) and pre-
cision (i.e., simulation errors) Khaled et al. (2014). In Al-Hammouri (2012), a
co-simulation platform is proposed to integrate the ns-2 network simulator with the
Modelica physical systems simulator. The simulation platform is able to support
asynchronous events inside both physical and network systems. The main contribu-
tion of the work is to solve real-time synchronization to make sure both simulators
will advance at the same wall-clock rate.
In industry, real-time system practitioners guarantee the simulation speed and
precision by using dedicated machines and software to build the real-time simula-
tion environments (i.e., NI PXI server PXI (2016) and LabVIEW real-time mod-
ule LabVIEW RealTime (2016)). However, this approach is very expensive (e.g.,
a basic NI PXI server costs around 10,000 USD PXIPrice (2016)) and is not scal-
able. Also this approach does not provide a solution for complex real-time sys-
tems where sub-system models must be created in different simulation platforms
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for a variety of reasons (e.g., knowledge and preference of the interdisciplinary
team, different costs, and different built-in solvers). In Khaled et al. (2014), a
fine-grained co-simulation method is explored that enables numerical integration
speed-ups. The method is to partition the existing models into loosely coupled sub-
systems with sparse communication between partitioned modules. The parallel ex-
ecution is mainly to exploit multi-core processors to deal with originally sequential
ordinary differential equations in real-time system’s sub-system models. In Kinsy
et al. (2011), a time-predictable computer architecture for digital emulation is pro-
posed for real-time systems. The architecture can be implemented on top of a Field
Programmable Gate Array (FPGA) to provide low latency emulation. In Yan et al.
(2012), an integrated platform is proposed to integrate Matlab/Simulink simulation
tool with the DETERLab emulation testbed. The runtime environment provides time
synchronization and data communication to coordinate two simulation platforms for
security experiments.
Future Direction
Simulation based approaches are widely used in industry-scale real time systems,
however, they are restrictive both in expressiveness (e.g., of quantitative properties)
and coverage (i.e., the cyber part is modeled instead of testing the real implemen-
tation). Thus common but subtle bugs that result from the interaction of cyber and
physical components in complex real-time systmes (e.g., Autonomous vehicles) are
often not detectable.
On the other hand, runtime verification where properties are formally speci-
fied and checked at runtime, receives a lot of attention to verify real-time systems.
In Zheng et al. (2015a), runtime monitors can check both qualitative (e.g., safety,
liveness) and quantitative (e.g., bounded safety and liveness, responsiveness) prop-
erties. However, to detect the insidious real-time systems bugs that are manifest only
in a specific deployment environment, runtime verification techniques require repet-
itive deployments that are either too expensive (e.g., in labor, time, and/or money),
dangerous (e.g., involving autonomous vehicles), or infeasible. As an example, an
unmanned rover deployed to the moon was unable to move after the first lunar night.
A post hoc analysis found that the temperature on the moon is considerably lower
than the rover’s components had accounted for; as a result, the rover effectively suf-
fered from frostbite2. Runtime verification of real-time systems in general requires
a repetitive and flexible test environment where settings can be changed easily to
determine whether the properties being checked will hold in all situations. In the
case of the rover, there are relatively accurate models of involved physical processes
(e.g., rover dynamics and moon environment). However these models are separate
from the runtime verification of the system’s cyber components, ultimately leading
to the failure.
2 Chen, Stephen. “Last-ditch efforts to salvage mission of China’s stricken Jane Rabbit Lunar
rover.” South China Morning Post 18 April 2014, (http://tinyurl.com/oq5qnqx)
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In Zheng et al. (2017b), a combined verification approach that allows real-time
system developers to opportunistically leverage real-time simulation to support run-
time verification. The middleware, termed BraceBind, allows selecting, at runtime,
between actual physical processes or simulations of them to support a running real-
time system. BraceBind is a real-time simulation architecture to generate and man-
age multiple real-time simulation environments based on existing simulation mod-
els in a manner that ensures sufficient accuracy for verifying a real-time system
Specifically, BraceBind aims to both improve simulation speed and minimize la-
tency, thereby making it feasible to integrate simulations of physical processes into
the running real-time system. BraceBind then integrates this real-time simulation
architecture with an existing runtime verification approach that has low computa-
tional overhead and high accuracy. This integration uses an aspect-oriented adapter
architecture that connects the variables in the cyber portion of the real-time system
with either sensors and actuators in the physical world or the automatically gener-
ated real-time simulation. Their experimental results show that, with a negligible
performance penalty, BraceBind is both efficient and effective in detecting program
errors that are otherwise only detectable in a physical deployment.
Another promising direction to improve real-time simulation lies in the increas-
ingly popular machine learning and deep learning models, which have been ex-
tensively in real-time systems to detect object location Pan et al. (2018), user ac-
tivites Lu et al. (2019); Bhandari et al. (2017), driver drowsiness Zhang et al.
(2019), road conditions for vehicles Zhou et al. (2019); Xie et al. (2018). As real-
time systems are highly complex and essentially probalistic, deep learning models
can be used along with real-time simulators to improve the robustness and accuracy
of simulation models. There are already some pioneering work towards this path as
in Vedaldi & Lenc (2015); Sivanandam & Deepa (2006). It would be very exciting
and interesting to see how convolutional neural network (CNN) and recurrent neural
network (RNN) Haykin (1994) can be used effectively with real-time simulation to
improve robusness and safety of real-time systems.
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