Listeners can take advantage of lexical information to learn how to interpret perceptually ambiguous input in speech. Norris, McQueen, and Cutler (2003) [?] . The first group thus heard words such as witlo? (witlof means chicory; witlos is a nonword) and hence could use the lexicon to infer that [?] was [f] . The second group heard words such as naaldbo? (naaldbos means pine forest; naaldbof is a nonword) and thus could infer from lexical knowledge that [?] was [s] . In this lexical decision phase, listeners judged most [?]-final items to be words. In the [f] -[s] categorization task that followed, the first group labelled significantly more of the ambiguous fricatives as [f] than did the second group. That is, listeners had used the lexical information provided in the lexical decision task to adjust their phonetic categories. Norris et al. (2003) included a number of controls in their experiment in order to check whether this learning effect was genuinely lexical. Repeatedly hearing a phoneme can produce selective adaptation (Eimas & Corbit, 1973; Samuel, 1986) , and new sounds can be interpreted in terms of their contrast with known sounds (see Repp & Liberman, 1987 , for a review). Either of these effects-adaptation, contrast-might produce a learning effect in the same direction as that observed by Norris et al. However, these effects would operate in the same way in all speech, irrespective of lexical content. Norris et al. therefore included conditions where the ambiguous sound always appeared in nonwords, while the unambiguous sound appeared in words. Under these conditions, no significant perceptual learning appeared. The effects observed in the experimental conditions were therefore lexical in origin. As Norris et al. argued, these lexical effects represent a beneficial effect of feedback from the lexicon, not for online lexical control of phonetic processing during speech recognition, but for longer term learning about speech sounds. Further research established that the learning is indeed usefully persistent across time (Eisner & McQueen, 2006; Kraljic & Samuel, 2005) .
Lexically guided learning about speech sounds is extremely useful because of the variability that besets speech signals. Listeners are regularly presented with speech from speakers they have not previously heard, and speakers' voices differ widely. Information from the lexicon can resolve ambiguity arising from an unfamiliar pronunciation. To stay with the [s]-[f] example: If it is unclear which of these was the intended medial fricative in a bisyllable starting [trae] and ending [Ik] , the lexicon can resolve the issue on the basis that traffic is a word, and trassic is not. Learning from this experience can then help listeners to identify the correct speech sound the next time the same speaker utters a word containing [f] .
This explanation makes two obvious predictions concerning the generalization of the learned knowledge about speech sounds. First, for speech sounds that are particularly dependent on speaker identity, such as fricatives, the learning should be speaker specific and should not generalize immediately to speech of other talkers, because speaker-dependent variability has no necessary implications for others' speech. Eisner and McQueen (2005) confirmed this prediction; the perceptual learning effect with fricatives does not generalize across talkers, unless there is close acoustic similarity between the two talkers' fricatives (Kraljic & Samuel, 2005) . For sounds with less speaker-specific information, and thus normally greater acoustic overlap between talkers' realizations, such as stops, there is generalization across talkers (Kraljic & Samuel, in press ). The second prediction is that the learning should generalize across the vocabulary to all potential productions of the speaker in question. Learning how a speaker says traffic should pay off in immediate implications for the same speaker's productions of toffee, rough, and photo. This too proved to be the case; the perceptual learning from the lexical decision task generalized such that it determined the interpretation of the ambiguous sound in minimal pairs such as knife/nice (McQueen, Cutler, & Norris, 2003, in press ). As McQueen et al. pointed out, this generalization to words not heard in the training phase implied that the learning was affecting abstract prelexical representations-the interpretation of, for instance, [f] wherever it might appear, not the interpretation of particular words and how they may sound.
In the present study we examine whether the lexically guided learning observed by Norris et al. (2003) is speech specific and, in particular, whether it may also be observed in the processing of printed text. On the one hand, it might be predicted that the two types of processing are so different that lexically guided perceptual learning would have no role in reading comparable to its role in listening to speech. In speech, individual phonemes are smeared together as a result of the overlapping articulation of sounds during speech production. The acoustic realization of any given phoneme is also highly context dependent-a section of speech spliced out of its original context may be interpreted as a completely different phoneme (e.g., minus the /s/, the last three phonemes of spin sound like bin). Changes in pitch, loudness, or speech rate also affect the form of a phoneme, even when the context is unchanged. These intrinsic properties of natural speech make the interpretation of phonemes particularly vulnerable when unfamiliar voices are first encountered. Printed language, on the other hand, is far less variable. Tokens of a printed letter in a given font may vary in size across different texts, but are otherwise identical. Each letter is separated from every other by white space. Thus unlike phonemes, letters are discrete components of the perceptual input. Readers therefore may be able to analyse individual letters much more readily than listeners can analyse the separate sounds that make up the speech signal. The consistency and reliability of the printed form of letters mean that readers in practice rarely need assistance from lexical information to determine letter identity. If that is the case, we may observe no equivalent perceptual learning in a repetition of Norris et al.'s (2003) study with printed text.
On the other hand, a task analysis of reading text and of listening to speech suggests that these two types of processing of linguistic input are grossly parallel in structure. Models of both reading and listening distinguish a prelexical level of processing from a lexical level (compare, for example, the highly similar Rumelhart, 1981, and Elman, 1986 , models for the recognition of written and of spoken words, respectively). The ability of the perceptual system to exploit lexical information in learning about speech sounds might be not a type of learning unique to speech perception, but rather an abstract capacity that allows knowledge represented at any higher level of processing to be exploited to tune effective processing of abstract categories at a logically earlier level of processing. Given the context dependence of phonemic realization and the speaker-dependent variability of speech signals, this type of learning may then happen to find regular application in the interpretation of ambiguous phonemes and in particular in the accommodation to new talkers. But it may equally well present itself in reading if the appropriate conditions were to be met. If that is the case, a repetition of Norris et al.'s (2003) study with printed text should be effective in inducing perceptual learning.
To assess the generality of lexically guided learning, therefore, we conducted a visual analogue of Norris et al.'s (2003) study. We presented two groups of participants with written words and nonwords, some of which contained an ambiguous letter (ambiguous between upper-case N and upper-case H). One group saw this letter in Nbiased lexical contexts and also saw words with unambiguous H (e.g., REIG? and WEIGH). The other group saw the reverse (e.g., WEIG? and REIGN). Two control groups of participants saw the ambiguous letter in nonword contexts (e.g., SMIG?), plus either the words with unambiguous H or the words with unambiguous N. As Massaro (1979) has shown with lower-case ambiguous letter continua, lexical information does indeed bias the interpretation of ambiguous letters. Furthermore, Massaro concluded that the bias was attributable to the independent combination of letter and word information. That is, consistent with Norris et al.'s (2003) interpretation of their own data, processing of these ambiguous letters did not appear to involve online top-down feedback from the lexicon. The question here, therefore, was whether there would be lexically guided learning in letter perception. Participants in all groups made visual lexical decisions to the exposure items. In a second part of the experiment, they categorized an ambiguous N -H letter continuum. Lexically guided perceptual learning will entail that readers will be more likely to identify ambiguous letters as N after seeing ambiguous letters in lexical contexts where N is expected (e.g., in REIG?) than after seeing the ambiguous letters in H-biased lexical contexts (e.g., in WEIG?); exposure to the ambiguous letter in nonwords should, however, have no such effect.
Method
Participants A total of 48 native speakers of British English with normal (or corrected-to-normal) vision took part in the main experiment. They were Cambridge University undergraduates and members of the MRC CBU volunteer panel of similar age with some tertiary education. All participants were paid for their participation.
Letter stimuli and pretesting
The critical letters in this experiment were based on upper-case "H" and "N" in an Arial font. This enabled us to construct ambiguous letters on a continuum from N -H by rotating the diagonal line of the N. All other letters were normal unambiguous Arial characters.
To make the critical letters, we began by creating a 21-point continuum between H and N by changing the angle of the bar by a fixed angle per step. The font used was derived from an Arial font, which was manipulated using Fontographer (Version 4.1.4, Macromedia, 1996) . An informal preliminary test suggested that Points 4-15 spanned most of the range from N to H. We therefore conducted a pretest using these points and the two endpoints. Participants were asked to categorize these letters as either N or H. A total of 10 native speakers of British English (MRC CBU graduate students or volunteer panel members) who did not take part in the main experiment were paid for participating.
Before the pretest participants were given written instructions, but during the pretest itself all further instructions were spoken so that instructions could not interfere with any learning of the visual stimuli. First, 10 trials consisting of 5 each of the endpoint "H" and "N" letters were presented to help participants learn the mapping to response buttons. There were then 10 blocks of the 14-point continuum. Each block of 14 items was randomized independently for each participant. There was a pause of approximately 10 seconds after every two blocks. The response buttons were labelled with lower-case "h" and "n". Assignment of response buttons was varied so that 50% of participants pressed "n" with their dominant hand, and 50% pressed "n" with their nondominant hand. Stimuli were presented on a Dell Inspiron 4000 laptop computer running DMDX (Version 2.6.04, Forster & Forster, 2003) with a video resolution of 1,400 Â 1,050.
The letters were approximately 7 mm high, and participants were seated approximately 50 cm from the screen. Each trial consisted of four displays, each presented for 250 ms with no delays between displays: fixation points (..); a blank screen; the letter shape; and a masking symbol (@). There was an intertrial interval of approximately 825 ms.
The results of the pretest are shown in Figure 1 . Points 5, 8, 9, 11, 13 (corresponding to approximately 10%, 30%, 50%, 70%, and 90% "N" response levels) were chosen for the categorization phase of the main experiment (see Figure 2) . Point 9 was used as the ambiguous letter in the lexical decision phase.
Design and procedure
There were four groups of participants, corresponding to four different lexical decision exposure phases. Two experimental groups saw 60 words containing the ambiguous letter, and two control groups saw the ambiguous letter in 60 nonwords. For one experimental group the lexical contexts of the ambiguous letter indicated that it should be interpreted as an H (e.g., WEIG?). This group and one of the control groups also saw 60 words containing an unambiguous N (e.g., REIGN). For the other experimental group the word contexts for the ambiguous letter indicated that it should be interpreted as an N (e.g., REIG?). This group and the other control group saw 60 words containing an unambiguous H (e.g., WEIGH). For both control groups the ambiguous letters always appeared in nonwords (the letter string was a nonword regardless of whether the ambiguous letter was interpreted as N or H, e.g., SMIG?). Both experimental groups also saw 60 nonwords, matched to the nonwords with ambiguous letters by substitution of "?" with an unambiguous letter (e.g., SMIGS). Both control groups also saw 60 words containing neither H nor N. These were matched to the ambiguous words in the experimental groups in terms of length in letters and frequency. All four groups also saw 90 filler words and 150 filler nonwords, none of which contained either N or H. The complete design of the lexical decision phase of the experiment is shown in Table 1 .
All critical experimental stimuli were between four and nine letters in length. The critical letter could appear in the first, second, or last position in the stimulus (see Appendix). Pairs of stimuli containing the critical H/N letters were matched in length, in position of the critical letter, and in terms of immediately neighbouring letters in both words (e.g., SHUT-SNUB) and nonwords (e.g., HASK -NASK). Words with a critical H had, on average, 2.1 neighbours, whereas those with a critical N had, on average, 1.38 neighbours. Control words were matched in length to individual experimental words, and, within words of the same length, the two sets were matched on word frequency.
Stimulus lists were constructed for each group and then split into three blocks. Across the four groups, matched items (e.g., REIG?-REIGN; SMIG? -SMIGS) always appeared in the same position in each block. Within any given block, items were presented in a pseudorandom order. Each of the six possible different block orders was presented to 2 of the 12 participants in each group.
Lexical decision stimuli appeared under the same presentation conditions as the pretest stimuli except that they remained on the screen Figure 2 . The five steps of the H-N continuum used in the categorization phase. The middle letter of the continuum was the ambiguous letter used in lexical decision. Note: None of the matched and filler stimuli contained either N or H. , 2006, 59 (9) for 1,500 ms or until the participant responded, and that there was an interval of approximately 925 ms between trials. Response buttons were labelled "yes" and "no", and participants made "yes" responses with their dominant hand. They were instructed to decide as quickly and as accurately as possible whether each letter string was a real English word. Instead of a separate practice block, each block began with 12 noncritical (filler or control word) items. There was a rest break of approximately 30 seconds between each block. Immediately following the lexical decision task, the button labels were changed to "h" and "n", and spoken instructions were given for the categorization task. A total of 12 trials displaying unambiguous lower-case "h" and "n" provided practice in mapping responses to the appropriate buttons. Norris et al. (2003) used six randomly ordered presentations of the five points on the test continuum. In order to increase experimental power, and to enable us to examine whether any shift in categorization would be maintained over a longer period, we here presented three blocks of 30 trials, separated by rest breaks of approximately 30 seconds. Stimulus presentation was the same as that in the pretest.
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Results
Lexical decision
Mean lexical decision latencies and error rates are shown in Tables 2 and 3 . Participants generally classified stimuli containing ambiguous letters correctly (e.g., WEIG? and REIG? as words, and SMIG? as a nonword). Analyses of variance (ANOVAs) were carried out on both the reaction time (RT) and error data for words and nonwords separately. There are four points to note about the results. First, the responses of both groups of participants in the experimental conditions tended to be faster on the unambiguous words that they saw than on the ambiguous words, F(1, 22) ¼ 14.66, p , .001, and ambiguity had a larger effect on H words than on N words, F 1 (1, 22) ¼ 4.53, p , .05. Note that although Table 2 shows that responses to unambiguous N words were faster than responses to ambiguous N words and that the reverse was true for H words, with respect to within-subject comparisons both participant groups showed an ambiguity effect in the predicted direction: Participants who saw ambiguous N words were slower to respond to them than to unambiguous H words, and, to a lesser degree, participants who saw ambiguous H words were slower to respond to them than to unambiguous N words. This difference may reflect the fact that the H words had larger neighbourhoods than the N words. No other effects in the RT analysis of these data were statistically significant. Second, the error rates on lexical decisions to the critical word stimuli in the two experimental groups tended to decrease over the course of the experiment, F(2, 44) ¼ 4.02, p , .05. No other effect in this error analysis was statistically significant. Third, in analyses of responses to the nonwords with ambiguous letters and the same nonwords with unambiguous letters (Table 3) , there were no effects in error rates, and the only statistically significant effect in the RT analysis was of Figure 3 . If there was a lexically guided learning effect, this should be reflected in an interaction between training letter and experimental versus control condition.
In an analysis of the data from the first block, which was most directly analogous to the analyses in Norris et al. (2003) , this interaction was statistically significant, F(1, 44) ¼ 10.71, p , .005. There was no difference between experimental and control conditions, F(1, 44) , 1, and no effect of training letter, F(1, 44) ¼ 2.75, p . .1. There was also an effect of continuum step, F(4, 176) ¼ 78.67, p , .0001, and a three-way interaction of condition, training letter, and step, F(4, 176) ¼ 3.25, p , .05. This interaction confirms the pattern shown in Figure 3 , that the lexical effect in the two experimental conditions is largest for the more ambiguous part of the H -N continuum.
Further analyses examined the interaction of condition and training letter. In the experimental conditions the lexically guided learning effect (the effect of training letter) was statistically significant: F(1, 22) ¼ 21.26, p , .001. In the control conditions there was no effect of training letter, F(1, 22) , 1.
All blocks. The same pattern was observed in the overall analysis (see Figure 4 ). There was no main effect of condition, F(1, 44) , 1, or training letter, F(1, 44) ¼ 2.55, p . .1, but there was still an interaction of these factors, F(1, 44) ¼ 7.19, p , .05. There was again an effect of step, F(4, 176) ¼ 153.66, p , .0001. The only other statistically significant effects were two interactions involving the factor block: first, the effect of step changed over blocks (the categorization function became steeper with more exposure to the range of test letters), F(8, 352) ¼ 3.99, p , .001; second, the interaction of condition and training letter changed over blocks, F(2, 88) ¼ 3.29, p , .05. Separate analyses of the second and third blocks Note: Mean reaction times, RTs, in ms, measured from stimulus onset, and percentage error rates. Ambiguous nonwords were seen by the control groups; matched nonwords were seen by the experimental groups. The data are collapsed over whether participants saw unambiguous N words or unambiguous H words. showed, however, that this was not due to a simple attenuation of the effect over time. Although the interaction between condition and letter was not significant in the second block, F(1, 44) ¼ 1.74, p , .2, it was significant in the third block, F(1, 44) ¼ 6.32, p , .02. This variability was almost entirely due to changes in the nonword condition. The lexically guided learning effect (i.e., the difference between the two experimental groups) became slightly smaller over time (differences between the two experimental groups in mean percentage of N responses were as follows: Block 1, 29%; Block 2, 18%; Block 3, 17%).
In an analysis of the overall data for the two experimental groups alone, the lexically guided learning effect was statistically significant: F(1, 22) ¼ 14.52, p , .005. In a similar analysis of the two control groups alone there was no effect of training letter, F(1, 22) , 1. These results show that the lexically guided learning effect remains reasonably stable over the course of the test session and that there is no difference in letter identification performance between the two control groups. 
Discussion
Readers' judgements about the identity of ambiguous letters on an H -N continuum were affected by prior exposure to an ambiguous token in lexical contexts consistent with one or the other interpretation. Seeing the ambiguous letter "?" in WEIG? suggested that it should be seen as H, and readers with this experience later judged more of the continuum as H. Seeing "?" in REIG? suggested that "?" was N, and readers with this experience later judged more of the continuum as N. Exposure to the ambiguous letter in nonwords had no effect on the later interpretation of the continuum. Thus lexical information can be used to retune the operation of sublexical processes in reading as well as in speech perception. Despite the differences between spoken-and written-word recognition, lexically guided retuning of prelexical decision making seems to operate similarly in both domains. 1 Because participants were presented with lexical decision stimuli in which only one letter was unusual, this might have focused their attention on the critical letter. We therefore also conducted a version of the experiment in which we slightly varied the form of most of the letters in the lexical decision phase, so that the ambiguous N-H letter did not stand out as distinctive. None of the other letters was rendered ambiguous by this variation. The experiment was otherwise identical. The critical results were replicated. In the analyses of categorization performance in Block 1, the participants in the N-biased exposure group identified more of the test stimuli as N than did the participants in the H-biased exposure group (mean N identification proportions of 74% and 59%, respectively). There was no such difference between the two control groups (means of 60% and 58% for those who saw unambiguous H or unambiguous N, respectively). An ANOVA on these data revealed no difference between experimental and control conditions, F(1, 92) ¼ 3.43, p . .05, and no main effect of training letter, F(1, 92) ¼ 3.69, p , .05. There was considerable intersubject variability, such that even with twice as many participants as in the main experiment the interaction of these two factors was not statistically significant, F(1, 92) ¼ 2.60, p , .1. One-way ANOVAs confirmed, however, that the difference between the two experimental groups was reliable, F(1, 46) ¼ 11.10, p , .005, and that the difference between the two control groups was not, F(1, 46) , 1. This finding was by no means a foregone conclusion. Listeners continually encounter new speakers who may produce speech sounds in unfamiliar ways. Lexical knowledge provides a valuable source of information that listeners can use to retune their perceptual categories and hence improve their ability to understand those new speakers. But speech perception is a highly evolved ability that may have come to depend on highly specialized processes. As we noted in the Introduction, speech differs from printed text in a number of significant ways. In contrast to the continuity and variability that characterize phonemes in speech signals, letter forms within a particular font are usually highly consistent and are helpfully separated from one another. Most readers probably rarely encounter new printed fonts with unusual or ambiguous letters. It might therefore not have been surprising had we found that the lexically guided learning that appears in speech perception did not occur with the perception of printed words.
However, rather than characterizing listening to speech as a more specialized form of perceptual processing than reading, we would argue that it is more justified to think of print as a more specialized form of perceptual input than speech. Listening to speech is something that comes naturally; reading, in contrast, must be learned. Print has been developed precisely to make the difficult task of reading easier. At the very least, print is designed to be much easier to perceive than handwritten text. Handwriting has many of the same complexities that speech presents: There are large differences among the writing styles of different individuals, the precise form of letters is contextually dependent, and the letters are not always separated by intermediate spaces.
In fact, the complexities of speech and handwriting are probably more representative of perception in general than is the perception of print. Our perceptual abilities are well adapted for functioning in a world in which complex signals arrive with rapidity, can flow into one another, and can vary as a function of the context in which they occur. The ambiguity that frequently results from these environmental effects can be resolved by recourse to learning, which uses higher level knowledge-in this case, our knowledge about the words of our language. The experience thus gained can in turn be exploited to retune the lower level decision-making processes for future encounters with ambiguity of this kind. Although we would not deny that reading involves some specialized perceptual processes, which have been developed for this particular kind of input, in this instance it seems rather that the perception of print is efficiently tuned to existing perceptual processes. It may be that, as we suggested above, lexically guided retuning is called on only infrequently when reading print; Bowers (1999) has suggested, for instance, that it may be useful in learning how to map upper-and lower-case letters onto the same underlying representation. Nevertheless, the ability to use information from one level of analysis to retune the perceptual categories used at some earlier level has such power that it certainly seems a waste to restrict it solely to the case of speech.
As we argued with respect to learning for speech perception , it is important to realize that this lexical guidance is not simple top-down feedback, which resolves the ambiguity of the bottom-up information stream on a case-by-case basis. The retuning is a learning effect, as is evidenced by the generalization across the continuum subsequently presented for categorization (and, in the speech case, by generalization to other words; McQueen et al., 2003, in press ). Our results suggest that the ability to exploit this general learning effect characterizes the perception of print as it does the perception of speech.
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