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Abstract
The paper develops a Newton multigrid (MG) method for one- and two-dimensional
steady-state shallow water equations (SWEs) with topography and dry areas. It
solves the nonlinear system arising from the well-balanced finite volume discretiza-
tion of the steady-state SWEs by using Newton’s method as the outer iteration and
a geometric MG method with the block symmetric Gauss-Seidel smoother as the
inner iteration. The proposed Newton MG method makes use of the local resid-
ual to regularize the Jacobian matrix of the Newton iteration, and can handle the
steady-state problem with wet/dry transitions. Several numerical experiments are
conducted to demonstrate the efficiency, robustness, and well-balanced property of
the proposed method. The relation between the convergence behavior of the New-
ton MG method and the distribution of the eigenvalues of the iteration matrix is
detailedly discussed.
Key words: Newton’s method, multigrid, block symmetric Gauss-Seidel, shallow
water equations, steady-state solution.
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1 Introduction
The shallow water equations (SWEs) are commonly used to describe the motion of “shal-
low” free-surface flows subject to gravitational force and have played a critical role in
the modeling and simulation of the flows in rivers or channels, the ocean tides, and the
Email addresses: wukl@pku.edu.cn (Kailiang Wu), hztang@math.pku.edu.cn (Huazhong
Tang).
1 Corresponding author. Tel: +86-10-62757018; Fax: +86-10-62751801.
Preprint submitted to Elsevier 17 September 2018
ar
X
iv
:1
60
8.
06
72
1v
1 
 [m
ath
.N
A]
  2
4 A
ug
 20
16
tsunami, etc. Under the assumption of incompressible fluid and hydrostatic pressure dis-
tribution, with the vertical acceleration of water particles neglected, the SWEs may be
derived by depth-integrating the Navier-Stokes equations as follows [1]
∂U
∂t
+∇ · F (U) = S(x,U), (1.1)
where t denotes time, and the effect of bed slope on the flow has been modeled by the
inclusion of source terms at the right hand side of (1.1) which modifies the momentum
equations. In the 2D Cartesian coordinates x = (x, y), the conservative vector U , the flux
vector F = (F 1,F 2), and the source term S in (1.1) are given by
U =
 h
huT
 , F =
 hu
huTu+ 1
2
gh2I
 , S =
 0
−gh∇z
 ,
in which u = (u, v) denotes the velocity vector, g is the acceleration due to gravity, I is
the identity matrix, and h is the water depth, i.e. the height of water above the riverbed
topography z(x). Dropping the time derivatives in (1.1) gives the the steady-state SWEs
∇ · F (U) = S(x,U). (1.2)
If the water is at rest, i.e. u(x) = 0, then the momentum parts in the above equations
reduce to
1
2
(gh2)x = −ghzx, 1
2
(gh2)y = −ghzy, (1.3)
which imply the so-called well-balanced property, i.e. “steady state of the water at rest”
u(x) = 0, h(x) + z(x) = const.
Up to now, there exist various numerical methods for the SWEs, such as the finite dif-
ference scheme based on flux-difference splitting [2], the generalized Riemann problem
scheme [3], high-order WENO schemes [4,5], the gas-kinetic schemes [6,7], the moving
mesh method [8], and the Runge-Kutta discontinuous Galerkin methods [9,10], and so on.
Most of them are explicit for the time-dependent SWEs, and can successfully simulate the
evolution of the time-dependent solutions with good accuracy in time. If using the explicit
time advancing method to investigate the steady-state behavior of the flow, then the long
time simulation is needed and becomes time-consuming due to the small time step size
satisfying a Courant-Friedrichs-Lewy condition to guarantee stability. For example, in the
sediment transport and morphodynamic change model [11,12], the time stiffness arising
from the characteristic time scales in flow and sediment transport seriously challenges the
long time simulation if the interaction of water flow with bed topography is very weak.
For such case, the implicit or semi-implicit schemes are attractive, such as the multigrid
semi-implicit finite difference method [13], the linearized implicit scheme with a modified
Roe flux [11], the space-time discontinuous residual distribution scheme [14], the implicit
higher-order compact scheme [15], and the semi-implicit discontinuous Galerkin methods
[16,17] etc. In fact, the time step size for an implicit scheme is also often constrained
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by convergence. Even for the same time step size as used in the explicit case, unsteady
solutions of the implicit schemes may be less accurate. An implicit scheme usually re-
quires solving a nonlinear equation by some iteration method, and thus it is also very
time-consuming. For the steady-state behavior of the SWEs flow, another way is to di-
rectly solve the steady-state SWEs, see e.g. [18], and thus developing robust and efficient
solver for corresponding nonlinear algebraic system is key. Unfortunately there are few
such study for the steady-state SWEs, but the steady-state Euler equations and Navier-
Stokes equations have been well solved numerically, see e.g. [19,20,21,22,23]. For example,
a multigrid block lower-upper symmetric Gauss-Seidel (LU-SGS) algorithm was proposed
for the 2D steady-state Euler equations on unstructured grid [22]. Unlike the existing
methods which add the pseudo-time terms to the steady-state equations, the norm of the
local residual in each cell was used to regularize the nonlinear algebraic system arising
from the spatial discretization of the steady-state Euler equations. The Newton iteration
was then adopted to solve the nonlinear algebraic system and the multigrid method was
used as the inner iteration with the BLU-SGS smoother.
The aim of the paper is to extend the Newton multigrid method [22] to the steady-state
SWEs and investigate its convergence, in which the steady-state SWEs are discretized
by a well-balanced hydrostatic reconstruction, the wet/dry transition is numerically han-
dled, the resulting nonlinear algebraic system is iteratively solved by using the Newton
multigrid iteration, and convergence behavior of the method for different numerical fluxes
is detailedly investigated in numerical experiments through the distribution of the eigen-
values of the iteration matrix. The paper is organized as follows. Section 2 presents the
Newton multigrid method, including the well-balanced spatial discretization of the steady-
state SWEs in Subsection 2.1, the regularization of the resulting nonlinear system and
its Newton iteration linearization in Subsection 2.2, the geometric multigrid method in
Subsection 2.3, and the solution procedure of the Newton multigrid method in Subsec-
tion 2.4. Section 3 conducts several numerical experiments to demonstrate the efficiency
and robustness of the proposed Newton multigrid method and presents a detailed discus-
sion on the relation between the convergence behavior of the proposed method and the
distribution of the eigenvalues of the block symmetric Gauss-Seidel iteration matrix for
different numerical fluxes. Section 4 concludes the paper with several remarks.
2 Numerical method
This section is devoted to present the Newton multigrid method for steady-state SWEs
(1.2). Let T be a partition of the spatial domain Ωp, and Ki ∈ T be the ith cell, whose
centroid is xi. Use ∂Ki to denote the edge set of Ki, eij to be the edge of Ki sharing with
the neighboring cell Kj, i.e. eij = ∂Ki∩∂Kj, nij = (nxij, nyij)T to be the unit normal vector
of eij, pointing from Ki to Kj, and |eij| to denote the length of edge eij.
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2.1 Well-balanced finite volume discretization
This section presents the well-balanced finite volume discretization of the steady-state
SWEs (1.2). Integrating (1.2) over the cell Ki and using the divergence theorem give
∑
eij∈∂Ki
∫
eij
Fnij(U) dS =
∫∫
Ki
S(x,U) dx, (2.1)
where Fnij(U) := F (U) · nij. If let u = 0, then (2.1) reduces to
∑
eij∈∂Ki
∫
eij
Sij(h) dS :=
∑
eij∈∂Ki
∫
eij
1
2
gh2n˜ij dS =
∫∫
Ki
S(x,U) dx, (2.2)
where n˜ij = (0, n
x
ij, n
y
ij)
T. It is a starting point of the hydrostatic reconstruction method
[24] to derive a well-balanced method.
Reconstruct a piecewise polynomial Uh(x) to approximate the solution U(x), e.g.
Uh(x) = U i, ∀x ∈ Ki, (2.3)
where U i is the cell average approximation of U(x) over Ki. Replacing U(x) in (2.1) with
Uh(x), using the midpoint quadrature to evaluate the integral, and approximating the
values of F nij(U) and Sij(h) at the midpoint xeij of the edge eij by numerical fluxes give
the finite volume discretization of (1.2) as follows∑
eij∈∂Ki
|eij| F̂ (U i,U j, zi, zj) = 0, (2.4)
with
F̂ (U i,U j, zi, zj) := F̂nij
(
U eij ,−,U eij ,+
)
− Sij
(
hˆeij ,−
)
, (2.5)
where U eij ,±=:
(
heij ,−, heij ,−ueij ,−
)T
denote the left and right limit values of Uh(x) at the
point xeij in the direction nij, F̂ nij
(
U eij ,−,U eij ,+
)
is any given numerical flux satisfying
the consistency
F̂nij (U ,U) = F nij (U) ,
Sij
(
hˆeij ,−
)
=
(
0, nxij
g
2
h2eij ,−, n
y
ij
g
2
h2eij ,−
)T
,
and
heij ,− = max
{
0, h¯i + zi −max{zi, zj}
}
, ueij ,− = u¯i,
heij ,+ = max
{
0, h¯j + zj −max{zi, zj}
}
, ueij ,+ = u¯j.
(2.6)
Such locally reconstructed heights can roughly capture dry regions where h = 0, see [24]
for a more detailed discussion.
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Remark 2.1 For 1D steady-state SWEs, first-order accurate well-balanced scheme may
be described as follows
Fˆ i+ 1
2
− Fˆ i− 1
2
= Si, (2.7)
where numerical flux Fˆ i+ 1
2
and source term Si are
Fˆ i+ 1
2
= Fˆ (U i+ 1
2
,−,U i+ 1
2
,+), Si =
(
0,
g
2
(h2i+ 1
2
,− − h2i− 1
2
,+)
)T
. (2.8)
and the left and right limits of the approximate solution at xi+ 1
2
are
hi+ 1
2
,− = max
{
0, h¯i + zi −max{zi, zi+1}
}
, ui+ 1
2
,− = u¯i,
hi+ 1
2
,+ = max
{
0, h¯i+1 + zi+1 −max{zi, zi+1}
}
, ui+ 1
2
,+ = u¯i+1.
(2.9)
Remark 2.2 Three numerical fluxes will be considered in this work. The first is the HLLC
(resp. HLL) flux for 2D (resp. 1D) SWEs, see [25,26]. The 2D HLL flux is defined by
F̂
HLL
nij
(
U eij ,−,U eij ,+
)
=

Fnij
(
U eij ,−
)
, sL ≥ 0,
sRFnij
(
U eij ,−
)
− sLFnij
(
U eij ,+
)
+ sLsR
(
U eij ,+ − U eij ,−
)
sR − sL , sL < 0 < sR,
Fnij
(
U eij ,+
)
, sR ≤ 0,
(2.10)
where
sL =
unij ,+ − 2
√
gheij ,+, heij ,− = 0,
min
{
unij ,− −
√
gheij ,−, unij ,∗ −
√
gheij ,∗
}
, heij ,− 6= 0,
and
sR =
unij ,− + 2
√
gheij ,−, heij ,+ = 0,
max
{
unij ,+ +
√
gheij ,+, unij ,∗ +
√
gheij ,∗
}
, heij ,+ 6= 0,
here unij ,± := ueij ,± · nij, and
unij ,∗ =
unij ,− + unij ,+
2
+
√
gheij ,− −
√
gheij ,+,
heij ,∗ =
1
4g
[√
gheij ,− +
√
gheij ,+ +
unij ,− − unij ,+
2
]2
.
Based on the rotational invariance property of 2D SWEs [27]
T nij F̂
HLL
nij
(
U eij ,−,U eij ,+
)
= F̂
HLL
1
(
TnijU eij ,−,TnijU eij ,+
)
=:
(
f̂1, f̂2, f̂3
)T
,
5
with
Tnij =

1 0 0
0 nxij n
y
ij
0 −nyij nxij
 ,
the HLLC flux may be given by
F̂
HLLC
nij
(
U eij ,−,U eij ,+
)
= T−1nij F̂
HLLC
1
(
TnijU eij ,−,TnijU eij ,+
)
,
where
F̂
HLLC
1
(
TnijU eij ,−,TnijU eij ,+
)
=

(
f̂1, f̂2, f̂3
)T
, sL ≥ 0 or sR ≤ 0,(
f̂1, f̂2, uτij ,−f̂1
)T
, sL < 0 ≤ sM ,(
f̂1, f̂2, uτij ,+f̂1
)T
, sM < 0 < sR,
with
uτij ,± := −ueij ,±nyij + veij ,±nxij,
and
sM :=
sLheij ,+
(
unij ,+ − sR
)
− sRheij ,−
(
unij ,− − sL
)
heij ,+
(
unij ,+ − sR
)
− heij ,−
(
unij ,− − sL
) .
The second is the local Lax-Friedrichs (LLF) flux
F̂
LLF
nij
(
U eij ,−,U eij ,+
)
=
1
2
(
Fnij(U eij ,−) + Fnij(U eij ,+)− smax(U eij ,+ − U eij ,−)
)
, (2.11)
where smax denotes an estimation of the fastest wave speed in the local 1D Riemann prob-
lem solution, and is usually taken as an upper bound for the absolute value of eigenvalues
of the Jacobian ∂F nij/∂U as follows
smax = max
{
|unij ,−|+
√
gheij ,−, |unij ,+|+
√
gheij ,+
}
.
If there exist wet/dry transitions, then because the speed of a wet/dry front is of form
S∗+ = unij ,+ − 2
√
gheij ,+ for a left dry state and S∗− = unij ,− + 2
√
gheij ,− for a right dry
state [28], smax should be appropriately larger in the presence of wet/dry fronts to avoid
numerical instabilities and taken as follows
smax = max
{
|unij ,−|+
√
gheij ,−, |unij ,+|+
√
gheij ,+
}
+ εr
√
gmax
{
heij ,−, heij ,+
}
,
where εr = 0.03 in our computations.
The third is the Roe flux with Harten’s entropy fix
F̂
Roe
nij
(
U eij ,−,U eij ,+
)
=
1
2
(
Fnij(U eij ,−) + Fnij(U eij ,+)−
m∑
k=1
Q
(
λ̂k
)
χ̂kr̂k
)
, (2.12)
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where m is equal to 2 (resp. 3) for the 1D (resp. 2D) case, λ̂k = λ̂k(U eij ,−,U eij ,+) and
r̂k = r̂k(U eij ,−,U eij ,+) are the eigenvalues and corresponding right eigenvectors of the Roe
matrix, respectively, χ̂k solves the system
U eij ,+ − U eij ,− =
m∑
k=1
χ̂kr̂k,
and
Q(x) =

x2
4εf
+ εf , |x| < 2εf ,
|x|, |x| ≥ 2εf ,
where εf is a small positive constant, e.g. 0.4 in later computations.
Remark 2.3 Let us discuss the boundary conditions for the discrete problem (2.4). If the
boundary is open, according to the local Froude number Fr := |u|/
√
gh, the numerical
boundary conditions are specified as follows:
• Subcritical inflow boundary {Fr < 1, un < 0}: R−g = R−I , and hgun,g and uτ,g are
prescribed.
• Subcritical outflow boundary {Fr < 1, un > 0}: R−g = R−I , uτ,g = uτ,I , and hg is
prescribed.
• Supercritical inflow boundary {Fr > 1, un < 0}: hg, un,g, and uτ,g are prescribed.
• Supercritical outflow boundary {Fr > 1, un > 0}: hg = hI , un,g = un,I , and uτ,g = uτ,I .
Here R∓ := un ± 2
√
gh denotes 1D Riemann invariant associated with the eigenvalues
un∓
√
gh, un and uτ are the normal and tangential velocity components to the cell interface
located on the domain boundary, respectively. The quantities with subscripts g and I denote
the values from the ghost and interior cells adjacent to the domain boundary, respectively.
The slip boundary conditions {hg = hI ,un,g = 0, and uτ,g = uτ,I} or the reflective bound-
ary conditions {hg = hI , un,g = −un,I , and uτ,g = uτ,I} may be specified on the wall.
2.2 Newton’s iterative method
As soon as the boundary conditions are specified, the approximate solutions of the SWEs
(1.2) may be obtained by iteratively solving the nonlinear algebraic system (2.4) with
respect to the unknown variables U i. Here Newton’s iteration method is employed to
solve (2.4) with the formula
∑
eij∈∂Ki
|eij|
(
∂F̂
∂U i
)(n)
ij
δU
(n)
i +
∑
eij∈∂Ki
|eij|
(
∂F̂
∂U j
)(n)
ij
δU
(n)
j = −R(n)i , n = 0, 1, · · · , (2.13)
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where the unknown δU
(n)
j is the increment, U
(0)
i is the given initial guess, R
(n)
i is the local
residual at the nth Newtonian iterative step defined by
R
(n)
i :=
∑
eij∈∂Ki
|eij| F̂
(
U
(n)
i ,U
(n)
j , zi, zj
)
, (2.14)
and the partial derivatives
(
∂F̂
∂U i
)(n)
ij
:=
∂F̂
∂U i
(
U
(n)
i ,U
(n)
j , zi, zj
)
, (2.15)
(
∂F̂
∂U j
)(n)
ij
:=
∂F̂
∂U j
(
U
(n)
i ,U
(n)
j , zi, zj
)
, (2.16)
contributing to the Jacobian matrix in the Newtonian method are approximately calcu-
lated by using the numerical differentiation as follows( ∂F̂
∂U i
)(n)
ij

s,k
≈ F̂s
(
U
(n)
i + ek,U
(n)
j , zi, zj
)
− F̂s
(
U
(n)
i ,U
(n)
j , zi, zj
)

, (2.17)
which denotes the derivative of the sth component of vector F̂ , denoted by F̂s, with
respect to the kth component of vector U i, where ek is the kth column vector of the
identity matrix of the same size as
(
∂F̂/∂U i
)(n)
ij
. If an edge of the interior cell Ki is
located on the boundary of Ωp, then (2.17) should be replaced with( ∂F̂
∂U i
)(n)
ig

s,k
≈ F̂s
(
U
(n)
i + ek,Ug(U
(n)
i + ek), zi, zj
)
− F̂s
(
U
(n)
i ,Ug(U
(n)
i ), zi, zj
)

,
where Ug denotes the approximate cell-average value of U in the ghost cell and is con-
sidered as a function of U
(n)
i according to the boundary conditions given in Remark 2.3.
Although the calculation of ∂F̂/∂U i can also be obtained by using the chain rule, but
it may be seriously tedious. Moreover, their analytical expressions are difficultly derived
near the domain boundary.
The linear system (2.13) is generally singular and should be regularized. One way is to
add an artificial time derivative term into (2.13). An alternative approach is to use the
l1–norm of the local residual to regularize (2.13) as follows
α
∥∥∥R(n)i ∥∥∥`1 δU (n)i + ∑
eij∈∂Ki
|eij|
(
∂F̂
∂U i
)(n)
ij
δU
(n)
i +
∑
eij∈∂Ki
|eij|
(
∂F̂
∂U j
)(n)
ij
δU
(n)
j = −R(n)i ,
(2.18)
where α is the positive regularization parameter. Such regularization technique has been
used in solving steady-state Euler equations in [22]. Solving the linear system (2.18) for
the unknown δU
(n)
j by the MG method will be discussed in Section 2.3. If the solution of
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the linear system (2.18) is gotten, then the approximate solution of (2.4) can be updated
by
U
(n+1)
i = U
(n)
i + τiδU
(n)
i , (2.19)
where τi is a relaxation parameter on cell Ki.
2.3 The geometric multigrid solver
This section extends the geometric multigrid method [22] to the linear system (2.18).
The geometric multigrid methods described so far need a hierarchy of geometric grids or
meshes {Tl, l = 0, 1, · · · , NL} for the spatial domain Ωp, from the coarsest one (l = NL)
to the finest one (l = 0). On all levels but the coarsest one, the smoother will be applied
and on the coarsest level, the system is usually solved exactly. Assume that the ratio of
grid points on “neighboring” grids is constant throughout the grid hierarchy, and each
coarser cell Ki,l+1 ∈ Tl+1 is a union of several neighboring finer cells (two cells for 1D case
and four cells in 2D case) in mesh Tl, i.e.,
Ki,l+1 = ∪j∈Ii,l+1Kj,l,
where Ii,l+1 is corresponding index set of those finer cells Kj,l.
Under the above assumptions, the steady-state SWEs (1.2) are discretized and solved by
the Newton iteration on the finest mesh T0, see Sections 2.1 and 2.2. The linear system
(2.18) on T0 is reformulated in the following matrix-vector form∑
j
Aij,lδU j,l = −Ri,l, l = 0, (2.20)
where the subscript l marks the mesh level, the superscript (n) in (2.18) has been omitted
for convenience, and
Aii,l = α ‖Ri,l‖`1 +
∑
eij,l∈∂Ki,l
|eij,0|
(
∂F̂
∂U i
)
ij,l
,
Aij,l =
|eij,l|
(
∂F̂
∂U j
)
ij,l
, eij ∈ ∂Ki,l,
0, otherwise,
i 6= j.
On the coarser mesh, the coarse mesh matrices Aij,l+1 are defined by using the Galerkin
projection, and the source term Ri,l+1 is derived by using the restriction operator I
l+1
l
that restricts those on the fine mesh Tl to the coarse mesh Tl+1, l ≥ 0. In this paper,
specifically, they are
Aij,l+1 =
∑
ı∈Ii,l+1
∑
∈Ij,l+1
Aı,l, Ri,l+1 =
∑
j∈Ii,l+1
(
Rj,l +
∑
ı
Ajı,lδU ı,l
)
, (2.21)
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where δU j,l is the (approximate) solution of (2.20) if l = 0, otherwise solves the following
linear system ∑
j
Aij,lδU j,l = −Ri,l, l ≥ 1. (2.22)
As soon as the correction δU j,l+1 on the coarse mesh Tl+1 is obtained, the correction δU j,l
on the fine mesh Tl will be improved as follows
δU j,l ←− δU j,l + I ll+1δU i,l+1, ∀j ∈ Ii,l+1, (2.23)
where I ll+1 denotes the prolongation or coarse-to-fine operator that prolongates or inter-
polates the correction to the fine mesh from the coarse mesh.
A multigrid cycle can be defined as a recursive procedure that is applied at each mesh
level as it moves through the grid hierarchy. For example, multigrid methods with γ-cycle
has the following compact recursive definition.
Algorithm 0: δU j,l ←− MGγl (δU j,l,Rj,l)
(1)
Pre smoothing: Apply the smoother ν1 times to Eq. (2.20) or (2.22) with
the initial guess δU j,l.
(2) If Tl is the coarsest grid, i.e. l = NL.
– solve the problem (2.22) with l = NL.
else
– Restrict to the next coarser grid Tl+1 by (2.21).
– Set initial increment on the next coarser grid: δU j,l+1 = 0.
– If Tl is the finest grid, set γ = 1.
– Call the γ-cycle scheme γ times for the next coarser grid Tl+1:
δU j,l+1 ←− MGγl+1(δU j,l+1,Rj,l+1).
(3) Correct with the prolongated update (2.23).
(4)
Post smoothing: Apply the smoother ν2 times to Eq. (2.20) or (2.22) with
the initial guess δU j,l.
This paper only focus on two types of multigrid cycles, the V cycle (γ = 1) and W cycle
(γ = 2). Fig. 2.1 shows their schematic description with NL = 3, where symbols “◦” and
“•” denote the pre- and post-smoothing, respectively, while the oblique lines between two
symbols “◦” (resp. “•”) correspond to the restriction I l+1l (resp. prolongation I ll+1) steps.
The smoother is taken as the block symmetric Gauss-Seidel (SGS) iteration.
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level 3
level 1
level 2
level 0
V-cycle
pre-smoothing
post-smoothing
W-cycle
Fig. 2.1. Schematic description of a V (left) and W cycle (right) Multigrid.
2.4 Solution procedure
This section summarizes the solution procedure of our Newton multigrid method for the
steady-state SWEs (1.2). It is well known that the convergence of Newtons iteration is
seriously dependent on the choice of the initial guess. To overcome this difficulty, the initial
guess is obtained by using the improved block lower-upper SGS (BLU-SGS) method [19]
to solve (2.22) from the coarsest mesh TNL to the mesh T1 successively. The idea of BLU-
SGS method is to retain the block diagonal matrices but employ LU-SGS-like backward
and forward Gauss-Seidel iterations to include the implicit contributions from the off
diagonal blocks. This method may be regarded as a “nonlinear extension” of the block
SGS method for solving the nonlinear algebraic system (2.4).
The detailed solution procedure is illustrated by the following flowchart.
Algorithm 1: Newton multigrid method (abbr. NMGM)
Step 1: Initialization Give the “initial data” U (x) and successively refined partitions
{Tl : l = NL, · · · , 1, 0} of the spatial domain Ωp.
(1) Compute U i,NL , the cell average value of U (x) over the coarsest cell Ki,NL .
(2) For l = NL, · · · , 1, do the following:
• Perform the BLU-SGS iteration on the mesh Tl by
U i,l ←− U i,l −
(
α ‖Ri,l‖`1 I +
∂Ri,l
∂U i,l
)−1
Ri,l,
until
∑
i
‖Ri,l‖`1 < εp2−l, where I denotes the identity matrix.
• Prolongate the solution to the fine mesh from the coarse mesh by U j,l−1 = U i,l
for all j ∈ Ii,l.
(3) Set n = 0 and the initial guess for Newton’s iteration by U
(0)
j,0 = U i,0, for all j ∈ Ii,1.
Step 2: Newton multigrid iteration For n = 1, 2, · · · , Nstep, do the followings.
(1) Pre smoothing: perform the BLU-SGS iteration on the finest mesh T0 by
U
(n)
i,0 ←− U (n)i,0 −
α ∥∥∥R(n)i,0 ∥∥∥`1 I + ∂R
(n)
i,0
∂U
(n)
i,0
−1R(n)i,0 .
(2) Solve (2.20) by calling Algorithm 0 Nmg times.
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(3) Update the solution U
(n+1)
i,0 = U
(n)
i,0 + τiδU
(n)
i,0 .
Step 3: Check
∑
i
∥∥∥R(n)i,0 ∥∥∥l1 < ε. If yes, output the results and stop; otherwise set n← n+1
and go to Step 2.
Before ending this section, several remarks are given below.
Remark 2.4 The parameter p in Step 1 of Algorithm 1 should be chosen appropri-
ately. If p is very small, the cost of Step 1 becomes huge so that the steady-state SWEs
solver is inefficient. According to the numerical experiences, Algorithm 1 works satisfac-
tory if p is chosen about one percent of the residual given by the initial data.
Remark 2.5 If the approximate solution U
(n)
i,0 given in the Newton multigrid iteration
satisfies h
(n)
i,0 < h, the cell Ki,0 is temporarily regarded as a dry cell, and the value of U (n)i,0
is reset as zero. In our computations, h = 10
−6.
Remark 2.6 The Newton multigrid scheme in Algorithm 1 can also be extended to solv-
ing the nonlinear system arising from an implicit or semi-implicit scheme for the time-
dependent SWEs (1.1), e.g.
U
n+1
i − Uni
∆tn
+
∑
eij∈∂Ki
|eij|
[
βF̂
(
U
n
i ,U
n
j , zi, zj
)
+ (1− β)F̂
(
U
n+1
i ,U j
n+1
, zi, zj
)]
= 0,
where ∆tn denotes the time step size, and the weight β ∈ [0, 1).
3 Numerical Experiments
The section presents several numerical examples to demonstrate the robustness and ef-
ficiency of NMGM for 1D and 2D steady-state SWEs (1.2), and investigates the relation
between the convergence behavior of NMGM and the distribution of the eigenvalues of the
iteration matrix detailedly. Unless specifically stated, the parameter p in the initializa-
tion step of Algorithm 1 is taken as 0.2, and the multigrid iteration number Nmg is set
to be 2 (resp. 3) for 1D (resp. 2D) problems. Moreover, the parameters  in (2.17), α in
(2.18), and τi in (2.19) are always taken as 10
−8, 3, and 1, respectively. All computations
are carried out on the Linux environment of a personal computer of Lenovo (Intel(R)
Core(TM) i5 CPU 3.2GHZ 4GB RAM).
3.1 1D case
Example 3.1 (Smooth subcritical flow) This problem has been studied in [7] to check
the dissipative and dispersive errors in the kinetic schemes. The bottom shape of the river
12
is
z(x) = 0.2e−
(x+1)2
2 + 0.3e−(x−1.5)
2
, x ∈ [−10, 10],
and the boundary conditions at x = ±10 are specified as h = 1 and hu = 1. Fig. 3.1
shows the numerical steady-state solutions obtained by NMGM on the mesh of 512 uniform
cells, in comparison with the exact solutions obtained by solving the algebraic system
u3 + (2gz − 2g − 1)u+ 2g = 0, hu = 1.
Fig. 3.2 displays the numerical residuals obtained by NMGM versus the NMGM iteration num-
ber Nstep and CPU time for three meshes of 512, 1024, and 2048 uniform cells respectively.
The results show that NMGM is very efficient and fast to get the correct steady-state solu-
tions. Moreover, the convergence behaviors are similar on those different meshes, and the
NMGM iteration number does not increase with refining the mesh. In those computations,
the HLL flux is used, and the grid level number in the V-cycle multigrid is set to be 4,
i.e. NL = 3.
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Fig. 3.1. Example 3.1: Close-up of the steady-state solutions h + z and u obtained by NMGM on
the mesh of 512 uniform cells.
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Fig. 3.2. Example 3.1: Residuals vs NMGM iteration number (left) and CPU time (right) for three
uniform meshes.
Table 3.1 investigates the effect of the HLL, LLF, and Roe fluxes shown in Remark
2.2 on the convergence behavior of NMGM, in comparison to the BLU-SGS iteration in
solving (2.18), where N , NL, Nstep, and Tcpu denote the cell number, the coarse mesh
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Table 3.1
Example 3.1: Effect of the HLL, LLF, and Roe fluxes on convergence behaviors of NMGM and the
BLU-SGS iteration.
N 64 128 256 512 1024 2048
HLL
Block Nstep 33 39 40 47 49 58
LU-SGS Tcpu 6.57e-3 1.25e-2 1.68e-2 3.29e-2 4.87e-2 1.0e-1
V-cycle Nstep 4 4 3 4 4 4
NL = 1 Tcpu 2.51e-3 4.81e-3 5.37e-3 9.01e-3 1.37e-2 2.63e-2
V-cycle Nstep 4 4 3 4 4 4
NL = 3 Tcpu 2.75e-3 4.83-3 6.04e-3 9.78e-3 1.49e-2 2.91e-2
ρ 0.39347 0.43938 0.46526 0.47874 0.48541 0.48877
R∞ 0.93276 0.82239 0.76517 0.73660 0.72276 0.71586
LLF
Block Nstep 576 1370 3156 7116 15437 31855
LU-SGS Tcpu 4.18e-2 1.65e-1 5.44e-1 2.66e0 1.08e1 4.22e1
V-cycle Nstep 22 51 118 269 585 1224
NL = 1 Tcpu 6.21e-3 2.65e-2 8.56e-2 3.67e-1 1.55e0 6.33e0
V-cycle Nstep 8 9 23 55 125 267
NL = 3 Tcpu 4.93e-3 9.67e-3 1.90e-2 8.45e-2 3.69e-1 1.54e0
V-cycle Nstep 7 8 8 12 26 64
NL = 5 Tcpu 2.17e-3 6.23e-3 1.04e-2 1.91e-2 7.93e-2 3.63e-1
W-cycle Nstep 6 6 7 7 8 8
NL = 5 Tcpu 6.67e-3 9.87e-3 1.39e-2 2.38e-2 4.94e-2 9.95e-2
ρ 0.96013 0.98273 0.99256 0.99673 0.99851 0.99929
R∞ 4.069e-2 1.742e-2 7.468e-3 3.274e-3 1.493e-3 7.072e-4
ROE
Block Nstep 35 38 39 43 45 51
LU-SGS Tcpu 6.07e-3 9.85e-3 2.18e-2 3.74e-2 5.58e-2 1.19e-1
V-cycle Nstep 4 5 5 5 5 5
NL = 1 Tcpu 3.06e-3 7.68e-3 9.57e-2 1.31e-2 2.06e-2 4.12e-2
V-cycle Nstep 4 5 5 5 5 5
NL = 3 Tcpu 3.23e-3 7.79e-3 1.05e-1 1.42e-2 2.20e-2 4.29e-2
ρ 0.48516 0.49799 0.50571 0.50827 0.50655 0.49969
R∞ 0.72327 0.69717 0.68178 0.67673 0.68012 0.69377
level number of the geometric MG, the total Newton iteration number, and the CPU time
Tcpu, respectively, ρ denotes the spectral radius of the iteration matrix of the block SGS
method around the steady-state solution, and R∞ := − ln ρ corresponds to the asymptotic
convergence rate. The results show that NMGM is a little more efficient than the BLU-SGS
iteration for the HLL and Roe fluxes, and exhibits great advantages for the LLF flux,
specially, in the case of the W-cycle multigrid with NL = 5. The W-cycle multigrid is also
tested for the HLL and Roe fluxes, and its performance is almost the same as the V-cycle
multigrid. The BLU-SGS iteration with the HLL and Roe fluxes are more efficient than
the LLF flux. For the former, Nstep increases very slowly with refining the mesh, but the
latter does nearly linearly increase in terms of the cell number N . Such phenomenon could
be explained by comparing the spectral radius ρ of the iteration matrix, whose values are
around 0.5 and larger than 0.9, respectively. Fig. 3.3(a) displays the distribution (in the
complex plane) of the eigenvalues of the block SGS iteration matrix on the mesh with 256
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Fig. 3.3. Example 3.1: (a). Distribution of the eigenvalues of the block SGS iteration matrix
for three numerical fluxes over the mesh of 256 uniform cells. (b). Asymptotic relation of the
spectral radius ρ of the block SGS iteration matrix with respect to the spatial step size ∆x for
the LLF flux.
uniform cells for the HLL, LLF, and Roe fluxes. We see that the eigenvalues are almost
around 0 for the HLL flux (except for two eigenvalues with relatively large imaginary
parts of ±0.4 respectively) and the Roe flux (except for only one eigenvalue located
around −0.5), while those are widely distributed for the LLF flux (some of them are near
1). Thus the “high frequency” eigenvalues for the LLF flux are much more than for the
HLL and Roe fluxes. Fig. 3.3(b) plots an asymptotic relation of the spectral radius ρ of
the iteration matrix with respect to the spatial step size ∆x for the LLF flux as follows
ρ ∼ 1− C∆x, as ∆x→ 0, (3.1)
where C is about 0.092.
Example 3.2 (Two transcritical flows over a bump) The example simulates two tran-
scritical flows over a bump, which have been widely used to test the SWEs solvers [3,7,29].
The bed topography is
z(x) =
0.2− 0.05(x− 10)2, 8 < x < 12,0, otherwise, (3.2)
for a channel of length 25.
(I). Transcritical flow without a shock: The discharge hu = 1.53 is imposed at the
upstream boundary condition x = 0 while the water height h = 0.66 is imposed at the
downstream end of the channel x = 25 when the flow is sub-critical.
Fig. 3.4 shows the numerical steady-state solution h+ z obtained by using the HLL flux
and the V-cycle multigrid with NL = 3 on the mesh of 512 uniform cells in comparison to
the exact solution given by SWASHES [30]. Fig. 3.5 gives the convergence history of NMGM
in terms of the NMGM iteration number Nstep and CPU time on three meshes of 512, 1024,
and 2048 uniform cells respectively. The results show that the steady-state solutions can
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be correctly and fast obtained by using NMGM, the convergence behaviors are similar to
Example 3.1, and the NMGM iteration number does not increase with the mesh refinement.
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h+ z: numerical
Fig. 3.4. Example 3.2(I): Steady-state solution h + z obtained by NMGM on the mesh of 512
uniform cells.
0 2 4 6 8 10 12
10−12
10−10
10−8
10−6
10−4
10−2
100
102
Iterations
Re
sid
ua
l
 
 
512 uniform cells
1024 uniform cells
2048 uniform cells
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
10−12
10−10
10−8
10−6
10−4
10−2
100
102
CPU time (second)
Re
sid
ua
l
 
 
512 uniform cells
1024 uniform cells
2048 uniform cells
Fig. 3.5. Example 3.2(I): Convergence history in terms of the NMGM iteration number Nstep (left)
and CPU time (right) on three uniform meshes.
Similar to Table 3.1, Table 3.2 investigates the effect of the HLL, LLF, and Roe fluxes
on the convergence behavior of NMGM, in comparison to the BLU-SGS iteration. The con-
vergence behaviors of NMGM and the BLU-SGS iteration are almost the same as those in
Example 3.1. The distribution (in the complex plane) of the eigenvalues of the block SGS
iteration matrix in Fig. 3.6(a) shows that the “high frequency” eigenvalues for the LLF
flux are much more than for HLL or Roe flux, Fig. 3.6(b) shows that the spectral radius
ρ of the iteration matrix has asymptotic relation (3.1) with C ∼ 0.3 for the LLF flux in
terms of the spatial step size ∆x.
(II). Transcritical flow with a shock: The discharge hu is taken as 0.18 on the up-
stream boundary, and h = 0.33 is specified on the downstream boundary condition. In
this case, the Froude number Fr = u/
√
gh increases to a value larger than 1 above the
bump, and then decreases to less than 1.
Fig. 3.7 shows the numerical steady-state solution on the mesh of 512 uniform cells in
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Table 3.2
Example 3.2(I): Effect of the HLL, LLF, and Roe fluxes on convergence behaviors of NMGM and
the BLU-SGS iteration.
N 64 128 256 512 1024 2048
HLL
Block Nstep 25 28 31 31 32 33
LU-SGS Tcpu 8.87e-3 1.11e-2 1.43e-2 1.76e-2 2.85e-2 5.21e-2
V-cycle Nstep 3 3 3 3 3 3
NL = 1 Tcpu 1.88e-3 2.24e-3 4.52e-3 8.54e-3 1.24e-2 2.07e-2
V-cycle Nstep 3 3 3 3 3 3
NL = 3 Tcpu 1.96e-3 3.31e-3 6.44e-3 9.16e-2 1.30e-2 2.09e-2
ρ 0.36309 0.38504 0.41148 0.47183 0.4518 0.46042
R∞ 1.0131 0.9544 0.8879 0.7511 0.7945 0.7756
LLF
Block Nstep 373 481 878 1667 3277 6462
LU-SGS Tcpu 3.67e-2 5.65e-2 1.74e-1 6.17e-1 2.31e0 8.73e0
V-cycle Nstep 13 20 35 66 128 249
NL = 1 Tcpu 7.89e-3 1.14e-2 2.48e-1 9.09e-1 3.40e-1 1.27e0
V-cycle Nstep 14 16 17 18 31 59
NL = 3 Tcpu 9.42e-3 1.02e-2 1.35e-2 2.78e-2 9.12e-2 3.43e-1
V-cycle Nstep 14 17 18 19 20 22
NL = 5 Tcpu 9.67e-3 1.15e-2 1.51e-2 3.02e-2 6.11e-2 1.31e-1
W-cycle Nstep 11 12 9 8 8 8
NL = 5 Tcpu 6.73e-3 1.06e-2 1.48e-2 2.50e-2 4.95e-2 9.63e-2
ρ 0.92458 0.94598 0.97116 0.98515 0.99246 0.9962
R∞ 7.842e-2 5.553e-2 2.936e-2 1.496e-2 7.566e-3 3.805e-3
ROE
Block Nstep 15 21 31 49 88 172
LU-SGS Tcpu 4.42e-3 1.06e-2 1.68e-2 3.82e-2 1.08e-1 4.10e-1
V-cycle Nstep 3 3 3 3 4 5
NL = 1 Tcpu 2.68e-3 5.01e-3 8.33e-3 1.16e-2 1.82e-2 4.52e-2
V-cycle Nstep 3 3 3 3 4 4
NL = 3 Tcpu 2.70e-3 5.10e-3 8.54e-3 1.36e-2 1.85e-2 3.63e-2
ρ 0.16498 0.33576 0.53079 0.70641 0.83135 0.90858
R∞ 1.802e0 1.091e0 6.334e-1 3.476e-1 1.847e-1 9.587e-2
comparison to the exact solution [30] where a stationary shock appears and is well resolved.
Fig. 3.8 gives the convergence history of NMGM versus the NMGM iteration number Nstep and
CPU time on three meshes of 512, 1024, and 2048 uniform cells respectively. The results
show that NMGM is very efficient and fast to get the correct steady-state solution with a
shock, the convergence behaviors are almost similar on three uniform meshes, and the
iteration number Nstep scarcely changes with the mesh refinement. The HLL flux and
V-cycle multigrid with NL = 3 have been adopted in those computations.
The effect of the HLL, LLF, and Roe fluxes on the convergence behavior of NMGM and the
BLU-SGS iteration. is investigated in Table 3.3, which shows that the NMGM performs much
more efficiently than the BLU-SGS iteration, and it becomes obvious asNL increases in the
multigrid and the W-cycle multigrid is adopted with the LLF flux. Moreover, convergence
behaviors depend on the numerical flux, and the block LU-SGS method with the HLL
17
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Fig. 3.6. Example 3.2(I): (a). Distribution of the eigenvalues of the block SGS iteration matrix
with the HLL, LLF, Roe fluxes over the mesh of 256 uniform cells. (b). Asymptotic relation of
the spectral radius ρ of the block SGS iteration matrix with respect to the spatial stepsize ∆x
for LLF flux.
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Fig. 3.7. Example 3.2(II): Steady-state solution h + z obtained by NMGM on the mesh of 512
uniform cells.
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Fig. 3.8. Example 3.2(II): Convergence history in terms of the NMGM iteration number Nstep (left)
and CPU time (right) on three uniform meshes.
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Table 3.3
Example 3.2(II): Effect of the HLL, LLF, and Roe fluxes on convergence behaviors of NMGM and
the BLU-SGS iteration.
N 64 128 256 512 1024 2048
HLL
Block Nstep 28 37 82 161 328 658
LU-SGS Tcpu 2.87e-3 7.07e-3 2.94e-2 1.07e-1 4.88e-1 1.92e0
V-cycle Nstep 4 4 4 13 14 28
NL = 1 Tcpu 2.62e-3 4.49e-3 7.99e-3 2.52e-2 4.68e-2 1.73e-1
V-cycle Nstep 4 4 5 13 14 16
NL = 3 Tcpu 2.87e-3 5.27e-3 8.64e-3 2.54e-2 5.35e-2 1.13e-1
V-cycle Nstep 4 4 5 13 14 16
NL = 5 Tcpu 2.96e-3 5.32e-3 8.89e-3 3.76e-2 5.44e-2 1.14e-1
ρ 0.39173 0.52614 0.74702 0.86591 0.93346 0.96696
R∞ 9.372e-1 6.422e-1 2.917e-1 1.44e-1 6.885e-2 3.36e-2
LLF
Block Nstep 288 662 1424 3084 6518 13179
LU-SGS Tcpu 1.64e-2 9.59e-2 2.61e-1 1.91e0 6.01e0 2.60e1
V-cycle Nstep 12 25 52 113 242 488
NL = 1 Tcpu 6.29e-3 2.37e-2 4.93e-2 1.55e-1 6.43e-1 2.49e0
V-cycle Nstep 8 8 14 28 53 103
NL = 3 Tcpu 4.98e-3 9.84e-3 1.51e-2 4.73e-2 1.56e-1 5.99e-1
V-cycle Nstep 8 9 10 10 17 47
NL = 5 Tcpu 5.13e-3 1.16e-2 1.71e-2 2.28e-2 5.27e-2 2.76e-1
W-cycle Nstep 7 6 6 7 7 10
NL = 5 Tcpu 7.62e-3 1.27e-2 1.73e-2 2.23e-2 4.49e-2 1.24e-1
ρ 0.92518 0.96734 0.98529 0.99604 0.99663 0.99834
R∞ 7.777e-2 3.321e-2 1.482e-2 6.987e-3 3.378e-3 1.659e-3
ROE
Block Nstep 19 26 36 102 204 378
LU-SGS Tcpu 1.52e-3 4.13e-3 1.32e-2 6.37e-2 2.45e-1 9.04e-1
V-cycle Nstep 3 4 4 12 10 18
NL = 1 Tcpu 2.26e-3 5.83e-3 1.09e-2 2.98e-2 3.88e-2 1.34e-1
V-cycle Nstep 3 4 4 12 11 12
NL = 3 Tcpu 2.42e-3 6.37e-3 1.22e-2 3.05e-2 4.59e-2 9.86e-2
V-cycle Nstep 3 4 4 12 11 12
NL = 5 Tcpu 2.61e-3 6.64e-3 1.26e-2 3.10e-2 4.79e-2 1.01e-1
ρ 0.25371 0.36652 0.54545 0.79807 0.89694 0.9425
R∞ 1.372e0 1.004e0 6.062e-1 2.256e-1 1.088e-1 5.922e-2
or Roe flux is more efficient than the LLF flux. Such observation is consistent with the
previous. However, different from the results of Example 3.1 and 3.2(I), the results in Table
3.3 show that Nstep increases almost linearly with the mesh refinement for the BLU-SGS
iteration with the HLL, LLF, and Roe fluxes, and the spectral radius ρ of the iteration
matrix increases asymptotically to 1 as N increases. The distribution in the complex plane
of the eigenvalues of the block SGS iteration matrix in Fig. 3.9(a) still shows that the
“high frequency” eigenvalues for the LLF flux are much more than for the HLL or Roe
flux. Figs. 3.9(b-d) show the asymptotic relation (3.1) of ρ with respect to the spatial
step size ∆x, where C is about 2.58, 0.15, and 4.53 for the HLL, LLF, and Roe fluxes,
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Fig. 3.9. Example 3.2(II): (a). Distribution of the eigenvalues of the block SGS iteration matrix
with the HLL, LLF, and Roe fluxes on the mesh of 256 uniform cells. (b-d). Asymptotic relation
of the spectral radius ρ of the block SGS iteration matrix with respect to the spatial step size
∆x.
respectively.
Example 3.3 (Wet-dry boundary problem) The bed topography for this problem is
the same as one in Example 3.2, but for a channel of length 20. Initially, the flow with
the water height h(0)(x) = 0.22 − z(x) is static in the channel, i.e., u(x) = 0. A steady
state with the dry bed {
h(x) = max{0.1− z(x), 0},
u(x) = 0,
will be reached if imposing h = 0.1 at the interval ends x = 0 and 20. Since the steady
solution involves wet/dry transition, the Jacobian matrix of these numerical fluxes near
the wet-dry boundary becomes singular so that it is much more difficult and challenging.
Fig. 3.10 shows the steady solutions h+z and the error in the rest water surface obtained
on the mesh of 512 uniform cells, where the LLF flux and W-cycle multigrid with NL = 3
are used. It is seen that the correct steady solutions are efficiently obtained by NMGM, and
the rest water surface is preserved exactly up to the machine precision. Fig. 3.11 gives
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the convergence history of NMGM in terms of the NMGM iteration number Nstep and CPU
time on four meshes of 512, 1024, 2048, and 4096 uniform cells, respectively. Convergence
behaviors of NMGM and Nstep do not depend on the uniform mesh number N .
Because NMGM and the BLU-SGS iteration with the HLL or Roe flux fail to work now,
Table 3.4 only investigates the convergence behaviors of NMGM and the BLU-SGS iteration
with the LLF flux. We see that NMGM is much more efficient than the BLU-SGS iteration
and it is obvious as NL increases and the W-cycle multigrid is adopted. In this problem,
the big solution error is mainly introduced around the wet-dry boundary and can be fast
reduced by using the W-cycle multigrid with properly increasing the coarse level number
NL.
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Fig. 3.10. Example 3.3: Steady-state solution (left) and the error in the water surface (right)
obtained by NMGM on the mesh of 512 uniform cells.
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Fig. 3.11. Example 3.3: Convergence history in terms of the NMGM iteration number Nstep (left)
and CPU time (right) on four uniform meshes.
3.2 2D case
Unless specifically stated, in the following, the HLLC flux and V-cycle multigrid are
adopted, and the coarse mesh level number NL is set to be 3.
Example 3.4 The first 2D example is to simulate fluid flows in two symmetric channels
with flat bottom constricted from both side in the y–direction, see [8]. Specifically, channel
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Table 3.4
Example 3.3: Convergence behaviors of NMGM and the BLU-SGS iteration with different NL, V
or W cycle multigrid, and LLF flux.
N 64 128 256 512 1024 2048 4096
Block Nstep 42 69 129 364 1122 4009 14459
LU-SGS Tcpu 8.16e-3 1.78e-2 3.41e-2 1.37e-1 7.71e-1 5.17e0 3.63e1
V-cycle Nstep 4 5 6 11 32 110 356
NL = 1 Tcpu 1.73e-3 4.12e-3 1.03e-2 2.30e-2 8.13e-2 4.91e-1 3.08e0
V-cycle Nstep 4 5 5 7 9 11 44
NL = 3 Tcpu 2.02e-3 4.58e-3 9.82e-3 1.63e-2 2.55e-2 5.92e-2 4.23e-1
V-cycle Nstep 4 5 5 7 9 12 12
NL = 5 Tcpu 2.07e-3 4.76e-3 1.01e-2 1.76e-2 2.64e-2 6.06e-2 1.18e-1
W-cycle Nstep 4 5 6 8 18 58 198
NL = 1 Tcpu 1.91e-3 4.62e-3 1.16e-2 1.72e-2 4.82e-2 2.85e-1 1.94e0
W-cycle Nstep 4 5 5 7 5 6 5
NL = 3 Tcpu 2.58e-3 5.78e-3 1.90e-2 2.45e-2 2.93e-2 4.33e-2 7.40e-2
ρ 0.45675 0.63258 0.80392 0.92105 0.97479 0.99296 0.99816
R∞ 7.836e-1 4.579e-1 2.183e-1 8.224e-2 2.553e-2 7.062e-3 1.846e-3
0 10 20 30 40 50 60 70 80 90
−20
−15
−10
−5
0
5
10
15
20
0 10 20 30 40 50 60 70 80 90
−20
−15
−10
−5
0
5
10
15
20
Fig. 3.12. Example 3.4: The geometries of channel I (left) and II (right) and structured mesh of
72× 40 cells.
I is with a constriction angle α = 5◦ started at x = 10, and channel II with a constriction
angle α = 15◦ started at x = 10, ended at x = 30, and then followed by a straight narrower
channel, see Fig. 3.12 for their geometries and corresponding structured mesh of 72× 40
cells. The inflow conditions h = 1 and v = 0 and the Froude number Fr = |u|/
√
gh = 2.5
are imposed at x = 0, the outflow boundary condition is specified at x = 90, while slip
boundary conditions are employed on the top and bottom boundaries.
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Fig. 3.13. Example 3.4: The steady water depth h with 13 and 20 equally spaced contour lines
for channel I and II obtained by NMGM on the mesh of 576× 320 cells, respectively.
Fig. 3.13 displays the contour plots of the steady solutions for two channels obtained by
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NMGM on the mesh of 576 × 320 cells. For the steady state flow in channel I, two bore
waves starting at the points (10,±20) interact at the point (45,0) and then two regular
reflections happen around x = 74 due to the constriction. The present result is well
comparable to the numerical result given by using the adaptive moving mesh method to
solve the time-dependent SWEs [8] and analytical ones [31], especially, numerical values
of the water heights of the first and second plateau are 1.25 and 1.5271, respectively,
which agree well with those in [8,31]. For the steady flows in channel II, two shock waves
started at (10,±20) meet around (33,0) each other, then interact with two expansion waves
generated at the points (30,±15), and then two regular reflections happen at (50,±15).
Finally, two reflected shock waves meet around (69,0). From the contour plots in Fig. 3.13,
we see that NMGM can well capture those waves and their interactions with high resolution
and non-oscillation.
Figs. 3.14 and 3.15 show the convergence history of NMGM versus the NMGM iteration number
Nstep and CPU time on three successively refined meshes for channel I and channel II,
respectively. It is seen that NMGM works successfully on those meshes and the convergence
behaviors of NMGM are independent on the cell number N . Compared to channel I, the
computation of the steady solution for channel II seems more difficult for NMGM and takes
more iteration steps. In those computations, p = 2× 102.
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Fig. 3.14. Example 3.4: Convergence history in terms of the NMGM iteration number Nstep (left)
and CPU time (right) on three meshes for channel I.
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Fig. 3.15. Same as Fig.3.14, except for channel II.
Example 3.5 This example is to solve another channel constriction problem [32], in
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Fig. 3.16. Example 3.5: The structured mesh of 96 × 32 cells and the contours of steady water
depth h with the shaded subcritical regions obtained by NMGM on the mesh of 384× 128 cells.
which a channel of length 3 units is with a symmetric constriction of length 1 unit at its
center x = 1.5 and the variable width
W (x) =
1− (1−Wmin) cos2(pi(x− 1.5)), |x− 1.5| ≤ 0.5,1, otherwise,
where Wmin is the minimum channel width, see Fig. 3.16(a) for its geometry and corre-
sponding structured mesh of 96× 32 cells. Boundary conditions are specified as follows:
hu = h0Fin
√
gh0, hv = 0 for subcritical inflow,
h = h0 for subcritical outflow,
hu = h0Fin
√
gh0, hv = 0, h = h0 for a supercritical inflow,
supercritical outflow boundary condition at x = 3,
slip boundary conditions on the top and bottom boundaries,
Our computations take h0 = 1, Wmin = 0.9, and Fin = 0.5, 0.67, 1.2, 1.7, and 2, respec-
tively, investigate the effect of the Froude number Fin on the convergence of NMGM, and
demonstrate the robustness of NMGM. Figs. 3.16(b-f) display the contours of steady water
depth h obtained by NMGM on the mesh of 384 × 128 cells, where the subcritical region
(in which the Froude number Fr(x) < 1) has been shaded. Those plots show that the
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steady solutions resolved by NMGM are non-oscillatory and the symmetry of the flow is well
preserved. Those results are very similar to those in [32], and five different types of steady
flow pattern can be observed as follows.
• Case 1 (Fin = 0.5): The flow is smooth and purely subcritical.
• Case 2 (Fin = 0.67): The flow is subcritical at inflow and outflow, critical at the channel
throat, and with a steady discontinuity in the divergent region of the channel.
• Case 3 (Fin = 1.2): The flow shows the cross-wave pattern with the oblique downstream
jumps, and is subcritical at inflow, critical at the throat, and supercritical at outflow.
• Case 4 (Fin = 1.7): The flow is supercritical at inflow and outflow, and with oblique
jumps and a subcritical pocket within the constriction.
• Case 5 (Fin = 2): The flow is purely supercritical everywhere throughout the channel.
The convergence history of NMGM in terms of the NMGM iteration number Nstep on three
meshes are presented in Figs. 3.17(a)-(e). It is seen that NMGM exhibits good robustness
and works well on those meshes for the above steady flows. Case 2 requires more iteration
steps than the other cases. Fig. 3.17(f) gives histogram of the NMGM iteration number Nstep
of NMGM in terms of the Froude number Fin on the mesh of 384× 128 cells. We further see
that NMGM requires more iteration steps when the Froude number Fin is less than 0.3 or
equal to 0.7.
Example 3.6 The test describes a transcritical flow over a 2D bump, which is a 2D
extension of Example 3.2. The bottom topography is defined by
z(x, y) =
0.2− 0.05 ((x− 10)2 + y2) , (x− 10)2 + y2 < 4,0, otherwise,
in the channel of [0, 25]× [−5, 5]. The discharge hu = 1.53, hv = 0 is imposed at x = 0, the
water height h = 0.52 is imposed at the downstream x = 25, and the reflective boundaries
are specified at y = ±5 in the y–direction.
The contours of the steady water surface h + z obtained by NMGM are displayed in Fig.
3.18 on the mesh of 640 × 320 uniform cells, where the subcritical region is shaded. In
the steady flow, the cross-wave pattern with the oblique downstream jumps is observed.
Moreover, the flow varies from subcritical at inflow to supercritical at outflow, and is
similar to the 1D Example 3.2(I). The efficiency of NMGM are demonstrated in Fig. 3.19
by displaying its convergence history versus iterations and CPU time on three meshes of
160 × 80, 320 × 160, and 640 × 320 uniform cells, respectively. In those computations,
p = 2.
Example 3.7 The last example simulates a steady channel flow around a hill (a relatively
high bump) which is defined by
z(x, y) =
1.2− 0.3 ((x− 10)2 + y2) , (x− 10)2 + y2 < 4,0, otherwise,
25
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Fig. 3.17. Example 3.5: (a)-(e). Convergence history in terms of the NMGM iteration number Nstep
on three meshes; (f). Histogram of the NMGM iteration number Nstep on the mesh of 384 × 128
cells versus Fin uniformly varying from 0.1 to 2.
in the channel of [0, 25]× [−5, 5] with boundary conditions: The discharge hu = 0.1, hv =
0 at x = 0, the water height h = 0.2 at the downstream x = 25, and the reflective
boundaries conditions at y = ±5 in the y–direction. Initially, the channel is full of static
flow with the water height h(x, y) = max{0.2 − z(x, y), 0}. Since the steady solution
involves wet/dry transition, thus it becomes much more difficult to obtain such the steady
solution by solving the time-dependent SWEs with numerical schemes. NMGM and the BLU-
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Fig. 3.18. Example 3.6: The contours of the steady water surface h+z with the shaded subcritical
region obtained by NMGM on the mesh of 640×320 cells. 25 equally spaced contour lines are used.
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Fig. 3.19. Example 3.6: Convergence history in terms of the NMGM iteration number Nstep (left)
and CPU time (right) on three meshes.
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Fig. 3.20. Example 3.7: The contours of the steady water surface h + z (only the wet region is
shown) respectively obtained by using NMGM (left) and an explicit scheme to solve the time-de-
pendent SWEs (right) on the mesh of 512×256 cells. 40 equally spaced contour lines from 0.1067
to 0.2201 are used.
SGS iteration with the HLLC or Roe flux fail to work.
Fig. 3.20 displays the contours of the steady water surface h + z obtained by NMGM with
the LLF flux on the mesh of 512× 256 uniform cells, in comparison to the result given by
using a first order accurate explicit finite volume scheme with LLF flux to solve the time-
dependent SWEs (1.1) on the same mesh. The latter takes 412652 time steps and CPU
time of 13804 seconds to reduce the residual to 1.5× 10−12 at physical time t = 1701.96.
The results show that the steady solution given by NMGM agree well with that given by the
explicit scheme, and NMGM with the LLF flux works efficiently and robustly for the steady
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Fig. 3.21. Example 3.7: Convergence history in terms of the NMGM iteration number Nstep (left)
and CPU time (right) on three meshes.
solution with wet/dry transitions. Fig. 3.21 gives the convergence history of NMGM with
LLF flux in terms of the NMGM iteration number Nstep and CPU time on three meshes of
128×64, 256×128, and 512×256 uniform cells, respectively. It is seen that the convergence
behaviors of NMGM are similar on those meshes, and Nstep scarcely changes with the mesh
refinement.
4 Conclusions
The paper developed a Newton multigrid method for 1D and 2D steady shallow water
equations (SWEs) with topography and dry areas. The steady-state SWEs were first
approximated by using the well-balanced finite volume discretization based on the hydro-
static reconstruction technique. The resulting nonlinear system was linearized by using
Newton’s method, and the geometric MG method with the block symmetric Gauss-Seidel
(SGS) smoother was used to solve the linear system. The proposed Newton MG method
made use of the local residual to regularize the Jacobian matrix of the Newton iteration,
and could handle the steady-state problem with wet/dry transitions. Several numerical
experiments were conducted to demonstrate the efficiency, robustness, and well-balanced
property of the proposed method. Moreover, the relation between the convergence behav-
ior of the proposed method with the HLL, LLF, or Roe flux and the distribution of the
eigenvalues of the iteration matrix was detailedly discussed, in comparison to the block
LU-SGS method. Numerical results showed that convergence behaviors of NMGM depended
on the numerical flux and the Froude number of the flow.
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