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ALSEDA`-MISIUREWICZ SYSTEMS WITH PLACE-DEPENDENT
PROBABILITIES
KLAUDIUSZ CZUDEK
Abstract. We consider systems of two specific piecewise linear homeomor-
phisms of the unit interval, so called the Alseda`-Misiurewicz systems, and in-
vestigate the basic properties of Markov chains which arise when these two
transformations are applied randomly with probabilities depending on the
point of the interval. Though this iterated function system is not contracting
in average and known methods do not apply, stability and the strong law of
large numbers are proven.
1. Introduction
1.1. The main results. Let f0 be an interval homeomorphisms such that its
graph consists of two straight lines, the first one connecting (0, 0) with some
point (x0, y0) ∈ (1/2, 1) × [1/2, 1) under diagonal, and the second one connect-
ing (x0, y0) with (1, 1). Next, let f1 be the interval homeomorphisms defined by
f1(x) = 1− f0(1− x), x ∈ [0, 1] (see Figure 1). Setting a0 =
y0
x0
and a1 =
1−y0
1−x0
we
can write
f0(x) :=
{
a0x if x ≤ x0
a1(x − 1) + 1 if x > x0
and f1(x) := 1− f0(1− x).
Fix two positive real functions p0, p1 on [0, 1] with p0(x) + p1(x) = 1 for every
x ∈ [0, 1]. It defines the following natural random process on the interval (0, 1):
being at any point x ∈ (0, 1) we choose transformation fi with probability pi(x)
and move to the point fi(x), i = 0, 1. To be more strict, we define the family of
Markov chains with common transition probabilities given by the formula pi(x, ·) :=
p0(x)δf0(x) + p1(x)δf1(x), x ∈ (0, 1).
As far as we know, stability of these Markov chains, i.e. arising from random ap-
plication of transformations on the interval, were always proved under assumption
that all transformations are contractions or are contracting in average. However,
recently several papers have been published which established stability with drop-
ping this assumptions. The first one and probably the most important for us was
by Lluis Alseda` and Micha l Misiurewicz [1] in 2014 where the authors showed that
if we consider two transformations defined in the first paragraph for y0 = 1/2 and
choose it randomly with constant and equal probabilities 1/2, 1/2 then the corre-
sponding Markov chain is stable. After [2] we call the systems defined above the
Alseda`-Misiurewicz systems (in [2] the only restriction for (x0, y0) ∈ (0, 1) × (0, 1)
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is that it should be under diagonal). Later their results were generalized to the
case of two C2 diffeomorphisms ([7]) or even arbitrary finite number of homeo-
morphisms ([14]) satisfying additional assumptions that from each point we have
positive probabilities of moving to the left and moving to the right, all functions
are differentiable at 0 and 1 and the average Lyapunov exponents at these points
are positive. In our setting we define the average Lyapunov exponents at 0 and 1
by the formulae
(1)
Λ0 := p0(0) log(a0) + p1(0) log(a1),
Λ1 := p0(1) log(a1) + p1(1) log(a0).
In the general case coefficients a0, a1 should be replaced by derivatives at 0 and 1,
respectively. Note that all known results are proven under assumption that proba-
bility of choice of a transformation does not depend on the point of the interval.
The most important papers concerning systems with place-dependent probabil-
ities are probably [3], [9] where the stability of the corresponding Markov chains
is proved under the most general assumptions in arbitrary locally compact metric
spaces. However, one of them is contractivity in average which in our case is never
satisfied, therefore we can neither apply the result, nor use the proof. In [3] and
[13] one can find further references and historical comments.
The goal of our paper is to provide proofs of ergodicity, stability and the strong
law of large numbers for Alseda´-Misiurewicz systems in the case when probabilities
are not necessarily constant. To this end we introduce the following assumptions:
(A1) 12 < x0 < 1 and
1
2 ≤ y0 < x0
(A2) p0, p1 are Dini continuous,
(A3) 0 < pi(x) < 1 for x ∈ [0, 1] and i = 0, 1,
(A4) Λ0,Λ1 > 0.
The functions p0, p1 are Dini continuous, which means that for every C ≥ 0 and
t < 1 we have
∑
n β(Ct
n) < ∞, where β denotes the modulus of continuity of
p0, p1, i.e.
β(t) := max
i=0,1
sup
x∈(0,1),|h|≤t
|pi(x) − pi(x + h)|.
We do not need any further assumptions on contractiveness of the system. Our two
main results are the following theorems.
Theorem 1. If (A1)-(A4) hold then there exists a unique Borel probability measure
µ∗ ∈M such that the Markov chain (X
µ∗
n ) is stationary.
Theorem 2. If (A1)-(A4) hold, ν is any Borel probability measure then the Markov
chain (Xνn) is asymptotically stable.
The last theorem was proved in the case of general Markov chains on compact
spaces in [4]. Later it was proved in [5] in the case of iterated systems of contractions
in Rn with constant probabilities and in [6] in the case of systems contracting in
average with place dependent probabilities on locally compact spaces. Our system
does not satisfy assumptions of any of these theorems, however, using some ideas
from the last paper we are still able to prove it. In its statement it is essential that
it holds for every point x ∈ (0, 1), not only for µ∗ almost every.
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Theorem 3 (The Strong Law of Large Numbers). If (A1)-(A4) hold, x ∈ (0, 1),
ϕ ∈ C
(
(0, 1)
)
then
ϕ(Xx1 ) + . . .+ ϕ(X
x
n)
n
→
∫
ϕdµ∗ a.s.
2. Notation
x01− x0
y0
1− y0
f0
f1
Figure 1. The example of Alseda`-Misiurewicz
system. The hatched area is the set of points (x, y)
which satisfy assumption (A1).
The space of Borel probability measures on (0, 1) will be denoted by M1 and
the space of all positive Borel measures by M. Recall that the family of transition
probabilities p(x, ·) ∈ M1, x ∈ (0, 1) by the formula
p(x, ·) := p0(x)δf0(x) + p1(x)δf1(x) for x ∈ (0, 1).
Let us choose an initial distribution µ ∈ M1. Together with the transition proba-
bilities it defines the Markov chain (Xµn ) on (0, 1). For simplicity of notation, we
shall write (Xxn) when µ = δx. Let us stress that values of this Markov chain are
in the open interval (0, 1), not [0, 1].
The canonical space for this Markov chain is constructed as follows. Put Ω =
(0, 1)∞, G = B(0, 1)∞. Here B(0, 1) stands for the σ-algebra of Borel subsets of
(0, 1). We define the family of measures P∞x , x ∈ (0, 1) on (Ω,G) by giving its values
on cylinder sets, i.e.
P
∞
x (A1 × . . .×Ak × (0, 1)
∞) :=
∫
A1
p(x, dx1)
∫
A2
p(x1, dx2) . . .
∫
Ak
p(xk−1, dxk),
where A1, . . . , Ak ∈ B(0, 1), x ∈ (0, 1). Existence of the unique extension to a
measure on G follows from the Kolmogorov Extension Theorem. Fix the initial
distribution ν ∈M1 and define the measures P
∞
ν on cylinders by
P
∞
ν (A×B) :=
∫
A
P
∞
x (B)ν(dx),
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for A ∈ B(0, 1), B ∈ G. This measure the unique extension to G by the Kolmogorov
Extension Theorem. Now the sequence (pin) of projections defined on (Ω,G,P
∞
ν )
by pin(x1, x2, . . .) := xn, n ≥ 1, is the canonical realization of the Markov chain
(Xνn).
The processes (Xxn), x ∈ (0, 1) may be also realized on the space Σ = {0, 1}
N
with the standard product σ-algebra F and the probability measure Px defined on
cylinders Ci1,...,ik = {ω ∈ Σ : ω1 = i1, . . . , ωk = ik} by
Px(Ci1,...,ik) := pi1(x)pi2 (fi1(x)) . . . pin(fin−1 ◦ . . . ◦ fi1(x)).
Then it is clear that fnω (x) := fωn◦. . .◦fω1(x), where ω = (ω1, ω2, . . .) is a realization
of (Xxn). Expectation with respect to Px is denoted by Ex. By θn we denote the
shift θn : Σ → Σ, θn(ω) := (ωn+1, ωn+2, . . .), where ω = (ω1, ω2, . . .). For n ≥ 1
and ω ∈ Σ put
anω := aωn . . . aω1 .
In order to describe the evolution of (Xνn) we introduce the Markov-Feller oper-
ator P :M→M by
Pµ(A) :=
∫
f−10 (A)
p0(x)µ(dx) +
∫
f−11 (A)
p1(x)µ(dx),
for A ∈ B(0, 1), µ ∈M. Its predual operator U : C(0, 1)→ C(0, 1) is given by
Uϕ(x) := p0(x)ϕ(f0(x)) + p1(x)ϕ(f1(x)),
for ϕ ∈ C(0, 1) and x ∈ (0, 1). By ”predual” we mean that∫
(0,1)
ϕdPµ =
∫
(0,1)
Uϕdµ
for every µ ∈ M and ϕ ∈ C(0, 1). The operator P is linear, i.e. P (λ1µ1 + λ2µ2) =
λ1Pµ1 + λ2Pµ2 for λ1, λ2 ≥ 0, µ1, µ2 ∈ M. It also preserves the total mass of a
measure, i.e. Pµ
(
(0, 1)
)
= µ
(
(0, 1))
)
for µ ∈ M. We say that a measure µ∗ ∈ M
is invariant for the operator P if Pµ∗ = µ∗. In that case we say that the operator
P is asymptotically stable if Pnν → µ∗ weakly for every ν ∈M1.
The Markov-Feller operator P has the property that the distribution of Xµn is
Pnµ for all n ≥ 0 and µ ∈ M. Therefore one can choose an initial distribution
µ ∈ M1 in such a way that (X
µ
n ) is stationary if and only if µ is P -invariant and
the Markov chain (Xµn ) is stable if and only if P is asymptotically stable.
Following [7] we define
PM,α := {µ ∈ M1 : µ((0, x)) ≤Mx
α and µ((1− x, 1)) ≤Mxα for all x ∈ (0, 1)}.
By what we just mentioned, the theorem below is equivalent to the existence of a
unique invariant probability measure for the Markov-Feller operator P .
3. The proof of Theorem 1
Proof of existence. The proof follows the lines of the proof from [7] with necessary
changes. Namely, we shall show that there exist parameters M ≥ 1, α ∈ (0, 1)
such that the class PM,α is invariant under the operator P . It is sufficient since in
that case one can apply the standard Krylov-Bogoliubov technique, i.e. take any
ν ∈ PM,α and define νn =
1
n
(ν + . . . + Pn−1ν). By the P -invariance of PM,α, all
νn’s are in PM,α, and by weak-∗ compactness of PM,α there exists an accumulation
point µ∗ ∈ PM,α of this sequence which is an invariant measure. Details are left
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to the reader. What remains to show is the existence of parameters M,α with the
desired property.
By the continuity of p0, p1 at the boundary, (A4) and (1) one can find 0 < ε <
1− x0 such that
(2)
max
t≤ε
p0(t) log a0 +max
t≤ε
p1(t) log a1 >
Λ0
2
,
max
t≤ε
p0(1 − t) log a1 +max
t≤ε
p1(1− t) log a0 >
Λ1
2
.
Writing the Taylor formula of the function α 7−→ a−α at 0 we obtain a−α =
1 − α log a + o(α), where a is any fixed positive number. By this formula and (2)
one can find α ∈ (0, 1) and p ∈ (0, 1) with
(3)
max
t≤ε
p0(t)a
−α
0 +max
t≤ε
p1(t)a
−α
1 < p,
max
t≤ε
p0(1− t)a
−α
1 +max
t≤ε
p1(1 − t)a
−α
0 < p.
Eventually, put M to be any number greater or equal than (a0ε)
−α > ε−α > 1.
We are in position to show the invariance of PM,α for M,α chosen above. Take
µ ∈ PM,α and x ∈ (0, 1). If x ≥ a0ε, then Mx
α ≥ M(a0ε)
α ≥ 1, hence the
condition Pµ((0, x)) ≤ Mxα is trivially satisfied. If x < a0ε, then also x < 1 − x0
and
Pµ((0, x)) =
∫
(0,a−10 x]
p0(t)µ(dt) +
∫
(0,a−11 x]
p1(t)µ(dt)
≤ max
t≤ε
p0(t)Ma
−α
0 x
α +max
t≤ε
p1(t)Ma
−α
1 x
α < Mxαp < Mxα,
where in the last line we used (3). Therefore Pµ((0, x)) ≤ Mxα. The proof that
Pµ((1− x, 1)) ≤Mxα is analogous. The invariance of PM,α is established. 
x01− x0
y0 f1(y0)1− y0
0 11/2
• •• •• •••
Figure 2. The order of the points 1− x0, 1− y0, y0,
x0.
We are now going to make some use of (A1). Take η1 such that the following
condition is satisfied
(4) a0y − a1(y − a1η1) < 0 for y ≥ 1− y0.
There exists such η1. Indeed, since a0 < 1 < a1, the linear function y 7−→ a0y −
a1(y− a1η1) is decreasing and, in consequence, it suffices to show that there exists
such η1 for y = 1− y0. But since
a0(1− y0)− a1((1− y0)− a1η1) = (1− y0)(a0 − a1) + a
2
1η1,
it just follows by (1− y0)(a0 − a1) < 0. Let us also assume that η1 is less than the
length of the interval [1− x0, 1− y0] and satisfies
(5) f1(y0 + a1η1) < x0.
This is possible by the continuity of f1 and
(6) f1(y0) < x0.
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To show this, however, we compute f1(y0) =
−y0(1−y0)
x0
+ 1 and obtain that (6) is
equivalent to the condition y0(1 − y0) > x0(1 − x0). By the assumptions made on
x0, y0 we have 1/2 ≤ y0 < x0, so our statement follows from the monotonicity of
the function ψ(t) := t(1− t) on [1/2, 1].
Proposition 1. If x, y ∈ [1− x0, x0] and |x− y| < η1, then
|fnω (x)− f
n
ω (y)| ≤ a1|x− y|
for every n.
In order to simplify the reasoning we assume that x < y and ω such that fnω (x)
visits (0, 1− x0) infinitely often and f
n
ω (y) visits (x0, 1) infinitely often. In the end
of the proof we will give a simple explanation that this assumption may be dropped.
Lemma 1. If 1− x0 ≤ x < y ≤ x0, |x − y| < a1η1, y > 1 − y0 and u is such that
fnω (y) ≤ x0 for all n ≤ u, then
|fnω (x) − f
n
ω (y)| ≤ |x− y|
for all n ≤ u.
Proof of Lemma 1. Let t be the least integer for which f tω(x) < 1−x0 and let s < t
be the maximal integer for which f sω(y) > 1−y0. Obviously |f
n
ω (x)−f
n
ω (y)| ≤ |x−y|
for n ≤ s, since both f0, f1 are contractions on [1− x0, x0]. Moreover, f
s
ω(x), f
s
ω(y)
again satisfy assumptions of the lemma, therefore we may assume s = 0. Next,
define r to be the moment of the first visit of f rω(y) in (1 − y0, 1). If we will show
the claim for n ≤ r, then the points f rω(x), f
r
ω(y) again satisfy the assumptions of
the lemma, therefore we may assume r = u.
For this purpose observe that fnω (y) = a
n
ωy and f
n
ω (x) = a
n
ωx for n ≤ r − 1,
i.e. application of f0 and f1 is actually a multiplication by a0, a1, respectively.
Indeed, assume contrary to our claim that fn−1ω (y) > 1 − x0 and ωn = 1. Then
fnω (y) = f1(f
n−1
ω (y)) > f1(1 − x0) = 1− y0, hence r = n, which is a contradiction.
Since fnω (y) = a
n
ωy and f
n
ω (x) = a
n
ωx for n ≤ r − 1, we have for these n’s
(7) |fnω (x) − f
n
ω (y)| = a
n
ω|x− y|
But since fnω (y) ≤ 1 − y0 < y for n ≤ r − 1, we have a
n
ω < 1 which completes the
proof in the case n ≤ r − 1.
The only point remaining now is to show that |f rω(x) − f
r
ω(y)| ≤ |x − y|. If
f r−1ω (x) ≥ 1 − x0, then the statement is obviously true, since both f0, f1 are con-
tractions on [1−x0, x0] and the statement is true for n = r−1. We are reduced now
to proving |f rω(x)− f
r
ω(y)| ≤ |x− y| provided that f
r−1
ω (x) < 1−x0 < f
r−1
ω (y). Let
us consider the function k 7−→ |f1(ky)−f1(kx)| for k ∈
[
1−x0
y
, 1−x0
x
]
(this condition
is equivalent to say that 1−x0 ∈
[
kx, ky
]
, thus the condition ar−1ω ∈
[
1−x0
y
, 1−x0
x
]
is
equivalent to our case now). We assert that this function is nonincreasing. Indeed,
f1(ky)− f1(kx) =
(
f1(ky)− f1(1− x0)
)
+
(
f1(1− x0)− f1(kx)
)
= a0
(
ky − (1 − x0)
)
+ a1
(
(1 − x0)− kx
)
,
hence the function is linear with the slope equal to a0y − a1x which is negative
since |x− y| < a1η1 and (4) holds for η1.
We compute now |f1(ky) − f1(kx)| for k = k0 :=
1−x0
y
. We have |f1(k0y) −
f1(k0x)| = a1(k0y − k0x) = a1k0(y − x) and a1k0y = f1(k0y) = f1(1 − x0) =
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1− y0 ≤ y which implies that a1k0 ≤ 1. Combining that with the monotonicity of
the considered function yields
|f rω(x)− f
r
ω(y)| = |f1(a
r−1
ω y)− f1(a
r−1
ω x)| ≤ |f1(k0y)− f1(k0x)| ≤ |x− y|
which completes the proof of Lemma 1. 
Lemma 2. If x, y ∈ [1 − x0, x0], |x − y| < η1, and u is such that f
n
ω (y) ≤ x0 for
all n ≤ u, then |fnω (x) − f
n
ω (y)| ≤ a1|x− y|.
Proof of Lemma 2. The proof is essentially the same as in the case of previous
lemma. We define t and r in the same way and assume without loss of generality
that t = 1, r = u (for n ≥ r we can apply Lemma 1). We again observe that
fnω (y) = a
n
ωy, f
n
ω (x) = a
n
ωx, and f
n
ω (y) ≤ 1 − y0 for n ≤ r − 1. The difference is
that y > 1 − y0 is not true anymore. However, by the definition of a1 we have
1 − y0 = a1(1 − x0) ≤ a1y, thus a
n
ω ≤ a1 which proves the assertion for n ≤ r − 1
(cf. (7)).
If n = r then we have again two cases. If f r−1ω (x) ≥ 1−x0, then the statement is
obviously true, since both f0, f1 are contractions on [1−x0, x0] and the statement is
true for n = r−1. If f r−1ω (x) < 1−x0 then a
r
ωx = f
r
ω(x) < 1−y0 = a1(1−x0) ≤ a1x,
so arωy − a
n
ωy ≤ a1(y − x). Observation that f
r
ω(y) < a
r
ωy yields the assertion. 
Proof of Proposition 1. We can define the following infinite sequences of natural
numbers
t1 := min{n ≥ 1 : f
n
ω (x) < 1− x0 or f
n
ω (y) > x0},
tk+1 :=
{
min{n ≥ tk : f
n
ω (y) > x0} if f
tk
ω (x) < 1− x0
min{n ≥ tk : f
n
ω (x) < 1− x0} if f
tk
ω (y) > x0
, k ≥ 1,
uk :=
{
max{n ≤ tk+1 : f
n
ω (x) < 1− y0} if f
tk
ω (x) < 1− x0
max{n ≤ tk+1 : f
n
ω (y) > y0} if f
tk
ω (y) > x0
, k ≥ 1.
To finish the proof notice that the statement for n ≤ u1 follows from Lemma 2
(or its symmetric version) with u = u1. Hence, from the definition of (uk), the
points fu1ω (x), f
u1
ω (y) satisfy assumptions of Lemma 1 (or its symmetric version)
with u = u2−u1. We continue in this fashion: for every k the points f
uk
ω (x), f
uk
ω (y)
satisfy assumptions of Lemma 1 or its symmetric version with u = uk+1 − uk, and
the conclusion follows.
To obtain the statement for any ω observe that for some k we cannot define tk+1
and in this case either Lemma 1 or 2 applies for fukω (x), f
uk
ω (y) with arbitrary large
u. 
Proposition 2. There exists η2 > 0 such that if x, y ∈ [1−x0, x0] and |x−y| < η2,
then
Ex|f
n
ω (x) − f
n
ω (y)| ≤ Lq
n|x− y|
for all natural n, L ≥ 1, q < 1.
From now on, M,α, ε, and p always stand for the quantities chosen in the proof of
existence of a stationary measure. Fix x ∈ (0, 1) and define
Ax,j := {ω ∈ Σ : f
j
ω(x)(ω) < ε}, A
x,j := {ω ∈ Σ : f jω(x)(ω) > 1− ε},
Bx,n :=
n⋂
j=1
Ax,j , B
x,n :=
n⋂
j=1
Ax,j .
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Lemma 3. If x < ε then
Px(Bx,n) ≤ (ε/x)
αpn
for all n ≥ 0. The same estimation holds for P1−x(B
1−x,n).
Proof. Fix x ≤ ε and recall that we write anω = aωn . . . aω1 for n ≥ 1 and ω ∈ Σ.
We first observe that Ex1Bx,n−1(a
n
ω)
−α ≤ pn. Indeed, by (2) we have
Ex(a
−α
ωn
|Fn−1) = p0(f
n−1
ω (x)(ω))a
−α
0 + p1(f
n−1
ω (x))a
−α
1 < p
provided that ω ∈ Bx,n−1. Here (Fn)n≥1 stands for the natural filtration in (Σ,F).
Therefore
Ex1Bx,n−1(a
n
ω)
−α = Ex
(
1Bx,n−1(a
n−1
ω )
−α
Ex
(
a−αωn |Fn−1
))
< pEx1Bx,n−1(a
n−1
ω )
−α.
Proceeding by induction yields Ex1Bx,n−1(a
n
ω)
−α ≤ pn.
Observe that for all ω ∈ Σ with ω ∈ Bx,n we have f
j
ω(x)(ω) = a
j
ωx and, in
consequence,
Bx,n = {ω ∈ Σ : a
j
ωx < ε for all j ≤ n}.
The Chebyshev inequality gives now
Px(Bx,n) = Px({ω ∈ Σ : a
j
ωx < ε for all j ≤ n})
≤ Px({ω ∈ Σ : (a
n
ω)
−1 > x/ε} ∩Bx,n−1)
≤ (ε/x)αEx1Bx,n−1(a
n
ω)
−α ≤ (ε/x)αpn
which establishes our claim for Px(Bx,n). The same proof works for P1−x(B
1−x,n).

Lemma 4. There exists a point c ∈ (1 − x0, x0) such that for every, h > 0, ρ > 0
there exist a natural number n1 and δ > 0 such that
inf
x∈[h,1−h]
Px(f
n1
ω (x) ∈ (c− ρ, c+ ρ)) > 0
for x ∈ [h, 1− h].
Proof. First of all, by (6) and symmetry we have f1([1−x0, y0+a1η]) ⊆ [1−y0, x0]
and f0([1 − y0, x0]) ⊆ [1 − x0, y0]. Hence the composition f0 ◦ f1 restricted to the
interval [1−x0, y0+ a1η] is a contraction and acts to the interval [1− x0, y0+ a1η].
Let c be the unique attractive fixed point for this composition on [1−x0, y0+ a1η].
For any point x ∈ [1−x0, y0+a1η] and ρ > 0 there existsm
′ such that Px(f
2m′
ω (x) ∈
(c− ρ, c+ ρ)) > 0.
Choose h > 0. Now it is sufficient to show that for any x ∈ [h, 1−h] there exists
a number m′′ such that Px(f
2m′′
ω (x) ∈ [1−x0, y0+ a1η]) > 0. Then n1 = 2m+2m
′
will be desired number, where m is the maximum of m′′ for x ∈ [h, 1− h]. Indeed,
the quantity
inf
x∈[h,1−h]
min
(i1,...,in1)∈{0,1}
n1
pin1 (fin1−1 ◦ . . . ◦ fi1(x)) · . . . · pi1(x)
is positive by (A3) and for any x ∈ [h, 1− h] we can first take a sequence of length
2m′′ with Px(f
2m′′
ω (x) ∈ [1 − x0, y0 + a1η]) > 0 (which may be less than 2m) and
then apply the composition f0 ◦ f1 exactly m
′ + (m−m′′) many times.
We are left to show that for any x ∈ [h, 1 − h] there exists m′′ such that
Px(f
2m′′
ω (x) ∈ [1−x0, y0+a1η]) > 0. It is readily seen that there existm
′′′ and a se-
quence (i1, . . . , im′′′) ∈ {0, 1}
m′′′ such that z0 := fim′′′ ◦. . .◦fi1(x) ∈ [1−x0, y0+a1η].
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If m′′′ is even then put m′′′ = 2m′′. If not then apply f0 to z0. If f0(z0) ≥ 1 − x0
then m′′′ + 1 = 2m′′ is a desired number. If not then f0(z0) < 1 − x0, hence
z1 := f1 ◦ f0(z0) ≥ 1 − y0. Note that z1 = a1a0z0 > z0. We can repeat this
procedure and define zn+1 while f0(zn) < 1 − x0. This procedure, however, must
finish for some n, since zn = (a1a0)
nz0 which eventually become greater than 1−y0
for some n, which means that f−11 (zn) > 1 − x0. A contradiction. Let n be the
minimal number with f0(zn) ≥ 1− x0. Then 2m
′′ = m′′′ + 2n+ 1 has the desired
property. 
Proof of Proposition 2. Let c be the point from Lemma 4. Take ρ > 0 to be any
positive number less than distance from c to the boundary points of [1 − x0, y0].
Take h = ε (recall that M, ε, α were the numbers given in the proof of existence
of the stationary measure; see the comment under Proposition 2). Take n1 to be
the numbers given in Lemma 4. By the continuity of f0, f1 and the compactness of
[h, 1− h], there exists η2 > 0 such that if |x− y| < a1η2 then
inf
x∈[h,1−h]
Px(f
n1
ω (y) ∈ (c− ρ, c+ ρ)) > 0.
Let n2 be such that (a0)
n2 < 1/(2a1). Put m := n1 + n2 and ξ := f
m
0 (ε) (i.e. ξ
is such a number that Px(f
m
ω (x) ∈ [ξ, 1− ξ]) = 1 for x ∈ [ε, 1− ε]). Eventually put
δ := inf
x∈[h,1−h]
min
(i1,...,im)∈{0,1}m
pim(fim−1 ◦ . . . ◦ fi1(x)) · . . . · pi1(x) > 0.
Let us define the following optional times on Σ for u ∈ (0, 1):
T1(x) := min{n ≥ 0 : ε ≤ f
n
ω (x) ≤ 1− ε}+m,
Tn+1(x) := Tn(x) + T1(f
Tn(x)
ω (x)) ◦ θTn(x),
S1(x) := min
{
n ≥ 1 : ∀|y−x|<η2|f
n
ω (x) − f
n
ω (y)| ≤
1
2a1
|x− y|,
and fnω (x), f
n
ω (y) ∈ [1− x0, x0]
}
,
Sn+1(x) := Sn(x) + S1(f
Sn(x)
ω (x)) ◦ θSn(x)
τn(x) := max{k ≥ 1 : Tk(x) ≤ n},
σn(x) := max{k ≥ 1 : Sk(x) ≤ n},
for x ∈ (0, 1). From what has already been proved we conclude that
Px(S1(x) > T1(x)) ≤ 1− δ
for all ξ ≤ x ≤ 1− ξ. By the strong Markov property
Px(S1(x) > Tn+1(x)) = ExPx
(
S1(x) > Tn+1(x)|FTn
)
= Ex
(
1{S1(x)>Tn(x)}Pf
Tn(x)
ω (x)
(
S1(f
Tn(x)
ω (x)) ◦ θTn(x) > T1(f
Tn(x)
ω (x))
))
≤ (1− δ)Px(S1(x) > Tn(x)),
for all ξ ≤ x ≤ 1− ξ. By induction argument we get
Px(S1(x) > Tn(x)) ≤ (1− δ)
n
for such x.
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By Lemma 3 there exists C1 > 0 and γ ∈ (0, 1) such that Exe
γT1(x) ≤ C1 for all
x ∈ [ξ, 1− ξ]. Induction argument applied below yields
Exe
γTn(x) = Ex
(
eγTn−1(x)Ex
(
eT1(f
Tn−1
ω (x))|FTn−1)
)
≤ C1Exe
γTn−1(x) ≤ Cn1
for x ∈ [ξ, 1− ξ] and n ≥ 1, since fTnω (x) ∈ [ξ, 1− ξ] for every n. Fix κ ∈ (0, 1). We
have again by the Chebyshev inequality
Px(τn(x) < κn) ≤ Px(T⌊κn⌋+1(x) > n) ≤ C
⌊κn⌋+1
1 e
−γn
for all x ∈ [ξ, 1− ξ], thus
Px(S1(x) > n) ≤ Px({S1(x) > n} ∩ {τn(x) ≥ κn}) + Px(τn(x) < κn)
≤ Px(S1(x) > T⌊κn⌋(x)) + C
⌊κn⌋+1
1 e
−γn ≤ (1 − δ)⌊κn⌋ + C1(C
κ
1 e
−γ)n.
Choose κ such that Cκ1 e
−γ < 1. By the above we have
Exe
ρS1(x) ≤ eγ
∞∑
n=0
eρnPx(S1(x) > n) ≤ C2 <∞,
for all x ∈ [ξ, 1 − ξ] provided that ρ ∈ (0, 1) was chosen sufficiently small. Again,
conditioning argument yields
Exe
ρSn(x) ≤ Cn2 .
Eventually, using again the Chebyshev inequality we obtain for such x, y and any
λ ∈ (0, 1),
Ex|f
n
ω (x)−f
n
ω (y)| = Ex1{σn(x,y)<λn}|f
n
ω (x)−f
n
ω (y)|+Ex1{σn(x,y)≥λn}|f
n
ω (x)−f
n
ω (y)|
≤ a1|x− y|Px(S⌊λn⌋(x,y) > n) +
1
2λn
|x− y|
≤ a1C
⌊λn⌋
2 e
−ρn|x− y|+
1
2λn
|x− y| ≤
(
a1(C
λ
2 e
−ρ)n +
1
2λn
)
|x− y|.
Take λ such that Cλ2 e
−ρ < 1 and put L = a1 + 1, q = max{C
λ
2 e
−ρ, 1
2λ
} < 1. Then
by the above we have
Ex|f
n
ω (x) − f
n
ω (y)| ≤ Lq
n|x− y|
for all natural n which is the desired conclusion. 
Proof of uniqueness. Throughout the proof pi1,...,in(x) stands for
pin(fin−1 ◦ . . . ◦ fi1(x)) · . . . · pi1(x).
First observe that for any x ∈ (0, 1) there exists a finite sequence (i1, .., il) ∈ {0, 1}
l
for some l such that fil ◦ . . .◦fi1(x) ∈ [1−x0, y0] which implies that the topological
support of any P -invariant measure µ must have nonempty intersection with [1 −
x0, y0]. Further, f1 ◦f0([1−x0, y0]) ⊆ (1−x0, y0) by (6) and f1 ◦f0 is a contraction
on the interval [1− x0, y0], hence this composition has exactly one attractive fixed
point c ∈ (1 − x0, y0). Combining these facts yields c ∈ Γµ for all P -invariant
measures µ, where Γµ denotes the topological support of this measure. The proof
is completed by showing that the family (Unϕ) is equicontinuous at c for any
Lipschitz ϕ. Indeed, if there exist at least two different ergodic invariant measures
µ1, µ2, then there exists a Lipschitz function ϕ such that
∣∣ ∫ ϕdµ1 − ∫ ϕdµ2∣∣ ≥ δ
for some δ > 0. We consider the averages 1
n
(ϕ(x) + Uϕ(x) + . . . + Un−1ϕ(x))
which must differ from 1
n
(ϕ(c) + Uϕ(c) + . . . + Un−1ϕ(c)) at most δ/2, provided
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that x is sufficiently close to c. On the other hand, c ∈ Γµ1 ∩ Γµ2 , therefore in any
neigbourhood of c we can find points x1, x2 such that considered averages tend to∫
ϕdµ1,
∫
ϕdµ2, respectively, which is a contradiction.
We are going to show that (Unϕ) is equicontinuous at any point of (1− x0, x0).
Take x ∈ (x0, 1 − x0) and δ > 0. Take n0 such that
∑∞
n=n0
2β(Lqn) < δ6‖ϕ‖∞ (by
(A2)) and Lqn ≤ δ3Lip(ϕ) for n ≥ n0, where Lip(ϕ) denotes the Lipschitz constant
of ϕ. By Theorem 8 on the page 45 in [10] there exists a concave function β∗ with
β(t) ≤ β∗(t) ≤ 2β(t). Thus we have
∑∞
n=n0
β∗(Lqn) < δ3‖ϕ‖∞ .
Take y such that |x− y| < η2 and
(8)
∑∣∣∣∣pi1,...,in0 (x) − pi1,...,in0 (y)
∣∣∣∣ < δ3‖ϕ‖∞ ,
where the summation is over all finite sequences (i1, . . . , in0) ∈ {0, 1}
n0. It is
satisfied provided that |x− y| is less than, say, d > 0. Then for n ≥ n0 we have
|Unϕ(x) − Unϕ(y)|
≤
∑
pi1,...,in(x)
∣∣∣∣ϕ(fin ◦ . . . ◦ fi1(x)) − ϕ(fin ◦ . . . ◦ fi1(y))
∣∣∣∣
+
∣∣∣∣pi1,...,in(x) − pi1,...,in(y)
∣∣∣∣‖ϕ‖∞,
where the summation is over all finite sequences (i1, . . . , in) ∈ {0, 1}
n. The first
term is bounded by Lip(ϕ)Ex|f
n
ω (x)−f
n
ω (y)|, and the second term divided by ‖ϕ‖∞
is bounded by
=
∑
i1,...,in
∣∣∣∣pin(fin−1 ◦ . . . ◦ fi1(x)) − pin(fin−1 ◦ . . . ◦ fi1(y))
∣∣∣∣ · pi1,...,in−1(x)
+
∑
i1,...,in
pin(fin−1 ◦ . . . ◦ fi1(y))
∣∣∣∣pi1,...,in−1(x) − pi1,...,in−1(y)
∣∣∣∣
≤ 2Exβ
∗(|fnω (x)− f
n
ω (y)|) +
∑
i1,...,in−1
∣∣∣∣pi1,...,in−1(x) − pi1,...,in−1(y)
∣∣∣∣.
The modulus of continuity β∗ is concave, therefore by the Jensen inequality we
have
≤ 2β∗(Lqn) +
∑
i1,...,in−1
∣∣∣∣pi1,...,in−1(x)− pi1,...,in−1(y)
∣∣∣∣.
Continuing this procedure while n > n0 and using (8) yields
≤
n∑
i=n0
2β∗(Lqn) +
∑
i1,...,in0
∣∣∣∣pi1,...,in0 (x)− pi1,...,in0 (y)
∣∣∣∣ < δ3‖ϕ‖∞ + δ3‖ϕ‖∞ .
Again by the definition of n0 we have
|Unϕ(x) − Unϕ(y)| < Lip(ϕ)Ex|f
n
ω (x) − f
n
ω (y)|
+‖ϕ‖∞
δ
3‖ϕ‖∞
+ ‖ϕ‖∞
δ
3‖ϕ‖∞
< δ
for all n and y with |x − y| < d. Therefore (Unϕ) is equicontinuous at any x ∈
[1− x0, x0] which proves the uniqueness of the invariant measure µ∗. 
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4. The proof of Theorem 2
Lemma 5. There exists 0 < h < 1/2 such that for all 0 < ξ < 1/2 there exists n0
such that Pnδx([h, 1 − h]) = Px(f
n
ω (x) ∈ [h, 1− h]) ≥ 1/2 for all x ∈ [ξ, 1 − ξ] and
n ≥ n0.
Proof. Recall that M , α, ε are the quantities given in the proof of existence of a
stationary measure. The class PM,α is P -invariant. Take h > 0 such that Mh
α <
1/8. The definition of M yields the relationMεα ≥ 1 which implies clearly Pnδx ∈
PM,α and thus P
nδx
(
[h, 1− h]) ≥ 3/4 for every x ∈ [ε, 1− ε] and n ≥ 0.
Let n0 be such that (ε/ξ)
αpn < 1/8 for n ≥ n0. Take x 6∈ [ε, 1 − ε] and
x ∈ [ξ, 1− ξ]. Denote by T the time of the first visit of x in [ε, 1− ε]. Then by the
strong Markov property, Lemma 3 and the first part of the proof we have
Px
(
fnω (x) 6∈ [h, 1− h]
)
≤
n∑
k=1
Px(f
n
ω (x) 6∈ [h, 1− h]|T = k)Px(T = k) + Px(T > n) < 1/2,
for n ≥ n0, since Px(T > n) ≤ (ε/x)
αpn ≤ (ε/ξ)αpn < 1/8 for x ∈ [ξ, 1− ξ]. 
From now on, h denotes the quantity given in Lemma 5.
Lemma 6. For every ρ > 0 there exists δ > 0 such that for every ξ > 0 there exists
a natural number m such that for all n ≥ m we have
inf
x∈[ξ,1−ξ]
Px(f
n
ω (x) ∈ (c− ρ, c+ ρ)) ≥ δ.
Proof. Fix ξ. Let n0 be the number given in Lemma 5. Let n1, ζ be the numbers
given in Lemma 4. Let m := n1+n0 and δ := ζ/2. Take n ≥ m. Then n−n1 ≥ n0,
thus
Px(f
n
ω (x) ∈ (c− ρ, c+ ρ)) = Px
(
fnω (x) ∈ (c− ρ, c+ ρ)|f
n−n1
ω (x) ∈ [h, 1− h]
)
·Px(f
n−n1
ω (x) ∈ [h, 1− h]) ≥ 1/2 · ζ > 0
for every x ∈ [ξ, 1− ξ] by Lemma 4. 
We are in position to show Theorem 2. The idea is to apply the lower bound
technique (cf. Theorem 4.1 in [9]).
Proof of Theorem 2. Take x < y, λ > 0 and a Lipschitz function ϕ. By the equicon-
tinuity of (Unϕ) at c there exists ρ > 0 such that
(9) |Unϕ(u)− Unϕ(v)| < λ for n ≥ 1 and u, v ∈ (c− ρ, c+ ρ).
Define
An := {(ω, ω
′) ∈ Σ× Σ : c− ρ < fnω (x) < f
n
ω′(y) < c+ ρ}.
By Lemma 4 there existm1, δ > 0 with Px⊗Py(Am1) ≥ δ
2. Put ξ1 := min{f
m1
0 (x), 1−
fm11 (y)}. Then ξ1 ≤ f
m1
ω (x) < f
m1
ω′ (y) ≤ 1 − ξ1 for all (ω, ω
′) ∈ Σ × Σ. Once
again, by Lemma 6 there exists m2 such that Px ⊗ Py(Am2) ≥ δ
2. Put ξ2 :=
min{fm1+m20 (x), 1 − f
m1+m2
1 (y)}. Obviously, ξ2 ≤ f
m1+m2
ω (x) < f
m1+m2
ω′ (y) ≤
1− ξ2 for all (ω, ω
′) ∈ Σ× Σ.
We continue in this fashion to construct a sequence m1,m2, . . . such that
Px ⊗ Py(Amk) ≥ δ
2
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for all n’s. It is easy to check that
(10) Px ⊗ Py(Bn) ≤ (1 − δ
2)n,
where
Bn :=
n⋂
k=1
Σ× Σ \Amk .
Hence for n ≥ mk we get
Unϕ(x)− Unϕ(y) =
∫ ∫
Σ×Σ
(
ϕ(fnω (x))− ϕ(f
n
ω′(y))
)
Px(dω)⊗ Py(dω
′)
=
k∑
j=1
∫ ∫
Amj
Ex,y
(
ϕ(fnω (x)) − ϕ(f
n
ω′(y))|Fmj
)
Px(dω)⊗ Py(dω
′)
+
∫ ∫
Bk
(
ϕ(fnω (x)) − ϕ(f
n
ω′(y))
)
Px(dω)⊗ Py(dω
′)
=
k∑
j=1
∫ ∫
Amj
(
Un−mjϕ(fmjω (x))− U
n−mjϕ(f
mj
ω′ (y))
)
Px(dω)⊗ Py(dω
′)
+
∫ ∫
Bk
(
ϕ(fnω (x))− ϕ(f
n
ω′(y))
)
Px(dω)⊗ Py(dω
′).
By (9), (10), and the definition of Amj ’s eventually we have
|Unϕ(x) − Unϕ(y)| ≤ λ+ (1 − δ2)k < 2λ
provided that k was sufficiently large. Therefore
lim
n→∞
|Unϕ(x) − Unϕ(y)| → 0
for every x, y ∈ (0, 1). If µ∗ is the stationary probability measure and ν ∈ M1,
then for any Lipschitz function ϕ we obtain∣∣∣∣
∫
(0,1)
ϕ(x)Pnν(dx)−
∫
(0,1)
ϕ(y)µ∗(dy)
∣∣∣∣ =
∣∣∣∣
∫
(0,1)
Unϕ(x)ν(dx)−
∫
(0,1)
Unϕ(y)µ∗(dy)
∣∣∣∣
≤
∫ ∫
(0,1)×(0,1)
∣∣Unϕ(x)− Unϕ(y)|ν(dx)⊗ µ∗(dy)→ 0
by the Lebesgue Convergence Theorem. Thus Pnν → µ∗ weakly-∗ for every ν ∈M1
which is our assertion. 
5. The proof of Theorem 3
Let c be the number given in Lemma 4. Recall that c is the unique attractive fixed
point of the composition f0 ◦ f1 on (1− x0, y0). For any ρ > 0 we will write Sρ(x)
for the time of the first visit of the process (fnω (x)) in (c− ρ, c+ ρ).
Lemma 7. If ρ > 0, x ∈ (0, 1), then Sρ(x) is finite Px-a.s.
We omit the proof, since it is an easy consequence of Lemma 3 and Lemma 4.
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Lemma 8. Let q < 1, L ≥ 1, η2 > 0, be the quantities given in Proposition 1. Let
x, y ∈ [1− x0, x0] be such that |x− y| < η2. If q < r < 1 then for every λ > 0 there
exist a natural nλ and a measurable set Σ˜ ⊆ Σ such that Py(Σ˜) > 1− λ and
|fnω (x) − f
n
ω (y)| < r
n
for every ω ∈ Σ˜ and n ≥ nλ.
Proof. This is an immediate consequence of the Chebyshev inequality and the Borel-
Cantelli lemma. Indeed,
Py({ω ∈ Σ : |f
n
ω (x) − f
n
ω (y)| ≥ r
n}) ≤ Ey|f
n
ω (x) − f
n
ω (y)|r
−n ≤ L(q/r)n,
therefore {|fnω (x) − f
n
ω (y)| ≥ r
n} occurs only finitely many times Px-a.s which
completes the proof. 
The following lemma is proven in [6], Lemma 3. For the convenience of the reader
we rewrite the proof here.
Lemma 9. There exists ρ > 0 such that for every x, y ∈ (c− ρ, c+ ρ) the measures
Px, Py on Σ are absolutely continuous.
Proof. Put ρ := η2/2. We have
∑∞
k=1 β(r
k) < ∞, since p0, p1 are Dini continuous
(let us recall that β stands for the modulus of continuity of p0 and p1. Take δ such
that δ < p0(z) < 1− δ for every z ∈ (0, 1), by assumption (A3).
Fix x, y ∈ (c − ρ, c + ρ) and a measurable set E with Px(E) = 0. Take λ > 0
and q < r < 1, where q is given in Lemma 2. We will show that Py(E) < 2λ. Let
Σ˜ and nλ be given in Lemma 8. Let m ≥ nλ be such that
∑∞
k=m+1 β(r
k) < λ/2.
Put Σ∗ :=
⋃∞
k=1{0, 1}
k and let Ξ ⊆ Σ∗ be a countable set such that E ⊆
⋃
i
Ci∈Ξ
and Px(
⋃
i∈Ξ Ci) < (λ/2)(δ/(1− δ)
m, where Ci denotes the cylinder set in Σ corre-
sponding to the finite sequence i ∈ Ξ. Moreover, we assume Ci to be pairwise dis-
joint for i ∈ Ξ. Let Qn := {(i1, i2, . . .) ∈ Σ : |f
k
ω(x)− f
k
ω(y)| < r
k for m ≤ k ≤ n}
for n ≥ m and Qn := Σ for n < m, Q :=
⋂∞
n=1Qn. By Lemma 8 we have
Py(Σ\Q) ≤ Py(Σ\ Σ˜) < λ. Take n ≥ m, (i1, i2, . . .) ∈ Qn. We obtain the following
estimation
pi1,...,in(y) ≤ pi1,...,in(x)
(
1− δ
δ
)m n∏
k=m+1
(
1 +
|pi1,...,ik(y)− pi1,...,ik(x)|
pi1,...,ik(x)
)
≤ pi1,...,in(x)
(
1− δ
δ
)m n∏
k=m+1
(
1 +
β(rk)
δ
)
.
One can show easy by induction the following claim: if r1, r2, . . . are positive num-
bers such that
∑∞
k=1 rk < 1/2, then (1 + r1) · . . . · (1 + rk) ≤ 1 + 2(r1 + . . .+ rk).
Application of this claim yields
n∏
k=m+1
(
1 +
β(rk)
δ
)
≤ 1 + 2
∞∑
k=m+1
β(rk)
δ
≤ 2,
and thus
pi1,...,in(y) ≤ 2
(
1− δ
δ
)m
pi1,...,in(x)
for n ≥ m. If n < m then this holds trivially for any ω ∈ Σ.
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Take i = (i1, . . . , il) ∈ Ξ. If Q and Ci are not disjoint then also Ql and Ci are
not disjoint, hence we have be the above estimation
Py(Q ∩ Ci) ≤ Py(Ql ∩Ci) = pi1,...,il(y)
≤ 2
(
1− δ
δ
)m
pi1,...,il(x) = 2
(
1− δ
δ
)m
Px(Ci).
Moreover,
Py
(
(Σ \Q) ∩
⋃
i∈Ξ
Ci
)
< λ.
Recall here that the cylinders Ci, i ∈ Ξ are disjoint. Combining that with two
above inequalities yields
Py(E) ≤ Py
(⋃
i∈Ξ
Ci
)
= Py
(
(Σ \Q) ∩
⋃
i∈Ξ
Ci
)
+ Py
(
Q ∩
⋃
i∈Ξ
Ci
)
< λ+
∑
i∈Ξ
Py(Q ∩ Ci) ≤ λ+
∑
i∈Ξ
2
(
1− δ
δ
)m
Px(Ci)
= λ+ 2
(
1− δ
δ
)m
Px
(⋃
i∈Ξ
Ci
)
< 2λ
which is the desired assertion. 
Proof of Theorem 3. Let ϕ be any Lipschitz function. The statement for any
continuous function follows from the density of the set of Lipschitz functions in
C
(
(0, 1)
)
with the supremum norm. Let ρ be given in Lemma 9. There exists
y ∈ (c− ρ, c+ ρ) such that
ϕ(y) + . . .+ ϕ(fn−1ω (y))
n
−−−−→
n→∞
∫
ϕdµ∗
for Pz-a.e. ω ∈ Σ where µ∗ is the unique P -invariant measure. It follows by the
fact that c is in the support of µ∗ (see the beginning of the proof of uniqueness) and
by the Birkhoff Ergodic Theorem. Take any z ∈ (c − ρ, c + ρ). For Pz-a.e. ω ∈ Σ
there exists n(ω) such that |fnω (z)− f
n
ω (y)| ≤ r
n for n ≥ n(ω), where q < r < 1 by
Lemma 8. Therefore∣∣∣∣ϕ(y) + . . .+ ϕ(fn−1ω (y))n − ϕ(z) + . . .+ ϕ(f
n−1
ω (z))
n
∣∣∣∣ −−−−→n→∞ 0
for Pz-a.e. ω ∈ Σ. By Lemma 9 the measures Pz, Py on Σ are absolutely continuous.
Hence
ϕ(z) + . . .+ ϕ(fn−1ω (z))
n
−−−−→
n→∞
∫
ϕdµ∗
for ω ∈ Dz, where Dz ⊆ Σ is certain measurable set with Pz(Dz) = 1.
To complete the proof fix any x ∈ (0, 1) and observe that by Lemma 7 one can
find a set Ξ ⊆ Σ∗ =
⋃∞
k=1{0, 1}
k such that fil ◦ . . . ◦ fi1(x) ∈ (c − ρ, c + ρ) for
i = (i1, . . . , il) ∈ Ξ, Px
(⋃
i∈ΞCi
)
= 1 and, moreover, the family of cylinder sets
Ci, i ∈ Ξ is disjoint. Then for
C :=
⋃
(i1,...,il)=i∈Ξ
(i1, . . . , il)×Dfil◦...◦fi1 (x)
16 KLAUDIUSZ CZUDEK
we have Px(C) = 1 and
ϕ(x) + . . .+ ϕ(fn−1ω (x))
n
−−−−→
n→∞
∫
ϕdµ∗
for every ω ∈ C. 
6. Open problems
One cannot hope to prove uniqueness of a stationary measure with continuous
probabilities without any additional assumptions on them. Indeed, in [13] it is
proved that for two affine contractions of the interval there exists continuous prob-
ability functions p1, p2 such that there is no uniqueness of a stationary measure for
the corresponding Markov chain. It is reasonable to assume (A2) from two reasons.
The first one is that it is exactly what we need to deduce from Proposition 2 the
equicontinuity of the family (Un) at some point of the interval [1 − x0, x0]. The
second is that this assumption appears also in papers [3] and [9], hence it seems to
be natural.
The assumption (A3) is not very restrictive and without that the situation is
more complicated. For example, admission of vanishing probabilities may easily
create invariant intervals, i.e. disjoint intervals such that probability of getting
from one to the another is zero. We used this assumption for example in the proof
of Lemma 4.
The assumption (A4) was crucial to ensure the existence of a stationary measure
and to show Lemma 3 which was a key ingredient in the proof of Proposition 2.
Without it, different situations may happen. For example, Xxn → 0 a.s., if Λ0 < 0
and Λ1 ≥ 0 (see [7]).
The assumption (A1) was also important in our reasoning. Essentially it was
used only in the proof of Proposition 1, but we are not able to show Proposition
2 without Proposition 1. Proposition 1 is generally not true in the case of all
Alseda`-Misiurewicz systems, so the following question is natural:
1. It is not possible (in general) to show Proposition 1 without (A1). However,
is it possible to show Proposition 2 without this assumption? If not, then it is
possible to show uniqueness of a stationary measure?
Our method of proving Theorem 2 does not provide any rate of convergence of
Unϕ to
∫
ϕdµ. However, if one assume that probabilities are Lipschitz continuous
then we may expect that rate of convergence is exponential (see the main result in
[12]), therefore sufficiently fast to provide the Central Limit Theorem (see [8], [11]).
2. Does the Central Limit Theorem hold for our Markov chains provided that
probabilities are Lipschitz continuous?
The last question is connected with paper [2]. The authors prove there that
under some assumptions, if y0 < 1/2 then there are invariant Cantor sets for the
iterated function system (f0, f1). However, nothing is known in the case y0 > 1/2
which is our case.
3. If the Alseda`-Misiurewicz system satisfies (A1) then is it necessarily minimal?
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