Hyperbolic polynomials have their origins in partial di erential equations. We show in this paper that they have applications in interior point methods for convex programming. Each homogeneous hyperbolic polynomial p has an associated open and convex cone called its hyperbolicity cone. The function F (x) = ? log p(x) is a logarithmically homogeneous self{concordant barrier function for the hyperbolicity cone with barrier parameter equal to the degree of p. The function F (x) possesses striking additional properties that are useful in designing long{step interior point methods. For example, we show that the long{step primal potential reduction methods of Nesterov and Todd and the surface{following methods of Nesterov and Nemirovskii extend to hyperbolic barrier functions. We also show that there exists a hyperbolic barrier function on every homogeneous cone.
Introduction
Karmarkar's discovery 16] in 1984 of a polynomial{time projective algorithm for linear programming initiated the eld of interior point methods for linear programming, (convex) quadratic programming, and (monotone) linear complementarity problems. In 1988, Nesterov and Nemirovskii successfully developed a general theory of interior point methods for general convex programming problems and monotone variational inequalities, the details of which can be found in the recent book by Nesterov and Nemirovskii 18] . One very important aspect of this theory is the role played by a specially constructed barrier function.
We recall the relevant concepts. Let ; (1) F(x) ! 1 as x ! @Q; 
Here D k F(x) h; : : : ; h] is the kth directional of F at x along the direction h 2 R n . The constant # is called the parameter of the barrier function, and determines the speed of the underlying interior point method.
In this paper, we assume that the convex set Q is a regular convex cone K, that is, K contains no entire lines and has non{empty interior. (There is no essential loss of generality in assuming this, see Nesterov and Nemirovskii 18] .) A function F is called a #{logarithmically homogeneous barrier for K if it satis es F(tx) = F(x) ? # log t; (4) that is, the function '(x) = e F(x) is ?# homogeneous, '(tx) = '(x) t # : The function F is called a #{normal barrier for K if it satis es (1), (2) , and (4). Nesterov and Nemirovskii 18] (Proposition 2.3.4) show that (4) implies (3) so that any normal barrier function is a self{concordant barrier function.
2
One of the most important theoretical results in Nesterov and Nemirovskii 18] is the demonstration of the existence of a universal barrier function on any regular cone satisfying (1), (2) , and (4) for some appropriate constant #. However, this function (and its derivatives) is hard to evaluate as it involves a multiple integral. In fact, the universal function can be calculated for only a few classes of cones. Also, self{concordant barrier functions satisfying only (1), (2) , and (4) give rise to short{step interior point methods which tend to be slow in practice. Thus, one needs to exploit the additional properties that a cone K might have in order to create more practical (long{step) interior point methods.
Long{step interior point methods were rst developed in the context of linear programming, (monotone) linear complementarity problems, and semi{de nite programming. Recently, Nesterov and Todd 20, 21] developed long{step interior point methods for convex programming over homogeneous self{dual (self{scaled) cones, and Nesterov and Nemirovskii 19] over cones that are {regular. This paper is also an attempt in that direction. We study the regular cones that are associated with a class of homogeneous polynomials. (The polynomials are called hyperbolic and appear in partial di erential equations, and the cones are called the hyperbolicity cones, see Section 2.) The self{concordant function of the cone is rather explicit; it is given by F(x) = ? log p(x); where p is the homogeneous hyperbolic polynomial. We call F a hyperbolic barrier function.
The barrier function F satis es many additional properties that can be used in developing long{step interior point methods. For example, we show in Section 4 that F is 2{regular, in the terminology of Nesterov and Nemirovskii 19] . Consequently, the long{ step surface{following interior point methods in that paper extend to hyperbolic barrier functions. In addition, many (but not all) of the properties of the self{scaled barrier functions in Nesterov and Todd 20, 21] extend to hyperbolic barrier functions. A consequence of this is that the long{step primal potential{reduction algorithms in 20] extend to hyperbolic barrier functions. (It may be possible to design other long{step algorithms; these are left to future papers.) This is signi cant, since the homogeneous self{dual cones treated in the papers of Nesterov and Todd form a rather small, although very important, class. The class of hyperbolic cones is much larger, and includes the homogeneous self{dual cones. In fact, we show in Section 7 that the class of homogeneous cones is included in the class of hyperbolic cones. In addition, there exist non{homogeneous cones that are hyperbolic.
The rest of the paper is organized as follows. In Section 2, we give the de nition of hyperbolic polynomials, and brie y explain their origin in partial di erential equations. We also give some examples of hyperbolic polynomials, and state Nuij's result (Theorem 2.1) that probably rules out any sort of classi cation of hyperbolic polynomials. In Section 3, we rst de ne the hyperbolicity cone K = K(p; d). The major result of this section is Theorem 3.1 which shows that the cone K is convex. We give an elementary proof by combining aspects of various proofs from the literature. The cone K may contain entire lines, and we give necessary and su cient conditions on the polynomial p for K to be a regular cone. G arding's inequality (Lemma 3.1) which implies that F is convex is also proved in this section. Section 4 contains the proof that F is a self{concordant barrier function as well as extensions of the inequality (1) to higher order directional derivatives. It also contains the proof that F is 2{regular.
Section 5 is the longest and most technical one of this paper. Its general aim may be described as extending the properties of the self{scaled barrier functions in Nesterov and Todd 20, 21] to hyperbolic barrier functions. (Since the self{scaled barriers are rather special, it is impossible to extend all their properties to hyperbolic barrier functions. The results in 20, 21] dealing with the dual barrier function are either di cult or impossible to extend. Nevertheless, we extend many useful properties of the self{scaled barrier functions to hyperbolic barrier functions.) Lemma 5.1 and Theorems 5.1 and 5.2 are the most important results in this section. Lemma 5.1 is the key result that makes it possible to prove the two theorems. In fact, many of the deeper properties of hyperbolic polynomials use Lemma 5.1. Theorem 5.1 is possibly the most important property of hyperbolic barrier functions. For example, it is the key ingredient in proving the results in Section 6. Lemma 5.1 and Theorem 5.1 are crucial for a good understanding of this paper. However, their proofs are rather technical and can be skipped at a rst reading of this paper. In this section, we also give an integral representation for the hyperbolic barrier function. This provides an intriguing connection between hyperbolic barrier functions and the universal barrier function.
In Section 6, further results from Nesterov and Todd 20, 21] are extended to hyperbolic barrier functions. We do not give their proofs since they are unchanged from 20, 21] . Finally, in Section 7, we show that every homogeneous convex cone admits a hyperbolic barrier function. We also give an explicit hyperbolic barrier function for a homogeneous convex cone that is not self{dual. There is one issue here that is left as a future research topic: the hyperbolic barrier function associated to a homogeneous cone may have too high a barrier parameter #. It is an open question whether it is possible to construct a hyperbolic barrier function with # comparable to the optimal parameter determined in 12] . Another open question is whether homogeneous cones have other types of barrier functions (say invariant ones) that possess properties similar to the ones enjoyed by self{scaled or hyperbolic barrier functions.
2 Hyperbolic Polynomials
The theory of hyperbolic polynomials has its origin in partial di erential equations, and is connected with the well{posedness of the Cauchy problem. Since this theory does not seem to be well known in the optimization community, we brie y recall here its basic results. Our presentation follows closely the exposition in G Let H(m) be the space of non{zero homogeneous polynomials of degree m with real coe cients, with the topology given by the Euclidean norm of the coe cients. The following result of Nuij 22] shows that there exist many hyperbolic polynomials, see also 1], Lemma 3.13. p(x) = det x; where x is a n n real symmetric matrix, is hyperbolic with respect to the identity matrix. Its hyperbolicity cone is the cone of n n symmetric positive de nite matrices. The polynomial p can be considered to depend on n(n + 1)=2 variables.
(d) The polynomial p(x) = det x; where x is a n n complex Hermitian matrix, is hyperbolic with respect to the identity matrix. Its hyperbolicity cone is the cone of n n Hermitian positive de nite matrices. The polynomial p can be considered to depend on n 2 real variables.
All the cones in these examples are well known in interior point theory, and they are homogeneous. We shall show in Section 7 that every homogeneous cone K can be associated to a homogeneous hyperbolic polynomial p such that the cone K is the hyperbolicity cone of p, that is, K = K(p; d). There are also ways of generating new hyperbolic polynomials out of known ones. If p 1 and p 2 are both hyperbolic with respect to a direction d, then it is easy to see that p = p 1 p 2 is also hyperbolic with respect to d. Its 
and the lineality space of p is L(p) = fx 2 R n : p(y + tx) = p(y); t 2 R; y 2 R n g:
Proof. ) k : (11) Note that g(t) = exp(f(t)=m), and this gives g 00 (t) = exp(f(t)=m) m where the inequality follows from Cauchy{Schwarz inequality.
Remark We note that a self{concordant barrier function for a cone K satis es a similar property. If F(x) has barrier parameter #, we de ne f(x) = e ?F(x) . Proposition 2.3.2, part (iv) shows that f(x)
1=#
is concave, and homogeneous of degree 1 in K, and vanishes on the boundary of K. They call such a function F {regular, and use this condition to design some long{step surface{following interior point methods.
The theorem below shows that the hyperbolic barrier for a complete hyperbolic polynomial is {regular with = 2. Thus, the surface{following methods of Nesterov and Nemirovskii extend to hyperbolic barrier functions. 
Basic Properties of Hyperbolic Barrier Functions
Hyperbolic barrier functions satisfy other important regularity properties in addition to ones proved in Section 4. We prove in this section and in Section 6 that some of the fundamental properties of the self{scaled barrier functions in Nesterov and Todd 20] extend to hyperbolic barrier functions. In particular, we extend in this section Lemma 3.1 and The following result extends Lemma 3.1 in Nesterov and Todd 20]. It follows from Theorems 6.3 and 6.4 in Krylov's recent paper 17], except for the assertion about strict convexity. Krylov rst proves the result for strictly hyperbolic polynomials and then appeals to Nuij's Theorem 2.1 to prove the general case using a limiting argument. However, this latter part of his proof seems to be incomplete { it is not indicated how the hyperbolicity cone changes under perturbation. Moreover, it is not clear how the strict convexity result can be proved using Krylov's approach. Our proof below is shorter and does not appeal to Nuij's results. Proof. Suppose fx k g is a sequence of points in K converging to a point x 2 @K. The polynomials t 7 ! p(x k + tu) converge to t 7 ! p(x + tu). The latter polynomial has non{ positive roots, since the former ones have all negative roots. Since p(x) = 0, t 7 ! p(x+tu) has a root t = 0. Thus, one of the roots t j (u; x k ) converges to zero. >From (6) This order reversing property of the duality mapping has also been noticed by Ye 27 ] in the case of self{scaled barrier functions. 
Further Properties of Hyperbolic Barrier Functions
In this section, we show that the two long{step primal potential{reduction algorithms (Karmarkar's method and an a ne potential{reduction method originally due to Gonzaga) in Section 7 of Nesterov and Todd 20] extend to hyperbolic barrier functions. We note that the class of hyperbolic cones includes homogeneous cones (see 7) which in turn includes the self{dual cones in 20]. Thus, the above mentioned algorithms extend to a much larger class of cones. We refer the interested reader to the paper 20] by Nesterov and Todd for the detailed statements of the algorithms as well as the proofs of their validity. (Since we do not alter the algorithms, we do give their statements here.)
Our extension strategy consists of verifying that the crucial results on which the algorithms depend extend to hyperbolic barrier functions. It can be veri ed that these are (parts of) Theorem 3.1 and Theorem 4. Theorem 6.1 For any t 2 0; 1= x (h)), the following inequality holds true:
The following two results extend Nesterov and Todd 20] are the homogeneous self{dual ones, and it is easy to verify that the (scaled) universal barrier functions on these cones are hyperbolic. Thus, hyperbolic barrier functions bring essentially no new advances for homogeneous self{dual cones. Although they are very important, homogeneous self{dual cones form only a very small set in the class of homogeneous cones. (It is known, for example, that there exist in nitely many non{equivalent homogeneous cones in R n for n 11, see Vinberg 26] , p. 397. In contrast, there exist only a few homogeneous self{dual cones in R n for any n 1.) Homogeneous cones are important classes of cones in practice, and have nice symmetry properties. This makes it natural to ask whether a homogeneous cone K can be associated to a hyperbolic polynomial, that is, whether it is possible to express K 0 as the hyperbolicity cone of a hyperbolic polynomial.
In this section, we show that this is indeed the case. Our results depend heavily on the classi cation of homogeneous cones by Vinberg 26] and the results of Gindikin 8, 9 ]. Here we follow Gindikin 9] exclusively. Our presentation will be brief; in addition to the above references, some introductory information on homogeneous cones can be found in G uler 10], and more detailed exposition on closely related topics will be given in the forthcoming paper G uler and Tun cel 13].
Let K R n be a homogeneous cone of rank m. It is a consequence of Vinberg's classi cation theory (see Gindikin 9] We are now ready to state the main result of this section. We rst calculate the numbers k (x; u; t), 1 k m+1. According to the description in Gindikin 9] , p. 78, we have m+1 (x) = t; and 
