This paper is an initial report on flight experiments with a small, unmanned helicopter using a state dependent Riccati Equation ( 
INTRODUCTION
A helicopter is a highly nonlinear dynamical system for which linear control designs are far from adequate.
We have been exploring nonlinear controllers to provide automatic vehicle control for a helicopter through a broad spectrum of maneuvers and in-flight situations. One technique that has shown considerable promise in simulations involves the approximate solution of a the nonlinear, state-dependent Riccati equation for the dynamical system in discrete time steps to calculate a feedback control law that is optimized around the system state estimated in each time step. This technique is able to achieve state-tracking control, in which the cost function to be minimized is quadratic in the difference between the actual or estimated state and a commanded state trajectory. We call this technique State-Dependent Riccati Equation (SDRE) control.
For a high-rate controller, such as is required for vehicle control of a small helicopter, tracking control with SDRE has not previously been feasible. The computational requirements for real-time solution of the matrix differential equations for a complex system could not easily be met using a computational platform that could be carried on board a vehicle. However, the combination of modern computing hardware and a better iterative algorithm has enabled us to achieve a higher level of computational performance than had previously been possible. The system we report on here calculates an SDRE control law using a 12-element state vector in approximately 14 ms. on a 300 MHz. Geode GX1 processor. This processor also handles sensor inputs, state estimation and data logging within a 20 ms. time frame, providing control at a 50 Hz. rate.
In this paper we present results from initial flight tests of SDRE control on an instrumented X-Cell-60 acrobatic helicopter. The model helicopter itself is a popular platform among competition R/C pilots for its capability to perform aerobatic maneuvers. Although the 7 lb. weight of the avionics package, computer and necessary batteries carried by the helicopter reduces its nimbleness slightly, it is still capable of flying aggressive maneuvers including loops, rolls, and split-S turns under the control of an experienced R/C pilot.
We have used a full analytic nonlinear dynamic model of the helicopter 5 consisting of a six-degree-of-freedom, quaternion model augmented with simplified analytic models for the rotor forces, torque, and thrust, flapping dynamics, horizontal stabilizer and vertical tail forces and moments, fuselage drag, and actuator states.
An analytic model is necessary for the design of an SDRE controller. The SDRE approach involves manipulating the system dynamic equations into a pseudo-linear form in which system matrices are given explicitly as a function of the current state. A standard Riccati equation can then be solved at each time step to calculate the state feedback control law on-line.
This method is far more robust than using a standard LQ approach based on linearization for all system matrices. In addition, we derive from first principles a number of enhancements including dynamic computation of the desired trim attitude and the corresponding main and tail rotor trim control. The trim control specifies a feedforward component for faster response, provides partial decoupling of the main rotor and tail rotor induced dynamics, and also compensates for approximations in the dynamic model and state-dependent formulation.
THE EXPERIMENTAL VEHICLE
Our helicopter and avionics ( Figure 1 ) is a clone of an MIT research vehicle 6 and was, in fact, built by the MIT research team under contract. The custom avionics package includes an inertial measurement unit (IMU) with three gyros and three accelerometers, a GPS receiver, a barometric altimeter and a triaxial magnetoresistive compass. Wireless communications and an on-board microprocessor with compact flash memory in lieu of a hard disk is included. 
SIMULATION SYSTEMS
The simulation environment comprises a family of four simulators to support the rapid development of flight ready software. This environment was derived from a similar environment developed in MIT's Information Control Engineering program for the Aerial Robotics Project.
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Simulators at increasing levels of fidelity and performance include a Matlab implementation, a non-real-time, non-interactive (batch) simulator which runs on a Windows platform, an interactive, real-time "software-in-the loop" simulator that includes simulations of sensor and servos, and a hardware-in-theloop simulator. After a control algorithm has undergone thorough testing in each of these environments, it is deemed flight ready. Common to all of these simulators is a computational flight dynamics model of the helicopter, implemented in C. This model has been found to be accurate as a basis for control design through pilot observations and flight-testing by the MIT Aerial Robotics Project.
The Matlab simulator is our preliminary design test bed. It allows control algorithms to be quickly implemented and tested. The Matlab simulator is linked via Matlab Mex functions to the helicopter model. The simulation is set up for either trajectory following, using a flight plan, or velocity tracking, following a set of preprogrammed stick inputs.
The next step is to test the translation of the Matlab code into C using our batch simulator. This simulation is driven by the same set of stick inputs as the Matlab simulator. It provides no visual output, instead saving the state variables in a file for comparison. Using the batch simulator, the translated control algorithm can be compared to the Matlab version.
The real-time software-in-the-loop simulator is used to integrate the code into a simulated real-time environment. The simulator consists of a Windows 2000 computer running an OpenGL-based flight visualization; the flight code and the helicopter model are coupled with a serial board that samples pilot input. This simulator allows the development team to 'fly' the code while having full debugging capability and for the pilot to become familiar with giving input to the controller through the sticks on the R/C transmitter.
The hardware-in-the-loop (HIL) simulator utilizes a hardware clone identical in both software and hardware to the flight control computer on the helicopter. This, of course, provides a real-time simulation of the helicopter with a computational platform identical to that carried on board. The clone controls actuators (servos) sampled by a real-time HIL simulator. The HIL simulator runs the helicopter model, and models sensors down to the electrical level for the clone. An OpenGL-based visualization systems on a Windows 2000 computer uses state information from the HIL simulator, again facilitating pilot training. It is particularly important that the pilot knows what to expect before proceeding to a field test, for otherwise, there is a tendency for a pilot, concerned with safety of the aircraft, to override the automatic control, interrupting the acquisition of flight test data. , the SDRE control can be implemented as
SDRE CONTROL DESIGN
The SDRE control generally exhibits greater stability and better performance than linear control laws, and thus is attractive in nonlinear control problems.
To maintain a steady flight along some trim trajectory, a trim control corresponding to the trim trajectory is usually introduced:
This is a typical solution for error-linear control laws. The trim control,
, is a function of the trim trajectory, which is a steady state condition, thus partitioning vehicle dynamics into linear+angular velocity (fuselage frame) and attitude+position (inertial frame) components we can write:
For a feasible arbitrary desired trajectory, the reference control can be approximated by scheduling between a number of trim trajectories. Another approach is to treat the current commanded trajectory (e.g. commanded velocities) as if it were a trim trajectory and recompute the trim control for this trajectory,
, by solving Eqn. (7) 
, and vector of controls
corresponding to rotor blade pitch angles. The helicopter model can be described as a generic 6DOF rigid body model with external forces and moments originating from the main and tail rotors, vertical and horizontal fins and fuselage drag. The model we used to design the SDRE control law is discussed in detail by Gavrilets, et al.
is a coordinate transformation from the fuselage coordinate frame to the inertial frame, and the product inertia
is assumed to be zero. The generic 6DOF dynamic equations are also supplemented with equations of the main rotor lateral and longitudinal flapping dynamics, which is approximated in steady state for the purpose of deriving a control law as
where
. The approximated flapping then becomes part of the algebraic nonlinear equations of the main rotor induced forces and moments in the 6DOF equations 1 . We then rewrite this into a state-dependent continuous canonical representation
. This is relatively easy to do, given the 6DOF equations (8) and the fact that forces and moments originating from the empennage and fuselage are described as drag, and hence are naturally statedependent with respect to linear and angular velocities 1 The main rotor flapping approximation in steady state results in unaccounted resonant modes in rolling and pitching dynamics. Simulations show that excessive oscillations may arise in some cases when model parameters are insufficiently accurate. To provide better parametric disturbance robustness, notch filters can be used in lateral and longitudinal cyclic controls. 9 of the vehicle. Thus we can express these components
where e is a state-independent part due to wind and downwash from rotors (induced velocity). For example,
. Tail rotor induced forces and moments and main rotor induced force and moment around the vertical axis are linear functions of the rotor thrust or torque. First order Taylor approximation yields:
The first term can be linearized with respect to r and then included into
or it can be considered as stateindependent and compensated as described in the next section. In fact, we opted to compensate it directly. The second term is linear with respect to collective control input and is included into Ä y r }
. If the rotor thrust computation is based on the momentum theory and assumes steady and uniform inflow as described by Gavrilets, et al 5 and Padfield 10 with the thrust coefficient and inflow ratio given by the system of equations
then one can derive thrust derivative with respect to the blade collective pitch (i.e.collective control input) as
Similar computations are performed to obtain the tail rotor derivative.
Main rotor-induced forces and moments around longitudinal and lateral axes are bilinear functions of the rotor thrust and flapping angles, assuming small flapping magnitude.
5, 10
To obtain their state-dependent parameterization, we approximate them with a first-order Taylor expansion around current state, zero cyclic control input and some (e.g. previous or trim) collective control input. For example, the rolling moment from the main rotor is given by:
Note that although the last term is not suitable for statedependent parameterization due to bilinearity with respect to control, its influence can be neglected. Such an assumption can be justified by the dominant influence of stiff blades attached to a hingeless rotor hub (large k n ). Clearly, the flapping equations (10) are presentable in a state-dependent form with the addition of a stateindependent component from wind. Therefore, forces and moments that are bilinear functions of thrust and flapping can also be parameterized in a state-dependent form with some state-independent components originating from wind in the flapping equations and from the last control-bilinear term in Eqn. (13).
Denoting
, the matrices , a feedforward compensator is designed, as described in the next section.
Implementation of the SDRE controller as described by Eqn. (6) at a sampling rate of 50 Hz on the onboard 300MHz computer is computationally demanding, mostly due to the necessity of solving the DARE, Eqn. (4). To calculate a control algorithm in real time, the commonly used Schur algorithm is not feasible. As an alternative, Kleinman's iterative algorithm 7, 8 can be used to solve the continuous algebraic Riccati equation. The solution obtained can be used to design a discretetime linear quadratic regulator.
Another method, which we opted to use, is a direct, iterative propagation of the difference Riccati equation:
In just a few iterations, it converges to an approximate solution of DARE with sufficient accuracy to calculate a control law for the increment of trajectory traversed in the next time step. The algorithm is initialized with ö õ u or by using the solution obtained at the previous sampling interval.
FEEDFORWARD COMPENSATION
As discussed in the previous section, reformulation of dynamic equations 8 into a state-dependent form does not yield an exact parameterization due to various approximations, disturbances and state-independent terms:
In such case, one may expect the dynamic response of the actual and approximated systems to differ. To overcome this problem, we split the control design into two parts. First, we design the SDRE control for the statedependent system (described by the right-hand side of Eqn. (15) 
The control law is then described as a combination of the SDRE control and the feedforward compensator,
, as is graphically illustrated in Figure 3 . In addition to compensation of the unaccounted stateindependent terms, the feedforward control provides means for further changing the previously obtained statedependent parameterization~ y r s } R y r s }
. For example, dependency of the yawing dynamics on the engine torque and, hence, on the main collective control input can now be excluded (as is already done in the system matrices presented in Figure 2 ). The excluded dependence is then compensated by the corresponding ø { s
. The purpose of the feedforward compensator can be viewed as matching the vehicle's response (Eqn. (1)) to the response of the dynamic system described with Eqn. (2) to correct for inherent inaccuracies in a state-dependent reformulation of the vehicle dynamics (Eqn. (15)). Thus, the feedforward control also plays a role of the reference input (as in Eqn. (6)), automatically providing system performance close to the potential of the SDRE design.
Moreover, feedforward compensation provides a means for wind disturbance rejection, given an estimate of the wind velocity at the coordinates of the aircraft. Since a small helicopter is far more sensitive to wind disturbance than would be a larger aircraft, the potential improvement in control that may be obtained with feedforward compensation can be significant.
Design of a feedforward compensator
As discussed in the previous section, part of the helicopter dynamics (given main rotor flapping approximated in its steady state), with direct control inputs, can ù | úû V ü ý þ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ ÿ
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be partitioned as
Feedforward compensator
Helicopter dynamics 
For example, using notations accepted in the previous section and considering SDRE parameterization given in Figure 2 , for the vertical velocity dynamics we have
Thus, the main rotor collective feedforward control
provides "cancellation" of gravity and state-independent terms from the horizontal tail force and the fuselage drag in the vertical direction (fuselage frame); tail rotor collective feedforward control
dynamically compensates unaccounted effects of the vertical tail and engine torque resulting from the total main collective control. Two remaining compensator outputs can not accurately balance four remaining equations of roll, pitch, forward and side velocity dynamics). Since the roll and pitch velocities dynamics are more prone to oscillations associated with the neglected flapping dynamics and its resonant modes, we chose to compute the longitudinal and lateral compensator outputs to match the vehicle's response in roll and pitch velocities to the one of the SDRE-parameterized model:
. Disturbances caused by the unaccounted feedforward control in the SDRE design in forward and side velocity dynamics are attenuated by the SDRE feedback. As shown by simulations, their effect is negligible.
Although it allows fast, direct cancellation of unaccounted in the SDRE design terms, the feedforward control has a disadvantage of being directly affected by parametric disturbances. If model parameters are not known exactly, there will be an over-or under-compensation. To avoid such undesirable effects, we added an integral control and online parameter estimation.
Further details on the feedforward compensator design for a small-size helicopter model are given by Bogdanov and Wan.
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SIMULATION RESULTS
The plots in this section demonstrate control capabilities in two simulated flights. The first simulation (Figures 4-12) illustrates the potential improvement in control accuracy when a constant wind disturbance is mitigated by feedforward compensation. The desired trajectory consists of several segments: a vertical climb at 5 m/s to hover, followed by a square at 5 m/s, then a circle and a second circle with the vehicle nose pointed to the center, both flown at 10 m/s. State estimation is provided by an extended Kalman filter (EKF) which linearizes the state equations around the current (estimated) state. The actual (simulated) state component is shown for comparison in each plot. Figures 4-6 show the flight path in the horizontal plane, yaw angle and velocity, and altitude with SDRE control when no wind is present. When a constant wind of 5 m/s from the west is added to the simulated environment but is not compensated for in the controller, tracking quality diminishes. This is a direct result of unaccounted wind-induced stateindependent terms, influence of which becomes more dominant as the wind increases. Wind affects both main and tail rotors thrust and torque, changes fuselage drag and adds additional force on vertical and horizontal tails. Moreover, both rotors' thrust will suffer additional changes as helicopter attitude changes (due to wind relative redirection). All these effects decrease effectiveness of the feedforward compensator, resulting for example in position errors due to induced drag; yaw errors due to added pressure on the vertical tail and modified thrust and torque from both rotors; and poorer altitude hold due to main rotor thrust changes. Figure 7 shows the deviation of the flight path in the horizontal plane caused mainly by additional wind-induced fuselage drag. Integral control helps to maintain satisfactory (though not as good) yaw control (Figure 8 ), but flight altitude ( Figure  9 ) is subject to larger fluctuations. Poorer altitude hold is especially noticeable in mode transitions, where changes in roll and pitch make wind vary quickly relatively to the main rotor disk, thus creating rapid fluctuations in the rotor thrust. (Figures 10-12) . We are currently developing online wind and parameter estimation using sigma point Kalman filtering techniques.
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To demonstrate agile maneuvering capabilities, we have simulated a second trajectory consisting of a vertical climb at 5m/s to hover, then forward flight at 5m/s with an axial roll, followed by continued forward flight, finishing in hover. The entire trajectory is controlled by a common closed-loop controller, without modeswitching to separate control logic. Thus it illustrates the capability of an SDRE controller equipped with the feedforward compensator to provide modeless control throughout a series of maneuvers. tracking a commanded velocity profile provided by a human pilot via an R/C transmitter. In the initial flights, a human pilot, using conventional R/C control, conducted takeoffs and landings of the helicopter. Once airborne, control was switched from piloted mode to automatic control, in which the role of the pilot was to provide a commanded velocity vector through manipulation of the control sticks on the R/C transmitter. The onboard flight computer, running an SDRE controller, provided the actuator control to track the commanded velocity inputs. After a period of automatically controlled flight, the human pilot switched control back to manual operation and landed the helicopter.
In flying a varied trajectory of turns, climbs and descents in light wind (estimated at 3-6 km/hr) the SDRE controller maintained continuous control of the vehicle and maneuvered approximately as expected by the pilot. However, quantitative measures of the control were difficult to obtain from the recorded data, as the effect of pilot feedback in "correcting" an observed trajectory cannot be accounted for.
Full state tracking was not attempted in the initial flights because the position estimates obtained from the installed GPS receiver were deemed insufficiently accurate to provide a basis for feedback control. With the installation of an upgraded, faster (10 Hz) GPS receiver, fully autonomous tracking pre-programmed trajectories have become possible. Data from current experiments will enable quantitative evaluation of the performance, stability and accuracy obtained with real-time SDRE control.
CONCLUSIONS AND FUTURE WORK
The feasibility of a real-time, SDRE controller to provide automatic control of an autonomous flight vehicle has been demonstrated with a small helicopter in initial flight testing. The automatic control successfully stabilized the helicopter as it executed a series of maneuvers including rapid turns, climbs and descents in response to commanded velocities given through an R/C transmitter by a human pilot.
Future flight tests will extend the tracking control to full state tracking (position and orientation as well as linear and angular velocities), and ultimately, to accomplishing fully automatic, programmed flights from takeoff to landing.
Capping the flight demonstration of SDRE control, we plan to demonstrate its effectiveness on Georgia Tech's GTMax flight platform, an instrumented Yamaha RMax helicopter, during the summer and early fall of 2003. This will lead up to the demonstration phase of DARPA's Software-Enabled Control program.
