We have performed minimizations of the order-N energy functional of Ordejón et al. ͓Phys. Rev. B 51, 1456 ͑1995͔͒ in models of fourfold-coordinated amorphous carbon containing 512 and 4096 atoms using the firstprinciple local-orbital Hamiltonian of Sankey and Niklewski. The total time for performing the minimization can be significantly reduced by directly projecting the initial functions to the occupied subspace of the Hamiltonian before applying a conjugate-gradients minimization. In addition, the energies achieved in the minimization can be significantly lowered by dynamically optimizing the localization regions of the projected functions using a population rather than distance criterion. Furthermore, the projection method also provides an efficient scheme for the linear-scaling computation of the Fermi energy in semiconductors, which is needed for the computation of the projected functions as well as for the evaluation of several other order-N functionals. ͓S0163-1829͑98͒01344-7͔
I. INTRODUCTION
The development of computational techniques for molecular-dynamics ͑MD͒ simulations, which scale linearly with the number of atoms in the system has become a very fruitful area of current research. For instance, these methods expanded the scope of first-principles total-energy computations to systems containing up to a few thousand atoms. Several scientifically fascinating and technologically promising model systems have been considered so far, including giant single-shell fullerenes, multishell fullerenes, tubular systems, huge complicated molecules such as the DNA as well as large amorphous tetrahedrally-coordinated model structures. [1] [2] [3] [4] Most of the linear-scaling computations presented so far were based on the variational minimization of a given energy functional. This functional is constructed in such a way that it has a global or at least a local minimum at the correct one-particle ground-state energy of the given Hamiltonian. However, there exist two basically different approaches for the derivation of such an energy functional. The first scheme represents the band-structure energy as the trace E bs ϭTr͓ Ĥ ͔ over the density and Hamiltonian operator, in which case the minimization has to provide the matrix elements of the density operator in some basis of localized orbitals. [5] [6] [7] In the second approach, the trace is performed over the Hamiltonian operator alone, but this has to be done within a basis of Wannier-like states that span the occupied subspace of the Hamiltonian. [8] [9] [10] [11] [12] [13] These functionals minimize the trace over the matrix product S Ϫ1 H, where H and S are the Hamiltonian and overlap matrices with respect to these Wannier-like states. Here it is important that the minimization can actually be performed by replacing the inverse overlap matrix with some odd-order Taylor expansion such as S Ϫ1 Ϸ2ϪS. Furthermore, it is also possible to connect both schemes by minimizing the energy with respect to the density-matrix elements and the basis functions. 14 The representation of the band-structure energy as the trace over the density and Hamiltonian operators also allows a nonvariational computation of E bs . This can be accomplished by means of an explicit polynomial ͑Chebyshev͒ representation of the density operator, which is derived by an analogous expansion of the Fermi-Dirac distribution function at a certain appropriate temperature parameter. This so-called Fermi-operator expansion or projection method ͑this latter term was chosen according to the projection property of the density operator at zero temperature͒, was originally developed by Goedecker and co-workers 15 for orthonormal tightbinding-like Hamiltonians. Recently, we have published 16 a generalization of this method to the case of overlapping localized basis states, in which the density operator is represented by means of the ''contra-covariant'' or upper-lower indexed Hamiltonian matrix H ϭS Ϫ1 H. ͑Here, H and S are the ordinary Hermitian Hamiltonian and overlap matrices in the local basis chosen.͒ This matrix H can be computed efficiently in a linear-scaling way by solving linear systems of equations SH ϭH within localized regions of space.
Because the projection method is nonvariational, trace computations can be done without the need of providing any particular ''initial-guess'' functions or matrices. This is a particular advantage compared to those functionalminimization techniques that start from approximations of certain Wannier-like states in the system. Especially in disordered systems such initial functions are likely to be far away from the final variational solutions. The minimization of the energy functional at the beginning of an MD simulation is therefore often the bottleneck in these computations. Another advantage of the projection method compared to all variational schemes for nonorthogonal basis states is that the former method scales linearly also with the number of atoms within the localization ͑LOC͒ regions. 17 This is due to the fact that no matrix elements between different projected functions have to be computed. This may be important when larger LOC regions are needed to increase the accuracy of order-N schemes. Furthermore, the projection method when using the original basis states is directly applicable to systems with arbitrary coordination numbers.
On the other hand, the nonvariational character of the projection method may restrict the pure application of this method within MD simulations. The reason for this is that the performance of the projections in a certain time step cannot draw advantage from the projections done in previous steps. All matrix-vector multiplications involved in the polynomial representation of times a certain function have to be performed in each MD step anew, even though the final projected functions may change only slightly. It is therefore desirable to connect the projection method with a variational scheme.
In this paper, we will consider the projection scheme in conjunction with a Wannier-function-based minimization approach. This connection is possible because the projection method also allows to compute Wannier-like functions by applying the density operator to selected initial functions. These projected functions can then be used as new initial functions in the minimization of the energy functional. We will show that this direct projection of initial functions to the occupied subspace, followed by an approximate orthonormalization of the projected functions, results in more efficient functional-minimization schemes. The orthonormalization, of course, breaks the linear scaling of the projection method with respect to the size of the LOC regions, but, as we will see, this fact is not very relevant due to the small number of orthonormalization steps needed (Ϸ5). Furthermore, the projection as well as the orthonormalization allows a straightforward definition of dynamical LOC regions for the Wannier-like states, which are based on a population rather than distance criterion. With these dynamical regions, the projection method results in a significant acceleration and improvement of the accuracy of functional-minimization schemes. This connection of a projection with a variational technique therefore allows to significantly reduce the ''initial MD step'' problem mentioned above. On the other hand, we will also see that the subsequent functional minimization improves the results obtained in the projection method by reducing errors incurred due to the confinement of the matrix H or the numerical representation of the density operator.
However, this paper will not yet address the question of how to find optimal initial functions for the projection in general systems. Instead, we will consider disordered fourfold-coordinated systems where physically reasonable initial functions can easily be obtained. We then compare the efficiency and accuracy of projection and variational schemes with respect to these functions. As we will show, the most efficient minimization of the energy functional for a given size of the LOC regions can be obtained by using larger LOC regions in the projection, which are reduced to optimal regions of the desired size after the orthonormalization process.
One potential problem of using the projection method within electronic-structure computations is that the polynomial construction of the density operator requires the knowledge of the extreme band edges and the Fermi energy E F for the given problem. Furthermore, any information about the band gap, such as the density of defect states in the gap and the size of the HOMO-LUMO gap, is desirable to define an optimum temperature parameter in the Fermi distribution function. 16 Whereas the extreme band edges are easily and accurately obtainable in a linear-scaling way with a Lanczos procedure, 18 and the size and position of the inner gap and the defect states can be ascertained by more elaborate Lanczos, recursion, or maximum-entropy schemes, 20, 21 it turns out that the accurate linear-scaling determination of the Fermi energy in semiconductors is a more difficult, illconditioned problem. This is due to the fact that E F in semiconductors lies in a region of low density of states ͑DOS͒, which means that small errors in the DOS or integration routines may result in inaccuracies of the order of the gap width in the predicted values of E F . Of course, if the projection method is followed by a minimization and as long as total energies are concerned, one may expect that projecting out the complete conduction band will be significant for the accelerated minimization. Nevertheless, if the projection method is used to compute local quantities such as localcharge densities and forces, an accurate value of E F may be important. Furthermore, apart from the projection method, many linear-scaling implementations that are based on representing the occupied subspace by an overdimensional basis 5, 13, 14 require an estimate of the Fermi energy. We will therefore discuss a few schemes that are candidates for the linear-scaling determination of E F . As we will show, the projection method itself provides the most powerful approach for the O(N) computation of E F in semiconductors.
II. ACCELERATION OF FUNCTIONAL MINIMIZATIONS
In the following, we present first-principles computations done with the Harris-functional local-orbital Hamiltonian derived by Sankey and Niklewski. 22 We first consider a model for amorphous tetrahedrally-coordinated carbon containing 512 atoms, which was originally generated by Djordjevic et al. 23 This model was subsequently relaxed by Drabold and Ordejón 24 using the Sankey-Niklewski Hamiltonian, which resulted in a completely fourfold-coordinated network with a HOMO-LUMO gap of 4.3 eV.
For the computations presented in Fig. 1 , we did not use any localization restrictions for the Wannier-like functions, which allows us to compare the ''intrinsic'' properties of the minimization schemes used. The figure shows the relative deviation of the energy functional E bs fct ͑derived by Mauri et al. 10 and Ordejón et al.
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͒ from the correct band-structure energy E bs (0) within different stages of the minimization process. The dashed lines represent the pure conjugate-gradient ͑CG͒ minimization 25 of the energy functional whereas in the case of the solid lines a projection ͑P͒ and orthonormalization ͑O͒ is used prior to the CG treatment of the functional. In both cases, we started from the same initial functions that were taken from the normalized but nonorthogonal bonding combinations of hybrid orbitals pointing into the bond directions. Within the projections for this system, we used the exact Fermi energy as obtained by direct diagonalization of the Hamiltonian. Furthermore, we used the value ␤ϭ1/kT ϭ100 ͑with respect to the Chebyshev interval ͓Ϫ1,1͔) and 150 Chebyshev polynomials in the expansion of . These values have been chosen larger than necessary in order to get conclusions applicable also to systems with smaller gaps. According to the error analysis presented in Ref. 16 , the relative error in E bs for our system due to these parameters is of the order of 10 Ϫ6 . As can be seen in Fig. 1 , the direct CG minimization of the energy functional leads to a saturated state very close to the exact band-structure energy after about 50 CG steps. Considering now the procedure that involves projection and orthonormalization, first note that the abscissa of the lefthand part of the figure was chosen such that its length corresponds to the CPU time needed relative to the time of the CG iterations. 26 An interesting fact is that the projection alone does not lead to a noticeable reduction in the functional value. This is caused by the property of the energy functional to overestimate the energy of nonorthonormal states. However, a subsequent orthonormalization of the projected states leads to an abrupt drop in the functional value. ͑The orthonormalization was performed with four first-order Löwdin iterations, 16 which reduced the maximum remaining overlap value to 4ϫ10
Ϫ5 .͒ The CG minimization using these orthonormalized states achieves the saturated energy state after about 20 iterations. This also minimizes the total CPU time needed. The connection of the CG technique with a projection and orthonormalization scheme therefore results in a more efficient minimization of the energy functional.
Also note in the inset of Fig. 1 that the minimum-energy state in both computations was reached at a relative change in the energy functional of 10 Ϫ8 . Figure 2 depicts the corresponding results in the presence of LOC regions for the Wannier-like functions. These localization restrictions are necessary to obtain a linear-scaling procedure. Comparing this figure with the previous one, the reader will immediately notice that the presence of such LOC regions results in a much less accurate approach to the correct band-structure energy. In the pure CG computation represented by the dotted line we used fixed LOC regions, which included all the atoms within four bond steps from a central bond. In the given system, this leads to regions containing, on average, 115 atoms. The projection computation indicated by the dashed lines in Fig. 2 started from the same LOC regions. However, in the approximate order-N orthonormalization of the projected functions ͑using five Löw-din iterations͒, we allowed a reshaping of these LOC regions to include atoms that acquired significant weight ͑measured as Mulliken's net population͒ in the orthonormalization process. 16, 27 The number of atoms in the LOC regions, on the other hand, was permitted to increase only slightly, resulting in 118 atoms on average. Note again, as in Fig. 1 , that performing a few orthonormalization steps on the projected functions leads to a very steep reduction of the functional value. The important new point, however, is that the dynamically redefined LOC regions are now much better capable of describing the Wannier-like functions in the system than the original regions. This can be seen from the fact that the CG minimization of the energy functional using these new LOC regions results in a significantly lower energy. This is especially important considering the very slow minimization of the energy functional after the first Ϸ50 CG iterations. The use of ͑approximately͒ orthonormalized projected functions within the CG scheme now not only increases the efficiency of the minimization but also improves the accuracy of the energy values and the quality of the Wannier-like functions obtained.
Dynamical LOC regions can be introduced in a straightforward manner whenever the localized functions are iteratively obtained by repeatedly multiplying them with the Hamiltonian or overlap matrices. 28 Such multiplications, which are performed in the projection as well as orthonormalization procedures, repeatedly create nonzero weights of these functions outside their current LOC regions. This can be used to define new LOC regions according to these weights instead of using any fixed distance criterion. Furthermore, such dynamical regions are naturally capable of distinguishing between different ''kinds'' of Wannier-like functions such as those originating from -or -like states or, as in the functional of Kim et al., 13 from s-or p-like valence orbitals. In our scheme, using dynamical LOC regions in the orthonormalization has the advantage that the additional numerical effort related to sorting the weights and updating the localization and overlap index matrices is small compared to the total computational time because of the small number of orthonormalization steps.
To test the effect of using more flexible functions also within the projections, we used a different approach in this work. The linear scaling of the numerical effort of the projection scheme with respect to the size of the LOC regions allows one to use larger, but fixed regions within the projections and to reduce them to the desired size after the orthonormalization process. The results of this procedure are indicated by the solid line in Fig. 2 . The reduction of the LOC regions leads to an increase of the functional value, of course, but the energies obtained in a subsequent minimization are again lower than the values achieved in the previous schemes. Note that the time effort for these projections and orthonormalizations within larger LOC regions is still small compared to accomplishing a significant number of CG iterations.
We emphasize here that this procedure of reducing larger LOC regions assumes that smaller LOC regions for the Wannier-like functions are needed within any subsequent treatment of these functions. For instance, this would be the case if larger LOC regions lead to prohibitive CPU times when a certain minimum relative change of the functional value is required ͑as in force computations͒. If total energies are the primary concern, one would directly minimize the energy functional after the orthonormalization or, when the functional evaluation becomes too expensive for large LOC regions, use a pure projection computation. Furthermore, our computations also showed that the initial CG iterations always result in a noticeable reduction of the functional value even when projected functions are used. This is a consequence of the fact that the functional minimization reduces errors remaining in the projection scheme due to the confinement of the matrix H or the numerical representation of the density operator. Whenever Wannier-like functions are to be computed and the LOC regions used are not too large, the performance of at least a few CG iterations after the projection and orthonormalization is therefore recommended.
In the presence of LOC regions, the relative deviation of two consecutive functional values alone is no longer a good criterion for the accuracy achieved in the CG minimization. This is a direct consequence of the variational restrictions imposed due to the LOC regions and does not necessarily imply that a particular computation has been trapped in a local energy minimum. This latter possibility has recently been discussed by some authors, 11, 13 but the use of an accurate projection scheme is one way to reduce the chance for such a trapping. 15 Our result as discussed above is that the increase in the variational freedom by selecting optimum atoms for LOC regions of a given size is of primary importance for achieving more accurate CG minimizations. Considering the band-structure energy, such a scheme allows one to perform relatively few CG iterations and thus to obtain a more efficient and simultaneously more accurate representation of the occupied subspace. For nonvariational quantities such as forces it is essential that the computations, which include projection and dynamical LOC regions also lead to smaller relative deviations of the functional values as shown in the inset of Fig. 2 . These computations therefore converge within fewer CG steps. This reduction in the relative deviations is particularly important taking the slow decay of these values in Fig. 2 into account. We therefore expect a significant reduction in the number of CG iterations also for force computations. This, however, needs to be confirmed by further investigations.
Here, we have also investigated our projection scheme within the functional minimization for the huge ''amorphous diamond'' model containing 4096 atoms, which was generated by the same group. 23 For this model, the exact bandstructure energy and the position of the Fermi energy cannot be computed by a diagonalization routine. In Table I , we present computations in which we applied the Fermi energy returned by an accurate projection procedure as described in Sec. III A. This computation took 15 h ͑Ref. 31͒ and yielded the Fermi energy E F ϭϪ2.8 eV ͑with a remaining systematic inaccuracy of about 0.05 eV͒. Considering the DOS obtained by Röder et al. 30 for the same system and with the same Hamiltonian, 22 this value for E F lies in the middle of the largest gap between defect states found between the sigma bands in this system. According to the results of this dynamical projection procedure, we could use the same values for ␤ and the number of Chebyshev polynomials as applied to the 512-atom model.
Our results are summarized in Table I . Note that the same conclusions that have been discussed for the smaller model can also be drawn from this table. Starting with a projection calculation that uses about 200 atoms in the LOC regions ͑five bond steps, middle part of Table I͒ , and reducing these regions after the orthonormalization, the functional value after three CG iterations has almost reached the value obtained after 200 iterations in the pure CG scheme ͑upper part of Table I͒ . Employing more CG steps, of course, gives a better approximation of the band-structure energy. The relative change of the functional value achieved after 200 CG iterations in the pure minimization (1.4ϫ10 Ϫ7 ) has been reached after half as many steps in the method, which includes projection. The latter method, which ends up with essentially the same number of atoms in the LOC regions, again turns out to be faster as well as more accurate. If total energies are con-cerned only, one may omit the reduction of the LOC regions and perform a few minimization steps of the orthonormalized projected functions. This is shown in the lower part of Table I where we directly applied the orthonormalized functions as computed above. When comparing these results, also note that the energy reduction in the first CG iterations after the orthonormalization becomes smaller for larger LOC regions, i.e., when the energies obtained are already closer to the correct ground-state energy. Using this scheme with 10 CG iterations, we obtained our minimum-energy value for the given system after 22 h CPU time. Let us finally emphasize here that, to our knowledge, this is the first computation of E bs in such a large system with use of the SankeyNiklewski Hamiltonian. 22 In Sec. III, we will discuss methods for the linear-scaling computation of the Fermi energy. Here, however, let us investigate how sensitive the observed decrease in the functional value is dependent on the chosen value for E F in the projection scheme. In Fig. 3 , we have done several computations with different trial Fermi energies in the projection for the same 4096-atom model and applied the scheme presented in the middle part of Table I . Plotted are the values of the energy functional after 50 subsequent CG iterations. These values approximately describe the differences in the energy values when approaching the saturated states as in Fig. 2 . We have also indicated the average number of atoms in the LOC regions obtained from the dynamical orthonormalization. These numbers were adjusted to be not smaller than but close to the number of 114 atoms ͑four bond steps͒ used in the pure CG minimization. 27 Let us first mention that the relatively small differences in the number of atoms in the LOC regions, as a careful look at Fig. 3 reveals, still have a noticeable influence on the functional values achieved. This emphasizes our conclusion of using as large LOC regions as reasonably possible throughout the scheme. The main result of Fig. 3 , however, is that the differences in most of the ''projectionϩCG'' computations shown are about one order of magnitude smaller than the difference to the pure CG minimization ͑solid dot in Fig.  3͒ . Having a coarse estimate of the Fermi energy within the band gap therefore proves to be sufficient to achieve a significant improvement of the band-structure energy using a preceding projection computation. ͑Note that the edges of the valence and conduction bands as computed in Ref. 30 are situated at about Ϫ5 and Ϫ1 eV, while defects states exist at about Ϫ4 and Ϫ2 eV.͒ On the other hand, the minimum energies in Fig. 3 have been obtained for trial Fermi energies close to the correct one ͑at Ϫ2.8 eV͒. This is an expected result. Placing the Fermi energy above its correct value increases the contributions from unoccupied states remaining in the projection. Decreasing E F below the correct value, however, increases the linear dependence of the obtained FIG. 3 . Dependence of the band-structure energy value in a-C4096 ͑Ref. 23͒ obtained after 50 CG minimization iterations of the energy functional ͑Ref. 11͒ on the parameter E F chosen within a preceding projection computation of Wannier-like initial functions. For each computation, we have also indicated the average number of atoms obtained within the dynamical definition of localization regions applied during the orthonormalization of the projected functions. The solid dot describes the corresponding energy value obtained without performing a projection computation and using fixed LOC regions. The arrow marks the position of the correct Fermi energy. TABLE I. Different procedures for the minimization of the energy functional ͑Ref. 11͒ in a 4096-atom model of tetrahedrally coordinated amorphous carbon ͑Ref. 23͒ starting from the same bond-centered initial functions and using localization ͑LOC͒ restrictions. Upper part, pure CG minimization; middle part, minimization using reduced projected functions; lower part, minimization using unreduced projected functions. The average number of atoms in the LOC regions, the energy value of the functional, the relative change of the functional value, and the elapsed CPU time ͑Ref. 31͒ are given after generation of the initial functions ͑INIT͒, projection ͑P͒, approximate orthonormalization ͑ON͒, reduction of the LOC regions ͑RED͒, and the specified number of conjugate-gradient iterations. The projections were done using the Fermi energy E F ϭϪ2.8 eV. projected functions. This leads to greater overlap values between these functions and again increases the value of the energy functional. It is clear that this effect for total energies is relatively weak when the position of E F is wrong by a few defect states, but it will become more serious when the E F parameter chosen approaches or is even situated within the bands. Also, as already emphasized in the Introduction, one may expect that the knowledge of the exact Fermi energy is important when local quantities such as forces are concerned. In this case, the wrong occupation of a localized state may appreciably influence quantities within the region of this state. Due to these reasons, we want to discuss some methods that can be used for the linear-scaling computation of E F .
III. ORDER-N COMPUTATION OF THE FERMI ENERGY
As we have emphasized above, it is somewhat difficult to obtain an accurate estimation of the Fermi energy in semiconductors by a linear-scaling method. This is related to the fact that E F itself is a purely global quantity. Since an approximation of E F is necessary to perform a projection calculation, we want to summarize here our results for the order-N computation of E F . As to our experience, the highest efficiency for computing E F can be obtained by applying the projection method itself. We also want to discuss briefly our results for using a quadrature recursion method with adjusted first moments. Furthermore, we will add a few comments about factorization methods, which, though being quite efficient in certain cases, are, in general, not O(N).
A. Projection method
An order-N estimate of the Fermi energy can be obtained by the projection method itself. Recall that the number of electrons in a system is given by
where ␣ ␤ are the elements of the contra-covariant or upperlower indexed density matrix ϭ2 F(H ) in the original local basis, H ϭS Ϫ1 H, and F(E) being the Fermi-distribution function. This allows an iterative process in which a trial value for E F is successively improved. For the efficient performance of this process note that the Chebyshev vectors do not depend on the Fermi energy. This enables one to compute columns of several density matrices simultaneously. 29 Furthermore, as pointed out by Goedecker, 18 since evaluation of Eq. ͑1͒ only requires knowledge of the diagonal elements of the Chebyshev vectors, the orbital sums of these elements can be stored and then used repeatedly for all necessary Chebyshev expansions. This, in principle, solves the problem of computing E F . However, without knowledge of the Fermi energy and, consequently, the HOMO-LUMO gap it is not clear at the outset which value for the temperature parameter and how many Chebyshev iterations should be used. Due to the sensitivity of the estimate of E F on the accuracy of the computational scheme, using too smooth a distribution function or too few Chebyshev iterations may result in significant errors in E F . On the other hand, performing too many iterations will reduce the efficiency of the scheme. We therefore propose a technique that dynamically increases the number of Chebyshev iterations as necessary. This can be done by using the Chebyshev approximation of F(E) as an expansion, which can be broken off as soon as a sufficiently accurate value for N el (E T ) with E F set to the trial energy E T has been found. For this method, it suffices to have a stable sign of the deviation of N el (E T ) from the correct number of electrons. The termination of the Chebyshev expansion is possible due to the ͑more or less͒ fast decay of the Chebyshev coefficients and the property of the Chebyshev polynomials to deviate least from zero. For each Chebyshev iteration, the matrix-vector multiplications H ␣ are done simultaneously for all local orbitals ͉ ␣ ͘, the sum of the diagonal elements of the Chebyshev vectors is stored, and the current value of N el (E T ) is computed. When approaching the correct Fermi energy, the number of Chebyshev iterations needed to achieve a relatively stable difference N el (E T )ϪN el increases.
The price that has to be paid for this method is to store two Chebyshev vectors for all valence orbitals (4N in carbon͒ simultaneously. This results in somewhat increased memory requirements compared to the CG minimization of the energy functional itself. 31 We applied this scheme to the 4096-atom model used in Sec. II, starting from the initial energy interval ͓Ϫ5.0,Ϫ1.0͔ eV for the trial Fermi energy. After four weighted bisection iterations, we obtained the estimate E F ϷϪ2.80 eV with a final systematic energy uncertainty of about Ϯ0.05 eV. As mentioned in Sec. II, this value of E F lies in the middle of the largest gap between defect states in this system as computed by Röder et al. In Fig. 4 , we depicted the energy value chosen and the number of Chebyshev iterations needed in each of these iterations. Note that the relatively large HOMO-LUMO gap in this system ͑situated between about Ϫ4 and Ϫ2 eV͒ has been identified after two bisection iterations already. The iterations can therefore be terminated earlier if an accurate DOS structure is taken into account. The computation just mentioned used an extended range for the matrix H and yielded the final result after 15 h of CPU time. 31 Using the same cutoff 16 for H and H , the iterations converged on E F ϷϪ2.75Ϯ0.1 eV after about 7 h. This is practically equivalent to the result presented above.
B. Recursion method
All methods that compute the total electronic DOS in a system with a given number of electrons are, in principle, capable of providing an approximation for E F . However, the explicit numerical integration of a DOS as obtained, e.g., by maximum-entropy schemes is not a recommended procedure because this integration inevitably introduces additional inaccuracies. Both the calculation of the DOS, which naturally is a more structured quantity than its integral as well as the integration routine require very high numerical accuracy to locate E F within the low-DOS gap region. In many cases, small errors in these procedures give rise to wrong locations of E F somewhere in the band tails. Another problem with order-N spectral methods comes from the fact that all these methods require the repeated use of random vectors to obtain the total DOS or related quantities. [32] [33] [34] [35] [36] [37] The sensitivity in the computation of E F implies that the Fermi energies derived with these vectors usually spread freely throughout the gap region even if the DOS itself is already well converged.
To minimize the problems when integrating a DOS, we used the widely known recursion method developed by Haydock and co-workers 20 associated with a Gaussian quadrature procedure, 38, 39 which allows to obtain the integrated DOS directly from the recursion coefficients. Whereas this quadrature method is still capable of providing sufficiently well-resolved localized states within the gap as well as van Hove singularities in the bands, the bands returned in amorphous systems are naturally rather smooth. 40 An alternative scheme is the kernel polynomial method as developed by Silver and co-workers 30, 35, 36 in which the integrated DOS can be obtained directly by evaluating the coefficients of a smoothed Chebyshev expansion of the DOS.
To improve the convergence of quantities, which are derived by integrating over the DOS, with the number of random initial vectors, some authors have proposed to use the exactly ͓in O(N)͔ calculatable first moments of the DOS to detect and exclude random vectors ͉͘ with significantly wrong moments (k) ϭ͉͗Ĥ k ͉͘. Drabold and Sankey 37 used a CG scheme to adjust the moments (0) through (2) of each random vector to the corresponding exact moments (k) . Varga and Krempaský 33 earlier simply omitted all those random vectors that had first moments outside a certain tolerance interval around (1) . We compared both schemes with respect to calculations of E F and found indeed a similar significant improvement when already using this first moment only ͑and the normalization͒. However, in the presence of an overlap matrix for the local-basis states, the CG approach is much more efficient. 41 In Fig. 5 , we therefore present our results for this method. In order to be able to compute a distribution of estimates for E F , we performed a large number of calculations using a simpler non-selfconsistent local-basis LDA Hamiltonian. 42 The computations were done in the original 512-atom model. 23 Each distribution in Fig. 5 was obtained by computing the Fermi energy within 280 recursion cycles. In each cycle E F was derived from the total continued fraction ͑CF͒ obtained by summing 43 over 32 k points and starting from different random initial vectors. These initial vectors were constructed by randomly taking 1's and Ϫ1's as the orbital entries. 20, 32, 33 ͑Another frequently applied choice consists in taking the orbital coefficients from a Gaussian distribution with unit variance.
34,35
͒ In each recursion run, we computed 40 pairs of CF coefficients, which turned out to be sufficient compared with the variations due to the random vectors.
The dotted line in Fig. 5 gives the distribution of the E F estimates when the random vectors are normalized only ͑0͒. This has to be compared with the dashed and solid lines that represent the corresponding distributions when adjusting the first ͑1͒ and the first and second moments ͑2͒, respectively. The improvement in the convergence from ͑0͒ to ͑1͒ or ͑2͒ is clearly visible. Note, however, that the inclusion of the second moment does not significantly change the distribution compared to the first-moment case. This is in agreement with our finding that the second moments of the original random vectors vary much less ͑about 10%͒ compared to the variation in the first moments. The reason for this result should be that the second moment ͉͗Ĥ 2 ͉͘, similar to the normalization product ͉͗͘, appears as a ''square'' of a vector Ĥ ͉͘, which reduces the influence of the random signs in ͉͘. Furthermore, unlike the first moment, the computation of the second moment requires the non-Hermitian Hamiltonian matrix H ͑see Ref. 41͒. The accuracy in fixing the second moment can therefore not be higher than the accuracy achieved in computing H .
The final estimate of E F should be derived from the total CF summed over all recursion cycles where this summation can be done very efficiently using the quadrature approach. 38 However, the convergence is often better when simply performing an average over the Fermi energies obtained from the single CF's. But note, this average is influenced to some extent by different magnitudes of the DOS below and above E F . For the 4096-atom model as mentioned above we obtained the averaged Fermi energy E F ϷϪ3.1 eV after 120 recursion cycles using four k points. This resulted in 480 random initial vectors. Performing three averages over 40 cycles, each yielded quite dispersed estimates ͑Ϫ3.4, Ϫ2.5, Ϫ3.5͒ eV, which, however, are all situated within the same gap. 30 On the other hand, the dispersion for the correctly summed Fermi energies was even higher: ͑Ϫ4.2, Ϫ1.5, Ϫ4.8͒ eV. These computations took 46 h ͑Ref. 31͒ and were therefore significantly slower than the projection computations reported in Sec. III A.
We conclude from these results that the number of random vectors needed to get converged Fermi energies can be quite large if the density of states in the gap region is very small. Of course, one may comment again that the computation can be significantly abridged if the position of the defect states within the gap is known from an accurate Lanczos or maximum-entropy calculation. In this case, the computation can be terminated as soon as the HOMO-LUMO gap has been identified.
Furthermore, it is important to note that the relative error in the DOS ͑in a finite energy interval͒ obtained by using random initial vectors decreases with system size as 1/ͱN ͑see the Appendix͒. This effect occurs due to the statistical averaging of fluctuations in the state coefficients for computing the DOS. As a consequence, the integration over continuous bands in the DOS requires fewer random vectors for large system sizes. On the other hand, the fluctuations in the state coefficients themselves and, hence, the statistical errors in the weights of isolated states cannot be reduced by increasing the number of atoms in the system. In other words, there is no statistical averaging with increasing system size for localized states. This affects the correct evaluation of integrals over the DOS in the gap region. The exact determination of the Fermi energy, i.e., the identification of the highest occupied and lowest unoccupied states, therefore, cannot be made more efficient in terms of random vectors for larger systems.
C. Comments on factorization methods
Let us finally mention a group of methods that allow an efficient computation of the Fermi energy but, in general, have a higher-order scaling than O(N). First, notice that the number of positive, negative, and zero eigenvalues of the generalized eigenvalue problem HCϭSC with the indefinite Hermitian matrix H and the positive definite matrix S equal the corresponding numbers of eigenvalues of the matrix H. This can be seen by converting the general problem to the ordinary one S Ϫ1/2 HS Ϫ1/2 (S 1/2 C)ϭ(S 1/2 C) and applying Sylvester's law of inertia. 44 The Fermi energy can therefore be derived by means of an iterative process computing the number of negative eigenvalues of the shifted equation (HϪS)Cϭ(Ϫ)SC. This number can be obtained without explicitly computing the eigenvalues by performing a factorization of the matrix JϵHϪSϭLTL T , where L is a unit lower triangular matrix and T is a tridiagonal matrix, which in the most efficient factorization methods is even block diagonal. Applying Sylvester's law again, the number of negative eigenvalues of J equals the number of negative eigenvalues of T, which is easily accessible. Unfortunately, the factorization that clearly scales as O(N 3 ) for full matrices does not scale linearly even for sparse matrices. The reason is that a stable method with not close to one of the extreme band edges requires to apply pivoting techniques, which in turn results in more or less serious fill-in of J. The reader interested in these undoubtedly fascinating methods should consult Refs. 45 and 46.
IV. CONCLUSIONS
In this paper, we have shown how the projection method can be used to improve order-N electronic-structure computations, which are based on the minimization of an energy functional with respect to a set of Wannier-like states. Starting from a set of appropriate initial functions, the direct projection of these functions to the occupied subspace of the Hamiltonian and the dynamical definition of localization regions within an approximate orthonormalization of the projected functions appreciably reduces the value of the energy functional. Because the CPU time necessary for the projection and orthonormalization is small compared to performing a significant number of conjugate-gradient steps, the method may also serve to accelerate the functional minimization.
An optimum reduction of the functional value for a given number of atoms in the localization regions can be achieved by using larger LOC regions in the projection and reducing these regions to the desired size after the orthonormalization. This procedure maximizes the variational freedom of the Wannier-like functions for a given size of the LOC regions.
One problem when using the projection method compared to straightforward functional-minimization techniques may be that estimates of the band edges and, in particular, of the Fermi energy are necessary to perform the projection. We therefore have discussed two linear-scaling techniques with regard to the accuracy achieved and the CPU time needed when computing approximations of the Fermi energy in semiconductors. Especially the projection method itself provides a reliable tool for getting sufficiently accurate Fermi energies within a minimum of time.
Our results were obtained by performing first-principle linear-scaling computations of the energy functional 10, 11 within two models of fourfold-coordinated amorphous carbon containing 512 and 4096 atoms.
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APPENDIX
In this appendix, we will give a simple derivation for the dependence of the relative error in a total normalized DOS 5685 ͑1995͒. This reference presents and discusses the big 4096-atom model. Results for the smaller 512-atom model are unpublished. 24 D. A. Drabold and P. Ordejón ͑unpublished͒. 25 The CG minimization of the energy functional was done by using an exact line minimization, which in turn was implemented by means of the analytic derivative of the functional with respect to the line parameter. This procedure leads to a speed-up of about 20% compared to computing functional values at sample points on the line. 26 The computations for the 512-atom model were done on a workstation DEC Alpha 2000 4/275 and required about 26 Mb for the projection/minimization computations without and less than 13 Mb with localization restrictions. 27 Similar to our description in Ref. 16 , we defined the LOC regions for the Wannier-like states by first defining a critical tolerance interval for the atomic net populations of these states, then computing the populations for a particular state at all atoms included in the orthonormalization, and finally putting the boundary of the pertaining LOC region within the largest population gap found within the tolerance interval. The number of atoms in the LOC regions can be adjusted by changing the position of this population interval. 28 
