





















Inclusive jet cross sections in the Breit
frame in neutral current deep inelastic
scattering at HERA and determination of αs
ZEUS Collaboration
Abstract
Inclusive jet diﬀerential cross sections have been measured in neutral current
deep inelastic e+p scattering for boson virtualities Q2 > 125 GeV2. The data
were taken using the ZEUS detector at HERA and correspond to an integrated
luminosity of 38.6 pb−1. Jets were identiﬁed in the Breit frame using the longi-
tudinally invariant kT cluster algorithm. Measurements of diﬀerential inclusive
jet cross sections are presented as functions of jet transverse energy (EBT,jet), jet
pseudorapidity and Q2, for jets with EBT,jet > 8 GeV. Next-to-leading-order QCD
calculations agree well with the measurements both at high Q2 and high EBT,jet.
The value of αs(MZ), determined from an analysis of dσ/dQ
2 for Q2 > 500 GeV2,
is αs(MZ) = 0.1212± 0.0017 (stat.)+0.0023−0.0031 (syst.)+0.0028−0.0027 (th.).
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1 Introduction
Jet production in neutral current deep inelastic e+p scattering at high Q2 (where Q2 is the
negative of the square of the virtuality of the exchanged boson) provides a testing ground
for the theory of the strong interaction between quarks and gluons, namely quantum
chromodynamics (QCD). In deep inelastic scattering (DIS), the predictions of perturbative
QCD (pQCD) have the form of a convolution of matrix elements with parton distribution
functions (PDFs) of the target hadron. The matrix elements describe the short-distance
structure of the interaction and are calculable in pQCD at each order, whilst the PDFs
contain the description of the long-distance structure of the target hadron.
The evolution of the PDFs with the scale at which they are probed is predicted in pQCD
to follow a set of renormalisation group equations (DGLAP equations [1]). However, an
explicit determination of the PDFs requires experimental input. A wealth of data from
ﬁxed-target [2] and collider [3,4] experiments has allowed an accurate determination of the
proton PDFs [5–10]. Good knowledge of PDFs makes measurements of jet production
in DIS a sensitive test of the pQCD predictions of the short-distance structure of the
partonic interactions.
The hadronic ﬁnal state in neutral current DIS may consist of jets of high transverse
energy produced in the short-distance process as well as the remnant (beam jet) of the
incoming proton. A jet algorithm should distinguish as clearly as possible between the
beam jet and the hard jets. Working in the Breit frame [11] is preferred, since it provides
a maximal separation between the products of the beam fragmentation and the hard jets.
In this frame, the exchanged virtual boson (V ∗, with V ∗ = γ, Z) is purely space-like, with
3-momentum q = (0, 0,−Q). In the Born process, the virtual boson is absorbed by the
struck quark, which is back-scattered with zero transverse momentum with respect to the
V ∗ direction, whereas the beam jet follows the direction of the initial struck quark. Thus,
the contribution due to the current jet in events from the Born process is suppressed by
requiring the production of jets with high transverse energy in this frame. Jet production
in the Breit frame is, therefore, directly sensitive to hard QCD processes, thus allowing
direct tests of the pQCD predictions. The use of the kT cluster algorithm [12] to deﬁne
jets in the Breit frame facilitates the separation of the beam fragmentation and the hard
process in the calculations [13].
At leading order (LO) in the strong coupling constant, αs, the boson-gluon-fusion (BGF,
V ∗g → qq¯) and QCD-Compton (QCDC, V ∗q → qg) processes give rise to two hard jets
with opposite transverse momenta. The calculation of dijet cross sections in pQCD at
ﬁxed order in αs is hampered by infrared-sensitive regions, so that additional jet-selection
criteria must be applied to make reliable predictions [14]. This complication is absent in
the case of cross-section calculations for inclusive jet production.
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This paper presents measurements of several diﬀerential cross sections for the inclusive
production of jets with high transverse energy in the Breit frame. The analysis is re-
stricted to large values of Q2, Q2 > 125 GeV2, and the jets were selected according to
their transverse energies and pseudorapidities in the Breit frame; in the deﬁnition of the
cross sections, no cut was applied to the jets in the laboratory frame. The measurements
are compared to next-to-leading-order (NLO) QCD calculations [15] using currently avail-
able parameterisations of the proton PDFs. The jet selection used allows a reduction in
the theoretical uncertainty of the NLO QCD calculations with respect to those of dijet
production [16, 17]. A QCD analysis of the inclusive jet cross sections has been per-
formed, which yields a more precise determination of αs than was previously possible at
HERA [17–21].
2 Experimental set-up
The data sample used in this analysis was collected with the ZEUS detector at HERA
and corresponds to an integrated luminosity of 38.6±0.6 pb−1. During 1996-1997, HERA
operated with protons of energy Ep = 820 GeV and positrons of energy Ee = 27.5 GeV.
The ZEUS detector is described in detail elsewhere [22, 23]. The main components used
in the present analysis are the central tracking detector [24], positioned in a 1.43 T
solenoidal magnetic ﬁeld, and the uranium-scintillator sampling calorimeter (CAL) [25].
The tracking detector was used to establish an interaction vertex. The CAL covers 99.7%
of the total solid angle. It is divided into three parts with a corresponding division
in the polar angle1, θ, as viewed from the nominal interaction point: forward (FCAL,
2.6◦ < θ < 36.7◦), barrel (BCAL, 36.7◦ < θ < 129.1◦), and rear (RCAL, 129.1◦ < θ <
176.2◦). The smallest subdivision of the CAL is called a cell. Under test-beam conditions,
the CAL relative energy resolution is 18%/
√
E(GeV) for electrons and 35%/
√
E(GeV)
for hadrons. Jet energies were corrected for the energy lost in inactive material, typically
about 1 radiation length, in front of the CAL. The eﬀects of uranium noise were minimised
by discarding cells in the inner (electromagnetic) or outer (hadronic) sections if they had
energy deposits of less than 60 MeV or 110 MeV, respectively. A three-level trigger was
used to select events online [23].
The luminosity was measured using the Bethe-Heitler reaction e+p → e+γp [26]. The
resulting small-angle energetic photons were measured by the luminosity monitor, a lead-
1 The ZEUS coordinate system is a right-handed Cartesian system, with the Z axis pointing in the
proton beam direction, referred to as the “forward direction”, and the X axis pointing left towards
the centre of HERA. The coordinate origin is at the nominal interaction point. The pseudorapidity is




scintillator calorimeter placed in the HERA tunnel at Z = −107 m.
3 Data selection and jet search
Neutral current DIS events were selected oﬄine using criteria similar to those reported
previously [27]. The main steps are brieﬂy discussed below.
The scattered-positron candidate was identiﬁed from the pattern of energy deposits in the
CAL [28]. The energy (E ′e) and polar angle (θe) of the positron candidate were determined
from the CAL measurements. The Q2 variable was reconstructed from the double angle
method (Q2DA) [29], which uses θe and an angle γ that corresponds, in the quark-parton
model, to the direction of the scattered quark. The angle γ was reconstructed from the
CAL measurements of the hadronic ﬁnal state [29]. The following requirements were
imposed on the data sample:
• a positron candidate of energy E ′e > 10 GeV. This cut ensured a high and well un-
derstood positron-ﬁnding eﬃciency and suppressed background from photoproduction
events, in which the scattered positron escapes down the rear beampipe;
• ye < 0.95, where ye = 1 − E ′e(1 − cos θe)/(2Ee). This condition removed events in
which fake positron candidates were found in the FCAL;
• the total energy not associated with the positron candidate within a cone of radius 0.7
units in the pseudorapidity-azimuth (η−φ) plane around the positron direction should
be less than 10% of the positron energy. This condition removed photoproduction and
DIS events in which part of a jet was falsely identiﬁed as the scattered positron;
• for 30◦ < θe < 140◦, the fraction of the positron energy within a cone of radius 0.3
units in the η − φ plane around the positron direction should be larger than 0.9; for
θe < 30
◦, the cut was raised to 0.98. This condition removed events in which a jet was
falsely identiﬁed as the scattered positron;
• the vertex position along the beam axis should be in the range −38 < Z < 32 cm;
• 38 < (E − pZ) < 65 GeV, where E is the total energy as measured by the CAL,
E =
∑
i Ei, and pZ is the Z-component of the vector p =
∑
i Eiri ; in both cases the
sum runs over all CAL cells, Ei is the energy of the CAL cell i and ri is a unit vector
along the line joining the reconstructed vertex and the geometric centre of the cell




ET < 2.5 GeV
1/2, where pT/ is the missing transverse momentum as measured




Y ) and ET is the total transverse energy in the CAL.
This cut removed cosmic rays and beam-related background;
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• no second positron candidate with energy above 10 GeV and energy in the CAL,
after subtracting that of the two positron candidates, below 4 GeV. This requirement
removed elastic Compton scattering events (ep→ eγp);
• Q2DA > 125 GeV2;
• −0.7 < cos γ < 0.5. The lower limit avoided a region with limited acceptance due to
the requirement on the energy of the scattered positron, whilst the upper limit was
chosen to ensure good reconstruction of the jets in the Breit frame.
The longitudinally invariant kT cluster algorithm [12] was used in the inclusive mode [30]
to reconstruct jets in the hadronic ﬁnal state both in data and in Monte Carlo (MC)
simulated events (see Section 4). In data, the algorithm was applied to the energy deposits
measured in the CAL cells after excluding those associated with the scattered-positron
candidate. The jet search was performed in the pseudorapidity (ηB)-azimuth (φB) plane
of the Breit frame. In the following discussion, EBT,i denotes the transverse energy, η
B
i the
pseudorapidity and φBi the azimuthal angle of object i in the Breit frame. For each pair of
objects (where the initial objects are the energy deposits in the CAL cells), the quantity
dij = [(η
B
i − ηBj )2 + (φBi − φBj )2] ·min(EBT,i, EBT,j)2 (1)
was calculated. For each individual object, the quantity di = (E
B
T,i)
2 was also calculated.
If, of all the values {dij, di}, dkl was the smallest, then objects k and l were combined into a
single new object. If, however, dk was the smallest, then object k was considered a jet and
was removed from the sample. The procedure was repeated until all objects were assigned























This prescription was also used to determine the variables of the intermediate objects.
After reconstructing the jet variables in the Breit frame, the massless four-momenta were
boosted into the laboratory frame, where the transverse energy (ELT,jet), the pseudorapid-
ity (ηLjet) and the azimuthal angle (φ
L
jet) of each jet were calculated. Energy corrections
were then applied to the jets in the laboratory frame and propagated into the jet trans-
verse energies in the Breit frame. In addition, the jet variables in the laboratory frame
were used to apply additional cuts on the selected sample:
• events were removed from the sample if the distance of any of the jets to the positron
candidate in the η − φ plane of the laboratory frame,
d =
√
(ηLjet − ηe)2 + (φLjet − φe)2, (3)
was smaller than 1 unit. This requirement removed some background from photopro-
duction and improved the purity of the sample;
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• events were removed from the sample if any of the jets was in the backward region of
the detector (ηLjet < −2). This requirement removed events in which a radiated photon
from the positron was misidentiﬁed as a hadronic jet in the Breit frame;
• jets with low transverse energy in the laboratory frame (ELT,jet < 2.5 GeV) were not
included in the ﬁnal sample; this cut removed a small number of jets for which the
uncertainty on the energy correction was large.
It should be noted that these cuts were applied to improve the eﬃciency and purity
of the sample of jets and were not used to deﬁne the phase-space region of the cross-
section measurements. The simulated events were used to correct these eﬀects on the
cross sections. In particular, the eﬀects of the last two cuts were estimated to be smaller
than 3%. The ﬁnal data sample contained 8523 events with at least one jet satisfying
EBT,jet > 8 GeV and −2 < ηBjet < 1.8. With the above criteria, 5073 one-jet, 3262 two-jet,
182 three-jet and 6 four-jet events were found. Since the net transverse momentum of
the hadronic ﬁnal state in the Breit frame is zero, an event with a single jet, according
to a given selection criterion, must contain at least one other jet balancing its transverse
momentum; however, this jet will not necessarily satisfy the jet-selection criteria.
4 Monte Carlo simulation
Samples of events were generated to determine the response of the detector to jets of
hadrons and the correction factors necessary to obtain the hadron-level jet cross sections.
The generated events were passed through the GEANT 3.13-based [32] ZEUS detector-
and trigger-simulation programs [23]. They were reconstructed and analysed by the same
program chain as the data.
Neutral current DIS events were generated using the LEPTO 6.5 program [33] interfaced
to HERACLES 4.5.2 [34] via DJANGO 6.2.4 [35]. The HERACLES program includes
photon and Z exchanges and ﬁrst-order electroweak radiative corrections. The QCD
cascade was modelled with the colour-dipole model [36] by using the ARIADNE 4.08
program [37] and including the BGF process. The colour-dipole model treats gluons
emitted from quark-antiquark (diquark) pairs as radiation from a colour dipole between
two partons. This results in partons that are not ordered in their transverse momenta.
The CTEQ4D [5] proton PDFs were used. As an alternative, samples of events were
generated using the model of LEPTO based on ﬁrst-order QCD matrix elements plus
parton showers (MEPS). For the generation of the samples with MEPS, the option for
soft-colour interactions was switched oﬀ [38]. In both cases, fragmentation into hadrons
was performed using the LUND [39] string model as implemented in JETSET 7.4 [40].
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The jet search was performed on the MC events using the energy measured in the CAL
cells in the same way as for the data. Using the sample of events generated with either
ARIADNE or LEPTO-MEPS and after applying the same oﬄine selection as for the data,
a good description of the measured distributions for the kinematic and jet variables was
found. The same jet algorithm was also applied to the hadrons (partons) to obtain the
predictions at the hadron (parton) level. The MC programs were used to correct the
measured cross sections for QED radiative eﬀects.
5 NLO QCD calculations
The measurements were compared with NLO QCD (O(α2s)) calculations obtained using
the program DISENT [15]. The calculations were performed in the MS renormalisation
and factorisation schemes using a generalised version [15] of the subtraction method [41].
The number of ﬂavours was set to ﬁve and the renormalisation (µR) and factorisation
(µF ) scales were chosen to be µR = E
B
T,jet and µF = Q, respectively. The strong cou-
pling constant, αs, was calculated at two loops with Λ
(5)
MS
= 220 MeV, corresponding to
αs(MZ) = 0.1175. The calculations were performed using the MRST99 [8] parameterisa-
tions of the proton PDFs. The jet algorithm described in Section 3 was also applied to
the partons in the events generated by DISENT in order to compute the jet cross-section
predictions. The results obtained with DISENT were cross-checked by using the program
DISASTER++ [42]. The diﬀerences were always within 2% and typically smaller than
1% [43].
Since the measurements refer to jets of hadrons, whereas the NLO QCD calculations
refer to partons, the predictions were corrected to the hadron level using the MC models.
The multiplicative correction factor (Chad) was deﬁned as the ratio of the cross section
for jets of hadrons over that for jets of partons, estimated by using the MC programs
described in Section 4. In order to estimate the uncertainty in the simulation of the
fragmentation process, events were also generated using the HERWIG 6.3 [44] program,
where the hadronisation is simulated by using a cluster model [45]. The mean of the
ratios obtained with ARIADNE, LEPTO-MEPS and HERWIG was taken as the value of
Chad, since the three predictions were in good agreement. The value of Chad diﬀers from
unity by less than 10%, except in the backward region of the Breit frame where it diﬀers
by 20%.
The NLO QCD predictions were also corrected for the Z-exchange contribution by using
LEPTO. The multiplicative correction factor was deﬁned as the ratio of the cross section
for jets of partons obtained with both photon and Z exchange over that obtained with
photon exchange only. The correction is negligible for Q2 < 2000 GeV2 but reaches 17%
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in the highest-Q2 region.
Several sources of uncertainty in the theoretical predictions were considered:
• the uncertainty on the NLO QCD calculations due to terms beyond NLO, estimated




T,jet, was ∼ ±5%;
• the uncertainty on the NLO QCD calculations due to that on αs(MZ) was estimated
by repeating the calculations using two additional sets of proton PDFs, MRST99↑↑
and MRST99↓↓ [8], determined assuming αs(MZ) = 0.1225 and 0.1125, respectively.
The diﬀerence between the calculations using these sets and MRST99 was scaled by
a factor of 60% to reﬂect the current uncertainty on the world average of αs [46]. The
resulting uncertainty in the cross sections was ∼ ±5%;
• the variance of the hadronisation corrections as predicted by ARIADNE, LEPTO-
MEPS and HERWIG was taken as the uncertainty in this correction, which was typi-
cally less than 1%;
• the uncertainty on the NLO QCD calculations due to the statistical and correlated
systematic experimental uncertainties of each data set used in the determination of
the proton PDFs was calculated, making use of the results of an analysis [10] that
provided the covariance matrix of the ﬁtted PDF parameters and the derivatives as
a function of Bjorken x and Q2. The resulting uncertainty in the cross sections was
typically 3%, reaching 5% in the high-EBT,jet region. To estimate the uncertainties on
the cross sections due to the theoretical uncertainties aﬀecting the extraction of the
proton PDFs, the calculation of all the diﬀerential cross sections was repeated using a
number of diﬀerent parameterisations obtained under diﬀerent theoretical assumptions
in the DGLAP ﬁt [10]. This uncertainty in the cross sections was typically 3%.
The total theoretical uncertainty was obtained by adding in quadrature the individual
uncertainties listed above.
6 Systematic uncertainties
The following sources of systematic uncertainty were considered for the measured jet cross
sections [43, 47]:
• the uncertainty in the absolute energy scale of the jets was estimated to be ±1% for
ELT,jet > 10 GeV [48] and ±3% for lower ELT,jet values. The resulting uncertainty was
∼ 5%;
• the uncertainty in the absolute energy scale of the positron candidate was estimated
to be ±1% [4]. The resulting uncertainty was less than 1%;
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• the diﬀerences in the results obtained by using either ARIADNE or LEPTO-MEPS
to correct the data for detector and QED eﬀects were taken to represent systematic
uncertainties. The uncertainty was typically smaller than 3%;
• the analysis was repeated using an alternative technique [49] to select the scattered-
positron candidate. The uncertainty was less than 2%;
• the ELT,jet cut was raised to 4 GeV. The uncertainty was smaller than 1%;
• the cut in ηLjet used to suppress the contamination due to photons falsely identiﬁed
as jets in the Breit frame was set to −3 and to −1.5. The uncertainty was typically
∼ 1%;
• the uncertainty in the cross sections due to that in the simulation of the trigger and
in the cuts used to select the data was typically less than 3%.
In addition, there was an overall normalisation uncertainty of 1.6% from the luminosity
determination, which was not considered in the cross-section calculation.
The systematic uncertainties not associated with the absolute energy scale of the jets were
added in quadrature to the statistical uncertainties and are shown on the ﬁgures as error
bars. The uncertainty due to the absolute energy scale of the jets is shown separately as
a shaded band in each ﬁgure, due to the large bin-to-bin correlation.
7 Inclusive jet differential cross sections
The diﬀerential inclusive jet cross sections were measured in the kinematic region Q2 >
125 GeV2 and −0.7 < cos γ < 0.5. These cross sections include every jet of hadrons in
the event with EBT,jet > 8 GeV and −2 < ηBjet < 1.8 and were corrected for detector and
QED radiative eﬀects.
The measurements of the diﬀerential inclusive jet cross sections as functions of Q2, EBT,jet
and ηBjet are presented in Figs. 1−3 and in Tables 1−3. The data points are plotted at
the weighted mean in each bin of the corresponding variable as predicted by the NLO
QCD calculation. The measured dσ/dQ2 (dσ/dEBT,jet) exhibits a steep fall-oﬀ over ﬁve
(three) orders of magnitude in the Q2 (EBT,jet) range considered. In the low-Q
2 region
(125 < Q2 < 250 GeV2), the selected data sample covers 3 · 10−3 < x < 2 · 10−2, whereas
in the high-Q2 region (Q2 > 5000 GeV2), the range is 6 · 10−2 < x < 0.25.
The measurements of the diﬀerential cross-section dσ/dEBT,jet in diﬀerent regions of Q
2
are presented in Fig. 4 and in Tables 4 and 5. The EBT,jet dependence of the cross section
becomes less steep as Q2 increases.
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8 Comparison to NLO QCD calculations
The NLO QCD predictions, corrected as described in Section 5, are displayed and com-
pared to the measurements in Figs. 1-4. It should be noted that the hadronisation cor-
rection, shown in Figs. 1c), 2c) and 3c), was obtained with models (ARIADNE, LEPTO-
MEPS and HERWIG) that implement higher-order contributions in an approximate way
and, thus, their predictions do not constitute genuine ﬁxed-order NLO QCD calculations.
This procedure for applying hadronisation corrections to the NLO QCD calculations was
veriﬁed by checking that the shapes of the calculated diﬀerential cross sections were well
reproduced by the model predictions at the parton level.
The ratios of the measured diﬀerential cross sections over the NLO QCD calculations are
shown in Figs. 1b), 2b), 3b) and 5. The calculations reasonably reproduce the measured
diﬀerential cross sections, although they tend to be below the data. The agreement
observed at high Q2 complements and extends an earlier comparison of the diﬀerential
exclusive dijet cross sections at Q2 > 470 GeV2 [17]. For that measurement of the
exclusive dijet cross sections, asymmetric cuts on the EBT,jet of the jets were applied [17]
to avoid infrared-sensitive regions where NLO QCD programs are not reliable [14]. This
diﬃculty is not present in the calculations of inclusive jet cross sections and, as a result,
the theoretical uncertainties are smaller than in the dijet case. Thus, measurements of
inclusive jet cross sections allow more precise tests of the pQCD predictions than dijet
production.
At low Q2 and low EBT,jet, the calculations fall below the data by ∼ 10%. The diﬀerences
between the measurements and calculations are of the same size as the theoretical un-
certainties. To study the scale dependence, NLO QCD calculations using µR = µF = Q,
shown as the dashed line, are also compared to the data in Figs. 1−5; they provide a
poorer description of the data than those using µR = E
B
T,jet.
The overall description of the data by the NLO QCD calculations is suﬃciently good to
make a precise determination of αs.
9 Measurement of αs
The measured cross sections as a function of Q2 and EBT,jet were used to determine
αs(MZ):
• NLO QCD calculations of dσ/dA (A = Q2, EBT,jet) were performed for the three
MRST99 sets, central, αs ↑↑ and αs ↓↓. The value of αs(MZ) used in each partonic
cross-section calculation was that associated with the corresponding set of PDFs;
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• for each bin, i, in the variable A, the NLO QCD calculations, corrected for hadroni-







= Ci1 · αs(MZ) + Ci2 · αs2(MZ) ; (4)
• the value of αs(MZ) was then determined by a χ2 ﬁt of Eq. (4) to the measured dσ/dA
values for several regions of the variable A.
This procedure correctly handles the complete αs dependence of the NLO diﬀerential
cross sections (the explicit dependence coming from the partonic cross sections and the
implicit dependence coming from the PDFs) in the ﬁt, while preserving the correlation
between αs and the PDFs.
The uncertainty on the extracted values of αs(MZ) due to the experimental systematic
uncertainties was evaluated by repeating the analysis above for each systematic check [43].
The overall normalisation uncertainty from the luminosity determination was also consid-
ered. The largest contribution to the experimental uncertainty comes from the jet energy
scale.
The theoretical uncertainties, evaluated as described in Section 5, arising from terms
beyond NLO, uncertainties in the proton PDFs and uncertainties in the hadronisation
correction were considered. These resulted in uncertainties in αs(MZ) of 3%, 1% and 0.2%,
respectively. The total theoretical uncertainty was obtained by adding these uncertainties
in quadrature. The results are presented in Tables 6 and 7.
The best determination of αs(MZ) was obtained by using the measured dσ/dQ
2 for Q2 >
500 GeV2, for which both the theoretical and total uncertainties in αs(MZ) are minimised.
A good ﬁt was obtained with χ2 = 2.1 for 4 data points. The ﬁtted value is
αs(MZ) = 0.1212± 0.0017 (stat.)+0.0023−0.0031 (syst.)+0.0028−0.0027 (th.) .
As a cross check, the measurement was repeated using the ﬁve sets of proton PDFs of
the CTEQ4 A-series [5]; the result is in good agreement with the above value. Two
other determinations of αs(MZ) were performed. The ﬁrst made use of the measured




−0.0040 (th.). The second used the measured dσ/dE
B
T,jet in
the region where the hadronisation corrections are small, EBT,jet > 14 GeV, resulting in
αs(MZ) = 0.1212 ± 0.0013 (stat.)+0.0030−0.0036 (syst.)+0.0041−0.0030 (th.). These results are consistent
with the central value quoted above.
The value of αs(MZ) obtained is consistent with the current PDG value, αs(MZ) =
0.1181 ± 0.0020 [50] and recent determinations by the H1 [21] and ZEUS [17, 19] Col-
laborations. It is compatible with a recent determination from the measurement of
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the inclusive jet cross section in pp¯ collisions at
√




−0.0075(th.) [51]. It is in agreement with, and has a precision
comparable to, the most accurate value obtained in e+e− interactions [46].
The QCD prediction for the energy-scale dependence of the strong coupling constant has
been tested by determining αs from the measured diﬀerential cross sections at diﬀerent
scales. Since the NLO QCD calculations with µR = E
B
T,jet provide a better description of
the data than those using µR = Q, a QCD ﬁt to the measured dσ/dE
B
T,jet was performed
in each bin of EBT,jet. The principle of the ﬁt is the same as outlined above, with the
only diﬀerence being that the αs dependence of dσ/dE
B
T,jet in Eq. (4) was parameterised
in terms of αs(〈EBT,jet〉) rather than αs(MZ), where 〈EBT,jet〉 is the mean value of EBT,jet
in each bin. The measured αs(〈EBT,jet〉) values, with their experimental and theoretical
systematic uncertainties estimated as for αs(MZ), are shown in Fig. 6 and in Table 8. The
measurements are compared with the renormalisation group predictions obtained from the
αs(MZ) central value determined above and its associated uncertainty. The results are in
good agreement with the predicted running of the strong coupling constant over a large
range in EBT,jet.
10 Summary
Measurements of the diﬀerential cross sections for inclusive jet production in neutral
current deep inelastic e+p scattering at a centre-of-mass energy of 300 GeV have been
presented. The cross sections refer to jets of hadrons identiﬁed with the longitudinally
invariant kT cluster algorithm in the Breit frame. The cross sections are given in the
kinematic region Q2 > 125 GeV2 and −0.7 < cos γ < 0.5.
NLO QCD calculations provide a good description of the measured diﬀerential cross
sections for inclusive jet production at high Q2, Q2 > 500 GeV2, or high jet transverse
energies, EBT,jet > 14 GeV. This observation complements and extends that of the exclusive
dijet cross section to lower Q2. At low Q2 and low jet transverse energies, diﬀerences of
∼ 10% between data and calculations are observed, which are of the same size as the
theoretical uncertainties.
A QCD ﬁt of the measured cross section as a function of Q2 for Q2 > 500 GeV2 yields
αs(MZ) = 0.1212± 0.0017 (stat.)+0.0023−0.0031 (syst.)+0.0028−0.0027 (th.).
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125 − 250 1.107 ±0.018 +0.010
−0.035
+0.056
−0.055 0.950 0.9283± 0.0058
250 − 500 0.3714 ±0.0080 +0.0038
−0.0153
+0.0156
−0.0148 0.947 0.9463± 0.0014
500 − 1000 0.0919 ±0.0029 +0.0008
−0.0035
+0.0031
−0.0032 0.959 0.9542± 0.0038
1000 − 2000 0.02068 ±0.00103 +0.00055
−0.00018
+0.00047
−0.00057 0.955 0.9579± 0.0035
2000 − 5000 0.00325 ±0.00024 +0.00021
−0.00037
+0.00004
−0.00005 0.963 0.9623± 0.0028
5000 − 105 2.29 · 10−5 ±0.40 · 10−5 +0.14
−0.11 · 10−5 +0.03−0.04 · 10−5 0.918 0.9727± 0.0069
Table 1: Inclusive jet cross-section dσ/dQ2 for jets of hadrons in the Breit frame,
selected with the longitudinally invariant kT cluster algorithm. The statistical, sys-
tematic and jet-energy-scale uncertainties are shown separately. The multiplicative
correction applied to correct for QED radiative effects and for hadronisation effects









8 − 10 62.42 ±0.99 +0.93
−2.35
+2.19
−2.39 0.955 0.9170± 0.0030
10 − 14 28.09 ±0.49 +0.23
−0.44
+1.33
−1.21 0.951 0.9488± 0.0033
14 − 18 10.66 ±0.29 +0.05
−0.39
+0.49
−0.53 0.955 0.9697± 0.0039
18 − 25 3.16 ±0.12 +0.04
−0.15
+0.17
−0.14 0.954 0.9703± 0.0022
25 − 35 0.646 ±0.046 +0.020
−0.002
+0.022
−0.026 0.944 0.9698± 0.0026
35 − 100 0.0318 ±0.0043 +0.0010
−0.0023
+0.0021
−0.0014 0.954 0.9627± 0.0082
Table 2: Inclusive jet cross-section dσ/dEBT,jet for jets of hadrons in the Breit
frame, selected with the longitudinally invariant kT cluster algorithm. For details,
see the caption of Table 1.
ηBjet bin
dσ/dηBjet





−2 − −1 5.27 ±0.36 +0.09
−0.16
+0.25
−0.21 0.942 0.798± 0.016
−1 − −0.25 46.5 ±1.2 +0.9
−1.4
+2.7
−2.8 0.947 0.813± 0.012
−0.25 − 0.25 139.5 ±2.8 +1.4
−7.1
+6.2
−6.0 0.953 0.901± 0.010
0.25 − 1 157.7 ±2.7 +1.0
−3.9
+6.1
−6.1 0.963 0.9900± 0.0040
1 − 1.8 103.9 ±2.0 +0.7
−2.8
+4.0
−3.8 0.957 0.9982± 0.0088
Table 3: Inclusive jet cross-section dσ/dηBjet for jets of hadrons in the Breit
frame, selected with the longitudinally invariant kT cluster algorithm. For details,










125 < Q2 < 250 GeV2
8 − 10 32.90 ±0.71 +0.48
−1.73
+1.35
−1.38 0.965 0.9137± 0.0029
10 − 14 13.02 ±0.32 +0.11
−0.37
+0.73
−0.69 0.963 0.9380± 0.0075
14 − 18 3.75 ±0.16 +0.03
−0.06
+0.23
−0.24 0.964 0.9496± 0.0069
18 − 25 0.895 ±0.059 +0.071
−0.015
+0.059
−0.047 0.963 0.9394± 0.0041
25 − 100 0.0197 ±0.0027 +0.0002
−0.0000
+0.0008
−0.0008 0.956 0.9162± 0.0067
250 < Q2 < 500 GeV2
8 − 10 17.33 ±0.52 +0.27
−0.54
+0.59
−0.65 0.949 0.9205± 0.0084
10 − 14 8.57 ±0.28 +0.08
−0.25
+0.39
−0.31 0.942 0.9573± 0.0043
14 − 18 3.64 ±0.18 +0.04
−0.34
+0.15
−0.18 0.953 0.9748± 0.0064
18 − 25 1.007 ±0.072 +0.009
−0.092
+0.068
−0.048 0.952 0.9685± 0.0042
25 − 100 0.0294 ±0.0036 +0.0002
−0.0032
+0.0012
−0.0013 0.937 0.9539± 0.0022
500 < Q2 < 1000 GeV2
8 − 10 7.83 ±0.36 +0.14
−0.55
+0.21
−0.26 0.938 0.9205± 0.0090
10 − 14 3.77 ±0.18 +0.10
−0.05
+0.14
−0.12 0.941 0.9579± 0.0049
14 − 18 1.87 ±0.13 +0.02
−0.14
+0.06
−0.06 0.949 0.9877± 0.0041
18 − 25 0.713 ±0.062 +0.009
−0.085
+0.030
−0.029 0.958 0.9888± 0.0031
25 − 100 0.0271 ±0.0037 +0.0011
−0.0001
+0.0012
−0.0013 0.951 0.9808± 0.0035
1000 < Q2 < 2000 GeV2
8 − 10 2.80 ±0.22 +0.02
−0.06
+0.05
−0.07 0.934 0.9170± 0.0078
10 − 14 1.86 ±0.14 +0.05
−0.02
+0.03
−0.05 0.937 0.9567± 0.0041
14 − 18 1.006 ±0.099 +0.080
−0.025
+0.029
−0.027 0.945 0.9856± 0.0049
18 − 25 0.287 ±0.037 +0.022
−0.028
+0.011
−0.008 0.936 0.9976± 0.0006
25 − 100 0.0173 ±0.0030 +0.0043
−0.0004
+0.0006
−0.0006 0.943 0.9946± 0.0038
Table 4: Inclusive jet cross-section dσ/dEBT,jet in different regions of Q
2 for jets
of hadrons in the Breit frame, selected with the longitudinally invariant kT cluster










2000 < Q2 < 5000 GeV2
8 − 10 1.30 ±0.15 +0.08
−0.09
+0.01
−0.02 0.934 0.9143± 0.0097
10 − 14 0.724 ±0.081 +0.124
−0.048
+0.014
−0.015 0.938 0.9521± 0.0058
14 − 18 0.318 ±0.051 +0.010
−0.029
+0.009
−0.008 0.941 0.9869± 0.0076
18 − 25 0.209 ±0.035 +0.006
−0.041
+0.002
−0.002 0.941 0.9955± 0.0016
25 − 100 0.0167 ±0.0032 +0.0018
−0.0044
+0.0007
−0.0007 0.950 1.0022± 0.0039
Q2 > 5000 GeV2
8 − 10 0.258 ±0.073 +0.029
−0.028
+0.003
−0.009 0.998 0.940± 0.017
10 − 14 0.162 ±0.042 +0.007
−0.034
+0.007
−0.003 0.934 0.958± 0.012
14 − 18 0.110 ±0.032 +0.003
−0.006
+0.000
−0.005 0.937 0.9777± 0.0026
18 − 25 0.055 ±0.018 +0.015
−0.000
+0.001
−0.001 0.936 0.9994± 0.0069
25 − 100 0.0036 ±0.0014 +0.0007
−0.0000
+0.0001
−0.0001 0.927 1.00291± 0.00090
Table 5: Continuation of Table 4. For details, see the caption of Table 1.
Q2 region
(GeV2) αs(MZ) ∆stat ∆syst ∆th






































Table 6: The αs(MZ) values as determined from the QCD fit to the measured
dσ/dQ2, as well as those obtained by combining several regions in that distribution.
The statistical, systematic and theoretical uncertainties are shown separately.
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EBT,jet region
(GeV) αs(MZ) ∆stat ∆syst ∆th






































Table 7: The αs(MZ) values as determined from the QCD fit to the measured
dσ/dEBT,jet, as well as those obtained by combining several regions in that distribu-
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Figure 1: a) The differential cross-section dσ/dQ2 for inclusive jet production
with EBT,jet > 8 GeV and −2 < ηBjet < 1.8 (filled dots). The inner error bars
represent the statistical uncertainty. The outer error bars show the statistical and
systematic uncertainties, not associated with the uncertainty in the absolute energy
scale of the jets, added in quadrature. The shaded band displays the uncertainty
due to the absolute energy scale of the jets. The NLO QCD calculations, corrected
for hadronisation effects and using the MRST99 parameterisations of the proton
PDFs, are shown for two choices of the renormalisation scale. b) The ratio between
the measured dσ/dQ2 and the NLO QCD calculation; the hatched band displays
the total theoretical uncertainty. The shaded band in c) shows the magnitude and
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Figure 2: a) The differential cross-section dσ/dEBT,jet for inclusive jet production
with EBT,jet > 8 GeV and −2 < ηBjet < 1.8 (filled dots). Other details are as described
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Figure 3: a) The differential cross-section dσ/dηBjet for inclusive jet production
with EBT,jet > 8 GeV and −2 < ηBjet < 1.8 (filled dots). Other details are as described































EB  T,jet    (GeV)
125 < Q2  < 250 GeV 2 
250 < Q2  < 500 GeV 2 
500 < Q2  < 1000 GeV 2 
1000 < Q2  < 2000 GeV 2 
2000 < Q2  < 5000 GeV 2 








Jet energy scale uncertainty
NLO QCD: (corrected to hadron level)
a s (MZ)= 0.1175
DISENT MRST99 ( m R=EB  T,jet    )
DISENT MRST99 ( m R=Q)
Figure 4: The differential cross-section dσ/dEBT,jet for inclusive jet production
with EBT,jet > 8 GeV and −2 < ηBjet < 1.8 in different regions of Q2 (filled dots).
Each cross section has been multiplied by the scale factor indicated in brackets to






























125 < Q2  < 250 GeV 2 
ZEUS 96-97
250 < Q2  < 500 GeV 2 






500 < Q2  < 1000 GeV 2 
NLO QCD MRST99 (m R=Q)
Theoretical uncertainty
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Figure 5: Ratios between the differential cross-sections dσ/dEBT,jet presented
in Fig. 4 and NLO QCD calculations using the MRST99 parameterisations of the
proton PDFs and µR = E
B
T,jet (filled dots). Other details are as described in the
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Figure 6: The αs(E
B
T,jet) values determined from the QCD fit of the measured
dσ/dEBT,jet as a function of E
B
T,jet. The inner error bars represent the statistical
uncertainty of the data. The outer error bars show the statistical and systematic
uncertainties added in quadrature. The dashed error bars display the theoretical
uncertainties. The three curves indicate the renormalisation group predictions ob-
tained from the αs(MZ) central value determined in this analysis and its associated
uncertainty.
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