Model Training and Hyperparameter Optimization
All models were trained on Stanford's GPU clusters via DeepChem. No model was allowed to train for more than 10 hours(time profile in Table S1 . Users can reproduce benchmarks locally by following directions from DeepChem.
Hyperparameters were determined using Gaussian Process Optimization via pyGPGO(https://github.com/hawk31/pyGPGO), with max number of iterations set to 20. Optimized hyperparameters for each model are listed, detailed hyperparameters can be found on Deepchem.
Logistic Regression (Logreg)
• Learning rate • L2 regularization • Batch size
Support Vector Classification (KernelSVM)
• Penalty parameter C • Kernel coefficient gamma for radial basis function
Kernel Ridge Regression (KRR)
• Penalty parameter
Random Forest (RF)
• Number of trees in the forest: 500
Gradient Boosting (XGBoost)
• Maximum tree depth All final performances were run three times with different fixed numerical seeds on the best-performing hyperparameters, and data splitting methods have been set to maintain determistic behavior. These settings control most randomness in learning process, but benchmark runs(on the same seed) may vary on the order of 1% due to other sources of nondeterminism. Mean and standard deviations of all results are presented in the Performances section of Appendix.
We measured model running time of Tox21, MUV, QM8 and Lipophicility on a single node in Stanford's GPU clusters(CPU: Intel Xeon E5-2640 v3 @2.60 GHz, GPU: NVIDIA Tesla K80), results listed below: 
XGBoost 0.933 ± 0.000 0.756 ± 0.000 0.850 ± 0.000 RF 0.999 ± 0.000 0.728 ± 0.004 0.867 ± 0.008 IRV 0.887 ± 0.000 0.715 ± 0.001 0.838 ± 0.000 Multitask 0.863 ± 0.034 0.696 ± 0.037 0.824 ± 0.006 Bypass 0.931 ± 0.001 0.745 ± 0.017 0.829 ± 0.006 GC 0.852 ± 0.046 0.627 ± 0.015 0.783 ± 0.014 Weave 0.862 ± 0.009 0.638 ± 0.014 0.806 ± 0.002 
Grid Featurizer
In our implementation, we generate a vector with length 2052 for each pair of ligand and protein. Detailed process listed below: First, binding pocket atoms of the protein are extracted using a distance cutoff of 4.5 Å. In this process, atom in the protein will be extracted only if it locates within this distance from any atom in the ligand molecule.
Intra-ligand and intra-protein fingerprints are generated (using the ordinary circular fingerprint with radius of 2) respectively on the atoms from the ligand and atoms in the binding pocket of the protein, and then hashed together to form a vector of length 512.
Then we form three different sets of contacting atom pairs between ligand and protein, whose intra-pair distance falls within bins: 0 ∼ 2 Å, 2 ∼ 3 Åand 3 ∼ 4.5 Å. Each set of pairs is hashed into a fixed length fingerprint with length 512.
Finally, salt bridges are counted, hydrogen bonds are counted in three different distance bins, forming the last four digits. In total the fingerprints have length of 2052.
ClinTox
The ClinTox dataset addresses clinical drug toxicity by providing a qualitative comparison of drugs approved by the FDA and those that have failed clinical trials for toxicity reasons. We compiled the FDA-approved drug names from annotations in the SWEETLEAD database. We compiled the names of drugs that failed clinical trials for toxicity reasons from the Aggregate Analysis of ClinicalTrials.gov (AACT) database. To identify these drug names, we relied on annotations from the clinical study table titled "clinical_study_noclob.txt" in the AACT database. From this table, we selected clinical trials where the overall status was "terminated," "suspended," or "withdrawn," and the explanation for the status included the terms "adverse," "toxic," or "death." 5 Dataset and model access 
Influence Relevance Voting
We evaluate the model on the HIV dataset, using 80/10/10 random train, valid, test splitting. The original paper reported performance under 10-fold cross validation. 8 
ROC-AUC:
• Original result: 0.845
• Reimplementation: 0.840 for valid subset, 0.852 for test subset
