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1. INTRODUCTION 
Our objective is to solve a mixed initial-boundary 
of hyperbolic equations 
problem for the system 
i = l,..., 4. (l-1) 
In Eq. (1.1) U = (U:,,,, ,..., U), 0~; = (CQ , aip) are distinct constant 
unit vectors with the properties 01ir > ~ysi > 0 > 01s~ > ad1 and 01~s > 0 for 
i = l,..., 4 the matrix A G (Ai3) has constant elements and it is further 
assumed that Aii = 0, i = l,..., 4. 
It is standard terminology in discussing mixed problems in the first 
quadrant for systems in the form (1.1) to refer to the variable Ui as incoming 
or outgoing depending respectively on whether ail is greater or less than zero. 
In the usual mixed initial-boundary problem for the system (1.1) the incoming 
dependent variables U1, U2 are assigned values o:,,, o(“,, on the positive 
y-axis while all the dependent variables Ui, i = I,..., 4 are assigned values 
ot, on the positive x-axis. The solution of the mixed problem is a vector- 
valued function which satisfies (1.1) in an appropriate subdomain of the first 
quadrant and takes on the assigned values of the incoming variables on the 
boundary and the assigned initial data on the X-axis. The well known solution 
[I, p. 4731 of this mixed problem is that if the boundary and initial data are 
elements of class C* (continuity of first 5’ derivatives) and satisfy the necessary 
consistency conditions at the origin then a solution belonging to class CS 
exists in an appropriate subdomain of the first quadrant. This result is 
referred to as Lemma 1. 
The mixed problem we treat is unusual in that instead of assigning the 
incoming variables on the boundary the values of the outgoing variables are 
given. It is shown that if the given boundary and initial data are of class 
C2, and, in addition, the condition (3.3) along with certain consistency 
conditions specified by (S.l), (5.6), and (5.16) are satisfied at the origin, then 
a solution of (1.1) which takes on the given boundary and initial data exists 
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in an appropriate subdomain of the first quadrant and is of class Cl there. 
We refer to this result as Theorem 1. 
We get this result by showing that the incoming data on the boundary 
can be determined from a knowledge of the outgoing data and the Riemann 
functions for the system (1.1) [2]. 0 rice the incoming data are known the 
standard Picard method of successive approximations (see above, Lemma 1) 
is used to obtain a solution of (1.1) and then it is shown that this solution 
takes on the given outgoing data on the boundary. 
The fact that this unusual mixed problem is well-posed and does not 
seem to have been studied previously is reason enough for considering it, 
but interest in it also stems from another source. Such mixed problems arise 
in the theory of analytic continuations of systems of elliptic equations [ 1,2,4]. 
It is mainly for reasons connected with future applications to the theory of 
analytic continuation that we have chosen to solve the slightly specialized 
problem described above. A more complete and comprehensive study is 
planned for a later time, see remarks in Section 6. 
For reference to recent work in mixed problems by other methods see 
[5-91 and further references cited therin. The use of Riemann functions for 
the solution of mixed problems has also been used in [6]. 
2. THE CENTRAL IDEA AND OUTLINE OF THE PROOF OF THEOREM 1 
The proof of Theorem 1 can be separated into distinct phases. In the first 
phase a system of Volterra integral equations of the first kind is derived 
which determines the incoming dependent variables Ui and lJ2 on the y-axis. 
From this system of Volterra equations comes the motivation and direction 
for the proof of Theorem I. The system of Volterra equations is constructed 
with the aid of Riemann functions that are defined for systems of hyperbolic 
equations like (1 .l) in [2]. We will briefly summarize the aspects of these 
Riemann functions that are needed in the derivation of the system of Volterra 
integral equations. First, some necessary notation will be introduced for this 
purpose. 
Let P’ = (Pi, Pi) = (x’, y’) be an arbitrary point of the first quadrant 
or its boundary. Denote by Qlc = (Qkr , Q& th e intersection of the character- 
istic C, issuing backwards from P’ with either the x or y-axis. For k = 3,4 we 
have Qk = (- o~~Jo1~s y’, 0). The domain R, , k = 1, 2, 3 is that part of 
the area between the backwards characteristics C, and C,,, issuing from P’ 
that lies in the first quadrant. With each unknown dependent variable Uk, 
k=l ,..., 4 belonging to the system (1 .I) there was constructed in [2] a set of 
vector-valued functions 
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defined respectively for (x, y) E Ri and dependent on the parameter 
(x’, y’) = P’, such that Uk evaluated at the point P’ could be expressed as a 
quadrature of the functions Pi, i = l,..., 3 and the initial data along the 
initial surface. A very similar analysis leads, in our case, to representations 
of U$, as quadratures of Vki and the initial and boundary data along the 
initial and boundary surface. These representation formulas follow by 
evaluating (with the aid of the boundary conditions satisfied by the I’ki, 
see [2]) the Green’s identities 
yrci . L(u) + u . L*( Vki)] dx dy = 2 j ? (aj . N) VFU’ ds, 
i=l Ri j-1 
(2.1) 
where N is the outward normal along the boundary Ri of the region Ri . 
For the details of carrying through the evaluation of (2.1) see [2]. In order to 
legitimately apply these Green’s identities the important assumption is 
made that U is of class Cl. 
When P’ = (0, y’) 1 ies on the y-axis and K takes on the values three or four, 
the evaluation of (2.1) leads directly to two Volterra integral equations of the 
first kind for the unknowns U:,,,,, , UfoSvp, on the y-axis. Explicitly we have 
0 = u;, - q*,,, + j” i (ai - NY) Vj32Uj dy + j”” f: (rxj . N”) V;TJi dx 
0 j=l 0 j=l 
+ ,111 gl (aj . N”) VYU’ d.y = g,(y’) (2.2A) 
0 = U& - utQ4) + j: il (aj . NY) Vfwi dy + j”’ 2 (aj . Xx> V;“U’ dx 
3- 0 j=l 
+ jI@; tl (cxj - N”) VyUi dx = g,(y’), 
‘- 
where NV = (- 1, 0), NZ = (0, - 1) are the outward normals to the y and 
x-axis. The Riemann functions V ki, k = 3,4 do not appear in (2.2A, B) 
because the domain R, shimks to zero as (x’, y’) -+ (0, y’). All the functions 
in (2.2) except for U:,,,,, , UFO,,,, for points on the y-axis are known 
since they are either Riemann functions or given initial boundary data. 
The direction of the proof can now be seen. It is to solve (2.2) for the incom- 
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ing data on the y-axis, and then to show that the solutions are of class Cl 
and satisfy the necessary consistency conditions at the origin so Lemma 1 is 
applicable for constructing a solution of (1.1) in an appropriate subdomain 
of the first quadrant belonging to class Cl. Since the solution is of class Cl 
it is legitimate to apply (2.1); h ence the outgoing components of the solution 
satisfy the system of Volterra integral equations of the second kind (2.2) for 
the outgoing unknowns Z’b,,,, , Zi’, where the functions Zrl, Zfy,,l/Sj in 
these equations are the functions found before. Because the assigned 
outgoing data also satisfy this same system of Volterra equations of the second 
kind on the y-axis and the solution of that system is unique, we have proven 
that the components U3, ZT4 of the solution of (l.l), constructed before by 
using Lemma 1, take on the assigned values of Zf3 and Zr4 along the 
y-axis. 
We will resume the proof of Theorem 1 in the coming sections by demon- 
strating that a solution ZJ1, UF,,,,., of (2.2) exists and is of class Cl. After 
this step it will be proven that the solution satisfies the consistency conditions 
which are needed for the application of Lemma 1, these are 
U~o,o+j G lim ZJi 
y-0 
(0.y) = Ufo+,o) = ‘j-y UL.0) i= 1,2 (2.3) 
rP(o,o+j G lim 3 ‘U’ 
1 4 
U” y,+. Y - (0.~‘) - OI, - %l”l(O+,O) + C AijU3;O+.0) [ j=l 1 
GE lii $ [- olil aS:utXeO) + $ AijUiX.O)] i = 1,2. (2.4) 
It follows from our previous remarks that the proof of Theorem 1 will then 
be complete. 
3. THE SOLUTION OF (2.2) 
In this section it will be shown that a solution ZJ1, U&, of the system 
(2.2) exists and is of class Cl on the y-axis. In the process of demonstrating 
this several differentiations of the right-hand side of the system (2.2) are 
made these differentiations are permitted by the hypothesis that the initial 
and boundary data are of class C2 and the analyticity of the Riemann func- 
tions. 
The classical method of solving Volterra integral equations of the first 
kind, like (2.2), is to reduce them to Volterra integral equations of the second 
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kind. Thus, differentiation of (2.2) with respect toy yields the Volterra system 
of the second kind, 
0 = U&P + .% qo, a31 
ff32 OL32 IQ3 
+ j”’ C taj . NY) v;‘Ui dy 
0 i 
= MY’) (3. IA) 
0 = u&, + 3 UilQ, - 0131 [i (aj . N”) (Vi”” - Vj”“) Uj] 
OL42 0132 j-1 IQ3 
+ j’ i (aj . N”) tif?Jidy 
0 j-1 
G h2(y’). (3.lB) 
In Eqs. (3.1) ry is an abbreviation for @J’~~~[x, y; x’, Y’] and vffQi 
denotes ry[Qi,, Qi,; 0, y’] with similar meanings for VT, vy etc. 
Under the hypothesis 
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or (by inserting into (3.2) the values of VF, Vy, j = 1,2 that will be calcul- 
ated in Section 4) 
(al%;) (a”;;) 
(a1 . Iv) (a3 . NV) f 0, (3.3) 
(a,%;) (a$;) 
the system (3.1) can be solved for Ui, L$,,, in the classical way by the 
Picard method of successive approximations. Since the integrations of the 
successive approximations are smoothing operations the solution of the 
system (3.1) will have the same regularity as the kernels and inhomogeneous 
parts of (3.1). This implies, since the kernels and inhomogeneous part of (3.1) 
are of class Cl, that the solution of (3.1) is of class Cl. 
This solution of (3.1) is also a solution of (2.2). To see this, substitute the 
solution of (3.1) into the right-hand side of (2.2) and differentiate with respect 
to y’. This yields 
&i(Y’) - = h,(y’) = 0 
d.’ 
i= 1,2. (3.4) 
Hence gi(y’) are constants. Because Ua, U4(0, y’) were assumed to satisfy 
the consistency conditions 
(3.5) 
we have, by using (3.5) in passing to the limit y’ + 0 in (2.2), that 
km = 0 i= 1,2. 
Hence gi(y’) = 0 and the solution of (3.1) is also the solution to (2.2). 
It only remains to verify that the solution just found of (2.2) satisfies the 
consistency conditions (2.3) and (2.4) at the origin. The verification of these 
conditions proceeds directly by actually computing the limits of U&,,, , 
U&v,) , i = 1,2 a s y’ + 0 from (3.1). These computations depend on 
certain properties of the Riemann functions Vy which were defined in [2]. 
In the next section we derive those properties of the Riemann functions that 
are needed in the verification of (2.3) and (2.4). 
4. AUXILIARY RESULTS FOR SECTION 5 
In order to find the values of Ui, l&(0,0+), j = 1, 2 by passing to the 
limit y’ -+ 0 in (3.1) it is necessary to use the explicit values of V,“[Q3; P’], 
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V$,t;ptl etc. as P’ approaches the origin. These values can be found from 
the integral equations that are satisfied by the functions IJ’~,,;~,~, Vjyp:p.lr etc. 
These integral equations which are derived in [2] are 
(4.1B) 
when i < r!. In eqs. (4.1) Ayj = Aji , ski is the Kronecker delta; 
NT St (ctj2 , - ajil), N; = - Nj’ and the point 
(4.3A) 
is the intersection of the forward characteristic Ci through P = (x, y) with 
the backward characteristic Cj issuing from the point P’ = (0, y’). It should 
be remembered that QJ depends on both P and P’; this dependence is not 
explicitly displayed in the symbolism for the sake of simplicity. 
When k = 3,G = 2, P = P’, and i = 1,2 are successively substituted into 
(4.1B) the quadratures in the equations vanish and there remains 
ys2 ,. I - r[P .P I - &fly;;) i= 1,2. 
When k = 3, G = 2, P = P’, i = 3, 4 are substituted into (4.lA) we get 
v&p’] = 0 i = 3,4. (4.4) 
By using the same method 
p t[P’;P’] - -0 i= 1,2,3 
v42 ,. s - r[P .P 1 - (qA;;) i= 1,2 
(4.5) 
V?2#. I =() 




i = 2,3,4. (4.7A) 
For the verification of (2.4) we need the values of the quantities 
dY’{V - m,og = A- {~~~-(a31/~3*)v’.o;o.y.l - 
dy ’ 
GQ3Pl~ (4.8) 
dY’v3,Qr = &I {~~(,,,i~ll)r’.O;~,~,l}, (4.9) 
when K = 2, 3, j = l,..., 4 and also 
vzp;p’] = ay’v~~~s,21;*~,y~] ) (4.10) 
when k = 3,4; i = 2, 3; j = l,..., 4. It will be shown that these quantities 
evaluated at the origin can be expressed in terms of the ai’s and the dij’s. 
Because Qs and Q4 lie on the characteristics C, and C, respectively, the 
quantities in (4.8) and (4.9) can be calculated by taking advantage of the 
differential equations and boundary conditions which are satisfied on the 
charcteristics by the Pi, (see Ref. [2], Eqs. (2.3) and (3.3-3.5)). Thusly, since 
{Vj”“- V~},Q3=0 j= 1,2,4, (4.10A) 
we have 
dy’{ Vj”” - l/y}, QP = 0 j # 3. (4.11) 
When j = 3 the problem of calculating {I’? - I’~“}, o3 is more complicated 
because this quantity is not specified as a boundary condition, except when 
Q3 = P’ and then its value can be found from (4.6-4.7) to be 
{V,““- V&. = -*. (4.1 IA) 
4 
However since by Eq. (2.3) of [2] both the functions I’:’ and Vy satisfy 
(remembering Afj = AJ 
(a31 ax + aae ay) v,“i = - f Ai3ry for i = 2, 3, (4.12) 
j=l 
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the difference {Vi”” - I’,“} also satisfies (4.12) and this equation can be inte- 
grated along Cs and the result is, after a change of parameter, 
{V:Z - vi31 ;; = - jz i A,,[v;~ - V;~I $ . (4.13) 
3yj=l 
Differentiation of (4.13) with respect toy’ yields after using (4.1 IA): 
dy’{V,42 - v&), = +[v+ Vj”,Ip’ 
+ {quadratures which vanish for y’ = O}. 
From (4.1OA) and the assumption A,, = 0 we finally have 
dY’{V? - Kf3ha, = 0 + {quadratures which vanish for y’ = 01. (4.14) 
In the process of finding the quantities (4.8-4.10) and subsequently in the 
paper we shall not show explicitly any quadratures which vanish as y’ 
approaches zero. 
By using a method which is analogous to the deviation of Eq. (4.11) there 
results 
dy’V& = 0 j= 1,2,3 (4.15) 
and by analogy with (4.14) 
Also needed in Section 5 are expressions for the quantities r?, v’p, 
j = l,..., 4 evaluated at the origin. After changing the variables of integration 
in (4.1) these equations yield upon differentiation with respect to y’ 
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(4.18) 
where in Eqs. (4.17-4.18) the quantities dQ&/dy’ have the values [as follows 
from (4.3A)] 
dQiv _ aaaia 
dy’- (aj - Nz) 
and A;. = Aj, . (4.19) 
and 
When P = P’ = (0,O) is inserted into (4.17-4.18) and Eqs. (4.3-4.7) and 
(3.2-3.5) of [2] are used to simplify the resulting expressions, these reduce to 
pa- A0 A,, dQ:v A;, A,, dQ:v 
3 
32 
as2 (a, * N4+) 4’ ’ < (a1 * Nz) 7 
vd2 _ A& A,, dQ,2, ; Ati A41 dQ:v 
4 aa (a, * Ni) dY’ ap2 (a, - N:) dy’ 
(4.20) 
i= 1,2,3 
,+ = dQ:v Ais 4s dQ:v Ai2 A42 -- --- 4 
dy ’ a42 ta3 ’ N,+) dy’ OL42 (“.2 . Ni> 
+ dQ& A~I 41 
dy’-- OL42 Cal ’ N:) . 
(4.21) 
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5. VERIFICATION OF THE CONSISTENCY CONDITIONS 
We proceed with the proof of (2.3). Th e method of the proof is to calculate 
Ufo,o+, ) i = 1, 2 by a direct passage to the limit y’ --f 0 in (3.1). In the 
passage to the limit the integrals in (3.1) vanish. After inserting the values of 
v?2 3[0.0;0.01 ' qo.o;o.o, etc. from (4.3-4.7) (in which P’ is chosen to be the 
origin) along with the hypothesized consistency conditions on the outgoing 
data 
oi v’l(o,o+) + 2 o&o+,o) =$l~O~(o+,o, i=3,4 (5.1) 
the limit becomes 
(5.2A) 
(5.2B) 
Here we have used the assumption Aji = 0 to simplify writing some of the 
summations in (5.2). 
The coefficient of U:,+.,, in (5.2B) is 
b2. NY) A 
(a, . N,+) 41 ' 
Similarly the coefficient of U~o+,o, is
_ (a2 *NV) A 
(a2 - Ni) 42 ' 
while the coefficients of Ufo+,oJ and Ufo+,o, vanish. The coefficient of 
U~o+*o, vanishishes because of the hypothesis A,, = 0. Thus after this 
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simplification and a similar simplification of the coefficients in (5.2A) there 
results finally from Eq. (3.1) in the limit as y’ + 0. 
(5.3A) 
(5.3B) 
Hence it follows by combining (5.3) and (3.3) that Eqs. (2.3) are satisfied. 
Equation (2.4) is verified by calculating Ui,,,,,, , j = 1, 2 from (3.1) and 
then passing to the limit as P’ approaches the origin. The differentiation of 
(3.1B) with respect to y’ and passage to the limit y’ -+ 0 is simplified by 
treating the terms in (3.1B) separately. 
For the first two terms we have 
The right-hand side of (5.4) (abbreviated R.H.S. ((5.4)) can be further 
simplified. By applying the operator apsay - ol,,ax to L4( U) = 0, and then 
simplifying with the help of Lj( U) = 0, j = 1 ,..., 4, we find 
(5.5) 
Equation (5.5) motivates the consistency conditions 
2 
U~'v'(O,O+, - I-!%- q~(O+,O) = - c 
t 1 %2 
(5.6) 
k = 3, 4, 
which we hypothesize the outgoing data to obey. Inserting (5.6) when k = 4 
for the right-hand side of (5.4) yields 
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After differentiation of the second group of terms in (3.1B) and then letting 
y’ approach zero we find 
3% dy’ [ - 2 $ (aj * N”) ( Vj* - Vi”‘) U j] , Q 
j 3 
x [{dy’(Vf2 - Vj”“)> Ui + (Vj”” - Vj”) (- 2, U;],, . (5.8) 
3 
Form (4.11) and (4.14) the first group of terms in (5.8) vanish; the second 
group of terms can be evaluated when QS = P’ or y’ = 0 by (4.6) and (4.7). 
Thus Eq. (5.8) reduces to 
(5.9) 
In a similar way using (4.15) and (4.16) we prove the results 
(5.10) 
and using (4.6) 
$“o dy’ 2 (ai . NV) V;“Uj 
I I -3 j=l 
For the last three groups of terms in (3.1B) differentiation and passage to 
the limit yields 
f,yo dy’ 
I 
IQ3’ 1 (cij . N”) pyUi dx + so’” c (ai . N”) rj3Ui dx 
0 i Qsz j 
+ j-” C (aj . NV) p;*Uj dy 
0 i I 
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+ c (Lyj . NY) Pfw~O,O+, . (5.12) 
After inserting the values of piz, CiA from (4.20-4.21) into the first group of 
terms on the right-hand side of (5.12), these become 
+ dQ:, -&A,, 
W oLp2(a1 - N,‘) u4m 1 (5.14) 
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The last group of terms in (5.12) are 
In (5.15) U{oeo+, , j = I,..., 4, have been replaced by U~o+,oj as is permitted 
by (2.3) forj = 1, 2 and the hypothesis on the outgoing data 
43.0+~ = %l+.cl) (5.16) 
for j = 3,4. 
By combining Eqs. (5.7), (5.9-5.11), (5.13-5.15) we have 
l&dy’ R.H.S.(3.lB} = R.H.S.{5.7} + R.H.S.{5.9-5.11) + (5.13-5.15) = 0, 
(5.17) 
where R.H.S. is an abbreviation for right-hand side. The R.H.S. (5.17) can 
be simplified with the aid of (4.19) and the expressions IV2 = (0, - l), 
NV = (- 1, 0), Nj’ = (ejs , - ajr). Instead of showing all the details of this 
straight forward but lengthy simplification of (5.17) some typical parts of the 
process are exhibited. 
Collecting together the terms in (5.17) containing U,l there results 
Uz’A4, 
[ 
-~-~A3ir a41 all al2 
(a42 a4z%2 (oIpJ2 (a1 - Ni> 1 
= U,lA,, _ [ (alde %(a1 - w I = Adal - W (~11 u 1 (a, *W al2 z ’ (5.18) 
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Similarly the terms containing ZrX2 reduce to 
(5.19) 
and the terms containing UX3 and U,” sum to zero. Inspection of (5.17) 
shows that the terms with the factor U&+,,, either vanish because of the 
hypothesis Aii = 0, i = l,..., 4 or are multiplied by one of the two products 
A,,A,, , &,A,, . The terms containing the product A,,A,, are 
%l a41%2 1 
a12a21a42,z(a4 * lv,+) 
ci42a22a12(a4 . NC) 1 ca2. NY) A4d21 ~1 = - (a, . N4f) oL22 (O’,O) ’ 
while the terms containing the product &A3i are 
U’d,,d,, J-- - a31a31%2 OL41a41%2 
(y42a32 a&3 ' N:)(a3 * N,t) + OL42b3 -N,+) ('4 'N:) 
+ alloL310112 
OL11a41a12 
I = O' 
After the simplification of 
ljma @‘[R.H.S.{3.1A}] = 0 
liyo u”‘[R.H.S.{3. lB}] = 0 
. (5.19) become is completed Eqs 
(5.19A) 
(5.19B) 
2 (ctj . Nu) 
,r; (aj . N;) -%j [ 
U’ y’(O,Of) 
(5.20) 
Hence, on account of (3.3) the consistency conditions (2.4) are verified. 
verified. After what has been explained in Section 2 the proof of 
Theorem 1 is complete. 
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6. REMARKS 
The genesis of the system of integral equations (2.2) for the unknowns 
U1, lJ2 was the Green’s identities (2.1), where the values 3 and 4 were inserted 
for k. The question arises: What would have been the consequence if k = I,2 
had been used instead of K = 3,4 ? The answer is that for the new system of 
integral equations the determinant corresponding to (3.3) would be identicalI! 
zero. 
The determinant corresponding to (3.3) seems to play the key role in 
determining whether a boundary initial problem is well posed. For example, 
if the incoming variable U1 and the outgoing variable U4 were given on the 
y-axis then using (2.1) with k = 2, 3 would lead to a nonsingular system of 
integral equations for the determination of U2, Cr3 because the determinant 
corresponding to (3.3) for the system would not vanish. 
The hypotheses that have been placed on the system (1. I), namely, that it 
be a system with constant coefficients and Aii = 0, i = I,..., 4, were assumed 
because they simplified and shortened the presentation of the main ideas. 
The removal of these restrictions seems straightforward. 
The techniques and results of this paper may be applicable to systems 
of equations in more than two independent variables, since techniques exist 
for reducing problems in more than two independent variables to correspond- 
ing problems in two dimensions [l]. Research in this direction is being 
pursued. 
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