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Estimation of Variance and Covariance 
Components-MINQUE Theory 
C. RADHAKRISHNA RAO 
Indian Statistical Institute, New Delhi, India 
The paper consists of two parts. The first part deals with solutions to some 
optimization problems. The general problem is one of minimising Tr AVA’U, 
where V and U are positive definite matrices when the elements of the matrix 
are subject to linear restrictions of the type AX = 0 or X’AX = 0 and trace 
AVi = p, , i = l,..., k, or U,‘AU, + ... + U,‘AU, = M. 
These results are used in determining Minimum Norm Quadratic Unbiased 
Estimators (MINQUE) of variance and covariance components in linear 
models. The present paper is a generalization of an earlier attempt by the 
author to obtain estimators of heteroscedastic variances in a regression model. 
The method is quite general, applicable to all experimental situations, and the 
computations are simple. 
PART I: SOME OPTIMIZATION PROBLEMS 
1. Introduction 
In part I are considered some optimization problems which occur in the theory 
of MINQUE (M’ * munum Norm Quadratic Unbiased Estimation) of variance and 
covariance components as developed by the author [6,7]. The results obtained 
are of wider interest and may be useful in solving some other problems in mathe- 
matical statistics. 
The general problem is one of minimising trace AVA’U, where V and U are 
p.d. (positive definite) matrices of appropriate order, when A is subject to the 
conditions 
(i) AX = 0 or X’AX = 0, where X is a given matrix 
(ii) Tr AVi’ = pi , i = I,..., k; Vi and pi are given, 
or U,‘AU, + ... + Uk’AUk = M; Ui and M are given. 
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Two situations are considered-when A is a general m x n matrix and when A is 
restricted to the class of symmetric matrices in addition to the conditions (1.1). 
The optimization problems are not new in the sense that each involves 
minimising a quadratic form of the elements aij of A subject to linear restrictions. 
A solution can be found as given in (lf.1.3) on p. 49 of [4]. Or one could use a 
minimum norm g-inverse [5, S] to find a minimum norm solution of the linear 
equations satisfied by aij . The main interest is in the expression of the solution 
in a suitable matrix form. 
Notation. For convenience we write (B, C) = Tr BC’. The matrix X in 
(1.1) is taken to be of order n x s and of rank Y. The projection operator on 
p(X), the space generated by the columns of X, is denoted by 
P, = x(x’v-1x)-x’v-1, (1.2) 
when the inner product of vectors y and x is defined by x’Vy. In (1.2), (XV-lx)- 
denotes any generalized inverse of XV-ix. It may be noted that P, is unique 
and further I -P, = Qv is the projection operator on p(X’-), the space 
orthogonal to that of p(X). When V = I, we shall write PI simply as P without 
the suffix. 
2. Preliminary Lemmas 
We shall prove some lemmas which are useful in solving the optimization 
problems considered in Sections 3 and 4. 
LEMMA 2.1. Let Ai be a m x pi matrix of rank ri , i = l,..., s, A be a p.d. 
matrix and (Ai’AAi)- any g-inverse of A,‘&& . If Zr, = m, then the following 
statements are equivalent: 
(a) Ai’AAj = 0, 
(b) n-l = 1 Ai(Ai’AAi)- Ai’. 
(2.1) 
The results are given in example 25 on p. 60 of [4]. 
LEMMA 2.2. Let X be a n x s matrix of rank r, V be a p.d. matrix and P, 
be as de$ned in (1.2). Then there exists a n x (n - r) matrix G such that 
(i) G’X = 0, (ii) G’VG = I,-, and (iii) GG’ = VIQv (2.2) 
whereQ, = 1 -Pp,. 
The results (i) and (ii) follow by observing that the columns of G are the 
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eigenvectors of XX’ with respect to V corresponding to the zero eigenvalue of 
multiplicity n - r. 
To prove (iii), we use the identity (2.1) choosing A = I, A, = W2G, and 
A, = V-Wx. 
LEMMA 2.3. Let X and V be as defined in Lemma 2.2. Then there exists a 
n x (n - Y) matrix G such that 
(i) G’X = 0, (ii) G’G = I 
where A is a diagonal matrix. 
and (iii) G’VG = a (2.3) 
The results are established by observing that the diagonal elements of A are 
the nonzero eigenvalues of (1 - P)V(I - P) and the columns of G are the 
corresponding eigenvectors. It may be noted that P = X(Xx)-xl, putting 
V = I in (1.2). 
LEMMA 2.4. Let X and V be as dejined in Lemma 2.2 and U be another p.d. 
matrix. Then there exists a n x (n - r) matrix G such that 
(i) G’X = 0, (ii) G’UG = I and (iii) G’VG = A, (2.4) 
where A is a diagonal matrix. 
The results follow from Lemma 2.3 by first determining H such that 
H’U-1/2X = 0 H’H=I, and H’(U-VVU-V)H = a, 
and choosing G = U-1/2H. It may be seen that the columns of G are the 
eigenvectors of (I - P,)V(I - Pu’) with respect to U corresponding to the 
nonzero eigenvalues which provide the diagonal elements of A. 
3. Lemmas on Optimization Problems 
Let %r be the class of m x n matrices A such that AX = 0 and Tr AV,’ = 
(A, Vi) = pi , i = I,..., k. 
LEMMA 3.1. min(A, A) E $?I is attained at 
where Q = I - P and A1 ,..., Xk are a solution of 
5 h(ViQ, Vi) = p, t j = l,..., k. 
(3.1) 
(3.2) 
i=l 
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Observe that A,X = 0 and consider an alternative A, + D such that 
(D, VJ = 0, and DX = 0 3 QD’ = D’. Now 
(A, , D) = C hi(ViQ, D) = 1 hi Tr V,QD’ = c hiViD’ = 0. 
Then 
(A,+D,A,+D)=(A,,A,)+(D,D) 
which proves the desired result. It may be noted that the Eqs. (3.2) are consistent 
if A exists such that (A, Vi) = pi , i = I,..., R. 
In the rest of the lemmas, we shall give the form of A, as in (3.1) and omit the 
obvious equations of the type (3.2) obtained by expressing the conditions 
(A, , Vj) = pj , j = l,..., k, to find h, ,..., h, . 
LEMMA 3.2. min(AV, UA), A E%‘~ and V, U are given p.d. matrices is 
attained at 
A, = C &U-iViV-iQ, 9 Qv = I - P, . (3.3) 
The result (3.3) is obtained by making the transformation B = U1~2AV1~2 
and applying Lemma 3.1. 
Let V, be the class of symmetric n x n matrices A such that AX = 0 and 
(A, Vi) = pi , i = l,..., k, where Vi can be taken to be symmetric without loss 
of generality. It may be noted that a general solution of AX = 0 is of the form 
A = GBG’, where G is a n x (n - Y) matrix of rank (n - r), G’X = 0, and 
B is a symmetric matrix. 
LEMMA 3.3. min(A, A), A E%~ is attained at 
A, = C &QViQ, Q=I-P. 
The lemma is proved by considering an alternative matrix A, + D, where 
(D,Vi)=OandDX=O=-QD=DandDQ=D. 
LEMMA 3.4. Let V be a p.d. matrix. Then min(AV, VA), A E V2 is attained at 
A, = C &Qg’V-iViV-iQv , (3.5) 
whereQ, = I -P,,. 
The result is proved by considering the matrix B = W2AW2 and applying 
Lemma 3.3 to minimize (B, B). 
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LEMMA 3.5. Let V be a p.d. matrix and G be as defined in Lemma 2.3, i.e., 
G’X=O, G’G=I, and G’VG = A, 
where A is a diagonal matrix with diagonal elements 6, ,..., S,-, . Then min(AV, A), 
A E 5fz is attained at A, = GBG’, where B satisfies the equation 
BA + AB = c &G’ViG. (3.6) 
The solution of (3.6) is 
B = c&Wi, (3.7) 
where the (Y, s)th element of W, is the (r, s)th element of G’ViG divided by 6, + 6, . 
Let A = A, + D = GBG’ + GCG’ be an alternative matrix, where 
(Vi, D) = 0, i = I,..., K. 
Hence 
2 Tr(GBG’VGCG’) = Tr(BA + AB)C 
= c Ai Tr V,GCG’ = 0. 
(A, + D)V(A, + D) = A,VA, + DVD 
which proves the desired result. 
LEMMA 3.6. Let V and U be p.d. matrices and G be as defined inLemma 2.4, i.e., 
G’X = 0, G’UG = I, and G’VG = A, 
where A is a diagonal matrix with 6, ,..., S,-, as diagonal elements. Then 
min(AV, W); A E%‘~ is attained at A, = GBG’ where B satisJies the equation 
BA + AB = c XiG’ViG. (3.8) 
The solution of (3.8) is 
B =CXiWi, w 
where the (Y, s)th element of Wi is the (r, s)th element of G’ViG divided by (S, + 6,). 
The proof is similar to that of Lemma 3.5. 
Let %a be the class of symmetric matrices A such that 
Ax = 0, U,‘AU, + .+* + U,‘AU, = M, (3.10) 
where U, ,..., Uk are n x q and M is a q x q given matrices. 
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LEMMA 3.7. Let V be a p.d. matrix. Then min(AV, VA), A E %‘a is attained at 
A, = R(U,AU,’ + ... + U,AU,‘)R, (3.11) 
where R = V-l(I - P,) and A is a solution of 
11 U,‘RU,AU,‘RU, = M. (3.12) 
The result is proved by considering an alternative matrix A, + D where 
DX = 0 and U,‘DU, + 1.’ + U,‘DUk = 0 and showing that 
Tr(A, + D)V(A, + D)V = Tr A,VA,V + Tr DVDV. 
LEMMA 3.8. Let V and U be p.d. matrices and G be a matrix as defined in 
Lemma 2.4, i.e., 
G’X=O, G’UG=I and G’VG = A (diagonal). 
Then min(AV, UA), A E V, is attained at 
A* = GBG’, (3.13) 
where B is a solution of the equation 
BA + AB = G’(U,AU,’ + ... + U&Jrc’)G. (3.14) 
The proof follows on the same lines as in Lemma 3.6. Since A is diagonal, the 
solution of B is as found in Lemma 3.6. 
Let %d be the class of symmetric matrices A such that X’AX = 0 and 
(A, Vi) = p, , i = l,..., k. 
LEMMA 3.9. min(A, A), A E V, is attained at 
A, = C hi(Vi - PV(P) (3.15) 
where P = X(X’X)-X’, the projection operator on p(X). 
We note that a general solution of X’AX = 0 is of the form T - PTP and an 
alternative to A, can be written 
A,+T-PTP 
with the condition (T - PTP, Vi) = 0. Now 
Tr(V, - PV,P)(T - PTP) = Tr V,(T - PTP) = 0. 
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Then 
(A,+T-PTP,A,+T-TPT)=(A,,A,)+(T-PTP,T-PTP) 
which proves the desired result. 
LEMMA 3.10. Let V be a p.d. matrix. Then min(AV, VA), A E g4 is attained 
at 
A, = V-i C Xi(Vi - P~ViP~‘) V-l (3.16) 
where P, = X(X’VIX)-XV-r. 
The result is obtained by applying Lemma 3.9 after making the transformation 
VWAVW = B. 
LEMMA 3.11. Let U = (I + 2r%X’) where r is a constant and L be such that 
L’UL = A (diagonal with diagonal elements 6, ,..., 6,) and LL’ = I. Then 
min(AU, A), A E g4 is attained at 
A* = L (C hJJ’i) L’ - PL (C &II<) L’P, (3.17) 
where P = X(X’X)-X’ and Ui is such that its (r, s)th element is the (r, s)th element 
of L’V,L divided by 6, + 6, . 
Let us observe that A, E %Y4 . I f  A, + T - PTP is an alternative choice of A 
such that (T - PTP, V,) = 0, then the following are true: 
(i) 2 Tr LUiL’U(T - PTP) = Tr(LU&‘U + ULUiL’)(T - PTP) 
= Tr L(U<A + AU,)L’(T - PTP) 
= Tr LL’V,LL’(T - PTP) 
= Tr V,(T - PTP) = 0, 
(ii) Tr PCPU(T - PTP) = Tr CPU(TP - PTP) 
= Tr CUP(TP - PTP) 
= Tr CU(PTP - PTP) = 0, 
since PU = UP. Using results (i) and (ii), we have 
Tr(A, + T - PTP)U(A, + T - PTP) = Tr A,UA, 
+ Tr(T - PTP)U(T - PTP), 
which proves the desired result. 
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The problem of minimising (AU, A), A E %‘4 was considered by Focke and 
Dewess [I]. 
LEMMA 3.12. Let U = (V + 2r2XX’) and V be a p.d. matrix. Then 
min Tr AUAV, A E %‘, is attained at 
A, = N (z h&J,) N’ - P,‘N (c h,U,) N’P, , (3.18) 
where N is such that N’VN = I, NUN = d (diagonal with diagonal elements 
6 1 ,..., 8,) and Ui is a matrix with its (Y, s)th element equal to the (Y, s)th element of 
N’VtN divided by 6, + 6, . 
The result is obtained from Lemma 3.11 after making the transformation 
A = V--1PBV--1/2. 
It may be noted that the columns of the matrix N are the eigenvectors of XX 
with respect to V. If pi ,..., pn are the eigenvalues of XX wlth respect to V, then 
6i = (/Li - 1)/2Y2, (3.19) 
so that the matrices A and N can be obtained by considering the determinantal 
equation 1 XX’ - hV 1 = 0. 
Let V, be the class of symmetric matrices A such that X’AX = 0 and 
U,‘AU, + ‘.* + U,‘AU, = M. 
LEMMA 3.13. Let V be a p.d. matrix. Then min(AV, VA), A E g5 is attained at 
A, = v-1 (1 &AU;) V-1 - P,‘V-l (1 U&Ji’) V-lP, . (3.20) 
The proof is similar to that of lemma 3.7. 
LEMMA 3.14. Let V be a p.d. matrix and U = (V + 2r2XX’). Further, let 
N and A be as defined in Lemma 3.12. Then min Tr AUAV, A E V5 is attained at 
A, = NKN’ - P,‘NKN’P, , (3.21) 
where K is a solution of the equation 
KA + AK = N’U,AU,‘N + ... + N’U&J;N. (3.22) 
The proof is on the same lines as in Lemmas 3.8 and 3.12. 
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LEMMA 3.15. Let A be the class of symmetric matrices such that AX = 0 and 
the diagonal elements areJixed, aii = pi , i = l,..., n. Then Tr AVAV is attained 
at 
A, = V-rQv~Qv’V-r, (3.23) 
where d is a diagonal matrix. Let S be the n-vector of diagonal elements of A and p 
be the n-vector of constants p, ,..., p, . Then S satisfies the equation 
M,S = p, (3.24) 
where M, is the matrix obtained from V-iQv by replacing each of its elements by 
its square. 
The result is obtained by applying Lemmas 2.2 and 3.4. We now give a general 
lemma of which some of the previous lemmas are special cases, but which does 
not provide a closed expression for A, in the general case. 
LEMMA 3.16. Let A be the class of symmetric matrices such that AX = 0 and 
Tr AVi = pi , i = l,..,, k. Then the minimum of 
Tr(AW,AW, + *** + AWAW,) (3.25) 
(where Wi are nonnegative matrices) is attained at A, satisfying the equations 
MWrA,W,M + ..a + MW&W,M = X,MV,M + a** + &JMVkM 
Tr A,Vi = pi , i = l,..., k, 
(3.26) 
where M is the projection operator on p(X’-). 
The result is proved on the same lines as of the other lemmas. 
PART II: ESTIMATION OF VARIANCE AND COVARIANCE COMPONENTS 
4. Previous Work 
There is a considerable literature on the subject of variance components 
models. A recent paper by Searle [9] contains a description of earlier work and 
some of the important references. There have been essentially two approaches 
to the problem. One is based on the assumption of normality of the variables in 
the linear model, in which case the likelihood can be written in terms of variance 
components parameters, and mean values. Then the maximum likelihood (m.1.) 
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estimates can be obtained as shown in [2]. The equations involved are very 
complicated and, further, not much is known about the properties of the m.1. 
estimators in this case. The other methods (reviewed in [9]) do not make any 
assumption about the distribution of the variables except for the existence of 
second-order moments. Essentially, analysis of variance techniques are used but 
the theoretical basis is not clear. The procedures suggested are ad hoc in nature 
and much seems to depend on intuition. No general method is put forward to 
cover all experimental situations and, where alternative methods are suggested, 
no principle is laid down for choosing one among them as appropriate in a given 
problem. 
The author [6, 71 has suggested an entirely different approach to the problem 
by introducing a new principle already described as MINQUE. The motivation 
for this principle, the properties of the estimators so obtained, and the computa- 
tional procedures involved are discussed in this part. Some of the proofs given 
in earlier papers of the author are simplified, using the optimization results of 
part I of this paper. 
5. Variance Components Model 
Let Y be an n-vector of random variables with a linear structure 
Y = XP i- UlK + ... + u,&c (5.1) 
where X is a given n x s matrix, 13 is a s-vector of unknown parameters, Ui 
is a given n x ci matrix and gi is a c,-vector of hypothetical variables with zero 
mean value and dispersion matrix $1. Further, gi and I& are uncorrelated. It 
is customary to add an n-vector E to the expression on the right side of (5.1), 
but it may be seen that such a model is a special case of (5.1) with III, = I and 
ck = n. We shall express the model (5.1) in the compact form 
Y =m+m, (5.2) 
where 
u=(u,:u,:~~~:u,) and 5’ = (t&’ : 5; : ... : Sk’). (5.3) 
In the notation of (5.2), 
E(Y) = xp, D(Y) = alvl + **- + Uk2V, , (5.4) 
where Vi = UiUi’. The problem is one of estimating the mean value 13 and the 
variance components ui2,..., ulc 2. The case where D&) = ui2Ki, where Ki is 
given, is also of the same form (5.4) with Vi = UiKiUi so that (5.4) is a very 
general formulation of the problem. 
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6. Principles for the Estimation of Variance Components 
Let us consider the estimation of a linear function of the variance components 
p1q2 + ... + PlPk2 (6.1) 
by a quadratic function Y’AY of the random variable Y in (5.2). We develop 
suitable criteria for determining the matrix A. 
(i) Unbiasedness 
E(Y’AY) = Tr AE(Y’Y) 
= P’X’AXP + C (~2 Tr AVi s Cpioi 
ax’Ax=o and (A, Vi) = pi , i = I,..,, k. (6.2) 
(ii) Invariance for translation of the p parameter 
If instead of p we consider y = f3 - &, as the unknown parameter then the 
model (5.2) becomes 
Y -xp,=xy+us (6.3) 
in which case the estimator of (6.1) is 
(Y - XP,)'A(Y - W,> (6.4) 
which is the same as Y’AY, whatever p,, may be, if and only if 
AX=O. (6.5) 
(iii) Minimum norm with invariance and unbiasedness 
If the hypothetical variable 5 were known, then a natural estimator of 
Cppp is 
(p,lQ&‘51 + ... + (Pk/~dSK’Sk = S’M (say), (6.6) 
where A is a suitably defined diagonal matrix. But the proposed estimator is 
Y’AY = S’U’AUS + 2P’X’AUS + P’X’AXP 
= ~‘U’AU~ (since AX = 0), (6.7) 
and the difference is g’(U’AU - A)g w lc h’ h can be made small in some sense by 
minimizing 
II U’AU - A II, (6.8) 
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where I/ .[I denotes the norm of a matrix. Then the problem reduces to mini- 
mizing I/ U’AU - A // subject to AX = 0 and Tr AVi = pi, i = l,..., k. The 
quadratic estimate Y’AY so obtained is called MINQUE (with invariance). 
If Ii . 11 is the Euclidean norm, i.e., square root of the sum of squares of all the 
elements in the matrix, then 
11 U’AU - A /I2 = Tr U’AUU’AU - 2 Tr U’AUA + Tr AA 
= Tr AVAV -- Tr AA, (6.9) 
since, Tr U’AUA = Tr AUAU’ = Tr C(p,/cJAV, = Tr AA. In (6.9), 
V == W’ = V, + ..+ + V, , Vi being as defined in (5.4). Thus in the case of 
the Euclidean norm the problem of determining A is that of minimising 
Tr AVAV = (AV, VA) (6.10) 
subject to the conditions 
Ax=0 and (A, Vi) = pi , i =:= 1 ,a.., k. (6.11) 
If we have prior information on ui2,,.., uk2 in terms of approximate ratios of 
their magnitudes, ai2 : ... : ak2, then we can rewrite the model (5.4) as 
Y = YB + %Ul’11 + ... + %Uk?k 7 (6.12) 
where qi = &/LX, . In terms of (6.12), 
E(Y) = XP, D(Y) = a,2v,u;* + -** + cqv,a:* , (6.13) 
where of, = ui2/ai2. Applying principle (iii) on the q variable (whose components 
have more uniform variances) to estimate C piui2, we have to minimize 
subject to the conditions 
Tr AV,AV, (6.14) 
AX=0 and TrAV, =pj, (6.15) 
where 
v, = QV, + ... + c&v,. (6.16) 
The difference between (6.10) and (6.14) is in the norm used. The motivation 
for minimizing jl . // and further properties of MINQUE are given in Rao [6]. 
See also Mitra [3]. 
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(iv) Minimum norm with unbiasedness only 
In some problems such as the one considered by Focke and Dewess [I] the 
conditions AX = 0, (A, Vi) = p, i = l,,.., k may not be consistent, in which 
case the principle of invariance is not applicable. Then we may use the condition 
(6.2) of unbiasedness only, viz., 
X’AX = 0 and (A, V,‘) = pi . (6.17) 
The quadratic form Y’AY under the condition X’AX = 0 reduces to 
S’U’AUg + 25’U’AXp (6.18) 
involving both 5 and p, which are unknown. Equation (6.18) is a quadratic form 
in 5 and p with the associated matrix 
( U’AU U’AX X’AU 1 0 . (6.19) 
Using the same argument as in (iii), the expression to be minimized is the norm 
of (6.19). If Euclidean norm is considered, the expression is 
Tr U’AUU’AU + 2 Tr U’AXX’AU 
= Tr AVAV + 2 Tr AXX’AV, v = UU’. (6.20) 
If we have prior information about the order of magnitude of p compared to 5, 
say, the average value of the components of p is Y times the average standard 
deviation of the 5 variables, then we may minimize 
Tr AVAV + 2r2 Tr AXX’AV (6.21) 
subject to the conditions (6.17). As in (6.14), we may replace V by V, depending 
on the availability of the prior information on ui2. The quadratic estimator 
determined such that (6.21) is a minimum subject to (6.17) is called MINQUE 
(without invariance). 
Extending the results of the author’s paper [7], Focke and Dewess [l] 
considered the problem of MINQUE (without invariance). They were led to 
minimize, in the problem of estimation of heteroscedastic variances, the 
expression 
TrAA + 2r2TrAXX’A (6.22) 
subject to condition of unbiasedness. The expression (6.21) is an obvious 
extension of that considered by Focke and Dewess to the more general situation. 
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7. Computation of Variance Components 
Mique with invariance. We recall the linear model (5.2), Y = Xl3 + Us, 
with E(Y) = Xp and 
D(Y) = a,v, -t- ... + Uk2V, . 
The MINQUE (with invariance) of Cp,u,” is Y'AY, where A is such that 
(AV, VA) is a minimum subject to AX = 0 and (A, Vi) = pi, i = l,..., k, 
where V = V, + *.- + V, or a12V, + ... + ak2V, as defined in (6.16). 
It is shown in Lemma 3.4 that the optimum choice of A is of the form 
A, = CX,RViR, R = V-l(I - P,), (7.1) 
where P, is the projection operator defined in (1.2). The MINQUE of x pioi2 is 
then 
A’Q = C &Qi > Qi = y'RV,RY, (7.2) 
where the vector A is a solution of 
C h(RV< 9 VjR) = pj ) j = l,..., k, 
which may be written in matrix form Sk = p, giving h = S-p, where S- is a 
g-inverse of S. Then the MINQUE of Cpiq2 is 
X’Q = p’(S-)‘Q = p’S-Q = p’& (7.3) 
where 8’ = (ela,..., 19,~) is a solution of 
So = Q. (7.4) 
Mitra [3] attempted to derive the Eq. (7.4) given in my earlier paper [6] by 
an application of least theory applied to suitably defined variables whose 
expectations are linear functions of ui a. The method is interesting so far as the 
analogy goes but does not seem to simplify the algebraic derivation of the final 
equations. The direct approach given in this paper and also in earlier ones [6,7] 
seems to have some merit. 
Instead of the expression (AV, VA), we may minimize a more general norm 
(although at present no motivation for such a choice is given) 
Tr AVAU, (7.5) 
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where V and U are given p.d. matrices, and A is subject to the conditions 
AX=& (4 Vi) = pi > i = I,..., k. 
For this purpose we apply Lemma 3.6, where the optimum choice of A is 
given in the form 
A, =G(~XJJi)G’==~hiWi, (74 
where G and Ui are as defined in Lemma 3.6. Following the arguments leading 
to the Eq. (7.4), th e corresponding equation in the present case is 
So = Q, (7.7) 
where Qi = Y’WiY, and the (i,j)-th element of S is (Wi , Vj). If 8 is a solution 
of (7.7), then the MINQUE of C piup. is C p,6,2. 
MINQUE without inwuriunce. The MINQUE of Cpdu,s in this case is 
Y’AY, where A is such that 
Tr AVAV + 2r2 Tr AXX’AV (7.8) 
is a minimum subject to X’AX = 0 and Tr AVi = p, . 
It is shown in Lemma 3.11 that the optimum choice of A is of the form 
A, = 2 h,(Wi - PW,P), wi = LUiL’, (7.9) 
where Ui and L are as defined in Lemma 3.11. The estimating equation is easily 
derived to be 
So = Q, (7.10) 
where Qi = Y’(W% - PW,P)Y and the (i,j) the element of S is 
(Wi , Vi) - (PW, ) VjP). (7.11) 
The MINQUE of C piat is C piGi where &a,..., 8,2 is a solution of (7.10). 
8. Covariance Components Model 
The method of estimation of variance components can be extended to the case 
of covariance components arising out of a more general linear model. Consider, 
for example, the model 
y=XB+U151+~*~+UkSk, (8.1) 
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where Y, X and p are as in model (5.2), and & is q-vector such that 
JqFi) = 0, E(Uj’) = x, E(gigj’) ~- 0, i F j. (8.2) 
The problem is one of estimating the q(q + I)/2 unknown elements of Z: or a 
linear function of C when p and ci are unknown. We can express (8.1) in the 
compact form Y = Xp + U5, as in (5.2), and observe that 
D(Y) = U,ZU,’ + *** + u,cu,‘. (8.3) 
Let us consider the estimation of (C, M), where M = (m,J is a symmetric 
matrix. 
(i) MINQUE with invariance. Let Y’AY be an unbiased estimator of 
Tr EM, where A is such that AX = 0. Now 
E(Y’AY) = Tr C (Ur’AUr + ... + U,‘AU& = Tr ClM 
leading to the condition (for unbiasedness) 
Ur’AUr + *.. + Uk’AUk = M. (8.4) 
If the variables & ,..., & are known, then a natural estimator of I: is 
and that of (2, M) is 
~-l(slsl’ + ... + S&k’>. V3.5) 
Tr W&S, + ..- + P&‘)M = k-K’ME, + ... + SklM%J, (8.6) 
whereas the proposed estimator is 
Y’AY = (U&r + ... + U,C,)‘A(U&, + a.. + U$&). (8.7) 
Considering (8.6) and (8.7) as quadratic expressions in f, we minimize their 
difference as in the case of estimation of variance components. Then the problem 
is one of minimizing 
[j U’AU II2 = Tr AVAV, (8.8) 
subject to the conditions 
AX = 0 U,‘AUl + ... + Uk:‘AUk = M. (8.9) 
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As in the case of variance components, if we have a prior estimate C, of C, 
then, instead of V = U,U1’ + ... + UkUk’, we can choose 
v = UIBJJ,’ + ... + U&Uk’. 
Whatever may be the choice of V, on applying Lemma 3.7 the optimum choice of 
A becomes 
A, = RU,AU,‘R + *.. $- RU,AU,‘R, R = V-l(I - P,), (8.10) 
where A is a solution of the equation 
1 C Uj’RU~AU~RUj = M. (8.11) 
z j 
The MINQUE of (Z, M) is 
Y’A,Y = Tr AZuiu~, ui = UiRY 
= (M, e), 
where 2 is a solution of 
(8.12) 
C C U.j’RUiCU~RUj = 1 Uitl~‘. (8.13) 
j i 
(ii) MINQUE without inwariance. As in (7.8), the expression to be minimized 
is 
Tr AVAV + 2r2AXX’AV, (8.14) 
where V is as defined in (8.8) subject to the conditions 
X’AX = 0, U,‘AU, + *** + U,‘AU, = M. (8.15) 
Applying Lemma 3.14, the optimum choice of A is 
A, =NKN’-Pp,‘NKN’P,, (8.16) 
where N and K are as defined in Lemma 3.14. The MINQUE is Y&Y. In 
view of the complicated nature of the solution for K, it seems difficult to write an 
equation of the form (8.13) for estimating C. 
9. Transformation of variables 
It is interesting to observe that the MINQUE as defined in the paper is 
invariant under a linear transformation of the variables: or, in other words, 
instead of Y, we can write the model for Y, = BY, where B is nonsingular, 
y*=x*P+u*~, (9-l) 
683/1/3-z 
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where X, = BX, and U, = BU. In such a case 
D(Y*) = cl:vl* + .‘. + o,:v,,* ) (9.2) 
where Vi* = BV,B. The MINQUE of pioi2 would be the same under the set 
up (9.1), (9.2) as in the original set up (5.2), (5.4). 
Now let G, be any 71 x (n - r) matrix of rank n - Y (where Y is the rank 
of X) such that G,‘X = 0. Considering only the (n - Y) variables which are the 
elements of 2 = G,‘Y, we have 
z?(Z) = 0, D(Z) = u,2E, + 1.. + uzEI,, (9.3) 
where Ei = G,‘V,G, . For MINQUE (with invariance) of C piui2, we need only 
consider the model (9.3), and obtain quadratic functions of Z as estimates. 
Once a reduction of the type (9.3) is made, the subsequent formulas are simpler. 
The appropriate formulas may be obtained by putting X = 0 and writing 
Ei for Vi in the formulas derived for the original set-up (5.2, 5.4). 
In practice, we may look for other possibilities in further simplifying the model 
instead of directly applying the formulas developed in the paper. For instance, a 
suitable G,, may exist such that 
D(Z) = “i2F, + *+. + vrc2Fk , (9.4) 
where vi2 are independent linear functions of uj2 and the matrix Fi has nonzero 
elements only in the columns ct + 0.. + ci-i + 1 to cr + -1. + ci and in the 
rows c1 + ..* + C&l + 1 to ci + *.* + ci , where ci are positive constants such 
that ci + *.. + C~ = n - r. In such a case, we can partition Z’ as (Z,‘,..., Zk’), 
where Zi is c,-vector such that 
D(ZJ = $Fi* , i = l,..., K, (9.5) 
where F,* is obtained from Fi by retaining only the relevant columns and rows. 
The MINQUE of vi2 is 
Z,‘F$Zi , i = l,..., K, (9.6) 
from which the MINQUE of ui2,..., ak2 can be obtained. It may be noted that the 
estimation of variance components through expectations of mean squares in an 
analysis of variance table is based on formulas such as (9.4)-(9.6). 
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