Asymmetric links are common in wireless networks for a variety of physical, logical, operational, and legal considerations. An asymmetric link supports uni-directional communication between a pair of mobile stations and requires a set of relay stations for the transmission of packets in the other direction. We introduce a MAC layer protocol for wireless networks with Asymmetric links (AMAC). The MAC layer protocol requires fewer nodes to maintain silence during a transmission exchange than the protocols proposed in [1, 2] . We present a set of concepts and metrics characterizing the ability of a medium access control protocol to silence nodes which could cause collisions.
INTRODUCTION
In a wireless environment, at any given time, an asymmetric link supports unidirectional communication between a pair of mobile stations and requires a set of relay stations for the transmission of packets in the other direction. Throughout this paper the term "asymmetric" is related to the transmission range of a node at time t and a communication channel linking two nodes. Two nodes linked by an asymmetric link at time t may find themselves in close proximity, or may be able to increase their transmission range and to reach each other at time t + τ and thus be connected by a bi-directional link. Thus we feel compelled to make a distinction between unidirectional and asymmetric links in wireless networks. We shall drop this distinction whenever the context allows us to.
Asymmetric links are common in wireless networks for a variety of physical, logical, operational, and legal consideraPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. tions. The transmission range of a node might be limited by the capabilities of the hardware or by power limitations. A node might need to limit its transmission power to avoid interference with a licensed user of the spectrum, or because of dynamic spectrum management considerations. In military applications, considerations of stealth might require some nodes to reduce their transmission power. In addition to these, [3] mentions some schemes have been proposed recently to maintain optimum network topology by tuning the transmission range of individual nodes [4] [5] [6] , which leads to possible unidirectional links.
In this paper we introduce a MAC layer protocol for wireless networks with Asymmetric links (AMAC). The MAC layer protocol requires fewer nodes to maintain silence during a transmission than the protocols proposed in [1, 2] . We introduce a set of metrics characterizing the ability of a MAC protocol to silence nodes which can cause collisions.
The paper is organized as follows. Related work is presented in Section 2. Section 3 presents AMAC protocol in every aspects. Section 4 describes the simulation environment and presents the results of the simulation study with a discussion of the effect of network load and number of nodes. We conclude in Section 5.
RELATED WORK
Several potential problems and issues of wireless ad hoc networks with unidirectional links have been addressed in [7] and [8] . One of the important issue is the hidden node problem, which becomes more complicated with the existence of unidirectional links. In a wireless network with symmetric links only, a hidden node is generally defined as a node out of the range of the sender and in the range of the receiver [9] . According to this definition such a node is hidden from the sender but exposed from the receiver. The hidden node problem can be solved by a RTS-CTS handshake mechanism proposed by MACA [10] (RTS stands for Request to Send and CTS for Clear to Send). However, in a heterogeneous wireless ad hoc network, a hidden node should be defined as a node out of the range of the sender and whose range covers the receiver. According to this definition, a hidden node is hidden from the sender and possibly hidden from the receiver as well. The RTS-CTS handshake mechanism is not a solution for such networks since a CTS packet may not be able to reach all hidden nodes.
Several solutions to the hidden node problem in a heterogeneous wireless ad hoc network exist. Poojary et al. [1] proposes that a node rebroadcasts a CTS packet if it is received from a low-power node. To decrease the probability of collisions, each node waits a random number (1 . . . 6) of SIFS (Short Inter-Frame Spacing) periods before transmitting a CTS packet. Fujii et al. [2] made several improvements relative to [1] : (i) not only CTS but also RTS packets are rebroadcasted; (ii) nodes with a CTS packet to rebroadcast, first sense the medium and transmit only if the medium is not busy; and (iii) only high-power nodes rebroadcast RTS or CTS packets. The solutions proposed by [1] and [2] can lead to the inefficient use of the channel if nodes are misclassified as hidden nodes. In such situations, nodes that could have been active are silenced due to misclassification, severely degrading the channel utilization. [1] and [2] routinely assume routing over symmetric links so that the sender is able to receive both CTS and ACK packets. In the presence of asymmetric links, however, the sender might not receive the CTS or ACK packets, thus the sender cannot trigger the transmission of DATA packets, and does not know whether a transmission was successful or not. The MAC protocol to be presented in Section 3 is designed to handle these situations as well.
Bao et al. [11] propose a collision-free dynamic channel access scheduling algorithm PANAMA. Two scheduling algorithms are proposed for networks with unidirectional links, NAMA-UN that is node activation oriented and supports broadcast traffic efficiently, and PAMA-UN that is link activation oriented and is more suitable for relaying unicast traffic. The channel access is allocated for NAMA-UN and PAMA-UN alternatively, with each scheduling algorithm lasting for a fixed amount of time. In PANAMA, the sender node is able to detect the hidden node that also attempts to relay traffic to the receiver. The winner of a contention is based on priority values, however, if the link from the hidden node to the receiver is unidirectional, in which case the hidden node may not be aware of the sender, the hidden node always wins the contention. In this way, the hidden node problem involving unidirectional links is solved.
The Sub Routing Layer (SRL) project [12, 13] adds an intermediary layer between the MAC and network layers. This layer partially isolates the routing protocol from the MAC layer, although it still allows the routing protocol to directly contact the MAC layer. For unidirectional links, reverse paths are computed using the Reverse Distributed Bellman-Ford algorithm. The SRL implementation also signals the detection of new neighbors and the loss of (unidirectional) links. The place of the SRL in the network stack is analogous to the IMEP protocol in the TORA routing algorithm.
In the following sections, we are going to introduce a new MAC layer protocol for ad hoc networks with Asymmetric links (AMAC). Though we have the intention to design AMAC as the underlying MAC protocol for any routing protocols, AMAC currently works with A 4 LP [14], a routing protocol for power-constrained networks.
MAC PROTOCOL

Topological considerations
The handling of the hidden nodes is an essential problem for wireless MAC protocols operating in the presence of asymmetric links. In the following, we introduce a series of topological concepts and attempt to classify hidden nodes. The following definitions are necessary to introduce the MAC layer protocol.
We call the proxy node through which an L-Node can reach an H-node a P-node. A tunnel is defined as the reverse route from an L-Node to an H-through a P-node. Call Tsr a transmission from sender s to receiver r.
Assuming at time t, the distance between two nodes i and j is dij (t), and the transmission range of node i is Ri(t). Then, the Boolean reachability function Rij (t) is defined as 
Note that Hsr are the hidden nodes for the transmission of the DATA packets, while Hrs are the hidden nodes for the transmission of ACK packets.
Definition 4. Call P 3i the three-party proxy set coverage of node i. P 3i is the set of nodes reachable either by node i directly, or participate in a three-party proxy set with node i and a third node. 
Call mXHR3sr the minimal extended hidden nodes relay set of a transmission Tsr in three-party proxy set coverage of node r. mXHR3sr includes a set of nodes in XHR3r (mXHR3r ⊆ XHR3r) such that (i) the node r can relay traffic to any node in XH3sr through some nodes from mXHR3sr; (ii) the removal of any nodes in mXHR3sr makes some nodes in XH3sr unreacheable from node r. 
In our current design, the topology information is maintained by the routing protocol A 4 LP [14] . Finally, we introduce a set of metrics characterizing the ability of a MAC protocol to silence nodes which can cause collisions. 
A solution to the hidden node problem
In a heterogeneous ad hoc network with asymmetric links the sender may not be able to receive the CTS or ACK packets from the receiver. In such a case a DATA packet, or the next frame cannot be sent. The IEEE 802.11 protocol assumes that all the connections are symmetric. Our protocol relaxes this assumption, asymmetric links can be used provided that they are part of a three-party proxy set [14] .
Our protocol retains the use of RTS, CTS, DATA and ACK frames defined in IEEE 802.11 standard. In addition, we have four new frames: XRTS (Extended RTS), XCTS (Extended CTS), TCTS (Tunneled CTS), and TACK (Tunneled ACK).
Our solution is to relay RTS and CTS packets to the nodes in H3rs and H3sr respectively. In this way, a considerable number of nodes that are misclassified as "hidden" nodes by [1] , referred to as protocol A, and [2] , referred to as protocol B, are allowed to transmit. Note that our approach does not identify all hidden nodes, but neither methods A or B are able to identify all hidden nodes.
Node Status
In IEEE 802.11, when a node overhears a RTS or a CTS packet, it becomes silent and cannot send any packet from then on until its NAV expires. In this way, nodes in the relay set cannot send XRTS/XCTS as they should be in a silent state after overhearing the RTS/CTS packet. To resolve this dilemma, we replace the silent state with a quasi silent state, in which a node is allowed to send control packets, except RTS and CTS.
In the medium access model proposed in this paper, a node is either in an idle state, active state, quasi silent state, or silent state. When a node is in an idle state, it is able to send or receive any type of packets. When a node is in active state, the node is either sending or receiving a packet. When a node is in quasi silent state, the node can either receive packets or send any packet type except RTS, CTS, or DATA packet. When a node is in silent state, the node can receive packets but cannot send any packet. Node s is the sender, r is the receiver, the link from node s to r is asymmetric, and node j is the proxy node that can relay traffic to s for r. Nodes k1 and k2 are hidden nodes for transmissions Trs and Tsr, respectively. Nodes j1 and j2 are the proxy nodes that can relay traffic from s to k1 and from r to k2, respectively.
Medium Access Model
The medium access model of our protocol is an extended four-way handshake. (see Figure 2 ) For short data frames, there is no need to initiate an RTS-CTS handshake. For long data frames we recognize several phases:
1. Sensing phase. The sender s senses the medium. If it does not detect any traffic for a DIFS period, the sender starts the contention phase; otherwise, it backs off for a random time before it senses again.
2. Contention phase. The sender s generates a random number γ ∈ [0, contention window] slot time. The sender s starts a transmission if it does not detect any traffic for γ slot time.
3. RTS transmission phase. The sender s sends an RTS packet to the receiver r. The RTS packet specifies the NAV(RTS), link type of Lsr and MXHR3rs. The link type field is used to determine whether symmetric or asymmetric medium access model is used.
4. CTS transmission phase. The receiver r checks whether the link is symmetric or not. If link Lsr is symmetric, node r sends a CTS packet back to node s; otherwise, node r sends a TCTS packet to node s. A TCTS packet specifies both the proxy node and the receiver s. The proxy node forwards the TCTS packet to the original sender s after receiving it. A CTS/TCTS packet can be sent only after sensing a free SIFS period. Instead of MXHR3sr, MXHR3rs − MXHR3sr is specified in the CTS/TCTS packet so that every extended hidden node relay is included only once thus the duration of XCTS/XRTS diffusion phase can be reduced.
5. XRTS/XCTS diffusion phase. All nodes that overhear a RTS/CTS/TCTS packet enters a quasi silent state. After the CTS transmission phase, all extended hidden node relays that are either specified in RTS or CTS/TCTS starts contention for broadcasting XRTS/XCTS to its neighbors. When a node captures the medium, all other nodes backs off for a random number of (1, 4) SIFS period, and continue the contention until the XRTS/XCTS diffusion phase finishes. An XRTS/XCTS diffusion phase lasts for 6 SIFS periods, after which all nodes except the proxy node becomes silent.
6. Data transmission phase. When the XRTS/XCTS diffusion phase finishes, the sender s starts sending DATA packets to the receiver r after sensing a free SIFS period.
7. Acknowledgement phase. Once the receiver r successfully received the DATA packet from the sender s, it replies with an ACK if link Lsr is symmetric, or a TACK packet if link Lsr is asymmetric. An ACK/TACK packet can be sent only after sensing a free SIFS period. When the sender s receives an ACK/TACK packet, it starts contending the medium for the next frame. Meanwhile, the NAVs that are reserved for this transmission should expire.
We note that when a node overhears a packet containing new NAV information, it compares the current NAV with the new NAV, and updates it with the NAV that expires later.
SIMULATION STUDY
The accuracy of hidden node classification
A node is misclassified as a hidden node if it is silenced by the algorithm mistakenly. Misclassification leads to unnecessary silencing of nodes which could have been transmitting, reducing bandwidth utilization. A node is missed by the algorithm if it was not silenced although it should have been. Missed nodes lead to collisions. The better the accuracy of the protocol in classifying the nodes, the better the bandwidth utilization. A useful measure of the global performance of an algorithm is the number of incorrect silencing decisions per transmission -which we define as the sum of the misclassified and missed nodes.
We compare the accuracy of the classification of our proposed AMAC protocol with the accuracy of two well known protocols which are performing the same classification [1, 2] . As a note, the basic IEEE 802.11 MAC protocol does not perform any classification of nodes. The simulation environment is an area of 500 × 500 meters. We populate our environment with a heterogeneous collection of nodes belonging to the four main classes of wireless nodes C1, C2, C3, and C4 (see [14, 15] ). The transmission ranges are random variables with the mean 100, 75, 50, and 25 meters, respectively and the standard deviations for each class is 5 meters. The simulation scenarios are created using a set of 40 to 120 nodes including an even number of nodes for each class. The positions of the nodes are uniformly distributed in the area. For each generated scenario, we repeat the experiment 1000 times. The displacement of nodes are distributed around an initial position and the standard deviation is 20% of its transmission range.
The results of the simulation are shown in Figure 3 . The graph (a) shows the number of misclassified nodes per transmission. The AMAC algorithm does not misclassify nodes, because in the process of 3-party proxy set formation, the nodes whose transmission range does not reach the current node are filtered out. However, misclassified nodes can appear with the AMAC protocol if the nodes are highly mobile and the current configuration does not reflect the one detected when the 3-party proxy set was established. The graph (b) shows the missed nodes per transmission. Here the AMAC protocol performs worse than the other two protocols considered, as it is considering only the 3-party proxy sets, and ignores possible higher order proxy sets. However, the number of missed nodes is very small for all the three protocols. Figure 3 shows the number of incorrect silencing decisions per transmission. Here the AMAC protocol emerges with the lowest number of incorrect decisions, as its better performance at misclassification compensates for the lower performance in regards to missed nodes.
Comparison in realistic scenarios
The main benefit in using a MAC protocol capable of handling asymmetric links is that it can provide the adequate functionality to routing protocols which can take advantage of asymmetric connections. Therefore, the benefits of the MAC protocol can be visualized only if we compare it in a complete routing stack. In this section we present a series of experiments where we compare the pairing of AMAC with A 4 LP [14] as the upper layer protocol, against two well established protocols pairs: AODV/IEEE 802.11 and OLSR/IEEE 802.11.
We use NS-2 [16, 17] , an object-oriented event-driven simulator developed at the Lawrence Berkeley National Laboratory, with the CMU wireless extensions [18] . To describe the movement of nodes in the system we use the "random waypoint" model [19] . Each node randomly picks a destination on the map, moves to the destination at a constant speed, and then pauses for certain time, the pause time. After the pause time, it continues the movement following the same pattern.
In our simulations we use traffic patterns generated by constant bit rate (CBR) sources sending UDP packets. Each CBR source is active for a time interval called CBR duration. Our simulation allows a setup time to allow nodes gather certain routing information before generating any traffic. After the setup time, The simulation time is divided into equal time slices, called switching intervals. During each switching interval, we generate CBR sources for different pairs of senders and receivers. Table 1 illustrates the default settings and the range of the parameters for our simulation experiments. To construct 95% confidence intervals, we repeat each experiment 10 times for a pair of scenario and traffic pattern, the two elements affecting the results of a performance study.
We are concerned with the impact of node mobility, network load, and network density upon packet loss ratio, and latency. For each randomly generated scenario and traffic patterns, we run simulation experiments covering AODV over IEEE 802.11, OLSR over IEEE 802.11, A 4 LP using 3-limited forwarding with distance metric (A 4 LP-M3-F1) over AMAC, and AODV/IEEE 802.11 is the worst. The ratio of packets lost by AODV/IEEE 802.11 is roughly twice the rate of packets lost by the other protocols. The major reason is that flooding, an inefficient broadcast solution, is used in AODV/IEEE 802.11 for finding a route. Among the other protocols, A 4 LP-M3-F2/ AMAC performs best, followed by OLSR/IEEE 802.11, which delivers more packets than A 4 LP-M3-F1/AMAC for similar scenarios and traffic patterns. OLSR/IEEE 802.11 is able to deliver packets only via symmetric links, thus packets are dropped if at least one asymmetric link is on the critical path, however, in which case A 4 LP/AMAC is able to deliver those packets. The case study in the previous section is the right instance. Our experiment also proves the metric we proposed in [14] (A 4 LP-M3-F2), a combined metric with distance, power level and class information, is a better metric than the distance only metric (A 4 LP-M3-F1) in heterogeneous mobile ad hoc networks. Figure 5 illustrates the average latency versus the network load. The average latency of AODV/IEEE 802.11 is much higher than that of the other protocols. AODV is an reactive protocol which finds routes only when needed. A 4 LP is a hybrid protocol, routes to non-neighbors are still discovered when needed, however, routes to certain In-, Out-, and InOut-bound neighbors are maintained proactively in a routing table; this fact contributes to the reduction of the average packet delivery latency. Figure 5 shows that OLSR/IEEE 802.11 has the lowest average packet delivery latency. It is followed by Figure 6 illustrates the average latency versus the number of nodes. For similar scenarios and traffic patterns, A 4 LP-M3-F2/AMAC delivers most packets, followed by OLSR/ IEEE 802.11, A 4 LP-M3-F1/AMAC, and AODV/IEEE 802.11. As the number of nodes in the network increases, the network connectivity increases as well, thus the packet loss ratio decreases. Figure 6 shows that the packet loss ratio decreases from roughly 40% to about 10% as the number of nodes increases from 30 to 110. Figure 7 shows the average packet delivery latency versus the number of nodes. The average latency of AODV/IEEE 802.11 is much higher than the other protocols. For A 4 LP/ AMAC and OLSR/IEEE 802.11 the packet latency tends to decrease as the number of nodes increases. As the number of nodes in the network increases, more neighbors and routes are found during the neighbor information exchange process, thus the packet delivery latency decreases.
CONCLUSIONS
In this paper, we argue that asymmetry of the transmission range in wireless networks is a reality and should be treated as such. We proposed a MAC layer protocol, AMAC, which reduces the number of nodes that have to be silent but as all the other schemes proposed may miss some of the nodes which should have been classified as "hidden". IEEE 802.11 assumes symmetric links between each pair of nodes while AMAC does not. For traffic over unidirectional links, AMAC relies on a proxy node in three-party proxy set to relay acknowledgements back to the sender so that the reliability is assured. Our MAC protocol reduces average packet loss ratio and average latency as asymmetric links are comprehensively utilized which dominate routing in heterogeneous ad hoc networks.
Our future work is dedicated to remove the dependency of AMAC from A 4 LP, and provide transparent interface to routing protocols so that it could be the underlying MAC protocol for any routing protocol in heterogeneous wireless ad hoc networks.
