A model order reduction algorithm is presented that generates a reduced-order model of the original highorder model, which ensures high-fidelity within the desired time interval. The reduced model satisfies a subset of the firstorder optimality conditions for time-limited H2-model reduction problem. The algorithm uses a computationally efficient Krylov subspace-based framework to generate the reduced model, and it is applicable to large-scale systems. The reduced-order model is parameterized to enforce a subset of the first-order optimality conditions in an iteration-free way. The efficacy of the algorithm is validated on benchmark model reduction problems.
I. INTRODUCTION
T HE intricacies and complexity of the physical systems are increasing each year. The modern-day physical systems are mathematically described by several hundred or thousands of differential equations resulting in a large-scale state-space model. The computing power of the modern-day computers is also increasing at an increasing rate; however, the complexity of the physical systems still poses a computational challenge to the efficient simulation, analysis, and design. Model order reduction (MOR) techniques are used to obtain a reduced order approximation of the original high-order model, which retains most of its input-output properties. The reduced-order model (ROM) can then be used as a surrogate for the original highorder system in the design and analysis [1] - [6] . Balanced truncation (BT) [7] is among the most popular MOR techniques. The preservation of stability, the existence of an a priori error bound, and high accuracy are among the most significant features of BT. In BT, the states which have significant Hankel singular values are retained in the ROM, and the remaining states are truncated. BT requires the solution of two large-scale Lyapunov equations which is a computationally intensive task. The high computational cost of BT hinders its applicability to large-scale systems. Several extensions of BT exist in the literature to reduce its computational cost like [8] - [12] which suggest replacing the exact solution of the Lyapunov equations with their low-rank approximations. BT is generalized to preserve several other system characteristics like passivity, second-order structure, U contractivity, etc. Reference [1] provides an in-depth survey of BT and its extensions. The modal configuration is an important mathematical property of the system model, which is related to several physical phenomena. For instance, the interconnected power systems exhibit low-frequency oscillations like local, interplant, and interarea oscillations. These are associated with the modes in the frequency interval of 0 − 2 Hz and are poorly damped [13] . The small-signal stability analysis and the damping controller design rely heavily on these modes. Various modes can also be associated with the power system components in the network, like generators and power system stabilizers. Therefore, their preservation in the ROM is important from a physical perspective. Moreover, their preservation in the ROM is also beneficial for the accuracy of ROM both in the time and frequency domains [14] - [17] . Recently, several eigensolvers are developed which exploit the sparse structure of the largescale models and efficiently compute the dominant modes [18] - [20] which are required to be preserved in the ROM for achieving good accuracy. Modal truncation based on these eigensolvers can efficiently generate a ROM for large-scale systems which preserves the dominant modes of the original model. In terms of accuracy, modal truncation is way inferior to BT. However, in many applications, the preservation of important modes of the original system is more important than the overall accuracy in terms of error. Moment matching is another important class of MOR techniques. In moment matching methods, a ROM is constructed which interpolates the original transfer function and a few of its moments using computationally efficient rational Krylov subspace based-framework. These techniques can easily handle large-scale systems and can be applied even if the model is unknown, and only the input-output data is known [21] . Moment matching methods have been significantly advanced over the last two decades, and several generalizations and extensions exist which can preserve various system properties while ensuring good accuracy as well. Reference [22] provides a detailed survey of moment matching methods. The moment matching methods are normally not as accurate as balancing based methods; however, the iterative rational Krylov algorithm (IRKA) is considered among the gold standards of moment matching. IRKA was first proposed by Gugercin et al. for single-input single-output (SISO) systems in [23] , and it is as accurate as BT even if the algorithm is initialized with fairly random interpolation points. The ROM generated by IRKA satisfies the first-order optimality conditions for the H 2 -MOR problem. IRKA was later generalized for multi-input multioutput (MIMO) systems in [24] . In general, the convergence is not guaranteed in IRKA, and it significantly slows down as the number of inputs and outputs increases. Moreover, the stability of the ROM is not guaranteed. Gugercin presented a modification to IRKA, i.e., iterative SVD rational Krylov algorithm (ISRKA) which satisfies a subset of the first-order optimality conditions for the H 2 -MOR problem and the stability is also guaranteed [25] . However, the algorithm presented is still an iterative algorithm with no guarantee on convergence. Also, it requires the computation of one large-scale Lyapunov equation which is computationally not feasible in a largescale setting. In [26] , an iteration-free pseudo-optimal rational Krylov (PORK) algorithm is presented, which generates a ROM that satisfies a subset of the first-order optimality conditions like ISRKA, and the ROM is also guaranteed to be stable. Unlike ISKRA, it does not require the solution of a large-scale Lyapunov equation, and thus it is computationally efficient. Practically, no system or its simulation is run over an infinite time interval. It is, therefore, reasonable to ensure a superior accuracy within the actual range of operation. To ensure highfidelity in a desired limited time interval, BT is generalized to time-limited BT (TLBT) in [27] . TLBT is computationally expensive as it requires the solution of two large-scale dense Lyapunov equations. In [28] , the applicability of TLBT is extended to large-scale systems using Krylov subspace-based methods and low-rank approximation of large-scale Lyapunov equations. The ROM is not guaranteed to be stable in TLBT. In [29] , IRKA is generalized to time-limited scenario to approximately achieve the first-order optimality conditions for the time-limited H 2 -MOR problem. The first-order optimality conditions for the time-limited H 2 -MOR problem are expressed as bi-tangential Hermite interpolation conditions in [30] , a descent-based iterative algorithm is presented for SISO systems, which generates a ROM which satisfy these conditions. The algorithm is computationally not feasible in a large-scale setting as it requires the computation of poleresidue form of the original transfer function, which is an expensive task. Moreover, the stability of the original system is not guaranteed to be preserved in the ROM generated by both the algorithms, and there is no guarantee on the convergence of the algorithms. In this paper, we present a time-limited MOR algorithm which satisfies a subset of the first-order optimality conditions for the time-limited H 2 -MOR problem (as derived in [29] and [30] ). The algorithm is iteration-free, and it guarantees the stability of ROM. The proposed algorithm does not involve any large-scale Lyapunov equation, and it uses a computationally efficient rational Krylov algorithm to construct the ROM. Therefore, it is applicable to large-scale systems. The proposed algorithm uses the parametrization of the ROM approach [31] , [32] to enforce a subset of the optimality conditions and to place the poles and their associated input or output residues to the specified locations. Thus it can also preserve the modes and their associated input or output residues of the original systems like modal truncation. Therefore, the proposed algorithm can also be used for the applications wherein modal preservation is an important property to be preserved in the ROM. We have tested our algorithm on benchmark MOR problems, and the simulation results confirm the efficacy of the proposed algorithm.
II. PRELIMINARIES
Let H(s) be the n th order model of the original high-order system. The MOR problem is to find a r th (r << n) order ROMĤ r (s) of H(s) such that the error ||H(s) −Ĥ r (s)|| is small in some defined sense. Let x ∈ R n×1 , u ∈ R 1×m , and y ∈ R p×1 be the state, input, and output vectors of the state-space representation of H(s), i.e.,
Let x r ∈ R r×1 and y r ∈ R p×1 be the state and output vectors of the state-space representation ofĤ r (s), i.e.,
The important mathematical notations which are used throughout the text are tabulated in Table I . 
Hermitian of the matrix λ i (·)
Eigenvalues of the matrix Ran(·)
Range of the matrix orth(·)
Orthogonal basis for the range of the matrix span i=1,··· ,r
{·}
Span of the set of r vectors A. PORK [26] H r (s) interpolates H(s) at the interpolation points σ i in the respective (right) tangential directionsĉ i ∈ C m×1 for any output rational Krylov subspaceŴ r such thatŴ * rV r = I if the input rational Krylov subspaceV r satisfies the following property
Choose anyŴ r , for instance,Ŵ r =V r , and compute the following matrices
ThenV r satisfies the following Sylvester equation:
where {σ 1 , · · · , σ r } are the eigenvalues ofŜ r . A family of ROMs which satisfy the interpolation conditionĤ r (σ i )ĉ i = H(σ i )ĉ i can be obtained by parametrizing the ROM in ξ if all the interpolation points σ i have positive real parts, and (Ŝ r ,L r ) is observable, i.e.,
Equation (6) is a subset of the first-order optimality conditions for the local optimality problem ||H(s) −Ĥ r (s)|| 2 H2 , and thuŝ H r (s) is a pseudo-optimal ROM of H(s).
B. TLBT [27]
TLBT [27] is a generalization of BT [7] wherein the standard controllability and observability Gramians, which are defined over the infinite time horizon, are replaced with the ones defined over the time interval of interest. Let P T and Q T be the time-limited controllability Gramian and timelimited observability Gramain respectively defined over the time interval [0, t] wherein a superior accuracy is desired, i.e.,
which solve the following Lyapunov equations
C. TLIRKA
The time-limited squared H 2 -norm (H 2,t ) of the error system H(s) −Ĥ r (s) is given by
A T rQ T +Q TÂr +Ĉ T rĈ r − eÂ T r tĈT rĈ r eÂ r t = 0 (8)
It is shown in [29] thatĤ r (s) is a local optimum for the problem ||H(s) −Ĥ r (s)|| 2 H2,t if the following first-order optimality conditions are satisfied
andê i is the unit vector. When either equation (11) or (12) is satisfied, the following holds [29] , a projection based algorithm is presented, which tends to achieve optimality conditions (11)- (13) . The algorithm does not achieve an exact local optimum; nevertheless, it yields a ROM, which exhibits high-fidelity within the specified time interval [0, t]. Starting with a random guess of the ROM, the input and output subspaces in TLIRKA [29] are computed as
where QSQ −1 is the spectral factorization ofÂ r , B = SB r , and C =Ĉ r S −1 .V r andŴ r is set to orth(V r ) and orth(Ŵ r ), respectively, and the ROM is updated aŝ
and the process is repeated until the relative change in S stagnates. In [30] , the optimality conditions (11)-(13) are expressed as bi-tangential Hermite interpolation conditions, and a decent algorithm is presented for SISO systems, which satisfies these conditions exactly. The algorithm presented uses the transfer function of H(s) instead of its state-space realization.
III. MAIN RESULTS
In this section, we present an iteration-free rational Krylov subspace based MOR algorithm which generates a timelimited pseudo-optimal ROM of H(s). We call a ROM as time-limited pseudo-optimal if it satisfies (15) . The ROM thus satisfies a subset of the optimality conditions for the problem ||H(s) −Ĥ r (s)|| 2 H2,t , i.e.,Ĥ r (s) satisfies either (11) or (12). We name our algorithm as "time-limited PORK (TLPORK)".
A. TLPORK
Let us defineŜ r ,L r , B T , H T (s),Ĥ T (s), and L T aŝ
H T (s) interpolates H T (s) at the interpolation points σ i in the respective (right) tangential directions c i ∈ C 2m×1 for any output rational Krylov subspaceŴ r such thatŴ * rV r = I if the input rational Krylov subspaceV r is defined aŝ
Owing to the relation with the Sylvester equation [33] ,V r solves the following Sylvester equation
A family of ROMs which satisfy the interpolation condition Then, the ROMĤ r (s) in TLPORK can be extracted from H T (s) by removingQ −1 S e −Ŝ * r tL * r fromB T , i.e.,
Theorem 1: If (Â r ,B r ,Ĉ r ,D r ) is defined as in equation (20), H r (s) has the following properties: (i)Ĥ r (s) has poles at the mirror images of the interpolation points. Thus,Â r = −Q −1 SŜ * rQ S , and hence, λ i (Â r ) = −λ i (Ŝ * r ). (ii) The time-limited controllability Gramian of (Â r ,B r ) solves the following Lyapunov equation (as in equation (7)) A rPT +P TÂ * r +B rB * r − eÂ r tB rB * eÂ * r t = 0.
By pre-and post-multiplying equation (7) withQ S , by puttinĝ A r = −Q −1 SŜ * rQ S andB r = −Q −1 SL * r , and also by noting thatQ S eÂ r tQ−1 S = e −Ŝ * r t , equation (7) becomes
Due to uniqueness,V rPT =P T , and therefore,Ĉ rPT = CP T . Hence,Ĥ r (s) is a time-limited pseudo-optimal model ROM of H(s).
Dually, a time-limited pseudo-optimal ROM can also be achieved by using a fixedŴ r and then parameterizing the ROM. We refer it to as "Output-TLPORK (O-TLPORK)" to differentiate with TLPORK. Let σ i be the interpolation points in the (left) tangential directionsb i ∈ C 1×p . Let us definẽ L T ,B T , andB T as
W * r solves the following Sylvester equation
If all the interpolation points σ i have positive real parts, and the pair (Ŝ r ,B T ) is controllable, a time-limited pseudooptimal ROMĤ r (s) of H(s) can be obtained aŝ
where
Theorem 2: If (Â r ,B r ,Ĉ r ,D r ) is defined as in equation (23), H r (s) has the following properties: (i)Ĥ r (s) has poles at the mirror images of the interpolation points. 
B. Algorithmic Aspects
We allow the state-space matrices to be complex so far in this section; however, one can obtain a real ROM for a real original model. For instance, a realV r can be computed by any rational Krylov subspace method instead of actually solving the Sylvester equation (17), i.e.,
The next step then is to compute the matrices of Sylvester equation which thisV r satisfies (as it may not satisfy equation (17)). This can be accomplished in a few simple steps. Choose anyŴ r , for instance,Ŵ r =V r . Then compute the following matrices
Then, L T andŜ r for the Sylvester equation of thisV r can be computed as 
Finally, the ROM is obtained aŝ Similarly, a realŴ r can be computed by any rational Krylov subspace method instead of actually solving the Sylvester equation (22) , i.e.,
The next step then is to compute the matrices of Sylvester equation which thisŴ r satisfies (as it may not satisfy equation (22)). Choose anyV r , for instance,V r =Ŵ r . Then compute the following matrices
Then,B T andŜ r for the Sylvester equation of thisŴ r can be computed as 
The ROM is obtained aŝ 
C. Computational Cost
TLBT [27] is computationally not feasible for large-scale systems because of the cubic complexity associated with the solution of large-scale Lyapunov equations. In [28] , the applicability of TLBT is extended to large-scale systems by using the low-rank approximation of Lyapunov equations. Various methods to efficiently compute e At B and Ce At are also discussed in [28] . TLPORK and O-TLPORK do not involve large-scale Lyapunov equations like TLBT [27] . The main computational effort in TLPORK and O-TLPORK is spent on calculating the rational Krylov subspacesV r andŴ r for which several efficient methods are available [33] . Thus, TLPORK and O-TLPORK are easily applicable to large-scale systems.
IV. NUMERICAL RESULTS
In this section, we perform three experiments to test the efficacy of TLPORK, and we compare its performance with the well-known existing techniques. The test models are taken from the benchmark collection of [34] . In all the experiments, we initialize IRKA randomly and use its final interpolation points and tangential directions to initialize TLIRKA. We use the same interpolation points and tangential directions for PORK. We use the final interpolation points and tangential directions of TLIRKA for TLPORK. This helps to investigate the impact of satisfying only a subset of the optimality conditions on the accuracy of the ROM. The results of O-TLPORK are indistinguishable from TLPORK and hence, not shown for brevity. All the experiments are conducted on a computer with Intel(R) Core(TM) i7-8550U 1.80GHz×8 processors and 16GB memory using MATLAB 2016.
Heat equation in a thin rod: This is a 200 th order SISO model taken from [34] . A 5 th order ROM is obtained using BT, TLBT, IRKA, PORK, TLIRKA, and TLPORK. The desired time interval is specified as [0, 2] sec. Note that unlike TLBT and TLIRKA, the stability of the ROM is guaranteed in TLPORK. The H 2,t norm of the error, i.e., ||H(s) −Ĥ r (s)|| H2,t , is tabulated in Table II . Interestingly, TLPORK ensures less H 2,t -norm error than TLIRKA in this example. This is not a surprising result as TLIRKA does not yield an optimal ROM but only tends to yield an optimal ROM and nearly satisfies the optimality conditions.
Clamped beam: This is a 348 th order SISO model taken from [34] . A 12 th order ROM is obtained using BT, TLBT, IRKA, PORK, TLIRKA, and TLPORK. The desired time interval is specified as [0, 4] sec. The H 2,t norm of the error, i.e., ||H(s) −Ĥ r (s)|| H2,t , is tabulated in Table III . It can be seen that TLPORK ensures the least H 2,t -norm error. International space station: This is a 270 th order MIMO model taken from [34] with three inputs and three outputs. A 10 th order ROM is obtained using BT, TLBT, IRKA, PORK, TLIRKA, and TLPORK. The desired time interval is specified as [0, 1] sec. The H 2,t norm of the error, i.e., ||H(s) −Ĥ r (s)|| H2,t , is tabulated in Table IV . It can be seen that TLPORK ensures the least H 2,t -norm error.
V. CONCLUSION
We present an iteration-free tangential interpolation algorithm which places the poles of the ROM at the mirror images of the interpolation points and makes the tangential directions the residues associated with these poles. The algorithm thus enforces a subset of the first-order optimality conditions for time-limited H 2 -MOR problem. The proposed algorithm can also preserve the desired modes and their associated residues in the ROM like modal truncation. The Krylov subspacebased implementation ensures its applicability to large-scale systems. The numerical results confirm the theory presented in the paper.
