Existing algorithms for positive unlabeled learning (PU learning) only work with certain data. However, data uncertainty is prevalent in many real-world applications such as sensor network, market analysis and medical diagnosis. In this paper, based on positive naive Bayes (PNB), which is a PU learning algorithm for certain data, we propose an algorithm to handle uncertain data . However, it requires the prior probability of positive class and in real-life applications it is generally difficult for the users to provide this parameter, which is a drawback inherited from traditional PNB algorithm. We improve it by selecting the value of the prior probability of positive class automatically that can make the obtained classifier achieved optimal performance on the validation set. The conducted experiments show that the proposed algorithm yields good performance without user-specified the prior probability of positive class and has satisfactory performance even on highly uncertain data.
Introduction
A key problem in data mining, classification under PU learning scenario which builds a classifier using only labeled positive examples and unlabeled examples has been widely investigated recently. Current algorithms for PU learning are all dedicated to handle certain data [2, 3, 11, 12, 13, 14, 26] . However, data uncertainty is often found in real-world applications such as sensor network, market analysis and medical diagnosis where the precise values of data might be unknown due to imprecise measurement, outdated sources, or decision errors. Uncertainty may appear in numerical attributes. For example, vast amount of uncertain data are present in sensor network as a result of the imperfect hardware used for the collection process. Uncertainty can also arise in categorical attributes. For instance, in cancer diagnosis, it is difficult for the doctor to accurately decide a tumor to be benign or malignant due to the experiment precision limitation. Therefore it would be better to be represented by probabilities to be benign or malignant [1] .
PNB is proposed by Denis [2] to deal with the PU learning problem in text classification domain. Nevertheless, it is only applicable in the case that the instances are represented as bag of words. Calvo et al. generalize it to handle general discrete attributes in [3] . In this paper, we address the problem of classification on uncertain data under PU learning scenario. Based on PNB [3] , we propose an algorithm to cope with uncertain categorical attributes by means of the definition of probabilistic cardinality [1] . However, it requires the user to provide the prior probability of positive class, which is a shortcoming inherited from traditional PNB algorithm. In order to make up the defect, we select the value from 0.1 to 0.9 which could make the classification performance highest on the validation set as the prior probability of positive class. This paper is organized as follows. In the next section, we discuss related work briefly. In Section 3 we define the problem of classification on uncertain data under PU learning scenario. Section 4 illustrates the proposed algorithms in detail. The experimental results are shown in Section 5. And finally, Section 6 concludes the paper.
Related Work
To the best of our knowledge, there is no work so far on classification of uncertain data under PU learning scenario. While there has been widely research in uncertain data management and mining.
A survey on uncertain data mining and management applications has been provided in [4] . In the case of uncertain data mining, studies include clustering [15, 16, 17] , classification [1, 5, 6, 27, 7] , frequent item mining [18, 19, 20, 21, 22] and outlier detection [23] . Here, we mainly focus on the studies on classification of uncertain data. Qin et al. proposed a rule-based algorithm to cope with uncertain data in [1] where the value of uncertain numeric attribute is represented as a range and the probability distribution function over this range, and the value of uncertain categorical attribute is represented as a set of values with associated probabilities. A new measure called probabilistic information gain was introduced for generating rules. Subsequently, in [5] Qin et al. presented a new decision tree for classifying and predicting both certain and uncertain data (DTU) by extending traditional measurement, such as information entropy and information gain. In [6] , Tsang et al. extended classical decision tree algorithm to Uncertain Decision Tree (UDT) algorithm to handle uncertain data represented by probability density function (pdf) adopting the technique of fractional tuple for splitting tuples into subsets when the domain of its pdf spans across the split point. In [27] , Ren et al. introduced a naive Bayes classification algorithm for uncertain data with pdf by extending the class conditional probability estimation in the naive Bayes model. Our work is different since our algorithm is devised for PU learning and we focus on uncertain categorical data. In [7] , Bi et al. proposed Total Support Vector Classification (TSVC), a formulation of support vector classification to handle uncertain data.
The problem of PU learning can be addressed by discarding the unlabeled examples and learning from only labeled positive examples, e.g., One-Class SVM [8] . However, in this way, useful information in the unlabeled examples has not been considered. It is beneficial to construct a classifier using positive and unlabeled examples. A survey on the learning from positive and unlabeled examples can be found in [9] where PU learning algorithms, which focus on text classification tasks, were divided into three categories. In [3] , Calvo et al. extended the PNB algorithm [2] which can only be applied to text classification, to cope with general discrete attributes. Furthermore, they extended it to more complex Bayesian classifier, positive tree augmented naive Bayes (PTAN), and the averaged version of these classifiers (APNB and APTAN) was introduced by stimulating the prior probability of positive class by means of Beta distribution.
To the best of our knowledge, all the current PU learning algorithms are devised for certain data. In this paper, we explore the classification of uncertain data under PU learning scenario. Here, we mainly focus on uncertain categorical data. Existing uncertain data classification algorithms require fully labeled training data. However, in many real-life applications, it is expensive and time-consuming to get fully labeled data. In this paper, only positive and unlabeled examples are utilized. We integrate data uncertainty into PNB algorithm. However, the traditional PNB algorithm [2, 3] requires the prior probability of positive (p), as a parameter, provided by the user. Although Calvo et al. proposed to model the uncertainty about p by means of Beta distribution, users need to provide the parameters for the Beta distribution, which is difficult for the users in real-life applications. Our algorithm is different from traditional PNB algorithm as it could yield good performance without user-specified parameter p.
Problem Definition
Here, we define the problem of classification on uncertain data under PU learning scenario formally.
Under PU learning with uncertainty scenario, the training dataset D consists of a set of positive examples P and a set of unlabeled examples U , D = P ∪ U . Each example can be represented by < X uc , C, S >.
n }, representing the attribute vector with n uncertain categorical attributes; C ∈ {0, 1}, representing the class label of X u c , 0 for negative and 1 for positive; S ∈ {0, 1}, representing X u c is labeled (S = 1), or unlabeled (S = 0). Each instance in P is labeled and positive, represented by < X uc , C = 1, S = 1 >, and the class label of each instance in U is unlabeled, denoted as < X
is an uncertain categorical attribute (UCA), whose attribute value is uncertain [1] , with X uc ij denoting the j-th instance of attribute X uc i . The concept of UCA was introduced in [25] . We use V (X 
The PNB algorithm [2] assumes an underlying generative model where a class is selected according to class prior probabilities when solving the PU learning problem in text classification domain. It is assumed that unlabeled examples are generated according to the underlying probabilistic model, which means the prior probability of positive class is estimated on the unlabeled examples instead of the whole training set. Although it is not presented explicitly in [3] , the assumption has been applied in the process of extending PNB [2] to work with general discrete attributes. Here, we use a simple model for PU learning: the labeled positive examples are selected completely randomly from all positive examples. This means that positive examples are randomly labeled positive with probability 1-a, and are left unlabeled with probability a. The model was intro-duced in [10] , utilized in [11, 12, 13] , formalized in [14] , and characterized as "selected completely at random" [14] . Under this assumption, any positive example has probability 1-a to be in the set P , and probability a to be in the set U .
The task of classification on uncertain data under PU learning scenario is to construct a classifier from only positive and unlabeled examples with uncertain data to predict unseen instances. In this paper, we only focus on uncertain categorical attributes. Based on the formalization above, we will construct a naive Bayes classifier from only positive and unlabeled examples with uncertain categorical attributes to predict the class labels for unseen instances.
4 Algorithms 4.1 Uncertain Positive Naive Bayes Based on PNB algorithm [3] , here we present a PU learning algorithm to handle uncertain categorical attributes. According to the Bayes rule and assuming that the attributes are independent given the class label, for a given certain instance x, the posterior probability is formulated as (4.1)
For certain data, we can predict the class label for an instance using Eq.(4.1). However, in the case of uncertainty, the value of X u c i is not single but the corresponding probability vector
. . , x im }. Therefore, we compute the conditional probability P (X u c i = x ik |C = c) with probability p ik , with which X uc i takes value of x ik for all k = 1, . . . , m, and accumulate them altogether. Thus, for uncertain instance x u c , the probability of instance x u c belonging to positive class and negative class can be estimated as
In §3, we mentioned that certain attribute can be viewed as a special case of uncertain attribute and in such circumstances Eq.(4.2) is equivalent to Eq.(4.1). Hence, Eq.(4.2) can also be used to predict the class label for certain data.
For Eq.(4.2), the parameters required to estimate are P (C = 1), P (X
i )|, and i = 1, . . . , n. For the sake of brevity, the previous probabilities will be denoted by p, P (x ij |1), P (x ij |0) respectively. Traditional naive Bayes algorithm falls into the supervised learning classification framework where the examples we have are all labeled, hence the parameters can be estimated from training data. While in the case of PU learning, we cannot directly estimate P (x ij |0) and p due to the absence of negative examples. In [3] , p is regarded as the proportion of positive examples in the unlabeled examples. In our algorithm, p is viewed as the proportion of positive examples in the whole training set, where the positive examples include labeled positive examples P , and the hidden positive examples in U under the assumption that "selected completely at random".
For certain data, we can estimate P (x ij |0) based on p as
where N (x ij , U ) denotes the number of unlabeled instances where X i = x ij , |D| denotes the cardinality of the training set and |P | denotes the cardinality of the set of positive instances. However, when the dataset contains uncertain categorical attributes, X uc i = x ij for an instance is uncertain and with certain probability. Inspired by the concept of probability cardinality (PC) [1] , we can compute the probabilistic cardinality of unlabeled instances over X uc i = x ij , which is the sum of the probability of each instance in U whose corresponding X
. Therefore, in the case of uncertainty, we can estimate P (x ij |0) based on p as
In order to avoid P (x ij |0) to be negative, we replace all negative estimations by 0, and then normalize all the probabilities following the method in [3] , so that for each attribute X
, and the normalization factor
, where P (x ij |0) is estimated using Eq.(4.4). However, a problem to be noted here is that there may be a case that P (x ij |0) < 0 for all j = 1, . . . , |V (X u c i )| when computing Eq.(4.4), which makes Z i = 0 and there will be an exception when computing Eq.(4.5). This is a problem existing in [3] . Here, we replace all negative estimations by 0.1 instead of 0, considering normalization and Laplace correction, P (x ij |0) can be estimated as
The parameter P (x ij |1) can be estimated on the labeled positive examples by means of maximum likelihood estimator. Using Laplace correction to avoid computing probability values of zero we can estimate
i )| + |P | where P C(x ij , P ) stands for the probabilistic cardinality of positive instances where
The parameter p cannot be estimated from the training set and must be provided by the user.
Based on the equations above, we can build a naive Bayes classifier to cope with uncertain categorical attributes from positive and unlabeled examples, which is named as uncertain positive naive Bayes (UPNB). The time complexity of UPNB is O(|D|nv) dominated by estimating P (x ij |1) and P (x ij |0), where n is the number of attributes, and v is the maximum number of values that an attribute may take.
Accurate Uncertain Positive Naive Bayes
In §4.1, we note that UPNB requires the prior probability of positive class p which is difficult for the user to provide in real-life applications. Here, we select a possible value which makes classifier yield best estimated performance on the validation set as p, so as to free the user from providing p. The parameter p is selected from 0.1 to 0.9, stepping by 0.1. The step can be more dense, but the experimental result shows that this doesn't always help to improve the performance significantly. Due to only positive and unlabeled instances on the validation set, we cannot estimate the performance of classifier directly. Therefore, it is important that how to estimate the performance on the positive and unlabeled instances.
In [11] , Lee and Liu proposed a performance measure similar to F1, precision · recall/P (C = 1), which can help us to search a best value as p on the validation set. For uncertain data, precision = P (C = 1|f (X u c ) = 1), recall = P (f (X u c ) = 1|C = 1). As proved in [11] , precision · recall/P (C = 1) = recall · recall/P (f (X uc ) = 1) where recall can be estimated using the labeled positive examples in the validation set and P (f (X uc ) = 1) can be estimated using the entire validation set. Therefore, we can estimate the performance without labeled negative examples. The performance measure is similar to F1 in the sense that it is large when both precision and recall are large and is small if either precision or recall is small. Following the method in [11] , the dataset was randomly split into three sets: the training set containing 50% of the instances, the validation set containing 20% of the instances and the test set containing 30% of the instances. After the best value for p is chosen, the naive Bayes classifier is retrained on the combined training and validation set and tested on the test set. This algorithm is named as accurate uncertain positive naive Bayes (aUPNB), which is illustrated in Algorithm 1.
Algorithm 1 accurate uncertain positive naive Bayes
Input:
Training set: T ; Validation set: V ; Output:
An accurate uncertain positive naive Bayes Classifier, B; 1: for i=1 to 9 do 2:p = i/10; 3:
In this algorithm,p is an estimation of prior probability of positive class, B i is the classifier trained on the training set T with currentp using UPNB. The function evaluate(B i , V ) evaluates the classifier B i in terms of recall · recall/P (f (X uc ) = 1) on the validation set V and output f i , f i = recall · recall/P (f (X uc ) = 1). In step 6 and step 7, the value ofp which maximizes f i is assigned to p. Then in step 8, the final classifier B is obtained on the combined training and validation set with p using UPNB. Let's write l for the number of class labels. To obtain p, In this section, we report our experimental results. Since our algorithm can only process uncertain categorical attributes, five datasets containing only categorical attributes from UCI repository [24] are used in the experiments. The class distribution of these datasets is appropriate to model PU learning problem. Information about these datasets is shown in Tab.1. In Tab.1, Pos/Neg presents the percentage of the number of positive examples against that of negative examples. As shown in Tab.1, car evaluation and nursery have more than two classes. For car evaluation, instances from the 'unacc' class are regarded as positive and the rest as negative. For nursery, instances from the 'priority' class are regarded as positive and the rest as negative.
We introduce synthetic uncertainty into the datasets for lack of real uncertain datasets adopting the technique in [1] . For an instance x uc , the values of attribute X u c i are converted into probability vector P i = {p i1 , . . . , p im }. For instance, when we introduce 10% uncertainty, the attribute X uc i will take the original value with 0.9 probability, and 0.1 probability to take any of the other values. Suppose in the original accurate dataset X i = x i1 , then we will assign p i1 = 0.9, and assign p ij (2 ≤ j ≤ m) to ensure m j=2 p ij = 0.1. In this section, we write a for the probability of positive examples being used as unlabeled examples, p for the prior probability of positive class which needs to be provided by the user in UPNB algorithm, and u for the extent of uncertainty in uncertain categorical attribute. We measure the performance on the test set in terms of F1 and Accuracy which are commonly used in PU learning [14, 3] . The experiments are conducted on a PC with Core 2 CPU and 2.0 GB main memory. For each of the experiments settings here, ten trails of experiments are conducted, and the averaged classification performance is reported.
aUPNB vs. UPNB
In this group of experiment, we compare the classification performance between aUPNB and UPNB on certain and uncertain datasets with various parameter settings. We select half of the attributes as uncertain attribute for each dataset.
Firstly, we present the performance of aUPNB and UPNB on certain and uncertain datasets under a=40%. Fig.1 and Fig.2 show the results on certain data (u=0), and the results of uncertain data with u=30% are given in Fig.3 and Fig.4 . In Fig.1 to Fig.4 , the horizontal axis represents the parameter p provided by the user, and the vertical axis represents F1 or Accuracy.
It can be observed from Fig.1 to Fig.4 that the performance of UPNB is influenced by the value of p provided by the user, e.g., it is sensitive to p on car evaluation, kr-vs-kp and nursery. And it is generally difficult for the user to provide a value of p that can make classification performance excellent. For mushroom and vote, it is not very sensitive where the value of p provided by the user may make UPNB perform well. However, aUPNB could yield good performance without user-specified parameter p as it is obvious from Fig.1 to Fig.4 that the performance curves of aUPNB are at the top or very close to the top of the performance curve of UPNB in most cases.
As mentioned in §4.1, the performance measure we used to select a value on the validation set is similar to F1. However, we can see from the presented experimental results that Accuracy can also be satisfactory in most cases.
Furthermore, we experimented with a=20%, 40%, 60%, 80%; u=0, 10%, 20%, 30%, 40%, 50%; p ranges from 0.1 to 0.9 stepping by 0.1. Note that it may be too tedious to present all the figures (5 datasets ×4 a × 6 u × 2 performance=240 figures). Here, we present the experimental results in the form of tables although not intuitive as figures. Due to space limitation, only the results of averaged F1 under various parameter settings are shown in Tab.2 to Tab.6 where column 1 and 2 gives the value of a and u respectively; columns 3 to 11 give the performance of UPNB under different values of p; the last column lists the performance of aUPNB.
As we can observe from Tab.2 to Tab.6, the performance of UPNB varies with p. However, aUPNB performs well compared with the most cases of UPNB under different settings of p. And even if the value of p provided by the user could achieve the best performance, aUPNB is very close to it, with the decrement within 1% in most cases. Overall, aUPNB does not require the user to estimate the prior probability of positive class and could achieve satisfactory performance on certain and uncertain datasets.
Experiment on uncertain attributes
In this group of experiment, we show the classification performance when different attributes are selected as uncer- tain attributes. We experimented with a=40%; u=0, 10%, 20%, 30%, 40%, 50%. The attributes are sorted in descending order according to their information gain index. The top h representative/unrepresentative attributes are selected as uncertain attributes to introduce synthetic uncertainty. As the averaged Accuracy has similar trend with F1, for lacking of space, we only give the results of averaged F1 in Fig.5 . The horizontal axis represents the degree of uncertainty and the vertical axis represents averaged F1. In Fig.5 , 1f denotes the experiment with the top 1 representative attribute used as uncertain attribute; and 1b for the top 1 unrepresentative one. The same for the others. It can be observed from Fig.5 that when some of the most unrepresentative attributes are used as uncertain attribute, F1 remains relatively stable compared with certain data when uncertainty ranges from 10% to 50%. However, when we introduce synthetic uncertainty for some of the most representative attributes, F1 will decline as uncertainty increases. The decrement differs from dataset to dataset, e.g. sharply on car evaluation, kr-vs-kp and nursery, slowly on mushroom and vote. Overall, different uncertain attributes in the dataset have different impact on classification performance. The more representative the uncertain attributes, the more significant the impact on the classification performance and vice versa.
Performance of aUPNB on uncertain data
In this group of experiment, we present the performance of aUPNB on different extent of uncertain data. We experimented with a=40%; u=0, 10%, 20%, 30%, 40%, 50%. As demonstrated in §5.2, different uncertain attributes have different impact on classification performance. Here, we select attributes to introduce synthetic uncertainty according to the following method. For each dataset, we sort the attributes in descending order according to their information gain index and divided them into two approximately equal parts. Middle attributes of each part will be chosen to introduce synthetic uncertainty. For instance, car evaluation has six attributes. After sorted, the attributes in descending order are safety, persons, buying, maint, lug boot, and doors. We split them into two equal parts, safety, persons, buying and maint, lug boot, doors. When two attributes are chosen to be introduced uncertainty, persons and lug boot will be selected. Due to space limitation and averaged accuracy has approximate tendency, we only give the averaged F1 on different datasets. The experimental results are shown in Fig.6 , where k denotes the number of uncertain attributes.
As shown in Fig.6 , F1 declines slowly when uncertainty ranges from 0 to 40% with different number of uncertain attributes. The overall decrease in F1 is within 10% compared with the one over certain data even when the uncertainty reaches 40%, which demonstrates aUPNB is quite robust against data uncertainty.
For each dataset, F1 for various number of uncertain attributes are presented. It can be observed that F1 is not always decline as the number of uncertain attributes increases, e.g., the curve k=12 on kr-vs-kp and the curve k=12 on vote. Also, when all the attributes in the dataset are uncertain, F1 is not always the worst, e.g., the curve k=6 on car evaluation and the curve k=8 on nursery. This can be explained by the conclusion in §5.2 that different uncertain attributes in the dataset have different impact on classification performance.
Conclusion and Future work
The main contribution of this paper can be summarized as that we firstly tackled the problem of classification on uncertain data under PU learning scenario. Adopting the concept of probabilistic cardinality, we extend PNB, a PU learning algorithm which can only handle certain attributes, to the case of uncertain categorical attributes. Furthermore, since it is difficult for the users to provide the prior probability of positive class in reallife problems, in this paper, it is chosen on the validation set using a performance measure that can be estimated from positive and unlabeled examples. The experiments demonstrate that our proposed algorithm performs well without user-specified the prior probability of positive class and has satisfactory performance even when data is highly uncertain.
At present, we can only cope with classification on uncertain categorical attributes under PU learning scenario. We plan to study PU learning algorithm to deal with uncertain numeric attributes. On the other hand, we would like to estimate the prior probability of positive class directly instead of selecting on the validation set. 
