Hidden Markov models using the Fully-Connected, LeftRight and Left-Right Banded model 
Introduction
Due to the widespread popularity of Hidden Markov Models in speech recognition [1] and handwriting recognition [2] , HMMs have begun to be applied in spatio-temporal pattern recognition and computer vision [3, 4] . Their popularity is largely due to their ability to learn model parameters from observation sequence through Baum Welch and other re-estimation procedures. It is of great interest to find improved methods for training these models on multiple observation sequences, with a view to using the trained models for pattern classification purpose such as gesture recognition and other computer vision problems. This paper describes a Hidden Markov Model (HMM) based framework for hand gesture detection and recognition and investigates alternative models and learning strategies.
Human-Machine interfaces play a role of growing importance as computer technology continues to evolve. A large number of potential applications in advanced gesture interfaces for Human Computer Interaction (HCI) have been designed in the last decade [5, 6, 7, 9] . The goal of gesture interpretation is to push the envelope of advanced human-machine communication to bring the performance of human-machine interaction closer to human-human interaction. As example of the first generation pattern recognition application is the input of the Palm and Pocket PC PDAs, where keyboards have been replaced by handwriting recognition [8] . Previous attempts [5, 7] to develop a hand gesture recognition system include geometric feature-based methods, template-based methods, and more recently active contour and active statistical models.
A gesture is a spatio-temporal pattern. It is reasonable to assume that the temporal length of a gesture will vary amongst users. Thus we use the Hidden Markov Model (in a probabilistic approach incorporating time variability), to characterize a gesture in the recognition system. We define the trajectory of a letter gesture as a sequence of directional angles which are the observation symbols. Each letter is mapped to a different hidden Markov model.
The next section gives a brief introduction to the letter gesture input system we designed for HMM training and testing. Section 3 gives the basic theory of HMM Model structure and two training algorithms. Section 4 and 5 give the experimental results and analysis. The direct computation method is presented in section 6. The paper ends with a summary of the main findings.
Letter Gesture Input System
We designed a letter gesture input system (figure 2) to classify HMM model training methods. Its implementation details were presented in previous work [12] by the author.The system acquires 25 frame of video data and uses skin color segmentation to locate the hand. Various pre-processing steps are used to obtain hand trajectories. Figure 1 illustrates the letter V, X, P and S and shows how the trajectories were recorded. Along each trajectory, the orientation of each of the 25 hand movements is computed and quan- One motivation for the development of this system was to provide an alternate text input mechanism for camera enabled handhold devices, such as video mobile phones and PDAs. 
Baum Welch Algorithm
In our system, each gesture has multiple observation sequences (K), so we use a multi-sequence training algorithm proposed by Rabiner and Juang [1] , which uses the K observation sequences at each stage of the Baum Welch reestimation to iteratively update a single HMM parameter set. The re-estimation formulae for this type of iterative method are as follows:
where
is the inverse of the probability of the current model estimate generating training sequence k, evaluated using the forward algorithm. O (k) t is the observation symbol at time t emitted in sequence k. The forward and backward algorithms define α k t (i) and β k t (i) for the sequence k, time t and state i respectively. The Baum Welch algorithm is an "iterative update" algorithm which re-estimates parameters of a given Hidden Markov Model to produce a new model which has a higher probability of generating the given observation sequence. This re-estimation procedure is continued until no more significant improvement in probability can be obtained and the local maximum is thus found. Therefore, the training results are highly dependent on the initial model.
Viterbi Path Counting Algorithm
Viterbi Path Counting training method is proposed by Davis and lovell [10] , which is a fixed-structure variant of Stolcke and Omohundro Best-First Model Merging algorithm [11] . The characteristic of this method is to use the Viterbi algorithm to find the most likely path for a given sequence, and to modify the model parameters along that path by maintaining matrices of integers (π c , A c , B c ) corresponding to Viterbi Path statistics for π, transitions A and symbol emissions B respectively. It was thought that this would provide a simple and reliable way of maximizing the correspondence between a new sequence and the existing model structure, thus achieving good learning for both single and multiple sequence HMM training. This hypothesis was supported in synthetic trials [10] .
Fully-Connected and Left-Right Results
We tested the Baum-Welch (BW) [1] and Viterbi Path Counting (VPC) [10] VPC seems better-suited to more restrictive models in those cases, as there is less emphasis on structure learning and more emphasis on gaining accurate estimates of statistics. This suggests that separating the problems of structure learning and statistics collection may make it easier to obtain better quality models.
Left-Right Banded Experiment
From analyzing the results in the previous section, we found that the LR structure always performed better than the FC structure when using either Baum Welch or Viterbi Path From figures 7 and 8, we note that the LRB structure showed very encouraging performance levels, better than Left-Right for both Baum Welch and Viterbi Path Counting. VPC-LRB outperformed BW-LRB suggesting that VPC is the superior training method for this application. The average recognition rate of Baum Welch on Left-Right models is 85.16%, while Left-Right Banded reached 89.30%, and the improvement was 27.87%. The VPC-LR average ratio from state 3 to state 14 is 90.53%, and VPC-LR Banded obtained 94.33%, and its improvement was 40.10%. The maximum recognition rate was VPC-LRB which reached the peak value of 97.31%, an improvement of 69.41% on VPC-LR. Meanwhile, the maximum rate achieved by BW-LRB is 96.15%, an improvement of 50.00% over BW-LR. However BW was not nearly as consistently good as VPC over all numbers of states.
It seems that Left-Right Banded models perform better than Left-Right models in these trials because they make it easier for the training algorithm to extract the most information out of the data. Fully connected models tend to lose structure information because there is too much freedom for the algorithm to manage, whilst restricting the model to Left-Right form means that there is a greater chance that the training algorithm will be able to match the data to the model in a useful way.
For this data set, it appears that Left-Right Banded models are the simplest models which still enable the algorithm to distinguish well between gestures. Part of the reason may be that the quantisation scheme involves a single sequence of symbols taken from a continuous hand motion, which is therefore naturally modelled by a single Left-Right Banded model. This is in agreement with the comparison between Left-Right and Left-Right Banded models which also found that VPC produced better results on more restrictive models, but worse results on less restrictive models. This is further evidence supporting the hypothesis that separating the tasks of learning structure and learning statistics enables better quality results to be produced. The VPC algorithm is a good algorithm for learning statistics from multiple training observation sequences given a particular model but the task of learning structure is best left to other methods, such as Best-First Model Merging or construction by hand, for example. 
Direct Computation Method
The defining feature of the Left-Right Banded model is that it allows the state to stay in one position for a while and then jump to the next one, and so on until finally reaching the last state, always preserving state occupation order. The expected number of observations (duration time in a state, conditioned on starting in that state) is calculated from the equation below:
Next it is natural to consider segmenting the observation sequence (T ) evenly by the number of states, so each section is may be roughly considered as one state. Jumping from one section to the next corresponds to moving from one state to the next state. The final section corresponds to the duration of the last state. Therefore, we could use the duration time to compute the A matrix directly using the above equation After we obtain the A matrix, to calculate the B matrix directly we use the idea that since each segmentation is one state, we consider which correspondings to one observation symbol. However, in a real system, a great deal of noise can be present. There are many probability distribution methods available to solve the problem, including Histogram, Gaussian Distributions, and the von Mises Distribution. In this paper, we only use the simple histogram distribution, and some other methods will be investigated in the future new paper. Because there are 18 observation symbols after quantizing the orientation angle of the trajectory in the letter gesture system and the training set is 20 observation sequences (T ×20), we segment the training set by the number of states (N ). Each segmentation is T/N × 20 which is related to its state. Next we use the histogram to plot the distribution. For example, if there are 3 states then state 1 corresponds to the first 8 × 20, state 2 to the second 8 × 20, and state 3 to the third 8 × 20. Plotting them separately, we can treat the distribution directly as the observation probability matrix (B matrix). Figure 10 shows the observation probability B matrix in 3, 4, 6, and 8 states. After computing the A and B matrix, then since the model is LR-Banded, the initial probability can always be obtained from state 1, so we use the test set of the letter gesture system to estimate its performance. The result is shown in figure 11 . In order to justify the state jumping processing, we calculate the Viterbi path of 3, 4, 6, and 8 states. The results are similar to our previous methods but do not achieve the performance of VPC.
Conclusion
The paper presents the Hidden Markov Models performance by varying the training algorithms, model structures and the number of states on the 26 Letter Gesture Recognition task. The Left-Right Banded model with Viterbi Path Counting training yielded the best overall recognition performance of about 97%, which is better than Left-Right and Full Connected models on both training algorithms. This suggests that banded models work well for gesture recognition because of their simplicity and also demonstrates that the Viterbi Path Counting is the most reliable algorithm for training HMMs for the letter recognition system. On the basis of the Left-Right Banded results and the state duration equation, we explored the direct computation method using the even state duration and the histogram distribution, and 
