This paper investigates the implementation of compressive sensing (CS) for stepped frequency continuous wave ground penetrating radar (SFCW GPR) imaging system. Previous works in this field mostly focus on reducing the frequency samples in the measurement. While this approach enables faster scanning speed, we consider reducing spatial sampling is more efficient in reducing the data acquisition time in the GPR survey over a very large area. In this study we propose a data acquisition method and CS algorithm. A two-step sampling scheme is presented. In the first step, the spatial sampling was directly conducted in the data acquisition process. In the second step, the frequency sampling was conducted offline during the signal processing. Full frequency information was used in pre-processing to suppress the noise and clutter in the experiment data. To solve the sparse-data problem, some CS algorithms are compared and a modified Bayesian approach based on fast relevance vector machine (RVM) is proposed. The performance of the proposed CS-GPR system is analyzed using the real experimental GPR data set which contains non ideal conditions, e.g. high level clutter, not truly sparse targets, and inaccurate estimation of wave velocity in the medium. Using the proposed data acquisition and CS algorithm, even with these non ideal conditions, CS can give clear and stable results with high probability detection of the target.
Introduction
Ground Penetrating Radar (GPR) is one of the principle method widely used for subsurface imaging, such as in landmine detection, archeological survey, and other applications. The basic principle of a radar system is transmitting a signal, then observing the reflected signal to obtain the reflector's information in the scene. Such information may include the reflector's distance, material, size, and other parameters. In practice, the GPR image often contains much noise, clutter and attenuation from the interaction between the GPR signal and the medium of propagation.
One of the most commonly used GPR systems is stepped frequency continuous wave ground penetrating radar (SFCW GPR) which works by transmitting a stepped frequency signal for each observation points, and recording the signal response for each frequency. The recorded data is then processed to create a radar image that shows the electromagnetic properties of the object. The imaging process is commonly performed using Fourier-based synthetic aperture radar (SAR) processing in the frequency domain. Higher quality images may be produced by having denser observation points and using a wider bandwidth with denser frequency points. However, this will lead to longer data collection times and large amounts of data to be processed. One solution to this problem is compressive sensing (CS), which enables the exact reconstruction of a sparse signal using a greatly reduced measurement sample. In some other applications where data acquisition time and memory requirements are not a constraint, CS is considered interesting for its high resolution imaging capability.
The theory of CS has been clearly explained in [1] [2] [3] [4] . Based on the CS theory, the possibility of applying CS to radar imaging has been investigated in some papers. Yoon et al [5] and Huang et al [6] showed that CS could be applied for a through-wall radar imaging system. Several other studies on CS application for SAR systems have also been conducted [7] [8] [9] . The implementation of CS for SFCW GPR system has been demonstrated by Gurbuz et al [10] and Suksmono et al [11] . These studies proved through simulation and experiment that CS can recover the radar image with higher resolution and less clutter than the conventional processing with much less measurement. Several interesting approaches to further increase the performance of CS system have also been published, such as the use of the radon transform for line structure detection in a GPR system [12] and the method to remove ground reflection in a CS GPR system [13] .
The choice of data acquisition method presents an interesting topic within a discussion about CS. Previous studies ( [5, 11] ) showed a random data acquisition technique by reducing the number of frequency steps in each scan position, which enabled much faster scanning times. Other papers ( [6, 10] ) showed an alternative technique that exploited the spatial sparsity of the data by sampling not only in the frequency domain but also in the spatial domain. Unfortunately, even though the previous CS-GPR studies [10] [11] [12] [13] has presented real experimental results, they are mostly focused only on reducing the frequency sample, and have not shown the effect of reducing spatial sampling to the performance of the CS-GPR experiment. Reducing frequency sampling would increase scanning speed, which is important in a number of applications where the target is in motion, such as ISAR. In this case, the observable interval of a target is usually very limited, thus high speed data acquisition is required. Another motivation is fast scanning guarantees that during each scanning period, the target can be considered not moving, hence minimizing the motion effects in the signal processing.
In this work, a condition where reducing spatial sampling is more important than reducing the frequency sampling is considered, especially for GPR survey in a very large area such as landmine clearing operations. High scanning speed is not considered a priority in this case, because the subsurface target is stationary. This study will focus on the more interesting feature that CS can offer, which is the ability to reconstruct high reconstruction image using random and sparse spatial sampling. In the conventional measurement system, a dense and uniformly spaced spatial sampling is strictly required in order to satisfy the Nyquist criterion. If this condition is difficult to achieve during data acquisition, the interpolation is performed during the signal processing to estimate the data that is located exactly in the regular grid. On the other hand, CS based measurement can directly use the random and sparse spatial data and still acquire better image quality. This property of CS will be useful in saving acquisition time and work during the measurement. Furthermore, reducing the spatial data will also provide significant advantage in GPR surveys where the dense spatial observations are not possible due to difficult terrain in the observed area.
Based on these considerations, a different sampling scheme is proposed, where only spatial sampling is performed during the data acquisition. In each spatial sample, full frequency information is measured. Beside the less significant benefit from performing frequency sampling, the full frequency information is more beneficial to improve the quality of the GPR data. By having the full frequency information, the attenuation problem can be mitigated correctly while the noise and clutter suppressed. After pre-processing the frequency data is sampled to reduce complexity in CS processing.
Another aim of this study is to find the best algorithm to solve the sparse reconstruction problem for GPR applications. In general, several methods have been developed to solve the sparse reconstruction problem, such as convex optimization [15] , orthogonal matching pursuit (OMP) [16] , compressed sampling matching pursuit (CoSaMP) [17, 18] , Bayesian CS [19] [20] [21] [22] , and many more. In this study, a fast and reliable CS algorithm based on Bayesian learning and test the performance on the GPR experimental data is proposed.
The performance of the proposed system is presented and analyzed on a realistic implementation where the target is not a point target, the data contains high levels of noise and clutter, and suffers from high attenuation due to signal propagation in the medium. The effects of inaccurate estimation of the wave velocity in the medium to the CS result are also shown.
Compressive sensing
Compressive sensing has been popular for its ability to recover full information from a very small number of measurements. [1] [2] [3] [4] explains two requirements for CS to work. First, the signal should be sparse in another domain. For example, the sinusoid in time domain is sparse if represented in Fourier domain. If s is the full signal to be measured, and p is the same signal represented in another domain, relation between s and p is shown in (1), with Ψ is the sparse basis.
Second, the sampling matrix should be incoherent with the representation basis. If y is the sampled measurement data, sampling matrix is shown in (2) as Φ. For CS to work, p should be sparse and Φ should be incoherent with Ψ. Fortunately, random matrix is found to be incoherent to any basis matrix Ψ with high probability. y = Φs = ΦΨp
Basically, there are two kinds of CS algorithm, those based on linear programming and those based on the Greedy procedure. Linear programming based on l1 minimization is more stable and guarantees good results, but the processing time increases rapidly with increases in the number of data. (3) shows l1 minimization for noiseless case. The CS application on a noisy system introduces another difficulty in linear programming which most often requires a priori knowledge of the noise level in the data and highly depends on the accuracy of the given noise parameter. The noise parameter should be included in the equation, like shown in (4) . Unfortunately, in real applications the noise parameter is usually very difficult to estimate accurately. 
The Greedy approach is simpler. In each iteration, it estimates one support, i.e. the position of a non-zero component of the sparse signal, and calculates the sparse signal component using pseudoinversion. However, the Greedy algorithm lacks stability and uniformity guarantees [17] . Some algorithms which have both the advantages of linear programming and Greedy algorithms have been proposed in [17, 18] . One of them, compressive sampling matching pursuit (CoSaMP), is used in this study.
Conventional SFCW GPR imaging system
Conventional SFCW GPR systems commonly scan using equally spaced observation points. For each observation point a step frequency signal is transmitted. This step frequency signal usually consists of equally spaced frequency points. All received spatial-frequency signals are combined using a SAR processing to generate a GPR image.
In the case of 1D scan system scanning along the x axis, the antenna is always located at a fixed y position. The signal received at one position of the antenna track and m-th frequency point is specified by
is the signal received at the m-th frequency point and the antenna is located at x a . The reflection coefficient of the target is given by σ, and τ is the propagation delay between the target and the antenna. N x is the number of antenna positions along the x axis and M is the number of frequency points used in SFCW signal. Propagation delay is defined by (6) , where r is the propagation distance between the transmitter and the receiver antenna, and v is signal propagation velocity in the medium of propagation.
The 2-D image of a GPR measurement can be derived by dividing the scene under consideration into a set of pixels with proper resolution. The value of each pixel can be calculated by processing the data received at all antenna positions and all frequency points, using Fourier-based SAR processing as shown in (7) .
The SAR process will produce a GPR image, the resolution of which is dependent on the signal bandwidth, frequency step, the number of observation points and the distance between two consecutive observation points. A high resolution image will place high demands on both data acquisition time in the field and processing time.
Implementation of CS to radar imaging 2.1 Representation basis formulation
For the 1-D scan SFCW GPR case, the CS problem is formulated from (7) . The vectors s and p should be modified to column matrices as shown in (8) and (9) .
The relation between s and p can be defined by using the sparse basis Ψ as shown in (10) .
x p = x p (f loor(l/Z))
for 0 ≤ k ≤ K − 1 and 0 ≤ l ≤ L − 1, where K is the number of full measurements needed to generate an image without CS, L = XZ is the total number of pixels in the image. X is the number of pixels in the x direction, Z is the number of pixels in the z direction. x a is the x position of the antenna corresponding to thek-th measurement sample, x p and z p are the x and z positions of the pixel corresponding to the l-th row of the p vector and d is the separation between transmitter and receiver antennas.
Proposed data acquisition method
Several studies have investigated data acquisition schemes for radar applications. Suksmono et al [11] showed a prototype of a SFCW GPR system using a frequency synthesizer to automatically choose a different set of frequency points for each observation location. The sampled frequency information is used to reconstruct the time domain signal in each spatial position. This sampling method does not perform sampling in spatial domain, hence it will not be discussed further in this study. Gurbuz et al [10] proposed another data acquisition scheme which consists of spatial sampling, followed by random frequency sampling in each selected spatial sample. Huang et al [6] proposed a data acquisition schemes that is more conducive to hardware implementation by selecting the same set of frequency samples for each spatial position, as shown in Fig. 1 b. The results show that these proposed data acquisition methods work as well as the random sampling method. However, there is no guarantee that this sampling scheme will work for any randomly chosen spatial and frequency samples. If the samples are not carefully selected, the result may be decreased incoherency between the sampling matrix and the representation matrix.
Our concern with these approaches is that radar data, especially that from GPR, suffers a lot of noise and attenuation that needs to be pre-processed before imaging to obtain good quality of images. Some of these steps require processing in the time domain, but the time domain signal cannot be generated without full frequency data. Not many studies have tried to solve this problem.
Tuncer et al [14] has proposed a method to mitigate the GPR signal attenuation in the medium of propagation, but this method requires the knowledge about the attenuation model in the medium, which is usually difficult to estimate. In some cases, it is also necessary to select only a specific portion of the signal in the time domain, corresponding to the depth of interest and to remove the noise or clutter from other depth areas.
In the experiment on GPR explained in section IV, for example, the deeper target is almost invisible due to signal attenuation. This problem can be solved using automatic gain control (AGC) in the time domain, but if the frequency information has been sampled in the data acquisition process, this step is not possible to perform.
We propose a CS-based data acquisition which is explained in these following steps:
1. Perform spatial sampling in the data acquisition process.
2. Several spatial observation points are randomly selected, and all the frequency information at each point is measured. The small number of frequency points can be chosen to fix the acquisition rate; in our experiment we use 137 points. The sweeping time for all 137 frequency points is less than one second, so measuring all frequency points will not affect data acquisition time much.
3. Perform necessary pre-processing in frequency domain, e.g. band pass filter, ground reflection removal, etc.
4. Calculate the time domain signal at each spatial sample by using IFFT.
5.
Use the time domain signal to perform necessary signal processing in time domain, e.g. AGC, time gating, etc.
6. Use FFT to calculate the frequency domain signal from the pre-processed time domain signal. 7. Perform random frequency sampling for each spatial sampled. This process is performed to ensure the incoherency between representation matrix and the sampling matrix, while at the same time reducing the amount of processed data. The gray cells showed the selected spatial positions for data acquisition. The '1's in the gray boxes showed the frequency data measured during the data acquisition for that spatial position. The "1"s in the black boxes shows frequency data used in CS processing. From Figs. 1 a and 1b, we can see that all the acquired frequency data is used in CS processing. Figure 1 c illustrates the proposed sampling matrix. Unlike the two previous sampling schemes, in this method, all the frequency information is acquired during data acquisition (all frequency points have the value "1" in the gray boxes). But only some randomly selected frequency information (marked by "1" in the black boxes) is used in CS processing.
The effects of noise, clutter and non-sparse targets
The definitions of noise in a conventional system and the CS system are slightly different. In a conventional system, the GPR image can contain some unwanted components that come from noise (e.g. the hardware noise), measurement disturbance (e.g. positioning error, antenna vibration, etc), and other disturbances, including clutter. In the CS system, along with the previously mentioned effects, there is also the noise that comes from the contribution of the target itself if it is not exactly a sparse target.
The term "sparse target" means that there are only a very small number of its elements which have significant magnitude, and the other elements will be zero-valued. If the other elements are not zeros, but are negligible, the target is called compressible. A signal is considered compressible if the amplitude of the signal decays rapidly if it is arranged from the largest magnitude to the smallest. A compressible signal can be processed using CS, but the contribution of the small non-zero elements to the CS decision-making process should be carefully estimated. From our case defined in (2), p is not a truly sparse variable with size L. Let p s be the vector that contains the S largest elements of p with the other elements set to zero, and let p e be the vector that contains the L − S residual elements with smaller and negligible values of p. The sample y of a noisy measurement can be represented as shown in (17) . This equation shows two factors n e and n m contributing to the CS problem, in which n e is the noise that comes from the contribution of the not-truly sparse target, and n m is the other disturbances during the measurement. 
A CS algorithm should be chosen to derive the true sparse vector p s consistent with the existence of both n e and n m .
Proposed CS algorithm
Under conditions of high clutter and non-sparse targets, noise will be a significant contribution to the sampled data; further affecting the solution of CS. For this reason, our application requires a CS algorithm that is not highly dependent on the knowledge of the noise level in the measurement, which offers fast computation time and provides a decision that is robust to noise.
In this paper, we compare the performance of some CS algorithms for application on our GPR data. The first two, orthogonal matching pursuit (OMP) and Bayesian fast RVM, are based on the greedy algorithm. The third is the compressive sampling matching pursuit mentioned above. The OMP and CoSaMP algorithms do not need any knowledge on noise level in the data, but they do require knowledge about the sparsity level S of the signal. The Bayesian RVM requires a rough estimation on the noise level, but it is not highly dependent on it. A rough noise estimation based on the variance of the sampled measurement is sufficient.
Our study proposes a modified Bayesian RVM, based on the Bayesian fast RVM described elsewhere [19] [20] [21] [22] , using the source code developed by Ji et al [22] and available online at http://www.ece. duke.edu/˜shji/BCS.html. Bayesian fast RVM works based on a Bayesian statistics approach. In each iteration, fast RVM tries to maximize the marginal likelihood (ML) of the Bayesian problem. This algorithm divides the indices of the sparse matrix into two groups, those included in the model and those outside the model. Initialized from an 'empty' model, this algorithm sequentially estimates a support and adds the index and its corresponding basis functions to the model. An index inside the model can also be re-estimated or deleted if in the process it is found to be redundant.
The change of ML is calculated for all the indices of the sparse signal. For the group inside the model, the change of ML is calculated for the action of re-estimation or deletion. For the outside model group, it is calculated for the adding task. The change of ML due to these actions is compared, and the execution is performed on the index which gives the largest increase in ML. According to the action chosen (add/delete/re-estimate), the support and the values of the Bayesian parameters are updated. The iteration continues until the halting criterion is satisfied.
The halting criterion in the original algorithm is observed from the changes of ML in the last two iterations. If the change is small enough, the solution derived is considered stable and the algorithm is terminated. However for a GPR application in which the target is not truly sparse and the signal has a high level of noise and clutter, using this halting criterion may result in some later estimated supports only reconstructing the unwanted noise. To improve the quality of the image, we modified this algorithm by adopting the principal of CoSaMP by stopping the process of adding a new support to the model after the algorithm has reconstruct 2S supports. Before terminating the algorithm, the 2S coefficients are pruned to an S-sparse matrix. S-sparse matrix is a matrix that only have S non-zero components, while the other components is zero or negligible. This modification gives us faster computation time with better visualization of the real position of the target in the image.
Since in GPR case, y, Θ and p matrices are all complex, they should be transformed beforehand to real value vectors as proposed in [6] . Then the solution can be derived using the modified sparse Bayesian algorithm as explained in the following steps:
1. Initialize noise variance σ 2 to some reasonable value (e.g. variance (y) × 0.1) 2. Initialize with a single basis vector Θ i , i.e the i-th column of Θ. Compute α i and set all other α m to infinity. The condition α i < ∞ shows that the basis vector Θ i is in the model otherwise the Θ i is excluded from the model. The set α = (α i , . . . , α L ) consists of L independent hyperparameters, each one of which individually controls the strength of the sparsity prior over its associated weight [14] . Note that because of this modification, we now need an estimation of the sparsity level S of the signal. In the case of a compressible target, the sparsity level cannot be simply regarded as the same as the number of targets in the scene, because one target can be represented by more than one pixel in the CS result. The value of S should be chosen to be large enough to cover all the targets in the scene and small enough to discard noisy components in the image. For this reason, the proposed algorithm is more suitable for the detection of a specific subsurface object, which quantity and size is know, for example for finding the accurate location of a subsurface pipe.
CS-based GPR implementation detection of pipes
In this section, a real application of SFCW GPR is presented, in which GPR is used to detect two buried pipes under sand.
Experiment setup
The experiment was conducted to detect two metal pipes buried under dry sand. The experiment setup and the position of the two pipes are shown in Fig. 2 . The first pipe with a diameter of 2.2 cm was located at depth 20 cm. The second pipe, diameter 5 cm, was located 75 cm under the sand, giving a very weak reflection to the GPR system due to signal attenuation in the sand. Two wideband bow tie antennas separated by 30 cm were used for data acquisition. A vector network analyzer (VNA by Anritsu) was used to generate the step frequency signal and record the reflecting signal. The SFCW signal uses a frequency range from 50 MHz to 1500 MHz, with 137 frequency points and a 10.66 MHz 
Nyquist sampling criterion
For a fair comparison, we will compare the amount of data used in CS processing with the amount of data required by the Nyquist sampling theorem. The Nyquist criterion for this measurement is calculated as follows. For the frequency step, the sampling theorem is given in Eq. (18) . In our measurement, the required unambiguous time duration (T ) is about 20 ns from the beginning of the GPR traces, corresponding to the estimated depth of the sand pit. From Eq. (14) , it is derived that the frequency step should be smaller than 25 MHz. Using a bandwith from 50 to 1500 Mhz and applying a 25 MHz frequency step, the number of frequency points needed according to the Nyquist theorem is 59 equally spaced frequency points. For the spatial step, the sampling theorem in Eq. (19) gives that the distance (d) between two spatial sampling points should be smaller than 4 cm. Given the observation line from 0 m to 2.06 m, the sampling should be conducted at about 53 observation points.
From the above calculation, it is clear that oversampling has been performed in our GPR measurement, because the quantity of the derived data is much larger than the Nyquist requirement. In practice, oversampling commonly occurs in GPR surveys. Just by carefully calculating and applying the Nyquist criterion, the number of measurements can be significantly reduced. However, it is shown in our result that CS can further reduce the amount of needed data.
Besides requiring a dense spatial sampling, Nyquist criterion also requires the uniformly spaced spatial sampling, which becomes a burden in the measurement. In some cases where the regular grid data cannot be derived during the measurement, the interpolation is performed during the signal processing to acquire the data in the grid. However, this interpolation process may generate artifacts in the GPR image that create wrong interpretation to the observer. On the other hand, in the CS based measurement, the spatial data does not need to be uniformly spaced. According to CS theory, random scanning is advantageous and contributes to better reconstruction result, because random matrix provides the high incoherency between the sampling matrix and the representation basis. This property allows the random movement of antenna during scanning an area, which will ease the measurement in a difficult terrain. The random data can be directly used in the CS processing without any interpolation needed.
Signal pre-processing
As explained in section 2B, we perform signal pre-processing in frequency domain and followed by pre-processing in time domain. The pre-processing in frequency domain includes band pass filter, and mean subtraction for ground reflection removal. The pre-processing in time domain includes automatic gain control (AGC) and time gating to select only the earlier part of the signal.
To simulate the CS-based data acquisition, the experiment data was sampled in the spatial domain before the pre-processing was performed. In this simulation, we used 70 spatial positions out of 201 positions, or about 35% of the full spatial data. After pre-processing, the frequency data was downsampled by choosing a different set of 40 frequency points, or about 29% of the full frequency data, for each spatial point. In the real CS measurement, spatial sampling can be directly performed during the experiment's data acquisition, and the frequency sampling is performed during signal processing. Using this configuration, a total of 10.17% of the data was used in CS processing.
Results and discussions

Reference results
In this section, as a reference for the CS result, we show the GPR image resulted from the conventional Fourier Based SAR processing. In this conventional way, all the spatial-frequency measurement data is used and pre-processed as explained in the previous section. The resulted GPR image is shown in Fig. 3 a. The image used a high pixel resolution of 1mm x 1mm. In this image two targets are clearly seen at different depths. The reflection of the ground surface has been completely removed and the reflection of the second pipe has been enhanced. However, a significant level of clutter and noise still remains especially in the deeper region around the second pipe.
Compared to the layout of the pipes in Fig. 2 , there is a small shift in the vertical position of the detected pipes. This difference is caused by some error in the estimated velocity of electromagnetic waves in the medium of propagation, which commonly occurs in GPR measurement. This condition can add more difficulties in CS processing. But in the next section, it is shown that CS is still able to detect the pipes with this condition.
For CS processing, a lower resolution than that used in the aforementioned GPR profile was used. For better performance of CS, it is preferred that the target is represented by as few pixels as possible to maintain the high sparsity level of the problem. In this study, we chose a CS image pixel size of 2cm x 4 cm, where the vertical pixel size was about half the range resolution of the system and also smaller than the diameter of the pipes. Using this pixel size, the CS problem of a not-truly-sparse target can be simulated.
As a reference to judge the quality of the CS results, the conventional GPR image using the resolution of 2cm x 4 cm is shown in Fig. 3 b. 
CS results using the proposed data acquisition method and algorithm
During the processing, OMP, CoSaMP and modified Bayesian RVM algorithms need the information on the sparsity level S of the signal, which is not available in this case. In this simulation, the sparsity level is calculated from the known size of the target and the pixel size of CS image. By assuming the worst scenario where the target is located off-grid, as shown in Fig. 4 , the two pipes should be represented by about 10 pixels in the CS image. Hence, S = 10 is chosen.
Results with the 10% sample are shown in Fig. 5 . Figure 5 a shows the reconstructed GPR image using the sampled measurement by Fourier based SAR Processing. Eventhough we use full frequency information and the number of spatial samples is still larger than the Nyquist criterion, we can see that the reconstructed image contains significant amount of noise and the target reflection is not focused. The original Bayesian algorithm gives image which contains noise scattered over the scene. Compared to the original Bayesian algorithm, the modified Bayesian RVM shows the targets more clearly, reduces the reconstructed noise, and also reduces the processing time. The OMP algorithm also gives a clear image of the two targets, but compare to the other algorithms, it requires the longest For the stability measurement, the performance of the two superior algorithms, i.e. CoSaMP and the modified Bayesian RVM, is further compared. Simulation was performed 100 times by selecting different samples in each run. The results are shown in Table I , where it can be seen that the Bayesian RVM can always detect both targets, while CoSaMP sometimes misses one target. This result shows that the performance of the proposed algorithm is more stable.
CS results using previously proposed data acquisition method
In this section, we will analyze the performance of the other sampling schemes shown in Fig. 1 . By using sampling scheme in Fig. 1 a, we cannot perform background subtraction by simple mean averaging, because frequency information in each trace is located in different frequency. Without 6 . Reconstructed GPR Image using the measurement data sampled by sampling scheme in Fig. 1 b, background subtraction, the ground reflection will be very strong and the target reflection will be hidden. Another background subtraction method using the sampled frequency data is available at [9] , but is outside the scope of this study. However, eventhough the ground reflection removal can be removed using another method, this sampling scheme still have the same problem as the sampling scheme in Fig. 1 b, as explained below. Using sampling scheme in Fig. 1 b, the pre-processing step in frequency domain, i.e. BPF and mean subtraction can be performed. But, the pre-processing in time domain, i.e. AGC and time gating, cannot be performed, because the full frequency information is not available. As the result, the reflection of the second target is very weak, and CS will not be able to detect it. Figure 6 a shows the 
The effect of parameter selection
The results presented showed that CS offers acceptable performance in detecting object under high clutter conditions. However, a new question arises, whether good results can be derived with some changes in CS parameters. For optimum performance of the CS system, the selection of some parameters should be more fully considered. Two parameters will be discussed: the pixel size and the number of samples.
A pixel size too small will result in a large matrix of p, and further requires longer CS computation time. If the pixel size is much smaller than the size of the target, the sparsity level of the problem will be reduced. On the other hand, using a large pixel size would reduce the resolution of the image. Figure 7 shows the CS result using finer resolution, i.e., 1cm x 2cm. Since the sparsity level will decrease due to the finer resolution, in this processing we use S = 20. The result given in Fig. 7 shows that the Bayesian learning approach is still able to detect both targets with this resolution.
It is known that more samples will give better results for the CS system. However, there are constraints on the data acquisition time and processing time that require us to choose as small a number of samples as possible without degrading the quality of the CS result. In this study, four simulations were conducted using 70, 40, 30, 20 and 10 observation points to show the effects on the CS result of reducing the measurement sample size. In each case, 40 frequency points were used. The simulation was repeated 100 times to show the stability of the simulated parameter. The probability of detection (POD) and the processing time are shown in Fig. 8 .
The figure clearly shows how fast the performance of CS degrades as the number of observation points is reduced. The CS result in Fig. 8 shows that CS can still image the two pipes when the Nyquist sampling theorem is violated. The graphic shows that with about 26% of the required spatial-frequency data, using 37.7% of the required observation points, CS can still give good results with a probability of success higher than 70%. In Fig. 8 the performance of CS using accurate propagation velocity is also presented. The accurate velocity in the medium was calculated from the known position of the target in the sand. Aside from the more accurate location of both pipes in the image, it is shown that CS performs better detection using accurate velocity, especially when the number of observation points is very small. 
Conclusion
CS based data acquisition system and algorithm have been successfully designed for a spatially sampled and high clutter SFCW GPR measurement. An experiment for the system has been conducted and CS processing was applied to the measurement data. The spatial sampling was performed during the data acquisition process to minimize the antenna movement in the measurement. Full frequency information is used in pre-processing to remove unwanted noise and mitigate the attenuation problem in the signal. Before CS processing, the frequency data was sampled offline to reduce the complexity of the CS processing and enforce the incoherency between the sampling matrix and the representation matrix.
In this work, some CS algorithms are compared and a modified Bayesian-based algorithm is proposed. The proposed system has been applied to a real application of GPR in detecting two buried pipes under the sand. The simulation results show that the proposed CS system is able to detect two compressible targets in a GPR image using a much reduced spatial sample in the measurement, while maintaining performance stability. This proposed CS system would be useful for implementation on the GPR survey over a very large area, where reducing the spatial sampling will help reducing the data acquisition time significantly. However, more consideration in choosing the number of samples is important to optimize the data acquisition time, processing time, and quality of the radar image.
