While 3D cinema is becoming increasingly established, little effort has focused on the general problem of producing a 3D sound scene spatially coherent with the visual content of a stereoscopic-3D (s-3D) movie. The perceptual relevance of such spatial audiovisual coherence is of significant interest. In this paper, we explain why the combination of accurate sound positioning and stereoscopic-3D images can lead to an incongruence between the sound and the image for multiple spectators. Then, we adapt to s-3D viewing a method originally proposed for 2D images in the literature to reduce this error. Finally, a subjective experiment is carried out to prove the efficiency of the method.
INTRODUCTION
This article addresses the question of the perceptual congruence between the sound and the image when the spectator in a cinema is presented with a 3D sound scene spatially coherent with the stereoscopic 3D (s-3D) scene.
In essence, the depth perception in s-3D is created by presenting a different image to the two eyes. Both images in an s-3D pair are displayed on the cinema screen and all spectators thus look at the same pair of images. When one compares the visual perception of two spectators seated at different locations in the room, one finds, both geometrically and experimentally, that the objects of the scene displayed on the screen are rendered at different locations in the room [3] .
The present paper considers the potential error in the angle between the sound and the image when presenting precise spatial sound through Wave Field Synthesis (WFS) in combination with s-3D video to spectators seated at different locations. Particularly, we wish to determine the angular disparity range between the auditory and visual stimuli that provides the same feeling of congruence as compared to no angular disparity. Our first contribution is the adaptation to s-3D of an existing method to reduce this angular disparity. Our second contribution is the perceptual validation of the new proposed method.
BACKGROUND

Subjective evaluation of audiovisual congruence
When people are presented with a time-synchronous but spatially mismatched auditory-visual stimulus, they tend to perceive the sound coming from closer to the location of the visual stimulus, the so-called "ventriloquism" effect [29] . This effect decreases with increasing angular difference between the positions of the sources [20] .
Vision and audition give us information about the same objects as those we find in our surroundings. This information is integrated in the brain to form the percept of a single audiovisual object. Experiments previously conducted in laboratory conditions used an audiovisual stimulus consisting of a simultaneous pair of brief, simple, and arbitrary stimuli, such as an auditory beep, and a visual flash. For such experiments, a statistically optimal model approximates well the mechanism of bimodal integration [1] .
The magnitude of the auditory-visual integration has been found to depend on both spatial relations and temporal relations of the unimodal stimuli. The auditory-visual window of integration of arbitrary stimuli extends up to about 100 ms in time and 3
• in azimuth angle [21] . It is centered around azimuth 0
• in space (directly in front), when the stimuli are co-located, and about 50 ms in time, when the auditory signal arrives after the visual signal [28, 22] . The effect of a temporal disparity on the spatial localization acuity is greatest when the spatial error between the sound and the image is below the (spatial) threshold of integration [28] . However, this effect is not significant below a 50 ms time delay.
When the stimuli are more natural, i.e. carry meaning-ful information, such as for a speaking character, then the "unity assumption" must be taken into account. The unity assumption arises from properties shared by the unimodal stimuli (here sound and image) such as spatial location, temporal rate, size, shape, . . . [32] . The more numerous the common properties, the stronger the association of the stimuli. Conversely, the more numerous the conflicting cues, the weaker the integration. Therefore, when more natural stimuli are used, such that the unity assumption holds, the multimodal integration is maintained at much higher angles of discrepancy than those obtained with arbitrary stimuli. Simply by letting the participants assume that the arbitrary stimuli had a common cause, the spatial window can be increased to about 12
• [22] . The temporal window, also, can be enlarged. Using a speech stimulus, a 200 ms time window can be obtained [30] .
Off-axis s-3D viewing
In a cinema theater, not all spectators sit exactly in front of the middle of the screen (some sit off-axis), and the distance from the seat to the screen varies also. We review here the potential consequences of viewing an image from an unintended point of view.
First, the regular 2D case is considered. The 2D camera allows to capture on a plane, its imaging sensor, a planar projection of a scene. Mathematically, this is called a linear perspective. When the viewer's eyes are at the correct viewpoint, the picture duplicates the original scene on the viewer's retina [19] .
When the viewer's eyes are not at the correct viewpoint, however, the retinal image suggests a scene with a different layout. Still, the viewer experiences the scene in the same way. In particular, judgments of the spatial layout seem relatively constant over the viewing angle [18] . However, judgments on the orientation of lines in space vary systematically with the viewing angle [18] . Directions that point to the sides of the pictures remain constant up to about 20
• away from the viewpoint. On the contrary, directions that point out of the picture seem to "follow" the viewer. A famous example of this is Uncle Sam's finger in the "Uncle Sam wants you" poster.
Second, we consider the s-3D case. The question of the perception of the spatial layout in s-3D viewing was investigated in [5] . It was argued that the purely geometrical approach given in [33] to explain s-3D visual localization makes a strong assumption by considering that the visual percept is not corrected for the viewpoint. This assumption had not yet been evaluated. In [5] , participants were asked to watch in s-3D a scene consisting of a static hinge with a 90
• angle on a display which could be rotated, so that they were not always at the correct viewpoint. The geometrical approach [33] predicts that the hinge angle can be perceived as lower or higher, depending on the position of the viewer with respect to the correct viewpoint. Participants had to judge whether they perceived the hinge with a 90
• angle or not. Following a psychophysical procedure, the details of which were not provided, the results showed that viewers did not compensate for their incorrect viewpoint. Instead, the geometrical approach accounted fairly well for the results.
Off-axis s-3D viewing and precise spatial sound
Visual objects can only be placed by the stereographer of an s-3D movie in our field of view. It is roughly a truncated cone with the apex at the viewer and extending towards infinity behind the screen. Since all the viewers look at the same s-3D image pair, this truncated cone thus follows each spectator and, when the visual perception of two spectators seated at different locations in the room are compared, one concludes that each object in the scene is not rendered at the same physical location in the room. In fact, only visual objects with a zero parallax, such that they are perceived as located at the screen plane, are consistently perceived among spectators. All other positions are not consistently perceived within the room. However, they are all perceived at directions that cross on the screen, at the intersection with the line between the spectator and the perceived object location.
In combination with 3D sound, this property of an s-3D image can lead to an audiovisual error for spectators seated off-axis. Indeed, Wave Field Synthesis, an example of modern audio spatialization techniques, can reproduce audio sources in a large listening area that are consistently perceived by all listeners as coming from the same location. Therefore, sound does not follow the same geometrical distortions as s-3D images. We now investigate this problem geometrically.
In Fig. 1 , two spectators at S 1 and S 2 look at the same s-3D pair of images displayed on a screen. We assume that the pair of images contain one object and that the images are such that the spectator at S 1 , the ideal (correct) viewpoint, perceives the object as being located at V 1 (behind the screen). For the spectator seated at S 2 , the visual object appears at V 2 , resulting in an angular error δ between the sound and the image if the sound is positioned at A = V 1 , the ideal viewpoint.
PROBLEM ADDRESSED
Improving the spatial congruence
We introduce a method to reduce the angular error described in the previous section. This method already exists in the 2D case [14] . Here, we extend it to s-3D. This constitutes one contribution of the present paper.
First, we describe the method which was developed to combine spatially accurate sound rendering, by means of Wave Field Synthesis (WFS [7] ), with regular 2D video to build a teleconferencing system [14] . The researchers faced a problem related to linear perspective. A user of their system,
Illustration of the method of reduction of the angular error between sound and image as a function of seating position. The spectators' eyes are symbolized by two dots. The spectator at S 2 watches the same point-like s-3D object (I l and I r ) as the spectator at S 1 , the ideal viewpoint, with an angular disparity in perceived position of δ with respect to V 1 , the "correct" location of the s-3D object as perceived by S 1 . The dashed lines S 1 V 1 and S 2 V 2 are the cyclopean lines of sight. The intersection of S 1 V 1 and the screen is termed I, so that the distance d is V 1 I. The compression of the audio depth (A ′ I instead of AI) allows one to reduce the angular error between the sound and the image (δ ′ < δ).
not sitting at the ideal viewpoint, would experience a discrepancy between the sound of the voice and the image of the face of his/her interlocutor. The paradox between the judgments of spatial layout and orientation of lines makes it difficult to compute the location of the viewer's visual percept when watching a 2D picture from an off-axis location. The researchers placed the sound sources at the exact positions specified by the true 3D layout. Participants to the experiment then graded the perceived discrepancy between the sound and the image according to the ITU five-point impairment scale defined as follows: (1) very annoying, (2) annoying, (3) slightly annoying, (4) perceptible, but not annoying, and (5) imperceptible. The experiment revealed that annoying effects did occur when viewers shifted away laterally from the ideal viewpoint. A shift in depth seemed less disconcerting.
As also suggested in [14] , it is possible to reduce the angular discrepancy between the sound and the image by pulling the audio sources towards the screen along the line between the visual object and the ideal viewpoint. At the same time, the audio gain is adjusted to produce the same sound level as the original source at the ideal viewpoint.
Second, the proposed method is adapted to s-3D video. We consider again the geometry in Fig. 1 . Given the positions of the visual object V 1 , the ideal viewpoint S 1 , and the screen, one can compute the positions of the two points I l and I r in the left and right images on the screen corresponding to the visual object [17] . The sound can be placed at a point A ′ anywhere along the cyclopean line of sight S 1 V 1 , say according to a real parameter ρ defined by
where I is the intersection of S 1 V 1 and the screen. Therefore, ρ = 0 yields A ′ = V 1 and ρ = 1 yields A ′ = I. For a spectator seated at S 2 , the visual object appears at V 2 , resulting in an angular error δ between the sound and the image if the sound is positioned at A = V 1 . When the sound is pulled closer to the screen, say at A ′ , the angular error decreases for the spectator at S 2 , i.e. δ ′ < δ. Note that this remains true when the line S 1 V 1 is not perpendicular to the screen, as will be the case in this experiment. Provided that the sound level at A ′ is adjusted to match the volume it would have produced from A, the audiovisual congruence should be maintained at S 1 . It should however be noted that a single adjustment will not be correct for all seating positions, as the acoustic attenuation is a function of the distance squared, such that the error in level adjustment will be greater for seating positions closer to the screen than S 1 . The limit of audiovisual integration found here is also a measure of the sweet spot for accurate audiovisual reproduction [4] .
Objectives
In the present article, an experiment is conducted with naive spectators to prove the efficiency of the method introduced in Section 3.1 in reducing the angular error between sound and image in the case of Wave Field Synthesis (WFS) and stereoscopic 3D (s-3D) video. A virtual scene consisting of a character standing in an apartment is chosen to simulate a cinema context. Audiovisual rendering is provided via the SMART-I 2 platform (Spatial Multi-user Audio-visual RealTime Interactive Interface) [26, 27, 25] , described below, using passive s-3D video and acoustic WFS. This virtual reality system provides its users with stable auditory and visual cues in a large rendering area. The paradigm is a yes/no experiment with the method of constant stimuli. The objective is to verify that the compression of the audio space towards the screen reduces the perception of inconsistency between sound and image when viewing s-3D contents combined with spatially accurate sound. This work is part of a larger study. Elements of this work, including the experimental protocol and preliminary results analysis, have been published in [2] .
METHOD
Experimental design
The general layout of the experiment is shown in Fig. 2 . Three possible seating positions (S 1 , S 2 , S 3 ) were situated 2 m from the right panel of the SMART-I 2 , which was the active projection screen. Seating position S 1 faced the middle of the panel, with S 2 and S 3 situated 0.6 m and 1.2 m to the right of S 1 , respectively. A virtual character, the visual stimulus, was A speech signal, the auditory stimulus, was rendered at five different positions along the line going through S 1 and the virtual character position, V 1 . These positions are labelled A ① (closest to the screen) to A ⑤ (farthest from the screen). A ③ corresponds to the position of the virtual character (V 1 ), i.e. there is no audiovisual discrepancy for this sound position if the spectator is at S 1 . In addition, a control position A c is defined as the mirror image of A ③ with respect to the perpendicular to the screen passing through S 1 . The different subscripts used to denote the audio and visual object positions underline that these are independent.
A total of 17 subjects took part in the experiment (14 men, 3 women, age 19 to 30 years old, Mean = 23.5, Std. Dev. = 3.2). They all worked at the LIMSI. They were naive as to the experiment and they were not financially compensated. All but one participant had previously seen at least one s-3D movie in a cinema. Twelve participants played 3D video games (but not necessarily in s-3D) at most once a month. Only five participants used spatialized audio systems more than once a month, and three of them were the only ones to use virtual reality systems. The subjects can therefore be considered as being naive with respect to the combination of audio and video technologies used here.
The chosen experimental design was a within-subjects design with three factors: seat position (three levels), sound position (six levels), and repetition (four levels) (see Section 4.4). Together, the seat position and the sound position define the angular error AVangle (14 levels) between the The chosen values of ρ (where ρ is defined by Eq. 1) and the corresponding values of AVangle are given in Tab. 1. These values were chosen as a compromise between sampling the whole range of angles from complete congruence to complete incongruence, and ensuring that the SMART-I 2 was able to reproduce exactly the sound source at the chosen location. The values were verified in a pilot experiment with six subjects [2] . The values of AVangle corresponding to each value of ρ and each position S i can be obtained from the geometry in Fig. 2 . Given the coordinates S 1 and V 1 and the coordinates of the eyes of the viewer at S 1 , the projections of V 1 in the left and right images can be obtained. Then, the coordinates of V 2 and V 3 can be computed [17] . It is assumed that each viewer is facing the direction of the point I, the midpoint between I l and I r .
Experimental setup
The present study was carried out using an existing system for virtual reality, called the SMART-I 2 [26, 27, 25 ], which combines s-3D video with spatial audio rendering based on WFS [7] .
The SMART-I 2 system (Fig. 3) is a high-quality 3D audiovisual interactive rendering system developed at the LIMSI-CNRS in collaboration with sonic emotion [16] . The 3D audio and video technologies are brought together using two Large Multi-Actuator Panels (LaMAPs [8] ), each of size 2.6 m × 2 m, forming a "corner", with the panels acting both as a pair of orthogonal projection screens and as a 24-channel loudspeaker array. The s-3D video is presented to the user using passive polarized technology, and 24 actuators attached to the back of each LaMAP allow for a WFS reproduction in a horizontal acoustic window corresponding to the s-3D video window. WFS is a sound field reproduction techniques that synthesizes the physical radiation properties of sound sources within an extended listening area [26] . The 20 cm spacing between the actuators corresponds to an aliasing frequency of about 1.5 kHz, the upper frequency limit for a spatially correct wavefront synthesis, accounting for the size of the loudspeaker array, and the extension of the listening area [9] . The implementation of WFS used here is restricted to the synthesis of sound sources located in the horizontal plane [10] . Azimuth and distance localization accuracies of sound events in the SMART-I 2 are globally consistent with corresponding real life localization accuracies. The azimuth localization accuracy of the WFS system in the SMART-I 2 was evaluated in [26] . Participants had to determine the origin of a 150 ms white noise burst coming from 17 possible virtual targets, each separated by 3
• . The median of the angular error was always less than 3
• , with a variability between 3 and 4
• . These results are in line with the literature [31] . The distance perception in the SMART-I 2 was evaluated in [26, 25] . Participants estimated the distance to virtual sources in the auditory, visual, and auditory-visual modalities. Using two methods, visual target selection and blind-walking triangulation, results were in line with the literature on real auditory source distance perception [34] . The perceived distance d p to the auditory targets was modeled by the curve d p = kd a s where d s is the simulated distance, and k and a are parameters of the model. The median values of k and a were 1.72 ± 0.09 and 0.33 ± 0.03, respectively. This is also in line with the literature [34] .
The software used to render the visual part of the experiment is MARC (Multimodal Affective and Reactive Characters [11] ), a framework for real-time affective interaction with multiple characters [12] . The MARC architecture also provides a lip-synch functionality, for the characters, based on a pre-analysis of the speech wave file. The integration of MARC in the SMART-I 2 is described in [13] .
Audiovisual material
The visual material consisted of one MARC character (Simon) in a scene depicting an apartment (Fig. 4) . The point of view was chosen so that the character's mouth was at the height of the SMART-I 2 's actuators, to avoid any vertical dis- crepancy. The scene was rendered at a 1:1 scale, i.e. life-size. The visual content was played continuously throughout the trial sessions. The audio signal was the speech pronounced by the virtual character. There were two different five-second long sentences from two tales selected from a corpus [15] . For all sound positions, the level of the stimuli was adjusted at 52 dBA RMS at S 1 . The ambient noise in the room was 33 dBA RMS at the seating positions.
Experimental task
In order to make efficient use of the installation and minimize total experiment time, up to three participants took part together in each experiment session. Each participant sat successively at the three positions S 1 , S 2 , and S 3 (not necessarily in this order). The participants were first provided with written instructions regarding the experiment. They wore passive linear polarizing s-3D glasses and received a Wiimote. There was no physical restriction on their head movement.
Each session consisted of three consecutive blocks to allow for each participant to sit at the three different positions. Each block consisted of 24 trials for data collection, corresponding to six sound positions, repeated four times. The first block started with a training session to make sure that the participants understood the task. This training alternated between two situations: sound at the correct position (A ③ ) and sound at the control position (A c ). The order of the stimuli was randomized in each block. Each value of the repetition factor was associated with one of two different speech sentences, alternating between the two. This was done to avoid monotony during the experiment. Each trial started with a five-second stimulus followed by a five-second period during which subjects answered the question "Is the voice coherent with the character's position?" by pressing a button of the Wiimote. The number of repetitions was chosen to keep the experiment short (about 8 minutes per block, and 30 minutes in total). The stimuli in each block were played in an automated way, with the subjects being observed remotely. Five-minute rest periods were offered between each block.
RESULTS
We present the results of the statistical analysis carried out on the answers from the participants. The answers yes and no are coded as 1 and 0, respectively. All statistics are reported at the 0.05 significance level. We started by analyzing the panel performance and searching for potential outliers in the data. One participant's results obtained a congruence score almost constant irrespective of the angle of error AVangle. This behavior was clearly different from that of the other participants. A numerical analysis, based on the Median Absolute Deviation [23] , confirmed this result. Therefore, the data from this participant was excluded from the subsequent analysis.
After removing the outlier from the data, the proportion of "yes" answers (the congruence score), was computed for each value of AVangle over all participants, as shown in Fig. 5 . To understand how the mean score values relate to the positions of the sound and participants, the number of yes and no answers are reported in Tab. 2, summed over all participants.
We can see that, for participants at S 3 and the sound at A ④ (equivalent to an angle of error of 17.4
• ), the numbers of answers yes and no are approximately equal. This point, where participants are equally likely to answer yes or no, is called the point of subjective equivalence (PSE).
In order to determine the values of AVangle at which the perception of the congruence is statistically different from that at AVangle = 0, a χ 2 test was performed for each value of ρ (see Appendix A for information on the statistical procedure). At each sound position, except at the control position A c , one sample corresponds to S 1 and serves as a reference for the congruence (AVangle = 0). Since there is no reference sample at A c (all the samples are incongruent by design), we include in this particular χ 2 test the values obtained at S 1 with the sound source at A ③ . Therefore, each χ 2 test was performed on three populations (df = 2), corresponding to three different values of AVangle, except at the control position, where four populations were compared (df = 3).
The results of the tests are given in Tab. 3. The table shows that the value of the χ 2 statistic increases almost monotonically with the distance from S 1 to the sound position (decreasing value of ρ). The lower value of the χ 2 statistic when the sound is located at A ⑤ is a result of the lower proportion of yes answers at S 1 (the reference sample) for this sound position. When the sound is placed too far away, the assumption that only adjusting the sound level is enough to maintain the congruence at S 1 ceases to be valid.
At the three closest sound positions (AVangle < 10 • ), the proportions obtained in each test are statistically identical, irrespective of AVangle. An overall estimatep can be computed for each group of tested samples by collapsing all the corresponding counts in Tab. 2. The resulting mean proportionp is 0.85, when the sound is at A ① , and 0.90 when the sound is at A ② and A ③ .
At A ④ , A ⑤ , and the control position A c , the χ 2 test reaches significance at the 0.05 level, and therefore at least one proportion is different from the others. The Marascuilo procedure is applied to compare all pairs of proportions [6] .
At each sound position, all comparisons between the proportion at S 1 and the other seats are significant, except for the comparison between the proportions at S 1 and S 2 when the sound is at A ⑤ . Note, however, that the significance is obtained if the sample at S 1 is replaced by another reference sample, indicating once again that this result is obtained because of the lower count of yes at S 1 when the sound is at A ⑤ .
DISCUSSION
An increasing angle of error AVangle between the sound position and the perceived character position decreased the reported congruence, i.e. the proportion of "yes" answers to the judgement of spatial congruence between the sound and the image of the character.
When the angle of error between the sound and the image was superior to 10
• , the congruence statistically significantly decreased. The reported congruence continued to decrease with increasing angular discrepancy.
When the angle of error was less than 10
• , the reported feeling of congruence was statistically independent of the angle of error, and the congruence score was maximal, between 0.85 and 0.9. These values of the angle of error (below 10
• ) also correspond to the cases where the sound was located nearest to the screen. This indicates that the method consisting in pulling the audio sources close to the screen with respect to an "ideal" viewer helps to improve the audiovisual congruence when accurate spatial sound is used in combination with s-3D images. For memory, all experiments were carried out for sound sources located in the horizontal plane.
CONCLUSION
We presented here a study of the auditory-visual spatial integration of 3D multimedia content by naive subjects. The audiovisual rendering was provided by a combination of passive stereoscopic 3D (s-3D) imaging and acoustic Wave Field Synthesis (WFS).
A subjective experiment was carried out where a situation corresponding to an angle of error between an s-3D video and a spatially accurate sound reproduced through WFS was presented to naive subjects. Motivated by a cinema application, we chose a stimulus consisting of a talking character in an apartment scene. After a five-second speech stimulus, subjects gave their answer to the question "Is the voice coherent with the character's position?" A method, originally proposed for reducing the error between 2D images and spatially accurate sound reproduction, was adapted to s-3D viewing. When the sound was brought closer to the screen plane with respect to an ideal seating position, we found that the auditory-visual spatial integration was maintained to a high level for all tested seating positions. Conversely, when the sound was pulled away from the screen, we found that the integration was progressively reduced, an effect which was more pronounced at more off-axis seating positions.
