We investigate the learning of a rule from examples of the case of boolean perceptron. Previous studies of this problem have been made using the full quenched theory. We consider here two alternative approaches that can be applied easily. The two-replicas interactions approach considerably improves upon the well-known rst-order approach. The mean eld approach proved some results that have been obtained previously using the complex full quenched theory. Both approximations have been applied to both continuous weights and discrete weights perceptron.
I Introduction
The replica formulation of the statistical mechanics of disordered systems has become a major research tool in the study of complex systems 1 . In recent years, the learning from examples in feedforward neural networks has been exhaustively studied in the framework of statistical mechanics 2, 3, 4, 5 . In this eld, the replica trick R T has become a very useful tool for the investigation of learning and generalization processes in neural networks. The popularity of the replica method is based mainly on the elegance and simplicity of the formulation of the so-called quenched theory.
In the context of learning in single-layer feedforward neural networks, the full quenched theory has been applied successfully within the framework of the replica symmetry RS and one-step replica symmetry breaking 4, 6, 7 . However, it is possible to extract some information in a simpler way, borrowing techniques from other elds of physics and applying them to the replicated Hamiltonian. Recent studies using hightemperature limit approximation and annealed approximation have been developed and applied to feedforward neural networks. These approaches are able to predict the right behavior in some cases, but cannot introduce the disorder e ects produced by the randomness of the examples. These e ects become essential with decreasing temperature.
In the present e ort we wish to study the generalization process in the perceptron with boolean output, the so-called boolean perceptron BP, using two di erent approximations: two-replicas approximation TRA obtained by recourse of a pertubative expansion, and mean eld approximation MFA. Our results can be extended to a perceptron with linear output. We consider learning by a single-layered perceptron 8 within a statistical mechanics environment 9, 10, 1 1 . Our neural network NN has N input units S i connected to a single output unit , whose state is given by S; W = g , N ,1 W S , where g x is the transfer function. For each set W of weights, the NN maps S onto . Learning is said to take place whenever the W i are chosen so that closely approaches the desired, correct map 0 S = g , N ,1 W 0 S . Within the supervised learning scheme 12 one reaches this goal by recourse to a cost function that is constructed on the basis of P examples fS l ; 0 , S l g with l = 1 ; : : : ; P : Here we assume that the inputs S l are randomly selected according to probabilities D S, we h a ve considered here a Gaussian distribution from the input spaces.
The learning process has been regarded as a stochastic dynamics, associated to the minimization of an energy function E t , where the NN weights evolve according to a Langevin-like relaxation prescription that leads to a Gibbsian probability distribution for the weights 13, 1 , 1 4 with = 1=T and T a temperature" characterizing the noise level in the learning process. The normalization factor Z is the partition function. The remainder of the paper is organized as follows: Section II is devoted to a brief recapitulation of basic concepts concerning the replica formulation in the BP. The two approximations that interests us here TRA and MFA, are derived in Section III. The thermodynamics of the BP, with Ising weights and continuous weights, are analyzed in Section IV. Finally, some conclusions are drawn in Section V.
II The Replica Method
The energy of the systems depends upon the particular training examples selected. Therefore, the associated macroscopic" observables are evaluated by a double averaging procedure involving two spaces: thermal average over the weight space with probability distribution P W, to be denoted by h:::i T and a so-called quenched average" over all possible inputs, to be represented by ::: R Q l dS l , where dS l is some measure. Here we are using the standard Gaus-
The NN free energy F is given in terms of the latter ty p e o f a verage by The RT is the usual tool employed to evaluate the average over the examples 13, 14 , and it originated within the context of spin glasses 15, 1 6 . The RT is recommended whenever it is feasible to evaluate averages of Z, but not the ones for ln Z. The RT exploits the identity ln Z = lim n!0 n ,1 ln Z n ; 7
where Z n can be regarded as the partition function of n identical non-interacting systems, copies of the original one. They are identi ed by the label = 1 ; ::::; n. In performing the averaging process over the examples, coupling arises between the distinct copies. 
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Since H R ; Q depends on the weights only through parameters R and Q above de ned, the replicated partition function can be written as an integral over these order parameter introducing auxiliary parameters
is the logarithm of the density of replicated networks with the overlaps R and Q .
In the thermodynamical limit N ! 1 the integral 8 receives an overwhelming contribution from the minimum of the variables R and Q .
Here some physical reasoning is needed in order to simplify things. Since the replicas have no a priori physical meaning, it is reasonable to assume that all replicas have the same overlap with the teacher NN and that, further, the overlaps between two of them are symmetric under permutation of the replica indices. This assumption constitutes the RS ansatz. Therefore, we h a ve where Dy = 1= p 2e ,y 2 =2 dy and erf x is the standard error function. The thermodynamical study of the problem would involve a considerable e ort, so it should be useful to study a simpler approach. Borrowing ideas from other elds of physics we consider two approximations. Of course, we pay the customary price: the approximation is valid just for some appropiate range of : III Two approximation for BP A. Two-replica approximation It is our goal here to introduce a perturbative treatment that enables one to incorporate the disorder effects produced by the randomness in the examples. We shall consider an expansion of H given by 9 Of course, higher order terms in are associated with three-replica coupling, four-replica ones and so on. Replicas can be regarded as particles with N degrees of freedom. The rst term in 15 describes the coupling of the particles with an external eld, while the second one represents two-particle interactions via an e ective potential depending upon the Hamming distance between the replicas. where second-order terms in the total number of replicas n have been eliminated. The relevant parameter here is Q , which does not appear at high temperature limits. The temperature T is associated with a coupling constant. It is reasonable to expect our expansion to yield an adequate treatment for T In some cases, the coupling between replicas produces only minor changes in the learning curves and the phase diagrams. In other cases, such terms can lead to the appearance of qualitalively di erent phases at low temperatures. These phases are conveniently described by the properties of the matrix Q which measures the overlap of the weights of two copies of the systems. Since the replicated Hamiltonian is invariant under permutation of the replica indices, one naively would expect that Q = q for all 6 = , where q is given by
This characterizes the typical overlap of the solutions to the constraints posed by the examples. As increases, more and more correlations are to be found between the di erent solutions, and q approaches unity. For = cr , we have q = 1 and the concomitant degeneration is broken. This parameter is known as the Edward-Anderson parameter in spin glass theory, and re ects the degeneracy of the ground states. On the other hand, the expected value of the overlap with the teacher is given by R We can see that this approximation takes into account the degeneration of the ground states because it preserves the structure of the matrix Q within the framework of the replica symmetry.
IV Analysis of the Results
A. Ising-weights perceptron Both equations 25 and 27 describe the rst-order transition from a state with poor generalization to a state perfect generalization with R = 1. Fig. 1 depicts the phase diagrams for both approximations. At any xed T , to left of thermodynamic transition line th there are two solutions, one with R = 1, and one with R 1. The state of poor generalization R 1 is the equilibrium state, while the state of perfect generalization R = 1 is metastable. In the region between the thermodynamic transition line and the spinodal line rst-order transition, the situation reverses, with R = 1 becoming the equilibrium state, and R 1 the metastable state. To right of spinodal line when sp , there is only one solution with R = 1, there is no metastable state in this phase. Anomalies in the phase diagram arise at low temperatures T = 0:5, which is an e ect of the approximation in the TRA. The phases of poor generalization, metastable, and perfect generalization are in indicated in the Fig.1 with I, II, and III, respectively. The training errors in TRA are given by 21, while in MFA b y 23. On the other hand, the generalization error is given by g = 1= cos ,1 R. Fig. 2 displays the learning curves for both approximations.
Some features of our approach deserve particular mention. In Fig. 2 , the spinodal transition at T = 1 takes place at sp = 2 :25 in MFA. While in TRA the spinodal transition takes place at sp = 2:95, which agrees with the more elaborate complete quenched theory CQT 4 . Our results considerably improve u p o n the rst-order approximation, for which sp = 2 :08. In addition, unlike high temperature limit approximation, t and g are di erent in both TRA and MFA. B. Spherical-weights perceptron Now, we derive the equilibrium properties for the BP with spherical weights. In this case, the evaluation is somewhat more complicated. We write the a priori distribution as In the limit ! 0 the parameter q is zero. This result indicates that the coupling between replicas in the perceptrons with spherical weights is weaker than in the case with Ising weights.
Similarly, the free energy function in the MFA can be written as 20 where t is given by 23 and the entropy can be computed as the fraction of the weight space with an overlap R, which is simply the vol- Note that at T = 0 the prefactor is 0:5, slightly inferior to the correct prefactor 0:625, while the annealed approximation predicts 1.
The training error and the generalization error are displayed in Fig. 3 a t T = 1 for both approximations. 
V Conclusions
We h a ve presented two approximations for the boolean perceptron. These approaches introduce, in di erents way, the disorder e ects produced by the random examples. They have been able to reproduce the behavior of the system within the range of where RS is right. On the other hand, TRA allows us to establish that the coupling between replicas in perceptron with continuous weights is weaker than the one with discrete weights.
In any case, we h o p e t o h a ve convinced the reader that these techniques are satisfactory tools for investigating, at not too low temperatures, the thermodynamics of the learning process.
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