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LIST OF SYMBOLS 
D Delay operator 
E~ Ensemble of polynomials 
g~ Polynomial coefficient 
G( D ) , G a ( D ) , G~( D ) Code-generating polynomials 
GF(q) Finite field of q elements 
L~ Average number of added terms 
m, n, n '  Degrees of polynomials 
N~ Nonnegative integer 
P~(k) ,  P, , ' (k )  Probabil ity distributions 
Z~ Average number of leading zeroes 
In this paper we consider the augmentation f an arbitrary con- 
volutio~al code-generating polynomial in order to obtain a reversible 
code. It is shown that for a polynomial of large degree, the average 
degree of the augmented polynomial is nearly twice that of the origi- 
nal polynomial, the average being taken over the usual ensemble of 
codes. 
The interest in self-reciprocal polynomials in coding theory originated 
with Massey (1963, 1964), who has shown that whenever a self-recipro- 
cal polynomial is used as a convolutional code-generating polynomial, 
the resulting code may be decoded backward us well as forward, with the 
same hardware and the same probability of decoding error. 
Let G( D ) = go 4- glD 4- g~D ~ 4- ". .  4- g ,D ' ,  where n is a positive 
integer, and g~ E GF(q),  i = O, 1, • • • , n, for any allowable q. Since any 
• This material is part of the work for the first author's Ph.D. dissertation, 
Department of Electrical Engineering, University of Missouri. This work was 
supported by a NASA Traineeship. 
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number of the high-degree coefficients may be zero, G(D) is a poly- 
nomial of degree n or less. 
D~FmITIO~ 1. A polynomial G(D) of degree n or less is said to be 
n-self-reciprocal if and only if G( D ) = D~G(1/D ). 
The above definition is equivalent to the condition that the sequence 
of cbeffieients when read forward agrees with the sequence of e0efficients 
when read backward, starting With g~. Unfortunately, most polynomials 
are not self-reciprocal. To remedy this, Massey (1963) suggests the aug- 
menta~ion of any polynomial to change it ton self-reciprocal polyfiomial. 
D:EF~IT!ON 2. For fixed m, let G(D) be any polynomial of degree m 
or less. We define the augmented polynomial, G~(D), to be the poly- 
nomial of lowest degree formed by adding terms of degree m -t- 1 and 
greater to G(D) such that GA(D) is (m -t- k)-self-reciprocal, for some 
nonnegative integer k. 
Massey (1963) shows that the degree of GA(D) is less than or equal to 
2m. The object of this paper is to investigate the limiting behavior of the 
average degree of G.4(D) as m becomes large, where the average is taken 
over the ensemble of polynomials G(D) of degree m or less. 
First, let us fix a value of q; chosen such that GF(q) exists. Then we 
construct the above ensemble by choosing the coefficients go, g~, " • ,gm 
from GF(q) independently, each coefficient taking on the value of each 
element of GF(q) with probability 1/q. The entire ensemble, Era, is 
thereby generated, each of its elements (polynomials) occurring with 
equal probability. 
D~Fn~ITmN 3, For the fixed value of q chosen above, let: 
(1) P,~'(k) be the probability that G(D), chosen randomly from 
the ensemble E~, can be made (m -t- k)-self-reciprocal by the addition 
of terms of degree greater than m, but less than m +/¢ -t- 1; 
(2) P,~(k) be the probability that G(D) can be made (m -t- k)- 
self-reciprocal by the addition of terms of degree greater than m, but 
less than m + k + 1, and that/~ is the smallest such number; 
(3) L~ = ~- -0  kP,~(k). Lm is the average number of augmenting 
terms. 
LEM~.~. For fixed q, 
P~'(h) q 2 , m-l- keven, O ~ k <_ m, 
I k--~--I 
[q ~ ,m- l -  k odd, 0 =< k < m. 
Proof. Only the case of m -t- k even will be considered, the proof of the 
other case being similar. 
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Consider the following array of coefficients: 
gm+k gm+k £Jm+k 
i i  ' r i  
o k Ik+l  I 2 2 I 2 r.-I r. ra+k 
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In order for G(D) to be made (m A- k)-self-reciprocal, it is necessary and 
sufficient that the coefficients connected by lines in the above diagram be 
equal in pairs. The k equations, 
g0 ~- gm+k ; gl = gm+~-l; --- ; gk-1 = gtn+~ 
are satisfied by the appropriate choice of g~+~, g~+.~, •• • , g~+~. The 
remaining equations, 
gk = g~; gk+l = g~- l ; " "  ; g~+k 1 = g=+1%1' 
2 2 
are each satisfied with probability 1/q. Since no coefficient appears in 
more than one equation, and since the coefficients were chosen inde- 
pendently, the events described by the equations are statistically inde- 
pendent. There are (m -- k)/2 equations; therefore, they are simultane- 
ously satisfied with probability 
m--I: 
P~ (k) = = q-V. Q.E.D. 
THeOrEM. For every fixed q, 
lim L~ 
m~ m 
exists, and equals unity. 
Proof. Select any e such that 0 < e < 1. Let N~ denote the greatest 
integer less than or equal to ( 1 - e)m. It  is clear that anypol)~nomial that 
satisfies the conditions for P~(k)  also satisfies those for Pin'(k) ; hence, 
for every m and k, P,~(k) <= P,~'(k). Letting k have the meaning implied 
by Definition 3, part (2), we have 
Nm Nm 
P Ik  ___< (1 -- e)m} =- Y~ P,~(k) -< Y~ P,~'(k). 
k~O k~0 
The number of terms in this sum is N~ -t- 1 =< ( 1 - e)m -1- 1. From the 
above lemma, it is clear that P,,,'(k) is a monotonically nondecreasing 
function of k, for fixed m and q. Hence, each term in the right-hand sum- 
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mation above is overbounded by P,,,'(Nm). Again by the lemma, for any 
Gombination of even or odd N.~ and m, 
Nm--m (1--¢)m---ra --era ! 
P~(N,,~) =q< ~ =<q 2 =q-V .  
Thus, P{k <= (1 - e)m} -< [(1 - e)m ~- 1]q -'m/~, which implies that 
P{k > (1 - e)m} _-> 1 - [(1 - e)m-t- 1]q -'m/2. Thus, 
= kPm(k)  __> kP (k) 
k=O k=tg m-]- I
m 
> (N.  -t- 1) ~"~P,~(k) = (N,. + 1)P{k > (1 - e)ra} 
k=Nm-~-I 
--em 
> [(1 - ~)m][1 - {(1 - ~)m + 1}q-~i. 
Therefore, L~/m >= (1 - ¢)[1 -- {(1 - e)m -I- 1}q-~m/:]. Now by the 
Rule of L'Hospital, lim~-.~ (1 - e)[1 - {(1 - e)m + 1}q -'m/2] = 1 - e. 
This implies that 
l im in fLm> 1 - e. 
m 
Since e was an arbitrary member of (0, 1), and since the left side of the 
above inequality is independent of e, we have shown that 
lira inf L~ => 1. 
m 
But by Massey's Theorem 2 (1963), L~ =< m, which implies that 
lim sup --L~ =< 1. 
m 
This implies that lira . . . .  L~/m exists, and that, for every value of q, 
lim --L~ = 1. Q.E.D. 
m~ m 
Note that on the (ensemble) average GA(D) is (m -t- L~)-self- 
reciprocal, by Definition 3; by the above theorem, L~ is asymptotically 
equivalent o m. It  is therefore suggested that the 2m-self-reciprocal 
polynomial, G~(D), generatedbychoosing g~+~ -- g~_~, i = 1, 2, • • • , m, 
may be used in place of GA(D) in all cases, with the average number of 
"extra" terms being quite small compared to m. 
One factor which has been ignored in the above work is that the degree 
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of G,(D) is not in general 2m, due to the possibility of the highest-order 
terms having coefficient zero. Its degree differs from 2m by the number 
of consecutive highest-order terms having coefficient zero; it is clear that 
this number must agree with the number of lowest-order terms of G(D) 
having coefficient zero. These coefficients were chosen independently, 
each being zero with probability 1/q. Thus, the probability of exactly j 
consecutive lowesborder coefficients being zero is 
(iy (q - 
q~ k, q / '  j=O,  1 , . . . ,m;  
also, the probability that G(D) is identically zero is (l/q) m+l. Let Z~ 
be the average (taken as G(D) ranges over E~) number of consecutive 
highest-order terms of G,(D) having coefficient zero. Then, 
fi Z~ = i--=--° j + (2m 1) 
\ -Ex - /+  c +----E 
Clearly, limm-.~ Z,~/m = 0. Thus, for large m no significant difference 
exists between the average degree of G,(D) and 2m. 
So far, the ensemble E~ of polynomials under consideration has been 
the collection of polynomials of degree m or less. It will now be shovel 
that the lemma and theorem hold for the ensemble of polynomials of 
degree xactly m, 
First note that in the proof of the lemma, g~ appears only in the 
equation gk = g~ • The coefficient g~ ~ 0 may be considered as fixed; 
the probability that gk equals this fixed value is 1/q, as before. The re- 
mainder of the proofs of the lemma and the theorem goes through un- 
changed, so the conclusion holds for polynomials of degree xactly m. 
This case corresponds toa code of rate 1/2, which (in its simplest form) 
has a single generator polynomial of known degree, m. 
In general, there may be a large number of polynomials associated 
with a code of arbitrary rate. Under these conditions, Massey (1964) 
shows that the reversible decoding property holds if and only if every 
one o~ the generator polynomials i n-self-reciprocal for some constant n. 
Let us consider the augmentation f a collection of pol~iomials chosen 
independently from E~. Select any one of these polyno~mals; suppose its 
augmented polynomial is n'-self-reciprocal, with n' < 2m. By I~Iasscy's 
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theorem, the polynomials resulting from the augmentation of the above 
collection must all be n-self-reciprocal for the same n. I t  is clear that 
t 
this n is greater than or equal to n ; however, on the (ensemble) average, 
! * 
n is asymptotically equivalent to 2m by our theorem. This implies that 
on the average n is also asymptotically equivalent to 2m. Therefore, the 
motivation for using the 2m-self-reciprocal polynomials in place of the 
augmented polynomials is at least as strong here as for the case of a 
single polynomial. 
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