Abstract-An empirical screening level approach was developed to assess the probability of toxicity to benthic organisms associated with contaminated sediment exposure. The study was based on simple logistic regression models (LRMs) of matching sediment chemistry and toxicity data retrieved from a large database of field-collected sediment samples contaminated with multiple chemicals.
Field et al. [1, 2] developed an empirical approach for conducting screening level toxicity assessments of contaminated sediments to benthic organisms based on simple logistic regression models (LRMs). These LRMs were based upon matching sediment chemistry and toxicity data retrieved from a large database of field-collected sediment samples contaminated with multiple chemicals. The data were obtained from sediments that encompassed many geographic areas along the Atlantic, Pacific, and Gulf coasts of North America. Although the database included information on a variety of toxicity endpoints, only data from the American Standards and Testing Materials (ASTM) standard 10-d laboratory survival toxicity tests with Ampelisca abdita and Rhepoxynius abronius were used in analyses. For A. abdita, there were 2,012 such samples, and there were 1,211 such samples for R. abronius. Prior to fitting the data to a LRM, sediment samples were designated as toxic if the observed mortality was greater than 10% and statistically significantly greater than the negative control based on either a one-tailed t-test or an analysis of variance. Otherwise, the samples were deemed nontoxic. Toxic samples in which a given contaminant was present in concentrations below its mean concentration in nontoxic samples collected in the same study and geographic area were excluded, based on the assumption that the selected contaminant was unlikely to have contributed substantially to the observed sample toxicity.
Field et al. [1, 2] developed simple LRMs for individual contaminants to describe the relationship between chemical concentration and toxicity. The primary goal of the LRMs is to predict the probability of field-collected sediment samples' toxicity based solely on in situ contaminant concentrations. The LRM results do not define dose-response relationships for individual chemicals, but serve as indicators of toxicity based on chemical mixtures. Although the LRM approach is similar to other approaches used to derive sediment quality guidelines ([SQGs]; e.g., [3] ), it does not develop specific threshold values below which sediment toxicity is considered unlikely to be observed and above which sediment toxicity is considered likely to occur. Instead, the concentration-response relationship provided by the LRM approach is intended to estimate the extent to which the probability of toxicity increases as the magnitude of a contaminant concentration exceeds its SQG. Logistic regression models were fitted to matching sediment chemistry and sediment toxicity data representing 37 contaminants. The fitted LRM for each contaminant was used to estimate the probability that a sample with a particular contaminant concentration would be toxic. After estimating the model parameters, the model was used to estimate the concentrations that yielded a specified response probability. The associated confidence intervals for these effect concentrations also were estimated. For example, the fitted LRM for lead based on 2,481 sediment samples was exp(Ϫ5.45 ϩ 2.77x) p ϭ (1) 1 ϩ exp(Ϫ5.45 ϩ 2.77x) Based on this LRM, 52% of the sediment samples containing 100 mg lead/kg dry weight of sediment would be toxic to amphipods. The estimated proportion of toxic samples was determined by substituting the logarithm (base 10) of 100 for x in Equation 1. The associated inference is that a sediment sample that is contaminated with some unspecified number of chemicals, in addition to 100 mg lead/kg dry weight of sediment, has a probability of 0.52 of being toxic to amphipods. The lead concentration at which 20% of the samples would be predicted to be toxic (i.e., T20) was 30 mg lead/kg dry weight of sediment. The associated 95% confidence interval ranged from 27 to 33 mg lead/kg dry weight of sediment. The width of this confidence interval relative to the estimated T20 was 20%. The goodness-of-fit statistics indicated that the slope and intercept terms of the fitted LRMs of all 37 contaminants were statistically significantly different from 0 (p Ͻ 0.01). The significance of the goodness-of-fit statistics, as well as the relatively narrow range of the confidence intervals associated with estimates based on the fitted model such as the T20, are not surprising given the large sample sizes (i.e., generally greater than 1,000) upon which the model was based. Although it might be justified to assume that the dose-response relationship associated with a single contaminant follows a logistic distribution, there is no theoretical justification for assuming that the dose response of a mixture of contaminants follows a logistic distribution. Moreover, it is clear from some concentration-interval plots that the shape of the concentrationresponse relationship may not be logistic and that a LRM may not be appropriate for some contaminants (e.g., lead).
To estimate the probability that samples contaminated with multiple chemicals were toxic, the results of the LRMs for each contaminant were combined and fit into a single model (P Max model). The P Max model was used to estimate the probability of toxicity for a mixture of contaminants in a given sample, based upon the relationship between the maximum probability estimated by the LRMs for individual chemicals and the proportion of samples that were toxic. For each sediment sample from the database, the probability that each contaminant in the sample was toxic to amphipods was estimated. These estimated probabilities were obtained by substituting the observed concentration of each contaminant in the sample into its respective LRM (i.e., if a sediment sample contained 10 contaminants, 10 probability estimates that this sediment was toxic to amphipods would result). From these estimates, the maximum toxicity probability was identified (P Max ). The toxicity result for all such samples was regressed against the respective P Max to produce the fitted P Max model [2] 2 y ϭ 0.11 ϩ 0.33P ϩ 0.40P Max Max (2) where y is the predicted probability that a sediment sample contaminated with multiple chemicals is toxic. Unlike the methods used for deriving the individual LRMs, all of the samples with matching chemistry and toxicity were included in the dataset used to fit the P Max model (i.e., no data-screening procedures were used). The P Max model was derived empirically and does not necessarily have a mechanistic foundation. The model can be used easily as a screening tool to predict the probability that sediment samples contaminated with multiple chemicals would be toxic based solely on their concentrations (i.e., matching biological data would not be required for screening level assessments). For example, suppose a sediment sample was contaminated with 25 chemicals, but an ASTM standard 10-d laboratory survival toxicity test had not been conducted. Substituting the concentration of each of the 25 contaminants into their individual LRM produces 25 probability estimates that this sediment would be toxic to amphipods. Suppose the largest of these estimated probabilities was 0.30. By substituting this value into the P Max model, the predicted probability that this sample would be toxic to amphipods is 0.25. Similarly, if the largest of these estimated probabilities was 0.65, then the predicted probability that this sample would be toxic is 0.50.
The purpose of this review of the LRM approach was to evaluate the following decisions that were made to simplify the development of the LRM for each contaminant. First, percent mortality information associated with each sediment sample was condensed into a dichotomous response (i.e., toxic or nontoxic) before fitting each LRM. Less replication in the control and test sediment groups or decreased survival in the control sediment group may decrease the probability that a sediment sample will be declared toxic. Consequently, the mean concentration among nontoxic samples could increase, which could result in a greater number of toxic samples excluded before fitting each LRM. Second, each LRM assumed that toxicity was attributable to a single contaminant. Consequently, the interactions of multiple contaminants within sediment samples could overestimate the potency of some contaminants. Finally, individual contaminants present at low concentrations were excluded from toxic sediment samples. Consequently, the toxicity of some contaminants may be overestimated.
It is our conclusion that one of the consequences of these decisions manifested itself in an elevated false-positive rate. That is, a relatively large number of sediment samples will be classified incorrectly as toxic. We illustrated our claims with hypothetical examples using simple theoretical models. We also evaluated the efficiency (e.g., false-positive rate) of the LRM approach using data from the National Sediment Inventory database (http://www.epa.gov/waterscience/cs/nsidbase. html). It should be noted that the results of our evaluation of these decisions are not necessarily definitive. If analysis of each decision revealed limitations of the LRM, it remains unclear if the LRM is limited or if the LRM is adequate but the approach we used to evaluate each decision was inadequate. If simple examples lend support to our claims, then the performance of LRMs in the face of more complex datasets may be drawn into question. Consequently, caution should be the order of the day when the LRM approach is used as the only tool for sediment toxicity screening and regulatory decisionmaking.
TOXICITY DEFINITION
Percent mortality information associated with each sediment sample was condensed into a dichotomous response (i.e., toxic or nontoxic). Each sediment sample was designated as toxic if the observed mortality among amphipods in the sediment sample was statistically significantly greater than the negative control and the observed mortality in the sediment sample was greater than 10%. An amphipod mortality of 10% was considered the threshold of a toxic response because amphipod toxicity test results were considered acceptable if mean control mortality was less than or equal to 10% [4] .
The power of the toxicity test is dependent on the number of replicates per treatment group and the number of individuals per replicate, as well as the variability in the observed response measure. On the basis of historical control data with the amphipod species Rhepoxynius abronius, five independent replicates per treatment and 20 amphipods per replicate provide a 75% probability (i.e., power) of detecting a difference in mean survival between negative control sediment and test sed- Based on the first criterion for toxicity, a sediment sample was deemed toxic if the observed mortality of amphipods exposed to the contaminated sediment sample in laboratory testing was statistically significantly greater than that observed in the negative control sediment. The magnitude of the difference that can be detected as statistically significant in the number of amphipods killed between contaminated and control sediment samples is dependent on the number of test sample replicates. Because statistical significance is dependent on sample size (as well as statistical procedure used), studies with large numbers of replicates per sample can label as toxic the sediment samples for which amphipod mortality is only slightly greater than that due to the background. Alternatively, the inference from studies with limited replication is that compounds eliciting relatively high amphipod mortality are nontoxic, regardless of the biological significance of the observed mortality. Hence, with this approach, the toxicity of a contaminant is based on the amount of sample replication in the toxicity test, as well as the inherent variability of the endpoint of interest rather than consideration of biological effects. Statistical significance does not always equate with biological significance, and a lack of statistical significance does not always equate with a lack of biological significance. A biologically significant difference to be detected must be specified as part of any experimental design strategy. Then, appropriate sample replication can be determined to ensure a high probability of detecting this difference, if this difference is true. The distribution of the number of replicates included in each sediment toxicity study that supported individual chemical LRMs was not provided. Consequently, the impact of differences in replication on LRM-based predictions is unclear. Furthermore, it is not clear whether sample replication was a requirement for the inclusion of a study into the database used for LRM development and that the LRM approach accounted for differences in the sample replication of these studies.
Based on the second criterion, a test sediment was declared nontoxic if the mortality rate among amphipods exposed to the sediment did not exceed 10%. This is consistent with the criteria imposed on the negative control, such that background mortality in the control cannot exceed 10%. However, the mortality rate associated with a test sediment sample that has been designated as toxic, based on simple hypothesis testing, is dependent upon the observed mortality rate in the negative control sediment. On the basis of historical data [4] , five independent replicates per treatment and 20 amphipods per replicate provides a 80% probability (i.e., power) of detecting a difference of three test organisms in the mean survival between negative control sediment and test sediment. For 100% survival among control amphipods, this corresponds to an average of 85% survival (15% mortality) among the test sediment replicates. However, for 90% survival (10% mortality) among control amphipods, historical data indicate that the study would have only a 20% power of inferring that an average of 85% survival (15% mortality) among the test sediment replicates is statistically significant and, therefore, toxic. Consequently, lower survival in the control sample translates into the appearance of lower toxicity in the test sediment sample. As the number of organisms per replicate decreases below 20, the lesser is the perceived toxicity of the test sediment. The association between chemical concentration and response within a replicate is lost when the toxicity of a sample is categorized as either toxic or nontoxic, based on the results of simple hypothesis testing.
Using the two criteria upon which sediment samples were deemed toxic, a plot (a power curve) was constructed that summarized the relationship between the magnitude of a true difference in the number of amphipods killed and the probability of detecting the difference as statistically significant (Fig.  1 ). These power curves are predicated on the null hypothesis that survival of amphipods in the control sediment is not different from that of the test sediment. That is, mean survival in test sediment is greater than or equal to 18 amphipods (90% survival), or mean amphipod survival in the control sediment is equal to that of the test sediment, given that mean survival in test sediment is less than 18 amphipods. This assumes that mean survival of amphipods in control sediment was greater than or equal to 90% in all the studies included in the development of LRMs (i.e., all studies were valid based on ASTM guidelines). The complementary alternative hypothesis is that survival of amphipods in the control sediment is greater than that of the test sediment. That is, mean amphipod survival in the control sediment is greater than that of the test sediment, given that mean survival in test sediment is less than 18 amphipods. For a given probability that survival in the test sediment will be less than 18 amphipods, the probability of detecting a given true difference between the control and test sediments in the mean number of amphipods killed was constructed, based on student's t distribution. In accordance with ASTM guidelines, the construction of these power curves assumed five replicates of 10 amphipods per replicate in each of the control and test sediment groups, a standard deviation of 1.74, and a one-sided 5% level of significance. Figure 1 demonstrates the following important points. First, the plot is consistent with the sample size justification reported in ASTM [4] for those test sediments in which the probability is one that mean survival is less than 18 amphipods ( Fig. 1 , dashed curve). Second, the y-axis denotes both the probability that a true difference in mean survival will be statistically significant and the probability that the sample would be classified as toxic for a given probability that survival in the test sediment will be less than 18 amphipods. If the probability is one that mean survival in the test sediment is less than 18 amphipods ( Fig. 1 , dashed curve), and the true difference in the mean number of amphipods killed is three for a particular sediment sample, then the probability that this difference will be statistically significant is 0.80. That is, 80 of 100 such tests will be statistically significant. Because statistical significance implies toxicity, then the probability that the sample would be toxic also is 0.80. Hence, the probability of toxicity is equal to the probability of detecting a significant difference. Third, the probability of detecting a significant difference between the negative control and the test sediment groups decreases as the probability approaches zero that survival in the test sediment group is less than 18 amphipods ( Fig. 1 , dotted curve and solid curve). A mortality rate of 10% corresponds to the death of two individuals per replicate (i.e., 2 of 20 amphipods). The greatest chance of detecting a 10% mortality rate as significant occurs when all of the amphipods in the control group survive. In this scenario, the probability of detecting a mean difference of two amphipods killed is 50% (Fig. 1 , dashed curve). As the mean survival of amphipods in the control group decreases to 18, the probability of a 10% mortality rate in the sediment sample group being detected as significant decreases to 0.05 (i.e., the level of significance). Given the relatively limited number of amphipods per replicate, the death of one amphipod can produce a relatively large effect. Hence, the requirement of a 10% observed mortality rate is not informative to defining toxicity. Fourth, if the probability is equal to one that survival in the test sediment will be less than 18 amphipods, the power function is an inverse student's t cumulative distribution function. With the exception of the extreme tails, this function has approximately the same shape (i.e., sigmoidal) as the logit function assumed for LRMs. However, the presence of specific contaminants and their associated concentrations in sediment samples are unpredictable. Because the probability that survival in the test sediment will be less than 18 amphipods also is unpredictable due to interactions among multiple contaminants, as well as interactions between contaminants and the sediment matrix, the true form of the power function is unpredictable. This could account for the relatively poorer fits to LRMs noted for some contaminants (e.g., arsenic and chromium). Finally, amphipod toxicity tests designed in accordance with ASTM guidance [4] only can detect relatively large reductions in survival due to contaminant toxicity. Under the worst-case scenario in which the mean survival in the control group is 18 amphipods, these toxicity tests have a power of 80% to detect a mean survival of 75% in the test sediment group. Reductions in mean survival due to contaminant toxicity from 10 to 25% would be difficult to discern from the variability and uncertainty inherent in most biologically relevant responses [5] . In addition, an interlaboratory comparison study demonstrated that 24% mortality was a minimum value above which samples consistently were different from control samples (and thus significantly toxic) in independent studies of amphipod toxicity [6] . Consequently, a threshold of 10% mortality in the test sediment group not only is arbitrary, but it also is too low.
INTERACTION AMONG CO-OCCURRING CONTAMINANTS
The toxicity of field-collected sediment samples consisting of a mixture of multiple contaminants is the product of complex interactions among the contaminants, as well as between the contaminants and sediment. Amid these complex interactions, the LRM approach seeks to predict the toxicity of an individual contaminant without separating it from the rest of the mixture. Co-occurring contaminant concentrations and their associated biological effects were disregarded, and concentration-response data for each contaminant were force-fitted into simple LRMs. Specifically, a separate table was created for each contaminant from the database of matched sediment chemistry and toxicity data. Each table contained the concentration of a single contaminant from each sample, with a toxicity result indicating whether the sample was classified as toxic or nontoxic. If the sample was determined to be toxic, then each contaminant in the sample that was not excluded on the basis of the established screening criteria was identified as toxic, regardless of its concentration. One or more of the cooccurring contaminants could cause some or all of the toxicity that the model attributed to the individual contaminant.
For example, very high concentrations of contaminant A might lead to a high probability of toxicity, regardless of other contaminant concentrations. Thus, a dose-response relationship may not exist for other contaminants in a suite of samples that contain very high concentrations of contaminant A. In contrast, high concentrations of contaminant A may have a very low probability of toxicity (regardless of its toxicity), because it is not in a bioavailable form. Moderate concentrations of contaminant A might increase the risk of toxicity in combination with other contaminants (synergism). It is even possible that moderate concentrations of contaminant A might decrease the risk of toxicity in combination with other contaminants (antagonism). At best, it is difficult to determine empirically the cause of the observed toxicity in a given sample when multiple contaminants are present in the sample. Compiling a large database of matching sediment chemistry and toxicity data may not reduce the influence of these interactions among co-occurring contaminants.
Suppose the following LRMs describe the true dose-response relationship of the following two contaminants:
where p is the probability of toxicity and x is the logarithm (base 10) of the contaminant concentration. These models imply that contaminant B is a more toxic agent than contaminant A, because the effect of B is stronger per unit of concentration (Fig. 2) . The absence of a constant in these models implies no risk (actually, no excess risk) when A and B are 0. The dose-response model for contaminant A yields an estimated median lethal concentration of 1 ppb and an estimated lethal concentration causing 90% mortality (i.e., LC90) of approximately 160 ppb. Similarly, the dose-response model for contaminant B yields an estimated median lethal concentration of 1 ppb and an estimated LC90 of approximately 4 ppb. An inspection of the National Sediment Inventory Database (version 2.00.13) revealed that the lowest concentration of a chemical that was associated with statistically significant increased mortality was 0.06 ppb (p,pЈ-dichlorodiphenyldichloroethylene). Similarly, the highest concentration of a chemical that was associated with a statistically significant increased mortality was 48,784 ppb (methylnaphthalene). Therefore, the concentrations over which contaminants A and B were modeled are consistent with that reported in the National Sediment Inventory Database. These two models provide the concentration-response data listed in Table 1 . Suppose a series of sediment samples is collected in which contaminant A makes up 10% of the total contaminant concentration in each sample, and contaminant B makes up 90% of the total concentration (Table 2 ). For example, assume a simple scenario in which the total contaminant concentration in a sediment sample is 0.1 ppb and contaminant A contributes 0.01 ppb (10%) and contaminant B contributes 0.09 ppb (90%). Based on Equation 4 in Barenbaum [7] , the probability of toxicity associated with each sediment sample of this twocomponent mixture can be predicted from the LRM of contaminant A (model 1) and contaminant B (model 2). This derivation did not take into account the shapes of the doseresponse curves of the contaminants or of their mechanisms of action. Thus, it is valid irrespective of the shapes of the curves (i.e., whether they are similar or dissimilar) and irrespective of their mode of action. The predicted probability of toxicity assumes that the two contaminants do not interact (i.e., no synergism and no antagonism). A plot of the total contaminant concentration in the sediment sample versus the probability of toxicity resulting from the combined contaminants reveals a response that is intermediate to that of A and B at low concentrations, but is similar to B at higher concentrations (contaminants A ϩ B in Fig. 2) . Following the methods of Field et al. [1, 2] for the individual contaminant LRM, the response produced by the combined action of contaminants A and B is plotted against the concentration of contaminant A in the mixture (LRMs contaminant A in Fig. 2) . The concentration of contaminant B is disregarded. Because the concentration-response curve is shifted toward lower concentrations, contaminant A in the mixture appears to be more toxic than both contaminants A and B. In addition, the combined action of contaminants A and B is plotted against the concentration of contaminant B (LRMs contaminant B in Fig. 2 ). The concentration of contaminant A is disregarded. The concentrationresponse curve is similar to that of contaminants A ϩ B in Figure 2 . The response is greater than contaminant B at lower concentrations, but similar to contaminant B at higher concentrations.
Although the data for LRMs contaminant A are not expected to follow a LRM, the fitted model that describes these data are as follows:
LRMs contaminant A: exp(3.13 ϩ 2.40x) p ϭ Model 3 1 ϩ exp(3.13 ϩ 2.40x)
The parameters of the fitted model were estimated using least squares methods (i.e., PROC REG) applied to the logarithm (base 10) transformed concentrations (independent variable) and the logit transformed response probabilities (dependent variable) available in Statistical Analysis Systems software [8] . The estimated slope in model 3 (i.e., 2.40) was greater than that of model 1 (i.e., 1), implying that LRMs contaminant A was a more toxic agent than contaminant A. Although the probability (p-value) associated with the slope parameter was statistically significantly different from 0 (p Ͻ 0.0001), the fitted model provided a less than adequate de-scription of the data. The predicted probability of toxicity was greater than the observed data, in the neighborhood of 50%, by as much as 17 to 19%, and less than the observed data in the neighborhood of 5% by as much as 3%. Consequently, the fitted model for LRMs contaminant A will underestimate slightly the toxicity of the contaminant at lower concentrations, but overestimate toxicity at higher concentrations, for this specific scenario.
DATA SCREENING
The presence of multiple contaminants, many of which are present at low concentrations, frequently complicates evaluating the relationship between the concentration and toxicity of an individual contaminant in field-collected sediments. Consequently, the data for sediment samples that were identified as toxic were screened before developing LRMs. Toxic samples in which the selected contaminant was unlikely to contribute substantially to the observed toxicity of the sample were excluded. The data-screening process consisted of comparing the selected contaminant concentration in each toxic sample with the mean of the concentration of that substance in the nontoxic samples collected in the same study and geographic area. If the concentration of a contaminant in an individual toxic sample was less than or equal to the mean concentration of that contaminant in the nontoxic samples, it was considered unlikely that the observed toxicity could be attributed to that contaminant. That is, the points that are disregarded were obtained from sediment samples with very low concentrations of the given contaminant, but with a high probability of toxicity. The reasoning is that the toxicity in the given sample is not related to the contaminant being modeled, which may be a valid assumption. Therefore, these presumably nontoxic samples were excluded from the LRM for that contaminant. However, a given contaminant may appear more toxic than it actually is if these observations are disregarded entirely, as will be demonstrated below.
Consider the case of two contaminants in which only these two contaminants co-occur in a sample. For the sake of simplicity, assume that the response is a simple linear function of dose. This is a particular case of the approach developed by Barenbaum [7] , in which the agents in a mixture have doseresponse curves that are described by an explicit algebraic function (i.e., a line). Let y be some measure of toxicity (e.g., percentage of animals killed). Suppose the following linear models describe the true dose-response relationship of the following two contaminants:
where y i is the effect of the i th contaminant (i ϭ C, D) and x i is the dose of the i th contaminant (i ϭ C, D). Note the absence of a constant, implying no risk (i.e., no excess risk) when both C and D are 0. This model implies that D is a more toxic agent than C, because the effect of D is stronger per unit of concentration. For the case of linear dose-response curves, the effect of a combination of contaminants given no interaction is the sum of the effects of its constituents (Eqn. 8 in Barenbaum [7] ). That is Calculating the slope for C given D ϭ 0 yields (10Ϫ0)/ (5Ϫ0) ϭ 2. Similarly, calculating the slope for C given D ϭ 5 yields (35Ϫ25)/(5Ϫ0) ϭ 2, which is exactly consistent with the model that assumes no contaminant interactions. When C is 0 and D is 5, the percent mortality is high, despite the fact that C is absent in that sample. Suppose the point C ϭ 0 and D ϭ 5 is discarded on the grounds that the sample is toxic, but the toxicity cannot be due to C. Then D would be ignored when calculating a slope for C, and the estimate based on the remaining three points would be of a slope greater than 2. Moreover, a linear dose-response model of these three points would not fit well. Similarly, if the point D ϭ 0 and C ϭ 5 is discarded, the slope for D would be much greater than 5.
The consequences of the data-screening process to the fitted LRM should be comparable to that of the fitted linear model. The missing points for the LRM of a given contaminant are those in the upper-left quadrant of the graph representing probability of toxicity (i.e., amphipod mortality) versus log (base 10) concentration. Excluding observations from the upper lefthand portion of the probability of toxicity versus log concentration graph could tend to rotate counterclockwise the predicted dose-response relationship for some contaminants. Consequently, the estimated slope of the relationship between toxicity and concentration will be steeper, implying that the contaminant is more potent (i.e., more toxic) per unit concentration. If relatively few points are excluded, the influence on the estimated slope should be minimal. However, as the number of excluded sample points increases relative to the total sample size, the influence on the slope can be marked. These excluded samples that were deemed toxic by simple hypothesis testing presented with concentrations of the given contaminant that were less than the mean concentration of that contaminant among nontoxic samples. The magnitude of this mean, in part, will be controlled by the ability of the hypothesis testing procedure to distinguish a toxic test sediment from a control sediment (i.e., power). As the power of the comparison decreases (e.g., due to increased variability of study results), the magnitude of the mean concentration of each contaminant among nontoxic samples could increase along with the number of excluded points. A given contaminant may appear more toxic than it actually is. In fitting LRMs, decisions regarding samples to exclude were based on the results of simple hypothesis testing rather than a consideration of biological effects. It is not clear whether the effect of data screening on predictions from the fitted LRM for each contaminant was explored. In addition, the effect of the interaction among contaminants on the data-screening process is unclear.
APPLICATION
Field et al. [2] applied the LRM approach to a small, independent dataset (n ϭ 65) consisting of two studies from the Calcasieu Estuary in Louisiana, USA, that had matching sediment chemistry and toxicity data for Ampelisca abdita. They reported that all predictions were within 25% of the measured Evaluation of LRMs for predicting amphipod toxicity Environ. Toxicol. Chem. 24, 2005 2697 Fig. 3 . Relationship of acute toxicity (i.e., observed mortality greater than 10% and statistically significantly greater than the negative control) due to sediment contamination as measured by the P Max model. The P Max model was used to estimate the probability of toxicity for a mixture of contaminants in a given sample, based upon the relationship between the maximum probability estimated by the LRMs for individual chemicals and the proportion of samples that were toxic. A P Max value of 0.25, as a vertical dashed line, was used as a threshold to identify Tier 1 and Tier 2 sediment sampling stations by the U.S. Environmental Protection Agency [9] . The four quadrants represent areas in which (A) nontoxicity was predicted incorrectly, (B) toxicity was predicted correctly, (C) nontoxicity was predicted correctly, and (D) toxicity was predicted incorrectly.
values. Because there also is sampling variation associated with the sediment toxicity testing (especially estimating mortality from 20 amphipods per replicate), precise inferences regarding sediments contaminated with multiple chemicals may not be possible from such imprecise data. For example, decisions based upon the 95% confidence intervals associated with estimated T p values should be made cautiously. The notation T p (e.g., T20) is used to denote the concentration that yields a certain response probability (i.e., T20 or the concentration of a contaminant producing a response of p ϭ 20%). For many chemicals, the length of these 95% confidence intervals relative to the estimated T p value was less than 100%. The LRM approach provided one of the benchmarks for evaluating sediment quality in the final U.S. Environmental Protection Agency (U.S. EPA)'s The Incidence and Severity of Sediment Contamination in Surface Waters of the United States, National Sediment Quality Survey: Second Edition (hereafter referred to as the U.S. EPA's National Sediment Quality Survey) [9] . This approach was used in conjunction with other sediment toxicity assessments to screen sediments obtained from 17,056 sampling stations into three tiers, according to the probability of adverse effects on aquatic life from sediment contamination (Table 3-3 in [9] ). When the predicted probability of toxicity obtained from the P Max model for any sediment sample from a sampling station was greater than or equal to 0.5, the sampling station was classified as Tier 1 (associated adverse effects on aquatic life or human health probable). When the predicted probability of toxicity for any sample from a sampling station was greater than or equal to 0.25, but less than 0.5, the sampling station was classified as Tier 2 (associated adverse effects on aquatic life or human health possible). Lastly, when the predicted probability of toxicity for any sample from a sampling station was less than 0.25, the sampling station was classified as Tier 3 (no indication of associated adverse effects). Most stations (88%) were evaluated using the LRM approach. Approximately 26% of stations (4,513/17,056) were classified as Tier 1, and 64% of stations (10,928/17,056) were classified as either Tier 1 or Tier 2 based on the LRM approach. However, the LRM approach provided the only evaluation benchmark for 19% of Tier 1 stations (1,597/8,348) and 28% for the total of Tier 1 and Tier 2 stations (3,986/14,194) .
The validity of the LRM approach is measured by its ability to discriminate effectively between toxic and nontoxic samples. One method that can be used to quantify this effectiveness is provided in Figure 3 . This summary shows how well the LRM approach predicted the possibility or probability of adverse effects on either aquatic life or human health associated with exposure to contaminated sediment (i.e., Tier 1 or Tier 2). The data in Figure 3 were compiled from the National Sediment Inventory database (Ver 2.00.13). This database houses the data upon which the U.S. EPA's National Sediment Quality Survey [9] was based. Only the sediment samples with matching sediment chemistry and toxicity data were included in Figure 3 (n ϭ 2,322 samples) . As was applied in the development of the LRM approach, each sediment sample was designated as toxic if the observed mortality was greater than 10% and statistically significantly greater than the negative control. In Figure 3 , a P Max value of 0.25, the minimum value above which either the possibility or probability of adverse effects is expected, is shown as a potential threshold.
The four quadrants on Figure 3 are labeled A, B, C, and D. These quadrants classify the data as to whether or not toxicity was predicted correctly by the LRM approach. Toxicity was predicted correctly in quadrant B; toxicity was predicted incorrectly in quadrant D; nontoxicity was predicted incorrectly in quadrant A; and nontoxicity was predicted correctly in quadrant C. Using the number of samples in each quadrant, measures of the effectiveness of this LRM threshold were evaluated using the following summary measures [10] :
Positive predictive value ϭ B/(B ϩ D) ϭ 0.42
The value of each measure ranges from 0 to 1. Values closer to 1 are desirable.
Sensitivity is the probability that the levels of contaminants in toxic sediments exceed the test threshold. In other words, it is the extent to which a test correctly classifies (i.e., assigns to a category) a toxic sample as toxic and, therefore, is protective of the environment. The high sensitivity of 0.82 means that the threshold is very protective of the environment. A relatively large number of toxic samples were identified cor- rectly as toxic and are in need of further confirmation testing. However, the test has a relatively low specificity of 0.45. Specificity is the rate at which a test correctly classifies a nontoxic sample as nontoxic. The complement of specificity is the falsepositive rate that has a value of 0.55. Thus, this test misidentified more than half of the nontoxic samples as toxic. The test threshold also produced a low positive predictive value of 0.42 and a relatively high negative predictive value of 0.83. The positive predictive value is the likelihood that a sample exceeding the threshold truly is toxic. The negative predictive value is the likelihood that a sample below the threshold truly is nontoxic. Lastly, the overall efficiency of this test was relatively low (i.e., 0.57). Overall efficiency is the likelihood of making a correct prediction of either toxicity or nontoxicity. Slightly more than half of the decisions regarding the toxicity of a sediment sample are correct. Based on a dataset obtained from the National Sediment Inventory database, use of the LRM approach with a threshold of 0.25 to trigger further testing or remediation of potentially toxic sediments has a high false-positive rate. These false-positives would lead to inefficient allocation of resources necessary to conduct further assessment of sediments where the likelihood of toxicity is low. The assessment of the LRM approach based on the data from the National Sediment Inventory database is consistent with that reported by Shine et al. [11] , who used data from the Bioeffects Assessment database. A receiver operating characteristic (ROC) curve for the LRM approach was constructed using the data from the National Sediment Inventory database (Fig. 4) [12] . Two remarks can be made based on a visual inspection of this curve. First, the ROC curve for the LRM approach (the solid curve) is in the region between the dashed line and the dotted curve. A test that poorly discriminates between toxic and nontoxic sediment samples will produce a curve similar to the dashed line in Figure 4 (i.e., the line in which sensitivity equals the complement of specificity). Alternatively, a ROC curve for a test with a clear-cut point above which the likelihood of toxicity is high and below which the likelihood is low will appear similar to the dotted curve in Figure 4 . Although the ROC curve for the LRM approach is superior to a test categorized by the dashed line, it does not have a region in which potential threshold values occur that provide both high sensitivity and specificity (i.e., low 1-specificity), as is seen in the dotted curve. Second, the location where the maximum probability equals 0.25 and 0.50 is marked on the ROC curve for the LRM approach. In the U.S. EPA's National Sediment Quality Survey [9] , a P Max -value of 0.25 triggered a study station into Tier 2 (i.e., associated adverse effects on aquatic life or human health possible). A P Max -value of 0.50 triggered a study station into Tier 1 (i.e., associated adverse effects on aquatic life or human health probable). An increase in the threshold value from 0.25 to 0.50 was followed by a decrease in the sensitivity of the test to 0.40 and a concomitant increase in specificity to 0.86 (i.e., decrease in the false-positive rate to 0.14). The high specificity (and low false-positive rate) comes at the expense of a reduced sensitivity that would be less protective of the environment.
The relatively low specificity and corresponding high falsepositive rate of the LRM approach that was revealed using the data from the National Sediment Inventory database may be attributable to the combined effects of the limited power of laboratory toxicity testing to discriminate between toxic and nontoxic sediments, the insensitive data-screening process, and the complex interactions in sediments among contaminants in mixtures that result in amphipod mortality in laboratory studies. Comparisons of control and contaminated sediments in the laboratory designed according to the ASTM guidelines [4] have an 80% power to detect a true difference of three in the mean number of amphipods killed. For replicates of 20 amphipods, this corresponds to a mortality rate of 15%. However, an interlaboratory comparison study demonstrated that 24% mortality was a minimum value above which samples were consistently different from control samples (and thus significantly toxic) in independent studies of amphipod toxicity [6] . This is consistent with the National Sediment Inventory database. Among those test sediments in which the observed amphipod mortality was greater than or equal to 24%, most (i.e., 95%; n ϭ 511) were statistically significantly different from control sediments. However, among those test sediments in which the observed amphipod mortality was greater than or equal to 15% but less than 24%, more than half (i.e., 54%; n ϭ 409) were not statistically significantly different from control sediments. One cause of the decreased discriminatory power of sediment toxicity tests in the laboratory may be the increased variability associated with the response of amphipods to some complex contaminant mixtures. The reduced discriminatory power of sediment toxicity testing could become manifest in an increase in the mean concentration of contaminants in nontoxic samples used in the data-screening process. Consequently, test sediment samples producing amphipod mortality as great as 24% could be eliminated from the dataset used to fit the LRM for each contaminant. The fitted LRMs based on the reduced datasets actually could overpredict the proportion of samples that could be toxic for a given contaminant concentration. This could shift upward the magnitude of the prediction of the proportion of toxic samples obtained from the P Max model that would translate directly into an increased false-positive rate.
Interactions among co-occurring contaminants also could result in an increase in the predicted proportion of samples that could be toxic for a given contaminant concentration. As applied in the U.S. EPA's National Sediment Quality Survey [9] , a sediment sample with a maximum probability of toxicity greater than approximately 0.30 from any individual LRM was classified as Tier 2 by the P Max model and greater than approximately 0.65 as Tier 1. These P Max values correspond to the 0.25 and 0.50 threshold probabilities for Tier 2 and Tier 1, respectively, used in the U.S. EPA's National Sediment Quality Survey [9] . Interactions among contaminants could bias upward the estimated slope of the dose-response relationship of a contaminant, such that it is perceived as being more toxic. Consequently, the false-positive rate associated with classifying sampling stations as either Tier 1 and Tier 2 likely is high. Based on our simple scenario, the model 3 logistical regression analysis will classify any sediment sample contaminated with more than 0.09 ppb of contaminant A as Tier 1. In contrast, using model 1, any sediment sample contaminated with more than 4 ppb of contaminant A will be classified as Tier 1. The two orders of magnitude difference arising from applying these two models would be significant when screening sediment data results. The data-screening process could exacerbate the effects of interactions among contaminants in complex mixtures.
Important information is lost when the data are reduced from the observed mortality rate to a binomial response of either toxic or nontoxic. When the predicted probability of toxicity obtained from the P Max model for any sediment sample from a sampling station was greater than or equal to 0.5, the sampling station was classified as Tier 1. To obtain a value of y ϭ 0.50 from the P Max model, an individual LRM would need to yield a probability of toxicity of p ϭ 0.65. Because the probability of detecting a mean difference of 2.45 amphipods killed is 65%, any true difference greater than or equal to 2.45 in the mean number of amphipods killed potentially could result in a station being classified as Tier 1. For a mean control survival of 18 amphipods, a difference of 2.45 corresponds to a mean sediment test group survival of 15.55 amphipods (78%). Therefore, a sampling station whose sediment contaminants are associated with 22% amphipod mortality is placed into the same category as a station whose sediment contaminants are associated with 99% mortality. The information needed to prioritize follow-up remedial actions for these two stations would be lost in the data reduction.
CONCLUSION
Ideally, a single threshold exists that provides high sensitivity, high specificity, and high predictive power. In reality, tradeoffs occur among these measures of efficiency. Thus, a balance must be achieved between environmental protection (i.e., high sensitivity) and efficient use of limited resources (i.e., high predictive power). Based on the assessment using the data from the National Sediment Inventory database, a P Max threshold of 0.25 used in the U.S. EPA's National Sediment Quality Survey [9] provided a high sensitivity (0.82) and is protective of the environment. A large portion of toxic sediments will be classified correctly as such and undergo further testing. However, the P Max threshold of 0.25 was characterized by poor specificity (0.45) and poor positive predictive power (0.42). Consequently, this application of the LRM resulted in a false-positive rate of 55%. The performance of the LRM approach did not improve substantially by increasing the threshold. Increasing the threshold to 0.50 decreased the sensitivity to 0.40, but improved the specificity to 0.86. Thus, a balance between high sensitivity and high predictive power could not be achieved based on the data from the National Sediment Inventory database.
Efficient screening tools that use existing historical data and minimize nontoxic sediment classification when these sediments, in fact, are toxic are needed for assessing sediment quality. Unfortunately, screening level assessments that minimize the false-negative rate may exaggerate the false-positive rate. Generally, LRMs are applicable to existing synoptically collected sediment chemistry and toxicity data for screeninglevel assessments. However, the false-positive rate for the LRM approach developed for the U.S. EPA's National Sediment Quality Survey [9] is excessively high even for a screening tool. Important information is lost when the data are reduced from the observed mortality rate to a binomial response of either toxic or nontoxic. Too many nontoxic samples will be classified as toxic, resulting in a misleading impression that sediments from many sites are hazardous to aquatic organisms. Because screening-level assessments cannot be considered a substitute for direct-effects assessments, resources will be expended needlessly on the toxicity testing of sediments classified erroneously as probably or possibly toxic. Because the data from this database may not represent the range of behaviors of contaminated sediments as a whole, application of the LRM approach to additional independent datasets representing different environments and different contaminant gradients is needed to better evaluate the robustness of this approach as a tool in sediment toxicity screening. The sensitivity and specificity of the LRM approach can be determined using the results from these independent databases and compared to that determined from the National Sediment Inventory database.
The presence of contaminant mixtures in sediments offers challenges in using matching field-collected data on sediment chemistry and toxicity to derive universally applicable concentration versus response relationships for individual contaminants. It has been suggested that, if the contaminants in a mixture act synergistically, then the presence of one contaminant might produce a disproportionate effect [13] . The possibility, therefore, should be considered that it might be a more effective use of resources to identify the level of one or a few contaminants in a mixture that contribute disproportionately to synergistic interactions. The direct search method, or one of the more recent versions, might be a useful strategy for tackling this problem [13, 14] . The problem is analogous to that of searching for the top of a hill in the dark. Only the heights of points selected one at a time on the hill can be measured. The hill, as a whole, is hidden from view. The selected points are not at predetermined locations. Instead, the location of each point is selected during the exploration of the hillside on the basis of previous measurements. Common sense suggests that if, at each step in the exploration, the next point in the sequence is located in the direction away from the lowest point in its vicinity, the top of the hill eventually will be reached. Matching sediment chemistry and toxicity data retrieved from large databases of field-collected sediment samples contaminated with multiple chemicals can be searched in this manner for a small number of co-occurring contaminants whose concentrations are associated with excessive mortality. It is possible that several suites of such contaminants exist. Mortality measurements would be used explicitly, and there would no need to invoke data-screening processes. In addition, differences between the test sediment group and the negative control group are not central to this process, because it is the overall trend in mortality that is important. The suites of contaminants and their associated concentrations identified with this process could be used in conjunction with other screening
