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Abstract
On the Bergman space of the unit ball of Cn, we study the finite rank problem for Toeplitz products with harmonic symbols. We
first solve the problem with two factors in case symbols have local continuous extension property up to the boundary. Also, in case
symbols have additional Lipschitz continuity up to (some part of) the boundary, we solve the problem for multiple products with
number of factors depending on the dimension n. Analogous theorems on the polydisk are also obtained.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be the unit ball B or unit polydisk Dn (the Cartesian product of n copies of the unit disk D) in the com-
plex n-space Cn. Let Lp = Lp(Ω) denote the usual Lebesgue space with respect to the volume measure V on Ω
normalized to have total mass 1. The Bergman space A2 = A2(Ω) is then the space of all L2-holomorphic functions
on Ω . Due to the mean value property of holomorphic functions, the space A2 is a closed subspace of L2, and thus is
a Hilbert space. The Bergman projection P is defined to be the Hilbert space orthogonal projection from L2 onto A2.
Since every point evaluation is a bounded linear functional on A2, to each a ∈ Ω there corresponds a unique function
Ka ∈ A2 which has the following reproducing property:
f (a) = 〈f,Ka〉, f ∈ A2, (1.1)
where the notation 〈,〉 denotes the inner product in L2. By the reproducing property (1.1), the Bergman projection P
can be represented by
Pψ(a) =
∫
Ω
ψKa dV, a ∈ Ω,
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Tuf = P(uf )
for f ∈ A2. It is clear that Tu : A2 → A2 is a bounded linear operator.
Note. The domain, either B or Dn (or both), to which the notation introduced above refers will be clear from the
context, if not specified.
In this paper we study the finite rank product problem of whether finite rank products of several Toeplitz operators
have only the trivial solution. More explicitly, the problem we consider is:
If Tu1 · · ·TuN has finite rank, does it then follow that one of uj is identically zero?
For general bounded symbols this problem is wide open. The case of single Toeplitz operator with rank at most one
on D is all that is known so far; see Ahern and ˘Cuc˘kovic´ [1] where their proof is attributed to R. Rochberg. More
recently, Guo, Sun and Zheng [10] obtained some positive results on D with certain additional assumptions on symbol
functions. More explicitly, they [10, Theorem 2] showed that if Tu has finite rank where u is a finite sum of products
of a holomorphic function and a co-holomorphic function, then u = 0. In the same paper, they [10, Theorem 7]
also proved that if the product TuTv with harmonic symbols u,v has finite rank, then u = 0 or v = 0. The latter
result was reproved by the authors [5, Corollary 3.11]. However, when one considers sums of Toeplitz products, the
situation becomes completely different; the authors [5] have shown on D that a sum of two Toeplitz products can have
arbitrarily preassigned finite rank. Proofs of all these results depend on methods that are restricted to D and do not
seem to extend to higher dimensional cases.
The zero product problem, a special case of the finite rank product problem, is of independent interest and has been
also settled only for a limited class of symbols. The zero product problem was first solved by Ahern and ˘Cuc˘kovic´
[1] for two factors with harmonic symbols on the disk. The polydisk version was proved in [7, Corollary 5.4] with
pluriharmonic symbols. Their proofs do not seem to extend to the unit ball. The first two authors [4] devised a new
approach to solve the zero product problem for multiple factors (the number of factors depending on dimension) with
harmonic symbols (having certain smoothness up to the boundary) on the ball. Also, the polydisk version was proved
by the authors [6]. In this paper we push the arguments of [4,6] one step further to settle the finite rank product
problem with symbols considered in [4,6].
We first state our results on the ball. In what follows, we write h∞(B) for the class of all bounded harmonic
functions on B . The next theorem, which generalizes the corresponding zero product theorem [4, Theorem 1.1], is our
first result.
Theorem 1.1. Suppose that u1, u2 ∈ h∞(B) are continuous on B ∪W for some relatively open set W ⊂ ∂B . If Tu1Tu2
has finite rank, then either u1 = 0 or u2 = 0.
For symbols having Lipschitz continuous extensions to the boundary, our method applies to multiple products. We
first recall the notion of Lipschitz spaces. Given 0 < α  1 and a complex function f on a region X ⊂ Cn, we let
‖f ‖Λα(X) = sup
|f (z)− f (w)|
|z −w|α
where the supremum is taken over all z,w ∈ X with z = w. We say f ∈ Λα(X) if and only if ‖f ‖Λα(X) < ∞.
Equipped with the norm |f (x0)| + ‖f ‖Λα(X) where x0 ∈ X is any fixed point, the space Λα(X) becomes a Banach
space. Note that Lipschitz functions on X necessarily extend to Lipschitz functions on X of the same order. Given
a point ζ , we say f ∈ Λα(ζ ) if f ∈ Λα(U) for some neighborhood U of ζ .
Our next result solves the finite rank product problem for several Toeplitz operators with harmonic symbols that
have Lipschitz continuous extensions to the boundary. Unfortunately, our proof under the weaker assumption “finite
rank product” rather than “zero product” requires loss of one factor from the corresponding zero product theorem
[4, Theorem 1.2].
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some j .
For harmonic symbols that have only local Lipschitz continuity up to the boundary, we can also apply the proof of
Theorem 1.2, but with loss of another factor in the product.
Theorem 1.3. Let u1, . . . , un+1 ∈ h∞(B)∩Λα(ζ ) for some α ∈ (0,1] and ζ ∈ ∂B . If Tu1 · · ·Tun+1 has finite rank,
then uj = 0 for some j .
We now turn to the polydisk case. Going from the ball to the polydisk, we need to adjust our setting suitable for
the polydisk. A function u ∈ C2(Dn) is called n-harmonic as in [13] if u is harmonic in each variable separately.
It turns out that n-harmonic symbols on the polydisk are the right substitutes for harmonic ones on the ball and the
distinguished boundary is the right substitute for the boundary of the ball. Recall that the distinguish boundary T n
of Dn is the Cartesian product of n copies of the unit circle T = ∂D. We use the notation h∞(Dn) for the class of all
bounded n-harmonic functions on Dn.
Our results on the polydisk are as follows. The next theorem generalizes the corresponding zero product theorem
[6, Theorem 1.1].
Theorem 1.4. Suppose u1, u2 ∈ h∞(Dn) are continuous on Dn ∪ W for some relatively open set W ⊂ T n. If Tu1Tu2
has finite rank, then either u1 = 0 or u2 = 0.
For Lipschitz symbols, we lose one factor, as in the ball case, from the corresponding zero product theorem
[6, Theorem 1.2].
Theorem 1.5. Let u1, u2, u3 ∈ h∞(Dn)∩Λα(U) for some α ∈ (0,1] and for some open set U containing T n. If
Tu1Tu2Tu3 has finite rank, then uj = 0 for some j .
Trying to prove our results on the polydisk, we are led to the problem of whether or not the Bergman projection
maps Lipschitz spaces of order less than one into itself. Unlike the ball case (see the comments preceding Proposi-
tion 3.1), that problem on the polydisk appears to be still open. The original problem still being open, it turns out that
the Bergman projection maps a given Lipschitz space of order less than one into any Lipschitz space of smaller order;
see Theorem 4.2.
Remarks.
(1) In case n = 1, Theorems 1.1, 1.3 and 1.4 are already proved in [10, Theorem 7] (also, [5, Corollary 3.11]) without
any boundary continuity condition of symbol functions, as is mentioned earlier.
(2) Note that the identity operator is also a Toeplitz operator (with constant symbol 1). Thus, if the finite rank product
theorem holds for a certain number of factors, it also holds for any smaller number of factors.
(3) In conjunction with Theorem 1.4, we note that, for a single Toeplitz operator Tu with u ∈ h∞(Dn), the compact-
ness of Tu on A2(Dn) implies u = 0. This follows from Theorem 2.1 below and the fact that the Berezin transform
(see Section 2) fixes bounded n-harmonic functions. However, the analogue for higher dimensional balls seems
more subtle than expected and remains open; see the Note after Proposition 2.2 below.
(4) We do not know whether either boundary regularity or harmonicity of the symbols can be removed in the hy-
potheses of our theorems above when n 2. Also, the number of factors comes from the methods we employ and
may not be critical.
In Section 2, we recall and collect some known results which will be used in our proofs. In Section 3, we prove
Theorems 1.1, 1.2 and 1.3. In Section 4, we prove Theorems 1.4 and 1.5.
Constants. In the rest of the paper we use the same letter C, often depending on the allowed parameters, to denote
various positive constants which may change at each occurrence. For nonnegative quantities X and Y , we often write
X  Y or Y X if X is dominated by Y times some inessential positive constant. Also, we write X ≈ Y if X  Y X.
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In this section, we collect well-known results relevant to our proofs. Recall that, given a bounded linear operator S
on A2, its Berezin transform is the function S˜ on Ω defined by
S˜(a) = 〈Ska, ka〉, a ∈ Ω,
where ka denotes the normalized Bergman kernel, namely,
ka(z) = K(z, a)√
K(a,a)
, z ∈ Ω.
It is not hard to see that Berezin transforms are continuous on Ω . The boundary vanishing property of Berezin trans-
form turns out to provide a compactness criterion for certain type of operators. Consider operators which are finite
sums of finite products of Toeplitz operators with bounded symbols. Thus, such an operator S is of the form
S =
M∑
i=1
Tui1 · · ·TuiNi (2.1)
where each uij ∈ L∞. The compactness of operators of this form is characterized as in the next theorem due to Axler
and Zheng [3] on the disk and Englis [9] on bounded symmetric domains. In fact, Englis [9] worked on irreducible
bounded symmetric domains and one can check that irreducibility hypothesis can be removed. Here, ∂Ω denotes the
topological boundary of Ω (even if Ω = Dn). Also, C0 = C0(Ω) denotes the class of all functions on Ω having
continuous extensions on Ω and vanishing on ∂Ω .
Theorem 2.1. Let S be as in (2.1). Then S is compact on A2 if and only if S˜ ∈ C0.
Another aspect of the boundary behavior of Berezin transforms which is useful for our purpose is the fact that the
Berezin transform preserves the boundary continuity of symbols as in the next proposition taken from [4, Proposi-
tion 2.1] and [6, Proposition 2.1]. Here, bΩ denotes the distinguished boundary of Ω ; thus bB = ∂B and bDn = T n.
Proposition 2.2. Suppose that u1, . . . , uN ∈ L∞ are continuous on Ω ∪ {ζ } for some ζ ∈ bΩ . Let S = Tu1 · · ·TuN .
Then S˜ continuously extends to Ω ∪ {ζ } and S˜(ζ ) = (u1 · · ·uN)(ζ ).
Note. The admissible limit analogue of Proposition 2.2 (on the ball), which may be of some independent interest,
also holds: If symbol functions have only admissible limits at ζ ∈ ∂B (instead of being continuous at ζ ), then the
corresponding Toeplitz product has an admissible limit at ζ whose value is the product of admissible limits of symbol
functions. We do not need this fact in this paper and the proof is thus not included. However, we do not know whether
or not the nontangential limit analogue is also true. In conjunction with Remark (3) in the Introduction, note that a
bounded harmonic function on B has nontangential limits almost everywhere on ∂B , but admissible limits are not
guaranteed in general.
Also, we need the following lemma which is taken from [4, Proposition 3.5]. In the following, the notation z · a =∑n
j=1 zj aj denotes the Hermitian inner product of points z = (z1, . . . , zn) and a = (a1, . . . , an) in Cn.
Lemma 2.3. Given s  0 and c 0, define
Jc,s(z) =
∫
B
| log(1 − |w|2)|s
|1 − z ·w|n+1+c dV (w), z ∈ B.
Then the following estimates hold:
Jc,s(z) ≈
⎧⎨⎩
1
(1−|z|2)c
(
log 11−|z|2
)s if c > 0,(
log 11−|z|2
)s+1 if c = 0
as |z| → 1.
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Lemma 2.4. Let {gj }Nj=1 be a linearly independent collection of complex functions on a set X containing at least N
distinct elements. Then there exist some x1, . . . , xN ∈ X such that the matrix⎛⎝ g1(x1) . . . g1(xN)... ...
gN(x1) . . . gN(xN)
⎞⎠ (2.2)
is invertible.
Proof. We prove by induction on N . The case N = 1 is clear. Assume N  2 and suppose our assertion holds
for N − 1. In order to complete the induction step, we prove the contrapositive, so assume that our assertion does not
hold for N . We will derive a contradiction.
By induction hypothesis we can find some x1, . . . , xN−1 ∈ X such that the matrix
M1 :=
⎛⎜⎜⎝
g1(x1) . . . g1(xN−1)
...
...
gN−2(x1) . . . gN−2(xN−1)
gN−1(x1) . . . gN−1(xN−1)
⎞⎟⎟⎠
is invertible. Note that the first N−1 columns of the matrix (2.2) are linearly independent, because M1 is invertible. On
the other hand, assuming our assertion does not hold for N , the matrix (2.2) with xN = x is singular for arbitrary x ∈ X.
It follows that the last column of the matrix (2.2) is a linear combination of the others. That is, given x ∈ X, there are
complex numbers c1(x), . . . , cN(x) (also depending on x1, . . . , xN−1) such that⎛⎝ g1(x)...
gN(x)
⎞⎠=
⎛⎝ g1(x1) . . . g1(xN−1)... ...
gN(x1) . . . gN(xN−1)
⎞⎠⎛⎝ c1(x)...
cN−1(x)
⎞⎠ . (2.3)
Thus, setting
M2 :=
⎛⎜⎜⎝
g1(x1) . . . g1(xN−1)
...
...
gN−2(x1) . . . gN−2(xN−1)
gN(x1) . . . gN(xN−1)
⎞⎟⎟⎠ ,
we see from (2.3) that⎛⎜⎜⎝
g1(x)
...
gN−2(x)
gN(x)
⎞⎟⎟⎠= M2
⎛⎝ c1(x)...
cN−1(x)
⎞⎠= M2M−11
⎛⎜⎜⎝
g1(x)
...
gN−2(x)
gN−1(x)
⎞⎟⎟⎠ .
Since x ∈ X is arbitrary and components of the matrices M1 and M2 are independent of x, we deduce from the above
that gN is a linear combination of g1, . . . , gN−1, which contradicts to the linearly independence. This completes the
induction and the proof of the lemma. 
3. The ball case
In this section we prove our main results on the ball. Before doing so, we need some preliminary results. Recall
that the Bergman kernel Ka on the ball is given by
Ka(z) = 1 n+1 , z ∈ B,(1 − z · a)
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Pψ(a) =
∫
B
ψ(w)
(1 − a ·w)n+1 dV (w), a ∈ B,
for functions ψ ∈ L2(B).
It is well known that the Bergman projection P (for the ball) maps a given Lipschitz space of non-integral order
into itself. This is a special case of a general theorem due to Ahern and Schneider [2]. Also, see [11, Theorem 7.7.10
and Remark 7.7.11]. Working on the ball, one may also easily modify the proof of [12, Theorem 6.4.9] for Lipschitz
spaces of order less than one. Here, we need a local version of this fact as in the next proposition. Given ζ ∈ ∂B , we
let H(ζ) denote the class of all functions holomorphic on some open set containing B ∪ {ζ }.
Proposition 3.1. Let 0 < α < 1 and ζ ∈ ∂B . Then
P
[
L2(B)∩Λα(ζ )
]⊂ Λα(B)+H(ζ).
In particular,
Tu
[
A2(B)∩Λα(ζ )
]⊂ Λα(ζ )
for u ∈ L∞(B)∩Λα(ζ ).
Proof. Assume f ∈ L2(B) ∩ Λα(U) for some neighborhood U of ζ . Choose a neighborhood U1 of ζ such that
U1 ⊂ U . Now, pick a smooth cut-off function ψ on Cn with 0ψ  1 such that ψ = 1 on U1 and ψ = 0 on Cn \U .
We certainly have fψ ∈ Λα(B \ U). Also, we have fψ ∈ Λα(U ∩ B), because ψ is smooth. Let z ∈ B ∩ U and
w ∈ B \ U . Note that |f | continuously extends to U ∩ B and thus bounded on U ∩ B , say by C1 > 0. Also, we have
by smoothness of ψ∣∣ψ(z)∣∣= ∣∣ψ(z)−ψ(w)∣∣ C2|z −w|
for some constant C2 > 0 independent of z and w. It follows that∣∣f (z)ψ(z)− f (w)ψ(w)∣∣= ∣∣f (z)ψ(z)∣∣ C1C2|z −w|.
This yields fψ ∈ Λα(B) and thus P(fψ) ∈ Λα(B) by the Ahern–Schneider theorem mentioned above. Meanwhile,
since
P(f − fψ)(z) =
∫
B\U1
f (w)(1 −ψ(w))
(1 − z ·w)n+1 dV (w),
we see that P(f − fψ) extends holomorphically across U1 ∩ ∂B . This completes the proof of the first part of the
proposition. Given u ∈ L∞(B)∩Λα(ζ ), note that
Tu
[
A2(B)∩Λα(ζ )
]⊂ P [L2(B)∩Λα(ζ )].
Also, note Λα(B) + H(ζ) ⊂ Λα(ζ ), because functions in Λα(B) are easily seen to have extensions in Λα(Cn).
Therefore the second part follows from the first part. 
We introduce some notation. In conjunction with Lemma 2.3 we let Logs(B), s  0, denote the class of all mea-
surable functions f on B such that
‖f ‖Logs (B) := ess supz∈B
∣∣f (z)∣∣(1 + log 1
1 − |z|2
)−s
< ∞.
Clearly, Logs(B) ⊂ Lp(B) for any s  0 and 0 < p < ∞. Given nontrivial functions f,g ∈ A2, we let f ⊗ g denote
the rank one operator on A2 defined by
(f ⊗ g)h = 〈h,g〉f
for h ∈ A2. The following lemma will play a crucial role in our proofs.
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A2(B). Assume
Tu1Tu2 · · ·Tuk =
N∑
j=1
fj ⊗ gj
on A2(B). Then fj , gj ∈ Logk(B) for all j . If, in addition, u1, . . . , uk ∈ Λα(ζ ) for some α ∈ (0,1) and ζ ∈ ∂B , then
fj , gj ∈ Λα(ζ ) for all j .
Proof. Put S = Tu1Tu2 · · ·Tuk for brevity. We first show fj ∈ Logk(B) for all j . Clearly, we have PLogs(B) ⊂
Logs+1(B) for general s  0 by Lemma 2.3. Hence we have SL∞(B) = SLog0(B) ⊂ Logk(B). In particular, we
see that SKa belongs to Logk(B) for each a ∈ B . Note SKa =∑Nj=1 gj (a)fj by (1.1). Thus we have⎛⎝ SKa1...
SKaN
⎞⎠=
⎛⎝ g1(a1) . . . gN(a1)... ...
g1(aN) . . . gN(aN)
⎞⎠⎛⎝ f1...
fN
⎞⎠
for all points a1, . . . , aN in B . Now, since functions g1, . . . , gN are linearly independent, we see from Lemma 2.4
that the N ×N matrix in the above displayed equation is invertible for some points a1, . . . , aN in B . Thus, each fj is
a linear combination of functions SKa1 , . . . , SKaN and thus belongs to Logk(B), because functions SKaj all belong
to Logk(B). If, in addition, u1, . . . , uk ∈ Λα(ζ ) for some α ∈ (0,1) and ζ ∈ ∂B , then SKaj all belong to Λα(ζ ) by
Proposition 3.1 and thus fj ∈ Λα(ζ ) for all j .
Since T ∗u = Tu and (f ⊗ g)∗ = g ⊗f in general where the superscript ∗ denotes the Hilbert space adjoint operator,
we have
S∗ = Tuk · · ·Tu1 =
N∑
j=1
gj ⊗ fj .
Now, what we have proved above implies the assertions on functions gj . The proof is complete. 
The source of our test functions are sufficiently high powers of functions λt defined by
λt (z) = 11 − tz1 (3.1)
for 0 < t < 1 and z ∈ B . Also, we let
e = (1,0, . . . ,0) ∈ ∂B.
In conjunction with Proposition 3.1, we have the following estimate.
Lemma 3.3. Let k  n+ 2 be an integer and assume g ∈ L2(B)∩Λα(e) for some α ∈ (0,1]. Then there is a constant
C = C(k,g) such that∣∣〈λkt , g〉∣∣ C(1 − t)k−n−1−α/2
for 0 < t < 1.
Proof. Assume g ∈ L2(B) ∩ Λα(U) where U is some neighborhood of e. Let 0 < t < 1. Since 〈λkt , g(e)〉 =
λkt (0)g(e) = g(e), we have∣∣〈λkt , g〉∣∣ ∣∣〈λkt , g − g(e)〉∣∣+ ∣∣g(e)∣∣.
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B
|g(w)− g(e)|
|1 − tw1|k dV (w) =
∫
B∩U
+
∫
B\U
|g(w)− g(e)|
|1 − tw1|k dV (w).
Since |w − e| 2|1 −w1|1/2, we have by Lemma 2.3∫
B∩U
 ‖g‖Λα(U)
∫
B
dV (w)
|1 − tw1|k−α/2 ≈
‖g‖Λα(U)
(1 − t)k−n−1−α/2
for all t . Also, since |1 − tw1| is bounded away from 0 on B \U , we have∫
B\U

∥∥g − g(e)∥∥2
for all t . Combining these estimates, we conclude the lemma. 
Given a C1-function u on B , we let Ru denote the radial derivative of u defined by
Ru(z) =
n∑
j=1
[
zj
∂u
∂zj
(z)+ zj ∂u
∂zj
(z)
]
, z ∈ B.
The following uniqueness result for harmonic functions is taken from [4, Proposition 4.1].
Proposition 3.4. Suppose that u is a function harmonic on B and continuous on B ∪ W for some relatively open set
W ⊂ ∂B . If both u and Ru vanish on W , then u = 0 on B .
We are now ready to prove our theorems. Our proof of Theorem 1.1 depends on Theorem 1.3 whose proof in turn
depends on that of Theorem 1.2. Thus we first prove Theorems 1.2 and 1.3.
Proof of Theorem 1.2. Put S = Tu1 · · ·Tun+2 and assume that S has finite rank. Since S has finite rank (and thus is
compact), we have S˜ = 0 on ∂B by Theorem 2.1. Since each uj is continuous on B , we have
0 = S˜ = u1 · · ·un+2 = 0 on ∂B
by Proposition 2.2. Since the product function u1 · · ·un+2 is continuous and vanishes everywhere on the boundary,
there exists a relatively open set W ⊂ ∂B such that
either uj (ζ ) = 0, ζ ∈ W,
or uj = 0 on W
holds for each j . If u1 = 0, there is nothing to prove. So, we may assume that u1 vanishes nowhere on W .
Suppose that, for some j , there is a relatively open set Wj ⊂ W such that
uj =Ruj = 0 on Wj . (3.2)
Then, since uj ∈ C(B) is harmonic on B by assumption, Proposition 3.4 and (3.2) will lead us to conclude uj = 0
on B , which completes the proof.
Now, we assume that (3.2) does not hold for any j and derive a contradiction. Since (3.2) does not hold for any j ,
we may shrink (if necessary) the set W to get a smaller relatively open set, still denoted by W , such that
either (i) uj (ζ ) = 0, ζ ∈ W,
or (ii) uj (ζ ) = 0, Ruj (ζ ) = 0, ζ ∈ W, (3.3)
holds for each j = 1,2, . . . , n + 2. We may further assume that e ∈ W ; this causes no loss of generality by rotation-
invariance of radial differentiation.
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the function on B defined by
σ(z) = 2(1 − z1)−
n∑
j=2
|zj |2. (3.4)
Recall that Ruj (e) = 0 by (3.3), in case uj (e) = 0. Let dj = 1 if uj (e) = 0 and dj = 0 otherwise. Note d1 = 0. Now,
define the major part of uj by
mj :=
{
uj (e) if dj = 0,
−Ruj (e)2 σ if dj = 1
for each j . What we have done so far is almost the same as the corresponding part of the proof of [4, Theorem 1.2]
and repeated here for reader’s convenience.
Put M = Tm1 · · ·Tmn+2 and R = S − M . Note M = S − R. We will apply both M and S − R independently to the
same test functions as in the proof of [4, Theorem 1.2], obtain pointwise estimates along the radius ending at e, and
reach a contradiction.
Choose a sufficiently large positive integer k (k > 2n + 2 is enough). Let 0 < t < 1. We now estimate Mλkt (te),
Sλkt (te) and Rλkt (te) independently; recall that λt is the function defined in (3.1). For the estimate of Mλkt (te),
following the proof of [4, Theorem 1.2], we have
Mλkt (te)
1
(1 − t)k−d (3.5)
as t → 1 where d = d1 + · · · + dn+2. Also, easily modifying the corresponding part of the proof of [4, Theorem 1.2],
we see that there exists some β ∈ (0,1/2) such that∣∣Rλkt (te)∣∣ | log(1 − t)|n+2(1 − t)k−d−β (3.6)
as t → 1.
We now estimate Sλkt (te). Since S has finite rank, say N , there exist linearly independent collections {fj }Nj=1
and {gj }Nj=1 of functions in A2(B) such that
S =
N∑
j=1
fj ⊗ gj . (3.7)
Thus we have
Sλkt (te) =
N∑
j=1
〈
λkt , gj
〉
fj (te). (3.8)
Note that functions fj , gj all belong to Λα(e) by Lemma 3.2; we may assume α < 1 without loss of generality. Thus
we obtain by Lemma 3.3∣∣Sλkt (te)∣∣ ( sup
t,j
∣∣fj (te)∣∣) 1
(1 − t)k−n−1−α/2 (3.9)
for all t .
Now, we have by (3.5), (3.6) and (3.8)
1 = |Sλ
k
t (te)−Rλkt (te)|
|Mλkt (te)|

(
1 + ∣∣log(1 − t)∣∣k)[(1 − t)n+1+α/2−d + (1 − t)β]
as t → 1 and this estimate is independent of t . Note d  n+ 1, because d1 = 0; it is this step where we lose one factor
from [4, Theorem 1.2]. Thus, taking the limit t → 1, we reach a contradiction. The proof is complete. 
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Proof of Theorem 1.3. In the proof of Theorem 1.2, the global Lipschitz hypothesis is used to choose W on
which the first symbol vanishes nowhere. Thus one may repeat the proof of Theorem 1.2 with the Toeplitz prod-
ucts Tu0Tu1 · · ·Tun+1 where u0 = 1. 
Finally, we prove Theorem 1.1.
Proof of Theorem 1.1. As is mentioned in the Introduction, the theorem is a special case of [10, Theorem 7] for
n = 1. Thus the proof here for n = 1 can be viewed as another proof under the additional hypothesis of local boundary
continuity. We will also repeat the some part of the proof of [4, Theorem 1.1] for reader’s convenience.
Put S = Tu1Tu2 and assume that S has finite rank. As in the proof of Theorem 1.2, we have
u1u2 = 0 on W ⊂ ∂B.
There are two cases to consider: (i) Both u1 and u2 vanish everywhere on W and (ii) either u1 or u2 does not vanish on
some relatively open subset of W . In case of (i) we have u1, u2 ∈ Λ1(ζ ) for some ζ ∈ W by [4, Lemma 4.2]. Thus, the
case (i) is contained in Theorem 1.3. So, we may assume (ii). Note that we may further assume that u1 does not vanish
on some relatively open set, still denoted by W , because otherwise we can use the adjoint operator S∗ = Tu2Tu1 . We
now have u2 = 0 on W . Assume e ∈ W without loss of generality. By Proposition 3.4 we may further assume that
Ru2 vanishes nowhere on W . This will lead us to a contradiction.
Let c1 = u1(e) = 0 and c2 = −Ru2(e)2 = 0. Let e1 = u1 − c1 and e2 = u2 − c2σ where σ is the function introduced
in (3.4). Then we have
S = Tc1+e1Tc2σ+e2 = c1c2Tσ + c2Te1Tσ + Tu1Te2
and thus
c1c2Tσ = S − c2Te1Tσ − Tu1Te2 . (3.10)
Now we apply each side of the above to the same test functions λkt with a sufficiently large positive integer k (k > n+2
will be enough) and derive a contradiction.
Given  > 0 sufficiently small, let
ω() = sup{∣∣e1(ξ)∣∣: ξ ∈ B ∪W, |e − ξ | < }
be the modulus of continuity of u1 at e. By continuity of u1, we have ω() → 0 as  → 0. Then we have the following
estimates:∣∣Tσλkt (te)∣∣ 1(1 − t)k−1 , (3.11)∣∣Tu1Te2λkt (te)∣∣ | log(1 − t)|(1 − t)k−3/2 (3.12)
and
Te1Tσλ
k
t (te)
[
ω()
(1 − t)k−1 +
1
[2/4 − (1 − t)]k+n +
1
(1 − t)k−2
]
(3.13)
for all t sufficiently close to 1. The estimates (3.11)–(3.13) are independent of t and  and proved in the proof of
[4, Theorem 1.1].
We now estimate Sλkt (te). Assume that S has finite rank N and represent S as in (3.7). Note that functions fj , gj
all belong to Log2(B) by Lemma 3.2. Fix 1 < p < 2 and let q be the conjugate exponent of p. Applying Hölder’s
inequality, we obtain by Lemma 2.3∣∣Sλkt (te)∣∣ N∑
j=1
∥∥λkt ∥∥Lp(B)‖gj‖Lq(B)∣∣fj (te)∣∣ | log(1 − t)|2(1 − t)k−(n+1)/p (3.14)
as t → 1.
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1 = |[S − c2Te1Tσ − Tu1Te2]λ
k
t (te)|
|c1c2Tσλkt (te)|
 o(1)+ω()+ (1 − t)
k−1
[2/4 − (1 − t)]k+n
as t → 1 and this estimate is independent of t and . So, first taking the limit t → 1 with  > 0 fixed and then taking
the limit  → 0, we have
1 ω() → 0,
which is a contradiction. The proof is complete. 
4. The polydisk case
In this section we prove our main results on the polydisk. Recall that the Bergman kernel Ka on the polydisk is
given by
Ka(z) =
n∏
j=1
1
(1 − aj zj )2 , z, a ∈ D
n,
and thus the Bergman projection P from L2(Dn) onto A2(Dn) is represented by
Pψ(a) =
∫
Dn
ψ(w)∏n
j=1(1 − ajwj )2
dV (w), a ∈ Dn,
for functions ψ ∈ L2(Dn).
Unlike the ball case it is not known whether the Bergman projection maps a given Lipschitz space (of non-integral
order) into itself on the polydisk. Thus the polydisk version of Proposition 3.1 is not available for now. However,
a weaker version, Theorem 4.3 below, is enough for our purpose.
The following characterization of Λα(D), 0 < α < 1, is well known and due to Hardy and Littlewood (see, for ex-
ample, [8, Theorem 4.1]):
‖g‖Λα(D) ≈ sup
a∈D
∣∣g′(a)∣∣(1 − |a|2)1−α (4.1)
for functions g holomorphic on D. One can easily extend this characterization to the polydisk as in the next proposi-
tion. This must be also well known to experts and we included a proof for completeness.
Proposition 4.1. Let α ∈ (0,1). Then the equivalence
‖f ‖Λα(Dn) ≈ sup
z∈Dn
n∑
j=1
∣∣∣∣ ∂f∂zj (z)
∣∣∣∣(1 − |zj |2)1−α (4.2)
holds for functions f holomorphic on Dn.
Proof. Let M denote the quantity in the right side of (4.2). Let f ∈ Λα(Dn). Then f is Lipschitz continuous on
D of order α in each variable separately and Lipschitz constants associated with the remaining variables are uni-
formly bounded by ‖f ‖Λα(Dn). Thus we have the estimate M  ‖f ‖Λα(Dn) by (4.1). Conversely, assume M < ∞ and
let z,w ∈ Dn. Let ŵj = (z1, . . . , zj ,wj+1, . . . ,wn) for j = 1, . . . , n− 1. Also, let ŵ0 = w and ŵn = z. Then we have
by (4.1)∣∣f (z)− f (w)∣∣ n−1∑
j=0
∣∣f (ŵj )− f (ŵj+1)∣∣M n∑
j=1
|zj −wj |α ≈ M|z −w|α
so that ‖f ‖Λα(Dn) M . The proof is complete. 
We do not know whether Λβ(Dn) can be extended to Λα(Dn) in the conclusion of the next theorem.
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Proof. Let 0 < β < α < 1. We proceed by induction on n. For n = 1, our assertion is a consequence of the Ahern–
Schneider theorem (which is mentioned before Proposition 3.1). Let n  2 and assume that our assertion holds
for n− 1.
Let f ∈ Λα(Dn) and put F = Pf . By Proposition 4.1 it is sufficient to show
sup
z∈Dn
∣∣∣∣ ∂F∂zj (z)
∣∣∣∣(1 − |zj |2)1−β < ∞ (4.3)
for j = 1, . . . , n. In order to prove this, we only need to consider the case j = 1 by symmetry. Given a ∈ D and
ξ ∈ Dn−1, let G be the function on Dn defined by
G(a, ξ) = Pn−1fa(ξ)
where fa = f (a, ·) and Pn−1 denotes the Bergman projection on Dn−1. Given ξ ∈ Dn−1, let Fξ = F(·, ξ) and define
Gξ similarly. Then we have
Fξ = P1Gξ
where P1 denotes the Bergman projection on D. Thus we have
sup
a∈D
∣∣F ′ξ (a)∣∣(1 − |a|2)1−β ≈ ‖Fξ‖Λβ(D)  ‖Gξ‖Λβ(D);
the first estimate holds by (4.1) and the second by the Ahern–Schneider theorem.
In order to complete the induction step, we prove supξ∈Dn−1 ‖Gξ‖Λβ(D) < ∞, or equivalently,∣∣G(a, ξ)−G(b, ξ)∣∣ |a − b|β (4.4)
for all a, b ∈ D and ξ ∈ Dn−1. Fix a, b ∈ D and define ha,b = fa − fb so that
G(a, ·)−G(b, ·) = Pn−1ha,b.
Since f ∈ Λα(Dn), we have
‖ha,b‖L∞(Dn−1)  ‖f ‖Λα(Dn)|a − b|α.
Also, one may easily verify via the triangle inequality
‖ha,b‖Λα(Dn−1)  2‖f ‖Λα(Dn).
It follows that∣∣ha,b(ξ)− ha,b(η)∣∣ 2‖f ‖Λα(Dn) min{|a − b|α, |ξ − η|α}
 2‖f ‖Λα(Dn)|a − b|β |ξ − η|α−β
for all ξ, η ∈ Dn−1, or equivalently,
‖ha,b‖Λα−β(Dn−1)  2‖f ‖Λα(Dn)|a − b|β.
Thus, by induction hypothesis and the closed graph theorem, we have
‖Pn−1ha,b‖Λα−β(Dn−1) 
∣∣ha,b(0)∣∣+ ‖ha,b‖Λα−β(Dn−1)
 ‖f ‖Λα(Dn)|a − b|β
and therefore∣∣Pn−1ha,b(ξ)∣∣ ∣∣Pn−1ha,b(0)∣∣+ ‖Pn−1ha,b‖Λα−β(Dn−1)|ξ |α−β
 ‖ha,b‖L∞(Dn−1) + ‖Pn−1ha,b‖Λα−β(Dn−1)
 ‖f ‖Λα(Dn)|a − b|β
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completes the induction and the proof of the theorem. 
We also have the following local version. Given ζ ∈ T n, we let H(ζ) denote the class of all functions holomorphic
on some open set containing Dn ∪ {ζ }.
Proposition 4.3. Let 0 < β < α < 1 and ζ ∈ T n. Then
P
[
L2
(
Dn
)∩Λα(ζ )]⊂ Λβ(Dn)+H(ζ).
In particular,
Tu
[
A2
(
Dn
)∩Λα(ζ )]⊂ Λβ(ζ )
for u ∈ L∞(Dn)∩Λα(ζ ).
Proof. Using Theorem 4.2 instead of the Ahern–Schneider theorem, one may easily modify the proof of Proposi-
tion 3.1 to verify the proposition. 
Given s  0, we let Logs(Dn) denote the class of all measurable functions f on Dn such that
‖f ‖Logs (Dn) := ess supz∈Dn
∣∣f (z)∣∣ n∏
j=1
(
1 + log 1
1 − |zj |2
)−s
< ∞.
Clearly, Logs(Dn) ⊂ Lp(Dn) for any s  0 and 0 < p < ∞. By an application of Lemma 2.3, we see PLogs(Dn) ⊂
Logs+1(Dn) for general s  0. Hence, for S = Tu1Tu2 · · ·Tuk where u1, . . . , uk ∈ L∞(Dn), we have SL∞(Dn) =
SLog0(Dn) ⊂ Logk(Dn). So, a trivial modification of the proof of Lemma 3.2 yields the following lemma.
Lemma 4.4. Let u1, . . . , uk ∈ L∞(Dn). Let {fj }Nj=1 and {gj }Nj=1 be linearly independent collections of functions
in A2(Dn). Assume
Tu1Tu2 · · ·Tuk =
N∑
j=1
fj ⊗ gj
on A2(Dn). Then fj , gj ∈ Logk(Dn) for all j . If, in addition, u1, . . . , uk ∈ Λα(ζ ) for some α ∈ (0,1) and ζ ∈ T n,
then fj , gj ∈ Λβ(ζ ) for all j and β ∈ (0, α).
The source of our test functions are sufficiently high powers of functions λt defined by
λt(z) = 11 − t1z1 · · ·
1
1 − tnzn , z = (z1, . . . , zn) ∈ D
n,
with suitably chosen t = (t1, . . . , tn) where 0 < tj < 1. Also, we let
p = (1,1, . . . ,1) ∈ T n.
In conjunction with Proposition 4.3, we have the following estimate.
Lemma 4.5. Let k  3 be an integer and assume g ∈ L2(Dn) ∩ Λα(p) for some α ∈ (0,1]. Then there is a constant
C = C(k,g) such that
∣∣〈λkt , g〉∣∣C
(
n∑
i=1
(
1 − t2i
)α)( n∏
j=1
1
(1 − t2j )k−2
)
for all t = (t1, . . . , tn).
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and ∣∣〈λkt , g − g(p)〉∣∣ ∫
Dn∩U
|g(w)− g(p)|∏n
j=1 |1 − tjwj |k
dV (w)+ ∥∥g − g(p)∥∥2
for all t. Since g ∈ Λα(U), we see from Lemma 2.3 that the integral in the right side is dominated by some constant
(depending on g) times
n∑
i=1
∫
Dn
|1 −wi |α∏n
j=1 |1 − tjwj |k
dV (w) ≈
n∑
i=1
1
(1 − t2i )k−2−α
∏
j =i
1
(1 − t2j )k−2
.
This completes the proof. 
We are now ready to prove our theorems. We first prove Theorem 1.5.
Proof of Theorem 1.5. As in the proofs of Theorems 1.2 and 1.1, our proof utilizes the estimates which are already
established in an earlier work [6] of the authors. So, we will also repeat the some part of the proof of [6, Theorem 1.2]
for reader’s convenience.
Before proceeding we first introduce some notation. Given an integer 0 k  n, we let I (k) be the set of all multi-
indices ν = (ν1, . . . , νn) such that νi ∈ {0,1} for each i and |ν| = k. For a multi-index μ, we say μ ∈ I ∗(k) if there
exists ν ∈ I (k) such that μi = νi + 1 for some i and μj = νj for all j = i. Also, we let
τ(z) = (1 − z1, . . . ,1 − zn),
η(z) = (|1 − z1|, . . . , |1 − zn|)
for z ∈ Cn.
Put S = Tu1Tu2Tu3 and assume that S has finite rank. As in the proof of Theorem 1.2, we have
u1u2u3 = 0 on T n.
Since u1u2u3 is continuous and vanishes everywhere on the distinguished boundary, there exists a relatively open set
W ⊂ T n such that
either uj vanishes nowhere on W,
or uj = 0 on W
holds for each j . Since there is nothing to prove if u1 = 0, we may assume that u1 vanishes nowhere on W . Now,
assume that each uj is not identically 0 on Dn. We will get a contradiction.
Since each uj is not identically 0 on Dn, we may shrink (if necessary) the set W to get a smaller relatively open
set, still denoted by W , such that each uj satisfies
either (i) uj |W never vanishes,
or (ii) uj |W = 0 but uj ≡ 0.
By the proof of [6, Theorem 1.2], we may assume p ∈ W . Given j for which the case (ii) holds, we have by [6,
Lemma 3.1] a positive integer kj  n and coefficients ajν , not all 0, such that
uj (z) =
∑
ν∈I (kj )
ajν τ (z)
ν +O
( ∑
μ∈I∗(k)
η(z)μ
)
for z ∈ Dn ∪W near p. Now, define the major part of uj by
mj(z) :=
{
uj (p) if uj (p) = 0,∑
ajντ (z)
ν if uj (p) = 0ν∈I (kj )
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two different ways and reach a contradiction as in the proofs of the previous section. Here, m> 4 is any fixed integer
and the parameter t = (t1, . . . , tn) is chosen below.
Let I˜ be the set of all multi-indices of the form ν +μ where ν ∈ I (k2) and μ ∈ I (k3). Given h ∈ I˜ , let
ah =
∏
hi1
1
(m− 1) · · · (m− hi)
and consider a polynomial on Rn given by
F(x) :=
∑
h∈I˜
ah
( ∑
ν+μ=h
a2νa3μ
)
xh
for x ∈ Rn. The proof of [6, Theorem 1.2] shows that F is nontrivial. Thus there is some y ∈ (0,1)n such that
F(y) = 0. Given t ∈ (0,1), we now choose tj = tj (t) determined by the equation
1 − t2j = yj
(
1 − t2), j = 1, . . . , n, (4.5)
and let t = t(t) = (t1, . . . , tn) for the rest of the proof.
The proof of [6, Theorem 1.2] shows the following estimates independent of t :∣∣Mλmt (t)∣∣ 1(1 − t2)mn−k ,∣∣Rλmt (t)∣∣ (1 − t)α| log(1 − t)|3n(1 − t)mn−k (4.6)
as t → 1 where k = k2 + k3.
We now estimate Sλmt (t). Since S has finite rank, say N , we may represent S by (3.7) (in the context of polydisk)
with linearly independent collections {fj }Nj=1 and {gj }Nj=1 of functions in A2(Dn). Fix β ∈ (0, α). By Lemma 4.4 we
have fj , gj ∈ Λβ(p). Using Lemma 4.5 and proceeding as in the proof of Theorem 1.2, we have by (4.5)
∣∣Sλmt (t)∣∣
(
n∑
i=1
(
1 − t2i
)β)( n∏
j=1
1
(1 − t2j )m−2
)
≈ 1
(1 − t)mn−2n−β (4.7)
as t → 1.
Now, we have by (4.6) and (4.7)
1 = |Sλ
m
t (t)−Rλmt (t)|
|Mλmt (t)|
 (1 − t)β[∣∣log(1 − t)∣∣3n + (1 − t)2n−k]
as t → 1. The suppressed constant in this inequality is independent of t . Note k  2n; it is this step where we lose one
factor from [6, Theorem 1.2]. Thus, taking the limit t → 1, we reach a contradiction. The proof is complete. 
As in the ball case, we have the following local version for two factor as a by-product of the proof of Theorem 1.5.
This will be used in the proof of Theorem 1.4 below.
Corollary 4.6. Let u1, u2 ∈ h∞(Dn) ∩ Λα(ζ ) for some α ∈ (0,1] and ζ ∈ T n. If Tu1Tu2 has finite rank, then either
u1 = 0 or u2 = 0.
We are now ready to prove Theorem 1.4.
Proof of Theorem 1.4. As in the proof of Theorem 1.5, we will also repeat the some part of the proof of [6, Theo-
rem 1.1] for reader’s convenience.
96 B.R. Choe et al. / J. Math. Anal. Appl. 343 (2008) 81–98Put S = Tu1Tu2 and assume that S has finite rank. As in the proof of Theorem 1.2, we have u1u2 = 0 on W . We
consider two cases separately:
(i) Both u1 and u2 vanish on W .
(ii) Either u1 or u2 vanishes nowhere on some relatively open subset of W .
First, consider the case (i). By [6, Lemma 3.1] we have u1, u2 ∈ Λ1(ζ ) for some ζ ∈ T n. The case (i) is thus contained
in Corollary 4.6. Next, consider the case (ii). By considering adjoints as in the proof of Theorem 1.1, we may further
assume that u1 does not vanish on some relatively open set, still denoted by W . We now have u2 = 0 on W . Assume
that u2 is not identically 0 on Dn. This will lead us to a contradiction.
Any unexplained notation is from the proof of Theorem 1.5. As in the proof of Theorem 1.5, we may assume
p ∈ W . Also, there exist a positive integer k  n and coefficients aν , not all 0, such that
u2(z) =
∑
ν∈I (k)
aντ (z)
ν +O
( ∑
μ∈I∗(k)
η(z)μ
)
for z ∈ Dn ∪W near p. Put c1 = u1(p) = 0 and define major part of u2 by
m2(z) :=
∑
ν∈I (k)
aντ (z)
ν .
Also, let e1 = u1 − c1 and e2 = u2 −m2. Then we have
S = Tc1+e1Tm2+e2 = c1Tm2 + Te1Tm2 + Tu1Te2
and thus
c1Tm2 = S − Te1Tm2 − Tu1Te2 . (4.8)
As in the proof of Theorem 1.5, we will apply each side of the above to the same test functions λmt with m > 4 and
derive a contradiction. This time the parameter t is chosen as follows. Put
G(x) =
∑
ν∈I (k)
aνx
ν
for x ∈ Rn. Note that G is a non-zero polynomial on Rn, because some coefficient aν is not zero. Thus there is some
y ∈ (0,1)n such that G(y) = 0. Given t ∈ (0,1), we now choose tj = tj (t) ∈ (0,1) determined by Eq. (4.5) and let
t = t(t) = (t1, . . . , tn) for the rest of the proof.
Given  > 0 small and 0 < t < 1 sufficiently close to 1, we put
ϕ(, t) = (1 − t)
m−1
[ − |y|(1 − t)]m+2
and
ω() = sup{∣∣e1(p)∣∣: w ∈ Dn ∪W, |p −w| < √n}
for simplicity. Then the proof of [6, Theorem 1.1] shows the following estimates independent of t and :∣∣Tm2λmt (t)∣∣ 1(1 − t)mn−k ,∣∣Tu1Te2λmt (t)∣∣ | log(1 − t)|2n(1 − t)nm−k−1 ,∣∣Te1Tm2λmt (t)∣∣ ω()+ ϕ(, t)(1 − t)mn−k (4.9)
as t → 1.
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{gj }Nj=1 of functions in A2(Dn) such that (3.7) holds (in the context of polydisk). Thus we have
Sλmt (t) =
N∑
j=1
〈
λmt , gj
〉
fj (t).
Note that functions fj , gj all belong to Log2(Dn) by Lemma 4.4. Pick p with 1 < p < 2nk . By an application of
Lemma 2.3, we have by (4.5)∥∥λmt ∥∥Lp(Dn)  n∏
j=1
1
(1 − t2j )m−2/p
≈ 1
(1 − t2)(m−2/p)n
for 0 < t < 1. Also, for each j and t ∈ (0,1), we have by (4.5)∣∣fj (t)∣∣ ‖fj‖Log2(Dn) n∏
j=1
(
1 + log 1
1 − t2j
)2
= ‖fj‖Log2(Dn)
n∏
j=1
(
1 + log 1
1 − t2 + log
1
yj
)2

∣∣log(1 − t)∣∣2n
as t → 1. Now, applying Hölder’s inequality, we obtain
∣∣Sλmt (t)∣∣ N∑
j=1
∥∥λmt ∥∥Lp(Dn)‖gj‖Lq(Dn)∣∣fj (t)∣∣ | log(1 − t)|2n(1 − t)(m−2/p)n (4.10)
as t → 1 where q is the conjugate exponent of p.
It follows from (4.8)–(4.10) that
1 = |[S − Te1Tm2 − Tu1Te2]λ
m
t (t)|
|c1Tm2λmt (t)|
 ω()+ ϕ(, t)+ (1 − t)δ∣∣log(1 − t)∣∣2n
as t → 1 where δ = min{1,2n/p−k} > 0 and this estimate is independent of t and . Now, first taking the limit t → 1
(with  fixed) and then taking the limit  → 0, we obtain
1 ω() → 0
by continuity of u1 at p, which is a contradiction. This completes the proof. 
Remark added after the acceptance of the paper. After this paper was submitted, we were informed that Daniel
Luecking proved that if a one-variable Toeplitz operator with a function symbol has finite rank, then its symbol must
be zero. Also, the first author of this paper has recently generalized Luecking’s result to several variables.
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