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ABSTRACT 
COMPARATIVE CHARACTERISTIC AND PERFORMANCE ANALYSES 
OF ON-CAMPUS ENGINEERING GRADUATE STUDENTS 
TO OFF-CAMPUS ENGINEERING GRADUATE STUDENTS ENROLLED 
IN NON-TUTORED COURSES OFFERED VIA VIDEOTAPE 
MAY 24, 1986 
HARVEY R. STONE, B. A. UNIVERSITY OF MASSACHUSETTS at AMHERST 
ED.D, UNIVERSITY OF MASSACHUSETTS at AMHERST 
Directed by: Professor William Lauroesch 
The purpose of this inquiry has been to determine the 
efficacy of video-based instruction for off-campus graduate 
students in engineering. 
While literature supports use of local tutors and 
class-size sufficient to promote local dialogue, 
developments in telecommunications, expansion of available 
courseware, and need for flexibilities in scheduling combine 
to increase instances of students studying singularly or in 
very small groups. This study was aimed at determining 
whether tutor support could be withdrawn without significant 
loss in performance, as the researcher hypothesized. 
To test the hypothesis, research and control samples 
were created from on and off-campus engineering graduate 
students in the University of Massachusetts’ Departments of 
Electrical and Computer Engineering and Industrial 
Engineering/Operations Research enrolled from the Fall 1980 
through Spring 1985 semesters. Two groups of students were 
removed from the sample. The first consisted of students 
graduating from foreign undergraduate institutions. The 
second group included those who registered but withdrew from 
courses prior to receiving a grade. The resulting sample 
totaled 1,028 which was subdivided into six program areas: 
on-campus Electrical and Computer Engineering (ECE) (n-219); 
off-campus ECE degree (n=84); off-campus ECE non-degree 
(n = 42J4); on-campus Industrial Eng i neer i n g/Opera t i ons 
x 
and Research (IEOR) (n=83), off-campus IEOR degree (n = 66); 
off-campus IEOR non-degree (n=152). 
To determine significant characteristics within each 
group, statistical tests were run to determine relationships 
between performance (graduate QPA) and six variables 
including: chronological and degree age, scores on the GRE 
Verbal, Quantitative, and Analytic tests, and undergraduate 
quality point average. Further, on-campus characteristics 
were compared to those for off-campus students using the 
same variables. 
To assess variation between on and off-campus 
performance, off-campus graduate QPA's were compared to 
predictive levels established by on-campus students. 
Further, course-sections were identified in which at least 
two on and two off-campus degree students were enrolled. 
Analyses of variance were then run to determine whether 
significant performance differences existed between the two 
groups. 
Major descriptive findings for ECE included no main 
effects in graduate performance and GRE Quantitative and 
Analytic test scores. Significant variation existed for 
chronological and degree age, GRE Verbal, and undergraduate 
QPA. In the IEOR sample, significant differences were not 
found for graduate performance and GRE Verbal, Quantitative, 
and Analytic test scores. Significant variation was noted 
between groups for age, degree age, and undergraduate QPA. 
Analyses of variance for off-campus ECE performance against 
on-campus predictors offered no main effect. Significant 
variation was found between on and off-campus IEOR student. 
However, variation between the curricula available to the 
two groups discounts this finding. In 36 ECE courses 
meeting the study’s criteria, grades in only one showed 
significant variation between on and off-campus degree 
students. In none of the 17 IEOR courses was significant 
grade difference found. 
Major conclusions include: (1) that significant 
differences do not exist between on-campus students studying 
traditionally and off-campus students in non-tutored 
videotape classes, (2) that off-campus students learn as 
well as their on-campus colleagues and (3) that non-tutored 
video instruction is as effective as its tutored cousin. 
This augers well for the continued development and 
utilization of telecommunications technology to meet 
individual off-campus student needs. 
Follow-up research should include further analysis of 
performance factors affecting off-campus non-degree 
students. Both ECE and IEOR non-degree students performed 
xi i 
at lower levels than on and off-campus degree students. The 
current study was limited to conjecture as to why, since 
available data were limited to graduate QPA and age (which 
proved to be insignificant). A second issue that warrants 
further probe is related to factors leading to substantial 
attrition among off-campus non-degree students. In ECE, 50$ 
of non-degree students withdrew from the program (and were 
excluded from the study). In IEOR, over 30$ of students 
were excluded for the same reason. 
xi i i 
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CHAPTER 1 
The e 11 g 
Technical talent is the raw material that 
feeds the growth of high technology in¬ 
dustry, and we have reason to be concerned 
about the adequacy of our supply. There is 
a serious shortage of engineers in America 
which limits the depth and breadth of 
product and technology development we can 
under take. Underlying this shortage is an 
underfunded and overstretched system of 
education. 
Global Stakes (1 ) 
Contemporary American higher education is acknowledged 
as serving society in a number of ways. Contributing to the 
knowledge base and the preparation of a knowledgeable 
citizenry are two roles that generate little argument. Yet, 
from its earliest history, America's colleges and univer¬ 
sities have also served as incubators for those entering the 
nation's professions. (2) Here the tradition is extraor¬ 
dinarily rich and the evolutionary trail unbroken. From the 
creation of Harvard College in 1636 "to set the world 
straight", (3) through the passage of the first Morrill Act 
in 1862, acknowledging "that a new age required 
1 
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new training and new preparation", (4) to the present, the 
symbiotic relationship between higher education and profes¬ 
sions has rarely been questioned. 
This interface, long assumed in disciplines such as law 
and medicine, is now being articulated throughout much of 
the "high technology" engineering and computer industries. 
Where previously, education’s role as an important resource 
for "raw materials" had been relegated to a minor position, 
the shift to a "knowledge intensive society" has altered the 
balance. "For the first time in history, the link between 
higher education and high technology has become direct-so 
direct that when higher education falters, high tech can 
falter." (5) This perspective is fully supported by the 
Aerospace Industries Association of America which acknow¬ 
ledges that " ( e) conomists have found that the relationship 
between basic or applied research/deve1 opment and produc¬ 
tivity and economic growth is strong and positive...0ver the 
long term, national economic and productivity growth depend 
heavily upon the kind of basic research performed largely 
at universities." (6) 
The AIA A offered the following graphic to illustrate 
its position. (7) 
A CONCEPTUAL MODEL OF THE LINKAGES IN THE R&D PROCESS 
AND THEIR BENEFITS TO INDUSTRY, SOCIETY AND THE 
ECONOMY 
1 e n e f i t s _ t o _ I n d u s t ry 
Basic Research: 
Provides store of knowledge and new ideas 
for future development and innovating 
technology. 
Reduces the cost of applied research and 
development 
Applied Research: 
Directs research towards practical 
application. 
High rate of return on industrial research 
and development outlays. 
Development: 
Refines application of technology into 
products which will satisfy known needs 
at competitive prices. 
Final Sales: 
Disseminate information about products to 
the end user. 
Provide rate of return sufficient to 
finance continued research and development 
and sales. 
Benefits to Society and_the_Economy 
Basic Research: 
Improves our understanding of our 
surroundings. 
Applied Research: 
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Practical technology often forma the basis 
for innovations outside the industry. 
Development : 
Adapts known technology to meet consumer 
needs at reasonable prices. 
Final Sales: 
Offer consumers a choice of useful products 
at competitive prices. 
Price-competitive US-made products promote 
domestic and economic growth, and balance 
of payments, and price stability. 
Following traditional supp1y/demand models, colleges 
and universities have endeavored to meet marketplace needs. 
Students, responding to employment opportunities cyclicaly 
gravitate from one field of study to another. Post¬ 
secondary institutions, responding to changing demands, will 
to a greater or lesser extent depending upon local con¬ 
siderations, expand in certain areas while de-emphasizing 
efforts in others. Tenure and 1abor / m a n a gement issues 
aside, this scenario works best in disciplines where faculty 
resources are readily available and needs for capital in¬ 
vestment and specialized equipment are minimal. 
A classic example of program expansion to meet student 
demand is the explosive growth in legal education ex- 
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perienced throughout the United States during the 1960's- 
1970's. Demand was easily met. Faculty with sufficient 
credentials were plentiful and, other than library 
facilities, little more was required than a building to 
house instructional operations. 
The same cannot be said for the nation's engineering 
schools and colleges working to satiate industry’s deepening 
appetite for computer engineers and scientists. Faculty are 
at a premium. Curricula are under tremendous pressure to 
keep pace with emerging technologies. Aging physical plants 
are strained to accommodate rapidly expanding student 
populations and demands of increasingly sophisticated 
equipment. Laboratory equipment and computing power, 
baseline prerequisites in engineering education, are incre¬ 
asingly expensive and prone to rapid obsolescence. To 
illustrate, the National Association of State Universities 
and Land-Grant Colleges recently calculated the average cost 
for equipment per undergraduate FTE to be $901 for the 1984— 
1985 academic year. This represented a 252# increase over 
1980-1981. The average equipment budget for a college of 
engineering increased 230# during the same period, from 
$529,000 to $1,748,000. (8) 
While America's engineering education establishment is 
facing its own crisis of major proportions, the nation's 
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industrial sector demands not only increasing number of 
young graduates, but support for the renewal of current 
employees. Howard Foley, of the Massachusetts High 
Technology Council, offered one perspective on this problem. 
While engineering schools are struggling to 
stay on top of their traditional roles of 
undergraduate and graduate education, a new 
reality is emerging with potentially 
revolutionary impact--name1y, the inten¬ 
sifying need for continuous lifelong 
education. The accelerating rate of 
knowledge generation and technology change, 
quickly obsolesce the knowledge base of 
many of our working technologists and 
university faculty. 
Universities are now faced with the 
prospect of educating technologists not 
just once, but two or three times during 
their working lifetimes. This new reality 
isn’t just coming--it's here now. (9) 
Foley's concerns with lifelong engineering education, 
were echoed by Professors Fano, Bruce, Siebert, and Smullen, 
authors of MIT's widely distributed "Report of the 
Centennial Study Committee." The MIT committee argued: 
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The future vitality and competitiveness of 
U; S * hi8h technology industry depend on 
widespread acceptance of lifelong formal 
education activities as integral components 
of productive engineering work. This is so 
because: 
The present rapid rate of scientific 
and technical innovation invalidates 
one of the basic assumptions 
underlying the traditional structure 
of engineering education: that a few 
years of formal education can provide 
an adequate foundation for a lifetime 
of professional engineering work. 
The demand for highly creative up-to- 
date engineers has intensified during 
the last decade as a result of the 
rapid growth of the knowledge- 
intensive industry and of the 
increasing competition for national 
and international markets. 
This demand cannot be met by replacing 
"obsolescent” engineers with new 
graduates (and the human costs of such 
a replacement policy would be 
unacceptable even if it were 
feasible) . 
The only apparent alternative is 
better utilization of the presently 
available engineering workforce 
through continuing education at the 
workplace, with the active support and 
encouragement of employers. (10) 
These statements and their associated issues provide 
the framework for a problem facing, with equal import, 
American high technology industry and American engineering 
education. Given burgeoning industrial and defense-re1 ated 
needs for products of higher education, and further given 
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the limited ability of the educational system to respond 
adequately, methods must be identified that increase 
academia's productivity. By definition, this assumes that 
current industrial demands will not substantially diminish 
in the near term and that the precarious position currently 
faced throughout much of engineering higher education will 
continue at least moderately unabated throughout the same 
period. 
To truly appreciate the problem's scope and importance, 
factors leading to and resultants of engineering's 
supply/demand imbalance must be recognized. An awareness of 
this setting quickly shows the importance of determining 
those effective methods allowing increased faculty produc¬ 
tivity in manners that do not compromise traditional on- 
campus priorities. The following brief analysis of manpower 
issues currently facing the nations high technology R & D 
and manufacturing sectors place this paper's research in its 
proper context. The balance of this chapter will offer an 
overview of current issues in engineering manpower and the 
crisis currently experienced throughout engineering higher 
education. 
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Ovepview_of_Issues_in_HiSh_Teoh_Engineeri_ng_Manpower 
Demand Factors 
Again and again, my Japanese friends 
pointed out what they consider to be the 
basic difference in the way that Japan and 
the US discern opportunities: "You in the 
United States have in the last ten years 
doubled the number of people in law 
schools, while you barely even maintained 
the number of people in engineering 
schools. We in Japan have not increased 
the number of lawyers but have doubled the 
number of engineering students. Lawyers 
are concerned with dividing the pie, 
engineers are concerned with making it 
larger." (11) 
One of the common perceptions within the high technol¬ 
ogy community, is that the need for electrical and computer 
engineers and computer scientists greatly exceeds their 
available supply. Industrial anxiety is heightened by 
projections that note that this gap will continue through 
the foreseeable future. An analysis conducted by the 
American Electronics Association (AEA) provides oft-quoted 
grist for high tech's mill. The AEA offered the following: 
TABLE #1 
U.S. Electronics Industries 
Comparison.of Projected Supply and Demand 
electrical and Computer Engineers 
(12) 
YEAR 
DEMAND 
(1,000•s) 
SUPPLY 
1981 2 9.5 12.8 
1982 33.8 13.2 
1983 38.9 13.8 
1984 44.7 14.1 
1 985 51 .3 15.0 
Although this particular survey has undergone critical 
scrutiny, (13) and its conclusions questioned, (14 ) (15) its 
message has been positively received throughout much of 
industry and engineering higher education. Further, the 
demand for technical manpower can only increase as products 
from the microelectronics and computer revolutions broadly 
spread to secondary and tertiary users throughout industry. 
No longer are computer and microelectronics corporations 
sole consumers of computer and high tech engineering 
talent. (16) Rather, all of American industry must be 
considered as it takes "user-based" advantage of the tech¬ 
nological explosion. Indeed, manufacturing engineers, 
historically relegated to backwashes of the engineering 
profession, are now, as firms increase productivity and 
quality through use of computer-based numerical control 
machines and robots, assuming roles of increased importance 
and visibility. This trend can only be heightened as major 
manufacturing industries further the process of '"concurrent 
engineering', manufacturing engineers work(ing) as a team to 
coordinate product design between the product engineer and 
the manufacturing support group." (17) 
Stephen Kahne, of the National Science Foundation, 
argues in support of this position: 
It is no longer an open question whether 
the shortage of electrical engineers in the 
United States is or is not a crisis: it 
is. Sooner or later, every U.S. industry 
dependent on electrical engineering will be 
affected-and there are more such industries 
now than ever. Indeed . . . new 
industries, previously unaffected by 
electrical engineering in any significant 
way, are the hidden factor that invalidates 
traditional market needs for electronic 
specialists in sectors of the economy that 
never before employed them. (18) 
Accepting the assertion of a gap between supply and 
demand, what might be some of the factors leading to this 
imbalance? Clearly, Kahne's argument has merit. Demands 
for higher productivity and quality control/assurance inex¬ 
orably lead to increased incorporation of electronics into 
the workplace. Not only is manpower required to design and 
develop increasingly subminiaturized and multi-functional 
components but also to effectively integrate these products 
into the manufacturing process and user-based goods. 
Federal budget priorities also effect both the degree 
and direction of the engineering manpower shortage. A 
strong economy coupled with high levels of defense expendi¬ 
tures will continue to deepen the demand on high tech talent 
by drawing many from the private sector to defense-related 
projects. In an NSF-sponsored study conducted during the 
Carter Administration, data indicate that largest manpower 
imbalances would occur during periods of "accelerated 
defense spending." it further noted that even during normal 
periods, computer professionals and industrial engineers 
would continue in short supply. (19) This places the United 
States at a continuing disadvantage to Japan. On a per 
capita basis, the Japanese have allocated a negligible 
proportion of its high technology manpower to defense- 
related research and development. In America, some have 
estimated that the proportion of electronic engineers 
devoted to this effort totals 50%. (20) This is par¬ 
ticularly problemmatic. On one hand, as Botkin and others 
have argued, their is little beneficial spinoff from defense 
developments to the commercial sector. Such efforts serve 
to "sidetrack commercial efforts by setting R & D standards 
that are not compatible with industrial needs." (21) 
For example, note the development by the Defense 
Department of its Very High Speed Integrated Circuit (VHSIC) 
computer architecture which competes with the private sec¬ 
tor’s VLSI (Very Large Scale Integrated Circuit) 
architecture technologies. VHSIC's development has a nega¬ 
tive impact upon the private-sector as "(c)ontractors and 
subcontractors alike expect to switch their best engineering 
talent to the VHSIC project as it requires the most advanced 
skills. This might not itself represent much of a problem, 
except as there is some question as to the commercial impact 
of military research. The most immediate impact_will be to 
t en t11 y_l ar ge_va c uums_i_n _no n^m i_l i_t ar y_r es e ar ch 
£££.££.££.»_££P££i£ll.y_f* t_h_ighly_e x per i_e need scientific levels. 
l££_l£_i£_P£££is e 1 y_t h£s e_s k i_l 1 edi__ma t ur e_e ngi^n e e r s _w ho are 
££££_£H£i££l £ _t o_f i^n d_a n d_t ha t _ i^n d u s t r y _n e e d s most." (22) 
The VHSIC/VLSI rivalry for skilled manpower is a clas¬ 
sic but by no means exceptional example of the 
pub 1 ic/private competition for skilled engineers and com¬ 
puter scientists. In a 1981 issue of "Fortune Magazine," 
the chief of Rockwell International's (a major defense 
contractor) aircraft group was quoted as having "identified 
5,500 Rockwell employees he could strip out from other 
assignments . . . while he could recruit 11,000 more from 
outside the company." (23) 
Competition between defense and the private-sector for 
highly skilled personnel is a traditional instance of insuf¬ 
ficient resources being chased by growing demands. What is 
novel, is the form taken by the needed commodity. 
Historically, capital, machinery, fossil fuels, and the like 
have been considered crucial to manufacturing process. 
Today, highly trained people are considered basic. This is 
well-recognized concept in Japan where MITI (Japan's 
Ministry of International Trade and Industry) has pronounced 
that "it is extremely important for Japan to make the most 
of her brain resources, which may well be called the na¬ 
tion's only resource." (24) 
Botkin, writing in Glob al_Stakes, set forth America's 
version of this maxim. 
The fact that high technology products 
embody an unprecedented amount of human 
knowledge and technically sophisticated 
labor will change the equations by which 
national priorities are calculated. 
Whereas American wealth and power have 
traditionally been based on natural 
resources and on capital investment in 
physical plant and machinery, the balance 
is now tipping toward investment in people 
and knowledge as key resources. (25) 
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Exacerbating supply problem's are disturbing trends 
that find many engineers eyeing positions In management as 
key indicators of personnel success. The prevailing cul¬ 
tural bias notes that "no one wants to be a fifty year-old 
engineer." (26) Schmaling has commented: 
The managers of technically-based industry 
are generally drawn from the most 
technically productive engineers. These 
engineers become managers, are peers of the 
older engineers they have "passed-by." In 
e s^_ t he _m a n a g e r s _ f e e 1 that the 
£il£H_®HSineer s_ar e_cor r ect 1 y ~£fdg'eon’hol"ed7 
l^®_2£t_repeated_s tatementJ__^I f_you~havenTt 
22l£_it_by__4 0i_you_won^t2_^_Z2_a~ref lection 
of _t h_is_cu.ltur e. (27) 
These positions are supported by Levy (28) and Jones 
(29) whose data indicate that a key objective for engineers 
participating in continuing education was the pursuit of 
alternate career opportunities, namely management. 
With the current U. S. political environment signalling 
that defense-related research and development will continue 
to escalate, with private-sector R & D continuing unabated 
on multiple fronts, and given broadening integration of high 
technology's products into manufacturing activities, it 
seems unlikely that demand for skilled engineers and 
engineering-related professionals will diminish. 
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The factors detailed above, which foster the need for 
eased supplies of technical talent and augment the need 
for continuing and lifelong engineering education posit 
substantial pressures upon the traditional supply system. 
The remainder of this chapter will highlight the system's 
ability to respond in the traditional mode. 
2H£Ply_CapabiLl i_t i_es_of _Engi_neer i_n g_H igher Education 
Expanding the Pipeline 
The modern world is becoming increasingly 
dependent on technological systems of 
growing complexity. At the same time, the 
intellectual and material bases for the 
design and fabrication of such systems are 
in a state of rapid evolution. Computers 
represent an obvious example of such 
important, complex, rapidly evolving 
systems, but they are by no means unique; 
the phenomenon pervades virtually every 
branch of technology. 
One inevitable consequence of this trend is 
the expanding worldwide demand for 
individuals with appropriate technological 
training. In the United States this 
problem is particularly acute; indeed many 
observers have characterized it as a 
"crisis." Rapid expansion of the numbers 
of U.S.-trained engineers will not be easy, 
however. Our engineering-education "plant" 
is relatively small and under-equip pe d . 
* : Substantial increases in the numbers of 
u . S^aduate engineers —however desirable- 
-simpiy cannot be accomplished soon; 
llling the pipeline and building the 
necessary educational infrastructure will 
take the better part of a generation. 
n (30) 
Report of the Centennial Study 
Committee 
Massachusetts Institute of 
T echnology 
1982 
Although engineering higher education is one of many 
factors contributing to high technology’s perceived manpower 
imbalance, it is a primary focus of industry’s concern. The 
quality and quantity of higher education’s product links to 
the growing currency that people, rather than minerals and 
machines, are high technology’s most crucial resource. It 
follows that "(h)igher education is an enterprise of rising 
importance (to high technology). Conventional thinking had 
"education play(ing) a relatively minor role. But in terms 
of the shift toward knowledge industry, education takes on 
strategic importance." (31) 
Members of the high technology community, sensitive to 
this symbiotic relationship, would well quake in their 
collective I/O ports were they to survey the current state 
of engineering higher education throughout the United 
States. (32) A vicious cycle is working. Fed by industry’s 
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appetite for the BSE graduate, it has been compared to 
"starving American Indians of long ago who, to survive the 
winter, ate the seed corn needed to plant next year’s crop." 
(33) 
The process begins with the high demand for engineering 
baccalaureates, which concomitantly reduces the number of 
individuals who might normally pursue graduate education. 
Decreased graduate enrollment yields commensurate reduc¬ 
tions in doctoral production inevitably resulting in fewer 
available faculty replacements. The circle is completed 
with a reduced capacity to produce future B. S. graduates. 
With the explosive expansion of technological research 
and developments in manufacturing, and parallel requirements 
for personnel, high technology industries compete for 
resources with an "open market" mentality. They tradition¬ 
ally seek young engineers to their employ by offering higher 
and higher starting salaries. According to the College 
Placement Council, the average annual salary offered to 
engineering bacca 1uareates in 19 8 4 is $26 , 27 6. Computer 
scientists could anticipate an average starting salary of 
$24,552. ( 3*0 
While this statistic may offer welcome news to new 
engineering and computer science graduates, its long run 
impact is to wreak havoc throughout engineering higher 
education. As starting salaries continue to escalate the 
number of B. S. graduates willing to pursue graduate study 
suffers. In 1976, approximately H.25* of engineering bac- 
calaureates continued toward the Master's Degree. By 1980, 
this ratio fell 15% to 3.6$. (35) 
Referring specifically to this problem, Dr. Lionel 
Baldwin, President of the National Technological University 
and former Dean of Engineering at Colorado State University 
noted: 
Record numbers of students are graduating 
from baccalaureate engineering and computer 
science programs. Overwhelmingly, these 
young graduates are choosing to enter US 
industry without advanced or specialized 
study, although by academic ability, at 
least two thirds of the B.S. graduates 
today could profit from further formal 
study. 
This downward trend is not likely to change 
in the forseeable future for several 
reasons: the lure of high wages for B.S. 
graduates; burn-out after 4 years of 
intense study; and lack of insight in to 
what specialization would be most useful on 
the j ob. (36) 
While 
Association 
John's recent survey of NASULGC (National 
of State University and Land-Grant Colleges) 
institutions offers evidence of an increase in graduate 
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engineering enrollment, (37) hoped-for relief in engineer¬ 
ing's faculty shortages is offset by the 1982 data 
Indicating only ,7* of engineering doctoral students intend¬ 
ing higher education as a career. This is a drop of 32* 
since 1 960 . (38) 
The perception of low initial incomes and lower than 
average rates of growth provided disincentives to the 
prospective graduate student considering a career in higher 
education. (39)(40)(4l ) Now, however, NASULGC reports 
indicate that current salaries, when combined with summer 
compensation, offer incomes competitive to those offered by 
industry. (42) However, many concerned with faculty 
recruitment now cite new impediments, "the decrease in the 
attractiveness and the quality of the university environment 
as perceived by . . . prospective faculty. This makes the 
task of attracting even a portion of the best engineer(ing) 
students to an academic career very difficult. This per¬ 
ceived degradation of the engineering academic environment 
comes about because of heavy teaching loads, antiquated and 
inadequate equipment and declining technical and staff 
support services." (43) In 1975-1976, 7,724 faculty taught 
and supervised 135,506 engineering graduate and under¬ 
graduate students. By the 1981-1982 academic year, faculty 
ranks recorded an increase of barely 10% while enrollment 
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soared two and one half times. (HH ) This problem Is par¬ 
ticularly acute in departments of electrical and computer 
engineering. John reported evidence that enrollment rose 
22? while faculty size in the same institutions grew by only 
8.3?. (*)5) In these same state and land-grant institutions, 
faculty to grad student ratios now average an increase of 
19$ from 1982-1983 through 1984-1985. (46) 
Taking together the concerns of time for preparation 
(and its loss of income), lower starting salaries, shallower 
salary growth curves, and diminished research capabilities 
and support, few should be surprised at the ratio of U.S.- 
born engineering graduate students to their foreign-born 
counterparts. Currently, only 65$ of all engineering 
graduate students are American citizens. (47) Both the 
American Society for Engineering Education and the 
Congressional Research Service have identified the increased 
presence of non - American-born graduates as worsening the 
current manpower imbalances in U.S. industry and higher 
education. (48) 
While the graduate student problem is a mid-range 
issue, the supply/demand imbalance in engineering faculty 
ranks is one currently being felt. Basically, there are 
more faculty positions open then there are people to fill 
them. A 1982 report noted that 8.5$ of authorized faculty 
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slots In electrical and computer engineering were unfilled. 
In departments of computer engineering and computer science. 
vacancies rose to 17$. (49) 
Struggling under the inability to reduce the financial 
gap between what faculty can earn in higher education as 
opposed to their colleagues in industry (50) and education's 
diminished research role due to obsolescing physical plants 
and equipment (51 ) coupled with the major expense required 
just to keep equipment up-to-date, (52) it should not be 
surprising to note that 61.2$ of institutions surveyed 
reported either a moderate or substantial decrease in their 
abilities to retain or recruit faculty. (53) 
These shortfalls have resulted in measurable and nega¬ 
tive impacts research and instructional activities. 
According to a 1980 survey by the American Council on 
Education, only 5.8$ of engineering institutions surveyed 
"reported that they had experienced no significant effects 
due to their inability to hire full time faculty." (54) The 
results of this survey are noted in TABLE #2. 
TABLE #2 
EFFECT OF INABILITY TO RECRUIT AND RETAIN FACULTY 
Effect 
Public 
Schools 
Private 
Schools 
All 
Schools 
Reduction in Research 33. 7f 29 .if 32.5J 
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Increase in Teaching Load 
Greater Reliance on Teaching 
Assistants or Part-Time 
Faculty 
Course not Offered 
No Significant Effect 
75.9% 59.5% 70.8* 
75.9% 62.2% 71 .7% 
47.0% 4 8.6% 47.5% 
4.8% 8.1% 5.8% 
Summary 
Statement of the Problem 
If what we want are more senior engineers, 
we should turn more to those who already 
exist. Increasingly, the supply of new 
engineering graduates-even if it occurs 
quickly, which it most likely will not-will 
continue to advanced or senior levels only 
after seven to ten years. In the meantime, 
many senior engineers are exiting the 
profession for management and other career 
paths that are more rewarding .... It 
seems that nobody wants to be a fifty-year 
old engineer in America, but America needs 
all of them desperately . . . . An 
important goal of lifelong learning should 
be to elevate the professional status of 
the engineer in industry (and) to increase 
the viability of engineering as a lifelong 
career .... Technical obsolescence is 
certainly one of the problems that older 
engineers face as bright young graduates 
come out of universities steeped in the 
latest technology. Obsolescence is 
exacerbated by the fact that the complexity 
of modern technology increasingly obliges 
individuals to specialize narrowly to be 
successful in their organization. When a 
new wave of technology breaks, which 
occurs now with increasing frequency, the 
worth of an engineer’s prior experience is 
substantially devalued, or at least it is 
perceived that way. In reality, the mature 
judgement, depth of knowledge, and 
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ganizational experience of mature 
engineers are invaluable assets. A 
g£®£ter_commi_tment_to_lifelong learning by 
companies_(_and_uni vers i ties )__can_c i r cum vent 
east_greatly_amel^orate_t he issue of 
sol escence . (55) 
Faced with their own diminished resources, America's 
higher education establishment is increasingly unable to 
support industry's demand for increasing numbers of young 
graduates and support of lifelong engineering education. 
Engineering education's capacity is already at the limit. 
Confronted with burgeoning on-campus time demands, few 
institutions are easily able to satisfy off-campus in¬ 
dustrial need for continuing engineering education in the 
traditional mode of having resident faculty either teaching 
in the evening or traveling to offer their courses at remote 
locations. There are just not enough engineering faculty 
to do justice to both tasks. Required are technological 
tools that allows instructional productivity to be raised in 
a manner that enables faculty to serve off-campus popula¬ 
tions without diminishing on-campus efforts. As the 
National Academy of Engineering wishfully noted, "If new 
technologies can somehow permit handling larger number of 
students with the current number of faculty and, of course 
with no loss of quality, then an increase in the engineering 
doctoral output would not be needed." (56) 
25 
Instructional television (ITV), i3 one approach that 
fosters increased faculty productivity. ITV allows a 
broader dissemination of faculty's instruction to large and 
small pockets of employees widely scattered throughout 
industry, without a parallel drain on faculty time and 
effort. Using televised instruction, faculty are able to 
offer instruction to great numbers of students at disparate 
locations, at one time, without having to travel. ITV, and 
specifically its "candid classroom" format, offer real 
economies of scale. MIT's Centennial Report aptly lays out 
the problem and indeed offers ITV as a viable method of 
reaching desired goals. 
The scale and diversity of the off-campus 
educational program that we envision 
require other departures from traditional 
modes of instruction .... To start with, 
most classes will likely be quite small, 
with perhaps as few as half a dozen 
students. This is because there are many 
work locations with small engineering 
staffs, out of which only a few people are 
likely to be interested in attending the 
same class .... Furthermore, classes 
would have to be scheduled to meet local 
desires and constraints .... Thus is 
would be difficult to coordinate classes 
covering the same subject matter at 
different location, if the coordination 
must take place primarily through the class 
instructors. 
Clearly we must depart from the traditional 
format of instruction based on relatively 
large classes and rigid schedules. We must 
also be able to utilize instructors with 
much less expertise in the subject matter 
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being covered than is necessary in the 
traditional instruction format. 
Fortunately, there is more than ten years' 
-Pmer-cKe W-th remote teaching using 
ilms, TV broadcasting, and videotapes. The 
techniques of videotaping formal lectures 
in a studio, and of recording live classes 
without destroying their spontaneity are by 
now well developed. They have proven to be 
economical and educationally effective ways 
of eliminating the need for live lectures 
by experts. (57) 
While the utilization of instructional television (ITV) 
to promote education and training is drawing increasing 
support, ITV has long been present as a tool within higher 
education. It surfaced as early as the 1950's with 
Carpenter's efforts at Penn State where he videotaped 
classes and made them available to students for later view¬ 
ing on a flexible schedule. (58) As hardware became less 
expensive and easier to use, its usage grew to the point 
where now ITV in support of instruction, both on and off- 
campus and both for credit and professional development has 
become common. Dirr, in a 1978 survey of 3>000 colleges 
and universities noted the use of instructional television 
in over 70% of his sample, with 66% of this group using 
television for instructional purposes. (59) 
The Association for Media Based Continuing Education 
for Engineers (AMCEE), (60) a consortium now numbering 33 
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schools of engineering throughout the nation has, through 
1980, enrolled over 30,000 engineers in more than 1,200 non- 
credit continuing education courses. (61) In a more recent 
survey, Baldwin and Down (62) noted that that through 1982, 
25 schools and colleges of engineering had offered nearly 
800 video-based non-credit courses to over 50,000 engineers 
at more than 2,700 corporate facilities. 
The development and acceptance of credit courses and 
graduate degree programs offered over ITV has evidenced 
equally impressive growth. Baldwin and Down note that in 
1967, graduate ITV enrollment was already estimated at 
4,000, with students able to choose from slightly under 200 
courses. By 1979, enrollment exceeded 44,000 students who 
were able to access 1,800 courses offered by 30 colleges and 
universities. Through 1982, over 3,500 Master's Degrees 
were awarded to individuals whose primary mode of off-campus 
instruction was instructional television. (63) 
Regardless of its growth, the validity of ITV as an 
instructional tool is questioned. Though antagonists may 
agree that it is useful for broad dissemination of informa¬ 
tion, they regard ITV's ability to deal with individual 
concerns and feedback as fatal. Waniewicz (64) summarized 
the argument. 
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(T)he learner cannot be left alone in the 
process of learning, in the majority of 
additional needs supervision, guidance, 
additional clarification of the information 
he r ece i v e s ; he needs exercise 
verification of results achieved at 
particular stages and so on. The media 
cannot by themselves provide for this in 
order to consolidate and extend their 
impact, they have to be accompanied by 
support and follow-up devices of one form 
or another. They have to be woven into a 
system, which will provide the human 
contacts necessary in education. 
Without especially devised feedback 
mechanisms the educator cannot know who 
actually receives the message, or how they 
react to it ... . (TV) does not provide 
for resolving misunderstandings which may 
appear in the process of delivering 
information; it cannot answer questions 
that are not anticipated before the 
transmission of the programme. It cannot 
supervise students' activities, nor control 
and verify progress made by them. Because 
it is aimed usually at large audiences, the 
pace of instruction, the gradation of 
difficult material, the amount of material 
delivered in one programme unit must take 
into consideration the abilities of the 
average student. In other words, 
broadcasting cannot take care of the 
individual needs of the student. 
In response to the concern that "the major weaknesses 
of . . . 'television' are all related to the fact that it 
cannot provide the quality of personal interaction among 
both students and faculty that is available in an effective 
classroom," (65) selected members of the faculty and ad¬ 
ministration of Stanford University's School of Engineering 
developed a program designed to maximize interaction while 
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maintaining the flexibility inherent in videotaped 
instruction. (66) Cognizant of the fact that relatively 
unstructured videotape instructional programs could not 
assure sufficient feedback and individualization, Stanford 
integrated a system of tutor in its video instructional 
program. This effort, known as TVI (Tutored Video 
Instruction), is viewed as a national model. it is grounded 
on the "common sense notion that students can learn more 
from a lecture if they are free to interrupt it at places 
where they need more discussion or explanation of a point or 
concept (and that students will learn best) when the 
videotaped lectures are stopped frequently (with such fre¬ 
quency and duration that are impractical in a traditional 
classroom environment)." (67) 
The TVI technique responds to the 
educational needs of the students by 
combining the positive features of lectures 
with those of small group discussion in 
which the lectures are used directly to 
provide the basis for discussion. The 
lectures provide the depth and continuity 
in the subject matter, while the tutorial 
discussions provide a means for making the 
lectures respond to individual needs and 
d i fferences. 
Students watching the videotaped lectures 
feel free to ask questions to both the 
tutor and other students, and to make 
spontaneous comments about points of 
interest in the lecture. In addition, 
since the video tapes are of an actual 
classroom, the TVI students hear all of the 
comments and questions asked in class and 
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profit from these exchanges as well. in 
and thP f6 JVI f°rmat perrnits the students 
nd the tutor to manage the lecture 
intp"1!? eVef; and therebY create an 
which 6oC hUa y stiraulating environment 
hich enhances learning and creates a 
positive attitude toward both the subject 
matter and the group. (68) 
Tutors participating in the TVI Program are selected by 
Stanford faculty from practicing line engineers already 
employed at remote locations. They are not selected for 
their content expertise. Nor are they required to grade 
examinations or correct homework assignments. Their 
criteria for selection are: sensitivity to students; ability 
to draw students into discussion; and a personal interest in 
the subject matter. Recent exposure to the subject matter 
or past participation in the course itself was not found to 
be an important value. Tutors are to: "1) initiate and 
encourage the stopping of tape for immediate resolution of 
problems ... 2) answer questions that could not be 
resolved by the class itself . . . (and) 3) obtain sup¬ 
plementary materials from the on-campus instructional 
staff." (69) In addition to on-site activities, tutors are 
expected to meet with Stanford's instructional staff at 
least twice each quarter to work to resolve problems that 
may arise throughout the course. Commenting on the use of 
tutors, MIT's Myron Tribus noted that tutors are not to 
supplant the faculty. Rather, their prime function is to 
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"enhance and extend the lectures by giving examples from 
dally work. Better yet, the tutor can help the students 
develop their own examples .... The task of particulars- 
1ng the material is not left with the professor .... The 
local tutor plays more the role of consultant than the role 
of professor.” (70) 
While the tutor's instructional role has been em¬ 
phasized, a key function is to offer structure to an 
otherwise overly flexible learning environment. In off- 
campus videotape or ITFS instructional programs that have 
not incorporated tutors (which comprise the vast majority of 
programs), individual students are primarily responsible for 
scheduling, viewing, and keeping pace with on-campus 
colleagues. In certain instances, participating employers 
serve in this role. However, under normal circumstances, 
the individual is unsupervised. As a result, there are few 
mechanisms in place that can "prod the laggard”. In those 
instances where students have come together to view tapes 
and study in groups, peer group coherency may develop to 
offer mutual structural support. 
If stopping tapes, promoting discussion, and answering 
questions are beneficial structural indicators, then tutors 
are filling an important role. (71) In the Stanford TVI 
Program, tapes were stopped an average of 1.8 times per 
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instructional session with 77? of "stops" initiated by 
tutor/facilitators. Remote students sought out tutors 
(outside of class) for questions an average of 8.6 times per 
course. (72) These statistics are far in excess of the 
anecdotal evidence expressed by coordinators of programs 
without the benefit of tutors. 
While tutored video instruction has a number of obvious 
advantages over non-tutored external videotaped or ITFS 
engineering programs, and its efficacy as an instructional 
tool has been validated (see Chapter 2), its use is the 
exception rather than the rule. In the majority of in¬ 
stances, students are left on their own to determine whether 
or not to stop lectures, replay confusing segments, ask 
questions among themselves, and relate the lecture’s 
theories to local application. Further, students must 
schedule viewing times on their own, be responsible for 
their own attendance, and develop liaison with on-campus 
faculty and support services. Such program's conflict with 
Gibbons and others who declare that ITV’s effectiveness 
requires immediate and directed feedback to students. As a 
result, much of ITV's effectiveness as a teaching tool falls 
suspect. 
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Advances in technology allowing broader dissemination 
of instructional material to small pockets of remote stu¬ 
dents in fact makes the installation of tutorial support 
programs more difficult. As costs come down for course 
delivery, technical advances will enable colleges and 
universities to cost-effectively, offer courses to single 
individuals at remote locations throughout the country at 
one time. While technology drives down costs for course 
delivery it cannot similarly reduce costs associated with 
local tutorial support. Participating employers will find 
themselves both unwilling and unable to offer tutors for the 
myriad courses from which their employees will be able to 
choose. As a result, off-campus students will more often 
than not, find themselves on their own or in very small 
groups. 
This phenomenon is already observed both in traditional 
videotape instructional programs (unsupported by tutors) and 
by enrollment characteristics experienced by the National 
Technological University. The average viewing group is very 
small. In the Videotape Instructional Program offered 
through the University of Massachusetts’ College of 
Engineering, recent data indicated an average of fewer than 
2.25 viewers per course per location. (Gibbons notes that 
at least 3 students are required. Lacking that number, 
"effective interaction is lacking and the method tends to be 
expensive.) This results from the fact that institutions 
are now able to offer a wide number of courses giving stu¬ 
dents a broad choice. As ability to select increases, the 
number choosing individual courses diminishes. Hence, the 
size of the viewing group in reduced. 
The problem is complicated by the flexibility required 
by employee students in viewing. Varying work and travel 
schedules often necessitate individuals viewing on their own 
schedules. This often results in students studying on their 
own. Those enrolled in courses available through the 
National Technological University's real-time satellite 
delivery program, normally request their companies to tape 
courses when they are transmitted for later viewing. 
Therefore, the ability of the technology to allow a high 
degree of flexibility actually retards those structures 
which may support "learning" and promotes unstructured, 
study-on-your-own programming. 
While published studies (see Chapter 2) show perfor¬ 
mance (as measured by grades) of off-campus graduate 
students participating in tutor-supported videotaped en¬ 
gineering courses to be comparable and by certain criteria 
better than their counterparts enrolled in the same courses 
on-campus, little has been done to support a similar conten¬ 
tion in off-campus video courses unsupported by tutors. As 
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a result, much of ITV’s in 
use in off-campus engineering educa¬ 
tion falls suspect. 
The following study seeks to close this gap in our 
information base. It will test relevant hypotheses that 
seek to affirm the contention that off-campus performance 
does not suffer when tutors are not present and that off- 
campus grades will compare favorably to those earned by on- 
campus engineering graduate students. Further, it 
identifies those quantifiable differences between off-campus 
students studying in a non-tutored videotape program and 
their peers on-campus as well as those quantitative charac¬ 
teristics that impact upon performance (as measured by 
grades). Specifically, the research will test the null- 
hypotheses that quantitative admissions criteria (age at 
time of enrollment, degree-age at time of enrollment, scores 
of the Graduate Record Examinations Verbal, Quantitative, 
and Analytic tests, and undergraduate grade point average) 
have no relevance on graduate performance as measured by the 
graduate grade point average. To prove these null- 
hypotheses, the variables noted above will be tested against 
on and off-campus (video) students enrolled in the 
University of Massachsuetts' departments of Electrical and 
Computer Engineering and Industrial Engineering/Operations 
Research. 
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Assumi ng the resulting analyses support the contention 
that off-campus,non-tutored, video viewers perform as well 
on-campus graduate students, than this form of continuing 
engineering education Is a valid approach for use by col¬ 
leges and universities as they work to meet industrial 
demand for instructional services. Hence, the broad con¬ 
tinuing training and education needs of professional needs 
can to a great degree be met without a substantial drain on 
local faculty resources. The data will also advise faculty 
and employers as to those student characteristics most 
likely to indicate success among the many who will par- 
ticipate in video engineering programs. 
Lastly, as the use of satellite-delivered education 
grows beyond its now narrow parameters, the results provided 
might well be transferable to technical fields beyond 
engineering. 
CHAPTER 2 
In3tructlonal_Televl3lon In Engineering ttoatu. 
eIIew_of_the_Literature 
There can no longer be any real doubt that 
children and adults learn a great amount 
rom instructional television. The 
effectiveness of television has now’been 
demonstrated in many parts of the world, in 
developing as well as in industrialized 
countries, at every level from preschool 
through adult education, and with a great 
variety of subject matter and method. (73) 
The following chapter will offer a selected review of 
the literature concerned with the adoption, use, and effec¬ 
tiveness of instructional television in support of higher 
engineering education. It will begin with an overview of 
those factors impacting upon the adoption by faculty of ITV 
in support of instruction. Highlighted issues will include 
hardware and software concerns, a discussion of those in¬ 
stances allowing for the effective and efficient utilization 
of television, and general faculty self-perception regarding 
the use of video. 
From the issue of adoption, the discussion will move to 
an analysis of that form of instructional television most 
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prevalent throughout engineering higher 
"candid classroom". Research will be offered 
overall contention that the media's "simple" 
education, the 
to support the 
use results in 
fective delivery of education and contradict the position 
that education can only occur through the use of exotic 
time-consuming, and expensive production techniques. 
The candid classroom as a delivery facility will then 
be described including an analysis of its design as a direct 
result of its function. Included in this section will be 
references to operations, student acceptance, and on-campus 
applications. 
The chapter will conclude with research highlights 
detailing studies designed to measure the performance of 
students learning via ITV as compared to those enrolled in 
traditional "live classes". 
As a teaching tool, television is not a new phenomenon. 
"Captain Kangaroo," "Sunrise Semester," and Bishop Sheen’s 
"Life is Worth Living" long preceded "NOVA," "Sesame 
Street," and "The World of Jacques Cousteau" are examples of 
broadcast media' use to enlighten and entertain. The na¬ 
tion's Armed Forces have used television for years in 
training its personnel. 
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instructional television, long promised as a panacea 
allowing more to be better served at less expense, has 
experienced slower than expected rates of growth and accept¬ 
ance. Hardware availability is not the issue. Rather, 
impediments exist at the interface between man and machine. 
Missing is the educational "software" and "system-wide " 
commitments required for ITV's successful integration at 
appropriate points in the educational environment. As such, 
its slow development closely parallels experiences faced by 
institutions of higher education working to integrate "the 
computer" throughout their curricula. In his study on the 
relationship of technology to quality in engineering educa¬ 
tion, Jones contended that hardware advances will 
outdistance those in software. "For educational institu¬ 
tions, this probably means that significant investments in 
the creation of useful software will be essential . . . 
(74) 
Baldwin and 
Engineering also 
Down, writing for the 
noted the problem. 
National Academy of 
The promise of technology in the 
educational process at all levels has never 
been greater than it is today. The reason 
is clear: the microelectronics revolution 
of the past decade, together with digital 
and laser system development, is just 
starting to bear fruit in useful 
instructional hardware. The cost of such 
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hardware continues to decrease and may soon 
challenge3 o?nifi0a-nt de 'elopmen t. Now the 
cnalienge of devising appropriate wavs to 
int"n °h hardware in education is brought into sharper focus. 
Fora variety of reasons however, the 
practice of ET falls short of the promises 
environed by some people. Cost "is often 
sighted as an impediment .... Yet 
economically attractive alternatives such 
°f instructional television 
(ITV) have not gained universal acceptance 
• . . . Lack of wide acceptance of ET is 
sometimes traced to conservativ 
institutions of higher education in which, 
it is argued, neither faculty nor 
administrators have the appropriate 
experience and knowledge needed to 
introduce ET effectively. (75) 
While myriad issues slow the widespread advance of 
instructional television, not the least of which is the 
concern that effective classroom instruction often benefits 
from capitalizing on unexpected occurrences and oppor¬ 
tunities, certain problems immediately come to the fore. 
The first is the lack of a clear understanding of what ITV 
can and cannot do. 
Use of mass media does not automatically result in mass 
learning. Television offers no quick solution for problem 
in education's dissemination. Users of television as an 
educational delivery mechanism need to appreciate that 
"messages" simply cannot be injected into learners via ITV 
any more than they might 
ttings This "hypodermic” 
in the traditional classroom se- 
approach must be discarded and 
replaced with an accepted understanding that "mass media 
messages interact with an individual's characteristics to 
create an effect. . . . Likewise (practitioners) must move 
away from the belief that the simple use of televised 
material of some sort will lead to effective and efficient 
learning .... (R)esearch indicates that effective and 
efficient learning from television is_the_result_of_a_care- 
I^lIZ_Pianned_process_which_begins_with_an_understand i n g o f 
the_characteristics_and_needs_of_particular_learners_and 
lJ2®n_ex£™ines_the_f a c t or s_wh i ch_i n f 1 uen c e_ho w_pa r t i cu 1 ar 
i n e r s_c a n_b e s t _l^e a r n_f r om_ t elevision." (76) 
In support of this "systems approach" to the effective 
utilization of instructional television, Gibbons synthesised 
guidelines to be followed: (77) 
1• The education program should be 
planned for a specific target 
aud i^ence^ 
2. iv e s that 
are relevant to the needs and 
interests of the target audience must 
be clearly defined. 
3 • l££ll££i£8i££_£^££i£_££_£^l£££Il_i£_£££!!l£ 
of_the_topJLc to be presented. 
Frequently, different technologies are 
used to present different parts of a 
course, the choice being determined by 
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4 . 
5 . 
6. 
a consideration of 
most effective for 
presented. 
which technology is 
the material being 
Educators who have a clear interest in 
learning_and_using_the_i nstructional 
c t e r i s t i cs_of _var i ou s media must 
be selected and trained. 
Clear and careful provision for 
££££ in t er acti.on is important for 
retention on student interest. 
———nd_feedba^k over a period 
of months of years must be used to 
monitor the educational effectiveness 
of the program and to change 
instructional materials and methods to 
suit learner needs. 
Good educational process is good educational process 
regardless of where it is practiced. The use of ITV, in and 
of itself, is neither necessary nor sufficient for good or 
improved learning. It is solely a tool. Instructional 
television must be viewed as no more than one weapon in an 
arsenal able to come to bear where and when its integration 
is indicated. ITV, as part of a mix, works best "when it 
is made an integral part of instruction-that is, when it is 
woven in a . . . context of learning activities .... (78) 
As Knepper noted, "the mere adoption of a technology-based 
instructional approach does nothing to guarantee that effec¬ 
tive transfer will occur." (79) Rather "the particular 
'who* wished to reach should be a primary determinent of the 
particular use to which ITV is put." (80) While television 
^3 
has been shown to be an effective teaching too! throughout 
the world, at all age groups, "nowhere had television been 
utilized effectively for instructional purposes alone or 
Without a variety of differentiated support systems for 
different clients under differing circumstances." (81) 
Instructional television is not all things for all 
people at all times nor will it replace the traditional 
classroom teacher. Indeed, research indicates that "even 
the most nominal person-to-person contact is the critical 
element in the successful utilization of ETV .... (Some 
form of human contact is) critical to student involvement, 
student retention, student perseverance, and student 
achievement." (82) 
In his review of the literature, Shanks summarizes 
ITV's most "effective and efficient roles." (83) 
Television is most effective when it is 
used as part of a mix of relevant 
materials; such a mix usually includes some 
personal contact with an instructor or with 
some other content expert (e.g. a tutor). 
Television is most efficient when it is 
designed to reach large audiences. 
Television can be efficient and effective 
if a truly excellent teacher, better than 
those usually available is made available 
to large numbers of people. 
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Television is effective if the broadcast is 
frhe,Pnared Wlth more care, time, and effort 
affor//?'13" classroom teacher could 
afford to devote to the lesson. 
elevision is effective if the broadcast 
uses materia!3, evidence and demonstrations 
which can explain the problem better than 
those which are usually used in classrooms. 
elevision is effective because it can 
choose the best way to convey information: 
narration, dialogue, lecture, discussion, 
interview, commentary, dramatization, 
scenes shot on location, simulations, 
demonstrations, etc. 
A second factor retarding wider use of instructional 
television, with particular emphasis in higher education, is 
that the change process (adoption of the innovation) is 
itself slow. While traditional culture offers a picture of 
academia as fermenter of change and challenger of accepted 
order, reality offers an alternate perspective. As Evans, 
who studied early attempts to incorporate ITV into the 
practice and culture of higher education declared: 
The greatest resistance to change will be 
found in those institutions whose 
traditional primary function has been the 
perpetuation of society's folkways, mores, 
and values, such as religious and 
educational institutions. Paradoxically, 
the common assumption is that educational 
institutions, since they are charged with 
imparting both old and new knowledge to the 
young, must themselves be highly dynamic, 
with frequent changes in teaching methods 
as well as content. Furthermore, the 
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assumption is that teachers and school 
exDer1tSstrian°rS T*5 SU°h highly specialized 
their field ^aJ“atln8 "e« developments In 
offerPrt 1fdVhthat-fr°m the many inn°vations 
uhf, . d’ th6y Wl11 carefully choose those 
which seem to provide the greatest 
potential for teaching. 1 
Past studies in innovation in 
have found little empirical 
support the above assumptions. 
education 
evidence to 
(84) 
Factors further slowing the adoption of ITV were iden¬ 
tified by McCosh who surveyed 135 departments of accounting. 
McCosh noted that impediments included: student 
complaints that ITV was too impersonal; faculty perceptions 
that ITV did not further education; administratives concern 
about a lack of suitable facilities; and faculty’s sense of 
not being adequately rewarded, not given publication credit, 
and not allowed released time to appropriately develop 
courses. 
There is little doubt that faculty self perception has 
played a major role in slowing the adoption process. Few 
consider teaching via television as part of their ethos. 
(86) While most in Evans’ sample indicated that "good 
teaching" was an important component in their role, fully 
40% viewed content competency as sufficient towards this 
end. Only 35$ thought that teaching methodology held some 
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importance. (87) He was repeatedly told that quality in¬ 
struction "involves more than just transmis3i0n of 
information" and that this extra ingredient "is present in 
the more traditional teaching methods, but lacking in ITV 
• • •" (88) However, when queried as to what these extra 
ingredients might be, faculty became ambiguous. This lead 
Evans to assume that "less intellectual factors played a 
greater role” in resistance to innovation than were being 
openly admitted. (89) 
Evans found that faculty’s ’’general reluctance to 
desert tried and true teaching methods, along with his firm 
belief that only through personal contact can the student be 
properly motivated, predict his reluctance to accept ITV as 
a vehicle for teaching.” (90) Further digging into faculty 
resistance Evans noted that faculty were concerned that 
others would see just how they taught; that controversial 
remarks would "come back to haunt them”; and that in the 
extreme, useage of ITV would result in faculty layoffs. 
Evans noted: ( 91 ) 
A professor . . . might become convinced 
that television lectures would reduce his 
teaching time, but he would still oppose 
ITV because of the greater difficulty of 
teaching through the medium. Some felt 
that without feedback from students, 
controversial viewpoints expressed by the 
teacher might be misinterpreted . . . . 
^7 
While some . . . admitted that ITV is 
economical, effective, and efficient, they 
xelt that an instructor might be justified 
in fearing it as an innovation which might 
even lead to widespread unemployment of 
classroom teachers. 
Evans concluded that while faculty argued that ITV 
diminished academic quality, led to mediocrity, and was of 
little use as demonstrated by the fact that elite institu¬ 
tions were not using it, (92) many were really fearful of 
going before the camera. (93) In effect, faculty were 
implicitly stating that they were threatened by the 
technology. 
Indeed, this is a prime concern that must be addressed 
before any expect widespread adoption of the use of ITV or 
other technologies within the realm of higher education. 
The "Candid Classroom": An Effective Instructional Tool 
This study will evaluate data obtained from the non¬ 
interactive "candid classroom" variant of instructional 
television. Some definitions and distinctions are now in 
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order. Caution is required. While delineations offered are 
necessarily bi-polar, readers should recognize that program¬ 
ming output is on a continuum and definitional separations 
are often blurred in practice. With this caveat in mind, 
the first order is to distinguish instructional television 
(ITV) from educational television (ETV). Robert Dean, 
former Director of Extended Engineering Education at the 
Georgia Institute of Technology suggests the following 
division: 
Instructional television (ITV) differs from 
educational television (ETV) in that ITV 
infers direct use of television in the 
instructional process while ETV uses 
television programs as an instructional 
supplement in much the same way as you 
would use a movie in a classroom. (94) 
In the candid classroom format, "production values" are 
often narrow and "pretty pictures" (beyond a base level) are 
rarely considered necessary. Programs can be created 
quickly and with relatively little expense. This is nor¬ 
mally a requirement. Speed and ease are required given the 
minimal faculty time available, the need to reproduce tapes 
quickly so that they may be shipped on a tight schedule, and 
the economic reality that in engineering, given the dynamic 
state of the field, taped materials have a relatively short 
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"shelf-life". This differs substantially from productions 
of lower level courses and those developed by the British 
Open University. In those instances, instructors are often 
assigned to produce a specific televised course as opposed 
to the American system where taping occurs on the margin of 
faculty time. In "lower level" courses, where subject 
matter does not undergo rapid and dramatic change, addi¬ 
tional time and expense can be spent with the expectation 
and understanding that the course will be shown to a wide 
audience over a long period of time. 
ITV productions are designed as a direct part of the 
educational experience. This is also reflective of the 
market each is designed to serve. The ITV market is nor¬ 
mally smaller than that associated with ETV programming but 
with deeper content-oriented requirements. The ETV program 
viewer is often a member of a broader market whose objec¬ 
tives are more diffuse and content-shallow. An additional 
distinction is that ITV participants often take more active 
roles in the viewing process while the ETV audience is more 
passive. In bringing these together, "NOVA," "Sesame 
Street," and "The World of Jacques Cousteau" although are at 
the ETV end of the spectrum. A videotaped short course in 
computer architecture, or programs offered for academic 
credit in a "candid classroom" mode are at the other. 
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The ITV format most often used in engineering higher 
education, and the focus of this effort’s study, is -candid 
classroom-. It is an approach to instructional television 
primarily concerned with replicating classroom activities. 
Its successful recognizes that television exists to support 
the faculty in the normal course of instruction rather than 
requiring faculty to conform to production constraints. As 
a result, -candid classroom- operations interpose few if any 
limitations on -talent". 
This philosophy acknowledges that faculty participate 
voluntarily. Were instructors forced to conform to produc¬ 
tion concerns, few would offer their services. From a 
production persepctive, candid classroom operators have 
learned to be satisfied if faculty began classes by review¬ 
ing what they did -last time", previewed what they will do 
"today", do it, and conclude by summarizing what was taught 
and highlighting what will be offered -next time". This 
approach to ITV should prove -to be a medium . . . friendly 
to traditional stand-up teaching and not require extensive 
development time . . . common with other delivery systems.- 
(95) 
A candid classroom studio facility is not an 
"origination site for polished TV productions—instead, it 
focuses on the predefined educational outcomes and uses 
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video to electronically extend the classroom walls.- (96) 
Ideally, the facility is transparent to in-class activities 
and designs and activities have evolved in recognition of 
this reality. Compare the following to traditional televi¬ 
sion studios, equipped with heavy mobile cameras, operators, 
producers and directors supervising the operators, and 
glaring klieg lights. 
The candid classroom, as opposed to a 
television studio, maintains the 
traditional classroom motif. Whereas the 
studio has a proliferation of cameras, 
lights, cables, microphones, and other 
paraphenalia plus the technical team that 
is required to produce a polished 
production, the candid classroom minimizes 
the distractions of equipment and 
production teams. tudi_o_en vi. r onment 
would not be conducive to I TV" as”~tThe 
equipment and people would distract from 
the instructional process if the production 
involved both teachers and students as 
Therefore, the candid 
classroom generally has the television 
cameras and other apparatus placed in 
unobtrusive locations and operated by 
remote control from outside the classroom. 
In the candid classroom, both the 
professor's lecture and, if appropriate, 
the student's discussion are recorded or 
broadcast without the distractions 
generally associated with a studio 
environment. (97) 
Critics of this utilitarian ethos argue that educa¬ 
tional products resulting from this approach have little 
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educational efficacy. However, researchers continually 
that fancy pictures and high cost productions are 
not requisite for delivering quality education. Indeed, two 
factors identified as leading to ITV ineffectiveness are an 
over-reliance upon hardware and programs "planned by media 
experts who do not have the requisite training in learner 
characteristics and methodologies for affacting content 
instruction." (98) 
Schramm, one of the field’s seminal researchers, sup¬ 
ports the contention that simplicity can result effective 
educational delivery. He argues that production considera¬ 
tions should not be inserted into educational programs 
unless they are directly related to the subject under dis¬ 
cussion. For instance, if color is crucial to the program's 
subject matter, courses should be taped in color. If color 
is not required as part of the course's content, its sin¬ 
gular presence does not enhance learning. Schramm's 
findings include the following: (99) 
Color seems not to increase learning unless 
color is what is to be learned or unless it 
is the best means available to code some 
discriminations that are to be learned. 
A big screen seems to be of no advantage to 
learning if the ordinary television screen 
can be seen clearly enough to pick out the 
details that are being learned. 
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Students like a "talkback” system but seem 
to learn no more with it than without it. 
Visual embellishments do not usually heln 
learning unless (like directional arrows) 
they can help organize content that is not 
well organized or (like animation) helps 
viewers to understand a process or concept 
that is very hard to understand without 
such simplification. In other words, 
visual embellishments per se are not 
especially useful in instructional 
material. 
No advantage has been demonstrated for 
existing three-dimensional projection. 
No learning advantage has been demonstrated 
for "professional" or "artistic" production 
techniques. 
Eye contact seems not to contribute to 
learning, although it may contribute to 
persuasion. 
There is very little evidence that 
narrative presentation ordinarily has 
learning advantage over expository or that 
adding humor adds to learning effect. 
Remember_that_we_are_talki:ng_about 
learni:ngi_not_lj:kj1ngJ__Some_of_these 
££EE:L£*i£i££_!Il£y_£££££_£_£p££.££t_t £_!£££ £ 
program better, and in special cases any of 
£E£_£P££i£i_E£££E£ ££E£_E£_EE££_!i!l£EPi£E££ 
]IB£y_££E£EiEEE£_£i2£_p£_i££EEiE8_:_But_for 
£]2£_££££_P£EEj £_E££££E£P_£E££HE£8es_us 
_t £ w a r d _ a _ s i^m p 1 e_r a t h e r _£om p 1 e x_o r _f a n£y 
style^ 
At least two straightforward guidelines 
standout from the research papers we have 
reviewed. E f f e c t ^ ve_t e l_e v ^s jLon_c an_b e_k e p t 
as simple as P°ssiblei__except_where_sorae 
complexity is clearly required for one task 
or another; students will learn more if 
they are kept actively participating in the 
learning process. Simple television: 
active students. 
Schramm’s positions are reinforced by Shanks’ recent 
survey. in identifying those factors that most influence 
learning from media, Shanks discerned that faculty rather 
technology had a greater impact on learning. (100) 
These included: having the lectures placed in their proper 
context; structuring lectures so as students are alerted to 
important information during the lecture; being considerate 
of the presence of "remote students’’; and bringing relevant 
examples to bear in support of theory. Again, good teaching 
begets good learning. 
Operationally, students participating in candid class¬ 
room-based graduate engineering programs are normally held 
to levels of quantity and quality similar to those estab¬ 
lished for their on-campus colleagues. Off-campus video 
participants are usually considered "regular” graduate 
students and viewed as part of the "day" FTE population. 
"This integration of ITV students into the regular campus 
programs contrasts sharply with the traditional evening 
programs of metropolitan universities or extension division 
offerings." (101) Normally, "evening programs" make exten¬ 
sive use of adjunct faculty selected from neighboring 
industry and offer watered-down and unaccredited alterna¬ 
tives to "day" curricula. In most engineering ITV 
activities, off-campus students gain from exposure to the 
same graduate-1evel faculty and accredited programs that are 
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avauable on-campus. They receive the same degree awarded 
their on-campus counter-parts. (102) 
In tape delivery systems, faculty teach their normal 
course before on-campus students. At the end of each day or 
week, tapes, handouts, assignments, and examinations are 
duplicated and shipped to program coordinators at industrial 
sites. These individuals then arrange for viewing by 
employees and, when required, monitor examinations. When 
laboratory equipment or computer access is required, they 
are provided by the employer. 
Although viewing schedules are flexible, ITV engineer¬ 
ing programs are not study—on-your-own-schedule activities. 
Off-campus students normally start shortly after on-campus 
classes begin and are expected to end within one to two 
weeks on the on-campus semester. (103) 
Taped courses are not edited, allowing off-campus 
participants benefit from the question and answer interplay 
between faculty and students in the on-campus classroom. If 
remote students have questions that cannot be resolved 
through internal discussion or by stopping, rewinding, and 
repeating segments of the tape, faculty have reserved 
telephone office hours to respond to questions from the 
field. During the next taping session, faculty will often 
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repeat the most commonly asked questions and answer them for 
everyone's benefit. With the advent of electronic mail and 
similar computer-based conferencing systems, faculty will be 
able to respond to student queries on a more immediate basis 
and disseminate the responses throughout the network. 
The description offered above has focussed on one-way, 
non-inter active education delivered by videotape through 
instr u c t i ona 1 television's candid classroom format. A 
variant of this approach is found in those systems 
"broadcasting" using microwave or ITFS (Instructional 
Television Fixed Service-short range, low power, directed 
television transmission) facilities. In these instances, 
courses are available to industrial students in real-time 
and, through audio return (often using telephones), par¬ 
ticipants can "talk back" to the faculty. 
Many extol the benefits of talkback systems. However 
in practice, they fall short of expectations. "Talkback" 
requires students to be present at receiving sites at the 
same time the course is offered on-campus. Thus, in order 
to take advantage of the direct feed-back loop, off-site 
students, for example, would have to be available three 
times-a-week, from 9:00 AM to 9:50 AM. 
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Six disadvantages arise from use of talkback systems. 
First, involvement is limited to students working for com¬ 
panies willing to adopt released or "flex time" policies 
allowing employees to attend classes during working hours. 
The second is that real-time requirements drastically reduce 
the viewing flexibility that many feel desirable. Third, 
viewers lose the ability to stop, rewind, and replay unclear 
portions of lectures on an as-needed basis or to stop tapes 
to foster discussion among viewers. Fourth, with no tapes, 
no resources are kept on-hand for later review. (104) 
Fifth, equipment required to support interactivity is often 
more expensive and complicated than is required in simple 
playback situations. 
The last disadvantage relates directly to the real-time 
requirement inherent in interactive systems. As early as 
1 971 , program administrators at Lawrence Livermore 
Laboratories, who had implemented an interactive system, 
noted high drop-out rates among their participating 
engineers. Attrition approached 50%. After reviewing the 
local situation, it became apparent to Livermore officials 
that employees withdrew most often due to work-related time 
pressures rather than course content. For instance, 
employment-related travel requirements made it difficult or 
impossible for engineers to "keep-up". When the Livermore 
program moved to a non-interactive videotape format, not 
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only did the drop-out rate decrease to 10%, but the level of 
participation increased five fold. (105) 
Experiences in those "talk back systems” that have been 
operating for a period of time, such as Southern Methodist 
University (TAGER System) and Stanford, report a frequency 
and quality of facu1ty/student interaction at less then 
hoped-for levels. A recent internal study at Southern 
Methodist indicated, after all ITFS courses were monitored 
over a period of one semester, that less than one question 
per class session was offered using the network. These 
included questions asked "out" by faculty as well as ques¬ 
tion raised by students. SMU statistics also noted that 
administrative questions ("When will the homework be 
returned?", "Please keep the display on the screen longer.") 
were raised with equal regularity to those concerned with 
course content. (106) At Stanford, Lemon reported recently 
that, on average, talkback was used rarely more than once 
every other class session. She noted that the system’s use 
or lack thereof was a direct function of the faculty. 
Students were more apt to use the system if faculty estab¬ 
lished the precedant and maintained the practice. (107) 
While there is a divergence of opinion on real-time 
interactive systems versus "bicycling" of videotapes, the 
flexibility and simplicity of the latter seems to offer an 
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overall advantage. 
University, noted that 
to videotape at the 
Rogers, of Case Western Reserve 
his institution moved from broadcast 
request of the program’s corporate 
clients. Now a proponent of the videotape-delivery system 
he offers the following: (108) 
As the tapes become more widely used, two 
features connected with their use became 
widely evident. First, the stop, rewind 
and freeze frame capacities of the playback 
device contribute to the students ability 
to learn from videotapes, by allowing 
replay of any segment and freezing of any 
display. Second, the student in the same 
class who view the tapes in groups help 
each other by clarifying and explaining 
points in the lectures and discussions. 
Interrupting and instructor’s live lectures 
can have undesirable consequences which do 
not accompany interrupting a videotape of 
the same lecture. Furthermore, there are 
limits to both the number of interruptions, 
and to the duration of any one 
interruption, which an instructor can 
tolerate in a live class. These limits are 
far less stringent when a small group is 
watching a videotape. 
Rogers also offered the following as a rationale for 
his position. 
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TABLE #3 
COMPARISON OF VIDEOTAPE VERSUS BROADCAST 
PROBLEM 
BROADCAST SYSTEM 
(With Direct 
Telephone Back 
_to_C^as sroom) 
Schedule Conflicts: 
The student is out of 
town and misses a 
class. 
The student is sent 
to the field or is 
transferred to a new 
job. 
The student misses the 
class. 
The student misses the 
class and may have to 
drop the course. 
Pedagogical Difficulties: 
Student watching alone 
wants clarification 
on a point. 
Students in a group 
want clarification 
on a point. 
Procedural Requests: 
Students want material 
held on the screen 
until it can be 
copied. 
Student phones in and 
interrupts the class. 
Same as above. 
Student calls, 
interrupts the class, 
and asks faculty to 
to hold material on 
the screen longer. 
SYSTEMS 
VIDEOTAPE 
(With Freeze 
Frame Pause 
Control 
The student 
views the 
tape when he 
returns. 
Tapes are 
shipped to 
the new 
location. 
Student stops 
and replays 
the tape or 
calls facul¬ 
ty during 
off ice hours. 
Same as above 
as well as 
talking to 
group 
members. 
Students use 
PAUSE button 
and screen is 
frozen. 
61 
Applicatlons_of_Instruotional_Televlslon_in_Engineerins 
Education 
Use of ITV in support of engineering education is 
undergoing rapid expansion. In most Instances, researchers 
have noted that participating students, both on and off- 
campus learn as well or better than their peers in 
traditional classroom modes; on-campus students will choose 
traditional lectures over those that are media-assisted; and 
faculty will often tend toward stand-up lecturing rather 
than ITV regardless of derived benefits. 
On the other hand, as ITV gains footholds throughout 
traditional academia, more will be drawn to its use as it 
allows traditionally busy faculty to do what they want to do 
more easily and quickly. Jones (109) briefly highlights the 
implications for teaching available through instructional 
television that will act as magnets for faculty and their 
administrations. 
Time Compression: 
With intelligent planning and careful 
selection of visuals and visual 
metaphors, it is not unusual to get a 
time-compression of 7:1 with video as 
compared to "teacher talk". 
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Time Displacement: 
One gn^t advantage of videotape in 
ability to record events and view them 
according to a personal schedule and 
a c e. These benefits can not be 
underestimated with busy professionals 
working in business and industry 
. From the faculty perspective, the 
enefits are equally important. The 
ability to record a class in advance 
of traveling is just one of the many 
examples. 
Distance Learning: 
( T ) he word tele-vision means the 
ability to see from a distance, to a 
distance, at a distance. The 
productivity gains and avoidance of 
travel expenses for business and 
industry (as well as for faculty) are 
usually enough to warrant wide-scale 
adoption .... 
Simulation: 
Many technical classes lack realism in 
teaching due by substituting crude 
representations for the real thing. 
Small, compact, and portable video 
equipment is a natural for recording a 
variety of real examples and bringing 
them to the classroom. 
Whole-Brained Approach: 
With the surge in video and computer 
displays, educators are once again 
interested in right-brained or 
intuitive approaches to technical 
subjects. By granting to the learner 
the ability to browse in a visual 
data-base . . . the student can grasp 
relationships that are frequently lost 
in a sea of text. 
Improvements of Teaching: 
In teacher d e v e 1 o p m e n t , v i d e o t a p e 
provides to the instructor a non- 
judgemental record in order that 
analysis and improvement can take 
place. 
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Whereas Jones references those examples In which ITV 
can impact upon teaching, of greater import to this study 
are those areas in which ITV has actually been applied in 
support of engineering education. Minimally, these may 
include support for: on-campus instruction, lecture review, 
summer session classes, classroom demonstrations, and self- 
paced instruction. (110) 
Prior to comparing the performance of off-campus study 
through videotape to on-campus activities, a brief reference 
to on-campus mediated engineering instruction is indicated. 
The following will offer a sense of the field's development. 
In the instances noted, student performance either did not 
suffer or showed various degrees of improvement, learning 
flexibility increased, or faculty found that they were able 
to transmit more information in a shorter period of time. 
All minimally supported Taveggia and Hedley who, in 1972, 
concluded that "televised instruction is as good as face-to- 
face instruction in conveying subject matter content to 
college students. . . . (T)he results of our analysis 
clearly suggest that math and science courses are equally 
well taught face-to-face or by television." (Ill) 
Baldwin and Down (112) noted early efforts at 
Pennsylvania State University where, in 1958, Professor C. 
R. Carpenter recorded an entire chemical engineering course. 
no significant 
Survey results allowed Carpenter to note 
differences in learning as compared to students enrolled in 
traditional lectures. However, he noted that students 
gained a great deal as a result of the flexibility offered 
through the media. 
Thorn and Bundy reported on an early ITV experiment 
conducted at the University of New Mexico. (113) in a 
second semester sophomore course in electrical engineering, 
classes were prerecorded in 30-minute segments and were 
scheduled twice-weekly. Students were also required to 
attend a 50-minute recitation-quiz section. Faculty found 
that not only were they able to "cover" 50 minutes of normal 
lecture in the 30-minute periods, but that "it was clear 
quite early that most of the students were learning at least 
as well as, and probably better than, students taught by 
conventional methods in previous semesters." The authors 
followed their analysis with important observations: (114) 
Although teaching by television seems 
impersonal, the close view of the teacher 
provides more personal contact with the 
student than in possible with a large 
class. 
The limitation of student inability to ask 
questions is also not as critical as might 
be supposed. The instructor must deal with 
predictable questions which he knows from 
experience will arise. Undesireable 
questions are eliminated. 
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metPh’odnisiPtah1ai-adfantage °f the tel«our3e 
the student ih.r.0,tnhVPlB„SS; ^tention of 
and when he wants it ln3t^otor wants it 
At M.I.T., videotapes of a first-year physics course, 
supported by tutors, were offered to a sample of minority 
freshmen. This course was developed to both measure the 
effectiveness of the tutored videotape concept and also to 
serve as a secondary pedagogical aid. None of the students 
who participated in the mediated lectures failed the course. 
Fully one quarter of those who enrolled in the live lectures 
failed. These experiences lead M.I.T.’s professor Wesley 
Harris to comment: 
The concept of the instruction of students 
in the presence of a tutor from videotapes 
of formal lectures is revolutionary at the 
very least. From the observation of 
students immersed in this form of 
instruction, I feel that this format has 
great potential. It_may_actual1y prove 
E°£®_£££®ctiLve_tha n the traditional 
lecture/reci_tat fon~ I f ~ gT v’eTTj^ h e ~P~ro p> e r 
9. £ £ i. From the comments I have 
heard the students make, the ability to 
stop a lecture when there is a question in 
one’s mind is far superior to the formal 
lecture. (115) 
66 
Positive reports were also 
Institute of Technology where, in 
recorded at Rochester 
19 7 1 , a sophomore en- 
gineering statics course was prepared for delivery via the 
college's ITV network. Supplemented with specially 
developed texts, the course was broadcast to the campus' 
library and throughout the system of residence halls. In 
addition to viewing taped lectures, students meet twice- 
weekly with the course's faculty in recitation sessions. 
Not only did a review of student records indicate 
equivalent performance, but R.I.T.'s Dean of Engineering was 
lead to comment that "the two faculty members were freed 
from lecturing (and) were able to teach more students and 
answer questions on a more individualized basis, then had 
been the case in the traditional program. 
Nevertheless, the course reverted to the traditional class¬ 
room format in 1976 because many sophomore objected to the 
use of ITV. More than half did not attend the lectures 
during the last year of the program; they relied on printed 
materials and the recitation periods." (116) 
Problems in student acceptance were also noted at 
Colorado State University, long the locus of experimentation 
in mediated engineering instruction. Its experiences offer 
further support for the assertion that "the attitudes of 
undergraduates towards ITV lectures is frequently unent- 
husiastic despite the fact that learning is not impaired 
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(and) in some oases is enhanced.'• (,,7) To support freshman 
engineering education, CSU offered taped lectures from 
engineering courses and broadcast them throughout residence 
halls. At the same time, the university installed a 
tutorial program in dormitories for students who wanted 
individualized instruction. Although the taped material was 
available to all, CSU administrators were disappointed that 
only 25 % of potential users took advantage of the 
opportunity. (118) On the other hand CSU faculty also noted 
that students were very satisfied with the use of mediated 
instruction when they were able to elect the course rather 
than being forced into it. In 1975, Professor Sanford 
Thayer, long regarded a pioneer in the use of video to 
support engineering education, developed a series of modules 
to compliment his course in engineering economy. Students 
were free to enroll in the traditional course or the one 
supported by ITV. Eighteen student enrolled in the latter 
and following a consistent pattern, "learned nearly as much 
as the regular class and also were able to work on it at 
their convenience. Considering these tradeoffs, the 
videopublished version compares quite favorably with the 
regular class." (119) Parenthetically, Gibbons recorded a 
greater acceptance of ITV on-campus among "high ability" 
students. (120) 
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While issues of student choice may impact on acceptance 
of mediated instruction, at many institutions, choice itself 
may soon become a moot question. In a number of instances, 
students now have no choice as to whether or not they enroll 
in courses fully or partially supported by instructional 
television. For instance, at the University of 
Massachusetts, the vast majority of summer session engineer¬ 
ing courses are taped versions of courses offered 
previously. Further, given that large numbers of courses in 
that institution's departments of Electrical and Computer 
Engineering and Industrial Engineering/Operations Research 
are recorded for off-campus students participating in its 
Videotape Instructional Program student selection options 
among non-mediaided courses is very narrow. In both in¬ 
stances, on-campus students recognize that they have little 
choice. If they wish to enroll in the particular course, 
they are usually required to enroll in the mediated version 
as it is the only on offered. Few complaints have ever been 
raised. 
In the report titled, "The Goals of Engineering 
Education," (121) Professor Joseph Pettit, now President of 
Georgia Institute of Technology, argued for the extension of 
high quality of engineering education beyond the classroom 
and into the workplace. The arguments in this report have 
provided the impetus for the development and expansion of 
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ITV in support of engineering continuing education 
many institutions of engineering higher education 
• While 
rose to 
the challenge, 
the effectiveness of "candid classroom" was 
basically assumed. Evaluations were rarely subjected to 
rigorous analysis. Yet, early work by Stutzman and Grigsby 
) and Kriegel (123) both noted off campus students 
performed with little difference when compared to their on- 
campus colleagues at Virginia Technological Institute, Iowa 
State University and Colorado State University. However, it 
was not until Gibbons, Kincheloe, and Down completed their 
evaluation of the Stanford Tutored Video Instruction Program 
(12*1) that widely read data became available. 
With results comparable to studies performed on the on- 
campus use of instructional television, Gibbons data 
indicate that "as a group, the TVI students out-performed 
their on-campus counterparts; that is the average GPA of the 
TVI students ... is higher than that of the on-campus 
students, even though the average of the admission 
qualifications for the TVI students is substantially lower 
than that of the on-campus students." (125) 
Gibbon's second point is particularly important for it 
implies that the use of instructional television in its 
tutored mode might yield better performance from students 
with poorer credentials than would more traditional means. 
70 
Gibbons divided his sa.ple Into two groups, 
ticipants who on the basis of their undergraduate 
TVI par- 
records 
would have normally been granted admission to the tradi¬ 
tional Stanford undergraduate program and those, who for 
inferior credentials, would have been excluded. Gibbons 
noted that students in the first category performed excep¬ 
tionally with grades seemingly independent of admissions 
qualifications. Students in the second group did, as 
Gibbon's remarked, acceptably well, earning grades of "B" or 
better, even though they would not have been admitted to 
the Stanford "day” program. In fact, on the basis of their 
performance, students in the second category were admitted 
into the Stanford graduate program and earned the Master’s 
degree with ’’creditable performance". Gibbon’s summarized 
his initial data by declaring that the "sample of TVI stu¬ 
dents achieved an astonishing 3.57 GPA, exceeding not only 
those students using live television but almost 5% above the 
on-campus students! This result is made more remarkable by 
the fact that several of the TVI students had marginal 
academic qualifications that would have made their admission 
to the Stanford graduate program questionable or subject to 
probation." (126) 
Gibbons* results are indicated below. (127) The data 
should be taken with a caveat due to a relatively small 
sample size. The grades of 302 on campus graduate students 
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were compared to fifty-five students in the Stanford !TFS 
systems (real-time/interactive). six students in non-tutored 
videobased instruction, and twenty-seven student viewing 
videotapes supported by tutors. 
TABLE #4 
COMPARE OF PERFORMANCE BETWEEN ON-CAMPUc 
GRADUATE STUDENTS, ITFS STUDENTS, ITV STUDENTS 
AND ITV STUDENTS WITH NO TUTOR 
STANFORD 
WITH TUTOR 
Course 
Grade 
3.60 
3.55 
3 • 50 
3 . ^5 
3.40 00 (3. 38) 
3.35 00 
3.30 00 
3.25 00 
3.20 00 on
 
0
 
0
 19) 
3.15 00 00 
3.10 00 00 00 (3.1) 
3.05 00 00 00 
3.00 00 00 00 
Campus ITFS No Tutor 
N = 302 N = 5 5 N = 6 
00 (3.57) 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
00 
_00_ 
With Tutor 
N = 27 
Follow-up evaluations were made after three years of 
program operation. The records of 82 TVI students par¬ 
ticipating in 1,803 quarter units (600 courses) were 
reviewed. Overall, their mean GPA was 3-37. When TVI 
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students were again divided into two groups, the average for 
those whose record would have gained the™ admission into the 
traditional program was 3.59. This compared to an on-campua 
performance of 3.93. Students in the second TVI group still 
did "acceptably well". 
Anticipating those who would argue the applicability of 
this study due to the differing experiential characteristics 
of the TVI students when measured against their on-campus 
counterparts, the authors offered that this could not be the 
case as "TVI students are drawn from the same population as 
students studying by ITFS whom they outperformed, so in¬ 
dustrial experience or motivation cannot account for these 
results. Furthermore, other experiments show that on-campus 
TVI students also out-perform on-campus students who at¬ 
tended the regular lecture." (128) 
Gibbons' analysis, that TVI students performed as well 
or better than on-campus students was offered taking the 
following guidelines into consideration: 
The attitude, personality, and instruc¬ 
tional style of the tutor are very 
important. The tutor should be interested 
in helping the students in his group. He 
should attend all or nearly all of the 
videotape lectures. His competence is 
important but it is important that he is 
not so overqualified that he becomes bored 
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or impatient with a lack of 
in the students. understanding 
Group Slze is also vepy lmportant_ If 
there are fewer than three students 
opportunity for effective interaction u 
lacking and the method tends to be 
t pPneHS1Vt-e' .Group size greater than 8 to 10 
s o inhibit discussion and the 
equency with which the tape is stopped 
altfhVuffh t3*?6 °f 3 t0 8 seems optimum! 
although this can vary with personalities 
and acquaintance with each other. 
Depending on the maturity of the student, 
commitment to a degree program or similar 
educational objective seems to be important 
or sustaining interest and motivation. 
Certainly, for most students, completion of 
graded projects and examinations results in 
a more productive educational experience. 
Active classroom participation in the live 
class is desirable. For the subjects and 
audiences served to date, unrehearsed, 
unedited videotapes of classroom lectures 
may be used and, in fact, may have more 
"presense" and be more interesting to watch 
than tightly scripted, professional 
produced lectures. 
It is important that the instructor be well 
organized knowledgeable in his subject, and 
free of annoying mannerisms. The charisma 
of a good instructor is emphasized on 
videotape. 
For students employed in industry, 
attitudes of management play a very 
important role in the success of a 
continuing program. Job pressures that 
create long hours and interfere with 
family life markedly increase the 
difficulty of pursuing an educational 
program. (129) 
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Though they have become commonly accepted, some ques¬ 
tions have emerged with Gibbons- assertions. Per instance, 
he indicated that TVI students outperformed both their on- 
ampus and ITFS colleagues. The argument seems less than 
convincing as in making the statement, he compared TVI 
student characteristics against ITFS participants who were 
also part-time students working in industry. 
In 1984, Dr. Judith Lemon, Assistant Director of 
Stanford’s TVI Program, reevaluated off-campus TVI and ITFS 
performance against that of the on-campus student 
population. In her unpublished internal audit, she compared 
the grades of 16,652 Stanford "day” FTE’s against 1,771 ITFS 
students and 308 participants in the TVI program. She noted 
no significant differences among the three groups. The mean 
on-campus GPA was 3.40 versus 3.39 for the ITFS students and 
3*47 for TVI enrollments. 
Lemon concluded that while the TVI and ITFS students 
performed as well as full-time Stanford graduate students, 
their performance was not "significantly better than the . . 
. full-time students. Most likely the earlier results 
suggesting TVI students outperformed on-campus students were 
due to the extra attention accorded a new program, ie. the 
Hawthorne effect. (130) 
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Summa r y 
Conclusions 
contentions of 
drawn from the research review support 
ITV efficacy as a tool for educational 
delivery. It has been proven effective delivering technical 
content in areas such as engineering and medicine. (131) 
ITV has also delivered positive effects through its simple 
use. Television in support of the academic process can be 
kept simple, but must be kept to the point. While faculty 
and student ambivalence continue, ITV's spread throughout 
higher education and other academic arenas continues. 
While it is not and should not be considered a total 
panacea, and can at best serve to supplement live instruc¬ 
tion, it has continually be shown effective in the delivery 
of continuing professional engineering education. In so 
doing, it has demonstrated its ability to deliver highly 
technical instruction and support learning with a level of 
quality at least comparable to that available through tradi¬ 
tional instruction. 
As such, instructional television is one method that 
will offer some relief to the high technology manpower 
problem currently besetting the nation and the contributing 
dilemma involving insufficient engineering faculty. For the 
latter, it is truly a productivity enhancing device. This 
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13 not to say that faculty can aupent thein teaching foads 
ugh the use of instructional television without feeling 
additional strain and effort. Rather, the extra effort 
required Is far less than that experienced were the faculty 
asked to travel to multiple off-campus Instructional 
locations. Further, for the University, It becomes a cost- 
effective mechanism when one considers that high-level 
graduate courses often are taught to relatively small 
classes. Through ITV, the same faculty teaching before ten 
to fifteen on-campus students would be able to double that 
number from off-campus enrollments without a doubling of 
effort. 
From the industrial perspective, ITV solves the problem 
of accessing continuing professional education for their 
employees without the inherent problems of traveling to 
academic sites at inconvenient times. With the efficiencies 
allowed either through the use of videotape or satellite 
delivered courseware, participants and their employers are 
able to take advantage of a panoply of instructional 
materials that has heretofore been unavailable. In fact, 
industry’s problem has swung to the other pole. Where 
previously industry was dismayed with the paucity of avail¬ 
able educational opportunities, it is now faced with the 
alternate but equally important problem of selecting ap¬ 
propriate materials from the broad panorama of instructional 
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materials. In this regard, they must still follow the long- 
stated guidelines of knowing their personnel, gauging their 
needs, and effectively matching these to training 
opportunities. 
The literature's review continues to support the con¬ 
tention that a tutor or local assistant is required to 
insure ITV's effectiveness in delivering education. Indeed, 
Gibbons noted (above) that the TVI students studying without 
support from tutors performed the poorest from among all of 
his sample groups. However, with trends Indicating that 
tutorial assistance will become increasing less prevalent as 
technology supports the broader and deeper distribution the 
need for further clarification of the capacities in un¬ 
tutored videotaped engineering education becomes of 
paramount interest. The question to be addressed in the 
balance of this research is whether or not untutored 
videotaped instruction can deliver instruction that results 
in performance equal to that received by the on-campus 
student. It will further seek to determine whether or not 
there are distinguishing differences between the on and off- 
campus populations and identify those indicators which might 
portend performance for industria 11y-based employee/ 
students. 
CHAPTER 3 
Introduction 
The purpose of this investigation has been to (1) 
determine the effectiveness of unassisted off-campus video- 
based instruction to students studying individually or in 
small groups in relation to conventional classroom instruc¬ 
tion and (2) to identify within or between-group differences 
that would influence graduate performance. 
Earlier research both in graduate and undergraduate 
engineering as well as in other disciplines has demonstrated 
the effectiveness of mediated instruction to groups of at 
least eight to ten students supported by tutors. Similarly, 
there is extensive literature that identifies student 
characteristics held to be influential predictors of 
academic performance. This undertaking purports to advance 
the understanding of off-campus video-based graduate en¬ 
gineering instruction by students studying alone or in small 
groups with no local support. Further, the research 
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offers a comparative study of quantifiable 
effecting the graduate quality point average 
campus students. 
characteristics 
of on and off- 
Context_of_the_Study 
The research has been conducted using data for on- 
campus resident graduate students in the Departments of 
Electrical and Computer Engineering and Industrial 
Engineering/Operations Research of the University of 
Massachusetts’ College of Engineering. Off-campus students 
were individuals enrolled in degree (Electrical and Computer 
Engineering and Engineering Management concentration of 
Industrial Engineering/Operations Research) and non-degree 
programs offered through the College's Videotape 
Instructional Program, a component of its Office of Extended 
Engineering Education. 
While particular to the University of Massachusetts, 
video-based graduate programming available through the 
Videotape Instructional Program is similar to that offered 
by a number of institutions throughout the country. Classes 
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taped in the "candid classroom" 
enrollment per section is usually low. 
mode and off-campus 
In the "candid-classroom" mode, faculty teach before 
their on-campus students and the traditional lectures are 
taped. Following duplication, tapes are forwarded, accom¬ 
panied by all notes and in-class handouts, to part-time 
registrants in industry. Tapes are unedited and on-campus 
questions and answers are recorded for the benefit of off- 
campus students. Faculty maintain telephone office-hours 
during which off-campus students may call in particular 
questions and seek additional clarification. 
Unlike students in the Stanford Instructional 
Television Program, off-campus degree and non-degree 
graduate students enrolled through the Videotape 
Instructional Program are not supported by local tutors. 
Students are individually responsible for their conduct in 
particular courses but have the option of joining together 
with fellow employees at the same facility registered for 
the same course. 
As on and off-campus student samples generally reflect 
those enrollment characteristics prevalent throughout the 
country, and since the Videotape Instructional Program 
81 
parallels similar programs available nation-wide, results 
are generalizable throughout graduate engineering education. 
2 £ S.L8 £_ t h e _ S t u d y 
The Sample 
This undertaking had the support of the University of 
Massachusetts’ Vice Chancellor for Graduate Affairs and Dean 
of the College of Engineering. As such, the author was 
provided access to complete and accurate yet sanitized 
(student names were removed) graduate students records 
through the University of Massachusetts’ Graduate Registrar. 
Data on nearly 1,600 engineering graduate students 
enrolled through programs offered by the University of 
Massachusetts’ College of Engineering were sampled. Each 
was enrolled during the period from Fall 1980 through the 
Spring 1985 academic semesters. Students participated in on 
and off-campus engineering curricula in the departments of 
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Electrical and Computer Engineering and 
Eng! neen ng/Operat ions Research. Off-campus 
Industrial 
graduate stu¬ 
dents were enrolled through the College 
Videotape Instructional Program (VIP), 
Office of Extended Engineering Education. 
of Engineering's 
a component of its 
The on-campus student sample was limited to individuals 
graduated from American undergraduate institutions. This 
removed a large number of on-campus graduate students who 
were not native-born. Gibbons implemented a similar 
restriction on his selection process. Its effect is to 
equate on-campus students to their peers in industry and to 
remove a source of extraneous variability. 
In addition to on and off-campus degree-seeking stu¬ 
dents, data, transcripts and application records for non¬ 
degree students enrolled in the VIP were recorded in the 
data base. Complete transcripts were available for these 
individuals. However, application records were minimal. 
The only available quantitative data were their dates of 
birth. These were matched to transcripts. 
Student admissions records and associated transcripts 
were then divided into six program categories: 
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Category 1 
Category 2 
Category 
Category 
Category 5 
Category 6 
TABLE #5 
DIVISION OF SAMPLE BY STUDENT CATEGORY 
On-Campus (Degree) Graduate Students 
Electrical and Computer Engineering 
Student^03 Vlde°based (Degree) Graduate 
Electrical and Computer Engineering 
Off Campus Videobased (Non-Degree) 
Graduate Students 
Electrical and Computer Engineering 
On Campus (Degree) Graduate Students 
Industrial Engineering/Operations 
Research 
Off Campus Videobased (Degree) Graduate 
Students 
Industrial Engineering/Operations 
Research (Engineering Management 
Concentration) 
Off Campus Videobased (Non-Degree) 
Graduate Students 
Industrial Engineering/Operations 
Research (Engineering Management 
Concentration 
Total 
sample size was 1,535 students, 
ing breakdown by category: 
with the follow- 
TABLE #6 
SAMPLE SIZE BY STUDENT CATEGORY 
Category 1 n=228 
Category 2 n= 87 
Category 3 n=852 
Category 4 n= 85 
Category 5 n= 67 
Category 6 n=2l6 
At this point, a second group of students was removed 
from the study. Included were individuals who had 
registered for programs or individual courses and for a 
number of factors, withdrew. These transcripts showed 
records containing only grades of "W» (withdrawn/passing), 
"OR" (dropped), or "INC" (incomplete). With no letter 
grades, there was no quality point average. This mandated 
their removal from the study. This deselection process 
resulted in a new sample size of 1,028. Note the following: 
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TABLE #7 
_ SAMPLE SIZE BY STUDENT CATFropv 
STUDENTS with Qpa versus «5Se5m SS?S no qpa 
Total Students Students N With GPA With No 
Category #1 228 21 9 
8 4 
G PA 
Category #2 87 
9 
Category #3 852 4 2 4 3 42 8 
2 
1 
64 
Category #4 
Category #5 
85 
67 
83 
66 
Category #6 216 
1 0 L cl 1 1 ,535 1 ,02 8" 507 
Variables 
Data extracted from student records included: date of 
birth, date of award of baccalaureate degree, scores on the 
Graduate Record Examination’s Verbal, Quantitative, and 
Analytic tests, and undergraduate quality point average. 
Dates of birth and award of undergraduate degree were con¬ 
verted to reflect the students chronological age and the age 
of the bachelor's degree at the point of initial enrollment. 
All were viewed as independent variables against which 
graduate performance would be analysed. They were selected 
as each is considered in the admissions process for both on 
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and 
off-campus degree students 
and are widely accepted and 
used throughout higher education, 
independent variables adds to the 
Use of these quantifiable 
general i zab i 1ity of this 
study. 
Academic grades were also extracted from individual 
records and considered measurements of performance. Though 
some question whether grades accurately reflect learning, 
University policies requiring off-campus video graduate 
students to be graded no differently from students on-campus 
provide a base for comparative analysis. 
Individuals’ academic course records and graduate 
quality point average were matched to personal information. 
To insure that student records reflected specific courses, 
each course section was assigned an individual code reflect¬ 
ing the offering department, course number, semester, and 
year. This distinguished between enrollment in courses 
having the same name yet offered by differing academic 
departments as well as different sections of the same 
course. For instance, courses titled "Software Engineering" 
were offered by both the Departments of Mechanical 
Engineering and Computer and Information Science. 
Identifiers were assigned to each course indicating the 
offering department and semester offered. The following 
illustrates the coding of courses. Electrical and Computer 
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Engineering course #566, offered in the Fall ,98H 
was coded 84, (1984, Fall) , (ECE) 566 (course #,. 
832 2 520 reflected Industrial Engineering #520 
during the Spring 1983 academic semester. 
semester 
The code 
offered 
The following scale was used to translate letter grades 
into numerical scores: A-4.0; AB-3.5; B-3.0; BC-2.5, c-2.0; 
CD = 1 .5; D = 1 .0; F = 0. 
Courses with grades of Pass, Withdraw/Fassing, Dropped, 
or Incomplete were excluded from individual’s records as no 
quality point average could be assigned. Following the 
University policies, courses recorded as having grades of 
Withdraw/Failing or Incomplete/F were translated to "F" and 
incorporated into the data base. 
Hypotheses and Treatment of Data 
Though the majority of this analysis ignored those 
without grades, note was taken of the large number of non¬ 
degree video-based students who did not complete courses. 
In Electrical and Computer Engineering, the attrition rate 
among non-degree VIP enrollees slightly exceeded 50% (428 
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out of 852 ). A 30? drop-out rate (6 A out of 216) was 
registered for those enrolled as non-degree students In 
Industrial Engineering/Operations Research courses. While 
both represent disturbingly high percentages, and raise 
important questions, insufficient data was available to 
allow for substantial analysis. Recall that date of birth 
was the only quantifiable data available. As a result, this 
important question remains a concern for future research. 
The analyses are divided into three sections: (1) a 
detailed investigation of the interplay among and between 
the independent variables upon group performance; (2) a 
comparison of actual off-campus degree student grade point 
average to predicted performance levels established by on- 
campus degree students; and (3) a course-by-course analysis 
to determine the existence of significant performance dif¬ 
ferences between on and off-campus degree students. 
The initial question concerned the relationship to 
grades of the quantifiable variables available for each 
student. The variables included: chronological and degree 
ages at the point of enrollment, GRE verbal, quantitative, 
and analytic test scores, and undergraduate grade point 
averages. These were correlated to the performance of all 
students in the sample. This was done to assess the exist¬ 
ence of significant correlations among the testable 
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criteria. Variables were also subjected to regression 
analysis to asses their predictive relationship to 
performance. Stepwise regressions were performed to deter¬ 
mine that combination of variables offering the greatest 
predictive value for the entire sample. 
Following this gross variable analysis, students were 
divided into subgroups to determine, through one-way 
analyses of variance supported by post-hoc examination 
whether within group variation resulted in significant 
differences in graduate performance. 
Again, these procedures were conducted on a sample that 
was undifferentiated for on or off-campus participation or 
engineering discipline. This segment of the analysis also 
amalgamated all courses offered in the study period. No 
effort was made to distinguish between courses or whether or 
not off-campus students enrolled in a particular course 
taken by on-campus participants. This section's sole pur¬ 
pose was determine whether and to what extent, the variables 
exercised general effects. 
While offering general sample characteristics, this 
aspect of the analysis concerned itself with the null- 
hypothesis claiming that within-group differences among the 
independent variables offered no statistically significant 
90 
relationship to 
perf ormance. 
variation in the sample's graduate 
To further develop differences, the sample was divided 
between two engineering disciplines, electrical and computer 
engineering and industrial engineering/operations research. 
Each was then subdivided into groups of on and off-campus 
degree students within each discipline. One-way analyses of 
variance, supported by post-hoc Scheffe analyses where 
appropriate, were conducted to ascertain differences between 
on and off-campus groups for each of the independent vari¬ 
ables plus graduate performance. Results respond to the 
null-hypotheses suggesting that no statistically significant 
differences exist between on and off-campus students (in 
either electrical and computer engineering or industrial 
engineering/operations research) when measured against 
graduate quality point average, age, degree age, GRE Verbal, 
Quantitative, and Analytic test scores, and undergraduate 
average. 
In order to assess the validity of the null-hypothesis 
suggesting that no statistically significant variations in 
graduate performance would result from variations within and 
between the independent variables, the sample was divided 
into the six identifying categories. One-way analyses of 
variance (ANOVAs) were carried-out and where warranted, 
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supported by post-hoc 
comparisons. 
Scheffe tests for pair-wise 
One-way A N 0 VA's seeking significant differences in 
performance on account of student age were conducted for on 
and off-campus degree and non-degree students in both en¬ 
gineering disciplines (Categories #1-#6). Limitations in 
available data allowed similar tests for ORE Verbal, 
Quantitative, and Analytic scores as well as undergraduate 
quality point average for only on and off-campus degree 
students. Regression models were also established to ascer¬ 
tain a variable's predictive quality in determining grades 
for students in each grouping. Finally, stepwise regression 
analyses were conducted to determine the combination of 
variables within each student category that, acting in 
concert, provided the best predictive capability. 
The intent of this exercise was to determine, as finely 
as possible, those active and significant relationships at 
work within each of the six categories. Results offered 
offered predictive tools relating to student performance and 
provided comparative data on student characteristics. 
Throughout the following chapter, the reader will no 
doubt take note that correlations and predictive values of 
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the selected variables, 
cert, are generally low. 
the existence of factors 
acting both singularly and in con- 
While low values generally reflect 
outside those subjected to measure- 
»ent, the compression of passing graduate grades into upper 
levels ("A", "AB", and occasionally »C") reduces the 
variability within the dependent variable. With less grade 
variation, the correlations and regression analyses could be 
expected to fall to lower levels. While this does not 
refute the notion that outside factors are at work, it 
should be considered within the framework of the data 
presented. 
To respond to the nul1-hypothesis that no statistically 
significant differences could be found between actual 
graduate performance of off-campus graduate students (in 
both disciplines) when compared to predicted performance 
levels established by on-campus students, formulae for 
predicted levels of performance were developed from step¬ 
wise regression analyses on the independent variables 
against performance for on-campus Electrical and Computer 
Engineering and Industrial Engineering/Operations Research 
students. Off-campus actual grades were correlated to on- 
campus predictors for both majors. Predicted performance 
levels were subjected to regression analysis against actual 
performance to establish the degree to which they might 
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off_campus grades. Finally> acfcuai pepfor_ 
mance by off-campus students and predicted levels of 
performance were subjected to one-way analyses of variance 
to establish whether one . 
was significantly different fro, 
the other. 
Results from these tests will indicate how closely on 
and off-campus degree students perform, when the independent 
lables are held constant and the major differentiating 
factor being the instructional modality. The data will then 
allow statements affirming or rejecting the contention that 
off-campus students 
of their on-campus 
tically significant 
with admissions records similar to those 
colleagues, will perform with no statis- 
variation in level. 
To this point, no effort was made to assess student 
performance on a course-by-course basis. It now becomes 
incumbent to determine whether performance in an individual 
course is effected by a student's category. These final 
tests respond to the null-hypothesis that no statistically 
significant variations in grades will exist between on and 
off-campus students enrolled in the same course. 
Towards this end, enrollment patterns were surveyed 
among all courses offered in the departments of Computer and 
Information Sciences, Electrical and Computer Engineering, 
9 4 
Industrial Engineering/Operations Research, Mathematics, and 
Mechanical Engineering from the Fall ,980 through Spring 
1985 academic semesters. From this roster, course sections 
were selected if their enrollment reflected at least two on 
and two off-campus (VIP) degree students. Sections were not 
included, regardless of existing large numbers of non-degree 
VIP students, unless they met this criteria. 
Following these guidelines, 36 course sections were 
available for study in Electrical and Computer Engineering, 
17 in Industrial Engineering/Operations Research, and one 
from the Department of Computer and Information Sciences. 
Analyses of variance were run on each to determine whether 
on-campus performance was significantly different from that 
exhibited by off-campus participants. 
Results of these efforts offer data detailing the 
c h a r a c t e r i s t i c s and interplay of a number of quantifiable 
variables upon students’ graduate performance. Further, it 
evidences the viability of non-tutored video-based instruc¬ 
tion to small pockets of off-campus engineers as a valued 
educational delivery tool. In so doing, it does not argue 
the point that tutor-supported off-campus instruction is not 
the desirable of the two options. Rather, the research only 
rejects the hypothesis that off-campus students, enrolled in 
non-tutored video-based engineering instruction, suffer from 
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the instructional delivery system, 
well affirm the contention that 
In so doing, one might 
non-tutored mediated in¬ 
struction in 
ins tr uctional 
graduate engineering is an appropriate 
tool allowing course distribution to small 
pockets of students whose 
allow for formal tutorial 
class size does not efficiently 
support. The research offers that 
quality learning can occur by students studying on their 
or in small unassisted groups. 
CHAPTER li 
THE DATA 
RELATIONSHIP OF THE VARIABLES TO THE 
TOTAL STUDENT SAMPLE 
No statistically significant differences 
will occur in graduate grade point average 
among engineering students enrolled in on- 
campus and video-based off-campus 
engineering graduate program in Electrical 
and Computer Engineering and Industrial 
Engineering/Operations Research when 
measured against: chronological age at the 
point of initial matriculation; degree age 
at the point of initial matriculation; 
scores of the Graduate Record Examination's 
verbal, quantitative, and analytic tests; 
and undergraduate quality point average. 
The first issue concerns the impact of variables upon 
graduate performance. The student sample consists of an 
amalgamation of all on and off-campus degree and non-degree 
enrollees in the data base. It combines students primarily 
participating in the department of Electrical and Computer 
Engineering and Industrial Engineering/Operations Research. 
As such, the analysis of relatively gross and seeks to 
determine only those general relationships evident between 
the variables and the total sample. The independent vari¬ 
ables include: student age and degree age at the point 
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Of initial enrollment; scores on the ORE verbal, quantita¬ 
tive, and analytic tests; and undergraduate grade point 
average. 
Initial 
independent 
performance. 
correlative 
review of the data suggests that none of the 
variables offers substantial impact upon 
Note the following for descriptive and inter¬ 
data: 
TABLE #8 
RELATIONSHIP OF VARIABLES TO TOTAL STUDENT SAMPLE 
N 
NMISS 
MEAN 
MEDIAN 
STDEV 
MAX 
MIN 
AGE 
1 ,012 
13 
28.70 
27.00 
6.44 
63.00 
18.00 
DEGREE GRADUATE RECORD EXAM UGRAD 
AGE VERBAL QUANT ANAL QPA 
450 405 405 368 405 
575 620 620 657 620 
3.66 510.2 665.1 527.0 3.11 
1 .00 520.0 670.0 575.0 3.13 
5.24 123.0 78.1 114.5 0.43 
33.00 800.0 800.0 800.0 4.00 
0 200.0 270.0 240.0 1 .92 
GRAD 
QPA 
1 ,025 
0 
3.25 
3.44 
0.67 
4.00 
1 .00 
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TABLE #9 
CORRELATIONS OF INDEPENDENT VARIABLES TO TOTAL SAMPLE 
GRADUATE RECORD EXAM UGRAD 
VERBAL QUANT ANAL QPA DEGREE AGE 
GREV 
GREQ 
GREA 
UGRAD QPA 
GRAD QPA 
DEGREE 
AGE AGE 
-.012 
.244 .041 
-.093 -.027 
-.086 -.051 
-.262 .048 
.007 -.056 
.417 
.624 .587 
•032 .181 
.185 .240 
.127 
.200 .160 
With the exception of age and degree age, all of the 
relationships are significant to the .01 level when corre¬ 
lated to performance. Age is not a statistically 
significant correlate. Degree age is significant at the .05 
level. While statistically significant to their respective 
levels, the correlations are relatively low. Acting in¬ 
dividually, they clearly do not substantially reflect strong 
relationships on performance. 
The looseness of the correlations are displayed in the 
following graphs describing the regression of each of the 
independent variables on graduate quality point average. 
PLOT #] 
99 
age versus graduate qpa for all students 
Grad QPA grad y’ 
400.00+ 
360.00+ 
320.00+ 
280.00+ 
240.00+ 
200.00+ 
2++++ »++96+7+4»32422424 * 
43*2** *2 2 
6 43 * 3 * 3* * 
274+33* *2*2 *23* 
43843* 4223* * 
63332** * 2** * * 
6++++++6+33+64**2*642 2* 
274*22***** ** 
3333322 2 2 ** 
*23+7 4!S?*3 3 * ♦:> ~ n 
*224222*2 
**++*+67473+4243* 22 
2 * * 
*** *+* * * * 
*24 *232 * * * 
222*2** * 2 ** * ** 
*3* * 2 * 
*2* * 
363474422 322 * * ** 
** ★ 
22 
* 
* 
2 
* ** * 
2 * 
* 
37333334*423 *23* **** * 
★ 
* 
160.00+ 
120.00+ 
*22*** 
* ** 
* 
* 2* *★ * 3* * ** 
* 
* * * 
* * 
* 
2 * 3*2 
80.00+ 
40.00+ 
0.00+ 
0.00 10.83 21.67 32.30 43.33 34.17 63.0 
Graduate QPA = 323 + 0.064 Age 
Correlation: .006 
r squared: 0 
Age 
100 
PLOT n 
degree age versus graduate qpa for all students 
Grad QPA 
GRAD 
400.00+ + *6 22 24 *4 * 23 2+ 
- 7 *2 ** * * 2 ★ 
- * 2 * 
- 5 *★ * 2 
200.00+ 7 32 33 * 
- + *22 * * 
- 6 3 ★ 
2 ** * 
- + ** * * 
240.00+ 2 * 
- 2 
- 3 * 
- 3 
- * 
200.00+ +2 * * 
- 7 
- 2 * 
160.00+ * 
- + * 
- * 
- 3 
- 2 
120.00+ 
- * 
- + 
80.00+ 
* 
* 
* 
40.00+ 
0.00+ 
+ ►--+---+--—f-—f-e 
0.00 6.67 13.33 20.00 26.67 33.33 40.0 
Graduate QPA = 322 + 1.85 Degree Age 
Correlation: .108 
r squared: 1.2% 
Age 
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PLOT #3 
GRE VERBAL VERSUS GRADUATE QPA FOR ALL STUDENTS 
Grad QPA 
GRAD 
240.00+ 
* * 
200.00+ 
160.00+ 
120.00+ 
* ★ 
60.00+ 
40.00+ 
0.00+ 
„„„ t:--f-«■-f-►-o GRE Verbal 
200.00 306.33 416.67 323.00 633.33 741.67 830.0 
Graduate QPA = 293 + 0.0786 GREV 
Correlation: .185 
r squared: 3-2% 
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plot #4 
GRE QUANTITATIVE VERSUS GRADUATE QPA FOR ALL STUDENTS 
Grad QPA 
GRAD 
400.00+ 
** 2*3+3 2*26*223 2 
22*2 **★ 223 
2 ****2 4*23** 
* * 2*2* 2*23 2* 
* 
160.00+ 
^ * 
120.00+ 
* 
* 
★ 
80.00+ 
40.00+ 
0.00+ 
+--+—-—f----+~-—f--+-Q 
0.00 141.67 283.33 429.00 366.67 708.33 830.0 
Graduate QPA = 227 + .160 GREQ 
Correlation: .240 
r squared: 5-5% 
GREQ 
plot #5 
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GRE ANALYTIC VERSUS GRADUATE QPA FOR ALL STUDENTS 
Grad QPA 
GRAD 
* * 
★ 
200.00+ * 
160.00+ 
120.00+ 
* 
* 
* 
* 
★ * 
★ 
* 
★ 
80.00+ ‘ 
40.00+ 
0.00+ 
0.00 141.67 283.33 425.00 
GREA 
Graduate QPA = 279 + 0.0914 GREA 
Correlation: .200 
r squared: 3-7% 
566.67 708.33 
-A 
850.0 
UNDERGRADUATE QPA VERSUS GRADUATE QPA FOR ALL STUDENTS 
Grad QPA 
GRAD 
400.00+ 
360.00+ 
320.00+ 
280.00+ 
240.00+ 
* * 2 2**2 +3 2***3 *2 *6 ★ 
* 3+ 22***2 * * 
* ** 2* *2* *2* 2*3 
* *** 2*22*2* *★ ** 
***** *2*22* *33 3 2 33 
* * 4 2**2 * 32* **22 
2 ** 34 ** *23243*343*232 +, 
2 ******2 3*: 
2** * 2 
* **,1—*8*3*323*3 22 * 
* - 2 3**23* 22 
* * ** *2 22 * 3 
** * 22** 3242* * 3 *** 
* * 2 
* * 2* 2* 
* *2 3 3 2* 3 
2 *** 3* 
2 ** ** * 
* ** * * 
* * ** 
* * 
200.00+ 
* 
160.00+ 
120.00+ 
* 
* 
* 
* 
* 
* 
80.00+ 
40.00+ 
0.00+ 
+ —♦>--+-—f-—f-—f-0 
0.00 66.67 133.33 200.00 266.67 333.33 400.0 
Graduate QPA = 275 + 0.189 Undergraduate QPA 
Correlation: .160 
r squared: 2.3% 
Undergraduate 
QPA 
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TO assess strengths as predictors, each of the vari¬ 
ables was individually regressed against graduate 
performance for the total sample. The variables' regression 
analyses resulted In consistently low values for r squared 
and offer additional Indication that other factors were at 
work In determining graduate quality point average. 
TABLE #10 
REGRESSION ANALYSES 
INDEPENDENT VARIABLES AGAINST TOTAL STUDENT SAMPLE 
Age Regressed against Graduate QPA 
+ (0.074) (Age) Formula: N: 
r squared: 
r squared Adjusted 
for Degrees of Freedom: 0% 
(Not statistically significant 
Graduate QPA = 323 
1 ,012 
0% 
F=0.05) 
Degree Age Regressed against Graduate QPA 
Formula: Graduate QPA = 328 - (0.730) 
(Degree Age) 
N: 1450 
r squared: 0.3% 
r squared Adjusted 
for Degrees of Freedom: 0.1*0(Not statistically 
significant: F=1.40) 
GRE Verbal Regressed against Graduate QPA 
Formula: 
N: 
r squared: 
Grad = 293 + (0.0786) (GREV) 
405 
3.4$ 
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£ squared Adjusted for 
Degrees of Freedom: 3.2% 
(Statistically significant'at the .01 level: £=14.31) 
GRE Quantitative Regressed against Graduate QPA 
Formula: 
N: 
r squared: 
r squared Adjusted for 
Degrees of Freedom: 5.5$ 
(Statistically significant at the .01 level: F=24.55) 
Grad = 227 + (0.160) (GREQ) 
405 
5.75S 
GRE Analytic Regressed against Graduate QPA 
Formula: 
N: 
r squared: 
r squared Adjusted for 
Degrees of Freedom: 
Grad = 279 + (0.091) ( GREA 
368 
4.05S 
3.75S 
(Statistically significant at the .01 level: F=15.22) 
Undergraduate QPA Regressed against Graduate QPA 
Formula: 
N: 
r squared: 
r squared Adjusted for 
Degrees of Freedom: 
Grad = 275 + (0.189) (UGRAD) 
405 
2.65S 
2.35S 
(Statistically significant at the .01 level: F=10.59) 
Two follow-up analyses were conducted given that none 
of the variables acting independently offered strength in 
predicting graduate performance. First, a stepwise regres¬ 
sion analysis was initiated to determine those variables 
acting in concert that offered the greatest power. 
Secondly, each of the variables was stratified in order to 
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determine their relative 
grade point average. 
strengths in predicting graduate 
Results of the stepwise regression analyses indicate 
that the best predictive power comes from combining scores 
on the GRE verbal and quantitative tests. While the results 
are significant to the .01 level (F-14.25), the predictive 
value (r squared) of this best combination is only 7.1*736. 
This continues to suggest the existence of other working 
factors beyond those of the identified variables. 
Note the following plot illustrating the interaction of 
predicted versus actual graduate quality point average. It 
uses the formula, established by the stepwise regression 
analysis: Graduate Performance = 224 + (0.0438) (GREV) + 
(0.132) (GREQ). it is based on a sample size totaling 405 
cases (each having all of the variables present). The 
correlation between actual and predicted performance is 
.257. 
Though the results of these analyses are low, recall 
that this is the grossest of analyses and its purpose to 
solely to provide introductory information. The sample 
against which the variables were analyzed was heterogeneous, 
consisting of students enrolled both on and off-campus, in 
degree and non-degree programs, and in two very different 
108 
disciplines. Further, the variables were not subdivided. 
Consequently, the minimal level3 of 00rr6latl0n and power3 
of prediction should not be surprising. 
PLOT §1 109 
a| , 1#AD1 A STEPWISE REGRESSION 
AH variables versus graduate qpa for all students 
GRAoad QPA 
400.00+ 
r squared: 6.6% 
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RELATIONSHIP OF THE STRATIFIED VARIABLES TO THE 
TOTAL STUDENT SAMPLE 
Acting both individually and in concert, the independ¬ 
ent variables (age, degree age, ORE verbal, quantitative, 
and analytic test scores, and undergraduate quality point 
verage) offer correlate and predictive measurements of 
minimal value. To ascertain whether subsets of the vari¬ 
ables provided stronger tools, each wasstratified. One-way 
analyses of variance (ANOVA) were then conducted to deter¬ 
mine whether statistically significant variations in 
performance could be realized from their interaction with 
the main variables’ subgroups. In addition, regression 
analyses were carried-out to yield the predictive power of 
each subgroup upon graduate quality point average. 
Note the following results. 
TABLE #11 
EFFECT OF AGE ON GRADUATE QUALITY POINT AVERAGE 
Description 
Age All 20-25 26-30 31-35 36 + 
N 1 ,025 41 4 288 171 138 
Mean QPA 3.25 3.23 3.29 3.22 3.25 
Median QPA 3. 44 3.33 3.50 3.50 3.50 
StDev 0.67 0.61 0.64 0.81 0.70 
One Way Analysis of Variance 
Age 
Level N Mean 
20-25 414 3.23 
26-30 288 3.29 
31-35 171 3.22 
36 + 138 3.25 
StDev 
.612 
.644 
.815 
.704 
Individual 95% Cl for Mean 
Based on Pooled StDev 
Performance (Grad QPA) 3.150 3.225 
F=0.61: Not statistically significant 
( 
(- 
(-  
(— - 
+
 
+
 
+
 
1 
'—
- 
+
 1 
3.300 3.375 
Correlations and Regression Analysis 
Age Correlation r 
Level to Performance Squared 
A11 .007 0% 
20-25 .058 .35? 
26-30 .064 ,i\% 
31-35 .108 1 .25? 
36 + -.1 10 1 .25? 
r Squared Correc. 
for Deg of Freed, Signfcnce 
0% No 
.15? No 
.15? No 
.6% No 
.55? No 
Summary: Age groupings do not provide statistical 
significance in accounting for variations in 
graduate performance. Age grouping provide little 
predictive power for performance. Correlation of 
the age subgroups to performance are low. 
TABLE #12 
EFFECT OF DEGREE AGE ON GRADUATE QUALITY POINT AVERAGE 
Description 
Degree Age All 0-1 2-3 4-5 6-10 11 + 
N 450 226 70 51 56 47 
Mean QPA 3.34 3.25 3.42 3.35 3.43 3.52 
Median QPA 3.44 3.33 3.50 3-45 3.50 3.71 
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StDev 0-53 0.54 0.40 0.45 0.50 0.66 
One Way Analysis of Variance 
Degree 
N 
Individual 95$ 
Based on Pooled 
Cl for 
StDev 
Mean 
Age Mean StDev -+- 
0-1 226 3.25 .540 (-*— 
-) 
2-3 70 3.42 
.400 (- (- 4-5 51 3.35 .450 
6-10 56 3.43 .501 (- 
11 + 47 3.52 .656 ( 
---- 
Performance (Grad QPA) 3.22 3.36 
— 3.95. Significant to the .01 level 
+ 
) 
-) 
3.64 
Correlations and Regression Analysis 
Degree Correlation 
Age to Performance 
All 
.119 
0-1 
-. 066 
2-3 -.002 
4-5 
-.109 
6-10 
.180 
11 + 
-.276 
r r Squared Correc. 
Squared for Deg of Freed. 
1 .4$ 1 .2$ 
.3$ .1$ 
.4$ 
.1$ 
1 .2$ 
.6$ 
3.3$ 1.5$ 
7.6$ 5.6$ 
Signfcnce 
.05 Level 
No 
No 
No 
No 
No 
Summary: In general, degree age is a statistically 
significant variable in accounting for differences 
in graduate performance, though the correlations 
and levels of predictors are low. No subgroup in 
the degree age variable is a statistically 
significant predictor of performance and the 
strongest correlation to performance exists in 
that group with a degree age older than eleven. 
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TABLE #13 
EFFECT OF PERFORMANCE OF ORE VERBAL TEST ON GRADUATE 
QUALITY POINT AVERAGE ^“AIE 
GRE Verbal 
N 
Mean QPA 
Median QPA 
StDev 
All 200-400 
1,025 81 
3.25 3.19 
3.44 3.27 
0.67 0.53 
cription 
401-500 501-600 
110 126 
3.27 3.42 
3.33 3.50 
0.54 0.45 
601-700 701 + 
65 23 
3.39 3.55 
3.50 3.65 
0.58 0.47 
One Way Analysis of Variance 
GRE 
Verbal N Mean StDev 
200/400 81 3.19 .526 
401-500 110 3.27 .544 
501-600 126 3.42 .446 
601-700 65 3.39 .580 
701 + 23 3.44 .47.5 
Performance (Grad QPA) 
E=3.47: Significant to 
Individual 9555 Cl for Mean 
Based on Pooled StDev 
(--*--) 
(-*--) 
(-*-) 
(-*— 
+-- + 
3.20 3.40 3.60 
the .01 level 
) 
Correlations and Regression Analysis 
GRE Correlation r r squared Correc. 
Verb to Performance Squared for Deg of Freed, Signfcnce 
All 
.185 3.455 3.255 
.01 Level 
200-400 .034 
.155 055 No 
401-500 .054 
.355 055 No 
501-600 .016 055 0% No 
601-700 
-.133 1 .855 0.255 No 
701 + 
.157 2.555 055 No 
Summary: The effect of the GRE Verbal test is generally 
significant in accounting for variations in 
performance. Its correlations and predictive 
levels are low. Variations in performance within 
GRE Verbal subgroups are statistically significant 
in accounting for variation in graduate 
statistically significant p"d1ct^8r°UP °fferS 3 
TABLE #14 
EFFECT OF PERFORMANCE ON GRE QUANTITATIVE 
GRADUATE QUALITY POINT AVERAGE 
TEST ON 
Description 
GRE Quant 
N 
Mean QPA 
Median QPA 
StDev 
All 
1,025 
3.25 
3.44 
0.67 
200-500 
11 
2.76 
2.83 
0.80 
501-600 
72 
3.27 
3.27 
0.42 
601-700 
180 
3.29 
3.39 
0.52 
701 + 
142 
3.47 
3.55 
0.50 
One Way Analysis of Variance 
GRE 
Quant N 
200/500 11 
501-600 72 
601-700 180 
701 + 142 
Mean StDev 
2.76 .799 
3.27 .417 
3.29 .524 
3.47 .502 
Individual 95# Cl for Mean 
Based on Pooled StDev 
--+-+- 
(-* ) 
(-*-) 
(-*-) 
--+-+ 
Performance (Grad QPA) 2.70 3.00 3.30 
F=9.00: Significant to the .01 level 
Correlations and Regression Analysis 
GRE Correlation r r squared Correc. 
Quant to Performance Squared for Deg of Freed, Signfcnce 
All 
.240 5.7# 5.5# .01 Level 
200-500 .01 4 0# 0# No 
501-600 
.073 .5# 0# No 
601-700 
.025 .1# 0# No 
701 + .180 3.3# 2.6# .05 Level 
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Summary: The effect of the GRE quantitative test In 
generallyfSignificant in accounting for variations 
capabilities are low wL Predlctlve 
GREQ Offer a significant but 
predictor. The analysis of 
significantly indicate that 
performance will result from differences^in 
received. 
above 700 on the 
low performance 
variance does 
variations in 
scores 
TABLE #15 
EFFECT OF PERFORMANCE ON GRE ANALYTIC TEST ON 
GRADUATE QUALITY POINT AVERAGE 
Description 
GRE Analytic 
N 
Mean QPA 
Median QPA 
StDev 
All 200-500 
1,025 96 
3.25 3.19 
3.44 3.27 
0.67 0.51 
501-600 601-700 
122 109 
3.26 3 - -45 
3.31 3.50 
0.54 0.44 
701 + 
41 
3.39 
3.60 
0.61 
One Way Analysis of Variance 
Individual 95% Cl for Mean 
Based on Pooled StDev 
Analytic N Mean StDev-+-+-+ 
200-500 96 3.19 .512 (-*-) 
501-600 122 3.26 .543 (-*-) 
601-700 109 3.45 .438 (-*— 
701 + 41 3.39 .615 (-*- 
-+-+-+ 
Performance (Grad QPA) 3.22 3.36 3.50 
F=5.28: Significant to the .01 level 
) 
) 
Note: significant differences exist to the .05 level between 
students scoring 501-600 on the analytic GRE from 
those scoring in the 601-700 range. 
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Correlations and Regression Analysis 
GRE Correlation 
Verb to Performance 
AH .200 
200-500 .080 
501-600 .078 
601-700 .065 
701 + .271 
r 
Squared 
4.0$ 
.6$ 
.6$ 
.4$ 
7.4$ 
£ squared Correc. 
for Deg of Freed. 
"3.7$ 
0$ 
0$ 
0$ 
5.0$ 
Signfcnce 
.01 Level 
No 
No 
No 
No 
Summary: Variations 
provide 
account for 
Although the 
ln GREA test scores 
statistically significant factors that 
variation in graduate performance. 
capabilitT^ °ffeP predictive 
capability, they are low. Individual subgroups 
offer no statistically significant predict! 
pow6r• ve 
TABLE #16 
EFFECT OF PERFORMANCE OF UNDERGRADUATE QUALITY POINT AVERAGE 
ON GRADUATE QUALITY POINT AVERAGE 
Description 
Ugrad QPA ALL 
N 1 ,025 
Mean QPA 3.25 
Median QPA 3.44 
StDev 
.67 
0-2.50 2.51-3.00 
39 111 
3.37 3.19 
3.45 3.28 
.45 .60 
3.01-3.50 3.51-4.00 
1 77 78 
3.36 3.49 
3.44 3.60 
.45 .49 
Ugrad 
QPA 
0-2.50 
2.51- 3.00 
3.01-3.50 
3.51- 4.00 
One Way Analysis of Variance 
Individual 95$ Cl for Mean 
Based on Pooled StDev 
N Mean StDev-+-+-+— 
39 3.37 .454 (-*-) 
111 3.19 .604(-*-) 
177 3.36 .446 (-*-) 
78 3.49 .492 (-*-- 
-+-+-+- 
3-22 3.36 3.50 Performance (Grad QPA) 
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£ 5.75: Significant to the 
•01 level 
Note: Significant differences pviot- ... 
PoJnrnav“age3Stbetf3 had “"^raduaie 
undergraduate performance was’ln^he^^l-3°5o r^036 
NO statistically significantdWer^eC Cx^8^ 
averages^of H?8 t Stfents havln8 undergraduate 
undergraduate ^lit^nf ^ 
Correlations and Regression Analysis 
Ugrad Correlation 
QPA to Performance 
AH .160 
0-2.50 .052 
2.51- 3.00 -.004 
3.01-3.50 .106 
3.51- 4.00 .232 
r squared Correc. 
squared for Deg of Freed, Signf cnce 
2.6% 2.3% 
.01 Level 
.3% 0% No 
0% 0% No 
1.1% .6% No 
5.4% 4.1$ 
.05 Level 
Summary: Variation in undergarduate QPA is a statistically 
significant factors in accounting for variation in 
graduate performance. The undergraduate QPA is 
generally a significant though weak predictor of 
performance as is its range of 3.51 to 4.00 on 
graduate quality point average. 
No extraordinary relationships emerge from the analysis 
of stratified variables against graduate performance. This 
would partially result from the heterogeneous nature of the 
sample. However a number of interesting factors present 
themselves including the notion that student age bears 
little relevance to performance. The one-way analysis of 
variance for age on performance does not indicate sig¬ 
nificant levels of interaction. One might have suspected 
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that increased 
perform. While 
abilities beyond 
is minor. When 
analysis against 
cally significant 
age would result in reduced ability to 
there is slight indication of diminished 
age thirty-six (correlation of -.110), it 
performance is subjected to regression 
this age group, it provides no statisti- 
predictive capability. 
The data does not support those who posit that the 
older engineer is unable to compete, and to balance home and 
professional responsibilities with those of academe. While 
the information does not support a counter argument, it does 
call such critics into question. if anything, the data 
offers credence to Knowles (132) and his supporters who 
contend that older adults bring a wealth of beneficial 
experience and commitment to the educational process. 
Statistically significant differences in performance do 
develop through interaction with student degree age. While 
the overall correlation (.119) and general predictive levels 
are low (1.2# adjusted for degrees of freedom), it is inter¬ 
esting to note that mean graduate quality point averages 
tend to increase with a rise in degree age. However, this 
must be considered with caution as the correlation between 
performance and degree age is only positive for students 
with B.S. degrees from 6 to 10 years old. 
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There may be a point where the positive relationship 
between increasing degree age and performance ceases. 
Observe that students with degree ages older than eleven 
exhibit a negative correlation to performance (-.276). 
Though the predictive value is low (adjusted r squared=5.6) 
and insignificant, it does hint at a trend. 
summary, while neither age nor degree age offer 
strong correlations or predictors when measured against 
performance, results tend to suggest that the academic 
abilities of older engineers may be underestimated. There 
is little statistical evidence to warrant the assertion that 
increased age leads to diminished academic performance. 
Analyses of variance do indicate significant perfor¬ 
mance variations resulting from differences on GRE verbal, 
quantitative, and analytic tests. In each instance, general 
correlations were positive. Of the three tests, the quan¬ 
titative examination offers the strongest predictor. Yet, 
even it accounts for merely 5.5% of the interaction and has 
a correlation of only .240. While some might be surprised 
at this low level, it confirms Gibbons’ who also detected 
low predictive strength for the quantitative test among 
Stanford engineering students. 
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On 
largest 
the other hand, quantitative scores did offer the 
statlstl° for significance of the three test 
scores in 
variation 
analyses of variance, 9.00. This indicates that 
in test scores will likely result in variation in 
performance. 
Among the GREQ subgroups, mean graduate quality point 
averages recorded were 2.76 (200-500 GREQ), 3.27 (501-600 
GREQ), 3.29 (601-700 GREQ) and 3.47 (701-800 GREQ). While 
the lowest group might be discarded due to a relatively low 
sample size (11) and wide standard deviation (.799), dif¬ 
ferences at the other end of the spectrum do seem 
significant. Note that students in the mid-ranges (501-600 
and 601-700) exhibited mean performances of 3.27 and 3.29 
respectively. However, those who had GREQ scores in excess 
of 700 had a mean quality point average nearly two tenths of 
a point higher. Clearly, those who perform very well on the 
quantitative test can be expected to do well in graduate 
engineering programs. However, caution should be exercised 
in attaching too much significance to this statistic as the 
GREQ subgroup has small (r squared=3.3) predictive value. 
Again, while the observed variations may be statistically 
significant, their impact is low. Other factors are at 
work. 
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While neither the ORE Verbal nor Analytic testa offered 
high correlations to graduate performance, 1.85 and 2.00, 
in both cases, their analyses of variance with performance 
were both significant to the .0, level. As was the case 
with the GREQ, the overall relationships of the GREV and 
CREA were significant but weak. Scheffe tests offered 
Significant differences between those individuals’ perfor¬ 
mance who scored between 501-600 versus those who scored 
601 [00 on the analytic test. No significant differences in 
performance were indicated when GREA scores changed from the 
601-700 range to above 700. 
Similar to those conducted for GRE tests, analyses of 
variance for stratified undergraduate performance indicate 
substantial and statistically significant differences in 
graduate quality grade point average with variations in the 
undergraduate record. While data offer low statistical 
correlations and predictive capability, one is struck by the 
seeming sensitivity of the graduate QPA to changes in levels 
of the undergraduate QPA. Ignoring the category of students 
with undergraduate grades from 0 to 2.50 due to a low sample 
size (N=39), the change in graduate performance from those 
with undergraduate grades jumping from the 2.51-3.00 level 
to 3.01-3.50 is .17 (3.19 to 3.36). When the levels change 
from 3.01-3.50 to 3.51-4.00, there is an additional rise of 
•13 (3.36-3.49). The mean performance by students with 
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undergraduate quality point averages in the a.5l to 3.00 
range was significantly different (.05 level) from students 
with undergraduate performance from 3.01 to 3.50. 
Taken in toto, neither the variables acting as a whole 
nor in a stratified mode offer high correlations nor high 
levels of predictive value. While the data indicate that 
age and degree age have little relevance on a student’s 
performance, dismissing to a degree the concern that older 
students "loose it”, the reader can infer that those who 
perform exceptionally well in the GRE verbal and quantita¬ 
tive tests and have very strong undergraduate records will 
perform in a like manner at the graduate level. 
Caution is again urged on assuming too much from the 
previous inferences. Low correlation correlation coeffi¬ 
cients and a heterogeneous sample population allow the above 
to constitute only the grossest of introductory analyses. 
No statistically significant differences 
will occur in graduate grade point average 
between students enrolled on-campus and 
video-based off-campus students in graduate 
programs offered by either the Department 
of Electrical and Computer Engineering or 
Industrial Engineering/Operations/Research 
when measured against the following 
variables: age at the point of initial 
matriculation; degree age at the point of 
initial matriculation; scores on the 
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Graduate Record Examination’s 
lvided into six categories: 
verbal, 
To recapitulate, student records were divided into the 
following categories. 
TABLE #17 
STUDENT CATEGORIES BY PROGRAM AND LOCATION 
Category #1: On-campus, degree seeking, graduate 
students enrolled in the Department of 
Electrical and Computer Engineering 
Category #2 Off-campus, degree seeking, graduate 
students enrolled in the Department of 
Electrical and Computer Engineering 
through the Videotape Instructional 
Program 
Category #3 Off-campus non-degree students 
enrolled in graduate courses offered 
by the Department of Electrical and 
Computer Engineering through the 
Videotape Instructional Program 
Category #i| On-campus, degree-seeking, graduate 
students enrolled in the Department of 
Industrial Engineering/Operations 
Research 
Category #5 Off-campus, degree-seeking, graduate 
students enrolled in the Engineering 
Management concentration of the 
Department of Industrial Engineering/ 
Operations Research offered through 
the Videotape Instructional Program 
Category #6 Off-campus non-degree students 
enrolled in graduate courses offered 
by the Department of Industrial 
Engineering/Operations 
through the Videotape 
Program. 
Research 
Instructional 
REENGiSeehng°dISCIPUNESBLEfi rr STUDENTS DIVIDED INTO 
E“ and - 
Before analyzing the relationships of variables to 
performance within individual categories, attention win be 
addressed to determining significant differences occurring 
Within the two engineering disciplines: Electrical and 
Computer Engineering and Industrial Engineering/ Operations 
Research. Towards this end, one-way analyses of variance 
were conducted to accept or reject the notions that no 
differences in mean graduate performance would occur as a 
result of students studying on or off-campus. 
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STUDENTS ENROLLED IN GRADUATE COURSES THROUGH THE DEPARTMENT 
LECTRICAL AND COMPUTER ENGINEERING 
TABLE #18 
DIFFERENCES IN MEAN GRADUATE QUALITY POINT AVERAGE 
BY CATEGORY 
Description 
Grad QPA All 
N 727 
Mean QPA 3.25 
Median QPA 3.44 
StDev .674 
CAT #1 
219 
3.25 
3.37 
.569 
CAT #2 
84 
3.44 
3.50 
.507 
CAT #3 
424 
3.21 
3.50 
.744 
One Way Analysis of Variance 
Mean Performance by Student by Category 
Grad 
QPA 
Catgry N Mean StDev 
#1 219 3.25 .569 
#2 84 3.44 
.507 
#3 424 3.21 .744 
Individual 95% Cl for Mean 
Based on Pooled StDev 
+-+-+ 
(-* ) 
(-*- 
(--*-) 
+-+-+ 
Performance (Grad QPA) 3.24 3.36 3.48 
1=4.17: Significant at the .05 Level 
Note: No significant 
students in category #1 
differences exist between 
from those in category #2. 
Summary: Though differences in student category will 
significantly account for variations in 
performance there is no statistically significant 
difference in mean performance levels between on 
and off-campus ECE degree students. 
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TABLE #19 
differences in age by category 
Description 
Age All CAT #1 
N 1,151 225 
Mean Age 29.51 25.35 
Median Age 28.00 24.00 
StDev 7.01 4.15 
CAT #2 
86 
30.67 
29.00 
6.29 
CAT #3 
418 
29.51 
28.00 
6.62 
One Way Analysis of Variance 
Age by 
Catgry N Mean StDev 
#1 225 25.35 4.15 
#2 86 30.67 6.29 
#3 418 29.51 6.62 
Individual 95$ Cl for Mean 
Based on Pooled StDev 
-+--  
(-*-) 
Performance (Grad QPA) 
F=43.55: Significant at 
-- 
26.0 
the .01 
28.0 
Level 
(—- 
(--*-) 
-+- 
30.0 
Summary. A statistically significant variation in age 
exists between on and off-campus ECE students but 
not between off-campus degree and off-campus non¬ 
degree ECE students. Off-campus ECE students are 
generally older than on-campus ECE students. 
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TABLE #20 
differences in degree age by category 
Description 
Degree Age All 
H 1’167 Mean Degree Age 0.961 
Median Degree Age o 
StDev 3.Q8 
CAT #1 CAT #2 
228 87 
2.23 6.78 
1.00 5.00 
3.69 6.57 
One Way Analysis of Variance 
Degree 
Age by 
Catgry N Mean StDev 
#1 228 2.23 3.689 
#2 87 6.78 6.569 
Individual 95$ Cl for Mean 
Based on Pooled StDev 
-+--- 
Performance (Grad QPA) 2.0 4.0 
F=59.99: Significant at the .01 Level 
+ 
-) 
— + 
8.0 
Summary: The degree age of on-campus ECE degree students is 
significantly different from off-campus degree 
students. Off-campus ECE degree students have a 
higher mean degree age than on-campus ECE 
students. 
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TABLE #21 
DIFFERENCES IN PERFORMANCE ON GRADUATE RECORD 
VERBAL TEST BY CATEGORY EXAMINATION 
Description 
GRE Verbal 
N 
Mean GRE Verbal 
Median GRE Verbal 
StDev 
All 
285 
524.3 
530.0 
124.2 
CAT #1 CAT #2 
208 73 
512.3 557.0 
520.0 570.0 
124.6 120.0 
One Way Analysis of Variance 
K Individual 95% Cl for Mean 
_ by Based on Pooled StDev 
Catgry N Mean StDev ----- + 
#1 208 512.3 124.6 (-*-) +" 
#2 73 557.1 119.9 (-*_} 
P.rformance (Grad QPA) 510 """'^0 5_70+ 60(T 
£-7.12: Significant at the .01 Level 
Summary: Scores on the GRE Verbal test are significantly 
different among on-campus ECE students when 
compared to off-campus ECE students. Off-campus 
ECE students have a higher mean GREV score than do 
on-campus ECE students. 
129 
TABLE #22 
differences in performance 
QUANTITATIVE ON GRADUATE RECORD EXAMINATION TEST BY CATEGORY 
Description 
GRE Quantitative 
N 
Mean GRE Quant 
Median GRE Quant 
StDev 
All 
283 
682.5 
690.0 
69.4 
CAT #1 
208 
683.3 
690.0 
68.1 
CAT #2 
73 
681 .2 
700.0 
73.7 
One Way Analysis of Variance 
GRE 
Quant 
by 
Catgry N Mean StDev 
#1 208 683.3 68.1 
#2 73681.2 73.7 
Individual 95# Cl for Mean 
Based on Pooled StDev 
(-* 
(-- 
--- 
Performance (Grad QPA) 670 680 
F=0.05: Not Significant 
+- 
) 
700 
Summary: Scores on the GRE Quantitative test are not 
significantly different between on and off-campus 
ECE degree students. 
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TABLE #23 
differences in graduate record examination analytic test 
BY CATEGORY 
Description 
GRE Analytic 
N 
All CAT #1 CAT #2 
252 186 64 Mean GRE Anal 588.5 582.9 607 .0 
Median GRE Anal 
StDev 
590.0 
107.7 
590.0 
106.3 
625 
109 
.0 
.0 
One Way Analysis of Variance 
GRE 
Anal 
by 
Catgry N Mean StDev 
#1 186 582.9 106.3 
#2 64 606.7 109.2 
Individual 95% Cl for Mean 
Based on Pooled StDev 
-+-+- 
( * ) 
(-#- 
Performance (Grad QPA) 580 
F=2.36: Not Significant 
—+ 
600 
— + 
620 
) 
Summary: Scores on the GRE Analytic test are not 
significantly different between on and off-campus 
ECE degree students. 
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TABLE #24 
DIFFERENCES IN UNDERGRADUATE QUALITY POINT AVERAGE 
BY CATEGORY 
Description 
Undergraduate QPA All 
N 288 
Mean Ugrad QPA 3.185 
Median Ugrad QPA 3.230 
StDev .402 
CAT #1 CAT #2 
212 72 
3.212 3.097 
3.240 3.105 
•367 .479 
One Way Analysis of Variance 
Ugrad 
QPA 
by 
Catgry N Mean 
#1 212 3.212 
#2 72 3.097 
StDev 
.367 
.479 
Individual 95% Cl for Mean 
Based on Pooled StDev 
--- 
Performance (Grad QPA) 3.705 3.150 
F=4.48: Significant at the .05 Level 
-+ 
3.225 
) 
Summary: A statistically significant differences exists 
among undergraduate records for on and off-campus 
ECE degree students. On-campus students evidence 
a higher mean undergraduate quality point averages 
than do off-campus students. 
The preceeding analyses of variance for Electrical and 
Computer Engineering students offer a number of interesting 
points. They also raise a number of questions for future 
research. Of primary interest is the AN0VA indicating 
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graduate 
performance being dependent upon category. The 
mean graduate performance for on-campus degree students is 
3.2H8. Off-campus video-based degree students exhibit a 
mean graduate average of 3.^1. When non-degree students 
are removed through post-hoc analysis (Scheffe), results 
support the hypothesis that student category is not a 
statistically—significant variable in accounting for varia- 
~°n—~n grades*- This begins to refute the argument offered 
by Gibbons and reported by Shanks and others who contend 
that quality instructional television requires the support 
of local tutors. This analysis offers that this need not be 
the case. These statements do not assert that no "human 
intervention" is required. Indeed, faculty are only a phone 
call away and interaction is encouraged. Rather, it does 
support the position that local tutors, although desirable, 
are not required in an ITV mode to support effective 
instruction. 
While data indicate off-campus degree students in 
Electrical and Computer Engineering students notes that off- 
campus degree-seeking video-based students performing at a 
(mean) higher level than on-campus degree students, the same 
cannot be said for non-degree off-campus students. These 
students, similar to off-campus degree students in age 
(30.51 versus 30.67), perform significantly worse. They 
offer a mean graduate quality point average of 3.21 compared 
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to 3.44 for off-campus degree students and 3.25 for on- 
campus degree students. 
Even this data presents non-degree student performance 
in a more positive light than warranted. Recall that the 
sample of non-degree students was restricted to those in¬ 
dividuals who completed courses. This group represents only 
50$ of the total actually registering for courses. If one 
assumes that a substantial portion of those students 
withdrew because they were in danger of failing the course, 
(133) the group's mean graduate quality point average would 
be substantially lower. Hypothetically, if those who 
withdrew, dropped courses, or had records of incomplete, 
were considered to have failed the course (as no doubt many 
would have had they not taken the action they had) the mean 
graduate quality point average would plummet to 1.60. Were 
on and off-campus degree program drop-outs also included in 
the sample, the mean performance for those categories would 
be 3.12 (on-campus) and 3-32 (off-campus). 
The poor performance evidenced among non-degree video- 
based students supports Gibbons' thesis (134) that 
motivation, as indicated by participation in a degree 
program, is a requirement for successful participation in 
video (as well as other forms of) instruction. 
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Following-up on the issue of students performance, 
assume that the non-degree drop-outs included at least two 
subgroups: those who thought they had both the desire and 
ability to complete a graduate degree program and those just 
wanting to "brush-up" or get "caught-up" with the state-of- 
the-art. 
While better advising and counseling might preclude 
many without necessary skills from registering, corporate 
policies need to be changed to better serve engineers whose 
motivation is professional development rather than an ad¬ 
vanced degree. In many instances, these individuals are 
forced to enroll in credit courses as only they are covered 
by the employers’ tuition reimbursement policies. Corporate 
personnel and training officers have long held to the belief 
that only through the rigors of earning academic can they be 
assured that learning actually took place. This position 
forces requires those seeking only professional development 
to involve themselves in a more theoretical course than they 
might want or need, one requiring a longer and more struc¬ 
tured time commitment, and level of participation 
(completing tasks associated with getting a grade) beyond 
that which they were initially willing to offer. The 
frustrations caused by this less than ideal fit between 
student needs and course requirements no doubt fosters the 
higher attrition evidenced among non-degree students. 
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Liberalized tuition reimbursement policies that fund 
participation in non-credit courses or in credit courses on 
an audit or non-credit basis would go far to resolve student 
frustration and their resulting inordinately high level of 
failure and attrition. 
Returning to the ANOVA’s, statistically significant 
data evidence that off-campus students are approximately 
five years older than their on-campus counterparts with 
parallel differences in degree ages while no differences 
exist between scores on the GRE Quantitative test (686 on- 
campus versus 681 off-campus). 
Interesting, off-campus students had higher verbal and 
analytic test scores than did the traditional graduate 
students. On campus enrollees had mean scores of 512 on the 
verbal and 583 on the analytic test. This compared to mean 
scores of 557 and 607 respectively by off-campus degree 
students. The differences between categories for scores on 
the verbal test proved significant to the .01 level but were 
insignificant on the analytic test. These result in the 
following question: do undergraduates with higher verbal 
and analytic proclivities gravitate more to industry than 
undergraduates who are not as high in these areas or, do 
skills in these areas develop once individuals have been in 
the world of work for a period of time? 
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On-campus students have higher mean undergraduate grade 
point averages than do off-campus participants. The dif¬ 
ference (3.21 on-campus versus 3.10 off-campus) is 
significant at the .05 level. Yet, even with lower under¬ 
graduate averages, there is no significant variation in mean 
graduate performance between on and off-campus students. 
This may partially result from the low predictive value of 
the undergraduate grades to graduate performance (r squared 
for on-campus is 3-3^-significant to .01 level; r squared 
for off-campus is 2.1$-not significant) which furthers the 
belief in the presence of outside factors. These extraneous 
variables may well include the off-campus student's work 
experience. On the other hand, it could argue the benefits 
derived from use of ITV as an instructional modality. 
Perhaps acting singularly or in concert age, commitment, and 
the flexibilities available in mediated instruction 
(including the ability to study flexibly, stop tapes and 
repeat unclear sections, etc.) help those with less than 
stellar undergraduate averages to perform exceptionally 
well. This also concurs with Gibbons' findings in the 
Stanford TVI program. 
The previous analysis concerned itself with on and off- 
campus video-based students enrolled in courses offered 
through the University of Massachusetts' Department of 
Electrical and Computer Engineering. The following, which 
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can be 
used for comparative purposes, relates to similarly 
situated students enrolled in the Department of Industrial 
Engineering/Operations Research (IEOR). Note that off- 
campus IEOR degree students participated in a graduate 
program leading to a Master's Degree in Engineering 
Management. Even though the degree earned is different, 
both are accredited and the courses offered in the 
Management program were the exact same courses offered on- 
campus. 
STUDENTS ENROLLED IN GRADUATE COURSES THROUGH THE DEPARTMENT 
OF INDUSTRIAL ENGINEERING/OPERATIONS RESEARCH 
TABLE #25 
DIFFERENCES IN MEAN GRADUATE QUALITY POINT AVERAGE 
BY CATEGORY 
Description 
Grad QPA All CAT #4 CAT #5 CAT 
N 301 83 66 152 
Mean QPA 3.22 3.35 3.41 3.06 
Median QPA 3.41 3.45 3.50 3.33 
StDev .720 
.603 .467 .831 
One Way Analysis of Variance 
Mean Performance by Student Category 
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Catgry N Mean StDev 
#4 83 3.35 
.603 
#5 66 3.41 
.467 
#6 152 3.06 
.831 
Individual 95$ Cl for Mean 
Based on Pooled StDev 
------ 
(-*- 
( *— 
(--*-) 
-+---+ 
Performance (Grad QPA) 3.00 3.20 3.40 
F=7.27: Significant at the .01 Level 
+ 
) 
3.60 
Post-hoc examination indicates that variation in 
performance for students in Category #4 and Category 
#5 was not significantly effected by category. 
Summary: While the ANOVA indicates statistically 
significant variances in performance between the 3 
categories, there was no significant variation in 
performance between on and off-campus degree 
students in IEOR. Off campus degree students 
exhibited a slightly higher mean performance than 
on-campus degree students. 
TABLE #26 
DIFFERENCES IN AGE BY CATEGORY 
Description 
Age All CAT #4 CAT #5 CAT #6 
N 364 85 66 150 
Mean Age 30.00 26.19 31 .32 30.59 
Median Age 28.00 25:00 30.00 29.00 
StDev 7.09 5.48 6.00 7.09 
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One Way Analysis of Variance 
Individual 95% Cl for Mean 
Based on Pooled StDev 
StDev ---+- 
5.48 (-»-) 
6.00 (_ 
7.09 
--+■- 
Performance (Grad QPA) 26.4 28.8 31 
F=16.05: Significant at the .01 Level 
Summary. While significant variations in age exist between 
on and off-campus IE0R students, they do not exist 
between off-campus degree and non-degree students. 
Off-campus IE0R students are generally older than 
on-campus IE0R students. 
Age by 
Catgry N Mean 
#4 85 26.19 
#5 66 31.32 
#6 150 30.59 
TABLE #27 
DIFFERENCES IN DEGREE AGE BY CATEGORY 
Description 
Degree 
Age All CAT #4 CAT #5 
N 368 85 67 
Mean Degree Age 1 .70 3.28 5.10 
Median Degree Age 0 2.00 4.00 
StDev 4.07 5.47 5.46 
One Way Analysis of Variance 
Degree Individual 95% Cl for Mean 
Age by Based on Pooled StDev 
Catgry N Mean StDev -+-+-+-+■ 
#4 85 3.28 5.466 (-*-) 
#5 67 5.10 5.461 (-*- 
-+-+-+-+ 
Performance (Grad QPA) 2.4 3.6 4.8 6.0 
F=4.17: Significant at the .05 Level 
Summary: A statistically significant variation exists In 
students?® 8radUate 
car^^EOR3 g6nerally higher than thol^o/on- 
campus IEOR students. 
TABLE #28 
DIFFERENCES IN PERFORMANCE ON GRADUATE RECORD EXAMINATION 
VERBAL TEST BY CATEGORY 
Description 
GRE Verbal All CAT #4 CAT #5 
N 138 81 55 
Mean GRE Verbal 483.0 468.0 505.0 
Median GRE Verbal 490.0 490.0 490.0 
StDev 120.0 128.0 105.0 
One Way Analysis of Variance 
GRE Individual 95% Cl for Mean 
Verb by Based on Pooled StDev 
Catgry N Mean StDev -+-+-+— 
#4 81 468.0 128.1 (-*-) 
#5 55 505.3 105.4 (-*-) 
-+-+-+-+ 
Performance (Grad QPA) 450 480 510 540 
F=3.18: Not Significant 
Summary: Even though the mean GRE Verbal score for off- 
campus IEOR students is higher than for on-campus 
IEOR students, the difference between the two is 
not statistically significant. 
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TABLE #29 
DIFFERENCES IN PERFORMANCE ON GRADUATE RECORD 
QUANTITATIVE TEST BY CATEGORY EXAMINATION 
Description 
GRE Quantitative 
N 
Mean GRE Quant 
Median GRE Quant 
StDev 
All 
138 
632.5 
630.0 
83.0 
CAT #4 
81 
626.7 
640.0 
84.6 
CAT #5 
55 
641 .6 
630.0 
81 .9 
One Way Analysis of Variance 
GRE 
Quant 
by 
Catgry N Mean StDev 
#4 81 626.7 84.6 
#5 55 641 .6 81 .9 
Individual 95$ Cl for Mean 
Based on Pooled StDev 
(-*-) 
(- 
H-—-+ 
Performance (Grad QPA) 624 640 
F=1.05: Not Significant 
+ 
+ 
) 
656 
Summary: Though off-campus IEOR graduate students have a 
higher mean GREQ score than do on-campus IEOR 
students, the differences is not statistically 
significant. 
142 
TABLE #30 
DIFFERENCES IN GRADUATE RECORD EXAMINATION ANALYTIC TEST 
BY CATEGORY 
Description 
GRE Analytic 
N 
Mean GRE Anal 
Median GRE Anal 
StDev 
All CAT #4 CAT #5 
131 74 55 
541.0 545.0 537.0 
550.0 565.0 540.0 
119.0 124.0 115.0 
One Way Analysis of Variance 
GRE 
Anal Individual 95% Cl for Mean 
by Based on Pooled StDev 
Catgry N Mean StDev -+-+_+_ 
#4 74 544.9 1 24.3 (-*_) 
#5 55 537.3 1 1 4.6 (- -} 
+-- +- 
Performance (Grad QPA) 520 540 560 
F=0.13: Not Significant 
Summary: On-campus IEOR graduate students have a slightly 
higher GREA score when compared to that of off- 
campus IEOR students. The differences are not 
significant. 
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TABLE #31 
DIFFERENCES IN UNDERGRADUATE QUALITY POINT AVERAGE 
BY CATEGORY 
Description 
Undergraduate QPA All CAT #4 CAT #5 N 133 79 52 
Mean Ugrad QPA 2.946 3.061 2.750 
Median Ugrad QPA 2.950 3.070 2.740 
StDev 
.457 .381 
.498 
One Way Analysis of Variance 
Ugrad 
QPA Individual 95% Cl for Mean 
by Based on Pooled StDev 
Catgry N Mean StDev _____ 
M 79 3.061 .381 (_ 
#5 52 2.750 .498 (-*-) 
+-+-+ 
Performance (Grad QPA) 2.72 2.88 3.04 
F=16.43: Significant at the .01 Level 
+ 
) 
3.20 
Summary: Statistically significant variations occur between 
the undergraduate quality point average of on and 
off-campus campus IE0R graduate students. On- 
campus students exhibit a higher mean 
undergraduate average. 
A number a similarities are evident from the data 
describing Industrial Engineering/Operations Research stu¬ 
dents and Electrical and Computer Engineering students. In 
both programs, off-campus degree students show higher mean 
scores on the GRE quantitative and analytic tests than do 
on-campus students. Note however, that in the Engineering 
Management program, the mean analytic score for off-campus 
students falls below the on-campus mean, the opposite for 
students in Electrical and Computer Engineering. 
Similarly, in both programs, off-campus degree students 
have higher mean graduate averages while non-degree video- 
based enrollees lag far behind. For the IEOR students, the 
differences are significant to the .01 level but no doubt 
reflect the poor showing of the non-degree students (mean 
scores: Category #4-3.35; Category #5-3.41; Category #6- 
3.06). Yet, as with the data from Electrical and Computer 
Engineering, post-hoc (Scheffe) analysis yielded no sig- 
nificant differences in performance among on-campus degree 
students when compared to those studying off-campus through 
untutored video. 
Looking at the non-degree video students, were those 
students who dropped or withdrew assumed to have failed and 
were these grades incorporated into the sample, the varia¬ 
tion between IEOR categories would be even more dramatic 
(respective mean graduate quality point averages: 3.27, 
3.35, 2.15). 
Personal anecdotal data suggests that less qualified 
students are initially attracted to the Engineering 
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Management, viewing it as less rigorous and more attainable. 
These are often individuals whose backgrounds disqualify 
them for study in the Electrical and Computer Engineering 
graduate program. Given the quantitative nature of the 
program, they quickly discover their error. 
In both programs, IEOR and ECE, students’ ages and 
degree ages are markedly similar. On campus students are 
between 25 and 26 while their off-campus counterparts are 
30. In ECE, the on and off-campus mean degree ages are two 
and six. In IEOR, the means are three and five, 
This bears future study in terms of its implication to 
engineering manpower. Why would a thirty year-old engineer 
move so quickly away from engineering and seek a management 
degree? While there is no doubt that management require¬ 
ments are placed early on young engineers, the question 
remains whether the employer would be better served with a 
more highly trained engineer than a degreed manager? The 
issue is complicated by data suggesting less qualified 
technical engineers, as indicated by undergraduate quality 
point averages, seeking the Engineering Management degree. 
Note that the mean undergraduate quality point average for 
Engineering Management degree students is 2.75 while for the 
Electrical and Computer Engineering off-campus graduate 
student, it approaches 3.21. Further, in all three tests on 
the Graduate Record Examination, Engineering Management 
students have lower mean scores than their ECE counterparts. 
In this instance, the oft-noted saw, ’’make an engineer a 
manager and you lose a good engineer and gain a lousy 
manager," might be amended to say, "make a lousy engineer a 
manager ..." One might question the impact that this has 
on the long-term practices prevalent in American industry. 
Are we to assume from this data that less qualified 
technical staff are making engineering decisions impacting 
upon America’s long-term high technology future? This 
crucial issue also bears future analysis. 
ANALYSIS OF PERFORMANCE AND INTERACTION OF VARIABLES BY 
CATEGORY 
The following analyses will focus upon the interac- 
tionof individual variables (in both gross and stratified 
modes) upon specific student categories. Results will 
provide detailed descriptions, comparisons, and predictive 
values of each variable upon performance as measured against 
the graduate quality point average. It offers the finest 
level of analysis relating the variables to performance In 
this study. 
The following table of correlations and means is 
provided for descriptive purposes. It summarizes the 
categorical characteristics that will be discussed in detail 
in the following report of the research. 
TABLE #32 
CORRELATIONS AND MEANS BY CATEGORY 
CAT 1 CAT 2 CAT 3 CAT 4 CAT 5 CAT 6 
MEAN GRADUATE 
QUALITY POINT 
AVERAGE: 
3.25 3.44 3.21 3.34 3.41 3.06 
AGE: 
Sample Size 219 86 424 85 66 152 
Mean 25.3 30.7 30.5 26.2 31.3 31 .1 
Corr. to Grad 
QPA .161 .102 .054 
-.338 -.122 .052 
DEGREE AGE: 
Sample Size 228 87 85 67 
Mean 2.23 6.78 3.28 5.10 
Corr. to Grad 
QPA .226 .130 
-.307 .105 
GRE VERBAL: 
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Sample Size 
Mean 
Corr. to Grad 
QPA 
GRE QUANTITATIVE 
Sample Size 
Mean 
Corr. to Grad 
QPA: 
GRE ANALYTIC: 
Sample Size 
Mean 
Corr. to Grad 
QPA 
208 
512 
73 
557 
81 
468 
55 
505 
.133 .21 7 
.057 
.297 
208 
683 
73 
681 
81 
627 
55 
642 
.182 
.316 
.366 
.303 
186 
583 
64 
607 
74 
545 
55 
537 
.110 
.076 
.228 
.362 
UNDERGRADUATE QUALITY POINT AVERAGE: 
Sample Size 21 2 72 
Mean 3.21 3.10 
Corr. to Grad 
QPA .250 
. 1 44 
79 52 
3.07 2.74 
.246 .062 
CATEGORY #1 
ON CAMPUS DEGREE STUDENTS 
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING 
The following statistics describe the interaction of 
variables upon on-campus graduate degree students in the 
University of Massachusetts' Department of Electrical and 
Computer Engineering. On average, full-time resident 
graduate students are twenty-five years of age and two years 
beyond their undergraduate program where they earned a mean 
quality point average of 3.21. Their GRE verbal, quantita¬ 
tive, and analytic tests scores are 512, 683, and 583. 
Overall performance in graduate school is 3,25 on a 4.0 
scale. 
No independent variable offers high correlation to 
graduate quality point average. The highest among these are 
degree age (.226) and cumulative undergraduate average 
(.250). When performance is regressed against age, one 
notes a predictive capacity of only 2.6$ (2.1 when corrected 
for degrees of freedom). Yet, for on-campus ECE students, 
age was significant to the .05 level. 
When subjected to analysis of variance one observes 
that variations in performance resulting from age is sig¬ 
nificant to the .05 level. Data also indicate that the 
oldest group of students (31 or older) performed at a higher 
level then did their younger peers. In fact of the three 
age levels (20-25, 26-30, 31 and older), the best correla¬ 
tion to performance was in this older group (.245). A 
slightly negative correlation showed-up in the middle group, 
which also evidenced the worst mean performance among the 
three. 
150 
Caution should be exercised in reading too much into 
these data, particular when confronted with the meager 
correlations and small predictive power of the variable. On 
the other hand, it offers further support to the argument 
that increasing student age does not necessarily result in 
diminished academic performance. Unfortunately, the data 
does not indicate upper limits for this position. For 
instance, at what point in age, if any, would performance 
drop-off. Regardless, it does support Knowles who contends 
that adults, committed to a program, bring a great deal to 
it. 
Given the correlation of age to degree age of students 
in this category (.864), it is not surprisingly that degree 
age data support the contentions noted above. The analysis 
variance offered that students with degrees five year old 
or older perform the best among the three groups. Students 
with degrees from two to four years old, on average, per¬ 
formed the worst. The correlation of degree age to student 
performance in this group was -.203 while the correlation 
for students in the oldest group was .397. Again, note the 
caution that degree age predicted only 5.7# (4.7# adjusted 
for degrees of freedom) of the variation and that this 
proved statistically insignificant. 
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Little relationship 
scores on the Graduate 
analytic tests. Regression 
existed between performance and 
Record Examination’s verbal and 
analysis offered overall predic- 
of I.85S (1*3? adjusted for degrees of freedom), 
statistically insignificant, in describing the relationship 
between the verbal test and graduate performance. An r 
squared for predictiveness of only 1.2? (0.7? „hen corrected 
for degrees of freedom) was evidenced on the analytic test's 
regression model. 
Surprisingly, performance and the quantitative portion 
of the GRE, while significant to the .01 level, accounted 
for only 3.3$ of the sample (1.3% adjusted). The correla¬ 
tion between the test and performance was only .182. Recall 
that Gibbons was also surprised with the low relationship of 
Stanford performance to the GREQ. He noted 11$ predictive 
capability. Again, other factors are at work in affecting 
performance. 
Data from post-hoc analyses did indicate statistically 
significant (to .05 levels) variations in performance be¬ 
tween students who scored from 601 to 700 on the 
quantitative test versus those scoring above 701. The mean 
graduate average for students in the former group was 3.1*1. 
Students with scores above 701 on the GREQ achieved a mean 
performance level of 3-^0. While there are significant 
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differences between the two groups, in neither instance is 
interaction of the GREQ upon performance statistically 
significant. 
Undergraduate QPA was the variable offering the 
strongest predictive power of prediction. Significant to 
the .01 level, the r squared was 6.3$ of the population 
(5.5* adjusted), while significant, this still accounts for 
a small proportion of the variation. 
The analysis of variance offered significant dif¬ 
ferences in performance accrued from differences in the 
undergraduate QPA (.05 level). However, post-hoc analysis 
evidenced no significant variation in performance among 
enrollees with an undergraduate record of 3.01-3.50 (mean 
graduate QPA of 3.29) versus those with an undergraduate 
record from 3.51 to 4.00 (mean graduate grade of 3.43). 
None of the variables acting individually indicated 
substantial predictive capability. A step-wise regression 
was conducted to determine if better prediction resulted 
from a combination of variables. The results of this 
analysis pointed to undergraduate quality point average, 
degree age, and GREQ score as offering the best joint 
predictor, 16.15?. Unfortunately, this is still quite low, 
leading to questions for future analyses. 
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The previous analyses were offered in light of the 
following data. 
ON-CAMPUS GRADUATE STUDENTS 
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING 
TABLE #33 
SUMMARY DESCRIPTION 
Category #1 Age 
Degree 
Age 
Graduate 
Verbal 
Record 
Quant 
Exam 
Analy 
Ugrad 
QPA 
Grad 
QPA 
Sample Size 
Mean 
Median 
StDev 
225 
25.35 
24.00 
4.15 
228 
2.23 
1 .00 
3.69 
208 
512.3 
520.0 
124.6 
208 
683.3 
690.0 
68.1 
186 
582.9 
590.0 
106.3 
212 
3.212 
3.240 
.367 
219 
3.249 
3.370 
.569 
INTERACTIVE CORRELATIONS 
Degree Graduate Record Exam Ugrad 
Category #1 Age Age Verbal Quant Analy QPA 
Degree Age .864 
GRE Verb 
.345 .332 
GRE Quant 
.051 .112 .420 
GRE Anal .144 
.203 .657 .577 
Ugrad QPA 
-.147 -.165 -.031 .015 .015 
Grad QPA .161 .226 
.133 .182 .110 .250 
M
M
M
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TABLE #34 
AGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
r squared: 
219 
Grad = 269 + (2.23) (AGE) 
2.6 
squared Adjusted for DF: 21 
5.67 
Significant to the .05 level 
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age versus 
PLOT #8 
GRADUATE QPA FOR STUDENTS IN CATEGORY ff] 
Grad QPA 
GRAD 
400.00+ 
** 2 *2* * 
22 * ** * 
2 42 ** ★ 
360.00+ 
433*3* * ** 
3223 * * * 
3722*23 *** * 
234 *2 * 
343** 
320.00+ 
**362>rff*** * 
JW* 
^^222 ** * 
432** * 
2 * 
280.00+ 
* ** * 
*23 * ** 
**2** * * 
** * * 
* 
240.00+ 
* *★ 
* * 
200.00+ 
* 
* 
** 
160.00+ 
* 
* 
* 
* 
120.00+ 
* 
* 
* 
80.00+ 
* 
40.00+ 
0.00+ 
- 
+--+— 
0.00 10.83 21.67 32.30 43.33 34.17 63.0 
Graduate QPA = 269 + 2.23 Age 
Correlation: .161 
r squared: 2.6% 
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TABLE #34A 
Description: Age (Stratified) 
Grad Quality Point Ave for 
Category #1 ALL 
Sample Size 219 
Mean 3.248 
Median 3-370 
StDev 
.569 
Corr. to Grad 
QPA 
.1 61 
r squared 2.6 
r squared Adj DF 2.1 
F= 5.68 
Level of Sig 
.05 
Age 
20-25 
Age 
26-30 
Age 
31 + 
1 47 46 23 
3.234 3.145 3.569 
3.330 3.255 3.700 
.567 .564 
.521 
. 068 
-.01 4 
.245 
0.5 0 6.0 
0 0 1 .5 
0.66 0.01 1.34 
No No No 
Analysis of Variance: Age as a Determinent for Performance 
Mean 
Grad 
Age N QPA StDev 
20-25 147 3.234 
.567 
26-30 46 3.145 .564 
31 + 23 3.569 .521 
Individual 9555 Cl for Mean 
Based on Pooled StDev 
+ + + 
( 
") 
-) 
( * 
+-+-- 
Performance (Grad QPA) 3.12 3.36 3.60 
F=4.58: Significant at the .05 Level 
+ 
) 
3.84 
Significant differences exist at the .01 level 
between variations in performance for students aged 
26-30 versus those 31 years old or older. 
Summary: Age is a significant though low-level predictor of 
variation in performance among on-campus ECE 
graduate students. Variation in student age is 
statistically significant in accounting for 
variations in performance. Significant 
differences in performance were noted between 
students aged 26-30 from those older than thirty. 
h
h
h
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table #35 
DEGREE AGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF- 
4.26 
Significant to the .05 level 
219 
Grad - 317 ♦ (3.47) (Deg Age) 
5.1 
4.7 
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PLOT #9 
DEGREE AGE VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY jf\ 
Grad QPA 
GRAO 
- * 2 
- 3 * 
280.00+ 2 3 * 
- 2 * * 2 
- 3 * 
★ 
— ★ 
240.00+ * * 
* 
* * 
- * 
— * 
200.00+ 
★ 
160.00+ 
- ★ ★ 
- * 
- ★ 
120.00+ 
- ★ 
- * 
80.00+ 
- * 
40.00+ 
0.00+ 
+——--+----+----+-—f- 
0.00 4.17 8.33 12.30 16.67 
Graduate QPA = 317 + 3-^7 Degree Age 
Correlation: .226 
r squared: 5-1% 
-E Degree Age 
23.0 20.83 
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TABLE #35A 
Description: Degree Age (Stratified) 
Grad Quality Point Ave for 
Category #1 ALL 
Sample Size 219 
Mean 3.248 
Median 3.370 
StDev 
.569 
Corr. to Grad 
QPA 
.226 
r squared 5.1 
r squared Adj DF 4.7 
F 11 .65 
Level of Sig 
.01 
Degree Degree Degree 
Age Age Age 
0-1 2-4 5 + 
1 47 37 38 
3.169 3.368 3.430 
3.330 3.500 3.525 
.597 .402 
.552 
.019 
-.203 
.397 
0 4.1 15.8 
0 1.4 13.4 
0.05 1.50 6.75 
No No 
.05 
Analysis of Variance: 
Age as a Determinent for Performance 
Individual 9555 Cl for Mean 
Based on Pooled StDev 
StDev ----- 
.597 (-+-) 
. 402 (-*_ 
.552 (-*- 
+-+- 
Performance (Grad QPA) 3.20 3.36 3 
F=4.26: Significant at the .05 Level 
Summary: Degree age is a significant but minor predictor of 
variation in performance. Significant variations 
in performance result from variations in degree 
age. 
Degree 
Mean 
Degree Grad 
Age N QPA 
0-1 14*1 3.1 69 
2-4 37 3.368 
5 + 38 3.430 
h
h
h
 
160 
TABLE #36 
GRADUATE RECORD EXAMINATION VERBAL TEST AND 
Gross 
Sample Size 
Formula: 
squared: 
squared Adjusted for 
0.91 
Not Significant 
Regression Analysis 
219 
Grad = 295 + (0 
1 .8 
DF: 1.3 
PERFORMANCE 
0608) (GREV) 
PLOT #10 
ORE VERBAL VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY 
Grad QPA 
GRAD 
400.00+ * * * 
* 2 *★* * *★ 
* * * * 22* * 
240.00+ 
200.00+ 
160.00+ 
120.00+ 
80.00+ 
* 
40.00+ 
0.00+ 
+-—f-►--+--+-+-v 
0.00 141.67 283.33 423.00 366.67 708.33 830.0 
Graduate QPA = 295 + 0.0608 GREV 
Correlation: .133 
r squa red: 1.8% 
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#1 
GREV 
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TABLE #36A 
Description: GRE Verbal Test (Stratified) 
GRE 
Grad Quality Point Ave for 
GRE GRE GRE GRE 
Verbal Category #1 ALL 
Verbal 
200-400 
Verbal 
401-500 
Verbal 
501-600 
Sample Size 
Mean 
219 37 55 61 
3.248 3.178 3.206 3.298 
Median 3.370 3.270 3.250 3.500 
StDev 
Com. to Grad 
.569 
.527 
.545 .600 
QPA 
.133 
.093 .117 .128 
r squared 1 .8 0.9 1 .4 1 .7 
r squared Ad DF 1 .3 0 0 0 
F 3.56 0.31 0.74 0.99 
Level of Sig No No No No 
Verbal 
3*1 
3.282 
3.420 
.617 
-.201 
4.0 
1 .0 
1 .34 
No 
13 
3.486 
3.650 
.140 
.196 
3.8 
0 
0.44 
No 
Analysis of Variance: 
Graduate Record Examination Verbal as a Determinent for 
Perf ormance 
Mean 
GRE Grad 
Verbal N QPA StDev 
200- 4/ 37 3.178 .527 
401- 5/ 55 3.206 .545 
501- 6/ 61 3.298 .600 
601- 7/ 34 3.282 .617 
701- 8/ 13 3.486 .504 
Individual 95$ Cl for Mean 
Based on Pooled StDev 
-+-+-+ 
( + ) 
(-*-) 
(-*-) 
( * ) 
( *- 
+ + + 
Performance (Grad QPA) 3.12 3.36 3.60 
F=0.91: Not Significant 
+ 
) 
3.84 
Summary: The GRE Verbal test is not a significant predictor 
of performance among ECE degree students. 
Variations in the GREV do not result in 
statistically significant differences in graduate 
performance among on-campus ECE students. 
|t
i|
t 
I
t 
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TABLE #37 
GRADUATE RECORD EXAMINATION QUANTITATIVE TEST AND 
PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF: 
= 4.62 
Significant to the .01 level 
219 
Grad = 222 + (0.152) (GREQ) 
3.3 
2.8 
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PLOT ft 11 
GRE QUANTITATIVE VERSUS GRADUATE QPA FOR STUDENTS 
IN CATEGORY #1 
Grad QPA 
GRAO 
400.00+ 
* * 2* +* * 
* *** 22 
* * ** 2 3** 
— ★ * 
360.00+ * * ***44 2* 2 
** *★ **2** 2 * 
160.00+ 
120.00+ 
80.00+ 
* 
40.00+ 
0.00+ 
+-—f  
0.00 141.67 
Graduate QPA = 
Correlation: 
r squared: 
----►--+-1 greo 
283.33 423.00 366.67 708.33 830.0 
222 + 0.152 GREQ 
.182 
3-3% 
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TABLE #37A 
Description: GRE Quantitative Test (Stratified) 
Grad Qual ity Point Ave for 
GRE GRE GRE 
Category #1 ALL 
Quant 
200-600 
Quant 
601-700 
Quant 
701 + Sample Size 
Mean 
Median 
StDev 
219 
3.248 
3.370 
.569 
26 
3.260 
3.235 
.317 
90 
3.136 
3.250 
.610 
84 
3.393 
3.500 
.558 Corr. to Grad 
QPA 
.182 
.196 
.084 
. 1 48 
r squared 3.3 3.8 0.7 2.2 
r squared Ad DF 2.8 0.0 0.0 1 .0 F 6.79 0.96 0.62 1 .88 
Level of Sig 
.01 No No No 
Analysis of Variance: 
Graduate Record Examination Quantitative 
as a Determinent for Performance 
Mean 
GRE Grad 
Quant N QPA StDev 
200-6/ 26 3.260 
.317 
601-7/ 90 3.136 .610 
701 + 84 3.393 .558 
Performance (Grad QPA) 
F=4.62: Significant a 
Note: Significant d 
Individual 95# Cl for Mean 
Based on Pooled StDev 
+---- — 
(• 
(• 
3.08 3.22 3.36 
.05 level 
) 
—) 
—+- 
50 
erences to the .05 level between 
performance of student with GRE verbal scores in the 
range of 601-700 from those with GRE verbal scores 
from 701 up. 
Summary: The GRE Quantitative test is a significant but low 
level predictor of on-campus ECE graduate student 
performance. Statistically significant variations 
occur from variations in the GREQ scores among 
this category of student. Students scoring above 
700 on the GREQ perform significantly differently 
from those with test scores ranging from 601 to 
700. Students scoring above 701 on the GREQ have 
h
h
h
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a mean performance of 3.3IJ, 
test scores from 601 ' to 
performance level of 3.14 
while students with 
700 have a mean 
TABLE #38 
graduate record examination analytic test and performance 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF: 
=0.87 
No Significance 
219 
Grad = 289 + (0.0590) (GREA) 
1 .2 
0.7 
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PLOT #12 
GRE ANALYTIC VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #, 
Grad QPA 
GRAD 
400.00+ 
* * *★ * % 
* * * ★ ★ 
2* * * ★ 
240.00+ 
200.00+ 
160.00+ 
120.00+ 
★ 
★ 
* 
90.00+ 
* 
40.00+ 
0.00+ 
+--+--+--+--+-—f-a GREA 
0.00 141.67 283.33 423.00 366.67 708.33 830.0 
Graduate QPA = 289 + 0.0590 GREA 
Correlation: .110 
r squared: 1.2% 
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TABLE #38a 
Description: GRE Analytic Test (Stratified) 
Category #1 
Sample Size 
Mean 
Median 
StDev 
Corr. to Grad 
QPA 
r squared 
r squared Ad DF 
F 
Level of Sig 
ALL 
219 
3.248 
3.370 
.569 
.110 
1 .2 
0.7 
2.16 
No 
GRE 
Analy 
0-500 
39 
3.199 
3.250 
.345 
-.287 
8.2 
5.8 
3.32 
No 
Grad Quality Point Ave for 
t? ^ r-. GRE 
Analy 
510-600 
64 
3.169 
3.255 
.608 
.113 
1 .3 
0 
0.81 
No 
GRE 
Analy 
601-700 
51 
3.287 
3.500 
.61 4 
.145 
2.1 
0.1 
1.05 
No 
GRE 
Analy 
701 + 
24 
3.361 
3.530 
.654 
.260 
6.8 
2.5 
1 .60 
No 
Analysis of Variance: 
Graduate Record Examination Analytic 
as a Determinent for Performance 
Mean 
GRE Grad 
Analy N QPA StDev 
0-500 39 3.199 • 345 
501-6/ 64 3.169 .608 
601-7/ 51 3.287 .61 4 
701 + 24 3.361 .654 
Individual 95% Cl for Mean 
Based on Pooled StDev 
------ 
Performance (Grad QPA) 3 
F=0.87: Not Significant 
04 3.20 
•) 
3.36 3.52 
Summary: Scores on the GRE Analytic test offer no 
predictive value for performance for on-campus ECE 
students. Though mean graduate performance 
generally rises with higher scores on the GREA, 
the variations are not statistically significant. 
»
h
h
h
 
169 
TABLE #39 
UNDERGRADUATE QUALITY POINT AVERAGE AND 
Gross 
Sample Size 
Formula: 
squared: 
squared Adjusted for 
5.18 
ignificant to the .01 
Regression Analysis 
219 
Grad = 201 + 
6.3 
DF: 5.8 
level 
PERFORMANCE 
0.389) (UGRAD) 
170 
PLOT #13 
UNDERGRADUATE QPA VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #1 
S,^ad «PA 
400.00+ 
360.00+ 
* *★ * * + ★ ★★★ ** * 
* * **3 
* ★ ★ * 
* * 2* *33 2 * 22 
* 2* ★ 22+ ★ 2* 
160.00+ 
120.00+ 
* 
* 
* 
* 
★ 
80.00+ 
* 
40.00+ 
0.00+ 
+““—--------o UG RAD 
0.00 66.67 133.33 200.00 266.67 333.33 400.0 QpA 
Graduate QPA = 201 + O.389 Undergraduate QPA 
Correlation: .250 
r squared: 6.3% 
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TABLE #39A 
Description: Undergraduate QPA (Stratified) 
Category #1 ALL 
Sample Size 219 
Mean 3.248 
Median 3.370 
StDev 
.569 
Corr. to Grad 
QPA 
.250 
r squared 6.3 
r squared Ad DF 5.0 
F 13.43 
Level of Sig 
.01 
Grad Quality Point Ave for 
Ugrad Ugrad Ugrad 
QPA qpa qpa 
0-3.00 3.01-3.50 3.51-4.00 
52 105 ne 
3.081 3.290 3.H29 
3.180 3.330 3.500 
•649 .520 .467 
• 039 .1 64 .197 
0.2 2.7 3.9 
0 1-7 1.7 
0.08 2.84 1.77 
No No No 
Analysis of Variance: 
Undergraduate Quality Point Average 
as a Determinent for Performance 
Mean Individual 9555 Cl for Mean 
Ugrad Grad Based on Pooled StDev 
QPA N QPA StDev-+---+_. 
0-3.00 52 3.081 .649 (-* *-) 
3.01/50 105 3.290 .520 (-*_) 
3.51/400 46 3.429 .467 (_*. 
-+-+-+-. 
Performance (Grad QPA) 3.00 3.20 3.4o 
F=5.18: Significant at the .01 Level 
A statistically significant variation exists between 
students with an undergraduate average from 0 to 3.00 
versus those with an undergraduate record of 3.51 to 
4.00. No significance in variation is observed 
between students with an undergraduate record of 
3.01-3.50 and those with a record ranging from 3.51 
to 4.00 
Summary: The undergraduate quality point average for on- 
campus ECE students is a significant but low-level 
predictor of graduate performance. Variations in 
undergraduate records are statistically 
significant in accounting for changes in graduate 
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- 
undergraduate record of ud to t nn • "Ith an 
T noan »,d“t« -nge or a^ove T.T There 
undergraduate r^d TrTt\TlTo a^hoS 
with a record above 3.51. 
CATEGORY #2 
OFF CAMPUS VIDEO-BASED DEGREE STUDENTS 
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING 
Off campus VIP degree students in the Electrical and 
Computer Engineering Master's program are normally thirty- 
one years-old and have been out of school for seven years. 
The mean age of their B.S. degree is five years older than 
those of the on-campus students. Off-campus degree students 
have higher mean scores than on-campus students on the GRE 
Verbal (557 versus 512) and Analytic tests (607 versus 583) 
while the mean difference between the two groups on the 
Quantitative test is only 2 points (off-campus students: 
681 ; on-campus students 683). Category #2 students have 
lower mean undergraduate quality point averages (3.08 versus 
3.21 ) while their performance in the graduate program is 
higher (3.44 versus 3.25). 
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Age again proves not to be a significant variable. The 
analysts of variance determining difference in performance 
based upon age was insignificant. 
Degree age proved similarly inconsequential with a 
predictive value of only 1.1* (o* corrected for degrees of 
freedom). While the ANOVA seeking differences in perfor¬ 
mance based upon age of the undergraduate degree proved 
insignificant the trend showing better performance with 
increased degree age continued. Mean performance for stu¬ 
dents the degrees younger than three years-old was 3.39. 
Mean graduate quality point averages of 3.41, 3.48, and 3.54 
were found for individuals with undergraduate engineering 
degrees from four to five, six through ten, and eleven or 
more years old. Again note that this data proved statisti¬ 
cally insignificant and that as a result, post-hoc tests 
could not be run to prove significant differences among the 
degree age groups. 
Given a .861 correlation between age and degree age, 
one would expect to find this (statistically insignificant) 
trend existing between a student’s age and quality point 
average. Indeed this is the case, for we have generally 
found increased performance with increased age. Note the 
following. 
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TABLE #40 
Off-Campus ECE Degree Students 
Mean Graduate QPA by Age Group 
Age Group 
20-25 
26-30 
31-35 
36 + 
Mean Graduate QPA 
3.27 
3.15 
3.57 
3.50 
While insignificant, we continue to find strong perfor¬ 
mance among older students, again validating Malcolm 
Knowles. It would clearly indicates that older students are 
bringing a positive combination of commitment and technical 
expertise gained on the job to the educational program. 
Off-campus students paralleled on-campus enrollment in 
the Graduate Record Examination with a trend indicating 
higher graduate performance with higher scores on the verbal 
test. Though these trends were in parallel, they were 
statistically insignificant. 
Similar trends do not exist between performance and the 
Analytic test. Students scoring from 601 to 700 on the test 
had a mean average of 3.50. Students with a mean score 
above 701 on the GREA had a quality point average of 3.41. 
The relationship between performance and the quantita¬ 
tive test was significant (.01 level). The regression 
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analysis offered predictive power for 10.0* of the sample 
(8.7* corrected for degrees of freedom) and was significant 
to the .05 level. 
The ANOVA determining relationship between the GREQ and 
performance also proved significant to the .05 level offer¬ 
ing a clear indication that some relationship existed 
between it and performance. While the Scheffe did not 
indicate statistically significant differences, the 
relationships’ sensitivity is indicated by the fact that as 
mean test scores increased from 200-600, to 601-700, and 
from 701 to 800, so did graduate quality point averages 
(3-10, 3.^6, and 3.57 respectively). 
The impact of the quantitative test upon grades is most 
dramatically noticed among those students who scored above 
700. Within this group, the correlation between test per¬ 
formance and grades was .433 with a predictive value of 
18.7% (16.0 adjusted). This was significant to the .05 
level. While this would not be unanticipated, one would 
question why students in the next lower group, scoring from 
601 to 700 on the quantitative test, would find a correla¬ 
tion to performance of -.369 (r squared of 13.6% and 10.055 
corrected)! Though statistically insignificant, it also 
raises question for follow-up research. 
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The relationship of undergraduate to graduate perfor¬ 
mance for off-campus ECE students did not offer strong 
predictive power when regressed for graduate performance (r 
squared. 2.1*, 0.6* adjusted for degrees of freedom- 
insigmfleant). This differed substantially from on-campus 
students where the predictive power, though still low, was 
Significant for 6.3* of the population (5.8* corrected for 
degrees of freedom). 
The analysis of variance proved inconclusive for this 
variable’s interaction with graduate performance. One finds 
a high (but insignificant) correlation (.367) among those 
individuals who had a mean undergraduate cumulative average 
from 3.51 to 4.00 and graduate performance. Students with 
undergraduate records of 3.01 to 3.50 exhibited a correla¬ 
tion to graduate performance of only .076. 
With the low and insignificant relationships recorded 
between the variables and graduate performance, it was not 
surprising to note that the stepwise regression only offered 
the quantitative GRE test as a considered variable. 
The previous arguments were offered in light of the 
following data. 
177 
OFF-CAMPUS VIDEO¬ 
DEPARTMENT OF 
BASED DEGREE PROGRAM GRADUATE STUDENTS 
ELECTRICAL AND COMPUTER ENGINEERING 
TABLE #41 
SUMMARY DESCRIPTIONS 
OFF-CAMPUS ECE GRADUATE STUDENTS 
Degree 
Category #2 Age Age 
Sample Size 86 87 
Mean 30.67 6.78 
Median 29.00 5.00 
StDev 6.26 6.57 
Graduate Record Exam 
Verbal Quant Analy 
73 73 64 
557.0 681 .2 607.0 
570.0 700.0 625.0 
120.0 73.7 109.0 
Ugrad Grad 
QPA QPA 
72 84 
3.079 3.441 
3.105 3.500 
.479 .507 
INTERACTIVE CORRELATIONS 
Degree 
Category #2 Age Age 
Degree Age .861 
GRE Verb 
.256 .246 
GRE Quant 
-.030 - -.014 
GRE Anal 
-.141 - 
-. 066 
Ugrad QPA .046 
.029 
Grad QPA .102 .130 
Graduate 
Verbal 
Record 
Quant 
Exam 
Analy 
Ugrad 
QPA 
.516 
.570 
-.019 
.660 
.178 
.051 
.21 7 .316 .076 .144 
TABLE #42 
AGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
r squared: 
r squared Adjusted for DF 
F=0.98 
Not Significant 
83 
Grad = 318 + 
1.0 
0 
(0.833) (Age) 
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PLOT m 
age versus graduate qpa for students in category n 
G&Dad QPA 
400.00+ 
** *22**+4 irk ** 
* ★ 
* * * ★ 
* *★ 
* * * 2* *2 
280.00+ 
* * 
★ *★ 
★Hr 
240.00+ 
200.00+ 
160.00+ 
120.00+ 
★ 
* 
* 
★ 
80.00+ 
40.00+ 
0.00+ 
♦-_+-—►--+--+-+-l Age 
0.00 10.83 21.67 32.30 43.33 34.17 63.0 
Graduate QPA = 318 + 0.833 Age 
Correlation: .102 
r squared: 1.0% 
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TABLE #42A 
Description: Age (Stratified) 
Grad Quality Point Ave for 
Category #2 ALL 
Age 
20-25 
Age 
26-30 
Age 
31 -35 
Age 
98 + Sample Size 
Mean 
Median 
StDev 
Corr. to Grad 
84 
3.441 
3.500 
.507 
19 
3.272 
3.370 
.440 
29 
3.440 
3.450 
.482 
22 
3.530 
3.710 
.597 
3. 
3. 
13 
503 
500 
486 
QPA 
.102 
-.025 
-.138 
.008 1 98 
r squared 
r squared Adj 
1 .0 
DF 0 
0.1 
0 
1 .9 
0 
0 
0 
i ;7 U 
3.9 
n F 
Level of Sig 
.085 
No 
.001 
No 
.053 
No 
.001 
No 
• 450 
No 
Analysis of Variance: Age as a Determinent for Performance 
Age 
20-25 
26-30 
31-35 
36 + 
Mean 
Grad 
QPA 
3.272 
3.145 
23 3.569 
13 3.503 
N 
19 
46 
Individual 9555 Cl for Mean 
Based on Pooled StDev 
StDev ------ 
.440 
.564 
.521 
.486 
(■ 
Performance (Grad QPA) 3.12 
F=0.99: Not Significant 
(■ 
3.36 
•) 
) 
—+- 
.60 
) 
-) 
-+. 
3.84 
Summary: For off-campus ECE degree students, age does not 
offer significant predictive capacity nor are the 
variations in performance statistically accounted 
through student age. 
M
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TABLE #43 
DEGREE AGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF- 
.040 
Not Significant 
84 
Grad - 3H0 ♦ (0.800) (Deg Age) 
1 • 1 
0 
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PLOT #15 
DEGREE AGE VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #2 
Grad QPA 
GRAD 
400.00+ * * 2 * * * * 2 * *2* 
★ 
* * 
* 2 * 
* * 
* 2 ★ * * 
- * * 
280.00+ * ★ 
★ 
2 
★ 
240.00+ 
200.00+ 
160.00+ 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+-- 
0.00 3.00 10.00 13.00 20.00 25.00 
-E Degree 
30,0 Age 
Graduate QPA = 377 + 1.01 Degree Age 
Correlation: .130 
r squared: 1.71 
182 
TABLE #43A 
Description: Degree Age (Stratified) 
Category #2 ALL 
Sample Size 
Mean 
84 
3.441 
Median 3.500 
StDev 
.507 
Corr. to Grad 
QPA 
.105 
r squared 1 .1 
r squared Adj DF 0 
F 0.84 
Level of Sig No 
Quality Point Ave for 
Degree Degree Degree 
A8e Age Age 
__ 4-5 6-10 n + 
11 21 20 
3.415 3.485 3.543 
3*330 3.600 3.725 
•452 .498 .589 
Grad 
Degree 
Age 
0-3 
25 
3.388 
3.450 
.443 
-.181 -.212 
3.3 4.5 
0 0 
0.77 0.42 
No No 
.507 -.094 
25.7 0.9 
21 .8 0 
6.56 0.16 
.05 No 
Analysis of Variance: 
Degree Age as a Determinent for Performance 
Mean Individual 95# Cl for Mean 
Degree Grad Based on Pooled StDev 
Age N QPA StDev -+---_ + 
0-3 25 3.388 .443 (-*_) 
4-5 1 1 3.415 .452 ( -} 
6-10 21 3.485 .498 (-*_) 
1 1 + 20 3.543 .589 (-*_) 
+-+-+-+- 
Performance (Grad QPA) 3.20 3.40 3.60 3.80 
F=0.40: Not Significant 
Summary: While trends exist that indicate graduate 
performance increasing with degree age, they are 
not statistically significant for off-campus ECE 
students. Degree age offers no predictive value 
for performance. 
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TABLE #44 
GRADUATE RECORD EXAMINATION VERBAL TEST AND 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF* 
1 .02 
Not Significant 
84 
Grad = 294 + (0 
4.7 
3.3 
PERFORMANCE 
0930) (GREV) 
18*4 
plot #16 
GRE VERBAL VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #2 
Grad QPA 
GRAD 
400.00+ 
240.00+ 
200.00+ 
160.00+ 
* * ★ 2** 2 *** * 
* * 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+--+-—f---+-+-+-l GREV 
0.00 141.67 283.33 423.00 366.67 708.33 830.0 
Graduate QPA = 23k + 0.0930 GREV 
Correlation: .217 
r squared: k,J% 
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TABLE #J|1|A 
Description: GRE Verbal Test (Stratified) 
Grad Quality Point Ave for 
GRE GRE GRE 
Category #2 ALL 
Verbal 
0-500 
Verbal 
501-600 
Verbal 
601 + Sample Size 
Mean 
Median 
StDev 
Corr. to Grad 
84 
3.441 
3.500 
.507 
23 
3.374 
3.370 
.411 
24 
3.425 
3.500 
.467 
23 
3.570 
3.750 
.565 
QPA 
.217 
.263 
.105 . 1 46 
r squared 4.7 6.9 1 .1 2.1 
r squared Ad DF 3.3 2.5 0 0 F 3.37 1 .56 0.24 0.46 Level of Sig No No No No 
Analysis of Variance: 
Graduate Record Examination Verbal as a Determinent for 
Performance 
Mean Individual 9555 Cl for Mean 
GRE Grad Based on Pooled StDev 
Verbal N QPA StDev --+-+-+_ 
0-500 23 3.374 .411 (-*-) 
501-6/ 24 3-425 .467 (-*-) 
601 + 23 3.570 .565 (-*-) 
—+-+ + + 
Performance (Grad QPA) 3.20 3.40 3.60 3.80 
F=1.02: Not Significant 
Summary: The GRE Verbal test is not a statistically 
significant predictor for performance among off- 
campus ECE degree students. Though a trend exists 
offering higher mean performance with increasing 
scores on the GREV, the variations are not 
significantly related to variations in 
performance. 
n
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TABLE #45 
GRADUATE RECORD EXAMINATION QUANTITATIVE TEST AND 
PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
r squared: 
84 
Grad = 204 + (0.208) (GREQ) 
10.0 
squared Adjusted for DF: 8 7 
4.25 
ignificant to the .05 level 
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PLOT #17 
ORE QUANTITATIVE VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #2 
Grad QPA 
GRAD 
400.00+ ★★3 **2 * 
★ 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+ -—-————-+—— —————————+-— —f 
0.00 141.67 283.33 423.00 
Graduate QPA = 204 + 0.208 GREQ 
Correlation: .316 
r squared: 10.0% 
366.67 708.33 
-Q 
830.0 
GREQ 
188 
TABLE #45A 
Description: GRE Guantitative Test (Stratified) 
Grad Qual ity Point Ave for 
GRE GRE GRE 
Category #2 ALL 
Quant 
0-600 
Quant 
601-700 
Quant 
701 + Sample Size 
Mean 
Median 
StDev 
Corr. to Grad 
84 
3.441 
3.500 
.507 
11 
3.102 
3.000 
.495 
26 
3.459 
3.500 
.487 
33 
3.572 
3.750 
.435 
QPA 
• 31 6 
.118 
-.369 .433 
r squared 1 0.0 1.4 13.6 1 A 7 
r squared Ad DF 8.7 0 10.0 
1 u • { 
16.0 r 
Level of Sig 
7.55 
.01 
0.13 
No 
3.77 
No 
7.15 
.05 
Analysis of Variance: 
Graduate Record Examination Quantitative 
as a Determinent for Performance 
Mean 
GRE Grad 
Quant N QPA StDev 
0-600 11 3.102 
.495 
601-7/ 26 3.459 
.487 
701 + 33 3.572 
.435 
Individual 95% Cl for Mean 
Based on Pooled StDev 
+-+-- 
(-*-) 
(-*- 
(--*- 
--+-+ 
Performance (Grad QPA) 3.00 3.30 3.60 
F=4.22: Significant at the .05 Level 
+ 
-+ 
3.90 
No significant performance differences exist between 
students with GREQ scores ranging from 0-600 and 601— 
700 or between students scoring 601-700 and 701 and 
above. However, significant differences (.05 level) 
do exist between students scoring from 0-600 and 701 
and above. 
Summary: For off-campus ECE degree students, results on the 
GREQ offer significant predictive capability. The 
trend indicates better performance with higher 
GREQ scores and this is supported by the AN0VA 
showing statistically significant differences 
exiting between variations on GREQ scores and 
h
h
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di??erencerr'[n'’'”anCr' Statiatloally significant 
student* Performance exist between those 
scoMng abovT™ . bSl0W 6°' °n the °REQ and th03e 
TABLE #46 
GRADUATE RECORD EXAMINATION ANALYTIC TEST AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF: 
1 .77 
Not Significant 
84 
Grad = 320 + (0.0340) (GREA) 
0.6 
0 
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PLOT #18 
GRE ANALYTIC VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #2 
Grad QPA 
GRAD 
400.00+ ★ * 
** 3 * ★2 
360.00+ 
320.00+ 
* * * 
★ ★* * * * 
280.00+ 
* * 
240.00+ 
200.00+ 
160.00+ 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+~ -~+-—+-—+--+- -¥—-A 
0.00 141.67 283.33 423.00 366.67 708.33 830.0 
Graduate QPA = 320 + 0.03^0 GREA 
Correlation: .076 
r squared: 0.6% 
GREA 
191 
TABLE #46A 
Description: GRE Analytic Test (Stratified) 
Category #2 
Sample Size 
Mean 
Median 
StDev 
Corr. to Grad 
ALL 
84 
3.441 
3.500 
.507 
GRE 
Analy 
0-500 
11 
3.520 
3.500 
.3*16 
vji au quality Point 
GRE 
Analy 
510-600 
15 
3.167 
3.120 
.463 
GRE 
Analy 
601-700 
25 
3.501 
3.500 
.426 
GRE 
Analy 
701 
11 
3.415 
3.750 
.698 
QPA 
.076 
r squared 0.6 
r squared Ad DF 0 
F 0.35 
Level of Sig No 
-.439 
19.2 
10.3 
2.14 
No 
.113 
1.3 
0 
0.17 
No 
.120 
1 .4 
0 
0.34 
No 
.459 
21 .0 
12.3 
2.40 
No 
Analysis of Variance: 
Graduate Record Examination Analytic 
as a Determinent for Performance 
Mean 
GRE Grad 
Analy N QPA StDev 
0-500 11 3.520 .346 
501-6/ 15 3.167 .463 
601-7/ 25 3.501 .426 
701 + 11 3.415 .698 
Individual 9555 Cl for Mean 
Based on Pooled StDev 
---+-+- 
(-*- 
(-*-) 
(-*-) 
(-*- 
-+---+ 
Performance (Grad QPA) 3.00 3.30 3.60 
£=1.77: No Significant 
+ 
) 
-+ 
3.90 
Summary: The GRE Analytic test offers no relationship to 
variances in performance experienced by off-campus 
ECE degree students. 
h
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TABLE #117 
UNDERGRADUATE QUALITY POINT AVERAGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF* 
=0.62 
Not Significant 
84 
Grad = 298 + (0.151) (UGRAD) 
2.1 
0.6 
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PLOT #19 
UNDERGRADUATE QPA VERSUS GRADUATE QPA POR STUDENTS IN CATEGORY #2 
Grad QPA 
GRAD 
400.00+ 
360.00+ 
320.00+ 
280.00+ 
* 2 2 2 ★ 3 * 
★ * 
★ ★ 
* 
240.00+ 
200.00+ 
160.00+ 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+-- 
0.00 66.67 133.33 200.00 266.67 333.33 
-0 Undergraduate 
400.0 qPA 
Graduate QPA = 298 + .151 Undergraduate QPA 
Correlation: .144 
r squared: 2.1% 
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TABLE #1»7A 
Description: GRE Analytic Test (Stratified) 
Grad Quality Point Ave for 
Category #2 
Sample Size 
Mean 
Median 
StDev 
Corr. to Grad 
QPA 
r squared 
£ squared Ad DF 
F 
Level of Sig 
ALL 
84 
3.441 
3.500 
.507 
.1 44 
2.1 
0.6 
1 .44 
No 
Ugrad 
QPA 
0-3.00 
27 
3.383 
3.500 
.517 
*.010 
0 
0 
0.00 
No 
Ugrad 
QPA 
3.01-3.50 
29 
3.439 
3.500 
.493 
.076 
0.6 
0 
0.16 
No 
Ugrad 
QPA 
3.51-4.00 
14 
3.569 
3.780 
.522 
.367 
13.5 
6.3 
1 .87 
No 
Analysis of Variance: 
Undergraduate QceWKQg =rKoQ ?unwevn 
as a Determinent for Performance 
Mean Individual 951 Cl for Mean 
Ugrad Grad Based on Pooled StDev 
QPA N QPA StDev-+-+_+_+ _ 
0-3.00 27 3.383 .517(-*-) 
3-01/50 29 3.439 .493 (-*_) 
3.51/400 1 4 3.569 .522 (-*_} 
--+---+— 
Performance (Grad QPA) 3.20 3.40 3.60 3.80 
F=0.62: Not Significant 
Summary. Though trends indicate higher undergraduate 
quality point average resulting in higher graduate 
performance for off-campus ECE degree students, 
the undergraduate record is not a significant 
predictor of performance and its variations do not 
statistically relate to differences in graduate 
quality point average. 
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°FF-cAMpUs VIDEO-BASED NON-DEGREE GRADUATE STUDENTS 
department of electrical and computer engineers 
ANALYSIS OF VARIABLES 
CATEGORY #3 
OFF-CAMPUS VIDEO-BASED NON-DEGREE 
DEPARTMENT OF ELECTRICAL AND COMPUTER 
STUDENTS 
ENGINEERING 
Off-campus non-degree students enrolled in Electrical 
and Computer Engineering courses offered through the 
Videotape Instructional Program, exhibit a mean age of 
thirty, the same for off-campus degree students. While mean 
graduate quality point averages for on and off-campus degree 
students are 3.25 and 3.44, non-degree students performed at 
a relatively low mean level, 3.21. Note that this is of¬ 
fered recognizing that the sample is solely constituted by 
those students who completed VIP courses. It purposely 
excludes those who withdrew from courses. Were students who 
withdrew considered to have failed, the differences would 
have been much greater. 
Recall that the only data available from the 
University’s Graduate School was the individual’s date of 
birth. This severely limited the scope of the analysis. 
Regardless, regression and analyses of variance were 
h
h
h
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performed. Following upon the pattern established In the 
previous two student categories, age proved to be sig¬ 
nificant neither as a performance predictor nor could 
differences in student age account for variation in graduate 
Quality grade point average. 
TABLE #48 
AGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF: 
0.77 
Not Significant 
418 
Grad = 303 + (0.599) (Age) 
0.3 
0 
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plot #20 
age versus graduate qpa for students in category #3 
G&ad «PA 
400.00+ 
360.00+ 
240.00+ 
2++68++842+363* 2* 3**4** 
★ 
2* 
32 * * * 
237676637*79*4 *2*22 
* ** * * * 
* * 
43243*32 32* * * 
200.00+ 
* * 
373*3323*222 *2** * 
160.00+ 
120.00+ 
* ★* ** * 
* 
★ 
* * 2 
80.00+ 
40.00+ 
0.00+ 
+-• 
0.00 10.83 21.67 32.30 
Graduate QPA = 303 + .599 Age 
Correlation: .05^ 
r squared: 0.3% 
- 
43.33 34.17 
-l Age 
63.0 
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TABLE #l»8A 
Description: Age (Stratified) 
Grad Quality Point Ave for 
Category #3 ALL 
Age 
20-25 
Age 
26-30 
Age 
31-35 
Age 
36 + Sample Size 
Mean 
Median 
StDev 
Corr. to Grad 
424 
3.209 
3.500 
.744 
1 40 
3.149 
3.000 
.707 
130 
3.264 
3.500 
.726 
3. 
3. 
83 
181 
500 
826 
3. 
3. 
65 
277 
500 
699 
QPA 
.054 
.184 
.095 136 052 
r squared 0.3 3.4 0.9 1 .9 0 ^ 
r squared Adj DF 0.1 2.7 0.1 0.6 0 F 
Level of Sig 
1.21 
No 
4.82 
.05 
1.17 
No 
1 
.53 
No 
0 i.17 
No 
Analysis of Variance: Age as a Determinent for Performance 
Mean 
Grad 
Age N QPA StDev 
20 
-25 1 40 3.149 .707 
26 -30 130 3.264 
.726 
31- -35 83 3.181 .826 
36 + 65 3.277 .699 
Individual 95% Cl for Mean 
Based on Pooled StDev 
( 
( 
+ 
+-+-+ 
Performance (Grad QPA) 3.12 3.24 3.36 
F=0.99: Not Significant 
) 
Summary: No relationship exists between age and performance 
among off-campus non-degree ECE students. 
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_ ON CAMPUS GRADUATE DEGREE STIJDRMt^ 
PARTMENT OF INDUSTRIAL ENGINEERING/OPERATIONS RESEARCH 
ANALYSIS OF VARIABLES 
CATEGORY #4 
ON-CAMPUS 
DEPARTMENT OF INDUSTRIAL 
DEGREE STUDENTS 
engineering/operations rrsfarr» 
On-campas graduate students in the College of 
Engineering's Department of Industrial Engineering/ 
Operations Research were slightly older than their peers in 
Electrical and Computer Engineering. IEOR students had a 
mean age of 26 compared to 25 among Electrical and Computer 
Engineering graduate students. Their degree age was one 
year older. Resident IEOR graduate students had mean test 
GRE scores of -468 (verbal), 627 (quantitative) and 545 
(analytic). Their mean undergraduate and graduate quality 
point averages were was 3-06 and 3-35, both on a four-point 
scale. 
Correlations between the variables and graduate perfor¬ 
mance were higher among these students than of any others in 
the study. For instance, the correlation of the GRE 
analytic test to performance is twice as high for students 
200 
one group than for Oh-campus students in Electrical and 
Computer Engineering. 
Age and degree age correlated -.338 and -.307 respec¬ 
tively, both significant to the .01 level. The similarity 
of these two correlations is expected as they correlate 
•909, one to another. Correlations to performance of age 
and degree age are the highest among all of the variables 
considered for on-campus IEOR students. 
To this point, data have consistently indicated posi¬ 
tive correlations of age to performance. This category of 
student offers the first instance when this is not the case. 
Indeed there is a significantly negative correlation. When 
regressed against performance, age was found to be a strong 
predictor (.01 level) for 11,H% of the population (10.4$ 
when corrected for degrees of freedom). While the r squared 
is low, its level of significance and the fact that this is 
the first instance where age is found to negatively corre¬ 
late with performance is considered consequential. 
The analysis of variances of age against performance 
was also significant and noted that as age increases from a 
20-25 to 26-30, and from 31 and above, performance decreases 
3.^5, 3-39, and 2.72. 
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This ANOVA was significant to the .01 level while the 
Soheffe conducted on the latter two ages groups also showed 
significant differences at the .05 level. 
Particular attention should be paid to the chart noting 
the correlations for stratified ages against performance. 
While the correlations for none of the three groups are 
statistically significant, they may offer helpful hints if 
considered in light of the IEOR curricula. While quantita¬ 
tively oriented, the Industrial Engineering program also 
benefits from a wide range of real world industrial 
applications. Reason would allow that the more successful 
students would combine work experience with strong quantita¬ 
tive abilities. If this is a valid assumption, then 
students with an age range from 26 to 30 (.313 correlation 
to performance, mean graduate quality point average of 3.38) 
offer the strongest combination of work experience and a 
sufficiently fresh undergraduate experience to allow quan¬ 
titative competency. On the other hand, older students, 
with ages beyond thirty (mean quality point average of 
2.73), while strong in industrial experience and dedication 
to the educational process, may have mathematical com¬ 
petencies that are either obsolete or too stale to allow 
mastering the required quantitative aspects of the program. 
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This assumption is further supported by data associated 
with degree age and its relationship to performance. In the 
three strata of degree age, 0 to 1 , 2 to 3, and A and above, 
students in the first category had a mean graduate quality 
point average of 3.36. Students in the second group had a 
mean average of 3.51 while students in the third recorded a 
mean of 3.16. Again we might assume that students in the 
second category combined optimally fresh quantitative skills 
with practical work experience. Performance by students in 
the third and oldest group indicated that their substantial 
work experiences could not compensate for stale quantitative 
abilities. Note that in this last and oldest category, the 
predictive value, although insignificant, was 13.8? (8.7? 
adjusted for degrees of freedom). 
These statements are offered with the caveat that none 
of the above are proven statistically significant, including 
the ANOVA establishing statistical relationship between 
degree age and graduate performance. 
The analyses of variance seeking to determine the 
relationship of performance to the GRE proved inconclusive 
and insignificant for the scores on the analytic and verbal 
tests. The predictive power for the analytic test proved to 
be 0% when corrected for degrees of freedom and 5.2% for the 
verbal (3.8% when adjusted). 
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Though scores on the Verbal test proved generally 
insignificant, curious note is taken of the fact that stu¬ 
dents scoring above 600 exhibited a -.816 correlation when 
test scores were related to grades. When this factor was 
regressed, the predictive power was an astounding 66.5% 
(61*8% when corrected for degrees of freedom). This statis¬ 
tic proved significant to the .01 level. Note that in all 
levels except when students scored above 600, the graduate 
quality point average rose as did the score of the verbal 
test. Were the sample of size of students scoring above 600 
on the GREV larger than nine, more credence could be at¬ 
tached to the statistic. However, its correlations and 
levels of significance indicate that a relationship does 
exist. It is clearly one that would benefit from future 
study. 
TABLE #49 
MEAN GRADUATE QPA AND GRE VERBAL TEST SCORE 
ON-CAMPUS IEOR GRADUATE STUDENTS 
Mean Graduate 
Quality Point 
Average 
3.20 
3.26 
3.59 
3.19 
GRE Verbal 
Test Score 
200-400 
401-500 
501-600 
601 + 
20H 
The GRE Verbal statistic also indicated the existence 
of a base-level for graduate performance among students in 
this category. Students scoring from 200 to 500 had mean 
graduate performance ranging from 3.20 to 3.26. However, 
students in the range from 501 to 600 had a mean graduate 
quality point average of 3.59. Again, all data are insig¬ 
nificant with the exception of the regression analysis for 
students with GRE verbal tests with scores higher than 600 
and even in this case, the sample size was marginal. 
Just as with the Verbal GRE, students scoring higher 
than 600 on the analytic portion of the examination also 
exhibited a negative correlation to performance, -.301. The 
regression analysis, though not significant, offered predic¬ 
tive power for 9.0% of the population (only 5.1% when 
corrected for degrees of freedom). While both low and 
insignificant, attention should be paid to this trend, 
especially given the unexceptional correlation of .585 
between the verbal and analytic tests. 
The overall relationship of performance on the GRE 
quantitative test to graduate grades is .366 and significant 
to the .01 level and a strong correlation exists for those 
10 on-campus IEOR students with scores in excess of 700. 
Albeit insignificant, the regression analysis showed predic¬ 
tive capacity for 20. *1% of the students sampled (10.4# when 
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adjusted) 
The ANOVA seeking to determine if 
changes in the 
GRE quantitative 
nificant to the 
score effected performance proved sig- 
.01 level. Post-hoc testing offered 
inconsequential differences between groups 
The correlation of undergraduate to graduate perfor¬ 
mance was .21)6 and was significant to the .01 level. The 
regression model, which proved not to be significant, of¬ 
fered an overall predictive value of 6.It (D.8t when 
adjusted for degrees of freedom). 
An analysis of variance measuring the impact of differ¬ 
ing undergraduate grades on graduate performance proved 
statistically insignificant. Note is taken of the fact that 
the correlation of undergraduate grades in the range of 3.51 
to 4.00 to graduate performance was only .230. This offers 
further support for the argument that undergraduate perfor¬ 
mance, when viewed out of the contexts of the age and degree 
age, are diminished in importance. Again, in this program, 
a combination of real-world experience and a still fresh 
working ability in mathematics and statistics seem required 
for success. 
This balancing effect seems borne out with the results 
of the step-wise regression analysis. When all of the 
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variables are regressed in this fashion, the two that stand- 
students chronological age and scores on the GRE 
quantitative test. Combined, they predict performance for 
21.8% of the population! 
The preceeding were based on the following data. 
DEPARTMENT OF 
ON-CAMPUS GRADUATE STUDENTS 
INDUSTRIAL ENGINEERING/OPERATIONS RESEARCH 
TABLE #50 
SUMMARY DESCRIPTION 
Degree 
Category #4 Age Age 
Sample Size 85 85 
Mean 26.19 3.28 
Median 25.00 2.00 
StDev 5.48 5.47 
Graduate Record Exam 
Verbal Quant Analy 
81 81 74 
468.0 626.7 545.0 
490.0 640.0 565.0 
1 28.0 84.6 124.0 
Ugrad Grad 
QPA QPA 
79 83 
3.061 3.3147 
3-070 3.450 
.381 .603 
INTERACTIVE CORRELATIONS 
Degree Graduate Record Exam Ugrad 
Category #4 Age Age Verbal Quant Analy QPA 
Degree Age 
.909 
GRE Verb .194 
.187 
GRE Quant 
-.106 -.080 .274 
GRE Anal 
-.096 
-.079 .585 .526 
Ugrad QPA 
-.268 -.274 .174 .282 .194 
Grad QPA 
-.338 
-.307 .057 .366 .228 .246 
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TABLE #51 
AGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF- 
=6.27 
ignificant to the .01 level 
83 
Grad = 431 - (3.67) (Age) 
11.4 
10.4 
208 
PLOT n\ 
AGE versus graduate qpa for students in category 9k 
Grad 
GRAD 
400.00+ 
360.00+ 
320.00+ 
280.00+ 
240.00+ 
200.00+ 
160.00+ 
QPA 
120.00+ 
★ 
80.00+ 
* ★ 
40.00+ 
0.00+ 
+-~+—-—f-—f--+- 
0.00 13.00 26.00 39.00 32.00 
Graduate QPA = 431 - 3-67 Age 
Correlation: -.338 
r squared: 11.4% 
-KC3AGE Age 
63.00 
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TABLE #51 A 
Description: Age (Stratified) 
Grad Quality Point Ave for 
Category #*1 ALL 
Sample Size 83 
Mean 3.3*17 
Median 3.450 
StDev 
.603 
Corr. to Grad 
QPA 
-.338 
r squared 11 .4 
r squared Adj DF 10.3 
F 10.42 
Level of Sig 
.01 
Age 
20-25 
Age 
26-30 
Age 
31 + 
50 23 9 
3.453 3.381 2.730 
3.555 3.500 3.070 
.439 
.511 .114 
-.165 
.313 -.196 
2.7 9.8 3.8 
0.7 5.5 0 
1 .35 2.28 0.28 
No No No 
Analysis of Variance: Age as a Determinent for Performance 
Age N 
Mean 
Grad 
QPA StDev 
20-25 50 3.453 .439 
26-30 23 3.381 .511 
31 + 9 2.727 1.138 
Individual 95% Cl for Mean 
Based on Pooled StDev 
—+-+-+- 
(-«-) 
(- 
(-*-} 
+ + + + 
Performance (Grad QPA) 2.*10 2.80 3.20 3.60 
F=6.27: Significant at the .01 Level 
Note: significant differences to the .05 level exist for 
performance among students in with ages ranges from 
26-30 as compared to students in category #4 with ages 
higher than thirty. 
Summary: Age offers significant predictive capability for 
on-campus IEOR graduate students. There is a 
significant relationship between variation in 
student age and graduate performance. Significant 
differences in performance are noted between 
students with ages ranging from 26 to 30 versus 
those above 30. 
i 
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TABLE #52 
DEGREE AGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF: 
1 .95 
Not Significant 
83 
Grad = 346 - (3.35) (Deg Age) 
9.4 
8.3 
211 
PLOT #22 
degree age versus graduate qpa for students in category « 
Grad QPA 
GRAD 
400.00+ ★ *2 * 
- 3 2+ * 
- 4 2 
- 2* ★ ★ 
- 3* 2 * ★ 
360.00+ 3 2 ★ 
★ 
- * 2 
- ★ 
160.00+ 
120.00+ 
* 
80.00+ 
★ 
40.00+ 
0.00+ 
+-f-f-f-+.-+C4DAGE Degree Age 
0-00 7.00 14.00 21.00 28.00 33.00 
Graduate QPA = 3^6 - 3-35 Degree Age 
Correlation: -.307 
r squared: 3-b% 
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TABLE #52a 
Description: Degree Age (Stratified) 
Category #i| 
Sample Size 
Mean 
Median 
StDev 
Corr. to Grad 
QPA 
£ squared 
£ squared Adj 
F 
Level of Sig 
Grad Quality 
ALL 
Degree 
Age 
0-1 
53 40 
3.347 3.365 
3.450 3.445 
.603 
.502 
-.307 -.301 
9.4 9.0 
8.3 6.6 
8.42 3.77 
.01 No 
Point Ave for 
Degree Degree 
Age Age 
. 2-3 4 + 
21 22 
3.512 3.156 
3.600 3.310 
.389 
.862 
.120 
-.361 
1.4 13.8 
0 8.7 
0.28 2.99 
No No 
Analysis of Variance: 
Degree Age as a Determinent for Performance 
Mean 
Degree Grad 
Age N QPA StDev 
0-1 40 3.365 .502 
2-3 21 3.512 
.389 
4 + 22 3.156 .862 
Individual 95l Cl for Mean 
Based on Pooled StDev 
Performance (Grad QPA) 
F=1.95: Not Significant 
-+ 
3.60 
Summary: Although a trend exists indicating that IE0R on 
campus students with degree ages ranging from 2-3 
perform at a higher level than students in the 
other degree age categories, degree age proves not 
to be a statistically significant predictor of 
performance. Variations in degree age do not 
significantly account for variations in graduate 
performance. 
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TABLE #53 
GRADUATE RECORD EXAMINATION 
VERBAL TEST AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF* 
2.19 
Not Significant 
83 
Grad = 322 + (0.0274) (GREV) 
0.3 
0 
21*4 
plot ni 
GRE VERBAL VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #1, 
Grad QPA 
GRAD 
400.00+ 
360.00+ 
320. OOT" 
260.00+ 
240.00+ 
★ * 
200.00+ * 
- * 
160.00+ 
120.00+ 
- * 
80.00+ 
~ * 
40.00+ 
0.00+ 
+-~+-—-——+--————f-  
0.00 170.00 340.00 310.00 
Graduate QPA = 322 + 0.027^ GREV 
Correlation: .057 
r squared: 0.3% 
-4-C4GRV GREV 
630.00 680.00 
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TABLE #53a 
Description: GRE Verbal Test (Stratified) 
Category _ALL 
Sample Size 83 
Mean 3.347 
Median 3.450 
StDev .503 
Corr. to Grad 
QPA .057 
r squared 0.3 
r squared Ad DF 0 
l 0.25 
Level of Sig n0 
roPGrad Quality Point Ave for 
GRE GRE GRE GRE 
Verbal Verbal Verbal Verbal 
25 19 
3.203 3.262 
3.330 3.200 
.571 
.652 
.006 
.033 
0 0.1 
0 0 
0.00 0.02 
No No 
501-600 601 + 
26 9 
3.590 3.190 
3.660 3.^50 
• 333 
.107 
-.056 
-.81 6 
0.3 66.5 
0 61 .8 
0.59 13.92 
No 
.01 
Analysis of Variance: 
Graduate Record Examination Verbal as a Determinent for 
Performance 
Mean 
GRE Grad 
Verbal N QPA StDev 
200- ■4/ 25 3.202 
.571 
401 - 5/ 19 3.262 .652 
501 - 6/ 26 3.590 • 333 
601 + 9 3.194 1 .065 
Individual 95% Cl for Mean 
Based on Pooled StDev 
(-* 
+-- 
Performance (Grad QPA) 3.00 3.30 
£“2.19: Not Significant 
-+ 
3.60 
) 
Summary: The GRE Verbal is not a statistically significant 
predictor of performance for on-campus IEOR 
graduate students. Variations in GREV scores are 
not statistically related to variation in graduate 
performance. 
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TABLE #54 
graduate record examination quantitative test and 
PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF* 
=4.53 
ignificant to the .01 level 
83 
Grad = 166 + (0.269) (GREQ) 
13.4 
12.3 
217 
plot 
GRE QUANTITATIVE VERSUS GRADUATE QPA FOR STUDENTS 
IN CATEGORY jfk 
Grad QPA 
GRAO 
400.00+ 
120.00+ 
* 
80.00+ 
* 
40.00+ 
0.00+ 
0.00 170.00 340.00 310.00 680.00 830.00 GREQ 
= 166 + 0.269 GREQ 
. 366 
13-U 
Graduate QPA 
Correlation: 
r squared: 
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TABLE #5Ha 
Description: GRE Quantitative Test (Stratified) 
Category //4 ALL 
Sample Size 
Mean 
83 
3.347 
Median 3.450 
StDev 
.603 
Corr. to Grad 
QPA 
.366 
r squared 13.4 
r squared Ad DF 12.3 
F 11.94 
Level of Sig 
.01 
Grad 
GRE 
Quant 
200-500 
Quality Point Ave 
GRE GRE 
Quant Quant 
501-600 601-700 
for 
GRE 
Quant 
701 + 
6 18 84 10 
2.570 3.294 3.404 3.624 
2.850 3.345 3.600 3.680 
1 .00 
.481 
.583 
.369 
-.005 .21 4 
.069 .452 
0 4.6 0.5 20.4 
0 0 0 10.4 
0.00 0.77 0.20 2.05 
No No No No 
Analysis of Variance: 
Graduate Record Examination Quantitative 
as a Determinent for Performance 
Mean 
GRE Grad 
Quant N QPA StDev 
200- 5/ 6 2.573 1 .004 
501 - 6/ 18 3.294 .481 
601 - 7/ 45 3.404 
.583 
701 + 10 3.624 
.369 
Individual 95$ Cl for Mean 
Based on Pooled StDev 
-+-+-+. 
( * ) 
(-»--) 
( #. 
-+-+-+ 
Performance (Grad QPA) 2.40 3.00 3.60 
F=4.53: Significant at the .01 level 
■+- 
) 
-+ 
4.20 
Note: Post-hoc analyses note no significant differences in 
performance between students scoring 200-500 and 501- 
600, 501-600 and 601-700, and 601-700 and 701 and 
above. However, statistically significant variations 
were found between students with GREQ scores from 200 
and 500 versus those with scores above 700. 
Summary: The GRE Quantitative test is a statistically 
significant predictor of performance among on- 
campus IEOR graduate students. Variations in the 
GREQ are significantly to variations in 
performance with a statistically significant 
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difference in performance 
200-500 on the GREQ and thos for students scoring 
e scoring above 700. 
TABLE #55 
GRADUATE RECORD EXAMINATION ANALYTIC TEST AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF: 
2.05 
Not Significant 
83 
Grad = 270 + (0.116) (GREA) 
5.2 
3.8 
220 
PLOT ns 
GRE ANALYTIC VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY « 
Grad QPA 
GR701800 
200.00+ 
- * 
160.00+ 
120.00+ 
★ 
80.00+ 
★ 
40.00+ 
0.00+ 
+-~+-—f--+-►--+C4GRA GREA 
0.00 170.00 340.00 310.00 680.00 830.00 
Graduate QPA = 270 + .116 GREA 
Correlation: .228 
r squared: 5-2% 
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TABLE #55A 
Description: GRE Analytic Test (Stratified) 
Category #4 ALL 
Sample Size 
Mean 
83 
3.347 
Median 3.450 
StDev 
.603 
Corr. to Grad 
QPA 
.228 
r squared 5.2 
r squared Ad DF 3.8 
F 3.84 
Level of Sig No 
GRE 
Analy 
0-500 
U[dU yuanty Point Ave 
GRE 
Analy 
501-600 
GRE 
Analy 
601 + 
23 
3.122 
3.250 
.727 
24 
3.380 
3.355 
.432 
25 
3.480 
3.700 
.685 
.319 
10.2 
5.9 
2.37 
No 
-.182 
3.3 
0 
0.75 
No 
-.301 
9.0 
5.1 
2.28 
No 
Analysis of Variance: 
Graduate Record Examination Analytic 
as a Determinent for Performance 
Mean 
GRE Grad 
Analy N QPA StDev 
0-500 23 3.122 
.727 
501-6/ 24 3.380 .432 
601 + 25 3.480 
.685 
Individual 95$ Cl for Mean 
Based on Pooled StDev 
(-*- 
(-* 
-+ - + 
Performance (Grad QPA) 2.88 3.12 3.36 
F=2.05: Not Significant 
+ 
) 
-+ 
3.60 
) 
Summary: The . GRE Analytic test is not a significant 
predictor for performance of IE0R on-campus 
graduate students. Though a trend exists that 
indicates higher performance with higher GREA test 
scores, variations in the GREA are not 
statistically significant in accounting for 
variations in performance. 
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TABLE #56 
UNDERGRADUATE QUALITY POINT AVERAGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF- 
1 .99 
Not Significant 
83 
Grad 
6.1 
4.8 
= 219 + (0.381) (UGRAD) 
223 
plot #26 
UNDERGRADUATE QPA VERSUS GRADUATE QPA FOR STUDENTS 
IN CATEGORY ffk 
Grad QPA 
GRAD 
400.00+ 
* ** 
*2 2 ★ ★ 
_ * i. 
i * *+ 2 * 
200.00+ 
_ * 
160.00+ 
120.00+ 
★ 
80.00+ 
* 
40.00+ 
0.00+ 
„ nZ ZZ~tZ-- f-►-►C4UGRAC 
0.00 00.00 160.00 240.00 320.00 400.00 
Graduate QPA = 219 = -381 Undergraduate QPA 
Correlation: .246 
r squared: 6.1% 
Ugrad 
QPA 
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TABLE #56A 
Description: Undergraduate QPA (Stratified) 
Grad Quality Point Ave for 
Ugrad Ugrad Ugrad 
Category #4 ALL 
QPA 
0-3.00 
QPA 
3.01-3.50 
QPA 
3 I 2j AA 
sample Size 
Mean 
Median 
StDev 
Com. to Grad 
83 
3.347 
3.450 
.603 
34 
3.229 
3.370 
.705 
32 
3.397 
3.385 
.417 
1 1 
3.616 
3.710 
.569 
QPA 
r squared 
r squared Ad DF 
F 
Level of Sig 
.246 
6.1 
4.8 
4.84 
.05 
.091 
0.8 
0 
0.27 
No 
.115 
1.3 
0 
0.41 
No 
.230 
5.3 
0 
0.50 
No 
Analysis of Variance: 
Undergraduate Quality Point Average 
as a Determinent for Performance 
Mean Individual 95$ Cl for Mean 
Ugrad Grad Based on Pooled StDev 
QPA N QPA StDev---+_ + _ 
0-3.00 34 3.229 .705(-*-) 
3.01/50 32 3.397 .417 (-*_) 
3.51/400 1 1 3.616 .569 (-*_} 
----+— 
Performance (Grad QPA) 3.30 3.60 3 90 
F=1.99: Not Significant 
Summary: The undergraduate quality point average is not a 
significant predictor of graduate performance for 
on-campus IE0R degree students. Though a trend 
exists indicating increased graduate performance 
with higher undergraduate grades, the relationship 
between undergraduate and graduate variations is 
not significant. 
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ANALYSIS OF VARIABLES AGAINST PERFORMANCE OF OFF-CAMPUS 
ngineering management degree students 
CATEGORY #5 
off-campus video-based degree students 
engineering management r.nMrEMTPATT™,- 
PARTMENT UF INDUSTRIAL ENGINEERING/OPERATIONS BKdF.pou 
Off-oampus IEOR degree students participating in the 
video-based Engineering Management program were generally 
five years older then on-campus graduate students (31 versus 
26), and had a mean degree age two years older than those of 
the resident graduate students (5 versus 3). The off-campus 
students had higher mean scores on the GRE verbal (505 
versus 468) and quantitative (642 versus 627) tests. On- 
campus students had a slightly higher score in the analytic 
test (545 versus 537) and had undergraduate grade point 
averages .031 higher. Similar to the results comparing the 
on versus off-campus students in Electrical and Computer 
Engineering, the off-campus Engineering Management degree 
students out-performed their on-campus counterparts with a 
graduate QPA of 3.41 to 3.35. 
Student age proved a significant variable for on-campus 
Industrial Engineering/Operations Research students. This 
was not the case in off-campus Engineering Management en- 
rollees where chronological age, when corrected for degrees 
226 
of freedom, did not act as a 
sample. On-campus, age was 
population (10.4 corrected for 
predictor on any part of the 
a predictor for 11.4% of the 
degrees of freedom). 
Though statistically insignificant, age exhibited a 
'411 oorrelatlon to performance in the 31 to 35 student age 
group. However, in the next strata, with ages 36 and above, 
the (insignificant) correlation dropped to -.296. This 
might again reflect the age sensitivity of students quan- 
titative skills. 
This correlations was also observed between degree age 
and graduate performance. When students were from 2 to 5 
years beyond their undergraduate program, the correlation to 
graduate quality point average was .355. The correlation 
for students whose degree ages were six to ten years old 
dropped to -.054. While both were insignificant, they 
dovetail with information observed for the on-campus IEOR 
students. In that category, the (insignificant) correlation 
to performance by degree age in the two to three year old 
category was .120. When the degrees were older than three 
years, the correlation to performance plummeted to -.361. 
Again, the caveat is in place which warns that these data 
are not statistically significant. Further, the above is 
inconsistent with the (insignificant) analysis of variance 
which showed that as the age of the degree rose, so did 
performance. 
instance. 
227 
Again, 
the data is unreliable in this 
The GRE Verbal test score for Engineering Management 
degree students was significantly (.05 level) correlated 
with performance (.297). In fact, when all variables were 
regressed in a stepwise fashion against these students' 
performance, the GRE Verbal was noted as having the key 
relationship. While the analysis of variance proved insig¬ 
nificant, a clear trend was evidenced which indicated higher 
performance with higher scores on the verbal test. 
Results on the GRE Quantitative test proved statisti¬ 
cally insignificant when tested for changes in on-campus 
student performance. On the other hand, results were sig¬ 
nificant for off-campus Engineering Management students. 
The correlation of GRE quantitative scores to graduate 
quality point average was .303 (significant to the .05 
level) and when regressed, accounted for 13.1J of the 
population (11.5% when corrected). This proved significant 
to the .01 level. The highest correlation of GRE to perfor¬ 
mance was in that group with quantitative scores ranging 
from 601 to 700. Albeit statistically insignificant, the 
correlation was .442. 
228 
This category's analysis 
insignificant. 
of variance also proved 
Variations in scores on the analytic test did prove 
Significant, to the .01 level, in accounting for changes in 
graduate performance. Though not significant on-campus, the 
correlation between ORE analytic scores and performance for 
off-campus enrollees was .362. When regressed against 
performance, the test accounted for 13.1$ 0f the population 
(11.5% when adjusted for degrees of freedom). 
The analysis of variance for the CREA also proved 
significant to the .01 level while its Scheffe did not 
evidence statistically significant differences within 
variable. There was little difference among students in 
this category who scored from 501 to 600 on this test (mean 
graduate quality point average of 3.55) from those who 
tested at the 601 to 700 level (mean graduate average of 
3.511). 
The undergraduate quality point average proved totally 
insignificant and inconsequential in terms of trends. 
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OFF CAMPUS ENGINEERING MANAGEMENT DEGREE STUDENTS 
TABLE #57 
SUMMARY DESCRIPTION 
Category #5 
Sample Size 
Mean 
Median 
StDev 
Age 
Degree 
Age 
Graduate 
Verbal 
Record 
Quant 
Exam 
Analy 
Ugrad 
QPA 
Grad 
OPA 66 67 55 55 55 52 66 31 .32 5.10 505.0 641 .6 537.0 2.750 340.6 30.00 4.00 490.0 630.0 540.0 2.740 3.500 6.00 5.46 105.0 81 .9 115.0 
.498 
.467 
INTERACTIVE CORRELATIONS 
Degree 
Category #5 Age Age 
Degree Age .441 
GRE Verb 
.020 .232 
GRE Quant 
-.340 .194 
GRE Anal 
-.372 
.019 
Ugrad QPA 
-.300 -.122 
Grad QPA 
-.122 
.105 
Graduate Record Exam 
Verbal Quant Analy 
.396 
.642 .546 
.127 • 153 .083 
.297 .303 .362 
Ugrad 
QPA 
.062 
TABLE #58 
AGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF: 
0.94 
Not Significant 
66 
Grad = 371 - (0.957) (Age) 
1 .5 
0 
230 
plot m 
age versus graduate qpa for students in category #5 
Grad QPA 
GRAD 
400.00+ 
* * 3 
* ★ 
280.00+ 
240.00+ 
* * 
* 
* 
200.00+ 
160.00+ 
* 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+-~+--+ -+ -+- 
0.00 13.00 26.00 39.00 32.00 
Graduate QPA = 371 - 0.957 Age 
Correlation: -.122 
r squared: 1.5% 
—+C3AGE 
63.00 
Age 
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TABLE #58A 
Description: Age (Stratified) 
urad Quality Point Ave for 
Category #5 
Sample Size 
Mean 
Median 
StDev 
Corr. to Grad 
ALL 
66 
3.406 
3.500 
.467 
Age 
20-25 
10 
3.539 
3.495 
.276 
Age 
26-30 
25 
3.372 
3.500 
.451 
Age 
,3.1-35 
12 
3.539 
3.600 
.272 
Age 
36 _ 
18 
3.298 
3.395 
.649 
QPA -.122 
r squared 1.5 
r squared Adj DF 0 
l .096 
Level of Sig No 
.320 
10.3 
0 
0.92 
No 
.296 
.411 
-.296 
8.8 16.9 8.8 
4.8 8.6 3.1 
2.21 2.04 1.54 
No No No 
Analysis of Variance: Age as a Determinent for Performance 
Mean 
Grad 
Age N QPA StDev 
20 
-25 10 3.539 .276 
26 
-30 25 3.372 
.451 
31 -35 12 3.539 .272 
36 + 18 3.298 
.649 
Individual 95% Cl for Mean 
Based on Pooled StDev 
(-*-) 
( *_ 
(-*-) 
—+-+-+ 
Performance (Grad QPA) 3.12 3.36 3.60 
F=0.94: Not Significant 
) 
) 
3.84 
Summary: Student age is not a statistically significant 
predictor of performance among Engineering 
Management degree students. Variations in student 
age are not statistically related to variation in 
graduate performance 
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TABLE #59 
DEGREE AGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size rr 
Formula: 
squared: = 336 + (°'90) (Deg Age) 
squared Adjusted for DF* n 
0.5 
Not Significant 
233 
PLOT m 
degree age versus graduate qpa for students in category #5 
&3d «PA 
400.00+ 2 ★* 2 
- 3 * *★ 
-2 * 
280.00+ * 
- * 
- Hr* 
240.00+ 
* 
★ 
- ★ 
200.00+ 
160.00+ 
~ * 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+-—f-—f-—f-—f--+C3DAQEPe9 ree ^9e 
0.00 6.00 12.00 18.00 24.00 30.00 
Graduate QPA = 336 + .90 Degree Age 
Correlation: .105 
r squa red: 1.1% 
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TABLE #59a 
Description: Degree Age (Stratified) 
Category #5_ALL 
sample Size Je 
Mean 3.1406 
Median 3.500 
StDev .467 
Corr. to Grad 
QPA .105 
r squared 1.4 
r squared Adj DF o 
l 0.72 
Level of Sig No 
Grad Quality Point Ave for 
D®^ee Degree Degree 
Age Age 
2-5_6 + 
21 2T 
3.439 3.465 
3.500 3.500 
•392 .556 
3.324 
3.300 
.451 
-.047 
0.2 
0 
0.05 
No 
.355 
-.054 
12.6 0.3 
8.0 0 
2.74 0.16 
No No 
Analysis of Variance: 
Degree Age as a Determinent for Performance 
Mean 
Degree Grad 
Age N QPA StDev 
0-1 24 3.324 
.451 
2-5 21 3.439 .392 
6 + 21 3.465 .556 
Individual 95% Cl for Mean 
Based on Pooled StDev 
(-- 
( * 
---- 
Performance (Grad QPA) 3.20 3.36 
F=0.58: Not Significant 
-+ 
3.52 
+- 
) 
-) 
3.68 
ummary. Degree age is not a statistically significant 
predictor for Engineering Management student 
graduate performance. Though trends indicate 
increased degree age leading to increased 
performance, variations in degree age are not 
statistically related to variations in graduate 
performance. 
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TABLE #60 
GRADUATE RECORD EXAMINATION VERBAL TEST AND 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF- 
2.02 
Not Significant 
66 
Grad = 270 + (0 
8.8 
7.1 
PERFORMANCE 
0132) (GREV) 
236 
PLOT #23 
GRE VERBAL VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #S 
Grad QPA 
GRAD 
400.00+ 
* ★ ★ 
240.00+ 
* 
200.00+ 
160.00+ 
★ 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+ -—+-——-——+-—+—-—f- 
0.00 170.00 340.00 310.00 680.00 
Graduate QPA = 270 + .132 GREV 
Correlation: .297 
r squared: 8.8% 
--+C3GRV GREV 
830.00 
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TABLE #60A 
Description: GRE Verbal Test (Stratified) 
Category #5 ALL 
GRE 
Verbal 
0-400 
Sample Size 66 9 
Mean 3.406 3.110 
Median 3.500 3.300 
StDev 
.467 .572 
Corr. to Grad 
QPA 
.297 
-.551 
r squared 8.8 30.3 
r squared Ad DF 7.1 20.4 
F 5.05 3.04 
Level of Sig 
.05 No 
1 Quality Point Ave f or 
GRE GRE GRE 
Verbal Verbal Verbal 
401-500 501-600 601 + 
20 16 9 
3.291 3.472 3.574 
3.450 3.395 3-660 
.552 
.303 
.297 
-.053 .298 
.219 
0.3 8.9 4.8 
0 2.4 0 
0.05 1 .37 0.35 
No No No 
Analysis of Variance: 
Graduate Record Examination Verbal as a Determinent for 
Performance 
GRE 
Verbal N 
0-400 9 3.110 
401-5/ 20 3.291 
501-6/ 16 3.472 
601 + 9 3.574 
Performance (Grad QPA) 
F=2.02: Not Significant 
) 
(-*-) 
( *-) 
(-*_- 
-+-+ +— 
3.00 3.30 3.60 
Mean Individual 95# Cl for Mean 
Grad Based on Pooled StDev 
QPA StDev -+-+- 
.572 ( 
.552 
.303 
.297 ) 
Summary: Performance on the GRE Verbal test is not a 
statistically significant performance predictor 
among Engineering Management degree students. 
Though a trend exists indicating that higher GREV 
scores result in higher graduate performance, a 
statistically significant relationship does not 
exist between scores and performance. 
h
h
h
 
238 
TABLE #61 
GRADUATE RECORD EXAMINATION QUANTITATIVE TEST AND 
PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
r squared: 
66 
Grad = 224 + (0.176) (GREQ) 
9.2 
squared Adjusted for DF: 7 H 
2.70 
Not Significant 
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PLOT #30 
GRE QUANTITATIVE VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #5 
Grad QPA 
GRAD 
400 . oo+ * * * * * 
★ ★ 
200.00+ 
160.00+ 
* 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
—+~—~~~~~**~+C3GRQ GREQ 
0.00 170.00 340.00 310.00 680.00 830.00 
Graduate QPA = 224 + 0.176 GREQ 
Correlation: .303 
r squared: 9*2% 
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TABLE #61 A 
Description: GRE Quantitative Test (Stratified) 
Grad Quality Point Ave for 
Category #5 ALL 
GRE 
Quant 
0-600 i 
GRE 
Quant 
601-700 
GRE 
Quant 
701 + 
Sample Size 66 20 19 15 
Mean 3.406 3.286 3.259 3.594 
Median 3.500 3.330 3.400 3.620 
StDev 
.467 .471 .544 
.279 
Corr. to Grad 
QPA • 303 .038 .442 
-.047 
r squared 9.2 0.1 19.5 0.2 
r squared Ad DF 7.4 0 14.8 0 
F 5.26 0.03 4.13 0.03 
Level of Sig 
.05 No No No 
Analysis of Variance: 
Graduate Record Examination Quantitative 
as a Determinent for Performance 
Mean Individual 95? Cl for Mean 
GRE Grad Based on Pooled StDev 
Quant N QPA StDev -+-+-+-+ 
0-600 20 3.286 .471 (-*-) 
601-7/ 19 3.259 .544 (-*-) 
701 + 1 5 3.594 .279 (-*-) 
-+-+-+-+ 
Performance (Grad QPA) 3.12 3.36 3.60 3.84 
F=2.70: Not Significant 
Summary: GRE Quantitative test scores do not offer a 
statistically significant performance predictor 
for off-campus Engineering Management degree 
students, nor are variations in GREQ test scores 
statistically related to variations in student 
performance. 
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TABLE #62 
GRADUATE RECORD EXAMINATION ANALYTIC TEST AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF: 
=7.14 
ignificant to the .01 level 
66 
Grad = 256 + (0.149) (GREA) 
13.1 
11.5 
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PLOT §31 
GRE ANALYTIC VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #5 
Grad QPA 
GRAD 
400.00+ 
*★★2 
★ * 
* 
200.00+ 
160.00+ 
* 
120.00+ 
90.00+ 
40.00+ 
0.00+ 
+——-+——--- —+—————+---------+---------+C5GREA q REA 
0.00 170.00 340.00 310.00 680.00 830.00 
Graduate QPA = 256 + 0.149 GREA 
Correlation: .362 
r squared: 13-1% 
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TABLE #62A 
Description: GRE Analytic Test (Stratified) 
Category #5 ALL 
Grad 
GRE 
Analy 
0-500 
Quality Point 
GRE 
Analy 
501-600 
Ave for 
GRE 
Analy 
601 + 
Sample Size 66 22 17 1 5 
Mean 3.406 3.099 3.548 3.537 
Median 3.500 3.290 3.500 3.620 
StDev 
Corr. to Grad 
.467 .527 .402 .234 
QPA 
.362 
.007 .221 
-.318 
r squared 13.1 0 4.9 10.1 
r squared Ad DF 11.5 0 0 3.2 
F 7.86 0.00 0.77 1 .46 
Level of Sig .01 No No No 
Analysis of Variance: 
Graduate Record Examination Analytic 
as a Determinent for Performance 
GRE 
Analy N 
Mean 
Grad 
QPA StDev 
Individual 95% 
Based on Pooled 
Cl for Mean 
StDev 
0-500 22 3.099 .527 (-*- -) 
501-6/ 17 3.548 .402 (-*- —) 
601 + 15 3.537 .234 (-*- ■-) 
Performance (Grad QPA) 3.12 3-36 3.60 
F=7.l4: Significant at the .01 Level 
Note: Significant differences exist in performance between 
students with a test score range of 0-500 and 501-600 
and from 0-500 and above 600 on the GREA. 
Significant differences are not found in the 
performance of those students with GREA test scores 
of 501-600 and those above 600. 
Summary: Performance on the GRE Analytic test is a 
significant predictor for graduate performance 
among Engineering Management degree students. 
Variations among GREA test scores do significantly 
account for variation in graduate performance. 
Students scoring below 500 on the GREA perform 
h
h
h
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siore3l0antThye^lffePently fr0" th°3e Wlth ^her 6f 
ouu and those scoring above 600. 
TABLE #63 
UNDERGRADUATE QUALITY POINT AVERAGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
squared: 
squared Adjusted for DF: 
2.38 
Not Significant 
66 
Grad = 321 + (0.059) (UGRAD) 
0.4 
0 
UNDERGRADUATE QPA VERSUS GRADUATE QPA FOR STUDENTS IN CATEGORY #5 
Grad QPA 
GRAD 
400.00+ 
360.00+ 
320.00 
* ★ 
280.00+ 
240.00+ 
200.00+ 
160.00+ 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+-_+--+--+-f-—+C3UGRAD 
0.00 80.00 160.00 240.00 320.00 400.00 
Graduate QPA = 321 + 0.039 Undergraduate QPA 
Correlation: .062 
r squared: Q.k% 
Undergradua 
QPA 
TABLE #63A 
Description: Undergraduate QPA (Stratified) 
Grad Quality Point Ave for 
Category #5 ALL 
Ugrad 
QPA 
0-2.50 
Ugrad 
QPA 
2.51-3.00 
Ugrad 
QPA 
3.00-4.00 Sample Size 66 19 18 1 4 
Mean 3.406 3.41 4 3.196 3.548 
Median 3.500 3.500 3.275 3.590 
StDev 
Corr. to Grad 
.467 
.31 4 
.613 .409 
QPA 
.062 
-.01 7 
-.272 
.122 
r squared 0.4 0 7.4 1.5 
r squared Ad DF 0 0 1 .6 0 
F 0.19 0 1 .28 0.18 
Level of Sig No No No No 
Analysis of Variance: 
Undergraduate Quality Point Average 
as a Determinent for Performance 
Mean Individual 95$ Cl for Mean 
Ugrad Grad Based on Pooled StDev 
QPA N QPA StDev-+-+-+-+ 
0-2.50 19 3.414 .314 (-*-) 
2.51 /300 18 3.196 .613 (-*-) 
3.01 /400 1 4 3.548 .409 (-*-) 
-+-+ + + 
Performance (Grad QPA) 3.12 3.36 3.60 3.84 
F=2.38: Not Significant 
Summary: The undergraduate quality point average is not a 
statistically significant predictor of graduate 
performance among Engineering Management degree 
students nor are variations in undergraduate 
performance statistically related to changes in 
graduate quality point average. 
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ANALYSIS OF VARIABLES 
OFF-CAMPUS NON-DEGREE INDUSTRIAL ENGINEERING/OPERATIONS 
RESEARCH STUDENTS 
CATEGORY #6 
OFF-CAMPUS VIDEO-BASED NON-DEGREE STUDENTS 
DEPARTMENT OF INDUSTRIAL ENGINEERING/OPERATIONS RESEARCH 
A student’s chronological age was the only available 
variable for off-campus non-degree students enrolled in 
Industrial Engineering/Operations Research courses through 
the Videotape Instructional Program. It proved totally 
insignificant in accounting for changes in graduate perfor¬ 
mance and no trends were evident. 
Clearly, other factors are at work in impacting upon 
these students’ performance. 
TABLE #64 
AGE AND PERFORMANCE 
Gross Regression Analysis 
Sample Size 
Formula: 
r squared: 
r squared Adjusted for DF: 
F=0.40 
Not Significant 
152 
Grad = 325 - (0.610) (Age) 
0.3 
0 
PLOT #33 
age versus graduate qpa for students in CATEGORY #6 
2/48 
Grad QPA 
GRAD 
400.00+ 
360.00+ 
43334*34** 2 2 * 
* ★ * ** 
** * 
*+** 322 2 42* 
* 
240.00+ 
4 ** 2 * 
* 
* 
* 
200.00+ 
160.00+ 
2+ 2 * 2 * 
2 * * 
** 
* 
*★ * 2 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+-- 
0.00 13.00 26.00 39.00 32.00 
-+C6AGE Aqe 
63.00 
Graduate QPA = 325 ~ .610 Age 
Correlation: -.052 
r squared: 0-3% 
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TABLE #64A 
Description: Age (Stratified) 
Grad Quality Point Ave for 
Category #6 ALL 
Age 
20-25 
Age 
26-30 
Age 
31-35 
Age 
36 + 
Sample Size 152 49 35 35 31 
Mean 3.065 3.054 3.336 2.820 3.026 
Median 3.330 3.000 3.500 3.000 3.350 
StDev 
.831 .727 .71 6 1 .070 .746 
Corr. to Grad 
QPA 
-.052 -.024 
-.119 .085 .155 
r squared 0.3 0.1 1.4 0.7 2.4 
r squared Adj DF 0 0 0 0 0 
F 0.40 0.03 0.47 0.24 0.72 
Level of Sig No No No No No 
Analysis < of Variance: Age as a Determinent : for Performance 
Mean Individual 95% Cl for Mean 
Grad Based on Pooled StDev 
Age N QPA Q ¥ n^ir u tl/GV 
20-25 49 3.054 .727 (-*— -) 
26-30 35 3-336 .71 6 ( — _ — * — 
31-35 35 2.821 1 .075 (-*-) 
36 + 31 3.026 .746 (-*- -) 
+-+-+-+ 
Performance (Grad QPA) 2.70 3.00 3.30 3.60 
F=2.32: Not Significant 
Summary: Age is not a statistically significant predictor 
of performance for off-campus non-degree IEOR 
graduate students. Variations in student age does 
not statistically relate to variation in graduate 
performance. 
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RELATIONSHIP BETWEEN ACTUAL AND PREDICTED GRADUATE 
PERFORMANCE BETWEEN AND AMONG ON AND OFF-CAMPUS DEGREE 
STUDENTS IN ELECTRICAL AND COMPUTER ENGINEERING 
There is no statistically significant 
relationship between the predicted and 
actual graduate quality point averages of 
on-campus students in Electrical and 
Computer Engineering and off-campus video- 
based Electrical and Computer Engineering 
graduate students. 
Results from stepwise regression analyses were used to 
develop the best possible predicted graduate grade point 
average given available variables. 
For on-campus graduate students in the Department of 
Electrical and Computer Engineering, the stepwise regression 
indicated that the key variable combination consisted of an 
amalgamation of degree age, GRE Quantitative test score, and 
undergraduate grade point average. 
When graduate student performance was subjected to 
regression analysis against this combination of variables, 
the formula offering the strongest vitality was: 
Predicted = 82 + [(3.69)(Degree Age)] + 
Performance [(1.28)(GRE Quantitative)] + 
[(0.461)(Undergraduate 
Quality Point Average)] 
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This model resulted in a correlation of .1101 between 
actual and when subjected to regression analysis, accounted 
for 16.1% of the population (15.7 adjusted for degrees of 
freedom; "F"=37.23. It was significant to the .01 level). 
The following is offered for comparison. 
TABLE #65 
MEAN ACTUAL VERSUS PREDICTED GRADUATE PERFORMANCE 
ON-CAMPUS DEGREE STUDENTS 
ELECTRICAL AND COMPUTER ENGINEERING 
Actual Predicted 
Graduate Graduate 
QPA QPA 
N 219 21 4 
Mean 3.248 3.261 
Median 3.370 3.264 
StDev .569 .230 
Max 4.000 3.958 
Min . 660 2.649 
When an analysis of variance was conducted to determine 
whether statistically significant differences existed be¬ 
tween the actual and predicted values, the resulting "F" 
proved insignificant at 0.09. 
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TABLE it 6 6 
ON-CAMPUS ECE DEGREE STUDENTS 
ACTUAL VERSUS PREDICTED GRADUATE PERFORMANCE 
Act ' 1 
P r d i c 
F = 0.09 
Mean 
Grad 
N QP A StDev 
219 3.248 .569 
204 3.261 .230 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
---+-- 
3-20 3.24 3.28 
Not Significant 
) 
-) 
3.32 
Summary: No statistically significant difference exists 
between the actual and predicted graduate 
performance for on-campus ECE degree students. 
The following plot describes the interaction of actual 
versus predicted quality grade point averages for on-campus 
Electrical and Computer Engineering graduate students. 
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PLOT #34 
ACTUAL GRADUATE QPA FOR STUDENTS IN CATEGORY #1 
VERSUS 
PREDICTED GRADUATE QPA FOR STUDENTS IN CATEGORY #1 
Actual 
Grad QPA 
GRAD 
Predicted 
Grad QPA 
Predicted Graduate QPA = 82 + 3-69 Degree Age + 1.28 GREQ + 0.461 
Correlation Actual QPA v. Predicted QPA: .401 
r squared (predicted to actual): 16.1^ 
Ug rad 
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Before comparing off-campus (Category #2) performance 
to on-campus predictors for students in Category #1 which 
will result in an indication of the validity of performance 
by students studying through ITV as opposed to those study¬ 
ing "live" and on-campus, it would be useful to compare 
these students’ actual performance to those predictors 
specific to its category. Recall that the stepwise regres¬ 
sion for off-campus Electrical and Computer Engineering 
degree students indicated that the key variable consisted 
solely of scores of the Graduate Record Examination quan¬ 
titative test. This resulted in the following formula for 
best predicted grades being for off-campus ECE degree 
students. 
Predicted = 204 + [(0.208)(GRE 
Performance Quantitative)] 
The following is the comparison noted between actual 
grades earned by off-campus degree students and the 
predicted grades determined through the regression. 
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TABLE #67 
MEAN ACTUAL VERSUS MEAN PREDICTED PERFORMANCE 
OFF-CAMPUS VIDEO-BASED 
ELECTRICAL AND COMPUTER ENGINEERING 
DEGREE STUDENTS 
Actual Predicted 
Graduate Graduate 
QPA QPA 
N 84 73 
Mean 3.441 3.457 
Median 3.500 3.496 
S tDev 
.507 .153 
Max 4.000 3-766 
Min 1 .750 3.018 
When an analysis of variance was conducted to determine 
whether statistically significant differences existed be¬ 
tween the actual and predicted values, the resulting "F" 
proved insignificant at 0.07. 
TABLE #68 
OFF-CAMPUS ECE DEGREE STUDENTS 
ACTUAL VERSUS PREDICTED PERFORMANCE 
N 
84 
Mean 
Grad 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
Act * 1 
QPA StDev 
3.441 .507 
- +-- 
(- 
-) 
Pr d i c 73 3.^57 .153 (--■ 
F = 0.07 
- +-- 
3.36 
Not Significant 
3.42 3.^8 3.54 
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Summary: Variations between actual and predicted perfor¬ 
mance among off-campus ECE degree students are 
insignificant. Analysis of variance does not 
reject the notion that no significance variation 
exists between actual and predicted graduate 
perf ormance. 
The following plot describes the interaction of actual 
versus predicted quality grade point averages for off-campus 
Electrical and Computer Engineering graduate students. Note 
that the correlation between predicted and actual grade 
point averages for off-campus degree students is .316 and 
when regressed, predicts 10.0% of the relationship (8.7% 
when adjusted for degree of freedom). The resulting "F", 
7.55, is significant to .01. 
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PLOT #35 
ACTUAL GRADUATE QPA FOR STUDENTS IN CATEGORY #2 
VERSUS 
PREDICTED GRADUATE QPA FOR STUDENTS IN CATEGORY #2 
Actua1 
Grad QPA 
GRAD 
+-_f-—► — —f-—►-+GRDPRD 
0.00 80.00 160.00 240.00 320.00 400.00 
Predicted Graduate QPA = 204 + 0.208 GREQ 
Correlation Actual QPA v. Predicted QPA: .316 
r squared (predicted to actual): 10.0-6 
Predicted 
Grad QPA 
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When actual performance for off-campus Electrical and 
Computer Engineering graduate students is plotted against 
the on-campus graduate student predictive model, the follow¬ 
ing plot is indicated. 
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PLOT #36 
ACTUAL GRADUATE QPA FOR STUDENTS IN CATEGORY #2 
VERSUS 
PREDICTED GRADUATE QPA FOR STUDENTS IN CATEGORY #1 
ActuaI 
Grad QPA 
GRAD 
400.00+ 
_ *2 *++2★★■*++ 
* ★ 
* * * 
120.00+ 
60.00+ 
40.00+ 
0.00+ 
+-~+--+--+--+--+C2PRDC1 
0.00 80.00 160.00 240.00 320.00 400.00 
Predicted Graduate QPA = 82 + 3*69 Degree Age + 1.28 GREQ + 0.461 Ugrad 
Correlation ACtual QPA vs. Predicted QPA : .354 
r squared (predicted to actual): 12.6% 
Predicted 
Grad QPA 
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Note is taken of the fact that the observed correlation 
between actual off-campus grades and predicted on-campus 
grades (.354) is higher than that indicated when off-campus 
grades were correlated against their own predictors (.316). 
Results from the regression analysis offered similar 
results. When regressed against their own predictors, the r 
squared for off-campus students against their own predictor 
was 10.0$ (8.7$ adjusted for degrees of freedom). When off- 
campus (actual) performance was subjected to regression 
analysis against the best predictors for students in 
Category #1, the model resulted in a 12.6$ (11.1$ adjusted) 
fit. This is significant to the .01 level. In effect, 
Category #2 student performance was predicted with more 
accuracy by the formula established for on-campus graduate 
students. 
This inconsistency results from the larger sample size 
used to determine the relationships among on-campus 
students. With a larger sample size, the results from the 
initial stepwise regression is more reliable. The fact that 
the stepwise regression for off-campus degree students 
resulted only in identifying the GRE quantitative test as 
important, and further that a better fit is exhibited when 
regressing off-campus students to on-campus models, indi¬ 
cates that with a larger sample size in Category #2, a 
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differing result would have come from its stepwise 
regress ion. 
In order to determine whether significant differences 
resulted when actual grades for off-campus Electrical and 
Computer degree students analyzed against predictors for on- 
campus students, both were subjected to an analysis of 
variance. The results from this exercise, noted below, 
indicated no significant differences. 
TABLE #69 
ACTUAL PERFORMANCE OF OFF-CAMPUS ECE GRADUATE DEGREE 
STUDENTS COMPARED TO PREDICTED PERFORMANCE FOR ON 
CAMPUS ECE GRADUATE STUDENTS 
Mean INDIVIDUAL 9555 Cl FOR MEAN 
Grad BASED ON POOLED STDEV 
N QPA StDev -+-+-+-+ -- 
Act ’1 84 3.441 . 507 (-*-) 
Prdic 65 3.360 . 31 4 (-*-) 
-+-+-+-+ — 
3.28 3.36 3.44 3.52 
F = 1 .27s Not Significant 
Summary: Variations between actual graduate performance for 
off-campus ECE degree students is statistically 
insignificant when compared to predicted graduate 
quality point average for on-campus ECE graduate 
students. 
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With this ANOVA, the hypothesis that off-campus 
Electrical and Computer Engineering graduate students per¬ 
form differently than their on-campus colleagues is 
effectively rejected. It is a further indication that the 
use of non-tutored videotape instruction does not detract 
from the effective delivery of quality graduate engineering 
education. 
The following plot offers an additional indication of 
the closeness in levels of performance among Electrical and 
Computer Engineering students. The letter A represents the 
plot of actual versus predicted performance for on-campus 
students. Off-campus degree students are represented by the 
letter " B" . In this model, the correlation between 
predicted and actual performance is .394. The regression 
line predicts 15.5% of the populations (15.255 adjusted for 
degrees of freedom) and is significant to the .01 level. 
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PLOT tm 
ACTUAL GRADUATE QPA FOR STUDENTS IN CATEGORY ft1 
AND STUDENTS IN CATEGORY ft2 VERSUS 
PREDICTED GRADUATE QPA FOR STUDENTS IN CATEGORY ft] 
Actua1 
+-—f-—f—-—f- 
263.00 300.00 333.00 370.00 403.00 
-+C14 
440.00 
Predicted 
Grad QPA 
Predicted Graduate QPA = 82 + 3-69 Degree Age + 1.28 GREQ + 0.461 Ugrad 
Correlation (Actual QPA v. Predicted QPA): .394 
r squared (predicted to actual): 15-5^ r 
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RELATIONSHIP BETWEEN ACTUAL AND PREDICTED GRADUATE 
PERFORMANCE BETWEEN AND AMONG ON AND OFF-CAMPUS DEGREE 
STUDENTS IN INDUSTRIAL ENGINEERING/0PERATIONS 
RESEARCH 
There is no statistically significant 
relationship between the predicted and 
actual graduate quality point averages of 
on-campus students in Industrial 
Engineering/Operations Research and off- 
campus video-based Engineering Management 
graduate students. 
The stepwise regression for variables impacting upon 
on-campus graduate students enrolled in Industrial 
E n g i n e e r i n g / 0 p e r a t i o n s Research courses indicated a set of 
key variables consisting of chronological age score of the 
quantitative portion of the Graduate Record Examination. 
The regression analysis offered the following formula. 
Predicted = 268 - [(3«29)(Age)] 
Performance [(0.245)(GRE Quantitative)] 
+ 
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The following is the comparison noted between actual 
grades earned by off-campus degree students and the 
predicted grades determined through the regression. 
TABLE #70 
MEAN ACTUAL VERSUS MEAN PREDICTED PERFORMANCE 
ON-CAMPUS GRADUATE STUDENTS 
DEPARTMENT OF INDUSTRIAL ENGINEERING/0PERATI0NS RESEARCH 
Actual Predicted 
Graduate Graduate 
QPA QPA 
N 83 81 
Mean 3-347 3.352 
Median 3 . 450 3.401 
S t D e v . 603 . 292 
Max 4.000 3.817 
Min . 620 2.228 
When an analysis of variance was conducted to determine 
whether statistically significant differences existed be¬ 
tween the actual and predicted values, the resulting "F" 
proved insignificant at 0.00. 
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TABLE #71 
ACTUAL VERSUS PREDICTED GRADUATE PERFORMANCE 
ON-CAMPUS DEGREE STUDENTS 
DEPARTMENT OF INDUSTRIAL ENGINEERING/0PERATIONS RESEARCH 
Mean 
Grad 
N QP A StDev 
Act ' 1 83 3.347 . 603 
Pr d i c 81 3 • 352 .292 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
(-- 
-* 
F = 0.00: 
-+ 
3.30 
Not Significant 
-+ 
3.36 
) 
-) 
3.42 
Summary: Statistically significant variations do not exist 
between actual and predicted levels of graduate 
performance for on-campus degree students in IEOR. 
The following plot describes the interaction of actual 
versus predicted quality grade point averages for on-campus 
IEOR graduate students. Note that the correlation between 
predicted and actual grade point averages for on-campus 
degree students is .474 and when subjected to regression 
analysis, predicted 22.5% of the population (21.5% when 
adjusted for degrees of freedom). The resulting "F" , 22.32, 
is significant to .01. 
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PLOT #38 
ACTUAL GRADUATE QPA FOR STUDENTS IN CATEGORY #4 
VERSUS 
PREDICTED GRADUATE QPA FOR STUDENTS IN CATEGORY 
Actua1 
Grad QPA 
Predicted Graduate QPA = 268 - 3*29 Age + 0.245 GREQ 
Correlation (Actual QPA v. Predicted QPA): .kjk 
r squared (Predicted to actual): 22.5^ 
Predicted 
Grad QPA 
268 
The following plot describes the interaction of actual 
versus predicted quality grade point averages for off-campus 
Engineering Management students (Category #5). Its formula 
results from a stepwise regression indicating the key vari¬ 
able to be student scores on the GRE analytic test. 
Predicted = 270 + [ ( 0.132)(GREA)] 
Perf ormance 
The correlation between predicted and actual grade 
point averages for off-campus degree students is .297 and 
when regressed, predicts 8.8$ of the relationship (7.1$ when 
adjusted for degrees of freedom). The resulting "F" , 5.05, 
is significant to the .05 level. 
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PLOT #39 
ACTUAL GRADUATE QPA FOR STUDENTS IN CATEGORY #5 
VERSUS 
PREDICTED GRADUATE QPA FOR STUDENTS IN CATEGORY #5 
Actua1 
Grad QPA 
GRAD 
400.00+ ★ 2 * * 
Predicted 
Grad QPA 
Predicted Graduate QPA = 270 + 0.132 GREA 
Correlation (Actual QPA v. Predicted QPA): .297 
r squared (predicted to actual): 8.8<£ 
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The following is the comparison noted between actual 
grades earned by off-campus degree students and the 
predicted grades determined through the regression for off- 
campus degree-seeking Engineering Management students. 
TABLE #72 
OFF-CAMPUS ENGINEERING MANAGEMENT DEGREE STUDENTS 
DEPARTMENT OF INDUSTRIAL ENGINEERING/0PERAT I 0NS 
RESEARCH 
Actual Predicted 
Graduate Graduate 
QP A QP A 
N 66 55 
Mean 3 . 406 3.367 
Median 3.500 3.347 
S tDev 
.467 . 1 39 
Max 4.000 3-756 
Min 1 .500 3.122 
When an analysis of variance was conducted to determine 
whether statistically significant differences existed be¬ 
tween the actual and predicted values, the resulting "F" 
proved insignificant at 0.35. 
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TABLE #73 
Mean 
Grad 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
N QPA StDev 
Act '1 66 3.406 .467 
Prdic 55 3.367 .139 
+ + + + - 
+ + + + - 
3.30 3.36 3. 42 3.48 
0.35: Not Significant 
Summary: No statistically significant differences exist 
between actual and predicted graduate performance 
among off-campus Engineering Management degree 
students. 
Previously, when off-campus Electrical and Computer 
Engineering graduate students' performance was compared to 
on-campus predictors, the analysis of variance recorded no 
significant difference between predicted and actual quality 
grade point average. However, when performance of off- 
campus Engineering Management students was analysed against 
on-campus predictors, a statistically significant variance 
was observed. 
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The following represents the plot of actual Category #5 
student performance against the predictors for on-campus 
grades. 
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PLOT ffkO 
ACTUAL GRADUATE QPA FOR STUDENTS IN CATEGORY #5 
VERSUS 
PREDICTED GRADUATE QPA FOR STUDENTS IN CATEGORY tih 
Actua1 
Grad QPA 
GRAD 
400.00+ ★★ 2 * 
♦ * 
120.00+ 
80.00+ 
40.00+ 
0.00+ 
+—“————+—————+-——-+--——-+C3PRDC4 
0.00 80.00 180.00 240.00 320.00 400.00 
Predicted Graduate QPA = 268 ■ 3*29 Age + 0.2^5 GREQ 
Correlation (Actual QPA v. Predicted QPA): .365 
r squared (Predicted to actual): 13*3^ 
Predicted 
Grad QPA 
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The statistical correlation between the actual and 
predicted grades is . 365 and when regressed, the relation¬ 
ship accounts for 13.3$ (11.7* adjusted for degrees of 
freedom) of the sample. With an "F" score of 7.99, this is 
significant to the .01 level. 
The following plot depicts actual student grades in 
both Category #4 and Category #5 against predictors estab¬ 
lished for on-campus student performance. On-campus 
performance is reflected by the letter "D" while "EM repre¬ 
sents performance of the Engineering Management student 
population. 
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PLOT Ml 
ACTUAL GRADUATE QPA FOR STUDENTS IN CATEGORY HU 
AND STUDENTS IN CATEGORY H 5 VERSUS 
PREDICTED GRADUATE QPA FOR STUDENTS IN CATEGORY HU 
Actua1 
Grad QPA 
C41 
480.00+ 
440.00+ 
0 
40.00+ 
+--+-►--+--+-+C42 
200.00 240.00 280.00 320.00 360.00 400.00 
Predicted Graduate QPA = 268 - 3-29 Age + 0.2A5 GREQ 
Predicted 
Grad QPA 
Correlation (Actual QPA ti Predicted QPA): .365 
r squared (predicted to actual): 13-3% 
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When an analysis of variance is conducted to ascertain 
gnificant differences between on-campus 1E0R resident 
graduate students and off-campus Engineering Management 
students, the result is a "F" score of 5.58. This is in- 
dicative of significance to the .05 level. 
TABLE #74 
COMPARISON OF ACTUAL PERFORMANCE OF OFF-CAMPUS ENGINEERING 
MANAGEMENT STUDENTS TO ON-CAMPUS IEOR GRADUATE STUDENT 
PREDICTORS 
Mean 
Grad 
N QP A StDev 
Act'1 66 3. 406 . 467 
Prdic 55 3.230 .318 
F = 5.58: .05 Level 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
-+-+-+ _ 
(-#-) 
(-*-) 
-+-+-+- 
3.24 3.36 3.48 
Summary: A statistically significant variation exists 
between actual off-campus student performance and 
on-campus predicted graduate grade point average. 
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At first blush, the analysis of variance Indicates that 
there is a significant difference between the actual perfor¬ 
mance of off-campus students and predicted performance 
levels established for on-campus IEOR graduate students. It 
also evidences a trend that off-campus students perform at a 
higher level. This would refute the contention that no 
significant differences would occur when comparing actual 
versus predicted performance. However, a comparison of the 
Engineering Management curriculum to those courses available 
to on-campus IEOR graduate students results in calling these 
assumptions into question. The curriculum available to off- 
campus Engineering Management graduate students narrow and 
more structured than that open to on-campus students. While 
consisting of videotaped courses taught on-campus, there are 
fewer course options available to off-campus students. This 
batches the off-campus students into a narrower range of 
courses than those available for selection by on-campus 
students and would result in an artificial comparison. This 
situation is contrary to that in Electrical and Computer 
Engineering where the range of courses available to the off- 
campus students is nearly as broad as that available to the 
on-campus enrollee. 
This is not to intimate that the Engineering Management 
courses are less rigorous than those non-videotaped courses 
available to and selected by their on-campus colleagues. On 
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the other hand, the curriculum is acknowledged as being less 
quantitative and students are able to bring much of their 
work experiences into the classroom. For instance, many 
courses require student projects or involve students in case 
study methodology rather than large amounts of quantitative 
analysis. The former forms of analysis are common to the 
experience of the working engineering manager. This calls 
into question the significance of the analysis offered by 
the ANOVA and its impression that off-campus students per¬ 
form at a higher level than would be indicated by on-campus 
predictors. 
COMPARISON OF ACTUAL COURSE GRADES BY ON AND OFF-CAMPUS 
STUDENTS ENROLLED IN THE SAME COURSE 
DEPARTMENTS OF ELECTRICAL AND COMPUTER ENGINEERING 
AND COMPUTER AND INFORMATION SCIENCES 
There is no statistically significant 
difference in performance, as measured by 
grades received, between on-campus and off- 
campus video-based graduate students 
279 
enrolled in the same 
through the Department 
Computer Engineering 
Information Sciences. 
courses offered 
of Electrical and 
or Computer and 
In order to assess whether students in one category 
performed at a statistically different level from those in 
an other, one-way analyses of variance were conducted on 37 
course sections offered by the departments of Electrical and 
Computer Engineering (36 courses) and Computer and 
Information Sciences (1 course). Course sections were 
selected for analysis if their enrollment consisted of at 
least two on-campus and two off-campus degree students 
participating through the College of Engineering's Videotape 
Instructional Program. 
If course sections met this threshold, off-campus non¬ 
degree students were included in the ANOVA. If, in such 
instances, the resulting "F" score proved significant, a 
post-hoc test (Scheffe) was initiated to determine whether 
significant differences in performance existed between 
students in Category #1 and Category #2. This would effec¬ 
tively remove non-degree students from the analysis and 
would offer a valid test determining significant performance 
differences between on and off-campus degree students. 
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The resulting analyses indicated that throughout the 
thirty-six course-sections observed, twenty-eight yielded 
insignificant "F" scores. This would indicate that in those 
c o urse-sections, student category did not significantly 
account for variation in performance. 
Significant "F"'s were observed in eight courses of¬ 
fered by the Department of Electrical and Computer 
Engineering. Of these, three showed statistically sig¬ 
nificant differences to the .05 level with the balance at 
the .01 level. In seven of these instances, post-hoc 
(Scheffe) analyses were conducted to see if, upon removal of 
the off-campus non-degree students, significant differences 
were found between students in Category #1 and Category #2. 
None of these cases offered a significant difference in the 
performance between on and off-campus degree students. 
In the one course offering significant "F" score (ECE 
687, offered in Fall 1983), registration information indi¬ 
cated that enrollment consisted of fourteen on and two off- 
campus graduate students. There were no off-campus non¬ 
degree (Category #3) students in the course-section. 
On-campus degree students had a mean course grade of 
2.93 with a standard deviation of .267. Both of the off- 
campus enrollees earned a grade of "AB" (3-5). The ANOVA 
281 
resulted in an "F" of 8.62 and a confidence level of .05. 
While these results do offer statistical significance, the 
low sample size of off-campus degree students reduces the 
impact of this finding. 
Taken as a whole, of the 36 courses subjected to 
analysis, only one (2.78$ of the sample) offered significant 
differences in performance due to a student's category. As 
a result, when considering the question whether variance in 
student performance can be accounted by category, the answer 
is no. 
ANALYSES OF VARIANCE INDICATING CHANGES IN GRADUATE 
PERFORMANCE BY STUDENT CATEGORY AMONG STUDENTS 
ENROLLED IN THE SAME COURSES OFFERED BY THE DEPARTMENTS 
OF COMPUTER AND INFORMATION SCIENCES AND ELECTRICAL AND 
COMPUTER ENGINEERING 
EC E 560 
FALL, 1981 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
CAT #1 
CAT #2 
CAT #3 
N MEAN 
2 3-75 
2 4 . 00 
5 1.60 
STDEV 
.354 
0 
2.191 
(-- 
(- 
(- 
--) 
-) 
-) 
0 2.40 
o
 
C
O
 
7 . 20 
F . 80 
LEVEL OF SIGNIFICANCE: NONE 
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ECE 560 
FALL, 1982 
N MEAN STDEV 
CAT #1 2 4.00 0 
CAT #2 5 3.20 1 . 789 
CAT #3 38 1.54 1.940 
F = 3.04 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
-+-+-+-+ 
1- 60 3.20 11.80 6.40 
NONE 
EC E 560 
SUMMER, 1983 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV 
CAT #1 3 3.83 . 289 (- -) 
CAT #2 3 3.50 .500 (- -) 
3.00 3.50 4.00 4.50 
F = 1 .00 
LEVEL OF SIGNIFICANCE: NONE 
ECE 567 
SPRING, 1983 
CAT #1 
CAT #2 
INDIVIDUAL 9555 Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN 
3 3.50 
3 3.17 
3.00 3.75 4.50 
STDEV-+-+- 
.500 (-*-) 
. 7 6 H (-*-) 
F=0.60 
LEVEL OF SIGNIFICANCE: NONE 
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ECE 570 
SPRING, 1983 
N MEAN STDEV 
CAT #1 2 4.00 0 
CAT #2 2 3.75 .354 
CAT #3 1 4.00 0 
F = 0.60 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
T --+. 
• 00 3.60 4.20 4.80 
NONE 
ECE 570 
FALL, 1984 
N MEAN STDEV 
CAT #1 1 3 2.88 .961 
CAT #2 2 3 • 25 .354 
CAT #3 4 3.12 .250 
F = 0.24 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
-+-+-+ 
( *-) 
( *- 
(-*  
-+-+-+ 
2.25 3.00 3.75 
NONE 
+ 
) 
-+ 
4.50 
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ECE 571 
FALL, 1981 
N MEAN STDEV 
CAT #1 2 4.00 0 
CAT #2 2 3.50 
.707 
CAT #3 9 1 .67 
. 159 
F = 2.99 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
-+--  
( *- 
-----+ 
1-60 3.20 4.85 
NONE 
ECE 584 
FALL, 1983 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV-+-+-+-+ - 
CAT #1 22 3.39 .975 (-*-) 
CAT #2 2 3.50 . 707 (- -) 
CAT #3 2 3.50 . 707 *  
-+-+-+-+ _ 
2.40 3.20 4.00 4.80 
F = 0.02 
LEVEL OF SIGNIFICANCE: NONE 
ECE 602 
SPRING, 1981 
N MEAN STDEV 
INDIVIDUAL 95$ 
BASED ON POOLED 
Cl FOR 
STDEV 
MEAN 
CAT #1 6 3.00 1.517 (- ---) 
-) CAT #2 3 3.33 .577 (  
CAT #3 5 2.80 1 .681 (  ---) 
F = 0.1 2 
2.40 3.60 4 .80 
LEVEL OF SIGNIFICANCE: NONE 
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EC E 602 
SPRING, 1984 
N MEAN STDEV 
CAT #1 5 3.20 . 274 (- 
CAT #2 8 3.50 
.463 
CAT #3 6 3.08 .861 (- 
2.80 
F = 0.94 
LEVEL OF SIGNIFICANCE: NONE 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
(- 
*_ 
-+. 
3.20 
- #_ 
-) 
-+ ■ 
3.60 
-+ 
4.00 
ECE 603 
FALL, 1984 
N MEAN STDEV 
CAT #1 1 5 2.93 . 651 
CAT #2 5 3.30 .837 
F = 1 .04 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
-+-+-+ 
( * ) 
(-*- 
-+-+-+ 
2.80 3.20 3.60 
NONE 
EC E 604 
FALL, 1983 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV 
CAT #1 5 3 . 40 .418 (- -*-) 
CAT #2 2 3.50 0 (  -) 
CAT #3 6 2.67 .753 (- -) 
1 .20 2. 40 3.60 4.80 
F-1.27 
LEVEL OF SIGNIFICANCE: NONE 
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ECE 605 
SUMMER, 1984 
N MEAN 
CAT #1 14 3.07 
CAT #2 3 3.33 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
STD EV - -----  
.475 (-*-) 
. 577 ( *- 
2.80 
F = 0.71 
LEVEL OF SIGNIFICANCE: NONE 
-+ 
3.20 
-+ 
3.60 
+ 
-) 
-+ 
4.00 
ECE 648 
FALL, 1982 
CAT #1 
CAT #2 
CAT #3 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STD EV 
N MEAN STDEV-+-+- 
5 3.50 . 354 (-*- 
2 3.00 0 (-*- 
9 1 . 44 1 . 722 (-+-) 
-+ +-+- 
1.40 2.80 4.20 
F = 3.96 
LEVEL OF SIGNIFICANCE: .05 (NO SIGNIFICANT DIFFERENCE 
BETWEEN CATEGORY 1 AND CATEGORY 2) 
ECE 660 
SUMMER, 1983 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV-+-+-+-+ 
CAT #1 4 3.75 . 500 (-*-) 
CAT #2 2 3.75 . 354 ( - 
-+-+-+ + 
3.00 3.50 4.00 4.50 
F = 0.00 
LEVEL OF SIGNIFICANCE: NONE 
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ECE 660 
FALL, 1984 
N MEAN STDEV 
CAT #1 5 3.80 . 274 
CAT #2 2 4.00 0 
CAT #3 6 3.75 .41 8 
F = 0.40 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
(-#- 
(-*-) 
- + +-+ 
3 • 60 3.90 4.20 4.50 
NONE 
ECE 668 
FALL, 1979 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
CAT #1 
N 
6 
MEAN 
2.83 
STDEV - 
.683 (-*--- 
CAT #2 4 3.25 .866 ( * 
CAT #3 1 6 1.16 1.599 (--- * . -) 
-+-+-+- 
1.20 2.40 3.60 
F = 5.71 
LEVEL OF SIGNIFICANCE: .01 LEVEL (NO SIGNIFICANT DIFFERENCE 
EXISTS IN PERFORMANCE BETWEEN CATEGORY #1 AND CATEGORY #2 
STUDENTS) 
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ECE 668 
FALL, 1980 
N MEAN STD E V 
INDIVIDUAL 95% Cl FOR 
BASED ON POOLED STDEV 
MEAN 
CAT #1 8 3.4 4 
. 623 (- CAT #2 8 3.12 .641 (- ) 
CAT #3 1 7 1 .03 1 .505 (- - ) 
1 . 20 2.40 3.60 F-1 5 
. 1 3 
LEVEL OF SIGNIFICANCE: .01 LEVEL (NO SIGNIFICANT 
DIFFERENCES BETWEEN PERFORMANCE OF STUDENTS IN CATEGORY #1 AND CATEGORY #2) 
ECE 668 
FALL, 1981 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV 
CAT #1 8 3.82 . 372 (- 
---) 
CAT #2 5 4.00 0 (- ) 
CAT #3 1 5 3.60 1 .039 (-*_ -) 
3.50 4.00 
o
 
in
 
F=15.13 
LEVEL OF SIGNIFICANCE: NONE 
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ECE 668 
FALL, 1982 
INDIVIDUAL 95$ Cl FOR MEAN 
N MEAN 
BASED ON 
STDEV -+- 
POOLED STDEV 
CAT #1 4 3.50 .408 ( - 
CAT #2 6 2.92 1 .530 
1.632 (--- 
(- 
CAT #3 1 8 1 .89 
\ 
-) 
- +- 
F = 2 . 40 
1 . 20 2 .40 3.60 o
 
O
O
 
LEVEL OF SIGNIFICANCE: NONE 
ECE 668 
SPRING, 1982 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV - 
CAT #1 2 2.00 2.828 
CAT #2 4 2.75 1 .893 
CAT #3 7 0.57 1.522 ( 
0 1.60 3.20 
F = 1 .97 
LEVEL OF SIGNIFICANCE: NONE 
4.80 
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ECE 669 
SPRING, 1981 
N 
CAT #1 4 
CAT #2 6 
CAT #3 2 
F = 8.48 
MEAN 
3.75 
2.58 
0 
STDEV 
.050 
. 1 36 
0 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
0 2.00 4.00 
LEVEL OF SIGNIFICANCE: 
DIFFERENCES IN PERFORMANCE 
CATEGORY #2) 
.01 LEVEL (NO SIGNIFICANT 
AMONG STUDENTS IN CATEGORY #1 AND 
ECE 669 
SPRING, 1982 
N MEAN STDEV 
CAT #1 8 3.69 . 458 
CAT #2 3 4.00 0 
CAT #3 4 
o
 
o
 
•=r
 0 
F = 1 . 49 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
-+-+-+- 
( *-} 
( *  
( *-) 
-+-+-+- 
3.60 3.90 4.20 
NONE 
291 
ECE 669 
SPRING, 1983 
N MEAN STDEV 
CAT #1 3 3.50 . 500 
CAT #2 6 3.33 . 561 
CAT #3 2 2.00 0 (-• 
F = 7 . 01 
LEVEL OF SIGNIFICANCE 
INDIVIDUAL 9555 Cl FOR MEAN 
BASED ON POOLED STDEV 
( 
-+ 
1 . 60 2.4 0 
- + ■ 
20 
+ - 
4 .00 
.05 LEVEL (NO SIGNIFICANT 
DIFFERENCES IN PERFORMANCE BETWEEN STUDENTS IN CATEGORY #1 
AND CATEGORY #2) 
ECE 669 
SPRING, 1984 
INDIVIDUAL 9555 Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV-+-+-+- 
CAT #1 6 3.67 .516 (-*-) 
CAT #2 5 4.00 0 (-*-) 
CAT #3 3 4.00 0 (- - 
-+-+-+  
3.60 3-90 4.20 
F = 1.57 
LEVEL OF SIGNIFICANCE: NONE 
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EC E 672 
SPRING, 1982 
N MEAN STDEV 
CAT #1 2 3.75 .354 
CAT #2 5 3.40 .41 8 
CAT #3 1 3.50 0 
F= . 053 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95? Cl FOR MEAN 
BASED ON POOLED STDEV 
( -- 
(- 
— *-) 
3.00 3.60 4.20 
NONE 
EC E 673 
FALL, 1981 
N MEAN STDEV 
CAT #1 7 3.56 .476 
CAT #2 3 3.50 .500 
CAT #3 7 3.07 1.427 
F . 0 2 4 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95? Cl FOR MEAN 
BASED ON POOLED STDEV 
-+-+-+  
(-*-) 
( -  
(-*-) 
-+-+-+  
3.00 3.75 4.50 
NONE 
EC E 673 
SPRING, 1983 
CAT #1 
CAT #2 
INDIVIDUAL 95? Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV-+-+-+-+ ““ 
9 3.28 .71 2 (-*-) 
7 2.36 1 . 676 (-*-) 
-+ + +-+ -- 
1.60 2.40 3.20 4.00 
F = 2.2 3 
LEVEL OF SIGNIFICANCE: NONE 
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EC E 673 
SPRING, 1984 
CAT #1 
CAT #2 
CAT #3 
N MEAN STDEV 
3 3.17 .029 
2 3.50 .071 
2 0 0 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
F=47.07 
+ 
0 
-+ 
1.40 
-+ 
2.80 
-+ 
4.20 
LEVEL OF SIGNIFICANCE 
IN PERFORMANCE BETWEEN 
EVIDENCED) 
: .01 LEVEL (SIGNIFICANT DIFFERENCES 
CATEGORY #1 AND CATEGORY #2 WERE NOT 
ECE 686 
SPRING, 1984 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV 
CAT #1 25 3.38 .362 (—*--) 
CAT #2 2 3.75 .354 (____-*- 
---) 
CAT #3 1 3.50 0 (- 
--) 
3.00 3.50 4.00 4.5 
F = 1 .00 
LEVEL OF SIGNIFICANCE: NONE 
ECE 687 
FALL , 1983 
+ - 
N 
CAT #1 14 
CAT #2 2 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
MEAN STDEV-+-+-+ • 
2.93 . 267 (-*-) 
3.50 0 (-*- 
-+ + + • 
3.00 3.30 4.60 
F=8.62 
LEVEL OF SIGNIFICANCE .05 LEVEL 
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ECE 697 
SPRING, 1984 
N MEAN STDEV 
CAT #1 2 3.75 .354 
CAT #2 6 2.58 2.010 
CAT #3 9 2.22 1 .394 
F = 0 .75 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
1 1 + + 
* 
1 
1 
1 + + 1 
( - 
(- 
1.40 2.80 o
 
CM
 5.60 
NONE 
ECE 787 
SPRING, 1982 
N MEAN STDEV 
CAT #1 4 4.00 0 
CAT #2 2 3.75 .354 
F = 2.67 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
-+-+-+ - 
(-*- 
( * ) 
-+-+-+ _ 
3.60 3.84 4.08 
NONE 
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EC E 791 
FALL, 1981 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV 
CAT #1 3 2.50 2.1 79 (- 
CAT #2 4 3.75 .289 
/ 
(- -# -- __ 
CAT #3 9 0.39 1.167 (- 
---) 
£=10.74 
LEVEL OF SIGNIFICANCE 
DIFFERENCES IN PERFORMANCE 
AND CATEGORY #2) 
--- 
0 1.60 
- +-+ 
20 4.80 
.01 LEVEL (NO SIGNIFICANT 
BETWEEN STUDENTS IN CATEGORY #1 
ECE 791 
FALL, 1983 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV-+-+-+- 
CAT #1 4 2.37 1 . 797 (-* ) 
CAT #2 8 2.94 . 863 (-*-) 
CAT #3 1 1 2.27 1 . 272 (-*-) 
-+ + +- 
1.60 2.40 3.20 
F = 0.69 
LEVEL OF SIGNIFICANCE: NONE 
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COINS 357 
SPRING, 1983 
N MEAN STDEV 
CAT #1 3 3.00 1 .000 
CAT #2 1 2 3.04 1 .076 
CAT #3 8 2.25 1.512 
F = 0 
.69 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
(-*-) 
(-* ) 
--+-- 
2.00 3.00 4.00 
NONE 
COMPARISON OF ACTUAL COURSE GRADES BY ON AND OFF-CAMPUS 
STUDENTS ENROLLED IN THE SAME COURSE 
DEPARTMENT OF INDUSTRIAL ENGINEERING/0PERATIONS 
RESEARCH 
There is no statistically significant 
difference in performance, as measured by 
grades received, between on-campus and off- 
campus video-based graduate students 
enrolled in the same courses offered 
through the Department Industrial 
Engineering/Operations Research. 
The following data should be viewed in the same light 
as that presented in the discussion concerning performance 
in courses offered by the departments of Computer and 
Information Sciences and Electrical and Computer 
Selection of course-sections and enrollment Engineering. 
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patterns are subject to the same limitations and similar 
constraints on sample sizes within categories. 
A total of 16 courses offered by the Department of 
Industrial Engineering/Operations Research met the stated 
criteria. In nine of the sixteen, student category was not 
found to be a significant variable. The remaining courses 
whose ANOVA's did yield a significant "F" score, were sub¬ 
jected to Scheffe post-hoc analyses. In none of these 
instances did the analyses indicate statistically sig¬ 
nificant differences in graduate performance between 
students in Category (on-campus IEOR graduate students) 
and Category #5 (off-campus degree-seeking Engineering 
Management students). 
The following data evidence a clear statement that in 
courses offered through the Department of Industrial 
Engineering/Operations Research, there is no significant 
variation in grades that results from a student studying on- 
campus in the resident graduate program or off-campus in a 
non-tutored videotape delivery system. 
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AperformaSceVb?Is?Sde;?D^^ING CHflNGES IN graduate 
enrolled inthesa , T R1 flM0NG students 
of INDUSTRIAL ENGINEERING/OPERA^o^rLearSIT"^1 
IEOR 520 
fall, 1982 
N 
CAT #14 2 
CAT #5 17 
CAT #6 8 
MEAN 
3.00 
3.71 
1 .25 
STD EV-+ • 
1 . in 4 
INDIVIDUAL 95? Cl FOR MEAN 
BASED ON POOLED STDEV 
1 
398 
367 
( 
( 
-+ • 
2.40 3.60 
+ — 
) 
) 
-+. 
4.80 
-+- 
1 . 20 
F=25.69 
AREELnot -01 LEVEL (SIGNIFICANT DIFFERENCES 
ARE NOT EXHIBITED IN THE PERFORMANCES OF STUDENTS IN 
CATEGORY #4 AND CATEGORY #5) 16 IN 
IEOR 520 
SUMMER, 1983 
INDIVIDUAL 95? Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV 
CAT #4 2 3 00 7 0 7 (-- 
CAT #5 4 3.75 . 289 (- 
CAT #6 4 2.50 1 . 732 (- -) 
1 . 20 2.40 3.60 
O
 
C
O
 
-=r
 
F = 1 .13 
LEVEL OF SIGNIFICANCE: NONE 
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IEOR 520 
FALL, 1984 
N MEAN STDEV 
CAT #4 3 3.00 1 .000 
CAT #5 7 3.36 
.556 
CAT #6 22 2.98 1 .305 
F = 0 . 29 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
(- 
(_ 
— 
\ 
-T---+ 
2-25 3.00 3.75 
NONE 
IEOR 535 
FALL, 1982 
N MEAN STDEV 
CAT #4 6 3.75 .418 
CAT #5 2 3.25 .354 
CAT #6 1 3.50 0 
F = 1 .17 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
-+-+-+- 
(-*-) 
( * ) 
( * ) 
-+-+-+- 
3.00 3.60 4.25 
NONE 
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IEOR 
FALL , 
587 
1 982 
N MEAN STDEV 
INDIVIDUAL 95% Cl FOR 
BASED ON POOLED STDEV 
MEAN 
CAT #4 4 3.75 .500 (- 
CAT 
CAT 
#5 
#6 
1 8 
31 
3.64 
1 .93 
. 509 
1.574 
---) 
(- 
I? 2.00 3. 00 4.00 5.00 
LEVEL OF SIGNIFICANCE: .01 LEVEL (SIGNIFICANT DIFFERENCES 
DO NOT EXIST IN PERFORMANCE BETWEEN STUDENTS IN CATEGORY #4 
AND CATEGORY #5) 
IEOR 587 
FALL, 1983 
INDIVIDUAL 95% Cl FOR MEAN 
BASED ON POOLED STDEV 
CAT 
CAT 
CAT 
#4 
#5 
#6 
N MEAN 
3.70 
3.55 
3.28 
STDEV - 
. 274 
. 284 
.895 (- 
(__ _ 
1 0 
1 8 
V 
( _ __ _ V 
* - -) 
_ _ ) 
o
 
ii
 
b-,
 .95 
3.20 3.60 4.00 
LEVEL OF SIGNIFICANCE: NONE 
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IEOR 587 
SUMMER, 1983 
N MEAN STD E V 
CAT #4 2 4.00 0 
CAT #5 2 3.50 
.707 
CAT #6 6 3.58 
. 585 
F = 0.50 
LEVEL OF SIGNIFICANCE: 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STD EV 
--+ 
3.00 3.75 4.50 
NONE 
+ 
-+ 
5.25 
IEOR 587 
SPRING, 1984 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STD E V 
N MEAN STD E V 
CAT #4 2 3.25 . 354 
CAT #5 6 3.25 .758 (- 
-*-) 
CAT #6 24 1.42 1 .530 
--) 
1 . 40 2.80 4.20 5.60 
F = 5.15 
LEVEL OF SIGNIFICANCE: 0 5 LEVEL (NO SIGNIFICANT 
DIFFERENCES IN PERFORMANCE BETWEEN STUDENTS IN CATEGORY #4 
AND CATEGORY #5) 
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IEOR 590 
FALL, 1983 
CAT #4 
CAT #5 
CAT #6 
INDIVIDUAL 95$ Cl FOR MEAN 
MEAN STDEV - 
2.33 2.021 
2.69 1.710 
1 .33 2.309 (-- 
F = 0.56 
LEVEL OF SIGNIFICANCE: 
0 
NONE 
1.60 3.20 
IEOR 590 
SPRING, 1983 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN 
CAT #4 3 3.83 
CAT #5 2 3.50 
CAT #6 4 3.50 
STD EV- 
.289 
0 (- 
.408 ( 
3.20 
NONE 
F=1.00 
LEVEL OF SIGNIFICANCE: 
+ 
* 
# 
3.60 
-) 
-+ 
4.00 
) 
) 
IEOR 654 
SPRING, 1983 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV 
CAT #4 8 3.00 1 .254 (- # -) 
CAT #5 1 5 3.43 . 594 (- 
— *-) 
CAT #6 7 2.21 1 .577 (- * -) 
— +- -+- +- -+- 
1 .50 2.25 3.00 3.75 
F=3.11 
LEVEL OF SIGNIFICANCE: NONE 
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IEOR 654 
SPRING, 1984 
N 
CAT #4 7 
CAT #5 18 
CAT #6 22 
MEAN 
3.93 
3.61 
2.98 
STDEV 
. 1 89 
• 366 
1.277 ( 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
( 
£=3.97 
LEVEL OF SIGNIFICANCE 
3.00 
- + ■
60 4.20 
.05 LEVEL (NO SIGNIFICANT 
DIFFERENCES EXIST IN THE PERFORMANCE OF STUDENTS IN CATEGORY 
#4 AND CATEGORY #5) 
IEOR 657 
SPRING, 1982 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV 
CAT #4 2 3.50 
.071 (-*- 
CAT #5 2 3.50 . 071 (-*. 
CAT #6 1 0 0 (- -) 
- 2.40 0 2 . 40 4.80 
F = 9 . 80 
LEVEL OF SIGNIFICANCE: .05 LEVEL (NO SIGNIFICANT 
DIFFERENCES IN PERFORMANCE BETWEEN STUDENTS IN CATEGORY #1 
AND CATEGORY #2) 
IEOR 686 
FALL, 1983 
N 
CAT #4 15 
CAT #5 12 
CAT #6 3 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
MEAN STDEV-*-*_ 
3.77 .026 
3.^6 .112 
0 o ( *-) 
£=33.33 
LEVEL OF SIGNIFICANCE: 
DIFFERENCES IN PERFORMANCE 
AND CATEGORY #2) 
- ----- 
0 1.40 2.80 
.01 LEVEL (NO SIGNIFICANT 
BETWEEN STUDENTS IN CATEGORY #1 
IEOR 686 
FALL, 1984 
INDIVIDUAL 95$ Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV -+- 
CAT #4 7 3.86 .378 
CAT #5 1 4 3.54 .536 (-*--) 
CAT #6 1 2.00 0 (- _ # _ -) 
- +- 
1 . 00 2.00 3.00 4.00 
F = 33.33 
LEVEL 0 F SIGNIFICANCE: .01 LEVEL ( N 0 SIGNIFICANT 
DIFFERENCES IN PERFORMANCE BETWEEN STUDENTS IN CATEGORY #1 
AND CATEGORY #2) 
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CAT #4 
CAT #5 
CAT #6 
F =1.04 
LEVEL 
IEOR 690 
FALL, 1984 
INDIVIDUAL 9556 Cl FOR MEAN 
BASED ON POOLED STDEV 
N MEAN STDEV 
4 3.25 .289 
.447 
.479 
( -- 
6 
4 
3.50 
3.12 (- 
(- 
2.80 3.20 3.60 4.00 
OF SIGNIFICANCE: NONE 
CHAPTER #5 
SUMMARY OF THE RESEARCH 
CONCLUSIONS 
This research was undertaken to accomplish three tasks, 
the first being to describe on and off-campus video-based 
graduate engineering students using traditional and accepted 
quantitative variables. Secondly, efforts were undertaken 
to determine if off-campus graduate students performed at 
variance to norms established by on-campus samples. 
Finally, on and off-campus graduate performance in the same 
course were measured to ascertain if significant differences 
could be found between the two samples. 
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The on-campus sample included students graduating from 
American institutions of higher education enrolled in the 
University of Massachusetts’ Departments of Electrical and 
Computer Engineering and Industrial Engineering/Operations 
Research. Off-campus degree and non-degree graduate stu¬ 
dents enrolled in these departments' courses made available 
in a non-tutored videotape mode through the Office of 
Extended Engineering Education. Students selected were 
enrolled in the College of Engineering from the Fall 1980 
through Spring 1985 academic semesters. 
Deleted from the study were those who withdrew from 
courses without having earned grades. For instance, if a 
student enrolled in and failed all courses, the record was 
included for study and given a graduate average of "0". 
However, if the individual registered but withdrew passing 
from each of the three courses, no quality point average was 
indicated. This person was deleted from the data base. 
Results provide comprehensive data sets allowing inter¬ 
ested individuals the ability to identify and counsel those 
individuals whose particular characterist i cs best indicate 
potential for success in off-campus video-based graduate 
engineering programs. 
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The data also validated non-tutored videotaped Instruc¬ 
tion as an effective delivery tool for the dissemination of 
graduate engineering courses to small pockets of learners In 
many and varied disperate locations. 
RESEARCH SUMMARY 
RELATIONSHIP OF THE VARIABLES TO STUDENT SAMPLES 
Relationship of the Variables to Total Student Sample 
Review of the data indicate that the selected variables 
(age and degree age, GRE Verbal, Quantitative, and Analytic 
scores, and undergraduate quality point average) acting 
neither singularly nor in concert, offer substantial impact 
upon performance for the combined sample sample. Students 
in the sample share the following (mean) character i stics: 
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Age-29; Degree Age-3.7; 0REV-510; GREQ-665; GREA-527; 
Undergraduate QPA-3.11; Graduate qpa-3.25. 
Stepwise regression resulted In an r square of only 
7.97? (.01 level of significance) and Identified key actors 
including GRE Verbal and Quantitative tests (Predicted 
Graduate QPA = 22H + 0.0^38 GREV + 0.132 GREQ). 
Low predictive values clearly result from the 
heterogeneity of the sample which includes all students 
regardless of discipline and mode of instruction and from 
graduate grade compression at upper levels. Regardless of 
these realities, it is obvious that outside factors are 
working to effect variation in graduate performance. 
When individual variables are subjected to analysis 
against the gross sample, age (r square = 0) and degree age 
(r square = 0) are shown to offer no predictive value. 
When these variables are grouped into levels, analysis of 
variance for age shows no main effect on performance. On 
the other hand, the AN0VA for degree age did reject (to the 
.01 level) the hypothesis claiming that differences in 
degree age do not yield variation in performance. 
In no instance do age or degree age subgroups offer 
significant predictors for graduate performance. 
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Though significant to the .01 level, r squares for 
GREV, GREQ, and GREA, as well as undergraduate quality point 
average are low (3.4*. 5.7$, 4.0$, and 2.6$). in all four 
instances, analyses of variance reject the hypotheses, to 
the .01 level, that variations within these independent 
variables do not result in performance differences. 
When GRE test scores and undergraduate quality point 
average are grouped, in only two instances are significant 
(but still low) predictive relationships found to exist with 
performance. GREQ above 701 are predict 3.3$ of the 
sample's performance. An undergraduate average above 3.50 
on a 4-point scale predicts 5.4$. 
A table of statistically significant activities 
follows: 
TABLE #75 
SUMMARY OF STATISTICALLY SIGNIFICANT RELATIONSHIPS BETWEEN 
THE INDEPENDENT VARIABLES AND GRADUATE PERFORMANCE OF 
THE TOTAL STUDENTS SAMPLE 
CORRELATION r r SQUARED C0RREC. 
FACTOR TO PERFORMANCE_SQUARED_£0R_DEG_0F_FREEIK_SIGNFCNCE 
Degree 
Age 
AH .119 1.4$ 1.2$ .05 Level 
GREV 
All 
. 1 85 3.4% 3.2% 
.01 Level 
GREQ 
All 
701 + 
. 240 
. 1 80 
5.7% 
3.3% 
5.5% 
2.6% 
.01 
.05 
Level 
Level 
GREV 
All 
. 200 4 . o% 3.7% 
.01 Level 
Ugr ad 
QP A 
All 
3.51/4.00 
. 1 60 
.232 
2.6% 
5.4 % 
2.3% 
4.1* 
.01 
.05 
Level 
Level 
Stepwise R 
GREV+GREQ 
.257 7.5% 
.01 Level 
SUMMARY OF INTERACTIONS 
INDEPENDENT VARIABLES AGAINST TOTAL STUDENT SAMPLE 
Age is not a statistically significant variable 
accounting for variation in the sample's 
graduate performance. Age provides little 
predictive value and correlated poorly to 
perf ormance. 
Although correlation to performance is low, the 
hypothesis that variation in degree age is not 
related to variation in graduate performance is 
rejected. As an overall predictor, degree age 
is significant but inconsequential. No subgroup 
is a significant predictor of performance. 
The GRE Verbal is a significant but minor 
predictor of graduate performance. No GREV 
subgroup is a statistically significant 
predictor. Analysis of variance rejects rejects 
the hypothesis (.01 level) that variation in 
GREV score does not impact on performance. 
Trends indicate that as mean GREV scores 
increase, a parallel increase in mean 
performance occurs. 
The GRE Quantitative test is a generally 
significant (.01) but minimal (3-4$) predictor 
of graduate performance. Scores above 700 on 
the GREQ offer significant (.05) but marginal 
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(3.3$) predictive power. The analysis of 
variance finds a main effect (.01) between 
performance and the GREQ. Trends indicate 
as mean GREQ scores increase, a 
increase in performance is realized. 
that 
parallel 
The GRE Anainic test is a generally significant 
(.01) but minor (4.0$) predictor of graduate 
nnl'n ' . An*lysis of variance reject the 
nuli hypothesis (.01 level) and finds a mean 
effect between GREA and graduate performance. 
ost hoc analyses indicate significant 
differences in performance between those scoring 
501 600 from those scoring 601-700 on the GREA. 
No GREA subgroup is a significant predictor of 
perf ormance. 
The undergraduate QPA is a generally significant 
(.01) but minor predictor (2.6$) of graduate 
performance. Analysis of variance rejects the 
hypothesis (.01 level) that variation in Ugrad 
QPA does not impact on performance. Post-hoc 
analyses indicate significant differences in 
performance between those with Ugrad QPA’s from 
2.51-3.00 and 3.01-3.50. The 3.51-4.00 Ugrad 
QPA subgroup is a low (4.1%) but significant 
(.05 level) predictor of performance. Trends 
indicate that as Ugrad QPA increases from 2.51 
to 4.00, a parallel increase occurs in graduate 
perf ormance. 
Relationship of On to Off-Campus Video-Based 
Graduate Students in the Department of Electrical and 
Computer Engineering 
In five out of seven instances, analyses of variance 
reject hypotheses claiming no statistically significant 
differences between on and off-campus video-based students 
enrolled in courses offered by the Department of Electrical 
313 
and Computer Engineering. Variable, measured included 
graduate performance, age and degree age, CREV scores, and 
undergraduate quality point average. Similar hypotheses for 
the ORE Quantitative and Analytic tests were not be rejected 
by their ANOVAs. 
Off-campus degree students have higher mean graduate 
quality point averages than both on-campus degree and off- 
campus non-degree students. They also exhibit a higher mean 
score on the GREV. On-campus students are generally younger 
in age and degree age than off-campus video students and 
have a higher mean undergraduate quality point average. 
Only a 2 point mean difference existed between the on and 
off-campus ECE degree students on the GREQ. On-campus 
students (insignificantly) outscored off-campus students on 
the GREA by 2H points. 
Note the following statistical summary. 
TABLE #76 
MEAN VALUES OF VARIABLES 
ON-CAMPUS VERSUS OFF-CAMPUS STUDENTS 
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING 
DEGREE 
GRAD AGE AGE GREV GREQ GREA UGRAD 
CATEGORY 
On-Campus 
Degree 3.25 25.3 2.2 51 2 683 583 3.21 
Of f-Campus 
Degree 3. 30.7 6.8 557 681 607 3.10 
Off-Campus 
Non- 
Degree 3.21 29.5 
HYPOTH Yes Yes Yes Yes No No Yes 
REJCTN 
. 05 .01 .01 .01 
.05 
The data allows the following conclusions to be drawn 
when comparing on and off-campus students enrolled in 
electrical and computer engineering courses. 
The hypothesis asserting that variation in 
graduate performance cannot be accounted for by 
student category is significantly (.05) 
rejected. When the hypothesis is subjected to 
post-hoc analysis for the removal of off-campus 
non-degree students, no significant difference 
in performance is found between on and off- 
campus degree students. Trends exhibit a higher 
mean performance among off-campus degree 
315 
students than on-campus, 
students exhibit the 1 
quality point average. 
Off-campus 
owest mean 
non-degree 
graduate 
The hyp°thesls suggesting no significant 
differences in age between gnuicant 
students is rejected (.01). 
are generally older than 
there is a negligible 
off-campus degree and 
on and off-campus 
Off-campus students 
on-campus students and 
difference in age between 
non-degree students. 
The 
H.--hypothes1s suggesting no significant 
ifferences in degree ages between on and off- 
campus degree students is rejected (.01) Off- 
Z™nPUtahJtXenta " mSan d6gree ag; old- inan that for on-campus students. 
The hypothesis asserting no statistically 
significant differences between on and off- 
campus degree students on the GREV is rejected 
(.01). Off-campus degree students have a 
mean score on the GREV than 
students. 
d o 
higher 
on-campus 
No main effect is found between categories for 
the GREQ. 
No main effect is found between categories for 
the GREA. 
The hypothesis asserting no statistically 
significant differences between on and off- 
campus degree students for undergraduate quality 
point average is rejected (.05). On-campus 
degree students exhibit a higher mean 
undergraduate average than to off-campus 
students. 
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Relationship of On to Off-Campus Video-Based 
Graduate Students in the Department of Industrial 
Operations Research 
In four out of seven instances, analyses of variance 
reject hypotheses claiming no statistically significant 
differences between on and off-campus video-based students 
enrolled in courses offered by the Department of Industrial 
Engineering/Operations Research. Variables measured in¬ 
cluded graduate performance, age and degree age, and 
undergraduate quality point average. Main effects between 
student categories were found for GRE Verbal, Quantitative, 
and Analytic tests 
Similar to the results exhibited by ECE students, off- 
campus IEOR degree students showed higher mean graduate 
quality point averages than both on-campus degree and off- 
campus non-degree students. On-campus degree students 
performed better than off-campus non-degree students. Off- 
campus students scored (with statistical insignificance) 
higher on the GRE verbal and quantitative tests. On-campus 
students offered a higher mean undergraduate quality point 
average and a higher mean score on the GRE Analytic test and 
are generally younger in chronological and degree age. 
Note the following statistical summary. 
TABLE #77 
MEAN VALUES OF VARIABLES 
ON-CAMPUS VERSUS OFF-CAMPUS STUDENTS 
DEPARTMENT OF INDUSTRIAL ENGINEERING/0PERATI0NS RESEARCH 
MEAN VALUES 
DEGREE 
GRAD AGE AGE GREV GREQ GREA UGRAD 
CATEGORY 
On-Campus 
Degree 3.35 26.2 3.2 468 627 545 3.06 
Of f-Campus 
Degree 3.41 31 .3 5. 1 505 640 537 2.75 
Of f-Campus 
Non- 
Degree 3.06 30.6 
HYPOTH Yes Yes No No No No Yes 
REJCTN .01 .01 .01 
The data supports the following summary conclusions. 
The hypothesis suggesting no significant 
differences in graduate performance between on 
and off-campus students is rejected (.01). 
However, post-hoc analysis indicates no 
statistically significant variation in graduate 
quality point average between on and off-campus 
degree students. Mean graduate performance by 
off-campus degree students exceeds that of on- 
campus degree students. Off-campus non-degree 
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students illustrate the lowest mean 
perf ormance. level of 
The hypothes i s asserting no significant 
ifferences in age between on and off-campus 
students is rejected (.01). While off-campus 
students are generally older than on-campus 
students, there is no significant difference in 
age between off-campus degree and non-degree 
students. 
The hypothesis asserting no significant 
difference in degree age between on and off- 
campus degree students is rejected (.05). The 
mean degree age of off-campus students is higher 
than that for on-campus students. 
Scores on the GREV for on-campus students are 
not significantly at variance from those of off- 
campus students. Off-campus students have a 
higher mean GREV than do on-campus students. 
Scores on the GREQ for on-campus students are 
not significantly at variance from those of off- 
campus students. Off-campus students have a 
higher mean GREQ than do on-campus students. 
Scores on the GREA for on-campus students are 
not significantly at variance from those of off- 
campus students. On-campus students have a 
higher mean GREQ than do off-campus students. 
The hypothesis suggesting no significant 
variations between on and off-campus students 
for the undergraduate quality point average is 
rejected (.01). On-campus student have a higher 
mean undergraduate quality point average than do 
off-campus students. 
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RELATIONSHIP of the independent variables by student 
CATEGORY 
To further the refine the analyses, students were 
divided by academic discipline and then subdivided by 
program. A total of six categories were created including: 
TABLE #78 
SUMMARY OF STUDENT CATEGORIES 
On-campus degree students: Department of 
Electrical and Computer Engineering (CATEGORY 
#1 ) 
Off-campus video-based degree students: 
Department of Electrical and Computer 
Engineering (CATEGORY #2) 
Off-campus non-degree video-based degree 
students enrolled in courses offered by the 
Department of Electrical and Computer 
Engineering (CATEGORY #3) 
On-campus degree students: Department of 
Industrial Engineer i ng / 0perat i ons Research 
(CATEGORY #4) 
Off-campus video-based degree students: 
Engineering Management concentration, 
Department of Industrial Engineering/Operations 
Research (CATEGORY #5) 
Off-campus video-based non-degree students 
enrolled in courses offered by the Department of 
Industrial Engineering/0perations Research 
(CATEGORY #6) 
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The following is a summary of the data reflecting 
variables' mean values and correlations to each of the 
student categories. Note should be taken of the fact that 
available data for off-campus non-degree students 
(categories #3 and #6) was limited to graduate performance 
and student age. 
TABLE #79 
SUMMARY OF 
CORRELATIONS AND MEANS BY CATEGORY 
CAT 1 CAT 2 
MEAN GRADUATE 
QUALITY POINT 
AVERAGE: 
3.25 3.44 
AGE : 
Sample Size 219 86 
Mean 
Com. to Grad 
25.3 30.7 
QP A .161 . 1 02 
DEGREE AGE: 
Sample Size 228 87 
Mean 
Com. to Grad 
2.23 6.78 
QPA . 226 . 1 30 
GRE VERBAL: 
Sample Size 208 73 
Mean 
Corr. to Grad 
512 557 
QPA . 1 82 .316 
CAT 3 CAT 4 CAT 5 CAT 
3.21 3.34 3.41 3.06 
424 
30.5 
85 
26 . 2 
66 
31 .3 
152 
31 . 1 
. 054 
-.338 -.122 .052 
85 
3.28 
67 
5.10 
-.307 . 1 05 
81 55 
468 505 
.366 .303 
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GRE QUANTITATIVE: 
Sample Size 
Mean 
Corn, to Grad 
QP A 
GRE ANALYTIC: 
Sample Size 
Mean 
Corr. to Grad 
QP A 
203 
683 
73 
681 
81 
627 
55 
642 
. 1 82 
.316 
.366 
.303 
186 
583 
64 
607 
74 
545 
55 
537 
.110 
.076 
. 228 
.362 
Sample Size 212 72 79 52 
Mean 3.21 3.10 3.07 2.74 
Corr. to Grad 
QPA .250 
.144 
.246 
. 062 
A summary of the interplay between independent vari 
ables and each of the categories follows. 
Relationship of the Independent Variables to On-Campus 
Degree Students Enrolled in the Department of Electrical 
and Computer Engineering 
(Category #1) 
Students in the sample share the following (mean) 
characteristics : Age-25; Degree Age-2; GREV-512; GREQ- 683; 
GREA-583; Undergraduate QPA-3.21; Graduate QPA-3.25. 
Stepwise regression resulted in an r square of 16.1% at 
the .01 level of significance (15.7% adjusted for degrees of 
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freedom). Key variables identified included degree age, GRE 
Quantitative test, and undergraduate quality point average 
(Predicted Graduate QPA - 82 ♦ 3.69 Degree Age * 1.28 GREO * 
0.961 Undergraduate QPA). An insignificant analysis of 
variance (F-0.09) rejected the hypothesis that statistically 
important variations existed between the actual and 
predicted performance for students in this category. 
None of the correlations of independent variables to 
graduate performance offered strong relationships. The 
strongest are evident among undergraduate performance 
(correlation of .250, significant (.01) r square of only 
6.3%) and degree age (correlation of .226, significant (.05) 
r square of only 5. 1 %) . Little of significance is observed 
when either of these two variables are divided into con¬ 
stituent groups. In only one instance, degree age older 
than five, did a statistically significant relationship 
exist. Here, the correlation was . 397 and the predictive 
value, 15.8% (13.4 % adjusted for degrees of freedom) was 
significant to the .05 level. 
Analysis of variance for degree age and performance was 
significant (.05) in in finding a main effect to 
performance. The AN0VA for undergraduate QPA was similarly 
significant to the .01 level. Follow-up Scheffes indicated 
significant variation in performance between students at the 
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0 3.00 and 3.51-4.00 undergraduate levels. However, no 
significant differences were found between those with under¬ 
graduate averages of 3.01-3.50 and 3.51-4.00. 
The interactions of the remaining variables to graduate 
quality point average are of less significance. 
Correlations between Age, GREV, GREQ, and GREA to perfor¬ 
mance are only .161, .133, .182, and .110. No significant 
relationships emerged between any of these variables and 
performance when they were subdivided into levels. 
A table of statistically significant relationships 
between the independent variables and the sample’s graduate 
performance offers the following: 
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TABLE #80 
S%MHrLDEPENDE;rjCARIALESGODIGRfl"uA?E"ERPO^ANCEEjrEN 
— c?-;£ss?sfcsr:ss as?;;:; mi„Za 
CORRELATION 
FACT0R_T0_ PERFORMANCE 
r 
SQUARED 
r SQUARED CORREC. 
QTfJ JPPMPD 
Hge u In u b 
All 
.161 2.6$ 2.1$ 
.05 Level 
Degree 
Age 
All 
5 + 
. 226 
.397 
5.1$ 
15.8$ 
4.7$ 
13.4$ 
.01 
.05 
Level 
Level 
GREQ 
All 
. 1 82 3.3$ 2.8$ 
.01 Level 
Ugrad 
QP A 
All 
3.51/4.00 
.250 
.232 
6.3$ 
5.4$ 
5.0$ 
4.1$ 
.01 
.05 
Level 
Level 
Stepwise R 
Degree Age + 
GREQ + Ugrad 
QPA 
. 401 16.1$ 15.7$ .01 Level 
The data offers the following observations when charac¬ 
terizing on-campus degree students in the Department of 
Electrical and Computer Engineering. 
A significant (.05) main effect is found between 
age and performance. Significant performance 
differences exist between students aged 26-30 
from those 31 or older. The mean performance of 
the oldest group is higher than that for younger 
students. Students aged 20-25 perform at a mean 
higher level than students from 26-30. 
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of8 npr/rf6 iS 3 si8nificant but minor predictor 
variat i on" 1 n° Ve g r e e 
atltfaVioan" graduate «ualltf P°int averag'e Is 
perfoVm^rfc^^irHncat^that °aV student ^tfeg^ree11 age 
f^p^ove0^^’ qUality POlnt a ver age 
No main effect is found between GRE Verbal and 
performance. However, data indicate that mean 
o^the GREVrf°rmanCe improves with higher scores 
A statistically significant (.01) main effect is 
ound between performance and the GRE 
Quantitative test. Post-hoc analysis finds 
significant differences and rejects the notion 
that no variation in student performance will 
result from differences in test scores between 
individuals in the 601-700 and 701+ groups. 
Individuals with a mean GREQ score above 700 
have a mean graduate performance of 3.39. 
Students with GREQ scores from 601 to 700 
exhibit a mean performance of 3.14. 
No main effect is found between graduate 
performance and the GRE Analytic test. 
The undergraduate quality point average is a 
significant but low-level predictor of graduate 
performance. Trends indicate that students with 
higher mean undergraduate QPA's perform at a 
mean higher graduate level. A statistically 
significant (.01) main effect is found between 
undergraduate QPA and graduate performance. 
Relationship of the Independent Variables to Off-Campus 
Degree Students Enrolled in the Department of Electrical 
and Computer Engineering 
(Category #2) 
Students in the sample share the following (mean) 
char a c t e ristics : Age-31; Degree Age-7; GREV-557; GREQ-681 ; 
GREA-607; Undergraduate QPA-3.10; Graduate QPA-3.44. 
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As such, members of this group were usually older than on- 
campus students and had higher mean scores on the GRE Verbal 
and Analytic tests. The difference between the mean scores 
on the GREQ was only 2 points. Though on-campus students 
had a mean higher undergraduate quality point average, mean 
graduate performance levels favored off-campus students. 
The GRE Quantitative test offered the strongest cor¬ 
relation to performance (.316). When subjected to 
regression analysis, the GREQ predicted 10.0% of the ac¬ 
tivity (8.7$ corrected for degrees of freedom) and was 
significant to the .01 level. No grouping within the GREQ, 
other than mean scores of 701 or above, offered a sig¬ 
nificant relationship to performance. In this instance, the 
GRE score correlated .433 to graduate quality point average 
and when subjected to regression analysis, predicted 18.7$ 
(16.0 adjusted for degrees of freedom) to the .05 level. 
The analysis of variance for GREQ and performance 
rejected the notion (.05) that differences in performance 
could not be accounted for through variation in GREQ score. 
Post-hoc analyses found significant performance differences 
among students with GREQ scores between 200-600 and above 
700. A similar null hypothesis could not be rejected for 
students with scores ranging from 601-700 and those with 
scores above 700. 
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The same was not the ease with results from the ANOVA 
on the GRE Verbal test and performance whose interactivity 
offered the next highest correlation, .217. Neither the 
GREV nor its subgroups offered statistically significant 
predictors when subjected to regression analysis with 
graduate grades. 
The remaining variables each offered very low correla¬ 
tions to performance (Age: .102; Degree Age: .105; GRE 
Analytic: . 076; Undergraduate Q P A: .14 4). Regression 
analysis resulted in only one instance of variables or their 
subgroups indicating significant predictive values to 
graduate performance. The sole significant instance was 
degree age ranging from 6 to 10 years which offered a high 
correlation of .507 and was a statistically significant 
(.05) predictor for nearly 26% of the sample (21.8% when 
adjusted for degrees of freedom). This statistic is of 
consequence not only for its high (for this study) correla¬ 
tive values, but also for the support found throughout the 
research indicating that student performance does not neces¬ 
sarily suffer with increased age. 
A table of statistically significant activities 
follows: 
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TABLE #81 
SUMMARY OF STATISTICALLY SIGNIFICANT RELATIONSHIPS RFTWrfm 
HE INDEPENDENT VARIABLES AND GRADUATE PERFORMANCE OF 
°FF'CAMPUS VIDE0-BASED DEGREE STUDENTS 
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING 
CORRELATION p 
FACTOR_TO PERFORMANCE SQUARED 
Degree 
Age 
6-10 .507 25.7 
r SQUARED CORREC. 
.I2e_beg OF FREED. 
21 . 8 
SIGNFCNCE 
. 05 Level 
GREQ (Same as Stepwise Regression for this category) 
A11 -316 10.0% 8.755 
701 + • ^33 18.7% 16.055 ‘ 
Level 
Level 
The data offers the following observations when charac¬ 
terizing off-campus degree students in the Department of 
Electrical and Computer Engineering. 
No main effect is found between age and mean 
performance. Neither age nor its levels offer 
statistically significant relationships to 
graduate performance among off-campus ECE 
students. 
Though trends exist indicating a positive 
relationship between degree age and graduate 
performance, analysis of variance finds no main 
effect. 
Though trends indicate a positive relationship 
between GRE Verbal test scores and performance, 
no statistically significant relationships 
exist. Analysis of variance finds no main 
effect between GREV and performance. 
The GRE Quantitative test i a Q *.„ . . . . 
graduate '; ° I ' &Ut l0W < ' 0 • 0 * )p p ed ? c t lr o ? 
suggestingthat-* POiI't avera®e • The hypothesis 
relate to J ns in GREQ aa°res do not 
statistioaii ° ,anges ln performance Is 
statistically rejected (.05). Post-hoc analysis 
indicate significant differences in performance 
between the 200-600 and 701+ levels (.05) tu 
and 70eiVTn ^he l?0'600 and 601 -700 or 601 -700 
GREO so Trends clearly indicate that 
EQ scores and graduate performance are 
positively related. 
The GRE Analytic test offers no significant 
relationship to performance and trends are not 
evident which indicate stronger mean graduate 
performance with higher mean GREA scores. Data 
subjected to analysis of variance accept the 
hypothesis suggesting that variation in graduate 
quality point average is not statistically 
relation to variation in mean GREA score. 
A student's undergraduate quality point average 
has no statistically significant relationship 
with graduate performance. (Low sample size 
reduces the reliability of this statement. See 
Chapter 4 discussion on actual versus predicted 
graduate performance for students in this 
category.) Though trends indicate that higher 
undergraduate average is positively related to 
mean performance, data subjected to analysis of 
variance find no main effect between 
undergraduate and graduate quality point 
averages. 
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Anaiy^s of Relationship of Independent Variable to 
; r, l e°'Ba3ea Non-degree Graduate Students 
o? R?eetUrSef offered through the Department 
of Electrical and Computer Engineering 
Data available for students in this category is limited 
to graduate quality point average and chronological age at 
the point of initial enrollment. Non-degree students 
generally are the same age as their off-campus degree¬ 
seeking colleagues but have a lower mean graduate 
perf ormance. 
Age continues to suggest little relevance to graduate 
quality point average. Its overall correlation to perfor¬ 
mance is .054 and it provides no significant predictive 
capability. The only significant relationship existing 
within the variable is the range of age from 20 to 25, the 
youngest group. This level offered a correlation of .185 
and was able to significantly (.05) predict only 3.4$ of the 
activity (2.7$ corrected for degrees of freedom). 
The paucity of available data allows only for the 
following. 
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TABLE #82 
au^Hj-|EpSp:;rjs^i51.ssa:sEis{i:;0;;“"s«gs"c--s“« 
s:s;:£!a 
CORRELATION r 
FACTOR_TO_PERFORMANCE SQUARED 
Age 
20-25 .184 ^ ii 
r SQUARED CORREC. 
.£ 0 R _D E G_0 F _F R E E D  SIGNFCNCE 
2*7 . 05 Level 
The data is summarized as follows. 
No main effect is found between age and 
performance. No trends exist suggesting that 
mean performance relates positively or 
negatively to student age. Age does not predict 
performance with statistical certainty. 
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D 
mg/uperations Research 
Category #4 
Students in the sample share the following (mean) 
characteristics: Age-26; Degree Age-3; GREV-468; GREQ-627; 
GREA-545; Undergraduate QPA-3.O6; Graduate QPA-3.35. 
The sample’s stepwise regression analysis identified 
student age and GRE Quantitative scores as the combination 
of variables offering the best predictive value. The 
operant formula, Predicted Graduate Performance = 268 - 3.29 
Age + 0.245 GREQ, was significant (.01) in predicting 22.5% 
of the behavior (21 . 5 % when adjusted for degrees of 
freedom). Predicted performance correlated to actual at the 
.474 level and analysis found no main effect between the 
two. 
The set of independent variables were most strongly 
related to performance in this category than in any other. 
Statistically significant relationships were apparent in 
four out of six instances (Age, Degree Age, GREQ, and 
Undergraduate QPA. In the remaining two, the correlation to 
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performance for the GREA measured .228 but with Instg- 
nifleant predictive capability. The GREV offered the iowest 
correlation, .057. 
category, age and degree age correlate highly 
to one another (.909). Their similar irapact upon graduate 
performance is thus not surprising. What is notable is that 
this is the first occurrence of age and degree age becoming 
important factors. In both instances, the variables corre¬ 
late negatively to performance (Age: -.338; Degree Age: 
.307). When subjected to regression analysis, age will 
predict 11.4# (10.3% adjusted for degrees of freedom) of the 
sample's behavior and was significant to the .01 level. 
Degree age was statistically significant to the .01 level 
and predicted 9.4# (8.3 adjusted for degrees of freedom) of 
the activity. 
Main effects are found to the .01 level for age and 
performance. Scheffe tests further indicate that sig¬ 
nificant differences existed between students ranging from 
26-30 versus those who were older. 
No main effect was found between degree age and 
performance. 
When both age and degree age are subdivided into con¬ 
stituent groups, negative correlations to performance are 
noted at the upper and lower levels. Only in the mid-range 
are correlations positive. 
Note the following: 
TABLE #83 
RELATIONSHIPS OF AGE GROUPS TO PERFORMANCE 
GRAD QUALITY POINT AVE FOR 
FACTOR ALL 
AGE 
20-25 
AGE 
26-30 
AGE 
Sample Size 83 50 23 9 
Mean QPA 3.347 3.453 3.381 2.730 
S tDev 
. 603 . 439 .51 1 .114 
Corr. to Grad 
QPA 
-.338 
-.165 
.31 3 -.196 
r squared 11.4 2.7 9.8 2.8 
r squared Adj DF 10.3 0.7 5.5 0 
Level of Sign 
.99 No No No 
TABLE #84 
RELATIONSHIP OF DEGREE AGE GROUPS TO PERFORMANCE 
GRAD QUALITY POINT AVE FOR 
DEGREE DEGREE DEGREE 
AGE AGE AGE 
FACTOR ALL 0-1 2-3 4 + 
Sample Size 
Mean QPA 
83 
3.3^7 
40 
3.365 
21 
3.512 
22 
3.156 
St Dev 
Corr. to Grad 
. 603 . 502 . 389 .862 
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QpA -. 307 
£ squared 9 # 4 
£ squared Adj DF 8.3 
Level of Sign .99 
"•301 .120 -.361 
9 •0 1 . ^ 13.8 
6.6 0 8.7 
No No No 
Though data i3 not statistically significant, the 
trends illustrate a negative performance between age and 
degree age to performance In all but the subgroups of in¬ 
dividuals who combine practical experience with quantitative 
skills. This combination of factors, required for success 
in the IEOR curriculum, is most evident among those who have 
been out of school long enough to gain real-world experience 
but not so long as to have lost their quantitative skills. 
The import of quantitative skills are reflected in the 
correlation of the GREQ to graduate performance (.366). 
This factor predicted 13.-4% (12.3? corrected for degrees of 
freedom) to the .01 level. The following indicate the 
positive relationships between the GREQ and performance. 
TABLE #85 
RELATIONSHIP OF GRE QUANTITATIVE 
TEST SCORES TO GRADUATE PERFORMANCE 
ON-CAMPUS IEOR STUDENTS 
GRE 
QUANT 
SCORE 
MEAN 
GRAD 
QP A 
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200-500 2.57 
501-600 3.29 
601-700 3.40 
701+ 3.62 
Analysis of variance noted a main effect between GREQ 
and performance to the .01 level. Though post-hoc analyses 
do not indicate statistically significant differences among 
students scoring 200-500 and 501-600, 501-600 and 601-700, 
and 701 and above, differences were found between those 
scoring from 200-500 and those with scores above 700. 
Positive trends are also found between performance and 
the undergraduate quality point average. Although sig¬ 
nificant to the .05 level, the predictive capability is only 
6.1# (4.8# adjusted for degrees of freedom). No main ef¬ 
fects are found through analyses of variance. 
A subgroup within the GRE Verbal variable offers star¬ 
tling relationship to graduate performance. GREV scores 
above 600 offered a -.816 correlation to performance with a 
predictive value of 66.5# (61.8# adjusted for degrees of 
freedom), and was significant to the .01 level. While 
sample size consisted of only nine students, and no main 
effect was found through analysis of variance, the high 
values recorded obviously indicate that this factor should 
be subjected to future research activities. 
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A table of statistically significant activities 
follows: 
TABLE #86 
MARY OF STATISTICALLY SIGNIFICANT RELATIONSHIPS BETWEEN 
THE INDEPENDENT VARIABLES AND GRADUATE PERFORMANCE OF 
ON-CAMPUS DEGREE STUDENTS 
DEPARTMENT OF INDUSTRIAL ENGINEERING/0PERATI0NS RESEARCH 
CORRELATION 
FACTOR TO PERFORMANCE 
r 
SQUARED 
r SQUARED 
FOR DEG OF 
CORREC. 
Age 
All 
-.338 11.45? 10.3% .01 Level 
Degree 
Age 
All 
- . 307 9 . 4% 8.35? .01 Level 
GREV 
601 + 
-.81 6 66.55? 61 .85? .01 Level 
GREQ 
All 
.366 13-45? 12.35? .01 Level 
Ugr ad 
QP A 
All .246 6.15? 4.8% .05 Level 
Stepwise R 
Age+GREQ .474 22.5% 21.5% .01 Level 
The data allow the following observations when charac¬ 
terizing on-campus degree students in the Department of 
Industrial Engineering/Operations Research. 
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greaduaatSptaniStr0ally 3lgnlf leant predictor for graduate performance with corrMaM.no 
indicating that performance dirainishea with age 
a^'an1 1Ca"tf('°11 maln effeot ls found between 
?ndl c r P formance . Post-hoc analysis 
significant (.05) variations in 
performance between students aged 26-30 from 
those who are older. 
Degree age is a statistically significant (.01) 
but low leve1 predictor of graduate performance. 
Although trends indicate that students with 
degree ages between two and three 
students in all other groups, no 
were found between degree age and 
outperform 
main effects 
perf ormance. 
rends indicate that, with the exception of 
those scoring above 601 on the GRE Verbal, 
graduate performance will increase with higher 
GREV scores. Main effects are not found between 
performance and the GREV. 
Performance on the GRE Quantitative test is a 
statistically significant (.01) predictor of 
graduate quality point average. Trends 
indicating higher graduate performance with 
higher GREQ scores are reinforced by the 
analysis of variance which offer a main effect 
between the test and performance. Post-hoc 
analyses indicate that significant differences 
in performance are found between students with 
scores between 200-500 from those with GREQ 
scores above 700. 
Trends indicate higher graduate performance with 
higher scores on the GRE Analytic test, but the 
GREA does not offer significant statistical 
relationship to the graduate quality point 
average. Analysis of variance finds no main 
effect between performance and GREA scores. 
Although trends indicate that higher 
undergraduate performance relates positively to 
graduate performance, and that the undergraduate 
record is a statistically significant (.05) 
predictor of graduate grades, analyses of 
variance do not reject the contention that 
differences at the undergraduate level do not 
account for differences in the graduate program. 
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Video-Ba0"eS1gegneehSt;Senrnden^Varlable3 t0 °»-Ca,npu3 
Concentration^Department^of^industrial^ngineering/0** 
Operations Research 8 g/ 
(Category #5) 
Students in the sample share the following (mean) 
characteristics: Age-31; Degree Age-5; GREV-505; GREQ-6H2; 
GREA-537; Undergraduate QPA-2.7H; Graduate QPA-3.H1. As 
such, Engineering Management students were generally five 
years older than on-campus students and had higher mean 
Verbal and Quantitative GRE test scores. Resident graduate 
students had higher mean performances on the GRE Analytic 
test and undergraduate grade point average. Off-campus 
students exhibited a higher mean graduate grade point 
average. 
The stepwise regression for this sample indicated only 
the GRE Analytic test score as providing the best fit for 
all combinations of independent variables. The predicted 
graduate average resulting from the formula, Predicted 
Graduate QPA = 270 + 0.132 GREA correlated .297 to actual 
performance and predicted 8.8% of the relationship (7.1$ 
adjusted for degrees of freedom). It was significant to the 
.05 level. 
3^0 
Age, degree age, and undergraduate quality point 
average are statistically Insignificant in their relation¬ 
ships to graduate performance. The trend seen first among 
on-campus students wherein only the mid-range of degree age 
levels offered positive correlation to performance continues 
among Engineering Management students. Negative correla¬ 
tions are observed when the degree age ranges are 0-1 (- 
• 0A7) and above six (-. 054 ). when the range is between 2 
and 5 years, the correlation to performance is .355, all 
being insignificant. Though the analysis of variance for 
degree age and performance finds no main effect, trends do 
indicate a positive relationship between mean performance 
and degree age. 
Off campus students differ from their on-campus col¬ 
leagues in that there are positive (but insignificant) 
correlations to performance within all of the age groups, 
with an especially positive correlation (.411) among those 
in the 31-35 age range. Note that in Category #4, the 
correlation between age and degree age was very high. In 
Category #5, it drops to .441. Trends indicate no clear 
relationship between age and performance and the variable’s 
analysis of variance offers no main effect. 
The same can be said for the relationship of under¬ 
graduate quality point average to graduate performance. No 
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trend or statistically significant relationship are observed 
either within or between the groups. 
Significant relationships were found in the GRE Verbal, 
Quantitative, and Analytic tests, but not within the con¬ 
stituent groups. The Verbal test (correlation of .297) 
significantly (.05) predicted performance for only 8.8$ of 
the sample (7.1$ when corrected for degrees of freedom). 
However trends, unsupported by analyses of variance offering 
no main effect, indicated that mean performance might be 
expected to increase with higher GREV scores. 
The relationship of the GRE Quantitative test to per¬ 
formance offered similar results. The GREQ offered 
significant (.05) but low level predictive capability (9.2%; 
7.4# adjusted for degrees of freedom) and no main effect was 
found from analysis of variance. 
Greater significance was found with the relationship of 
the GRE Analytic test to graduate performance (correlation 
of .362). Predictive capability rose to 13.1% (11.9# ad¬ 
justed for degrees of freedom) and was significant to the 
.01 level. 
The table indicating statistically significant 
relationships follows. 
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TABLE #87 
SUMMARY OF STATISTICALLY SIGNIFICANT RELATIONSHIPS rrtwp.m 
THE INDEPENDENT VARIABLES AND GRADUATE PERFORMANCE oE 
°nrDflAMPUS DEGREE STUDENTS-ENGINEERING MANAGEMENT PROGRAM 
department of industrial engineering/opera??ons research 
CATEGORY #5 
CORRELATION 
FACTOR TO PERFORMANCE 
GREV 
All 
.297 
GREQ 
All 
.303 
£ £ SQUARED CORREC. 
_OF FREED. 
8- 8$ 7.1? 
9.2% 7.4$ 
GREA (Same as Stepwise Regression) 
A11 -362 13.1$ 11.5? 
SIGNFCNCE 
.05 Level 
.05 Level 
.01 Level 
Analysis of the data support the following conclusions. 
Age is not a statistically significant predictor 
of performance and its analysis of variance 
offers no main effect. 
Although trends illustrate stronger performance 
with increased in degree age, the variable 
offers no statistically significant relationship 
to performance and its analysis of variance 
offers no main effect. 
The GRE Verbal test offers a statistically 
significant (.05) but weak relationship to 
graduate performance. Trends indicate that 
increased performance on the GREV will result in 
increased graduate quality point average 
however, the analysis of variance offers no main 
effect and its nul1-hypothes i s is accepted. 
The GRE Quantitative test is a statistically 
significant (.05) but weak predictor of graduate 
performance. The analysis of variance offered 
3^3 
no mean effect 
suggesting 
performance is 
score. 
and accepted the null-hypothesis 
at variation in graduate 
not related to variation in GREQ 
The GRE Analytic 
significant (.01 
test 
) 
is a s t a t istically 
predictor of craduatp 
per ormance. Analysis of variance indicates the 
existence of a main effect (.01) and hence 
rejects the hypothesis suggesting that variation 
in performance is not 
variation on GREA test 
statistically 
score. 
related to 
The undergraduate quality 
statistically significant 
performance. No trends 
analysis of variance 
hypothesis. 
point average is not a 
predictor of graduate 
are indicated and the 
accepts the null- 
relationship of the Independent Variables to Off-Campus 
Video-Based Non-Degree Students Enrolled in Courses offered 
by the Department of Industrial Engineering/Operations 
Research 
Category #6 
Available data for students in this category is limited 
to chronological age at the point of initial enrollment and 
graduate quality point average. Non-degree students are 
generally the same age as their on-campus degree-seeking 
counterparts but perform at a mean lower level. 
For off-campus non-degree IEOR students, age is not a 
statistically significant variable when measured against 
graduate performance. 
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Data support the following conclusion. 
!f ‘r’n0t(a statistically significant predictor 
increased orPedrf°rman0e‘ N° trends ‘»««t. increased or diminished performance with 
io°maeiana effect’ anal>'3ls of variance finds 
no main effect and accepts the nul1-hypothesis. 
The following is a compilation of all statistically 
significant correlations at work within individual student 
categories. 
TABLE #88 3^5 
SUMMARY OF STATISTICALLY SIGNIFICANT RELATIONSHIPS 
CATEGORIES #1-#6 
CORRELATION r 
FACTOR_TO_PERFORMANCE SQUARED 
£ SQUARED CORREC 
FOR_DEG OF FREED SIGNFCNCE 
CATEGORY #1: ON-CAMPUS ECE DEGREE STUDENTS 
Age 
All 
.161 2.6$ 2.1$ 
.05 Level 
Degree 
Age 
All 
5 + 
.226 
.397 
5. 1 $ 
1 6.6% 
4.7$ 
13.4$ 
.01 
.05 
Level 
Level 
GREQ 
All 
. 1 82 3.3% 2.8$ 
.01 Level 
Ugrad 
QP A 
All 
3.51/4. 00 
. 250 
. 232 
6.3% 
5.4% 
5.0$ 
4.1$ 
.01 
.05 
Level 
Level 
Stepwise R 
Degree Age + 
GREQ + Ugrad 
QP A 
. 401 16.1$ 15.7$ .01 Level 
CATEGORY #2: OFF-CAMPUS VIDEO-BASED ECE DEGREE STUDENTS 
Degree 
Age 
6-1 0 
. 507 25.7 21.8 .05 Level 
GREQ (Same as Stepwise Regression for this Category) 
All .316 10.0$ 8.7$ .01 Level 
701 + 
.433 18.7$ 16.0$ .05 Level 
CATEGORY #3: OFF-CAMPUS NON-DEGREE STUDENTS 
AND COMPUTER ENGINEERING 
3^6 
ELECTRICAL 
Age 
20-25 .184 
2.756 
•05 Level 
CATEGORY #4: ON CAMPUS DEGREE STUDENTS, 
ENGINEERING/0PERATIONS RESEARCH 
INDUSTRIAL 
Age 
All 
-.338 1 1 . 4? 1 0.356 
.01 Level 
Degree 
Age 
All 
-.307 9. 456 8.356 
.01 Level 
GREV 
601 + 
-.816 66.556 61 . 856 
.01 Level 
GREQ 
All 
.366 1 3. 456 1 2.356 .01 Level 
U gr ad 
QP A 
All 
.246 6. 1 56 4.856 
.05 Level 
Stepwise R 
Age+GREQ 
.474 22.556 21 .556 .01 Level 
CATEGORY 
MANAGEMENT 
#5 OFF-CAMPUS DEGREE STUDENTS: 
PROGRAM, DEPARTMENT OF INDUSTRIAL 
OPERATIONS RESEARCH 
ENGINEERING 
ENGINEERING/ 
GREV 
All 
. 297 8.856 7. 1 56 .05 Level 
GREQ 
All 
. 303 9.256 7. 456 .05 Level 
GREA 
All 
(Same as Stepwise Regression) 
. 362 1 3 • 1 56 1 1 . 556 .01 Level 
CATEGORY #6: OFF-CAMPUS NON-DEGREE STUDFMrq 3"7 
OF INDUSTRIAL ENGINEERING/OPERaJions research"™^ 
No significant relationships recorded 
RELATIONSHIP OF ACTUAL TO PREDICTED GRADUATE PERFORMANCE 
The reported research included analyses of variance 
combined with post-hoc analyses seeking main effects between 
a set of independent variables and graduate performance 
between on and off-campus degree students. Data indicated 
no significant variation in graduate performance between on 
and off-campus degree students in either the Department of 
Electrical and Computer Engineering or Industrial 
Engineering/Operations Research. As such, the research 
validates non-tutored videotape instruction as an effective 
delivery system. It argues against those who contend that 
only with tutor-supported-ITV can effective instruction be 
transmitted. 
To further validate this instructional modality, actual 
graduate performance of off-campus degree students was 
compared to predicted performance levels established for 
on-campus students. This argument assumes that predicted 
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on-campus performance is nominally acknowledged as con- 
g the accepted norm. If off-campus students met 
levels established by their on-campus peers and if the 
primary difference between the two samples consisted of live 
versus videotaped instruction then one could argue that no 
diminishment of learning can be attributed to delivery 
systems. 
This argument requires the assumption that performance 
is strongly-related to the variables established in this 
study as well as that which presumes the samples to be 
similar in all ways but instructional delivery systems. 
Neither is the case. The existence of variables beyond 
those measured are clearly indicated by low levels of 
correlation and predictiveness. However, given that quan¬ 
tifiable factors noted in this study are widely accepted, 
results achieved from the analyses are acceptable for the 
purposes noted. 
The on-campus predictor for ECE degree students was 
established from the stepwise regression of all variables 
against graduate performance. The resulting formula was 
Predicted Performance = 82 + 3.69 Degree Age + 1.28 GRE 
Quantitative + 0.461 Undergraduate QPA. On-campus predic¬ 
tors (mean graduate quality point average of 3.36) 
correlated .354 with actual off-campus grades (mean graduate 
3 4 9 
performance of 3.4H>. The model significantly (.0,) fit 
1 2'6? °1-1* "hen adJusted for degrees of freedom) of the 
sample. 
The analysis of variance found no main effect between 
the actual and predicted performances. It Is then asserted 
that no statistically significant differences were present 
between the actual graduate performance of off-campus video- 
based ECE students and the standard set for them by on- 
campus student performance predictors. Stated another way, 
off-campus ECE student performance was not diminished 
through the utilization of the technology. 
The actual performance of off-campus degree students in 
the Engineering Management concentration were compared to 
levels of predicted performance established through regres¬ 
sion analysis of actual on-campus IEOR graduate student 
grades. The regression model resulted in the formula 
Predicted Graduate QPA = 268 -3.29 Age + 0.245 GRE 
Quantitative. Actual off-campus students performance (mean 
QPA of 3-41) exhibited a .365 correlation to on-campus 
predicted values (mean predicted QPA of 3.23). When sub¬ 
jected to regression analysis, the predicted quality point 
average yielded an r square of 13-3/5 (11.755 when corrected 
for degrees of freedom) which was significant to the .01 
level. 
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When off-campus actual grades were subjected to 
analysis of variance with on-campus predicted performance, 
the null-hypothesis claiming no significant differences was 
statistically (.05) rejected. This would indicate that 
there was a significant difference between the actual grades 
received compared to what would have been expected for the 
off-campus students. Indeed, the mean actual quality point 
average was more than 0.17 higher than that anticipated for 
them. 
Though this data is accurate as far as it goes, a 
caveat is required. Courses offered off-campus by videotape 
through the Department of Industrial Engineering/Operations 
Research include a narrower band of total semester offerings 
then is normally available through Electrical and Computer 
Engineering. In effect, the IEOR Department offered a lower 
percentage of its normal courses on tape than did the ECE 
department. As a result, Engineering Management students 
were "batched" into a narrower range of courses than were 
available to and selected by on-campus IEOR graduate 
students. The predictive formula did not take this into 
account and casts doubt on the inferences derived from the 
ANOVA. 
Results fall further into question when the Engineering 
Management courses are evaluated qualitatively. While they 
351 
were taped versions of the courses offered to on-campus 
students, and as such no different, their subject-matter was 
less quantitatively oriented then was the larger sample of 
campus courses. In many instances, courses available to 
off-campus students used project or case study approaches 
which were common to the experience of the working engineer¬ 
ing manager. While this is not to intimate that the 
curriculum was less rigorous, both the narrower band of 
available courses and their different orientation diminish 
the utility of the on-campus predictor for purposes of this 
analysis. 
The validity of the ANOVA for ECE off-campus students 
is not similarly tainted as a much broader selection of 
coursewear was offered off-campus and there was less varia¬ 
tion in their quantitative nature. As such, the assertion 
claiming no statistical difference between off-campus 
actual and on-campus predicted performance holds. 
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To this point, research activities have focused on 
determining differences and relationships among and between 
variables interacting with mean graduate performance. To 
complete the analysis, individual course sections were 
reviewed to determine whether significant performance dif¬ 
ferences existed between on and off-campus video-based 
degree students. 
To affect this process, each individual course taken by 
the students in the sample was reviewed. A course section 
was included for analysis if its enrollment reflected course 
registrations by at least two on and two off-campus degree 
students (regardless of the number of off-campus non-degree 
students registered for the course). If a course section 
met these criteria, off-campus non-degree students were 
included in the analysis of variance. 
This selection process yielded 53 course sections for 
study. Thirty-seven were offered to on and off-campus 
Electrical and Computer Engineering students (one of which 
was offered by the Department of Computer and Information 
Sciences). The remaining 16 were offered through the 
Department of Industrial Engineering/Operations Research to 
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resident on-campus students 
Engineering Management program. 
and participants in the 
Each course section was subjected to analysis of 
variance to determine whether significant differences ex¬ 
isted between on and off-campus student performance. In 
those instances where significant variation was observed, 
post-hoc analyses were exercised to remove the non-degree 
students from the analysis. The Scheffe would then indicate 
only whether the significant differences existed between the 
degree student samples. 
In twenty-eight of the Electrical and Computer 
Engineering (and Computer and Information Sciences) courses 
test, analyses of variance found no statistically sig¬ 
nificant differences between on and off-campus degree 
students. In five of the remaining courses, the main effect 
was evident at the .01 level. In the remaining three, the 
null-hypothesis was rejected to the .05 degree of probabil¬ 
ity. 
In the eight courses which indicated significant "F ’ s", 
post-hoc analyses (Scheffe) were conducted to remove the 
effect of the non-degree students. In seven of eight in¬ 
stances, removing the effects of the non-degree students 
also removed the statistically significant 
differences. 
performance 
In the remaining course, there were two off-campus 
enrollees, both of whom received a grade of "AB" . The mean 
performance for the on-campus students was 2.93. The rejec¬ 
tion of the null-hypothesis was significant to the .05 level 
of certainty. 
When the ECE courses are taken as a whole, 35 out of 36 
indicate the existence of no significant variation in per¬ 
formance between groups within the same course. This 
amounts to a factor of better than 97$. 
Performance patterns were much the same in selected 
course sections in IEOR. In nine of the sixteen course 
sections, student category was found not to be a significant 
factor. In the remaining seven courses, post-hoc analyses 
removing the effect of the non-degree students also removed 
the significant variation caused by category. 
Therefore, in only one of fifty-one course sections was 
statistically significant evidence found to indicate that 
variation in performance could be attributed to student 
category. In 98$ of the cases, it was not the case. This 
provides further support for the contention that off-campus 
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degree student performance 
with the performance of on- 
traditional way. 
is not significantly at variance 
campus students learning in the 
RESTATEMENT OF CONCLUSIONS 
Off-campus video-based degree-program graduate 
students in the Department of Electrical and Computer 
Engineering are usually older and have older degree ages 
then their on-campus counterparts. They exhibit higher mean 
scores on the GRE Verbal and Analytic tests and a lower mean 
score on the GRE Quantitative then do resident ECE graduate 
students. On-campus students have a higher mean under¬ 
graduate quality point average. Off-campus degree students 
have a higher mean graduate average. 
Off-campus non-degree ECE students are approximately 
the same age as off-campus degree students but show lower 
graduate performance then either on or off-campus degree 
students. 
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TABLE #89 
MEAN CHARACTERISTICS 
ELECTRICAL AND COMPUTER ENGINEERING STUDENTS 
On-Campus 
Degree 
Students 
0 f f-C ampus 
Degree 
Students 
Age 25 31 
Degree Age 2 
D 1 
7 
GREV 51 2 
l 
557 GREQ 683 681 GREA 583 60 7 
UGrad QPA 3.21 3.10 Grad QPA 3.25 3.4 4 
Of f-Campus 
Non-Degree 
_Students 
30 
3.21 
2. Off-campus video-based degree-program graduate 
students in the Department of Industrial Engineering/ 
Operations Research are usually older and have older degree 
ages then their on-campus counterparts. They exhibit higher 
mean scores on the GRE Verbal and Quantitative tests and a 
lower mean score on the GRE Analytic then do resident ECE 
graduate students. On-campus students have a higher mean 
unde r graduate quality point average. Off-campus degree 
students have a higher mean graduate average. 
Off-campus non-degree IEOR students are approximately 
the same age as off-campus degree students but show lower 
graduate performance then either on or off-campus degree 
students. 
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TABLE #90 
INDUSTRIAL 
MEAN CHARACTERISTICS 
engineering/operations RESEARCH 
On-Campus 
Degree 
Students 
Off-Campus 
Degree 
Students 
Age 
Degree Age 
26 
3 
31 
c; 
GREV 468 
j 
505 GREQ 627 
-j 
642 GREA 545 637 
UGrad QPA 3.06 2.75 
Grad QPA 3.35 3.41 
Off-Campus 
Non-Degree 
_Students 
31 
3.06 
The following is useful for purposes of student 
counseling for those considering study in electrical and 
computer engineering graduate programs, on or off-campus (in 
a videotaped delivery system). The table offers mean vari¬ 
able values for the highest and lowest performers. 
TABLE #91 
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING 
ON- CAMPUS OFF- CAMPUS 
DEGREE STUDENTS DEGREE STUDENTS 
Best Worst VARIABLE Best Worst 
31 + 26-30 Age 20-25 31 + 
5 + 0-1 Degree Age 2-3 4 + 
701 + 200-400 GREV 501-601 200-400 
701 + 601-700 GREQ 701 + 200-500 
701 + 501-601 GREA 601 + 200-500 
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3.51 4.00 0-3.00 Ugrad QPA 
3.51-4.00 0-3.00 
4 ’ The following is useful for purposes of student 
counseling for those considering study in industrial 
engineering/operations research or its subfield of engineer¬ 
ing management, on or off-campus (in a videotaped delivery 
system). The table offers mean variable values for the 
highest and lowest performers. 
TABLE #92 
DEPARTMENT OF INDUSTRIAL ENGINEERING/0PERATI0NS RESEARCH 
ON-CAMPUS OFF-CAMPUS 
DEGREE STUDENTS DEGREE STUDENTS 
Best Worst VARIABLE Best Worst 
31-35 20-25 Age 20-25,31-35 36 + 
1 1 + 0-3 Degree Age 6 + 0-1 
601 + 200-500 GREV 601 + 200-400 
701 + 200-600 GREQ 701 + 601-700 
601-700 501-600 GREA 601-600 200-500 
3.51-4.00 0-3.00 Ugrad QPA 3.01-4.00 2.51-3.00 
5. There are no significant differences in graduate 
performance between on and off-campus video-based degree 
students in the Department of Electrical and Computer 
Engineering. This holds for mean graduate performance 
between student categories, for mean graduate performance of 
359 
off-campus degree students when 
predicted levels of performance, and 
basis. 
compared to on-campus 
on a c o u r s e - b y - c o u r s e 
6. There are no significant differences in graduate 
performance between on campus graduate students in the 
Department of Industrial Engineering/Operations Research and 
off-campus degree students in the IEOR Engineering 
Management Master’s program. This holds for mean graduate 
performance between categories of degree students and on a 
course-by-course basis. Though statistically significant 
variation was observed between the actual graduate perfor¬ 
mance of off-campus Engineering Management students when 
compared to on-campus performance predictors, this is ques¬ 
tioned due to variation in the breadth and type of available 
off-campus video courses. 
7. Off-campus non-degree students enrolled in graduate 
courses offered by both academic departments perform of 
significantly lower levels than do either of the two degree 
student categories. Student age is not a significant factor 
in accounting for this variation in performance. Additional 
research is required to determine those factors contributing 
to these performance differences. 
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8. The attrition rate among off-campus Electrical and 
Computer Engineering non-degree students exceeds 50*. More 
than 30* of off-campus non-degree IE0R students withdraw 
from courses without achieving a passing or failing grade. 
Additional research is required to determine those factors 
contributing to this phenomenon. 
9. The research identified numerous statistically 
significant but low correlations between the independent 
variables, acting singularly and in concert, and graduate 
performance. While a degree of this may result from grade 
compression, other factors are clearly impacting upon 
graduate quality point averages. Further research, aimed at 
identifying these variables, is required. 
361 
CONCLUSION 
America's dramatic need for new and revitalized en¬ 
gineering talent, higher education's limited resources, and 
recent developments in technology have combined to foster 
the expansion of instructional television as a delivery 
system for off-campus graduate engineering education. Never 
advertised as a panacea to resolve the panoply of industry's 
training concerns, ITV is increasingly viewed as a solution 
to the problem of industrial access of higher education’s 
faculty and instructional resources. 
Experience and literature, while promoting the efficacy 
of mediated education, have long argued in favor of the 
human factor, e.g. tutorially-supported videotaped 
education. Tutors, and group size sufficient to promote 
local off-campus discussion have been promoted. However, 
developments in telecommunications technologies, expanded 
course offerings, and specialized training needs among small 
and widely dispersed pockets of engineers auger an increase 
in instances of one or two individuals enrolled in courses 
at particular locations. No corporation, large or small, 
can easily afford or administer tutorial programs for large 
numbers of very small classes. The research offered 
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throughout thl. effort indicate that tutors, though 
desirable, are not necessary for effective learning (as 
measured by graduate quality point average). As such, the 
non-tutored version of videotaped or 3 ate1111e-del 1 ver ed 
instruction can be accepted as a proven modality for effec¬ 
tively delivering graduate engineering instruction. It then 
joins the arsenal of systems allowing higher education and 
corporate engineering to work further to resolve the en¬ 
gineering manpower crisis without additional strain on 
faculty in America's system of engineering higher education. 
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As of the Fall 1981, there were an 
estimated 18,000 full-time engineering faculty 
positions authorized; 13,000 in public school, 
5,000 in private schools. 
Nine percent, approximately 1,600, of the 
authorized positions in the nation's engineering 
schools were unfilled as of Fall 1981; 56% of 
these unfilled in Fall 1980. 
Twenty-four percent of the authorized 
faculty positions at the Assistant Professor 
rank were unfilled in Fall 1981 ; 56$ of these 
unfilled in Fall 1980. 
Seventy-one percent of the engineering 
school reported a decrease in their ability to 
recruit and retain faculty. 
Greater than 70$ of the engineering schools 
reported an increased teaching load and a 
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greater reliance on Teaching 
part-time faculty. Assistants and 
More than « 7 * of the engineering 
reported that some courses were no 
off er ed. 
schools 
t being 
Over 3 2$ of the schools reported a 
reduction in research being conducted. 
Sixty-six percent of full-time engineering 
faculty hold tenured positions. 
Almost 8l% of the full-time engineering 
faculty hold doctorates. 
Over 17% of full-time engineering faculty 
received their baccalaureate degree from a non- 
U.S. university. 
Less than 3% of the engineering faculty are 
age 66 or older. 
Twenty-two percent of the engineering 
faculty are age 56 or older. 
Nineteen percent of the engineering faculty 
are age 35 or younger. 
Public engineering schools lost almost 24$ 
more faculty members who voluntarily accepted 
positions in industry than the number gained 
from coming from industry. 
Private engineering schools gained almost 
64$ more faculty members from industry than the 
number that voluntarily left for industry. 
Fifteen percent of all engineering graduate 
students are attending schools from which they 
received their baccalaureate degrees. 
Almost 41$ of all teaching assistants in 
engineering graduate schools are foreign 
students. 
(33) 
Hubbard, 1981, p. i . 
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Elizabeth M., 1984, p. 
AVERAGE_ANNUAL_SALARY_OFFERS_TO BACHELOR * S 
CANDIDATES, 1984 
DEGREE 
Engineering 
Aeronautical 
Chemical 
Civil/Construct ion/Sanitary/Transprtn 
Electrical/Computer 
Geological 
Industrial 
Mechanical 
Metallurgical/Ceramic/Metallurgv 
Mining 
Nuclear/Engineering Physics 
Petroleum 
Engineering Technology 
$26,276 
$25,836 
$27,420 
$22,764 
$26,556 
$24,492 
$25,224 
$26,280 
$26,556 
$24,876 
$26,388 
$29,568 
$24,936 
Computer Sciences $24,552 
(35) 
Engineering Education Problems. 1982, p. 3. 
(36) 
Baldwin, Lionel V., New Modes for Advanced Engineering 
Education, 1983, p.384. 
(37) 
John, 1985, p.5 
(38) 
IHiiJ2£®HiHi_5Eedua t e_E due a t i on_and_R es e a r c h , 1 9 8 5, 
p.27. For further evidence of the manpower problem among 
engineering faculty, note the following: 
ENGINEERING PH.D. POST GRADUATE PLANS 
PERCENT VIEWING ACADEMIA AS A CAREER CHOICE 
Year Percent 
1 960 31 .9 
1 966 26.3 
1 970 20.2 
1 972 17.8 
1 974 14.9 
1 976 17.6 
1 978 17.2 
1 980 19.2 
1 982 17.0 
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(39) 
1983-1984 ENGINEERING FACULTY SALARY 
OVERALL NATIONAL STATISTICS 
SURVEY 
-L9_month_terms) minimum 
_MAXIMUM 
extraordinary Professors 
$28,000 
Pr of essors 
$82,250 
. $20,657 
Associate Professors 
$79,980 
$16,600 
Assistant Professors 
$57,959 
$16,050 
Instructors 
$47,796 
$12,000 $41,050 
AVERAGE 
$50,023 
$42,125 
$33,080 
$29,191 
$20,906 
1983-1 984 Source: Hemp, G., and Brunson, J. 
_ng ineering_F acuity _Salary_Survey. Washi ngtonlV. c.: 
American Society for Engineering Education, January, 1984 
p. 10. (Even assuming that an average full professor could 
earn a comparable income during the remaining three months 
Su-hf.year’ thls would bring him to no more than $56,000. 
his figure would still be considered low in today’s 
e ectronic marketplace for comparably credentialed and 
experienced individuals. 
( 40) 
AVERAGE SALARIES AND ENGINEERS BY EMPLOYMENT AREA 
AND EXPERIENCE LEVEL 
YEARS OF ALL MNFCTRNG 
EXPERIENCE EDUC (MEDIAN) CNSTRCT CNSLTNT TRNPTN 
5-9 
10-14 
20-24 
25,000 
30,000 
34,900 
30,000 
35,000 
40,150 
30,000 
37,142 
49,550 
28,000 
35,000 
44,500 
30,912 
31 ,387 
40,845 
Source: Engineering Education Problems, 1982. 
p. 3. 
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(41 ) 
CouncDiaita PTr,eSentecl is supplied by the National Research 
oouncu. It is an aggregate of earning power of all Ph D 
engineers over time. 
MEDIAN ANNUAL SALARIES OF DOCTORAL ENGINEERS 
BY YEARS SINCE PH. D. 
Y ear s_i_n_Ph_1_D_L 
5 or less 
6-1 0 
11-15 
1 6-20 
21 -25 
26-30 
Over 30 
Note: Academic salaries 
adjust for a full-time scale. 
Med^an_Salary 
$377600" 
$44,200 
$48,600 
$51 ,500 
$55 , 100 
$60,100 
$58,200 
were multiplied by 11/9 to 
Source: Vetters, 1984, p. 84. 
(42) 
John, 1985, p. 7. 
(43) 
IHiineeri^ng_Educati^on_Probleras , 1 9 82, p . 4 . 
(44) 
IHlineering_Graduate_Education_and Research, 1 985, p. 
33. 
( 45) 
John, 1985, p. 7. 
(46) 
John, 1985, p. 5. 
(47) 
Imin®£nini_llnnniinii_ln2li®nn» 1982, pp. xii-xiii. 
Note the following: 
U.S. ENGINEERING DEGREES (1950-1980) 
BACHELORS DEGREES MASTERS DEGREES DOCTORAL DEGREES 
Year Foreign Foreign Foreign 
Ending Nationals Total Nationals Total Nationals Total 
-— ^ 
1970 1,565 4 43,167 2,930 2 16,383 741 20 3,640 
1975 2,468 6 38,210 3,250 21 15,773 891 28 3,130 
1980 4,895 8 58,742 4,512 26 17,243 982 36 2,751 
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GRADUATE SCHOOL POPULATION CHARACTERISTICS 
ALL STUDENTS 
Public 
Schools 
U.S. Students 63.4% 
Immigrants 3.055 
Non-Immigrants 33 . 655 
Own Undergraduates 15.655 
Private 
Schools 
66.7%_ 
3.155 
30.255 
1 4 .155 
All 
Schools 
64.5%~ 
3. 1 55 
32.455 
15.1 55 
GRADUATE SCHOOL POPULATION CHARACTERISTICS 
POST-MS STUDENTS 
Public Private All 
„ 0 Schools_Schools Schools 
U.S. Students 52.855 58.755 55~2%~ 
Immigrants 4.4% 2.655 3*7^ 
Non-Immigrants 42.855 38.755 4l!l55 
Own Undergraduates 1 1 . 0 55 7.255 9.555 
GRADUATE STUDENT CHARACTERISTICS 
BY ENGINEERING DISCIPLINE 
% Non-Immigrant 
F oreign-Born 
Engineering Graduate Students 
Discipline Total Post-MS 
Chemical Engineering 39.0% 41 .5% 
Civil Engineering 35.5% 46.0% 
Electrical Engineering 33.0% 42.0% 
Mechanical Engineering 33.0% 4 2.0% 
(48) 
iL£8i££££i£l>_Education_Probi ems , 1 9 82, p. 5. 
This trend has already resulted in some 
very serious problems and portends more in 
the future. First, it means the pool of 
potential native-born Americans to fill 
faculty positions is severely limited. In 
1980, according to the National Research 
Council, 46.3 percent of all engineering 
doctorates went to non-citizens of the 
United States, two thirds of whom leave the 
U.S. after receiving their doctorate. 
Secondly, the influx of foreign-born 
faculty has resulted in significant 
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communications barriers in the classroom 
causing teaching quality to suffer. 
A study by the Congressional Research 
Service, "United States Supply and Demand 
of Scientists and Engineers: Effects on 
Defense and Research and Technology," 
describes another dimension of the non¬ 
citizen engineering student concern. The 
report states, "The Department of Defense 
is greatly concerned about the increase of 
foreign national graduate students, the NSF 
notes, because the DoD must hire U.S. 
citizens. Due to a significant increase in 
the number of foreign national students in 
some science and engineering fields, it is 
believed that in the near future very few 
U.S. citizens in these fields will be 
available for hiring. In addition, foreign 
students pose a technology transfer problem 
that is particularly troublesome to the 
military." 
(49) 
e e r _i n g_E d u c a t i^on_P r o b 1 em s , 1982, p. viii. 
UNFILLED POSITIONS AS A PERCENTAGE OF 
AUTHORIZED FULL-TIME POSITIONS 
FALL 1981 
Engineering 
Field 
Public 
Schools 
Private 
Schools 
All 
Schools 
Aero/Astro 5.9% 2.6% 5.1% 
Chemical 9.0% 8.2% 8.8% 
Civil 8.7% 6.8% 8.2% 
Comp. Sci./Engin. 17.0% 16.8% 1 7.0% 
Electrical 8.8% 7.9% 8.5% 
Industrial 11.6% 11.8% 11.6% 
Mechanical 9.5% 7.2% 8.9% 
All Others 9.3% 7.2% 8.8% 
All Schools 9.5% 7.9% 9.0% 
(50) 
Colleges and universities report that salary and finan¬ 
cial benefits were cited as motivating factors in 76% of 
those instances where faculty left higher education for 
industry. 
Source: Engineer i:ng_Educa t£on_Pr obi ems, 1 9 82, p. 3* 
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(51 ) 
Here again the problem is i-wn T 
facilities and equipment prevent esean 'r 1 n a <1 e q u a t e 
producing the levels of niianm. search faculty from 
by themselves, their institutir/ and quality worl< expected 
peers. Further, inadeauate their Profess i onal 
negative effect in terms of ..nri* °Py resources also has a 
education-further problematic in rSJatVoV ?o ^ 
of engineering supply and demand. As redorted h Vw 3 
American Society for Engineering Education: Y the 
Laboratory equipment is outdated. A recent 
s udy indicates that equipment in most 
academic engineering labs is about twice as 
old as in industrial labs. Further 
accreditation results show drastic declines 
in the effectiveness of laboratory portions 
of engineering curricula as a result of 
equipment deficiencies. The Accreditation 
oard for Engineering and Technology (ABET) 
reports that over one half of the 
accreditation visits result in something 
less than full accreditation. Deficiencies 
in equipment is a significant element in 
the majority of these cases. 
Source: Engi. neer i. n g_E d uca ti_on_P r obi em s , 1 982, p. 3. 
(52) 
For example, Dr. Joseph Hogan, reviewing the equipment 
status of the University of Massachusetts’ School of 
Engineering in "Engineering Education in Massachusetts: 
Current Trends and Future Directions," reported that the 
funds that would be required in a one-time expenditure to 
solely bring the School up to where it should be at the 
current time totalled $4,500,000. This represented $6,000 
per undergraduate, $10,000 per Master’s level graduate 
student, and $25,000 for each Doctoral Candidate. 
This should be compared to an average state allocation 
of $60,000 per year for the support of five departments 
within the School of Engineering from 1980 through 1984. 
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STATE-SUPPORTED EQUIPMENT BUDOFT 
UNIVERSITY OF MASSACHUSETTS SCHOOL OF ENGINEERING 
1980-1984 
Year 
1984 
1 983 
1 982 
1 981 
1 980 
(Source: Stone, Harvey R. 
1983-1984. Unpublished, 
of Massachusetts, Amherst, 
_Budget 
$33,844 
$51,025 
$67,984 
$92,900 
$49,582 
School of Engineering Report: 
College of Engineering University 
MA: 1 985 . ) 
• °®an further argued the accepted notion that $1,500 is 
required in equipment support for each undergraduate on a 
HgtaAn Unal basis. Master’s students would require 
$2,500 and $5,000 would be required for each Doctoral stu¬ 
dent per year. Based upon these criteria, the University of 
assachusetts’ School of Engineering should have an 
annual/maintaining equipment budget of $1,100,000. 
(53) 
Bn gin e er i n g_E d u c a t i on_P r o b 1 era s , 1 9 8 2, p . v . 
CHANGE IN ABILITY TO RECRUIT AND RETAIN FACULTY 
Degree 
of Change 
Public 
Schools 
Private 
Schools 
All 
Schoo 
Substantial Increase 4.9# 5.9# 5.3# 
Slight/Moderate Increase 6.9# 17.6# 11.2# 
No Change 5.9# 22.1# 2.4# 
Slight/Moderate Decrease 40.2# 32.4# 37.1# 
Substantial Decrease 42.2# 22.1# 34.1# 
(54) 
Recruitment and Retention of Full-Time Engineering 
Faculty, Fall, 1980: due a t_i on_Panel_R e po r t No. 52. 
Washington, D.C.: American Council on Education, October, 
1981. 
(55) 
Botkin, 1982, pp. 131-132. 
(56) 
g_Gr ad ua t e_E duca t^o n_a n d_R e s e a r c h , 1 9 85, p. 
51 . 
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(57) 
(58) 
Fano, 1982, p. 37. 
Jones, Russel C., et al. 
?986ity Engineerin8 Education’ 
(59) 
Educational Technology for 
Pre-publication abstract 
P J DlraPn’rt P*ter- Television in Higher Education. In Tate 
r • J., and Kressel, M. (Eds ) t? . 1 n ate> 
Telecommunications in h Lp/ph l^E x p a n d 1 n g__R o 1 e of 
HlihiF-Educitr^72N5T-fpS~k-n~FVa-^"’ NeW Di'-e°tionV-fo? 
December, 1 983 . ncisco. Jossey-Bass , 
Uses of Television by Higher Education 
(1978-1979) 
(2993 Colleges) 
Institutions 
Only for instructional purposes 
To supplement existing courses 
To offer courses over television 
No_use of television 
Total Uses 
1 0% 
36% 
25% 
J29%_ 
1 00% 
Allocation of Television Effort 
(1978-1979) 
(N=2,129) 
InstructIonaI~Uses 
On-campus credit 
On-campus non-credit 
Off-campus credit 
Off-campus non-credit 
Total instructional uses 
8% 
1 1 % 
3% 
66% 
Non-instructional uses 
Counsel ing 75J 
Outreach 655 
Promotion and recruitment 9% 
Other 11$ 
tructional uses 33% 
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(60) 
AMCEE is a non-profit, tax-exempt consortium of en- 
tiona? effr^311163’ formed in to increase the 
national effectiveness of continuing education for en- 
gineers, mdustriai scientists, and technical managers Its 
Lhi h 1ShS lnclude the development and distribution o? 
hpfi ^raduate and continuing education courses and is 
headquartered in Atlanta. 
AMCEE Members 
Arizona State 
Boston University 
Georgia Inst, of Technology 
Illinois Institute of Technology 
Massachusetts Institute of Technology 
North Carolina State 
Notre Dame 
Polytechnic Institute of New York 
Southern Methodist 
Univ. of Alaska 
Univ. of Florida 
Univ. of 111inois/Urbana-Chmpgn 
Univ. of Maryland 
Univ. of Michigan 
Univ. of Missouri/Rolla 
Univ. of Southern California 
Univ. of Wisconsin/Madison 
Auburn 
Colorado State 
GMI Institute 
Iowa State 
Michigan Tech. 
Northeastern 
Oklahoma State 
Purdue 
Stanford University 
Univ. of Arizona 
Univ. of Idaho 
Univ. of Kentucky 
Univ. of Mass. 
Univ. of Minnesota 
Univ. of So. Carolina 
Univ. of Washington 
(61 ) 
See Fitch, John T. AMCEE: A National Response to the 
Need for Continuing Education in the U.S. Paper presented 
at the First Andean Conference on Continuing Engineering 
Education. Caracus, Venezuela: May 28, 1980. 
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(62) 
Baldwin 
Education. 
385 . 
Lionel V. 
Engineer ing 
New Modes for Advanced Engineering 
-Education, 1983, 73 (5), pp. 384- 
ENGINEERING CONTINUING EDUCATION PROGRAMS 
OFFERED OFF-CAMPUS BY TELEVISION 
NON-ACADEMIC CREDIT 
1981-1982 
Number of 
° n Locations 
ACE (Stanford) 4o 
Auburn 1 
Case Western Reserve 148 
Colorado State 956 
Georgia Tech. 40 
Ill. Inst. of Tech. 11 
Iowa State N/A 
MIT 1,200 
No. Carolina State 5 
Polytechnic Inst. NY 2 
Purdue 1 3 
Southern Methodist 16 
Stanford 135 
Univ. of Arizona 29 
UCal Berkeley 6 
UCal Davis 3 
Univ. of Colorado 6 
Univ. of Idaho 12 
Univ. of Illinois 8 
Univ. of Kentucky 29 
Univ. of Maryland 10 
Univ. of Massachusetts 13 
Univ. of Michigan 10 
Univ. of So. Cal. 21 
Univ. of Wisconsin 23 
Total Total 
40 2,000 
6 41 3 
38 1 60 
36 6 , 405 
1 6 90 
6 74 
1 61 2 
30 30,000 
8 445 
2 N/A 
1 9 1 ,063 
75 60 
1 42 3,629 
38 N/A 
24 724 
39 52 
1 0 35 
1 1 40 
1 0 562 
2 91 
75 450 
1 3 260 
24 250 
67 2,252 
30 856 
379 
(63) 
Baldwin and Down 
Engineering, Washington, 
1981 , pp . 31-33 . 
D . 
— ^ncatri^onal^^Technol ogy i n 
C., National Academy Press7 
ACADEMIC CREDIT ENGINEERING GRADUATE PROGRAMS 
OFFERED OFF-CAMPUS BY TELEVISION 
AND GRADUATE DEGREES AWARDED TO DATE 
(1981-1982) 
Institutions 
(Start Date) 
# Remote 
_Loca tions 
Total 
Courses 
Total 
Enrollment 
Degrees 
Awar ded ACE (Stanford) 
(1969) 
40 27 1 , 000 350 
Auburn University 
(1978) 
1 8 1 6 N/A 
Case Western Reserve 1 48 38 396 55 (1972) 
Colorado State 
(1967) 
53 91 1,108 187 
Cornell University N/A N/A N/A 4 
(1973) 
Georgia Tech. 40 32 N/A 382 (1978) 
Illinois Tech. 28 1 1 1 1 , 271 81 
(1976) 
Iowa State 
(1969) 
9 1 8 1 09 1 0 
North Carolina State 5 1 1 1 1 2 N/A 
(1976) 
Oklahoma State System 65 21 1 2,563 N/A 
(1972) 
Purdue 21 1 3 376 200 
(1970) 
RIT N/A N/A N/A 51 
(1971) 
Southern Methodist 32 67 1,143 471 
(1967) 
Stanford 1 35 42 877 245 
(1967) 
Univ. Alaska 2 3 1 02 N/A 
(1981) 
Univ. of Arizona 1 2 42 320 N/A 
(1972) 
UCal Davis 3 40 88 50 
(1970) 
UCal Santa 2 30 68 1 1 4 
Barbara (1974) 
Univ. of Colorado 22 8 92 4 
(1968) 
Univ. of Florida N/A N/A N/A 253 
(1964) 
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Univ. of 
( 1 975 ) 
Idaho 1 1 5 39 41 3 1 5 
Univ. Illinois 
U r bana 
N/A N/A N/A 9 
Univ. of 
(1972) 
Maine 1 2 1 9 289 N/A 
Univ. of Maryland 1 0 75 300 N/A 
Univ. of 
(1975) 
Massachusetts 40 35 220 3 
Univ. of 
(1970) 
Michigan 1 0 24 259 1 76 
Univ. of 
(1971) 
Minnesota 1 8 77 1 ,040 65 
Univ. of 
(1969) 
So. Carolina 77 39 51 0 421 
Univ. of 
(1972) 
So. Cal. 22 1 1 1 1 ,333 525 
Univ. of 
(1967) 
Tennessee 1 6 55 568 1 1 4 
Univ. of 
(1981) 
Texas-Arl . 20 42 1 68 N/A 
Univ. of 
(1 Q 7 n 1 
Wisconsin 23 2 1 1 7 N/A 
(64) 
Waniewicz, Ignacy, "Broadcasting for Adult Education: 
A Guidebook to World-Wide Experience, New York, UNIPUB, ERIC 
Document Reproduction Service No. ED 065 982), 1972, pp. 39- 
40, in Shanks and Hoccheimer, "Televised Instruction and 
Continuing Education of Engineers," 1982. 
(65) 
Gibbons, J. F. Tutored Videotape Instruction. Speech 
given before the Conference on Educational Applications of 
Satellites. Arlington, VA: February 2-3, 1977, p. 6. 
(66) 
Though considered a national model, the Stanford TVI 
Program has not gained unified acceptance throughout the 
School of Engineering's faculty. This is not uncommon 
throughout research-or i ented institutions of higher educa¬ 
tion using TVI to support extended engineering education. 
Note the following: 
The use of communications technology for 
expanding the productivity of educators is 
apparent, but its application remains 
controversial. In many engineering 
departments, including Stanford's, 
resistance the use of broadcast classes is 
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ofr°mna8nv V? f??rS 3tand °Ut in the "inds 
of many faculty. The first is that the 
will DPreSaealn n'imbera of demote- students 
morP Pressure Acuity to spend more and 
af Tp at-lme ^m0nit0ring exami nations and 
attending to the associated administrative 
work. ^ When it comes to extending the 
participation of industry-based students in 
^esi?f8aree_granting rnaster‘,s Program, the 
esistance ls even stronger. in the words 
of Engineering Dean William Kays, the 
Stanford faculty resistance may have more 
m? d°wl,thK tradition than with substance. 
I think by nature,” he states, "faculty 
are suspicious and resistant to ’volume’ 
They worry about the dilution of the 
Stanford name and reputation as courses are 
broadcast beyond the immediate at 
manageable boundaries of Silicon Valley. 
The fear is that at some point in time or 
in scale, the program no longer IS 
Stanford.” 
Botkin, 1982, pp. 136-137. 
(67) 
Gibbons, J. F., Kincheloe, W. R., and Down, K. S., 
"Tutored Video Instruction: A New Use of Electronics Media 
in Education,” Science, Vol. 195, March, 1977, p. 11*10. 
(68) 
Gibbons, J. F. Tutored Videotape Instruction, 1977, p. 
5-6 . 
(69) 
Gibbons, Kincheloe, and Down, 1 977, p. 11*12. 
(70) 
Tribus, Myron. Making the Most of the Differences in 
Objectives Between Academia and Industry. In Proceedings, 
AMC E E_Wor k sho p2_Wo£,l b_C onf er en ce_o n_C o n t i_ nu _in g_E n g ineering 
Education, Mexico City, ASEE, 1979, p. 371~ 
(71 ) 
It should be noted with interest that Shanks, in a 
survey of engineers participating in videotaped engineering 
courses offered that they were evenly divided on the ques¬ 
tion of whether or not they would like an on-site tutor. Of 
those that did have the benefit of a tutor on site, this 
population was also evenly divided on the helpfulness of the 
tutor. See Shanks, Thomas E., ’Survey of Engineers Who Have 
Taken Candid Classroom Courses,” in Hutchinson, Charles E., 
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Foundation Contrfct No'/" SEd\9-^90J?)'T^l-^982?1 8016006 
(72) 
Lemon Judith. Television of Delivery of Continuing 
ProCbaiei:nof° uHoS\T-e0hn?1O8y Engi— Solution of the Problem of Updating in a Fast Changing Societv 
Unpublished. Palo Alto, CA: Stanford Universfty, 1984, p! 
CHAPTER 2 
(73) 
Chu and Schramm. Learning from Television: What the 
Research Says. Washington, D. C.: National Association of 
Educational Broadcasters, 1967. 
(74) 
Jones, Educational Technology, 1986. 
(75) 
Baldwin and Down, 1981, p. 6. 
(76) 
Shanks, Thomas E., and Hochheimer, John L. Televised 
Instruction and Continuing Education of Engineers: A 
Selected Review of the Literature Since 1967. Appendix B, 
in Hutchinson, Charles E. (Ed.). Towards_Improved_Candid 
a s £L22?!l_i22s t£uc t_i onal_T el e v i_s i_onj_22282a2_Ex.al2ak i"on~ and 
22X2i2P2222_2Hi2.2i 1222 » Atlanta: Association for Media- 
Based Continuing Education for Engineers, National Science 
Foundation Contract No. SED 79-19041, June, 1982, pp. B1-B2. 
(77) 
Gibbons, J. F. Tutored Video Instruction, February, 
2-3, 1977, p. 4. 
(78) 
Chu and Schramm, 1968, p. 100. 
(79) 
Knepper, Christopher K. Technology and Teaching: 
Future Prospects. In Knepper, Christopher K. (Ed.). 
Expanding Learning through N ew_Communications_Technolog i es^ 
Hew~D~i~rrec~t1'ons~ror~TeachTng~~an^~UearnTrig_SerTes , To. "IT, S"an 
Francisco: Jossey-Bass, March, 1982, p. 84. 
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(80) 
Shanks and Hochheimer, 1982, p. B-15 
(81 ) 
Eyster, George W. 
h i_p , 1 9 7 6, 
ETV Utilization in Adult Education 
P. 110. 
(82) 
Ibid. 
(83) 
Shanks and Hochheimer, 1982, p. B26. 
(84) 
Evans, 
Education. 
Richard I. Res iLstance_t o_I nno va t i on in Higher 
San Francisco: Jossey-Bass, 1 969, pp. 2-~3~. 
(85) 
McCosh, R. B., personal 
Baldwin and Down, 1981, p. 17. 
conversation recorded in 
(86) 
See Evans, 1969, pp. 50-51. 
(87) 
Evans, 1969, p. 55. 
In a survey of faculty at nine colleges and univer¬ 
sities, faculty were asked how they defined "good" 
university-1eve1 teaching. Of 287 respondents, 63 {22%) 
thought that knowing the content area and keeping up with 
research was sufficient. Forty-three people, 15$ of the 
sample, noted the need for a pleasant personality and having 
an interest in students. Thirty-six faculty, 13$, believed 
that the ability to inspire was key. Only 19$ of the sample 
considered preparation and the use of appropriate teaching 
methods important. 
(88) 
Evans, 1969, p. 143. 
(89) 
Evans, 1969, p. 183- 
(90) 
Evans, 1969, p. 68. 
(91 ) 
Evans, 1969, p. 71. 
38H 
(92) 
Evans noted: 
"The majority of respondents noted that 
instructional television has no real 
academic status. Its use might well lead 
to mass mediocrity. If it were any good, 
universities with greater prestige 
would have adopted it. It is doubtful! 
they thought, that a truly superior 
university would use it. Furthermore, 
instruction on television could not be 
compared with classroom instruction; it 
would only lower academic standards, 
commercialize education, and weaken it." 
Evans, 1969, p. 73. 
(93) 
Some of Evans’ respondents noted that teaching on ITV 
placed "considerable emphasis on the lecturer's personality, 
which must have certain qualifications that few possess! 
(One respondent remarked, 'I wouldn't be a good TV instruc- 
tor,' and another said, 'Probably fine as long as I'm not 
involved.'" 
Evans, 1969, p. 74-75. 
(94) 
Dean, Robert V., "The Candid Classroom-A Definition," 
in Hutchinson, Charles E., 1 982, Appendix A, p. A1 . 
(95) 
Jones, et a 1. , "Educational Technology for Quality 
Engineering Education". 
(96) 
Dean, 1982, p. A8. 
(97) 
Dean, 1982, p. A2. 
(98) 
Shanks and Hoccheimer, "Televised Instruction and the 
Continuing Education of Engineers," p. B-27. 
(99) 
Schramm, W, Quality in Instructional Tel evis i on^_ 
Honolulu, HI: Uni ver s rry__bT_TI awa TfTr ess , 
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(100) 
r_nrM HhnkS ’ Thomas E- "Survey of Engineers Who Have Taken 
Candid Classroom Courses," pp. G5-G9. 
(101) 
. Baldwin, Lionel V., "Status and Quality of Videobaqpri 
elivery Systems," Chicago, Paper delivered for the 1983 
nnual Meeting of the Commission of Institutions of Higher 
nCatl°: N0rth Antral Association of School 
Colleges, March 23, 1983, p. 9. na 
(102) 
Of parallel interest is the fact that all of the 
schools and colleges of engineering listed above have under- 
gone examinations of their ITV programs as part of normal 
accreditation and reaccreditation activities. "No engineer¬ 
ing college has reported any problem with these regional 
accreditation assessments due to ITV operations." See 
Baldwin, "Status and Quality of Videobased Delivery 
Systems,", 1983, p. 10. 
(103) 
One of the faculty’s greatest complaints is that stu¬ 
dents do not finish assignments and/or courses on time. 
Although this is not unexpected due to employment factors 
involving travel and similar factors, anecdotal incidences 
at the University of Massachusetts offers evidence that the 
degree of tardiness in completion may well be controlled by 
the faculty. The more structured and demanding the faculty 
are, and the more rigorous they are in enforcing timelines, 
the more students will respond accordingly. 
(104) 
In order to ameliorate these concerns, corporate coor¬ 
dinators will often videotape the real-time lectures for 
subsequent playback. While increasing the remote location’s 
viewing flexibility, the talk back advantage is cancelled. 
At this point, the real-time system is no different than the 
"traditional" tape delivery operation. 
(105) 
Decker, W. D. and Tilles, A. Continuing Education: A 
Growth Program in our Laboratory. Engineering Education, 61 
(8), 1973, p. 907. 
(106) 
Holman, Jack, Assistant Provost for Instructional 
Media, Southern Methodist University, personal conversation 
at meeting of Association for Media-Based Continuing 
Education for Engineers, Atlanta, September, 1984. 
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College Industry Education 
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Baldwin and Down, 1981, 15-20. 
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in Teaching via Television. Engineering Education, 60 (2) 
1969, pp. 125-127. — 
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Thorn and Bundy, 1969, p. 127. 
(115) 
Salloway, N. Video at MIT: A Progress Report. 
Cambridge, MA: Center for Advanced Engineering Study, 
Massachusetts Institute of Technology, May, 1974. 
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Kenyon, R., Dean of Engineering, Rochester Institute of 
Technologies, Rochester, N. Y., personal communication with 
the authors, noted in Baldwin and Down, 1981, p. 16. 
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Engineering at Colorado State. £ n g i. neer i^ng^duca t i^on , 6 5 
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M . C, and 
Clinical 
- 59 (3), 
R., and 
(131) 
exaraDFi°er- aP^i°aH10^ °( ITV t0 medioal education 
Hickam n H Hr;,’ Martln’ K- I-. Higgins, 
'JV, Tutored Videotape Instruction in 
198H is.,.?' i£annal_of_Medical_Education 
» PP- 188 195; Pohl, R.f Lewis, R., Niccolinl 
■VH£; A- and* stppio P«? * j 6 629, Chessell, G., Peterson J., Khir 
£•’ f1 ’ • Experience with Audiovisual Materials 
for Students Beginning Clinical Medicine. Journal of Audio 
3^Hferf-m-ai„--iS---r3i2i,?e, 3. 1 980, pp. 69-67T-k;S?53ST-5H-R2 
nd Kaufman, R. G. Usefulness of Videotape Instruction in 
an Academic Department of Neurology. Journal of Medical 
Education, 58 (6), 1983, pp. 474-478.  
CHAPTER 4 
(132) 
See Knowles, Malcolm S. Modern Practice of 
_A n d r a g o g y _ V e s u s Pedagogy. New 
Association Press, 1970. 
A d u t 
York: 
(133) 
The drop-out rate is no doubt fostered by corporate 
tuition reimbursement policies which generally will not 
reimburse students for failed courses. In instances where 
students find themselves in academic difficulty, early 
withdrawals and drops are anxiously sought by students who 
wish to cut their financial losses. 
(1 3*0 
Gibbons, et al., 1977, p. 1145. 
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