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The difficulty and quality of dives required to win medals in Olympic springboard diving 
has increased throughout the modern era.  A greater understanding of optimal diving 
technique, increased training opportunity and support from disciplines of sports 
science and medicine have influenced this trend. 
Progress towards world class standards is enhanced by objective measurement of 
performance in a training and competition context from which an assessment of the 
effect of training interventions can be made, leading to a programme individualised for 
each diver.   
A description of kinematic parameters representing high quality performance of the 
world’s hardest dives did not exist.  Standards were therefore defined following 
analysis of dives performed over five years of springboard competition.  This new 
knowledge contributes to a model called ‘What It Takes To Win’ (WITTW).   
A practical method to calculate kinematic metrics from dives in training also did not 
exist, limiting comparison between training and WITTW standards.  To bridge this gap, 
a flexible method for analysing dives in training and competition was developed and a 
bespoke tool created to calculate and feedback performance data with a greater level 
of sensitivity than in related studies in the sport.  Automatic tracking was designed and 
implemented to facilitate ‘real-time’ measurement of kinematic data, providing a new 
training process where objective data added to subjective interpretation of quality 
throughout training. 
Four World Class Programme divers were tracked through a season’s preparatory 
phase.  Change in performance was measured and an analysis conducted to compare 
progress towards WITTW standards and assess the influence of strength and 
conditioning training in performance outcomes.   
Statistical analysis of longitudinal training data showed that independent variables 
relating to ‘best’ performances were not common to all divers and that an 
individualised set of critical variables could be identified for each diver as strengths 
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1.1 Olympic Diving 
Diving has been an Olympic sport since 1904, when it was known as ‘plain diving’ for 
men. The 1908 Games added ‘fancy diving’ and women’s competition was included 
from 1912.  From 1928, one discipline ‘Highboard Diving’ was the Olympic event and 
from 1948, diving was split into Springboard Diving and Platform Diving.  In Atlanta in 
1996, synchronised diving (pair of divers of the same sex performing at the same time) 
was demonstrated and synchronised Springboard and Platform events were 
introduced from 2000.   
Athletes (‘divers’) perform a series of somersaulting and twisting skills, each earning 
scores from judges.  Competitions are contested from either 3 m springboard or 10 m 
platform (FINA, 2013).   At the conclusion of the competition, divers are ranked by the 
total score of their dives, and the highest scoring diver is the winner. 
In post-war years, Great Britain won two medals in 1960, one medal in 2004 and 2012 
and three medals in 2016. 
 
1.2 Development of performance 
While the equipment used in Olympic competition has barely changed in thirty years, 
the complexity of dives has become greater and the artistry and consistency with 
which divers have had to perform these dives to win medals has also had to raise. 
Many factors have contributed to this increase in performance standards, from more 
athletes and coaches making their living from the sport to the enhancement of training 
and performance-science support. 
Diving training is organised to maximise the scoring potential of the diver in 
competition.  Their physical and technical preparation is programmed to both facilitate 
the completion of the most difficult dives, and to produce consistent, effective and 
beautiful technique. 
Divers receive continuous feedback from their coach and support team.  This feedback 
is intended to give information about the performance of a skill with the aim of 
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increasing quality and consistency.  The standard for feedback to divers is video replay, 
providing an opportunity to develop divers’ proprioceptive skill (enhancing their 
understanding of the relationship between what they did and what they felt) and to 
give coaches and support staff an opportunity to look at a skill in fine detail to identify 
strengths in performance and corrections needed.  
 
1.3 Motivation for research 
British Diving has a stated aim of being the top diving nation in Europe and in the top 
two teams in the world by 2020.  This aim supported by British sport’s funding agency 
(UK Sport).  To achieve this goal and maintain support for the World Class Programme, 
progression of a pipeline of athletes, coaches and support staff must be enhanced to 
increase the potential to win World and Olympic medals.  
Diving performance is inherently hard to measure.  Athletes perform their skills in free 
space and don’t land on a marked court or pitch.  Furthermore, the skills and practices 
developed and enhanced by support staff (strength and conditioning coaches, 
physiotherapists etc.) are not the skills performed in competition, creating a 
disconnection between what can be measured out of the pool and what is performed 
in it. 
Research in acrobatic sport is limited to groups of sub-elite athletes, or studies where 
physical development is measured in a non-diving context.  Kinematic analysis of diving 
has been conducted away from the coach/diver unit and has taken weeks or months of 
data-processing before results can be shared.  Work has been observational but not 
directly focused on improving the diver being analysed. 
There is therefore a gap for a novel solution where the filming of a diver is immediately 
followed by kinematic analysis and feedback to the diver, coach and support team.  
These data would add knowledge to the development of key performance indicators 





1.4 Aim and objectives 
The aim of the work described is to benchmark world class performance and to define 
and implement a novel method to calculate and feedback kinematic performance data 
to the athlete, coach and performance support team.  The identification of objectives 




2 Literature review 
The aim of this chapter is to develop the objectives necessary to achieve the aim 
stated in the introduction.  This will be achieved by a review of relevant research in 
• Diving rules of competition 
• Application of performance science in diving and related acrobatic sports 
• Kinematic analysis of diving 
• Motion tracking 
• Camera systems and calibration 
• Representation of a human 
• Existing software tools 
 
The chapter concludes with a summary of key insights and which inform and shape the 
objectives for the study that follows. 
 
2.1 Diving rules of competition 
An understanding of the rules of competitive diving is required in order to 
appropriately focus attention on which areas of physical and technical development 
can lead to most successful competition performance. 
 
2.1.1 Competition format 
Diving’s world governing body (FINA - Federation Internationale de Natation) defines 
competition rules.  In Olympic Individual competition (Fina, 2010), females and males 
perform a list of five and six dives respectively from 3 m (the Springboard event) or 10 
m (the Platform event).  Each dive must be from a different group as described in Table 
2-1 (with one group repeated by men on Springboard).   The complexity of each dive is 
at the discretion of the diver. 
Olympic Synchronised competitions are contested from 3 m and 10 m Platform.  Pairs 
perform two dives of limited difficulty and either three (women’s events) or four 
(men’s events) dives of unlimited difficulty, covering five diving groups.   
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Each dive is awarded a score; the finishing order is determined by the total score over 
all dives in the list, with the winner having the highest total. 
 
2.1.2 Groups, shapes and degree of difficulty 
Diving groups (Fina, 2010) are defined by the direction in which the diver faces, the 
direction in which the diver rotates and whether the diver begins the skill on their feet 
or on their hands.  Table 2-1 describes the six diving groups.   
 
Table 2-1. The diving groups described by the world governing body, FINA. 
Group Starting from Facing Rotating 
1 - Forwards Feet Forwards Forwards 
2 – Backwards Feet Backwards Backwards 
3 – Reverse Feet Forwards Backwards 
4 – Inwards Feet Backwards Forwards 
5 – Twist Feet or hands Forwards or backwards Forwards or backwards 
6 – Armstand Hands Forwards or backwards Forwards or backwards1 
1- Armstand-inwards (facing backwards, rotating forwards) is not permitted for safety reasons 
 
Dives can be performed in one of four shapes.  Figure 2-1 shows the shapes in which 
dives may be performed and Table 2-2 describes these shapes by a definition 
stipulated by the governing body (Fina, 2010).  Deductions are applied by judges 
(and/or the competition referee) should a diver fail to demonstrate the shape as 
defined, according to the severity of the rule infringement. 
 
Tuck shape Pike shape Straight shape 
   




Table 2-2 – Shapes are defined by FINA; breaking the rules of the shape results in deductions from judges. 
Shape Definition 
Tuck (Letter ‘C’) The body is held in a tight, compact shape.  There will be a bend (‘angle’) in the knees 
and hips.  The hands will grab the lower-leg.  The feet will be together and pointed. 
Pike (Letter ‘B’) The body has a bend (‘angle’) at the hips.  The legs will be straight and together, the 
feet pointed.  The position of the arms is optional. 
Straight (Letter ‘A’) The body is extended at the knees and hips.  The feet will be together and pointed.  
The position of the arms is optional. 
Free (Letter ‘D’) The diver will make more than one of the shapes (‘A’, ‘B’ or ‘C’ as defined above) 
during the performance of the dive. 
 
Each dive has an associated ‘degree of difficulty’ (also known as ‘DD’ or ‘tariff’).  The 
degree of difficulty is calculated by a formula (Fina, 2010) adding components of 
difficulty for: 
A. Number of somersaults (more somersaults increases component A. Board-
height is also considered as flight time from different boards influences the 
difficulty in completion of a given number of somersaults) 
B. Flight position (more difficulty is earned by performing dives straight, next 
piked, lowest in the tuck position.  This is due to somersaults being more 
difficult to complete with an increasingly extended body and correspondingly 
greater moment of inertia) 
C. Number of twists (more twists increases the value of component C) 
D. Approach (the direction the diver faces to make forward or backward rotation; 
for example, inwards (forward rotation from a back-facing start) gets a higher 
‘D’ component than forwards (forward rotation from a forward-facing start).  
This reflects the greater mechanical challenge of producing inwards rotation 
compared to forwards 
E. Unnatural entry (depending on the direction and number of somersaults being 
performed, divers cannot see the water for the whole opening and preparation 
for entry in some dives, leading to a higher value ‘E’ component where this is 
shown) 
F.  Table 2-3 shows examples of the application of the formula to calculate the 




Table 2-3 – construction of degree of difficulty for a series of dives.  The dive number (left column) uses FINA’s code 
for describing dives; each dive has a unique identifying code – for example 636 represents the dive ‘armstand, 
reverse triple somersault’.  From FINA Officials’ manual. 
 
 
2.1.3 Judging and scoring 
A panel of seven or eleven judges (for individual and synchronised competitions 
respectively) award a score (Table 2-4) based on the subjective determination of 
successfully meeting criteria defined in the Official’s manual (Fina, 2010, Chapter 4).  
Consideration is given to height attained in the dive, distance from the board, the 
extent to which the diver’s body is vertical at the point of entry (the moment when the 
diver breaks the surface of the water) and the overall beauty of performance. 
   
Table 2-4.  Judges give a score, based on an overall impression of the dive, according to overall impression.  
Reprinted from the FINA Officials’ manual. 
 
  
For example, a diver may perform a reverse 3½ somersaults with tuck from 3 m, which 
has a DD of 3.5.  If the judge scores were 6.0, 6.5, 6.0, 6.5, 7.5, 6.0, 7.0 then: 
Removing the two highest and lowest scores to leave the three median scores: 
6.0, 6.5, 6.0, 6.5, 7.5, 6.0, 7.0 
would leave a ‘raw score’ (the sum of counting judge scores before DD is considered) 





The rules of a diving competition limit the ways in which a diver can improve their 
individual dive score.  They can either increase the DD of a dive (by adding 
somersaults, twists or by changing the shape in which the dive is performed) while 
maintaining a similar judge-award, or they can increase the quality of the dive so that 
judge scores are higher with the same difficulty.  A definition of performance 
characteristics of high scoring dives is required to create benchmarks against which 
divers’ performances can be compared. 
 
2.2 Successful diving nations 
Until 1984, Olympic diving was dominated by the United States of America, the USSR 
and Italy.  From the Los Angeles Olympics onwards, China became a dominant nation, 
winning the majority of gold medals in each successive Games (recently winning 7 out 
of 8 gold medals in Beijing, 6 out of 8 gold medals in London and 7 out of 8 gold medals 
in Rio). 
At the 2016 Rio Olympics, China finished top of the medal table followed by Great 
Britain (1 Gold, 1 Silver and 1 Bronze medal).  The medal-table for diving is shown in 
Table 2-5 (A Sotheran, et al., 2016). 
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Table 2-5.  The medal table from the Rio Olympic Games. 
 
British Diving has aspirations to increasing its medal-success in 2020 and 2024 (A 
Sotheran et al., 2016)  stating as its vision for 2024 “British Diving will become a multi-
medal sport, capable of winning medals in every Olympic discipline.” 
 
2.3 What It Takes to Win 
Sports are required to provide a strategic plan and budget to UK Sport (A Sotheran et 
al., 2016) to justify an award.  Funding submissions require the inclusion of a What It 
Takes To Win (WITTW) model (A Sotheran et al., 2016).  A WITTW model classifies 
physical, technical, behavioural and environmental requirements for world class 
success.  In some cases, the standards are defined within the WCP while in others, 
standards are defined by world class competition.  WITTW states expected medal-
winning scores, levels of difficulty, expected competition experience, timing of peak 
performances and translation of round-by-round performance to medals by examining 
trends from scores in historic Olympic Games, World Championships and World Cup 
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competition.  It does not include standards of performance for key metrics (flight time, 
height, speed of rotation, opening height etc.) or the kinematic influences on these 
standards (rate of change in joint angles and segment positions etc.) as these have not 
been determined for contemporary, world class diving. 
British Diving (A Sotheran et al., 2016)  states as its vision for 2024: “British Diving will 
become a multi-medal sport, capable of winning medals in every Olympic discipline.”  
WITTW elucidates the challenge facing the team to achieve this aim.  
 
2.3.1 Scores 
Figure 2-2 depicts scores from 2012 for the Gold medal (gold scoring band), silver and 
bronze medals (bronze band) and top-8 (a performance level that qualifies divers to be 
nominated for a specific level of funding, green band).  Scores are taken from the 
major World or Olympic competition that year and show projected scores the next two 
Olympic cycles.  Projected scores were estimated based on linear trendline from 
historical data once outlier events had been discounted As a general trend, scores 
required to gain medals and win the competition have increased and are projected to 
continue.  Nonetheless, in some years scores required have reduced; generally, scores 
are supressed in the post-Olympic year. This can be explained by athletes retiring or 
taking extended time off after the Games. This consequently has a negative impact on 
medal winning scores. Furthermore, outdoor competitions typically score lower, due 
to external factors such as wind, rain and inconsistent lighting compared to indoors. 
 
  
Figure 2-2.  Scores to achieve a gold medal (gold band), silver or bronze medal (bronze band) and top-8 (green band) 
in Olympic springboard events.  Scores are taken form the major event of the year or are a prediction of score for 





Figure 2-3 depicts the highest DD demonstrated by World and Olympic medallists in 
springboard events since 2008.  It can be observed that the difficulty required to win 
major medals increases over time.  
 
Women’s 3 m Men’s 3 m 
  
Figure 2-3. The highest degree-of-difficulty list used by a World or Olympic medallist each year in springboard 
events.  Reproduced from Sotheran et al (2016).   
 
The increase of DD and score is not influenced by changes to competition equipment; 
the Maxiflex B (Duraflex, 2016) springboard has not changed in performance since the 
1980-1984 Olympic cycle, likewise the specification of the platform remains the same.  
 
2.3.3 The increasing success of the World Class Programme 
DD, quality of performance, results and cohort-depth have increased in British Diving 
(BOA, 2016).  Key influences on this improvement include: 
• Lottery funding which began following the 1996 Olympic Games (Gibson, 2012) 
provided Athlete Performance Awards (APA) that allowed divers to be full-time 
athletes; APA covers both living expenses and sporting costs. 
• Successive attainment of UK Sport goals with evidence of talent in the athlete-
pipeline resulting in increased funding (Figure 2-4) from £0.9m (1997) to £8.8m 
(2017) per Olympic cycle (UKSport, 2017).  It is recognised (Hogan & Norton, 
2000; “Pay up, Pay up and Win the Game,” 2006) that increased investment in 
elite sport results in an “almost linear” increase in medal-performance. 
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• The employment of more full-time elite coaches in the WCP (from 0 in 2000 to 
6 in 2016) (A Sotheran et al., 2016)  
• Increased exposure to international competition, from 5-10 starts (preliminary, 
semi-final and final rounds) prior to the 1996 Olympics to 15+ starts prior to the 
Rio Games in 2016 (Adam Sotheran, 2017) thereby matching or exceeding 
competitors 
• Access to performance science support through the English Institute of Sport 
(EIS) and SportScotland Institute of Sport since 1998.  The aim of performance-
science is to increase athletes’ ability to train and compete, and provide 
innovative solutions to performance questions (EIS, 2018a) 
• A focus on a standardised technical model of performance – British Diving’s 
Single System (Evangulov et al., 2016) describes characteristics of diving 
technique considered optimal for high-DD dives.  The distribution of this 
resource to all coaches on National Programmes, and its adoption as the 
technical syllabus for coaching courses has clarified expectation of coaching 
practise in the sport 
 
 




Development of scoring potential requires the refinement of technique to control 
take-off direction from the board, optimising height, quality of shape and control of a 
near-vertical entry.  Development of DD depends on increased physical potential to 
produce more height and more rotation from the board on take-off.  Continued 
investment from UK Sport depends on refining these characteristics to increase 
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potential for competition success and from providing evidence of an athlete cohort 
which has the potential to achieve greater success in future.  Performance metrics 
describing physical performance in world class dives have not been established and 
represents a gap in knowledge.  Another gap is the ability to track and evidence these 
qualities in divers. A method to determine metrics of world class diving and another to 
measure athletes’ performance and progress to these standards would create a 
competitive advantage in a World Class Programme. 
 
2.4 Performance Science 
Divers may access performance support in services including: 
• Medical (Sports Physician) 
• Physiotherapy 
• Soft-tissue therapy 
• Strength and Conditioning 
• Performance Nutrition 
• Performance-analysis 
• Biomechanics and kinematics 
• Performance Psychology 
• Performance Lifestyle 
As indicated, science and medicine support has been recognised as a driver towards 
high performance – The English Institute of Sport worked with 93% of Team GB 
medallists in the Rio Olympics (EIS, 2018b).  Practitioners work with coaches and 
athletes to maximise ‘availability’ (the divers’ ability to train and compete unaffected 
by illness, injury or mental ill-health), physical capacity and the ability to perform 
under pressure.  
  
2.4.1 Injury prevention 
An injury survey (UKSport, 2012) identified that for Team GB athletes, “67% of 
interruptions to training for British athletes from Olympic sports have been due to 
injury.”  Each injury instigated “on average 17 days lost to training and 1 competition 
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to be missed.”  Additionally, injuries were more likely to occur during training than 
competition.  However, this data cannot be seen to be fully representative of the 
athletes’ state into the London Olympics – due to some sports’ (Diving included) lack of 
adherence to the monitoring system from which the statistics were derived. 
Furthermore, measuring the duration of injury is contingent on the accuracy of record-
keeping, notably when the athlete is considered ‘returned to training’.   Nevertheless, 
an ability to measure change in physical qualities (to be correlated with load and 
compared to historical injury patterns) and variation in technical performance 
(compared with results obtained in physiological profiling, where physical areas of risk 
may be identified) would be advantageous in maximising the training opportunity of 
elite athletes. 
A strength of EIS practitioners is their experience across a range of Olympic and 
Paralympic sports; however, this high-level understanding of multiple domains limits 
their knowledge of a specific sport.  World Class programmes and the Institute work 
together to enhance the practitioners’ sport specific knowledge, consequently 
maximising the effect of their interactions.  Multiple resources exist to ‘skill-up’ 
support staff and a tool quantifying performance and comparing it to world-leading 
standards would add further opportunity for improvement. 
 
2.4.2 Development of physical qualities 
There has long been recognition that development of physical qualities (Figure 2-5) is 
required to progress sporting performance (Makaruk & Porter, 2014a), (Cormie et al., 
2011).  Physical conditioning “has developed into a vital component and determinant 
of success for today’s competitive athlete” (Peterson et al., 2004).  The 
implementation of supplementary strength and conditioning training to advance 
capacity (both upper and lower body) has been investigated by many in both a non-







Figure 2-5.  Examples of exercises used to build absolute and explosive strength in athletes.  Reproduced from 
https://stronglifts.com and http://crossfitzonex.com. 
 
In acrobatic sport (Hraski, 2015), “from the judges and coaches’ point of view, the 
flight height is the most interesting parameter of the CG [Centre of Gravity] trajectory 
is height.”  Rotation is optimised by the development of take-off technique and shape 
in flight (Haering et al., 2017).  Diving’s focus is directed at physical development 
intended to improve take-off speed and production of rotation to allow athletes to 
ultimately achieve the targets set in WITTW.  
The development of lower-limb and posterior-chain (hamstrings, gluteals, erector 
spinae) function has been modelled (Wong et al., 2016) with the aim of producing a 
specific goal: jump as high as possible.  Muscles were considered in terms of cross-
sectional area and muscle-fibre length.  Although an optimal proportion of structures 
was identified, demonstrating that focus on specific development can optimise 
jumping performance, no attempt to replicate via strength training in athletes was 
documented.  Electrostimulation, combined with plyometric training (Maffiuletti et al., 
2002) resulted in an increase of 8-10% in a counter-movement jump and up to 21% in 
a squat jump.  Vibration training (Dallas et al., 2015) – a priming process where 
exercises were performed on a vibrating surface - was undertaken by sub-elite divers 
and produced a short-term gain in explosive power as well as flexibility.  However, 




Performance science interventions have the potential to enhance physical qualities 
that coincide with the ability to produce height and rotation (key performance 
indicators of a dive).  Existing studies have limitations in the context of world class 
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diving: there is little measurement of the impact of training on acrobatic performance; 
conclusions have been drawn based on work with sub-elite athletes and rarely with 
divers.  A process is not presently available to monitor the changes in performance 
during, and as a consequence of these interventions.  Greatest understanding of 
individual responses to training would be enhanced by development of a system that 
provides these data in a form helpful to the diver, coach and support staff. 
 
2.5 Biomechanical and kinematic research in diving   
Biomechanics “uses the tools of mechanics… to study the anatomical and functional 
aspects of living organisms” (Hall, 2012).  The object of biomechanical and kinematic in 
diving is to understand the contributing factors in: 
• Maximising the height of the dive in order both to subjectively impress judges 
and to complete the dive before entry (D. I. Miller & Sprigings, 2001), (Sayyah 
et al., 2016), (P. W. Kong et al., 2006).  In springboard diving, this is achieved by 
a combination of application of muscular force and the elastic behaviour of the 
springboard from which the take-off is made. 
• Creating rotation around the transverse and longitudinal axis to complete the 
desired number of somersaults and twists (K. B. Cheng & Hubbard, 2008), 
(Frohlich, 1980) with enough time to prepare the body for an aesthetically 
pleasing entry 
• Minimising splash on entry in order to maximise the score from judges in 
competition (Driscoll et al., 2014), (Qian et al., 2005) 
Understanding the contributing factors in enhancing these characteristics is important 
to develop a performance with maximum effect and efficiency.  The complexity of the 
human system means that enhancement of performance can be achieved in a range of 
ways; Hall (2012) describes how a gymnast’s double-somersault could be improved by 
increased armswing speed, increased height or a more compact shape.  A clear 
understanding of biomechanical principles and their effect on performance allows the 
athlete and supporting team to modify technique or physicality in the most 
appropriate way.   
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Biomechanical modelling can also be used to explore potential for new, harder dives 
with greater scoring potential (Tong & Dullin, 2017). 
Kinematic analysis has been performed in the context of Olympic diving since the 
1970s (Hebbelinck & Ross, 1974).  Since then, research has been focused by theme. 
 
2.5.1 Jumping from a springboard 
As with gymnastics, springboard divers take off a compliant surface (K. B. Cheng & 
Hubbard, 2005).  The behaviour of a springboard in terms of the change in mass and 
stiffness depending on the fulcrum setting and the diver’s movements on it  (K. B. 
Cheng & Hubbard, 2008), (Haake et al., 2010) has been investigated. Cheng and 
Hubbard simulated the pattern of activation of musculature around the knee joint, in 
time with the oscillation of the board, to produce maximum jump height. 
 
Figure 2-6.  A simulation to model the relationship between board mass (mb), fulcrum setting, stiffness (k), knee 
torque (T(ф) and jump height.  Reproduced from Cheng and Hubbard (2008).  
 
It was shown that simulation closely matched data calculated from video analysis, and 
that optimal joint activation differed from that used to maximise jump height from a 
rigid surface.  It also allowed the calculation of jumping potential using a fulcrum 
setting that is not that generally used by the diver.  Haake et al.’s study measured 
performance by an elite athlete, whereas Cheng and Hubbard measured sub-elite 
18 
 
athletes, using assumptions (such as a minimum internal knee angle of 90° during the 
crouch, and a preferred fulcrum setting of 3.5/4) which do not hold for elite athletes.  
Understanding the two phases of knee flexion, and the timing at which this flexion 
happens related to the deflection and recoil of the board can, however, inform 
physical and technical development to optimise the use of the springboard and 
maximise height.  
 
2.5.2 Hurdle step 
The hurdle step (Figure 2-7) is the approach used with dives from forwards and reverse 
groups (and forward/reverse twist dives).  The hop from one foot (before landing on 
the end of the board with both feet and subsequently taking off) increases the diver’s 
potential energy and ability to deflect the springboard, with the aim of increasing take-
off speed and height. 
 
 
Figure 2-7.  A hurdle step is used to increase springboard deflection and increase take-off speed.  Reproduced from 
https://www.pinterest.co.uk/zonetotalsports/plongeon-springboard-diving-techniques. 
 
The hurdle of individual world class divers has been examined and described. Liu (Liu, 
2013) investigated the characteristics of a hurdle step of a multiple Olympic medallist.  
Step length, distance from the end of the board at first contact (the initial landing from 
the hurdle step), maximum deflection (the distance the tip of the board is pressed 
down) and take-off velocity (both horizontal and vertical) were presented, showing 
both objective values and subjective interpretation of factors that influence the 
consistency of take-off (length of the first two steps).  These data describe that hurdles 
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by male divers maximise potential energy by using a long and fast last step followed by 
a powerful leg drive which both acts a brake (reducing horizontal velocity) and as a 
force to drive the board down.  The consequently greater deflection of the board 
(compared to that from a slower approach) provides the opportunity of a higher 
hurdle. 
Female divers maximise their potential energy by using a jump-hurdle (where a jump 
precedes the hop to produce a higher hurdle and greater potential energy).  Studies 
(Doris I Miller et al., 2002), (Sultvedt & Hinrichs, 2005) investigated the increase (and 
consistency) of take-off velocity though this technique.  It was shown that a higher hop 
provided a higher hurdle, greater potential energy and increased velocity on take-off 
to a point; technical inconsistency and inability to control the additional force through 
during the springboard’s (stronger) recoil phase limited the gain in height using this 
approach.  The study was conducted shortly after the introduction of the rule-change 
allowing a hop hurdle – necessitating a change to ingrained technique in senior divers 
– accordingly this may not reflect the experiences of divers who have grown up with 
the hop-hurdle.  Sultvedt and Hincrichs’ study was conducted utilising high-school level 
divers.  Consequently, such conclusions may not be applicable to divers training with 
the volume and focus required to achieve world class performance. 
 
2.5.3 Take-off parameters 
A diver produces rotation by generating angular momentum by the point of take-off.  
This can be achieved by a combination of leaning (not a wholly desirable approach as 
judges penalise surplus distance from the board, a side-effect of excess lean), 
transferring momentum (rotation of the trunk and arms in the direction of the desired 
somersault during contact with the board transfers to rotation of the whole body in 
flight) and eccentric leg thrust (the reaction force resulting from directional leg-press 
occurring in a line outside the diver’s centre of mass (COM)).  Lean and the effect of 
greater transfer of momentum (reflected by the angle of hip flexion) increase as more 
rotation is produced (Golden, 1981).   
Understanding the requirements of dives of increasing difficulty is important to infer 
physical and technical requirements of a diver.  Despite the compromise to vertical 
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velocity as more rotation is created, Miller (D. I. Miller & Sprigings, 2001) observed a 
requirement for increased vertical velocity as the number of somersaults increased.  
The study measured world class (in 1996) athletes, analysing dives performed at the 
Olympic Games, thereby observing skills performed by divers in peak condition.  
Limitations of the study include a small number of examples from each diver (each 
round only allowed one performance of each measured dive, which may be negatively 
affected by the pressure of Olympic competition), there was no ability to compare 
divers of the same sex performing dives with different degrees of rotation (number of 
somersaults) but the same shape.  Additionally, the frame rate used (29 frames per 
second) and no camera calibration limited the sensitivity and accuracy of 
measurement. 
Comparison of dives performed in the same shape, but with different amounts of 
rotation and dives with the same number amount of rotation but performed in a 
different shape, was undertaken (R. Sanders et al., 2002; R. Sanders & Gibson, 2003; R. 
H. Sanders & Gibson, 2000); using athletes at the 1999 World Championships.  The 
study reinforced Miller’s variables of interest during take-off and flight (shown in 








Figure 2-9.  Factors influencing creation and optimisation of rotation (Sanders, 2003). 
 
Conclusions drawn were analogous; divers using higher-DD skills jumped higher, 
despite requiring increased angular momentum to complete the dive to a satisfactory 
standard and extended the investigation to changes in joint angles and shape over 
time to describe the expression of greater physical performance.  As with Miller’s 
work, the camera system was limited by measuring a small quantity of skills under the 
pressure of world class competition, low frame rates (25 FPS) and low resolution (640 x 
480 pixels) limiting the sensitivity of landmark location. 
 
2.5.4 Flight 
Height and rotation are key characteristics of a dive.  Height (Hraski, 2015) and angular 
momentum must be “properly [utilised] during the airborne phase” to achieve high-
scoring dives (Kwon, 1996).  Miller  (D. I. Miller & Sprigings, 2001) identified that the 
ability to hold a tight tuck shape was vital for high-difficulty dives, and that specific 
physical preparation was advantageous to meet that aim. 
The relationship between body shape and moment of inertia (and resulting somersault 
speed) has been investigated.  Changing shape from straight to piked reduced moment 
of inertia by approximately 70% and by a further 35% when changing from piked to 
tucked (Frohlich, 1980).  Until the shape is perfect (knee/hip angles minimised as far as 
possible), increasing somersault speed is easier by the refinement of shape (Figure 





Figure 2-10.  A tight shape (right) spins faster than an open shape (left) due to reduction of moment of inertia.  
Reproduced from cbraccio.pbworks.com and robmacca.blogspot.com. 
 
2.5.5 Simulation 
Yeadon (Maurice R. Yeadon et al., 2006)  digitised filmed dives in the forward and 
reverse groups and inferred take-off forces with the aim of creating a mathematical 
model that could describe movement (Figure 2-11).  The model became less accurate 




Figure 2-11.  Computer models have been created using digitisations of real performances. 
 
Kong (P. Kong, 2005) created a simulation based on an eight-segment model matched 
against digitisation of a diver (Figure 2-12).  Optimal performance characteristics were 





Figure 2-12.  Digitised technique (upper sequence) compared to simulation (lower sequence). 
 
Optimisation algorithms have been used with models of bodies under take-off forces 
(Koschorreck & Mombaur, 2012) to produce smooth movement which closely 
resembles divers in flight.  A model of this type was created (Dapena, 1981) with the 
aim of helping athletes understand the cause (and potential remedies) of errors in 
performance by comparing take-off parameters causing observed movement with 
those leading to technically proficient actions.  A limitation of this research is its 
application to dives of all groups and of world class difficulty. 
 
2.5.6 Conclusion 
Increasing expectations of DD and quality of performance require a hurdle step 
developed to increase potential energy, and the physical and technical proficiency to 
control the increased recoil of the springboard.  Athletes must produce greater vertical 
velocity and greater angular momentum in order to add a more difficult shape or 
another somersault to an existing skill.  Control of flight path and muscular 
coordination is needed to maximise angular velocity by holding a tight shape.   
Where optimal technical performance has been described through simulation, 
selected skills have been of dives not used in world class competition and are limited 
by incomplete group coverage.    The sensitivity and accuracy of in natura studies have 
been limited by uncalibrated camera systems, low frame-rates and the observation of 
skills with little relationship to contemporary world class diving; more recent and 
relevant studies have measured sub-elite athletes or individual athletes making 
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comparisons to standards across world elite diving inappropriate.  A system to 
describe the performance of contemporary high-difficulty dives across all groups in a 
natural training setting and with greater accuracy would create new knowledge and 
should be developed. 
 
2.6 Tracking and measurement 
Manual methods of tracking (for example, hand-digitising video) are prohibitively slow, 
labour intensive and necessitate anatomical expertise (Supej, 2010).  Consequently, 
motion tracking (an automated method for describing movement in a subject) is an 
important consideration to mitigate these drawbacks.  Any system used in a diving 
analysis context must satisfy several requirements: 
• Survive repeated immersion in water and the resulting pressure change 
• Be comfortably worn by athletes who train in trunks or a swimsuit depending 
on sex 
• Provide data about individual body-segments for kinematic analysis 
 
A review of methods of tracking motion was conducted with the aim of establishing 
the method best suited to tracking divers in a training environment. 
 
2.6.1 Electromagnetic motion tracking 
Wireless sensors such as the Polhemus G4 tracker (Polhemus, 2010) provide six 
degrees of freedom movement data via a unit typically worn on the belt (Figure 2-13).  






Figure 2-13.  The Polhemus motion tracker is a phone-sized sensor transmitting movement data to a hub for future 
analysis.  Image reproduced from https://polhemus.com/case-study/detail/case-study-bull-3d-system-using-the-
polhemus-g4. 
 
The requirement for multiple sensors to measure individual body-segments, the size of 
the sensor and the unsuitability for immersion in water rule out trackers of this type. 
 
2.6.2 Inertial sensors 
Inertial sensors offer a method of performance analysis, reporting G-force and angular 
velocity in three dimensions via a combination of accelerometers and rate gyroscopes 
contained in a wearable sensor (an example of which is shown in Figure 2-14).  Walker 
et al (Walker et al., 2016) described that inertial measurement units (IMUs) offered a 
method of collecting data for kinematic analysis that improved over historical data 
collection methods by reducing manual input and processing time expended in manual 
video digitisation.  The use of IMU (IMeasureU sensor – Figure 2-14) was validated to 
an accuracy of approximately 1% when comparing IMU data with an optical tracking 
system of a rotating object.  Moreover, they demonstrated how an IMU has the 







Figure 2-14.  The small, waterproof IMeasureU inertial measurement unit.  Reproduced from ImeasureU.com. 
 
IMU presents data on the athlete as a single unit and does not distinguish between the 
behaviour of specific body-segments, reducing the ability to quantify technical detail 
for inference of overall kinematic performance.  Two units needed to be attached to 
each diver to provide redundancy (increasing the cost of measuring a team of divers in 
training).   Therefore, IMUs were excluded as a solution for this study. 
 
2.6.3 Video analysis 
Obtaining kinematic data from video is achieved by measuring the change in position 
of objects of interest in relation to time.  Video data is desirable as it provides feedback 
in a familiar format to athletes and coaches who have video-replay systems installed in 
their training venues.  Several methods exist to obtain these data. 
Video capture and analysis requires a camera, a method of recording and storing video 
data and a process for reconstructing real-world coordinates from coordinates on an 
image.   
 
Manual digitisation 
Manual digitisation is a process where a user identifies objects of interest (landmarks) 
in an image.  Screen coordinates are converted to world-coordinates and the change in 






Figure 2-15.  Manual digitisation of landmarks allows the calculation of performance data.  Reproduced from 
en.triatlonoticas.com. 
 
Although time-intensive, equipment for manual digitisation is low-cost, and portable 
camera systems permit setup in any environment.  Limitations of manual digitisation 
include variation in intra-user and inter-user accuracy (consistently locating landmarks 
in the image) reducing the value in comparison of dives from different venues and 
dates, although Sayyah et al (Sayyah et al., 2016) increased potential for digitising 
accuracy (increasing resolution to 1280x1024 pixels) and capacity for key-frame 
identification (250Hz filming allows more sensitivity for determining frames such as 
maximum deflection, point of take-off and entry)  The most accurate conversion of 
screen coordinates to world coordinates requires a calibrated camera. Finally, manual 
digitisation takes a considerable amount of time; feedback is typically presented to 
athletes and support team hours or days after performance (Doris I Miller, 2013), 
reducing the immediacy and value to decision-making. 
 
Object tracking 
Considering the object to be tracked to be one unit and increasing the number of 
cameras used to infer world position from multiples images would allow motion 
tracking to occur.  Hawk-eye technology (Duggal, 2014) allows an object of a known 
size to be tracked using multiple cameras and is most frequently used to  augment 
video of ball movement in cricket and tennis (Figure 2-16) providing information 
regarding the position of the ball in relation to the court or stumps to support and 
inform officials’ decisions.  The system calculates the position of the object by 
triangulation of positions relative to multiple cameras, showing “an average error of 
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only 3.6 mm” – well within the level of accuracy required for tracking a diver.  The 
technology has been applied in other domains, both sporting (snooker, football) and 
non-sporting (industrial and military applications).  Limitations of Hawk-eye for use in 
diving include the assumption of the body as a single segment, the costs and set-up 
challenges of installation and the need for the tracked object to be of a known size.  
For these reasons, this method is not appropriate for use in this study.  
 
 
Figure 2-16.  Hawk-eye uses multiple cameras to track a single-unit object and both track and predict motion with 
reference to fixed landmarks in the arena (tramlines, stumps etc.). 
 
Marker systems 
Markers (objects fixed to and identifying specific positions on a body) can be tracked 
by a camera system; their relative positions and change in location over time allow a 
body to be represented as a multi-segment model with inferred kinematic behaviour.  
Moseland and Granum’s (2001) meta-review of vision-based motion tracking systems 
identified their benefit (the ‘non-intrusive’ aspect of no instrumentation) and defined 
characteristics of environments in which vision-based motion tracking was applicable 




Table 2-6.  Common assumptions made relating to movement and appearance of motion-capture systems using 
markers. 
 
The study summarised that separating the subject from the background was a difficult 
problem to solve; simple thresholding (separating foreground pixels from background 
pixels based on value) did not leave the subject alone in the image.  The use of a stick-
figure representation, coupled with known initial poses and predictable, constrained 
movement was identified as an effective method for capturing motion. 
A stick-figure can be constructed by delineating each end of a segment with markers.  
Motion analysis can be conducted by tracking the change in position of markers 
located on known positions on a person’s body (Figure 2-17).  Kinematic analysis can 
be performed by considering the change in position, speed and angle of segments 
whose end-points are identified by the position of these markers.  
 Kolahi et al (Kolahi et al., 2007) defined a method for tracking markers using a DLT-
calibrated volume, high-speed cameras and Matlab to perform image processing and 
kinematic analysis.  They further recognised the benefits of low cost, scalability (more 
cameras provide the potential to increase the range of movements tracked), accuracy 





Figure 2-17.  A calibrated scene and an example of marker-tracking.  This method suits constrained movement in a 
known field of view. 
 
Systems can use active markers, for example infra-red or LED (Maletsky et al., 2007) 
(Panjkota et al., 2013) (Phasespace, 2017).  Markers attached to the body transmit 





Figure 2-18.  LED markers, combined with image-processing techniques to remove the background from the image, 
leave clear white pixels in an image.  Reproduced from phasespace.com. 
 
  The benefits of this system are a high degree of accuracy (the study found that 
tracked LED markers produced reconstructed positions with an RMS-error of less than 
0.5 mm in both X and Y axes) and the ease with which markers can be identified.  The 
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risk of correspondence (two markers being so close together as to risk 
misidentification) can be mitigated by cycling the activation of individual markers so 
that only one lights per frame. 
The restrictions of an active-markers system are that they require power (a limiting 
factor both considering the performance impact of wearing a battery-pack and the 
need to mitigate against submersion in water) and that they are typically worn on a 
suit and protrude from the body (Figure 2-18).  Adopting the use of cameras with 
integrated infrared lights would illuminate the subjects, thus removing the power 
consideration. However, this would limit the selection of camera used. 
Passive-marker (for example, coloured tape shapes, Figure 2-19) systems have benefits 
over active-marker systems.  Markers are low cost; they have no power needs and do 
not need to be made waterproof.  They can be attached directly to the skin or to the 
clothing (swimsuit or trunks) or supporting leukotape that is worn in training.  The 
disadvantages of a passive marker system are the potential need for additional lighting 
(if reflective markers are used), and that more image-processing may be needed to 
remove the background.  Finally, with markers that do not switch on and off to a time 
signal, a solution is required for the correspondence problem. 
 
 
Figure 2-19.  Passive markers are used to locate physical landmarks for motion tracking. 
 
2.6.4 Conclusion 
Motion tracking is required to quantify and measure movement in a dive.  The most 
appropriate method to track a diver’s motion must consider that the athlete wears 
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little clothing during training and will submerge up to seventy-five times per session.  
They perform in a known, constrained space and perform in one plane, parallel to the 
edge of the board, with no longitudinal rotation during take-off.  For these reasons the 
method selected for tracking is a camera system filming passive markers attached to 
the skin of the diver. 
2.7 Camera Calibration 
The simplest camera model is that of a pinhole camera (Figure 2-20) where light passes 
from the object in a straight line through the aperture (pinhole) to the image-plane.  
The pinhole camera has no lens and therefore the only conversion required to 
reconstruct world coordinates from image coordinates is the application of a scaling 
function. 
 
Figure 2-20.  A pinhole camera mode.  Reproduced from Bouget (2015). 
 
A camera calibration is a method whose goal is to create a model, the use of which 
facilitates accurate conversion from screen coordinates to world coordinates.  The 
type of calibration process depends on the camera system used. 
 
2.7.1 Camera model 
For any application where a pinhole camera is unsuitable (including video analysis), a 
lens is utilised to place the subject in focus.  Modelling a lens and image-sensor 
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requires a camera model (Bouget, 2015), whose parameters are estimated by a 
calibration.  Intrinsic parameters model the camera and lens’ geometry and extrinsic 
parameters describe the position of the camera relative to the filmed scene.   
Intrinsic calibration parameters calculated include: 
• Principal point – the point on the image-sensor hit by light passing through the 
centre of the lens.  In a perfectly shaped lens (perfectly mounted on the 
camera), the principal point would be at the centre of the image sensor 
• Focal length – the distance between the sensor and the virtual image-plane.  In 
a simple pinhole model, the focal length would be the distance from the 
aperture to the back of the camera; the position of a lens applied in the system 
changes focal length 
• Radial distortion – the effect of refraction as light passes from less dense air 
through more-dense glass and then less-dense air to the sensor.  On a curved 
lens, radial distortion is more pronounced towards the edge of the lens 
• Tangential distortion – the effect of the lens being imperfectly fitted to the 
camera and not being parallel to the image sensor 
For all models, a reprojection error (the difference in pixels between computed points 
and their identified location via a calibration pattern) is reported – a lower projection 
error is preferred for world-coordinate reconstruction accuracy. 
Extrinsic parameters calculated in the model are: 
• Rotation – the amount of rotation in three dimensions required to align the 
world coordinate system (where the origin is defined within the scene) to the 
camera coordinate system (where the origin is within the camera) 
• Translation – the amount of linear movement in three dimensions to align the 
coordinate systems as described above 
 
2.7.2 Multiple cameras 
The camera model is used to convert a pixel-position in a two-dimensional space (the 
captured image) to its position in three-dimensions in the world.  
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Calibrated camera systems have been demonstrated using multiple cameras from a 
single camera (Suliman et al., 2009), a pair  (Song et al., 2007) to six (Hawk-Eye 
Innovations, 2015) , (Duggal, 2014).  The advantages and disadvantages of single and 
multiple camera systems in the context of filming diving are identified in Table 2-7. 
 
Table 2-7.  A comparison of single versus multiple-camera systems. 
Camera system Advantages Disadvantages 
Single camera Practicality - can be set up in any training 
environment 
Cheap – a small amount of equipment is 
needed 
Matches nature of sport – a diver performs 
a dive in one plane 
Not all landmarks on the body are on the 
same plane 
Dives which travel off-plane (towards or 
away from the plane where z=0 will result 
in greater landmark reconstruction error) 
 
Multiple camera Could reconstruct landmarks with more 
accuracy 
Could reconstruct divers in synchro pairs 
without occlusion 
More complex set-up and calibration 
Multiple camera positions for stereo 
reconstruction not always available in 
diving pools 
Greater cost of hardware 
 
A single-camera system can be installed in all pools, has a lower cost and provides an 
acceptable level of reconstruction accuracy given a rigorous calibration process; dives 
which move sufficiently out-of-plane to cause reconstruction error can be ignored as 
they are infrequent and do not reflect optimum technique.  For the stated reasons, a 
single-camera system will be used in this study. 
 
2.7.3 Calibration method 
Performing a camera calibration of a single-camera system can be achieved using 
different methods.    Calibration methods are generally classified as linear (using 
control points from the scene and where radial distortion is typically not modelled) or 
non-linear (where a calibration object is used to generate intrinsic model-parameters).  
A review of methods (Salvi et al., 2002) shows that error is lower when lens distortion 
is modelled.   Two popular calibration methods used in sports applications are Direct 
Linear Transformation (DLT) and planar methods.    
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A DLT calibration, (Abdel-Aziz & Karara, 1971) uses the relationship between control 
points (positions in the scene with known three-dimensional positions relative to an 
origin, Figure 2-21) and image coordinates of the same landmarks to estimate both the 
intrinsic and extrinsic parameters of the camera.  This method assumes the condition 
of collinearity (that light travels in a straight line from the control point to the image 
sensor without being refracted due to the shape of the lens).  Without modifying the 
process, a DLT calibration cannot model lens distortion and therefore risks the 
introduction of reconstruction error when applied to a system where convex lenses are 
used to create a large field of view. 
 
 
Figure 2-21.  A calibration cube used in DLT calibration (Boutros et al., 2015). 
 
Zhang (Zhang, 2002) describes a non-linear process for generating the intrinsic 
parameters of the camera without using control points in the scene, known as a planar 
calibration.  A calibration object (Figure 2-22, typically a checkerboard pattern printed 
on paper and fixed to a flat, rigid base) is used to provide multiple images of known 





Figure 2-22.  A checkerboard, used for planar calibration (CSER, 2013).  Red arrows indicate the local coordinate 
system. 
 
Feature points (the intersections of black and white squares) are located and 
calibration parameters are recovered using a closed-form solution (Zhang, 2000).  A 
non-linear minimisation process refines the parameters until a stated number of 
iterations has been performed or until a point of convergence (the change between 
parameters values becomes lower than a defined limit) is reached. 
In relation to the present study the advantages of adopting planar calibration over DLT 
calibration are: 
• A planar calibration can be implemented by moving a calibration object 
(typically a checkerboard) around the image.  This is more practical than 
identifying enough control points in the diving pool environment (necessary for 
a DLT calibration) 
• The calibration object required for a planar calibration is low-cost and easy to 
manufacture (typically a chessboard pattern printed on plain paper fixed to a 
flat, rigid surface (Bouget, 2015), (CSER, 2013).  The calibration object required 
for a DLT calibration (in the absence of sufficient control points) is a larger, 
more cumbersome object that requires careful alignment in the scene and is 
impractical. 
• A planar calibration models lens distortion.  The potentially wide field of view 
afforded by low-cost camera/lens combinations (and the flexibility required to 
set the lens to capture dives at different distances from the board in different 
pools) means that the default DLT calibration (which assumes no lens 
distortion) would produce greater reconstruction error as the diver moves from 
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the centre of the image.  A DLT calibration can model radial distortion when a 
larger number of control points (a minimum of 30 ideally event distributed 
across the boundaries of the volume (Hatze, 1988) can be identified.  This is 
impractical in a pool setting where the movement plane contains only the 
diving board as a reference point against which control points can be defined 
• Both Matlab (Bouget, 2015) and Check2D (software (CSER, 2013) developed by 
researchers at Sheffield Hallam University to calculate camera models), using 
the OpenCV library (Camera Calibration with OpenCV, 2017), provide tools to 
perform a planar calibration. 
 
2.7.4 Conclusion 
For reasons of flexibility, cost and the assumption that a diver performs in a fixed 
plane, a single camera will be used for the tracking system.  DLT calibration is 
impractical and inaccurate and therefore planar calibration is the selected method. 
 
2.8 Body segment models – representation of a human 
McGinnis (2013) states “When we are interpreting and applying Newton’s laws of 
motion, it is the centre of gravity of a body whose motions are ruled by these laws”.  In 
order to calculate kinematic data about a dive with greatest precision, their centre of 
mass (COM, an interchangeable term with ‘centre of gravity’ for objects close to the 
Earth) should be accurately calculated throughout the dive, regardless of the posture 
or orientation adopted by the subject. 
An understanding of the physical characteristics of the human body has been sought 
using scientific methods since the 17th century, where Borelli (Borelli, 1680) and later 
the Weber brothers established the body’s COM by placing a body on a platform which 
was then adjusted on a knife-edge fulcrum until it balanced, finding an approximation 
of COM location.  The study was repeated (Harless, 1860) using body segments, 
creating a more detailed understanding of physical composition.  Models have 
subsequently been defined using a range of techniques including magnetic resonance 
scanning (Cheng et al., 2000), mathematical models (Nikolova & Toshev, 2007) and the 





Biomechanical and kinematic understanding of human movement requires an 
abstraction of the human form to simplify analysis (Figure 2-23).  The simplest 
representation is a particle model where the body is represented by a single point (the 
centre of mass).  This is suitable for describing aspects of flight (assuming the centre of 
mass is accurately calculated) but does not allow understanding of movement of 
individual parts of the body.  Stick figure models allows segment-specific movement to 
be measured and provides a simple method for describing movement that is two-
dimensional.  The rigid segment model offers the most complexity and detail; 
segments are constructed from geometric shapes which more accurately reflect 
dimensions of human body segments. 
 
 
Figure 2-23.  The body can be represented by three models – the particle model (a), the stick figure model (b) and the 
rigid segment model (c).  Reproduced from http://cw.routledge.com. 
 
The stick-figure model is easily implemented by digitisation of a small number of 
anatomical landmarks and has been shown (Chan et al., 2016) to be a suitable model 
to represent movement including jumping when observing human movement where 
the view is perpendicular to the direction of movement (as for a dive).  Representing 
the athlete using a rigid-segment model adds complexity due to the number of 
segments typically used – Yeadon’s model (M. R. Yeadon, 2000) uses 11 segments and 
considers the body in three dimensions which is unnecessary for diving take-off and 
most aerial behaviour. 
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2.8.2 Segment mass and position of COM 
Twentieth Century models were established by dissection of cadavers.  Dempster 
(1955) dismembered individuals to establish segment mass, segment COM, density 
and moments of inertia.  These data were used to understand physical space 
requirements for a specific task (sitting in a cockpit and controlling an aircraft), 
introducing the concept of modelling humans to generalise across a larger population.  
This detailed work (including ranges of motion for each joint for both living and 
cadaver samples) did not measure subjects of the age and physical condition of elite 
athletes, they “represented individuals of the older segment of the population” and 
therefore segment mass-proportions are unlikely to match athletes in a sporting 
context.  Clauser (Clauser, 1969) recognised the value of such models in physical 
education and conducted a study where thirteen male cadavers were dismembered 
and analysed using similar dissection and measurement techniques as Dempster.  
Again, the single-sex cohort whose average age of 48 (and minimum age of 28) does 
not match characteristics of a world class cohort of divers.  Another investigation 
(Braune & Fischer, 1889) measured more males, and produced what were considered 
to be the most accurately-measured parameters of the time. 
Supplementary models have been defined considering different populations and of 
subjects of varied ages.  Models using subjects from China (Cheng, 2000), Japan 
(Fujikawa, 1963), Bulgaria (Nicolova et al, 2007) and Korea (Ma, 2011).  Fujikawa 
defined both female and male models, furthermore definitions for children (age 6-15) 
have been calculated (Jensen, 1994). 
Divers whose data is contained in the WITTW model represent a range of countries 
and continents, including China, Korea, Australia, Russia, Germany, Mexico, Canada 
and Great Britain.  This implies the need to recognise variation in morphology due to 
racial characteristics.  There is a difference in age and weight between divers - British 
World Class divers range between 47 kg and 73 kg as of March 2018 (Diving, 2018), the 
age-range of British World Class divers has spanned 14 to 32 years of age. Divers have 
a different mass distribution between springboard-focus and platform (lower-limb 
development is generally greater in springboard divers, upper-limb development is 
generally greater in platform divers) (A Sotheran et al., 2016).  For these reasons, 
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approximating COM location using only one model places limits on the accuracy of 
kinematic parameters of performance. 
 
2.8.3 Conclusion 
The position of the COM of a diver should be accurately calculated throughout the dive 
to facilitate the calculation of kinematic data.  A stick-figure is the best method for this 
study due to its ability to represent a diver with a small number of passive markers 
while allowing body segment models from the literature to be fitted to it. 
A range of body-segment models are available for implementation with the aim of 
calculating the centre of mass of a diver through a dive.  The parameters of all models 
(mass as percentage of total, segment COM, moment of inertia of each segment) are 
all applicable in the proposed study.   
No single model, however, can be an effective representation of all divers given the 
range of age, sex and racial characteristics exhibited in world class competition.  For 
this reason, the analysis tool should contain a range of models and an algorithm should 
select the model that most closely represents the athlete being analysed.   
 
2.9 Software tools for kinematic and biomechanical analysis 
A software tool is required to process positional information and infer kinematic 
metrics.  These data must then be supplied to the diver, coach and support team in a 
format that meets the requirements of the team.   
 
2.9.1 System needs 
The feature set of the software tool should include: 
• The capacity for feeding back data to the user with enough speed that it fits the 
dive-feedback cycle (where the diver performs the dive, surfaces, gets feedback 
from the coach and then sees a replay) 
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• Data should be presented in the same image as the video replay to minimise 
the number of sources of feedback to the diver and team 
• The functionality to use the calibration model produced by Check2D as this tool 
is selected as the best solution to calculating a camera model for the single 
camera system to be used.  
• The ability to identify and mark key-frames in a dive so that important positions 
(maximum deflection, point of last contact etc.) can be quickly compared 
between dives 
• The use of machine-vision cameras (selected due to their ability to be 
permanently installed and continually stream at a known frame rate) 
• A user interface with which users are familiar to minimise learning time. 
 
2.9.2 Existing tools 
Several tools exist (Figure 2-24) to analyse movement and have individual strengths 
and limitations.  Dartfish (Dartfish, 1999) is a tool that can take a video source from IP 
cameras and allows the user to annotate video, overlay clips to show differences in 
performance and track markers.  Angles between marked positions can be measured 
and both key-frames and aspects of performance can be tagged. The tool has been 
shown to track markers (Eltoukhy et al., 2012) with a closeness of approximately 5 mm 
to positions returned by a Vicon infra-red camera system.  The movement space was 
calibrated using two points in a plane (linear calibration).  Dartfish is limited by its 
requirement that, should calibration be required to measure movement, the camera 
must be perpendicular to the plane of movement and linear calibration is used.  These 
tools are limited by their lack of support for a planar calibration process (the method 










Figure 2-24.  Examples of tools for motion analysis (clockwise from top letft): Dartfish, Kinova, SIMImotion, Quintic. 
 
Kinovea (T. K. Organisation, 2009) is another tool which can track markers and can 
overlay data on top of a video, providing contextualised feedback to the user.  Its guide 
for calibrating the scene (K. Organisation, 2009) however, states that measurements 
on any lines other than those used to calibrate the scene “should be considered a 
reasonable approximation rather than very accurate.”  It further expresses that no 
consideration is made for lens distortion, in line with its lack of compatibility with a 
planar calibration model.  These limitations consequently exclude Kinovea as an 
option, despite its zero cost. 
Quintic (Quintic Consultancy Ltd, n.d.-a) have a suite of tools that have been used in a 
range of sports since 1997, including diving in Great British.  Quintic matches other 
tools in overlaying biomechanical and kinematic data and can output data synced to 
video for processing by other users.  As with the other tools described, Quintic’s 
biomechanical analysis tool (Quintic Consultancy Ltd, n.d.-b) calibrates without 
considering lens distortion or a planar calibration model.  It calibrates vertically, 
horizontally or diagonally on screen and so is only applicable when the movement 
plane is perpendicular to the camera.  This limitation coupled with its inability to take 
data from an IP camera rule its use out for this study.  
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 ProAnalyst is a similar tool with shared functionality and has been used in the 
biomechanical analysis of gymnastics (Xcitex, 1999) with the aim of maximising 
performance and minimising risk of injury by understanding the movement and 
stresses placed on gymnasts at landing.  The same limitations exist regarding scene 
calibration and so ProAnalyst is not appropriate for the environment. 
SIMImotion is a tool used in education and provides similar functionality to the tools 
described above.  It has the capacity to use a DLT calibration model which can provide 
greater accuracy than simple linear calibration.  It does not support planar calibration 
and therefore is not a suitable tool. 
Check2D facilitates an analysis of video using a camera model derived from a planar 
calibration process.  This fact makes the tool more viable than the software described 
above.  It was not designed with the sport in mind and has no tagging or automated 
tracking functionality, nor does it accept streaming data from cameras. 
None of the tools described were developed with the aim of analysing diving.  A 
bespoke tool can be developed that meets the needs of the sport and produces 
appropriate data in a manner that meets the needs of coach, diver and team. 
 
2.9.3 Conclusion 
No existing tools meet all the requirements of compatibility with planar calibration, 
support of IP cameras and an interface designed for the analysis of diving.  A bespoke 
tool should be developed that combines the hardware and methods defined in each 
section above and is designed specifically for the sport, providing a workflow meeting 
the needs of all users and producing output for identified stakeholders. 
 
2.10 Summary 
The review of literature presented in this chapter identifies that: 
• Maximising score by enhancing judge award and degree of difficulty is required 
to maintain or exceed the pace of development shown by the rest of the world 
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in order to win Olympic medals, meet or exceed the sport’s target set by UK 
Sport and continue to be funded for greater long-term success 
• Competition results must be matched by an understanding of “What It Takes to 
Win” which includes a deterministic model of the development of physical 
capacity and technical skill in order to produce world class medal winning 
performances.  A WITTW model is underpinned by biomechanical and 
kinematic understanding of the sport 
• Analysis in this study is best achieved by measurement of markers in a scene 
calibrated for a single camera.  This reduces the time taken to produce inferred 
performance metrics and allows comparison of data to previously published 
work 
• A method for calibrating the diving environment should be developed and 
validated so that it can be replicated in any training environment 
• A body segment model should be developed that allows COM-position to be 
calculated and performance metrics to be inferred from change in marker 
position. 
• A method for attaching markers to divers should be developed to implement 
the body-segment model in a way that allows normal training by athletes 
• A method for extracting marker position from video data should be designed to 
use the change in marker position to infer kinematic measures and technical 
performance  
• A software tool should be developed to produce these data and present them 
to diver, coach and team in a way that meets the needs of a multi-disciplinary 
approach to athlete development. 
 
A study should be conducted to implement the methods detailed above and describe 
any change in performance based on feedback of these data to a diver, coach and 




2.11 Objectives of the study 
This summary has guided the objectives required to meet the aim described at the end 
of Chapter 1.  They are defined as follows: 
• To develop an accurate planar calibration method; 
• To create an accurate COM model of a diver; 
• To validate a stick-figure model from passive markers; 
• To design and validate a real-time passive marker tracking system for diving; 
• To design a software graphical user interface; 
• To define world class diving kinematically; 







3 Camera calibration – Intrinsic parameters 
3.1 Introduction 
Tracking a diver’s movement in space will be achieved by the calculation of the 
position of landmarks on the body through time.  Precisely calculating the position of 
these landmarks requires a method of reconstructing world coordinates from the 
position of the corresponding landmark in the image for each frame of video. 
A camera calibration models the parameters (intrinsic, extrinsic and distortion 
coefficients) of a camera’s lens and image-sensor.  These parameters, collectively 
known as a camera model are used to calculate world coordinates from screen 
coordinates.   
Chapter 2 concluded that a planar calibration was the preferred method due to ease 
and flexibility of implementation and the ability to model lens distortion in all areas of 
the image, providing greater precision than in other studies of divers’ motion (where 
linear calibration was used). 
The aim of this chapter is to define a method to calculate intrinsic parameters of a 
camera with an acceptable projection error (an indication of the quality of parameter 
estimation).  These data are required before calculating extrinsic parameters which 
define the relationship between the position of the camera and the scene being 
filmed.   
 
3.2 Hardware requirements 
Section 2.7.4 specified a single-camera system and the use of Matlab and Check2D to 
produce the camera model using a planar calibration process.  The preferred solution 
is one that can be installed, powered and left in the environment but should also 
support portable, temporary installation when needed, for example when gathering 
performance data in competition as part of refining performance standards for What It 
Takes To Win.  The range of potential pool configurations, affecting the distance of the 
camera from the diving boards requires the flexibility of lens choice and the ability to 
fit a zoom lens to the camera. 
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The Prosilica GC660c (Technologies, n.d.) (Figure 3-1, left) camera was selected for use 
in the system; the machine vision device satisfies the following criteria: 
• It can be both mains-powered and powered from a battery, satisfying the 
demands of permanent and temporary installations 
• It streams with a constant framerate (up to 90 frames per second) allowing 
kinematic analysis at higher framerates than in the studies referenced in 
Section 2.5 
• It streams data over ethernet, supporting cable-lengths of up to 100 metres – 
allowing for cameras to be mounted on either side of a diving pool and 
connected to a single PC.  This provides immediate access to the captured data; 
cameras capturing on tape or memory card would require user intervention to 
retrieve data 
• Its operating temperature ranges exceeds the range found in a diving pool  
• Its dimensions and weight are suitable for mounting in CCTV housing for 
permanent installations 








Figure 3-1. The camera, lens and PC used for the study. 
 
A Varifocal 6-12 mm Manual Iris 1/2" CCD/CMOS Industrial C-mount Lens (Figure 3-1, 
centre) was chosen as, when used in all GB High Performance Centres, the range of 
manual zoom allowed the user to frame a view that showed the diver and complete dive 
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flight-path with the athlete large enough in the image to satisfy the needs of the coach 
and diver for replay and feedback (Figure 3-2) 
 
 
Figure 3-2.  View of selected images of the position of the diver.  Clockwise from top left: (1) During recoil, (2) 
maximum height, (3) opening and (4) preparation for entry.  The quality of the image must enable the coach and 
athlete to make subjective assessment of the quality of the dive. 
 
High humidity and air temperature in the indoor training environment - between 30°C 
in Sheffield, the pool with the lowest air temperature, to 33°C in Southend, the pool 
with the highest air-temperature and humidity of between 55% and 65% (SPATA, 
2013) – demands a computer that runs in high ambient temperature and with limited 
airflow.  The network interface should support data transfer at a rate as high or higher 
as the camera records (80 Hz), and the processor should deliver feedback to the diver 
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and coach within twelve to twenty seconds of the performance of the dive (the 
observed time used for the diver to surface and receive feedback from the coach); a 
small form-factor computer with gigabit ethernet and a 2GHz processor satisfies this 
requirement.  The Windows operating system is required as the tracking tool and 
related tools (Check2D, SimpleCapture) are Windows applications.  A small form-factor 
PC as shown in Figure 3-1 (right) meets the needs for a permanent installation and 
contemporary laptop computers are suitable for portable setups. 
 
3.3 Intrinsic parameters 
The calibration process calculates the parameters of the lens and image-sensor of a 
camera.  Parameters which may be calculated are principal point (‘cc’), focal length 
(‘fc’), radial and tangential distortion (‘kc’) as described in Section 2.7.1. 
A series of images of a pattern (a checkerboard is commonly used and is chosen for 
this study) provide feature point (square intersections) from which parameters are 
calculated. A software tool (for example Matlab or Check2D) detects these features in 
the images and calculates parameters accordingly. 
 
3.2.1 Calibration object and pattern 
Zhang’s  planar calibration method (Zhang, 2002) uses regular patterns such as a 
checkerboard mounted on a perfectly flat surface.  The feature points are at a known 
distance from their neighbours (the length of the side of the square); the pixel-
distances between adjacent feature points across the image are used to calculate 





Figure 3-3.  Square intersections detected in the image; pixel-distances between intersections are used to calculate 
intrinsic parameters. 
 Calibration checkerboards are typically produced by adhering a printout of a pattern 
on a flat, rigid object or by being printed directly to a flat surface (Figure 3-4).  Images 
for calibration should show a range of positions in the image and a range of angles 
relative to the camera (Goodwill, 2013). 
 
 
Figure 3-4.  Check2D uses a checkerboard pattern printed on a flat surface as its calibration object 
 
Where the object plane is close to the camera, a checkerboard fixed to a small, rigid 
board is sufficient – the calibration object is light and easy to move and a small area of 
squares (approximately 300 mm2) covers enough of the view that a small number of 
images can provide complete coverage (square intersections are detected in all areas 
of the view).  For an environment where the object plane is further away (typically 9 to 
12 metres in a diving pool), such a checkerboard is unsuitable due to the number of 
images required to cover the view.  Different approaches were used to provide 
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suitable images for a calibration process and identify a preferred method, described 
below. 
 
3.2.2 Method for collecting images 
Zhang’s method states that it is acceptable to either 1) fix the camera and move the 
calibration object or 2) fix the calibration object and move the camera to collect a 
series of images (Zhang, 2000).  In either case, images should be collected whose 
square-intersections cover the whole of the image (to calculate kc and correct for lens 
distortion) and number is great enough to provide a range of angles of pattern - 
images should be presented to the camera at between 30° and 70°) (Sturm & 
Maybank, 2015). 
Moving a calibration object around a fixed camera was discounted as a method due to 
the difficulty of providing a suitable range of images and the need for a second person 
to capture images as the first moves the checkerboard. 
A light, printed-plastic checkerboard (707 mm2) was placed flat on the ground in front 
of the camera.  Images of the calibration object were collected by positioning the 





Figure 3-5.  Images collected by moving a camera around a fixed calibration object. 
 
The advantages of this method are the ease with which complete coverage can be 
achieved, and images at a range of angles to the camera.  The disadvantage is that the 
camera must be repositioned in the environment following the collection of images; 
any manipulation of the camera risks changing lens settings and having a model no 
longer representing the sensor and lens. 
Figure 3-6 shows the results of images captured using the methods described above.  
Check2D can show coverage – the positions of feature points for all collected images – 
on an sample image.  Matlab produces a visualisation of the checkerboard with virtual 
camera positions representing the range of poses of the board in relation to the 





Figure 3-6.    Check2D and Matlab used to show square-intersection coverage and range of camera positions relative 
to the checkerboard. 
 
The coverage and range of camera angles visible in the images illustrates that a 
suitable set of images can be acquired using this method. 
 
3.2.3 Identification of a suitable number of images for calibration 
Introduction 
Zhang (2000) states that a calibration can be performed with a minimum of two 
images.  Matlab’s camera calibration tool instructs the user to provide 10-15 images 
(Bouget, 2015).  The risk of too few images is a compromise to the range of 
orientations of the pattern and restricted coverage of feature points.   The practical 
consequence of too many images is the time taken collect the images and the time 
taken to reach a solution.  The number of variables (size of calibration object, number 
of features in the pattern, resolution of the sensor, variety in the images) makes 
general advice for the number of images in any given situation of limited applicability.  
The number and quality of images needed for the study should be defined for the 
purposes of efficiency, consistency and repeatability. 
A study was conducted to identify the minimum number of images that should be 






Many checkerboard images (n=164) were captured.  For each of four starting positions 
of the camera (ensuring a range of angles at which the checkerboard was viewed), the 
camera was moved by a small amount, minimising change between images to ensure 
that smaller image-sets contained similar views. 
The number was considered high enough that extra images would not improve the 
quality of the calibration and that the set could be split into several image subsets of 
different sizes, each of which contained images from which parameters could be 
calculated.  The image-set provided good coverage and was used to calculate intrinsic 
parameters (Figure 3-7). 
 
 
Figure 3-7.  Intrinsic parameters were calculated using an excessively high number of images. 
 
These intrinsic parameters were considered benchmark standards against which those 
from other, smaller image sets would be compared.  Subsets of images were 
constructed from selecting every nth image from the total set used above.   For 
example, 3 subsets would have been constructed as shown in Table 3-1.  Images were 
sampled at regular frequency as (since the camera made small movements between 
each image’s capture) this made each subset as similar as possible, giving similar 
intersection coverage as shown in Figure 3-8.  Any ‘remainder’ images were unused to 
keep sub-sets the same size.  A subjective assessment of the suitability of that image-







Table 3-1.  Subsets of images are constructed by regularly sampling the total set of images.  In this example, to keep 
the same number of images in each set, image0163 and image0164 were unused. 
Set 1 Image0001, image0004, image0007…, image0160 
Set 2 Image0002, image0005, image0008…, image0161 
Set 3 Image0003, image0006, image0009…, image0162 
 
Subsets were constructed with image-set size as shown in Table 3-2.   
 
Table 3-2.  The total set of images were broken up into multiple subsets. 















Note:  Red dots 
show square-
intersections found 













Each set of images was used to calculate intrinsic parameters.  The maximum number 
of iterations in which to minimise reprojection error, reported as root-mean-square 
error (RMSE) to below a defined threshold was set at 30, the same number as used by 
default in Check2D for a small number of images.  Mean and standard deviation were 
calculated for cc, fc and kc for sets of the same size. 
 
Results 
The results of this study are shown in Table 3-3.  The values fc1 and fc2 are the values 
for focal length in the x and y axes respectively.  
Table 3-3.  Focal length (expressed in pixel units) calculated from image-sets of a decreasing size.  Outlier values are 
shown in red. 
 
Mean values for focal length were consistent to within 0.02% regardless of the number 
of images used, although standard deviation values increased as the image-set size 
decreased, with the largest increase shown when sets had 20 or fewer images.   
 
Mean values for principal point (cc1 and cc2 are x and y coordinates in pixels) were 
calculated and compared (Table 3-4). 
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Table 3-4.  Principal point calculated from image-sets of a decreasing size.  Outlier values are shown in red. 
 
Mean values for principal point were similarly consistent and – mirroring those for 
focal length – values had a large increase in standard deviation with fewer than 23 
images per set (and an increase from 0.5 to 1.6 between 27 and 23 images).  Maximum 
difference from the mean became larger (compared to sets of different sizes) in the 
two lowest image-set sizes (where n=16 and n=20 images per set). 
 
Table 3-5.  Radial and distortion and projection error calculated for image-sets of decreasing size. 
 
Radial distortion values for mean and standard deviation were similar regardless of the 
number of images used to create intrinsic parameters.  Projection error (an indicator 
of the accuracy of the model) was consistent to within 0.01 pixels across all image-sets. 
These results show that a minimum threshold number of images (greater than 20) 
should be used to calculate intrinsic parameters. 
 
3.2.4 Calibration parameters 
Focal length and projection error are calculated in Check2D during every calibration 
process.  Projection error (the difference in distance between observed and calculated 
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square intersections) is an indication of the quality of the calibration - with a low RMSE 
value indicating a more accurate model. 
At the user’s discretion, the calibration process can also calculate: 
• The principal point (‘cc’, with x and y coefficients) representing the calculated 
position on the image sensor perpendicularly below the centre of the lens. 
• Radial distortion (‘kc’) – parameters to correct the appearance of straight lines 
as curves (Figure 3-9) 
• Tangential distortion – correction for uneven alignment of sensor and lens. 
 
 
Figure 3-9.  Barrel (left) and pincushion (right) distortion can be corrected by calculating radial distortion 
coefficients. 
The user can select (Figure 3-10) which combinations of these parameters should be 
calculated in the calibration process.   
 
 





Check2D provides both numerical values for intrinsic parameters and a visualisation of 
the effect of these values (Figure 3-11) to allow the user to decide if the assumptions 
made for the model are the right ones. 
 
 
Figure 3-11.  Representation of intrinsic parameters and projection error in Check2D. 
 




As described in section 3.3.2 above, a set of 28 images was captured.  A calibration was 










Table 3-6.  Different parameters were calculated in each calibration process. 
Calibration Calculated parameters 
1 Focal length only (fc) 
2 Focal length and principal point (fc, cc) 
3 Focal length, principal point, radial distortion (fc, cc, kc) 
4 Focal length, principal point, radial and tangential distortion (fc, 
cc, kc) 
 




The results of the study are shown in Table 3-7 and the effect of different parameter-
estimation on the principal point (‘cc’) in x and y axes is shown in Figure 3-12. 
 
Table 3-7.  The effect on model values when the calibration is run selecting different parameters to be estimated.  
Outlier values are represented in red. 
 
 
Values for focal length change little, regardless of the other parameters being 
estimated.  Principal point positions are similar when ‘cc’ is the only parameter 
estimate and when both ‘cc’ and ‘kc’ (radial distortion) are also estimated.  Principal 
point changes considerably in x when tangential distortion is calculated, however.  





Figure 3-12.  Visualisation of the effect of different assumptions in the calibration process.  The blue circle shows the 
position of the centre of the image and the red cross shows the calculated principal point. 
 
The effect on the position of ‘cc’ is evident when tangential distortion parameters are 
calculated, moving significantly in x (the crosshair in the rightmost image now 
intersects the black square to the right). 
 
Discussion 
Projection error decreases with the increase in parameters calculated and is to be 
expected; a more complex model can fit the points used to create the model more 
closely. 
Focal length is similar for all sets of assumptions, but the principal point moves further 
from the centre of the image as more coefficients are modelled.  When tangential 
distortion values are calculated, there is a considerable effect on the calculated cc 
position.  The change suggests either misalignment between sensor and lens (which 
would be visible when setting up the camera) or an over-fitted model.  Bouget states, 
“the tangential component of distortion can often be discarded (justified by the fact 
that most lenses currently manufactured do not have imperfection in centering)” and 
Zhang states that calculating tangential distortion can lead to instability in the model.  
For these reasons, tangential distortion should not be calculated. 
It was specified that the camera and lens setting should maximise the size of the diver 
in the image, while allowing the full flight path of the diver to be in frame.  Since the 
diver will appear in the outer limits of the image, where any radial distortion will be 




3.2.5 Consistency of intrinsic parameter calculation 
Introduction 
A study was conducted to establish the variation in calibration parameters using a 
method which follows the process established so far: 
• 23-30 images per set 
• A range of angles and good coverage of square intersections 
• Images obtained by moving the camera around the checkerboard 
 
Method 
A series of images was collected as described above on ten separate occasions and 
subjectively assessed for good coverage.  Intrinsic parameters were calculated, 
modelling cc, fc and kc.  The calibration process was limited to a maximum of 30 
iterations to find convergence (the default setting in Check2D).  Consistency of the 




The results of the study are shown in Table 3-8. 
Table 3-8.  Variation in intrinsic parameters and projection error from ten calibrations of the same camera and lens. 
 
Parameters for focal length and principal point were consistent in each calculation of 
parameters.  Standard deviations were 0.5% of the mean or lower, with minimum and 
maximum values close to the mean (differences of under 0.5% for focal length and 1% 
for principal point). 
Standard deviation in projection error was close to zero, demonstrating consistency in 





The method used to calculate intrinsic parameters has been shown to produce 
consistent results with any variation in parameter-values a small percentage of their 
mean.  The key features of the method provide a suitable image-set: 
• 23 to 30 images  
• good coverage  
• a range of angles at which the checkerboard is orientated to the camera 
 
3.3 Summary 
Calculation of intrinsic parameters is one step of the process from which world 
coordinates can be accurately reconstructed from screen positions.  A planar 
calibration method was selected due to its flexibility and modelling of radial distortion. 
It has been shown that an image set of 23-30 checkerboard images, showing good 
feature point coverage and a range of angles of presentation to the camera can be 
used to estimate intrinsic parameters with consistency and low RMSE.  Larger image 
sets with similar coverage do not reduce projection error but add time both in image-
collection and running the calibration.  Although the number of images is greater than 
that suggested by Zhang or Bouget, this number achieves the above criteria in the 
context of filming a training environment.  For ease of image collection and to allow 
the method to be completed by a single user, the camera should be moved around the 
checkerboard pattern to provide a range of angles and feature-points at the edges of 
view. 
The calibration should be performed in Check2D (while other tools such as Matlab can 
be used to calculate intrinsic parameters, complementary library functions for point 
reconstruction have been written for a .NET programming language with a Check2D 
camera model file).  Estimation of principal point and radial distortion parameters 
gives lowest projection error and models distortion at the edges of the image.  This is 
required as an ideal lens setting maximises the size of the diver in the image and fits 
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their flight path to the edges of the view.  Tangential distortion parameters should not 
be estimated. 
The method for calculating intrinsic parameters is therefore: 
• Use a calibration object with large squares (approximately 100 mm2) in order to 
minimise the number of images necessary to achieve coverage in a large view 
• Collect 23 – 30 images showing good coverage and a range of orientations 
• Use Check2D to calibrate, calculating principal point and radial distortion 
A projection error (the difference in pixels between the observed and calculated 
position of each square intersection and an indicator of the accuracy of the calibration) 
of less than 0.2 px can reliably be achieved using this method. 
Following the calculation of intrinsic parameters, extrinsic parameters (defining the 
relationship between the camera and the origin of the scene) need to be calculated in 




4 Extrinsic parameters 
4.1 Introduction 
Intrinsic parameters model the lens and image sensor of the camera.  Intrinsic 
parameters are independent of the relationship between the camera and the world. 
Extrinsic parameters define the position of the camera in relation to the scene being 
filmed; a rotation (R) matrix and translation (T) matrix describe the relationship 
between the camera coordinate system and the world coordinate system.  In the 
context of diving, this is illustrated in Figure 4-1. 
 
 
Figure 4-1.  Extrinsic parameters (a rotation matrix and translation matrix) are calculated to define the relationship 
between the camera and the scene. 
 
The aim of this chapter is to define a method by which extrinsic parameters are 
calculated for filming in a diving environment such that screen coordinates are 
converted to world coordinates with a known and acceptable level of accuracy.   
 
4.2 Considerations for placing a camera in a scene 
To successfully create extrinsic parameters, and to film dives such that performance 
data can be consistently calculated, the camera must be placed in the scene with 
consideration of several factors: 
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• The positioning of the camera should allow for an unobstructed view of the 
whole of the scene including any points used as control points for extrinsic 
calibration 
• The mounting of the camera should be rigid to eliminate any movement of the 
camera after the calibration process 
• The camera should be protected from disturbance and potential movement 
(for example from objects or people) 
• The camera and its power source should meet the facility’s requirements for 
electrical safety 
• The camera should be positioned close to perpendicular to the board-tip as 
possible; if this is not achievable, the view should provide clear location of 
control points for calibration (such as square-intersections on the calibration 
checkerboard) 
• Any cables used in the system should be managed to eliminate risk of 
representing a trip hazard 
 
4.3 Control points 
Control points are positions in a scene whose world coordinates relative to the origin 
are known.  Check2D requires a minimum of four control points to define a plane.  A 
scale model of the diving pool view was created to recreate the view found in the 
training environment and position control points on a known vertical surface to 
simulate the plane of movement.  An example of control points defined to define a 
plane is shown in Figure 4-2.  A checkerboard pattern is used in the image as the 





Figure 4-2.  A scale model of the diving pool.  The horizontal checkerboard represents the water, the vertical 
checkerboard represents the movement plane.  Four or more control points are identified in Check2D to calculate R 
and T. This example uses a checkerboard due to the high number of control points whose (x,y) position can be 
precisely measured. 
 
Check2D requires a minimum of four points to define a plane.  A greater number of 
points should (subject to meeting certain conditions) result in R and T matrices leading 
to more accurate point reconstructions in the desired plane.  The accuracy of extrinsic 
parameters is indicated by a root-mean-squared error (RMSE) value reported by 
Check2D, a measure of the difference between the physical and calculated position of 
control points 
A small number of control points can result in a poorly fitted plane if one point (or 
more) is imprecisely measured.  Fitting a plane to a greater number of control points 
reduces the impact of one ill-defined control point.  Furthermore, should a single 
control point (out of a large number) be identified as inaccurately measured, it can be 
excluded from the calculation of R and T without negative consequence.  This is shown 





Figure 4-3.  Square intersections (identified inside the yellow circles in the images above) are used to calculate 
extrinsic parameters and to compare results using a small number of points (8, left) and a larger number of points 
(15, right). 
 
Table 4-1.  Differences in R, T and reconstruction error using different number of control points.  
 
Adding control points made a small difference in R and T but reduced reconstruction 
error significantly, from 11.5 mm to 0.5 mm. 
Control points should be chosen from different parts of the image, particularly if the 
intrinsic calibration showed a high degree of lens distortion.  Control points selected in 
areas of high distortion (typically towards the edge of the image) allow R and T to be 
calculated with greater accuracy than if distorted areas were modelled without 
physical points being used to create R and T. 
A local coordinate system is easily defined using a checkerboard in a scale model 
where many control points are available.  The aim of this chapter is to define a method 
resulting in accurately-reconstructed world-coordinates in a diving-pool scene where 





Figure 4-4.  The diving pool is limited by a small number of control points in the movement plane used by a diver.  
The diving board (highlighted in red, above) provides measurable points but does not cover the extremes of the 
image. 
 




The view of the diving environment differs from the simulation in the previous section; 
control points are available in fewer areas of the image, and distances between them 
are smaller.  A method is required that will consistently locate enough control points 
towards edges of the image to provide a high degree of point-reconstruction accuracy 
in areas of the image inhabited by the diver in take-off and flight. 
To assess reconstruction accuracy under these constraints, the scale-model of the 
scene was used, with the vertical plane represented by a checkerboard, to provide 
many control points for testing.  A view of the diving pool was used for comparison  
(Figure 4-5); control points on the scale model were identified that corresponded with 





Figure 4-5.  A scale-model (right) simulates the view of the diving board (left).  Square-intersections were identified 
which corresponded with the position of the diving board and origin-positions were matched. 
 
4.4.2 Method 
For each iteration of the test, a series of control points was identified and used to 
calculate extrinsic parameters.  Landmarks in the image were then reconstructed and 
distance from the origin to each point was calculated.  The difference between 
calculated distance and actual distance in the model was represented as a percentage-
error and these errors across the image were used to create a heat-map of 
reconstruction error (Figure 4-6). 
 
Figure 4-6.  Control points in the simulated view (centre) were used to calculate R and T.  Square intersections were 
reconstructed and compared to actual positions.  Percentage reconstruction error is represented by a heat-map 




It can be seen that the lowest reconstruction error (indicated by the green squares in 
the heat-map) surrounds the control points, with greater error (represented by yellow 
and orange colours) evident at the edges of the image, most notably close to the 
bottom of the image, corresponding to the surface of the water. 
The view of the scale model was superimposed on the view of the diving pool to 
identify where control points could be used which matched possible locations in the 
training environment (Figure 4-7). 
 
 
Figure 4-7.  Superimposing the checkerboard from the scale-model over the view of the diving pool identifies control 
points for use in the scale-model trial. 
 
Three trials were conducted, using different equipment to augment the number and 
position of available control points in the image. 
 
Trial 1 
Control points were identified that could be measured using the top edge of the diving 
board and the checkerboard used to collect sample images for intrinsic-parameter 




Figure 4-8.  Control points for Trial 1, located using the diving board and calibration checkerboard (left).  The 
superimposed checkerboard over the image (centre) allows identification of control points in the scale-model (right).  
A control point is close to the right edge of the image. 
 
Trial 2 
Control points were defined using the diving board, calibration checkerboard and a 
plumb line to provide a point vertically below the board towards the edge of the image 
(Figure 4-9).  The length of the plumb-line was known. 
 
 
Figure 4-9.  Control points for Trial 2, located using the diving board, checkerboard and plumb line to reach the lower 





An additional control point was added towards the left edge of the view, utilising an 
extending pole to provide an additional known point level with the surface of the 
board (Figure 4-10).  The lengths of the plumb-line and of the pole were known. 
 
 
Figure 4-10.  Control points for Trial 3, located using the diving board, checkerboard, plumb-line and extending pole.  
















Reconstruction error is shown graphically in Figure 4-11 and in Table 4-2 below. 
Trial 1 Trial 2 Trial 3  
 
Figure 4-11.  A representation of error when reconstructing points around the image in a scale-model of the scene.  
Figures in the heat-map are percentage-error of the distance of each point from the origin (the tip of the diving 
board).  Areas in green represent the lowest reconstruction errors, areas in orange the highest. 
 
Table 4-2.  Point reconstruction error using extrinsic parameters calculated using different available control points. 
 
 
These results confirm that reconstruction accuracy is improved when the number of 
control points is increased and the distribution of points around the image becomes 
greater, with maximum and mean error reducing when five control points are 
increased to seven and control point coverage extends to two more edges.    
Using the checkerboard and springboard for control points creates low reconstruction 
error in the part of the dive where the hurdle begins and the first part of flight.  Adding 
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the control point near the surface of the water reduces reconstruction error in the part 
of the image where the diver hits the water.  This both improves the accuracy of 
results in the ‘opening’ to ‘entry’ phase of the dive (the last metre of flight) and also 
reduces reconstruction error in the part of the image (close to the centre) where take-
off parameters are calculated.  Adding the control point to the left-edge of the image 
reduces reconstruction error in the simulation still further across the image and 
particularly in the part of view where the diver drops from maximum height.  Overall, 
the percentage error average is lower than 1% when seven control points are used. 
It should be noted that, although the highest reconstruction error values occur close to 
the origin, the absolute error is small in this part of the image.  Distances from the 
origin are small and so any error represents a larger percentage of the true distance 
than it would towards the edges of the view. 
 
Discussion 
The diving pool provides a challenge in the search for an appropriate number of 
control points from which to calculate intrinsic parameters.  The diving board is the 
sole physical object in the performance-plane and occupies an extremely small part of 
the scene.  Using three props (checkerboard, plumb-line and extending pole) adds 
control points to the scene which – in a scale model simulation – show that average 
error in reconstructed distances is small across the image.  These additional control 
points are available regardless of the training environment and the cost of the 
implements is small; they constitute a reasonable and practical solution to the 
restrictions in the scene. 
The logical next step was to reproduce the experiment in a diving pool to establish 







4.4.4 Implementing the extrinsic-parameter calibration method in the pool 
environment 
Introduction 
An investigation was carried out to measure reconstruction error in a live diving setting 
and compare results to those above in the simulated (checkerboard-based) view in 
earlier experiments.  
Method 
A camera placed in position to view the diving board and flight path (Figure 4-12); 
intrinsic parameters were calculated as described in Section 3.3. 
 
 
Figure 4-12.  The camera’s view of the scene in the diving pool at Ponds Forge International Sports Centre, Sheffield. 
 
Although control points could be created in the scene as described above, the view 
was limited by the lack of points on the performance plane whose locations could be 
reconstructed to assess the accuracy of the camera model.  Rotating the camera 90° to 





Figure 4-13. Rotating the camera changed the view from the pool (with no capacity for identifying varied points for 
reconstruction) to a flat wall on which landmarks could be measured, reconstructed and compared for accuracy. 
 
The distance of the wall from the camera closely matched the distance to the near 
springboard in the original view (approximately 9 metres). 
Extrinsic parameters were calculated using 5, 6 and 7 control points (Figure 4-14, left) 
mirroring the process in the simulation and locating points reflecting the size and 
position of the checkerboard, plumb-line and extending pole (Figure 4-14, left).  
Landmarks were positioned on the wall and positions measured relative to the origin 
in the scene (Figure 4-14, right). 
Some limitations were evident in the identification of landmarks; health and safety 
restrictions in the pool environment meant that for some of the higher landmarks, only 
y-coordinates could be established (height could be calculated based on the size of 
panels on the wall, but horizontal distance could not be measured due to access 
restrictions).  These landmarks were still considered reasonable for use; consistent 
measurement of height across the view is important there was no practical solution 




Figure 4-14.  Control points used for extrinsic parameters (left); landmarks were identified for point 
reconstruction(right). 
 
Landmark positions were reconstructed and assessed for accuracy compared to their 
actual positions.  Landmarks were classified into two sets: 
 
Set 1 
Points whose x and y coordinates were known.  These points were found in the image 
where measurement of both coordinates was possible (satisfying safety requirements 
in the environment) 
Set 2 
Points at the extremes of the view where the y-value (height above origin) was known 
(using the size of the panels on the wall) but x could not be calculated for safety 
reasons.  These points were used to measure the reconstruction in y (reflecting height, 
the more important component of position in dive tracking) and because they were 




Marker positions were reconstructed and error (calculated as percentage difference in 
distance from the known and reconstructed position relative to the origin) was 
calculated for both sets. 
 
Results 
 The results of the investigation are shown in Table 4-3. 
Table 4-3.  Reconstruction accuracy of landmarks in an unsimulated view. 
# Control 
points 
Landmark set 1, 
%reconstruction error 
Landmark set 2,  
% reconstruction error  
 Min Mean Max SD Min Mean Max SD 
5 0.5 1.3 2.5 0.8 0.2 1.5 2.5 0.8 
6 0.3 1.1 2.3 0.8 0.1 1.3 2.3 0.7 
7 0.4 1.1 2.4 0.7 0.2 1.3 2.3 0.8 
 
As seen in the simulation, reconstruction error reduced with the increase in control 
points used to calculate extrinsic parameters.  Landmarks in Set 1 had a mean 
reconstruction error of 1.1% when control points towards the edges of the image were 
used.  Landmarks from Set 2 had a mean reconstruction error of 1.3%, reflecting their 
position towards the edge of the view where the effect of radial distortion is greatest. 
Since there is not a linear decrease in reconstruction error in all variables as more 
control points are added, there is no indication that adding more would greatly 
improve the camera model. 
These errors in this investigation are greater than those calculated in the scale-model 
simulation.  Two considerations could contribute to this fact: 
1. A pixel represents a greater physical distance in the live environment where the 
object plane is approximately 9 metres away, compared to the simulation 
where the object plane is under 0.5 metres from the camera.  Any digitisation 
inaccuracy by the user would consequently have a greater effect on error. 
2. The shape of the building (including staircases and seating) restricted the 
distance of the ‘plumb-line’ control point from the origin compared to where it 
would be positioned in the diving pool.  This limits the improvement in 
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reconstruction accuracy that was shown in the simulation where the control 
point was closer to the edge of the image. 
 
This reconstruction error relates to the accuracy of metrics calculated based on 
reconstructed positions in the image.  A key metric will be vertical take-off velocity, 
calculated using Equation 4.1: 
  
 
therefore                                 𝑢𝑢 = √2𝑎𝑎𝑎𝑎 
[4.1] 
 
where v = finishing velocity (0 at the top of the flight path), u = starting velocity (the 
metric to be determined), a = acceleration due to gravity and s = displacement of 
centre of mass (COM). 
 
Using the equation above, COM displacement of 2000 mm implies a vertical take-off 
velocity of 6.26 metres per second.  A 1.1% reconstruction error of COM-position at 
the top of the flight path (both over-estimate and under-estimate) implies take-off 
velocities as shown in Table 4-4. 
 
Table 4-4.  The effect of reconstruction error on inferred vertical take-off velocity.  u indicates take-off velocity in 
metres per second. 
Error (%) COM displacement 
(mm) 
u (m/s) 
-1.1 1980 6.23 
0 2000 6.26 
1.1 2020 6.29 
 
These results indicate that calculated vertical take-off velocity can be considered to be 
accurate to within 0.03 metres per second.  This actual level of reconstruction accuracy 
could be greater due to the following points: 
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• The reconstruction error likely falls between the +- 1.1% and so produces a 
smaller difference from the actual value 
• Positioning the lower control point closer to the edge of the view improves 
reconstruction accuracy and, in the pool environment, can be placed closer to 
the edge of the view than in the simulation against the wall as shown above 
• The reconstruction error shown close to the top of the image (where the body 
will be at the top of the flight path) was measured at 0.7% to 0.8%, not the 
1.1% average over the image. 
 
Discussion 
The investigation into the number and distribution of control points follows the same 
trend as with the scale-model investigation; more and more widely distributed control 
points improves reconstruction accuracy.  Seven well-positioned control points gives 
low levels of reconstruction error in parts of the view in which the dive will be 
performed.  Although more control points could be located using the props (for 
example the square intersections on the checkerboard, a mid-point along the 
extending pole), an acceptable level of accuracy can be achieved with a small number 
of points that are readily identified. 
 
4.5 Assessment of the accuracy of angle calculation 
Introduction 
Measurement of angles is a key requirement of the calculation of some performance 
metrics, including depth of squat, proportion of leg extension before and after 
maximum deflection, tightness of tuck and pike shapes and opening height.  There is 
therefore a requirement to assess the accuracy of angle measurement. 
 
Method 
A camera calibration was performed on a scale-model of the diving environment as 
described in Section 4.3. A shape with a known size of interior angle (28.5°) was 
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positioned in many positions (n=28) across the view at a range of orientations, 
simulating a joint angle throughout a rotating dive (Figure 4-15). 
 
 
Figure 4-15.  A simulation of the diving view with a shape placed in multiple positions and orientations to compare 
known and measured angles. 
 
The vertices of the shape were digitised in each position and the interior angle 
calculated.  Mean, standard deviation and maximum difference was calculated from 
the set of results. 
Results 
Results are shown in in Table 4-5 and Figure 4-16. 
Table 4-5 – Summary of angle calculation in 28 different positions and orientations 
Measured angle (°) 28.5 
Mean angle digitisations (°) 28.4 
Standard deviation (°) 0.9 





Figure 4-16.  A heat-map distribution of error (measured in degrees) between known and calculated angles in 
different parts of the image 
 
Discussion 
It can be seen that angles are measured with close level of accuracy in the simulation, 
with a mean angle within 0.1° of the measured value, and with standard deviation of 
less than 1°. 
The heat map shows that the areas of highest error are distributed around the image 
with no large local collections of inaccurate values, implying that human error is as 
likely to cause inaccurate results as calibration error. 
The coronavirus pandemic restricted access to the diving pool to repeat the 
experiment in a full-sized environment; repeating the experiment when access to 
indoor training facilities is allowed would be prudent to compare results found in a 
simulation with those in the real world. 
4.6 Summary 
It has been shown that extrinsic parameters calculated using many control points 
distributed over the whole view leads to reconstructions of greater accuracy than 
when a small number of points collected in one area of the image are used. 
A diving pool presents significant challenge in the search for control points.  The 
movement plane has one physical structure (the diving board) in it, and the diving 
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board provides no great variation in height of control points.  Additional control points 
were required to effectively estimate R and T matrices and the points should extend to 
as many edges of the view as possible and should be able to be created by a single 
operator to maintain flexibility.  Furthermore, the points should be able to be 
consistently located in any training or competition environment. 
The use of three low-cost and portable props (checkerboard, plumb-line and extending 
pole) has been shown to provide control points which – along with the use of the near, 
top edge of the diving board – extend to three edges of the view and can be positioned 
and then digitised by a single operator.  Although efforts could be made to define 
additional control points, a balance of practicality, flexibility and accuracy has been 
found. 
The mean error in this method (1.1% error in reconstructed distance from the origin) 
implies an error of approximately 0.03 m/s when calculating take-off velocity from 
COM displacement in flight, compared to a 0.1 m/s level of sensitivity in existing 
studies.  The mean error in angle calculation is smaller (0.1° in a scale-model 
environment). 
A planar calibration method has been shown to be suitable and fit for purpose; an 
implementation of the method has been described in Chapter 3 and that has 
overcome the challenges presented by the environment and has demonstrated that a 
camera model calculated in this way can be used to reconstruct coordinates in a 




5 Body segment model 
5.1 Introduction 
Section 2.8 described that a body-segment model (BSM) simplifies the human body 
into a small number of segments (Figure 5-1).  A segment is defined by the location of 
its endpoints, its mass (as a proportion of total body mass) and the position of its local 
centre of mass (COM).   
 
  
Figure 5-1.  A body segment model (BSM) represents a human using an approximation based on linked, rigid rods 
(left) or linked geometric shapes (right). 
 
Chapters 3 and 4 described a method to reconstruct world coordinates from screen 
coordinates. Reconstructing segment-end landmarks and measuring the change in 
position of each segment over time allows movement to be described and kinematic 
parameters to be calculated. 
Section 2.8 concluded that a diver should be represented as a stick figure and that 
there was a need to have multiple models to reflect a variety of morphologies in an 
athlete-cohort.  This aim of this chapter is to describe a method for representing the 
diver accordingly and will consider the need to attribute a specific BSM to a diver with 
the method for objectively evaluating the best model. 
A method will be defined that will calculate the position of centre of mass (COM) from 
either manual digitisation or automated marker tracking on any frame of video, having 




5.2 Identification and adaptation of existing body-segment models 
As discussed in Chapter 2, a single generic body segment model will not be able to 
represent the variation in divers’ morphology.  Divers in the British World Class 
Programme are diverse in race and show variation in age, height, mass and bodyfat 
percentage.  These variations are reflected in World and Olympic medal-winning 
athletes and the use of a generic model would produce COM-positions of variable 
accuracy.  A selection of models was selected for comparison and use; suitability of a 
model was based on its similar number of segments and the provision of segment 
COM-position in addition to segment mass.  The models used in this study are listed in 
Table 5-1. 
 
Table 5-1.  Body segment models implemented in the study. 
Model ID Model Highlighted details 
1 Clauser (Clauser, 1969) A standard model widely referenced in the 
literature.   
 
2 Dempster (Dempster, 1955) A standard model widely referenced in the 
literature. 
 
3 Zatsiorsky (male) (Zatsiorsky, 
2002) 
A modification of the Clauser model created 
by a researcher in sports biomechanics and 
kinematics 
4 Zatsiorsky (female) (Zatsiorsky, 
2002) 
A modification of the male model 
5 Braune/Fischer (Siegel, 1985)  A modification of Clauser 
 
6 Chen (Chen et al., 2011)(Chen 
et al., 2011) 
A kinematic method 
7 Cheng (C. Cheng et al., 2000) A model derived from study of the Chinese 
population 
 
8 Nikolova (Male) (Nikolova & 
Toshev, 2007) 
Data generated from a geometric method 
9 Nikolova (Female) (Nikolova & 
Toshev, 2007) 
Data generated from a geometric method 
 
Parameters for each body segment model were taken from an online repository on 
GitHib (Robertson, 2015). 
 
5.2.1 Modifications to existing models – lower arm and lower leg 
The diver is visible in profile on take-off (Figure 5-2) for all diving groups.  Although 
asymmetric movement is shown in the steps and drive into the hurdle step, from the 
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top of the hurdle step, the diver is symmetrical and moves symmetrically about the 
longitudinal axis in all take-offs. 
 
 
Figure 5-2.  The diver’s body is symmetrical and in profile on take-off in all diving groups. 
 
This study considers the forearm and hand as one segment (with the mass equal to the 
sum of the segments) and lower leg and foot similarly.  This is an appropriate 
simplification since: 
• Fixing a reflective marker to fingers would limit their flexibility, compromise the 
ability to grasp the legs in shape and would result in an unnatural sensation for 
the diver   
• The fingers are typically not visible when a diver makes a tuck or pike shape, as 
they are flexed and grabbing the leg, obscuring a marker for much of the flight 
time   
• Reflective markers on the feet produced a sensation of discomfort to the divers 
during trials and impeded the feeling of the non-slip diving board surface.  This 
compromised the diver’s confidence to take-off as they would naturally 
 
The effect of this assumption on the generation of performance data is mitigated by 
the diver’s posture at take-off.  During the last phase of take-off, ankles and wrists are 





Figure 5-3.  Wrists and ankles should be extended at the points of take-off. 
 
FINA defines all shapes have pointed toes (Fina, 2010) to avoid a deduction, therefore 
the simplification reflects a consistent leg and foot posture throughout the dive.  
During the take-off, the diver aims to extend the arms to produce the longest possible 
lever for either creating rotation or to provide an aesthetically pleasing line.  This 
implies that the wrist will be extended for the part of the dive (take-off and start of 
flight) where the change in the position of the body’s COM will be used to infer much 
of the subsequent performance indicators (Table 4-1).   
For times when ankles and wrists are not extended, an assumption is made that the 
small mass of hands and feet compared to the rest of the body makes a negligible 
difference to the location of the body’s centre of mass. 
 
5.3 Location of segment landmarks 
When performing manual digitisation, users must identify and digitise the ends of each 
segment (joint centres).  If markers are to be used to facilitate automated tracking, 
they are applied to specific parts of the body. Segment ends should be precisely 
defined to ensure consistency of digitisation and calculation of kinematic parameters.  




Table 5-2.  Anatomical landmarks defined by Hinrichs (1990).  * indicates additional segments and landmarks 
defined by author. 
Segment Landmarks Proximal end of 
segment 
Distal end of 
segment 
Foot* Toe - ankle Ankle joint centre Big toe end 
Lower leg Ankle - knee Knee joint centre Ankle joint centre 
Upper leg Knee - hip Hip joint centre Knee joint centre 
Trunk Hip - neck Chin-neck intersect Hip joint centre 
Head* Neck - top-of-head Top of head above ear Chin-neck intersect 
Upper arm Shoulder - elbow Shoulder joint centre Elbow joint centre 
Lower arm Elbow - wrist Elbow joint centre Wrist joint centre 
Hand* Wrist - finger Wrist joint centre Middle finger end 
 
Figure 5-4 shows the diver with these landmarks located and identified.  An additional 
landmark (ribs – along the trunk-profile midline and level with the mid-point of the 
sternum) is also marked, for prediction of the location of the chin-neck intersect when 
that landmark is blocked by the arms.  Should such a prediction be necessary, the chin-
neck intersect is placed in line with the hip and rib landmark at a distance consistent 
with the ratios calculated when all markers are visible. 
Landmarks are identifiable by visual inspection of the image; joint centres are easily 
identifiable when there is an angle in the joint and location is often indicated by a 
change in lighting with highlights or shadow occurring around the joint centre. 
 
 




5.4 Calculation of centre of mass 
Centre of mass is calculated using the mass of each segment (as a percentage of the 
whole body) and the position of the centre of mass between the defining segment-
ends as in Equation 5.1: 
 









where M = segment mass proportion, D = distance of segment COM from origin and 
n=number of segments. 
 
5.4.1 Reduction of the body to stick-figure 
An example of a six-segment model is shown in Table 5-3.   
 
Table 5-3.  Clauser’s distribution of mass and location of segment-COM. 
Segment 
number 




end of segment 
(%) 
1 Lower leg (ankle & foot) 5.55 42.0 
2 Upper leg 14.8 36.1 
3 Trunk 42.6 37.8 
4 Head and neck 6.7 58.9 
5 Upper arm (from elbow to 
shoulder) 
2.8 43.6 
6 Lower arm and hand 2.2 44.0 
 
Landmark positions reduce the image of the diver to a series of linked segments as 





Figure 5-5.  Diver’s landmarks used to create stick-man model. 
 









S1 67.6 (125,150) 
S2 20.6 (135,220) 
S3 17.8 (130,260) 
 
COM calculated as 
(135.5,193) 
Figure 5-6. COM calculated using a Clauser model, modified to simplify the illustration.  COM-positions (in red) have 
been re-located to the longitudinal mid-point of each segment).   
 
5.4.2 Consideration of hands and feet 
The assumption of a single segment comprising lower-arm and hand, and a single 
segment representing lower-leg and foot, requires a calculation to locate the COM of 
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the single segment.  An investigation of the divers used in the study concluded that the 
hand was a mean length of 68% of lower arm length, with the foot having a mean 
length of 44% of lower-leg length.   
Assuming extended joints (locating segment-end landmarks on the same line), the 
COM of the single segment can be calculated.  The new combined segment has a mass 
(mc) as a proportion of the whole body calculated using Equation 5.2:  
 




where ms1 and ms2 are the mass proportions of the whole of each segment. 
Having established the combined-segment mass proportion, the centre of mass 















   
where m1 and m2 are the masses of the two segments (lower arm and hand or lower 
leg and foot), COM1 and COM2 are the position of the COM of each segment and lp is 
the length of the shorter segment (hand or foot) as a percentage of the longer 
segment (lower arm or lower leg) length. 
 
5.5 Variation in COM location and influence on performance data 
5.5.1 Introduction 





Figure 5-7.  COM location varies depending on the body segment model used. 
 
It is necessary to understand the difference in COM location calculated using different 
body-segment models.  A study was conducted to measure this variation on COM-




Dives by divers (both sexes, both springboard and platform and a range of ages) were 
manually digitised to implement a six-segment body-segment model as described 
above. 
A series of frames around the point of take-off were digitised to calculate the location 
of COM (Figure 5-8) using three different three body segment models - Dempster          
(1955) and Zatsiorsky male and female models (Zatsiorsky, 2002).  Three calculations 
were made: 
1. Variation in COM-position at the point of take-off 





Figure 5-8.  Dives were digitised to calculate COM-position using a six-segment BSM.  The rate of change of COM 
during take-off was used to calculate take-off velocity. 
 
3. Variation in COM displacement to the top of the flight path of the dive.  Having 
calculated vertical take-off velocity (above), the COM displacement to the top of the 
flight path (where vertical velocity = 0, Figure 5-9) was calculated. Equation 5.4 was 
used 
 
 𝑣𝑣2 = 𝑢𝑢2 + 2𝑎𝑎𝑎𝑎 
 
[5.4] 
where u = starting velocity, a = acceleration due to gravity, s = displacement and v is 
finishing velocity. 
 




The results were analysed to test the hypothesis of a need for a specific BSM to 
represent different divers. 
 
5.5.3 Results 
Variation in COM location at the point of take-off 
Variation in COM-locations, calculated using three BSM for each diver are shown in 
Table 5-4.   
 
Table 5-4.  Distribution of COM location for three divers at take-off, as calculated using three different body-segment 
models. 
 COM (mm) SD % of mean 
Diver Mean SDx SDy X Y 
1 322.8, 984.0 21.3 28.0 6.5 2.8 
2 22.3, 960.7 12.0 45.7 53.0 4.7 
3 -34.0, 880.0 19.7 38.8 57.9 4.4 
 
Standard deviations in all coordinates were high, particularly when considered as a 
percentage of the mean - between 6.5% and 58% of the mean in x and between 2.8% 
and 4.7% of the mean in y.  These variations imply that the flightpath by the COM for 
each model would be different. 
 
Variation in take-off velocity 
Take-off velocities for each diver, calculated using the change in COM during the 0.05 
seconds at the point of take-off are shown in Table 5-5. 
 
Table 5-5.  Variation in take-off velocity, calculated by the rate of change in COM during take-off using three BSM for 
each diver. 
 Vertical take-off velocity (m/s) 
Diver Model 1 Model 2 Model 3 Mean SD Max difference from mean 
1 2.16 2.21 2.06 2.14 0.06 0.08 
2 5.04 4.89 4.96 4.96 0.06 0.08 




Take-off velocities show a standard deviation of 0.05 to 0.06 metres per second.  The 
maximum difference in take-off velocity from the mean are 0.07 and 0.08 metres per 
second.  The low to high range of take-off velocities was between 0.15 and 0.18 metres 
per second.  All values are greater than the variation implied from the investigation 
into reconstruction accuracy (Section 4.3) and indicate that a BSM selected specifically 
for the diver would improve the accuracy of performance data. 
 
Variation in COM displacement to the top of the flight path 
COM displacement values for different divers and BSM are shown in Table 5-6. 
 
Table 5-6.  COM displacement for three different BSM per diver. 
 COM displacement (mm) 
Diver Model 1 Model 2 Model 3 Mean SD Max difference from mean 
1 238 249 216 234 13.8 18 
2 1296 1217 1256 1256 32.7 40 
3 998 1054 1037 1029 23.4 31 
 
COM displacement values reflected the range in take-off velocities discussed earlier.  
Standard deviations and maximum difference from mean values were high.  The low to 
high range in COM displacement for each diver were between 18 mm and 79 mm.  This 
range is too high to suggest that any one BSM can be used for all divers. 
 
5.5.4 Discussion 
If one generic BSM was suitable for a range of divers, the variation in results when 
using different models would be small and calculated performance data would be 
consistent.  The study has shown that this is not the case.  Different models used to 
represent divers produce varying kinematic data; up to 6.4% difference is calculated in 
height achieved on springboard and 14% difference of the same measure on platform.  
The variation in performance metrics is much larger than the variation implied by 
potential point-reconstruction error and is therefore attributed to the characteristics 
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of the models.  For this reason, it is concluded that most accurate kinematic data will 
be calculated using the most appropriate model for each diver and that the 
identification of such is a priority. 
 
5.6 A study to assess the effect of intra-user error in manual digitisation 
5.6.1 Introduction 
COM-position is calculated based on the position of the COM of each segment.  In 
turn, segment-COM is determined by the location of segment-ends.  Any inaccuracy in 
the digitisation of segment-ends affects segment and whole-body COM-position.   
Depending on inaccurate digitisation and on the orientation and shape of the diver, 
any error causes the path of the COM during flight to not follow a parabola (the shape 
followed by the COM of a body moving under gravity) leading to inaccuracies 
calculating kinematic data where COM-position (or its change from frame to frame).  
Examples of kinematic variables dependent on accurate calculation of COM include 
displacement and velocity. 
A study was conducted to assess the size of variation in COM location due to 
inconsistent digitisation, and the subsequent effect on the accuracy of inferred 
performance metrics.  
 
5.6.2 Method 
A frame of video, taken from the performance of a dive was selected (Figure 5-10) to 





Figure 5-10.  One image was manually digitised multiple times. 
 
 
Study 1 - Variation in landmark locations 
The same user manually digitised the frame ten times.  Manual digitisation of ankle, 
knee, hip, rib, neck, head, shoulder, elbow and wrist landmarks were performed on 
different days to minimise the effect of image-familiarity on the results.  The mean and 
standard deviation of each marker position was calculated and assessed for 
consistency. 
 
Study 2 - Variation in COM location with inconsistent single-landmark digitisation 
Having established mean and standard deviation for landmark positions in the image 
(above), a calculation was carried out to establish the effect of imprecise digitisation of 
any single landmark.  COM location was calculated when any single landmark 
(excluding ribs, as this marker is unused for calculating COM-position in manual 
digitisations) was modified by changing x and y coordinates by ±2 standard deviations 
and calculating COM for each combination.  This resulted in 16 COM-positions when 
considering each landmark.  Mean and standard deviation values were then calculated 
to assess variability. 
 
Study 3 - Variation in COM location with inconsistent segment digitisation  
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The same calculations for COM variation were made, but two landmarks – 
representing the ends of each segment - were adjusted by up to ±2 standard 
deviations.  Mean and standard deviations were found for the 625 COM locations 
calculated using this method. 
Results were analysed to understand the effect of imprecise manual digitisation on the 
calculation of COM location. 
Screen coordinates were used in all cases and results are presented with values in 
pixels.  Chapter 3 identified that radial distortion away from the edges of the image 




Study 1 - Variation in landmark locations 
Results are shown in Table 5-7. 
Table 5-7.  Standard deviations of coordinates for body landmarks from ten digitisations of the same image.  Values 
are in pixels (image resolution 488x656px).  The mean SD value was 0.7, any SD greater than that is highlighted in 
red. 
Marker Meanx(px) SDx (px) Meany(px) SDy(px) 
Ankle 141.4 0.3 154.0 0.7 
Knee 152.2 0.3 117.7 1.3 
Hip 166.8 0.5 58.6 0.8 
Ribs 127.0 0.8 82.3 1.1 
Neck 126.2 0.7 96.2 0.7 
Head 110.1 0.8 117.0 0.7 
Shoulder 119.9 0.7 94.4 0.9 
Elbow 144.5 0.6 117.2 0.7 
Wrist 164.1 0.4 112.5 0.4 
 
Wrist, elbow, neck and ankle landmarks were located and digitised with sub-pixel 
variation.  Ribs were digitised with the greatest variation in both axes but is not used in 
the calculation of COM (the Ribs landmark exists to predict a neck landmark when 
reflective markers are used for automated tracking and the arms obstruct the neck 
marker).  The top of the head had variation in digitised-location, possibly due to the 
line of the head being obstructed by hair.  The joint centre of the knee was hard to 






Variation in COM location with single-landmark digitisation variation 
Results are shown in Table 5-8. 
Table 5-8.  The effect on COM-position as a result of imprecisely digitising one landmark.  Values are in pixels (image 
resolution 488x656px), outlier values are highlighted in red. 
Landmarks 
adjusted 
COMx COMy SDx SDy 
None 144.7 92.1   
Ankle 144.5 92.0 0.1 .04 
Knee 144.2 91.7 0.2 0.2 
Hip 143.1 91.4 0.8 0.3 
Neck 142.2 91.6 1.1 0.3 
Head 144.3 92.0 0.2 0.0 
Shoulder 144.5 92.0 0.1 0.0 
Elbow 144.4 92.0 0.2 0.1 
Wrist 144.6 92.0 0.0 0.0 
 
Inconsistently identifying a single landmark has a very small (sub-pixel) effect on COM 
coordinates except in the case of either marker defining the trunk segment (hip or 
neck).  This is due to the trunk being the longest and most massive single segment.  
The risk of variation is relatively small, however, as the standard deviation of neck 
landmark position (Table 5-7) was small at 0.7 pixels in both axes and low in one axis 
for hip (the midline of the upper-leg is consistently identified with small variation in 
position from the proximal end of the femur). 
 
Variation in COM location with inconsistent segment digitisation  




Table 5-9.  The effect on COM-position resulting from imprecisely digitising both ends of a segment.  Values are in 
pixels (image resolution 488x656px); outlier values are highlighted in red. 
+-2SD 
adjustment in 
COMx COMy SDx SDy 
None 144.7 92.1   
Lower leg 140.9 90.1 1.6 0.8 
Upper leg 104.0 78.8 18.7 6.0 
Trunk 102.0 78.7 18.8 0.6 
Head 134.4 90.2 3.8 0.7 
Upper arm 139.0 90.8 2.1 0.5 
Lower arm 142.6 91.6 0.8 0.2 
 
There is significant variation in COM location when either the upper-leg or trunk is 
inaccurately digitised.  These are the two longest segments and the segments with 
greatest mass and so there is an importance on accurate digitisation of knee, hip and 
neck.  The results above show that the neck is consistently digitised but there is some 
inconsistency with knee (when it is straight and covered) and hip accuracy.  This 
finding highlights the need for clear understanding of the positions of each landmark 
and the use of changes in light and shade on the skin where landmarks are located. 
 
5.6.4 Discussion 
That some landmarks are easier to consistently locate is understandable; prominent 
shadow helps identify the ankle joint centre, the wrist joint centre is clearly visible 
where it bends to allow the hands to grasp the legs in shape or is marked by tape if the 
diver uses it for support.  The elbow is often shaded along the midline and the joint 
centre is clear where the arm bends.  The knee-joint centre is similarly easy to locate if 
there is an angle in the leg and has shadow to help identification if the joint isn’t 
occluded (as in Figure 5-10).  Conversely, the hip-joint centre has no shadow, tape or 
(in the case of female divers) swimsuit-line to guide the user.  Hair impedes clear and 
consistent view of the top of the head and hair colour can be hard to distinguish from 
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the colour of the background.  In a fast-spinning dive, image-blur increases difficulty of 
consistent landmark-location. 
While accurate digitisation of light segments (lower leg, arms) has little effect on the 
consistency of COM calculation, it is clearly important that knee, hip and neck are 
consistently identified.  While location of the greater trochanter (hip landmark) 
requires training on behalf of the user, knee and neck are consistently digitised.  While 
reflective markers facilitating automated tracking are easy to attach to knee, hip and 
neck (creating greater consistency with the automated process), consistency in 
digitisation of the hip marker can be increased with a combination of clear anatomical 
guidance, repeated palpation and examples of accurate digitisation. 
 
5.7 A method to determine the most appropriate body-segment model for a 
diver and dive. 
5.7.1 Introduction 
Three methods are identified which will determine the best model to represent a 
diver: 
1. Inference of take-off velocity from flight time 
Miller (2013) established that if the height of the diver’s COM at the point of take-off is 
similar to the height of the COM above the water at the point of entry  (Figure 5-11), 
take-off velocity can be estimated within 0.1 m/s compared to that calculated by 
measuring the translation of COM at take-off. 
 
 
Figure 5-11.  Miller (2013) asserts that an assumption of similar displacement of the COM above the board at take-
off and the water at entry allows the inference of take-off velocity to a known level of accuracy if flight time is 




An object taking off with a known velocity will behave under gravity in a predictable 
fashion.  By using Equation 5.5: 





where s represents vertical displacement, u, a and t represent initial vertical velocity, 
acceleration due to gravity and time of flight respectively, the motion of the object’s 
COM can be predicted, assuming negligible air resistance (Figure 5-12).    
 
 
Figure 5-12.  The diver’s COM follows a parabola whose height depends on initial vertical velocity. 
 
The body-segment model whose take-off velocity matches that inferred from flight 
time can be identified as the most appropriate for that diver.  The reliability of this 
method is lessened when the entry angle of the diver shortens the distance from COM 





Figure 5-13.  A very short or over entry makes Miller’s method unsuitable due to the mismatch of COM distance from 
board at take-off and water at entry.  Images from www.phoenixhsc.co.uk and ok.co.uk. 
 
2. Comparison of COM-displacement values 
Displacement can be determined in two ways.  The difference in COM-position 
between the point of take-off and the top of the flight path is one method.  Another is 
to infer displacement by calculating take-off vertical velocity (by rate of change of 





Figure 5-14.  Vertical take-off velocity (left) can be used to calculate COM displacement at the top of the flight path.  
Discrepancy between predicted and observed displacement (right) implies an inaccurate BSM. 
 
An accurate body-segment model will result in similarity in both displacement values.  
An unsuitable model, however, may appear to be a good fit due to errors contributing 
to 1) estimation of COM height at take-off, 2) vertical take-off velocity based on rate of 
change of COM and 3) the calculated position of the COM at the top of the flight path. 
In order to mitigate the risk of these simultaneous errors implying a good fit for a BSM, 
take-off velocity was calculated for all models and an average value used to calculate 
COM displacement in flight. 
This approach is most effective when there is a low variance in take-off velocities 
across the range of body-segment models.  This case is more likely when dives with 






3. Comparison of COM locations during flight to a parabola 
As shown in Figure 5-12 and Figure 5-14, a diver’s COM during flight follows a 
parabola, consistent with any object’s projectile motion under the action of gravity.  
Inaccuracy of body-segment model causes the COM locations during flight to deviate 
from a parabola.  A second order polynomial curve can be fitted to the reconstructed 
(x,y) points of the COM during flight for each model and root-mean-squared error 
(RMSE) of the reconstructed points can be calculated for each model.  A smaller RMSE 
indicates COM points closer to a parabola and therefore a better model. 
This method is most effective when a greater number of COM points are 
reconstructed, reflecting the diver in a range of positions and along the flight path and 
a range of angles of rotation. 
 
Prioritisation of methods 
A model producing a flight path closest to that of a parabola is the method with 
greatest priority; this is the only method which considers reconstruction in x as well as 
y and reflects the model’s closeness to the COM flight path throughout the dive.  COM 
displacement is the method with next greatest priority as the comparison of one 
model to the average of all is not influenced by the difference of position of the body 
on take-off (as with the ‘velocity inferred from flight-time’ method).  Assessing a 
model’s accuracy based on inferred take-off velocity from flight time is the weakest 
method as there are a small number of combinations of postures possible at take-off 
and entry with equal COM-displacement from board and water. 
 
5.7.2 Selection of skills to calculate the best body-segment model 
A determination must be made regarding the choice of dive used to identify the best 
model.  The most simple skill that can be performed, a straight jump (100a), with COM 




Figure 5-15.  COM traces for all body-segment models for 100a. 
 
The shape of each trace is similar; no flight paths exclude themselves as obvious 
outliers compared to the shape of a parabola.  RMSE values for each model are shown 
in Table 5-10. 
Table 5-10.  RMSE values for reconstructed COM-positions during a forward jump straight (100a) to a best-fit second 
order polynomial curve for each model.  A lower RMSE indicates a better fit.  
ID Model RMSE 
(mm) 
1 Clauser 33.7 
2 Dempster 32.6 




5 Braune/Fischer 29.8 
6 Chen 31.6 
7 Cheng 34.0 
8 Nikolova (male) 32.5 
9 Nikolova (female) 31.2 
Mean  33.5 





The range of RMSE values is small (a standard deviation of 3.3 mm); the difference 
between models based on this calculation is not enough to select a best model with 
confidence.  By comparison, traces for a high-DD dive - forward three and a half 
somersaults (107c) are shown in Figure 5-16. 
 
Figure 5-16.  COM traces for 107c. 
 
Traces in the jump (100a) had similar shape with varying displacement.  In a dive with 
three and a half somersaults of rotation, the traces are not all similarly shaped and 






Table 5-11.  RMSE values for reconstructed COM-positions during the flight in a forward three and a half somersaults 
(107c) to a best-fit second order polynomial curve for each model.  A lower RMSE indicates a better fit. 
ID Model RMSE (mm) 
1 Clauser 66.8 
2 Dempster 60.6 




5 Braune/Fischer 63.7 
6 Chen 45.1 
7 Cheng 110.7 
8 Nikolova (male) 72.6 
9 Nikolova (female) 61 
Mean  72.8 
SD  20.9 
 
 
The variation in RMSE values is much greater than for the simple skill, with a standard 
deviation approximately six times greater.   
The difference in RMSE between skills is explained by: 
• The take-off position for a high-DD dive includes an angle at the hips and an 
angle at the shoulders (required to create rotation).  This means that there will 
be more lateral change in COM-position compared to a jump, where all 
segments remain as close to vertical (with an unchanging position) as possible. 
• A jump has no rotation, the COM is calculated from a similar body-position in 
all frames.  A high-DD dive has shape change (from an open posture to a tight 
tuck shape) and COM-positions calculated with the body at all orientations. 
For these reasons, dives with maximum shape-change and with frames covering 
multiple rotational positions are preferable skills from which to identify the best model 
for a diver.  A range of dives, covering different directions of take-off and rotation gives 
a more complete dataset from which to make an assessment. 
5.7.3 Method 
Multiple repetitions of each dive (examples shown in Figure 5-17 ) were digitised for 





Figure 5-17.  Examples of Inward 2½ somersaults with tuck (405c), Forward 3½ somersaults with tuck (107c) and 
reverse 2½ somersaults with tuck (305c), performed by diver RH, were digitised – best model calculations were 
conducted for each. 
 
Each model returned a series of calculations used for comparison to determine the 
best body segment model.  ‘Best’ is defined as follows: 
Best model by flight time 
The model which has the smallest difference in calculated take-off velocity between 
values calculated by flight time and COM-position change at take-off. 
Best model by COM displacement 
The model which has the smallest difference in calculated take-off velocity between 
values calculated from maximum COM displacement and from COM change at take-
off. 
Best model by RMSE 
The model whose flight path is closest (by a calculation of RMSE) compared to a 
second-order polynomial representing a parabola fitted to that flight path. 
In the example shown in Figure 5-18, flight time calculated using take-off velocity from 
COM change was 0.08 m/s different to that inferred from flight time (calculated using 
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the number of frames difference between last-contact and entry).  The maximum 
displacement difference between the measured highest COM-position and the average 
of all models was 2.1 mm and the root mean squared error between the reconstructed 
COM-positions and a best-fit parabola was 44.9 mm.  
 
Figure 5-18.  Calculations for each model were made for comparison and identification of the best. 
 
5.7.4 Results 








Table 5-12.  ‘Best’ models for each example of each dive, calculated using all methods. 
Dive Best model 
by flight time 




405c 6 9 6 
405c 6 9 6 
107c 5 9 1 
107c 9 9 6 
107c 9 9 6 
305c 6 9 1 
305c 6 9 1 
305c 6 9 9 
 
Model 6 is calculated as best the highest number (4) of times by lowest RMSE, 
although Model 1 is only rated highest one-time fewer (3).  Model 9 is the model most 
rated over all calculations as the best.  Choosing the best model from these results 
requires additional information.  A subjective assessment of the models can be made 






Figure 5-19.  COM traces (shown in yellow dots) for 107c (top) and 405c (bottom).  The best-fit parabola for each 




In both cases, model 6 (Chen) is the curve which most closely matches the shape of the 
best-fit parabola throughout flight.  In both dives, the peak of the reconstructed flight 
path more closely matches the best-fit curve.  This subjective assessment is also 
appropriate if values of error are close for multiple models. 
A combination of objective and subjective assessment shows that the Cheng model is 
most appropriate for Diver 1 and should be used for all dives by that diver. 
 
5.7.5 Measurement of error 
Introduction 
Having determined the best model using the RMSE model, error can be calculated by 
comparing the maximum height measures of both the best-fit parabola and the 
position of the COM at the same point.   
Method 
As described earlier, dives with a high number of rotations (minimum 1.5 somersaults 
for the female diver, minimum 2 somersaults for male divers) were used, with 124 
dives satisfying these criteria. The greatest COM height and the highest point of the 
parabola best fitting the COM-positions through the flight of the dive were compared 
for each dive.   
Results 
Results are shown in Table 5-13. 
 
Table 5-13.  The difference in maximum COM height calculated as the difference between the highest reported value 
in the divers’ flight path and the peak of the best-fit parabola fitting the COM points across the flight path. 
Group of skills Total difference in 
COM height (mm) 
# Dives Mean (mm) 
Hurdle take-off 1854 90 20.6 
Standing take-off 833 34 24.5 




There is a smaller average difference in take-offs with hurdle step than those standing, 
with an average difference of 21.7 mm. 
Average COM displacement on hurdle take-offs was 1606 mm and on back take-offs 
was 931 mm (calculated as the difference between COM height at take-of and the 
maximum height of the best-fit curve). Average displacement for take-offs with hurdle 
step was 1606mm and for backward standing take-offs was 931 mm.  Average take-off 
velocity for take-offs with hurdle was 5.61 m/s and for standing backward take-offs 
was 4.27 m/s, both values calculated using Equation 5.4. 
Take-off velocity can be calculated assuming a mean error of 20.6 mm COM 
displacement on take-offs with hurdle step and 24.5 mm, with results shown in Table 
5-14. 
 
Table 5-14.  The effect of flight-path and maximum height error on calculated take-off velocity. 
















Hurdle 1606.0 5.61 1626.6 5.64 0.03 
Standing 931.0 4.27 955.5 4.33 0.06 
 
These results show that the error in COM positioning, based on selecting the best BSM 
according to the process described earlier is 0.03 m/s and 0.06 m/s in hurdle and 
standing take-offs, respectively.   
 
5.7.6 Discussion 
Different body-segment models will be identified as ‘best’ for each diver, depending on 
the dive performed and the method selected to determine the optimum model.  It is 
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therefore necessary to choose dives with care and consider multiple repetitions of 
skills to determine the model that best represents the diver. 
If the model selected as ‘best’ is used for all dives performed by the diver (even when 
it would not be rated as best when assessing that skill) then there will be consistent 
feedback which will reflect change in performance. 
The calculation of the best-fit curve negates the need for a smoothing function on the 
marker-data and will be used to calculate performance data (take-off velocity, 
maximum height, horizontal displacement) supplementing data derived from point-
reconstruction (including hurdle-length, joint angles, maximum springboard deflection, 
speed of rotation). 
 
5.8 Summary 
Section 2.7 concluded that a stick-figure should be used to represent a diver’s body 
and that it was likely that one body-segment model (BSM) would not accurately 
represent a range of divers. 
A method has been described which represents a diver as a stick figure and has shown 
how a BSM can attribute mass and COM-position to each segment for the calculation 
of COM for the whole body. 
The position of each landmark has been defined and it has been shown that accurate 
COM calculation is most affected by lack of precision when locating segment-ends for 
upper-leg and trunk. 
A range of BSM have been described, each reflecting a different age, sex or race of 
population, with some models being enhancements of older examples.  As divers in 
Great Britain’s World Class Programme (and around the world) are of different age, 
sex, state of physical maturation and body-composition, it follows that divers would be 
best-matched to different models.  A method has been described that matches a diver 
to a model from the literature, combining an objective approach (considering RMSE, 
comparability of metrics) with a subjective assessment of the closeness of the COM 
path to a parabola for each dive and BSM.  A ‘best’ model representing a diver is 
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required to calculate kinematic data with greatest accuracy, therefore reflecting 
changes in performance with most reliability. 
As more athletes are matched to a ‘best’ BSM, some models will likely prove to be 
most frequently representative of ‘best’ for diving.  Assuming there are a small number 
of models representing the cohort of divers who win World and Olympic medals, there 
is potential for adding an additional metric when identifying talent in new athletes – 
whether their morphology matches that of the best divers in the world.  Adding formal 
identification of an ideal body-type, in addition to an ‘expert-eye’ assessment from 
selectors may better-match athletes to each discipline (springboard, platform, an ideal 
synchro partner) and enhance the development of that diver. 
In summary, to identify the best BSM to represent a diver, the following process 
should be followed: 
• Use the tool to determine the ‘best’ model using all methods of evaluation 
• If different models are reported as ‘best’ a similar number of times, or multiple 
models have similar levels of error (between take-off velocity measures or 
RMSE compared to a best-fit parabola), the user should subjectively examine 
the COM-trace for each potential model and choose the model which shows 
the flight path closest to a parabola at key points in the dive (around take-off 
and the point of maximum height) 
Errors: 
• Mean error in take-off velocity of 0.03 m/s from the camera calibration process 











The previous chapter described the need for segment-ends to be identified in order 
that a body-segment model can be implemented to locate the diver’s COM at any 
point in the skill.  Manual digitisation of images is a method for locating these 
landmarks but comes with a cost of time and intra-user variation in the identified 
position of each landmark. 
A method which mitigates these constraints is to use markers; tape fixed to the diver 
both consistently locates landmarks at (or near) segment ends and can facilitate 
automated tracking, accelerating the process and providing kinematic feedback in 
seconds.  Divers use tape for both support and proprioception in the course of normal 
training and find it unobtrusive and are able to wear it without a negative impact on 
training. 
Successful implementation of a marker system reduces an image to a plain background 
with only blobs (collections of pixels representing features of interest) in the 
foreground, as shown in Figure 6-1. 
 
 




This aim of this chapter is to identify a suitable method of creating and attaching tape 
markers to a diver such that maker locations can be used to calculate COM-position 
with a known level of comparability to the position calculated using manual 
digitisation. 
The chapter will identify the tape most suited to providing effective markers and will 
describe a method for fixing markers to divers for the duration of a training session.  It 
will describe a flexible method for dressing the environment to maximise the success 
of automated tracking. 
A method for extracting marker information from the image will be described, 
following which an experiment will be conducted to assess the performance of an 
automated marker-tracking system. 
   
6.2 A study to identify a suitable tape for markers 
6.2.1 Introduction 
Section 2.6 concluded that the most appropriate way to automatically track motion 
was through passive markers and that tape was a potential source of markers.  This 
was supported by the understanding that divers wear tape as part of day-to-day 
training and could be worn comfortably during training. 
A study was conducted to identify a suitable tape for use as a marker. 
 
6.2.2 Method 
A study was conducted with the aim of removing all background data from an image 
and leaving only desired foreground features (‘blobs’, or collections of pixels 
representing data of interest, in this case the tape marker) visible in white in a binary 
image.  
Varieties of three types of tape were used: 
• Red, green and blue Kinesiotape tape (Figure 6-2). This tape is commonly used 
by divers in training and competition for support and proprioception and is 
familiar and comfortable for the athletes.  The colours were selected for their 
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match to the colour channels in an RGB image, and have greatest distance from 
each other in HSV space, increasing their potential for being separated from the 




Figure 6-2.  Coloured tape was used in a trial based on the potential for colour-based image processing. 
 
• Black tape and white tape (Figure 6-3).  The high-contrast colours were selected 
to optimise the effect of a thresholding filter during image processing, more 
effectively isolating the markers in the image. 
 
 
Figure 6-3.  High-contrast tape was trialled with the aim of isolating markers using contrast-based image-
processing. 
 
• Retro-reflective tape (tape containing a layer of glass beads, Figure 6-4).  
Although not used by divers in normal training, reflective markers were 
considered in combination with additional directed lighting and low exposure 
during filming, for their ability to produce a high-contrast reflection that could 





Figure 6-4.  Retro-reflective tape (left) produces a bright reflection when a light is shined on it (right). 
 
Markers (lengths of tape approximately 5 centimetres in length) of each type of tape 
were fixed to the divers and image-processing techniques were performed on 
captured images with the aim of removing background data and leaving only the 
markers in the image.  A series of image-processing filters were applied to the images: 
 
Manipulation of colour levels 
Changing the level of red, blue and green in the image as appropriate to the colour of 




Figure 6-5.  An example of manipulation of colour levels via image processing.  Removal of Red and Green and an 
increase in Blue increases the brightness of pixels containing higher quantities of Blue.  Unlit reflective markers are 





Conversion to grayscale and contrast thresholding 
Reducing a 24-bit colour image to an 8-bit grayscale image allows a thresholding 
function to be applied to the image.  All pixels over a threshold value are converted to 
white and pixels below that value are converted to black. 
 
  
Figure 6-6.  A thresholding filter turns all pixels black or white depending on their brightness compared to a 
threshold value 
Inversion 
An inversion filter (Figure 6-7) transposes brightness values along a range from 0 
(black) to 255 (white) in the image.  This filter would turn black markers (for example 








Following image-processing, subjective qualitative assessment of the images was used 




Kinesiotape tape can be easily attached to the diver (Figure 6-8), its flexibility 
overcoming the challenge of maintaining adhesion to varying contours of the limb to 
which it is fixed.  
 
Figure 6-8.  Coloured markers attached to a diver’s ankle, leg and rib. 
 
Tape was attached to a diver; images were collected in unaltered ambient lighting.  
Figure 6-9 shows the effect of colour manipulation to isolate the markers of each 






Figure 6-9.  Colour manipulation to enhance blue markers (left), green markers (centre) and red markers (right). 
 
Blue and green markers were more identifiable in the image following colour removal 
whereas the red (ankle) marker had little contrast difference to the rest of the foot.  
Figure 6-10 shows the results of conversion to grayscale and then application of a 
thresholding function in a further effort to separate background from blobs. 
 
Figure 6-10.  Application of a grayscale and contrast threshold function following colour manipulation to isolate blue 




Lighting was similar in the test environment (from above) as in the training 
environment and an assumption was made that results would be consistent in either 
space.  There were no circumstances where image processing removed all background 
and consistently left only blobs as foreground data (although blue markers were 
processed with more success than red or green).  For these reasons, a more 
consistently successful solution was sought, and coloured tape was rejected as a 
solution. 
 
Black and white tape 
Images of an athlete were captured, again in ambient lighting similar to a training 
setting, wearing high-contrast markers in black and white (Figure 6-11).  
 
 
Figure 6-11.  Black and white zinc oxide tape was used to make markers.  The high contrast was selected to 
maximise the effect of contrast-threshold image-processing. 
 
As with the coloured tape, the zinc oxide tape of both colours could be fixed to any 
part of the body. Colour levels were subjectively manipulated and a grayscale and 
threshold function was applied to separate blob from background (Figure 6-12)  When 
black tape was used, an inversion function was included in the processing series to 






Figure 6-12.  Image processing to isolate a white marker (top) and a black marker (bottom) in an image. 
 
As with coloured markers, it was not possible to isolate the desired blob in the image.  
Additional features (clothing, reflection, shadow) left pixels of a similar brightness to 
the marker and were subsequently left in the image following processing.  Figure 6-13 
shows a view of the diving pool as the same processing filters are applied. 
 
 
   
Figure 6-13.  The view of the training environment with successive stages image-processing applied. 
 
There are areas of high reflection and darkness in the image that remain after 
processing as evident in the test environment.  For this reason, it was concluded that 
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black and white markers could not be isolated as blobs and therefore were discounted 
from further consideration as a solution.  
 
Retro-reflective tape 
Retro-reflective tape was attached to lower-limb landmarks Figure 6-14.  The subject 
was filmed in both ambient light and with additional lighting in the same direction as 
the camera.   
 
 
Figure 6-14.  Retro-reflective tape is used to create markers and can be used with and without additional lighting. 
 
The effects of colour-level manipulation on lit and unlit retro-reflective markers are 
shown in Figure 6-15. 
  
Figure 6-15.  Colour removal is used to isolate the reflective markers in the image.  Unlit (no directed lighting) 




Figure 6-16 and Figure 6-17 show the effect of the process of colour removal followed 
by the application of grayscale and threshold filters.  When unlit markers are used, as 
with black and white markers, the markers are lost before the background artefacts 
and consequently can’t produce the target image.   
 
 
Figure 6-16.  Colour removal and thresholding use to isolate reflective (but unlit) markers. 
 
 




When lit markers are used, image processing techniques produce the desired outcome 
– blobs remain as the only foreground data in the image (Figure 6-17, bottom-right).  
For optimal results, markers should be lit. 
 
6.2.4 Discussion 
Although all the tape used in the trial satisfied the requirements of comfort and 
adhesion, image processing techniques could not consistently separate markers of 
coloured tape from the rest of the image.  Retro-reflective tape, when lit, satisfied all 
needs and is therefore chosen as a suitable method for producing markers.  As it is not 
as adhesive or flexible as Kinesiotape or zinc oxide tape, consideration should be made 
to ensure it lasts the duration of a training session and that the environment is lit to 
maximise its reflective qualities. 
 
6.3 Application of markers 
Retro-reflective tape is more rigid than zinc-oxide and Kinesiotape and the edges are 
sharper.  A method of application was required that ensured that the markers (Figure 
6-18) stayed attached to the diver for the duration of a session and were comfortable 
to wear during training. 
 
Figure 6-18.  A retro-reflective marker.  Edges are trimmed to ensure the divers’ comfort. 
 
A series of observations were conducted following different methods of fixing the 
marker to the skin: 
• Applying the marker directly to the skin 
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• Applying the marker after spraying the skin with pre-tape adhesive (Figure 
6-19, left) 
• Adhesive plus leukotape covering the edge of the marker (Figure 6-20) 
•  Covering the marker in Opsite Flexifix (surgical tape used for waterproof cover 











Figure 6-20.  Leukotape was used to increase adhesion time. 
 
6.3.1 Method 
 Following the application of the markers to a group for divers, five training sessions 
were observed to identify the number of dives that could be completed before 
markers fell off in the water.  These results were compared to the number of dives in a 





The results of the observations are shown in Table 6-1. 
 
Table 6-1.  A range of strategies were used to fix markers to the divers.  The success of each strategy was measured 
by the number of dives completed before markers became detached. 
Strategy to fix markers on skin Lowest number of dives before marker 
detached 
Retro-reflective tape only 4 
Retro-reflective tape plus spray adhesive 6 
Tape, adhesive spray, leukotape bordering marker 13 
Retro-reflective marker covered by surgical tape Markers didn’t detach through a session 
 
A typical training session would consist of 40-80 skills, depending on the difficulty and 
the height from which they’re performed.  These numbers provide a benchmark 
against which the duration of adhesion can be compared.  The solution that met the 
needs of the session was tape covered by surgical tape. 
 
6.3.3 Discussion 
Either method that left the marker uncovered resulted in their loss from the body 
during the session.  The first marker to fall off was most frequently the ankle, followed 
by then knee.  This is influenced by both the diver grasping the ankles in the tuck shape 
and closing the arms around the side of the knees when adopting a closed pike creates 
a friction that can remove the markers, also that the small circumference of the lower 
leg creates a greater curve around which the inflexible marker is fixed, limiting the 
time it stays attached to the limb.  
Although the use of a tape border kept the markers in place longer, the available 
marker surface is reduced, the application time was greater, and the resources 




Markers covered with surgical tape stayed in place consistently throughout the 
session.  The surgical tape is clear, flexible and designed to provide a waterproof seal 
on the skin. Divers were happy to train wearing these markers and expressed no 
restriction of movement, discomfort or distraction.  This is the method of marker 
application identified as suitable. 
 
6.4 Lighting the scene 
6.4.1 Introduction 
Directed lighting is required to maximise the effect of reflective markers.  The design 
and specification of a method for lighting the scene must take several factors into 
account.  Restrictions on electrical devices near water (Team, 2017) require that 
devices must remain in defined zones – demarked by distance from water – based on 
the voltage used.  A stipulation that lights will be mounted in the spectator balcony (at 
a distance greater than 3.5 metres) ensures that this condition will be met. 
Springboards are generally 10-13 metres away from the camera and lights used should 
illuminate retro-reflective markers at these distances. 400-Watt halogen lights Figure 
6-21) were used to light the training environment. 
 
 
Figure 6-21.  400w Halogen lights were used to illuminate the scene. 
 
Lights should be mounted at an appropriate height such that the camera can pick up 
reflections through the divers’ flight path.  The ideal theoretical configuration is shown 
in Figure 6-22 – where lighting provides reflection throughout the flightpath, 
regardless of the flightpath’s height and distance.  Practical considerations require a 
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more economical solution - providing enough illumination to gather marker reflections 
through the parts of the dive from which performance metrics may be calculated. 
 
 
Figure 6-22.  A theoretically ideal (but impractical) lighting configuration, with halogen lights illuminating the whole 
flight path of the diver. 
 
Handrails in the spectator balcony provide mounting points for lights (Figure 6-23).  
The length of the handrails allows lights to cover the horizontal range of the dive and 
the tiered seating provides handrails at different heights to allow lighting of the 
vertical range of the dive.  British High-Performance Centres (London, Leeds, 









The spectator balcony provides a range of mounting points for lights and the best 
position for those lights must be identified for optimal marker reflection and to create 
the potential for motion tracking. 
Between two and four lights were mounted in a range of positions during divers’ 
training.  The divers were filmed; the resulting images were subjectively assessed to 
identify the brightest reflections and therefore the best arrangement of lights.  The 










Test 2:  At approximately COM height, either side of 
board tip 
 
Test 3:  At approximately 3 metres above board, 
either side of board tip 
 
Test 4:  2x COM height (behind and in front of tip), x2 
at approx. top of flight path (in front of board) 
Figure 6-24.  Lighting configurations used in filming tests. 
 
6.4.3 Results 
Two lights (Tests 1 and 2 above) proved insufficient despite their position.  When they 
were in front of the board, detail in the hurdle-step (in the 1-1.5 metres before the end 
of the board) was lost.  When they were only at COM level, detail towards the top of 
the divers’ flight path was lost.  In all circumstances, markers reflected less brightly 
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when covered in surgical tape (Figure 6-25, right).  Images with reflections of lower 
brightness could not be processed to isolate markers. 
 
  
Figure 6-25.  A two-light setup (left) producing reflections on uncovered markers (right) which were not bright 
enough for effective image-processing. 
 
With the addition of two more lights, all markers were visible for more of the flight 
path (Figure 6-26) and could be isolated using colour removal, grayscale and 
thresholding filters.  The diver’s technique before the point of take-off (i.e. the hurdle 
step) could be observed, allowing understanding of the relationship between hurdle-
height, board deflection and take-off velocity (as measured by Miller (Miller et al., 
2002)).  Two lights close to the peak-height achieved by the divers increased the 
number of frames in which all markers were visible around the top of the flight path.  
This is important to correctly identify the best body-segment model (Section 5.7) with 
which to represent the diver.  
Successive trials showed suitable effect when lights were positioned in approximately 
the same place – the lack of precision required in positioning increases the number of 
pools for which this configuration is suitable, considering the small differences in 










While brightness of reflection increases with the number of lights used, suitable 
reflections for image processing and marker isolation can be achieved with four lights 
(Figure 6-27), two at approximately the height of the COM at take-off, two at 
approximately the maximum height of the divers’ flight path. 
 
 




6.5  A study into the effect on COM of segment-end approximation using 
retro-reflective tape markers 
6.5.1 Introduction 
Markers are, in most cases, attached to the diver on the same landmarks as those used 
for manual digitisation.  There are, however, two cases where the landmark digitised 
to represent a segment-end cannot be the site of a retro-reflective maker.  In the case 
of the ankle marker, the shape of the protruding medial malleolus does not allow the 
adhesion of a marker (which requires a greater flat surface-area for successful 
attachment).  The skin covering the knee joint-centre continually stretches over 
repeated take-offs and acquisition of tuck shapes; markers stuck in this position are 
loosened by continual change of the knee-angle and so are positioned as close to the 
physical landmark as possible.   
The definitions of both the segment-end landmarks and the point of application of 
reflective tape is shown in Table 6-2  The effect of inaccurate digitisation on the body’s 
COM was investigated in Section 5.6.  The effect on the variation of COM-position due 
to the different position of markers compared to landmarks was calculated to 
understand the error introduced by this limitation. 
 
Table 6-2.  Segment-end landmarks and retro-reflective markers do not always occupy the same position on the 
body due to limb shape or skin-stretch. 





1. Ankle Ankle joint-centre (lateral 
malleolus) 
Fibula, directly above 
lateral malleolus 
2. Knee Knee joint-centre (lateral 
condyle) 
Directly below head of 
fibula 
3. Hip Hip joint-centre (greater 
trochanter) 
Greater trochanter 
4. Ribs Level with body of sternum Approximately level with 
body of sternum 
5. Neck Chin-neck intersect Level with spinous process 
of C7 
Hip, ribs and neck landmark positions can be exactly covered with retro-






A male and female diver were filmed performing forward dive and back dive in the 
tucked, piked and straight position.  Both divers wore retroflective markers to locate 
landmarks on the body.  The model selected as best for each diver (Chen and Nikolova-
female respectively) using the method defined in Section 5.7 was used to calculate 
COM-position in each frame. 
Each dive was manually digitised twice to determine COM-position during the dive.  
Neck, ribs and hip landmarks were digitised in the centre of each corresponding 
marker.  For the first digitisation of each dive, knee (lateral malleolus) and ankle (head 
of fibula) landmarks were located by eye using joint angle and shadow to guide the 
user. 
For the second series of manual digitisations, knee and ankle landmarks were located 
as the centre point of their respective markers (Figure 6-28). 
The resulting flight paths were compared and RMSE was calculated. The difference in 
COM-position in each frame of the dive using both methods was calculated and 
greatest difference in each dive recorded for comparison.  Smaller RMSE values and 
smaller differences between COM-positions reflect flight paths that were closer and 
less affected by the difference in knee and ankle landmark location.  Results are shown 




Figure 6-28.  Top-left – a diver in flight.  Top-right, digitised landmarks shown.  Bottom-left – anatomical landmarks 
on lower leg digitised.  Bottom-right – retro-reflective marker-centres digitised.  Lower leg markers are close to, but 





Results of the investigation are shown in Table 6-3.  Each dive is represented by a dive 
number as follows: 
• 101a – forward dive, straight 
• 101b – forward dive, piked 
• 101c – forward dive with tuck 
• 201a – back dive, straight 
• 201b – back dive, piked 
• 201c – back dive with tuck 
 
Table 6-3.  Comparisons of COM calculation using manual digitisation via observed and marker-based landmarks. 
Diver and dive RMSE (x) (mm) RMSE (y) (mm) Maximum distance between COM-position 
in each digitisation (mm) 
Diver 1 - 201a 2.6 2.8 6.5 
Diver 2 - 101a 3.1 1.7 5.3 
Diver 1 – 201b 2.1 3 6.3 
Diver 2 – 101b 1.8 3.5 5.8 
Diver 1 – 201c 1.6 3.4 6.7 
Diver 2 – 101c 2.8 3.7 7.1 
 
The effect of skin-stretch (the skin moving over the bone beneath and not remaining 
constantly over the bony landmark) affects COM calculation more as a greater number 
of joints are bent.  In straight shapes (dives 101a and 201a, above) where the hip and 
knee joint remain extended, COM consistency and vertical displacement of COM 
showed least difference.  Dives tucked (101c and 201c, above) show greatest 
maximum difference between visual and marker location of leg landmarks. 
The RMSE values in both axes showed less than 4 mm variance and the greatest 
distance between COM location using both methods was approximately 7 mm. 
 
6.5.4 Discussion 
There is some consequence to the calculation of COM when markers are not placed 
directly over lateral malleolus and lateral condyle.  The effect of the largest RMSE 
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value in y (affecting maximum height, COM displacement and take-off velocity) using 
the method described in Section 5.7.5, is approximately 0.005 m/s when calculating 
take-off velocity from COM displacement and the benefits of comfort and duration 
(markers stay in place for a whole training session) outweigh the drawback.  Retro-
reflective markers should be attached to divers as described in Section 6.5.1. 
 
6.6 A study into the comparability of COM-position using six and three-
segment models to represent the diver. 
6.6.1 Introduction 
Retro-reflective markers are unsuitable for use on the diver’s head and arms.  The 
landmark representing the top of the head is, in most cases, covered by hair.  The 
rotation of the shoulder inhibits the visibility of the segment end.  The rotation of the 
upper and lower arm during skill execution would (for a retro-reflective marker to 
locate the elbow joint-centre) require a tape marker to be wound around the 
circumference of the limb to be visible in all positions.  During trials this was both 
uncomfortable for the diver and restrictive (the flexion of biceps required to grab the 
legs in a tuck or pike shape resulted in discomfort as the elbow marker inhibited the 
bunching of the muscle).  Wrapping a reflective marker around the wrist was both 
practical and comfortable but added little extra information as to the position of the 
arm segments without the shoulder or elbow marker.  Furthermore, the wrist marker 
passed close to the hip marker during an arm swing and close to the ankle and knee 
markers in tuck and pike shapes respectively.  Although a stereo calibration of the 
scene would have provided enough depth information to differentiate the wrist and 
leg/hip markers, this is not possible in a one-camera system.  Consequently, the risk of 
misidentification of markers in an automated system supports unmarked upper limbs.  
A three-segment model is implemented to create the potential for automated 
tracking.  The head and arm segments are combined with the trunk creating a single 
upper-body segment linked to upper leg and lower leg segments.  This approach 
assumes that the difference in the location of the COM is small and consequently has a 
minimal effect on the calculation of take-off velocity, compared to calculating the 
effect on COM-location from the position of each segment.   
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The difference in location and rate of change of COM when calculating take-off velocity 
using a three-segment model compared to a six-segment model should be found in 
order to understand the error introduced into the system by this approach.   
 
6.6.2 Method 
An assumption is made as to the position of the head and arms for the calculation of 
mass distribution and COM location of the coalesced upper-body segment (head, 
upper arm and lower arm is combined with the mass of the trunk).  Figure 6-29 shows 










Figure 6-29.  Take-off shapes for dives rotating for different diving groups.  The yellow line approximates a segment 
that goes from the hip landmark and extends through and beyond the neck marker. 
 
 
The accuracy of the three-segment model compared to the six-segment model must 
be at its greatest through and immediately after take-off, as these are the frames used 
to calculate take-off velocity and infer several performance metrics (maximum height, 
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trajectory, moment of inertia).  In all groups, the head is closely aligned to the 
longitudinal trunk-midline (indicated by a yellow line in Figure 6-29, above).  In back 
and reverse take-offs, the arms are also close to this line and are extended and above 
the shoulder in all poses.  Although there are circumstances where the head and arms 
would be in a significantly different position to this pose, the take-off would be 
considered compromised to the extent that the coach would exclude it from analysis. 
For these reasons, a choice should be made between approximations of head and arm 
position that reflect diving posture (Figure 6-30). 
 
 
Figure 6-30.  Head and arms can be assumed to be in one of a series of diving-specific postures for the purposes of 
merging upper-body segments for the three-segment model. 
 
The take-off images shown in Figure 6-29 are closest to Pose 3 (above), with the arms 
extending above the head.  This allows approximation to both forward and inward 
take-offs where the arms are in front of the hip-neck line and to back and reverse take-
offs where the arms are behind that line. 
To produce an approximation of the upper segment, a series of steps are followed. 
Initially, the head and upper arm are merged into a single segment where the new 
segment mass is the sum of head and arm mass and whose segment COM-position is 
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where m1 and m2 are the masses of the two segments (head and upper arm), COM1 
and COM2 are the position of the COM of each segment and lp is the length of the 
shorter segment (head) as a percentage of the longer segment (upper arm) length. 
Relative segment lengths were determined using the average of segment data from 
the divers digitised (head, upper-arm and lower-arm lengths were calculated from the 
distances between digitised landmarks on the image).  The resulting head/upper-arm 
segment is then merged with the lower-arm segment, resulting in new segment mass 
and a new COM for the segment.  The third step is to combine the head/upper-
arm/lower-arm segment with the trunk.  This sequence is illustrated in Figure 6-31. 
 
 
Figure 6-31. A process for coalescing Head, Upper-Arm, Lower-Arm and Trunk segments into an Upper-Body 





Typical last-contact frames were digitised to measure the difference in COM-position 
using a three and six segment model, as shown in Figure 6-32. 
 




















COM (102, 1038) 
Figure 6-32.  COM position (shown in white), calculated using three and six segment models. 
 
It can be seen that there is a negligible effect on the x-coordinate of COM, and a small 
effect (between 2 mm and 19 mm) on the y-coordinate of COM.  The effect of this 
COM change on take-off velocity should then be established. 
The dives used in 6.5.2 (dives by a range of divers covering all rotating groups) were re-
digitised.  The first digitisation implemented the 3-segment model described above to 
calculate COM-positions on frames around take-off.  The second series of digitisations 
used all landmarks to create a 6-segment model as described in Chapter 5.  The change 






The velocities calculated for both body-segment models were then compared to 




The results of the study are shown in Table 6-4 and Table 6-5. 
 
Table 6-4.  Comparison of horizontal and vertical take-off velocity data calculated using a 3 and 6-segment model.  
Highlighted cells represent values of 0.1 m/s or greater. 
 
Table 6-5.  Displacement of COM between take-off and the top of the flight path based on initial velocities. 
 
 
For most cases, take-off velocity calculated using the three and six-segment models 
were within 0.1 metres per second of each other and were different by no more than 
0.1 metres per second when considering vertical velocity.  This difference is the same 
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as the threshold level of accuracy for vertical velocity described in Miller’s (2013) study 
inferring kinematic parameters from broadcast video.    
There is greater inconsistency in x – reflecting that in forward and inward dives, it is 
likely that the arms are further from the 180° angle assumed during take-off.  Some 
variation may have also have been introduced in the six-segment model during manual 
digitisation of the take-off frames; Section 5.6 identified that manual digitisation of 
landmarks (in this case head, shoulder, elbow and wrist, where retro-reflective 
markers are not present) risks inconsistency which may affect COM calculation in the 
frames from which velocity is calculated, although inconsistency in these digitisations 
were shown to have a limited effect. 
These results show an average difference (with the six-segment model) of 31.2 mm, 
2.4%.  In these examples, the greatest difference in displacement is in Dive 7, where 
the difference in inferred COM displacement is 51.1 mm.  
 
6.6.4 Discussion 
It is assumed that a more accurate COM calculation is obtained using a six-segment 
model considering the changing position of the head and arms.  A three-segment 
model (which can be implemented using reflective markers) provides close agreement 
on measures of vertical velocity at take-off, COM displacement and shape of flight-
path.  This allows comparison of data generated between six and three segment 
models for these kinematic variables, although the difference in COM-position in each 
frame means that displacement relative to the tip of the board will have a greater 
difference between the two models. 
 
6.7 Summary 
Markers representing segment-ends provide the potential for both consistent location 
and an increase in processing speed with automated tracking. 
Retro-reflective tape has been shown to be an effective resource from which markers 
can be produced and, when reinforced by Opsite Flexifix surgical tape, markers have 
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been shown to be secure for the duration of a training session.  It has shown that 
optimum lighting conditions are achieved by the positioning of four halogen lights, two 
at approximately waist-height and two at a height of approximately the top of the 
flight path.  Both pairs of lights should be separated horizontally by 1-1.5 metres for 
flight-path coverage.  In this configuration, reflective markers can be tracked from the 
last step into the hurdle, through to the point at which the hands hit the water at 
entry. 
It has been shown that positioning markers close to, but not on, the ankle joint-centre 
and knee joint-centre has a small effect (but no greater than the effect of error in 
point-reconstruction) on calculated COM location due to the relatively small mass of 
the lower-leg.  This compromise allows uninterrupted training; when markers are 
placed directly on joint centres, the movement of the knee and ankle dislodged 
markers. 
Marker-attachment is impractical on the head and arms.  This limitation requires a 
three-segment model be used to represent the diver instead of the six-segment model 
achieved with manual digitisation.  Key markers such as vertical take-off velocity show 
a close match between a three and six-segment model and the compromise in 
accuracy in performance data is balanced by the opportunity to produce real-time 
feedback in training via automated tracking. 
Having created the potential for automated tracking with reflective markers, an 
algorithm for tracking with heuristics to manage occlusion (where a marker is 
obstructed and not visible) and correspondence (where a landmark must be identified 
from more than one foreground feature) should be developed. 
Summary of approach: 
• Use retroreflective tape for markers 
• Fix markers to five defined sites on the body 
• Cover markers with Opsite Flexifix tape  
• Light the environment with halogen lights to maximise marker visibility 
Errors: 
• Mean error in take-off velocity of 0.03 m/s from the camera calibration process 
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• Mean error of 0.03 m/s and 0.06 m/s in hurdle step and standing take-offs, 
respectively 








7 Marker tracking 
7.1 Introduction 
It has been shown that a diver can represented by a stick-figure and body-segment 
model describing the distribution of mass and segment mass-centres.  Segments are 
defined by the position of segment-ends, whose location in each frame can be defined 
by the user with manual digitisation. 
Manual digitisation of landmarks has limitations both in speed – an experienced user 
of the software can take up to seven minutes to digitise a dive – and the risk of both 
inter and intra-user inconsistency in digitisation accuracy.  These limitations can be 
addressed with the implementation of an automated tracking process, using reflective 
markers as described in Chapter 6. 
This aim of this chapter is to design and validate a method to track passive markers 
from which kinematic data is calculated.  Tracking the flight path until the diver is 
approximately level with the board allows the computation of: 
• Change in moment of inertia from take-off to tightest shape 
• Change in angular velocity from take-off to tightest shape 
• Rotational speed during somersaults in the flight phase 
• Joint angles in the somersaulting shape 
• Height at which each somersault is completed 
• Height at which the diver opens from the shape 
• Distance between closest landmark and diving board as the diver descends 
These metrics were identified as matching and extending those calculated in related 
studies in the literature. 
The method must track markers quickly enough that performance data can be shared 
with the diver and staff in the time taken for the diver to surface from the dive and 
receive feedback from the coach.  Delayed video playback (presently used in high 
performance centres, where divers see a replay of their dive after each performance) 
are typically set to a twelve second to twenty second delay, therefore twelve seconds 
was selected as the limit to define ‘quickly enough’ for the tracking of markers. 
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Examples of marker tracking are shown in Figure 7-1. 
 
 
Figure 7-1.  The paths of markers tracked through a dive. 
 
 
The chapter describes the steps of image-processing required to automatically track 
motion and the methods designed to maximise efficiency and processing time.  It 
defines methods to manage occlusion (where a landmark is not visible due to being 
blocked by a limb and so should have its position predicted) and correspondence 
(where more than one marker has the possibility of locating a single landmark). 





Each frame of video must be processed with the aim of removing all background noise 
and leaving markers as the only foreground information in the image.  This is achieved 
in both hardware (manipulation of camera settings) and in software, with the 
application of a series of image-processing filters; Aforge (2008) libraries were used as 




7.2.2 Camera exposure 
The exposure setting on the camera defines the amount of time (in microseconds) light 
can be detected by the camera’s sensor.  A desirable exposure level is required that 
balances the ability for the diver and coach to see the athlete in the image while 
maximising the contrast between markers and background (Figure 7-2).  Should this 
not be possible, a second camera could be used. This level should be subjectively 
selected by the user and may change depending on ambient lighting. 
 
 
Figure 7-2.  Reducing exposure time darkens the image and provides a different contrast between background and 
marker reflection. 
 
7.2.3 Background subtraction 
Extraneous noise in the image (reflections on the water, from handrails, lights etc.) has 
the potential to create error when locating and identifying reflective makers.  
Background subtraction (Figure 7-3) is a process where pixel component-values (red, 
green and blue) from one image are subtracted from those from the corresponding 
pixel in another image. 
To maximise the effect of background subtraction (by limiting the number of changes 
between foreground and background images), the background image is selected as the 
final image from the dive, when the diver is submerged. The process works to better 
effect when there are no other moving elements in the image (for example other 
divers) but this is not a critical condition as background athletes do no create high-
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contrast noise in the image and their representation will be removed in further 
processing steps.  Background subtraction is the first image processing filter used in 
the method. 
 
Figure 7-3.  Background removal leaves the diver and minimal additional detail in the image for processing.  
Subsequent processing is required to isolate blobs as foreground detail. 
 
7.2.4 Conversion to grayscale 
The Grayscale filter is used to convert a 24-bit RBG image into an 8-bit grayscale image 
(Figure 7-4).  The luminance of each pixel (represented on a scale between black and 
white by a value between 0 and 255) is determined by applying weighting-coefficients 
to Red, Green and Blue components of the image.  The Grayscale class in Aforge by 
default defines pixel luminance (L) as: 
 
L =  0.2125LR  +  0.7514LG  0.0721LB                                                                [7-1]          
 
where LR, LG and LB are the red, green and blue components of the pixel-colour 
(equation 7-1), respectively.  The coefficients match those defined by the International 
Telecommunication  Union (International Telecommunication Union, 2002) to derive 
luminance and reflect that human vision is most sensitive to green (the highest 
coefficient) and least to blue (the lowest coefficient). 





Figure 7-4.  The grayscale filter converts a 24-bit RGB image to an 8-bit grayscale image. 
 
7.2.5 Thresholding 
A threshold filter converts a grayscale image to a binary image.  A threshold value is 
used; pixels with a luminance below the threshold value are considered background 
and are represented in the binary image by black pixels.  Pixels with a luminance at or 
above the threshold level are considered foreground detail and are coloured white.  An 





Figure 7-5.  Background subtraction and a grayscale filter produces the image (left).  A threshold filter leaves only 
blobs as foreground features. 
 
A threshold value can be determined subjectively by the user or can be calculated with 
the implementation of an Otsu filter (Smith et al., 1979).  Iterative examination of the 
effect of different threshold values allows the user to select a value to leave only 
marker reflections as foreground data.  An Otsu filter  calculates the optimum 
threshold level in an image, where optimal is defined as the lowest ‘within-class 
variance’ (where classes are defined as foreground and background based on the 
threshold value; variance in each class is calculated with pixel count weighted by the 
pixel count at each luminance level).  An Otsu filter iterates through all possible 
threshold values and calculates variance of pixel-spread either side of the threshold 
value until the value with the lowest within-class variance is found. 
The effect of thresholds selected by the user and calculated by an Otsu filter are shown 
in Figure 7-6. 
 
 
Figure 7-6. A thresholding function applied using manually-specified threshold vales and a threshold value calculated 




Experimentation showed that both manual selection and implementation of an Otsu 
filter effectively reduced the foreground pixels in the image to those representing the 
reflective markers.  The use of the Otsu filter allowed the automation of the image 
processing series and was selected as the default method. 
The use of this series of filters results in background (all detail except marker) removal 
as shown in  Figure 7-7. 
 
 
Figure 7-7.  The series of processing filters reduces the image to markers against a black background as required. 
 
Aforge orders groups of foreground pixels (‘blobs’) in ascending order of the y-
coordinate of the blob-centre (Figure 7-8). 
 
Figure 7-8.  Markers reduced to a list of white-pixel groups (‘blobs’).  The red rectangle is the window defines the 




7.2.6 Starting frame and pose estimation 
As described in Chapter 2, known starting conditions (pose and approximate location 
of the diver) support accurate marker identification.  An assumption is made that 
divers will begin their skill upright with the ankle marker lowest in the image and the 
head marker highest, a consistent feature of all springboard dives.  Using this 
assumption, the list of blobs can be attributed to landmarks in the following order: 
neck, ribs, hip, knee, ankle (Figure 7-9). 
 
 
Figure 7-9. Knowing the initial pose of the diver allows the identification of landmark by ranking blob-height. 
 
This attribution only holds if the expected number of blobs is detected in the image.  If 
one marker is occluded there is no way to identify the missing marker.  For this reason, 
the method iterates from the first frame until five markers are located (Figure 7-10), 





Figure 7-10.  Each image is processed until five markers are detected in the image; this frame is designated the ‘start 
of tracking’ frame’. 
 
7.2.7 Tracking movement 
Processing all frames in the sequence using the method described above has 
limitations in both logic (safe assumptions) and speed.  As the diver moves from the 
starting pose and subsequently rotates by more than 90 degrees, assumptions about 
the vertical order of markers no longer hold and heuristics are required to identify 
landmarks from markers.   
The chosen method for tracking markers uses the assumption that a marker can only 
move by a limited number of pixels between frames – limited by the speed of 
movement of the human body, limb-length, resolution (488 x 656 px) and the 
framerate of the video (80 Hz).  Markers with greater distance from the centre of mass 
have the capacity to move by a larger distance compared to markers close to the COM. 
Crop-windows are defined as areas of image surrounding each marker.  The optimum 
dimensions of the crop window maximise the probability of the marker staying within 
the crop window in the next frame and minimises the probability of another marker 
encroaching into the same area of the image.  A marker in frame n+1 will be searched 





Figure 7-11.  Crop-windows are created to reduce image-processing time and to simplify the assignment of 
landmarks to markers. 
 
When landmarks have been identified in frame n, a window of pixels is defined around 
each with the expectation that in frame n+1 the marker will still be visible.  Assuming a 
marker is visible in that window, it is assumed to be the same landmark as in frame n.  
The crop-window is redefined for each marker and the process is repeated in frame 





Figure 7-12.  A crop-window is created around each landmark – this window reduces the area in the successive 





This method of marker assignment requires adaptation under the condition of 
correspondence.  Should two markers occupy the same crop window (Figure 7-13), a 





Figure 7-13.  Elements of two markers may appear as blobs in one crop window.  This requires a method for 
identifying the correct blob/marker which represents the landmark. 
 
Three methods were considered for blob-selection. 
1. A selection based on area (number of pixels in each blob).  It was assumed that 
any other marker visible in the crop-window would encroach by only a few 
pixels, and the desired marker would appear as full-size and a therefore a larger 
area.  Experimentation showed occasions when markers produced a smaller 
blob (likely due to the orientation of the segment with respect to the lighting 
and the camera) than the incorrect one, resulting in, for example, the knee 
being mistaken for the ankle.  Consequently, this method was discounted. 
2. To calculate segment lengths using an adjacent marker from the previous 
frame and both the markers visible in the crop window.  The assumption was 
that even when accounting for the translation of the known marker from one 
frame to the next, the correct marker would have a segment-length closer to 
that calculated in the starting frame than the other.  Trials showed that this 
was an unsafe assumption.  For example, in a tight tuck shape, the hip and 
ankle markers could be a similar distance from the knee marker and be 
misidentified for any (or a combination of) the following reasons: 
a. The size of the blobs could vary due to orientation to lighting and 
influence the landmark position (determined by COM of the blob) and 
therefore segment length. 
b. Segment length calculation is influenced by the calibration parameters 
and reconstructions made in different parts of the image. 
c. The anatomy of the diver could lead to segments of similar lengths.  
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For these reasons, this method was discounted. 
3. Experimentation with dives from all sampled athletes showed that the most 
consistently accurate method (in terms of the number of correctly-assigned 
blobs to landmarks) was to calculate the distance of each visible marker from 
the centre of the crop-window, with the nearer marker selected as 
representing the desired landmark.  The assumption was that the landmark 
would not change position in 1/80th second so much than an incorrect marker 
would be detected close to the desired landmark’s last-frame location.  This 
method resulted in correct match between marker and landmark in all trials 
and was therefore implemented in the automated tracking process. 
 
7.2.9 Occlusion and landmark prediction 
When swinging the arms or transitioning into or out of a tuck or pike shape, body-
markers are likely to be occluded by the arms.  In this instance, a landmark location 
must be predicted, otherwise a COM location cannot be calculated, and a crop-window 
can’t be defined to seek the marker in the next frame.  At points in the dive, prediction 
may be required should a marker fail to produce a reflection bright enough to remain 
as a blob following image processing. 
A method of prediction was designed that assumed that joint angles would not 
significantly change between one frame and the next and that segment lengths were 
known (segment lengths could be calculated in any frame where both markers were 
visible). 







Table 7-1. Each landmark can be predicted if a pair of markers have been detected in the image. 
Missing landmark Markers required for prediction Joint 
Ankle Knee and Hip Knee 
Knee Hip and Ribs Hip 
Hip Ankle and Knee or Ribs and Neck Knee or Rib 
Ribs Hip and Knee Hip 
 
Landmark-location prediction is only used when the required adjacent markers were 
located due to their visibility in the appropriate crop-marker (and were therefore 
‘found’ as opposed to ‘predicted’), a decision was made to not predict landmarks using 
other predictions. 
Figure 7-14 shows an example of a marker becoming occluded by the path of the arms 
as a tuck shape is adopted. 
 
 
Figure 7-14.  A marker can become occluded between one frame and the next, requiring a prediction of position. 
 
Prediction of the knee-marker location requires the calculation of segment lengths (hip 







Figure 7-15.  Segment lengths and interior angle are required for marker prediction. 
 
The predicted marker location is then calculated with the same distance from (in this 
example) the hip marker in frame n with the same interior angle.  Two positions are 
calculated with an interior angle of ϑ, rotated in opposite directions (calculation of the 
interior joint angle does not identify the direction of rotation between each segment) 
as shown in Figure 7-16. 
 
Figure 7-16.  Two locations are calculated as potential marker positions 
 
A test to find the location closer to that of the marker in frame n-1 identifies the 
correct potential position (in the example above, P2).  The predicted position is shown 
in Figure 7-17.  A successfully predicted marker will be re-identified when it is no 




Figure 7-17.  Marker location is predicted for the calculation of COM and kinematics. 
 
7.2.10 Tracking termination 
Tracking is terminated when one of the following conditions is met: 
1. The last frame of the video has been processed. 
2. The landmark-prediction function cannot be used due to the lack of ‘known’ 
adjacent markers in the image. 
3. One marker has been predicted over a threshold number of successive frames.  
Repeated predictions without detection limits the tracking accuracy.  For this 
reason, a maximum number of successive predictions for each marker results in 
tracking ending.  
Although tracking the whole dive is advantageous, many performance variables can be 
calculated with a small number of frames.  Should markers be accurately tracked 
between frame nT-2 to frame nT+2 where nT is the point of take-off, analysis of the COM-
position in these frames allows estimation of: 
• Take-off velocity 
• Trajectory of COM 
• Maximum height attained 
• Distance of COM from board as diver passes the board during descent 




These data provide comparative metrics to those found in existing studies and inform 
elements of What It Takes to Win.  A greater amount of performance data can be 
inferred with landmarks tracked over more frames.  Tracking the flight path until the 
diver is approximately level with the board allows the computation of metrics 
described in the introduction to this chapter and provide more sensitive analysis of the 
whole dive and reflect information required to answer performance questions raised 
by multi-disciplinary teams in British Diving. 
 
7.3 Examples 
Figure 7-18 shows key frames with tracked markers illustrated.   
 
Figure 7-18.  Key frames in a dive showing tracked markers. 
 
Maximum squat is a key-frame due to empirical observation of the relationship 
between a deep squat and the take-off velocity, and height subsequently attained by 
the diver.   The Last contact key frame provides data about the lean at take-off – an 
influence on the height and distance attained and the speed with which the diver can 
adopt a tight shape during rotation.  Maximum height is important as a measure of 
virtuosity and the ability to earn high scores from judges.  The Passing the Board key-
frame quantifies COM distance to assess distance (and safety, if the value is low) to 
enhance judge score. 
 




Figure 7-19.  The dots show the position of specific landmarks in all frames of automated tracking. 
 
7.4 A study to assess the performance of the automated tracking process 
7.4.1 Introduction 
The effect of the tracking function was tested on a series of dives captured in a training 
session.   
Automated tracking is defined in this study with increasing levels of success as follows: 
• Unsuccessful – landmarks cannot be tracked during take-off 
• Moderately successful – landmarks are accurately tracked during take-off and 
up to 0.05 seconds of flight.  From these data, a minimum set of performance 
data can be estimated (take-off velocity, maximum displacement and height, 
horizontal distance from the board and flight time)  
• Successful – landmarks are accurately tracked beyond the top of the flight path.  
A best-fit curve can be fitted around these points giving greater accuracy to the 
data described in the point above, allows calculation of the best body-segment 
model to represent the diver and provides key frames from which somersault 
speed can be calculated. 
• Perfect – all markers are tracked accurately in all frames. These data allow all 





Two divers performed a total of 26 dives (Table 7-2).  The skills performed reflected 10 
unique skills covering 4 groups.  The automated marker-tracking process was 
implemented for each dive.  The algorithm tracked until it met a stopping condition as 
follows: 
• Too few markers were found to predict those missing (Table 7-1 defines the 
markers required to make a prediction of a single missing landmark) 
• A marker had been predicted for a threshold number of frames, indicating a 
lack of accuracy in COM-position over time. 
The level of success of the tracking algorithm was subsequently assessed. 
 
7.4.3 Results 
The results of the study are shown in Table 7-2, below.   An example of a COM-trace 
from automated tracking is shown in  Figure 7-20.  Images showing the COM-path for 
each skill are shown in Appendix A. 
 




Table 7-2.  The results of running the automated tracking method on a range of dives.  The maximum number of 
frames in one video was 400.  ‘Post-TOF?’ refers to frames after the top of the flight path.  Highlighted rows indicate 
dives in which some success-measures were not achieved. 
 
 
Dives in a range of groups with a range of complexity could be tracked.  In general, 
easier dives (with fewer changes in body shape and less rotation) were tracked for 
longer.  No dives were tracked perfectly, with markers in all frames to the point of 
entry tracked. 
100% of dives were tracked to at least a moderate level of success – tracking past take-
off and allowing the calculation of flight path parameters based on change of COM-
position during take-off.   77% of dives were tracked to a standard defined as 
successful – providing COM reconstructions over enough of the flight path that a 
parabola could be estimated from which performance data could be calculated.  In all 
dives, all markers in the frames of maximum squat and maximum deflection were 
correctly identified, providing the opportunity to calculate performance data linked to 
flight and rotation parameters. 
Inward-rotating skills were tracked with the least success.  In some instances, the diver 
obstructed the view of the knee marker for so long that the algorithm exceeded the 
number of acceptable predictions of a single marker.  In the case of 407c (inward 3.5 
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somersaults), the high degree of angular momentum contributed to markers being 
‘lost’ as the diver achieved great angular velocity. 
Some skills (5132d, forward 1.5 somersaults with 1 twist) rate as ‘moderately’ 
successful although the algorithm tracked the skill for as long as possible.  When the 
diver initiates the twist, the body begins to rotate around the longitudinal axis.  After 
approximately 90° of twist rotation has occurred, markers cannot be in view.  The 
algorithm is therefore limited in potential for some twisting dives.  For other twisting 
dives (see 5152b, forward 2.5 somersaults with one twist, above) the twist is 
performed in the second somersault, during the descent from the top of the flight 
path.  For these skills, ‘successful’ tracking can be achieved despite the longitudinal 
rotation. 
Visual inspection of the marker-traces revealed that the marker needing prediction 
with greatest frequency was the neck marker.  The arms should be overhead and 
covering the ears in forward and inward take-offs and should be above the head and 
covering the ears during preparation for entry and entry.  These conditions required 
frequent prediction of the neck marker, with a large crop-window allowing the marker 
to be re-acquired when visible. 
The rib marker needed frequent prediction due it its occlusion during an armswing and 
when attaining a tuck or pike shape.  These conditions had a smaller impact due to the 
rib marker not being used to calculate COM, but it was nevertheless important to re-
acquire the marker accurately in order to predict the neck marker later in the dive. 
 
7.4.4 Discussion 
It was shown that dives with a variety of performer, shape, direction of rotation or 
difficulty (and speed of rotation) could be automatically tracked.  Most dives could be 
tracked until the descent phase (dropping from the top of the flight path).  The amount 
of marker data captured to that point can be used to estimate many flight parameters 
as well as take-off parameters (such as board deflection, speed of leg-extension and 
change in trunk angle) before the flight phase. 
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The most common landmark to need prediction was the neck, owing to correct 
technique placing the arms straight and above the head (therefore occluding the neck 
marker) for periods of take-off and entry. 
Dives were never tracked until entry and submersion; lighting was positioned to 
capture movement above and around the level of the board and marker reflections 
were less bright between heights of 0m and 1.5m.  As the arms were generally in the 
entry position close to the water (with the neck occluded), if either rib or hip marker 
were not identified, the prediction cannot be made and tracking ends. 
The feedback cycle allows approximately twelve to twenty seconds (with twelve 
seconds defined as a threshold value for tracking) between entry and video replay; the 
diver must decelerate under the water, surface and get feedback from the coach 
before watching the replay.  All videos were tracked in less than this time, ensuring 
that the provision of performance data in training does not have a detrimental effect 
on training rate. 
Without ‘perfect’ tracking accuracy and considering the limitations of a three-segment 
model to represent the body and the possibility of COM-error due to marker 
prediction, automated tracking is not proposed as an optimal method from which to 
calculate performance data.  It is, however, a method to produce data quickly which 
can give an indication to the coach of the objective performance of a dive (and 
compare to other repetitions) in that, or previous, training sessions.  Should a metric 
(board deflection, velocity, height etc.) change when measured with automated 
tracking, the difference can (subject to the size of the change) be accepted as a real 
difference in performance.  Over time, results from automated tracking and manual 
digitisation can be compared to give an indication of the link between data from each.  
 
7.5 Summary 
Limitations of manual digitisation were identified as the time cost to produce 
performance data and the risk of digitising error compromising the accuracy of COM-
reconstruction.  A proposed solution was the design and implementation of an 
automated marker-tracking algorithm.   
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Image processing, pose-estimation and heuristics to manage occlusion and 
correspondence have been considered and methods proposed to overcome challenges 
in marker recognition and tracking. 
An automated process has been implemented and has been shown to track dives 
performed by a range of divers in different shapes, directions and of differing 
complexity with a quantifiable degree of success.    
‘Moderate success’, defined as tracking the diver past take-off for long enough for 
many of the metrics presented in comparable studies in diving (Section 2.5, Figure 2-7 
and Figure 2-8) to be calculated, was achieved in 100% of dives analysed.  ‘Success’, 
defined as markers being tracked until the COM of the diver had passed the peak of 
the flight path – where metrics are calculated with greater accuracy – was achieved in 
77% of the dives analysed. 
Analysis of the success of the tracking algorithm indicates that it provides a unique 
solution to the calculation of performance metrics in a training environment, although 
manual digitisation will (with an inherent time cost) produce data with greater 




8 ‘diveTracker’ software tool 
8.1 Introduction 
Analysis of video data and production of feedback to the user is typically achieved 
using a software tool.  Off-the-shelf software tools exist to perform this task and were 
considered for use in the study.  Chapter 2.9 concluded that there were no existing 
tools that supported all the following features: 
• Planar calibration 
• Constant streaming from a machine vision camera 
• Support for multiple body-segment models 
Methods have been described to calculate performance metrics for dives with greater 
processing speed and accuracy than has been shown in the literature.   Chapters 3 and 
4 described the implementation of a planar calibration method to reconstruct world 
coordinates with a high level of accuracy from any part of the image.  Chapter 5 
showed the need to represent the body with a range of body-segment models with a 
process to select the optimal model for each diver.  Chapters 6 and 7 described a 
method for landmark tracking via an automated marker tracking process.   With no 
software tool on the market to implement these methods, a gap in practice therefore 
exists – a method for calculating performance characteristics of dives and 
communicating these data to the diver and support team in an accurate and time-
efficient manner. 
The diveTracker tool (Figure 8-1) was developed by the author to support the user to 
analyse dives and produce kinematic data using the methods listed above.  The aim of 
this chapter is to describe the tool, the new practice undertaken by the World Class 
Programme and its members, the kinematic data generated from it, and the use of 





Figure 8-1.  The diveTracker tool implements the methods used to produce kinematic data describing diving 
performance. 
 
8.2 Implementation of methods 
8.2.1 Calibration files 
Chapters 3 and 4 described a method for calibrating a view of a diving scene in order 
to reconstruct world coordinates with greatest accuracy.  Calibration files generated in 
Check2D are selected by the user to reconstruct world-coordinates from points in the 
image (Figure 8-2).    
 
Figure 8-2.  Calibration files selected to represent movement planes on all boards in the scene.  The red box 




8.2.2 Landmarks  
Landmarks of interest (representing segment ends and the tip of the diving board) are 
defined in the tool.   Manual digitisation of these landmarks (or automatic tracking of 
markers) produces screen and world coordinates (Figure 8-3).   In some circumstances, 
landmarks facilitate the measurement of segment positions and joint angles.  In 
others, landmarks define key points of the dive (for example the smallest y-value of 
the board-tip coordinate defines the point of maximum deflection). 
 
 
Figure 8-3.  Segments are defined by landmarks digitised by the user or from automated marker tracking.  The panel 
highlighted yellow displays the (u,v) and (x,y) coordinates of each landmark digitised. 
 
Efficiency and speed of manual digitisation is enhanced by the tool constraining the 
number of landmarks required, providing a guide for consistently locating landmarks 
(via ‘tooltips’ – text that appears when the user hovers over the digitisation button of 
each landmark) and automatically assigning mouse-clicks to landmarks in sequence 




8.2.3 Body segment models 
Models defined in Chapter 4 are available for selection by the user.  The best model, 
defined as the model which results in COM-positions during the flight of the dive most 
closely fitting a parabola, can be calculated from within the tool (Figure 8-4). 
 
 
Figure 8-4.  The most appropriate model for the diver can be calculated or manually selected by the user. The panel 
highlighted in yellow contains the range of models from which a choice can be made. 
 
A limitation of existing tools and research is the assumption that all subjects can be 
accurately reflected by a single body-segment model.  It has been shown that the 
individual morphology of divers leads to a variety of height, mass and mass 
distribution.  The ability of diveTracker to match a model to a diver gives a closer 
estimation of the change in COM through a dive and provides more accurate data to 
the diver, coach and support team, giving better data from which to make decisions. 
 
8.2.4 Automated marker tracking 
Automated marker tracking reduces the time taken to track landmarks through a dive 
from approximately seven minutes per dive to under five seconds per dive.  Although 
there is a reduction of accuracy (a mean difference of 2.4% when comparing maximum 
displacement and mean difference of 0.06 metres per second) when calculating the 
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position of the COM due to the implementation of a three segment model compared 
to the six segment model used in manual digitisation, the ability in diveTracker to 
provide close-to instant feedback to the user – with consistent data that can be 
compared to that of manual digitisation at a future point – gives an opportunity to 
provide objective feedback for divers that does not exist with any other tool. 
Controls are available for the user to automatically or manually select components of 
an image-processing sequence.  Contrast threshold value and the area of image 
containing the end of the board and the diver can be easily set and this maximises the 
speed and accuracy of the tracking algorithm (Figure 8-5). 
 
 
Figure 8-5.  Automated tracking can be set-up by the user to optimise the performance of the algorithm.  The white 
dots in the red square show the result of the image-processing algorithm, reducing the image of the diver to the 
markers designating each landmark. 
 
The increase in processing speed creates a unique environment where data is available 
between repetitions of a skill  and can be presented with no slowdown in training; the 
additional data available to the diver and coach adds to the subjective opinion of the 
coach and the ‘feeling’ achieved by the diver.  The kinematic effect of making a change 
based on a coaching point can be assessed immediately, enhancing the understanding 





Specific points of the take-off and flight – and the body’s transition between them – 
are commonly used by coaches for qualitative analysis.  Presenting the diver’s posture 
to the athlete and team with associated kinematic feedback provides additional insight 
for decision-making about coaching points, and shows progression towards an ideal 
position over time.  The performance data relates the preferred postures to overall 
improved performance or validates a different approach for the individual should the 
textbook technical model lead to reduced performance. 
The user interface of diveTracker was designed to align use of the tool to the areas of 
focus described in the British Diving Single System ('BDSS', Evangulov et al., 2016) 
technical manual (Section 2.3.3).  The interface uses buttons that, when clicked, allow 
the coach or analyst to skip directly to a position of importance (‘key-frames’ when 
referring to positions in the video).  Key-frame buttons are shown in Figure 8-6. 
 
 






Key-frames referenced in the BDSS and used in diveTracker are listed in Table 8-1. 
 




The point before the last step in the hurdle-approach; used to assess posture and to 
measure the length of the last step 
Planted foot The end of the last step and preparation for the hurdle; used to assess posture and 
measure last-step length 
Into hurdle The last frame showing contact of the drive leg into the hurdle-step; used to assess 
posture and calculate length of hurdle step 
Top of hurdle The highest point of the hurdle step; used to assess body-shape before descent to 




The touch-down from the hurdle-step in forward and reverse dives and the highest 
point before the squat in back and inward dives; used to calculate distance from the 
end of the board and the height of the COM before the squat and drive-down 
Maximum 
squat 
The point at which the internal knee angle is smallest; used to calculate duration of 
impulse and change in knee angle through drive-down into the board 
Maximum 
deflection 
The position at which the board-tip is maximally depressed; used as an indicator of 
efficiency of drive-down and influence on take-off velocity 
Leg extension The point at which the legs have driven straight before leaving the board; used to 
assess posture, calculate impulse-time and to compare timing of leg-stretch to that 
of leaving the springboard 




The point at which the COM is maximally displaced.  A key indicator of performance 
Opening The point at which the body has opened from its somersaulting shape to a hip angle 
of 90°.  This position defines the amount of ‘drop’ or time to prepare for entry 
available to the diver 
Passing board The point at which the COM is the same height as the board; used to measure 
distance 
Entry The point at which the diver breaks the surface of the water; used to calculate 




8.3 Output from tool 
Output was designed to meet the varying needs within the team and to facilitate both 
qualitative and quantitative analysis. 
 
8.3.1 Key frame images and image-strips 
Key frames may be selected by the user to show the posture of the diver in positions of 
interest (Figure 8-7).   This provides focus during qualitative analysis and allows 
comparison of the diver to desired postures as defined in the BDSS. 
 
Figure 8-7.  The yellow-highlighted control allows the user to show the posture of the diver in the positions of 
interest defined in Table 8-1.  This provides an opportunity to subjectively compare to ideal positions defined in the 
Single System technical manual used by the British Diving WCP. 
 
A series of images from key-frames can be output as an image-strip (Figure 8-8) for 
inclusion in reports and to provide context to numerical data during analysis by the 




Figure 8-8.  Image-strips are a stitched sequence of images, selected by the user, showing posture (and kinematic 




8.3.2 Annotated replay 
Relevant performance information can be superimposed on the image, adjacent to the 
diver, through the replay of the dive (Figure 8-9).  Text annotations can be added by 
the user on any frame, adding a text commentary to the image and data shown.  Video 
is a medium commonly used by team members for communication of progress and as 
such diveTracker produces annotated videos which can be paused at key-frames which 





Figure 8-9.  Performance data superimposed on image during playback and review.  The yellow-highlighted box 
offers kinematic data, selectable by the user, for display alongside the image of the diver. 
 
8.3.3 Key performance information 
Standard performance data is produced for each dive.  Data included in the output is 
defined in Table 8-2.  These data include data produced in academic articles (Chapter 
2.5) for comparison and additional parameters for further analysis.  Sample output is 
shown in Appendix B.  Tracking of these data over time allow progress to be quantified 
and analysis made of specific interventions from the coaching and performance 
support team to improve the quality of performance.   
These data can also be used to assess the suitability of skill progression – comparison 
of take-off velocity, rotational speed and opening height of a lead-up (1 metre) skill to 
corresponding values in a more complex optional (3 metre) skill informs decision-







Table 8-2.  Performance data produced for each dive.  These data are calculated to increase insight and 
understanding of the influences on other kinematic variables, for example comparing the knee angle at maximum 




Hurdle step Last step length, speed of last step, height of hurdle, length of hurdle, 
landing velocity  
First contact Segment and joint angles (shoulder, elbow, trunk, hip, knee), lean 
Maximum squat Segment and joint angles (shoulder, elbow, trunk, hip, knee).  Change 
in COM height from first contact.  Change in shoulder angle (reflecting 
arm-swing) 
Maximum deflection Segment and joint angles (shoulder, elbow, trunk, hip, knee).  Lean.  
Board deflection.  Change in arm position due to arm swing.  
Percentage of total impulse time to this point   
Leg extension Segment and joint angles (shoulder, elbow, trunk, hip, knee).  Lean.  
Change in arm position due to arm swing.  Percentage of total 
impulse time to this point   
Last contact Segment and joint angles (shoulder, elbow, trunk, hip, knee).  Lean.  
Change in arm position due to arm swing.  Take-off velocity.   
Flight COM trajectory at take-off.  Maximum height and COM displacement.  
Speed of each somersault.  Change in moment of inertia between 
take-off and tightest shape with time taken to reduce accordingly.  
Opening height.   
Entry Distance of COM at the body’s first contact with the water 
 
 
8.3.4 Marker positions and joint angles 
A .csv file showing landmark positions, joint angles and COM-position at each frame of 
video is produced for each dive.  This feature adds value to the analysis process by 
creating the potential for further kinematic analysis to answer performance questions 





8.4 Developing understanding of World Class performance 
In addition to the use of the system in high-performance centres, the diveTracker 
system is used at national and international events to conduct performance analysis of 
individual divers in competition (for comparison to both training and previous 
competition) and also to develop understanding of What It Takes to Win kinematic 
parameters by the analysis of performance characteristics of a world class cohort of 
divers in high-level (e.g. World Series) competition.  These data, not available to the 
sport prior to the deployment of the tool, contribute proprietary knowledge of the 
kinematic demands of elite diving and informs the creation of more specific technical 
goals for divers in the WCP.  The Programme believes that focusing training to the 
achievement of objective targets in addition to subjective goals increases the speed of 
development and probability of success in World and Olympic competition.   
 
8.5 Summary 
A software tool is required to measure performance metrics from video data.  A 
camera calibration coupled with an appropriately representative body-segment model 
produces measurement with greatest accuracy.  Section 2.9 identified the lack of an 
existing tool that implemented these methods.  
In response to this gap that prevented British Diving collecting longitudinal training-
based performance data about its athlete cohort, the diveTracker tool was developed 
by the author to facilitate analysis of dives and to measure kinematic parameters with 
more accuracy than in existing studies in the sport.  Its user interface was designed to 
be specific to diving and its capacity to automatically track a diver and produce data 
quickly enough to fit into the coaching feedback cycle facilitates new practice, 
combining subjective coaching points with objective performance analysis, a unique 
performance advantage to the British Diving World Class Programme. 
Users’ need for data to be presented in a range of formats is made by output as 
numeric, graphic, video or spreadsheet data.  The system’s portability and flexibility 
facilitate objective measurement of progress in divers at training and in competition 
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and can be used to create new knowledge of performance of the hardest dives in the 





9 What It Takes to Win – kinematic performance data 
9.1 Introduction 
What It Takes to Win (WITTW) was described in Chapter 2 as a model created by 
British Diving which defines performance indicators in multiple criteria as the standard 
which divers should achieve or surpass in order to maximise their probability of 
achieving medals in World and Olympic diving competition. 
The criterion describing the performance of each dive in the WITTW model has, to 
date, been based on average judge score over all the performances of that dive in the 
current season.  While indicative of the quality in which each dive is held in the eyes of 
a judging panel, there has historically been no quantitative measurement of the 
kinematic characteristics of high-scoring dives by competitors achieving World and 
Olympic medals, or by divers in the British Diving World Class Programme (WCP). 
It was recognised that without clearly defined kinematic performance indicators at 
which to focus diver’s development, the achievement of world class performance 
relies on an innate understanding by the athlete and support team of what is ‘good 
enough’ when refining existing dives or when enhancing preparatory (‘lead-up’) skills 
before attempting a new, greater-difficulty dive.   There was an identified risk of sub-
optimal development of talented divers without this understanding and experience. 
The aim of this chapter is to mitigate the identified risk and generate new knowledge.  
Performance data was calculated using the diveTracker system and by analysis of 
competition broadcast footage.  These data add to the overall knowledge base 
contained in British Diving’s WITTW model and provides an additional set of standards 
by which divers progress and potential can be measured and tracked – enhancing the 






Divers were filmed (when access was available the competition) or observed 
performing over a series of competitions from 2015 to 2019.  Dives selected for 
analysis met two criteria: 
• The diver had won an Olympic, a World Championships or World Cup medal 
• The dive had achieved a rating of ‘very good’ by at least one judge (earning a 
score between 8.5 and 10) 
Divers achieving the first criterion are listed in Table 9-1. 
 
Table 9-1.  Divers meeting the standard required for WITTW analysis had won medals in World and/or Olympic 
competition. 
Male Female 
Name Nationality Name Nationality 
Cao Yuan China Shi Tiangmao China 
Xie Siyi China Wang Han China 
Evgeny Kuznetzov Russia He Zi Canada 
Ilya Zakharov Russia Jennifer Abel Canada 
Patrick Hausding Germany Pamela Ware Canada 
Rommel Pacheco Mexico Madison Keeney Australia 
Jack Laugher Great Britain   
 
Ethical approval was sought and granted to capture and analyse diving footage.  British 
divers on the World Class Programme give consent for their performances to be 
captured and analysed when accepting their place on the WCP.  When filming took 
place at World Series competition, details of the study were provided to team 
representatives prior to the technical meeting (a meeting where event rules and 
procedures are defined for all teams) with an invitation to opt-out of the process; no 





When analysis was performed at the event, camera calibrations were performed 
before each session of filming and the diveTracker system was used to produce 
performance data.  When performances could not be captured at the event, broadcast 
footage was used to determine kinematic data using  flight time and frame count - 
methods used by Miller (2013) and Sanders (R. Sanders et al., 2000-2002). 
The events from which performance data were calculated are listed in Table 9-2. 
 
Table 9-2.  Diving competitions from which kinematic analyses were made.  Semi-finals and finals were used for 
analysis (as Semi-finals aren’t run at National Championships, the Preliminary round was used). 
Competition Country Source 
2019 World Championships final Korea FINA footage 
2019 World Championships semi-final Korea FINA footage 
2018 World Cup final China FINA footage 
2018 World Cup semi-final China FINA footage 
2017 World Championships final Hungary FINA footage 
2017 World Championships semi-final Hungary FINA footage 
2018 National Championships Great Britain diveTracker 
2017 National Championships Great Britain diveTracker 
2019 World Series Great Britain diveTracker 
2015 World Series Great Britain diveTracker 
 
 
9.2.3 Performance metrics 
Data that could be produced using the diveTracker system and estimated from a 
broadcast video stream was calculated as follows: 
Flight time.  Calculated using the frame count between the point of last contact and 
the point at which the body first touched the water.  Lower frame-rates used in 
broadcast video (30 Hz compared to 80 Hz in diveTracker) created circumstances 
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where precise marking of key-frames as impossible.  An estimation process was used 
to mark key-positions when necessary (Figure 9-1). 
 
  
Figure 9-1.  30 Hz video could imprecisely identify key frames – in this example, the point of last contact (where the 
springboard is level) is not visible.  Noting the time-stamps (highlighted in yellow), an intermediate position (in this 
example, 00:00:14:02.5) was used as the estimate of the timing of the desired position.  This process was also used 
for start/end of somersault and entry frames. 
    
Take-off (vertical) velocity.  Calculated by rate of change of COM in diveTracker during 
take-off, and inferred from flight time on broadcast video using equation of motion 9.1 
as follows:  















where u is initial velocity, s is the overall displacement (-3000 mm in a springboard 




COM displacement.  Measured as the peak of the best-fit curve of COM-positions in 
diveTracker and estimated (when using broadcast video) using take-off velocity and 
equation of motion 9.3 
 𝑣𝑣2 =  𝑢𝑢2 + 2𝑎𝑎𝑎𝑎 [9.1] 
   
 When rearranged, gives: 






where s is displacement, u is starting velocity, v is finishing velocity and a is 
acceleration due to gravity. 
 
Somersault speed.  Somersault speed (revolutions per second) is determined using a 
frame-count between two positions.  For the first somersault, it is measured as the 
difference between the point of last-contact and the point at which the trunk has 
rotated to vertical.  For subsequent somersaults, the speed is calculated using the time 
to get from a vertical trunk position to the same position on the next somersault.  
Frames defining the start and end of each somersault were marked manually to 




Figure 9-2.  A vertical trunk position is used to mark the end of each somersault (s/s).  For the first somersault, the 
take-off frame is used as the body does not leave the board with a vertical trunk on skills with rotation. 
 
The speed of the final somersault is not calculated.  A more skilled diver will open from 
the tight somersaulting shape during the final somersault, slowing down the rotation.  
A low final somersault speed could be due to this effect or due to the slow rotation of 
an unskilled diver and consequently does not provide helpful insight. 
 
Twist speed.  The method for calculating twist speed is the same as for somersault 
speed.  The first twist of a forward-twisting dive is not calculated as the twist occurs 
during the straightening of the body and doesn’t reflect optimum conditions for 




Opening time.  The ‘opening’ of the dive is defined in WITTW as the point where the 
hip-angle of the diver has opened to 90° in preparation for entry.  This is measured 




Figure 9-3.  The diver opening from a tight somersaulting shape to a right angle defines the point where the ‘drop’ 
(the preparation for entry) begins. 
 
Opening height.  Measured using the COM-position in diveTracker and estimated using 
broadcast video using Equation 9.1 with u, a and t known. 
 
Drop.  Defined in WITTW as the time between opening from the shape (Figure 9.3, 
where the hip angle as reached 90°) to the point of entry. 
 
9.3 Results 
The results of the study are shown in Table 9-4, Table 9-6, Table 9-6 and Table 9-5.  
Dive numbers are explained below the data tables. 
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Table 9-3.  Women’s 3 m Data collection metrics separated by method of collection.  More samples of broadcast 
















Table 9-5. Men’s 3 m data collection metrics separated by method of collection.  More samples of broadcast video 









9.3.1 Comparison of results using different data collection measures 
For 7 out of 11 dive numbers, diveTracker measured an average take-off velocity 
higher than from FINA video footage, consequently maximum COM displacement and 
flight time have higher mean values.  This could be due to the implicit estimation of 
parameter inference from take-off and entry frames or could be due to dives being 
performed better at events captured and analysed using the diveTracker tool.  As 
National Championships are analysed using this method (and is of a generally lower 
standard than World Class events), this is, however, unlikely. 
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There is more similarity in values calculated for somersault and twist speed – this is to 
be expected as they are directly calculated by start and end frames, not inferred from 
take-off and entry frames (and an assumption of COM location in both frames). 
A future investigation should be made to compare values for dives captured with the 
diveTracker system using both the system functions and Miller’s estimations to 
evaluate the similarity of metrics. 
 
9.3.2 Flight time 
Mean flight time in dives with a hurdle step (107b, 305b, 307c, 5152b, 5154b, 5156b, 
1337d) are consistent in both Women’s diving (1.47 – 1.49 seconds) and Men’s (1.61 – 
1.64 seconds).   While published performance data does not exist from recent years 
(an identified gap in knowledge in diving kinematics), development in world class 
diving shows the increase in flight time from contemporary divers compared to 
historical studies as shown in Table 9-7 and Table 9-8. 
 
Table 9-7.  Comparison of flight times for male divers performing dives from different groups between the 1999 
World Championships and 2015-2019 WITTW values. 
 Forward Back Reverse 
1999 World Championships, from Sanders (2000-
2003) 
1.48s (107b) 1.38s (205b) 1.51s (305b) 
2015-2019 WITTW average 1.64s (109c) 1.49s (207c) 1.64s (307c) 
 
Table 9-8.  Comparison of flight times for female divers performing dives from different groups between the 1999 
World Championships and 2015-2019 WITTW values. 
 Forward Back Reverse 
1999 World Championships, from Sanders (2000-
2003) 
1.35s (105b) 1.29s (205b) 1.40s (305c) 
2015-2019 WITTW average 1.48s (107b) 1.34s (205b) 1.49s (305b) 
 
Despite the same design and performance characteristics of the Duraflex Springboard 
in this time period, male divers have not only increase flight time by at a minimum of 
0.1 seconds, they have also increased the number of somersaults performed by one in 
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each direction.  Results are comparable in dives of the same group (for example 107b 
and 109c) due to the flight and rotation direction being the same.  Female divers have 
similarly increased flight time in all groups and increased difficulty (due to adopting a 
slower-rotating pike shape) in forward and reverse groups.  
 
9.3.3 Take-off velocity 
Comparative data representing take-off velocity for male dives from 1996 and WITTW 
data are presented in Table 9-9. 
 
Table 9-9.  Mean take off (vertical) velocity in optional dives performed by divers in the 1996 Olympic games and 
2015-2019 WITTW values. 
 Forward Back Reverse Inwards 
1996 Olympic Games, from 
Miller (Zatsiorsky, 2000, 
p345) 
5.44 m/s (107b) 4.64 m/s (205b) 5.8 m/s (307c) 4.7 m/s (407c) 
2015-2019 WITTW average 6.23 m/s (109c) 5.31 m/s (207c) 6.57 m/s (307c) 4.87 m/s (407c) 
 
Miller does not provide comparative data for female divers but increase in vertical 
take-off velocity is evident in all groups, including those where additional somersaults 
are also performed.  Although a similar increase in velocity is shown in dives with 
hurdle (approximately 0.8 m/s), a significant difference in increase in take-off velocity 
is shown for standing dives (approximately 0.2 m/s for inwards but 0.7 m/s for back).  
This may be due to divers not having to produce full effort to complete back 2.5 
somersaults piked (205b) compared to that required to complete inward 3.5 
somersaults with tuck (407c) in 1996 – whereas by the time back 3.5 somersaults is 
used (and necessary to keep up with the competition), more effort is required to 
complete that dive. 
 
9.3.4 Somersault speed and opening height 
Fast somersault rotation is necessary both to complete dives of high difficulty and to 
allow the diver to open as high above the water as possible to prepare for a splash-less 
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and high-scoring entry.  Both male and female divers can produce rotational speed of 
over 3 somersaults (1080°) per second.  In general, divers increase angular velocity as 
the amount of rotation increases, reflecting the time it takes to close into the tightest 
shape they make.   
In order to identify factors influencing a high opening, metrics from a minimum of ten 
samples of each dive performed by male and female divers had correlation calculations 
performed; these data are shown in Table 9-10 and Table 9-11.  
 
Table 9-10.  Correlation (r2) between kinematic metrics in the dataset of men’s dives. 
 Forward Back Reverse Inward 
Samples 20 17 20 14 
Take-off vertical velocity and opening 
height 
-0.04 0.52 0.19 0.64 
1st s/s speed and last s/s speed 0.14 -0.26 -0.76 0.24 
1st s/s speed and opening height -0.73 0.67 0.68 0.38 
Last s/s speed and opening height 0.11 0.42 0.58 0.68 
 
Table 9-11.  Correlations (r2) between kinematic metrics in the dataset of women’s dives.  Only the forward group 
has 3.5 somersaults and therefore has more than one somersault’s speed measured. 
 Forward Back Reverse Inward 
Samples 14 13 10 12 
Take-off vertical velocity and opening 
height 
0.51 0.62 0.88 0.89 
1st s/s speed and opening height 0.38 -0.71 -0.19 -0.71 
Last s/s speed and opening height -0.57 n/a n/a n/a 
 
The lack of strong positive correlation between the speed of the first somersault and 
the last measured in each group (calculated as -0.76 to 0.24 depending on the group of 
dive measured) indicates that efforts to increase first somersault speed by either 
increasing lean or by greater trunk inclination at take-off compromises the speed of 
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subsequent somersaults – most likely due to being less able to adopt a shape with low 
moment of inertia (and correspondingly high angular velocity). 
The groups that show strong correlation between both take-off velocity and opening 
height in men’s diving are the reverse and inward groups.  For women there is a higher 
correlation in all groups – perhaps due to the different shape (all female dives are 
performed piked whereas all males performed dives in the tuck position). 
Backward-rotating group (back and reverse) for men have a moderate correlation 
between the fastest spinning, later somersaults and opening height.  There is no 
correlation for males or females in forward and inward dives. 
 
9.3.5 Drop and preparation for entry 
Divers can prepare a clean entry (required to earn ‘very good’ scores from judges and 
measured as ‘drop’ in the earlier tables) in as little as 0.1 seconds, with the greatest 
mean drop time for males and females (of 0.4 seconds) shown in reverse dives.  
Development of difficulty in reverse optionals is therefore likely to occur in reverse-
rotating dives next – evidenced by one female diver performing 307c in 2019 (although 
not to the ‘very good’ standard required for inclusion in this study) and a large number 
of male divers performing 305b (reverse 2.5 somersaults piked, a lead-up skill for 307b 
– reverse 3.5 somersaults piked) in 1 metre competition to a high standard. 
 
9.4 Discussion 
There is commonality in key performance metrics describing world class dives, most 
notably flight time and opening time.  Measures of angular velocity through flight and 
the height at which divers open and prepare for entry have greater variability. 
Strong correlation does not exist between key metrics and opening height, suggesting 
that maximising opening height appears to be based on individual divers optimising 
their physical characteristics (for example take-off speed, flight path, speed into a tight 
shape or a combination of these).  Understanding the strengths of a diver allows 
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bespoke interventions for physical and technical development and increases the 
probability of achieving height, speed of rotation and a high opening. 
 
9.5 Summary 
A gap in knowledge in world diving was identified; kinematic data describing the 
performance of very good dives by World and Olympic medallists had not been 
calculated to define What It Takes to Win (WITTW) or published, and was not available 
to the World Class Programme. 
A study was conducted to calculate these data, combining methods to derive metrics 
both when filming and analysis could be performed at an event and when estimations 
could be made only from broadcast video.  The error in the system used to define 
WITTW parameters compares favourably with that implied by related studies and so, 
reinforced by the absence of published data over the last four Olympic cycles, these 
data represent contemporary best knowledge of world class performance metrics. 
A comparison between the last published data and the data produced by the study 
described the change in performance of world class divers over fifteen to twenty years; 
continuing to calculate performance data through subsequent years could inform 
predictions of standards required in Olympic cycles to come.   
These data serve as benchmarks; comparison of performance metrics of British divers 
on the World Class programme for take-off velocity, rotation speed and opening height 
allows understanding of strengths and weaknesses, provides focus for development, 





10 The effect of preparatory-phase training 
10.1 Introduction 
A study was designed to show the implementation of the methods described in earlier 
chapters; the study chosen was one designed to support a coach and team at an 
important time of the season. 
British Diving defines the Preparatory Phase of training as the period from the start of 
September to the end of December each year.  It is followed by Competition Phase 1 
(January to the end of April) and Competition Phase 2 (May until the end of the major 
event of the season – usually concluding by the first week in August). 
World Class Programme divers use the preparatory phase to build physical qualities 
and to develop technical excellence and consistency so that, by the time Competition 
Phase 1 begins, a competition list of higher quality and/or difficulty can be used at 
Grands Prix and World Series events.  Successful completion of Competition Phase 1 
optimally prepares the diver for the major event of the year (World Cup, World 
Championships or the Olympic Games) and the achievement of personal and WCP 
targets.  There is, therefore, a competitive advantage from a well-planned and 
reviewed training programme at this critical time in the season. 
Analysis of training, competition performances and a gap-analysis of the diver and 
What It Takes to Win standards inform goals in technical and physical development.  
While physical development can be objectively measured by profiling and regular 
testing and technical competence can be subjectively assessed by an experienced 
coach, a knowledge gap has existed; objective measurement of the change in diving 
performance as physical development takes place has not been practical. 
A study was conducted between September 2018 and January 2019 to produce new 
knowledge: 
• The change in technical performance 
• The progression towards WITTW technical standards 
200 
 
• The opportunity to assess the impact of interventions designed and 
implemented by practitioners to support the achievement of agreed goals 
Ethical approval was sought and granted for the application of markers to divers, their 
image being captured, and performance data being calculated from video images.  The 
observed and filmed training sessions were led by the coach using practice consistent 
with the risk-assessment agreed with the facility (Appendix D). 
This chapter presents methods, results and discussion of how these data informed 
future planning for the divers in the study, and the value added to the programme by 
use of the diveTracker system. 
 
10.1.1 Training programme 
Divers who were fully available for domestic training followed the training programme 
described in Table 10-1.  This programme was modified when injury, camp-attendance 
or education precluded the completion of normal training. 
 
Table 10-1.  The training programme followed by the divers in the study.  An ‘x’ indicates a component of training 
that would be completed in the day. 
 Monday Tuesday Wednesday Thursday Friday Saturday Sunday 
Acrobatics x x x x x x  
Gymnastics x    x   
Pool Session 1 x x x x x x  
Pool Session 2 x x  x x   
Strength and 
Conditioning (S&C) 
 x   x   
Soft-tissue therapy   x     
Physiotherapy x  x     
 
The focus of pre-season training from a physical perspective is to build capability and 




• Entries (the ability to go through the water without producing any splash – a 
requirement for good judge scores in competition)  
• Required dives (simple dives with either 0.5 or 1.5 somersaults, used to refine 
take-off technique) 
• Skill-chains (dives of progressive difficulty that are linked by direction of 
rotation, used to refine vision and opening-sequence in preparation for entry) 
•  Lead-ups (complex skills from the 1 metre springboard in preparation for high 
difficulty ‘optional’ dives from 3 metres) 
The most difficult, highest-intensity work in the pool is programmed for Monday and 
Thursday, allowing effective recovery from S&C training on Tuesday and Friday.  
Wednesday and Saturday are low intensity days to support recovery for the next half-
week training block. 
 
10.2 Methods 
10.2.1 Profiling and agreement of goals 
Divers returned to pre-season training between August 10th and 24th 2018.  Individual 
start dates varied dependant on the timing of the end of the previous season, with 
each athlete competing at different events at the end of the 2017-2018 season. 
The season officially began on September 3rd with start-of-season profiling taking place 
for the Sheffield divers on September 12th.  Profiling is conducted to establish a 
baseline measure of fitness and performance and can be used to identify areas of 
potential weakness compared to other athletes in the cohort. 
Each diver’s annual review and goal-setting meeting took place on the same day.  








Table 10-2. Performance goals agreed between diver, coach and diving’s Senior Leadership team at annual review 
(21/9/2018). 
Diver Performance goals 
Diver 1 Increase physical capacity as measured by strength profiling 
Increase DD in two groups by changing forward 3 ½ somersaults (107b) 
and reverse 2 ½ somersaults (305b) to the pike shape and improve scoring 
potential of back 2 ½ somersaults, piked (205b) 
Diver 2 Return to full-time training (following long-term injury) and develop 
physical capacity as measured by strength profiling  
Develop capacity to regularly train and compete forward 4 ½ somersaults 
with tuck, reverse 3 ½ somersaults with tuck and inward 3 ½ somersaults 
with tuck (109c, 307c and 407c respectively) and learn and compete back 
3 ½ somersaults with tuck (207c) in 2018 season 
Diver 3 Increase DD by learning and competing 307c and 407c in 2018 season 
Diver 4 Improve quality and competition performance in 307c 
Explore potential to learn and compete 207c 
Improve quality of 407c ready for 2018 season 
 
Physical profiling data for each diver is presented in Appendix B, with relevant strength 
testing baseline results shown, in Table 10-3 – to be compared to results measured at 
the end of the training phase.  All tests were selected based on validity, repeatability, 
and specificity to the demands of the sport and were agreed by the Chief Medical 
Officer, Head Physiotherapist, High-Performance Centre S&C coaches in the World 
Class Programme.  The testing protocol was endorsed by the English Institute of Sport 
Athlete Health team.  All profiled athletes consented (as part of their Athlete 
Agreement with British Diving and UK Sport) to performance data being shared with 
the Sports Science and Medicine team, of which the author is Head.  Data was 
collected by British Diving and English Institute of Sport staff and shared securely, via 







Table 10-3.  Selected profiling results for Sheffield divers relevant to agreed preparatory-phase goals.  All testing was 
performed on ForceDecks force plates and the English Institute of Sport, Sheffield. 
Test  Diver 1 Diver 2 Diver 3 Diver 4 
Countermovement jump (cm) 37.2 53.2 51.6 47.7 
Single-leg countermovement jump – right leg (cm) 19.1 31.3 28.2 26.3 
Single-leg countermovement jump – left leg (cm) 18.5 29.2 30.9 27.2 
Drop jump height (cm) 36.8 46.8 49.1 41.2 
Isometric squat – peak vertical force (N) 2876 3032 4237 4331 
Isometric calf-raise – peak vertical force (N) 2237 2843 3229 3339 
 
 
10.2.2 Dives measured in the study 
The preparatory phase of training limits the complexity of dives to lead-up skills.  These 
dives are performed from a lower board (1 metre) and with fewer somersaults than 
their 3 metre equivalents, as described in  
Table 10-4. 
 
Table 10-4.  Optional dives with their equivalent lead-up skills.  The time of the season dictated that lead-up skills 
would be measured and compared to World Class optional dives in the same group. 
Optional Lead-ups 
109c (forward 4.5 somersaults with tuck, 3 
m) 
107c (forward 3.5 somersaults with tuck, 1 m) 
205b (backward 2.5 somersaults piked, 3 m) 203b, 204b (back 1.5 and back double 
somersaults, piked, 1 m) 
207c (backward 3.5 somersaults with tuck, 3 
m) 
205c, 206c (back 2.5 and back triple 
somersaults with tuck, 1 m) 
305b (reverse 2.5 somersaults piked, 3 m) 303b, 304b (reverse 1.5 and reverse double 
somersaults, piked, 1 m) 
307c (reverse 3.5 somersaults with tuck, 3 
m) 
305c, 306c (reverse 2.5 and reverse triple 
somersaults with tuck, 1 m) 




To ensure the natural delivery of preparatory-phase training and to minimise any 
distraction caused by the study, no effort was made to influence the selection of skills 
in the training programme each day.  Divers were filmed as they carried out their 
normal work and numbers of each skill were agreed by coach and diver with no 
consideration of the needs of the study.  In addition to technical training, divers 
undertook S&C training twice per week as defined in Table 10-1. 
 
10.2.3 Selection of divers 
Four divers (1 female, 3 male) were selected to be tracked through the study.  The 
divers comprised the World Class athlete-cohort training in the Sheffield Performance 
Centre.  All divers were over 18 years old at the start of the study and gave informed 
consent (Appendix D) to having markers applied to them and being filmed, analysed 
and their performance data discussed in this study.  The study was granted ethical 
approval.  Membership of the World Class Programme (WCP) was considered the 
standard for inclusion due to the recognition that the athletes were on-track to contest 
medals in the 2020 or 2024 Olympic Games.  Furthermore, non-WCP athletes do not 
have access to a performance support team. 
 
10.2.4 Environment 
Ponds Forge International Sports Centre was used for filming and the Centre 
management gave permission for filming to take place (Appendix D).  A single camera 
was positioned to create an approximately perpendicular view of the 1 metre 
springboards from which the divers train.   Although a view close to perpendicular to 
the board gives a view to the diver and coach that is most familiar, the planar 
calibration process is unaffected by any difference between the camera position and a 
true perpendicular placement.  A planar calibration of camera and scene was 
performed according to the process described in Chapters 3 and 4 and the scene was 
lit with four halogen lights as described in Chapter 6.4. 
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For the purposes of automated tracking, divers had markers applied to landmarks on 
each side of their body as described in Chapter 6.  Application of markers took place 
before warm-up and no further changes were required to their normal training 
routine. 
Filming took place during training sessions which were written, organised and coached 
as they would be on a normal training day with no alterations made due to the filming 
of the divers.  Divers performed skills without a cue from the author and worked at the 
speed they would in an un-observed session. 
 
10.2.5 Production of kinematic data 
The diveTracker tool was used to digitise dives and to calculate kinematic metrics as 
described in Chapter 7.  Automatic marker tracking was used to give quick feedback to 
athletes and coach and was supplemented by manual digitisation to give greatest 
accuracy in analysis through the implementation of a six-segment body-segment 
model.  The body segment model selected for each diver was established using the 
process described in Section 5.7.  The number of dives measured for each diver varied 
depending on the dive performed and is shown in Table 10-8 to Table 10-15. 
 
10.3 Results 
10.3.1 Changes in strength measured in profiling sessions 
Pre-study profiling was conducted in September 2018.  Post-intervention force-plate 
testing was conducted on February 5th, 2019.  The date was selected to reflect changes 
that had been made through the preparatory-phase of training and to allow the divers 
to present in ‘peak’ condition – two days after the British Winter National 
Championships.  Force-plate tests were the same as those conducted at the start of 
the training phase in September. 
All tests were repeated three times with the highest (jumping tests) or greatest-force 










Diver 1 Diver 2 Diver 3 Diver 4 Average 
Countermovement jump  5.1 12.9 14.3 -2.8 7.4 
Single-leg countermovement jump R  4.1 5.4 18 0.7 7.1 
Single-leg countermovement jump L  9.1 7.1 7.1 -12.3 2.8 
Drop jump  22.2 23.9 16.9 16.2 19.8 
Isometric squat – peak vertical force -2.5 8.8 -15.3 17.9 2.2 
Isometric calf-raise – peak vertical force 48.1 27.4 27.9 -23.6 20 
 
These data show increase in performance in 75 percent of tests.  The test in which the 
athletes showed greatest average improvement was drop-jump (and was one of only 
two tests where all divers showed an increase post-intervention).  Only one diver 
increased scores in all tests and Diver 4 showed reduced performance in half the tests 
performed. 
The strength programme applied to each diver was specific with regard to the load 
managed by the athlete but was general across the cohort in terms of exercises chosen 
and numbers of sets and repetitions performed.  Each athlete responded differently to 
the training dose applied; this may be explained by one or more of the following 
factors: 
• Each diver may have been differently fatigued at the point of testing in 
September and February although steps were taken to reduce this risk with 
rest days before both assessment days 
• Differences in chronological and training age imply different amounts of 
headroom (capacity for improvement) – Divers 3 and 4 had been training for 
more years than Divers 1 and 2 
• Physiological adaptation to load is individual; athletes respond in different ways 
to the training programme applied (Borresen & Lambert, 2009) 
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Understanding the adaptations made by each athlete, combined with the impact of 
those changes on diving performance informs future interventions by the S&C coach 
(and the performance nutritionist who supports fuelling and recovery). 
 
10.3.2 Performance metrics – data tables 
Performance metrics were calculated for each diver performing dives classified by dive 
numbers described in Table 10-6. 
Table 10-6.  Description of dives classified by dive number (defined by FINA). 
Dive number(s) Description of dive 
100a Forward jump, straight – the simplest forward-facing skill 
200a Back jump, straight – the simplest backward-facing skill 
105, 107 Forward 2.5 somersaults and forward 3.5 somersaults respectively.  The 
diver performs a hurdle step and takes off facing forwards and rotates 
forwards by the designated number of somersaults. 
203, 204, 205 Back 1.5 somersaults, double somersault and 2.5 somersaults respectively. 
The diver faces backwards and rotates backwards by the designated number 
of somersaults. 
302, 303, 304, 305, 
306 
Reverse somersault, 1.5 somersault, double somersault, 2.5 somersault and 
triple somersault, respectively.  The diver performs a hurdle step and takes 
off facing forwards and rotates backwards by the designated number of 
somersaults. 
403, 405 Inward 1.5 somersaults and 2.5 somersaults respectively.  The diver faces 
backwards and rotates forwards by the designated number of somersaults. 
 








Table 10-7.  Dates of data collection. 
Data Collection Date 
Session 1 6/9/2018 
Session 2 13/9/2018 
Session 3 18/10/2018 
Session 4 22/11/2018 
Session 5 17/1/2019 
 
10.3.3 Board deflection 
Introduction 
One target set by the coach and S&C coach for pre-season was to increase board 
deflection (the distance the board-tip is displaced during the leg-drive during take-off).  
Method 
A camera, calibrated and positioned as described in earlier chapters, filmed training on 
five occasions during the preparatory phase of training.  Each captured dive was 
manually digitised, and the COM of the diver was calculated by selecting the most 
appropriate body-segment model as described in Chapter 5. 
Mean values for each session of data collection, for four groups of skills, for each diver 










Figure 10-1 – Board deflection with trendline (dotted) – Diver 1. 
 
Diver 1 increased board deflection on skills with a hurdle step (forward jump and 
reverse skill chain) but decreased deflection on back-facing take-offs (back jump and 
back skill chain) over the training phase.  This raises the possibility of the S&C 
intervention having a greater effect on the movement into or out of the hurdle step, or 
increasing trunk stability and being able to benefit from the hurdle step to a greater 











Figure 10-2 – Board deflection with trendline (dotted) – Diver 2. 
 
Diver 2 showed little development of board deflection over preparatory phase.  The 
trend for jumps with no rotation (100a and 200a) showed negligible change over time.  
The final sample in the phase on rotating skill chains (back and reverse) showed 
greater deflection than the middle-of-phase samples and the lower samples from the 
first test, but was no higher than the best sample from the first data collection.  This 
implies that either the diver was focusing on different technical aspects, or that the 











Figure 10-3 – Board deflection with trendline (dotted) – Diver 3. 
 
The trendline in all groups shows improvement in deflection for Diver 3.  In most cases, 
the samples in the second and third data collection sessions were all higher than those 














Figure 10-4 – Board deflection with trendline (dotted) – Diver 4. 
 
The results of Diver 4 show a less clear effect of S&C on board deflection than for Diver 
3.  Although positive trendlines are seen in back and reverse rotating groups, the final 
sample in the reverse testing was lower than the best sample in the first data 
collection.  Although the best sample in the forward jump (100a) was in the second 
data collection (showing improvement from the first test), the final (single) sample. 
Discussion 
The results found would have greater reliability if there had been more samples, 
particularly in the final session of data collection, although the testing followed the 
objectives described earlier – that the coach’s training programme was not influenced 
or affected by the testing process. 
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The presented data, however, does not show that a planned S&C intervention, where 
organisation and exercise selection is consistent across the athlete cohort, consistently 
improves board deflection in training – although a clear improvement can be seen for 
some athletes in some groups.  A subsequent study with more data samples and a 
more individualised approach to strength training would therefore be appropriate. 
 
10.3.4 Vertical take-off velocity 
Introduction 
The second stated aim was to increase take-off velocity as a result of S&C and 
technical training throughout the preparatory phase. 
Method 
The same dives (captured and digitised according to the method described earlier).  
Take-off velocity was calculated from the COM data describing the best-fit parabola 
from COM positions throughout the dive, as described in Section 5.7 (using the height 
of the peak of the parabola and the time taken to achieve that vertical displacement). 











Figure 10-5 – Vertical take-off velocity with trendline (dotted) – Diver 1. 
 
Diver 1 showed a trend of improvement in take-off velocity (both in mean values and 
trend using all samples) in three out of four groups, with a clear downward trajectory 
for the reverse skill chain.  These data suggest that there was a clearer relationship 
between training (both S&C and technical) and the development of take-off velocity, 










Figure 10-6 – Vertical take-off velocity with trendline (dotted) – Diver 2. 
 
Diver 2 showed an improvement through the preparatory phase on jumps (100a and 
200a) with some improvement in the back skill chain (albeit with a fairly level 
trendline) despite limited change in board deflection (Figure 10-3), but a reduction in 
take-off velocity (both in mean and in high/low vales) in the reverse group (as shown 









Figure 10-7 – Vertical take-off velocity with trendline (dotted) – Diver 3. 
 
Diver 3 was unable to show an increase in take-off velocity over the preparatory phase 
in three groups out of four, although the maximum velocity measured in the reverse 
skill chain increased over each data collection, where the lowest measures result in a 
trendline with a negative gradient.  Diver 3 was the athlete with an increase in board 
deflection shown in the most groups of all the divers measured – challenging the 
relationship between board deflection and take-off velocity.  A small number of 









Figure 10-8 – Vertical take-off velocity with trendline (dotted) – Diver 4. 
 
Diver 4 showed greatest improvement in standing take-offs (200a and the back skill 
chain) where the trendline showed improvement and mean/maximum values were 
greater at the end of testing than at the start.  Forward jumps showed a positive 
trendline, however the single sample at the end of testing was approximately the same 
as the mean values from the other testing days.  Mean and maximum values for the 
reverse skill chain indicate a small development in take-off velocity through the 
preparatory phase.  As with the other divers, improvement of maximum deflection and 
take-off velocity were not always linked, casting doubt on the hypothesis that 





The same limitations as found with the maximum deflection analysis apply to these 
results – there are a small number of samples, and a further study with more samples 
(and more divers) would allow stronger conclusions to be drawn.  Nevertheless, the 
rate of improvement, and the groups in which improvement, or decline, is shown 
varies across the diver cohort.  It can also be concluded that a similar organisation of 
strength and conditioning, albeit with different load for different divers, does not 
produce a consistent performance change in a range of divers.  This supports a 
hypothesis that an individualised approach to strength planning, with a greater 
understanding of each diver’s physical qualities, may produce a more beneficial effect. 
These data also show that a commonly held belief – that greater board deflection 
leads to greater take-off velocity – is overly simplistic and does not apply in a great 
number of cases.   
 
10.3.5 Relationship between board deflection and vertical take-off velocity 
Although the goal set by the technical coach was to increase board-deflection on take-
off with the aim of increasing vertical take-off velocity and correspondingly increasing 
COM displacement and flight-time, the data shows little evidence that one is 
dependent on the other. 
The relationship between metrics is shown in Table 10-16. 
Table 10-16.  The relationship between change in board-deflection and vertical take-off velocity.  A blue, upward 
arrow indicates positive change in a metric (measured by the gradient of trendline).  A red, downward arrow 
indicates negative change in a metric (measured by the gradient of the trendline).  Shaded pairs of arrows indicate a 
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In nine out of sixteen instances (indicated by shaded cells), the direction of change in 
board-deflection is not matched by the direction of change in vertical take-off velocity.   
The divers achieved the first goal (of increased board deflection) 69% of the time, and 
the second goal (to increase take-off velocity) 75% of the time.  The expected 
relationship between increase in both deflection and take-off velocity was, however, 
only shown 44% of the time.  
 
10.4 A study investigating influential components for take-off performance 
Introduction 
It was therefore appropriate to consider the effect of other variables on maximum 
take-off velocity to identify the components of take-off that influence the dependent 
variable of vertical take-off velocity.  This was achieved by performing a series of 
regression analyses. 
Method 
The regression tool in Microsoft Excel was used to perform a series of regression 
analysis operations on performance data calculated throughout the preparatory phase 
(and used in Section 3-4).  Analyses were carried out using whole-cohort data to 
identify group trends, and on individual diver’s data to describe individual difference.  
In all cases, two jumping skills were used for analysis – 100a (forward jump with a 
hurdle step) and 200a (back jump). 
Results 
In addition to the summary results presented in this section, detailed results are 
contained in Appendix G. 
 
10.4.1 Hurdle step and forward jump (100a) 
An analysis was carried out to determine the relationship between the dependent 
variable of vertical take-off velocity and the independent variable of maximum board 





Table 10-17.  Regression analysis of the dependent variable ‘vertical take-off velocity’ and the independent variable 
‘board deflection’.  Significance was set at p < 0.05. 
Dataset R-Square p 
All divers 0.33 0.00 
Diver 1 0.47 0.06 
Diver 2 0.01 0.86 
Diver 3 0.34 0.42 
Diver 4 0.31 0.12 
 
The dataset for the whole cohort shows a weak relationship and considering all divers’ 
data individually, Diver 1 showed the strongest relationship – although the r-square 
value stays below 0.5 and is therefore still a weak relationship.  Results for Divers 2,3 
and 4 have a p-value too high to have confidence in their result. 
 
The effect of the combination of maximum deflection and the amount of remaining leg 
extension during recoil was calculated and shown in Table 10-18. When multiple 
independent variables were used, the adjusted R-Square value was used to avoid the 
feature of R-Square increasing as more independent variables are used. 
 
Table 10-18.  Regression analysis of the dependent variable ‘vertical take-off velocity’ and the independent variables 
‘maximum board deflection’ and ‘% impulse after maximum deflection’.  Significance was set at p < 0.05. 
Dataset Adjusted R-Square p 
All divers 0.28 0.00 
Diver 1 0.49 0.07 
Diver 2 -0.36 0.82 
Diver 3 -0.46 0.69 




Results for all divers, Diver 1 and Diver 3 have a p-value low enough to indicate 
reliability and these values show a weak relationship between variables.  This indicates 
that the extent to which the legs are extended by maximum deflection has little 
influence on take-off velocity. 
 
A higher hurdle step is sought by coaches to increase potential energy and landing 
velocity.  S&C coaches typically build the divers’ ability to deep-squat (minimising the 
internal knee angle) under load in order to develop leg strength.  The effect of these 
variables is show in Table 10-19. 
 
Table 10-19.  Regression analysis of the dependent variable ‘vertical take-off velocity’ and the independent variables 
‘1st contact landing velocity’ and ‘1st contact knee angle’.  Significance was set at p < 0.05. 
Dataset Adjusted R-Square p 
All divers 0.35 0.00 
Diver 1 0.26 0.19 
Diver 2 0.96 0.00 
Diver 3 0.12 0.54 
Diver 4 0.42 0.07 
 
The p-values in these results indicate that adjusted R-square values for all divers, Diver 
2 and Diver 4 are the most reliable.  These results show that, although landing speed 
and knee angle are not shown to be well related to take-off velocity, Diver 2 shows a 
strong relationship between variables.   
The divers’ posture at first contact is specifically coached to meet technical criteria to 
minimise unhelpful trunk movement leading to a misdirected resultant force on the 
body.  For this reason, knee and trunk angle were used as independent variables.  








Table 10-20.  Regression analysis of the dependent variable ‘vertical take-off velocity’ and the independent variables 
‘trunk angle at 1st contact’ and ‘1st contact knee angle’.  Significance was set at p < 0.05. 
Dataset Adjusted R-Square p 
All divers 0.38 0.00 
Diver 1 0.40 0.11 
Diver 2 0.42 0.14 
Diver 3 0.71 0.30 
Diver 4 0.42 0.07 
These results show that, although the relationship between variables is generally 
weak, there is an indication of a strong relationship for Diver 3, with and adjusted R-
square value of 0.71.  The p-value associated with this result is high, however, and 
suggests that more data is required to have more confidence in the result. 
 
10.4.2 Back jump 200a 
The relationship between deflection and take-off velocity is shown in Table 10-21. 
Table 10-21.  Regression analysis of the dependent variable ‘vertical take-off velocity’ and the independent variable 
‘board deflection’.  Significance was set at p < 0.05. 
Dataset R-Square p 
All divers 0.12 0.06 
Diver 1 0.83 0.08 
Diver 2 0.28 0.17 
Diver 3 0.66 0.09 
Diver 4 0.35 0.12 
 
Across the whole cohort, there is a weak relationship between maximum deflection 
and take-off velocity, although for Diver 1 and Diver 3 there is a stronger relationship.  
R-square values of 0.83 and 0.66 suggest a link, although the p value for both datasets 
is higher than 0.05. 
A fast armswing is considered by coaches to be important in an effective take-off.  A more complete armswing (by 
maximum deflection) reduces the action-reaction effect where the arms lift and retard the movement of the body 
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during recoil.  For this reason, the speed of armswing to maximum deflection is added as an additional independent 
variable.  Results are shown in  
Table 10-22. 
 
Table 10-22.  Regression analysis of the dependent variable ‘vertical take-off velocity’ and the independent variables 
‘speed of armswing to maximum deflection’ and ‘maximum deflection’.  Significance was set at p < 0.05. 
Dataset Adjusted R-Square p 
All divers 0.06 0.15 
Diver 1 0.70 0.31 
Diver 2 0.52 0.06 
Diver 3 0.39 0.30 
Diver 4 0.24 0.21 
 
There are no p-values that indicate significance, but there is a high range of adjusted R-
square values showing a greater relationship between variables for Diver 1 than 
others. 
As with forward take-offs, S&C coaches develop strength from a deep squat to build 
the ability to produce force during take-off.  Knee angle and the extent to which legs 
are driven straight by maximum deflection are used as independent variables; results 
are shown in Table 10-23. 
 
Table 10-23.  Regression analysis of the dependent variable ‘vertical take-off velocity’ and the independent variables 
‘% impulse by maximum deflection’ and ‘maximum deflection’.  Significance was set at p < 0.05. 
Dataset Adjusted R-Square p 
All divers 0.44 0.00 
Diver 1 0.79 0.26 
Diver 2 0.33 0.15 
Diver 3 0.93 0.03 
Diver 4 -0.26 0.77 
 
There are limited measures that have a reliable p-value, but for those that do, the 
variables have a strong relationship for Diver 3. There is also a strong relationship for 






The study described in this section is not intended to be an exhaustive investigation 
into key relationships between variables, and it is recognised that greater confidence 
would be implied by the results with more samples.  The study shows, however, that 
there are relationships between independent and dependent variables that exist for 
some divers and not others in a cohort. 
For example, the highest take-off velocities achieved in a forward jump with hurdle 
occurred for Diver 2 when first contact (the point at which the diver lands on the end 
of the board following the hurdle step) velocity was highest and the knees were most 
bent before driving into the board.  For Diver 1, the timing of the leg extension was an 
influence in take-off velocity and Diver 4 gained their best take-off speed with an 
upright posture during the drive phase into the springboard. 
Back jumps showed a similar range of influential variables.  For Diver 1, maximum 
deflection and speed of armswing were key variables (matching the expectations of 
coach and S&C coach) whereas speed and extent of leg drive by maximum deflection 
showed a close relationship for Diver 3. 
Comparing the results of Table 10-5 (development of S&C performance measured by 
profiling) to these results shows little relationship to the gains made in S&C and the 
gains made in diving. 
It is furthermore an unsafe assumption that developing similar qualities in divers to 
improve key metrics across a cohort will lead to a consistent and optimal development 
of performance in a team of divers.  This study shows that a more individualised 
analysis can be carried out using the diveTracker system to learn about divers’ 
individual strengths and development areas and provide data leading to a more 
effective, bespoke physical and technical training intervention. 




Comparison of divers’ performance metrics to those of the world’s best allow 
strengths and development areas to be identified.  An investigation was carried out to 
compare the cohort involved in the study to WITTW standards. 
Method 
Mean take-off velocities and rotation speed for each diver were compared to WITTW 
standards in each group, as defined by the study detailed in Chapter 9.  Results are 
shown in Table 10-24 and Table 10-25; the comparison serves a gap-analysis of that 
metric.  As divers were in pre-season training, their skills were lead-up skills of the 
dives shown in international competition, performing from 2 metres lower (on a 1 m 
springboard) and completing one fewer somersault in each dive. 
Results 
Table 10-24.  The gap between mean vertical take-off velocity achieved by Divers 1-4 in training (of lead-up skills) 
and the average corresponding WITTW standards.  The highlighted cell reflects where the diver exceeded the 
corresponding WITTW standard.  All units are metres per second. 
                    Diver 
Group  
1 2 3 4 
Forward 0.45 0.44 0.94  
Back 0.38 0.16  0.65 
Reverse 0.29 0.12 0.55 0.64 
Inward  -0.02 0.10 0.63 
 
Table 10-25.  The gap between somersault speed (revs, or ‘somersaults per second’) by Divers 1-4 in each group of 
lead-ups and the corresponding WITTW standard.  Highlighted cells show where WITTW standards have been 
exceeded.  All units are somersaults per second. 
                    Diver 
Group  
1 2 3 4 
Forward  -0.03  0.31 
Back 0.26 0.21  0.57 
Reverse 0.29 0.15 0.56 0.48 





The greatest gaps in performance were shown by Diver 3 (gaps between 
approximately 0.2 to 0.9 metres per second) and Diver 4 (approximately 0.6 to 0.7 
metres per second).  Diver 1 showed gaps of approximately 0.3 to 0.4 metres per 
second, showing that they were closer to WITTW standards.  Diver 2 was closest to 
WITTW standards, having greater take-off velocity in the inward group, and having 
gaps of approximately 0.1 to 0.4 metres per second in other groups.  Section 4.3 
concluded potential error in calculation of vertical take-off velocity of up to 0.06 
metres per second.  The highlighted value belonging to Diver 2 is within that error 
range; accordingly, there must be the recognition that – although close to the WITTW 
target – the actual take-off velocity could be slightly lower. 
Section 10.3.3 and Section 10.3.4 showed that Diver 1 and Diver 2 made the greatest 
percentage change in take-off velocity.  The assumption of starting from a lower level 
is supported in the case of Diver 1 due to the high gap to WITTW standard in all 
groups.  Divers 3 and 4 made a smaller percentage gain and remain (in most groups) 
greater than 0.5 metres per second from the WITTW standard for each dive.  This 
implies that the physical and technical programmes may need re-evaluation to 
stimulate greater change in the athlete or reflect athletes closer to their physical peak 
with less headroom to improve. 
Diver 2 showed rotation speed closest to WITTW standards, exceeding the target in 
the forward group and showing a difference of between approximately 0.1 to 0.2 
somersaults per second in the other groups (between 5% and 7% speed of rotation).  
Diver 3 and Diver 4 showed differences of between approximately 0.4 to 0.6 and 0.3 to 
0.7 somersaults per second respectively. 
While the difference for Diver 1 in absolute terms is small (approximately 0.2 to 0.3 
somersaults per second), her dives are performed in the slower-rotating pike position.  
These differences are between 8% and 15% of the target speed.  Divers 3 and 4 show a 
difference of up to 18% spin speed. 
A fast-rotating diver can, as shown by the WITTW tables (Table 9-3 to Table 9-6) create 
an equally high opening with lower take-off velocity than others.  The results above 
show that Diver 2 is closest to WITTW standards in both take-off velocity and speed of 
rotation, indicating the potential for a high opening from each dive.  Divers 1,3 and 4 
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Although all divers completed an S&C intervention, results showed individual 
adaptation both in terms of physical characteristics (measured in post-Preparatory 
Phase force plate testing) and in diving performance.  Some divers made measurable 
progress in S&C but either limited gains or losses in diving performance markers.  This 
raises questions as follows: 
• Does the applied S&C intervention have the correct content?  If only small gains 
are made in performance, and some of these gains can be accounted for by 
good technical coaching, the S&C programme should be reviewed for specificity 
• If only small gains in S&C are made, but require approximately 3 hours of 
training each week, would the diver gain more by doing less S&C and either 
diving or resting more?  If a threshold level of strength has been achieved for 
that diver, modification of the components of total load might have a greater 
performance effect 
A conclusion can be drawn that, due to the range of effect following similar S&C 
programmes and similarly organised technical training programmes, each diver may 
benefit from more individualisation of components of load.  The effects of this 
variation could then be measured by the diveTracker system to corroborate or 
challenge plans. 
The lack of strong correlation between any single independent variable (measured in 
this study) and take-off velocity is intuitively understandable; different physical and 
technical capabilities between divers suggests that it is reasonable that a desired 
outcome is achieved by maximising the strengths of the individual.   
Variation in technical attributes between divers suggests that there might be a 
collection of independent variables that influences dependent variables such as take-
off velocity.  For example, speed of rotation may be influenced by: 
• Vertical take-off velocity 
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• Amount of lean (potentially inhibiting the adoption of a tight shape in flight) 
• Change in trunk and arm posture during recoil (producing rotation by transfer 
of momentum) 
• Change in moment of inertia (MOI) of the body between take-off and the 
adoption of the tightest shape 
• Size of interior joint angles in the body during the flight-phase when MOI is 
smallest 
An investigation could be conducted to identify a list of such influences, with the 
assumption being that strong capability in enough of these variables would produce 
high performance.  All the kinematic parameters required to determine these data are 
calculated by the diveTracker tool and the automated tracking feature would allow a 
statistically significant number of dives to be analysed in a time-efficient manner. 
Having determined the key factors that each diver uses to produce height and rotation 
efficiently and beautifully (to achieve high judge scores), the multi-disciplinary team is 
better equipped to design interventions to reduce weaknesses and enhance strengths. 
 
10.7 Summary 
Kinematic data has historically been produced by either filming competitions or by 
constructing a contrived training situation to observe a specific skill or movement 
(Section 2.5).  This has the consequence of not necessarily reflecting normal 
performance (due to competition pressure) or adversely affecting the training 
programme of an elite diver by interrupting training to measure variables of academic 
interest.  There have been no studies of dives performed in a natural training 
environment and no description of longitudinal change. 
This chapter has shown that by implementing methods described in earlier chapters, 
performance data can be measured and change tracked over time with minimal impact 
(only the time taken to apply reflective markers to a diver) on the delivery of a diving 
training programme.  Change in capability of a team of divers has been quantified and 
compared to standards met by their world class competition. 
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The British World Class Diving programme can now collect performance data on an 
athlete and use these to assess progress with more objective accuracy and validate or 
support the development of training interventions designed to produce a specific 
output. 
The study has served to challenge an existing belief about performance, namely that 
increased take-off velocity is a predictable consequence of greater board deflection 
during take-off.  It has also shown that there is not a direct relationship between 
improvement in certain physical tests (that are considered to be most specifically 
related to good diving by experts in the WCP) and improvement in diving performance. 
Data analysis has suggested that divers have individual responses to training load and 
produce their best dives (by comparison of key indicators to WITTW data) by exploiting 
different strengths and technical attributes.  The study has shown that the diveTracker 
system produces appropriate kinematic data to enhance understanding of these 
attributes, potentially enhancing the planning process so that more individualised 
interventions are applied to athletes in the search for greater performance.  This tool 





11 Summary and next steps 
11.1 Introduction 
This study has demonstrated that the calculation objective measurements in a sport 
which is inherently difficult to quantitatively analyse can be achieved.  It has been 
shown that a single camera mounted in a training or competition environment, set up 
and operated by a single user, generates objective performance data that informs a 
diver, coach and multidisciplinary team.  This study has proved that accurate and 
useful data can be derived from both a permanent installation and a simple, temporary 
setup, allowing implementation in a variety of centres, from smaller pools to 
designated World Class facilities, in both training and competition. 
 
11.2 New process 
Chapter 3 and Chapter 4 specified a method for performing a camera calibration that 
allows diving to be filmed using a single camera.  The method supports flexibility in 
camera situation and lens setting, corrects for lens distortion and provides more 
accurate reconstructions from positions, including those close to the edge of the 
image, than achieved using linear calibration as implemented in historic studies in 
diving. 
The diveTracker tool, specifically created to provide objective feedback to divers and 
their support team, facilitates the sharing of performance data which is more accurate 
(when considering the impact of greater reconstruction accuracy, higher frame rate of 
captured footage and the ability to identify the body segment model from a selection 
that best reflects the morphology of the diver) than in previous published studies. 
Automated tracking can be achieved using a three-segment model defined by a small 
number (5) of reflective markers fixed to the diver.  Performance metrics derived from 
this process closely match those achieved by manual digitisation and the utilisation of 
a six-segment body-segment model.  The speed with which kinematic data can be 
returned to the diver and coach exceeds any comparable studies in the sport. 
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The variety of means with which performance data can be communicated within the 
team (numerical, pictorial and video) embeds the data collected into the day-to-day 
feedback cycle using hardware and reporting methods established in the team and 
informs and refines the decision-making within the multi-disciplinary support team. 
 
11.3 New knowledge 
A study into the kinematic parameters exhibited by world class divers has produced a 
collection of metrics describing contemporary springboard diving for males and 
females. It has described take-off velocity, flight time, speed of rotation, opening 
height and drop time required to achieve scores of 8.5 (‘very good’ as defined in FINA’s 
rules of judging) or above.  These data are now contained in British Diving’s What It 
Takes to Win (WITTW) model as benchmark standards of performance to be achieved 
and surpassed by divers on the World Class Programme (WCP).  
Performance data for WCP athletes is now collected in training and competition and 
longitudinal tracking of these metrics indicates progress towards these standards and 
informs the Programme and stakeholders of the development of the diver. 
 
11.4 New practice 
Divers and coaches can use the diveTracker system to get performance data in training 
and understand the effect of coaching points in an objective manner to support 
standard subjective assessment and feedback. 
Kinematic data are now included in the multi-disciplinary planning process.  
Performance questions can now be framed in terms of kinematic standards and 
athlete plans can be developed and implemented to address them.  This has modified 
the process where goals were set in the context of the individual discipline (for 
example, a previous goal might be to demonstrate greater potential for producing 
force by increased a 3-repetition maximum load for back squat, where now the goal 




WCP divers’ performances from National Championships are now analysed and the 
resulting data used in performance reviews to inform understanding of the progress 
made, and remaining gap to World Class since the last review (Appendix E). 
Programme divers’ data is, as a result of this study, presented as part of the regular 
reporting to stakeholders to inform and to provide evidence when making an 
argument for selection to (or continued membership of) the WCP (Appendix E). 
Data generated by both the diveTracker system and the study into WITTW kinematic 
benchmarks has influenced thinking about physical and technical development of 
divers.  The historic question “how strong is strong enough?” has changed to “what 
variables are required to be excellent to perform at a world class level?”  indicating an 
evolving understanding of the effect of ancillary components of load. 
 
11.5 Benefits to the diver 
The new knowledge derived from this study creates specific benefits to the diver: 
• A quantitative gap analysis of performance characteristics between their dives 
and those defining WITTW supports identification of development areas and 
progress towards performance goals 
• An understanding of the key influencing variables for each diver when 
performing a skill informs an individualised approach to physical and technical 
development 
• A greater understanding of the effect of interventions (for example Strength 
and Conditioning) on diving performance allows more individualised 
programming 
• An ability to compare training load and modulation with change in performance 
supports a more informed approach to planning load in each training cycle 
• Performance markers from training inform return-to-training progression from 




11.6 Future development 
11.6.1 Longitudinal tracking and prediction of WITTW kinematic parameters 
Annual updates of WITTW parameters can be achieved using the diveTracker system.  
This brings the benefits of maintaining a record of contemporary standards and 
understanding the rate of change of take-off and flight metrics as dives are replaced by 
higher-difficulty equivalents.  It has been shown in Chapter 9 that take-off velocity has 
increased as has list-difficulty since 1990.  The lack of data available between the 
Atlanta and London Olympic cycles limits understanding of rate of change (although 
progression of difficulty can be tracked through competition results, the kinematic 
measures cannot); a greater understanding of the development of performance 
characteristics ahead of increase in difficulty will help the WCP predict the required 
difficulty in future Olympic Games and both select and prepare potential talents 
accordingly.  
Longitudinal analysis of Pathway athletes (those in the early stages of their career, 
progressing to senior world class standards) in an early-specialisation sport such as 
diving could give greater understanding of the effect of physical maturation.  It is 
anecdotally and empirically understood that once-established technique become 
inconsistent as growth accelerates, and risk-management strategies are implemented 
to mitigate the risk of injury during growth spurts.  Measuring rate of change in 
segment-length during video analysis and change in consistency in take-off 
performance could inform training programmes with the aim of maximising 
performance gains and minimising risk to the diver. 
 
11.6.2 Identification of critical take-off parameters 
Chapter 10 introduced the idea of multiple critical variables in the performance of an 
optimal take-off.  The data generated in this study is of a size to limit the value of a 
statistical evaluation and prevents a trustworthy multiple-regression analysis to 
identify the critical independent variables that have greatest effect on take-off 
velocity.  A further study analysing a greater number of dives by a larger sample size of 
divers might allow for the identification of such parameters; a coach and support team 
designing a training programme to maximise specific competencies already considered 
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strengths by the diver could realise the physical and technical potential of the athlete 
to a greater effect that by current practice. 
 
11.6.3 Projects 
Performance questions raised by coaches of individual divers could be studied with the 
results adding to the knowledge within the WCP for the benefit of all participants and 
a competitive advantage for British Diving.  Examples of questions raised include: 
• How to measure readiness to undertake specific diving training following 
strength and conditioning, acrobatic training or travel.  Understanding how 
quickly a diver progresses from a state of fatigue to a state of readiness would 
inform programming of technical training 
• The effect of taking off from a sub-optimal position (i.e. not from the tip of the 
diving board) and the intra-user consistency of take-offs on dives of different 
complexity.  This would inform the amount of training required to produce a 
take-off that is stable ‘enough’ and could build confidence in divers who are 
only confident to attack the dive when they feel an ‘ideal’ hurdle and otherwise 
baulk (stop and restart) at the point of take-off 
• The difference in kinematic parameters calculated in lead-up skills and optional 
skills when trained in the same session.  Understanding typical change in take-
off and flight parameters when difficulty (and stress) is added by performing 
the more difficult skill from a higher board would inform when to progress to 
maximise the value of training (training a dive poorly compromises the 
reinforcement of correct technique)  
• The difference in kinematic parameters during performances under pressure 
(due to competition or to the performance of a new skill) compared to those 
performed in relaxed circumstances.  Once understood, the effect of pressure-
training (where task, environment and consequence is manipulated to increase 
stress on the diver to prepare them for the competition field of play) and 
performance-psychology interventions (to refine competition routine, minimise 
distraction and maintain a suitable arousal level) could be measured to 
maximise the probability of success in competition. 
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The data required to answer these performance questions are all produced with the 
diveTracker system. 
 
11.6.4 Enhance automated marker tracking 
The automated tracking algorithm could be developed to manage fast forward and 
inward rotating skills.  As 407c (inward 3.5 somersaults) was not consistently 
successfully tracked, 109c (forward 4.5 somersaults, a standard dive for male 
springboard divers) is likely to be similarly challenging. 
Functionality could be extended to prompt the user to manually digitise any landmarks 
when prediction has failed, to then restart the tracking process.  This would increase 
successful processing of markers in frames subsequent to that identified as a stopping 
point. 
Segment lengths could be used to identify the diver and, for divers with similar limb 
lengths, historic performance data (average height of hurdle, depth of squat at first 
contact etc.) could be used to differentiate individuals.  Once the diver has been 
identified, KPI could be stored in a database for longitudinal analysis and comparison. 
 
11.6.5 Extend the tool to analyse platform diving 
The system developed for this study would require little modification to support the 
analysis of platform diving.  The plane in which the diver performs would need to be 
determined since the diver can take-off from any point along the 3-metre width of the 
platform.  The tracking algorithm would be adapted to change the assumption of 
starting position (as dives from the armstand group begin with the hands on the 
platform and the body inverted). 
There would also need to be a study into an optimal camera view such that a flight 
path of a considerably greater length could be tracked, while maintaining the pixel-
resolution of the diver’s image to reconstruct landmarks with enough accuracy to 





Section 1.3 stated that diving is hard to measure and made an argument in support of 
that assertion.  The diveTracker system, developed to provide objective feedback to 
divers and coaches from the analysis of springboard dives, uses techniques in camera 
calibration, body-segment modelling, image-processing and performance analysis to 
meet that challenge. 
This study has demonstrated a method for calculating performance data from 
springboard dives and has quantified metrics describing world class performance of 
dives of the highest difficulty.  It has created proprietary knowledge for British Diving’s 
World Class Programme, extending its understanding of What It Takes to Win and 
creating a base from which to individualise training programmes and measure 
progress. 
 An analysis of athletes from British Diving’s World Class Programme has measured 
development in performance to support the subjective assessment of coach and 
support team.  Data have been used to re-evaluate critical components of 
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Appendix B - Athlete data 
 
Diver 1 
Diver 1 – September 2018 Profiling results 
 
All results were compared to mean of: 
• All funded divers 
• All divers of the same sex  
• All divers in the same discipline (springboard or 
platform) 








Diver 1 – Results from filming and digitisation 
Forward facing dives with hurdle 
 
 















Key performance indicators – all dives - Diver 1.  Dives coded as ‘date_time_dive-
number’. 



























Diver 2 – September 2018 Profiling results 
 
All results were compared to mean of: 
• All funded divers 
• All divers of the same sex  
• All divers in the same discipline (springboard or platform) 







Diver 2 – results of filming and digitisation 
















Key performance indicators – all dives - Diver 2.  Dives coded as ‘date_time_dive-
number’. 






























Diver 3 – September 2018 Profiling results 
 
All results were compared to mean of: 
• All funded divers 
• All divers of the same sex  
• All divers in the same discipline (springboard or platform) 


































Diver 3 – results of filming and digitisation 













Key performance indicators – all dives - Diver 3.  Dives coded as ‘date_time_dive-
number’. 























Diver 4 – September 2018 Profiling results 
 
All results were compared to mean of: 
• All funded divers 
• All divers of the same sex  
• All divers in the same discipline (springboard or platform) 








Diver 4 – results of filming and digitisation 











Key performance indicators – all dives - Diver 4. Dives coded as ‘date_time_dive-
number’. 



































Appendix D - Health and Safety documentation 
 










































Appendix E - What It Takes to Win competencies 
What It Takes to Win (WITTW) competencies are defined in eight areas.  Competencies 
are rated by defined members of the World Class Programme and scored out of 10.  











































Appendix F – Annual review feedback 



















Appendix G – Results of regression analyses 
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