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Abstract
Tensile testing, also known as tension testing is a fundamental material technology test in which a sample is subjected 
to uniaxial tensile loading until failure. The results from the test are commonly used to select a material for different applications, 
for quality control, and to predict how a material will react under other types of forces. Properties directly measured using the 
tensile test are ultimate tensile strength, change in dimension along length and width. As a result of tensile test, properties like 
modulus of elasticity, Poisson’s ratio, ultimate strength, yield strength and strain hardening properties can also be determined. In 
the present paper, experimental works of tensile testing to predict certain outputs have been carried out. Here, an attempt has
been made to use Neuro solution for the artificial neural network (ANN) applying to tensile test to predict output parameter. The 
ANN was subsequently trained with experimental data. Testing of the ANN has been carried out using experimental data not 
used during training. The results showed that the outcomes of the calculation are in good agreement with the experimental data; 
this indicates that the developed neural network can be used as an alternative way for calculating the repetitive process 
parameters.
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Wo         original width
Lf           final length 
Lo          original length
1. Introduction
The uni-axial tensile test is known as a basic and universal engineering test to achieve material parameters 
such as ultimate strength, yield strength, percentage elongation, percentage area of reduction and Young's modulus. 
These important parameters obtained from the standard tensile testing are useful for the selection of engineering 
materials for any applications in real life. The tensile testing is carried out by applying longitudinal or axial load at a 
specific extension rate to a standard tensile specimen with known dimensions (gauge length and cross sectional area 
perpendicular to the load direction) till failure.  The applied tensile load and extension are recorded during the test 
for the calculation of stress and strain. The dimensions of the test specimens are kept fixed as per American Society 
for Testing and Materials (ASTM) standard. The elongation of gauge section is recorded against applying force 
using various measuring instruments like micrometer and vernier caliper. With the use of elongation data in length 
and width material anisotropy can be measured which is very much useful in mechanical forming process. For that 
specimen has to be cut at various orientations from the base piece of material.
ANNs are computational models, which replicate the function of a biological network, composed of 
neurons and are used to solve complex functions in various applications. Neural networks consist of simple 
synchronous processing elements that are inspired by the biological nervous systems. The basic unit in the ANN is 
the neuron. Neurons are connected to each other by links known as synapses, associated with each synapse there is a 
weight factor. In this present study, BP algorithm has been used with a single hidden layer improved with numerical 
optimization techniques called Levenberg-Marquardt (LM). The learning process automatically adjusts the weights 
and thresholds of the processing elements. Once adjusted with minimal difference between ANN output and targeted 
output, the neural network is said to be trained. Artificial neural networks have found extensive applications in 
diverse fields like manufacturing, signal processing, bio-electric signal classification, pattern recognition, speech 
recognition, image processing, communications, autonomous vehicle, navigation control of gantry crane etc. Even in 
manufacturing, ANN applications for cold forging, for predicting the flow stress in hot deformation, for tool wear 
monitoring, for prediction of machining behavior, and for the optimization of manufacturing processes among many 
others, are well documented and only a few illustrative references are cited here [1]-[4]. 
2. Experimental setup and Experimentation
Tensile testing machine is built up with a load frame of a solid T-slot table, columns and a hydraulically 
maneuverable crosshead. Control and data acquisition is performed by computer boards and specially designed 
programs. Experimental tests have been performed on universal tensile testing machine which manufactured by 
Fuel, Instruments and Engineers Pvt. Ltd. (FIE). To be able to clamp the specimen in the desirable manner, special 
attention has been put on the rectangular jaw rather than circular jaw, and specially their surface towards the 
specimen. The whole set up for experimental work as shown in Fig.1.
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Fig. 1: Experimental set up for uniaxial tensile test
After completion the tensile test, the various outputs in a graphical manner like load – extension diagram 
and stress – strain curve with yielding point, ultimate tensile load and final gauge length of the tensile test piece 
have been plotted using a computer attached to machine. The geometry of the specimen is as per ASTM standard 
which is shown in Fig. 2. The standard material for preparation of a tensile test specimen has been taken AISI 1008 
stainless steel. The specimen has been cut on the abrasive water jet cutting machine. For each material, 112 
experiments have been carried out to measure elongation. The few of readings from experimental work have been 
given in Table 1. 
Fig. 2: A tensile test specimen
      Table1. Sample Experimental Data
   
The output parameters final length and final width have been used to calculate material anisotropy. To 
determine anisotropy of material R has been calculated using formulae (1). In that, 0R , 45R and 90R have been 
decided by the orientation of the specimen and same has been calculated from the final length and final width 
parameter of particular orientation as given in (2).
 0 2 45 90 / 4R R R R   (1)
Thickness(mm) Orientation Ys (MPa) Ts (MPa) Length (Lo) Width(Wo) Length (Lf) Width (Wf)
2.77 0° 275.9 360.4 24.9 5.82 28.2 5.48
2.77 45° 246.8 359.3 24.9 5.78 27.3 5.49
2.77 90° 247.4 359.2 24.9 5.85 27.6 5.56
2.88 0° 278.6 366.5 24.5 5.93 27.5 5.79
2.88 45° 253.2 348.6 25.3 6.18 29.5 5.87
2.88 90° 251.0 342.8 24.5 6.15 27.2 5.86











3. ANN Modeling for Tensile Testing  using Neuro Solution Software
A multi layer perception has been developed using Neuro solution and used for the prediction of spring 
back. The BP has been initially trained using an experimental data and subsequently testing has been performed on 
experimental data [7]. The architecture of ANN used in this study is 5-8-2, with 5 corresponding to the input values, 
8 to the number of hidden layer neurons and 2 to the output. Input and output parameters are selected as per our 
requirement and hidden layers are selected by trial and error methods. The topology architecture of feed-forward 
three-layered back propagation neural network has been illustrated in Fig. 3. Neuro Solution has been used for 
training the network model for elongation of the test specimen prediction. The training parameters used in this 
investigation have been listed as input to ANN. The neural network described in this work, after successful training, 
has been used to predict the elongation of AISI 1008 steel plate within the trained range. Statistical methods have 
been used to compare the results produced by the network. Errors occurring at the learning and testing stages are 
called the mean square error (MSE), absolute error and co relation factor (R).
3.1 Inputs to ANN
There are five parameters as the input of ANN i.e. thickness, orientation, yield strength and tensile strength 
parameter have been combined for easy functioning, original length and original width.
3.2 Outputs to ANN
Final length and final width parameter have been considered as an output parameter to ANN.
3.3 Back Propagation Neural Network
For many years there was no rule available for updating the weight of a multi layer network undergoing 
supervised learning. The weight adaptation rule is known as back propagation. Neural networks are mathematical 
models composed by several neurons arranged in different layers, linked through the variable weights. These 
weights have been calculated by an iterative method during the training process when the network is fed with a large 
amount of training data, input and output pairs that represent the pattern attempting to be modelled [1].
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Fig. 3:  A back propagation network [1]
The back propagation algorithm defined two aspects of the network: first a forward sweep from the input layer to 
the output layer, and then a backward sweep from the output layer to the input layer. The forward sweep propagates 
input vector through the network to provide output at the output layer. The backward sweep is similar to the forward 
sweep, except that the error values are propagated back through the network to determine how the weights are to be 
changed during the training. During the backward sweep value pass along the weighted connection in the reverse 
direction to that this was taken during the forward sweep. Fig.3 shows a back propagation network a unit in the 
hidden layer will send the activation to the every unit in the output layer during the forward sweep and so during the 
backward sweep a unit in the hidden layer will receive an error signal from the every unit in the output layer [1].
3.4 Neural Network Architecture
As mention above five different inputs and two outputs (final length and final width) have been given to 
ANN. Consider the eight hidden nodes and single layer feed forward neural network, network architecture is 
become as shown in Fig. 4.
                                                 
Fig. 4: Neural Network Architecture
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3.5 Training of ANN
For this study will be broach under a supervised learning strategy, which means that for all the input 
patterns , the objective outputs are known and batch pattern training style is chosen. The training set construction 
represents a key point of the network generalization property especially for avoiding the over fitting problem. For 
avoiding the over fitting problem, the early stopping technique is used considering the three data sets: training, cross 
validation and testing. The training set for training and weight adjustments. The validation set to refine the network 
by early stopping technique and finally the testing data set an unseeing set during the training that is used to 
determine the network performance by an error computation [12]. Using this training technique the ANN has been 
trained.
4. Network Experimentation
Here, Neuro Solution has been used which was founded by Curt Lefebvre and Jose Principle. Neuro 
Solution based on the back propagation learning algorithm with momentum term has been used. Network parameter 
such a learning rate, momentum, number of hidden nodes in hidden layer, number of hidden layers and activation 
functions were chosen based on the parametric study reported in the literatures [11]. The parametric study has been 
intended to obtain the optimal parameters for faster convergence of data and minimum MSE. 
Five parameters have been selected as an input to ANN based on the experimentation. ANN has been 
trained with the experimental data up to 40000 epochs. The parametric variation has been selected based on the 
effect of it on MSE as reported in literature [4], [8], [10]. Subsequently network was tested with that experimental 
data which was not used during training [4], [10]. After testing, ANN results have been compared with experimental 
results for the percentage of error of Lf and Wf in tensile test. From this output anisotropy of the material has been 
found for all samples. 
                                      Table 2. Optimal parameter value  for  ANN Architecture
Sr. No. Parameter Data Normalized as a whole set
1 Number of Inputs 5
2 Number of out puts 2
3 Number of hidden nodes 8
4 Number of  hidden layers 1
5 Momentum 0.8
6 Learning rate 0.7
7 Activation function Sigmoidal
8 Normalized range 0.1 to 0.9
4.1 Testing Result of ANN
Testing result clearly shows in Table 3, R value is nearly about to 1, which co-relates desired output to the 
ANN predicted output. Also the graph shows desired output and ANN output result is coinciding with each other as 
shown in Fig.5.
                                                             Table3.Co relation between Desired output and ANN output 
Performance Nor Lf Nor Wf
MSE 0.00868 0.0062
NMSE 0.95760 0.49855
Min Abs Error 0.07232 0.07337
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Max Abs Error 0.00263 0.01116
R 0.94627 0.95944
Fig. 5: Desired output and ANN predicted output
The sensitivity analysis has been carried out using artificial neural network. From the sensitivity result 
shown in Fig.6, it can be clearly seen that effect of plate thickness will affects more, which is matching with 
experimental result.
Fig. 6: Sensitivity of Input Parameters
5. Conclusion 
Following conclusions have been derived from the parametric study of tensile testing using the artificial neural      
network.
x Mean square error during the training and testing has been found and to be affected by normalization of 
data. Because of this, ANN can be used only for the range of the input variables for which it has been 
trained.
x Parametric study indicates that there exists unique combination of network parameters like momentum and 
learning rate for MSE. Optimal parameter values are required to be finding out by trial and error. 
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x It has been observed from the results that a correlation coefficient for final length and width are 0.94 and 
0.95 respectively   which shows the correlation between the experiments results and developed BPN model. 
This shows that the developed neural network model is capable of making the prediction of the elongation 
with reasonable accuracy.
x As a result of this study, it was obvious that increasing thickness of plate, elongation is increased. In 
addition, width of plate is another parameter in incrimination of elongation. However, its effect is not as 
much as thickness. 
x The aim of this study was to show the possibility of the use of neural networks for the calculation of the 
elongation in steel plate. Results showed that, the neural networks can be used as an alternative way for 
calculating the process parameters
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