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résumé et mots clés
Dans cet article nous proposons  une nouvelle méthode de reconstruction en temps réel de signaux bidimensionnels
à échantillons manquants. Un modèle autorégressif bidimensionnel est adopté. On considère deux causalités, quart
de plan (QP) et demi-plan asymétrique (NSHP : Non Symetric Half Plane). 
Le critère à optimiser pour estimer les paramètres du modèle est quadratique en l'erreur d'estimation, et défini
aux instants d'arrivées des échantillons. Du fait d'observations manquantes, le gradient du critère devient non
linéaire en les paramètres. L'optimum est atteint à l'aide d'algorithmes de type LMS adaptés aux  signaux bidi-
mensionnels à échantillons manquants. Deux approximations du critère sont proposées. Elles conduisent à deux
algorithmes dont la  description formelle est fournie et les performances  comparées. Les résultats présentés mon-
trent les performances de la  reconstruction (pour des signaux bidimensionnels stationnaires et non stationnaires)
en fonction du pourcentage d'échantillons manquants ainsi que de la loi de distribution de ces échantillons.
Modélisation AR-2D, algorithme LMS, traitement de signaux à  échantillons manquants.
abstract and key words
In this paper, we propose a new real-time reconstruction method of  two-dimensional uniformly sampled  signals
with missing observations.  A two-dimensional autoregressive  model (AR-2D) is adopted. Two cases of causality,
Quarter of Plane (QP) and Non symetric Half Plane (NSHP) are tested.  The criterion used to estimate the model
parameters is  quadratic, and  defined when samples are availables. Due to missing observations, the gradient of the
criterion becomes non-linear.  The optimum is reached by means of LMS-like algorithms adapted to 2D non uniformly
sampled  signals. Two approximations of the criterion are proposed.  They lead to two algorithms whose  formal des-
criptions and  compared performances are provided.  The results obtained show the reconstruction performances of
two-dimensional (stationary and non stationary) signals,  as a function of the ratio and the distribution law of 
missing samples.
AR-2D modeling, LMS algorithm, missed observations signal processing.
1. introduction
Le problème d’échantillonnage non périodique intervient dans
de nombreux cas. On distingue deux principales classes de
signaux à échantillonnage non périodique.
Dans la première, les instants d’échantillonnage sont intrinsè-
quement non périodiques : c’est le cas par exemple des mesures
par effet Doppler ou de la vélocimétrie laser. Dans la seconde, il
existe une période d’échantillonnage cachée mais certains
échantillons sont manquants. Les échantillons manquants peu-
vent être perdus du fait d’une erreur de transmission ou d’un
mauvais fonctionnement du système de mesure. On peut égale-
ment ne pas transmettre des échantillons prédictibles, à des fins
de compression de données. La répartition des échantillons
manquants dépend essentiellement des applications et peut être
aléatoire. On peut rencontrer par exemple une distribution
d’échantillons manquants suivant une loi de Bernouilli (proba-
bilité de perte d’échantillons constante) ou une loi de Markov
(répartition par paquets). On peut rencontrer également des
intervalles de temps (entre deux instants d’échantillonnage) dis-
tribués aléatoirement, uniformément, ou suivant une loi de
Poisson. Dans cet article, nous étudions la possibilité de recons-
truction en temps réel des échantillons manquants d’un signal
bidimensionnel (en prenant l’image pour exemple), à partir
d’une identification locale simple d’un modèle AR-2D. On sup-
pose que le signal bidimensionnel est classiquement balayé de
gauche à droite et de haut en bas. Seules les causalités quart de
plan QP et demi-plan asymétrique NSHP (cf. figure 1) permet-
tent d’aboutir à des algorithmes adaptatifs implantables en
temps réel.
soit pour améliorer la qualité des images (en terme de rapport
signal sur bruit) [1][2][3] ou à des fins de compression d’images
pour améliorer les performances de codeurs DPCM [4][5].
D’autres concernent des méthodes d’estimation et de recons-
truction non paramétriques [6][7][8][9]. Ces méthodes sont
toutes des méthodes hors ligne. Lors de précédents travaux
[10][11][12], nous avons développé une méthode adaptative
pour l’estimation AR/ARMA de signaux à échantillonnage non
périodique (SENP) monodimensionnels. Les résultats obtenus
étaient prometteurs et montraient un bon comportement de la
méthode même pour un pourcentage important d’échantillons
manquants. La présente publication a pour objet l’identification
AR-2D de signaux bidimensionnels à échantillons manquants à
l’aide d’algorithmes adaptatifs de type LMS permettant un trai-
tement en temps réel.
2. description 
des algorithmes
2.1. formulation du problème
Supposons que les échantillons du signal 2D y(i, j) se trouvent
sur une grille régulière repérée par deux axes orthogonaux et
que les instants d’arrivée des échantillons sont multiples d’une
période d’échantillonnage cachée, c’est-à-dire que certains sont
manquants, ou perdus (cf. figure 1). 
Pour un modèle AR-2D, le support de prédiction S est défini par
l’ensemble des points d’indices (m,n) tels que :
S = {0  m M − 1, 0  n  N − 1, m+ n > 0} (1)
pour une causalité QP et tels que :
S = {0 < m M − 1, −N + 1  n  N − 1}
∪ {m = 0 , 0 < n  N − 1} (2)
pour une causalité NSHP. Le couple (M,N) correspond à
l’ordre du modèle. On introduit la matrice Hi,j (cf. figure 1)
représentant les valeurs des pixels sur le support de prédiction S .
∀h(k, l) ∈ Hi,j , h(k, l) =
{
y(k, l) si disponible
yˆ(k, l) sinon
(3)
avec yˆ(k, l) =
∑
(m,n)∈S
θ(m,n)h(k −m, l − n) (4)
Cela signifie que les échantillons manquants sont remplacés par
leurs estimés yˆ(k, l) obtenus par un prédicteur AR bidimension-
nel adaptatif (4).
R e c o n s t r u c t i o n  t e m p s  r é e l  d e  s i g n a u x  b i d i m e n s i o n n e l s  à  é c h a n t i l l o n s  m a n q u a n t s
Traitement du Signal 2001 – Volume 18 – n°2104
Figure 1. – Représentation de données bidimensionnelles.
L’identification de signaux bidimensionnels échantillonnés clas-
siquement a fait l’objet de nombreux travaux. Certains concer-
nent des méthodes d’estimation paramétrique adaptative, que ce
Les paramètres θ(m,n) du modèle sont représentés par une
matrice Θ sur le support de prédiction. Le critère J(i, j) ne peut
être évidemment défini qu’aux instants d’arrivée des échan-
tillons. Conformément à [2][13] et surtout afin de pouvoir obte-
nir des formules analytiques, nous avons choisi classiquement
un critère quadratique de l’erreur d’estimation :
J(i, j) = [e(i, j)]2 = [y(i, j)− yˆ(i, j)]2
= [y(i, j)− trace(Hi,jΘT )]2 (5)
La mise à jour des paramètres est réalisable à l’aide d’une for-
mule d’optimisation de type gradient :
Θi,j = Θi,j−1 + µGi,j (6)
avec :
Gi,j = −12
∂J(i, j)
∂Θ = e(i, j)
∂h(i, j)
∂Θ (7)
où e(i, j) est l’erreur de prédiction et µ est le pas d’adaptation
qui contrôle la stabilité, le taux de convergence et les caractéris-
tiques de l’erreur résiduelle pendant la phase d’acquisition du
prédicteur. Le choix de ce paramètre est étudié dans de nom-
breux articles dont [5][16][17].
2.2. dévéloppement d’équations 
récursives
Pour le développement des équations, nous considérons la cau-
salité QP. On cherche à obtenir une relation récursive selon (6).
La difficulté réside dans le fait que certains éléments de la matri-
ce Hi,j peuvent dépendre de Θ. Pour prendre en compte cette
dépendance lors du calcul du gradient, on se place au point (i, j)
et on s’intéresse à la valeur prédite par (4) h(i, j) = yˆ(i, j) de
l’échantillon y(i, j), qui est supposé manquant.
La dérivée de h(i, j) par rapport à Θ est donnée par :
∂h(i, j)
∂Θ =


∂h(i, j)
∂θ(M − 1, N − 1)
∂h(i, j)
∂θ(M − 1, N − 2) . . .
∂h(i, j)
∂θ(M − 1, 0)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∂h(i, j)
∂θ(1, 1)
∂h(i, j)
∂θ(1, 0)
∂h(i, j)
∂θ(0, N − 1) . . .
∂h(i, j)
∂θ(0, 1)
0


(8)
où la valeur nulle du dernier élément de la matrice est due au fait
que θ(0, 0) ne fait pas partie du support de prédiction. La
matrice, dépendant des échantillons estimés à partir des para-
mètres du modèle, ne permet pas une expression analytique
directe linéaire (comme dans le LMS classique). En revanche,
on l’obtiendra grâce à des relations de récurrence développées
ci-après. La dérivée par rapport à θ(k, l) est donnée par :
∂h(i, j)
∂θ(k, l)
=
∂
∂θ(k, l)
M−1∑
m=0
N−1∑
n=0
θ(m,n)h(i−m, j − n)
= h(i− k, j − l) +
M−1∑
m=0
N−1∑
n=0
θ(m,n)
∂h(i−m, j − n)
∂θ(k, l)
,
(m,n) = (k, l) (9)
On en déduit que l’équation (8) peut s’écrire sous la forme :
∂h(i, j)
∂Θ = Hi,j + dHi,j (10)
dHi,j est une matrice de dimension (M ×N) donnée par :
dHi,j =


M−1∑
m=0
N−1∑
n=0
θ(m,n)
∂h(i−m, j − n)
∂θ(M − 1, N − 1) . . .
M−1∑
m=0
N−1∑
n=0
θ(m,n)
∂h(i−m, j − n)
∂θ(M − 1, 0)
.
.
.
. . .
.
.
.
M−1∑
m=0
N−1∑
n=0
θ(m,n)
∂h(i−m, j − n)
∂θ(0, N − 1) . . . 0


(11)
Afin d’établir une relation de récurrence permettant le calcul du
second terme de (10), nous introduisons l’intermédiaire de cal-
cul suivant :
Hi,j =

∂h(i−M + 1, j −N + 1)
∂Θ . . .
∂h(i−M + 1, j)
∂Θ
...
. . .
...
∂h(i, j −N + 1)
∂Θ . . . 0(M,N)


(12)
où 0(M,N) est une matrice de taille (M,N), dont tous les élé-
ments sont nuls. La relation entre chaque élément des matrices
dHi,j et Hi,j est la suivante :
dHi,j(k, l) =
M−1∑
r=0
N−1∑
s=0
Hi,j(rM + k, sN + l)θ(r, s) (13)
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L’algorithme obtenu est résumé ci-dessous, en considérant la
causalité QP, (algorithme #1 QP) :
h(i, j) =
M−1∑
m=0
N−1∑
n=0
θ(m,n)h(i−m, j − n), θ(0, 0) = 0
Gi,j = −12
∂J(i, j)
∂Θ = e(i, j)
∂h(i, j)
∂Θ
∂h(i, j)
∂Θ
= Hi,j + dHi,j
dHi,j est calculé à partir de Hi,j obtenue par récurrence. Si
l’échantillon y(i, j + 1) est manquant :
Θi,j+1 = Θi,j
En revanche, si l’échantillon y(i, j + 1) est disponible, on a
∂h(i, j + 1)/∂Θ = 0 et :
Θi,j+1 = Θi,j + µGi,j
Dans un cadre fortement non stationnaire, les informations
apportées par le terme dHi,j dans (10) deviennent erronées, et
donc elles peuvent être négligées. On obtient l’algorithme sim-
plifié suivant (algorithme #2 QP) :
h(i, j) =
∑
(m,n)∈S
θ(m,n)h(i−m, j − n), θ(0, 0) = 0
Gi,j = e(i, j)Hi,j
Θi,j+1 = Θi,j + µGi,j
Le cas de causalité NSHP peut être exactement vu comme le cas
QP sauf que l’ordre du modèle devient (M, 2N − 1), dans les
matrices Hi,j ,Θ, et 
∂h(i, j)
∂Θ , les N derniers éléments de la der-
nière ligne sont nuls. Dans la matrice Hi,j (12), les N derniers
blocs de la dernière ligne sont nuls également. Par conséquent,
les équations nécessaires au fonctionnement de l’algorithme
doivent être modifées. Une version simplifiée de l’algorithme
peut être obtenue de la même manière que dans le cas QP.
3. résultats
3.1. signal synthétique (AR-2D)
Pour évaluer les performances des algorithmes proposés, nous
considérons tout d’abord un signal passe-bas AR-2D de para-
mètres :
Θ =
[
θ(1, 1) θ(1, 0)
θ(0, 1) θ(0, 0)
]
=
[−0.2 −0.3
−0.5 0
]
(14)
La variance du bruit d’entrée est choisie égale à l’unité. Le
signal est généré échantillon par échantillon de gauche à droite
et de haut en bas. Lors de la génération des échantillons de bords
(première ligne et première colonne), les échantillons qui appar-
tiennent au support de prédiction et qui ne sont pas disponibles,
sont remplacés par des zéros. Le signal généré est de dimension
(128× 128) . Il est de variance 1.46.
Nous estimons dans un premier temps, les paramètres du modè-
le à l’aide d’un algorithme LMS classique en minimisant un cri-
tère de l’erreur quadratique instantanée d’estimation. Le pas
d’adaptation est µ = 5× 10−4. L’erreur quadratique moyenne
(EQM) d’estimation des paramètres est −23.28 [dB].
On observe une variance importante de l’estimateur (cf. figure 2).
Ceci est dû en fait à des erreurs importantes d’estimation des
échantillons de bords (étant donné la façon dont ils ont été géné-
rés) combinées à une troncature du signal tous les 128 échan-
tillons. Ces facteurs ralentissent la convergence des paramètres
estimés, vers les vrais paramètres du processus et augmentent
leur variance. Dans un second temps, nous présentons les per-
formances des algorithmes #1 QP et #2 QP en fonction du
schéma d’échantillonnage.
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3.1.1.perte d’échantillons selon une loi 
de Bernouilli
Le schéma d’échantillonnage est défini comme suit : chaque
échantillon du signal échantillonné uniformément possède une
probabilité p d’être manquant (loi de Bernouilli). On rappelle
que le critère à minimiser est quadratique en l’erreur instantanée
d’estimation et le pas d’adaptation est choisi µ = 5× 10−4.
Le tableau 1 présente l’erreur quadratique moyenne de recons-
truction (unités linéaires) pour les algorithmes #1 QP et #2 QP
Figure 2. – Estimation des paramètres du signal synthétique (128× 128) .
en fonction de la probabilité p . On peut noter que le signal étant
stationnaire par morceaux (troncature à chaque fin de ligne),
l’algorithme #1 QP fournit de meilleurs résultats que la version
simplifiée (#2 QP). On note que les écarts entre les deux ver-
sions sont les plus importants pour des probabilités de perte
comprises entre 0.2 et 0.6.
3.2. images
Pour évaluer les performances des algorithmes #1 QP et #2 QP
dans le cas non stationnaire, nous avons retenu deux images
(Bird et Lena).
3.2.1.image Bird
L’image Bird (cf. figure 6) constituée de (128× 128) pixels de
256 niveaux de gris a été échantillonnée selon un schéma iden-
tique à celui du paragraphe 3.1.1 (probabilité constante de perte
d’échantillons). L’ordre du modèle est également choisi iden-
tique (2× 2). Cela est bien suffisant pour représenter une image
photographique [14]. Le pas d’adaptation retenu est
µ = 1× 10−6.
Les résultats obtenus pour l’erreur quadratique moyenne de
reconstruction (cf. tableau 2) sont conformes à ceux obtenus dans
le cas du signal synthétique : l’algorithme #1 QP est plus perfor-
mant que la version simplifiée et ce d’autant plus que p est éle-
vée.
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Figure 3. – Tableau 1 : EQM en fonction de la probabilité de perte d’échan-
tillons p .
En effet, pour des petites valeurs de p , les vitesses de conver-
gence des algorithmes #1 QP et #2 QP sont très proches, et donc
le terme de correction dHi,j dans (10) a peu d’influence sur
l’EQM de reconstruction de la totalité du signal. Pour des
valeurs élevées de p , le terme de correction dHi,j est calculé à
partir de valeurs estimées qui diffèrent d’autant plus de la vraie
valeur que les ruptures de stationnarité sont en nombre élevé.
3.1.2.perte d’échantillons par paquets 
Nous comparons également les performances des 2 algorithmes
dans le cas où les échantillons manquants sont répartis par
paquets. Nous considérons le signal présenté figure 4, pour
lequel 30% des échantillons sont manquants. L’EQM de
reconstruction obtenue à l’aide de l’algorithme #1 QP est de
0.427 et à l’aide de l’algorithme #2 QP, de 0.438. Ceci illustre
un exemple de l’efficacité de l’algorithme #1 QP dans le cas de
pertes d’échantillons par paquets pour ce type de signaux.
Figure 4. – Signal synthétique AR-2D, 30% d’échantillons manquants
répartis par paquets.
Figure 5. – Tableau 2 : EQM de reconstruction de Bird en fonction de pro-
babilité de perte.
Les figures 7,8 et 9 montrent respectivement l’image Bird avec
50 % d’échantillons manquants, l’image reconstruite par #1 QP
et par #2 QP. On voit clairement que les paramètres du modèle
estimés par l’algorithme #1 QP convergent plus vite que ceux de
#2 QP. Ceci se traduit par une meilleure reconstruction dans la
zone homogène proche de la première colonne (en haut à
gauche) de l’image. La mauvaise estimation de certains pixels
de la première ligne et de la première colonne de l’image
reconstruite (cf. figures 8, 9) peut être améliorée en modifiant
les conditions initiales de reconstruction en prenant en compte
les propriétés de l’image.
Figure 6. – Bird (128× 128), originale.
3.2.2.image Lena
Lors de l’application de ces algorithmes (#1 QP et #2 QP) sur
l’image Lena, (256× 256) pixels de 256 niveaux de gris
(cf. figure 11), sous les même conditions d’échantillonnage et de
reconstruction que celles de l’image Bird, les résultats diffèrent.
L’algorithme #2 QP se montre plus efficace que #1 QP en terme
de l’EQM de reconstruction. Ceci s’explique par le fait que le
contenu de l’image Lena diffère de celui de l’image Bird : plus
riche en contours, textures et zones inhomogènes (davantage de
non stationnarité). Nous avons cherché à optimiser le fonction-
nement de chacun de ces deux algorithmes, en jouant sur le
paramètre µ . Pour l’image Lena et pour chaque probabilité de
perte (p = 0.1...0.8) , le pas d’optimisation µ a été choisi de
telle sorte qu’il assure une EQM minimale de reconstruction,
pour l’algorithme #1 QP. D’autre part, Nous avons également
introduit la causalité NSHP pour l’algorithme simplifié #2, ce
qui conduit à l’algorithme #2 NSHP (dans ce cas 4 paramètres
sont utilisés pour modéliser l’image) [14].
Si l’on désigne l’image originale par I(i, j) et l’image recons-
truite par Iˆ(i, j), nous avons introduit d’autres critères (couram-
ment utilisés) pour évaluer la qualité de l’image reconstruite. Ils
sont :
le rapport signal à bruit en valeur efficace :
SNRrms =


∑
(i,j)∈image Iˆ
2(i, j)∑
(i,j)∈image
[
I(i, j)− Iˆ(i, j)
]2


1
2
et le rapport rapport signal (crête à crête) à bruit en valeur effi-
cace :
PSNRrms =

 [max(Iˆ(i, j))−min(Iˆ(i, j))]2(i,j)∈image1
256× 256
∑
(i,j)∈image
[
I(i, j)− Iˆ(i, j)
]2


1
2
Le tableau 3 (cf. figure 10) présente les moyennes des résultats
de simulation pour 30 réalisations des trois algorithmes (#1 QP,
#2 QP et #2 NSHP). Les valeurs y sont exprimées en unités
linéaires. On constate que les valeurs des rapports signal à bruit
obtenus par les deux algorithmes #1 QP et #2 QP sont d’autant
plus proches que les probabilités de perte d’échantillons sont
élevées. Les deux algorithmes se comportent donc de façon
semblable quand le nombre d’échantillons perdus est relative-
ment grand. La figure 12 montre l’image Lena ayant 50 %
d’échantillons manquants selon une loi de Bernouilli. Les
figures 13 à 18 montrent les résultats obtenus pour une seule réa-
lisation pour reconstruire l’image (figure 12).
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Figure 7. – 50% d’échantillons manquants.
Figure 8. – Reconstruite #1 QP.
Figure 9. – Reconstruite #2 QP.
Figure 10. – Tableau 3 : rapport signal à bruit en fonction de probabilité de
perte d’échantillons.
Selon la démarche que nous avons adoptée, l’image devrait être
théoriquement mieux reconstruite par l’algorithme #1 QP que
par l’algorithme #2 QP dans lequel on néglige un terme. En fait,
il n’en est rien (cf figures 13 et 15). Ceci s’explique par la non-
stationnarité de l’image : dans l’algorithme #1 QP, le terme
rajouté dans le gradient fait intervenir le gradient des pixels esti-
més précédemment ; les erreurs se cumulent donc. L’algorithme
#2 QP, lui, ne rajoutant rien, présente une erreur plus faible
(variance des paramètres moins élevée). Lors du changement de
causalité (algorithme #2 NSHP), le pixel supplémentaire intro-
duit permet d’avoir une nette amélioration de la qualité de
l’image reconstruite en terme de rapport signal à bruit. En
contrepartie, la dernière colonne de l’image est évidemment mal
reconstruite (cf figure 17) en raison des conditions initiales.
4. conclusion
Dans cet article, nous avons proposé une nouvelle méthode de
reconstruction en temps réel de signaux bidimensionnels à
échantillons manquants. Les résultats obtenus pour la recons-
truction d’image pourraient être nettement améliorés si l’on
adaptait les conditions initiales des algorithmes, en prenant en
compte les informations a priori sur l’image. La complexité des
algorithmes est de l’ordre de O(M ×N) multiplications et de
O(M ×N)2 additions pour l’algorithme #1 QP et de l’ordre de
O(M ×N) multiplications et de O(M ×N) additions pour
l’algorithme #2 (QP et NSHP), ce qui est compatible avec des
traitements rapides en temps réel. La qualité de la reconstruction
obtenue permet d’imaginer utiliser ces algorithmes pour qu’un
émetteur ne transmette un échantillon que lorsque le récepteur
commet une erreur trop élevée, selon les principes énoncés dans
[10][15]. Cet échantillonnage adaptatif, pourrait être clairement
utilisé dans certains cas comme une technique supplémentaire
pour la compression de données.
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Figure 11. – Lena, image originale.
Figure 12. – 50% d’échantillons manquants.
Figure 13. – Image reconstruite par algo. #1 QP.
Figure 14. – Paramètres fournis par algo. #1 QP. Figure 15. – Image reconstruite par algo. #2 QP.
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Figure 16. – Paramètres fournis par algo. #2 QP.
Figure 17. – Image reconstruite par algo. #2 NSHP.
Figure 18. – Paramètres fournis par algo. #2 NSHP.
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