Gelfand-Kirillov dimensions of simple highest weight modules for types
  BCD by Bai, Zhanqiang & Xie, Xun
ar
X
iv
:2
00
5.
11
53
6v
1 
 [m
ath
.R
T]
  2
3 M
ay
 20
20
GELFAND-KIRILLOV DIMENSIONS OF SIMPLE HIGHEST
WEIGHT MODULES FOR TYPES BCD
ZHANQIANG BAI AND XUN XIE
Abstract. By using the Lusztig’s a-function, we give a combinato-
rial algorithm for Gelfand-Kirillov dimensions of simple highest weight
modules of Lie algebras sp2n, so2n and so2n+1 in terms of their highest
weights. Then we determine the associated varieties of highest weight
Harish-Chandra modules of Lie groups Sp(2n,R), SO∗(2n), SO(2, 2n−
1) and SO(2, 2n− 2) by computing their Gelfand-Kirillov dimensions.
1. Introduction
The Gelfand-Kirillov (GK) dimension is an important invariant to mea-
sure the size of infinite dimensional modules defined originally in [12]. Let
g be a finite-dimensional complex semisimple Lie algebra. For a finitely
generated U(g)-module M , Bernstein [5] constructed a variety in g∗, called
the associated variety, whose dimension is equal to the GK dimension of the
module M . The associated variety has been studied by many people, for
example Borho-Brylinski [7], Joseph [13], Tanisaki [22], Melnikov [20], Mc-
Govern [19], Williamson [25] and Barchini-Zierau [4]. Vogan [23, 24] studied
the GK dimension and associated variety of a Harish-Chandra (HC) module
of a reductive Lie group. Enright-Willenbring [9] and Nishiyama-Ochiai-
Taniguchi [21] independently gave a characterization of the GK dimensions
and associated varieties of unitary highest weight HC modules appearing in
the dual pair settings.
Based on classification of unitary highest weight HC modules by Enright-
Howe-Wallach [8], Bai-Hunziker [1] found a uniform formula for the GK
dimensions and associated varieties of unitary highest weight HC modules.
This motivates us to investigate GK dimensions and associated varieties of
arbitrary highest weight HC modules. This aim was achieved in [2] for the
Lie group SU(p, q) by applying a formula by Lusztig [17] connecting GK
dimensions and a-functions and an algorithm for the a-function of type A,
see also [11]. This paper will give an answer for other Hermitian symmetric
pairs of classical types.
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1.1. An algorithm. First we fix some notations. For a ∈ R, ⌊a⌋ is the
largest integer n such that n ≤ a, and ⌈a⌉ is the smallest integer n such that
n ≥ a. We have ⌊k+12 ⌋ = ⌈
k
2⌉ for any k ∈ Z. In this paper we alway represent
a partition as an increasing sequence p = (p1, p2, · · · , pc) of integers, and we
can require c to be large enough and in particular even (or odd) by adding
0 in p if necessary. Moreover, we sometimes write equal parts as a power for
short.
Let Γ be a totally ordered set and denote by Seqn(Γ) the set of sequences
x = (x1, x2, · · · , xn) consisting of n elements from Γ. For the aim of this
paper we will take Γ to be R or a coset of R in C.
Applying the Schensted insertion to x ∈ Seqn(Γ) we can get a Young
tableaux Ya(x). Let pa(x) be the shape of Ya(x), which by definition is a
partition of n given by the length of each row. We define a function Fa on
Seqn(Γ) by Fa(x) =
∑
i
ci(ci−1)
2 where ci is the length of the i-th column of
Ya(x). For example, if x = (3, 5, 2, 2, 1), then Ya(x) is obtained as follows
3 → 3 5 → 2 5
3
→ 2 2
3 5
→ 1 2
2 5
3
= Ya(x),
and pa(x) = (1, 2, 2) = (0, 1, 2, 2) = (0, 0, 1, 2, 2) = (1, 2
2), Fa(x) = 4.
For x = (x1, · · · , xn) ∈ Seqn(R), we define Yb(x) as the Young tableau
obtained by applying Schensted insertion to the sequence
(x1, x2 · · · , xn−1, xn,−xn,−xn−1, · · · ,−x2,−x1).
Denote by pb(x) the shape of Yb(x), which is a partition of 2n. We define a
function Fb on Seqn(R) by
Fb(x) =
2m+1∑
k=1
(2m+ 1− k)
⌊
pk + k − 1
2
⌋
−
1
6
m(m− 1)(4m + 1),
where pb(x) = (p1, p2, · · · , p2m+1) for some m ∈ N. Note that Fb is well
defined, i.e. it is independent of adding 0 in pb(x).
Lemma 1.1. For x = (x1, · · · , xn) ∈ Seqn(R), we have a unique r =
(r1, · · · , rn) ∈ Seqn(R) with {|ri|
∣∣ 1 ≤ i ≤ n} = {1, 2, · · · , n} such that
(i) for i < j, xi ≤ xj implies ri < rj ;
(ii) for i < j, xi > xj implies ri > rj ;
(iii) for any i, j, xi ≤ −xj implies ri < −rj ;
(iv) for any i, j, xi > −xj implies ri > −rj .
Moreover, we have pb(x) = pb(r).
The proof of this lemma obviously reduces to the special case of x ∈
Seqn(Z), which follows from Lemma 3.4.
For x ∈ Seqn(R), we define pd(x) to be pb(x) if the number of positive
entries in x is even and to be pb(s0r) otherwise, where r is the sequence
associated to x as the above lemma and s0r is the sequence obtained from r
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by changing the sign of the entry with minimal absolute value, i.e. ±1. We
define a function Fd on Seqn(R) as
Fd(x) =
2m∑
k=1
(2m− k)
⌊
pk + k − 1
2
⌋
−
1
6
m(m− 1)(4m − 5),
where pd(x) = (p1, p1, · · · , p2m) for some m ≥ 1. One can check that it is
independent of adding 0 in pd(x).
It is easy to see that if x = (x1) has length 1, we have
Fa(x) = Fd(x) = 0, Fb(x) =
{
0 if x1 ≤ 0
1 if x1 > 0
. (1.1)
Let g be one of the complex Lie algebras sp2n, so2n, so2n+1 (n ≥ 1) , and
h the Cartan subalgebra of diagonal matrices. For λ ∈ h∗ denote by L(λ)
the simple highest weight module with respect to the Borel subalgebra b
of upper triangular matrices. Let {εi | 1 ≤ i ≤ n} be the standard basis
of h∗, see §3 for more details. For µ ∈ h∗, we write µ = (a1, · · · , an) if
µ =
∑n
i=1 aiεi.
Definition 1.2. Let λ ∈ h∗ with λ+ ρ = (t1, t2, · · · , tn), where ρ is the half
sum of positive roots with respect to b. Define [λ] to be the set of maximal
subsequences x of (t1, t2, · · · , tn) such that any pair of entries of x has either
an integral sum or an integral difference. Let [λ]1 (resp. [λ]2) be the subset of
[λ] consisting of sequences with all of entries belonging to Z (resp. 12 + Z).
Set [λ]3 = [λ] \ ([λ]1 ∪ [λ]2). By maximality, we actually have |[λ]1| ≤ 1,
|[λ]2| ≤ 1.
Let x = (ti1 , ti2 , · · · tir) ∈ [λ]3. Let x1 = (tj1 , tj2 , · · · , tjp) be the maximal
subsequence of x such that j1 = i1 and the difference of any two entries of
x1 is an integer. Let x2 = (tk1 , tk2 , · · · , tkq ) be the subsequence of x obtained
by deleting x1, which is possible empty. Note that p+q = r and tja + tkb ∈ Z
for all a, b. Define x˜ = (tj1 , tj2 , · · · , tjp ,−tkq ,−tkq−1 , · · · ,−tk1).
Theorem 1.3. Keep notations as above. Let n ≥ 1. For any λ ∈ h∗, the
GK dimension of L(λ) is given as follows.
(1) If g = sp2n,
n2 −GKdimL(λ) =
∑
x∈[λ]1
Fb(x) +
∑
x∈[λ]2
Fd(x) +
∑
x∈[λ]3
Fa(x˜).
(2) If g = so2n+1,
n2 −GKdimL(λ) =
∑
x∈[λ]1∪[λ]2
Fb(x) +
∑
x∈[λ]3
Fa(x˜).
(3) If g = so2n,
n2 − n−GKdimL(λ) =
∑
x∈[λ]1∪[λ]2
Fd(x) +
∑
x∈[λ]3
Fa(x˜).
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The proof of this theorem will be given in §3.5
Example 1.4. Let λ be a weight of g with
λ+ ρ = (3.1, 2.3, 1.1,−4,−4.1, 2.5, 1.9, 2, 2.1, 0).
Then [λ] consists of four sequences
x = (−4, 2, 0), y = (2.5),
u = (3.1, 1.1,−4.1, 1.9, 2.1), v = (2.3).
If r is the sequence associated to x as in Lemma 1.1, then r = (−3, 2,−1).
We have pb(x) = (1
2, 4), pd(x) = (1
3, 3). Hence Fb(x) = 1, Fd(x) = 2. We
have u˜ = (3.1, 1.1, 2.1,−1.9, 4.1). Then pa(u˜) = (1
2, 3) and Fa(u˜) = 3. By
(1.1), we have Fb(y) = 1, Fd(y) = 0, Fa(v˜) = 0.
We have n = 10. If g = sp2n, then GKdimL(λ) = n
2 − Fb(x) − Fd(y) −
Fa(u˜) − Fa(v˜) = 96. If g = so2n+1, GKdimL(λ) = n
2 − Fb(x) − Fb(y) −
Fa(u˜) − Fa(v˜) = 95. If g = sp2n, GKdimL(λ) = n
2 − n − Fd(x) − Fd(y) −
Fa(u˜)− Fa(v˜) = 85.
Many examples support the following conjecture.
Conjecture 1.5. Let r = (r1, · · · , rn) ∈ Seqn(R) be a sequence such that
{|ri|
∣∣ 1 ≤ i ≤ n} = {1, 2, · · · , n}. Let qk (resp. q′k) be the length of the k-th
row of Yb(r) (resp. Yb(s0r)). Then
(i) for any odd k, we have
⌈
qk
2
⌉
=
⌈
q′
k
2
⌉
;
(ii) for any even k, we have
⌊
qk
2
⌋
=
⌊
q′
k
2
⌋
.
Lemma 1.6. If Conjecture 1.5 holds, then in the definition of Fd(x) we can
directly use pb(x) rather than pd(x).
Proof. Assume that Conjecture 1.5 holds and that r is a sequence associated
to x ∈ Seqn(R) as in Lemma 1.1. Let pb(r) = (p1, · · · , p2m) and pb(s0r) =
(p′1, · · · , p
′
2m) for some large enough m. If k is even, we have
⌊
pk+k−1
2
⌋
=⌊
pk+1
2
⌋
+ k−22 =
⌈
pk
2
⌉
+ k−22 =
⌈
q(2m+1−k)
2
⌉
+ k−22 . Then by (i) we have⌊
pk+k−1
2
⌋
=
⌊
p′
k
+k−1
2
⌋
for even k. Similarly by (ii) this also holds for odd k.
Thus in the definition of Fd(x) we can directly use pb(x). 
1.2. Associated varieties. Let G be a Lie group of Hermitian type with
a maximal compact subgroup K, and let g and k be their complexified Lie
algebras respectively. Let g = k⊕p+⊕p− be the usual decomposition of g as
a k-module. The closures of KC orbits in p
+ form a linear chain of varieties:
{0} = O¯0 ⊆ O¯1 ⊆ ... ⊆ O¯d−1 ⊆ O¯d = p
+,
where d is the rank of the Hermitian symmetric space G/K. From Vogan
[24], we know that the associated variety of any highest weight HC module
is the closure O¯k of some KC orbit in p
+.
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Theorem 1.7. Let G be a Lie group of Hermitian type and of type BCD.
Let λ be a weight of g with λ+ ρ = (t1, · · · , tn) such that the simple highest
weight module L(λ) is a HC module. Then the associated variety of L(λ) is
a closure O¯k(λ), with k(λ) computed in terms of λ as follows.
(1) G = Sp(2n,R) with n ≥ 2. Let x = (t1, · · · , tn). Then Yb(x) has at
most two columns. Let t be the length of the second column of Yb(x).
Then
k(λ) =


2
⌈
t
2
⌉
if t1 ∈ Z,
2
⌊
t
2
⌋
+ 1 if t1 ∈
1
2 + Z,
n if t1 /∈
1
2Z.
(2) G = SO∗(2n) with n ≥ 4. Let x = (t1, · · · , tn). Then Yb(x) has at
most two columns. Let t be the length of the second column of Yb(x).
Then
k(λ) =
{⌊
t
2
⌋
if t1 ∈
1
2Z,⌊
n
2
⌋
if t1 /∈
1
2Z.
(3) G = SO(2, 2n − 1) with n ≥ 3. Then
k(λ) =


0 if t1 − t2 ∈ Z, t1 > t2,
1 if t1 − t2 ∈
1
2 + Z, t1 > 0,
2 otherwise.
(4) G = SO(2, 2n − 2) with n ≥ 4. Then
k(λ) =


0 if t1 − t2 ∈ Z, t1 > t2,
1 if t1 − t2 ∈ Z,−|tn| < t1 ≤ t2
2 otherwise.
Proof. By [1, Cor.5.2 and Tab.1], we have the following facts.
For G = Sp(2n,R), dim O¯k =
1
2k(2n − k + 1) with 0 ≤ k ≤ n.
For G = SO∗(2n), dim O¯k = k(2n− 2k − 1) with 0 ≤ k ≤
⌊
n
2
⌋
.
For G = SO(2, 2n − 1), dim O¯k = 0, 2n − 2, 2n − 1 with k = 0, 1, 2.
For G = SO(2, 2n − 2), dim O¯k = 0, 2n − 3, 2n − 2 with k = 0, 1, 2.
Note that dim O¯k is monotone in k. Now the theorem follows from Propo-
sitions 5.1, 5.2, 5.3, 5.4 and the fact that GKdimL(λ) = dim O¯k(λ). 
1.3. Organization. This paper is organized as follows. In §2 we recall some
results from [15, 3, 18] to give an algorithm of Lusztig’s a-functions on Weyl
groups of types B,D, see Proposition 2.5. Applying this algorithm, in §3
we give an algorithm for computing GK dimensions of simple highest weight
modules of complex Lie algebras sp2n, so2n+1, so2n. In particular, we prove
our first main result Theorem 1.3. In §4 and §5 we compute GK dimen-
sions of highest weight HC modules L(λ) of Lie groups Sp(2n,R), SO∗(2n),
SO(2, 2n − 1), SO(2, 2n − 2) in terms of their highest weights, see Propo-
sitions 5.1, 5.2, 5.3, 5.4. These results allow us to determine the associated
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varieties of highest weight HC modules in terms of highest weights, see The-
orem 1.7. In the last section §4, we give some complements on our algorithm
about GK dimensions.
Acknowledgments. The authors would like to thank professor Lusztig
for helpful discussions about a-functions. The first author is supported by
NSFC Grant No.11601394, and the second author is supported by NSFC
Grant No. 11801031 and 11601116.
2. Lusztig’s a-functions
For a Coxeter system (W,S), Lusztig’s a function
a : W → N
is defined using the Kazhdan-Lusztig basis of the Hecke algebra associated
to (W,S), see [16, 18]. In this section, we will present an algorithm of
computing a-functions of Weyl groups of types B and D, which is based on
some results from [15, 3, 18].
2.1. Symmetric groups. Let Sn be the symmetric group of n letters. We
have a faithful action of Sn on the set [1, n] = {1, 2, · · · , n}. We use the
notation σ =
(
1 2 · · · n
σ1 σ2 · · · σn
)
or simply σ = (σ1, σ2, · · · , σn) to denote
the element ofSn such that σi = σ(i) for all i ∈ [1, n]. Let si = (i, i+1) ∈ Sn
be the element that interchanges i and i+1 and fixes other j with j 6= i, i+1.
Let S0 = {s1, · · · , sn−1}. Then (Sn, S0) is a Coxeter system.
2.2. The group Wn. Fix an integer n ≥ 1. LetWn be the group consisting
of permutations w of the set
{−n,−(n− 1), · · · ,−1, 1, · · · , n− 1, n}
such that w(i) = −w(−i) for all i ∈ [1, n]. We use the notation
w =
(
1 2 · · · n
σ1 σ2 · · · σn
)
= (σ1, σ2, · · · , σn),
with ±σi ∈ [1, n], to denote the element of Wn such that w(i) = σi for all
i ∈ [1, n]. We also use the notation (i, j), with i, j ∈ [−n, n], to denote the
element w such that w(i) = j, w(j) = i and w(k) = k for all k 6= ±i,±j.
Let s0 = (1,−1), si = (i, i+1) for 1 ≤ i ≤ n− 1, and S1 = {s0, s1, · · · sn−1}.
Then (Wn, S1) is a Coxeter system. If n = 1, Wn is a Weyl group of type
A1; if n ≥ 2, Wn is a Weyl group of type Bn.
Let (
λ1 λ2 · · · λm+1
µ1 µ2 · · · µm
)
,m ≥ 0
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be a tableau of nonnegative integers such that entries in each row are strictly
increasing. Define an equivalence relation on the set of all of such tableaux
via (
λ1 λ2 · · · λm+1
µ1 µ2 · · · µm
)
∼
(
0 λ1 + 1 λ2 + 1 · · · λm+1 + 1
0 µ1 + 1 µ2 + 1 · · ·µm + 1
)
.
We denote by ΣB the set of equivalence classes under ∼. We use the same
notation Λ =
(
λ1 λ2 · · · λm+1
µ1 µ2 · · ·µm
)
∈ ΣB to denote its equivalence class, called
a B-symbol, see [14, §3]. We have a well-defined function
cB : ΣB → N (2.1)
such that
cB(Λ) =
∑
1≤i<j≤m+1
min{λi, λj}+
∑
1≤i<j≤m
min{µi, µj}
+
∑
1≤i≤m+1
1≤j≤m
min{λi, µj} −
1
6
m(m− 1)(4m+ 1).
For w ∈Wn, we denote by Yb(w) the Young tableau obtained by applying
Schensted insertion algorithm to the sequence
−w(n),−w(n − 1), · · · ,−w(1), w(1), · · · , w(n − 1), w(n),
and denote by pb(w) the shape of Yb(w), which is a partition of 2n. By [3,
Prop.17], we have a symbol Λ =
(
λ1 λ2 · · · λm+1
µ1 µ2 · · · µm
)
∈ ΣB such that
{2λi, 2µj + 1 | 1 ≤ i ≤ m+ 1, 1 ≤ j ≤ m} = {pk + k − 1 | 1 ≤ k ≤ 2m+ 1},
where pb(w) = (p1, p2, · · · , p2m+1). These operations give a well-defined map
SymbB :Wn → ΣB . (2.2)
Let
bB :Wn → N (2.3)
be the composition SymbB ◦ cB of maps in (2.1) and (2.2).
Lemma 2.1. For w ∈Wn, we have
bB(w) =
∑
1≤k≤2m+1
(2m+1− k)
⌊
pk + k − 1
2
⌋
−
1
6
m(m− 1)(4m+1), (2.4)
where pb(w) = (p1, p2, · · · , p2m+1).
Proof. Since
{λi, µj | 1 ≤ i ≤ m+ 1, 1 ≤ j ≤ m} =
{⌊
pk + k − 1
2
⌋ ∣∣∣∣ 1 ≤ k ≤ 2m+ 1
}
,
we have
bB(w) =
∑
1≤i<j≤2m+1
min
{⌊
pi + i− 1
2
⌋
,
⌊
pj + j − 1
2
⌋}
−
1
6
m(m−1)(4m+1),
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which implies the lemma since
⌊
pk+k−1
2
⌋
is increasing for 1 ≤ k ≤ 2m+1. 
Corollary 2.2. For w ∈Wn with pb(w) = (p1, p2, · · · , p2m) we have
bB(w) =
∑
1≤k≤2m
(2m− k)αk −
1
6
m(m− 1)(4m+ 1), (2.5)
where αk =
⌊
pk+k
2
⌋
=
⌈
pk+k−1
2
⌉
.
Proof. Apply the above lemma to pb(w) = (0, p1, p2, · · · , p2m). 
2.3. The group W ′n. Fix an integer n ≥ 1. Let W
′
n be the subgroup
consisting of elements w ∈Wn such that the number of the negative integers
in {w(1), w(2), · · · , w(n)} is even. Let u = (1,−2), and S2 = {u, s1, s2, · · · ,
sn−1} (see §2.2 for the notations). Then (W
′
n, S2) is a Coxeter system. If
n = 1, then W ′n is trivial; if n = 2 (resp. n = 3, n ≥ 4), W
′
n is a Weyl group
of type A1 ×A1 (resp. A3, Dn ).
Let (
λ1 λ2 · · · λm
µ1 µ2 · · · µm
)
,m ≥ 0
be a tableau of nonnegative integers such that entries in each row are strictly
increasing. Define an equivalence relation on the set of all of such tableaux
via(
λ1 λ2 · · · λm
µ1 µ2 · · ·µm
)
∼
(
µ1 µ2 · · ·µm
λ1 λ2 · · · λm
)
∼
(
0 λ1 + 1 λ2 + 1 · · · λm + 1
0 µ1 + 1 µ2 + 1 · · ·µm + 1
)
.
We denote by ΣD the set of equivalence classes under this relation ∼. We
use the same notation Λ =
(
λ1 λ2 · · · λm
µ1 µ2 · · ·µm
)
∈ ΣD to denote its equivalence
class, called a D-symbol.
Define a map
d : ΣB → ΣD, (2.6)(
λ1 λ2 · · · λm+1
µ1 µ2 · · · µm
)
7→
(
λ1 λ2 · · · λm+1
0 µ1 + 1 · · · µm + 1
)
and a function
cD : ΣD → N (2.7)
given by
cD(Λ) =
∑
1≤i<j≤m
min{λi, λj}+
∑
1≤i<j≤m
min{µi, µj}
+
∑
1≤i,j≤m
min{λi, µj} −
1
6
m(m− 1)(4m− 5).
Let
SymbD : Wn → ΣD (2.8)
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be the composition d ◦ SymbB of maps from (2.2) and (2.6). Let
b′D : Wn → N (2.9)
be the composition of SymbD with the function cD in (2.7). Let
bD : W
′
n → N (2.10)
be the restriction of b′D to W
′
n.
Lemma 2.3. Let w ∈Wn with pb(w) = (p1, p2, · · · , p2m), we have
b′D(w) =
2m∑
k=1
(2m− k)
⌊
pk + k − 1
2
⌋
−
1
6
m(m− 1)(4m− 5).
For w ∈W ′n, bD(w) = b
′
D(w) is computed by the same formula.
Proof. Let SymbB(w) =
(
λ1 λ2 · · · λm+1
µ1 µ2 · · ·µm
)
. We have
{2λi, 2µj + 1 | 1 ≤ i ≤ m+ 1, 1 ≤ j ≤ m} = {0} ∪ {pk + k | 1 ≤ k ≤ 2m},
since pb(w) = (0, p1, p2, · · · , p2m). Thus λ1 = 0 and λi ≥ 1 for i ≥ 2. Then
by definition we have
SymbD(w) =
(
λ1 λ2 · · · λm+1
0 µ1 + 1 · · · µm + 1
)
=
(
λ2 − 1 · · · λm+1 − 1
µ1 · · · µm
)
.
Since λi − 1 =
pk+k
2 − 1 =
(pk+k−1)−1
2 and µj =
pl+l−1
2 for some k and l, we
have
{λi − 1, µj | 2 ≤ i ≤ m+ 1, 1 ≤ j ≤ m} =
{⌊
pk + k − 1
2
⌋ ∣∣∣ 1 ≤ k ≤ 2m} .
Thus by the definition of cD we have
b′D(w) =
∑
1≤i<j≤2m
min
{⌊
pi + i− 1
2
⌋
,
⌊
pj + j − 1
2
⌋}
−
1
6
m(m−1)(4m−5),
which implies the lemma. 
Corollary 2.4. Let w ∈Wn with pb(w) = (p1, p2, · · · , p2m−1), we have
b′D(w) =
2m−1∑
k=1
(2m− 1− k)βk −
1
6
m(m− 1)(4m− 5), (2.11)
where βk =
⌊
pk+k
2
⌋
=
⌈
pk+k−1
2
⌉
.
Proof. Apply the above lemma to pb(w) = (0, p1, · · · , p2m−1). 
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2.4. Algorithm for a-functions. In this subsection, n ≥ 1, (W,S) is the
Coxeter system (Wn, S1) (resp. (W
′
n, S2)), Σ = ΣB (resp. ΣD), Symb =
SymbB (resp. SymbD), c : Σ→ N is the function in (2.1) (resp. (2.7)), and
b is the function in (2.3) (resp. (2.10)). The following proposition gives rise
to an algorithm for Lusztig’s a-functions of Wn and W
′
n.
Proposition 2.5. Lusztig’s a-function a : W → N, with respect to (W,S),
is equal to the function b : W → N.
Proof. Let Irr(W ) be the set of isomorphism classes of simple W -modules
over C. By [15, 5.1] or [18, 20.2], one can define a relation E ∼LR x for
E ∈ Irr(W ) and x ∈ W . For E ∈ Irr(W ), one can define a function on
Irr(W )
a : Irr(W )→ N, E 7→ aE ,
see [15, 4.1] and [18, 20.6(a)] for two different definitions, which are equiva-
lent by [15, (5.1.21), Lem.5.2]. By [18, 20.6(c)],
aE = a(x) if E ∼LR x. (2.12)
By [15, 4.5, 4.6], we have a map
Symb′ : Irr(W )→ Σ.
and Lusztig proved that the a : Irr(W ) → N is the composite of c : Σ → N
with Symb′. Hence
aE = c(Λ), if Symb
′(E) = Λ (2.13)
By [3, Prop17, Thm.18, Lem.29], we have E ∼LR x if and only if Symb
′(E)
is a permutation of Symb(x). 1 Hence, by (2.12), (2.13) and the observation
that c : Σ→ N is invariant under permutations of symbols, we have
a(x) = aE = c(Λ) = c(Symb(x)), for any x ∈W,
where Symb′(E) = Λ and Λ is a permutation of Symb(x). This completes
the proof. 
Example 2.6. Let w = (1, 2, 3,−4,−5) ∈W5. Applying Schensted insertion
algorithm to the sequence 5, 4,−3,−2,−1, 1, 2, 3,−4,−5, we get
Yb(w) = −5−2−1 1 2 3
−4
−3
4
5
,
1 (1) The terminology “E ∼LR x” is expressed as “E belongs to the two-sided cell that
containing x” in [3] .
(2) See [3, Thm.18(2)] for the meaning of the permutation of a symbol.
(3) It seems that [3] does not consider W1,W
′
1,W
′
2,W
′
3. However, one can deal with the
lower rank case of this proposition in the following way. For n1 < n2, we have a natural
embedding as parabolic subgroups Wn1 ⊆ Wn2 . By proving that a and b on Wn1 are
both restriction from those on Wn2 one can see that if a = b on Wn2 , then so does on
Wn1 .
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and pb(w) = (1, 1, 1, 1, 6). Then SymbB(w) =
(
1 2 5
0 1
)
, SymbD(w) =(
1 2 5
0 1 2
)
and the a-values of w in Wn and W
′
n are 4 and 6 respectively.
3. GK dimensions
In this section, we discuss an algorithm for the GK dimensions of simple
highest weight modules of complex Lie algebras sp2n, so2n, so2n+1 with
n ≥ 1. For the case of gln we refer the reader to [2, §4].
3.1. Connection with the a-function. Let g be a semisimple Lie algebra
over C, and fix a Cartan subalgebra h and a Borel subalgebra b. Let Φ ⊆ h∗
be the root system of g with respect to h, and Φ+ the set of positive roots
with respect to b. Let ∆ be the set of simple roots and let Φ− = −Φ+.
We have a triangular decomposition g = n− ⊕ h ⊕ n where n =
⊕
α∈Φ+ gα,
n− =
⊕
α∈Φ− gα, where gα = {x ∈ g | [h, x] = α(h)x for all h ∈ h} is the
root space for α.
Let ( , ) : h∗×h∗ → C be a nondegenerate bilinear form determined by the
Killing form. For α ∈ Φ and λ ∈ h∗, 〈λ, α∨〉 = 2(λ,α)(α,α) denotes the evaluation
of λ at the coroot α∨ ∈ h. The Weyl group W is a subgroup of GL(h∗)
generated by reflections sα, α ∈ Φ where sα acts on h
∗ by sα(λ) = λ −
〈λ, α∨〉α for all λ ∈ h∗. Then W is a Coxeter group with S = {sα | α ∈ ∆}
being the set of generators. Let ρ be the half sum of all positive roots. The
dot action of W on h∗ is given by w.λ := w(λ + ρ) − ρ for w ∈ W,λ ∈ h∗.
For λ ∈ h∗ we have a Verma moduleM(λ) with highest weight λ, which has
a unique simple quotient L(λ), called simple highest weight module.
Let Λ = {λ ∈ h∗ | 〈λ, α∨〉 ∈ Z for all α ∈ Φ+} be the set of integral
weights. A weight λ ∈ h∗ is called antidominant if 〈λ+ ρ, α∨〉 /∈ Z>0 for all
α ∈ Φ+. Let Φλ := {α ∈ Φ | 〈λ+ ρ, α
∨〉 ∈ Z}, and let W[λ] be the subgroup
of W generated by {sα | α ∈ Φλ}. Then Φλ is a root system, and let ∆λ
be the set of simple roots of Φλ with respect to Φ
+
λ
= Φλ ∩ Φ
+ (note that
in general ∆λ * ∆). Let Sλ = {sα | α ∈ ∆λ}. Then (W[λ], Sλ) is a Coxeter
system. For any λ ∈ h∗, there is one and only one antidominant weight in
W[λ].λ. If λ ∈ Λ, we have W[λ] =W , Φλ = Φ.
In [17, §1], Lusztig gives a formula connecting the Gelfand-Kirillov dimen-
sion and the Lusztig’s a-function. The following proposition is a generalized
form of Lusztig’s formula, see [2, Prop.3.8].
Proposition 3.1. For any λ ∈ h∗, we have
GKdimL(λ) = |Φ+| − a(w),
where w is the unique element of W[λ] of minimal length with respect to the
length function of (W[λ], Sλ) such that w
−1.λ is antidominant and a(w) is
the a-value of w in the Coxeter system (W[λ], Sλ).
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3.2. sp2n with n ≥ 1. In this subsection, fix an integer n ≥ 1 and let g =
sp2n, which can be realized as a space consisting of 2n×2nmatrices
(
A B
C D
)
such that A,B,C,D are n × n matrices and D = −AT , BT = B,CT = C.
As usual, we take h to be the subspace of diagonal matrices. Then h has
a standard basis ei = Ei,i − Ei+n,i+n, 1 ≤ i ≤ n, and let εi, 1 ≤ i ≤ n be
the basis of h∗ such that εi(ej) = δij . Let n be the subspace spanned by the
weight vectors
Ei,j − Ej+n,i+n, 1 ≤ i < j ≤ n, Ei,j+n + Ej,i+n, 1 ≤ i ≤ j ≤ n,
whose weights are εi± εj with 1 ≤ i < j ≤ n and 2εk with 1 ≤ k ≤ n. Then
the simple roots are ε1− ε2, ε2− ε3, · · · , εn−1− εn, 2εn, and the half sum of
positive roots is ρ = εn+2εn−1+· · · nε1. We use ( , ) to denote the canonical
bilinear form on h∗ such that (εi, εj) = δij . For µ =
∑
1≤i≤n aiεi ∈ h
∗ with
ai ∈ C, we simply write it as µ = (a1, a2, · · · , an). One can check that
〈µ, (εi − εi+1)
∨〉 = ai − ai+1 and 〈µ, (2εn)
∨〉 = an. The following fact is
well-known.
Lemma 3.2. Let λ ∈ h∗ be a weight such that λ+ρ = (t1, t2, · · · , tn). Then
(1) λ is integral if and only if ti ∈ Z;
(2) λ is antidominant if and only if
(i) ti − tj ≤ 0 whenever ti − tj ∈ Z and i < j,
(ii) ti + tj ≤ 0 whenever ti + tj ∈ Z for any i, j,
(iii) ti ≤ 0 whenever ti ∈ Z;
(3) λ is integral and antidominant if and only if ti ∈ Z and
t1 ≤ t2 ≤ · · · ≤ tn ≤ 0.
Note that ρ = (n, n− 1, · · · , 2, 1) and λ = (t1 − n, t2 − n+ 1, · · · , tn − 1).
We have an isomorphism between the Weyl group (W,S) of sp2n and the
group (Wn, S1) in §2.2 via
sεi−εi+1 7→ sn−i, 0 ≤ i ≤ n− 1, and s2εn 7→ s0.
We identify these two groups, and hence sn−i (1 ≤ i ≤ n− 1) acts on h
∗ by
interchanging the coefficients of εi and εi+1, and s0 changing the sign of the
coefficient of εn. More generally, if w ∈Wn, then
w(εn+1−k) = sgn(w(k))εn+1−|w(k)|, for all 1 ≤ k ≤ n,
where sgn : R→ {0, 1,−1} is the sign function.
Lemma 3.3. For w ∈Wn, we have
w.(−2ρ) + ρ = −wρ = (−w−1(n),−w−1(n− 1), , · · · ,−w−1(1)).
Proof. Let αi = w(i), βi = w
−1(i). We have sgn(αi)β|αi| = i since w
−1w(i) =
i. Then
w(ρ) = w(
n∑
i=1
iεn+1−i) =
n∑
i=1
sgn(αi)iεn+1−|αi|
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=
n∑
i=1
β|αi|εn+1−|αi| =
n∑
k=1
βkεn+1−k,
which implies the lemma. 
Lemma 3.4. Assume that λ is an integral weight with λ+ ρ = (t1, · · · , tn).
(1) Associated to λ, there is a unique w ∈Wn such that
(i) if 1 ≤ i < j ≤ n and ti ≤ tj, then ri < rj,
(ii) if 1 ≤ i < j ≤ n and ti > tj, then ri > rj,
(iii) if 1 ≤ i, j ≤ n and ti ≤ −tj, then ri < −rj,
(iv) if 1 ≤ i, j ≤ n and ti > −tj, then ri > −rj,
where (r1, r2, · · · , rn) = (−w
−1(n),−w−1(n− 1), · · · ,−w−1(1)).
(2) The element w associated to λ as in (1) is precisely the minimal length
element such that w−1.λ is antidominant.
(3) Let Yb(λ) be the semistandard Young tableau obtained by applying
Schensted insertion to the sequence
t1, t2, · · · , tn,−tn, · · · ,−t2,−t1.
Then Yb(λ) has the same shape with Yb(w), where w is the element associated
to λ as in (1).
Proof. It is well-known that there is a unique w ∈Wn such that λ is in the
upper closure of the chamber containing w.(−2ρ), and this w is characterized
as the minimal length element such that w−1.λ is antidominant, see for
example [2, §3.1]. Using Lemma 3.3 and the definition of upper closure,
the conditions (i)-(iv) in (1) are nothing but the translation of the condition
that λ lies in the upper closure of the chamber containing w.(−2ρ). Then (1)
and (2) follow. By the definition of Schensted insertion and (1), Yb(λ) and
Yb(w
−1) have the same shape. Then (3) follows from the fact that Yb(w),
Yb(w
−1) have the same shape. 
Proposition 3.5. Let λ be an integral weight of sp2n with λ+ρ = (t1, · · · , tn).
Let pb(λ) be the shape of Yb(λ) with pb(λ) = (p1, p2, · · · , p2m+1) for some
m ∈ N. Then
GKdimL(λ) = n2−
∑
1≤k≤2m+1
(2m+1−i)
⌊
pk + k − 1
2
⌋
+
1
6
m(m−1)(4m+1).
Proof. It follows from Propositions 3.1, 2.5 and Lemmas 2.1, 3.4(3). 
3.3. so2n+1 with n ≥ 1. In this subsection, fix an integer n ≥ 1 and let
g = so2n+1, which can be realized as a space consisting of (2n+1)× (2n+1)
matrices

 A B UC D V
−V T −UT 0

 such that A,B,C,D are n× n matrices, U, V
are n × 1 matrices, and D = −AT , BT = −B,CT = −C. Take h to be
the subspace of diagonal matrices. Then h has a standard basis ei = Ei,i −
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Ei+n,i+n, 1 ≤ i ≤ n, and let εi, 1 ≤ i ≤ n be the basis of h
∗ such that
εi(ej) = δij . Let n be the subspace spanned by the weight vectors
Ei,j − Ej+n,i+n, Ei,j+n − Ej,i+n, Ei,2n+1 − E2n+1,i+n with 1 ≤ i < j ≤ n,
whose weights are εi ± εj , εi for 1 ≤ i < j ≤ n. Then the simple roots are
ε1 − ε2, ε2 − ε3, · · · , εn−1 − εn, εn, and the half sum of positive roots is
ρ = (n−
1
2
, n−
3
2
, · · · ,
3
2
,
1
2
).
Let ( , ) be the standard bilinear form on h∗ such that (εi, εj) = δij . For
µ = (a1, a2, · · · , an) with ai ∈ C, we have 〈µ, (εi − εi+1)
∨〉 = ai − ai+1 and
〈µ, (εn)
∨〉 = 2an.
Lemma 3.6. Let λ ∈ h∗ be a weight such that λ+ρ = (t1, t2, · · · , tn). Then
(1) λ is integral if and only if {ti | 1 ≤ i ≤ n} ⊆ Z or 12 + Z;
(2) λ is antidominant if and only if
(i) ti ≤ tj whenever i < j and ti − tj ∈ Z,
(ii) ti + tj ≤ 0 whenever ti + tj ∈ Z,
(iii) ti ≤ 0 whenever 2ti ∈ Z;
(3) λ is integral and antidominant if and only if {ti | 1 ≤ i ≤ n} ⊆ Z or
1
2 + Z, and
t1 ≤ t2 ≤ · · · ≤ tn ≤ 0.
As in the case of sp2n, the Weyl group (W,S) of so2n+1 is isomorphic to
(Wn, S1) in §2.2 via
sεi−εi+1 7→ sn−i, 0 ≤ i ≤ n− 1, and sεn 7→ s0.
Now the following Proposition is obvious.
Proposition 3.7. The statements in Lemma 3.4 and Proposition 3.5 hold
for so2n+1 without any change. Note that the only differences are the integral
condition and the half sum ρ of positive roots.
3.4. so2n with n ≥ 1. In this subsection, fix an integer n ≥ 1 and let
g = so2n, which can be realized as a space consisting of 2n × 2n matrices(
A B
C D
)
such that A,B,C,D are n × n matrices with D = −AT , BT =
−B,CT = −C. Let h be the subspace of diagonal matrices. Then h has a
standard basis ei = Ei,i − Ei+n,i+n, 1 ≤ i ≤ n, and let εi, 1 ≤ i ≤ n be the
basis of h∗ such that εi(ej) = δij . Let n be the subspace spanned by the
weight vectors
Ei,j − Ej+n,i+n, Ei,j+n − Ej,i+n with 1 ≤ i < j ≤ n,
whose weights are εi ± εj for 1 ≤ i < j ≤ n. Then the simple roots are
ε1− ε2, ε2− ε3, · · · , εn−1− εn, εn−1+ εn, and the half sum of positive roots
is
ρ = (n− 1, n− 2, · · · , 1, 0).
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We use ( , ) to denote the canonical bilinear form on h∗ such that (εi, εj) =
δij . For µ = (a1, a2, · · · , an) with ai ∈ C, we have 〈µ, (εi − εi+1)
∨〉 = ai −
ai+1 and 〈µ, (εn−1 + εn)
∨〉 = an−1 + an.
Lemma 3.8. Let λ ∈ h∗ be a weight such that λ+ρ = (t1, t2, · · · , tn). Then
(1) λ is integral if and only if {ti | 1 ≤ i ≤ n} ⊆ Z or 12 + Z;
(2) λ is antidominant if and only if
(i) ti ≤ tj whenever i < j and ti − tj ∈ Z,
(ii) ti + tj ≤ 0 whenever ti + tj ∈ Z;
(3) λ is integral and antidominant if and only if {ti | 1 ≤ i ≤ n} ⊆ Z or
1
2 + Z, and
t1 ≤ t2 ≤ · · · ≤ tn−1 ≤ −|tn|.
The Weyl group (W,S) of so2n is isomorphic to (W
′
n, S2) in §2.3 via
sεi−εi+1 7→ sn−i, 1 ≤ i ≤ n− 1, and sεn−1+εn 7→ u.
Lemma 3.9. Assume that λ is an integral weight with λ+ ρ = (t1, · · · , tn).
Let w ∈Wn be the element such that
(r1, r2, · · · , rn) = (−w
−1(n),−w−1(n− 1), · · · ,−w−1(1))
where r = (r1, r2, · · · , rn) is the sequence associated to (t1, · · · , tn) as in
Lemma 1.1. We have one and only one of w,ws0 belongs to W
′
n, denoted
by w′. Then w′ is precisely the element of minimal length in W ′n such that
w′−1.λ is antidominant for so2n.
Proof. From Lemma 3.4(2), one can see that w−1.λ = (a1, a2, · · · , an) sat-
isfies a1 ≤ a2 ≤ · · · an ≤ 0. By Lemma 3.6, both w
−1.λ and (s0w
−1).λ
are antidominant for so2n. Thus the unique element w
′ of the intersection
{w,ws0} ∩W
′
n is indeed an element such that w
′−1.λ is antidominant. It
remains to prove that w′ is of minimal length.
Let δ + ρ = (−n,−(n − 1), · · · ,−1, 1, · · · , n − 1, n). Then δ is an inte-
gral,regular and antidominant weight. To prove that w′ is of minimal length,
it is only need to prove that λ lies in the upper closure of the chamber con-
taining w′.δ (relative to so2n). From the proof of Lemma 3.4(2), one can see
that λ lies in the upper closure of the chamber containing w.δ. Since δ and
s0.δ are in the same chamber, w.δ and (ws0).δ are in the same chamber.
Thus λ lies in the upper closure of the chamber containing w′.δ. 
For an integral weight λ, we define pd(λ) to be pb(w
′) where w′ is the
element of W ′n associated to λ as in Lemma 3.9.
Proposition 3.10. For an integral weight λ of so2n with n ≥ 1, we have
GKdimL(λ) = n2 − n−
2m∑
k=1
(2m− k)
⌊
pk + k − 1
2
⌋
+
1
6
m(m− 1)(4m − 5).
where pd(λ) = (p1, p2, · · · , p2m).
Proof. It follows from Propositions 3.1, 2.5 and Lemmas 2.3, 3.9. 
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3.5. The non-integral case. We now prove Theorem 1.3, and we will use
notations from §1.1.
Proof of Theorem 1.3. Assume that g = sp2n. We first describe the irre-
ducible components of Φλ, which consists of the roots α ∈ {εi ± εj , 2εk |
1 ≤ i < j ≤ n, 1 ≤ k ≤ n} such that 〈λ+ ρ, α∨〉 ∈ Z. Recall that
〈λ+ ρ, (εi ± εi+1)
∨〉 = ti ± ti+1 and 〈λ+ ρ, (2εi)
∨〉 = ti.
If x = (ti1 , ti2 , · · · tir) ∈ [λ]1, then Φλ contains a subset
Φx := {εik ± εil , 2εic | 1 ≤ k < l ≤ r, 1 ≤ c ≤ r}.
If x = (ti1 , ti2 , · · · tir) ∈ [λ]2, then Φλ contains a subset
Φx := {εik ± εil | 1 ≤ k < l ≤ r}.
(In this case, if r = 1, then Φx = ∅ and we just ignore it.) If x =
(ti1 , ti2 , · · · tir) ∈ [λ]3 with x1 = (tj1 , tj2 , · · · , tjp), x2 = (tk1 , tk2 , · · · , tkq)
(see Definition 1.2), then Φλ contains a subset
Φx := {εju − εjv | 1 ≤ u < v ≤ p} ∪ {εks − εkt | 1 ≤ s < t ≤ q}
∪ {εju + εks | 1 ≤ u ≤ p, 1 ≤ s ≤ q},
which is a root system of type Ar−1 with simple roots
{εju − εju+1 | 1 ≤ u ≤ p− 1} ∪ {εks − εks+1 | 1 ≤ s ≤ q − 1} ∪ {εjp + εkq}.
By the construction of [λ], one can see that Φλ is a disjoint union of Φx,
x ∈ [λ], and they are orthogonal with each other. Thus Φx, x ∈ [λ] are
irreducible components of Φλ. Hence W[λ] is a direct product of the groups
Wx, x ∈ [λ], where Wx is generated by reflections sα with α ∈ Φx.
Assume that w is of minimal length such that w−1.λ is antidominant.
Let w =
∏
x∈[λ]wx, where wx is the component in Wx. Then a(w) =∑
x∈[λ] a(wx). One can see a(wx) is given by Fa(x˜), Fb(x) or Fd(x) according
to the type of Φx. Precisely, if x ∈ [λ]3 (resp. [λ]1, [λ]2), then a(wx) = Fa(x˜)
(resp. Fb(x), Fd(x)).
2 Now the assertion (1) follows from Proposition 3.1.
The proof of assertion (2) for g = so2n+1 is similar. A difference is that
if x = (ti1 , ti2 , · · · tir) ∈ [λ]1 ∪ [λ]2, then Φx is given by
{εik ± εil , εic | 1 ≤ k < l ≤ r, 1 ≤ c ≤ r},
which is a root system of type Br.
A difference for g = so2n is that if x = (ti1 , ti2 , · · · tir) ∈ [λ]1 ∪ [λ]2, then
Φx is a root system {εik ± εil | 1 ≤ k < l ≤ r} of type Dr. 
2One can think of x˜ or x as a sequence coming from an integral weight of a Lie algebra a
of type Φx. Then the action of w
−1
x on this integral weight makes it into an antidominant
weight of a. Then a(wx) can be computed by Fa(x˜) by [2, §4], or Fb(x), Fd(x) by the
previous subsections on the integral weight cases.
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4. Some combinatorial results
Let x = (u1, u2, · · · , up−1, up, v1, v2, · · · , vq−1, vq) be a sequence of ele-
ments from a totally ordered set. We say x is (p, q)-dominant if ui > ui+1
and vj > vj+1 for all admissible i, j.
Assume that x is a (p, q)-dominant sequence. By Schensted insertion,
the Young tableau Ya(x) associated to x has at most two columns. By
Proposition 5.3 and Example 5.4 of [2], there is an algorithm of determin-
ing entries in the second column of Ya(x). Let us recall it. The first entry
in the second column is the smallest entry vh1 in v1, v2, · · · , vq such that
vh1 ≥ up. Inductively, for i ≥ 2, the i-th entry is the smallest vhi in
v1, v2, · · · , v(hi−1−1) such that vhi ≥ up+1−i. The algorithm stops at the
(t + 1)-th step if vht+1 does not exist, for some t ≥ 0. Then the second
column of Ya(x) consists of vh1 , · · · , vht . For example, applying this algo-
rithm to x = (9, 6, 3,−1, 10, 8, 7, 5, 4, 3,−2) we can get the second column
3, 4, 7, 10. By this algorithm, we have the following properties about the
length of the second column of Ya(x).
Lemma 4.1. Let x = (u1, u2, · · · , up−1, up, v1, v2, · · · , vq−1, vq) be a (p, q)-
dominant sequence. Then the length t of the second column of Ya(x) equals
the largest integer e such that vi ≥ uq−e+i for all 1 ≤ i ≤ e, and also the
largest integer s such that there exist some 1 ≤ i1 < i2 < · · · < is ≤ p and
1 ≤ j1 < j2 < · · · < js ≤ q satisfying vja ≥ uia for all 1 ≤ a ≤ s.
Proof. By setting (i1, i2, · · · , it) = (p−t+1, p−t+2, · · · , p) and (j1, j2, · · · , jt)
= (ht, ht−1, · · · , h1) in the paragraph before this lemma, one can see that
t ≤ s.
If 1 ≤ i1 < i2 < · · · < is ≤ p and 1 ≤ j1 < j2 < · · · < js ≤ q satisfies
vja ≥ uia for all 1 ≤ a ≤ s, then we have va ≥ vja ≥ uia ≥ uq−s+a for all
1 ≤ a ≤ s since x is (p, q)-dominant. This implies that s ≤ e.
If vi ≥ uq−e+i for all 1 ≤ i ≤ e, then vh1 , vh2 , · · · , vhe in the paragraph
before this lemma always exist. This implies that e ≤ t. Hence we have
t ≤ s ≤ e ≤ t, which implies the lemma. 
Lemma 4.2. Let r = (r1, · · · , rn) ∈ Seqn(R) be a sequence such that{
|ri|
∣∣1 ≤ i ≤ n} = {1, 2, · · · , n} and r1 > r2 > · · · > rn. Then the Young
tableaux Yb(r) and Yb(s0r) both have at most two columns. (Recall that s0r
is the sequence obtained from r by changing the sign of the entry ±1.)
Denote by t (resp. t′) the length of the second column of Yb(r) (resp.
Yb(s0r)). Then we must be in one and only one of the following cases:
(i) t = t′;
(ii) t′ = t− 1 and t is odd;
(iii) t′ = t+ 1 and t is even.
In particular, Conjecture 1.5 holds in this case.
Proof. By the assumption, the sequence (r1, r2, · · · , rn, −rn, · · · ,−r2,−r1)
is (n, n)-dominant. Since s0 changes the sign of ±1 in r, s0r is also (n, n)-
dominant. Thus both Yb(r) and Yb(s0r) have at most two columns.
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Let
(u1, u2, · · · , un) = (r1, r2, · · · , rn),
(v1, v2, · · · , vn) = (−rn, · · · ,−r2,−r1),
(u′1, u
′
2, · · · , u
′
n) = (s0(r1), s0(r2), · · · , s0(rn)),
(v′1, v
′
2, · · · , v
′
n) = (−s0(rn), · · · ,−s0(r2),−s0(r1)).
By Lemma 4.1, we have vi ≥ un−t+i for all 1 ≤ i ≤ t. If (un−t+i, vi) 6= (−1, 1)
for any 1 ≤ i ≤ t, then we have v′i ≥ u
′
n−t+i for all 1 ≤ i ≤ t, which implies
that t′ ≥ t in this case. (Here we use a property that for a, b ∈ R with
|a| < |b|, we have a > b if and only if −a > b, and a < b if and only if
−a < b.)
Assume t′ < t. By the last paragraph, we have vi ≥ un−t+i for all
1 ≤ i ≤ t, and (un−t+i0 , vi0) = (−1, 1) for some 1 ≤ i0 ≤ t. By the first
assertion of Lemma 4.1 and the fact that ua = −vn+1−a for all 1 ≤ a ≤ n,
this implies that t = 2i0 − 1. Using the second assertion of Lemma 4.1, one
can see that t′ ≥ t− 1, and hence t′ = t− 1. Thus we are in the case (ii).
Assume t′ > t. By symmetry, we can change role of r and s0r. Hence by
the last paragraph we have t = t′ − 1 and t′ is odd, which is precisely the
case (iii). 
Lemma 4.3. Let r and t be as in Lemma 4.2. Then we have
Fb(r) =
{
n2 − (t+ 1)(n − t2) if t is odd
n2 − t(n− t−12 ) if t is even
= n2 −
⌈
t
2
⌉
(2n + 1− 2
⌈
t
2
⌉
),
Fd(r) =
{
n2 − nt+ t
2−t
2 if t is odd
n2 − n− nt+ t
2+t
2 if t is even
= n2 − n−
⌊
t
2
⌋
(2n− 1− 2
⌊
t
2
⌋
).
Proof. This follows directly from the definitions of Fb and Fd. For Fd(r), we
need Lemma 4.2. We leave details to the reader. 
Lemma 4.4. Fix n ≥ 3. Let r = (r1, · · · , rn) ∈ Seqn(R) be a sequence such
that
{
|ri|
∣∣1 ≤ i ≤ n} = {1, 2, · · · , n} and r2 > · · · > |rn|. Then we are in
one of the following cases:
(1) r1 = n, pb(r) =
{
(12n) if rn > 0,
(12n−2, 2) if rn < 0;
(2) r1 ∈ {n− 1, n − 2, · · · , 3, 2,±1}, pb(r) =
{
(12n−4, 22) if rn > 0,
(12n−6, 23) if rn < 0;
GK DIMENSIONS 19
(3) r1 ∈ {−2,−3, · · · ,−n}, pb(r) =
{
(12n−3, 3) if rn > 0,
(12n−4, 4) if rn < 0.
In particular, Conjecture 1.5 holds for r in the present case.
Proof. Note that r is determined by r1 and the sign of rn. Then the lemma
can be checked by using Schensted insertion case by case. 
Lemma 4.5. Keep assumptions as in Lemma 4.4. We have
Fb(r) =
{
n2 if r1 = n and rn > 0,
(n− 1)2 if r1 6= n and rn > 0;
Fd(r) =


n2 − n if r1 = n,
n2 − 3n + 3 if r1 ∈ {n− 1, n − 2, · · · , 3, 2,±1},
n2 − 3n + 2 if r1 ∈ {−2,−3, · · · ,−n}.
(We will not use Fb(r) in the case of rn < 0.)
Proof. We leave it as an exercise to the reader. 
5. Highest weight HC modules
Keep notations as in §1.2 and §3.1. In particular, (G,K) is a Hermitian
symmetric pair, with complexified Lie algebras g and k. Let Φc be the set
of compact roots, which is the root system of k. Denote Φ+c = Φc ∩ Φ
+.
A simple highest weight module L(λ) is a HC module if and only if λ is
Φ+c -dominant integral, i.e. 〈λ, α
∨〉 ∈ N for all α ∈ Φ+c .
Proposition 5.1. Assume G = Sp(2n,R) with n ≥ 2. A weight λ ∈ h∗
with λ+ ρ = (t1, t2, · · · , tn) is Φ
+
c -dominant integral if and only if t1 > t2 >
· · · > tn and ti − tj ∈ Z for all i, j.
Assume L(λ) is a highest weight HC module. When t1 ∈
1
2Z, let t be the
length of the second column of the Young tableau obtained by applying Schen-
sted insertion to (t1, t2, · · · , tn,−tn, · · · ,−t2,−t1). Then the GK dimension
of L(λ) is given as follows.
(1) If t1 ∈ Z, then GKdimL(λ) =
⌈
t
2
⌉
(2n + 1− 2
⌈
t
2
⌉
).
(2) If t1 ∈
1
2 + Z, then GKdimL(λ) = n+
⌊
t
2
⌋
(2n − 1− 2
⌊
t
2
⌋
).
(3) If t1 /∈
1
2Z, then GKdimL(λ) =
n(n+1)
2 .
Proof. For G = Sp(2n,R), we have Φc = {εi − εj | i 6= j}, see for example
[8]. Then the first statement holds since ρ = (n, n− 1, · · · , 2, 1).
Let x = (t1, t2, · · · , tn) and let r = (r1, r2, · · · , rn) be the sequence asso-
ciated to x as in Lemma 1.1. Then we have r1 > r2 > · · · > rn.
If t1 ∈ Z, then {x} = [λ]1 = [λ]. By Theorem 1.3, we have GKdimL(λ) =
n2 − Fb(x) = n
2 − Fb(r), which equals
⌈
t
2
⌉
(2n + 1− 2
⌈
t
2
⌉
) by Lemma 4.3.
If t1 ∈
1
2 + Z, then {x} = [λ]2 = [λ]. By Theorem 1.3, we have
GKdimL(λ) = n2−Fd(x) = n
2−Fd(r), which equals n+
⌊
t
2
⌋
(2n−1−2
⌊
t
2
⌋
)
by Lemma 4.3.
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If t1 /∈
1
2Z, then {x} = [λ]3 = [λ]. By Theorem 1.3, we have GKdimL(λ) =
n2 − Fa(x˜) = n
2 − Fa(x) = n
2 − n(n−1)2 =
n(n+1)
2 . 
Proposition 5.2. Assume G = SO∗(2n) with n ≥ 4. A weight λ ∈ h∗ with
λ+ρ = (t1, t2, · · · , tn) is Φ
+
c -dominant integral if and only if t1 > t2 > · · · >
tn and ti − tj ∈ Z for all i, j.
Assume L(λ) is a highest weight HC module. Let t be the length of the
second column of the Young tableau obtained by applying Schensted insertion
to (t1, t2, · · · , tn,−tn, · · · ,−t2,−t1). Then the GK dimension of L(λ) is
given as follows.
(1) If t1 ∈
1
2Z, then GKdimL(λ) =
⌊
t
2
⌋
(2n − 1− 2
⌊
t
2
⌋
).
(2) If t1 /∈
1
2Z, then GKdimL(λ) =
n(n−1)
2 .
Proof. The first assertion follows from the fact that Φc = {εi − εj | i 6= j}.
Let x = (t1, t2, · · · , tn) and let r = (r1, r2, · · · , rn) be the sequence asso-
ciated to x as in Lemma 1.1. Then we have r1 > r2 > · · · > rn.
If t1 ∈
1
2Z, then {x} = [λ]1 ∪ [λ]2 = [λ]. By Theorem 1.3, we have
GKdimL(λ) = n2−n−Fd(x) = n
2−n−Fd(r), which equals
⌊
t
2
⌋
(2n− 1−
2
⌊
t
2
⌋
) by Lemma 4.3.
If t1 /∈
1
2Z, then {x} = [λ]3 = [λ]. By Theorem 1.3, we have GKdimL(λ) =
n2 − n− Fa(x˜) = n
2 − n− n(n−1)2 =
n(n−1)
2 . 
Proposition 5.3. Assume G = SO(2, 2n− 1) with n ≥ 3. A weight λ ∈ h∗
with λ+ ρ = (t1, t2, · · · , tn) is Φ
+
c -dominant integral if and only if t2 > t3 >
· · · > tn > 0, t2 ∈
1
2Z and ti − tj ∈ Z for all i, j ≥ 2.
Assume L(λ) is a highest weight HC module. Then the GK dimension of
L(λ) is given as follows.
(1) If t1 − t2 ∈ Z, then GKdimL(λ) =
{
0 if t1 > t2,
2n − 1 if t1 ≤ t2.
(2) If t1 − t2 ∈
1
2 + Z, then GKdimL(λ) =
{
2n− 2 if t1 > 0,
2n− 1 if t1 ≤ 0.
(3) If t1 − t2 /∈
1
2Z, then GKdimL(λ) = 2n − 1.
Proof. The first assertion follows from the fact that Φc = {εi ± εj | 2 ≤ i 6=
j ≤ n} ∪ {±εi | 2 ≤ i ≤ n}.
Assume t1 − t2 ∈ Z. Let x = (t1, t2, · · · , tn) ∈ Seqn(R). Let r =
(r1, r2, · · · , rn) be the sequence associated to x as in Lemma 1.1. Then we
have r2 > r3 > · · · > rn > 0 and pb(x) = pb(r). We have {x} = [λ]1 ∪ [λ]2.
By Theorem 1.3, we have GKdimL(λ) = n2−Fb(x) = n
2−Fb(r). Then (1)
follows from Lemma 4.5 and the fact that t1 > t2 if and only if r1 = n.
Assume t1 − t2 ∈
1
2 + Z. Let u = (t1) and v = (t2, t3, · · · , tn). Then
{u, v} = [λ]1 ∪ [λ]2. By Theorem 1.3, we have GKdimL(λ) = n
2 − Fb(u) −
Fb(v). Then (2) follows from (1.1) and the fact that Fb(v) = (n− 1)
2.
Assume t1 − t2 /∈
1
2Z. Let u = (t1) and v = (t2, t3, · · · , tn). Then
{v} = [λ]1 ∪ [λ]2 and {u} = [λ]3. By Theorem 1.3, we have GKdimL(λ) =
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n2 − Fa(u˜) − Fb(v). Then (3) follows from (1.1) and the fact that Fb(v) =
(n− 1)2. 
Proposition 5.4. Assume G = SO(2, 2n− 2) with n ≥ 4. A weight λ ∈ h∗
with λ+ ρ = (t1, t2, · · · , tn) is Φ
+
c -dominant integral if and only if t2 > t3 >
· · · > |tn|, t2 ∈
1
2Z and ti − tj ∈ Z for all i, j ≥ 2.
Assume L(λ) is a highest weight HC module. Then the GK dimension of
L(λ) is given as follows.
(1) If t1 − t2 ∈ Z, then GKdimL(λ) =


0 if t1 > t2,
2n− 3 if − |tn| < t1 ≤ t2
2n− 2 if t1 ≤ −|tn|.
(2) If t1 − t2 ∈
1
2 + Z, then GKdimL(λ) = 2n− 2.
(3) If t1 − t2 /∈
1
2Z, then GKdimL(λ) = 2n − 2.
Proof. The first assertion follows from the fact that Φc = {εi ± εj | 2 ≤ i 6=
j ≤ n}.
Assume t1 − t2 ∈ Z. Let x = (t1, t2, · · · , tn) ∈ Seqn(R). Let r =
(r1, r2, · · · , rn) be the sequence associated to x as in Lemma 1.1. Then
we have r2 > r3 > · · · > |rn| , pb(x) = pb(r) and pd(x) = pd(r). We have
{x} = [λ]1∪ [λ]2. By Theorem 1.3, we have GKdimL(λ) = n
2−n−Fd(x) =
n2 − n − Fd(r). Then (1) follows from Lemma 4.5, the fact that t1 > t2 if
and only if r1 = n ; t1 ≤ −|tn| if and only if r1 ∈ {−2,−3, · · · ,−n}.
Assume t1 − t2 ∈
1
2 + Z. Let u = (t1) and v = (t2, t3, · · · , tn). Then
{u, v} = [λ]1∪[λ]2. By Theorem 1.3, we have GKdimL(λ) = n
2−n−Fd(u)−
Fd(v). Then (2) follows from (1.1) and the fact that Fd(v) = (n−1)
2−(n−1).
Assume t1 − t2 /∈
1
2Z. Let u = (t1) and v = (t2, t3, · · · , tn). Then
{v} = [λ]1 ∪ [λ]2 and {u} = [λ]3. By Theorem 1.3, we have GKdimL(λ) =
n2 − n − Fa(u˜) − Fd(v). Then (3) follows from (1.1) and the fact that
Fb(v) = (n− 1)
2 − (n− 1). 
6. Complements
Let x = (x1, x2 · · · , xn) ∈ Seqn(R) and r = (r1, r2, · · · , rn) ∈ Seqn(R) be
the special sequence associated to x ∈ Seqn(R) as in Lemma 1.1. We explain
a diagrammatic way of determining r in the following.
Let a = (a1, a2, · · · , an) be an increasing sequence such that {a1, a2, · · · ,
an} = {−|xi|
∣∣ 1 ≤ i ≤ n}. Construct a diagram D by connecting numbers
in
x1 x2 · · · xn−1 xn −xn −xn−1 · · · −x2 −x1
a1 a2 · · · an−1 an −an −an−1 · · · −a2 −a1
using (straight) lines and requiring that
(i) each number labels one and only one endpoint of a line;
(ii) numbers that label endpoints of the same line are equal and come
from different rows;
(iii) two lines with equal labels do not intersect.
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Then we change labels of the second row ofD to (−n, · · · ,−2,−1, 1, 2, · · · , n),
and accordingly change the first row by the rule (ii). One can see that the
first row is nothing but (r1, r2, · · · , rn,−rn, · · · ,−r2,−r1).
Example 6.1. For x = (2,−1,−1,−3, 1,−1), we have
−3 −2 −1 −1 −1 −1 1 1 1 1 2 3
2 −1 −1 −3 1 −1 1 −1 3 1 1 −2
Change labels and we get
−6 −5 −4 −3 −2 −1 1 2 3 4 5 6
5 −4 −3 −6 1 −2 2 −1 6 3 4 −5
Hence r = (5,−4,−3,−6, 1,−2).
Lemma 6.2. Let x = (x1, x2 · · · , xn) ∈ Seqn(R). Let τ = min{|xi| | 1 ≤
i ≤ n}, and and let xi1 , xi2 , · · · xik be the maximal subsequence of x such
that all of |xij | are τ . Let ǫ be a small enough positive number. We slightly
modify x to x′ = (x′1, · · · , x
′
n) as follows.
If the number of positive entries in {xi} is even, then nothing changes,
i.e. x′i = xi for all i. Otherwise,
(i) if τ = 0, then we change all xij to −ǫ except that the right-most
entry xik is changed to ǫ;
(ii) if all of xij , 1 ≤ j ≤ k are equal to −τ , then we only change the
right-most entry −τ to τ ;
(iii) if some of xij , 1 ≤ j ≤ k are equal to τ , then we change the left-most
τ to −ǫ.
Then we have pd(x) = pb(x
′). Hence in the definition of Fd(x) we can use
pb(x
′).
Proof. Assume that the number of positive integers in {ti} is odd.
Let D′ be the diagram associated to x′ as above. The construction of
x′ guarantees that D′ can be obtained from D by just switching endpoints
labeled as an,−an, which is illustrated as follows:
Case(i): τ = 0.
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D =
· · · · · · · · · · · ·
· · ·· · ·· · ·· · ·0
0
0
0
0
0· · ·· · ·· · ·· · ·
· · · · · · · · · · · · 0
0
0
0
0
0
D′ =
· · · · · · · · · · · ·
· · ·· · ·· · ·· · ·−ǫ
−ǫ
ǫ
ǫ
ǫ
ǫ· · ·· · ·· · ·· · ·
· · · · · · · · · · · · ǫ
ǫ
−ǫ
−ǫ
−ǫ
−ǫ
Case (ii): all of tij , 1 ≤ j ≤ k are equal to −τ .
D =
· · · · · · · · · · · ·
· · ·· · ·· · ·· · ·τ
τ
τ
τ
τ
τ· · ·· · ·· · ·· · ·
· · · · · · · · · · · · −τ
−τ
−τ
−τ
−τ
−τ
D′ =
· · · · · · · · · · · ·
· · ·· · ·· · ·· · ·−τ
−τ
τ
τ
τ
τ· · ·· · ·· · ·· · ·
· · · · · · · · · · · · τ
τ
−τ
−τ
−τ
−τ
Case (iii): some of tij , 1 ≤ j ≤ k are equal to τ .
D =
· · · · · · · · · · · ·
· · ·· · ·· · · · · ·· · ·
· · ·
τ
τ
τ
τ
τ
τ
τ
τ· · ·· · ·· · ·· · ·
· · · · · · · · ·· · · · · ·
· · ·
−τ
−τ
−τ
−τ
−τ
−τ
−τ
−τ
D′ =
· · · · · · · · · · · ·
· · ·· · ·· · · · · ·· · ·
· · ·
−ǫ
−ǫ
τ
τ
τ
τ
τ
τ· · ·· · ·· · ·· · ·
· · · · · · · · ·· · · · · ·
· · ·
ǫ
ǫ
−τ
−τ
−τ
−τ
−τ
−τ
Thus the sequence r′ associated to x′ can be obtained from r by changing
the sign of ±1 in r, i.e. r′ = s0r. Hence pd(x) = pb(r
′) = pb(x
′). 
At last we remark that there is an algorithm called domino insertion.
We don’t repeat its definition here. We refer the reader to [10] for the
original definition, or [6, §3.2] for a short description. Let x and r be as
above. Let D(r) be the domino tableau obtained applying domino in-
sertion to −rn,−rn−1, · · · ,−r1. Then Yb(x) have the same shape with
D(r). This makes the computation of pb(x) more quicker. For example,
if r = (−2,−5, 1,−4,−3), then applying domino insertion to (3, 4,−1, 5, 2)
we get
D(r) = 1
2
3
4
5
and pb(r) = (4, 6).
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One may also desire a kind of domino insertion applying to x directly
rather than r to obtain pb(x). But contrary to Schensted insertion, one
needs careful treatment on the order of the entries with the same absolute
value and the “sign” of 0. We leave it to the reader.
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