The problem of identification of parameters by the distribution of the maximum random variable  by Mukherjea, A et al.
JOURNAL OF MULTIVARIATE ANALYSIS 18, 178-186 (1986) 
The Problem of Identification of Parameters 
by the Distribution of the 
Maximum Random Variable 
A. MUKI-ERJEA 
Depariment of Mathematics, University of South Florida, Florida 33620 
A. NAKAFSIS 
Depariment of Mathematics, American University, Washington, D.C. 20016 
AND 
J. MIYASHITA 
Department of Mathematics, East Carolina University, North Carolina 27834 
Communicated by P. R. Krishnaiah 
Suppose that X,, X,,..., X, are independently distributed according to certain dis- 
tributions. Does the distribution of the maximum of {Xi, X, ,..., X,} uniquely deter- 
mine their distributions? In the univariate case, a general theorem covering the case 
of Cauchy random variables is given here. Also given is an affirmative answer to the 
above question for general bivariate normal random variables with non-zero 
correlations. Bivariate normal random variables with nonnegative correlations were 
considered earlier in this context by T. W. Anderson and S. G. Ghurye. 0 1986 
Academic Press, Inc. 
1. INTRODUCTION 
If F, F2 “.F,,=G,G, . . . G,, where the F;s and Gis are univariate (or all 
of them bivariate) distribution functions, then is n = m and are 
{F,, Fw.., F,} a permutation of (G,, G2,..., G,}? We consider this 
problem here. A general result covering the Cauchy distributions is given in 
Section 2. In Section 3, we solve this problem for bivariate normal dis- 
tributions. For motivation and other preliminaries, we refer the reader to 
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[ 1, 21. In [ 1,2], the bivariate normal case was only partly solved. Our 
proofs here are necessarily completely different from those in [ 1, 21. 
2 
Consider the Cauchy distributions with parameters q’s and b;s given by 
where -co < x < co, i = 1, 2 ,..., n and j = 1, 2 ,..., m. (Note that Hi can 
be expressed as (l/z) (742 + Cp= I (- l)k(ai x)&/k).) Suppose that 
H, Hz . ..H.=LILz . . . L,. Does it follow that (Hi);= 1 is a rearrangement 
of (Li)r! I ? We answer this below in a more general context. 
First, we make the notations simpler and write 
I;,(x) = F(UiX) and G,(x) - F(b,x) 
where 
F(x) = x’ . -f k,xP, -a<x<a,a>O, t>O,k,#O. 
p=O 
Suppose that 
fi F(u,x)= fi F(b,x), -a<x<u. (2.1) 
i=l j=l 
We show below that {ai, u2 ,..,, a,} is a permutation of {b,, bz ,..., b,} under 
two different general conditions, each of which holds for the Cauchy dis- 
tributions. The discussion covering the first condition is notationally 
tiresome; so the reader may prefer to go to the second condition (given in 
subsection B below) first. 
A. Let us first present two simple lemmas. Besides being of 
indepedent interest, they will also be used in this part of the discussion. The 
proofs of these lemmas are not difficult and are omitted. 
LEMMA 2.1. Consider a functionflx,, x2,..., x,): R” + R of the following 
form: f=C x;;x;; ***x7, wherep is ufixedpositive integer (<n), sl, So,..., sP 
arefixed positive integirs such that s1 + s2 + . . . + s, = d and the summation 
is over all possible p-tuples (il, i 2,..., iP) with the ii’s all different and 
1~ ii < n. Then, f can be expressed us a polynomial with integer coefficients 
in the quantities Cy=, x<, j= 1, 2 ,..., d. Moreover, in this polynomial, the term 
containing C;=, x< is always c. C:= 1 x{, where c is an integer. 
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LEMMA 2.2. Consider two finite sets of real numbers 
{Xl 3 x2 Y..., x, } and (Y,, Ye,..., Y,}. 
Suppose that 
i;l x4 = i;l Yk k= 1, 2 ,..., m (m<n). 
Then for k = 1, 2,..., m the following equations also hold: 
1 xil xi2 “‘xi~=CYi,Yi~ “‘Yik, 
where the summations are taken as in Lemma 2.1 or over all possible k- 
tuples (i, , i, ,..., ik) with i, <i,< ... <i, and 1 6ij<n for eachj. 
Now we go back to (2.1). Expanding the products in (2.1), it is easily 
verified that the coefftcient of xnrtr, 1 < r d n, on the left side of (2.1), is 
kg-‘k;. C ai, ai1 * . . a;, 
il < i2 < < i, 
r- 1 
+c 1 C kt-Pk,,k,z “‘k,*a:; “‘at. 
p= I .s,+sz+ “‘.sP=’ 
(2.2) 
(The third summation in the second term above is taken over all p- 
tuples (il, i2,..., i,) such that the iis are all different, 1 6 ij < n, and ii, < iJz 
whenever sj, = siz. ) 
Notice that by Lemma 2.1 (2.2) can be expressed as a polynomial in 
i 
f 4::j= 1, 2 ,..., r , 
i=l i 
where the coefficient of C;= 1 a; is of the form 
C,,=k;-‘[C,+C,p,k,+ ... +C,k;-$1, 
C,=k;, cj= c c(sl ,..., si)k,r, . . . k, (1 <j<r). 
s, + sa + + s, = r 
(Here the c’s are integers.) 
Now we assume that C,, # 0. (For Cauchy distributions, we can assume 
with no loss of generality that k, is transcendental and the other kis are all 
rational numbers, and therefore, C,,#O.) Thus, (2.2) can be written as a 
polynomial in {C;=, 4 :j = l,..., r - 1 } + C,r. C;= 1 a;. It follows after 
equating coefficients of x~‘+~, 1 < r < n, that 
ic, a: = i bj, r = 1, 2 ,..., n. 
i=l 
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Using Lemma 2.2, it follows that n;= 1(x - ai) = n;= 1(x - bi). This means 
that {a, ,..., a,) is a rearrangement of (bi,..., b,). 
B. In (A) above we assumed that C,, # 0 (1 < r < n). Here we make 
a different assumption. We again assume the identity (2.1). Now we make 
the following assumption: 
The functionj(x)=F(x)/F(x) can be exanded in an INFINITE 
power series about 0 so that f(x) =f(O) + xf’(0) + (x*/2)fN(O) + 
. . . 3 -a<x<a. 
Note that the above assumption holds for Cauchy distributions. We may 
also remark that when [F(x)/F(x)] is a polynomial, then F(x) is of the 
form exp (polynomial) and for such functions, the identification of 
parameters is not possible based only on the distribution of the maximum 
random variable. (See e.g., [ 1, p. 240 (2.18)] for a counterexample.) 
Now we take the logarithm of both sides in (2.1) and differentiate with 
respect to x. Then we have, for -a < x < a, 
$, aiCF(aix)lF(aix)l = f bi CF(bix)lF(bix)l. 
i= I 
Using our above assumption, we can now write 
f(f a~+‘xm[f(m)(0)/m!] = i f b~f’x”[f’“‘(O)/m!] 
i=l m=O 1 ( i=l m=O ) 
which can be rewritten as 
x”[f’“‘(O)/m!] = z 
Wl=O 
Since by assumption the power series forf(x) is an infinite power series, 
we have by equating coefficients from both sides of the above identity, 
(2.3) 
for infinitely many m. Now notice that F as well as F,‘s and G,‘s are all dis- 
tribution functions. Consequently, the a,ts as well as the bls are non- 
negative. It is then elementary to observe that 
( ) icl ayk wk +max{ai: 16i<n} 
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as the sequence mk + cg. Therefore, it follows from (2.3) that 
max{aj:1<i6n}=max{b,: 16idsJ. 
Cancelling these maximal terms from both sides of (2.3) and repeating the 
same procedure, we obtain after a finite number of steps n =s and 
{a , ,..., a,}, a rearrangement of {h, ,..., 6,). 
3 
A typical non-singular (i.e., with a non-singular covariance matrix) 
bivariate normal distribution with zero means can be written in the form 
F(x, y) = (ab JC7)/2n. lx 1’ exp{ -4 (a%‘- 2abruv + b2v2)} du dv. 
-zc --x 
Here s $? = l/a, t dg = l/b, where r is the correlation, s2 is the 
x variance and t2 is the y variance. 
We will now give a complete solution of the Anderson-Ghurye problem 
(namely, the problem of this paper) for general bivariate normal dis- 
tributions with zero means. It will also be clear from our proof that the 
solution is also valid for such distributions with means not necessarily zero. 
THEOREM 3.1. Suppose that F,, F, . . . . . F, are non-singular bivariate nor- 
mal distributions with zero means and that at least one of them has a nonzero 
correlation. Also suppose that 
;+1 (3.1) 
where each ci is 1 or - 1. Then (3.1) can always be reduced to an equality 
where the number of factors on the left side of (3.1) is n - 2m, m > 1; 
moreover, for the factors that simpltfy out, C c, = 0, the summation being 
over these factors, and the parameters are the same. 
Before we prove the theorem, let us make some necessary observations. 
Taking “log” of both the sides in (3.1) and differentiating partially, we have 
c cCKIF1 = 1 cCF,PI = 0. 
Differentiating again partially with respect toy, we have 
(3.2) 
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since (LJ/ay) [F,IF] = 0 whenever Y = 0. A typical bivariate normal cdf F 
has the following six properties: 
(i) Fxy = (ab Jm/zx). e-(l/2)(~2~2-2~~b~.~+b2.~2). (3.3) 
(ii) F,= (a ~~/~)~e~~1~2~u2~1~r2~-~2~~(b~-arx), (3.4) 
F =b~.e-(l/2~b2(1-~,Y2.N(ax-bry) 
y Js;; (3.5) 
where N(x) is the standard normal cdf. 
(iii) Write T(x) = 1 -N(x) = N( -x). Then, 
T(x)-&. e-(1/2)x2 (as x + cc). (3.6) 
(iv) Two terms of the form 
exp(- ~(A2x2+Cx~+B2y2)} (3.7) 
are either identical or one dominates the other. (If fl/f2 + 0 as x + co, 
y + co, and x > > y, then we say that f2 dominates f, .) 
(v) If r > 0, then F.y,, dominates F,F,. (3.8) 
Proof of (v). From (3.4) we have 
F =ap 
-y fi 
.,-(1/2)U*(l~r*~.~*[l -N(arx-by), 
_aJD 
2n 
e-(1/2)a*(1 -4x* . e 
- (1/2)(orx - by)* 
arx - by 
(asx+co,y+cqx>>y) 
and 
F,,- [b JI-rzIfi] e-“/2)b2(1-r2)?2 
(as x + co, y + 0~) and x > > y since then N(ax - bry) + 1). It is now clear 
that FXy dominates F,F,. 1 
(vi) If r < 0, then F,F, dominates F,,.. (3.9) 
Proof of (vi). Notice that for r < 0, we have using (3.4) and (3.5): 
(3.10) 
683/18/2-2 
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The assertion is now clear since 
We are now ready to prove the theorem. 
Proof of Theorem 3.1. Let x + co, y + co, and x > > y. Consider the 
term that dominates all terms in the left-hand side of (3.2) which are dif- 
ferent from it in absolute value. Note that there is always such a term by 
observations (i), (iv), (v), and (vi). Now we consider the two cases. 
Case I. r > 0 for the dominating term. In this case, we divide both sides 
of (3.2) by the F.%,, of the dominating term and obtain in the limit Cc = 0, 
where the summation is over the dominating terms. Since the c’s are + 1 or 
- 1, there are an even number of terms which have identical expressions for 
F,,. and this means that for these terms, a, b, and r are the same. In other 
words, Eq. (3.1) can be reduced as claimed. 
Case II (the non-trivial case). r < 0 for the dominating term. In this 
case, we divide both sides of (3.2) by the F,F,, (see (3.10)) of the 
dominating term and obtain Cc = 0, where the summation is over the 
dominating terms, and for these terms, the quantities a*( 1 - r2) ( = l/s*) 
and b2(1 -r*) (= l/t’) are the same. Thus, the parameter r is still to be 
taken care of, and the difficulty of the problem is right here. This difficulty 
can be overcome by the following lemma. 
LEMMA. Forr<O,wehuveusx+oo,y+co,undx>>y, 
F,E;=ab(l -r2) 
e ~ (1/2)[& 1 ~ .2)x2 + /I*( I ~ ,+q 
F2 2n ’ [ 1 - T(a &&) - T(b 479,’ + o(F.v)’ 
Once we have proven this lemma, then looking at the dominating terms 
(and recalling that a m and b ,/1-;? are the same for these terms, 
and also, Cc = 0 for these terms), it is clear that over the dominating terms, 
the summation 
c ( 
F xv F,F, c. -- 
F F2 > 
is reduced to the summation 
Thus, in Eq. (3.2), replacing the group of dominating terms by 
C c * (F,,/F- o(F,..)), the summation here being over this group of 
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dominating terms, we see that there are now more terms than before in this 
equation where F,,, rather than F,F,, dominates. We repeat this process 
over and over again till in every term of Eq. (3.2), F.XY is the dominating 
part. Now as in Case 1, it is clear that Eq. (3.2) can be reduced as claimed. 
Therefore, for the completion of the proof, only the lemma is left to be 
proven. 
Proof of the lemma. From (3.4), we have 
F =‘d= 
I Js;; 
.,-m2(1-“‘“‘[1 -jqarx-by)] 
-aJC7 
6 
e~(1/2)&-r$~~~ aj‘i-7 .,~(1/2)~2(1--r’).~2.e 
~ (1/2)(&v - arxy 
by - arx 
=aJZ7 . e ~ (l/2)& 1 - .2).x2 _ 
a;s e~(I/2)(a2x2-2abrx.v+b2.~2) 
271 . by - arx 
= aJ1-r2 . e-“/2b2(1 -r2).K2 + o(F,,). 
Similarly, we have 
We now estimate F. Observe that 
F(x,Y)= 
ab JG -r 
271 j 1’ e ~ 1/2(a2u2 ~ Zabruv + b2v2)du dv 
--oc -‘x 
The first term is 1. The third term can be written as 
e - (1/2)02(1 - r2)U2& ~ (1/2)(bv- ilrU)2bdv 1 
= T(a Jl - r’x). 
Similarly, the second term can be written as T(b 45~). Now we 
rewrite the fourth term as 
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<‘d--I’ e~~1/21a2~1-~Zl~2~(~y~arx)du 
Jz .r 
(since for r < 0 and u > x, T(bv - am) < T(by - mu)) 
e - (1/2)(by ~ arx)* e - (l/2)&1 .- r2b2 
m by - arx ’ a mx 
= 4&y ), 
Thus, it is no loss of generality to write 
F(x, y) = 1 - T(a JC7x) - T(b JC7y) + o(F,,.). 
Thus, we can also write 
F,I;,. (ab( 1 - r2)/2n). e-- , l/2 I [a+ 1 -~ 12 )I? + hZ( I ~ 4 191 + o(F.xv) 
7= 
[I-T(a~~.,~)-T(b~~.y)12+o(F.~~.)’ 
The lemma now follows. 1 
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