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a b s t r a c t
The energy of a graph is the sum of the absolute values of the eigenvalues of its adjacency
matrix. The edge grafting operation on a graph is a kind of edge moving between two
vertices of the graph. In this paper, we introduce two new edge grafting operations and
show how the graph energy changes under these edge grafting operations. Let G(n) be the
set of all unicyclic graphs with n vertices. Using these edge grafting operations and the
Coulson integral formula for the energy of a monic real polynomial, we characterize the
unicyclic graphs with the first to the seventh minimal energies in G(n) (n ≥ 11).
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let G be a simple graph with n vertices and A(G) be its adjacency matrix. Let λ1, λ2, . . . , λn be the eigenvalues of A(G),
then the energy of G, denoted by E(G), is defined as E(G) = ni=1 |λi| (see [2,3]). In theoretical chemistry, the energy of a
given molecular graph is related to the total π-electron energy of the molecule represented by that graph. Consequently
the graph energy has some specific chemistry interests and has been extensively studied [2–5,7,9,10,8,6]. One of the graph
classes that has been quite thoroughly studied is the class of all unicyclic graphs [5,7,9,6], i.e., connected graphs with one
unique cycle. The study of these graphs is motivated by the chemical background as well as the fact that unicyclic graphs
are very similar to trees.
The characteristic polynomial det(xI − A(G)) of the adjacency matrix A(G) of a graph G is also called the characteristic
polynomial of G, written as φ(G) = φ(G, x) =ni=0 ai(G)xn−i. Using these coefficients of φ(G, x), the energy E(G) of a graph
Gwith n vertices can be expressed by the following Coulson integral formula [4]:
E(G) = 1
2π
 +∞
−∞
1
x2
log
⌊n/2⌋
i=0
(−1)ia2i(G)x2i
2
+
⌊n/2⌋
i=0
(−1)ia2i+1(G)x2i+1
2 dx. (1)
In this paper, we use G(n, l) to denote the set of unicyclic graphs of order nwhose unique cycle has length l, and use G(n)
to denote the set of all unicyclic graphs with n vertices. We denote by dG(u) the degree of a vertex u in the graph G. If G1 is
a spanning subgraph (respectively, a proper spanning subgraph) of G2, then we denote it by G1 ⊆ G2 (G1 ⊂ G2). If G1 and
G2 are isomorphic, then we denote it by G1 = G2. Throughout this paper, we write: bi(G) = |ai(G)|. It is easy to see that
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Fig. 1. The unicyclic graphs of order nwith the first seven minimal energies.
b0(G) = 1, b1(G) = 0, and b2(G) equals the number of edges of G. For the undefined notations and terminology, the readers
are referred to [1].
About the signs of the coefficients of the characteristic polynomials of unicyclic graphs and bipartite graphs, the following
results are obtained in [1,5].
Lemma 1.1. Let G be a unicyclic or bipartite graph. Then we have the following.
(1) b2i(G) = (−1)ia2i(G).
(2) b2i+1(G) = (−1)ia2i+1(G), if G contains a cycle of length l with l ≢ 1(mod 4).
(3) b2i+1(G) = (−1)i+1a2i+1(G), if G contains a cycle of length l with l ≡ 1(mod 4).
From Lemma 1.1, the Coulson integral formula (1) can be rewritten in the following form (in terms of bi(G)) for unicyclic
graphs or bipartite graphs:
E(G) = 1
2π
 +∞
−∞
1
x2
log
⌊n/2⌋
i=0
b2i(G)x2i
2
+
⌊n/2⌋
i=0
b2i+1(G)x2i+1
2 dx. (2)
It follows that E(G) is a strictly monotonically increasing function of those numbers bi(G)(i = 0, 1, . . . , n) for unicyclic or
bipartite graphs. This in turn provides a way of comparing the energies of a pair of unicyclic or bipartite graphs. That is to say, the
method of the quasi-ordering relation ‘‘≼’’ defined by Gutman and Polansky [4] on the set of forests can be generalized to the set
of unicyclic or bipartite graphs as follows.
Definition 1.1. LetG1 andG2 be two unicyclic graphs or bipartite graphs of order n. If bi(G1) ≤ bi(G2) for all iwith 1 ≤ i ≤ n,
then we write G1 ≼ G2.
Furthermore, if G1 ≼ G2 and there exists at least one index j such that bj(G1) < bj(G2), then we write that G1 ≺ G2.
If bi(G1) = bi(G2) for all i, we write G1 ∼ G2. According to the Coulson integral formula (2), we have for two unicyclic or
bipartite graphs G1 and G2 of order n that
G1 ≼ G2 ⇒ E(G1) ≤ E(G2),
G1 ≺ G2 ⇒ E(G1) < E(G2).
Hou [5] determined the unicyclic graph with the minimal energy in G(n) (n ≥ 6) by using the quasi-ordering relation.
Unfortunately, if we go further to consider the problems of finding the second, the third, etc., smallest energies in G(n), the
quasi-ordering relation cannot go further. Recently, Liu [7] has furthermore characterized the unicyclic graphs with the first
to the fourthminimal energies inG(n) (n ≥ 13) bymeans of the Theoremof zero points. In this paper, we introduce two new
edge grafting operations on unicyclic graphs and show how the graph energy changes under these edge grafting operations.
As their applications, and using the Coulson integral formula for the energy of a monic real polynomial, we determine the
unicyclic graphs with the first to the seventh minimal energies in G(n) (n ≥ 11) (see Fig. 1).
2. Two new edge grafting operations
In this section, we will show two new edge grafting operations and show how the graph energy changes under these
edge grafting operations. Before this, we quote the following lemmas.
Lemma 2.1 ([4]). Let T be an acyclic graph of order n > 1 and T ′ be a spanning subgraph (respectively, a proper spanning
subgraph) of T . Then T ≽ T ′ (respectively, T ≻ T ′).
J. Zhu / Discrete Mathematics 312 (2012) 3117–3127 3119
Fig. 2. The edge grafting operation I .
Lemma 2.2 ([9]). Let uv (respectively, u′v′) be a cut edge of a unicyclic graph or bipartite graph G (respectively, G′). Suppose that
G − uv ≼ G′ − u′v′ and G − u − v ≼ G′ − u′ − v′, then G ≼ G′, with G ∼ G′ if and only if both G − uv ∼ G′ − u′v′ and
G− u− v ∼ G′ − u′ − v′ hold.
Lemma 2.3 ([9]). Let u be a non-isolated vertex in a unicyclic graph or bipartite graph G, K1 be the trivial graph of order 1. Then
G ≻ (G− u) ∪ K1.
Let G and H be two graphs whose vertex sets are disjoint. Let u be a vertex in a graph G and u′ be a pendent vertex of a
graph H . We denote by Gu(H) the graph obtained by identifying the vertex u′ with u. Next, we have the following lemma.
Lemma 2.4. Let u be a non-isolated vertex in a unicyclic or bipartite graph G and u′ be a pendent vertex of a graph H. Then
(G ∪ H) ≻ Gu(H) ∪ K1.
Proof. Let u′v′ be the pendent edge of the graph H with the pendent vertex u′.
Then
(G ∪ H)− u′v′ = G ∪ (H − u′v′) = (Gu(H) ∪ K1)− uv′,
(G ∪ H)− u′ − v′ = G ∪ (H − v′),
Gu(H)− u− v′ = (G− u) ∪ (H − v′).
By Lemma 2.3, we have (G ∪ H)− u′ − v′ ≻ (Gu(H) ∪ K1)− u− v′.
By Lemma 2.2, we have (G ∪ H) ≻ Gu(H) ∪ K1. 
Let S(m, n, l) be a tree of order m + n + l obtained by adding m and n pendent edges to the two endpoints of a path of
length l− 1 respectively.
Lemma 2.5. Let m, n, l be positive integers. If m ≥ n, then S(m, n, l+ 1) ≻ S(m+ 1, n− 1, l+ 1).
Proof. Let e′ = u′v′ be a pendent edge of S(m, n, l + 1) satisfying d(v′) = n + 1 and e = uv be a pendent edge of
S(m+ 1, n− 1, l+ 1) satisfying d(v) = m+ 2.
Then
S(m, n, l+ 1)− u′ = S(m, n− 1, l+ 1) = S(m+ 1, n− 1, l+ 1)− u,
S(m, n, l+ 1)− u′ − v′ = S(m, 0, l) ∪ (n− 1)K1,
S(m+ 1, n− 1, l+ 1)− u− v = S(0, n− 1, l) ∪mK1 = S(n− 1, 0, l) ∪mK1.
Sincem ≥ n, we have S(m, 0, l) ∪ (n− 1)K1 ⊃ S(n− 1, 0, l) ∪mK1.
By Lemma 2.1, S(m, 0, l) ∪ (n− 1)K1 ≻ S(n− 1, 0, l) ∪mK1.
Thus,
S(m, n, l+ 1)− u′ − v′ ≻ S(m+ 1, n− 1, l+ 1)− u− v.
By Lemma 2.2, we have S(m, n, l+ 1) ≻ S(m+ 1, n− 1, l+ 1). 
Let u be a vertex in a unicyclic or bipartite graph G. Let v1 and v2 be the vertices of a graph S(n,m, l + 1) satisfying
d(v1) = n + 1 and d(v2) = m + 1. We denote Gu(S(n,m, l + 1)) to be the graph obtained by adding an edge between
the vertex u and v1. Then Gu(S(n − 1,m + 1, l + 1)) is the graph obtained from the graph Gu(S(n,m, l + 1)) by deleting
a pendent edge which is adjacent to v1 and adding a pendent edge to v2 (see Fig. 2). The following lemma is the first edge
grafting operation.
Theorem 2.1 (The Edge Grafting Operation I). Let m, n, l be positive integers and m ≥ n. Then we have the following.
(1) If u is an isolated vertex, then Gu(S(n,m, l+ 1)) ≽ Gu(S(n− 1,m+ 1, l+ 1)).
(2) If u is a non-isolated vertex, then Gu(S(n,m, l+ 1)) ≻ Gu(S(n− 1,m+ 1, l+ 1)).
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Fig. 3. The edge grafting operationΠ .
Proof. (1) Since u is an isolated vertex, we have
Gu(S(n,m, l+ 1)) = S(n+ 1,m, l+ 1) ∪ (G− u),
Gu(S(n− 1,m+ 1, l+ 1)) = S(n,m+ 1, l+ 1) ∪ (G− u).
Case 1:m = n.
Then S(n+ 1,m, l+ 1) = S(n+ 1, n, l+ 1) = S(n, n+ 1, l+ 1) = S(n,m+ 1, l+ 1).
Thus, Gu(S(n+ 1,m, l+ 1)) = Gu(S(n,m+ 1, l+ 1)).
Case 2:m > n.
That is,m ≥ n+ 1. By Lemma 2.5, S(n+ 1,m, l+ 1) ≻ S(n,m+ 1, l+ 1).
Then Gu(S(n,m, l+ 1)) ≻ Gu(S(n− 1,m+ 1, l+ 1)).
(2) Let e′ = v′1v1 be a pendent edge of Gu(S(n,m, l+ 1)) and e = v′2v2 be a pendent edge of Gu(S(n− 1,m+ 1, l+ 1)).
Then
Gu(S(n,m, l+ 1))− v′1 = Gu(S(n− 1,m, l+ 1)) = Gu(S(n− 1,m+ 1, l+ 1))− v′2,
Gu(S(n,m, l+ 1))− v′1 − v1 = G ∪ S(0,m, l) ∪ (n− 1)K1,
Gu(S(n− 1,m+ 1, l+ 1))− v′2 − v2 = Gu(S(n− 1, 0, l)) ∪mK1.
Sincem ≥ n, we have S(0,m, l) ∪ (n− 1)K1 ⊇ S(n, 0, l) ∪mK1.
By Lemma 2.1, S(0,m, l) ∪ (n− 1)K1 ≽ S(n, 0, l) ∪mK1.
Thus, G ∪ S(0,m, l) ∪ (n− 1)K1 ≽ G ∪ S(n, 0, l) ∪ (m− 1)K1.
By Lemma 2.4, G ∪ S(n, 0, l) ≻ Gu(S(n− 1, 0, l)) ∪ K1.
Then Gu(S(n+ 1,m, l+ 1))− v′1 − v1 ≻ Gu(S(n,m+ 1, l+ 1))− v′2 − v2.
By Lemma 2.2, Gu(S(n+ 1,m, l+ 1)) ≻ Gu(S(n,m+ 1, l+ 1)). 
Let H be a unicyclic graph with one unique cycle Cl = v1v2 . . . vlv1 and dH(v1) = dH(v2) = 2. Let i = max{k|dH(vk) =
2, 2 ≤ k ≤ l}. We denote Hv1,vi(m, n) to be the graph obtained by attaching m pendent edges and additional n pendent
edges to the vertex v1 and vi respectively. Then Hv1,vi(m + 1, n − 1) is the graph obtained from the graph Hv1,vi(m, n) by
deleting a pendent edge which is adjacent to vi and adding a pendent edge to v1 (see Fig. 3). Next, we will show the second
edge grafting operations. Before this, we need the following lemmas.
Lemma 2.6 ([6]). Let G be a unicyclic graph of order n with one unique cycle Cl and e = uv ∈ Cl.
(1) If l ≢ 0(mod 4), then bi(G) = bi(G− uv)+ bi−2(G− u− v)+ 2bi−l(G− Cl).
(2) If l ≡ 0(mod 4), then bi(G) = bi(G− uv)+ bi−2(G− u− v)− 2bi−l(G− Cl).
For simplicity of writing, we suppose G = Hv1,vi(m+ 1, n− 1) and G′ = Hv1,vi(m, n) in the following lemma.
Lemma 2.7. Let uv ∈ Cl (respectively, u′v′ ∈ Cl) be an edge of G (respectively, G′). Suppose that G − uv ≼ G′ − u′v′ and
G− u− v ≼ G′ − u′ − v′, then G ≼ G′, with G ∼ G′ if and only if both G− uv ∼ G′ − u′v′ and G− u− v ∼ G′ − u′ − v′ hold.
Proof. Case 1: l ≢ 0(mod 4).
By Lemma 2.6, we have
bi(G) = bi(G− uv)+ bi−2(G− u− v)+ 2bi−l(G− Cl),
bi(G′) = bi(G′ − u′v′)+ bi−2(G′ − u′ − v′)+ 2bi−l(G′ − Cl).
Since G− Cl = G′ − Cl, we have bi−l(G− Cl) = bi−l(G′ − Cl). Then, the result holds.
Case 2: l ≡ 0(mod 4).
The proof is similar to Case 1. 
Theorem 2.2 (The Edge Grafting OperationΠ ). Let m, n be positive integers. If m ≥ n, then Hv1,vi(m, n) ≻ Hv1,vi(m+1, n−1).
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Fig. 4. Some unicyclic graphs of order n.
Proof. Case 1: i = l. That is, dH(v1) = dH(v2) = · · · = dH(vl) = 2.
By Theorem 2.1, Hv1,vl(m, n)− v1v2 ≽ Hv1,vl(m+ 1, n− 1)− v1v2.
Furthermore, Hv1,vl(m, n)− v1 − v2 ⊃ Hv1,vl(m+ 1, n− 1)− v1 − v2.
By Lemma 2.1, we have Hv1,vl(m, n)− v1 − v2 ≻ Hv1,vl(m+ 1, n− 1)− v1 − v2.
By Lemma 2.7, we can obtain Hv1,vl(m, n) ≻ Hv1,vl(m+ 1, n− 1).
Case 2: i ≠ l. That is, dH(vi+1) > 2.
By Theorem 2.1, Hv1,vi(m, n)− v1vl ≻ Hv1,vi(m+ 1, n− 1)− v1vl.
Next, Hv1,vi(m, n)− v1 − vl ⊃ Hv1,vi(m+ 1, n− 1)− v1 − vl.
By Lemma 2.1, we have Hv1,vi(m, n)− v1 − vl ≻ Hv1,vi(m+ 1, n− 1)− v1 − vl.
By Lemma 2.7, we have Hv1,vi(m, n) ≻ Hv1,vi(m+ 1, n− 1). 
3. The unicyclic graphs of order nwith the first seven minimal energies
In this section, we will characterize the unicyclic graphs with the first to the seventh minimal energies in G(n). Before
this, we first introduce some notations.
It is easy to see that each unicyclic graph can be obtained by attaching rooted trees to the vertices of a cycle Cl. Thus if
R1, R2, . . . , Rl are l rooted trees, then we denote U(R1, R2, . . . , Rl) to be the graph obtained by attaching the rooted trees Ri
to the vertices vi of the cycle Cl = v1v2 · · · vlv1.
Specially, when Ri is a rooted star K1,ni with the center of star as its root, we simplify the notation U(R1, R2, . . . , Rl) by
replacing Ri by the number ni. For example, U7 = U(n− 6, 0, 2, 0), An = U(n− 5, 1, 0, 0) (see Figs. 1 and 4).
When Ri is a star K1,ni with a pendent vertex as its root, thenwe simply replace Ri by the notation (ni−1, 1). For example,
Pn = U((n− 5, 1), 0, 0, 0), Ln = U((n− 4, 1), 0, 0) (see Fig. 4).
We denote S(m − 2, 2) to be the graph obtained by adding a pendent path of length 2 to the center of K1,m−2. Let
R(m−2, 2) be the rooted tree with S(m−2, 2) as the underlying tree and a vertex of degreem−1 as the root. For example,
Qn = U(R(n− 6, 2), 0, 0, 0),Mn = U(R(n− 5, 2), 0, 0) (see Fig. 4).
LetΩn = {G|G ∈ G(n) and G ≠ Ui, i = 1, 2, . . . , 7}. Let G ∈ Ωn. In order to prove that unicyclic graphs with the first to
the seventh minimal energies are the graphs U1 to U7, we will first prove E(G) > E(U7) (Theorem 3.3). Then, we will prove
E(U1) < E(U2) < · · · < E(U7) (Lemma 3.14, Theorem 3.4).
Wewill next show themain ideas of proving that E(G) > E(U7). Let Cl = v1v2 · · · vlv1 be the unique cycle of the unicyclic
graph G and N(G) = {vi|d(vi) > 2, vi ∈ V (Cl)}. Let S ln denote the graph obtained from the cycle Cl by adding n− l pendent
edges to a vertex of Cl. In order to prove E(G) > E(U7), we consider the following cases.
Case 1: G ∈ Ωn and l ≥ 5.
(1) E(An) > E(U7) (Lemma 3.4)
(2) E(S5n) > E(An)
(3) E(S ln) > E(U7) (Theorem 3.1)
(4) E(G) ≥ E(S ln) (Lemma 3.13).
Then, E(G) > E(U7).
Case 2: G ∈ Ωn and l = 4.
Subcase 2.1: |N(G)| = 1.
(1) E(Pn) > E(U7)
(2) E(Qn) > E(An)
(3) If G ≠ Pn,Qn, then E(G) > E(Qn) (Theorem 3.2).
Consequently, E(G) > E(U7).
Subcase 2.2: |N(G)| ≥ 2.
Then E(G) > E(U7) (Lemma 3.10, Theorem 2.2, and Lemma 3.4).
Case 3: G ∈ Ωn and l = 3.
Subcase 3.1: |N(G)| = 1.
(1) E(Ln) > E(U7) (Lemma 3.5)
(2) E(Mn) > E(U7) (Lemma 3.6)
(3) If G ≠ Ln,Mn, then E(G) > E(Mn) (Theorem 3.2).
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Thus, E(G) > E(U7).
Subcase 3.2: |N(G)| ≥ 2. Then E(G) > E(U7) (Lemma 3.10, Theorem 2.2, and Lemma 3.4).
To conclude, if we complete the above proof, then we have E(G) > E(U7).
First, we consider to prove that E(An) > E(U7). By computing, we can easily obtain the characteristic polynomials of the
graphs An and U7 as follows:
φ(An) = xn−6(x6 − nx4 + (3n− 13)x2 − (n− 5)),
φ(U7) = xn−4(x4 − nx2 + 4n− 20).
Since An and U7 are quasi-order incomparable, we must use some new techniques to compare the energies of An and U7.
In what follows, we show the Coulson integral formula for the difference of the energies of two monic real polynomials.
Then we use the new technique to compare the energies of two graphs which are quasi-order incomparable.
Recently, Mateljevic et al. [8] have generalized the definition of energy to any complex polynomial. But in this paper, we
only need the definition of the energy of a monic real polynomial.
Definition 3.1. Letφ(z) = (z−z1)(z−z2) · · · (z−zn) be amonic real polynomial of degree n. The energy ofφ(z) is defined as
E(φ) =
n
k=1
|Re(zk)|.
If φ(x) is the characteristic polynomial of the adjacent matrix of a graph G, then E(G) = E(φ).
The following result has been obtained by Shao et al. recently.
Lemma 3.1 ([10]). Let φ be a monic real polynomial of degree n. Then
E(φ) = 1
π
 +∞
−∞

n− ixφ
′(ix)
φ(ix)

dx.
Lemma 3.2.
lim
x→∞ x log
xk + a1xk−1 + · · · + ak
xk + b1xk−1 + · · · + bk = a1 − b1.
Proof. Write t = 1x .
lim
x→∞ x log
xk + a1xk−1 + · · · + ak
xk + b1xk−1 + · · · + bk = limt→0
log(1+ a1t + · · · + aktk)− log(1+ b1t + · · · + bktk)
t
= a1 − b1. 
Lemma 3.3. Let φ1 and φ2 be two monic real polynomials of degree n. Then
E(φ1)− E(φ2) = 1
π
 +∞
−∞
log
φ1(ix)φ2(ix)
 dx = 12π
 +∞
−∞
log
p21(x)+ q21(x)
p22(x)+ q22(x)
dx,
where φ1(ix) = p1(x)+ iq1(x) and φ2(ix) = p2(x)+ iq2(x).
Proof. By Lemma 3.1, we have
E(φ1)− E(φ2) = 1
π
 +∞
−∞
(ix)

φ′2(ix)
φ2(ix)
− φ
′
1(ix)
φ1(ix)

dx.
Furthermore,
iφ′j (ix)
φj(ix)
= pj(x)p
′
j(x)+ qj(x)q′j(x)
p2j (x)+ q2j (x)
− i p
′
j(x)qj(x)− pj(x)q′j(x)
p2j (x)+ q2j (x)
(j = 1, 2),
and x
p′j(x)qj(x)−pj(x)q′j(x)
p2j (x)+q2j (x)
(j = 1, 2) are odd functions.
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By Lemma 3.2, we have
E(φ1)− E(φ2) = 12π
 +∞
−∞
x

log(p22(x)+ q22(x))− log(p21(x)+ q21(x))
′
dx
= 1
2π
x log

p22(x)+ q22(x)
p21(x)+ q21(x)
+∞
−∞
− 1
2π
 +∞
−∞
log
p22(x)+ q22(x)
p21(x)+ q21(x)
dx
= 1
2π
 +∞
−∞
log
p21(x)+ q21(x)
p22(x)+ q22(x)
dx. 
Lemma 3.4. If n ≥ 6, then E(An) > E(U7).
Proof. By Lemma 3.3,
E(An)− E(U7) = E(φ(An))− E(φ(U7)) = 1
π
 +∞
−∞
log
x6 + nx4 + (3n− 13)x2 + n− 5
x2(x4 + nx2 + 4n− 20) dx
= 2
π
 +∞
0
log
x6 + nx4 + (3n− 13)x2 + n− 5
x2(x4 + nx2 + 4n− 20) dx.
Let p1(x) = x6 + tx4 + (3t − 13)x2 + t − 5, p2(x) = x4 + tx2 + 4t − 20, f (t, x) = p1(x)x2p2(x) .
If t > 5 and x ≠ 0, then
f ′t (t, x) =
p2(x)(x4 + 3x2 + 1)− p1(x)(x2 + 4)
x2p22(x)
= −x
6 − 6x4 − 3x2
x2p22(x)
< 0.
Thus, f (n, x) strictly decreases about nwhen n ≥ 6.
Since limn→∞ f (n, x) = x4+3x2+1x4+4x2 , we have
E(An)− E(U7) > 2
π
 +∞
0
log
x4 + 3x2 + 1
x4 + 4x2 dx >
2
π
 +∞
0
log
x4 + 2x2 + 1
x4 + 4x2 dx.
Let φ1 = x4 − 2x2 + 1 = (x2 − 1)2, φ2 = x4 − 4x2 = x2(x2 − 4). By Lemma 3.3,
E(φ1)− E(φ2) = 12π
 +∞
−∞
log
(x4 + 2x2 + 1)2
(x4 + 4x2)2 dx =
2
π
 +∞
0
log
x4 + 2x2 + 1
x4 + 4x2 dx.
Since E(φ1) = 4, E(φ2) = 4, we have E(An)− E(U7) > E(φ1)− E(φ2) = 0.
Then E(An) > E(U7). 
By computing, we can easily obtain the characteristic polynomials of the graphs Ln andMn in what follows:
φ(Ln) = xn−5(x5 − nx3 − 2x2 + (3n− 11)x+ 2n− 8),
φ(Mn) = xn−6(x6 − nx4 − 2x3 + (2n− 6)x2 + 2x− (n− 5)).
Using the same method as in Lemma 3.4, we have the following results.
Lemma 3.5. If n ≥ 6, then E(Ln) > E(U7).
Lemma 3.6. If n ≥ 6, then E(Mn) > E(U7).
Next, we are ready to prove that E(S ln) ≥ E(U7) (l ≥ 5). Let m(G, k) be the number of k-matchings of a graph G and we
agree thatm(G, 0) = 1,m(G, k) = 0(k < 0). Before this, we need the following lemmas.
Lemma 3.7 ([4]). Let G be a graph of order n and uv be an edge of G. Then
m(G, k) = m(G− uv, k)+m(G− u− v, k− 1)

1 ≤ k ≤
n
2

.
Lemma 3.8. Let l ≥ 2. Then we have the following.
(1) C2l+2 ≻ S2l2l+2.
(2) C2l+1 ≻ S2l2l+1.
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Proof. (1) In order to prove the result, we first prove that bi(C2l+2) ≤ bi(S2l2l+2) (∀1 ≤ i ≤ 2l+ 2).
Since C2l+2 and S2l2l+2 are bipartite graphs, we have bi(G) = 0 when i is odd.
(i) b2l+2(C2l+2) ≥ 0 = b2l+2(S2l2l+2).
(ii) b2l(C2l+2) = m(C2l+2, l), b2l(S2l2l+2, l) = |(−1)lm(S2l2l+2, l)− 2| = m(S2l2l+2, l)± 2 ≤ m(S2l2l+2, l)+ 2.
Let uv ∈ C2l+2 and u′v′ ∈ C2l of the graph S2l2l+2 satisfying d(u′) = 4. By Lemma 3.7,
m(C2l+2, l) = m(C2l+2 − uv, l)+m(C2l+2 − u− v, l− 1) = m(P2l+2, l)+m(P2l, l− 1) ≥ m(P2l+2, l)+ 3,
m(S2l2l+2, l) = m(S2l2l+2 − u′v′, l)+m(S2l2l+2 − u′ − v′, l− 1)
= m(S2l2l+2 − u′v′, l)+m(P2l−2, l− 1) = m(S2l2l+2 − u′v′, l)+ 1.
Since P2l+2 ≻ S2l2l+2 − u′v′, we havem(P2l+2, l) ≥ m(S2l2l+2 − u′v′, l).
Then b2l(C2l+2) ≥ b2l(S2l2l+2).
(iii) If 0 < 2k < 2l, then
b2k(C2l+2) = m(C2l+2, k) = m(P2l+2, k)+m(P2l, k− 1),
b2k(S2l2l+2) = m(S2l2l+2 − u′v′, k)+m(S2l2l+2 − u′ − v′, k− 1) = m(S2l2l+2 − u′v′, k)+m(P2l−2, k− 1).
Since P2l+2 ≻ S2l2l+2 − u′v′, we have b2k(C2l+2) ≥ b2k(S2l2l+2).
Furthermore,
b4(C2l+2)− b4(S2l2l+2) = (m(P2l+2, 2)+m(P2l, 1))− (m(S2l2l+2 − u′v′, 2)+m(P2l−2, 1)) > 0.
Then b4(C2l+2) > b4(S2l2l+2).
Finally, we can obtain C2l+2 ≻ S2l2l+2.
(2) The proof is similar to (1). 
Lemma 3.9. (1) If l ≥ 2 and n− 2l ≥ 2, then S2l+2n ≻ S2ln .
(2) If l ≥ 2 and n− 2l ≥ 1, then S2l+1n ≻ S2ln .
Proof. (1) Let n− 2l = p. We prove the result by induction on p.
If p = 2, by Lemma 3.8(1), S2l+22l+2 = C2l+2 ≻ S2l2l+2.
When n− 2l = p− 1, we assume that the result holds.
Let e = uv be a pendent edge of S2l+2n with a pendent vertex v and e = u′v′ be a pendent edge of S2ln with a pendent
vertex v′.
By induction, S2l+2n − v ≻ S2ln − v′.
Furthermore,
S2l+2n − u− v = P2l+1 ∪ (n− 2l− 3)K1, S2ln − u′ − v′ = P2l−1 ∪ (n− 2l− 1)K1.
Thus, S2l+2n − u− v ≻ S2ln − u′ − v′.
Then S2l+2n ≻ S2ln .
(2) The proof is similar to (1). 
Remark. S2l+1n and S2l−1n (respectively, S2ln and S2l−1n ) are quasi-order incomparable.
For example,
φ(S3n) = xn−4(x4 − nx2 − 2x+ n− 3),
φ(S4n) = xn−4(x4 − nx2 + 2n− 8),
φ(S5n) = xn−6(x6 − nx4 + (3n− 10)x2 − 2x− (n− 5)).
Theorem 3.1. If l ≥ 5 and n ≥ 6, then E(S ln) > E(U7).
Proof. By Lemma 3.9, we have S ln ≻ S6n when l > 6.
By computing, we can obtain the following characteristic polynomials:
φ(S6n) = xn−6(x6 − nx4 + (4n− 15)x2 − (3n− 14)),
φ(S5n) = xn−6(x6 − nx4 + (3n− 10)x2 − 2x− (n− 5)),
φ(U7) = xn−4(x4 − nx2 + 4n− 20),
φ(An) = xn−6(x6 − nx4 + (3n− 13)x2 − (n− 5)).
Then S6n ≻ U7 and S5n ≻ An.
By Lemma 3.4, we have E(S ln) > E(U7). 
J. Zhu / Discrete Mathematics 312 (2012) 3117–3127 3125
Furthermore, we consider to prove the results in Subcase 2.1(3) and Subcase 3.1(3).
Let H ∈ G(n) and u be a vertex of H . Let T be a rooted tree and Hu(T ) be the graph obtained by attaching T to H such
that the root of T is u. When T is a path Pm+1 with one endpoint as the root, then simply write Hu(T ) as Hu(m). When T is a
star K1,m with the center as its root, then we simply write Hu(T ) as H∗u (m). When T is a star K1,m with a pendent vertex as
its root, then we simply write Hu(T ) as H∗u (m− 1, 1). For example, if H = C3,H∗u (n− 3) = U1, then H∗u (n− 4, 1) = Ln and
Hu(R(n− 5, 2)) = Mn.
Lemma 3.10 ([9]). Let H ∈ G(n) and u be a vertex of H. Let T be a tree of order m+ 1 rooted at u. Then we have the following.
(1) If Hu(T ) ≠ Hu(m), then Hu(T ) ≺ Hu(m).
(2) If Hu(T ) ≠ H∗u (m), then Hu(T ) ≻ H∗u (m).
Lemma 3.11 ([9]). Let uv be a cut edge of a unicyclic or bipartite graph G. Then G− uv ≺ G.
Lemma 3.12. Let u be a non-isolated vertex in a unicyclic or bipartite graph H. Then Hu(1) ≻ (H − u) ∪ P2.
Proof. Let v be the pendent vertex which is adjacent to u in Hu(1) and P2 = u′v′.
Hu(1)− uv = H ∪ K1,
(H − u) ∪ P2 − u′v′ = (H − u) ∪ 2K1.
By Lemma 2.3, Hu(1)− uv ≻ (H − u) ∪ P2 − u′v′.
Furthermore,
Hu(1)− u− v = H − u,
(H − u) ∪ P2 − u′ − v′ = H − u.
Then Hu(1) ≻ (H − u) ∪ P2. 
We denote by dG(u, v) the distance between two vertices u and v. By Lemmas 3.10–3.12, we can obtain the following
results.
Theorem 3.2. Let H ∈ G(n) and u is a vertex of H. Let T be a tree of order m + 1(m ≥ 3) rooted at u. If Hu(T ) ≠
Hu(R(m− 2, 2)),H∗u (m− 1, 1),H∗u (m), then Hu(T ) ≻ Hu(R(m− 2, 2)).
Proof. If u is an isolated vertex ofH , then the results follow from thewell known results of trees. In the followingwe assume
that u is a non-isolated vertex of H . We prove the result by induction onm.
When m = 3. Since Hu(T ) ≠ Hu(R(1, 2)),H∗u (2, 1),H∗u (3), we have Hu(T ) = Hu(3). By Lemma 3.10, the result holds.
Now we supposem ≥ 4.
Since Hu(T ) ≠ H∗u (m), T contains at least a non-pendent vertex different from u. Let x be a non-pendent vertex of T
which is the furthest to u and x ≠ u. Then there are (d(x)− 1)many pendent vertices adjacent to x.
Let y be a pendent vertex which is adjacent to x in Hu(T ) and v′ be a pendent vertex which is adjacent to u in
Hu(R(m− 2, 2)).
Case 1: dT (u) ≥ 2.
Since Hu(T ) ≠ Hu(R(m− 2, 2)), we have Hu(T )− y ≠ H∗u (m− 1),H∗u (m− 2, 1).
By induction, Hu(T )− y ≽ Hu(R(m− 3, 2)) = Hu(R(m− 2, 2))− v′.
Furthermore Hu(T )− x− y ⊇ Hu(1) ∪ (m− 1)K1.
By Lemma 3.11, we have Hu(T )− x− y ≽ Hu(1) ∪ (m− 1)K1.
And Hu(R(m− 2, 2))− u− v′ = (H − u) ∪ P2 ∪ (m− 1)K1.
By Lemma 3.12, we have Hu(T )− x− y ≻ Hu(R(m− 2))− u− v′.
Thus, Hu(T ) ≻ Hu(R(m− 2, 2)).
Case 2: dT (u) = 1.
Subcase 2.1: Hu(T )− y ≠ H∗u (m− 2, 1).
Since dT (u) = 1, we have Hu(T )− y ≠ Hu(R(m− 3, 2)),H∗u (m− 1).
Next, the proof is similar to Case 1.
Subcase 2.2: Hu(T )− y = H∗u (m− 2, 1).
Since Hu(T ) ≠ H∗u (m− 1, 1), we have dT (u, x) = 2. Let uv, vx ∈ E(T ).
Since Hu(T )− y = H∗u (m− 2, 1), there exists at least a pendent vertex v1 which is adjacent to v.
Consequently, Hu(T )− v1 ≠ Hu(R(m− 3, 2)),H∗u (m− 1),H∗u (m− 2, 1).
By induction, Hu(T )− v1 ≻ Hu(R(m− 3, 2)) = Hu(R(m− 2, 2))− v′.
Moreover,
Hu(T )− v1 − v ⊇ H ∪ P2 ∪ (m− 2)K1,
Hu(R(m− 2, 2))− u− v′ = (H − u) ∪ P2 ∪ (m− 1)K1.
By Lemma 2.3, we have Hu(T )− v1 − v ≻ Hu(R(m− 2, 2))− u− v′.
Then Hu(T ) ≻ Hu(R(m− 2, 2)). 
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Now we are ready to prove that E(G) > E(U7). Before this, we need the lemma in what follows.
Lemma 3.13 ([5]). Let G ∈ G(n, l) and G ≠ S ln. Then G ≻ S ln.
Theorem 3.3. Let G ∈ Ωn. If n ≥ 11, then E(G) > E(U7).
Proof. Let Cl = v1v2 · · · vlv1 be the unique cycle of G. Let N(G) = {vi|d(vi) > 2, vi ∈ V (Cl)}.
Case 1: l ≥ 5.
By Lemma 3.13, G ≽ S ln. By Theorem 3.1, E(G) > E(U7).
Case 2: l = 4.
Subcase 2.1: |N(G)| = 1.
By Theorem 3.2, if G ≠ Pn,Qn, then G ≻ Qn.
By computing, we can obtain the characteristic polynomials as follows:
φ(Pn) = xn−4(x4 − nx2 + 4n− 18),
φ(Qn) = xn−6(x6 − nx4 + (3n− 12)x2 − (2n− 12)),
φ(An) = xn−6(x6 − nx4 + (3n− 13)x2 − (n− 5)).
Then Pn ≻ U7,Qn ≻ An.
By Lemma 3.4, E(G) > E(U7).
Subcase 2.2: |N(G)| = 2.
By Lemma 3.10, G ≽ U(n− 4− s, s, 0, 0)(s ≥ 1) or G ≽ U(n− 4− s, 0, s, 0)(s ≥ 3).
By Theorem 2.2, U(n− 4− s, s, 0, 0) ≽ An(s ≥ 1) or U(n− 4− s, 0, s, 0) ≻ U7(s ≥ 3).
By Lemma 3.4, E(G) > E(U7).
Subcase 2.3: |N(G)| = 3.
By Lemma 3.10 and Theorem 2.2, G ≽ U(n− 4− s− t, s, t, 0) ≻ An(s ≥ 1, t ≥ 1). By Lemma 3.4, E(G) > E(U7).
Subcase 2.4: |N(G)| = 4.
By Lemma 3.10 and Theorem 2.2, G ≽ U(n − 4 − s1 − s2 − s3, s1, s2, s3) ≻ An(si ≥ 1, i = 1, 2, 3). By Lemma 3.4,
E(G) > E(U7).
Case 3: l = 3.
Subcase 3.1: |N(G)| = 1.
By Theorem 3.2, if G ≠ Ln,Mn, then G ≻ Mn. According to Lemmas 3.5 and 3.6, E(G) > E(U7).
Subcase 3.2: |N(G)| = 2.
By Lemma 3.10 and Theorem 2.2, G ≽ U(n− 3− s, s, 0) ≽ U(n− 7, 4, 0)(s ≥ 4).
By computing, φ(U(n− 7, 4, 0)) = xn−4(x4 − nx2 − 2x+ 5n− 31).
Thus, U(n− 7, 4, 0) ≻ U7. Then E(G) > E(U7).
Subcase 3.3: |N(G)| = 3.
By Lemma 3.10 and Theorem 2.2, G ≽ U(n− 3− s− t, s, t) ≽ U(n− 5, 1, 1)(s ≥ 1, t ≥ 1).
By computing, φ(U(n− 5, 1, 1)) = xn−6(x6 − nx4 − 2x3 + (3n− 12)x2 − (n− 5)).
Thus, U(n− 5, 1, 1) ≻ An.
By Lemma 3.4, E(G) > E(U7). 
Finally, we consider to prove that E(U1) < E(U2) < · · · < E(U7).
Recently, Liu [7] have proved that E(U1) < E(U2) < E(U3) < E(U4) in the following lemma.
Lemma 3.14 ([7]). If n ≥ 11, then E(U1) < E(U2) < E(U3) < E(U4).
Theorem 3.4. If n ≥ 11, then E(U4) < E(U5) < E(U6) < E(U7).
Proof. By Computing, we can obtain the characteristic polynomials as follows:
φ(U4) = xn−4(x4 − nx2 + 3n− 13),
φ(U5) = xn−4(x4 − nx2 − 2x+ 3n− 13),
φ(U6) = xn−4(x4 − nx2 − 2x+ 4n− 21),
φ(U7) = xn−4(x4 − nx2 + 4n− 20).
Thus, we only need to prove E(U6) < E(U7). By Lemma 3.3, we have
E(U7)− E(U6) = 12π
 +∞
−∞
log
(x4 + nx2 + 4n− 20)2
(x4 + nx2 + 4n− 21)2 + (2x)2 dx.
Let g(n, x) = (x4 + nx2 + 4n− 20)2 − (x4 + nx2 + 4n− 21)2 − (2x)2 = 2x4 + (2n− 4)x2 + 8n− 41 > 0.
Then E(U6) < E(U7).
Finally, E(U4) < E(U5) < E(U6) < E(U7). 
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