Context. The stellar outflows of low-to intermediate-mass stars are characterised by a rich chemistry. Condensation of molecular gas species into dust grains is a key component in a chain of physical processes that leads to the onset of a stellar wind. In order to improve our understanding of the coupling between the micro-scale chemistry and macro-scale dynamics, we need to retrieve the abundance of molecules throughout the outflow. Aims. Our aim is to determine the radial abundance profile of SiO and HCN throughout the stellar outflow of R Dor, an oxygen-rich AGB star with a low mass-loss rate. SiO is thought to play an essential role in the dust-formation process of oxygen-rich AGB stars. The presence of HCN in an oxygen-rich environment is thought to be due to non-equilibrium chemistry in the inner wind. Methods. We have analysed molecular transitions of CO, SiO, and HCN measured with the APEX telescope and all three instruments on the Herschel Space Observatory, together with data available in the literature. Photometric data and the infrared spectrum measured by ISO-SWS were used to constrain the dust component of the outflow. Using both continuum and line radiative transfer methods, a physical envelope model of both gas and dust was established. We have performed an analysis of the SiO and HCN molecular transitions in order to calculate their abundances. Results. We have obtained an envelope model that describes the dust and the gas in the outflow, and determined the abundance of SiO and HCN throughout the region of the stellar outflow probed by our molecular data. For SiO, we find that the initial abundance lies between 5.5 × 10 −5 and 6.0 × 10 −5 with respect to H 2 . The abundance profile is constant up to 60 ± 10 R * , after which it declines following a Gaussian profile with an e-folding radius of 3.5 ± 0.5 × 10 13 cm or 1.4 ± 0.2 R * . For HCN, we find an initial abundance of 5.0 × 10 −7 with respect to H 2 . The Gaussian profile that describes the decline starts at the stellar surface and has an e-folding radius r e of 1.85 ± 0.05 × 10 15 cm or 74 ± 2 R * . Conclusions. We cannot to unambiguously identify the mechanism by which SiO is destroyed at 60 ± 10 R * . The initial abundances found are larger than previously determined (except for one previous study on SiO), which might be due to the inclusion of higher-J transitions. The difference in abundance for SiO and HCN compared to high mass-loss rate Mira star IK Tau might be due to different pulsation characteristics of the central star and/or a difference in dust condensation physics.
Introduction
During the asymptotic giant branch (AGB) phase, stars with an initial mass up to 8 M undergo strong mass loss via a stellar wind. This removes the outer stellar layers and contributes significant amounts of gas and dust to the interstellar medium. The outflow of material creates a circumstellar envelope (CSE), which is characterised by a rich chemistry. The type of chemistry is characterised by the elemental carbon-to-oxygen abundance ratio: oxygen-rich M-type stars have C/O < 1, carbon-rich stars have C/O > 1, and S-type stars have C/O ≈ 1.
The driving mechanism of the AGB outflow is thought to be a two stage process: stellar pulsations initiate dust formation near the stellar surface by lifting material to cooler regions, radiation pressure onto the dust grains then drives the stellar wind. This scenario works well for carbon stars, as the refractory carbonaceous particles can exist relatively close to the stellar surface and are relatively opaque to the stellar photons (Mattsson et al. 2010 ). However, it does not reproduce the observed massloss rates for M-type stars. Opaque oxygen-based dust species cannot exist sufficiently close to the star to provide the driving needed to account for the observed mass-loss rate (Woitke 2006) . Several solutions have been suggested, such as the formation of both carbon and silicate grains and micron-sized Fe-free silicate grains (Höfner & Andersen 2007) and scattering on large (∼ 300 nm), translucent grains (Höfner 2008) .
In this paper, we investigate the stellar wind of the M-type AGB star R Doradus, henceforth R Dor. R Dor is classified as a semiregular variable of subtype b (SRb) and switches between pulsation modes with periods of 332 d and 175 d (Bedding et al. 1998) . It is characterised by a low mass-loss rate of ∼ 1 × 10 the largest on the sky after the Sun, the star has been extensively observed, also with all instruments on the Herschel Space Observatory. As a result, a multitude of molecules has been detected in its CSE. Norris et al. (2012) have observed a close halo of large translucent dust grains around the star, which corroborates the proposed solution for the wind driving mechanism by Höfner (2008) . Recently, Khouri et al. (2016) have also observed a close halo of dust grains using the SPHERE/ZIMPOL instrument on the Very Large Telescope.
In order to better comprehend the physics underlying the wind driving mechanism, it is necessary to understand both the dynamical and chemical structure of the wind. More specifically, we need to understand the coupling between the smallscale chemistry occurring within the stellar wind and its largescale dynamics, since the chemical processes at play in the innermost regions of the wind are responsible for dust formation. The chemical pathways by which the first dust particles condense are still unknown, as is their further growth. By observing molecular line emission from the CSE, its radial abundance profile can be constrained. These profiles contain information on the ongoing circumstellar chemistry of a given molecular species, e.g. depletion of the species onto dust grains, and may be confronted with forward chemistry models that predict the abundance stratification of molecules throughout the stellar wind (see, e.g., Gobrecht et al. 2016 , Li et al. 2016 ). Such models require certain stellar and dynamical parameters together with a set of parent species and their initial abundances as input, and solve a chemical network. For M-type AGB stars, the chemistry occuring within the stellar wind has been studied for IK Tau, an M-type AGB star with a high mass-loss rate of ∼ 8 × 10 −6 M yr −1 . Gas-phase chemistry and dust formation within the inner wind has been studied by Duari et al. (1999) , Cherchneff (2006) and Gobrecht et al. (2016) . The outer wind chemistry has been studied by Willacy & Millar (1997) and Li et al. (2016) . The intermediate wind has, so far, not been studied in great detail.
Here we investigate the dynamical structure of the stellar wind of the low mass-loss rate AGB star R Dor (Ṁ = 1.25×10 −7
M yr
−1 ) and the abundance profiles of SiO and HCN throughout the stellar wind. The retrieved abundance profiles may place firm constraints on future forward chemistry modelling of the (outer) wind. Moreover, they are complementary to those retrieved by Decin et al. (2010) for IK Tau, and allow us to compare the effect of the wind dynamics on the chemistry for different mass-loss rates. SiO is one of the most abundant molecules in the CSEs of O-rich AGB stars. It is abundantly present in the dust nucleation zone (Gail & Sedlmayr 1998; Duari et al. 1999) . It is thought to play an important role during dust condensation, either via surface addition processes to small titanium oxide or aluminium oxide clusters or via nucleation, with dimerization as initial condensation process (Goumans & Bromley 2012) . The presence of HCN in the CSEs of M-type AGB stars is thought to point to non-thermal equilibrium chemistry induced by shocks in the atmosphere of the central star occuring in the inner wind (Duari et al. 1999; Cherchneff 2006) , making it a good probe for understanding the chemical processes at play. As HCN does not participate in the formation of dust grains and is chemically quite stable, it is expected to travel unaltered through the entire CSE until its photodissociation radius (Duari et al. 1999 ).
The observational data used in this paper are presented in Sect. 2. Sect. 3 describes our modelling methodology. In Sect. 4 we present our results, which are discussed in Sect. 5. We end with the conclusions in Sect. 6.
Observational data
The molecular data used were partly obtained from our own observing program scheduled at APEX. R Dor has also been observed with all three instruments onboard of the Herschel Space Observatory. Additional data has been obtained from the literature. All resolved transitions used in this paper are listed in Table  1, the unresolved PACS and SPIRE transitions used are listed in  Tables 2 and 3 . We discuss these data below.
APEX
We obtained a spectral scan of R Dor with the Atacama Pathfinder EXperiment (APEX; Güsten et al. 2006 ) using the FLASH + (Klein et al. 2014 ) and APEX-1 (Vassilev et al. 2008 ) instruments during the period November 11-21 2014 (project ID M-094.F-0030). The spectral scan covered frequencies between 213 and 476 GHz, with a backend spectral resolution of 0.61 MHz. The reduction and analysis was done with the GILDAS CLASS software package (Bardeau & Pety 2006) , using the same procedure as De Nutte et al. (2017) . First, faulty scans and spikes were removed from the data set. A first-order polynomial baseline was subtracted from each scan, which was then averaged. Finally, the data were rebinned to obtain a suitable signalto-noise ratio (SNR). The main-beam efficiencies, used to convert the antenna temperatures to main-beam temperatures, were taken from Güsten et al. (2006) and Klein et al. (2014) .
Herschel/HIFI
Within the framework of the HIFISTARS programme (Menten et al. 2010 The reduction and line identification were performed by Khouri (2014) using the HIFI pipeline version available in HIPE 11, the Herschel interactive pipeline. The script fitBaseline, available in the reduction tool, was used to subtract the continuum from the observed spectra. The spectra in the two polarization directions were combined. The data have been corrected for the updated main-beam efficiencies (Mueller et al. 2014 ).
The integrated main-beam temperatures, listed in Table 1 , for APEX and HIFI are obtained by integrating the observed mainbeam temperature profile over velocity. The uncertainty on the integrated line strengths is assumed to be 20% . For noisy lines, we have used a line-profile fit to determine their integrated line strength. The initial fit used a softparabola profile (see, e.g., Eq. 1 in . If the line shape deviates significantly from a soft-parabola profile, or if the line is very noisy, we have used a Gaussian line profile instead. All spectrally resolved rotational transitions of SiO with J up > 16 are noisy (SNR less than 15), where J up is the upper level J of the transition. These are fitted by a Gaussian profile. The J = 1 − 0, 7 − 6, and 13 − 12 transitions of HCN are noisy as well. The J = 1 − 0 and 13 − 12 transitions are fitted by a softparabola profile, the J = 7 − 6 transition is fitted by a Gaussian profile. Khouri (2014) . The calibration was performed by telescope background normalization with HIPE 13 using calibration set 69 and applying a point-source correction. Table 2 lists the PACS molecular line transitions used in this paper. The line strengths were measured by fitting a Gaussian on top of a continuum. The uncertainties include the fitting uncertainty of the Gaussian fits and the adopted absolute-fluxcalibration uncertainty of 15% (Lombaert et al. 2016) . Measured transitions are flagged as blends if multiple transitions were identified with a central wavelength within the full width at half maximum (FWHM) of the fitted line and/or if the FWHM of the fitted Gaussian is at least 20% larger than the FWHM of the PACS spectral resolution (Lombaert et al. 2016 ). 
Herschel/SPIRE
The MESS programme (Groenewegen et al. 2011 ) also included observations with the Spectral and Photometric Imaging Receiver Fourier-Transform Spectrometer (SPIRE FTS; Griffin et al. 2010) . The spectra were taken on October 27 2012 (Obs. ID 1342245114). The reduction and line identification was performed by Khouri (2014) using the HIPE SPIRE FTS pipeline version 11. R Dor was assumed to be a point source within the SPIRE beam. The integrated line strengths were measured using the script Spectrometer Line Fitting available in HIPE. This script simultaneously fits a power-law to the continuum and a cardinal sine function to the molecular lines in the unapodized spectra. Table 3 lists the SPIRE molecular line transitions used in this paper. The uncertainties listed include the fitting uncertainties of the cardinal sine fits and our adopted absolute-flux-calibration uncertainty of 15%. Blends are flagged using the same method as for the PACS spectra. However, considering a line as blended when the FWHM of the fitted sinc function is at least 20% larger than the FWHM of the SPIRE spectral resolution excluded those that agreed with measurements of the same molecular line ob- tained with a different telescope. We have therefore opted to increase the factor to 30%, which allows these lines to be included.
Literature molecular data
Additional molecular transitions have been taken from the literature. González Delgado et al. (2003) have measured the J = 2−1, 3 − 2 , 5 − 4, and 6 − 5 molecular transitions of SiO with the Swedish-ESO 15 m Submillimetre Telescope (SEST). The J = 2 − 1, 5 − 4, and 6 − 5 molecular transitions were observed in December 1992, the J = 3 − 2 molecular transition in August 2001. Olofsson et al. (1998) have measured the J = 2 − 1 molecular transition of HCN with SEST over the years 1987 to 1997.
Infrared spectrum
R Dor was observed with the short-wavelength spectrometer (SWS, de Graauw et al. 1996) onboard the Infrared Space Observatory (ISO, Kessler et al. 1996) , which covers the spectral range from 2.4 µm to 45.4 µm. The reduced spectrum used in this paper was retrieved from the Sloan et al. (2003) database. The observation (identification number 58900918) was done in observing mode SWS01 with scan speed 1 on June 27 1996, providing a low-resolution (R ∼ 20000) full grating scan.
Photometric data
Photometric data was retrieved using the VizieR catalogue access tool. We have excluded data from the DENIS catalogue as the source was saturated. Data from the WISE catalogue was excluded as well because of indications that the source might be spatially resolved. All photometric data used are listed in Appendix C.
Methodology
As the CSE is composed of both dust and gas-phase species, information on both components should be coupled in order to obtain a full understanding of the entire CSE. In Sect. 3.1 and 3.2, we elaborate on the continuum and line radiative-transfer codes used. The approach used for solving the continuum and line radiative transfer in a coherent manner is explained in Sect. 3.3. Finally, we expand on the criteria used to determine the goodnessof-fit of our models in Sect. 3.4.
Continuum radiative transfer
The continuum radiative transfer was performed using the Monte Carlo radiative-transfer code MCMax (Min et al. 2009 ). The code predicts the dust temperature stratification and the emergent thermal infrared continuum. A spherically symmetric dust envelope was assumed throughout the modelling. The distance to R Dor is taken to be 59 pc (Knapp et al. 2003; Khouri 2014) . The dust component of the outflow consists of amorphous Al 2 O 3 , Ca 2 Mg 0.5 Al 2 Si 1.5 O 7 (melilite), and metallic iron. The dust opacity is calculated for particle shapes represented by a distribution of hollow spheres with a filling factor of 0.8 (Min et al. 2003) . The optical constants of amorphous Al 2 O 3 were measured by Koike et al. (1995) , those of melilite and metallic iron by Mutschke et al. (1998) and Henning & Stognienko (1996) respectively. The optical constants of melilite are only available down to ∼ 6 µm. For shorter wavelengths, they are approximated using the optical constants of MgSiO 3 , which like melilite does not contain any iron. It is the iron content that has the strongest effect on the absorption at short wavelengths. The dust grain population is assumed to follow the size distribution of Mathis et al. (1977) ,
with n H the total hydrogen number density, a the radius of the spherical dust grain, and A(r) the abundance scale factor giving the number of dust particles with respect to hydrogen. For Al 2 O 3 , the minimum and maximum grain size in the distribution are taken to be 0.001 µm and 0.3 µm. For metallic iron and melilite, the minimum and maximum grain sizes are 0.29 µm and 0.31 µm.
Line radiative transfer
Spectral line profiles were computed using the non-local thermal equilibrium (non-LTE) code GASTRoNOoM (Decin et al. 2006 . In this model, the outflow is assumed to be spherically symmetric with a smooth density distribution, implying that neither small-scale (e.g. clumps) nor large-scale (e.g. spirals, disks) density features can be accounted for. When calculating the line profiles, the beam shape of the used telescope is taken into account such that observed and modelled line profiles can be compared directly. The molecular data are described in Decin et al. (2010) . The velocity profile of the outflow is parametrised using a β-type law,
with r the distance to the star. In this equation, v o is the velocity at radius r o at which the wind is launched and is set to the local sound speed. The velocity profile for r < r o , i.e. the subsonic region, is fixed and characterised by a β-type law with β = 0.5 (Decin et al. 2006) . The temperature structure of the gas is approximated using a power law,
The CO photodissociation radius is prescribed by the formalism of Mamon et al. (1988) . The abundance profiles of SiO and HCN assume a constant initial abundance w.r.t. H 2 up to a certain distance from the star, R decl . From that distance onwards, the abundance declines according to a Gaussian profile to mimic the gradual photodissociation of the molecule. The Gaussian profile is given by
with f 0 the initial abundance and r e the e-folding radius. The profile is calculated as centered on the star, and then shifted to R decl . In order to avoid any discontinuities, the profile is scaled to the abundance at R decl . Note that the initial abundance is not equal to the abundance at the stellar surface, but rather the abundance probed by the highest rotational transitions of the molecule. The abundance profiles of SiO and HCN are hence characterised by three parameters: (i) the initial abundance f 0 with respect to H 2 ; (ii) the maximum radius of the constant abundance profile R decl in R * ; and (iii) the e-folding radius of the Gaussian profile r e in cm.
Modelling approach
The continuum and line radiative transfer is solved using a fivestep approach 1 based on Lombaert et al. (2013) , where we iterate between MCMax and GASTRoNOoM:
1. Using MCMax, we obtain an initial estimate of the dust composition, dust temperature and dust mass-loss rate by modelling the dust IR continuum. 2. The dust extinction efficiencies, grain temperatures, and dust mass-loss rate obtained from MCMax are incorporated in the GASTRoNOoM iteration. Using GASTRoNOoM, the kinematics and thermodynamics of the gas shell are calculated.
1 https://github.com/robinlombaert/ComboCode
This step provides us with a model for the momentum transfer from dust to gas, i.e. a dust velocity profile and the drift velocity between dust and gas. 3. The dust velocity profile together with the given dust massloss rate are used to compute a new dust density profile. The IR continuum model is updated with MCMax using the new dust density profile. 4. The thermodynamics of the wind are updated with GASTRoNOoM using the updated dust parameters. 5. Line radiative transfer is performed by GASTRoNOoM and the line profiles are calculated.
Criteria used for the goodness-of-fit to molecular data
Two types of uncertainties determine the error on the observed molecular transitions. The systematic error with variance σ 2 abs
arises from e.g. uncertainties in the correction for the erratic fluctuations in atmosphere emission and calibration uncertainties. The random error with variance σ 2 err accounts for the statistical variation of the measured line flux within a certain bin (Decin et al. 2007) . When determining the goodness-of-fit of a model to the molecular data, both uncertainties need to be taken into account. For all resolved and most unresolved observed molecular lines used in this paper, the random error is smaller than the systematic error.
In order to determine whether a model yields a good fit to the molecular data, we use two criteria: the integrated line strength and the log-likelihood function. The integrated line strength is applicable to both resolved and unresolved molecular lines. The criterion for a good fit of the model to the data is that the integrated line strength of all lines lies within the uncertainty of the integrated line strength of the data. This uncertainty is mainly determined by the systematic error on the observation (Skinner et al. 1999) . The log-likelihood function (Decin et al. 2007 ) indicates whether the shape of the modelled line agrees with that of the observed molecular line. It is hence not applicable to noisy resolved molecular lines and unresolved molecular lines. Since the statistical error is much smaller than the systematic error for all observed resolved molecular lines, the line profile shape is of greater statistical significance than the integrated line strength. It is also the shape of resolved line profiles that contains diagnostics of their line formation regions (Decin et al. 2006) . When calculating the log-likelihood function, the observed molecular line is first normalised to its integrated line strength. The modelled line profile is then scaled to the normalised observed molecular line to ensure that all models considered are treated equally. Statistically, the scaling is just an additional parameter, accounting for calibration uncertainties. The log-likelihood function is used to determine the 95% confidence intervals of the parameters describing the abundance profile.
Ideally, a model satisfies both criteria: the integrated line strength of the modelled line lies within the uncertainty of the integrated line strength of the observed molecular line, and the modelled line profile satisfies the log-likelihood function. These criteria also allow us to find model degeneracies, i.e. models with equal statistical significance.
Results
In Sect. 4.1 we describe the kinematical and thermodynamical envelope model of R Dor, which is largely based on the results of Khouri (2014) . Using this model, we have determined the abundances of SiO and HCN throughout the wind, thus creating abundance profiles of these molecules valid for the regions Article number, page 5 of 16 A&A proofs: manuscript no. rdor probed by the observational data. The SiO and HCN abundance profiles are discussed in Sect. 4.2 and 4.3. Molecular abundances are given relative to the molecular hydrogen abundance H 2 .
The envelope model
The adopted envelope model used is based on that found by Khouri (2014) , who used the same radiative transfer codes and largely the same methodology. In this section, we describe the modelling of both the dusty and gaseous components, and expand on the differences between our envelope model and that of Khouri (2014) . The parameters of both the dust and gas-phase component of the envelope model can be found in Table 4 .
Dust model
The dust model was obtained by fitting the ISO-SWS spectrum. The structure of the dust envelope is based on Khouri (2014) . Whereas Khouri (2014) has used a modified blackbody as the stellar spectrum (at wavelengths shorter than 0.9 µm a blackbody of 2300 K is assumed, at longer wavelengths one of 3000 K), we have used a blackbody of 2500 K as the assumed stellar spectrum. This leads to a difference in both stellar luminosity and temperature between our models. We have also accounted for a drift velocity between gas and dust in the outflow. As the mass-loss rate is low, it is highly unlikely that the drift veloctity is zero (Kwok 1975) . The inclusion of drift gives rise to a dust mass-loss rate of 4.1 ×10 −10 M yr −1 compared to the value of 1.6 ×10 −10 M yr −1 found by Khouri (2014) . See Sect. 4.1, Table  4 for all model parameters.
The structure of the dust envelope consists of a gravitationally bound dust shell (GBDS) located close to the star and dust flowing out in the stellar wind, similar to the structure of the dust envelope of W Hya (Khouri et al. 2015) . The stellar wind is launched at the outer edge of the GBDS. The existence of the GBDS was first postulated by Khouri et al. (2014) for W Hya, and fits well within recent theoretical models of Höfner et al. (2016) . The GBDS is considered to be static. The composition of the dust envelope is taken from Khouri (2014) . The GBDS consists of amorphous Al 2 O 3 grains located between 1.7 and 1.9 R * and dominates the emission at 11-12 µm. The dust in the stellar wind is composed of 55% melilite and 45% metallic iron. The inner radius of the dust envelope is at ∼ 60 R * . It is not well constrained, as there is a degeneracy between the derived dust Table 4 : Best-fit parameters for the envelope model. Listed are the assumed distance D, the black-body stellar effective temperature T bb , the stellar luminosity L * , the gas and dust mass-loss rates,Ṁ gas andṀ dust , the maximum expansion velocity υ ∞ , the radius of the onset of the acceleration of the wind r o , the inner radius of the silicate emission R Sil , the exponent of the temperature power law , the exponent of the velocity profile β, and the drift and turbulent velocities υ drift and υ turb mass-loss rate, the inner radius, and the metallic iron content (Khouri 2014 ). Fig. 1 shows the best-fit model together with the ISO-SWS spectrum. It reproduces the spectrum fairly well except for the 20 µm and 30 µm features, similar to the best-fit model of Khouri (2014) . Sloan et al. (2003) suggested that these features were due to crystalline forms of silicate. As improving the fit to the ISO-SWS spectrum lies beyond the scope of this paper, we did not attempt to identify the carrier(s) of these features.
Gas-phase model
The gas-phase model is determined using the CO and SiO molecular data. Based on our SPIRE and PACS data of SiO, we derive a higher gas mass-loss rate of 1.3 × 10 −7 M year −1 instead of 9 × 10 −8 M year −1 as derived by Khouri (2014) . This value is consistent with the gas mass-loss rate found by Schöier et al. (2013) and Maercker et al. (2016) . We have adopted a CO abundance of 3.2 × 10 −4 relative to H 2 . The extent of the CO envelope is fitted by the Mamon et al. (1988) abundance profile. The J = 4 − 3, 3 − 2, and 2 − 1 transitions are overestimated by our model and are correctly modelled by Maercker et al. (2016) . When using the same power-law exponent of the temperature profile as Maercker et al. (2016) ( = 0.83), we are able to achieve a better fit to the resolved lines. However, using this value significantly underestimates all unresolved lines. Since our model achieves a better fit to more lines according to our two criteria (see Sect. 3.4), we chose to use a value = 0.65, following Khouri (2014) . See Sect. 4.1, Table 4 for all model parameters. Fig. 3 shows the 9 resolved rotational transitions in the ground vibrational state of CO that were used to determine the gas-phase model. The best-fit line profiles are shown as well. The integrated line strength results for the PACS and SPIRE data, together with the resolved data, are shown in Fig. 2 . The integrated fluxes of the resolved molecular lines are converted from K km s −1 to W m −2 (see Schoenberg (1988) , Eq. 9). The modelled PACS spectra can be found in Appendix B. All resolved rotational transitions satisfy the loglikelihood criterion. Nevertheless, only four of the eleven CO rotational transitions, namely J = 1 − 0, 6 − 5, 7 − 6, and 10 − 9, satisfy the integrated line strength criterion. Despite this, the gas-phase model is able to fit the high-J PACS and SPIRE rotational transitions of both SiO and CO simultaneously. 
Abundance profile of SiO
The SiO J = 6 − 5 and 5 − 4 rotational transitions have been observed both by the APEX and SEST telescope. The integrated intensities of both measurements (see Table 1 ) differ by 19% and 20% respectively, with the SEST observations having the lower integrated line strength. Because of this discrepancy and because the APEX observations were part of our APEX spectral scan (see Sect. 2.1) yielding most of the SiO rotational transitions with J up < 12, we have excluded the SEST transitions when determining the SiO abundance profile. In App. A, we expand on the discrepancy in integrated intensities. Fig. 4 shows the 16 resolved rotational transitions in the ground vibrational state of SiO that were used to constrain the abundance profile. All resolved molecular transitions with J up > 16 are noisy (see Sect. 2). The molecular data probe a region between approximately 5 to 100 R * . We find that the initial abundance f 0 lies between 5.5 × 10 −5 and 6.0 × 10 −5 with respect to H 2 , the e-folding radius between 3.5 ± 0.5 × 10 13 cm or 1.4 ± 1.2 R * , and the onset of the Gaussian decline R decl between 60 ± 10 R * (see Table 6 ). The range in f 0 was explored using a stepsize of 0.5 × 10 −5 , that of r e using a stepsize of 1 × 10 13 cm, and that of R decl using a stepsize of 10 R * . Not all possible combinations result in good models, the specific combinations are listed in Table 5 . The abundance profiles are shown in Fig. 6 together with the region probed by the molecular data. The results for the PACS and SPIRE data, along with the resolved data, are shown in Fig. 5 . Fig. 4 and 5 show the results for one of the (equivalent) abundance profiles. Henceforth, we use the abundance profile characterised by f 0 = 6.0 × 10 −5 relative to H 2 and e-folding radius r e = 4 × 10 13 cm with R decl = 50 R * to compare our models with the data in all plots. The modelled PACS spectra can be found in App. B.
The goodness-of-fit of the resulting models was determined using the two criteria defined in Sect. 3.4. The error on the in- 3 × 10 13 tegrated line strength was assumed to be 25%, a small deviation from the commonly assumed 20% (see Sect. 2.2). For the noisy lines, we have assumed an error of 35%. Accepting these errors, all 16 rotational transitions satisfy both criteria. An emission component is apparent in the blue wing of the rotational transitions, that is more prominent for higher J-values, as can be seen in Fig. 4 . The blue-wing feature is too prominent and inconsistently visible in the different line profiles to be caused by self-absorption only (Morris et al. 1985; Schoenberg 1988) . Recently obtained ALMA data of R Dor (P.I. L. Decin) suggest that the feature is related to the morphology of the CSE of R Dor (Decin, priv. comm.) . The feature has been included in our calculation of the integrated line strengths and in our goodness-of-fit analysis. It is therefore likely that due to our assumption of spherical symmetry, we cannot reproduce the prominent blue-wing feature as an extra emission component is necessary in this velocity range.
Abundance profile of HCN
For HCN, we have used five resolved molecular lines in the ground vibrational state to determine the abundance profile, see Fig. 7 . The molecular data probe a region between approximately 7 and 40 R * . We find that the initial abundance f 0 lies between 5.0 × 10 −7 and 7.5 × 10 −7 with respect to H 2 and the e-folding radius r e lies between 1.35 ± 0.25 × 10 15 cm or 0.54 ± 0.10 R * (see Table 6 ). The range in f 0 was explored using a stepsize of 0.5 × 10 −7 , that of r e using a stepsize of 0.1 × 10 15 cm. Not all possible combinations result in good models: larger values of r e correspond to smaller values of f 0 . The abundance profiles are shown in Fig. 9 together with the region probed by the molecular data. Fig. 7 and 8 show the results for one of the (equivalent) abundance profiles. Henceforth, we use the abundance profile characterised by f 0 = 5.0 × 10 −7 with respect to H 2 and r e = 1.8 × 10 15 cm to compare our models with the data in all plots.
The goodness-of-fit of the resulting models was determined following the two criteria in Sect. 3.4. We have deviated from the commonly assumed error on the integrated line strength of 20% for all five molecular lines (see Sect. 2.2). For the J = 4 − 3 and 3−2 transitions, we have required that the integrated line strength lies within 30% of its empirical value. This enables us to simultaneously fit both molecular lines. The other three molecular lines all have a low SNR. For the J = 13 − 12 and 7 − 6 transitions (SNR = 3.7 and 5.8 respectively), we require that the integrated line strength lies within 50% of that of the observed strength. The observation of the J = 1 − 0 transition has a SNR of 2.3 and is very weak, with a badly determined continuum. The transition is consistently underestimated in all models, which likely is caused by the neglect of masering in the models. We therefore decided to exclude it from the analysis. Assuming these errors and excluding the J = 1 − 0 transition, all remaining 4 rotational transitions satisfy both goodness-of-fit criteria.
Article number, page 7 of 16 A&A proofs: manuscript no. rdor Table 1 ). The telescope and rotational quantum numbers are indicated for each line. Red: line profiles resulting from the gas-phase model (see Sect. 4.1.2). The v LSR of R Dor is 7.5 km s −1 . Table 6 : Parameter ranges of the abundance profiles of SiO and HCN for which fits to the molecular data are found (see Fig. 6 and Fig. 9 ). The parameters are described in Sect. 3.2. 
Discussion
We discuss the range in abundance profiles found for SiO and HCN in Sect. 5.1 and 5.2. We compare our results to those obtained previously for R Dor and IK Tau, the latter being a highmass loss M-type AGB star. These results were obtained using both retrieval methods and forward chemistry modelling. However, we cannot compare to forward chemistry results for R Dor, as, to the best of our knowledge, such analyses have not yet been done.
Abundance stratification of SiO
Fig . 6 shows the range in abundance profiles found for SiO together with the region in the stellar wind that is probed by the molecular data. The abundance is constant up to the radius R decl , after which the abundance declines following a Guassian profile. The deduced range in R decl (see Table 6 ) coincides with the inner radius of the silicate envelope R Sil at 60 R * . The decline in abundance hence might be due to condensation onto dust grains. However, the location of R Sil is degenerate in the dust mass-loss rate and the metallic iron content (see Sect. 4.1.1). Photodissociation caused by interstellar UV photons is an alternative mechanism to explain the decrease in SiO. The decline in abundance could also be caused by photodissociation of SiO, since the onset of photodissociation shifts inward with decreasing mass-loss rate (see Sect. 5.1.1). A way to differentiate between both mechanisms is by imaging the location of the silicate dust shell. No proper VLTI/MIDI data are available for R Dor to answer this question . We are therefore unable to distinguish between the two possible mechanisms.
Comparison to previous results

R Dor
The abundance profile of SiO has previously been determined by González Delgado et al. (2003) , Schöier et al. (2004) , and Khouri (2014) . González Delgado et al. (2003) used the J = 2−1, 3−2, 5−4, and 6−5 transitions, which are all included in this paper (see Table 1 ). They found a Gaussian abundance Table 1 ). The telescope and rotational quantum numbers are indicated for each line. Red: resulting line profiles using an abundance profile characterised by f 0 = 6.0 × 10 −5 relative to H 2 and e-folding radius r e = 4 × 10 13 cm with R decl = 50 R * . The υ LSR of R Dor is 7.5 km s −1 .
profile characterised by an initial abundance f 0 = 5 × 10 −6 and e-folding radius r e = 3.3 × 10 15 . We find a larger initial abundance, which might be due to a combination of our inclusion of higher-J molecular lines and differences in the modelling of the envelope, e.g. the velocity profile. Schöier et al. (2004) supplemented the González Delgado et al. (2003) data set by J = 1 − 0 ground and first excited vibrational level observations obtained with the Australia Telescope Compact Array. They found that two Gaussian profiles fit the data better: a high-density, compact component (C) together with a low-density, more extended component (E). They are characterised by f C = 4×10 −5 and r e,C = 1.2×10 15 cm, and f E = 3×10 −6
and r e,E = 3.3 × 10 15 cm respectively. We find no indications for a two-component abundance profile.
The abundance profile derived in Khouri (2014) is based on that of Schöier et al. (2004) . The same e-folding radius was adopted, but with a higher initial abundance f 0 (SiO) = 6 × 10 −5 . The profile was determined using HIFI and SPIRE data, see Tables 1 and 3. We find a similar initial abundance, but a smaller e-folding radius. This is likely due to our inclusion of lower-J molecular lines. 
IK Tau
10
−5 , which decreases with a factor of ∼ 40 at approximately 180 R * . We do not find such a decline in the SiO abundance profile for R Dor. The difference in initial abundance between R Dor and IK Tau of a factor of 3.5 might be connected to differences in the dust condensation physics. Höfner et al. (2016) described condensation of silicates onto Al 2 O 3 seed particles. This process may take place in the GBDS, but its outcome may differ between R Dor and IK Tau due to their different pulsation characteristics, such as period and shock strength. The photodissociation of SiO takes place far out in the wind, around a few thousand stellar radii. For R Dor, the destruction of SiO occurs much closer to the star. This is likely due to its lower mass-loss rate, as interstellar UV photons are able to penetrate regions closer to the central star. Bujarrabal et al. (1989) and Sahai & Bieging (1993) determined the initial SiO abundance for a sample of O-rich AGB stars, including IK Tau (but not R Dor). They deduced a value of 5×10 −5 and a lower limit of 1.0×10 −5 respectively. Our deduced abundance corresponds well to that of Sahai & Bieging (1993) and is compatible with the result of Bujarrabal et al. (1989) . Lucas et al. (1992) have determined the extent of the SiO envelope for IK Tau and other O-rich AGB stars. They found that the extent of SiO ranges from 0.6 × 10 15 to 7.5 × 10 15 cm. Our deduced range for R decl lies within this range.
The abundance of SiO in the stellar outflow of IK Tau was also modelled using forward chemistry models. Gobrecht et al. (2016) have modelled the inner wind region up to the dust formation zone and found SiO abundances that corresponded well with the observations of Decin et al. (2010) . Li et al. (2016) have modelled the chemistry in the outer wind, using a gas-phas only chemical network. They assumed SiO to be one of the parent species, i.e. one of the species present immediately beyond the dust formation zone. The initial abundance in the chemical network was assumed to be that measured by Decin et al. (2010) . Li et al. (2016) found a decrease of approximately an order of magnitude at ∼ 1000 R * , mainly caused by photodissociation. We find that the decline in abundance for R Dor starts at more than an order of magnitude in radius closer to the central star. However, the onset of photodissociation shifts inwards with decreasing mass-loss rate, approximately one order of magnitude in radius per order of magnitude in mass-loss rate (Mamon et al. 1988) . The mass-loss rates of R Dor and IK Tau defer by a factor of ∼ 60. Therefore, the onset of photodissociation in R Dor can correspond to the range found in R decl . Fig. 9 shows the abundance profiles found for HCN together with the region probed by the molecular data. The abundance profile is a Gaussian profile centred on the star. We find that a range in parameters produce good fits to the data, see Table 6 . The decline in HCN abundance is most likely due to photodissociation, as it takes place in the outer wind and HCN is not a refractory species. Schöier et al. (2013) have measured the HCN abundance using the J = 1 − 0, 3 − 2, and 4 − 3 rotational transitions in the ground vibrational state. Their measurement of the J = 1 − 0 transition is included in this work. Schöier et al. (2013) have used a Gaussian abundance profile, characterised by an initial abundance f 0 (HCN) = 1.0 × 10 −7 with respect to H 2 and an efolding radius r e = 5.1 × 10 15 cm. We find Gaussian abundance profiles with a larger initial HCN abundance than Schöier et al. (2013) , a difference of roughly a factor of 6. This discrepancy may be explained by the different data sets used, since we have included higher-J transitions that are excited at higher temperatures deeper inside the outflow. Alternatively, it could be due to different modelling assumptions, e.g. the velocity profile. The onset of photodissociation starts closer to the star compared to Schöier et al. (2013) , a difference of roughly a factor of 4. In both models, the onset is located in the outer wind. Decin et al. (2010) have measured the HCN abundance of the outflow of IK Tau and found an initial abundance of 4.4 × 10 −7 . The start of the decline in abundance is located at 500 R * . The initial abundance found for R Dor is hence slightly higher by a factor of 1.1 than that found for IK Tau, and the decline in abundance occurs closer to the star. The earlier onset Table 1 ). The telescope and rotational quantum number are indicated for each line. Red: resulting line profiles using a Gaussian abundance profile characterised by f 0 = 5.0 × 10 −7 with respect to H 2 and r e = 1.8 × 10 15 cm. The υ LSR of R Dor is 7.5 km s −1 . of photodissociation of HCN in R Dor is likely due to its low mass-loss rate.
Abundance stratification of HCN
Comparison to previous results
R Dor
IK Tau
In the forward chemistry modelling of the inner wind region by Gobrecht et al. (2016) , which accounts for the effects of periodic shocks, the HCN abundance was found to be consistent with the observations of Decin et al. (2010) . Li et al. (2016) have modelled the chemistry in the outer wind and have assumed HCN to be one of the parent species. The inital abundance in the chemical network was assumed to be that measured by Decin et al. (2010) . They found that the abundance declines at ∼ 1000 R * , hence in the outer wind. We find that our range in abundance profiles shows a similar behaviour. This supports the hypothesis that the decline in abundance is due to photodissociation, as this is the main destructive chemical reaction in the outer wind found by Li et al. (2016) .
The initial HCN abundance in both R Dor and IK Tau is about five orders of magnitude larger than predicted by thermal equilibrium chemistry, which indicates the importance of nonequilibrium chemistry in the inner wind. Moreover, as the initial HCN abundance of R Dor and IK Tau lie within a factor of 2 of each other, quite similar physical and chemical conditions are likely present in their inner winds independent of mass-loss rate. The factor of 2 difference might be due to the lower mass-loss rate of R Dor or different pulsation characteristics.
Conclusions
We have constrained the radial abundance profile of SiO and HCN in the stellar wind of the low mass-loss M-type AGB star R Dor using a non-LTE extended atmosphere model that accounts for the interaction between gas and dust. Our analysis used the integrated line intensity and line profile shapes of a set of lines obtained with both ground-and space-based instruments. For SiO, we have used 42 molecular transitions, of which 16 are spectrally resolved. The molecular data are sensitive to the region between approximately 5 and 100 R * . The initial abundance of SiO lies between 5.5 × 10 −5 and 6.0 × 10 −5 with respect to H 2 . The abundance profile is constant up to 60 ± 10 R * , after which it follows a Gaussian profile with an e-folding radius between 3.5 ± 0.5 × 10 13 cm. The decline in SiO abundance near ∼ 60 R * might be due to condensation onto dust grains or photodissociation. We are unable to unambiguously determine the mechanism at work. For HCN, we have used 5 resolved molecular transitions. The molecular data are sensitive to the region between approximately 7 and 40 R * . The initial abundance of HCN lies between 5.0 × 10 −7 and 7.5 × 10 −7 with respect to H 2 . The abundance profile is a Gaussian profile centred on the star with an e-folding radius r e between 1.35 ± 0.25 × 10 15 cm. The intial abundances found are larger than those reported in previous studies (with the exception of the study by Khouri (2014) for SiO). This might be due to our inclusion of higher-J molecular lines. Compared to results for IK Tau, a high massloss rate M-type AGB star, the onset of photodissociation occurs closer to the star for both SiO and HCN. This can be explained by their difference in mass-loss rate. The R Dor initial abundance of SiO is also larger than those found for IK Tau. This might be due to different pulsation characteristics of the central stars and/or a difference in dust condensation physics. It is not connected to a differing sensitivity to non-equilibrium chemistry in the inner wind, as this molecule is unaffected by such processes (Cherchneff 2006) . For both stars, we find roughly similar HCN abundances, though both are five orders of magnitude larger than the abundance predicted by thermal equilibrium chemistry. This suggests similar physical and chemical conditions in the inner wind, independent of mass-loss rate.
The interaction between micro-scale chemistry and macroscale dynamics in the stellar outflow can be disentangled by comparing retrieved abundances to those predicted by forward chemistry models. The abundance profiles for SiO and HCN we have retrieved are complementary to those previously determined for other molecules in the outflow of R Dor, e.g. SO and SO 2 ) and H 2 O ). Moreover, they are complementary to those determined by Decin et al. (2010) for a variety of molecules in the outflow of IK Tau. Together with recently obtained ALMA data (PI L. Decin) of R Dor and IK Tau, which will unveil the molecular abundances in their dust formation regions, our results furthermore fit into the larger framework of unravelling the intricacies of dust formation in M-type AGB stars. the time-variable stellar luminosity in the radiative-transfer modelling would require the coupling of the calculation of the level populations to the variable stellar flux and the molecular emission from the CSE itself, in which every point sees the stellar flux at a different phase (Cernicharo et al. 2014) . This is beyond the scope of this paper. We can, however, probe the effect of variable stellar luminosities at constant stellar temperature on the molecular line emission.
R Dor is an SRb-type variable that switches between a primary pulsation mode with a period of 332 d and a secondary mode of ∼175d (Bedding et al. 1998) . Its light curve is irregular, hence it is not feasible to determine a relation between its phase and luminosity as can be done for Mira variables (see, e.g., De Beck et al. 2012) . Assuming a distance of 59 pc, the stellar luminosity is calculated from the apparent visual magnitude V and its bolometric correction. During the pulsation cycle, the overal light distribution may vary as well. This implies that the bolometric correction need not necessarily be constant (Flower 1975; van der Veen & Breukers 1989) . Putting the latter issue aside, we estimate the ratio of maximum to minimum luminosity L max /L min = ∆V/2.5 from the variation in apparent visual magnitude ∆V that can be retrieved from the AAVSO 2 light curve. Using ∆V = 1.5, we find a luminosity ratio of about 4. A roughly similar ratio is obtained when using photometric data retrieved from the ViZieR database over the period 1978 − 2012 (see App. C). This is shown in Fig. A.1 .
As noted in Sect. 4.2, we have excluded the SEST observations of the J = 6−5 and 5−4 rotational SiO transitions from our analysis. The integrated intensities of the SEST and APEX observations differ by about 20%, the SEST lines having the lower intensity. We are unable to fit both the APEX and SEST observations simulataneously. The SEST observations date from December 1992 and those of APEX from November 2014. Therefore the differences in the line strengths might be linked to a variable stellar luminosity. Indeed, from the AAVSO light curve we derived an approximate difference in apparent visual magnitude of 0.75, which leads to a ratio of the stellar luminosity at the time of these observations of about 2. Fig. A.2 shows the modelled line profiles for the SiO J = 6 − 5 and 5 − 4 SEST and APEX observations for L * = 4500 L (assumed throughout 2 https://www.aavso.org/aavso-research-portal and December 1992 respectively. Blue: predicted line profiles using L * = 4500 L (assumed throughout the modelling) and an abundance profile characterised by f 0 = 6.0 × 10 −5 relative to H 2 and e-folding radius r e = 4 × 10 13 cm with R decl = 50 R * . Red: predicted line profiles using L * = 2500 L and the same abundance profile.
the modelling) and 2500 L , using the same abundance profile as in Fig. 4 . Using L * = 4500 L , the ratio of the integrated line strength of the model to the data lies within 25% of the integrated line strength for the APEX J = 6 − 5 and 5 − 4 transitions, but overestimates the SEST J = 6−5 and 5−4 transitions by an additional 20%. For the low luminosity model the APEX transitions are underestimated, and provide a better fit to the SEST transitions by about 10%. The discrepancy in integrated line strength of the APEX and SEST J = 6 − 5 and 5 − 4 transitions may thus be connected to the variability in the luminosity of R Dor. Fig. B .1: Black: continuum-subtracted PACS spectrum of R Dor for the blue bands. Red: modelled spectrum. The PACS band is indicated in the upper left corner of each spectrum. The abundance profile used for SiO is characterised by f 0 = 6.0 × 10 −5 relative to H 2 and e-folding radius r e = 4 × 10 13 cm with R decl = 50 R * . The abundance profile used for HCN is characterised by f 0 = 5.5 × 10 −7 with respect to H 2 and r e = 1.5 × 10 15 cm. The modelled transitions are pointed out by coloured vertical lines: CO in red, SiO in green, and HCN in blue. Dashed lines indicate modelled transitions that were not detected or contribute to a blended line.
