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Abstract
In the present thesis, the advantages of two new and complementary detector concepts
for x-ray spectroscopy of highly charged ions over conventional semiconductor detec-
tors have been worked out. These two detectors are the twin crystal spectrometer
FOCAL and the metallic magnetic microcalorimeter maXs. Although the maXs mi-
crocalorimeter is still under development, ﬁrst very promising x-ray spectra could be
recorded at the ESR storage ring at the GSI Helmholtz Centre for Heavy Ion Research
in Darmstadt. With the crystal spectrometer FOCAL, which was fully equipped for
the ﬁrst time, a dedicated beam time at the ESR, aiming for the precise determina-
tion of the 1 s Lamb shift of hydrogen-like gold (Au78+), could be conducted. The
obtained result for the Lyman-α1 transition energy is aﬄicted with a small statistical
uncertainty, however, the encountered systematic eﬀects are still posing a challenge
to overcome. In the outlook, it will be discussed in detail how the accuracy of a fu-
ture measurement could be improved, and in which way both detector concepts could
support each other optimally.
In der vorliegenden Arbeit werden die Vorteile zweier neuer, sich ergänzende, Detek-
tortypen zur röntgenspektroskopischen Untersuchung von hochgeladenen Schwerionen
gegenüber konventionellen Halbleiterdetektoren diskutiert. Bei den Detektoren han-
delt es sich zum einen um das Zwillings-Kristallspektrometer FOCAL und zum ande-
ren um das metallisch-magnetische Mikrokalorimeter maXs. Obwohl sich das maXs
Mikrokalorimeter gegenwärtig noch in der Entwicklung beﬁndet, konnten bereits sehr
vielversprechende Röntgenspektren am ESR Speicherring des GSI Helmholtzzentrum
für Schwerionenforschung in Darmstadt aufgenommen werden. Weiterhin konnte mit
dem erstmals voll ausgebauten Kristallspektrometer FOCAL eine Produktionsstrahl-
zeit, ebenfalls am ESR, durchgeführt werden, die als Zielsetzung die präzise Bestim-
mung der 1 s Lamb Verschiebung in wasserstoﬀähnlichem Gold (Au78+) hatte. Für
die Lyman-α1 Übergangsenergie konnte ein Ergebnis mit kleiner statistischen Un-
sicherheit erreicht werden, allerdings stellen die während der Analyse untersuchten
systematischen Eﬀekte eine noch zu überwindende Herausforderung dar. Im Ausblick
wird detailliert dargelegt, wie sich die Genauigkeit in zukünftigen Messungen erhöhen
lässt und wie sich die beiden Detektorkonzepte dabei optimal ergänzen können.
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Chapter 1
Introduction
“The hydrogen atom [is] the simplest and most deeply explored
object in the whole universe. If you don’t understand the
hydrogen atom you don’t understand anything.”
Freeman Dyson
From the beginning of modern physics, ambitious experiments were conducted to test
the most advanced theories available at that time. Often, small discrepancies between
prediction and observation led to a literal quantum leap in the understanding of nature.
One famous example is the ﬁne-structure splitting in the optical spectra of atoms,
which could theoretically ﬁrst be explained by the Dirac equation, to the utmost
satisfaction. In the years following the publication of Dirac, experiments conﬁrmed
the calculations with greatest precision, until P. Kusch and H.M. Foley published
their ﬁnding for the anomalous magnetic moment of the electron [Kusc47, Fole48],
which deviated slightly from the predictions of Dirac. Almost at the same time, W.E.
Lamb and R.C. Retherford [Lamb47] discovered a discrepancy for the energy levels
in the hydrogen atom, which was from then on known as the Lamb shift. It is this
vivid period of time to which Freeman Dyson’s above quote refers. The ﬁndings of
Lamb and Retherford triggered a theoretical research campaign, which resulted in the
development of quantum electrodynamics (QED) at the end of the 1940s [Dyso49].
In the past 65 years, numerous experiments, aiming for a precise test of QED, have
been performed [Kars05], which are basically all in good agreement with theory. Due
to this reason, the conﬁdence in quantum electrodynamics became so strong, that it
is even used to determine the numerical values of natural constants, such as the ﬁne
structure constant α [Hann08], or the electron rest mass me [Stur14].
The only way to test QED with hitherto unprecedented precision is to use more
elaborate detection techniques, and to test its validity under more extreme conditions.
With the advent of powerful particle accelerators it became possible to produce rea-
sonable amounts of heavy hydrogen-like ions, which are ions with only one remaining
bound electron. This electron experiences very strong electric ﬁelds, which cannot be
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created by other methods, and are close to the Schwinger limit where spontaneous
electron-positron pair creation becomes possible. Measuring the Lamb shift in these
systems by means of spectroscopic methods is an ultimate test of QED. Unfortunately,
at the moment, even the most accurate experiments are one order of magnitude less
precise than the best calculations available [Yero15]. This is mainly due to the limited
detector resolution and uncertainties introduced by systematic eﬀects.
In this thesis, two complementary detector types, employing either the wave-like or
the particle-like aspect of photons, will be presented, which both have the potential
to surpass the restrictions of conventional detectors, which are currently in use for
high precision measurements on stored, highly-charged heavy ions.
∼© The wave-like aspect of the photon is utilised by the crystal spectrometer FO-
CAL, measuring the wavelength of the characteristic transitions with high pre-
cision. In the dedicated Doppler-eﬀect cancelling layout it is best suited for
measurements at gas-jet targets at storage rings.
•© The particle-like aspect of the photon is utilised by the microcalorimeter maXs,
measuring the energy of the x-ray photons with highest precision. It comple-
ments the measurements of FOCAL if installed at the electron cooler of storage
rings.
In combination with the low-energy storage ring CRYRING, these two detector con-
cepts will be able to boost the experimental precision by large factors, allowing more
stringent tests of quantum electrodynamics in the strong-ﬁeld regime than ever before.
Figure 1.1: One and the same physical object (red) shows different characteristics if inves-
tigated with the crystal spectrometer FOCAL (left) or the microcalorimeter maXs (right).
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Chapter 2
Physics Motivation and Methodical
Foundations
This chapter is divided into four parts. The ﬁrst part gives a short introduction to
the physics of hydrogen-like ions. Besides the relativistic treatment of these funda-
mental systems, the most prominent contribution of quantum electrodynamics will be
discussed. In the second part, the diﬀraction of x rays in crystals is covered, which is
important for the understanding of the principle of a crystal spectrometer like FOCAL.
This section is followed by the technique utilised by the metallic magnetic calorimeter
maXs. The chapter closes with a short overview of the various experimental methods
used so far for the investigation of the atomic structure of highly charged heavy ions.
2.1 The Lamb Shift in Hydrogen-Like Ions
While in the beginning of quantum mechanics the non-relativistic Schrödinger equa-
tion was suﬃcient to describe the spectrum of the hydrogen atom, being consistent
with the ﬁndings of early spectroscopic investigations, modern calculations include a
long list of new contributions, which must be veriﬁed by state-of-the-art experiments.
Besides the inclusion of relativity, an important contribution of Dirac, other eﬀects
described in the framework of quantum electrodynamics also strongly inﬂuence the
level energies. A further class of corrections is associated with the size and struc-
ture of the atomic nucleus, which should not be treated as a point-like object in high
precision calculations.
2.1.1 Non-Relativistic Theory
In 1888 Johannes Rydberg presented his famous formula to describe the light emission
spectrum of atomic hydrogen
1
λ
= R
(
Z2
) ( 1
n21
− 1
n22
)
(2.1)
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with λ being the vacuum wavelength of the transition between the two involved states
n1,2. This completely phenomenological expression was the ﬁrst equation which made
use of quantised integer numbers n1,2 to describe a physical process, and thus herald-
ing the era of quantum mechanics. Already here, it is interesting to note that the
element-dependent Rydberg constant R, which is given by R = R∞/
(
1 + me
M
)
, with
the electron massme, the nuclear massM and the Rydberg constant for inﬁnite heavy
nuclei R∞, takes care of the recoil of the atomic nucleus which will be discussed in
detail in section 2.1.4. The quadratic scaling with the nuclear charge Z had been
introduced later to obtain valid results for heavier, hydrogen-like (in short, H-like)
ions, such as He+, Li2 + or, as in the present work, Au78 +.
It was perhaps his biggest success when Erwin Schrödinger formulated his equation
2.2 in 1926 [Schr26], being able to reproduce the Rydberg formula, and to put it on
the well-grounded foundation of the new mechanics. The equation for a hydrogen-like
system is given by
− ~
2
2m
∇2ψ + V (r)ψ = En ψ (2.2)
with energy levels En, the wave function ψ and the (reduced) Planck constant ~.
However, it would be more accurate to mention that this is the equation for a charged
quasi-particle with mass m, moving in an external, static Coulomb ﬁeld V (r). The
mass of the quasi-particle is given by the reduced mass of the nucleus-electron system
m = me/
(
1 + me
M
)
, which is similar to the expression for the Rydberg constant. The
solution for the energy eigenvalues of the Schrödinger equation is given by
En = −R∗y
Z2
n2
(2.3)
which is equivalent to formula 2.1 if energy diﬀerences 1/λ = ∆E/hc = (E2−E1)/hc
and the deﬁnition of the Rydberg energy R∗y = Rh c, with the speed of light c, is
used. According to solution 2.3 every state with the same principal quantum number
n should have the exact same energy, independent of other, possibly existing, internal
degrees of freedom. Also in 1926, Uhlenbeck and Goudsmit [Uhle26] postulated the
existence of the electron spin, leading to the ﬁne-structure splitting in the spectra
of atoms, which had to be introduced into the Schrödinger equation artiﬁcially, by
additional terms. Another ﬂaw of the Schrödinger equation was the non-relativistic
treatment of the wave functions. This can be illustrated when assigning to the electron
in the 1 s state a velocity
〈v1s〉 = Z α c (2.4)
with the ﬁne structure constant α ≈ 1/137. If the nuclear charge is around Z = 79,
the velocity of the electron is about 60% of the speed of light, which is clearly in the
relativistic regime. These two shortcomings paved the way for the relativistic Dirac
equation, which also includes the spin of the electron in a natural way.
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2.1.2 Relativistic Theory
Paul Dirac published his relativistic quantum equation for the electron two years after
Schrödinger [Dira28]. For the hydrogen(-like) system it is given in cgs units by
(
−e ϕ(r) + β mc2 + α · (cp + eA(r))
)
ψ = E ψ (2.5)
with β (α) for the Dirac matrix (vector), ϕ (A) for the external (vector) potential
generated by the nucleus, and p for the momentum operator [Beth77]. This equation
can be solved analytically, with the solution
Enj =
mc2√
1 + (αZ)
2[
n−(j+1/2)+
√
(j+1/2)2−(αZ)2
]2 (2.6)
which depends, in addition to n, on the total angular momentum j, in contrast to
the solution 2.3 of the Schrödinger equation [Beth77]. This j dependence removes the
degeneracy of some states with the same principal quantum number n, e.g. the 2 p1/2
and the 2 p3/2 states, which is known as the ﬁne-structure splitting. However, states
with the same n and j should have the exact same energy, e.g. the 2 s1/2 and the
2 p1/2 states. It was the famous experiment by Willis Lamb and Robert Retherford
in 1947 [Lamb47], where they showed that the 2 s1/2 state lies energetically slightly
above the 2 p1/2 state. This energy diﬀerence was from then on called the Lamb
shift. Historically, only this diﬀerence is called the Lamb shift, however, nowadays
every diﬀerence between the experimental result and the Dirac value is called Lamb
shift and a preﬁx mentioning the related state is added. In this work, the precise
determination of the 1 s Lamb shift in hydrogen-like gold 19779Au
78+ is envisaged.
The Lamb shift can be calculated by taking two extensions of the Dirac equation
into account. The ﬁrst extension consists of quantum electrodynamical corrections,
where the interaction of the electron with the quantum vacuum is treated. The second
extension takes several eﬀects of the nucleus, e.g. the ﬁnite size and the relativistic
recoil, into account. These corrections are described in detail in the next two sections.
2.1.3 Quantum Electrodynamics
Quantum electrodynamics (QED) describes the interaction of charged particles via
the exchange of virtual photons [Dyso49, Mohr98, Beye99]. A particle is called virtual,
if it cannot be measured, but only its inﬂuence on a physical system, which suggests
its temporary existence. Quantum electrodynamics contains the complete classical
electrodynamics but extents it by the interaction of a charged particle with its own
radiation ﬁeld (self-energy) and its interaction with the so-called quantum vacuum
(vacuum polarisation). Since QED contributions are assumed to be small corrections
to the total binding energy, they can be treated within the framework of a perturbative
7
2.1. THE LAMB SHIFT IN HYDROGEN-LIKE IONS
series expansion in the coupling constant of the electromagnetic ﬁeld, which is the well-
known ﬁne structure constant α. Similar to other series expansions in physics, such
as the dipole approximation as a ﬁrst-order approximation to the transition moment
operator, the lowest-order terms contribute the most. The order of the considered
correction is equal to the number of involved virtual photons. In the next two sections,
the QED contributions with only one participating virtual photon will be examined,
before treating higher-order terms.
Total Lamb shift
Self-Energy
(-) Vacuum Polarization (U)
Finite Nuclear Size
(-) QED Higher Orders
(+)
Vacuum Polarization (WK)
1 H 14 Si 26 Fe 36 Kr 54 Xe 79 Au 92 U 110 Ds
10-5
10-4
0.001
0.010
Element (Z)
E LS/
Z
4
(m
eV
)
Figure 2.1: Individual contributions to the 1 s Lamb shift for H-like ions in the element
range from hydrogen (Z = 1) up to darmstadtium (Z = 110). The ordinate is logarithmic
and divided by Z4, to separate out the strong scaling with the nuclear charge.
Self-Energy
The largest contribution of the QED part to the Lamb shift is given by the self-energy
(SE) eﬀect, which was ﬁrst calculated for the hydrogen atom by Hans Bethe [Beth47],
in the same year as Lamb and Retherford published their experimental result. It can
be pictured with the help of a Feynman diagram 2.2, where a bound electron (double
line) emits and re-absorbs a virtual photon (wavy line). Due to the re-absorption
of the emitted photon, the energy is conserved at time scales which are given by the
Heisenberg uncertainty principle, however, the trajectory of the particle gets distorted
which leads to a weaker binding. Bethe also derived the scaling ∆ESE ∝ Z4 of this
eﬀect, which illustrates why it is desirable to examine heavy elements with a high
nuclear charge Z. While this eﬀect was experimentally very hard to detect in the
hydrogen atom, it has a major inﬂuence on the binding energies in heavy elements.
Vacuum Polarisation
The vacuum-polarisation (VP) eﬀect is displayed in the Feynman diagram 2.3. It
describes the interaction between the bound electron and a virtual electron–positron
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Figure 2.2: First order Feynman diagram of the self-energy ef-
fect (SE). The double line represents the electron (propagator),
which is bound to the atomic nucleus. The wavy line illustrates
the emission and re-absorption of a virtual photon. The black
dots are called vertices and indicate where the electron couples
to the electromagnetic field.
pair (double circle), in the Coulomb ﬁeld of the nucleus, via the exchange of a virtual
photon. This eﬀect was ﬁrst calculated by Edwin A. Uehling in 1935 [Uehl35] which
pre-dates the discovery of Lamb and Retherford by twelve years. In 1956 Eyvind H.
Wichmann and Norman M. Kroll [Wich56] added further corrections to the derivations
of Uehling to obtain correct results in the regime of very strong Coulomb ﬁelds.
The Uehling part shows the same Z4 scaling as the self-energy part, whereas the
Wichmann–Kroll corrections scale at least with Z6 [Yero15]. For all elements in the
periodic table the contribution of the vacuum polarisation is smaller than that of the
self-energy and leads to a stronger binding. This fact lead Bethe to refuse Uehlings
results in his publication [Beth47] (quote: “Uehling [. . . ] found that this effect also is
much too small and has, in addition, the wrong sign.”).
Figure 2.3: First order Feynman diagram of the vacuum-
polarisation effect (VP). The double circle represents virtual
electron-positron pair, coupling to the real electron via a vir-
tual photon, in the central Coulomb field of the nucleus.
Higher-Order Corrections
As already mentioned, QED is treated in a perturbative framework. By taking higher-
order contributions into account, better agreement with experimental results can
be expected. This assumption is supported by several Lamb shift experiments (a
survey can be found in [Yero15]), by high-precision measurements on the anoma-
lous magnetic moment of the electron compared with tenth-order QED calculations
[Kino14, Hann08], and by measurements of the hyperﬁne splitting of hydrogen-like
ions [Ullm15]. However, in 1952, Freeman Dyson showed [Dyso52] that the power se-
ries expansion ansatz of QED will not converge, and hence no mathematical limit can
be deﬁned. Therefore, more precise experiments are needed to identify the validity
region of QED.
Higher-order terms can be represented by arbitrary combinations of the Feynman
diagrams 2.2 and 2.3. Some second-order diagrams are shown in ﬁgure 2.4. Since these
9
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terms contribute in the second order in α, it can be supposed that their inﬂuence is
roughly 137 times weaker, which is supported by accurate calculations (see table 2.1).
While higher-order contributions decrease the binding energy for low Z ions until Z =
4 (beryllium) it leads to a stronger binding for the remaining elements of the periodic
table (see graph 2.1). Higher-order calculations on heavy hydrogen-like ions are only
performed to second order since contributions due to the structure of the nucleus limit
the theoretical precision, as will be shown in the next section.
(a) SESE (b) VPVP (c) SEVP (d) S(VP)E
Figure 2.4: Some second-order Feynman diagrams where two virtual photons are being
exchanged.
2.1.4 Nuclear Structure Effects
The inﬂuence of the nucleus on the transition wavelength has already been considered
in the Rydberg formula 2.1, by using the element-depended Rydberg constant R.
The correction includes only the nuclear recoil by utilising the reduced mass m. The
leading-order relativistic recoil correction is given by
Erecoil =
(mec
2)
2 − (mec2 + Enj)2
2Mc2
−
[
m−me + m
2
e
M
]
c2
(Zα)2
2n2
(2.7)
with the nuclear mass M , the principal quantum number n and the Dirac energy
eigenvalue Enj [Yero15]. Further corrections to this analytic expression, which is
important for very light ions, are calculated numerically. The recoil corrections only
play a major role for light ions. For the heaviest elements it is almost negligible due
to the huge nucleus to electron mass ratio (MAu/me = 358 970.10(2), [Wang12]).
As already mentioned in section 2.1.1, the existence of the nucleus is only included
in the reduced mass of a quasi-particle moving in an external Coulomb ﬁeld. This
Coulomb ﬁeld has been considered to be produced by a point-like charge, which is
obviously not a proper assumption for heavy ions, due to their substantial spatial
extension. The part of the electron wave function located inside the nucleus does not
experience the full nuclear charge, which results in a weaker binding. An often used
charge density function for heavy ions is a spherical symmetric Fermi distribution
10
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ρF (r) =
ρ0
1 + e (r−r0)/a
(2.8)
with half density radius r0, skin thickness parameter a, and the total charge normalisa-
tion constant ρ0, chosen such that the volume integral of ρF (r) is equal to the nuclear
charge Z e [Beye99]. In nuclear data tables normally the root mean square radius
rRMS is given instead of r0, which can be transformed by the approximate formula
r0 ≈
√
5
3
r2RMS −
7
3
a2π2 (2.9)
which yields good results for suﬃciently small values of a. The RMS radius for gold
is given by rAuRMS = 5.4371(38) fm [Ange13], and a = 0.52 fm has been chosen [Yero15].
With the charge distribution 2.8 the modiﬁed Coulomb potential can be calculated,
and be used as an input parameter for the Dirac equation, which now has to be solved
numerically. The energy shift due to this modiﬁed Coulomb potential is called the
finite nuclear size (FNS) contribution. For hydrogen-like gold, it is the second-largest
contribution to the 1s Lamb shift, after the self-energy. However, the ﬁnite nuclear
size scales strongly with Z, making it the dominant contribution for Z & 100, as
shown in graph 2.1.
In the evaluation of the ﬁnite nuclear size eﬀect, the charge distribution has been
assumed spatially extended but steady in its shape. However, if an electron is inter-
acting with the nucleus, also the charge distribution in the nucleus is aﬀected, leading
to a modiﬁed Coulomb ﬁeld, which is called nuclear polarisation [Plun95, Neﬁ96].
The distortion acts back on the electron motion, and hence changes the level energy.
These calculations are demanding since basically the whole nuclear structure has to be
taken into account. Therefore, a 100% uncertainty is attributed to these estimations
[Yero15].
2.1.5 The Total Lamb Shift
The total value for the Lamb shift is composed of all of the above-mentioned contri-
butions. To obtain a simple formula describing the complex behaviour of the Lamb
shift, all known analytic dependencies, such as the already mentioned Z4 scaling, are
separated out and a slow-varying function F (Zα), containing all the sophisticated
physics, is introduced
∆ELS = mec
2 α
π
(Zα)4
n3
F (Zα) (2.10)
The function F (Zα) is provided by pre-calculated tables [John85, Yero15] for all
elements up to Z = 110 (darmstadtium) with uncertainties basically limited due
to higher-order QED contributions and the lack of knowledge of the nuclear size
(the RMS radius). In table 2.1 the individual contributions to the 1s Lamb shift of
hydrogen-like gold are listed.
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2.2. THE DIFFRACTION OF X RAYS IN CRYSTALS
Eﬀect Contribution (eV)
Dirac Energy −93 459.863
First-Order QED
Self-Energy (SE) +196.687(2)
Vacuum-Polarisation (VP)
Uehling −41.996(2)
Wichmann-Kroll +1.7939(2)
Second-Order QED
SESE −0.6716(43)
SEVP +0.41(13)
VPVP −0.39(11)
Nuclear Contributions
Finite Nuclear Size (FNS) +49.14(11)
Nuclear Recoil +0.3313(14)
Nuclear Polarisation −0.049(49)
Total Lamb Shift 205.2(2)
Total Binding Energy −93 254.6(2)
Table 2.1: Individual theoretical contributions to the 1 s Lamb shift in hydrogen-like gold
Au78+ [Yero15].
Table 2.2 compiles the binding energies, Lamb shifts and energy separations to the
1 s1/2 state for the lowest lying states with n ≤ 3 in hydrogen-like gold Au78+.
State Binding Energy (eV) Lamb shift (eV) Energy to 1s (eV) Reference
1 s1/2 −93 254.6(2) 205.2(2) – [Yero15]
2 s1/2 −23 889.62(3) 35.43(3) 69 365.0(2) [Yero15]
2 p1/2 −23 922.149(5) 2.904(5) 69 332.5(2) [Yero15]
2 p3/2 −21 684.201(5) 4.349(5) 71 570.4(2) [Yero15]
3 s1/2 −10 364.2 10.6 82 890.4 [Desc75]
3 p1/2 −10 373.7 1.2 82 880.9 [Desc75]
3 p3/2 −9 706.9 1.5 83 547.7 [Desc75]
3 d3/2 −9 708.5 −0.1 83 546.1 [Desc75]
3 d5/2 −9 523.2 0.3 83 731.4 [Desc75]
Table 2.2: Summary of the theoretical binding energies, Lamb shifts and energy separa-
tions to the 1 s state in hydrogen-like gold Au78+. The values for the n ≤ 2 states have
been taken from [Yero15], while the other values have been calculated with a relativistic
multiconfiguration Dirac-Fock program [Desc75, Tras15].
2.2 The Diffraction of X Rays in Crystals
Crystal spectrometers are known for their exceedingly high resolving power in the
x-ray and γ-ray regime. The core element of each spectrometer is the crystal, which
disperses a polychromatic x-ray beam into monochromatic rays, leaving the crystal
under diﬀerent angles, according to the Bragg equation. In this section, the basics of
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the theory of x-ray diﬀraction in crystals is treated and the practical applications of
these ﬁndings for the construction of a spectrometer are given.
2.2.1 The Bragg Equation
The diﬀraction of light in the optical regime is well known ever since Thomas Young
conducted his famous double-slit experiment at the beginning of the nineteenth cen-
tury [Youn02]. He demonstrated that light behaves like waves which can interfere
and thus form the observed diﬀraction pattern. He was also able to derive the cor-
rect wavelengths λ for the diﬀerent colours of light, which span a few hundreds of
nanometres in range [Youn02]. This method of using optical gratings to determine
the wavelength of light became very important, and is still in use (see e.g. [Rei15]).
To generate an interference pattern, the slit spacing of the double slit has to be of the
same order of magnitude as the wavelength of the light. While in the visible regime,
i.e. 300 nm < λ < 800 nm, optical gratings can still be machined, this is impossible
for hard x rays with wavelengths in the range of a few picometres (10−12 m), which
is comparable to the size of atoms. In 1912, Max von Laue was the ﬁrst to observe
the diﬀraction of x rays on the atomic planes in crystals [Laue13]. These crystals act
as natural gratings, with lattice constants of the required magnitude. One year later,
W.L. Bragg and W.H. Bragg gave the ﬁrst quantitative description of the diﬀraction
process by considering that the path diﬀerence of x rays, diﬀracted on subsequent
lattice planes in the crystal, should be equal to a integer multiple n of the wavelength
λ to interfere constructively [Brag13].
Figure 2.5: Illustration of the diffraction of x rays according to Bragg’s law. The x-ray
waves are scattered at two successive atomic lattice planes (green), leading to an incidence
angle dependent path difference of the rays (red). If the path difference is equal to an integer
multiple of the wavelength λ, constructive interference occurs. The according incident angle
is referred to as Bragg angle θB.
Figure 2.5 depicts the situation in the so-called Laue mode, where the incident
x-ray beam traverses the crystal and is then scattered on the lattice planes oriented
13
2.2. THE DIFFRACTION OF X RAYS IN CRYSTALS
perpendicular to the crystal surface. This is in contrast to the Bragg mode, where the
x rays being diﬀracted on lattice planes parallel to the surface, and leave the crystal
on the same side as they entered. The path diﬀerence depends on the lattice spacing
dhkl and the incident angle θ. By applying basic trigonometry, the Bragg equation
nλ = 2 dhkl sin(θB) (2.11)
is obtained. θB is called the Bragg angle, and deﬁnes that angle θ which fulﬁls
the Bragg equation. This equation is an important ﬁnding since it shows that the
wavelength of x rays can be measured, by scanning the angle θ for reﬂexes, if the
lattice spacing dhkl is known, or vice versa. Although the Bragg equation predicts the
direction θB for constructive interference of the waves correctly, it makes no prediction
about the scattered intensity. Even if 100 % scattering is assumed (which is true for a
thick, non-absorbing crystal in Bragg mode) the integrated intensity is zero since the
Bragg equation is only satisﬁed exactly for the Bragg angle, and gives zero intensity
for all other angles. To resolve this issue and to obtain ﬁnite scattering intensities the
geometrical theory of x-ray diﬀraction has been developed.
2.2.2 The Geometrical Theory of X-Ray Diffraction
The geometrical theory of x-ray diﬀraction (sometimes also called kinematical theory)
describes the diﬀracted intensity of a thin, non-absorbing crystal, and was the ﬁrst
generalisation of the Bragg theory. The x rays are scattered by the atomic electrons
making up the crystal, therefore, the scattered intensity is linked to the coherent
scattering cross section of a free electron, namely the Thomson cross section σT , and
a function f correcting for the binding of the multiple atomic electrons. The atom
scattering cross section σA is given by
σA = σT |f |2 = 8π
3
r2e |f |2 (2.12)
with the classical electron radius re, and the function f , called the complex atomic
scattering factor, depending on the wavelength and the direction of the scattered x
rays [Attw99]. It can be calculated within a quantum-mechanical treatment of the
scattering oﬀ atoms. The results can be found in tables [Waas95, Henk93] and are
implemented in many modern computer codes like XOP [Rio11]. To obtain the total
intensity scattered by a crystal, not just the single-atom contribution, given by σA,
but also its crystalline structure has to be considered. This is done by introducing
the structure factor Fhkl
Fhkl =
∑
j
fj e
2pii (xjh+yjk+zj l) (2.13)
which sums over all atoms j in the unit cell at the position rj = (xj, yj, zj)T , in
units of the unit cell dimension [Auth01]. The Laue indices h, k and l deﬁne a set of
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equivalent lattice planes on which the scattering occurs. The lattice spacing dhkl for
a cubic crystal is linked to the lattice constant a (the unit cell dimension) and the
Laue indices via
dhkl =
a√
h2 + k2 + l2
(2.14)
After having the material, and structure-related dependencies deﬁned, the actual
ansatz for the geometrical theory can be formulated. It is assumed that a small,
non-absorbing crystal block with thickness t is entirely irradiated by an x-ray wave
ﬁeld with an intensity I0. Each scattering centre (atom) experiences the same ﬁeld
strength, interactions of the wave ﬁeld with other atoms prior to the current observed
atom are neglected. The intensity of the diﬀracted radiation ID in the direction θ
is obtained by adding up the amplitudes of the scattered waves for each individual
scattering centre, which will diﬀer in phase due to varying path lengths. By conducting
the summation, the following result for the reﬂectivity R is obtained
R(∆θ) =
ID
I0
=
re
2λ2 (1 + cos2 (2 θB))
2 sin2 (θB)
n2 |Fhkl|2
[
sin (2π t cos (θB) ∆θ/λ)
2π dhkl cos (θB) ∆θ/λ
]2
(2.15)
with the deviation from the Bragg angle ∆θ = θ − θB, and the scattering centre
density n, which is given by the number of atoms per surface area [Auth01]. The
function R(∆θ), deﬁning the reﬂectivity of a crystal in dependence of the angle, is
called rocking curve, and is shown in ﬁgure 2.6 (labelled with “Thin Crystal”).
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Figure 2.6: Blue: Rocking curve for a thick crystal, calculated with the program XOP, which
utilises the dynamical theory of x-ray diffraction. Red: Rocking curve for a thin crystal,
calculated with the geometrical theory. The intensity of this curve has been multiplied by
a factor 4, for the sake of better comparability.
From formula 2.15 it can be shown [Auth01] that the height and the width of the
central peak (∆θ = 0) scales like R(0) ∝ λ2 t2 and FWHM ∝ λ/t, respectively. Hence,
the total reﬂectivity (i.e. the integral of R(∆θ) over the whole ∆θ range) scales like
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Rint ∝ λ3 t (2.16)
2.2.3 The Dynamical Theory of X-Ray Diffraction
While the geometrical theory of x-ray diﬀraction was the ﬁrst model able to predict
scattering intensities and peak widths, its limitations are obvious. From the scaling
law 2.16 it follows that the integrated reﬂectivity would exceed all limits for an in-
ﬁnitely thick crystal, which is a clear violation of the conservation of energy. The
scaling behaviour for the height and the width of the peak also suggest that it would
resemble a delta distribution δ(∆θ) with an inﬁnitesimal width for a thick crystal,
which is non-physical. Eﬀects like photoelectric absorption and incoherent scatter-
ing (Compton scattering) are also neglected. The conservation of energy is violated,
since the eﬀect of extinction is not regarded. Extinction describes the decrease of the
intensity IP of the incident (primary) beam in favour of an increasing intensity ID
of the diﬀracted beam, while traversing the crystal. From ﬁgure 2.5 it becomes also
clear that multiple Bragg reﬂections inside a crystal are possible, since a wave which
is diﬀracted, could fulﬁl the Bragg condition at subsequent traversed lattice planes.
The combination of multiple scattering and extinction makes it possible to deduce
the true maximum reﬂectivity in a thick, non-absorbing crystal, without solving any
equations. For the Laue case, the incident beam has the total intensity IP = 100 % I0
at the entrance surface of the crystal, while the diﬀracted beam ID has zero. After
having traversed a few lattice planes, a small fraction of IP has gone to the diﬀracted
beam ID. This procedure continues in this manner for the next lattice planes, but,
in addition, also the scattering from the diﬀracted beam back to the original beam
increases due to multiple Bragg reﬂections. For a thick crystal (t → ∞), a steady
state will be reached, where IP = ID = 50 % I0, since then the scattering into the op-
posite beam is exactly counterbalanced. In a similar way, it can be shown that, for the
Bragg case (also in the thick, non-absorbing limit) follows IP = 0 % I0, ID = 100 % I0,
meaning that all the incident intensity from the incident beam is transferred to that
of the diﬀracted beam.
All above-mentioned shortcomings led to the development of the dynamical theory
of x-ray diﬀraction. To start with a correct model, the macroscopic Maxwell equations
are used. By combining them, the following expression for the electric displacement
ﬁeld D is obtained
∇× [∇× (1− χe)D] = − 1
c2
∂2D
∂t2
(2.17)
with the electric susceptibility χe [Zach67]. In order to solve this equation, the pe-
riodicity of the crystal, and, hence, of χe is used. For perfect crystals, with an
arbitrary thickness t and non-vanishing absorptions, this can be done analytically,
which is shown in standard literature [Zach67, Auth01] or summarised in publications
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[Batt64, Rio15]. The solutions for the Bragg and Laue cases are quite lengthy and
complicated, making it hard to gain deeper insight by simply listing them. There-
fore, just the result for the reﬂectivity R(y) for a thick, non-absorbing crystal in Laue
conﬁguration is given
R(y) =
1
2
1
1 + y2
(2.18)
with the Zachariansen y variable, which is basically proportional to the deviation from
the Bragg angle y ∝ ∆θ [Zach67]. The reﬂectivity R(y) has a Lorentzian shape as
shown in ﬁgure 2.6, where it is labelled with “Thick Crystal”. As already mentioned,
the curve has a peak value of R(0) = 50 % and the width does not depend on the
thickness in the thick, non-absorbing crystal limit. Therefore, no increase of the
integrated reﬂectivity can be expected if a certain crystal thickness is exceeded, and
it even drops if absorption is taken into account. These ﬁndings set an upper limit for
the maximum integrated reﬂectivity of a perfect ﬂat crystal that cannot be surpassed.
2.2.4 The Reflectivity of Cylindrically Bent Crystals
The theory discussed in the previous sections is valid only for perfect, unstrained
crystals. However, many studies addressed the transmission and diﬀraction of x rays
from elastically deformed crystals in the middle of the past century [Hunt58, Borr59,
Hild59]. The deformation was obtained by applying a temperature gradient or me-
chanical stress to the crystals. If a symmetric Laue crystal, where the lattice planes
are oriented perpendicular to the crystal surface (ﬁgure 2.7 (a)), is bent cylindrically,
the rocking curve does not diﬀer from the unstrained case. This seems surprising at
ﬁrst, since the lattice planes are not parallel anymore, and would converge on a fan-
ning point F, which coincides with the centre C of the bending cylinder with radius R
(ﬁgure 2.7 (b)). This apparent contradiction can be resolved by considering that also
the inclinations of the lattice planes change from plane to plane over of the crystal,
which exactly counterbalances the beforehand mentioned eﬀect. However, if the lat-
tice planes are asymmetric, i.e. they exhibit an angle χ (not to be confused with the
electric susceptibility χe) deviating from the perpendicular case (ﬁgure 2.7 (c)), the
eﬀects do not counterbalance each other anymore. This is due to the non-ﬂat lattice
planes (ﬁgure 2.7 (d)), which curve the x-ray path in the same direction as the lattice
planes [Hild59]. Also the fanning point F and the bending centre C of the crystal
deviate from each other by the asymmetry angle χ.
Within the dynamical theory of x-ray diﬀraction it is not possible to calculate the
rocking curve of a bent crystal, since the periodicity in the electric susceptibility is no
longer given, which was an important requirement to solve equation 2.17 [Auth01].
Therefore, P. Penning and D. Polder developed an approximate method, which as-
sumes that the solution of the dynamical theory still holds locally in a small crystal
volume and changes due to the bending very slowly within the crystal [Penn61, Rio15].
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(a) Flat crystal (b) Bent crystal (c) Flat asymmet-
ric crystal
(d) Bent asymmetric
crystal
Figure 2.7: Various single crystal configurations. The crystals (a)–(c) exhibit a rocking
curve as shown in figure 2.6, while the bent asymmetric crystal (d) shows a broadening of
the rocking curve as depicted in figure 2.8.
The model gives reasonable results for weakly deformed crystals, and is implemented
in modern crystal optics codes like XOP [Rio97, Rio11]. Figure 2.8 shows the rocking
curves for a bent crystal with varying asymmetry angles χ, according to the model of
Penning and Polder.
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Figure 2.8: Rocking curves for different
asymmetry angles χ. For a symmetric
crystal cut (χ = 0◦) the profile does not
differ from the unstrained case (figure 2.6),
whereas it gets broader with increasing
asymmetry angle.
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Figure 2.9: Dependence of the integrated
reflectivity of a cylindrically bent crystal
on the asymmetry angle χ. The curve was
calculated for a silicon (220) crystal with
a bending radius of R = 2 m.
As already mentioned, the curve for χ = 0◦ is the same as for a ﬂat crystal (see
ﬁgure 2.6). But with increasing χ, the width and the maximum reﬂectivity, and,
hence, the integrated reﬂectivity, rises. This can be explained by the curved ray path,
which then satisﬁes the Bragg condition within a wider angle interval. Figure 2.9
shows the steep increase of the integrated reﬂectivity as a function of asymmetry
angle, which can be used to enhance the eﬃciency of crystal spectrometer.
2.2.5 The Flat Crystal Spectrometer
In the previous sections, the theoretical foundation of x-ray diﬀraction in crystals has
been set. Now, these ﬁndings are used to construct a reliable apparatus capable to
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determine the wavelength of hard x-ray radiation with very high precision. Such a
device is called a crystal spectrometer, since it uses a crystal to disperse the radiation
to be measured [Blok65]. A very basic design for such an apparatus can be seen in
ﬁgure 2.10.
Figure 2.10: Crystal spectrometer with a Laue crystal. The x-ray source on the left emits
radiation that is diffracted by the flat crystal. X rays with different wavelength (red and
blue lines) hit the detector at different distances zd from the optical axis. The image of an
extended source on the detector screen appears blurred (green band).
It consists of an x-ray source on the left, which emits radiation in all directions
and at two diﬀerent wavelengths λ1,2. A part of it, depicted as red and blue lines, hits
the ﬂat crystal and is reﬂected if the Bragg condition 2.11 is satisﬁed. The crystal
is operated in the Laue conﬁguration, since it is penetrated by the radiation. From
Bragg’s law follows that λ1 > λ2 since the Bragg angle θB of the λ1 radiation is
greater than that of λ2. The radiation converges to a so-called polychromatic focus
where all the diﬀracted radiation passes through, independent of its wavelength. The
existence of such a focal point can be understood when considering the ﬂat crystal
as a stack of horizontal mirrors, mapping the source radiation from the left hand
side onto the same position on the right hand side of the crystal. After passing
through the polychromatic focus, the radiation diverges again. By putting some
kind of radiation-sensitive screen, or a position-sensitive detector, at some arbitrary
distance dP D behind the polychromatic focus, the spacing zd between the optical axis
and the radiation impinging location can be measured. It is linked to the wavelength
λ by the following formula
λ = 2 dhkl
zd√
d2P D + z
2
d
(2.19)
By utilising this formula, the wavelength of radiation can, in principle, be determined,
if all the other parameters are known. In the deduction made so far, a point-like source
was assumed. If the inﬂuence of an extended source is taken into account, which has
to be done in a real-world scenario, it is not convenient to use such an apparatus.
This is illustrated by the green band in ﬁgure 2.10, which indicates the ray path of
monochromatic radiation emitted by a source with a ﬁnite size. The detector will
record a rather blurred band instead of a narrow line, making it hard to determine
the line centre very precisely. Due to this, such spectrometers are rarely used in reality
and devices with a focusing characteristic have been developed.
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2.2.6 The Focusing Crystal Spectrometer
In 1932, Yvette Cauchois introduced a design for a Laue-type spectrometer with focus-
ing properties [Cauc32, Cauc33]. The main diﬀerence to the spectrometer discussed
in the previous section, is the usage of a cylindrically bent crystal. In ﬁgure 2.11 a
similar layout to Cauchois’ proposal is shown.
Figure 2.11: Layout of a focusing spectrometer with a bent crystal in Laue configuration.
Similar to figure 2.10, x rays with different wavelengths hit the detector at different distances
zd form the optical axis, but, in addition, a focusing of an extended source on the Rowland
circle can be observed.
Due to the bend, the polychromatic focus is shifted closer to the crystal. The
focusing of the radiation emitted by an extended source is optimal only on the edge
of the focal circle, which ﬁxes the location of the position sensitive detector onto its
boarder. The focal circle (drawn in yellow) is also called Rowland circle, its radius r
is exactly half of the crystal bending radius R.
R = 2 r (2.20)
The Rowland circle touches the bent crystal tangentially at its concave side, and
intersects the optical axis at the diametrically opposed point, which also coincides
with the centre of curvature and the fanning point of the bent crystal, i.e. the points
C and F in ﬁgure 2.7 (b). For the focusing spectrometer, the wavelength λ of the
radiation is linked to the distance from the optical axis zd via
λ =
2 dhkl
R
zd (2.21)
and its absolute value can be determined if all the other quantities are known. This
would require that all parameters in formula 2.21 are known with very high precision.
The lattice spacing is well known for various materials and crystallographic directions
(hkl). For example, the (220) spacing in silicon is [Mohr16]
d220 = 192.015 571 4(32)× 10−12 m (2.22)
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As will be shown in section 5.2.1 for the measurement of the curvature radius R, and
in section 5.1.5 for the determination of the line position zd, such an approach is not
feasible since the required precision is by far not achievable. Therefore, a focusing
spectrometer is normally used as a wavelength comparator, where only the relative
distance ∆z between a known calibration line (e.g. λ1 in ﬁgure 2.11) and an unknown
transition (e.g. λ2 in ﬁgure 2.11), and the spectrometer dispersion D = dλ/dzd are
considered
λ2 = λ1 + D∆z (2.23)
The dispersion D is obtained experimentally by calibration measurements, as will be
explained in section 5.1.3. To minimise the inﬂuence of the uncertainty linked with
an experimental determination of the dispersion, it is desirable to use a calibration
transition which has a similar wavelength as the unknown transition, if its wavelength
is roughly known or predicted by theoretical calculations (λ1 ≈ λ2 ⇒ ∆z ≈ 0).
Crystal spectrometers can measure wavelength with the highest resolution among
all competing approaches. However, the eﬃciency of such instruments is comparably
low, and compromises between resolution and eﬃciency have to be made. This trade-
oﬀ of resolution versus eﬃciency is covered in section 4.1.1 and especially in graph 4.5
for the FOCAL spectrometer, which will be treated in the course of this work.
2.3 Magnetic Microcalorimeters for X-Ray Spec-
troscopy
In this section, a rather new method to measure the energy of x-ray photons is pre-
sented, which is complementary to the crystal spectrometer. While a crystal spec-
trometer is used to measures the diﬀraction angle, and hence the photon wavelength,
a microcalorimeter utilises the temperature rise of an absorber, after being hit by an
x-ray photon, to conclude on its energy. Microcalorimeters are categorised in diﬀerent
groups, according to the technique used to measure the induced temperature change.
In this work, the micro-calorimeter arrays for high-resolution x-ray spectroscopy maXs
are treated, which base on the so-called metallic magnetic calorimeter technology, be-
ing developed in a close collaboration with the research group of Prof. Christian Enss
from the Kirchhoﬀ-Institut für Physik in Heidelberg [Enss16].
2.3.1 Principle of a Metallic Magnetic Microcalorimeter
The principle of the microcalorimeter is shown in ﬁgure 2.12. An x-ray photon with
a certain energy Eγ hits the absorber and transfers its energy via the photo eﬀect to
an electron in the material. After about 10−13 s, this high-energy electron has lost
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Figure 2.12: An x-ray photon hits the absorber of a metallic magnetic calorimeter and
increases its temperature. The paramagnetic sensor is in good thermal contact to the
absorber and changes its magnetisation as a result of the temperature change. To keep
the magnetic flux through the superconducting pick-up coil constant, a mirror current is
induced which is inductively coupled to a SQUID magnetometer. The SQUID reads out the
magnetisation change, and converts it to a voltage, which is then measured.
almost all its energy due to electron-electron scattering [Enss00a], and the absorber
temperature rises according to
∆T =
Eγ
Ctot
(2.24)
with Ctot being the total heat capacity of the absorber. Due to the calorimetric
measurement principle, not only photons, but all particles which transfer their energy
to the absorber can be measured. In this work, photons are the only relevant particles,
therefore, the further discussion is restricted to them. Since the photon energy is
given by the physical eﬀect to be observed, with typical values around Eγ ≈ 60 keV ≈
10−15 cal, a comparably low heat capacity Ctot has to be used in order to generate a
detectable temperature change ∆T . The heat capacity C of a conductor is given by
C = V
(
γ T + β T 3
)
(2.25)
with the volume V at a temperature T . The parameters γ and β are material-
dependent constants. A low heat capacity is obtained if the calorimeter is operated at
cryogenic temperatures (T ≪ 1K), and if the volume of the absorber is microscopically
small (e.g. V ≈ 250×250×5µm3). Therefore, it is called microcalorimeter. Diﬀerent
material classes can be used for the absorber. If the heat capacity should be optimised,
a dielectric material would be preferable, because then γ = 0 in equation 2.25. On the
other hand, electrons in the conduction band of a conducting material lead to a much
faster distribution of the heat, and thermal equilibrium is reached earlier, resulting
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in a faster detector response. Also from photon stopping-power considerations, a
metal would be desirable, since the cross section of the photoelectric eﬀect scales
approximately like σ ∝ Z4 with the atomic number Z of the material. Typical
absorbers are made of gold and operate at a temperature Top ≤ 50mK, with heat
capacities around 1 pJ/K, resulting in a temperature change of ∆T ≈ 10µK, if a
60 keV photon has been absorbed [Pies12b]. Through the weak thermal link with
conductance G, the temperature of the absorber relaxes with the time constant
τ1 =
C
G
(2.26)
to the temperature of the thermal bath, which is kept at the operating temperature
by means of a commercial 3He/4He dilution refrigerator [Blue16]. This ensures stable
operation conditions for the next photons to be registered.
2.3.2 The Paramagnetic Temperature Sensor
The temperature rise ∆T of the absorber is measured by a thermometer for which
diﬀerent technical realisations exist. Early results were achieved with thermistors,
where the temperature dependent resistance was measured to infer the temperature
change. Transition edge sensors have similar properties although the used material is
operated in the normal conducting – superconducting transition temperature, where
the change of resistance is up to two orders of magnitude higher. A survey of the
diﬀerent thermometer types can be found in [Enss05]. In this work, the principle of a
metallic magnetic calorimeter will be treated [Pies12a].
The metallic temperature sensor consists of gold, doped with a few hundred ppm
of the rare earth metal erbium (Au:Er). The erbium atoms occupy regular atomic sites
in the gold lattice and supply three electrons each to the conduction band of the alloy.
The whole sensor is in good thermal contact with the absorber and is superimposed
by an external magnetic ﬁeld B (see ﬁgure 2.12). The magnetic behaviour of the
sensor material is completely determined by the Er3+ ions, making it a paramagnetic
substance [Flei05]. At cryogenic temperatures (T < 100mK) the ground state of the
Er3+ ions is well characterised by a two-level system with a quasi-spin S˜ = 1/2 and
a Landé factor g˜ = 34/5 = 6.8 [Flei05]. Due to the magnetic ﬁeld, the degeneracy of
the ground state is removed, and exhibits a Zeeman splitting of the energy
ε = g˜ µB B (2.27)
with the Bohr magneton µB. This Zeeman system is another possibility to store (heat)
energy and is linked to the heat capacity CZ . Together with the heat capacity of the
conduction-band electrons Ce, it is the main contributor to the total heat capacity of
the sensor-absorber unit, which is given by the sum
Ctot = CZ + Ce + Cph (2.28)
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with the additional heat capacity of the phonons Cph, which is negligible compared to
the other contributions. Due to the good coupling of the conduction-band electrons
to the quasi-spin of the erbium ions, the heat is transported to the Zeeman system
very fast generating an almost instantaneous response. If the thermal link between
the electrons and the spins is denoted by the conductance GZ , the characteristic time
scale is given by τ0 = CZ/GZ . To the spin system a certain temperature-dependent
magnetisation
M(T ) =
g˜ µB
2
N
V
tanh
ε
2 kBT
(2.29)
is linked, with the magnetic ion number per volume N/V and the Boltzmann con-
stant kB [Pies12b]. For high temperatures it shows the typical Curie behaviour
M ∝ 1/T , whereas it saturates for very low temperatures to M = g˜ µB N/2V . It
is this temperature-dependent magnetisation which is used to monitor the tempera-
ture rise of the x-ray absorber. For this purpose the paramagnetic sensor is enclosed
by a superconducting pick-up coil (see ﬁgure 2.12), which ensures that the included
magnetic ﬂux Φ is constant at all times. If the temperature of the sensor changes due
to the absorption of an x-ray photon, also its magnetisation changes. This changes the
local magnetic ﬂux through the sensor. Since the magnetic ﬂux has to be conserved,
an image current ∆I in the pick-up coil is induced to compensate for the magneti-
sation change. The image current generates a time-dependent magnetic ﬁeld, which
is inductively coupled to a superconducting quantum interference device (SQUID)
[Drun96]. The SQUID is a very sensitive magnetometer converting magnetic ﬂux to
a voltage signal. This signal is further ampliﬁed by subsequent electronics, as will be
shown in the next paragraph.
2.3.3 The SQUID Magnetometer
A more realistic schematic of the calorimeter realisation is shown in ﬁgure 2.13. The
meander-shaped pick-up coil is covered by two (gold coloured) paramagnetic sensors,
from now on called pixel. A persistent current I0 in the coil generates the magnetic
ﬁeld responsible for the Zeeman splitting of the Er3+ ground state. In the steady
state, when no x-ray photon has hit a pixel, the current to the SQUID coil is zero,
∆I = 0.
If one of the pixels is hit, the compensation current ∆I ﬂows only through the
meander-shaped part of that pixel and the SQUID coil, which induces a ﬂux change
in the SQUID. Both pixels produce equivalently strong signals, but with an oppos-
ing sign, making it possible to distinguish between the pixels, due to the polarity of
the signal. The usage of two pixels in the so-called gradiometric conﬁguration can-
cels small drifts of the thermal bath temperature due to the opposing polarity of the
signals, making the system more robust. The SQUID itself is basically a supercon-
ducting ring through which a constant electric current Ib is driven. At two positions
24
CHAPTER 2. PHYSICS MOTIVATION AND METHODICAL FOUNDATIONS
Figure 2.13: Schematic of the actual wiring of two pixels (in gold) in a gradiometric config-
uration. The first SQUID amplification stage at cryogenic temperatures is further amplified
by conventional electronics at room temperature. The voltage signal is coupled back to the
original SQUID by a feedback coil to operate it at a stable working point. The signal is
read out by a digital oscilloscope and the pulses are stored on a computer for later analysis.
the ring is interrupted by a thin non-conducting layer, acting as Josephson junctions
[Drun96]. Through the non-conducting Josephson junctions the magnetic ﬁeld lines
can enter the inside of the ring, and thereby change the included magnetic ﬂux of the
SQUID. The current Ib, in the form of Cooper pairs, may tunnel through the Joseph-
son junctions, if the layer is thin enough and the current is smaller than a certain
critical current Ib < Ic [Enss00b]. If the current through the SQUID is higher than
the critical current Ib > Ic, a voltage drop USQUID across the Josephson junctions can
be measured. The voltage is a non-linear and periodic function of the magnetic ﬂux
inside the ring with a periodicity of the magnetic ﬂux quantum
Φ0 =
h
2 e
(2.30)
The ‘2’ in the denominator indicates that the current is carried by two electrons,
namely the Cooper pairs. To linearise the voltage USQUID(Φ), the signal is ampliﬁed
and inversely fed back to the SQUID by means of a feedback coil. This procedure
ensures that the SQUID is operated at a stable working point, which is ideally chosen
in such a way, that it exhibits the maximum sensitivity of the SQUID. This voltage
signal is also monitored by a digital oscilloscope, which digitises the signal traces and
stores it for later analysis.
2.3.4 Energy Resolution of a Metallic Magnetic Microcalorime-
ter
The energy resolution of a metallic magnetic calorimeter is limited by eﬀects such
as the noise of the SQUID magnetometer. Here, only the physical rather than the
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technical limitations of the resolution will be discussed. The dominant physical con-
tribution to the resolution is given by the thermodynamic ﬂuctuation of heat between
the main heat capacity subsystems, namely the electron and the Zeeman system, and
the thermal bath. Heat is exchanged via thermal links characterised by their thermal
conductance G with typical time constants τi = Ci/Gi. The characteristic constant
τ1 for the relaxation time to the temperature of the thermal bath is given by equation
2.26, and the constant for the Zeeman system is denoted by τ0. With this deﬁnition,
the physical resolution is given by [Flei05]
∆EF W HM = 2.36
√
8 kB Ctot T
(
τ0
τ1
)1/4
(2.31)
Due to the linear dependence on the temperature T , it becomes clear once more that
low operating temperatures are preferable. Also, the ratio τ0/τ1 can be tuned to
arbitrary values since τ1 is the thermal coupling between the bath and the absorber,
which can be increased by reducing the thermal conductance. If the relaxation time is
chosen too long, the count rate of the calorimeter will be signiﬁcantly reduced, since a
new photon can be measured at the earliest when the temperature of the absorber has
reached the temperature of the thermal bath. Otherwise a degradation in resolution
has to be considered due to pile-up.
To operate the calorimeter in the hard x-ray regime, it is necessary to have an
absorber with a suﬃciently high photon stopping power. Since the gold used for the
absorber is already a high-Z material, the only knob to be tuned is the thickness.
However, a thick absorber is linked to a high total heat capacity Ctot, which has
a negative inﬂuence on the energy resolution. In this sense, a similar compromise
between resolution and eﬃciency has to be made, as in section 4.1.1 for the crystal
spectrometer.
Another preferable feature of a detector would be to cover a large solid angle to
increase the eﬃciency of the system. If the area of the absorber would be increased,
this would also increase the heat capacity, as discussed above. However, an alter-
native approach to increase the covered area is to use many small pixels instead of
one large pixel. The downside of this strategy is the huge number of SQUIDs and
electronics necessary to read out such multi-pixel systems. A modern method aiming
to avoid this, is to use an rf-multiplexed readout strategy, where many or all pixels
are monitored simultaneously by only one SQUID [Kemp14].
With Ctot = 1 pJ/K and T = 50mK, and typical values for the characteristic times
τ0 = 1µs and τ1 = 1ms, an energy resolution of ∆EF W HM ≈ 1.5 eV can be estimated.
Experimental values of ∆EF W HM = 1.6 eV at 5.9 keV primary photon energy have
been reported [Kaza14].
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2.4 Further Spectroscopic Methods
Besides the two detector concepts for x-ray spectroscopy introduced in the previous
two sections, a vast amount of diﬀerent methods aiming for a precise determination of
the atomic structure of heavy highly charged ions has been invented. Not all of these
measure the photons which are emitted by the ions, but utilise other observables.
In the following, several other successful and precise spectroscopic methods will be
brieﬂy discussed.
Semiconductor Detectors
Accelerator-based experiments, measuring the characteristic transition energies with
the help of semiconductor detectors, are among the ﬁrst techniques used to system-
atically investigate the properties of multiply charged ions. While in the beginning
of the 1970s, beam-foil spectroscopy predominated [Bash76], with the advent of ion
storage rings, semiconductor detectors have also been used there as the primary x-ray
detection systems. Semiconductor detectors possess many preferable features, such
as a high detection eﬃciency > 80 % in the hard x-ray regime, a large solid angle
coverage, and a good long-term stability. Therefore, they have extensively been used
for Lamb shift measurements in highly charged heavy ions. The red data points in
ﬁgure 2.14 exemplarily show the results for the 1s Lamb shift in hydrogen-like ura-
nium U91+ [Stoh93, Beye95a, Beye95b, Stoh00, Gumb05], which could be obtained
with semiconductor detectors at the ESR storage ring (for more details concerning the
ESR storage ring, see section 3.4). For the sake of completeness, the ochre coloured
data points have been obtained with competing methods [Bria90, Lupt94].
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Figure 2.14: Measured values of the 1s Lamb shift in hydrogen-like uranium U91+ over
the years. The red data points have been obtained with semiconductor detectors [Stoh93,
Beye95a, Beye95b, Stoh00, Gumb05], while the ochre coloured ones stem from other methods
[Bria90, Lupt94]. The blue line is the prediction from the most recent theory [Yero15].
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The experimental ﬁndings, achieved with the semiconductor detectors, are in good
agreement with the theoretical prediction, represented by the blue horizontal line
[Yero15]. The most precise result EU
91+
1s-LS = 460.2(4.6) eV has been obtained by Alexan-
dre Gumberidze et al., in 2005, where about 3 eV of the total uncertainty were due to
the limited resolution of the semiconductor detector, and the associated line proﬁle
ﬁtting procedure [Gumb05]. Since modern semiconductor detectors have reached their
theoretical limit in terms of energy resolution [Fano47], no further improvement can
be expected for the future. Therefore, a change to other detection technologies, ex-
hibiting higher resolving powers, has to be conducted. With the crystal spectrometer
FOCAL and the microcalorimeter maXs, two possible candidates capable to inherit
the semiconductor detectors are presented in this work.
Fluorescence Spectroscopy
The most natural approach to perform high-precision x-ray spectroscopy would be to
apply the techniques used in the optical regime, where outstanding relative uncertain-
ties in the order of 4.5× 10−15 have been reported [Matv13]. A standard experiment
assembly consists of a reservoir of a few, or just one, atoms or ions, being at rest, and a
frequency-tunable laser beam illuminating them. While changing the well-controlled
wavelength of the laser, the intensity of the ﬂuorescence signal from the particles is
recorded, and a clear and narrow peak in the spectrum can be found, if a resonance
has been crossed with the laser. However, when it comes to x rays, the ion reservoir as
well as the laser are much more diﬃcult to realise. Instead of having a simple gas cell
containing the atoms to be investigated, the ions require a whole accelerator complex,
or at least an electron beam ion trap (EBIT, see chapter 3), to produce and store the
desired particles in the charge state of interest. Also, high photon ﬂux sources operat-
ing in the (soft) x-ray regime became available only recently [Acke07, Emma10], and
ﬁrst photon-induced ﬂuorescence experiments on iron [Bern12] and krypton [Epp15]
have been performed. However, these elements are still in the medium-heavy region,
and the measured transition energies are lower than 15 keV. The relative uncertainty
reached is no major improvement as compared to competing methods, operating in the
same energy regime. Therefore, these investigations should be understood as proof-of-
principle experiments. In the near future, the powerful European Free Electron Laser
XFEL [Alta06] will start its operation, but also there the maximum energy will be
below 25 keV, which is at least a factor of three too low to excite Lyman transitions
in the heaviest elements.
Dielectronic Recombination
If an ion with at least one remaining electron is hit by a free electron, the free electron
can radiatively recombine (RR) with the ion, and a photon is emitted, with an energy
equal to the sum of the kinetic and the binding energy. If the kinetic energy of the
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free electron matches an excitation energy of the bound electron, in addition to the
RR, a second, resonant, recombination channel opens, where the energy excess is not
released by emitting a photon, but rather by exciting the bound electron. This process
is called dielectronic recombination (DR), and can be regarded as the time-inversed
realisation of the Auger process. By scanning the collision energy, an enhancement
in the electron recombination rate can be observed only for speciﬁc kinetic electron
energies, which can be identiﬁed with excitation energies. Such experiments have
been conducted at the ESR storage ring, where the electron cooler was used as an
electron beam with a well-deﬁned kinetic energy. In this way, the 2 s1/2−2 p1/2 energy
splitting in lithium-like heavy ions could be measured [Bran03].
Resonant Coherent Excitation
If an ion with at least one remaining bound electron is accelerated to a certain ve-
locity and passes through a crystal, it experiences a periodic change of the electric
ﬁeld strength, generated by the traversed atomic lattice planes in the crystal. This
periodicity corresponds to an electromagnetic wave with the same frequency. If this
velocity-dependent frequency matches a characteristic transition frequency of the ion,
the ion can be excited to the according level. Since lattice plane spacings in a crystal
are of the order of x-ray wavelengths, and the achievable velocities are near to the
speed of light, transitions in very heavy ions can be driven. By applying this tech-
nique to the 2 s1/2 → 2 p3/2 transition in lithium-like uranium, the level separation
of 4.5 keV could be excited, and precisely measured [Naka13]. For the future, it is
planned to install such an experiment at an ion storage ring, which would increase
the precision to the level of crystal spectrometer measurements [Beie93]. The much
higher velocities, which will be available at the FAIR facility (see section 3.5), would
also allow to excite 1 s→ 2 p transitions in heavy elements.
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Chapter 3
The Particle Accelerator Complex
at the GSI Helmholtz Centre
In the previous chapter, it has been motivated why it is reasonable to investigate the
spectra of highly charged heavy ions with the highest precision. Since matter on earth
is electrically neutral under normal conditions, it is necessary to prepare the ions in the
desired charge state prior to investigation of their properties. One common method
to produce highly charged ions is use of an electron beam ion trap (EBIT), which
overlaps a high-energetic electron beam with a trapped, and, at the beginning, lowly
charged ion cloud. In this technique, the atomic electrons are removed step-by-step
by successive electron impact ionisation. However, the total amount of highest charge
states is also in a modern EBIT very poor. At the moment, the only method capable
to generate feasible numbers of highly charged heavy ions is an ion accelerator, which
brings lowly charged ions to high kinetic energies and passes them through a stripping
foil, in which the remaining bound electrons get removed from the atomic nucleus.
One of the accelerators capable to do this is located at the GSI Helmholtz Centre in
Darmstadt, which will be explained in detailed in the following section.
Figure 3.1: Overview of the GSI accelerator complex.
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3.1 Ion Source
The task of an ion source is to provide huge amounts of lowly charged ions of interest
to the accelerator. These ions are generated from initially neutral atoms, which are
supplied to the ion source in the element favoured aggregate state, most commonly
gaseous, for elements like krypton or xenon, or solid, like for gold or uranium. Since
every element has its own chemical behaviour, there are seven diﬀerent types of ion
sources at GSI to account for that. In this way, almost every element, ranging from
hydrogen (Z = 1) up to uranium (Z = 92), can be oﬀered to the experimenters if
required. Up to three ion sources can be operated at the same time, supplying the
associated accelerator in turn with diﬀerent elements. Therefore, three experiments
requesting diﬀerent elements, can run at the same time. If in addition some exper-
iments share the same ion species, the number of beam users is, in principle, just
limited by the number of experimental stations available.
In the following, the functionality of the metal vapour vacuum arc (MEVVA) ion
source will be described, which provides, amongst other elements, gold ions for the
FOCAL experiment. This source consists of an anode and a cathode. The cathode is
made of the desired element, and gets heated whereby the metal starts to evaporate.
By applying a short high voltage pulse between anode and cathode, an electric arc
sparks, and ionises the metal atoms during its way through the gas, turning it into
plasma. By this method, not very high charge states can be reached, but in return,
quite high numbers of ions can be produced. The ions are extracted by applying an
additional electric ﬁeld, which guides them to the RFQ, the ﬁrst part of the linear
accelerator UNILAC.
3.2 The Linear Accelerator UNILAC
The universal linear accelerator UNILAC and the experimental stations behind it,
were the original part of GSI, when it was build in the 1970s. It was mainly used
to conduct nuclear-physics experiments, like the generation of new elements, e.g.
darmstadtium 110Ds. Nowadays, it is still used for nuclear-physics experiments, but
also for material science and as a pre-accelerator for the SIS18 synchrotron. In the
near future, when the Facility for Antiproton and Ion Research (FAIR) is running, it
will still be used as the pre-accelerator for the whole complex.
The UNILAC consists of three diﬀerent accelerating sections: The RFQ, followed
by the IH and ﬁnally the Alvarez tanks. The ﬁrst section starts right after the ion
source, which is a radio frequency quadrupole (RFQ). Its task is to bunch and further
accelerate the beam from the source. Bunching transforms the continuous cw beam
from the source into a pulsed one, since linear accelerator like the UNILAC, accelerate
charged particles by applying a radio-frequency high voltage (rf) on them. Due to
a periodically changing polarity of the rf, this would result in a beam, where just a
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small fraction of the cw current, which is in phase with the rf, is accelerated, the
rest would be decelerated and ﬁnally lost. The bunched ion beam is then fed into
the interdigital-H-mode (IH) accelerating structure, which increases the kinetic ion
beam energy from 120 keV/nucleon (hereafter referred to as keV/u) to 1.4MeV/u. Its
design is a long cylindrical microwave cavity, into which a standing wave rf with a
frequency of 36 MHz is coupled. In addition, focusing elements and drift tubes, in
which the ion bunch can “hide” if the rf has the opposite polarity, are housed. After
the IH, a gas-stripper is situated, in which the still very lowly charged ions, e.g. 4+
for the design ion uranium, are further ionised (normally up to U28+), which makes
the subsequent acceleration in the Alvarez tanks more eﬃcient. The Alvarez is in its
design similar to the IH, the main diﬀerence is that it operates in a diﬀerent rf mode
(TM01 instead of an H-mode), and the focusing elements are build inside the drift
tubes. The Alvarez is run at an rf frequency of 108 MHz, and the beam leaving it has
a ﬁnal kinetic energy of 11.4MeV/u. This beam is now available for the experimenters
at the low energy caves X, Y and Z, or can be guided through the transfer channel
(TK) to the heavy ion synchrotron SIS18. In the transfer channel, the ions get further
ionised by a solid state stripping-foil. The kinetic energy is not yet high enough to
provide fully ionised heavy ions, therefore, the usual charge state is 73+ for uranium.
3.3 The Heavy Ion Synchrotron SIS18
The heavy ion synchrotron SIS18 and the subsequent experimental facilities were
build in the end of the 1980s, as GSI’s ﬁrst expansion stage, to provide higher beam
energies of up to 1GeV/u at an intensity of 4 × 109 uranium ions per spill [Blas89,
Bhne90, Omet06]. Besides the atomic physics division, also the nuclear, particle and
biophysics groups are heavily demanding beams for their studies.
For example, the fragment separator (FRS) is used to generate new isotopes of
known elements, to investigate their masses, half-lifes, the location of the neutron drip
line and other properties. In total over 440 new isotopes could be produced for the
ﬁrst time at GSI [Thoe16]. The masses are determined in the experiment storage ring
(ESR, see section 3.4) in either the Schottky- or isochronous mode, with the latter one
being fast enough to measure even radioactive fast-decaying isotopes [Litv05, Haus00].
With the Hades experiment, dense nuclear matter can be generated to investigate
the properties of in-medium baryons. These research activities aim to map the QCD
phase diagram in the direction of high baryon density, which is complementary to the
studies done at the ALICE experiment at the LHC.
Most of the work done by the biophysics division is carried out in the M-Cave,
where the heavy ion cancer therapy was developed, taking advantage of the fact that
charged particles passing through matter release the most of their energy shortly
before they stop completely. This Bragg-peak called eﬀect is used to conserve healthy
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tissue, while damaging the cancer cells irreparably. Nowadays, this GSI invention
is used in dedicated cancer treatment centres in Heidelberg, Marburg and also some
other countries all over the world.
The atomic physics group proﬁts the most from the higher energies of the ions,
which is high enough to completely strip oﬀ all remaining electrons, even for the
heaviest ion species like uranium. The technique applied is again a stripping foil and
a subsequent magnetic separator, which splits up the diﬀerent charge states spatially.
Figure 3.2 shows a ﬂuorescent screen picture of a 300MeV/u U73+ beam passing
through a 100 mg/cm2 aluminium stripping foil, after a dipole magnet for charge
state separation [Gass12].
Figure 3.2: Fluorescence screen pic-
ture of an originally U73+ beam at a
kinetic energy of 300 MeV/u after pass-
ing through a 100 mg/cm2 aluminium
stripping-foil, and a dipole magnet for
charge state separation. The param-
eters were selected in such a way, to
optimise the yield of H-like uranium
[Gass12].
For this picture, all parameters were tuned in a way to maximise the yield of
H-like uranium, which was in this case about 44 % of the primary beam intensity.
By positioning a mechanical slit at the location of the desired charge state, all the
unwanted ions can be removed, resulting in clean conditions for the experiment. The
expected charge state distribution can be calculated by computer codes, like CHARGE
or GLOBAL [Sche98], or by using the rule-of-thumb Bohr criteria, which states that
the ion should have at least the velocity of the K-shell electron vion ≈ v1s, to be
ionised eﬃciently. Formula 2.4 yields for uranium vK ≈ 0.67 c, which corresponds to
an energy of 326MeV/u, which is compatible with ﬁgure 3.2 for a 300MeV/u beam,
where bare uranium could already be observed.
The ‘18’ in the name of SIS18 stands for the maximum magnetic rigidity of the
synchrotron, which is deﬁned as the product of the ion beam bending radius of the
dipole magnets ρ = 10 m, and the maximum magnetic ﬁeld strength Bmax = 1.8 T.
By the simple formula
Bρ =
m
q
γ v (3.1)
the maximum velocity v, and, therefore, the energy of a stored ion beam can be
calculated, depending only on the mass-to-charge ratio m/q, while the Lorentz-factor
γ accounts for relativistic velocities.
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The SIS18 has a circumference of 216.72m, which is established by 24 dipole
magnets. Since dipole magnets are just used to force the circulating beam onto a
closed orbit, all the other important instruments are installed in the straight sections
in between. There is a large number of beam focusing quadrupole and sextupole
magnets, two rf-cavities for acceleration, vacuum pumps, beam position monitors,
other beam diagnostics and the SIS18 electron cooler, which will be explained in
detail in section 3.4.1.
Due to the fast ramping rate of the dipole magnets, of 10T/s, the whole accelera-
tion is done in less than 100ms. Typically, a beam below 1GeV/u is provided through
the transfer beam line, which contains the last stripping foil, to the diﬀerent experi-
mental station mention before. One of the most important machines for the atomic
physics division which was also used for the experiments presented in this work is the
experiment storage ring ESR.
3.4 The Experiment Storage Ring ESR
The experiment storage ring ESR is a very ﬂexible machine, being used for many
atomic- but also nuclear physics experiments. Its main task is to store and cool the ion
beam coming from the SIS18, and to provide the experimenters with an infrastructure
to enable versatile experimental possibilities. It was built together with the SIS18,
and the other experiment station, in the target hall, in the 1990s, as a fully functioning
synchrotron, oﬀering the same features as the SIS18, just with half the circumference,
and a maximum magnetic rigidity of Bρ = 10Tm. Therefore, the maximum beam
energy for U92+ is 560MeV/u. The elongated hexagonal shape is established by six
dipole magnets, which are connected by four short, and two long straight sections.
The short sections are ﬁlled with machine equipment similar to the SIS18, whereas
the long sections are used by the experimenters to conduct the experiments. These
straight sections host the ESR electron cooler and the internal gas-jet target, and can
be reconstructed if required by the experiment. Besides the injection from the SIS18,
there is also the possibility to extract the beam to other experiments in the target
hall, or the HITRAP facility, which is currently under commissioning. It will ﬁnally
allow to decelerate a large amount of highly charged ions, basically to rest [Herf15].
In the following two sections, the important functions of the ESR will be introduced,
in greater detail.
3.4.1 Ion Beam Cooling Methods
To investigate an eﬀect with highest possible precision, it is desirable to have the
system to study in well-deﬁned starting conditions before manipulating it. If the
system consists of many particles, like an ion beam, it would be preferable that all of
them ﬂy in the same direction at the same velocity v0. This ensemble of ions can be
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Figure 3.3: Schematic top view
of the experiment storage ring
ESR. The ions are injected by
the SIS18 from the top right
beam line. They are forced to
circle the ring due to the six
dipole magnets (orange), and
focused by quadrupole lenses
(red). The electron cooler, on
the long section on the right,
cools the ion beam, while the
FOCAL experiment (blue) is
conducted at the gas-jet target,
on the left straight section. A
particle detector, to detect down
charged ions, is installed at the
top left bending magnet.
characterised by a temperature T which is given by
1
2
Ndof kB T =
1
2
m 〈(v − v0)2〉 (3.2)
with the Boltzmann constant kB, the ion massm and the number of degrees of freedom
Ndof . For a normal gas at rest, e.g. in a gas cell, it is v0 = 0, however for an ion beam
moving at relativistic velocities this directed movement has to be subtracted, since just
the unordered motion relative to the centre of mass contribute to the temperature. If
a monoenergetic beam is desired, the velocity spread and, hence the temperature, has
to be reduced, which explains why this procedure is called ion beam cooling. Beam
cooling is necessary to counteract heating eﬀects, like the beam interaction with a
stripping foil or a gas target, and the so called intra-beam scattering, which is caused
by the Coulomb interaction amongst charged ions.
To achieve beam cooling, diﬀerent methods have been developed in the past, three
of which are used at the ESR [Fran90]. The ﬁrst cooling method is called stochastic
cooling (SC), which records the position deviation of a passing ion from its design
trajectory, by means of a pick-up electrode. The signal is ampliﬁed and fed to a kicker
electrode, which applies a correction on the ion position. Since the pick-up and the
kicker electrodes are spatially separated it is of crucial importance that the correction
signal is applied to the measured ions and not to diﬀerent ones. Therefore, a ﬁxed
phase relation between these two positions is necessary. In the ESR, this is achieved by
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an ion beam, having the constant kinetic energy of 400MeV/u. The SC works always
on a large number of ions, which is why some of the misplaced ions get corrected,
but also some of the aligned ions get out of place. However, due to the continuous
appliance to the circulating beam a net cooling eﬀect can be observed, this is the
reason why it is called stochastic cooling. The advantage of the stochastic cooling is
the short cooling time in the order of about one second. The main disadvantage is the
already mentioned ﬁxed working velocity of the beam, which restricts the ﬂexibility
for the experimenter.
The second standard cooling technique applied at the ESR is electron cooling (EC).
For that method, an intense electron beam is accelerated in the electro-static gun of
the electron cooler, see ﬁgure 3.4. The value of the accelerating voltage deﬁnes the
velocity of the electrons, which should be chosen such, that it coincides with the mean
velocity of the ion beam. The temperature of the fast electron beam is far less than
1 eV, hence it is called cold. After acceleration, the electron beam gets bent by a
weak magnetic ﬁeld, which results in an overlapping between the ion and the electron
beam. The weak magnetic bending ﬁeld will almost not inﬂuence the ions due their
much higher mass-to-charge ratio, according to equation 3.1.
Figure 3.4: Sectional view of the
electron cooler. The ion beam
passes from the left to the right.
The cold electrons are produced in
the gun, where they get acceler-
ated by a high voltage. In the
overlap region, the ions and elec-
tron exchange heat, and in the col-
lector the remaining electrons are
dumped.
In the 2.5m long overlap section, where the two beams can freely co-propagate,
heat can be exchanged from the hot ions to the cold electrons. This is understood
best in the rest frame of the cold electrons, which have a relative speed vrel ≈ 0 in
respect to each other. Ions which are faster than the electrons lose energy through
Coulomb scattering until their speed coincides. Ions which are slower gain energy
by the faster passing electrons. Following the interaction region, the electrons are
again bent by a magnet and dumped in a collector. A parasitic eﬀect in this cooling
method is radiative recombination (RR, [Eich07]), where a free electron recombines
to a bound state of an ion, which results in a down-charged ion that is not available
for further investigations any more. The total cross section for RR scales like
σRR ∝ Z
5
E
7/2
rel
(3.3)
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with Z being the nuclear charge of the ion and Erel the relative kinetic energy be-
tween the ion and the electron [Eich07]. For a perfect cooled ion beam, which means
vanishing Erel, the cross section goes to inﬁnity and all the ions would be gone. This
is understandable, since zero relative speed would result in an inﬁnite long interaction
time, which would sooner or later lead to recombination. There are two reasons why
even a cold beam is not lost immediately. Firstly, the interaction time per pass is of
the order of 10−8 s, which is certainly shorter than forever. Secondly, the temperature
achieved after long cooling will never reach Erel = 0 since the electron beam has a
ﬁnite temperature, and, in addition, the energy loss of an ion penetrating the electron
cloud per unit length scales like
dE
dx
∝


vrel slow vrel
v−2rel fast vrel
(3.4)
which makes beam cooling more and more ineﬃcient if slow relative velocities vrel are
acquired. Since dE/dx has the dimension of a force, it is often referred to as cooling
force. The lifetime of a U92+ beam with permanently running electron cooler is of the
order of 100 s, which for the most experiments is much longer than the lifetime due
to the interaction with the running internal gas-jet target. In addition, there is also
a number of experiments which use the electron cooler as a dedicated electron target,
which serves as a truly free-electron target [Beye94, Gumb05] or allows to introduce
small relative velocities for dielectronic recombination studies [Bran03]. The main
advantage of electron cooling is the great ﬂexibility in the choice of ion beam energy.
Figure 3.5 illustrates the eﬀect of electron cooling with the help of the so-called
Schottky resonator. The Schottky resonator is capable of Fourier transforming the
ion beam current from the time into the frequency domain [Nold11]. The fraction of
the ions which is slower than the average ion, can be found at lower (revolution) fre-
quencies, whereas faster ions can be found at higher frequencies. The signal strength
scales with the number of ion in the according velocity class. Due to technical reasons
the recorded frequency is an integer multiple of the ion beam revolution frequency.
Shortly after injection from the SIS18, the uncooled ion beam shows a broad frequency
and hence momentum distribution (blue curve in ﬁgure 3.5). After several seconds
of electron cooling the broad distribution became narrower (red curve in ﬁgure 3.5),
which can be identiﬁed with a cooled ion beam.
The last cooling technique applied at the ESR is laser cooling. It is closely related
to the well-established laser cooling of neutral atoms [Phil98], but due to the relativis-
tic velocities some additional diﬃculties arise. To cool a neutral gas at rest, an optical
transition with the wavelength λ and a high spontaneous transition rate A21 has to
be selected. If a laser with a slightly longer wavelength λL > λ is superimposed, only
atoms which are heading towards the laser, with the velocity v, are in resonance with
the light, due Doppler-shift which shortens the wavelength in the rest frame of the
37
3.4. THE EXPERIMENT STORAGE RING ESR
Uncooled Ion Beam
Cooled Ion Beam
50.51 50.52 50.53 50.54
0
20
40
60
80
100
Frequency (MHz)
S
ig
na
lS
tre
ng
th
(a
rb
.u
.)
Figure 3.5: Histogram of ions with a certain velocity distribution over an integer multiple of
the ion beam revolution frequency. The broad blue distribution corresponds to an uncooled
beam right after the injection from the SIS18 whereas the red peaking curve represents the
ion beam after several seconds of electron cooling. The picture has been generated with
data from [Bran00].
moving atom λ
!
= λ′L =
√
(c− v)/(c + v)λL. The atom absorbs a photon from the
laser and re-emits it in a random direction. After this process, it is again ready to
absorb another photon from the laser and to re-emit it again. This forms a cyclic pro-
cess which happens very often due to the high selected transition rate A21, and, as a
consequence, the velocity of the atom is reduced, due to the incorporated momentum
p = h/λ of the photons. The momentum vectors of the photons point all in the same
direction, therefore, the atom is slowed down in this direction. The re-emitting of the
photon occurs in a random direction, which averages out after several cycles. The
whole procedure continues until the atom has changed its velocity in such a way that
it is no longer in resonance with the laser. In a real setup, a mirror is used to reﬂect
the laser, which then counter-propagates its initial direction. This will also force the
atoms which move in the opposite direction to be slowed down as well, resulting in a
cold gas in one dimension. By utilising three counter-propagating laser beams, which
are aligned perpendicular to each other, all three spatial dimensions of the gas are
cooled.
Laser cooling at a storage ring is normally done just in one (the longitudinal)
direction, and encounters the additional diﬃculty of relativistic moving ions. Since the
laser has to be red-detuned in the rest frame of the moving ion bunch, the laboratory
wavelength for the co- and counter-propagating laser beams have to be diﬀerent, due
to the additional Doppler-shift of the fast moving ion beam. For a gas at rest, where
a simple mirror to reﬂect the laser can be used, one rather has to build two dedicated
laser systems with quite diﬀerent wavelength. Often, the wavelength for the counter-
propagating laser lies in the infrared, and for the co-propagating beam in the far
38
CHAPTER 3. THE PARTICLE ACCELERATOR COMPLEX AT GSI
ultra violet, which makes them diﬃcult to handle. Although these diﬃculties exist,
its feasibility has been demonstrated at the ESR storage ring, and it is planned to
install this technique as a permanent infrastructure at the SIS100 synchrotron, at the
Facility for Antiproton and Ion Research (FAIR) [Wint15].
3.4.2 The Internal Gas-Jet Target
Many of the experiments performed at the ESR study the (radiative) electron capture
(R)EC or x-ray transitions followed by an electron capture/recombination process.
One way to provide the electrons to be captured is to use the electron cooler as a
target (see previous section), or the dedicated gas-jet target, which is entirely build for
this purpose and will be explained in detail in this section [Krme01, Khne09, Petr14].
E 10 -10 mbar1 ≈
-3 -5
xyz - translational stage
ESR ion beam
S 10 - 10 mbar2 ≈
-5 -8
p 10 - 10 mbarIC ≈
-8 -11
S 10 - 10 mbar3 ≈
-7 -9
S 10 - 10 mbar1 ≈
-4 -7
S 10 - 10 mbar4 ≈
-8 -9
E 10 - 10 mbar2 ≈
-4 -6
Cryostat (T = 4 - 300 K)0
Gas inlet (p = 0 - 60 bar)0
Beam shutter
Nozzle
Skimmer
E 10 - 10 mbar3 ≈
-5 -7
E 10 - 10 mbar4 ≈
-8 -9
opening angle:
1 mrad
Figure 3.6: Sectional view
of the internal ESR gas-jet
target. The Laval nozzle
is located at the tip of the
cryostat and permits a pre-
cooling of the target gas,
if needed. After leaving
the nozzle, the gas expands
freely into the vacuum of the
inlet chamber, which is di-
vided by several round skim-
mers in a differential pump-
ing station. In the ESR tar-
get chamber, the ion beam
overlaps with the gas-jet,
where the ions may cap-
ture atomic electrons from
the target gas. The gas-
jet is disposed in the gas
dump chamber, which is also
a differential pumping sta-
tion. The picture has been
taken from [Petr14].
The main purpose of the gas-jet target is to provide the electrons, bound in the
shells of the neutral atoms, to the passing highly charged ions. The greatest challenge
is hereby to maintain the ultra-high vacuum (UHV) of around 10−10 mbar in the ESR,
and, at the same time, generate suﬃciently high particle area densities, of the order of
1012 particles/cm2, so that the EC rate becomes signiﬁcant. Another demand, from
the experimenters, is the possibility to use diﬀerent target gases, since there is not
only one gas type which meets all requirements. The design of the current ESR gas
39
3.5. OUTLOOK FOR THE FAIR PROJECT
target is shown in the side-view ﬁgure 3.6. The gas enters the target at the top, with
a normal operating pressure of around 20 bar. Depending on the gas type and the
desired density, a cryostat is installed to cool the gas, which is often done for H2 or
He gas, but rather rarely for heavy gases like Ar, Kr or Xe. After the cryostat, the
gas expands through a trumpet shaped Laval-nozzle into vacuum. The internal heat
energy of the gas is thereby almost completely converted to directed kinetic energy
of the atoms (or molecules), which gain super-sonic velocities. Since they depart
from each other faster than the speed of sound, they cannot scatter with each other.
Therefore, they ﬂy on a straight path. The volume, where no sound is propagated,
is also called the “zone of silence”. The nozzle is followed by four round skimmers,
which shape the gas jet and separate the four diﬀerential inlet pumping stations E1 –
E4. The pump stations are equipped with a turbo molecular pump each, to maintain
the UHV of the ESR. After the last skimmer, the gas jet ﬂies freely through the ESR
target chamber, where it may interact with the ion beam and is ﬁnally disposed in the
gas dump system S1 – S4, which is also a four-stage diﬀerential pump station. The
target area density can be calculated by measuring the pressure rise in the beam dump
system, since the pumping speed and the velocity of the gas jet is known. Within the
scope of the evaluation of systematic uncertainties also the properties of the gas-jet
target were examined. The results from this investigation can be found in section
5.2.2.
3.5 Outlook for the FAIR Project
Currently, the GSI Helmholtz Centre is extended by additional accelerators, storage
rings and experiment caves in the framework of the international Facility for Antipro-
ton and Ion Research project FAIR [FAIR01]. The blue parts in ﬁgure 3.7 show the
current GSI facility, while the red parts have to be designed and constructed from
scratch. FAIR is currently in the civil construction phase, and the ﬁrst beam is ex-
pected for 2018, whereas the complete facility is scheduled to be fully operational in
2022. The main accelerator will be the superconducting SIS100 synchrotron, which
uses the SIS18 as a pre-accelerator. With its magnetic rigidity of 100Tm it will
exceed the accelerating capabilities of the SIS18 by a factor of 5.6, and will at the
same time oﬀer an unprecedented beam intensity of up to 1012 uranium ions per spill
[Spil06]. Due to a special linear proton accelerator (p-Linac), it will be possible to
accelerate 2× 1013 protons to a maximum energy of 29GeV, which is high enough to
produce antiprotons at the antiproton separator target [Doli11]. This particle beam
can then be collected and cooled in the CR/RESR storage rings, and guided to diﬀer-
ent stations, where experiments can be conducted. From the atomic physics divisions
point of view there will be several experiment stations which are of special interest
[Sthl15a, Auma10].
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In the APPA cave, ﬁxed-target single-pass experiments at highly relativistic en-
ergies can be performed. One example has already been introduced in section 2.4,
namely the resonant coherent excitation (RCE) method on highly-charged heavy ions
[Naka13]. Another class of experiments are the beam-foil spectroscopic investigations
like the lifetime measurement of metastable states [Reus13, Gass12].
The already existing ESR storage ring can store uranium ion beams in the energy
range 3 − 560MeV/u, for higher energies the HESR will be available [Sthl15b]. It
has a magnetic rigidity of 50Tm and can store a U92+ beam at kinetic energies up to
4.9GeV/u. At such high velocities certain experiments will be possible, e.g. the test
of special relativity in the highly-relativistic regime [Bote14].
For the energy region below the ESR speciﬁcation, the CRYRING will be available
[FAIR11, Lest12, Lest15]. With its lowest stable magnetic rigidity of 0.054Tm it
can decelerate an U92+ ion beam below 100 keV/u, which is especially interesting
for high-precision experiments, due to the low relativistic Doppler shifts (see also
section 6.2). The layout of the CRYRING is very similar to the ESR, it possesses
an accelerating/decelerating rf, a gas target station and an electron cooler. Due to
its smaller dimensions, the electron cooler is available as a free-electron source for
recombination experiments, also for bulky detectors like the microcalorimeter, as will
be discussed in section 6.3.
Figure 3.7: Overview of the current GSI Helmholtz Centre (blue), and the future extension
of the accelerator complex (red) due to the FAIR project.
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Experiment Assembly and
Measurement
The FOCAL experiment is a twin-crystal x-ray spectrometer dedicated to measure
the characteristic transitions of highly charged ions circulating in a storage ring with a
precision, exceeding that of semiconductor detectors. First design considerations have
been made by the head of the FOCAL collaboration, Dr. Heinrich F. Beyer [Beye97a]
in 1997, leading to an ongoing development of the instrumentation up to now [Beye15].
FOCAL is the result of a well-balanced trade-oﬀ between a high resolving power, which
is needed to outperform semiconductor detectors, and the inherently low eﬃciency of
crystal spectrometers, allowing to use such a device on low-luminous x-ray sources
like storage rings.
Figure 4.1: Overview of the twin-crystal spectrometer FOCAL (blue) at the internal gas-jet
target of the ESR storage ring (grey).
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4.1 The FOCAL Experiment
The main FOCAL components consist of the two identical crystal spectrometer arms
on opposing observation ports at the ESR gas-jet target, as depicted in ﬁgure 4.1.
The reason for using two spectrometers is not to increase the detection eﬃciency
by a factor of two, but rather to make use of the Doppler-eﬀect-cancelling nature
of this special setup. The Doppler eﬀect transforms the rest-frame wavelength λ0
of a fast-moving source, in dependence of velocity and observation angle θ, into a
laboratory-frame wavelength λLab, which is given by the well-known formula
λLab = λ0 γ (1− β cos (θ)) (4.1)
where β and γ are the velocity in units of the speed of light and the Lorentz-factor,
respectively. From this formula it immediately follows that the observation angle has
to be measured with comparable precision as the wavelength, in order to be able to
infer the rest frame wavelength from the laboratory wavelength. This would be a
challenging task, since an angle deviation of just 1◦ would shift the Doppler-corrected
energy of the Lyman-α1 transition of Au78+ by almost 600 eV (at β = 0.47), which
is huge compared to the envisaged uncertainty of less than 10 eV. By aligning two
identical spectrometers on both sides of the gas-jet target in an opposing manner (see
ﬁgure 4.2), a full Doppler-eﬀect cancellation is achieved, since each angle deviation of
θ+ε for one spectrometer arm is compensated by an inverse deviation of 180◦−(θ + ε)
for the other arm. Putting these angles into the Doppler formula yields
λ1 + λ2 = 2 γ λ0 (4.2)
where λ1,2 are the wavelengths measured by the two arms. The important aspect of
this expression is, that it is independent from the observation angle θ. In the general
case, it is to be expected that the measured wavelengths do not coincide with each
other, but that the hence averaged wavelengths give the “true” rest-frame wavelength
λ0 of the transition.
Figure 4.2: Spectroscopic setup for an
intrinsically Doppler-effect-cancelling
measurement scheme. Two x-ray de-
tectors and the moving source are lo-
cated on one common line of sight. By
utilising equation 4.2 the actual obser-
vation angle θ has not to be known.
In ﬁgure 4.3 one of the two arms is shown. The part on the very right is the
target chamber of the ESR storage ring, which hosts either the 169Yb source, which
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Figure 4.3: Sectional view of one of the two identical FOCAL spectrometer arms. The
x-ray source is located in the ESR target chamber, on the very right, emitting radiation in
the direction of the bent crystal. These x rays (red lines) get diffracted if they include the
Bragg angle with the crystal and hit the 2D position-sensitive germanium detector in the
movable detector stage. The whole spectrometer is shielded by several tungsten diaphragms
and lead plates (blue) to suppress the strong background.
is used for calibrating the FOCAL spectrometers, or the ion beam, which interacts
with the gas-jet target. Characteristic x rays from the stored ions are produced by
an electron capture from the target gas atoms, and subsequent transitions to the
ground state of the hydrogen-like ion. The part joining on the left is the crystal
assembly of FOCAL, which houses the bent crystal (for a more detail discussion see
section 4.1.1). Due to the bent, a photon hitting the crystal can fulﬁl the Bragg
condition in two areas, one above and another below the optical axis (red lines).
The crystal is followed by two diaphragms made of a tungsten alloy to shield the
detector from unwanted radiation that does not stem from a diﬀraction process in
the crystal. The ﬁrst diaphragm has just a single slit in the centre and is placed
at the polychromatic focus of the spectrometer. A few centimetres behind the ﬁrst
diaphragm a second one follows, which has two slits, one for the upper and one for the
lower diﬀracted ray. After the crystal-assembly part of FOCAL, the rays propagate
through a shielding tube before ﬁnally entering the detector stage. There, the 2D
position-sensitive semiconductor detector is located which is used to determine the
position of the diﬀracted photon lines (for a more detail discussion see section 4.1.2).
The detector is placed on a movable platform which can be changed in height, in
order to cover diﬀerent (wavelength-)regions on the Rowland circle. For this purpose,
on each of the four corners of the platform a high-precision stepping motor with
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a lead screw is mounted. If a change in height is required, all four motors move
synchronously until the desired height is reached. The position of each stepping motor
is monitored by a linear encoder with a precision of 1.5µm per metre. Scans with the
platform are exclusively conducted before and after the actual beam time for diﬀerent
test measurements. During the production run, the motors are blocked by means of
breaks to avoid any unwanted movement. Since the upper and lower diﬀracted waves
are equivalent, the experimenter can choose the ray path to be recorded. For the
production run in 2012, the lower ray path was recorded by FOCAL 1 (in the inside
of the ESR), and FOCAL 2 recorded the upper one (outside the ESR, see ﬁgure 3.3).
The whole setup is passively shielded by 15mm thick lead plates (dark blue parts) to
reduce the unwanted background to a minimum. This measure is absolutely necessary
due to the very low counting rate of just about three photons of interest per hour of
beam time.
4.1.1 The FOCAL Crystals
FOCAL is a twin-crystal spectrometer operating in a modiﬁed Cauchois geometry,
which has already been introduced in section 2.2.6. Here, the actual technical realisa-
tion of the two identical FOCAL crystals will be discussed. A scheme of the FOCAL
crystal optics can be seen in ﬁgure 4.4.
Figure 4.4: Actual crys-
tal optics layout of the
FOCAL spectrometer. It
is similar to the scheme
shown in figure 2.11, but
the crystal is rotated by
the asymmetry angle χ to
generate symmetric, but
mirrored spectra above
and below the optical
axis.
The x-ray source, which is either the Yb-calibration source (see section 4.1.4 for
a more detailed discussion) or the fast-moving ion beam hitting the gas-jet target, is
located on the very left. On the right hand side of the source the crystal follows, which
consists of a silicon single crystal with the dimension 120 × 40mm2 and a thickness
of 1.5mm (see table 4.1 for a comprehensive list of the crystal speciﬁcations). The
(220) lattice planes are used for diﬀraction and deviate by an angle of χ = 2◦ from
the symmetric Laue case. The crystal is bent by a dedicated bending device to a
bending radius of R = 2 000mm. The asymmetry angle in combination with the
bending broadens the rocking curve, as already stated in section 2.2.4, which will
increase the eﬃciency by a factor of about 25 (shown in ﬁgure 2.9 for the FOCAL
crystal parameters), to a total eﬃciency of about 3 × 10−8 which can be calculated
from the geometrical dimensions and the rocking-curve properties.
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Property Label Value
Crystal Material & Reﬂective Plane Silicon (220)
Lattice Plane Spacing d220 192.015 571 4(32)× 10−12 m
Crystal Dimensions 140× 40mm2, t = 1.5mm
Asymmetry Angle χ 2◦
Bending Radius R 2 000mm
Source–Crystal Separation dSC 600mm
Primary Calibration Line 169Yb-γ
Calibration Energy 63 120.44(4) eV
Bragg Angle θB 2.93◦
Rocking Curve Height: 0.92, Width: 50µrad
Reﬂection Height on Crystal ± 23.6mm
Registration Height on Detector zd ± 102.3mm
Line Width on Detector 100µm (Corresponds to 60 eV)
Crystal Eﬃciency 3× 10−8
Table 4.1: Specifications of the FOCAL crystal optics layout [Beye15].
These crystal parameters have been chosen after conducting an optimisation pro-
cedure, with the goal to increase the crystal eﬃciency compared to the ﬂat Laue
case (section 2.2.3) as much as possible, without trading in too much of the resolving
power, at x-ray energies predetermined by the Lyman-α radiation of heavy elements
(ELab ≈ 60 keV). This issue can be illustrated best with ﬁgure 4.5 which shows the
FWHM of the rocking curve as a function of the integrated reﬂectivity. The red dot
indicates the selected parameter and is approximately located where the curve starts
to leaves its linear behaviour, leading to a disproportionate growth of the FWHM com-
pared to the gain in reﬂectivity. From ﬁgure 4.5 the following approximate relation
can be derived
∆θ
Rint
& 1.1 (4.3)
linking the FHWM ∆θ of the rocking curve to the integrated reﬂectivity Rint, both
to be measured in µrad. This relation once more illustrates that it is impossible to
optimise both parameters at the same time with the current FOCAL design. With the
parameter ﬁxed in this way, the integrated reﬂectivity as a function of x-ray transition
energy can be calculated, which is shown in ﬁgure 4.6, featuring a strong maximum
around the envisaged operating energy indicated by the red dot.
The bent crystal is tilt by 2◦ to compensate for the asymmetry angle. By doing
so the central lattice plane is parallel to – and coincides with – the optical axis,
leading to symmetric, but mirrored spectra above and below the optical axis. The
quantitative dependence of the distance zd between the optical axis and the point
where the diﬀracted rays cross the Rowland circle on the wavelength λ is given by the
approximate formula 2.19 which reads for the FOCAL case as
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Figure 4.5: The graph shows the Rock-
ing curve FWHM as a function of the in-
tegrated reflectivity. The FOCAL asym-
metry angle of χ = 2◦ has been chosen
at the point, where the curve starts to
leave its linear behaviour, leading to an
over proportional growth of the FWHM.
This graph illustrates the so-called resolu-
tion vs. efficiency trade-off.
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Figure 4.6: Integrated reflectivity of the
FOCAL crystals (Si (220), R = 2 m, χ =
2◦) as a function of x-ray energy. The
selected operation energy at 63.1 keV, as
defined by the 169Yb-γ calibration source,
is close to the optimum. The usage of
a different calibration source at 71.6 keV
(see section 6.2) would not reduce the ef-
ficiency tremendously.
zd =
R
2 d220
λ (4.4)
with the lattice spacing of silicon d220 = 192.015 571 4(32) × 10−12 m [Mohr16]. The
result for the 63.1 keV Yb γ-line is zd = 102.3mm. This means that the calibration
line should be found 102.3mm above and below of the optical axis. This formula is
only an approximation to illustrate the general dependence of the diﬀraction position
zd on the wavelength. More accurate results, which also include the asymmetry angle,
the source extension etc., are obtained by full 3D ray-tracing simulations, which is
addressed in detail in section 5.2.6.
Figure 4.7: Photograph of a crystal bending device
with a mount crystal (specular black). The micrometer
screws pointing to the top and left are used to apply a
torque onto the crystal via the sliding lever arm. The
micrometer screws pointing into the paper plane is used
to control the twist of the crystal around its vertical
axis.
The position-sensitive x-ray detector which records the diﬀracted x rays is ideally
placed on the edge of the Rowland circle to guarantee optimally focused lines. The
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large spacing between the Rowland circle and the detectors, suggested by the scheme
4.4, is in reality negligible since the drawing is not to scale.
In order to force the silicon crystal to its cylindrical shape, a dedicated crystal
bending device was build (see ﬁgure 4.7). It bends the crystal by applying a torque
via a long sliding lever arm. If a force perpendicular to the crystal, at the free
end, instead of a torque would by applied, the resulting deﬂection would resemble a
polynomial of third order, since the bending moment falls oﬀ linearly with distance
from the ﬁxed end. The bend and the twist of the crystal can be adjusted by tuning
three micrometer screws, the whole bending procedure is described in section 5.2.1.
4.1.2 The 2D Position-Sensitive Germanium Detectors
The actual observable of the experiment is the position of the Lyman–α1 line relative
the main 63.1 keV γ–line of the 169Yb calibration source. One possibility to measure
this distance would be a standard semiconductor detector equipped with a narrow
slit in front of the sensitive area, and to scan the whole wavelength range with the
movable platform. This method is applied in the preparation phase of the experiment,
where the complete upper and lower spectrum of the calibration source is recorded.
Unfortunately, this method is very slow, since just one position at a time is recorded,
which requires a very strong source and a long measurement period. Thus, it is
preferable to use position-sensitive x-ray detectors which cover a suﬃciently large
part of the spectrum at once. For this purpose, a 1D position-sensitive detector was
employed in an earlier beam time in 2006 [Chat06], where it was shown that even
such a detector is not convenient. The reason for that is an eﬀect called Doppler
tilt, which only occurs when a relativistically moving source is monitored by the
crystal spectrometer. For the stationary source the wavelength does not depend on
the observation angle, therefore, the recorded line on the detector is horizontally
orientated. If a fast moving source is observed, this is no longer the case, since
according to formula 4.1 the wavelength-depends on the observation angle θ. The
part of the detector viewing the moving source at an angle slightly smaller than
θ = 90◦ registers a shorter wavelength than the part which views the source form an
angle slightly higher than 90◦. Hence, the line of the moving source appears slanted.
The Doppler-tilt angle ϕDt can be derived from the Doppler formula 4.1 and the x-ray
deﬂection height 4.4 and results in
ϕDt = β γ
R
R + dCS
λ0
2 d220
(4.5)
with the Rowland circle radius R, the crystal–source distance dCS, the silicon (220)
lattice spacing d220 and the rest frame wavelength λ0. The Doppler-tilt angle is pro-
portional to the rest frame wavelength, indicating that diﬀerent transitions will have
diverse slopes. This illustrates that a 1D position-sensitive detector is not suﬃcient
– if the calibration line is adjusted orthogonal to the sensitive direction, the moving
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source line would then be misaligned by the angle ϕDt. With the theoretical values
from [Yero15] in table 2.2, the Doppler-tilt angles can be calculated.
Transition Wavelength λ0 (pm) Doppler Tilt ϕDt (◦)
2 p3/2 → 1 s1/2 17.3234 1.0602
2 p1/2 → 1 s1/2 17.8826 1.0932
2 s1/2 → 1 s1/2 17.8742 1.0931
3 p3/2 → 1 s1/2 14.8399 0.9098
3 p1/2 → 1 s1/2 14.9593 0.9144
3 s1/2 → 1 s1/2 14.9576 0.9107
Table 4.2: Calculated Doppler-tilt angles for the different transitions.
Due to this eﬀect it becomes necessary to use 2D position-sensitive detectors, to
be able to track the diﬀerent line slopes for diﬀerent transition energies. Commercial
x-ray CCD cameras could not be used, since the maximum operation energy is about
10 keV, which is much smaller than the energy region of interest around 63.1 keV.
Therefore, a custom-made semiconductor detector had to be developed and fabricated
[Prot05], in close collaboration with Semikon GmbH, which was a starburst of the
research centre in Jülich (FZJ). The speciﬁcation of the two identical detectors have
been determined by the requirements of the FOCAL experiment, and are listed in the
table below.
Property Value
Semiconductor Material Germanium Single Crystal
Size of the Crystal 70mm × 41mm, 11mm Thick
Sensitive Area 56mm × 32mm
Front-Side Strips (Cathode) 128, 250µm High
Back-Side Strips (Anode) 48, 1.167mm Wide
High-Voltage Supply 900V – 1000V
Energy Resolution (FWHM) 2.5 keV at 60 keV Photon Energy
Signal Rise Time 90 ns
Table 4.3: Specifications of the 2D position-sensitive germanium detector.
The detector consists of an 11mm thick germanium single crystal, with a, in many
strips structured, anode and cathode. Each strip has its own ampliﬁer and readout
electronics and behaves in this sense as a standard semiconductor detector. Due to
the high segmentation, a large number of detectors are available on one crystal. The
strips on the front and on the back side are oriented perpendicular with respect to
each other, which allows a two-dimensional position reconstruction, if front- and back-
side strips with the same measured energy are combined. In this way, a 48 × 128 =
6144 pixel detector can be emulated. The narrow strips on the front are orientated
perpendicular to the dispersive direction of the spectrometer, allowing a more precise
position determination. The coarse strips on the back side are needed to account for
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the Doppler tilt and cover an observation angle range of θ = 90◦ ± 0.62◦ around the
gas-jet target.
Even the 250µm pitch of the front-side strips are too coarse to determine the line
position with the needed precision. Therefore, the whole detector is tilt by about
1◦ against the Doppler-tilt rotation direction, which leads to a rotation of the 169Yb
calibration line in the reference system of the detector, although it is perfectly aligned
horizontally in the canonical reference frame of the ESR cave. By utilising this trick,
all recorded lines cross several front side strips allowing a much more precise position
determination, by applying a full 2D ﬁt onto the recorded spectrum.
In one way multi-strip detectors behave diﬀerently from several individual stan-
dard germanium detectors, which is known as charge splitting. This eﬀect appears
when an x-ray photon is absorbed between two strips. The generated charge clouds,
which consist of electrons drifting to the anode and holes drifting to the cathode, are
distributed among two neighbouring strips. The result is one x-ray event where two
strips have recorded an arbitrary fraction of the complete charge. The sum charge of
both strips adds up to the charge, which would be collected if just one strip would
be hit [Spil09]. These split events can also be analysed to improve the statistical
uncertainty of an experiment [Chat07]. As will be detailed out in section 5.1, this has
not been done in this work due to the following four reasons: (i) Due to the fact that
two instead of only one strip has to be analysed, the background of these spectra is
higher than the single-strip spectrum, relativising the advantage of the higher statis-
tics. (ii) Charge-split events are not as unambiguous as single-strip events resulting
in a possible source for systematic errors. (iii) Other systematic error sources, which
could be identiﬁed in the course of the data analysis predominate the uncertainty due
to the counting statistics. (iv) The number of charge-split events is lower than the
single-strip events which would improve the total result by a few percentage points
only, which is disproportionate to the required eﬀort for a more complex, and therefore
error-prone, data analysis.
As already mentioned, each strip has the possibility to record a complete x-ray
spectrum. Although the resolution of 2.5 keV at 60 keV photon energy does not chal-
lenge unstructured semiconductor detectors, with resolutions down to 400 eV, this
information can still be used to reject background radiation which comes for example
from the ﬂorescence transitions of the shielding lead. Also, the fast signal rise time of
90 ns in combination with the fast particle detector can be used to setup a coincident
data acquisition system, where only those x rays will be considered as true events,
when at the same time a down-charged ion has been detected in the particle detector.
More detailed information on this technique is given in the next section. All these
capabilities together – position, time and energy sensitivity – makes these detectors
one of the key elements of the FOCAL experiment, which allows to sort out the most
promising events and generate an almost background-free spectrum.
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Figure 4.8: Photograph of one of the
2D position-sensitive germanium detec-
tors with opened cryostat. The grey block
in the middle is the structure germanium
single crystal. Radial around the crystals,
the pre-amplifier circuit boards are mount.
The turquoise coloured part in the back-
ground is the liquid nitrogen Dewar for the
cooling of the crystal.
Figure 4.9: Schematic of the structured
germanium single crystal block. The blue
horizontal strips on the front are quite
narrow and are aligned almost perpendic-
ular to the dispersive direction of the crys-
tal spectrometer. In this way maximum
position sensitivity is reached. The wide
red strips in the back are needed to correct
for the Doppler tilt.
4.1.3 The Particle Detector
As already mentioned in the previous section, background reduction is crucial to
sort the few true events out of the huge background. One very important aspect
of background reduction is the coincident measurement of a registered x-ray photon
and the corresponding down-charged ion. This is sometimes called active shielding in
contrast to passive shielding with thick lead and tungsten plates.
If an ion captures an electron from the gas-jet target, and eventually emits a
characteristic photon in the direction of the spectrometer, its charge state has changed
by one unit according to the following scheme
197Au79+ + e− −→ 197Au78+ + γ (4.6)
By this process, the mass of the ion has changed only by 3×10−4 %, since the electron
is much lighter than the heavy ion, but the charge has changed by more than one
percent. Therefore, also the mass-to-charge ratio in formula 3.1 goes down by more
than one percent, and since the magnetic ﬁeld B and the velocity is the same as
that of the originally charged ion, the bending radius in the dipole magnets has to
increase. This will spatially split up the beam into the original beam, and a down-
charged beam. If the beamline of the storage ring is not wide enough, those ions hit
the wall, and are ﬁnally lost. To make use of these ions, a particle detector in the
dipole magnet, following the gas-jet target, can be moved very close to the primary
beam, which records the impinging time of every single down-charged ion, which can
– in the ideal case – be correlated to an event in the x-ray detectors. The position of
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the particle detector can be seen in ﬁgure 3.3.
The particle detector is a gas-ﬁlled multi-wire proportional counter (MWPC, see
photograph 4.10) [Klep03], which can sustain very high count rates of up to 200 kHz
with a temporal resolution of about 10 ns [Klep92]. The MWPC is mount in a pocket
with a 25µm thin stainless steel window, in order to allow also very slow ions, with
kinetic energies down to 10MeV/u, to pass and be registered in the MWPC. The
pocket is moved via a pneumatic drive, with a maximum velocity of 250mm/s, and
has a position reproducibility of 0.1mm. The detector has an eﬃciency of more
than 99%, meaning that basically no true events are lost by applying the coincidence
condition. The coincident condition is not hard-wired into the data acquisition system,
but rather gets stored as a time stamp in the LMD measurement data. This has the
big advantage that all timing conditions can be adjusted during the data analysing
process and no data are lost due to poorly chosen limits in the preparation phase. In
this way, also prompt spectra, without a timing condition, can be created to study
the background.
Figure 4.10: Photograph of a gas
filled multi wire proportional counter
(front) and the pocked in which it is
mount (back). The picture has been
taken from [Klep92].
4.1.4 The Calibration Source
In section 2.2.6 it was stated, that a spectrometer operated in a modiﬁed Cauchois
geometry is not able to measure absolute wavelengths, but is rather a wavelength
comparator, meaning that at least one calibration line is need, if the spectrometer
dispersion is known. For this purpose, a radioactive element with a strong and well-
known γ-line had to be selected. The calibration line should also be located in the
vicinity of the maximum of the integrated reﬂectivity curve (see ﬁgure 4.6) which is
around 60 keV. The choice fell on the isotope 169-ytterbium, which possess a very
strong γ-line with a reference energy of 63 120.44(4) eV [Be04]. The source consists
of 25mg of isotope-enriched ytterbium oxide (168Yb2O3). The ytterbium oxide is
contained in a small aluminium tablet of 5mm in diameter. By neutron activation
in the TRIGA research reactor in Mainz [Inst16] a part of the 168Yb is converted to
169Yb through neutron capture by the following scheme
168Yb + n
n caputre−−−−−→ 169Yb β
+/ε (32 d)−−−−−−→ 169Tm + γ’s + x rays + · · · (4.7)
The artiﬁcially produced 169Yb decays via a β+ or an electron capture ε to 169-
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thulium, where a number of γ’s and characteristic x rays are emitted. An example
spectrum obtained with FOCAL via scanning the dispersive direction with a stan-
dard semiconductor detector, equipped with a narrow slit, is shown in ﬁgure 4.11.
For comparison, the same spectrum, measured with a good germanium detector, is
superimposed. It is evident that the resolution of FOCAL is much higher and subtle
details, like the Tm Kβ1 – Kβ3 splitting, can only be revealed with such a device.
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Figure 4.11: Measured energy spectrum of the 169Yb calibration source with FOCAL (blue)
and a standard germanium detector (red). The germanium detector has an energy resolution
of 420 eV (FWHM) at 60 keV photon energy, which is too poor to compete with FOCAL.
Subtle details, like the Tm Kβ1 – Kβ3 splitting, cannot be resolved with the semiconductor
detector.
When a ﬁnal activation of 1.5×109 Bq was achieved, the source has been delivered
to GSI, where it was mounted into the source-positioning unit. The positioning unit
consists of a long cantilever arm driven by a linear actuator to move the source at
the same location, where the ion beam intersects with the gas-jet target. This was
done to minimise systematic deviations between data collected with the beam and
the calibration source. As will be explained in detail in section 5.1.4, about every
six hours the ion beam was switched oﬀ and a calibration spectrum was recorded to
monitor an eventual drift of the setup.
4.1.5 The Data Acquisition System
In ﬁgure 4.12 a schematic drawing of the experimental assembly and the electronic
wiring is shown. On both sides of the gas-jet target, the FOCAL spectrometers can be
seen. Additionally, a standard germanium detector aiming for the interaction region
is located at the 150◦ port of the target chamber. The fraction of the Au79+ ion
beam interacting with the gas-jet target is magnetically separated from the stored
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beam, in the dipole bending magnet of the ESR, and hits the particle detector. For
each x-ray detector a separate, but identical data acquisition system (DAQ) has been
used. If an x-ray photon (red lines) was hitting a detector the generated signal was
ampliﬁed in a pre-ampliﬁer inside the detector housing and feed into the DAQ. There,
the signal was again ampliﬁed in a fast timing ﬁlter ampliﬁer (TFA) and split in two
signals, one optimised for precise timing and the other for a good energy resolution.
If the timing signal was higher than a pre-deﬁned threshold, the constant fraction
discriminator (CFD) started the time to digital converter (TDC), which acts as a
stopwatch between x-ray and the particle detector event. The CFD also reported to
the main control computer (RIO, [Crea16]) of the DAQ that an event to be processed
has been registered. The energy signal generated by the TFA was meanwhile once
more ampliﬁed in the main spectroscopy ampliﬁer, and got digitised in an analogue-
to-digital converter (ADC). The result of the ADC was then read out by the RIO.
After some nanoseconds the down-charged ion, which had emitted the x-ray photon,
travelled the distance to the particle detector, where it generated another signal. This
particle detector signal was also ampliﬁed, and stopped the TDC stopwatch. Also this
time diﬀerence was read out by the RIO, which then bundled all the information to
a data block and sent it via a fast Ethernet network to a ﬁle server, which stored the
information in a list-mode ﬁle (LMD) on hard drives. This procedure was repeated
for every single photon leading to 275GB of pure measurement data.
Figure 4.12: Schematic wiring of the data acquisition system (DAQ). Each spectrometer
setup has its own DAQ, but the signal form the particle detector is shared by all of them.
4.2 Measuring the 1s Lamb shift
The main goal of the FOCAL experiment presented in this work is the precise deter-
mination of the 1 s Lamb shift in hydrogen-like gold 197Au78+. As already stated in
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section 2.1.2 the Lamb shift is the energy diﬀerence between the measured level energy
and the Dirac value for a point-like nucleus. The Lamb shift can be calculated by
modern theories, taking the nuclear size and QED contributions into account. To test
the prediction made by these theories, it is desirable to measure the Lamb shift for the
1 s state in heavy highly charged ions, since the energy shift scales like ∆ELS ∝ Z4/n3,
with Z being the nuclear charge and n the principal quantum number. Since the Dirac
value for the level energy is a purely theoretical construct the Lamb shift cannot be
measured directly, and a detour has to be taken as illustrated in the scheme below.
∆E1sLS =
(
Etheory2p3/2 − EexperimentLyman−α1
)
− EDirac1s1/2 (4.8)
The transition energy EexperimentLyman−α1 of the Lyman-α1, 2 p3/2 → 1 s1/2, is measured with
high precision, this is the task of the FOCAL experiment. The hence obtained value is
subtracted from the theoretical level energy Etheory2p3/2 for the 2 p3/2 state, with its well-
understood Lamb shift contribution of only 4.3 eV. From this diﬀerence, the Dirac
value for the 1 s state EDirac1s1/2 is subtracted, which yields the energy value for the 1 s
Lamb shift ∆E1sLS. The measurement principle 4.8 is illustrated in the level diagram
4.13, which shows why the 2 p3/2 → 1 s1/2 transition has been selected as the main
experimental observable. All states, but the 2 p3/2, lie energetically very close to other
excited states. In the diagram this is exemplarily shown for the Lyman-α2 transition,
which consists of a blend of the 2 s1/2 → 1 s1/2 and the 2 p1/2 → 1 s1/2 transition. If
the blending ratios are unknown the measurement principle 4.8 cannot be applied. In
section 5.2.5 it is shown how the blending ratio may be calculated, but the uncertainty
linked with this procedure decreases the precision of the experiment. For this reason
the 2 p3/2 → 1 s1/2 transition has been selected, which is free of any blend and no
cascade calculation have to be performed.
Figure 4.13: Level diagram
of the lowest excited states in
hydrogen-like gold. The ordi-
nate shows the level energy ac-
cording to the Dirac equation,
which deviates from the mea-
sured ones especially for the s-
states. The characteristic Ly-
man transitions are drawn in
different colours. All tran-
sitions, except the Lyman-α1
transition, consist of a blend of
at least two lines.
For this endeavour starting from 13 March 2012 the FOCAL components had been
assembled and carefully aligned in the ESR cave. Photograph 4.14 shows the FOCAL
1 spectrometer in the inside of the ESR storage ring.
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Figure 4.14: Photograph of the FO-
CAL 1 setup in the inside of the ESR
storage ring. The rack in front of the
detector stage houses the electronic for
the movable platform, the rack for the
2D germanium detector read out is not
yet installed.
After this, ﬁrst test scans with the calibration source have been performed. An
example graph of these activities is shown in ﬁgure 4.11. Including checking and
ensuring the proper function of both spectrometers a time span of one month passed
by. On 13 April 2012 the ESR cave was shut for beam operation, starting with tuning
the storage ring for the upcoming production run. The completely ionised 197Au79+
ions coming from the SIS18 at a kinetic energy of 400MeV/u were decelerated in the
ESR to ≈ 124.8MeV/u. At this energy, the electron cooler was switched on to reduce
the momentum spread of the beam. After the ion beam was successfully stored,
the overlap between the decelerated and cooled ion beam and the gas-jet target was
optimised. In this phase, ﬁrst spectra with a standard germanium detector located
at the 150◦ port of the target chamber were recorded, which are shown in ﬁgure 4.15.
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Figure 4.15: Energy spectrum of the germanium detector viewing the interaction zone from
an angle of 150◦ (see figure 4.12). Besides the characteristic Lyman transitions stemming
from the hydrogen-like gold, the K-REC electron capture can be seen around 100 keV. The
inset shows the TDC time difference between the registered x-ray event in the germanium
detector and the ion hitting the particle detector.
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The x-ray spectrum was recorded in coincidence with the down-charged ions de-
tected in the particle detector. The corresponding TDC spectrum can be seen in
the inset, with the red-shaded area indicating the selected coincidence condition. Be-
tween 40 and 60 keV the characteristic Lyman transitions from an excited to the 1 s
ground state can be identiﬁed. The only single-transition line is the Lyman-α1, all
the other lines are a blend of at least two transition due to the limited resolution of
the germanium detector. The Lyman-α2 e.g. is a blend of the 2 p1/2 → 1 s1/2 and
the 2 s1/2 → 1 s1/2 transition, with a rest frame separation of just about 35 eV, which
cannot resolved with FOCAL either. On the very right, around 100 keV, the K-REC
can be seen, which is the transition of an electron bound to the target-gas atoms being
captured directly into the ground state of the fast approaching ion. The intensity of
this transition is quite low, since the selected target gas type and ion velocity were
optimised in favour of the non-radiative electron capture (NRC), which preferably
populates excited states, in order to increase the intensity for the characteristic tran-
sitions. After the proper operation of the ESR and experiment electronic was checked,
the main production run could be started. In the following weeks all settings were
kept unchanged and the beam operation was only stopped for calibrations with the
Yb source, or for liquid nitrogen reﬁlling. The accumulation of coincident Lyman-α1
counts as a function of time can be seen in ﬁgure 4.16, which increases rather constant
with time indicating a smooth operation of the ESR.
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Figure 4.16: Accumulated Lyman-α1 counts as a function of the date in 2012 over the
whole beam time. The count increased rather constant with time, indicating a smooth and
almost disturbance free operation of the ESR.
The beam time was over on 10th of May and about 1 500 Lyman-α1 counts per
spectrometer could be collected. Converted to a rate, this is just about three counts
per hour. After the beam time was over, the FOCAL setup was removed from the
target area making space for other experiments to be conducted.
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Analysis of the Experimental Data
During the successful beam time in April and May 2012, a lot of data was collected,
which had to be analysed very carefully. The determination of the line positions on
the detector is a rather small issue, compared to the identiﬁcation and evaluation
of inﬂuences stemming from various systematic eﬀects. These lead to systematic
measurement deviations, and will therefore dominate a major part of this chapter.
Note: If the graphs shown in the following are similar for both FOCAL spectrometers,
just one is displayed to avoid repetition.
5.1 Analysis of the X-Ray Data
In this section, the data recorded with the position sensitive x-ray detectors will be
analysed. It can be divided into two parts: The ﬁrst part treats the data collected
with the Yb-γ calibration source. Important characteristics, such as the spectrometer
dispersion and the position drift of the detectors over a long period of time, is studied
in detail. In the second part of the x-ray data analysis, the transitions in the ions are
considered. The results obtained in the ﬁrst part are important input parameters for
the transition-energy determination and uncertainty estimation.
5.1.1 Analysing the Yb-Source X-Ray Spectrum
The spectra obtained with the stationary 169Yb source serve diﬀerent purposes. They
were recorded before the actual beam time to position the x-ray detectors at the right
height. The 169Yb-γ line is also used as the primary wavelength reference to calibrate
the spectrometer. This calibration was done every six hours to monitor possible po-
sition drifts during the long measurement term of three weeks. In total, 75 169Yb
calibrations have been performed during the beam time. Graph 5.1 shows a typical
spectrum as obtained from the 2D x-ray detector. It has to be kept in mind that
here not the lines are tilted, but that the 2D detector itself is rotated by about 1◦, as
described in section 4.1.2, to increase the precision of the position determination by
58
CHAPTER 5. ANALYSIS OF THE EXPERIMENTAL DATA
ﬁtting. The dispersive direction of the spectrometer is orientated vertically, mapping
transitions with distinct wavelengths onto diﬀerent horizontal strips. The most ener-
getic transition in this graph is the 169Yb-γ line located around the (horizontal) strip
50, the lowest energetic transitions are the Tm-Kβ transitions around strip 90.
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Figure 5.1: 2D spectrum of the 169Yb calibration source as recorded by one of the position
sensitive detectors. The strong line around the horizontal strip number 50 is the main
169Yb-γ calibration line, whereas the broad lines around strip number 75 and 90 actually
consist of two or more lines, as will become clear from the projection in graph 5.2.
2D spectra like this are not easy to interpret for the reader, since relative intensities
and positions are hard to estimate. Therefore, projected 1D spectra are provided. The
projections are done with respect to the tilt angle of the lines, and the rasterisation is
not limited to the strip width, but can rather have an arbitrary value. The projections
are only made for illustrating reasons, the actual ﬁtting of the line position is always
performed on the full 2D spectra, which is more direct and does not suﬀer from
information loss.
The projected spectrum of graph 5.1 is shown in ﬁgure 5.2, with logarithmic scaling
of the ordinate. In this graph, many more features are revealed to the human eye,
and it becomes obvious that the broad lines in graph 5.1 are actually a blend of two
equally strong lines. Besides the strong 169Yb-γ line, the characteristic atomic x-ray
transitions of excited ytterbium and thulium (Tm) atoms can be seen. Since the
source holder is made of tungsten (W), also characteristic transitions stemming from
this material can be found.
5.1.2 Line Position Determination
One of the most important tasks of the data analysis is the precise determination
of the diﬀracted x-ray line position on the detector, via a ﬁtting procedure. The
most crucial part hereby is to deﬁne a ﬁt function which resembles the “true” line
shape rather well. The ﬁrst step for constructing the model function is to recreate
the output of the crystal, which is given by the rocking curve in ﬁgure 2.8. A fairly
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Figure 5.2: Projection of the 2D spectrum shown in figure 5.1 with respect to the line
tilt angle. Besides the main 169Yb-γ calibration line, a lot of other characteristic x-ray
transitions stemming from ytterbium, or the daughter product thulium, can be identified.
good approximation for the χ = 2◦ case is a simple rectangular function Π(z, σ), with
a width σ.
Π(z, σ) :=


1/σ |z| < σ/2
0 |z| ≥ σ/2
(5.1)
The rectangular shaped x-ray beam then impinges on the 2D detector. Each horizontal
strip has also a rectangular shaped response function with a width ∆z, since it gives
a signal, if the photon hits the strip somewhere, or it gives no signal, if the strip
was missed. Therefore, the model up to now can be obtained by a convolution of
two rectangular functions of (in the most general case) two diﬀerent widths. The
result will be a trapezoid function with a base length of ∆z + σ, and a constant
plateau region of length ∆z − σ (if ∆z ≥ σ is assumed). Another important aspect
of the total ﬁt function is the fact, that the x-ray beam penetrates the germanium
crystal of the 2D detector for a certain depth, instead of being completely absorbed
at the surface. This eﬀect is described by the Beer-Lambert law, which relates the
intensity I of an x-ray beam with an exponential decrease of the initial intensity I0,
as a function of penetration depth I(x) = I0 exp(−x/λ), where λ is the material
and energy dependent attenuation length. The ﬁnite penetration of the beam would
not change the position or shape of the ﬁt function, if the x-ray beam would hit the
2D detector perfectly perpendicular, but it rather impinges under an angle slightly
smaller than 90◦, which can be seen in ﬁgure 4.4. By taking this eﬀect into account,
the trapezoid function has to be convoluted once more with a single sided exponential
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exp≥0(x, τ) :=


1/τ e−x/τ x ≥ 0
0 x < 0
(5.2)
with τ being the attenuation length component parallel to the surface, which is given
by τ = cos(α)λ, with the impinge angle α. Hence, the total model function TMF is
given by
TMF(z, σ,∆z, τ) :=
{[
Π(z′, σ)
z′∗ Π(z′,∆z)
]
(x)
x∗ exp≥0(x, τ)
}
(z) (5.3)
TMF(z, σ,∆z, τ) =


e−
2z+∆z+σ
2τ
(
e
2z+∆z+σ
2τ σ+τ−eσ/τ τ
)
σ
for (i)
e−
2z+∆z+σ
2τ (−1+e∆z/τ)(−1+eσ/τ)τ
σ
for (ii)
−
2z+e−
2z+∆z+σ
2τ
(
2(−1+e∆z/τ +eσ/τ)τ−e
2z+∆z+σ
2τ (∆z+σ+2τ)
)
2σ
for (iii)
2z+∆z+σ+2
(
−1+e−
2z+∆z+σ
2τ
)
τ
2σ
for (iv)
0 otherwise
(i) (z ≤ 0 ∧ 2z + ∆z > σ) ∨ (z > 0 ∧ 2z + σ ≤ ∆z)
(ii) 2z > ∆z + σ
(iii) z > 0 ∧ (2z = ∆z ∨ (2z ≥ ∆z ∧ 2z ≤ ∆z + σ) ∨ (2z + σ > ∆z ∧ 2z ≤ ∆z))
(iv) z < 0 ∧ (2z = −∆z ∨ (2z ≥ −∆z ∧ 2z + ∆z ≤ σ) ∨ (2z + ∆z > −σ ∧ 2z ≤ −∆z))
(5.4)
Up to now, the total model function TMF is deﬁned in just one (the dispersive)
dimension and is centred around the origin. In order to cover also the non dispersive
direction on the detector, and to account for diﬀerent line positions µ, the TMF is
simply extruded into the x-axis with respect to a tilt angle θ
TMF2D(x, z, µ, θ, σ,∆z, τ) := TMF(z − (µ + x tan(θ)) , σ,∆z, τ) (5.5)
The deﬁnition of the line position is the barycentre of the curve which does not
coincide with the maximum. The barycentre is given by
z¯ =
∞∫
−∞
TMF2D(0, z, µ, θ, σ,∆z, τ) · z dz = µ + τ (5.6)
The function TMF2D is multiplied with an amplitude and a background is added, to
be ﬁnally ﬁtted to the real 2D measurement data. An actual ﬁt of the function TMF
(continuous blue curve), to real projected measurement data (points in dark red), can
be seen in ﬁgure 5.3. The shown line is the strong 169Yb-γ transition. When ﬁtting
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the actual measurement data, it is more convenient to convert the coordinate system
from strips to millimetre, with an origin located at the centre position {24.5, 64.5}
in strips. The slight asymmetry in ﬁgure 5.3 to lower energies (increasing position) is
due to the already mentioned ﬁnite penetration depth in the 2D detector, and goes
for both spectrometers and all four possible observation positions into the direction
of lower energies.
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Figure 5.3: Magnified section of the main 169Yb-γ calibration line (red points) from figure
5.2. The tail of the curve to lower energies (increasing position) is caused by the non-
perpendicular incident of the x-ray beam, in combination with the finite penetration depth
in germanium. The model function TMF (blue curve) is fitted to the data and accounts for
the asymmetry.
From the ﬁt a τ value of 76.6(1)µm is obtained. With the impinge angle α =
86.4(1)◦, an experimental attenuation length of λexp = 1.22(4)mm can be calculated.
The literature value for 63.1 keV photons penetrating germanium is 1.23mm [Berg98],
which agrees quite well with the FOCAL result.
5.1.3 Wavelength Calibration of the FOCAL Spectrometers
As already mentioned in section 2.2.6 a modiﬁed Cauchois-type spectrometer is a
wavelength comparator, which needs to be calibrated with known γ or x-ray lines.
For that purpose, the main 169Yb-γ calibration line and other reasonably well-known
transitions, stemming from the calibration source, have been ﬁt with the TMF2D
function. The literature values for the selected transitions are listed in table 5.1.
According to formula 4.4 the location of the lines depends linearly on the wave-
length, therefore, the simple ansatz
λ(zd) = D zd + b (5.7)
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Transition Wavelength (pm) Energy (eV) Reference
Tm-Kβ3 21.636 6(30) 57 303.0(79) [Desl03]
Tm-Kβ1 21.559 184(56) 57 508.76(15) [Desl03]
169Yb-γ 19.642 479(12) 63 120.44(4) [Be04]
Table 5.1: Compilation of literature values for various x-ray and γ-ray transitions used for
calibration.
with the spectrometers dispersion D, and an oﬀset b, can be made. The value of D
is an important characteristic of the spectrometer, whereas the oﬀset b depends only
on the deﬁnition of the origin, and has no physical meaning. The results of ﬁtting
function 5.7 onto the positions of the calibration lines, is listed in table 5.2.
Spectrometer Dispersion D
FOCAL 1 1.905 29(53)× 10−10
FOCAL 2 1.909 74(52)× 10−10
Table 5.2: Experimentally determined dispersions D for the two FOCAL spectrometers.
The dispersion D can also be approximately calculated by deriving equation 4.4 with
respect to zd
Dth =
dλ
dzd
=
2 d220
R
(5.8)
By using the Rowland circle design radius of R = 2 000mm and the literature value for
the silicon lattice spacing d220 = 192.015 571 4(32)pm, Dth = 1.92×10−10 is obtained,
which is in a fairly good agreement with the ﬁtted values from FOCAL if one neglects
deviations for the Rowland circle radius, which are treated in section 5.2.1.
Figure 5.4 shows the residuals for the diﬀerent selected transitions (red points), in
combination with the position-dependent conﬁdence interval (blue region). The error
bars consist of the combined literature value uncertainty, plus the resulting component
introduced by the position uncertainty. The conﬁdence interval is the narrowest in
the vicinity of the 169Yb-γ, which illustrates why the Lyman-α1 transition is Doppler
tuned to this region.
5.1.4 Temporal Drift of the Calibration Line Position
During the beam time, the calibration with the 169Yb source was done every six hours,
to monitor a potential drift in position. For that purpose, the position of the 169Yb-γ
line has been determined for each of the 75 calibrations, and the results are shown
in ﬁgure 5.5. A position drift of 50µm (100µm) for FOCAL 1 (FOCAL 2) can be
seen. Although a drift of less than 100µm over three weeks of beam time is not much
for the normal experience, it is of major concern for a high-precision experiment like
FOCAL. A shift ∆z in position corresponds to a shift in energy via
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Figure 5.4: Residuals of the used calibration lines (red points), to fit the dispersion (equa-
tion 5.7). The error bars consist of the wavelength uncertainties from the literature values
(see table 5.1), and the position uncertainty due to the fitting procedure. The blue region
indicates the 1 σ confidence band of the fit. It is the narrowest around the main 169Yb-γ
calibration line, which is the reason why the Lyman-α1 transition is Doppler tuned to this
position.
∆E ≈ ∂E
∂z
∆z =
E2
hc
D∆z (5.9)
with D being the dispersion from table 5.2. For shifts of ∆z = 100µm at the main
169Yb-γ calibration line energy, one obtains ∆E ≈ 60 eV, which would be much larger
than the envisaged experimental uncertainty. To compensate for this drift, each reg-
istered Lyman-α photon has its own timestamp, when it was recorded, to correct its
position according to the curves seen in ﬁgure 5.5.
The reason for this drift might be explained by temperature variation in the ex-
perimental cave. Over the whole beam time, the temperature of both spectrome-
ters was monitored, and a slight correlation between temperature and drift could be
seen. The temperature in the ESR cave, averaged over the whole beam time, was
TESR = 27.2(2)
◦C, with slightly lower temperatures at the beginning, when for both
setups the largest movement could be observed.
5.1.5 Analysis of the Lyman Data
The analysis of the Lyman data is similar to that of the Yb-calibrations, as described
in section 5.1.1, but an additional timing information from the TDCs has to be consid-
ered. Graph 5.6 (a) shows the combined energy spectrum of all vertical strips without
“Prompt”, and with a coincidence condition “Coincident”. Whereas in the prompt
spectrum, just the characteristic lead (Pb) transitions from the shield resting upon
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Figure 5.5: Position drift of the main 169Yb-γ calibration line as a function of the date in
2012, for all 75 individual calibrations. The solid lines are drawn to guide the eye.
a strong background can be seen, the coincident spectrum shows a clear indication
of the Lyman-α transitions. The Lyman-α peak should consist of two distinct lines,
but due to the low energy resolution of the 2D detectors the lines blend. The same
happens for the Lyman-β peak, which also contains a considerable fraction of Pb-Kα
transitions, which cannot be completely suppressed by the coincidence method. The
contamination with Pb-Kα transitions is not a big issue, since the Lyman transitions
are concentrated in a narrow region, whereas the lead background is spread over the
whole detector area. Graph 5.6 (b) shows the prompt TDC spectrum, where no clear
peak can be found. Only after applying an energy condition with the Lyman-α tran-
sition energy to it, the peak for the Lyman transition is revealed. The region marked
in red in the TDC spectrum is selected as coincidence condition, which has already
been used in graph 5.6 (a).
After identifying the proper values for the energy and timing conditions, the 2D
position spectra for the Lyman transitions could be generated and are shown in ﬁgure
5.7. Figures (a) and (b) are the 2D spectra for FOCAL 1 and FOCAL 2, respectively,
and (c) and (d) are the corresponding projected graphs. Only the FOCAL 2 setup
recorded the Lyman-β transitions, due to its slightly smaller distance from the optical
axis. Since it was neither intended nor needed to record the Lyman-β transitions, it
can be viewed as a nice bonus to demonstrate the high resolving power of the FOCAL
spectrometer. A precise energy determination is not feasible due to the low statistics
in the 2D spectra, and the large separation from the main calibration line. However,
a result for it will be given below.
To account for the temporal drift of the setup mentioned in the previous section,
the actual Yb γ-line position, at the time each single Lyman-α1 photon was registered,
was determined, by interpolating the data points in graph 5.5. By doing this for
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(a) Red: Prompt energy spectrum of a 2D
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(b) Red: Prompt timing spectrum of the TDC.
Unlike the case for the 150◦ germanium detec-
tor (see figure 4.15) no clear peak can be iden-
tified. This is due to the much lower detection
efficiency of the FOCAL spectrometer. Blue: If
the energy condition for the Lyman transitions
is applied to the TDC spectrum, the TDC peak
becomes clearly visible. The red shaded area
marks the timing condition used to generate
figure 5.6 (a).
Figure 5.6: Energy and timing spectrum for one 2D position-sensitive germanium detector.
every Lyman-α1 photon, an eﬀective Yb γ-line position could be deﬁned, by means
of a weighted average of all these positions. The uncertainty linked to this procedure
was estimated by calculating the standard deviation of the distances between the
actual positions, and a long term moving average of the interpolated temporal drift
curve. The position of the Lyman transitions relative to the main Yb γ-line have been
determined by ﬁtting the TMF model 5.5, the results are compiled in table 5.3.
Transition Line Separation ∆zd (µm)
FOCAL 1 FOCAL 2
Lyman-α1 −35.2(5.1)(3.9) −51.8(3.6)(7.2)
Lyman-α2 −3 338.7(4.8)(4.3) −3 352.9(5.4)(7.0)
Lyman-β1 – 14 746.2(29.3)(7.2)
Lyman-β2 – 14 037.2(35.7)(7.2)
Table 5.3: Line separation between the main 169Yb-γ calibration line and the Lyman
transitions. The minus signs indicate a shift to lower energies compared to the main Yb-γ
calibration transition. The first bracket gives the statistical uncertainty, while the second
one accounts for the temporal drift effect, which is larger for FOCAL 2. This is consistent
with the greater drift shown in figure 5.5.
The ﬁrst bracket speciﬁes the statistical uncertainty of the Lyman photons, whereas
the second bracket accounts for the temporal drift. The minus signs in the Lyman-α
values indicate that the lines were situated at lower energies compared to the Yb-γ
transition. Also it can be seen, that the temporal drift uncertainty for the FOCAL
2 spectrometer is considerably larger than that for FOCAL 1. This can be explained
by the larger drift, which FOCAL 2 has experienced (see also graph 5.5).
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(b) Coincident 2D spectrum of the FO-
CAL 2 spectrometer.
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(c) Projected spectrum of the FOCAL 1
spectrometer.
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(d) Projected spectrum of the FOCAL 2
spectrometer.
Figure 5.7: Accumulated spectra for the two FOCAL spectrometer arms.
5.2 Accompanying Experiments and Simulations
During the evaluation of the data it became necessary to perform several accompany-
ing experiments, to determine parameters such as the gas-jet position or the detector
crystal position, on which the FOCAL spectrometer critically depends. Besides these
investigations, several computer experiments in the form of simulations have been con-
ducted to study the behaviour of the spectrometer which are not accessible by other
means.
5.2.1 Radius-of-Curvature Measurement
Before the beam time was started, one of the most important preparation steps was
the bending of the two crystals, with the bending device. After bending the crystal
a certain amount, an optical measurement technique was used to check if the desired
bending radius of R = 2 000mm was achieved, or if further bending was required.
During and after the beam time, the bending radius was checked with two further,
complementary methods, which will be explained in the following. The knowledge of
the actual bending radius is of special interest, since it is closely connected via formula
5.8 with the dispersion D of the spectrometer.
The ﬁrst technique applied was the optical method, where crystals mounted in the
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bending devices were ﬁxed on a high-precision vertically movable table, and a laser
beam was shone onto, and reﬂected oﬀ the polished crystal surface. By moving the
crystal up– or downwards, also the reﬂected laser spot on a screen moved accordingly.
This was recorded for several heights hC on the crystal. From the distance between
the crystal and the screen, and the height of the laser spot, the reﬂection angle α
could be calculated, and the bending radius of the crystal was determined by ﬁtting
the formula
sin(α) =
hC
R
(5.10)
to the data points. This method also allowed to check the twist of the crystal around
its vertical axis, which would have resulted in an additional movement in the hori-
zontal direction of the laser spot. The twist of the crystal was corrected by a special
micrometer screw shown in ﬁgure 4.7, pointing into the paper plane. The crystals
adjusted by this method were transported to the crystal assembly support of the FO-
CAL setup in the ESR cave (see ﬁgure 4.3).
The second method to measure the bending radius can be performed within the
FOCAL assembly, with the help of the calibration source. According to the approxi-
mate formula 5.8, the dispersion Dth and the Rowland circle radius R are closely con-
nected. However, this equation is only valid if the spectrometer is perfectly aligned,
meaning that the detector-crystal spacing dDC is equal to the actual crystal bending
radius R, as already mentioned in section 2.2.6. If the crystal bending radius deviates
from this set-point, an x-ray line with wavelength λ will be found on a diﬀerent posi-
tion zd, as predicted by equation 4.4, due to a modiﬁed dispersion D. If the dispersion
is known (measured), the actual bending radius can be calculated. For that purpose
the following relation on the basis of the intercept theorem and ﬁgure 2.11 can be
formulated
zc + zR
R
=
zc + zd
dDC
(5.11)
where zc is the height of the x-ray footprint on the crystal, and zR the distance of the
x-ray from the optical axis, at a position R from the crystal (assuming R Ó= dDC). An
approximate formula for the footprint height zc on the (symmetric) crystal is given
by
zc = R
dSC
R + dSC
λ
2 dhkl
(5.12)
with the source-crystal separation dSC [Beye04]. Having noted this, equation 5.11 can
be solved for λ
λ =
2 dhkl (dSC + R)
2 dSC dDC − dSC R + dDC R zd (5.13)
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Since the dispersion is given by D = dλ/dzd (formula 5.8), equation 5.13 is derived
with respect to zd, and solved for R. To indicate that this is the theoretical solution
a ‘th’ is added
Rth =
2 dSC(DdDC − dhkl)
2 dhkl + D (dSC − dDC) (5.14)
This equation roughly gives the functional dependence of the crystal bending radius
from the dispersion. Since all equations, which are used to derive formula 5.14, are
approximations to motivate the physical relation between the various parameters, it
cannot be used to determine the experimental curvature radius R from the measured
dispersions in table 5.2. For this task, a dedicated three-dimensional ray-tracing simu-
lation utilising the MacRay package has been conducted [Beye16], which incorporates
the geometrical dimensions of the spectrometer, as well as the fact that one spectrom-
eter is in the lower (FOCAL 1), and the other spectrometer is in the upper (FOCAL
2) observation position. Details concerning the ray tracing simulations are treated
in section 5.2.6. The results of these simulations are described by a second order
polynomial
RMacRay(D) = m0 + m1 D + m2 D
2 (5.15)
with numerical parameters m0 . . .m2, which are listed in table 5.4. For comparison
reasons the approximate formula 5.14 has been developed in a series expansion, and
numerical values for the FOCAL case have been inserted. The result of this procedure
can also be found in table 5.4, which are similar to the results from the simulation.
Parameter FOCAL 1 FOCAL 2 Rth
m0 (m) 12.6212 12.6665 12.7
m1 (m) −1.5677× 1011 −1.56517× 1011 −1.57× 1011
m2 (m) 5.30278× 1020 5.27214× 1020 5.25× 1020
Table 5.4: Numerical values for the polynomial RMacRay(D) 5.15 for both FOCAL spec-
trometers as obtained by the MacRay simulations. For comparison reasons, the approximate
theoretical formula Rth 5.14 has been developed in a series expansion, and the resulting pa-
rameters are listed in the last column.
With the polynomial RMacRay(D) and the measured dispersions D in table 5.2,
the local curvature radius in the vicinity of the main Yb-γ calibration line can be
calculated. The results are shown in ﬁgure 5.9.
The third method applied to determine the curvature radius was a dedicated test
beam time at the European Synchrotron Radiation Facility (ESRF) in Grenoble,
France, where highly intense and collimated x-ray beams can be provided. These
measurements were performed directly after the beam time at GSI, to avoid systematic
deviations due to a long pause between the experiments. The two crystals have been
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transported to the ESRF beam line BM05, where numerous actuators and detectors,
mounted on an optical table, were available. The setup for the measurements can be
seen in ﬁgure 5.8.
Figure 5.8: Setup at the ESRF beam line BM05 to measure the radius of curvature for the
two FOCAL crystals. The white x-ray beam from the ESRF enters from the right, where it
is diffracted by the monochromator crystal. Only x rays with an energy of 53 keV encounter
the bent crystal, the rest is disposed at a beam dump. The angle Θ of the second crystal is
varied, and the count rate in the detector is recorded. This procedure is repeated for several
heights zc on the crystal.
The white x-ray beam from the synchrotron enters the experimental cave from
the right. “White” means that the x-ray spectrum consists of a broad distribution,
instead of a single selected wavelength, since the monochromatisation was done in
the cave, by means of a ﬂat crystal. The wavelength of the diﬀracted beam could be
selected by tuning the (Bragg-) angle at the monochromator crystal, resulting in an
energy of 53 keV for the used settings. The remaining part of the beam traversed the
crystal unchanged, and was disposed at the beam dump. One of the bent FOCAL
crystals from the experiment was ﬁxed on a tiltable and vertical movable stage, which
was positioned in the beam path of the diﬀracted beam. For several heights zc on the
crystal, an angle range of ∆Θ = ± 1.4◦ was scanned, and the count rate at an x-ray
detector was recorded as a function of Θ. If the Bragg condition was fulﬁlled, the x-ray
detector registered a clear increase in intensity. Since these rocking curves have been
recorded for many positions in the range ∆zc = −40mm . . .+40mm, the curvature
radius could be determined for the whole interesting region around the crystal centre
at zc = 0mm, for both crystals.
Figure 5.9 represents the ﬁndings for all three techniques. It has to be noted that
the “error bars” for the optical and ESRF measurements indicate rather a curvature
radius interval over the averaged section on the crystal, than an actual error. The error
bar for the FOCAL measurement is the smallest, since it is the only measurement,
which represents a local, not averaged, curvature radius.
5.2.2 Gas-Jet Target Position Determination
As already stated in section 4.1, the purpose of using two spectrometer arms opposing
each other is to correct for the Doppler eﬀect. If the relativistically moving source is
located between the two spectrometers, the rest-frame transition wavelength can be
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Figure 5.9: Results of the radius of curvature measurements for the different applied meth-
ods. The “error bars” represent a bending radius interval averaged over a certain height,
rather than an uncertainty [Beye13].
calculated by applying formula 4.2. In a real-world scenario, the x-ray source may not
coincide exactly with the line of sight, leading to correction terms in formula 4.2. This
fact does not make the two-arms technique redundant, but it requires more eﬀort to
characterise the whole assembly. The deviations ∆x1,2 from the ideal case are shown
in ﬁgure 5.10, and consist of two contributions: (i) The possible misalignment of the
gas-jet target, and (ii) the actual position of the 2D detector crystals inside their
housings. The measurement of the gas-jet position is treated in this section, while the
detector crystal measurement is treated in the next section.
Figure 5.10: Modified Doppler cancelling scheme, if the moving source is not exactly located
on one common line of sight with the two detectors (cf. figure 4.2)
The gas jet can deviate in two main directions from its nominal value: In the
East–West (EW) and the North–South (NS) direction. The cardinal directions for
the ESR are indicated by the compass rose in ﬁgure 3.3, and inﬂuence the FOCAL
result as follows: A shift in the EW-direction displaces the target parallel to the line
of sight. The angle enclosed by the two spectrometer arms and the source still is 180◦,
making a shift in this direction uncritical for the FOCAL experiment. However, a
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shift in the NS direction would reduce the enclosed angle to 180◦ − (δ1 + δ2), and
formula 4.2 is no longer applicable. Therefore, a deviation in this direction is critical
for the experiment. A more general formula can be derived in the same manner as
sketched in section 4.1 and is given by
λ1 + λ2 = γ λ0 [2 + β (sin(δ1 − ε) + sin(δ2 + ε))] (5.16)
with δ1,2 being the deviation angles, which are given by tan(δ1,2) = ∆x1,2/dDS, the
detector–source spacing dDS and the ion beam deviation angle ε, already known from
section 4.1. This new formula now depends on the angle ε, but it appears with
diﬀerent signs compensating its inﬂuence almost completely.
To measure the gas target part of ∆x1,2, a dedicated measurement campaign, fol-
lowing the experiment beam time, had to be conducted [Gass15]. The main challenge
to overcome was the low density of just 1012 atoms/cm3 inside the gas jet, which would
normally be deﬁned as high vacuum. The measurement technique, which was devel-
oped and used, was a mechanical gas-scatter probe, which consisted of an aluminium
frame on which a 0.6mm thin wire was tensed (see ﬁgure 5.11).
Figure 5.11: Probe frame for determining the gas-jet position and density profile in the
direction of the ion beam, and perpendicular to it.
The wire was ﬁxed on the frame, in a zigzag manner, with sections being parallel
or perpendicular to the ion beam direction. To move the frame through the gas jet,
it was mounted at the tip of the Yb-source cantilever arm, while its position was
monitored by a high-precision linear encoder. To relate the position of the frame with
the FOCAL coordinate system, the same telescope supports were used, to aim for
three dedicated ﬁducial marks, situated on the aluminium frame. If the gas jet hit
the wire, the fraction of atoms proportional to the intersecting area was scattered into
the volume of the ESR target chamber, leading to a rise of pressure in the ring vacuum.
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This pressure rise was measured by a highly-sensitive mass spectrometer, that was
adjusted to the probe gas krypton. With this method, almost background-free proﬁles
could be recorded, for both directions (NS and EW). The barycentre of the proﬁles
was determined by ﬁtting a model function, motivated by the following considerations:
The density proﬁle of the gas jet is deﬁned by several circular skimmers, located in
the gas inlet chamber (see ﬁgure 3.6), hence, the gas-jet also has a circular shape.
The amount of scattered atoms is proportional to the intersecting length of the wire
with the gas-jet. This leads to the following formula
∆p(x, r) ∝

 2
√
r2 − x2 |x| ≤ r
0 otherwise
(5.17)
with x being the position and r the radius of the gas-jet. From this formula follows
that the full width at half maximum is given by FWHM =
√
3 r. For actual ﬁtting, an
amplitude, a background, and a position shift in the x-direction is added. Figure 5.12
shows an example of such a measurement (red points) in the critical NS direction,
together with the best ﬁt of the model function (blue curve). The arrow marks the
centre obtained by the ﬁt, where the negative value stands for a shift to the North.
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Figure 5.12: Measured pressure rise in the ESR target chamber as a function of the wire
position. The arrow marks the barycentre of the distribution, which is slightly shifted to
the North (= negative position values).
Table 5.5 summarises the results for both measurement directions. The letter N
(W) in the column “Position” indicates a shift to the North (West). The relatively
large uncertainty for the position, of about 0.3mm, is completely determined by the
optical alignment, which scattered by this value at repetition.
73
5.2. ACCOMPANYING EXPERIMENTS AND SIMULATIONS
Direction Label Position (mm) Radius r (mm) FWHM (mm)
North–South ∆xNSGas-Jet 0.25(30) N 3.11(4) 5.39(7)
East–West ∆yEWGas-Jet 0.43(30) W 3.19(4) 5.53(7)
Table 5.5: Measured positions and gas-jet radii in the two main cardinal directions [Gass15].
5.2.3 Detector Crystal Position Measurement
The position of the detector crystal in the housing of the 2D germanium detector
was assumed to be perfectly centred during the assembly phase of the experiment.
To verify this, a dedicated measurement campaign was conducted, which consisted of
two parts: In the ﬁrst part, the position of the crystal relative to the beryllium x-ray
window of the detector was measured, at the ESRF in Grenoble. In a second step,
the x-ray window distance relative to the reference edge, used during the setup phase
of the FOCAL experiment, was determined. By combining these two results with the
ﬁndings from the gas target measurement, the total value for displacement ∆x1,2 was
determined.
The ﬁrst part of this measurement campaign took place at the ESRF, where a
well collimated and intense photon beam was available. The detector was ﬁxed on
a movable table pointing directly into the 1mm × 1mm small x-ray beam, coming
from the synchrotron. The monochromators of the beam line were tuned to 63.1 keV,
which corresponds to the energy of the main calibration line, in order to avoid any
systematic deviations. The position of the x-ray beam on the detector was determined
with photosensitive paper, which darkens when being irradiated. An optical telescope
was adjusted to the dark spot, and the detector was moved until an edge of the
beryllium window fell in line with the telescope cross hairs. By recording the travel of
the movable table, the position of the x-ray beam could be related to this characteristic
point of the outer detector housing. After establishing a reliable coordinate system,
an arbitrary vertical strip was scanned, with a step width of 100µm. At the same
time, the trigger rate of this strip was recorded, leading to the proﬁle shown in ﬁgure
5.13. The origin of the position axis indicates the expected centre for this strip.
Since the strip response function and the x-ray beam proﬁle can be modelled by a
rectangular function, the convolution results in a trapezoid curve, as already stated in
section 5.1.2. The trapezoid shape shown in ﬁgure 5.13 ﬁts the data points well, and
the obtained centre of ∆x1ESRF = −0.25(30)mm for FOCAL 1 is marked by an arrow.
The negative sign indicates a shift to the North (in terms of the ESR coordinate
system), and the relatively large uncertainty is again completely determined by the
optical alignment procedure. Unfortunately, only the crystal position of the detector
used for FOCAL 1 could be measured, since the crystal for the other detector was
changed in the meantime. Despite of this fact, an estimate for the accuracy of the
centring could be obtained, and the value for FOCAL 2 is set, with an increased
uncertainty, to ∆x2ESRF = 0.00(60)mm.
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Figure 5.13: Recorded x-ray counts as a function of the strip position for FOCAL 1.
The arrow marks the barycentre of the distribution, which is slightly shifted to the North
(= negative position values).
The second part of the position measurement could be conducted in the technol-
ogy laboratory at GSI. For this purpose, both detectors were placed on a ﬂat polished
granite plate and the distance between the beryllium window and the reference edge
was measured mechanically by means of steel squares and vernier calliper measure-
ments.
The determined shifts are listed in table 5.6 and the sum of these values add to
the total detector crystal position shift ∆xDet.
Detector ∆xESRF (mm) ∆xGSI (mm) ∆xDet (mm)
FOCAL 1 0.25(30) N 1.66(30) N 1.91(42) N
FOCAL 2 0.00(60) 0.13(30) S 0.13(67) S
Table 5.6: Detector crystal position shifts relative the assumed centre during the beam
time 2012.
A detector crystal which is shifted to the North is exposed to higher-energetic
x rays due to the Doppler eﬀect. According to the ﬁndings in table 5.6 it can be
supposed that FOCAL 1 would register energetically richer radiation compared to
FOCAL 2. This assumption is supported by the results listed in table 5.3, where the
line separations ∆zd for the Lyman-α radiation is systematically smaller for FOCAL 1
compared to FOCAL 2, leading to higher laboratory frame transition energies for that
spectrometer.
5.2.4 The Ion Beam Velocity
The Doppler equation 4.1 connects the known (measured) laboratory-frame wave-
length λLab of a transition, with the following three parameters: The velocity, repre-
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sented by the Lorentz factor γ (and hence also β), the observation angle θ and the
desired rest-frame wavelength λ0. By making use of the Doppler cancelling aspect of
the two opposing crystal spectrometers, the angle dependency could be removed, re-
sulting in equation 4.2. However, this equation still depends on the ion beam velocity
via γ, which has to be determined separately. In section 3.4.1 it has already been
stated, that the velocity of a stored beam is deﬁned by the electron beam velocity in
the electron cooler, which, in turn, depends on the applied voltage UCool accelerating
the electrons. The γ-factor of a single electron, being accelerated by a voltage UCool,
is given by
γ = 1 +
eUCool
me c2
(5.18)
with the elementary charge e. The applied voltage during the experiment was USet =
68 390V to meet the velocity of the decelerated ion of Ekin ≈ 124.8MeV/u. However,
this voltage is not equal to the voltage UCool, which is experienced by the electron and
has to be corrected by a voltage UCorr consisting of two contributions.
The ﬁrst correction is called the space charge effect, termed USC. It is caused by the
fact, that not a single electron, but rather an intense beam of electrons is accelerated
continuously. In contrast to a single electron, which only experiences the accelerating
electric ﬁeld, an ensemble of electrons in addition interacts via the Coulomb force with
all the other electrons as well. The charge distribution of the electrons thus leads to a
decelerating electrostatic potential USC, which increases with the number of electrons
in the beam, which is proportional to the electron current Ie. For the ESR electron
cooler, USC can be estimated by
USC ≈ 0.112 15× Ie [mA]
β
(5.19)
which for Ie = 200mA and β ≈ 0.471 results in USC ≈ 48V [Bran00]. During the
beam time, the space charge eﬀect was also measured to be USC = 48V.
The second eﬀect that alters the accelerating voltage, is a systematic deviation
between the voltage generated by the high-voltage terminal, compared to the voltage
measured using a well calibrated high voltage divider. Unfortunately, the last cali-
bration of the high voltage terminal of the ESR was done in 2001, and the drift of
the cooler voltage since then is a major contribution to the total experimental uncer-
tainty. Right after the FOCAL beam time, in April/May 2012, Matthias Lochmann
conducted a laser spectroscopy experiment on the ground state hyperﬁne structure
of Li-like bismuth, being very sensitive on the actual ion beam velocity. In his thesis
[Loch13] he treats this systematic eﬀect in great detail, and the further discussion
relies on his ﬁndings. The estimated voltage shift increases the accelerating voltage
by UCal = 63(35)V, with a quite substantial uncertainty of 35V. The high-voltage
terminal itself is capable to control the voltage with a precision better than 10V, but,
due to the long time between the calibration and the FOCAL run, this value had to
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be increased [Nrte15]. A detailed discussion of the uncertainty connected to this eﬀect
can be reduced in a future run is given in the sections 6.1.3 and 6.3.
After having discussed the two major contributions that change the accelerating
potential, and hence the ion beam velocity, the cooler voltage UCool is given by
UCool = USet + UCorr (5.20)
with the correction voltage UCorr = UCal−USC. The results and uncertainty estimation
of this evaluation is given in table 5.7.
Parameter Value
USet 68 390V
UCorr 15(35)V
UCool 68 405(35)V
γ 1.133 865(68)
β 0.471 36(10)
Ekin 124.695(64)MeV/u
Table 5.7: Electron cooler voltage and the derived ion beam velocity parameters.
5.2.5 Calculation of Decay Cascades
As already explained in section 4.2 and shown in ﬁgure 4.13, the 2p3/2 state is the
only energetically isolated excited state in hydrogen-like gold. All other transitions
stemming from diﬀerent states cannot be resolved separately, with the resolution
available with FOCAL. Due to this purity, the Lyman-α1 transition has been chosen
as the main experimental observable. However, it would be preferable to extract
information about the Lamb shift from other recorded transitions, especially from the
strong Lyman-α2, as well. For such an investigation, the mixing ratio between the
2 p1/2 → 1 s1/2 and the 2 s1/2 → 1 s1/2 transitions has to be determined. Unfortunately,
it is not suﬃcient to calculate the initial population of both excited states during the
capture process, since cascading transitions from higher excited states have also to
be taken into account. An electron which is captured e.g. into the 3 s1/2 can either
decay directly to the ground state via an M1 transition, or feed the 2 p1/2 state via
an E1 transition (see ﬁgure 4.13). Recursively, the same can happen to the 3 s1/2 and
other higher excited states. To perform a cascade simulation, two input data sets are
needed: (i) the initial population of each atomic state, and (ii) the transition rate
between each excited state to each other state, in order to calculate the branching
ratios.
The initial population has been calculated from J.P. Rozet from the Institut des
NanoSciences de Paris with the non-relativistic ETACHA code [Roze96] for the beam
time parameters of the 2012 run. The program calculates the capture cross section
for each (n, ℓ)-state up to n = 10. The result of this calculation can be seen in ﬁgure
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5.14, where the thickness of the black horizontal lines scales logarithmically with the
initial occupation. It can be seen that high (n, ℓ) states are less frequently occupied
than e.g. the 2 p3/2. The ratio between the 2 p3/2 and the 10 p3/2 is ≈ 35. Whereas
the ratio between the 1 s1/2 and the 10 ℓ1/2 is even ≈ 580. Therefore, one can be sure
that the most important states have been taken into account, although it would be
preferable to have even higher states available. Due to the non-relativistic treatment
of the collisional process and the complexity of the problem, an uncertainty of 50%
has been attributed to the calculated values.
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Figure 5.14: Cascade calculation for completely ionised gold, capturing an electron at
124.6 MeV/u form an argon gas target. The thickness of the black bars indicates the initial
occupation of each state, which scales logarithmically. This is the result of the ETACHA
calculation [Roze96]. All possible transitions are shown as straight lines, connecting one
state with the other. Also here the (logarithmic) thickness of the line indicates how often a
certain transition occurs. In addition to the thickness, also the colour encodes the number
of occurring transitions, from often (red) to seldom (blue).
The transition rates have been calculated in the same way as described in [Stoh97,
Stoh16]. With the help of the General-purpose Relativistic Atomic Structure Program
GRASP [Dyal89], which utilises the multiconﬁguration Dirac-Fock method (MCDF)
[Gran88], it is possible to calculate the transition rates between arbitrary states for
all atoms or ions in any desired charge state.
After having both input sets available, a program calculating the cascade was
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written. Since only 100 states making about 700 diﬀerent transitions had to be taken
into account, a completely analytical approach was chosen instead of a time-discrete
simulation [Reus06], which is suitable when excited states up to n = 120 have to be
considered. The advantages of an analytical calculation is that time does not need to
be divided into discrete steps, with an arbitrary selected step width. Choosing a too
small step size results in long simulation times, choosing too long steps sizes will result
in a simulation which is not able to follow the fastest transitions, and hence reduces
the accuracy of the result. The step width of an analytical solution is by deﬁnition
inﬁnitesimal, hence yielding exact results. Therefore, it is called cascade calculation
rather than simulation.
In the following, the decay formula describing the time-dependent occupation n(t)
of an arbitrary state will be derived. This state has some donator states, lying ener-
getically above it, and acceptor states, lying energetically below it. The transition be-
tween two states is described by the transition rate Γi, which is positive for a donator,
and negative for an acceptor state. The diﬀerential equation for the time-dependent
occupation is given by
dn(t)
dt
= n1(t) Γ1 + n2(t) Γ2 + · · · =
∑
i
ni(t) Γi (5.21)
where the sum runs over all donator and acceptor states i. This diﬀerential equation
can be solved with the initial condition n(0) = n0, being the initial occupation of this
state, before any transition, i.e. the ETACHA result. The solution is called decay
equation and is given by
n(t) = e−Γges t

n0 +
∫ t
0
e+Γges τ

∑
i
Γi>0
ni(τ) Γi

 dτ

 (5.22)
with Γges being the sum of all acceptor states transition rates (Γi < 0), since this is
the rate n(t) gets depopulated. The sum in the integral runs over all donator states
(Γi > 0), and is therefore responsible for feeding the observed state. If there are
no feeding donator states then the sum is zero, resulting in a vanishing integral and
one obtains n(t) = n0 e−Γges t, which is the usual exponential decay law. A cascade
calculation for an arbitrary state is conducted, by putting in the characteristic input
values (n0, Γges), and evaluating the sum in the integral. If there are no feeding states
then the calculation is ﬁnished. Otherwise, one has to apply the decay formula n(t)
for each ni(t) recursively. A decay formula n(t) obtained in this manner describes the
exact temporal behaviour of a certain state, and consists normally of many dozens
of exponential functions. The expected energy for the Lyman-α2 transition is given
by the weighted mean of both transition energies, with the weighting factors derived
with the cascade calculation. To get the weighting factors, one calculates the number
of transitions for both involved states via
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Ni =
∫ ∞
0
n(t) Γi dt (5.23)
and normalises the sum of Ni to 100%. Calculations performed for the Lyman-α2
yield N2p1/2 =
∫∞
0 n2p1/2(t) Γ2p1/2→1s1/2 dt = 61.5 % and N2s1/2 = 38.5 %. By taking the
theoretical transition energies, given in table 2.2, one obtains ELy−α2 = 69 345.0 eV.
Since the cross sections calculated with ETACHA are aﬄicted with uncertainties, the
cascade calculation have been performed many times, with disturbed values for the
cross sections. The obtained expectation energy scattered with a standard deviation
of 2.3 eV. Similar calculations were performed for the Lyman-β transitions, the results
are compiled in table 5.8 and illustrated graphically in ﬁgure 5.15.
Transition Contributing States (%) Cascade Energy (eV)
Lyman-α2 2 p1/2 61.5(7.3), 2 s1/2 38.5(7.3) 69 345.0(2.3)
Lyman-β1 3 p3/2 96.9(1.1), 3 d5/2 1.66(64), 3 d3/2 1.43(53) 83 550.7(1.2)
Lyman-β2 3 p1/2 94.6(1.9), 3 s1/2 4.4(1.9) 82 881.3(3)
Table 5.8: Theoretical transition energies due to the blending of neighbouring states, ac-
cording to the cascade calculation.
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Figure 5.15: Calculated intensity for each transition at the corresponding energy (red
points) and the corresponding x-ray spectrum, convoluted with the FOCAL resolution (blue
curve).
In addition to the cascade energies listed in table 5.8, also the temporal emission
of Lyman radiation could be studied. This is important if some slow transitions delay
the depopulation in such a way, that the ion travelled a substantial distance in the
meantime, leading to diﬀerent Doppler corrections, and hence asymmetric peaks, as
reported in [Beye95b, Gumb05]. With the help of the cascade program, it could be
shown that almost all down-charged ions are in the ground state after less than 10−15 s,
which is much too fast to alter the result signiﬁcantly.
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5.2.6 Raytracing Simulation of the Spectrometer
In the course of the data evaluation, a three-dimensional ray-tracing program for x
rays has been written, to study the inﬂuence of various physical eﬀects in a well-
deﬁned computer experiment. In its functionality, the program behaves similar to the
MacRay code, which has been written by H.F. Beyer [Beye97a]. Both programs were
used side-by-side during the experiment analysis.
The program simulates either resting or moving sources, which emit radiation
in a random direction. If a ray hits the bent FOCAL crystal, it is reﬂected with
the probability given by the rocking curve, which has been pre-calculated with the
help of the XOP package [Rio97, Rio11]. If the simulated photon is diﬀracted by
the crystal, it continues its path until it hits the germanium crystal of the position
sensitive detector, where it stops at a random depth, following the Beer-Lambert law.
With the help of the ray tracer, it could be proven that the asymmetry of the
lines is caused by the ﬁnite photon absorption length, in the germanium crystal of
the 2D detector, in combination with a non-perpendicular incident angle, as already
stated in section 5.1.2. The result of two simulations with a moving (Lyman-α1) and
a source (Yb-γ) at rest are shown in graph 5.16. Although the simulation is fully
three-dimensional, the graph shows only a projection onto the entrance surface area
of the germanium crystal. This is due to the following two reasons: (i) A projection is
much easier perceived for a human reader, and (ii) the 2D germanium detector is only
capable to record the projected line shape. For both lines, especially for the source at
rest, the asymmetry to large distances from the optical axis (lower transition energies)
can be seen, manifested in a lower point density in this region. The simulation is also
able to reproduce the Doppler tilt for the moving source, which moves in this example
from the left to the right.
The MacRay code was also used to generate the crystal bending radius versus
the spectrometer dispersion curves, given by formula 5.15 and table 5.4. This was
necessary to determine the bending radii of the FOCAL crystal, which would otherwise
lead to large deviations, if the approximate formula 5.14 had been used.
5.3 Final Value Determination
In the previous sections, the main data analysis with the line proﬁle ﬁtting and the
accompanying experiments have been treated in detail. In this paragraph, the ﬁnal
value for the 1s Lamb shift in hydrogen-like gold, including all corrections, will be
derived. The evaluation follows the entries in table 5.9 from top to bottom, illustrating
the derivations exemplary on the Lyman-α1 transition. A detailed discussion of the
uncertainties and how they can be minimised in a future FOCAL run is given in the
next chapter.
The evaluation of the ﬁnal value starts with the main FOCAL equation 4.2, which
81
5.3. FINAL VALUE DETERMINATION
Yb-
Lyman-1
-20 -10 0 10 20
-103.0
-102.5
-102.0
Horizontal Position (mm)
D
is
ta
nc
e
fro
m
O
pt
ic
al
A
xi
s
(m
m
)
Figure 5.16: Simulated x-ray events as recorded by a detector (without rasterisation). Each
blue point corresponds to one 169Yb-γ photon event. Since this x-ray source is at rest, the
line is orientated horizontally. It can also be seen that above the main line no photons are
registered. However, below it, a few events can be found, with decreasing density. These
photons are responsible for the low energy tail in figure 5.3. The red points have been
simulated from a fast source, moving from the left to the right. Due to the high velocity,
the line experiences the already mentioned Doppler tilt.
does not include any corrections from the accompanying experiments. The only mea-
sured input values, which are used at this point, are the spacings ∆zd between the
Lyman-α1 and the main Yb-γ calibration line, summarised in table 5.3. To derive
the individual λLy-α1F 1,F 2 for each spectrometer (F1, F2), formula 2.23 has been used.
For the dispersion, the approximate theoretical result Dth = 1.92 × 10−10, given by
equation 5.8, has been used. The last remaining input parameter is the velocity of
the ion beam, which is calculated by setting UCool = USet in formula 5.18, with the
voltage USet = 68 390V, given in table 5.7. The obtained rest frame wavelength λ
Ly-α1
0
is converted to an energy via E ′Ly-α1 = hc/λ
Ly-α1
0 , which is more convenient for x-ray
radiation. The resulting transition energy E ′Ly-α1 = 71 537.8(2.2) eV is up to now only
aﬄicted with uncertainties due to the statistical position uncertainty in ∆zd, and the
(negligible) Yb-γ calibration line uncertainty of 40meV.
The corrections are taken into account by utilising formula 5.16, instead of formula
4.2. Each single contribution is evaluated by setting all the other corrections (and
their corresponding uncertainties) to zero, and noting its inﬂuence on the ﬁnal value.
The ordering of the corrections listed in table 5.9 is according to its impact on the
ﬁnal value uncertainty.
• For the observation angle ε it is assumed that the ion beam in the ESR and the
line of sight of the FOCAL spectrometers is 90◦ (ε = 0◦), with a conservatively
estimated uncertainty of 1◦.
• The ﬁrst of three contributions to the δ1,2 angles in ﬁgure 5.10 is the detector–
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source spacing dDS = 2 600(5)mm. Although the alignment of the FOCAL
spectrometers was performed with the greatest care, a generous uncertainty of
5mm has been estimated. This is due to the fact that the gas-jet target has a
certain width (see table 5.5), and also the ﬁnite penetration depth of x rays in
the germanium detector crystal relativise the justiﬁcation eﬀorts.
• The measured dispersions D of the spectrometers, listed in table 5.2, deviate
from the simple estimations made with the approximate formula 5.8, and are,
in addition, aﬄicted with uncertainties. By utilising these experimentally de-
termined results for the dispersions, the obtained Lyman-α1 transition energy
is shifted to a slightly higher value.
• The temporal drift eﬀect does not change the transition energy, but increases
its uncertainty. With 2.8 eV this eﬀect is more critical to the ﬁnal result than
the uncertainty due to the limited statistics in the line position determination
∆zd.
• FOCAL is sensitive to a shift of the moving source, and, hence, the gas-jet
position ∆xNSGas-Jet in the North–South direction. This correction is the second,
and more critical contribution to the δ1,2 angles. Its contribution increases the
measured rest frame energy of the Lyman-α1 E ′Ly-α1 by 3.2 eV.
• Although the corrections of the ion beam velocity linked to the electron cooler
correction voltage UCorr is of minor inﬂuence, the corresponding uncertainty
due to the insuﬃcient calibration of the high voltage terminal is the second
largest uncertainty contribution.
• The last and most striking contribution to the measured transition energy, as
well as its uncertainty is linked to the detector crystal position shift ∆xDet.
It is the third contribution to the δ1,2 angles and it is rather large. In total
6.5 eV from the 8.6 eV ﬁnal value uncertainty is due to the three contributions
for the δ1,2 angles determination.
Together, all these contributions add up to a ﬁnal measured value for the Lyman-
α1 transition of 71 531.5(8.6) eV. The same procedure, as described for the Lyman-α1
transition, was applied to the Lyman-α2 and the Lyman-β transitions. One speciality
appears when treating the Lyman-β transitions: Due to the fact that only the FOCAL
2 spectrometer recorded these lines the positions from FOCAL 1 are missing, and
equation 5.16 cannot be applied. To circumvent this constraint, the determined λLy-βF 2
wavelengths are multiplied by the ratio λLy-α1F 1 /λ
Ly-α1
F 2 , which is known from the Lyman-
α1 transition. This procedure is attributed with a 100% uncertainty, contributing
approximately 10 eV to the total uncertainty. This contribution is still small compared
to the uncertainty introduced by the line position determination (see table 5.3), due
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Contribution Label Value Inﬂuence (eV)
Lyman Line Position ∆zd 71 537.8(2.2)
FOCAL 1 −35.2(5.1)µm
FOCAL 2 −51.8(3.6)µm
Observation Angle ε 0(1)◦ 0(10−4)
Detector Source Spacing dDS 2 600(5)mm –(0.02)
Dispersion Relation D +0.191(46)
FOCAL 1 1.905 29(53)×10−10
FOCAL 2 1.909 74(52)×10−10
Temporal Drift – –(2.8)
FOCAL 1 –(3.9)µm
FOCAL 2 –(7.2)µm
Gas Target Position ∆xNSGas-Jet 0.25(30)mm +3.2(3.9)
Electron Cooler Voltage UCorr 15(35)V +1.9(4.3)
Detector Crystal Position ∆xDet −11.6(5.1)
FOCAL 1 1.91(42)mm
FOCAL 2 0.13(67)mm
Total Corrections −6.3(8.2)
Lyman-α1 Transition Energy (with Corrections) 71 531.5(8.6)
Table 5.9: Experimental Lyman-α1 transition energy and the contribution due to various
corrections.
to the much lower statistics compared to the Lyman-α case. Table 5.10 compiles the
measured transition energies and compares them to the theoretical predictions. The
theoretical value for the Lyman-α1 transition is taken from table 2.2, while the other
energies have been obtained by the cascade calculation listed in table 5.8. In the last
column the experimental value for the 1 s Lamb shift is given, which is calculated via
equation 4.8, and has for all transitions a theoretical value of ∆E1sLS = 205.2(2) eV.
Transition Theoretical Energy (eV) This Work
Energy (eV) Lamb shift (eV)
Lyman-α1 71 570.4(2) 71 531.5(8.6) 244.1(8.6)
Lyman-α2 69 345.0(2.3) 69 309.8(8.3) 240.5(8.7)
Lyman-β1 83 550.7(1.2) 83 529.2(23.3) 226.8(23.3)
Lyman-β2 82 881.3(3) 82 863.3(26.6) 223.3(26.6)
Table 5.10: Summary of the experimentally determined Lyman transition energies and the
corresponding Lamb shifts. The theoretical value for the 1 s Lamb shift is 205.2(2) eV, see
table 2.1.
Figure 5.17 represents the data from table 5.10 graphically. The horizontal line at
205.2 eV gives the theoretical Lamb shift. The blue band around this value shows the
uncertainty introduced by theory and, if required, the cascade calculations. The red
dots with error bars show the FOCAL results for the diﬀerent transitions.
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Figure 5.17: Measured Lamb shifts for the different transitions (red points). The blue band
indicates the uncertainty introduced by theory and, if required, the cascade calculations.
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Chapter 6
Future Improvements and
Perspectives
This chapter starts with a discussion of the various uncertainty sources listed in table
5.9, and how they can be minimised in a near future run of FOCAL, if the design is
only slightly adapted. The next two sections expand these ideas by looking farther
into the future, where it is planned to move the whole spectrometer to a low-velocity
storage ring, like the CRYRING. At the CRYRING, FOCAL could be combined
with the maXs microcalorimeter to increase the robustness of the experiment. To
demonstrate that the maXs prototype is on the right path to reach maturity, a ﬁrst
test experiment at the ESR storage ring is presented.
6.1 Future Improvements
In the last section of the previous chapter, the ﬁnal result of the FOCAL experiment
for the Lamb shift has been determined. Although the production run of 2012, with
the fully equipped FOCAL spectrometer, demonstrated its reliability, the obtained
uncertainty of 8.6 eV is too large to challenge modern theoretical predictions, includ-
ing higher-order QED contributions and nuclear-structure eﬀects. In the following
sections, an outlook will be given, which measures in a future run have to be taken,
in order to reduce the uncertainty signiﬁcantly.
6.1.1 The Uncritical Parameters
Although the ﬁrst three corrections in table 5.9 (the “green” parameters) are not
critical to the ﬁnal result of the FOCAL experiment, some explanatory notes will be
given.
As already illustrated with formula 4.2, FOCAL is designed to be intrinsically
observation angle independent, but due to small position shifts of the gas-jet target,
and the detector crystal position, it depends weakly on ε after all. With the help
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of formula 5.16, and the accompanying text, it has been shown that its inﬂuence is
negligible. This has been illustrated by assuming a large uncertainty of 1◦, adding
only 10−5 eV to the ﬁnal result.
Also, for the detector–source spacing a generous uncertainty of 5mm was assumed,
which is in no means a limiting factor for the experiment. With modern theodolites
and laser rangeﬁnder it should be possible to reduce this value.
The error introduced by the dispersion relation is already on its minimum since
the Lyman-α1 transition energy was Doppler-tuned to a value, which coincides with
the main Yb-γ calibration line. The given uncertainty of 46meV has been obtained,
by ﬁtting Yb-spectra with high statistics. By comparing two diﬀerent Yb-spectra
recorded under the same conditions (no temporal drift), this would be their mean
deviation, and can be regarded as FOCALs uncertainty in the limit of very high
statistics. A measurement with a lower uncertainty is not possible, with the current
instrumentation.
6.1.2 The Semi-Critical Parameters
The semi-critical contributions in table 5.9 (the “orange” parameters) aﬀect the ﬁnal
uncertainty substantially, and strategies for their reduction should be a matter of
concern.
Compared to the FOCAL test beam time in 2006 [Beye09], the stability of the
all new constructed detector support has been increased. Also, the continuous liquid
nitrogen ﬁlling of the 2D x-ray detectors, which keeps the weight of them quasi-
constant, helped to reduce the temporal drift a lot. However, it would be preferable
to replace critical aluminium and steel parts of the supports, with materials with a
lower thermal expansion coeﬃcient, like InvarR© [Guil20]. Another possibility would
be a temperature-stabilised experimental cave, which would unfortunately require a
signiﬁcant amount of money to be invested.
The precision of the ﬁtted Lyman position is completely determined by the statis-
tics collected in the three weeks of beam time. The simplest way to increase the
statics would be a longer measurement period. Such an approach is unrealistic, since
three weeks are basically the absolute maximum, which has a chance for approval
by the General Program Advisory Committee (G-PAC) [GSI 16]. Also, the temporal
drift over much longer time scales could set a natural limit to the lowest reachable
uncertainty. The key to improve this value has to be a higher count rate over a shorter
period of time. Another possibility to increase the count rate by a factor of two would
be to use all four instead of just two of the diﬀracted rays. This would require another
two x-ray detectors. Furthermore, the number of stored Au79+ ions circulating the
ESR could be increased. This would require to replace the currently used MWPC
particle detector by a diamond detector, which can sustain substantially higher count
rates. A high current operation would also increase the intra-beam scattering, which
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would worsen the quality of the ion beam (see section 3.4.1). The last knob, which
could be turned to increase the count rate, would be a redesign of the bent crystals.
In sections 2.2.4 and 4.1.1, numerous examples were given how the eﬃciency of the
crystals could be improved. One example can be seen in ﬁgure 2.9. Unfortunately,
all measures which could be taken, would result in an increased rocking curve width,
and, therefore, in a broader footprint of the x-ray lines on the 2D x-ray detectors.
After this beam time, it should be possible to make a more reasonable estimation how
much resolution could be trade, in favour for a higher eﬃciency.
6.1.3 The Critical Parameters
The last three rows in table 5.9 (the “red” parameters) dominate the ﬁnal uncertainty
completely. A reduction or elimination of these error sources is absolutely essential
to put stringent tests onto the most advanced theories of modern atomic physics. All
three parameters are of systematic nature and can therefore be eliminated with a
more advanced experimental assembly.
As formula 4.2 indicates, even for a perfectly aligned spectrometer the input pa-
rameter γ, determining the speed of the ions, has to be known with a comparable
precision as the measured wavelength in the spectrometers. In the current, and many
other experiments, the ion velocity is determined via the applied electron cooler volt-
age. In section 5.2.4, it has been described which diﬃculties arise, when the correct
cooler voltage has to be determined. One possibility to increase the accuracy of such
measurements would be the usage of a high precision high voltage divider, similar to
the one being used by the Physikalisch-Technische Bundesanstalt (PTB) to calibrate
the high-voltage terminal of the electron cooler.
Since 2014, a high-voltage divider, with a relative precision of ∆U/U ≈ 10−4, is
available for ESR experiments [Ullm15]. In section 6.2, it will be shown that such a
precision is already high enough to improve the FOCAL result.
Another possibility would be to calibrate the electron-cooler voltage with an in-
ring laser spectroscopy experiment, which was performed shortly before or after the
main experiment [Bote14, Loch14]. For such an experiment, one would use an atomic
transition in the visible spectral rage, which is known with a very high precision. A
co– or counter propagating laser beam with a tunable wavelength would then scan for
this transition within the range of the expected Doppler shift. Once the resonance has
been found, the ion beam velocity can be calculated via equation 4.1, very accurately.
By using the same electron cooler voltage for both experiments, any systematic shift
could be ruled out. The main drawback of such a measurement strategy would be,
that an additional beam time had to be requested. The third method would be a
measurement campaign including the maXs microcalorimeter, which will be treated
in section 6.3.
The parameters concerning the ∆x position in table 5.9 contribute the most to
88
CHAPTER 6. FUTURE IMPROVEMENTS AND PERSPECTIVES
the total error budget of the FOCAL run 2012. The gas target position (3.9 eV uncer-
tainty), and the detector crystal position (5.1 eV uncertainty), are almost completely
determined by the 0.3mm position reproducibility of the optical telescope adjust-
ments. Therefore, it would be preferable to develop an assembly strategy, which
requires neither an absolute position determination with the telescopes, nor labori-
ous accompanying experiments. Fortunately, this is possible by introducing only a
few modiﬁcations to the FOCAL experiment. The ﬁrst modiﬁcation concerns the Yb
source holder shown in ﬁgure 6.1. Instead of having a simple butt at the tip of the
source cantilever, a deﬁned edge with an angle of 55◦ will be added (drawn in orange).
Together with the 35◦ from the used view port of the target chamber, an angle of 90◦
relative to ion beam axis is formed. This edge can be used to scan for the gas-jet
target position, in a similar manner to the one described in section 5.2.2. Such a
test measurement where, after a certain travel of the Yb source holder, the complete
gas jet is scattered into the target camber, has already been performed, and is shown
in ﬁgure 6.2. Instead of having the peaking distribution shown in graph 5.12, one
rather records the integral of this curve, which is equivalently well suited to extract
the central position. Since the distance between the edge and the Yb-source window
in the source holder (the blue circle in the green part in ﬁgure 6.1) is known from the
manufacturing process, the Yb source can be positioned accurately where the gas jet
is located, without using the telescopes.
Figure 6.1: Possible extension of the
Yb source positioning unit to measure
the gas target position during a run-
ning beam time.
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Figure 6.2: Measured pressure rise in the
ESR target chamber, generated from a
target probe similar to the one shown in
figure 6.1.
Now, the second step of the adjustment follows. The bent crystals are rotated
around the axis running through the centre of the 90◦ ports of the target chamber (also
deﬁned by the black arrows in ﬁgure 6.1), in clockwise and counter-clockwise direction
for a few degrees. For both directions an Yb spectrum is recorded. After completing
these measurements, two 2D spectra, similar to ﬁgure 5.1, have been obtained, one
with rising lines from left to the right, and the other one with falling lines. For
both spectra, the Yb-γ line is ﬁtted with the TMF2D function 5.5. The intersection
of the lines marks the central vertical strip position relative to the Yb-source, and
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hence to the gas-jet position. After completing the measurement, the bent crystals
are brought back to their upright position, and the actual measurement can start. By
applying this adjustment scheme, all three main unknowns – gas-jet position, detector
crystal position and Yb source position – are brought in congruence, without using
the telescopes or having to measure any exact position, since only relative positions
matter.
6.2 Perspectives of FOCAL at the CRYRING
In the previous section, an improved measurement setup has been introduced, in
order to reduce the large contributions connected with the “critical parameters”. A
further possibility to reduce the uncertainty is to reduce the velocity of the ions.
Figure 6.3 illustrates this circumstance by reducing only and exclusively the kinetic
energy of the ions, and keeping all the other uncertainties unchanged. The blue curve
has been calculated for a relative voltage uncertainty of the electron cooler in the
order ∆U/U = 5 × 10−4, which is approximately the assumed voltage uncertainty
for the 2012 run. The red curve shows the same but for a voltage uncertainty of
only ∆U/U = 1 × 10−4, which can be achieved with the, already available, high-
voltage divider [Ullm15]. Even better voltage dividers, in the 10−5 region, lead to
no signiﬁcant improvement, compared to the 10−4 devices, since other uncertainty
sources then start to dominate. The strong improvement in total uncertainty as the
velocity is reduced can be explained by the fact, that the uncertainties in the gas-
jet target positions and the detector crystal position are directly linked to the beam
velocity. As shown in ﬁgure 5.10, an uncertainty in ∆x leads immediately to an
uncertainty in the angle δ. This angle uncertainty couples via the Doppler formula
4.1 to an uncertainty in the wavelength. By reducing the velocity (β), the inﬂuence
of the angle uncertainties get reduced, and, thereby, the overall uncertainty. The
reduction of the ion velocity would require to use a diﬀerent calibration source, which
would have to ﬁt with the changed Doppler-shifted laboratory-frame wavelength of
the moving source. A candidate for a gold beam would be a 177Lu source, with γ-line
at 71 641.8(6) eV [Be04], which is only 71 eV higher than the rest-frame energy of the
Lyman-α1 transition of Au
78+. The slower the ions are (which is desirable), the fewer
one has to extrapolate. For a completely resting, or slow-moving ion, the separation
in FOCALs dispersive direction would be about 120µm, which is small enough to
avoid large extrapolation uncertainties, as assured by ﬁgure 5.4. Another advantage
of this source is that natural or slightly enriched ytterbium could be used, since it is
produced by neutron activation of an Yb sample via
176Yb + n
n caputre−−−−−→ 177Yb β
−(1.9 h)−−−−−→ 177Lu β
−(6.6 d)−−−−−→ 177Hf + γ (71.6 keV) (6.1)
A disadvantage of 177Lu as the main calibration source is its uncertainty in energy
90
CHAPTER 6. FUTURE IMPROVEMENTS AND PERSPECTIVES
of 600meV, which is more than one order of magnitude worse than the 169Yb γ-line,
with only 40meV uncertainty. It is a general problem to ﬁnd precise γ-ray standards
in this energy region, and the 169Yb γ-line being the only transition which features
such a good precision. If possible, calibration transitions would be determined with
the same precision as the 169Yb γ-line, or even better, this ﬂaw could be eliminated,
even if the calibration would be re-measured after a future FOCAL run. However,
it is reasonable to assume that this drawback is more than made up for by the gain
in precision according to graph 6.3. If a kinetic ion beam energy of e.g. 8MeV/u is
envisaged this would lead to a total precision increase by a factor of three. Since the
storage time of an ion beam depends strongly on the electron capture cross section
from the rest gas atoms, which increases very strongly with slower velocities, a storage
ring with very good vacuum conditions should be used.
The CRYRING, which is currently under installation at FAIR, is such a storage
ring that has speciﬁcally been designed for a low-velocity ion beam operation. It
has been demonstrated that a vacuum of better than 10−11 mbar can be achieved
[FAIR11], which is a crucial requirement for storing highly charged heavy ions. The
expected beam lifetimes in the CRYRING for Au79+ lies between 3 s (300 keV/u), and
20min (14MeV/u), with 7min at the chosen energy of 8MeV/u [Lest15]. Such a
storage time would be suﬃciently long to conduct the experiment.
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Figure 6.3: Obtained total uncertainty for a future FOCAL run, if all parameters would
have the same value as listed in table 5.9, but only the kinetic energy of the beam would
be reduced. The three different curves show the influence of the relative precision of the
electron cooler voltage calibration, which is only in the high energy regime of major interest.
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6.3 Perspectives of a maXs–FOCAL Combination
Even if in the future the electron cooler voltage can be determined much more accurate
with the help of voltage dividers, a determination on the basis of a third independent
ELab measurement would be preferable. This would make the Doppler correction com-
pletely independent from any external input parameters, except from the calibration
lines of the source, which are likely to improve in precision, as time goes by. This third
detector should feature a comparable resolving power as the FOCAL spectrometers,
and has to be located at a well deﬁned observation angle with respect to the ion beam.
A detector that meets these requirements is the maXs microcalorimeter, which has
been introduced in section 2.3. While the high resolution has already been discussed,
the calorimeters suﬀer the same problem as other detector types when it comes to
precise angle determination. However, the sensitivity on the angle-dependence is not
the same for all observation angles. If the Doppler formula 4.1 is derived with respect
to the angle, one yields
∂
∂θ
λLab = λ0 β γ sin(θ) (6.2)
which is 0 for θ = 0◦ and 180◦. At these two special angles, small misalignments in
θ do not inﬂuence the ﬁnal result, which is why these angles are good positions for
x-ray detectors. Since these directions are blocked by the beam pipes, angles very
close to 0◦ and 180◦ have to be used [Beye95b, Gumb05]. In a small storage ring, like
the CRYRING, the ion beam moves only on very short section on a straight path, and
is then deﬂected by the dipole bending magnets. Therefore, the microcalorimeter can
be positioned in a common line of sight with the ion beam, at the future CRYRING
storage ring. As depicted in ﬁgure 6.4 the microcalorimeter could be positioned at
the 0◦ (or 180◦) port at the CRYRING electron cooler.
To test if the sensitive microcalorimeter, which measure smallest magnetisation
changes, works also properly in a storage ring environment, where high magnetic
ﬁelds of up to 1.6T are ramped in a few seconds, two dedicated detector test beam
times have been performed, in April and August 2014, at the ESR. While the results
for the April beam time have been treated in great detail in [Kell14], the ﬁndings for
the August beam time are discussed in the following.
In the August beam time, the projectile ion Xe54+ was stored at a kinetic energy
of 50.0(5)MeV/u, and collided with a xenon gas-jet target [Heng15]. The observa-
tion angle was θ = 60(1)◦, leading to Doppler-shifted characteristic transitions to
higher energies. Figure 6.5 shows the most interesting region of the recorded x-ray
spectrum. At a laboratory frame energy around 30 keV, a broad continuum of x-
ray photons can be seen. This radiation stems from the xenon target gas, which
is ionised to diﬀerent charge states, ranging from 1+ up to 53+, when being hit
by the projectile ion. Depending on the actual charge state of the emitting ion,
the characteristic Kα-radiation exhibits slightly diﬀerent transition energies, result-
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Figure 6.4: CAD drawing of the maXs microcalorimeter at the 0◦ port of the CRYRING
electron cooler. By having the calorimeter at this observation angle insensitive port, the
FOCAL experiment would not have to rely on the external input parameter for the ion
beam velocity.
ing in a broad distribution. The one-electron capture by a completely ionised ion,
and the subsequent decay cascade to the ground state via emission of character-
istic (Lyman) radiation, has already been detailed in sections 4.2 and 5.2.5. The
very same also happens to the Xe54+ ions, when colliding with the xenon gas-jet.
At 35 keV, the Lyman-α transition from a single electron capture of a projectile
ion, making it a hydrogen-like system, can be seen. At higher energies, shown
in the inset between 41 keV and 47 keV, transitions up to Lyman-ζ (n = 6 → 1)
can be identiﬁed. This would not be possible with a standard semiconductor de-
tector, due to its much lower energy resolution. To illustrate this fact, the whole
spectrum has been convoluted with a Gaussian proﬁle (labelled with “Ge-Detector”,
FWHM = 300 eV), which smoothens out subtle details, like the Lyman-β ﬁne struc-
ture splitting, which is only visible in the microcalorimeter spectrum. Slightly be-
low the Lyman-α2 transition, two peaks labelled with “n = 2 → 1 (He)” can be
seen. At a higher zoom level it turns out that each of these peaks again consists
of two very close transitions, stemming from projectile ions which have captured
two electrons, making it a helium-like system. The lower two transitions are the
1s 2s → 1 s2 (3S1 → 1S0) and the 1s 2p → 1 s2 (3P1 → 1S0), whereas the two upper
transitions are the 1s 2p→ 1 s2 (3P2 → 1S0) and the 1s 2p→ 1 s2 (1P1 → 1S0).
To compare the measured laboratory-frame energies with theoretical results for
the rest-frame energy, the Doppler correction for the relativistically moving ions has
to be performed. The Doppler factor
f 1D =
1
γ (1− β cos(θ)) (6.3)
gives the ratio between the Doppler-shifted laboratory frame and the rest-frame en-
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Figure 6.5: X-ray spectrum recorded with the maXs microcalorimeter (blue) at the 60◦ port
of the ESR target chamber. The target gas was xenon being hit by a 50 MeV/u Xe54+ ion
beam. Compared to the spectrum 4.15, recorded with a conventional germanium detector
in the same energy region, the much higher resolution becomes obvious. For comparison,
the whole spectrum has been convoluted with a Gaussian curve with 300 eV FWHM, to
illustrate the corresponding result obtained with a good germanium detector (red).
ergy. Calculating the Doppler factor with values for the kinetic energy and observation
angle given above yields f 1D = 1.126 6(64), which is aﬄicted with an unusable large
uncertainty, due to the insuﬃcient precision of the observation angle determination.
To circumvent this problem, a second Doppler factor f 2D had been determined ex-
perimentally, by dividing the measured Lyman-α1 transition energy by the theoretical
rest frame energy for this transition. By doing so, it is not longer possible to compare
the measured H-like transitions with the theoretical results, since this information has
been used to adjust both spectra on each other. However, two other circumstances
can still be studied: (i) The measured transition energies of the He-like transitions
can still be compared with theory, since this is a completely diﬀerent system. (ii) This
beam time was intended as a detector test experiment, where the performance of a
magnetic calorimeter, in the harsh environment of a magnetic storage ring, should be
studied. The linearity and obtained quality of the results still hold very important
information for future runs of the microcalorimeter.
With the theoretical Lyman-α1 transition energy of 31 283.9 eV [Yero15] and the
measured value of 35 200.0(1.3) eV, a new Doppler factor f 2D = 1.125 179(42) can be
calculated, which is more than two orders of magnitude more precise than f 1D.
With this Doppler factor, the theoretical transition energies for all major lines in
the spectrum 6.5 can be transformed in laboratory frame energies, which is done in
table 6.1. Also the experimental results of these transitions are listed in this table,
and can be compared with the predictions.
Most of the measured energies agree within 1σ with the theoretical predictions, the
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Charge Transition to Theoretical Energy (eV) Measurement
State Ground State Rest Frame Laboratory Frame(i) (eV)
He-like 1s2s 3S1 30 129.1 33 900.7(1.3) 33 901.1(3.3)
He-like 1s2p 3P1 30 206.2 33 987.3(1.3) 33 983.6(2.9)
He-like 1s2p 3P2 30 594.3 34 424.0(1.3) 34 433.9(6.1)
He-like 1s2p 1P1 30 630.0 34 464.3(1.3) 34 480.3(23.5)
H-like Ly-α2, 2 p1/2 30 856.5 34 719.1(1.3) 34 722.5(4.2)(ii)
H-like Ly-α2, 2 s1/2 30 863.6 34 727.1(1.3)
H-like Ly-α1, 2 p3/2 31 283.9 35 200.0(1.3) 35 200.0(1.3)(iii)
H-like Ly-β2, 3 p1/2 36 706.6 41 301.5(1.5) 41 298.3(6.8)
H-like Ly-β1, 3 p3/2 36 833.4 41 444.2(1.5) 41 449.2(3.4)
H-like Ly-γ2, 4 p1/2 38 736.2 43 585.2(1.6) 43 559.2(10.9)
H-like Ly-γ1, 4 p3/2 38 789.5 43 645.2(1.6) 43 644.5(5.5)
Table 6.1: Measured transition energies for the most prominent lines in the spectrum 6.5.
The theoretical rest frame transition energies have been taken from [John95] for the He-like
system, from [Yero15] for the H-like system (n ≤ 2) and with the help of the solution of
the Dirac equation 2.6 (n ≥ 3). Annotations: (i) The column ‘Laboratory Frame’ has
been calculated with the Doppler factor f2D, given uncertainties are only due to this factor.
(ii) This line is a blend of the 2 p1/2, 2 s1/2 → 1 s1/2 transitions, which cannot be resolved
separately. (iii) This transition has been used to determine the Doppler factor f2D mentioned
in (i).
values which deviate more than 1σ are all well below 2.5σ, which is compatible with
statistical ﬂuctuations. The overall linearity in this energy region is very encouraging,
marking the transition from a prototype system to a reliable and mature measurement
tool.
The ‘moderate’ precision of only down to 1.3 eV requires some explanatory notes.
The reason for that can be found in the low counting statistics in the spectrum. This
low statistics is due to three reasons: (i) The accumulation time was only one day,
which is very short compared to the three weeks of the 2012 FOCAL run. (ii) The data
shown in the ﬁgure is from one 1mm2 small pixel, being located at (iii) 1.6m from
the target due to mechanical constraints. For the near future it is planned to test the
microcalorimeter at the CRYRING, where longer measurement periods and smaller
distances to the target will be possible. Also, a microcalorimeter system with more
pixels will then be available, which increases the solid angle coverage additionally. It
is also informative to note, that a modern semiconductor detector, measuring with
the same statistics, would reach a more than ten times worse precision.
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In the present work, the high resolving power of two complementary x-ray detector
types, capable of surpassing that of standard semiconductor detectors, has been stud-
ied. With these detectors it should be possible to enhance the current experimental
precision in the ﬁeld of high-precision x-ray spectroscopy by at least one order of mag-
nitude, being competitive with the latest theoretical predictions, and trigger further
research in this area.
The ﬁrst detector type covered was the crystal spectrometer FOCAL utilising the
wave-like character of the x-ray photons to conclude on its wavelength. After a suc-
cessful beam time of three weeks at the ESR storage ring, about 1 500 Lyman-α1
photons per spectrometer, stemming from hydrogen-like gold ions (Au78+), could be
collected. The positions of the characteristic lines relative to the main Yb-γ cali-
bration line could be determined with great precision, being basically limited by the
counting statistics only. Figure 7.1 shows once again the diﬀerent contribution to the
total Lamb shift, as already presented with ﬁgure 2.1, but extended by the reached
experimental precision (black dots) reported for various measurements on hydrogen-
like heavy ions [Beye97b, Yero15]. The red dot represents the statistical uncertainty
reached by this experiment. This dot represents a breakthrough, since it demonstrates
that a crystal spectrometer for hard x-ray radiation can be operated at a comparably
low-luminous x-ray source, like a storage ring, and being competitive with the most
precise experiments ever conducted.
Due to its complicated geometrical assembly, a number of accompanying experi-
ments and simulations had to be performed to correct for systematic deviations linked
to these eﬀects. The temporal drift of the calibration line position and hence the
Lyman line positions could be corrected by calibrating the spectrometer in regular
intervals. Although the uncertainty introduced by this eﬀect is of minor importance
compared to other uncertainty sources, in a future run enhancements concerning the
long term mechanical stability should be addressed, as already pointed out in section
6.1.2.
More crucial to the total uncertainty of the experiment was the ion beam velocity
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Figure 7.1: Same figure as 2.1, but extended by the reached experimental precision (black
dots) reported for various measurements on hydrogen-like heavy ions [Beye97b, Yero15].
The red dot represents the statistical uncertainty reached by the FOCAL experiment, being
competitive with the most precise experiments ever conducted.
determined by the electron cooler voltage. This external input parameter is the limit-
ing factor for many experiments conducted at the ESR [Gumb05, Loch14], but in the
near future this issue should be resolved by an external, absolute voltage determina-
tion, by a high voltage divider with a relative uncertainty of at least ∆U/U ≤ 10−4
[Ullm15], which will be suﬃcient for the FOCAL experiment, as depicted in ﬁgure
6.3.
The last and main contribution to the total uncertainty is the lack of knowledge
of the actual moving source position (gas-jet target position) relative to the detector
position. In the aftermath of a beam time, it is diﬃcult to reconstruct the precise
position, but in a future run this should be avoidable from the beginning, with the
help of a special build-up strategy given in the last paragraph of section 6.1.3. In this
way, all the critical (“red”) corrections in table 5.9 should be eliminated, or being at
least reduced by a huge factor.
After having included all corrections obtained by these investigations, the Lyman
transition energies, and hence the corresponding 1s Lamb shift, in hydrogen-like gold
Au78+ could be determined as listed in table 5.10. All four experimental results for
the 1s Lamb shift are in good agreement with each other. While the precision for the
Lyman-α results are limited to about 9 eV, mainly caused by systematic eﬀects, the
uncertainty of the Lyman-β transitions are aﬄicted with uncertainties of about 23 eV,
due to the much lower statistics in these lines (cf. graph 5.7 (d)). These results can
be compared with the ﬁndings of two earlier experiments also conducted at the ESR
storage ring.
• The ﬁrst experiment on the 1 s Lamb shift in hydrogen-like gold was performed
by H.F. Beyer et al. in 1994 [Beye94, Beye95a]. The experiment was performed
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by utilising the electron cooler of the ESR as a free-electron target. A germanium
detector was mounted in the forward direction, with an observation angle close
zero degrees. A particle detector in the following dipole magnet was used to
apply the coincidence technique. In this way a 1 s Lamb shift of 202.3(7.9) eV
could be obtained.
• The second experiment aiming for the determination of the 1 s Lamb shift was
performed by S. Kraft-Bermuth et al. in 2012 [Kraf13]. It was conducted at the
gas-jet target section of the ESR, parallel to the FOCAL experiment. The used
detector was a thermistor based microcalorimeter with an energy resolution of
200 eV (FWHM) under experiment conditions. The observation angle relative to
the ion beam was about 145◦, whereas the accurate determination was a major
contribution to the systematic uncertainty. The obtained value for the Lamb
shift was 206(11) eV.
Both experiments, and the theoretical prediction, tend to a lower value for the
Lamb shift compared to the FOCAL results. While the Lyman-α values deviate
notably from these ﬁndings (3.6σ for Beyer et al., 2.7σ for Kraft-Bermuth et al.),
the Lyman-β results are in a fairly good agreement (1.0σ for Beyer et al., 0.8σ for
Kraft-Bermuth et al.), which is mainly due to the much higher uncertainty for the
Lyman-β results. This indicates that systematic eﬀects have to be addressed more
seriously before the next measurement campaign with the FOCAL spectrometer is
performed. Some ﬁrst considerations can be found in section 6.1.3.
The second detector system covered was the metallic magnetic microcalorimeter
maXs utilising the particle-like character of the photons to conclude on its energy,
instead of its wavelength. The development of a working sensor, operating in the
hard x-ray region (Eγ ≈ 60 keV), is still in progress, and only ﬁrst preliminary re-
sults obtained by prototypes are available. Nevertheless, this ﬁrst ﬁndings are very
promising since it could be successfully demonstrated that the high energy resolution
of the sensor does not suﬀer in the harsh magnetic storage-ring environment, com-
pared to well-controlled conditions present in laboratory tests. In [Kell14] is has been
reported that the archived energy resolution inside the ESR cave was even better than
in the laboratory, due to a somewhat lower operating temperature. In table 6.1 the
measured transition energies stemming from the Xe54+
50 MeV/u−−−−−→ Xe beam time are
listed. The results for the helium-like xenon are in good agreement with theoretical
predictions, if the Lyman-α1 transition of the hydrogen-like ion is used for the Doppler
correction. Another very motivating feature of the spectrum 6.5 is the high content
of over 100 counts per pixel and day of beam time. If one considers the large sensor to
gas-jet target distance of 1.6m this is even more impressive. In a detector test at the
CRYRING, this distance would shrink to a few dozens of centimetres, boosting the
solid-angle coverage of the system by high factors. The complete system is planned
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to have 64 working pixels, which would enhance the overall system eﬃciency by more
than two orders of magnitude.
As already mentioned in section 6.3, a combination of both detector types and
a relocation of the experiment activities to the low energy storage ring CRYRING
would make the whole process independent of any external input parameters, like
the electron cooler voltage, resulting in a clean and completely by the experimenters
deﬁned research environment.
With this new generation of high-resolution detector system, in combination with
a low energy storage ring, the ﬁeld of high precision x-ray spectroscopy is looking
in a very bright future, getting rid of the low resolving power constraints from the
semiconductor detectors, governing this domain for many years.
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Zusammenfassung
In der vorliegenden Arbeit wurde untersucht, mit welchen Mitteln sich die Genauig-
keit von röntgenspektroskopischen Untersuchungen von hochgeladenen Schwerionen
steigern lässt. Solche Messungen sind notwendig, um theoretische Vorhersagen der
Quantenelektrodynamik (QED) über die Lage der Energieniveaus im Bereich extrem
hoher Feldstärken zu überprüfen. Bisherige Experimente stützten sich hauptsächlich
auf die Verwendung von Halbleiterdetektoren, deren maximal erzielbares Auﬂösungs-
vermögen bereits das technologische Limit erreicht hat. Weitere Auﬂösungssteigerun-
gen bedingen daher den Einsatz neuer Technologien, von denen im Rahmen dieser
Arbeit zwei komplementäre Ansätze untersucht wurden.
Die erste behandelte Möglichkeit zur Auﬂösungssteigerung besteht in der Verwen-
dung eines hochauﬂösenden, aber gleichzeitig eﬃzienten Doppel Kristallspektrome-
ters am internen Gas-Jet Target des Experimentierspeicherring ESR des GSI Helm-
holtzzentrums in Darmstadt. Das in fokussierender asymmetrisch- kompensierte Laue-
Geometrie aufgebaute FOCAL Spektrometer erreicht hierbei eine um den Faktor zehn
höhere Auﬂösung, als die besten kommerziell erhältlichen Halbleiterdetektoren und ist
durch den Aufbau als Zwillingsspektrometer inhärent beobachtungswinkelunabhängig.
Dies ist bei relativistisch-schnell bewegten Quellen, wie etwa den gespeicherten Schwe-
rionen im ESR, aufgrund des Doppler Eﬀektes von maßgeblicher Wichtigkeit. Das in
den vergangenen Jahren von Dr. Heinrich F. Beyer entwickelte FOCAL Experiment
konnte 2012 erstmals vollausgestattet, während einer dreiwöchigen Strahlzeit, getes-
tet werden. Dabei wurde ein Wert von 244.1(8.6) eV für die 1 s Lamb Verschiebung in
wasserstoﬀähnlichem Gold (Au78+) ermittelt.
Die zweite behandelte Methode, um die Genauigkeit zukünftiger röntgenspek-
troskopischer Untersuchungen zu erhöhen, liegt in der Verwendung des metallisch-
magentischen Mikrokalorimeters maXs, welches gegenwärtig von der Gruppe um Prof.
Dr. Christian Enss am Kirchhoﬀ Institut für Physik in Heidelberg entwickelt wird. Da
sich diese Sensoren noch in der Entwicklung beﬁnden, konnte noch kein Wert für die
Lamb-Verschiebung ermittelt, dafür aber erste, sehr vielversprechende Röntgenspek-
tren von wasserstoﬀähnlichem Xenon aufgezeichnet werden. Mit diesem Test wurde
gezeigt, dass die hervorragende Auﬂösung von Labortests auch unter Strahlbedingun-
gen erreicht werden kann.
Beide Systeme ergänzen sich optimal, insbesondere im Hinblick auf die zukünftigen
Experimentiermöglichkeiten, die das FAIR Projektes bieten wird. Speziell am neuen
Niederenergiespeicherring CRYRING ist damit zu rechnen, dass sich die erreichbare
Genauigkeit drastisch erhöhen wird.
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