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Resumen
En este artı´culo se presenta un Ana´lisis cualitativo de los sistemas cuadra´ticos que poseen un punto crı´tico
degenerado, para ello primero se identifican y clasifican a los sistemas cuadra´ticos con un punto crı´tico de-
generado y de este modo facilitar su estudio y luego se grafican los retratos de fase que resulten del ana´lisis
cualitativo de estos sistemas.Para realizar este estudio de los sistemas cuadra´ticos de ecuaciones diferenciales
fue necesario utilizar algunos resultados importantes sobre la teorı´a de los Sistemas no Lineales, por esta razo´n
se incluyeron algunas definiciones y teoremas que fueron vitales durante el estudio, ya que determinan los
pasos a seguir para el ana´lisis cualitativo de cualquier sistema no lineal.
Palabras claves: Sistemas Polinomiales Cuadra´ticos, Puntos Crı´ticos No Hiperbo´licos, Punto Crı´tico Degene-
rado, Ana´lisis Cualitativo, Retratos de fase de sistemas polinomiales.
Abstract
This article presents a qualitative analysis is presented quadratic systems that They have at most two critical
points where one is a point degenerate critical to this first identify and classify quadratic systems with a dege-
nerate critical point and thus facilitate their study and then phase portraits obtained from analysis are plotted
These qualitative sistemas. For this study the quadratic systems differential equations was necessary to use
some results important on the theory of textit systems not Linear , therefore they included some definitions
and theorems that were vital for the study, as they determine the next steps for the qualitative analysis of any
nonlinear system.
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1. Introduccio´n
En muchas ocasiones resulta complicada y a veces infructuosa la tarea de hallarle solucio´n a una ecuacio´n di-
ferencial; au´n habiendo comprobado que esta existe. Cuando se empezo´ a construir la teorı´a sobre los sistemas
dina´micos se descubrio´, que aunque no pudie´ramos hallar solucio´n a estas ecuaciones, si se puede obtener
mucha informacio´n cualitativa que nos facilite su estudio.
Desde que I. Newton y G. Leibniz introdujeron el ca´lculo diferencial en 1682, las ecuacines diferenciales han
sido vitales para la modelacio´n de los procesos naturales.
Desde la e´poca de Newton en la cual nacieron las ecuaciones diferenciales tambie´n nacio´ la necesidad de
hallarles solucio´n, acertada y eficientemente. A partir de entonces muchos se interesaron en esta materia pero
sin tener e´xito. So´lo hasta la aparicio´n del trabajo de Poincare´, entre los an˜os de 1881 y 1886, se empezo´ a vis-
lumbrar un camino para resolver el problema.
La originalidad de la contribucio´n de Poincare´, explicada en un trabajo compuesto por cuatro partes, entre
1881 y 1886, consiste en una concepcio´n mas bien diferente de las ecuaciones diferenciales. Para e´l, e´stas no
so´lo constituyen objetos puramente formales sujetos a algunas reglas de ca´lculo, sino tambie´n objetos con el
significado geome´trico, dando inicio a la Teorı´a Cualitativa de Ecuaciones Diferenciales. Aunque e´l so´lo considera
ecuaciones en dos variables, muchas de sus ideas se han aplicado a las dimensiones mayores. Poincare´ pro-
puso la descripcio´n del retrato fase de la ecuacio´n diferencial, es decir, la coleccio´n de la informacio´n mı´nima
sobre las o´rbitas requeridas para determinar su estructura topolo´gica. E´l acun˜a la expresio´n de ciclo lı´mite desa-
rrollando los conceptos teo´ricos tan importantes como el mapeo de retorno o el Teorema de la Regio´n Anular, lo
cual con la contribucio´n del matema´tico sueco I. Bendixson en 1901 se transformo´ en el famoso Teorema de
Poincare´-Bendixson. El resultado anterior confirma que las soluciones en las cuales realmente estamos intere-
sados son aquellas que llamamos singulares(asociadas a puntos crı´ticos, o´rbitas perio´dicas y separatrices). Esto
es debido a que bajo condiciones de compatibilidad, cualquier otra curva solucio´n tiende hacia un conjunto
de curvas singulares, llamadas conjunto lı´mite. Por lo tanto, el retrato fase se determina por el cara´cter y la
configuracio´n de las soluciones singulares.
Usando el mismo te´rmino, podrı´amos decir que la Teorı´a Cualitativa representa un retrato de las ecuacio-
nes diferenciales que presta atencio´n so´lo a las partes ma´s importantes: las soluciones singulares.
En 1901 el matema´tico sueco I. Bendixson contribuye a la teorı´a que iniciaba Poincare´ y uno de los resulta-
dos ma´s importantes es el Teorema de Poincare´-Bendixon que se centra en el estudio de las singularidades (puntos
crı´ticos, orbitas perio´dicas y separatrices)
A pesar del gran paso que se dio en aquella e´poca, esta nueva teorı´a se desarrollaba lentamente. Sin embargo,
el entusiasmo por resolver el problema, que nacio´ intrı´nseco con las ecuaciones diferenciales, se extendı´a a
otras partes del mundo.
En 1926, B. van der Pol obtiene una ecuacio´n diferencial para describir las oscilaciones de amplitud cons-
tante de un triodo al vacı´o y utiliza uno los me´todos gra´ficos para probar la existencia de una o´rbita perio´dica.
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Un tiempo despue´s, en 1929, A. Andronov establece la relacio´n entre el experimento de van der Pol y la idea
del Cı´clo Lı´mite de Poincare´. Es la primera confirmacio´n pra´ctica de la idea de Cı´clo Lı´mite .
En 1928, el ingeniero france´s A. Lienard publica un trabajo en la revista Re´vue ge´ne´rale d’electricite´, el cual
se relaciona estrictamente con el oscilador de van der Pol.
En los an˜os 30, A. Andronov y L. Ppontryagin se ocupan de uno de los temas fundamentales de la teorı´a
cualitativa: la estabilidad estructural.
Hasta 1981, se creyo´ que el problema de finitud trabajado por Dulac era verdadero. Finalmente se demostro´ que
la prueba era falsa. En 1985, siguiendo caminos distintos, Y. Il’yashenko y J. E´calle solucionar esta conjetura.
Despue´s de haberse establecido una teorı´a para el ana´lisis cualitativo de los sistemas lineales de ecuaciones
diferenciales, se demostro´ que esta se podı´a aplicar a los sistemas no lineales. Los sistemas cuadra´ticos son
uno de los ma´s simples ejemplos de ecuaciones diferenciales no lineales y tambie´n presentan la mayorı´a de las
dificultades de los sistemas no lineales en general. So´lo hasta 1987, se logro´ demostrar que dado un sistema
cuadra´tico este tiene un nu´mero finito de ciclos lı´mites. Au´n, no se sabe nada acerca de el nu´mero ma´ximo de
ciclos lı´mites que puede tener un sistema cuadra´tico, excepto que este debe poseer so´lo un nu´mero finito.
La simplicidad y la complejidad que presentan, al mismo tiempo, los sistemas cuadra´ticos ha sido la razo´n
por la cual subfamilias particulares de sistemas cuadra´ticos se han estudiado ampliamente. Algunas subfami-
lias de sistemas cuadra´ticos son las siguientes:
Homoge´neas.
Acotadas.
Sin puntos crı´ticos finitos.
Con una recta invariante.
Con un punto crı´tico degenerado.
Con exactamente dos puntos crı´ticos.
Con un foco de´bil.
En este artı´culo se presenta un Ana´lisis cualitativo de los sistemas cuadra´ticos que poseen un punto crı´tico
degenerado. Para realizar este estudio fue necesario utilizar algunos resultados importantes sobre la teorı´a de
los Sistemas no Lineales, por esta razo´n se incluyeron algunas definiciones y teoremas vitales que determinan
los pasos a seguir para el ana´lisis cualitativo de cualquier sistema no lineal.
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2. Marco teo´rico o Fundamentos teo´ricos
2.1. Teorı´a Cualitativa de Ecuaciones Diferenciales
A continuacio´n daremos algunos conceptos ya conocidos, que son necesarios a la hora de abordar los sistemas
no lineales.
Definicio´n 1 (Sistema Dina´mico). Un sistema dina´mico es un modelo matema´tico, para estudiar procesos iterativos
de naturaleza determinı´stica o aleatoria.
En te´rminos matema´ticos un sistema dina´mico es un par (M,F) donde M representa el contexto espacio tem-
poral, es decir el ambiente del sistema. Este es conocido como espacio de estados o espacio de fases. Adema´s
F es una aplicacio´n del espacio de estados en e´l mismo, tambie´n denominado la ley de evolucio´n del sistema
o ley de transicio´n estados. El conjunto M es generalmente un variedad diferenciable (una superficie suave
localmente).
Uno de los objetivos de estudio de un sistema dina´mico es describir como va la evolucio´n de e´ste, es decir,
estudiar el proceso en el lı´mite. Tambie´n estudiar el flujo generado por el campo vectorial F definido por el
sistema de ecuaciones diferenciales:
dx
dt
= F (x), x ∈ Rn, t > 0 (1)
con condicio´n inicial x(0) = x0 ∈ Rn.
La o´rbita o solucio´n que pasa por x0, se puede ver como la trayectoria de una partı´cula con posicio´n (estado)
inicial x0 y que se mueve con velocidad F en el espacio de fases Rn. Para describir esta trayectoria se considera
la aplicacio´n φs : Rn×R −→ Rn, llamada el flujo, que asocia cada x0 ∈ Rn para cada tiempo s, con x(s); donde
x : R −→ Rn, t 7−→ x(t) es la solucio´n del sistema (1).
Un tipo de sistema dina´mico corresponde a los sistemas polinomiales en el plano, definidos a continuacio´n.
Definicio´n 2. Un sistema polinomial en el plano de grado n esta dado por
x˙ = P (x, y)
y˙ = Q(x, y),
(2)
donde P,Q ∈ C[x, y] (conjunto de los polinomios en dos variables) y n es el grado absoluto de los polinomios P y Q.
2.2. Sistema Lineales
Los sistemas conviene clasificarlos para su estudio, en lineales y no lineales, la razo´n s la siguiente: para los pri-
meros es posible hacer un estudio de cara´cter general que permite obtener un conocimiento bastante completo
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de sus soluciones. Para los no lineales la situacio´n es mucho mas complicada y se conocen pocos resultados de
cara´cter general.
Por un sistema lineal de ecuaciones diferenciales ordinarias se entiende uno del tipo
x˙ = Ax (3)
donde x ∈ Rn, A es una matriz n× n y
x˙ =
dx
dt
=

dx1
dt
...
dxn
dt

son relativamente fa´ciles de analizar cualitativamente. Su estudio depende principalmente de los valores pro-
pios determinados por la matriz A de 3.
Definicio´n 3.
Un punto de equilibrio x0 es atractor si todos los valores propios de la matriz Df(x0) tienen parte real negativa; es una
fuente o repulsor si todos los valores propios de Df(x0) tienen parte real positiva; y es una silla si el punto de equilibrio
es hiperbo´lico y Df(x0) tiene al menos un valor propio con parte real positiva y al menos un valor propio con parte real
negativa.
Teorema 1.
Sea δ = detA y τ = trA y consideremos el sistema lineal
x˙ = Ax
a) Si δ < 0 entonces (3) tiene un punto silla en el origen.
b) Si δ > 0 y τ2 − 4δ ≥ 0 entonces (3) tiene un nodo en el origen; este es estable si τ < 0 e inestable si τ > 0.
c) Si δ > 0 y τ2 − 4δ < 0 entonces (3) tiene un foco en el origen; este es estable si τ < 0 e inestable si τ > 0.
d) Si δ > 0 y τ = 0 entonces (3) tiene un centro en el origen.
2.2.1. Clasificacio´n de los Puntos Crı´ticos
Los resultados del teorema anterior nos permiten ver que los sistemas lineales se pueden clasificar de acuerdo
al tipo de raı´ces que tenga la ecuacio´n
r2 − tr(A)r + det(A) = 0
Esta clasificacio´n nos da esencialmente seis tipos de comportamientos (cualitativamente hablando) para las
trayectorias del sistema alrededor del punto de equilibrio en el origen. Decimos, alrededor del origen porque,
si consideramos la vecindad de un punto del espacio fase que no sea de equilibrio, tenemos que las trayecto-
rias son paralelas y es fundamentalmente la estructura de estas alrededor de los puntos de equilibrio lo que
determina el comportamiento global de las trayectorias.
A continuacio´n y a manera de resumen mencionaremos estas seis grupos y los nombres que reciben los puntos
de equilibrio en cada caso.
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a) Raı´ces iguales
Figura 1: Nodos
b) Raı´ces de signos opuestos
Figura 2: Silla
c) Distintas del mismo signo
Figura 3: Nodo
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d) Complejas con parte real distinta de cero
Figura 4: Foco
e) Imaginarias
Figura 5: Centro
2.3. Sistemas No Lineales: Teorı´a Local
En esta parte nos referiremos a los sistemas de ecuaciones diferenciales no lineales
x˙ = f(x) (4)
donde f :→ Rn y E es un subconjunto abierto de Rn. Probamos que bajo ciertas condiciones en la funcio´n f , el
sistema no lineal (??) tiene una u´nica solucio´n para cada x0 ∈ E definida en un intervalo ma´ximo de existencia
(α, β) ⊂ R. En general, podemos concluir que no es posible resolver el sistema diferencial no lineal (4); sin
embargo, mucha informacio´n cualitativa sobre la conducta local de la solucio´n se puede determinar.
2.4. Linealizacio´n
Para analizar el sistema no lineal 4 es importante determinar los puntos de equilibrio, para ası´ poder describir
su comportamiento cerca de sus puntos de equilibrio. Se mostrara´ que el comportamiento local del sistema
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no lineal (4) cerca de un punto de equilibrio hiperbo´lico x0 es determinado cualitativamente por el comporta-
miento del sistema lineal
x˙ = Ax (5)
con la matriz A = Df(x0), cerca del origen. La funcio´n Ax = Df(x0)x es llamada parte lineal de f en x0.
Definicio´n 4.
Un punto x0 ∈ Rn es un punto de equilibrio o un punto crı´tico de 4 si f(x0) = 0. Un punto de equilibrio x0 es hiperbo´lico
si ninguno de los valores propios de la matriz Df(x0) tiene parte real cero. El sistema lineal 4 con la matriz A = Df(x0)
es llamado la Linealizacio´n de 4 en x0.
Teorema 2.
Sea E es un subconjunto abierto de R2 que contiene al origen y f ∈ C1(E). Si el origen es un punto de equilibrio
hiperbo´lico del sistema no lineal 4, entonces el origen es una silla topolo´gica para el sistema 4 si, y solamente si, el origen
es una silla para el sistema lineal 5 con A = Df(0).
Teorema 3.
Sea E es un subconjunto abierto de R2 que contiene al origen y f ∈ C2(E). Si el origen es un punto de equilibrio
hiperbo´lico del sistema no lineal 4, entonces el origen es un nodo estable (o inestable) para el sistema 4 si, y solamente si,
el origen es un nodo estable (inestable) para el sistema lineal 5 con A = Df(0). Y el origen es un foco estable (o inestable)
para el sistema 4 si, y solamente si, el origen es un foco estable (inestable) para el sistema lineal 5.
Teorema 4.
Sea E es un subconjunto abierto de R2 que contiene al origen y f ∈ C1(E). Si el origen es un centro para el sistema
lineal 5 con A = Df(0), entonces el origen es o´ un centro, o´ un centro-foco o´ un foco para el sistema 4.
2.5. Puntos Crı´ticos No Hiperbo´licos en R2
En esta seccio´n enunciaremos teoremas sobre los puntos crı´ticos no hiperbo´licos de sistemas analı´ticos en el
plano; los cuales utilizaremos para el estudio del comportamiento local cerca de una singularidad.
Teorema 5.
Sea (0, 0) una singularidad aislada del campo vectorial X(x, y) = (ax + by + F (x, y), cx + dy + G(x, y)), donde F y
G son analı´ticas en una vecindad del origen y tiene expansiones en series que comienzan con te´rminos de grado dos en x
e y.Decimos que (0,0) es una singularidad no degenerada si ad − bc 6= 0.Sean λ1 y λ2 los valores propios de DX(0, 0).
Entonces:
a) Si λ1, λ2 son reales y λ1λ2 < 0, entonces (0,0) es punto silla, cuyas separatrices tienden a (0, 0) en las direcciones
dadas por los vectores propios asociados con λ1 y λ2.
b) Si λ1, λ2 son reales y λ1λ2 > 0, entonces (0, 0) es un nodo. Si λ1 > 0(λ2 < 0) entonces es un fuente(sumidero).
c) Si λ1 = α + βi y λ2 = α − βi con α, β 6= 0 entonces (0, 0) es un un foco. Si α > 0(α < 0) entonces es repulsor
(atractor).
d) Si λ1 = βi y λ2 = −βi, entonces (0, 0) es un centro lineal, topolo´gicamente un foco o un centro.
VOL. 2 No 2 (2015) 94 Revista cientı´fica - Universidad del Atla´ntico
Marı´a SERJE ARIAS et all MATUA - Revista del programa de Matema´ticas
2.5.1. Puntos Crı´ticos Aislados, con un u´nico valor propio cero
La forma de Jordan es
[
0 0
0 λ
]
con λ 6= 0,
Entonces el sistema tiene la forma{
x˙ = T.O.S.
y˙ = λy + T.O.S.
,
Si tomamos t1 = λt entonces
dy
dt1
=
dy
dt
dt
dt1
=
1
λ
dy
dt
por tanto podemos escribir{
x˙ = T.O.S.
y˙ = y + T.O.S.
.
donde T.O.S. son los te´rminos de orden superior.
Teorema 6.
Suponga que (0, 0) es un punto crı´tico aislado del sistema{
x˙ = X(x, y)
y˙ = y + Y (x, y)
con X , Y analı´ticas en un entorno de (0, 0) y con serie de Taylor que comienza con te´rminos de grado≥ 2 en x e y.
Sea y = f(x) la solucio´n de y + Y (x, y) = 0 y consideremos g(x) = X(x, f(x)) = amxm + . . . con m ≥ 2 y am 6= 0.
Si g ≡ 0 entonces hay una curva de puntos crı´ticos que pasa por el cero y por tanto no seria aislado.
Entonces:
a) Si m es impar y am > 0, (0, 0) es un nodo repulsor.
b) Sim es impar y am < 0, (0, 0) es una silla con dos separatrices atractoras en las direcciones 0 y pi y dos separatrices
repulsoras en las direcciones pi2 y
3pi
2 .
c) Si m es par, (0, 0) es un silla nodo, con dos separatrices repulsoras en las direcciones pi2 y
3pi
2 y tiene una separatriz
atractora en las direccio´n 0 (pi) si am < 0(> 0) y un sector nodal en la direccio´n pi(0) si am < 0(> 0).
Ası´ el retrato fase
Figura 6: Retratos Fase posibles
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2.5.2. Puntos Crı´ticos Aislados, con dos valores propios iguales a cero
Vamos a considerar el caso cuando A tiene dos valores propios iguales a cero, es decir, detA = 0, trA = 0, pero
A 6= 0.
Teorema 7.
Sea
{
x˙ = y +X(x, y)
y˙ = Y (x, y)
X , Y son analı´ticas con te´rminos de grado≥ 2 y (0, 0) punto crı´tico aislado.
Sea y = F (x) = a2x2 + a3x3 + . . . la solucio´n de y + X(x, y) = 0 en un entorno de (0, 0). Definimos las funciones
f(x) = Y (x, F (x)) = axα(1 + . . .), a 6= 0 α ≥ 2 y Φ(x) = (∂X
∂x
+
∂Y
∂y
)|(x,F (x)) = bxβ(1 + . . .), b 6= 0 y β ≥ 1.
Entonces:
a) Si α es par y α > 2β + 1, entonces (0, 0) es silla nodo.
Si α es par y α < 2β + 1 o´ Φ(x) ≡ 0, entonces (0, 0) tiene dos sectores hiperbo´licos.
b) Si α es impar y a > 0, entonces (0, 0) es silla.
c) Si α es impar y a < 0, entonces
• α > 2β + 1, βpar
• α = 2β + 1, βpar, b2 + 4a(β + 1) ≥ 0
}
nodo
estable si b < 0
inestable si b > 0,
• α > 2β + 1, βimpar
• α = 2β + 1, βimpar, b2 + 4a(β + 1) ≥ 0
}
unio´n de sector eliptico
y sector hiperbo´lico,
• α = 2β + 1 y b2 + 4a(β + 1) < 0
• α < 2β + 1, o´, Φ(x) ≡ 0
}
foco o centro.
Figura 7: Retratos Fase posibles
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2.6. Singularidades en el infinito
Usaremos la compactificacio´n de Poincare`, ver [34], para representar las soluciones en el plano infinito de los
sistemas a estudiar.
2.6.1. Compactificacio´n de Poincare`
Con el fin de estudiar el comportamiento de las trayectorias de un sistema plano para r grande, y utilizamos la
proyeccio´n estereogra´fica. En ese caso, el comportamiento de las trayectorias lejos del origen podrı´a ser estu-
diado por considerando el comportamiento de las trayectorias cerca del polo norte de la esfera unitaria. La idea
de analizar el comportamiento global de un sistema planar dina´mico utilizando una proyeccio´n estereogra´fica
de la esfera se debe a Bendixson [B]. La esfera, incluida la infinidad punto crı´tico, se le conoce como el Bendix-
son sphere.A mejor enfoque para estudiar el comportamiento de las trayectorias .en el infinito.esto utilizan la
llamada esfera de Poincare´ donde proyectamos desde el centro de una esfera
S2 = {(X,Y, Z) ∈ R3|x2 + y2 + Z2 = 1}
en el plano tangente (x, y) a S2, ya sea en el norte o el polo sur. Este tipo de proyeccio´n central fue introducido
por Poincare´ y tiene los puntos crı´ticos en el infinito se extienden a lo largo del ecuador de la Poincare´ esfera
y son, por tanto, de naturaleza ma´s simple que la infinidad de los puntos crı´ticos en la esfera Bendixson. Sin
embargo, algunos de los puntos crı´ticos en el infinito en la esfera Poincare´ todavı´a puede ser muy complicado
en la naturaleza. Si proyectamos el hemisferio superior de S2 en (x, y) plano xy, a continuacio´n, tenemos los
Figura 8: Retratos Fase posibles
Figura 9: Retratos Fase posibles
tria´ngulos similares mostrados en la figura anterior y definimos una ecuacio´n en te´rminos de (X,Y, Z) y esta´n
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dadas por
x =
X
Z
y =
Y
Z
(6)
Del mismo modo, se deduce que las ecuaciones que definen (X,Y, Z) en te´rminos de (x, y) vienen dados por:
X =
x√
x2 + y2 + 1
, Y =
y√
x2 + y2 + 1
y Z =
1√
x2 + y2 + 1
. Estas ecuaciones definen una correspondencia
uno a uno entre los puntos (X,Y, Z) en el hemisferio superior de S2 con Z > 0 y los puntos (x, y) en el plano.
El origen 0 ∈ R2 corresponde al polo norte (0, 0, 1) ∈ S2; el cı´rculo x2 + y2 = 1 corresponden a puntos de la
circunferenciaX2+Y 2 = 1/2, Z = 1 en S2; y puntos en el ecuador de S2 corresponden al circulo en el infinito.o
”puntos en el infinito”de R2. Cualquiera de los dos puntos antı´podas (X,Y, Z) Con (X ′, Y ′, Z ′) en S2, pero no
en el ecuador de S2, corresponde el mismo punto (x, y) ∈ R2. Consideremos el siguiente sistema dina´mico en
R2
x˙ = P (x, y) y˙ = Q(x, y) (7)
Donde P y Q son funciones polinomiales de x e y, sea m el ma´ximo grado de P y Q, entonces tenemos la
siguiente ecuacio´n:
dy
dx
=
Q(x, y)
P (x, y)
O en la forma diferencial:
Q(x, y)dx− P (x, y)dy = 0 (8)
Po otro lado de 6 tenemos que:
dx =
ZdX −XdZ
Z2
dy =
ZdY − Y dZ
Z2
(9)
La ecuacio´n diferencial 11 puede ser escrita de la siguiente manera
Q(ZdX −XdZ)− P (ZdY − Y dZ)
donde
P = P (x, y) = P (
X
Z
,
Y
Z
) Q = Q(x, y) = Q(
X
Z
,
Y
Z
)
(10)
Realizando las operaciones algebraicas correspondientes y simplificando se obtiene:
ZQ∗dX − ZP ∗dY + (Y P ∗ −XQ∗)dZ = 0 (11)
donde
P ∗(X,Y, Z) = ZmP (X/Z, Y/Z)
y
Q∗(X, 1, Z) = ZmQ(X/Z, Y/Z)
Son polinomios en (X,Y, Z)
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Adema´s del flujo de la esfera de Poincare´ S2, estudiaremos el comportamiento del flujo definido por (11)
en el infinito; es decir estudiaremos el flujo definido por (11) en una vecindad del ecuador de S2. El ecuador
de S2 consiste en las trayectorias y puntos crı´ticos de (11).
Es decir para Z = 0 en (11) se tiene (Y P ∗ − XQ∗)dZ = 0. Esto es para (Y P ∗ − XQ∗) = 0, es decir tenemos
trayectorias que pasan a trave´s del punto regular sobre el ecuador de S2 y los puntos crı´ticos de (11) sobre el
ecuador de S2 cuando Z = 0 son dados por la ecuacio´n:
Y P ∗ −XQ∗ = 0 (12)
Si P (x, Y ) = P1(x, y) + ...+ Pm(x, Y ) y Q(x, Y ) = Q1(X, y) + ...+Qm(x, y), luego para Z = 0 y X2 + Y 2 = 1.
Ası´ que para Z = 0 en (12) es equivalente a:sen θPm(cos θ, sen θ)− cos θQm(cos θ, sen θ) = 0
Esto es, los puntos crı´ticos en el infinito son determinados por el te´rmino de mayor grado en (12), con r = 1.
Teorema 8. Los puntos crı´ticos en el infinito para un polinomio de grado m en el sistema (34) ocurre en los puntos
(X,Y, 0) sobre el ecuador de la esfera de Poincare´ S2 donde X2 + Y 2 = 1 y
XQm(X,Y )− Y Pm(X,Y ) = 0 (13)
O equivalentemente en la forma polar, donde θj y θj + pi satisface
Gm+1(θ) ≡ cos θQm(cos θ, sen θ)− sen θPm(cos θ, sen θ) = 0 (14)
Esta ecuacio´n tiene al menos m + 1 pares de raı´ces θj y θj + pi bajo Gm+1(θ) es ide´nticamente cero. Si Gm+1(θ) no es
ide´nticamente cero, entonces el flujo sobre el ecuador de la esfera de Poincare´ en sentido contrario a las manecillas del reloj,
los puntos correspondientes θ a la forma polar, donde Gm+1(θ) > 0 y los puntos que van en el sentido de las manecillas
del reloj θ, Gm+1(θ) < 0.
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3. Ana´lisis de resultados o Resultados y ana´lisis
3.1. Sistemas Polinomiales Cuadra´ticos con un Punto Crı´tico Degenerado ( QSD)
3.1.1. Una Clasificacio´n de los QS con un Punto Crı´tico Degenerado.
Un sistema polinomial cuadra´tico es un sistema de dos ecuaciones diferenciales auto´nomas{
x˙ = P (x, y)
y˙ = Q(x, y)
(15)
donde los puntos indican derivadas con respecto a la variable real t, adema´s P y Q son polinomios en dos va-
riables que son a lo ma´s de grado dos y no ambos con grado menor o igual que uno. Denotamos por f = (P,Q)
el campo vectorial asociado a 15 y por M f(x, y) a la matriz jacobiana de Φ que linealiza a 15.
Definicio´n 5.
p es un punto crı´tico degenerado del sistema 15 si det(Df(p)) = trDf(p) = 0 y adema´s Df(p) 6= 0.
Lema 1.
Un sistema cuadra´tico con un punto crı´tico degenerado es equivalentemente afı´n a{
x˙ = y + P2(x, y)
y˙ = Q2(x, y)
(16)
donde P2(x, y) = lx2 +mxy + ny2 y Q(x, y) = ax2 + bxy + cy2.
Demostracio´n.
Sea el sistema cuadra´tico
x˙ = P (x, y) = a0 + a1x+ a2y + a3xy + a4x
2 + a5y
2
y˙ = Q(x, y) = b0 + b1x+ b2y + b3xy + b4x
2 + b5y
2
y supongamos que posee un punto crı´tico, p, para el cual detDf(p) = trDf(p) = 0 y Df(p) 6= 0.
Sin perdida de generalidad podemos suponer el punto p esta´ el origen. Entonces a0 = b0 = 0 porque en un
punto crı´tico se debe cumplir que:
x˙(0, 0) = P (0, 0) = 0
y˙(0, 0) = Q(0, 0) = 0
Bajo estas condiciones, se tiene que
Df(0, 0) =
[
a1 a2
b1 b2
]
6= 0 (17)
y, Det(Df(0, 0)) = 0, y TrazDf(0, 0) = 0, ası´ que a1b2 − a2b1 = 0, a1 + b2 = 0
En consecuencia se pueden presentar los siguientes tres casos:
Caso 1. a1 = b1 = b2 = 0 y a2 6= 0.
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Caso 2. a1 = a2 = b2 = 0 y b1 6= 0.
Caso 3. a1 6= 0, a2 6= 0, b1 6= 0 y b2 6= 0.
Analicemos caso por caso.
Caso 1.
a1 = b1 = b2 = 0 y a2 6= 0. Luego el sistema cuadra´tico tiene la siguiente forma{
x˙ = a2y + a3xy + a4x
2 + a5y
2
y˙ = b3xy + b4x
2 + b5y
2
Hagamos t = a−12 t1 como a2 6= 0 se tiene que:
dx
dt1
=
1
a2
(
a2y + a3xy + a4x
2 + a5y
2
)
dy
dt1
=
dy
dt
dt
dt1
=
b3
a2
xy +
b4
a2
x2 +
b5
a2
y2
Por lo tanto
dx
dt1
= y +
a3
a2
xy +
a4
a2
x2 +
a5
a2
y2
dy
dt1
=
b4
a2
x2 +
b3
a2
xy +
b5
a2
y2
(18)
Y de esta manera obtenemos la forma cano´nica 16.
Caso 2.
Si a1 = a2 = b2 = 0 y b1 6= 0 Por lo tanto el sistema cuadra´tico tiene la siguiente forma{
x˙ = a3xy + a4x
2 + a5y
2
y˙ = b1x+ b3xy + b4x
2 + b5y
2
para este sistema tomemos la transformacio´n x1 = y, y1 = x y de este modo llegamos a una situacio´n
ana´loga a la del primer caso
dx1
dt
= b1y1 + b3x1y1 + b4y
2
1 + b5x
2
1
dy1
dt
= a3x1y1 + a4y
2
1 + a5x
2
1
Y de esta manera obtenemos la forma cano´nica16.
Caso 3.
Si a1 6= 0 y a2 6= 0 y b1 6= 0 y b2 6= 0 En este caso el sistema cuadra´tico tiene la siguiente forma
{ x˙ = a1x+ a2y + a3xy + a4x
2 + a5y
2
y˙ = b1x+ b2y + b3xy + b4x
2 + b5y
2
(19)
para este sistema tomemos la transformacio´n x1 = x, y1 = b2x−a2y, entonces y = b2x1 − y1
a2
t1 = −t.
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Reemplazando en (19) y realizando las operaciones correspondiente se tiene
dx1
dt
= −y1 +
(a3b2
a2
+
a5b
2
2
a22
+ a4
)
x21 +
(
− a3
a2
− 2b1a5
a22
)
x1y1 +
a5
a22
y21
dy1
dt
= (b2a1 − a2b1)x+ (b2a2 − a2b2)y + (b2a3 − a2b3)xy + (b2a4 − a2b4)x2
+(b2a5 − a2b5)y2
(20)
Como (a1b2 − b1a2) = 0 = a1 + b2 y realizando la sustitucio´n t1 = −t. Reemplazando en (20) se tiene la
forma cano´nica 16.
dx1
dt
= y1 +
(a3b2
a2
+
a5b
2
2
a22
+ a4
)
x21 +
(
− a3
a2
− 2b1a5
a22
)
x1y1 +
a5
a22
y21
dy1
dt1
= (b2a3 − a3b3)xy + (b2a4 − a2b4)x2 + (b2a5 − a2b5)y2
(21)
Lema 2. Un sistema cuadra´tico con un punto crı´tico degenerado es equivalente, transformando la variable t, si es nece-
sario, a una de las siguientes familias:
(a)
{
x˙ = y + lx2 + ny2
y˙ = y2
(b)
{
x˙ = y + lx2 +mxy + ny2 con l 6= 0
y˙ = xy
(c)
{
x˙ = y + lx2 +mxy
y˙ = x2 + bxy + cy2
Demostracio´n.
En el Lema (1) se demostro´ que un sistema cuadra´tico se puede escribir de la siguiente manera:{
x˙ = y + lx2 +mxy + ny2
y˙ = ax2 + bxy + cy2
Como (a, b, c) 6= (0, 0, 0) pueden ocurrir uno de los siguientes casos:
Caso 1. a = b = 0 y c 6= 0.
Caso 2. a = c = 0 y b 6= 0.
Caso 3. a 6= 0.
Caso 1.
Si a = b = 0 y c 6= 0
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x˙ = y + lx2 +mxy + ny2
y˙ = cy2
(22)
Realizando el siguiente cambio de variables t = c−1t1 en la ecuacio´n (22) se tiene que
x˙ =
dx
dt
dt
dt1
=
1
c
(
y + lx2 +mxy + ny2
)
y˙ =
dy
dt1
= y2
c
c
= y2
(23)
Realizando la siguiente sustitucio´n x1 = cx +
cm
2l
y, y1 = y en la ecuacio´n (23) y desarrollando todas las
operaciones algebraicas, obtenemos el sistema (a).
dx1
dt1
= y1 + lx
2
1 + ny
2
1
dy1
dt1
= y21
(24)
Caso 2.
Si a = 0 = c y b 6= 0
x˙ = y + lx2 +mxy + ny2
y˙ = bxy
(25)
Hagamos x1 = bx, y1 = by y sustituyendo en la ecuacio´n (25), obtenemos
x˙1 = y1 +
lx1
b
+
m
b
x1y1 +
n
b
y21
y˙1 = by˙ = x1y1
(26)
Y ası´ obtenemos (b).
Caso 3.
Si a 6= 0
x˙ = y + lx2 +mxy + ny2
y˙ = ax2 + bxy + cy2
(27)
Como n es un nu´mero real puede ser cero o distinto de cero, ası´ que analizaremos estos dos casos.
a) Si n = 0, realizamos la siguiente sustitucio´n x1 = ax y y1 = ay en (27) se tiene que
x˙1 = y1 + lx
2
1 +mx1y1
y˙1 = x
2
1 + bx1y1 + cy
2
1
(28)
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b) Si n 6= 0, realizamos la siguiente sustitucio´n x1 = y − rx , y1 = y ; con r 6= 0 y reemplazando en la
ecuacio´n (27) y realizando las operaciones algebraicas pertinentes se tiene
x˙ = ry1 +
( a
r2
+
l
r
)
x21 +
(−2a
r2
− b+ 2 +m
r
)
x1y1 +
( a
r2
+
b
r
+ c+
m
r
)
y21
y˙ =
a
r2
(
x21 − 2x1y1 + y21
)
+
b
r
(
y1 − x1
)
y1 + cy
2
1
(29)
Ası´ que
x˙1 = −ry1 + a+ lr
r2
x21 +
(−2a− b) + (2l +m)r
r2
x1y1 +
p(r)
r2
y21
y˙1 =
( a
r2
)
x21 +
(−2a− br
r2
)
x1y1 +
(a+ b+ cr2
r2
)
y21
(30)
donde p(r) = a + br + (c − l −m)r2 − nr3 y como p(r) es un polinomio cu´bico tiene al menos una
raı´z real, ası´ que escogeremos la raı´z real r de este polinomio en la sustitucio´n
Por lo tanto:
x˙1 = −ry1 +
(a+ lr
r2
)
x21 + (−2a− br + (−2l +m)r2)x1y1
y˙1 =
a
r2
x2 +
(−2a− br
r2
)
x1y1 +
(a+ br + cr2
r2
)
y21
(31)
Supongamos l1 =
a+ lr
r2
, m1 = −2a − br + (−2l + m)r2, b1 = −2a− br
r2
, y c1 =
a+ br + cr2
r2
reemplazando en (31) obtenemos
x˙1 = −ry1 + l1x21 +m1x1y1
y˙1 = ar
−2x21 + b1x1y1 + c1y
2
1
(32)
Ahora realizando la siguiente sustitucio´n x =
−a
r
x1 y ay = y1 en (32) se tiene
x˙ = y − l1
a
x21 − am1xy
y˙ = x2 + rb1xy + ac1y
2
(33)
Y ası´ obtenemos (c).
3.1.2. Estudio Cualitativo de Sistemas con un Punto Crı´tico Degenerado.
En esta seccio´n realizaremos el estudio cualitativo de las diferentes sistemas equivalentes a un sistema cuadra´ti-
co con un punto critico degenerado; es decir cerca del origen analizaremos el comportamiento de las trayecto-
rias de los QSD dados en el lema (2)
Lema 3.
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(i) El (0, 0) es un silla-nodo, un punto silla, la unio´n de un sector elı´ptico y un sector hiperbo´lico o´ la unio´n de dos sectores
hiperbo´licos si el QSD esta escrito en las formas (a), (b)con l < 0, (b) con l > 0 o´ (c), respectivamente.
(ii) La recta y = 0 es invariante bajo el flujo del sistema (a) y (b) del lema 2. Adema´s esta recta es siempre una separatriz
para el sistema (b) sı´, y so´lo sı´, o´ l < 0 o´ l ≥ 1/2
Demostracio´n.
(i) El Jacobiano de cada uno de los Sistemas del lema (2) son de la forma:
Ja(0, 0) = Jb(0, 0) = Jc(0, 0) =
[
0 1
0 0
]
Es evidente que el Jacobiano de los sistemas del lema 2 en el punto (0, 0) tienen dos valores propios cero,
ası´ que utilizaremos el teorema 6
Para la familia del tipo (a)
En este sistema se tiene que X(x, y) = x2 + ny2 y Y (x, y) = y2. Ahora se halla la solucio´n de
y + x2 + ny2 = 0 (34)
De esta ecuacio´n se tiene que y(0) = 0 y ası´ que la solucio´n de la ecuacio´n 34 viene dada por
F (x) = y =
∞∑
k=0
yk(0)
k!
xk
Por lo tanto,
F (x) = −x2 + ...
luego las funciones f y φ quedan determinada por
f(x) = Y (x, F (x)) = x4(1 + ...)
φ(x) =
(
∂X
∂x
+
∂Y
∂y
)
(x, F (x)) = 2x(1 + ...) Ası´ que a = 1, α = 4, b = 2 y β = 1.
Por lo tanto, (0, 0) es un silla-nodo, ya que α es par y α > 2β + 1.
Para la familia del tipo (b)
En este caso las funciones X e Y quedan determinadas por
X(x, y) = x2 + ny2 y Y (x, y) = y2; y las funciones f y φ son las siguientes: f(x) = −lx3(1 + ...) y
φ(x) = (2l + 1)x(1 + ...).
• l < 0.
Siguie´ndonos del teorema 7 y de las anotaciones anteriores se deduce que el origen es punto
silla.
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• l > 0
(0,0) es la unio´n de un sector elı´ptico y un sector hiperbo´lico.
Para la familia del tipo (c)
En este caso las funciones X e Y quedan determinadas por
X(x, y) = y + lx2 + mxy y Y (x, y) = x2 + bxy + cy2 , donde X(x, y) = lx2 + mxy y Y (x, y) =
x2 + bxy + cy2
y + lx2 +mxy = 0
x2 + bxy + cy2 = 0
(35)
y las funciones f y φ son las siguientes: f(x) = x2(l − bx3 − clx4 + ...) y φ(x, y) = (2l + b)x(1 + ...).
En estas funciones a = 1, α = 2, b = 2l + b y β = 1. Entonces en este caso, (0, 0) tiene dos sectores
hiperbo´licos, porque α es par y α < 2β + 1.
(ii) Debemos analizar el comportamiento del flujo, definido por cada sistema [(a) o´ (b)], sobre la recta y = 0.
Es de notar, que Φ(x, 0) = (x2, 0) y Φ(x, 0) = (lx2, 0) son los flujos definidos por el sistema (a) y (b), en
la recta y = 0. De aquı´ podemos concluir que dicha recta es siempre invariante bajo el flujo de ambos
sistemas y, adema´s; por el primer item de teorema, que ya ha sido demostrado previamente, es sabido
que el origen es un punto silla-nodo y un punto silla para el sistema (a) y, (b) con l < 0. Entonces la recta
y = 0 es siempre una separatriz en estos casos.
Para tratar el problema de la separatriz en el sistema (b), con l > 0 se hace necesario aplicar la te´cnica del
blow-up. Al aplicar los dos blow-ups consecutivos x = x, y = w1x y x = x, w1 = wx; y despreciar como
factor a x, se obtiene el siguiente sistema:
{
x˙ = lx+ xw +mx2w + nx3w2
w˙ = (1− 2l)w − 2w2 − 2mxw2 − 2nx2w3 (36)
(0,0) y
(
0, (1−2l)2
)
son los puntos crı´ticos de este sistema y
M(0, 0) =
[
l 0
0 1− 2l
]
(37)
M
(
0, (1−2l)2
)
=
[
1/2 0
−m(1−2l)2
2 2l − 1
]
(38)
son las matrices del sistema lineal asociado a 36 en cada uno de los puntos crı´ticos.
Observamos que para analizar las matrices 37 y 38 se presentan los siguientes tres casos:
Caso 1. 0 < l < 1/2
En el origen hay un nodo repulsor para el sistema lineal ya que, la matriz 37 tiene valores propios
positivos. Entonces por teorema 5 podemos concluir que (0,0) es tambie´n un nodo inestable para el
sistema no lineal 36.
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Por otro lado, la matriz 38 tiene valores propios con signos opuestos, entonces
(
0, (1−2l)2
)
es un
punto silla para el sistema lineal y por tanto es topolo´gicamente una silla para el sistema 36.
Figura 10: Silla
Caso 2. l = 1/2
En este caso el sistema 36 queda expresado del siguiente modo:
{
x˙ = 1/2x+ xw +mx2w + nx3w2
w˙ = −2w2 − 2mxw2 − 2nx2w3 (39)
m
{
x˙ = x+ 2xw + 2mx2w + 2nx3w2
w˙ = −4w2 − 4mxw2 − 4nx2w3 (40)
El u´nico punto crı´tico de este sistema es el origen; y considerando la matriz 37 cuando l = 1/2,
se puede notar que esta tiene un valor propio igual a cero y, en este caso aplicamos el teorema 6 para
analizar el comportamiento del sistema 40 en una vecindad del origen.
Como g(w) = −4w2 entonces (0,0) es un silla-nodo.
Figura 11: Silla
Caso 3. l > 1/2
Al determinar los signos de los valores propios de las matrices 37 y 38 podemos concluir que el
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origen es un punto silla y
(
0, (1−2l)2
)
es un nodo inestable para cada sistema lineal asociado a 36
en su respectivo punto. Por consiguiente, el origen es topolo´gicamente una silla y
(
0, (1−2l)2
)
es un
nodo inestable para el sistema no lineal 36.
Figura 12: Silla
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4. Conclusio´n
En este artı´culo se presento´ un Ana´lisis cualitativo de los sistemas cuadra´ticos que poseen un punto crı´tico
degenerado, Identificando y clasificando primero a los sistemas cuadra´ticos con un punto crı´tico degenerado
para facilitar su estudio y luego graficando los retratos de fase que resultaron del ana´lisis cualitativo de estos
sistemas. Se hizo uso de algunos resultados importantes sobre la teorı´a de los Sistemas no Lineales, por lo cual
se incluyeron algunas definiciones y teoremas que determinan los pasos a seguir para el ana´lisis cualitativo de
cualquier sistema no lineal.
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