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1. INTRODUCTION 
In the study of subharmonic bifurcations from a planar Hamiltonian 
system, it is often assumed that the period of a one-parameter family of 
periodic orbits of the unperturbed system is a monotone function of the 
parameter (see, e.g., Hale and Taboas [S], Chow and Hale ES]). However, 
this hypothesis is in many instances difficult to verify. For example, it is 
well-known that every orbit in the first quadrant of the Vollterra-Lotka 
equation is periodic. It is only in recent years that the monotonicity of the 
periods of these periodic orbits has been shown (Hsu [9] and Waldvogel 
[ 151). Such problems also occur in the study of bifurcation of steady-state 
solutions of a reaction-diffusion equation in one space variable. The steady- 
state solutions satisfy the equation 
u”+f(u)=O, UER, (1.1) 
on some interval. In [14], Smoller and Wasserman showed that if 
f(u)= -U(U-u)(u-cc), a<O<c, 
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then the period map is monotone. We note that the proof of monotonicity 
is nontrivial is related to elliptic integrals. Related results for more general 
f may also be found in Opial [ 111 and Schaaf [ 121. 
In [3], Brunovsky and Chow proved that for “generic” A the period 
map of (1.1) is a Morse function. A different proof was given earlier by 
Simon [13]. Thus, it is natural to ask: is there a bound on the number of 
critical points of the period map if f(u) is a polynomial in u? Obviously, 
this bound, if it exists, depends on the degree of the polynomial. This 
problem is weakly related to the Hilbert 16th problem or the “weakened” 
Hilbert 16th problem (Arnold [l, p. 3031). We note that this problem has 
been raised independently by Smoller and Carr. 
In this note, we will show that (1) if f is quadratic then the period map 
is always monotone; (2) if f is cubic, then the period map has at most three 
critical points. Our proof is based upon Picard-Fuchs equations for 
algebraic curves. This method has been used by many authors indepen- 
dently in the study of zeros of abelian integrals, see, for example, Bogdanov 
[a], Carr [4]. In [lo], Il’yashenko found proofs of results in [ 1 and 21 
based upon algebraic geometry. A more algebraic/differential equations 
approach has been used by Cushman and Sanders in their analysis of a 
codimension two bifurcation [6] and of the Josephson equation [7]. 
2. NORMAL FORMS 
Consider the equation 
ii+f(u)=O. (2.1) 
It has the first integral 
S+F(u)=E, F=j”f, EE R. 
It is not difficult to see that any periodic orbit intersects the u axis at 
precisely two points, u1 < u2, say. Hence, the period of the periodic orbit is 
given by the formula 
(2.2) 
We are interested in the study of T as a function of the energy E. The 
following proposition is trivial but useful. 
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PROPOSITION 2.1. The number N(T) of critical points of T is invariant 
under the scaling ti + ati, u + flu + y, where a, p, and y are real constants. 
To simplify our notations, let 
y2 = 2( -F(x) + E). (2.3 1 
BY (2.21, 
T= il,,E, (WY) (2.4) 
where y(E) is the closed curve in the x-y plane on the level E. 
PROPOSITION 2.2. If F(x) is a cubic polynomial, then (2.3) may be 
brought into the following normal form 
yz=x3-3x+p, PER (2.5) 
by using the stalling y + cry, x -+ Bx + y, where a, /I, y are real numbers. 
Similarly, if F(x) is a quartic polynomial, then the normal form is given by 
4 
y2x~+bx2+2kx+2p (2.6) 
where a = +l, b = f2, k is a real parameter and p = &E + p for some fixed 
cc, BE R. 
case 1 
case 3 case 4 
FIGURE 2.1 
54 CHOW AND SANDERS 
Hence, the study of the number N(T) of critical points of T is equivalent 
to that of T as a function of PE R in (2.5) and (2.6) (see Fig. 2.1). 
In the next section, we shall treat the quadratic case in order to illustrate 
our method. The monotonicity of T can be proved by a simple path defor- 
mation argument, as was pointed out by Professor A. Douady, but this 
argument does not seem to work in the cubic case. 
3. QUADRATIC CASE 
Consider the normal form 
y2=x3-3x+p. (3.1) 
The flow for Eq. (2.1) with F(X) = -( x3 - 3x)/2 is given by the level curves 
of (3.1). The period map T is given by the formula 
T(p)=2 jXyJ&> -2~~~29 
s 
dx = -. 
Y(P) Y 
In order to prove the monotonicity of T(p), we need the following. 
Define the differentials 
9, = x”y dx, n=o, 1 
and the corresponding integrals 
I, = 
s 
x”y dx, n=o, 1. 
V(P) 
We note that 8, and Z,, are function of p E ( - 2, 2). In the following, we let 
denote the derivative with respect to p. Obviously, 
2yy’ = 1, 
H,=Zdx, 
r:, = s ;dx. 
Y(P) Y 
(3.2) 
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and 
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ay 
2ydx=3x2-3. 
Note that 21; = T. 
LEMMA 3.1. For -2<p<2, we have 
[: 33=[r, ;2][;] (3.3) 
Proof: By (3.1) and (3.2), 
x3-3x+p 
= dx 
4’ 
=;(I +; y;)idx-;dx+;dx 
=;xdy-Gd;+pdx. 
Y Y 
By integrating from x1 to x2 and by integrating by parts, 
IO= -; ydx-41; +2pZ& 
i*, 
This yields the first equation in (3.3). The second equation in (3.3) is 
obtained similarly by using the following identity 
8, = 
x(x’ - 3x + P) dx, 
Y 
LEMMA 3.2. For -2 < p < 2, we have 
(3.4) 
where d = -6(p* - 4). 
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ProoJ This is obtained by differentiating equation (3.3) with respect 
to p. 
Remark 3.3. Equation (3.4) is generally called the Picard-Fuchs 
equation for the algebraic curve (3.1). 
LEMMA 3.4. For -2 c p -K 2, the period map T satisfies the second order 
equation 
where A = -6( p2 - 4). 
AT”+A’T’=5T/6 (3.5) 
COROLLARY 3.5. ZfT’(pO)=O f or some - 2 c p. < 2, then Y( po) > 0. 
Proof. Since 2ro = T, (3.5) is obtained from (3.4) by differentiating the 
first equation in (3.4) with respect to p, 
LEMMA 3.6. 
lim T’(p)>O. 
p- -2+ 
Proof. We will tind the approximate values of T(p) for p near -2. Let 
x= -1 +z and p= -2+q. Thus, 
y* = z3 - 3z2 + q. 
Let 
where 
Ic/= l - cos3 4 + O(J;;) 
63 
as q +O. 
Thus y and z are function of 4 with q as a parameter. We have 
T(p)=/ e 
Y(P) Y 
5 
dz = - 
Y(4) Y 
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1 
s 
2n 
=30 x/f { 
1 + cos(4) &44w) d# 
Wd)(l + Jib) I 
This proves the lemma. 
LEMMA 3.7. T’(p) > 0 for -2 < p < 2. 
Proof We have T(p) +coasp+2andT(p)+2s/$asp-+-2.By 
3.5 and Lemma 3.6 T’ must be strictly positive. 
In summary, we have 
THEOREM 3.8. For the equation 
ii+f(u)=O 
where f is any quadratic polynomial in 1.4, the period function has no critical 
points. 
4. CUBIC CASE 
Consider the normal form 
; y2=$x”+bx2+kx+p 
2 
where a = &l, b = +2. Our purpose is to find an upper bound for the 
number of critical points of the period map 
T= dx 
I U(P) Y 
as a function of p for a = f 1, b = +2, and k E R. As in Section 3, we define 
the expressions for n = 0, 1,2: 
Bn = x”y dx 
58 
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Z,(p)= j x"ydx. 
Y(P) 
By following the same line of proof in Lemmas 3.1, 3.2, and 3.4, we obtain 
the Picard-Fuchs equation for the algebraic curve (4.1): 
[;I=;[; _BBA][;] 
and the second-order equation for T: 
(4.2) 
(4.3) 
where ’ denotes differentiation with respect to p, 
A = 4ap(b2 - 4ap) - 3abk2 
B = ab(b2 - 4ap) + ga2k2, 
C = (3k2 - 4bp)(b2 - 4ap) + b2k2, (4.4) 
6= 
A2+BC 
a(b2 - 4ap) 
= 4p(b2 - 4ap)‘- 2bk2(b2 - 36ap) - 27ak4 
and 
,Z = 3a2b(b2 - 4ap)2 + 3k2a3(5b2 - 84ap). 
We note that (4.3) is obtained directly from (4.2). The derivation of (4.2) is 
given in the Appendix. 
Suppose that p,, is a critical point of T, i.e., T’(po) = 0. It follows from 
(4.3) that 
T”(P,)=$ T(P,). (4.5) 
Since T(p,) > 0, (4.5) could be used to determine whether p. is a maximal 
or minimal point, Hence, we will consider the curves B= 0, 6 = 0, and 
C= 0 in the p-k plane. In particular, the curve 6 = 0 in the p-k plane 
bounds the regions in which there are periodic orbits of the equation 
ii-au3-bu-k=O (4.6) 
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with the appropriate energy p, since 6 = 0 corresponds to a critical level of 
the Hamiltonian, where the topological type of the orbits may change. 
The following lemma will be needed. 
LEMMA 4.1. Let x0 be an elliptic critical point of (4.6) with energy p,,, 
i.e., 
axz+bx,+k=O 
$x;+;x:+kx,,+p,,=O. 
Then co; = - (3axi + b) > 0 and 
T’(P) 3a2 7Y2-b -- 
,‘!I:, T(p) -40,: . O a ( ) 
and the limit is a one-sided limit depending on where T(p) is defined. 
Proof: Let x=xo+z and p=po+q. By (4.1) 
Note that since x0 is an elliptic point, 3axg + b < 0. Let 
where 
ti=% 5 ax0 ’ O sin3 qS+JZj z 03 H 1 0 sinhq5+$ sin44 0 1 
Hence, 
T(po+q)=2JX2fi 
x1 Y 
This implies (4.7) and completes the proof. 
(4.7) 
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FIGURE 4.1 
We are now ready to consider the different cases. 
Case 1. a = 1, b = 2. There are no periodic orbits (Fig. 2.1, Case 1). 
Case 2. a= 1, b = -2. (This case is related to Theorem 3.6 in [14].) 
Fro the phase-portrait, see Fig. 2.1, Case 2. We have 
6=64p(l-~)~+ 16k*(l -9p)-27k4 
C = -96( 1 - p)’ + 12k2(5 - 21~) (4.8) 
B= -8(1 -p)+9k2. 
In Fig. 4.1, the curve 6 = 0 is depicted. Periodic orbits of (4.6) exist if and 
only if (p, k) belongs to the shaded region in Fig. 4.1. Let k, = ,,/%@?. 
Hence, for each -k, <k <k,, there exists p1 < p2 such that the period 
map T is defined for p1 < p < p2. Furthermore, T(p) -+ co as p + p2 and 
by Lemma 4.1, 
lim T(p)>O. 
P-P: 
Since the curves C = 0 and B= 0 do not intersect the shaded region in 
Fig. 4.1, T”(p,) is of one sign at every critical point p. of T by (4.5). This 
implies T(p)>0 for all p1<p<p2. 
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FIGURE 4.2 
Case 3. a = -1, b = -2 (see Fig. 2.1, Case 3). We have 
6 = 64p( I+ p)’ + 16k2( 1 + 9p) + 27k4, 
.Z = -96( 1 + p)’ + 12k2(5 + 21~) 
and 
B=8(1 +p)+9k2. 
In Fig. 4.2, we have the curve 6 = 0. As before, the shaded region in 
Fig. 4.2 denotes the region where periodic orbits of (4.6) exist. For every 
kE R, there exists a unique pi <O such that S(pI, k) =0 and the period 
map is defined for pi < p < cc. It is not difficult to see that T(p) -+ 0 as 
p + co. By Lemma 4.1, we have with k,. = y fi 
Ikl<kc=a lim T(p)<O; 
P-P: 
(kJ>k,* lim T(p)>O. 
P-P: 
(4.9) 
In Fig. 4.3, all three curves 6 = 0, C= 0, and B= 0 are depicted. Note 
that only the curve Z = 0 intersects the shaded region. For each Ik/ > 1151, 
where (0, k) are the intersections of 6 = 0 and ,E = 0, there exists a unique 
p2 > p1 such that d(p,, k) = Z(p,, k) = 0. By using (4.5), it can be shown 
that (i) if T’(p,) = 0 for some pl < p,, < p2, the T”( po) < 0; (ii) if T(p,) = 0 
for some p2 < p. < co, then T”( p,,) > 0. Similarly, we have that if (kJ < Ikl, 
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then T’( pO) = 0 for some p1 < p,, < cc implies T”( pO) > 0. We also note that 
Ikl <kc. 
Since T’(p) -+ 0 as p -+ 00, we obtain from (4.9) that there exists at most 
one critical point for the period map T and if jk( > k,, then T has exactly 
one critical point. 
Case4. a= -1, b=2 (see Fig. 2.1, Case4). We have 
6 = 64p( 1 + p)* - 16k2( 1 + 9~) + 27k4, 
C = 96( 1 + p)* - 12k2(5 + 21p), 
and 
B = -8( 1 + p) + 9k2. 
FIGURE 4.4 
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FIGURE 4.5 
The curve 6 = 0 is given in Fig. 4.4. Note that two periodic orbits of 
Eq. (4.6) exist if and only if (p, k) belongs to the shaded region in Fig. 4.4. 
The region where only one periodic orbit exists has not been shaded for 
clarity. 
Let k,=min{lkl:Z1(p,k)=O, P,~E R>. It is known that 
k:=(g)2/2<kf=% (see Fig.4.5) and Z(g, ?k,)=d(f, fkl)=O. In 
Fig. 4.5, we have drawn all three curves 6 = 0, C = 0, and B = 0. 
We have three subcases: 
(i) 0~ Ikl < Ik,l. For each fixed k, there exists three points 
p1 < pz < p3 such that &pi, k) = 0, i = 1,2, 3. Furthermore, there are three 
one-parameter families of periodic orbits with period functions Ti, 
i= 1,2,3, and T,, T2, and T3 are defined on (pl,p3), (p2, p3), and 
( p3, co), respectively. It is not difficult to see that 
T,(P)+ 00 as P-+P~, 
T,(P)+ ~0 as P-'P~, 
T,(P)+ ~0 as P-P:, 
T3( P)-+O as p+m. 
By Lemma 4.1, 
lim T,‘(p)>O, 
P-P: 
i= 1, 2. 
For fixed k, we have a unique p1 < q1 < p2 such that B(q,, k) = 0. Let p. 
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be a critical point of T, i.e., T’( pO) = 0. By Eq. (4.5) and the signs of C, 6, 
and B, we conclude that 
(4 P~~P~~~~=G’(P~)~O~ 
(b) 41 <PO< pz* G’(po)>O; 
(c) p2<po<p3*T,!‘(po)<0,i=1,2; and 
(d) ~3<~o<a*T;l(po)>O. 
This implies that (A) T, can have at most two critical points; (B) T, and 
T, are monotone. However, for k = 0, T, = T, and is monotone. Since 
Zf 0 for Ik( < (k,(, there can be no bifurcation (changing k) with T” = 0. 
This excludes the existence of critical points of T, ; therefore T, is 
monotone. This concludes the argument for the first subcase 
(ii) lkzl < Ikl < Ik,l. As in the previous case, we have three period 
maps T, , T2, and T,. Since the curve Z = 0 lies below (above) the curve 
B= 0 in the first quadrant (fourth quadrant) for p > f, we obtain that (A) 
T3 can have at most two critical points; (B) T, and T, are monotone. 
(iii) (k( > (k,(. We have only one period map T which can have at 
most three critical points by the same arguments. 
In summary, we have proved the following theorem. 
THEOREM 4.2. For the equation 
ii+f(u)=O 
where f is a cubic polynomial, the period map can have at most three critical 
points. 
(One should note that the functions T, are equal on common domains, 
and thus can be considered as restriction of one period function T: this 
follows by complexification; the real cycles yI and y2, corresponding to T, 
and T,, are homologous.) 
APPENDIX 
In this section, we indicate how the Picard-Fuchs equation (4.2) was 
obtained. Note that this equation relates Zb and I; and not IO and I;, as in 
Eq. (3.4). Recall that 
8, = x”y dx, n=o, 1,2, 
I” = 
s 
x”y dx, n=O, 1,2. 
U(P) 
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To simplify the notations, we will work directly with the differential forms 
13,. The following integration by parts formula are used throughout the 
derivation: 
g(x) dy = -g’(x)y dx 
where g is any smooth function of x. We have 
y2=g+bX2+2kx+2p; 
yy’ = 1; 
O:,=cdx,n=O, 1,2; 
Y 
ay y=--&=-ax3+bx+k. 
Hence. 
bx2 =rax3dx+-dx+-dx+-dx 2kx 2p 
2Y Y Y Y 
X 
=- 
2Y 
-bx-k+ yg dx + be; + 2k6; + 2p&, 
=;dy+ZpH;f;kO;+;H; 
= -; ydx+2pt?;+;kt$+;& 
This implies 
;tl,,=zpe;+;ko; +q,;. 
Integrating from x1 to x2 and then differentiating with respect to p, 
G = -4pI,” - 3kI; - bl;. (Al) 
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Similarly (just more lengthy computations), we obtain 
0 = bkIi + (b’ - 4ap)Z; - 3akI; (AZ) 
aT2 = (4bp - 3k2)&’ - bkZ; + 4apZ;‘. (A3) 
We note that Z’I does not appear in (Al ), (A2), or (A3). By eliminating 
Z; from (Al) and (A3), we obtain equation (4.2). 
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