Global behavior of linear retarded functional differential equations  by Chukwu, E.N
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 162, 277-293 (1991) 
Global Behavior of Linear Retarded 
Functional Differential Equations 
E. N. CHUKWU 
Department of Mathematics, North Carolina State University, 
Raleigh, North Carolina 27695 
Submitted by Kenneth L. Cooke 
Received July 18, 1986 
This paper formulates necessary and sufhcient conditions for a linear delay 
differential equation to be asymptotically stable for each delay considered. We use 
a new approach of the notion of observability of linear systems to obtain easily 
checkable conditions. A new invariance principle of Haddock and Terjeki is 
employed. c 1991 Academic Press, Inc. 
1. INTR~DUOTI~N 
The asymptotic behaviour 
x(t) -+ 0 as t-+m 
of variations of the linear system 
i(t)=ax(t)+bx(t-h) (1.1) 
is extremely useful when one is dealing with the time optimal control of 
systems with limited power. Infante and Walker [S] proved the now 
well-known result that the scalar delay system (1.1) is asymptotically stable 
for every h E [0, co) if and only if 
a+ Ibl$O and a+b<O. (1.2) 
The first condition, 
a+lbl do, (1.3) 
has an appropriate generalization for the autonomous system 
i(t)=A,x(t)+ 2 A,x(t-ww,)+JO A(s) x(t + s) ds, (1.4) 
k=l h 
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where A,, Ak are n x n constant matrices and the n x II matrix function A(s) 
satisfies 
I j0 4s) x(t + s) ds < c Ilxrll, -h (1.5) 
for some c > 0. Here and in the sequel we maintain the notation of Chukwu 
Cl]. For example, E” denotes the n-dimensional Euclidean space with 
norm ).I, and C= C( [ -h, 01, E”) in the space of continuous functions 
mapping [ -h, 0] + E” with the sup norm, 11411, defined by 
lIdI = SUP Ms)l, de c, SE C-h, 01 
For each t > 0, x, E C is defined by 
x,(s) = x(t + s), SE C-h, 01. 
A fruitful generalization of (1.3) is given as follows: There exists a positive 
definite symmetric matrix H such that the matrix 
Br HA, + A;H+ 2qcl (JH(I + f 2qM,Hn (1.6) 
k=l 
is negative semidefinite (i.e., B < 0). Here I is the identity matrix, q > 1, A, 
and c are given in (1.4) and (1.5), respectively, and 
ibf& = max ((A&) ij(. (1.7) 
As is seen below the assumption on B implies that (1.4) is uniformly stable 
for all values of delay. 
The problem of interest can be stated as follows: Assuming B G 0, what 
is a necessary and sufficient condition for (1.4) to be asymptotically stable 
for every delay h, wk E [0, co)? The problem is completely solved by 
appropriating a new idea of Miller and Michel [6] when they studied 
ordinary differential equations: We use the observability property of the 
equation under study and the recent invariance principle of Haddock and 
Terjtki [2], We need some preliminary concepts. 
Consider the nonlinear autonomous control system 
i(t) =mt, 4t)), t 2 0, (1.8) 
y(t) = g(x(t)), t 2 0, (1.9) 
where the input u(t)E E”, the output ye E’, and the trajectory value 
,t(t)=Lx,+Bu(t), 
along with the observed process 
i(t) = LTX, 
y(t) = Fz( t ). 
Here 
GLOBAL BEHAVIOR OF DIFFERENTIAL EQUATIONS 279 
x(t) E E”. We assume that u is admissible if it is bounded and measurable. 
In ( 1.8) and (1.9), f and g are of class C ‘. Also 
g(O) = 0, f(0, 0) = 0. (1.10) 
DEFINITION 1.1. The system in (1.8) and (1.9) is said to be observable 
if and only if for the null input u = 0, the null output y(t) = g(x( t)) = 0 
implies that x(t) = 0 for each t > 0. 
Salamon [S] gave the following simple test for the observability of the 
linear autonomous control system, 
(1.11) 
(1.12) 
(1.13) 
L(4)= 2 Aj$(-.b), QEC, 
j=O 
where c( = h/N > 0, and LT: C + E” is represented by the transposed matrix 
in obvious manner. 
PROPOSITION 1.1. The process (1.12)-( 1.13) is observable if and only if 
(i) rank[d(I), B] = n, for each complex number I., where 
A(l) = AZ- A,- t A,eC+, 
j=l 
and 
(ii) for some complex number A E % 
A,. . . . . *. . A, B 
A, . . . . . . . . . . A,w 0 
0 1 
=n+rank 
0 OJ 
i 1. 
(1.14) Al AN 
0 AN 0 0 
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In the special case of a single point delay (N= 1 ), the rank condition 
(1.14) in (ii) reduces to 
rank 
&-A.1 A, B 
A, 0 0 1 =n+rank A, (1.15) 
for some complex 1 E V. 
We need the following notation of Haddock and Terjeki [2]: Let 
V: E” + E be a Lyapunov-Razumikhin function, with continuous first 
partial derivatives. Let Xc C be a given set. Let 
Let M,(X) denote the largest subset of E,,(X) that is invariant with respect 
to (1.4). Thus My(X) is the set of functions USE X for every element of 
which there exists a solution x(d) through 4 such that 
for all tE(-co, co). 
As observed by Haddock and Terjtki [2, p. 991, if 4 E My(X) is such 
that 
then 
?q(b] = 0. 
It is sometimes possible to use X= C. We now identify a special type of V 
constructed with the aid of H in (1.6) and explore some of its properties. 
Let 
Ux(f)l= (Wt), x(t)), 
where H is a positive definite symmetric matrix, and (., .) denotes the inner 
product in E”. 
LEMMA 1.1. Let t~(-co, co). Zf 
Ux(t)l= -p>;<, VCx,b)l, . . 
then 
lIx,lI d 9 Ix(t)1 
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for the same t, where q = a2/c( 1, 
sf H. 
Proof: From hypothesis 
(Wt), x(t)) = 
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a2 the greatest and a, the least eigenvalue 
~<;y,(W’+ s), x(t + 3)). . -. 
Because the maximum is indeed attained at some s* E C-h, 01, we have 
(Hx(t), x(t))=(Hx(t+s*), x(t+S*)). 
From this we obtain 
a,(x(t+s*), x(t+s*))<(Hx(t+s*), x(t+s*))=(Hx(t), x(t)) 
d a2(x(t), x(t)), 
where a1 and a2 are the least and the greatest eigenvalues of H. On 
gathering results, 
that is, 
Mt+s*), x(r+s*))<~ (x(t), x(t)); 
llxrll G 4 Ix(t)l. 
Note that the argument can be reversed. 
LEMMA 1.2. Let H be a positive definite symmetric matrix. Then 
(HA,x, x) d M,n(Hx, x), k = 1, . . . . N, 
for all x E E”, where 
M, = max I(Ak) VI. 
Proof. Because H is positive definite and symmetric, HI/* exists and 
H = H”*H ‘I*, so that 
(H&x, x) = (Hl’*x, H1’*Akx) 
d (H l/*x, H “*Mkx) = Mk( H 1’2x, H l/*x) = M,(v, v), 
where v = H “*x. But then 
Mk(v, v)=C Mkv,v,<~n 1 (vf+vj) 
I 
= nM,(v, v). 
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(H&x, x) < nM,(u, u) = nM,(Hx, x). 
~OFYXITION 1.2. Consider ( 1.4) and assume that 
(i) (1.5) holds 
(ii) B=HA,+A~H+2cq llHllZ+CkN_I 2qM,H,<O, 
i.e., B is negative semidefinite for some positive definite symmetric matrix H. 
Then ( 1.4) is uniformly stable, for all values of the delay. 
Prooj Let 
V(x) = (Hx, x), 
Then 
V:E”+E 
is continuous and 
a1 /xl2 d V(x) d a2 (xl2 for all x E E”, 
where CI~, a2 are the least and greatest eigenvalue of H. By differentiating 
V along the solution of (1.4) we obtain 
$‘(x(t)) = ((HA0 + A;H) x(t), x(t)) + 5 (HAx(t- w/J x(t)) 
k=l 
+k$, (Hx(t), -‘&x(t-w,))+ H[“, A(s) x(t+s)ds, x(t)) 
( 
+ Hx(t), fu, A(s) x(t+s)ds 
> 
. 
We now make the following observations: 
’ A(s) x(t+s)ds, x(t) 
-h 
Hx(t), j”, -4(s) x(t+s)ds 
G 2~ IlHll II-4 Ix(t)L by (W, 
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5 (HA,x(t - Wk), X(f)) + 5 (Hx(t), A,x(t - Wk)) 
k=l k=l 
N 
< c ((H&x(t- wk), Akx(l- Wk))(HX(f), X(t))}“* 
k=l 
N 
+ c {(Hx(f), x(t))(H&d-w,), &$(t-Wk))}“* 
k=l 
N 
6 ,;, {n2Kww - wk), x(t- Wk))(HX(t)> x@)))“’ 
N 
+ ,;, { tHx(t), x(t)) nZM:tHx(t - wk), dt - wk,,} 1’2, 
by Lemma 1.2. If 
Vx(t + s)) G Vx(t)), VSE[-h,O], 
which implies the hypothesis of Lemma 1.1, so that 
llxrll 6 4 Ix(t)15 
then on gathering results from these observations we deduce the estimate 
mN G ((fw + ‘Gw 4th x(r)) 
+ h? IIHII (zx(t)~ x(t)) + t &!Mkn(Hx(t), x(t)) 
k=l 
s (Bx(t), x(t))<O, 
if 
Vx(t + s)) G W(l)), SE C-h, 01. 
It follows from Theorem 4.1 of Hale [3, p. 1271 that the solution x = 0 of 
(1.4) is uniformly stable. 
In the next section we obtain a necessary and sufficient condition for 
asymptotic stability, by using a key idea of Miller and Michel. 
2. MAIN RESULT 
THEOREM 2.1. Consider ( 1.4), where 
(i) (1.5) holds 
(ii) and suppose there exists a positive definite symmetric matrix H 
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such that, lj- q = a2/al (a,, a2 the least and greatest eigenvalues of H), then 
the matrix 
B=HA0+AzH+2cq IjHJ( I+ f 2qnM,H 
k=l 
is negative semidefinite. 
Then (1.4) is asymptotically stable if and only if the system (1.4) 
is observable. 
y(t) = Bx(t) 
Proof: Suppose that (1.4)-(2.1) is observable. Define 
V[x] = (Hx, x). 
(2.1) 
By differentiating V along solutions of (1.4) in the same way as was done 
in the proof of Proposition 1.2, we deduce 
%#I < (Bx(t), x(t)) do 
for all t 3 0 such that 
max V[x,(s)] = V[x(t)]. 
--h<s<O 
This and Proposition 1.2 would imply that (1.4) is uniformly stable for all 
values of the delay. Adapting the notation of Haddock and Terjeki, let 
X= C and let 4 E My(C) c E,(C). From an observation in [2] 
ri[x(t)] = P[x,(qi)] = 0 for the values of t above, 
so that 
(Bx( t), x(t)) = 0. 
It follows from the observability condition on B that 
x(d)(t) = 09 
but we know that 
Therefore 
Ilxz(4)ll 6 4 Ix(d)(t)l, 4 2 1. 
X,((b) = 0 E c. 
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By the uniqueness of the solution of (1.4), 
x,(4) = 0 for all s 3 t. (2.2) 
By the assumption 4 E M,(C) c Ey(C) and by the definition of the set, 
x,(4) E M,(C), so that 4 = 0. Thus 
0 = My(X) = M,(C) c E,(C). 
Observe that E,,(C) = (O}, since 
Ey(C)= {fj:y(t)=Bx(#)(t)=O, t>,O} 
= (4 : V’cx*($Ql = 0, t 3 O}, 
by the observability condition. 
Invoke the invariance principle of Haddock and Terjtki [2, 
Theorem 2.11 to conclude 
x,(d)+oEc at t-+cO. 
Conversely assume that observability fails. Then there exists a 4 EC, 
4 f 0, and a trajectory x( .) with x0 = 4, x(t) f 0, such that y(t) = 
Bx( t) = 0, Vt 2 0. With this trajectory, define the function 
v(4) = sup Ilx,(~N ear. 
720 
(2.3) 
Assume that (1.4) is asymptotically stable. Since the system is autonomous 
it is uniformly asymptotically stable and therefore by Hale [3, p. 1631, 
(1.4) is exponentially asymptotically stable with decay rate c(. Yoshizawa 
proves [9, Theorem 33.41 that I/ defined above in (2.3) is a Lyapunov 
functional for (1.4) with the following properties: 
We pause to recall the definitions in [3, p. 1181. We say that V: C + E is 
a Lyapunov functional on a set G in C relative to (1.4) if V is continuous 
on the closure of G, G, and 
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on G. Define the following sets: 
s= {&C: P(&=O} 
M = largest set in S which is invariant with respect o (1.4). 
As a consequence of these definitions the function V in (2.3) has the set S 
as 
S= {++EC:sup Ilx,(d)ll ear=O} 
T&O 
Obviously the set A4 is (0) since we have uniform asymptotic stability. 
But our initial assumption was that 4 f 0, and this is a contradiction. 
Therefore asymptotic stability implies observability as stated. 
As a consequence of Theorem 2.1 we obtain the following computational 
criteria as a necessary and sufficient condition for asymptotic stability of 
(1.4) when (1.5) holds 
COROLLARY 2.1. Consider the system 
a(t)=A,x(t)+ 5 A,x(t-ia) 
i=l 
cr=h/N>O. 
(2.4) 
Assume that 
(i) B=HAo+A~H+C~S1 q 2 nM,H is negative semidefinite. Then 
(2.4) is asymptotically stable if and only if 
(ii) rankEd( B]= f n or each complex 1, where A(l) = AZ- A, - 
C,“=, Ake-lka, and 
(iii) for some compIex number 1, 
rA,-II A, . . . A, B- 
A, rank . I . A, 0 0 
1 i, 0 I =n+rank A, ... A, 1 A, 0 0’ 
ProoJ Apply Theorem 2.1 to our equation (2.4), and note that the 
needed observability criterion is conditions (i) and (ii), as given by 
Salamon [8]. 
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A,=a, 
DIFFERENTIAL EQUATIONS 287 
with the scalar system (1.1). Clearly 
h=A,. 
If H = 1, (1.6) becomes (1.3). Condition (ii) is trivial since n = 1. Condi- 
tion (iii) is given in (1.15) by 
rank ‘--” b 2a+2 lb1 = 1 + 1 =2, 
ho 00 1 
For this to hold, b # 0. Also the required rank is 2 if 
b(2a+2 lbl)#O. 
We have the two conditions: 
(i) b#O, (ii) a+ (bl #O. 
But by hypothesis (i) of Corollary 2.1, 
a+ Ib( GO. 
Hence 
u+b<O. 
We have deduced Walker and Infante’s condition [S]. 
We now test our result with the equation considered by Hale, Infante, 
and Tsen in a very recent paper [4]. 
Consider the scalar equation 
i(t)=a,x(t)+ g a,x(t-ww,). (2.5) 
k=l 
Our Corollary 2.1 yields that if 
B=2u,+ 2 2 lUkl GO, (2.6) 
k=l 
then (2.5) is asymptotically stable if and only if for each complex number ,J 
N N 
rank A-U,- 1 Uke-lwk, 2Uo-b2 c IUkl = 1, 1 (2.7 1 k=l k=l 
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and for some complex number 1, 
rankEd a’ .” i ,1-‘+rank[: “’ r]. (2.8) 
Condition (2.7) is trivially satisfied, while (2.8) holds whenever uN # 0. This 
implies that Cf= I lakl # 0. From (2.6) we have 
N 
o< 1 la/J < -ql= la,l, 
k=l 
i.e., 
We also deduce that 
but 
a,<& 
f, bkl G bOl, a, < 0. 
a,+ 5 l+l+O, 
k=l 
N N 
k;, bkl G bOl> k;, bkl + uO # o 
are the necessary and sufficient conditions for asymptotic stability of Hale, 
Infante, and Tsen [4, p. 5421. Our result and [4] give the same condition. 
Our rank conditions are easy to compute. 
It is interesting to compare our result with a known n-dimensional exam- 
ple such as that presented by Mori [7, p. 1591, who studied the system 
i(t)=A,x(t)+A,x(t-h), (2.9) 
Ai, i = 0, n x n constant matrices. He showed that (2.9) is asymptotically 
stable if 
Wo) + IlAlll < 09 (2.10) 
where p(A,) is the matrix measure for A0 derived from same matrix norm 
I( . II. We note that if 
R(Ai(AO)) 
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denotes the real part of the ith eigenvalue of A,, then 
CLtAO) a R(Ai(ACl))7 i= 1 ) . ..) n. 
Also 
M,=maxI(A,)ijl d IIA,ll. 
Therefore (2.10) implies that 
B<O. 
Our Corollary 2.1 assumes the weaker condition 
6) 
B=A,+A;+2~,zn<o 
(2.11) 
(2.12) 
coupled with the rank conditions: 
(ii) 
where 
rank[A(;l), B] = n, 
d(l=IZ-A,-A,epih, h>O, 
for all complex eigenvalue ,l of (1.4); and 
(iii) 
rank 
A,-AZ A, B 
A, 0 0 1 
=n+rank[A,] 
for some A E %Z as necessary and sufficient for asymptotic stability. 
But if (2.11) holds, then (2.12), (ii), and (iii) are trivially satisfied, since 
[A(l), B] has at most rank n and B has the full n rank. We can also com- 
pare our result to a very recent contribution of Hale, Infante, and Tsen [4] 
to the system of (2.9). They prove: 
PROPOSITION 2.1. System (2.9) is asymptotically stable if and only if 
H(i) For every YE E, [LX < 1, 
det[iy-AA,-@A,] #O; 
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H(ii) 
H(iii) 
det[A,+A,]#O; 
Re a(&) < 0. 
A similar result is available for the system 
i(t)=A,x(t)+ 5 &x(t-Wk) 
k=l 
(2.13) 
[4, p. 5361. We first note that (1.4) is a slightly more general equation than 
those studied in [4]. Moreover as observed by Hale et al. [4, p. 5371 the 
verification of some of the hypotheses is extremely difficult. But our condi- 
tions seem easier. We now show that for system (2.9) our conditions 
CO) 
BS40+A;+2M,z,<0, M,>O; 
C(ii) 
rank[d(l), B] = n, 
for each 1 complex, d(l)=IZ-A,-A,e-“h; and 
C(iii) 
I 
=n+rankA,, for some 1 
imply Hale’s conditions H(i)--H(iii). 
PROPOSITION 2.2. Conditions C(i)-C(iii) imply conditions H(ikH(iii). 
Proof Assume C(i). Then 
Re(l(A,)) < 0. 
Indeed 
((A, + A,T)X, x) G -2M,(x, x), vx. 
Thus the symmetric matrix -(A, + AZ) is positive definite and therefore all 
eigenvalues of (A, + A;f) are real and negative. Because 
((A) + &)x, x) = (A,x, x) + (‘4:x, x)=2(&x, x) 
GLOBAL BEHAVIOR OF DIFFERENTIAL EQUATIONS 291 
we deduce from the earlier calculation that 
MIX, x) < 0 for all x E E”, x # 0. 
Let i, and uk be the eigenvalue and eigenvector of A,. Then 
A,u, = %,v, 
or 
(Auk, Vk) < &(Vk, fik) = &, 
where we have (v,, Ok) = 1. 
Suppose that 
~,=a,+ib,v,=w,+it,; 
then 
Ak = ak + ib, = (Ao(w, + ilk), wk - irk) 
= (Aow,cr wk) + (Aotkr tk) 
+ 4I(&tk, w/c) - b&w,, fk)l. 
Hence by (2.14) 
Re hc(&) = ak = b&w,, wk) + b&t,, ck) co, 
which proves the assertion. Also the inequality 
[A,+A;]+2M,nZdO, M,>O, 
will imply 
det[iy-AA,--aA,]#O 
(2.14) 
(2.15) 
for any y and Ial < 1. Indeed for any /I and z E E” we have 
Assuming 1 /II < 1, assumption (2.15) implies 
((A,+BA,b,z)<O, vz, z # 0. 
Thus A, + PA, is nonsingular. To show that iy - A, - aA,, Ia) < 1 is also 
nonsingular, we prove that the system of linear equations 
(iy-AA,-aA,)x=O 
has only the trivial solution x = 0. 
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Let tl = /3 + iy; then the system of linear equations takes the form 
(A,+/3A)x+i(yA,-yZ)x=O. 
Hence 
(&+PA,)x=O, (yA, - yZ)x = 0. 
Since the matrix 
ACl+PA, is nonsingular, 
for lpi<1 and (a/=Ip+iyl=,/~<l thematrix 
iyZ-Ao-aA 
is also nonsingular for any y and Ial < 1. Inequalities C(i), (ii) imply H(ii). 
Indeed if 
then by C(ii), 
B=A,+A;+2MnZ=O 
rank[lZ-A,-A,e-‘h]=n 
for any complex number 1. If ,l= 0, 
rank[A,+A,]=n. 
If B < 0, then 
that is 
Hence 
A,,+A;+2A, <O. 
for every x E E”, x # 0. Hence A, + A I is nonsingular. 
I thank the referee whose careful reading of the original manuscript led 
to its considerable improvement. 
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