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Для розв’язання важливої задачі автоматичної оптимізації розподілу те-
плових ресурсів між технологічними ділянками цукрового заводу розроблений 
алгоритм оперативної оцінки стану випарної установки. Алгоритм включає 
самоорганізаційні карти Кохонена, метод оцінки якості кластеризації та ме-
тод нечіткої класифікації на основі нейронних мереж. В якості вхідних даних 
використовують часові ряди технологічних змінних цукрового виробництва. 
Алгоритм доцільно використовувати в автоматизованих системах керування 
випарною установкою цукрового заводу 
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1. Вступ 
Сучасний рівень розвитку апаратних та програмних засобів дає можливість 
ведення баз даних оперативної інформації на всіх рівнях керування. Широке 
використання баз даних, зокрема і в промисловості, призвело до накопичення 
великих об’ємів різнорідних даних, які потенційно містять в собі корисну ана-
літичну інформацію. З її допомогою можна виявити приховані тенденції, буду-
вати стратегію розвитку та знаходити нові рішення. В результаті спостерігаєть-
ся зростання інтересу та широке використання різноманітних методів аналізу 
даних на різних рівнях керування виробництвом з метою виявлення прихованої 
аналітичної інформації. 
Чимало методів аналізу даних включає в себе інтелектуальний аналіз да-
них (англ.: Data Mining), який за [1, 2] дає можливість перетворювати дані на 
інформацію, а потім інформацію в знання. Ці знання можна, зокрема, викорис-
тати з метою вдосконалення автоматизованих системи керування виробничими 
процесами. Інтелектуальний аналіз даних складається з набору функціональних 
модулів для таких завдань як асоціативний та кореляційний аналіз, задачі кла-
сифікації, прогнозування, кластерний аналіз, аналіз викидів, тощо [3]. 
Застосування існуючих методів інтелектуального аналізу даних в системах 
підтримки прийняття рішень, що є складовою частиною автоматизованої сис-
теми керування випарною установкою (ВУ) цукрового заводу, забезпечить під-
вищення ефективності роботи ВУ. З огляду на те, що ВУ є важливою підсисте-
мою технологічного комплексу цукрового заводу [4], це призведе до підвищен-
ня продуктивності та енергоефективності заводу в цілому. 
В умовах зростаючої потужності підприємств цукрової промисловості на-






технологічними об’єктами з використанням новітніх інформаційних техноло-
гій, включаючи інженерію знань [5, 6]. 
Інтелектуальні методи аналізу даних дедалі частіше застосовуються в різ-
номанітних сферах життєдіяльності, але в автоматизованих системах керування 
такі методи тільки починають використовувати. Тому розробка алгоритму ви-
значення стану випарної установки саме на основі інтелектуальних методів є 
актуальною задачею.  
 
2. Аналіз літературних даних та постановка проблеми 
Запорукою ефективної роботи цукрового заводу є використання сучасних 
інформаційних технологій на різних рівнях керування [8] та постійне вдоскона-
лення автоматизованих систем керування [9]. Ефективна робота автоматизова-
ної системи керування здатна не лише забезпечити належне проходження тех-
нологічного процесу певної ділянки виробництва, а й призвести до економії па-
ливно-енергетичних та матеріальних ресурсів. Саме в контексті економії ресур-
сів відзначають особливе значення випарної установки серед ділянок виробни-
цтва цукрового заводу [10], тому роботу випарної установки намагаються пок-
ращити, як за рахунок удосконалення апаратної частини [10, 11], так і за раху-
нок модернізації автоматизованої системи керування [12–15]. В складі автома-
тизованої системи керування часто виділяють систему підтримки прийняття 
рішень [16–18], що розширює можливості автоматизованої системи та підви-
щує ефективність її роботи. 
При створенні систем підтримки прийняття рішень для автоматизованих 
систем керування складними динамічними об’єктами виникає задача визначен-
ня їх стану [7]. Зміна стану об’єкта може бути викликана як зміною зовнішньо-
го середовища, так і зміною параметрів об’єкта. Для опису стану динамічних 
систем керування використовуються як детерміновані, так і стохастичні дина-
мічні моделі. Методами аналізу динаміки складних динамічних об’єктів є ймо-
вірнісні, статистичні, детерміновані, нечіткі та нейромережеві моделі [14]. Для 
визначення поточного стану об’єкта необхідно попередньо визначити множину 
можливих станів об’єкта. Це можна зробити, використовуючи евристичні мето-
ди, засновані на досвіді та інтуїції розробника чи експерта, але під час аналізу 
складних багатомірних нелінійних об’єктів експерт не завжди може якісно про-
аналізувати великі об’єми інформації та прослідкувати усі приховані закономі-
рності, що призводить до необхідності узагальнення, спрощення та інших при-
чин втрати точності моделі. З огляду на це доцільно використати інтелектуальні 
методи аналізу даних для визначення стану об’єкта керування з урахуванням 
прихованої в даних інформації, чого досі зроблено не було. 
Статистичні методи є досить ефективними та доступними, але для їх за-
стосування потрібні значні обсяги експериментальних даних, що в сукупності 
достатньо точно описуватимуть об’єкт, а для багатовимірних об’єктів це досить 
складно. 
Методи нечіткої логіки та нейромережеві методи мають кращі можливості 
щодо отримання моделей з необхідною точністю. Зокрема, існують різноманіт-







зуються (Self-Organising Maps, SOM), за допомогою яких можна провести ав-
томатичну кластеризацію без учителя на основі існуючих в даних прихованих 
закономірностей [4]. Такі методи застосовують дедалі частіше, з огляду на їх 
ефективність, в різних сферах діяльності, тому і для визначення стану об’єкта їх 
варто використовувати. 
 
3. Мета та задачі дослідження 
Метою роботи є розробка алгоритму визначення стану випарної установки 
цукрового заводу як об’єкта керування з використанням інтелектуальних мето-
дів аналізу даних та розглянути можливість автоматизації його роботи. 
Для досягнення поставленої мети необхідно вирішити такі задачі: 
– провести попередній аналіз часових рядів випарної установки цукрового 
заводу та визначити множину параметрів, що будуть використані для подаль-
шого визначення стану об’єкта; 
– визначити множину можливих станів об’єкта керування на основі часо-
вих рядів обраних параметрів ВУ; 
– визначити поточний стан об’єкта з множини можливих на основі поточ-
них значень обраних параметрів ВУ. 
 
4. Матеріали та методи визначення стану випарної установки цукро-
вого заводу як об’єкта керування 
В роботі розглядається чотирьохкорпусна випарна установка з концентра-











Карта Кохонена, що самоорганізується, – це нейронна мережа без зворот-
них зв'язків, в якій використовується алгоритм навчання без учителя [2]. В ре-
зультаті процесу самоорганізації SOM утворює топологічне представлення вхі-
дних даних з нейронів, одержаних на виході. SOM можна навчити дізнаватися 
або знаходити взаємозв'язки між входами і виходами або організовувати дані 
таким чином, щоб виявляти в них раніше невідомі образи або структури [3].  
Алгоритм самоорганізації Кохонена забезпечує відображення топології з 
простору великої розмірності на нейронних картах, які зазвичай утворюють дво-
вимірну решітку. Таким чином, на площині утворюється відображення простору 
великої розмірності. Властивість збереження топології означає, що SOM розподі-
ляє подібні вектори вхідних даних по нейронам, тобто точки, які розташовані в 
просторі входів близько одна до одної, на карті відображаються на нейрони, що 
близько розташовані. Таким чином, SOM може використовуватись і як засіб клас-
теризації, і як засіб візуального представлення даних великої розмірності [4]. 
 
4. 1. Підготовка та попередня обробка даних для визначення множини 
станів випарної установки за допомогою алгоритму самоорганізації Кохо-
нена (SOM) 
На сучасних цукрових заводах на усіх ділянках виробництва значення по-
точних контрольованих параметрів від датчиків та контролерів збирається та 
зберігається у програмах типу SCADA або в архівах реального часу, як, напри-
клад, Proficy Historian. Зміна значень параметрів зберігається у вигляді часових 
рядів. В даній роботі використані дані з архіву реального часу Proficy Historian, 
що зберігає значення контрольованих параметрів випарної установки цукрового 
заводу продуктивністю 2500 т буряка за добу. Випарна установка складається з 
чотирьох корпусів, які є випарними апаратами типу Роберта, та концентратора. 
Другий корпус складається з двох послідовно встановлених випарних апаратів. 
Параметри, що були обрані для аналізу: витрати соку на ВУ, витрати сиро-
пу на виході з ВУ, рівень у збірнику соку, рівень в 1 корпусі, рівень у 2A кор-
пусі, рівень у 2Б корпусі, рівень у 3А корпусі, рівень у 4 корпусі, рівень у 3Б 
корпусі, рівень у концентраторі, рівень у збірнику сиропу, тиск вторинної пари 
1 корпусу, тиск вторинної пари 2 корпусу, тиск ретурної пари, температура 
вторинної пари 1 корпусу, розрідження у концентраторі, густина сиропу на ви-
ході з ВУ, температура вторинної пари 2 корпусу, температура вторинної пари 
3 корпусу, температура вторинної пари 4 корпусу, температура вторинної пари 
концентратора, температура ретурної пари, температура соку перед ВУ, темпе-
ратура сиропу після ВУ. 
Як відомо, дані, на основі яких буде проводитись навчання нейронної ме-
режі, потребують попередньої обробки [7], яка включає наступні кроки: 
1. Кодування вхідних векторів для подання на вхід нейронної мережі да-
них, що містять лише числові значення. В рамках поставленої задачі усі наве-
дені параметри мають числові значення. 
2. Нормування даних. Вектори вхідних даних можуть мати різний масш-
таб. Пропонується проводити нормування за шкалою від нуля до одиниці, але в 







3. Попередня обробка даних. Видалення очевидних регулярностей з даних 
полегшує нейромережі виявлення нетривіальних закономірностей. З огляду на 
те, що зазвичай заздалегідь невідомо наскільки корисні ті чи інші змінні (ком-
поненти), що описують вхідні вектори, у дослідника виникає спокуса збільшу-
вати число вхідних параметрів, в надії на те, що мережа сама визначить які з 
них найбільш значущі, але зі збільшенням розмірності вхідного вектора відбу-
вається зменшення точності прогнозів, тому проведемо кореляційний аналіз 
вхідних даних. Використаємо метод пошуку максимуму взаємокореляційної 
функції, що дозволяє визначити лінійну залежність між двома процесами, що, 
на відміну від кореляції Пірсона, відбуваються з певним часовим лагом (зсу-
вом). На рис. 2 наведено один з результатів, за яким видно, що параметр «Тем-
пература вторинної пари концентратора» корелює з «Розрідженням у концент-




Рис. 2. Результат пошуку максимуму взаємокореляційної функції для параметра 







В результаті проведеного кореляційного аналізу бачимо, що усі темпера-
тури вторинних парів в корпусах ВУ сильно корелюють з відповідними значен-
нями тиску вторинних парів. Для зменшення розмірності вхідного вектору ви-
далимо параметри температур вторинних парів. 
В результаті підготовки та попередньої обробки даних отримаємо уточне-
ний список параметрів обраних для аналізу (табл. 1). 
 
Таблиця 1 






1 Витрати соку на ВУ 152,9 м3/год. 
2 Витрати сиропу на виході з ВУ 36,9 м3/год. 
3 Рівень у збірнику соку 49,1 % 
4 Рівень в 1К 39,6 % 
5 Рівень у 2A К 44,1 % 
6 Рівень у 2Б К 44,8 % 
7 Рівень у 3А К 67,3 % 
8 Рівень у 4К 57,0 % 
9 Рівень у 3Б К 49,6 % 
10 Рівень у концентраторі 19,9 % 
11 Рівень у збірнику сиропу 35,3 % 
12 Тиск вторинної пари 1 К 124,1 кПа 
13 Тиск вторинної пари 2 К 93,07 кПа 
14 Тиск ретурної пари 166,8 кПа 
15 Розрідження у концентраторі 39,4 % 
16 Густина сиропу на виході з ВУ 65,1 % 
17 Температура соку на ВУ 124,01 С 
18 Температура сиропу після ВУ 85,9 С 
 
Перед початком нейромережевого аналізу варто очистити часові ряди вхі-
дних даних від викидів в архіві реального часу Proficy Historian, де кожне зна-
чення порівнюється з допустимим діапазоном кожного з параметрів.  
 
4. 2. Кластеризація за допомогою SOM підготовленої множини вхідних 
даних 
Проведена кластеризація обраних даних за допомогою SOM в програмно-
му продукті Deductor Studio. Кількість записів в масиві даних – 32000 екземп-
лярів. Кожен із записів прив’язаний до часу, інтервал між записами – 1 секунда, 
загалом такий масив даних охоплює проміжок часу роботи випарної установки 
в 9 годин.  
Проведена кластеризація з періодом навчання в 500 епох, розміром решіт-












Рис. 3. Графік зміни максимальної та середньої помилок навчання тестової та 
навчаючої множин 
 
З початку навчання і до 180 епохи значення максимальної та середньої по-
хибок постійно змінювались, а починаючи з 200 епохи їх значення було майже 
незмінним. Це означає, що для навчання мережі достатньо 200 епох. 
В результаті отримаємо навчену нейронну мережу з 6 кластерами 













Рис. 4. Результат кластеризації (кількість епох – 500; розмір вихідної решітки 
нейронів – 16×12; автоматичне визначення кількості кластерів): а – матриця 
відстаней де діапазон зміни кольору від синього до червоного відповідає зна-
ченню Евклідової відстані від комірки до її найблищих сусідів (0,085 – синій 
колір, 1,736 – червоний); б – карта розбиття на 6 кластерів з номерами від 0 до 5 
кожен з яких виділений окремим кольором 
 
Межі кластерів пройшли в основному по комірках, відстань від яких до їх 
сусідів найбільша (рис. 4, а). Як уже зазначалось, сусідні значення з вхідного 
простору даних потрапляють в сусідні комірки двомірної решітки, але відстань 
між ними відображається лише на матриці відстаней, де значення відстані від 
найменшої до найбільшої відповідає кольору комірок від синього до червоного. 
Проведена 10-кратна кластеризація при змінюванні параметрів налашту-
вання навчання. Кількість епох навчання змінювалось від 200 до 500, та розмір 
сітки вихідного шару нейронів варіювався від 16×12 (192 комірки) до 25×22 
(550 комірок). Кількість кластерів визначалось автоматично. Найбільшу кіль-












Рис. 5. Результат кластеризації (кількість епох – 200; розмір вихідної решітки 
нейронів – 25×22; автоматичне визначення кількості кластерів): а – матриця 
відстаней; б – карта розбиття на кластери 
 
В результаті отримали 10 варіантів розбиття множини даних на кластери. 






4. 3. Визначення кращого варіанту кластеризації 
Отримавши 10 варіантів кластеризації з різною кількістю та формою клас-
терів, необхідно обрати найкращий варіант. Для цього скористаємось одним із 
методів оцінки якості чіткої кластеризації, а саме індексом оцінки силуету 
(Silhouette index) [8]. 
Для елемента xj, що належить кластеру cp, середнє значення відстані від 
нього до елементів цього ж кластеру – apj, а середня відстань від нього до еле-
ментів іншого кластера cq позначимо як dq,j, тоді мінімальне серед усіх dq,j поз-











            (1) 
 
Отже високе значення показника sxj характеризує «кращу» належність еле-
мента xj до кластера cp. Оцінка кластерної структури досягається середнім зна-










             (2) 
 
де N – кількість елементів. 
Визначивши індекс силуету для кожного з 10 варіантів кластеризації, обира-
ємо варіант з найвищим значенням індексу. Це варіант кластеризації, що була 
отримана в результаті навчання мережі з такими параметрами: кількість епох нав-
чання – 200; розмір сітки вихідних нейронів – 18×14; автоматичне визначення кі-
лькості кластерів. Візуалізація результату кластеризації наведена на рис. 6, а–д. 
Множину даних було розбито на 8 кластерів. Помилка квантування незна-
чна. В основному межі кластерів проходять по коміркам з значними відстанями 
між значеннями, що потрапили в сусідні комірки. З рис. 5. видно, що 3-й клас-
тер визначив в основному такий параметр, як «Густина сиропу», адже най-
менші значення цього параметра потрапили саме в цей кластер. Параметр 
«Тиск вторинної пари вплинув на виокремлення кластеру номер п’ять, адже са-
ме тут зосередились найменші його значення. З карти параметру «Витрата со-
ку» видно, що в основному його значення варіювались в діапазоні 100–166 
м3/год, що відповідає кольорам від зеленого до помаранчевого, але є одна чер-
вона комірка під номером 124, в яку потрапили екземпляри зі значенням витра-
ти соку від 166 м3/год до 202 м3/год. В цю комірку потрапило 33 екземпляри. 
Блакитна комірка містить 82 екземпляри, діапазон зміни параметру «Витрата 
соку» від 39 м3/год до 100 м3/год. 
Розглянемо фрагмент таблиці профілів кластерів (рис. 7). 
Кількість екземплярів, що містить кожен з кластерів у числовому значенні та 
відсотковому відношенні до загальної кількості вхідних екземплярів видно з рис. 







22,3 %. Найменшим є сьомий кластер з 1768 екземплярами. Рівень значущості ше-





























Рис. 6. Кращий результат кластеризації за значенням індексу силуету: а – карта 
розподілу параметра «Густина сиропу на виході з ВУ»; б – карта розподілу па-
раметра «Тиск вторинної пари першого корпусу ВУ»; в – карта розподілу пара-
метра «Витрата соку на ВУ»; г – матриця відстаней; ґ – карта розбиття на клас-








Рис. 7. Фрагмент таблиці профілів кластерів. 
 
Розглянемо діаграму розташування, яка показує залежність значень одного 
поля від двох інших. Вона дозволяє візуально оцінити цю залежність, що відо-
бражається у вигляді точок у багатовимірному просторі. Додаткову інформати-
вність несуть колір і розмір точок (рис. 8). 
Залежність значень витрати соку від густини сиропу та тиску вторинної 
пари першого корпусу показана на діаграмі розташування (рис. 8). Кольори то-










Рис. 8. Діаграма розташування екземплярів в тривимірному просторі (екземп-
ляри, що відносяться до одного кластеру, підсвічені однаковим кольором)  
 
4. 4. Класифікація поточного стану випарної установки. 
В результаті проведеної кластеризації отримали набір кластерів, кожен з 
яких відповідає певному стану об’єкта керування. Для визначення поточного 
стану об’єкта необхідно визначити до якого із кластерів належить екземпляр, 
що визначається набором поточних параметрів, список яких вказаний в табл. 1. 
В рамках поставленої задачі необхідно виконати нечітку класифікацію з вико-
ристанням нейронних мереж. Необхідно навчити нейронну мережу, в якій вхід-
ними неперервними даними будуть значення параметрів з табл. 1, а категоріа-
льними цільовими – номери кластерів. 
В результаті навчання нейронної мережі отримаємо таблицю ймовірностей 
належності кожного спостереження до певного класу (рис. 9). 
Бачимо, що кожне з спостережень має числове значення вірогідності нале-
жності до того чи іншого класу. В наведеному прикладі спостереження від 1958 








Рис. 9. Фрагмент таблиці ймовірностей належності кожного спостереження до 
кожного класу. 
 
Розглянемо таблицю аналізу чутливості, тобто значущості кожної із змін-




Рис. 10. Значення чутливості параметрів. 
 
В даному випадку бачимо, що більш значущими є параметри: «Розріджен-
ня у концентраторі», «Густина сиропу на виході», «Тиск вторинної пари 2К». 
Отже їх значення при класифікації мають більшу вагу. 
За допомогою тривимірної діаграми, шкали якої проградуйовані у відпо-
відності до значень імовірності належності до четвертого, другого та шостого 
класів, розглянемо розподіл спостережень за різними вірогідностями належнос-
ті до того чи іншого класу (рис. 11). 
Вірогідність належності кожного спостереження до кожного з трьох найбі-
льших класів (4-го, 6-го та 2-го класів) видно з діаграми, де точки відповідають 
спостереженням, а шкали проградуйовані від -0,4 до 1,2 вірогідності належнос-
ті спостереження певному класу. З огляду на те, що класів у нас більше ніж 
представлено на діаграмі, то деякі точки не належать поверхні розподілу. 
З використанням навченої нейронної мережі можна проводити класифіка-
цію поточного стану об’єкта керування. Для цього необхідно задати поточні 
значення вхідних параметрів та отримати значення вірогідності належності 










Рис. 11. Розподіл спостережень за різними вірогідностями належності до 
кожного з трьох найбільших класів (4-й, 6-й та 2-й класи) 
 
5. Результати розробки алгоритму визначення стану випарної устано-
вки цукрового заводу 
За допомогою вищеописаних методів було показано можливість визначен-
ня стану об’єкта за таким алгоритмом: 
1. Підготовка та попередня обробка даних ВУ цукрового заводу. 
2. Кластеризація за допомогою SOM, з метою визначення можливих варіа-
нтів станів об’єкта керування. 
3. Визначення найкращого варіанту розбиття за допомогою індексу силуету. 
4. На основі кращого варіанту кластеризації проведення навчання нейрон-
ної мережі з метою нечіткої класифікації можливих станів об’єкта. 
5. Класифікація поточного стану об’єкта на основі значень вхідних пара-
метрів та навченої нейронної мережі. 
 
6. Обговорення результатів розробки алгоритму визначення стану ви-
парної установки цукрового заводу 
Для того щоб такі методи можна було використати в СППР, необхідно ро-
зробити програмний продукт, який забезпечить реалізацію цього алгоритму та 
надасть зручний інтерфейс для виведення результатів визначення поточного 






стати будь-яку мову програмування, але тоді реалізація алгоритмів нейромере-
жевого аналізу даних потребуватиме великих затрат часу та значно підвищить 
складність вирішуваної задачі. Тому для інтелектуального аналізу даних про-
понуємо використати мову програмування R. 
R – це мова програмування для статистичної обробки даних і роботи з гра-
фікою, а також вільна програмне середовище з відкритим вихідним кодом. R-
скрипти просто використовувати в автоматизації та інтегрувати в промислові си-
стеми. R підтримують такі програмні пакети статистичної обробки даних: 
Mathematica, MATLAB, STATISTICA, Oracle R Enterprise, SQL Server. Викорис-
товуючи мову програмування Python можна організувати доступ до функцій R за 
допомогою пакету RPy. Тому краще СППР реалізовувати мовою програмування 
Python з інтегрованим R для вирішення задач інтелектуального аналізу даних. 
Слід зазначити, що кластеризація та навчання нейронної мережі для кла-
сифікації в СППР (2–4 кроки алгоритму) визначаються раз в певний період, а 
результат, тобто навчена нейронна мережа для нечіткої класифікації, буде ви-
користовуватись багатократно для визначення поточного стану об’єкта (крок 
5). У випадку, якщо поточний стан об’єкта неможливо класифікувати, бо він не 
належить жодному з класів, необхідно повторити кроки 2–4, додавши до маси-
ву вхідних даних нерозпізнані спостереження. 
В результаті проведеного дослідження отримали алгоритм визначення по-
точного стану об’єкта керування, на прикладі випарної установки цукрового за-
воду. Множину можливих станів випарної установки цукрового заводу, як 
об’єкта керування, визначали за допомогою алгоритму самоорганізації Кохоне-
на та використали нейронечіткий метод класифікації поточного стану об’єкта у 
відповідності до отриманих результатів кластеризації. За допомогою мов про-
грамування R та Python автоматизували роботу розробленого алгоритму визна-
чення множини станів та поточного стану об’єкта керування. 
 
7. Висновки 
В результаті проведеного дослідження було розроблено алгоритм визна-
чення стану випарної установки цукрового заводу як об’єкта керування на ос-
нові нейронних мереж та вирішені наступні задачі. 
1. Проведено попередній аналіз часових рядів випарної установки цукро-
вого заводу шляхом видалення очевидних закономірностей та викидів. З мно-
жини контрольованих параметрів випарної установки обрані найбільш значущі 
та видалені «надлишкові» параметри. При виявленні пар параметрів, що сильно 
корелюють між собою, тобто мають значення взаємокореляційної функції бли-
зьке до одиниці, один з них видалявся з множини. В результаті отримали спи-
сок найбільш значущих параметрів. 
2. За допомогою самоорганізаційних карт Кохонена було отримано декілька 
варіантів розбиття на кластери та за допомогою індексу силуета визначено най-
кращий варіант кластеризації. В результаті кластеризації отримали множину мож-
ливих станів ВУ, де кожен кластер відповідає певному можливому стану об’єкта 







3. Можливість визначення стану об’єкта в поточний момент часу реалізо-
вана за допомогою методу нечіткої класифікації з учителем на основі нейрон-
них мереж. В якості вхідних даних використані поточні значення значущих па-
раметрів та отримана шляхом кластеризації множина можливих станів ВУ. 
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