Calibration of piezoresistive pressure sensors requires an extensive acquisition of sensor characteristics. Calibration devices have to fulfill high standards of temperature and pressure accuracy and trajectory speed. While pressure control performs quite well, state-of-the-art devices show poor temperature control performance, due to their retarding and nonlinear temperature dynamics. To overcome this problem, the standard industrial PID temperature controller can be replaced by more sophisticated control methods. The vast majority of these control methods, such as model predictive control, require a model of the device's temperature behavior. Black-box models can deliver all necessary information for model-based control applications. This paper focuses on black-box model identification of a calibration device's temperature behavior. A single-input-singleoutput (SISO) model of the nonlinear temperature dynamics is learned by a recurrent neural-network (RNN) with Long-short-term-memory (LSTM) using the resilient propagation (RPROP − ) training method. The method is applied to a real calibration fixture, which uses convective cooled Peltier-elements for temperature control. The use of LSTM leads to a timeseries-reproduction error, which is more than 10 times smaller, compared to a RNN having tanh activation functions instead of LSTM.
Introduction
Piezoresistive pressure sensors combine high accuracy with small size and low production costs. This makes them applicable for use in mobile devices. One of their major applications is to determine relative changes in the height of mobile devices. For this application, the sensor has to detect barometric pressure changes of only a few Pascal. Unfortunately piezoresistive pressure sensors posses a strong dependence on environmental temperature. For achieving maximum accuracy the temperature dependence is compensated by sensor calibration. The calibration process is described in [1] .
State-of-the-art test-and calibration-systems make use of large heating circuits with retarding time characteristics based on compressor techniques (see [2, 3] ). As improvement these systems can use a combination of compressors and Peltier-elements, resulting in a wider temperature range and less retarding tempering dynamics. Examples for these hybrid systems can be found in the patents [4] [5] [6] .
Hybrid calibration systems still suffer from nonlinear dynamics, caused by heat-transfer to the environment and the nonlinear Peltier-element characteristic (see [7] [8] ). In [9] several operating-point-dependent second-order linear models of a Peltier-element cooler are identified for use in PID-temperature-control. The system identification part in [9] can be established by system identification methods like the numerical algorithms for subspace state space system identification (N4SID) (e.g. [10] [11] ), which use subspace identification (see [12] ) for convergence and stability. The cumbersome identification of several linear models can be avoided by directly identifying one nonlinear model, such as a Hammerstein-model. Algorithms using kernel canonical correlation analysis extend the application of subspace identification to Wiener and Hammerstein systems (e.g. [13] [14] ). For the proposed system, recent identification attempts have shown that even a Wiener or a Hammerstein model cannot describe the system dynamics sufficiently. More general nonlinear system identification methods can be based on support vector machines (e.g. [15] [16] ), manifold learning (e.g. [17] ), or neural networks (e.g. [18] ). In this paper a special case of the neural network approach is chosen: a RNN containing (LSTM) blocks (see [19] ). RNN's with LSTM blocks are capable of learning complex nonlinear dynamics having only a simple 1-2-1 RNN architecture. For learning nonlinear time series a 1-2-1 RNN with LSTM blocks is trained using the RPROP based RPROP − -algorithm (see [20] [21] ). The training results are compared to a same-structured RNN, using tanh activation functions instead of LSTM-blocks.
The paper is structured as follows: Section 2 presents the calibration device used for system identification. In Section 3 a short introduction to the RNN's structure and its training method for black-box identification is described. The implementation and evaluation of the system identi-fication task is presented in Section 4. the identification process and results are summarized and interpreted in Section 5. Section 5 is completed by an outlook to future work.
Calibration device
The calibration device for piezoresistive pressure sensors investigated consists of a pressure chamber, a temperature controller, and a barometric pressure controller. It can be used for calibrating barometric pressure sensors in the form of micro-electro-mechanical systems (MEMS). The MEMS-sensors are contacted on a PCB-plate, which builds the bottom of the pressure chamber and provides access to the sensors from outside the chamber. A pressure controller regulates the air-pressure within the chamber. Two Peltier-elements are powered by a voltage/current source plus relay board for switching the current direction. For controlling the temperature, a calibrated type K thermocouple is mounted in the center of the pressure chamber. The Peltier-elements are placed under the bottom of the pressure chamber and on top of it. Their reverse side temperature is cooled by fans. The device's composition is shown in Figure 1 . In general piezoresistive pressure sen- sors are calibrated by applying several pressures and temperatures and logging the piezoresistive bridge voltage and temperature. The membrane's voltage is very sensitive to changes in pressure and temperature. For a precise calibration, the raw values logged of pressure and temperature at the MEMS-sensor should not be transient or noisy. The pressure controller can adjust the pressure chamber's pressure within only a few seconds to a new desired static value. For the temperature of the chamber core, this is not the case. It responses much slower to temperature changes induced by the Peltier-elements. The actual device uses a standard PID-controller. As shown in Figure 2 , the transient response to a new temperature set point can take more than 100 seconds, before the new set-point is reached and held constant. A near to time optimal trajectory for a setpoint change is much faster and can be reached by modelbased control. 
Black-box identification by supervised training
Consider the calibration device's temperature dynamics as SISO-nonlinear systeṁ
where x(t) is the system state vector, u(t) is the control signal (a current applied to the Peltier-Elements), y(t) is the temperature signal measured at the temperature sensor position, and t is the system's time index. The functions f (.) and g(.) are unknown, nonlinear, and depend on material, heat-transfer, and geometric parameters. As mentioned in Section 1, nonlinear dynamics can be identified by supervised training of a RNN with LSTM blocks. The main advantage of this method compared to parameter-based nonlinear models is that the unknown structure of f (.) and g(.) does not have to be identified. The RNN learns a system model capable of describing the whole system dynamics, including the input/output behavior of f (.) and g (.) . Figure 3 shows a RNN with 1-2-1 structure. The network contains recurrent connections from the output to the hidden layer, from the output to the input layer, and from the hidden to the input layer. The RNN has a linear activation in the input layer, LSTM-blocks in the hidden layer and in the output layer. The core of a LSTM-block consists of a linear, recurrently self-connected unit, called Constant Error Carousel (CEC) (see [22] ). The CEC stores long term information by recirculating error signals and activation. The stored information can be forgotten by the forgetgate. The amount of information input and information output is regulated by input and output gates, which have a valve-like function. These mechanisms allow the LSTM blocks to remember information for several hundred timesteps. A more detailed description of the LSTM's function principle can be found in [19] . In order to learn the calibration device's dynamic behavior, a uniformly distributed current signal is applied to the Peltier-elements. The maximum amplitude of the input signal is limited by the Peltierelements power characteristics. The maximum amplitude allowed is 5 A for the Peltier-elements used in the calibration device. The temperature sensor in the pressure chamber measures the temperature changes resulting from the current signal applied. By using the gradient-descentbased RPROP − -algorithm, the neural network shown in Figure 3 is trained to learn a mapping of the current inputs to the temperature output measured. The RPROP − -algorithm changes the RNN's weights iteratively, trying to minimize the RNN's mean absolute output error.
Implementation and Results
In this section the performance of the learning task is investigated. For identification of the nonlinear system dynamics, the temperature was logged for 700 samples. Every three seconds a new current value was applied to the Peltier-elements. The current input is uniformly distributed, allowing a maximum current of ±5 A. The pressure within the pressure chamber is kept constant at 950 hPa. For the identification task, the sample rate was fixed to one sample per second for temperature and current logging and one per three seconds for current changes, applied to the Peltier-elements. The three seconds current change rate is motivated in the low pass characteristic of the system's response. Recent experiments have shown that faster current changes do not lead to significant spikes in the system's response, which are fundamental for the identification task. The slow change of the current applied was also intended to protect the Peltier-elements from damage, as uniformly-distributed input contains intense and fast changes in current amplitude and direction.
Using the collected data of the device's temperature response, the RNN with LSTM, abbreviated as LSTM-RNN, was trained. For a benchmark, the training results are compared to a RNN having the same structure as the LSTM-RNN in Figure 3 , but uses tanh-blocks instead of LSTM-blocks. The RNN with tanh-blocks is denoted as Tanh-RNN. Both RNN are bias-free, were initialized with random weights, and trained by RPROP − . The implementation of training and neural networks is based on the open source PyBrain-toolbox (see [23] ). For training the current inputs were normalized. The temperature signal was also normalized, the offset was removed, and additionally divided by 10. Recent experiments have shown that target signal amplitudes far smaller than one can be learned with faster convergence and higher precision. The learning success depends on the parametrization of the RPROP − algorithm. There exist no proper methods for finding an ideal algorithm parametrization. So the parameter values have to be determined by trial and error. The RPROP − training was initialized with a constant learning rate of 0.9, an initial weight decay of 0.01, a constant momentum of 0.01, 0.1 initial step size, 1.0 maximum step size, 1e-6 minimum step size, 0.5 overstepping decrease factor (η − ), and 1.2 gradient following increase factor (η + ). The weight decay w(t) was decreased with each iteration by w(t + 1) = 0.995 w(t).
The training was performed for 2000 iterations. The training considered the first 600 samples of the dataset. The remaining 100 samples were used for testing the generalization property of the RNN, as neural networks often suffer from the overfitting problem.
The training results are depicted in Figure 4 . Figure 4(a) shows the uniformly distributed current input signal. Figure 4(b) shows the resulting system temperature at the temperature sensor position and the resulting LSTM-RNN temperature estimate. The first 600 samples of the target-and the input signal (see Figure 4 (a)) were used for training and the last 100 samples for testing. As it can be seen from the test data approximation in Figure 4(b) , the LSTM-RNN fits the unknown test data in almost the same quality as the training data, thus the LSTM-RNN shows good generalization properties even after 2000 training iterations. A training-benchmark is shown in Figure 4 (c). The root-mean-squared-percent error (rms %) of the output estimate is plotted over time in a logarithmic scale for both LSTM-RNN and Tanh The paper represents an initial step towards model predictive control of black-box-identified calibration systems. The Peltier-element fixture has a simple function principle compared to other calibration systems, which consist of up to three coupled heating/cooling circuits with switching dynamics. The identification and control of these more sophisticated systems will be investigated in the long term. But even if devices get more complex, the identification and control methods will stay the same. Complex calibration systems can be clustered into subsystems having comparable complexity, so the proposed RNN-identification method can be applied.
Before changing to more complex systems, investigations on the proposed Peltier-element system will be completed in two steps. In a first step the SISO-model developed will be replaced by a multi-input-single-output (MISO) model, having a uniformly distributed pressure signal as additional input for the identification task. It is expected that the MISO-model estimates the pressure chamber temperature more precisely, as air pressure influences the system's heat transfer to the temperature sensor and the MEMS sensors in the pressure-chamber. Then in a second step, the model will be used for model predictive control of the proposed device. Experiments will evaluate, whether the model is suitable for model predictive control or not.
