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ABSTRACT 
Computer simulation of hydrologic processes has become an 
effective analytical tool for analysis of complicated water 
resource systems. Present methods of generating sequences place 
practical limits on the ability of the methods to preserve an 
observed autocorrelation structure. This report explores the use 
of spectral characteristics in the generation of time series. 
Because of the correspondence between the spectral density 
function and the autocorrelation function of a time series, the 
spectrum can be used to fit any of the empirical autocorrelation 
structures observed in hydrologic sequences. The problem of 
maintaining an observed correlation structure in a generated 
sequence is reduced to the much easier problem of maintaining the 
observed spectral characteristics. 
The method requires that the series be generated in the 
frequency domain. The fast Fourier transform is then used to 
transform from the frequency domain into the sequent ial domain 
of the process. A problem similar to aliasing (encountered when 
estimating the spectral density function) is discussed. When 
generating sequences from the spectrum it is shown that aliasing 
causes a distortion of the true correlation function of the 
series. Direct ion in choice of design parameters of the Monte 
Carlo mode Ito ef feet ive ly e I imi nate the problem i s given. 
A FORTRAN language program is provided which can be used to 
generate a normally distributed sequence with a given spectral 
density function (or equivalently, a given autocorrelation 
function). 
Bias in the standard est imate of autocorrelat ion can be a 
particularly dangerous problem in the generation of sequences. 
The Monte Carlo model is usually designed to retain the observed 
autocorrelation of a. natural sequence. If the observed auto-
correlation has been estimated with considerable bias the asso-
ciated Monte Carlo model can lead to erroneous conclusions. A 
method of unbiased estimation of the autocorrelation function is 
developed and tested. In particular it is shown that the ex-
pected value of the vector of lagged autocorrelation estimates r 
is of the form 
E( r) + A.e.. 
where A is a square matrix of known constants 
of true population lagged autocorrelat ions. 
unbiased estimate of .e... 
iii 
and p is the vector 
Th:s A-1r is an 
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1. INTRODUCTION 
Water resources systems should be 
designed and operated for maximum 
performance given the temporal and 
spatial patterns in the behavior of 
natural processes, principally stream-
flow, but also precipitat ion and temper-
ature. The relationships of these 
pat terns to system performance are 
sufficiently complex that classical 
mathematical optimization is not possi-
ble.. A viable alternative is computer 
simulation of hydrologic sequences 
(called synthetic hydrology) and use of 
these sequences as input to models 
replicat ing the performance of systems 
with various designs and operating 
procedures. 
The usefulness of synthetic hydrol-
ogy depends upon the analyst's ability 
to generate sets of data sequences that 
adequately represent the important 
temporal and spatial patterns associated 
wi th the natural processes. Good 
replication requires accurate measure-
ment (estimation) of the population and 
sequence characteristics important 
to the design'or operation problem under 
cDnsideration and a generation method 
which reproduces them. The character-
istics to be reproduced include: 1) 
mean, 2) variance, 3) statistical dis-
tribution, 4) autocorrelation structure, 
and 5) Hurst coefficient. 
The first two items are easily 
reproduced wi th present ly ava ilable 
generation techniques. The statistical 
distribution (including skewness) can 
usually be approximated by using appro-
priate transformations. However, 
present methods are severely limited in 
their ability to represent the remaining 
characteristics. The analyst must 
usually settle for statistical resem-
blance of the first few lags of the 
1 
autocorrelation structure and often poor 
resemb lance of the Hurs t coef ficient. 
O'Connell (1974) has provided a method 
for specifying the Hurst coefficient as 
a parameter in a first order autoregres-
sive model. However, application is 
limited to a restricted range of lag 1 
autocorrelation and Hurst coefficient 
values. 
Several models have been proposed 
for hydrologic series. Among them are 
the ARMA, fractional Gaussian noise, and 
broken line models. Methods of model 
identification and estimation of param-
eters are published, however, present 
limitations on the correlation structure 
that can be preserved by these models 
make it difficult to preserve many 
autocorrelation functions observed 1n 
natural hydrologic sequences. 
This report takes another approach. 
Because of the correspondence between 
the spect ral dens ity funct ion and the 
autocorrelat ion funct ion of a time 
series, the spectrum can be used to fit 
more general autocorrelation functions. 
The problem in maintaining an observed 
autocorrelation structure in generated 
processes is reduced to the much easier 
problem of maintaining the observed 
spectral characteristics. The desired 
series is generated in the frequency 
domain. The fast Fourier transform 
(Brigham 1974) is then used to transform 
from the frequency domain into the 
sequential domain of the process. 
In addition to the apparent ease of 
generating from the spectrum, the 
problems associated with estimation from 
the spectrum have received a great deal 
of attention. Thus improved estimation 
techniques are readily available for 
unbiasing and smoothing the spectral 
density function. Estimation of the 
spectrum is a necessary atep in most 
applications of generation of hydrologic 
sequences from the spectrum. The 
generated series is intended to have the 
stat is tical ch aracter is tics of some 
observed natural system. Therefore the 
spectral density function must be 
estimated from prior data. It is 
assumed in this work that a satisfactory 
es t ima te us ing the mos t appropriate 
smoothing technique is available. 
Although the method seems prom-
ising, few attempts to develop it 
for pract ical applicat ion are found in 
the literature. In a theoretical 
development, Mejia and Rodriquez-Iturbe 
(1974) used the spectrum in the genera-
tion of random processes. However, 
their model does not use the Fourier 
trans form. Spect ra1 theory and its 
reported applications· to series genera-
t ion are reviewed in the next chapter. 
An a1t ernate, more di rect me thod of 
generation is described in Chapter 3. 
Bias presents an additional problem 
when Monte Carlo methods are used to 
test a generation model. As an example, 
Mejia and Rodriquez-Iturbe (1974) used 
the spectral density from a first order 
autoregressive model to generate data 
by their method. Table 1.1 shows the 
theoretical autocorrelation functions in 
comparison with those generated in their 
study. Although the f it appears good 
for the first three lags (even though 
every gen~rated value is too small), 
the generated autocorrelation estimate 
2 
of -0.221 compared with the theoretical 
value 0.0156 at lag 6 seems poor. Mejia 
and Rodriquez-Iturbe (1974) offer an 
explanation relating to asymptotic 
convergence. However, this study 
explores bias error as an alternative 
explanation. Chapter 4 reports investi-
gation of a method to reduce estimation 
bias. 
Chapter 5 presents a Monte Carlo 
study on the effects of factors which 
cQntro1 the distribution of generated 
. series values. The ability of the 
method of generation presented in 
Chapter 3 to preserve a given auto-
correlation structure is considered in 
Chapter 6. The final chapter is devoted 
to conc 1us ions and recommendat ions. 
Table 1.1. Theoretical and sample 
correlations for first 
order au toregres s ive pro-
cesses generated using 200 
harmonics and 200 sample 
points*. 
Lag 
1 
2 
3 
4 
5 
6 
7 
8 
Theoretical 
0.5 
0.25 
0.125 
0.0625 
0.03125 
0.015625 
0.0078125 
0.00390625 
Generated 
Sample 
0.489 
0.244 
0.116 
-0.014 
-0.084 
-0.221 
-0.133 
-0.128 
*From Mejia and Rodriquez-Iturbe (1974) 
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2. REVIEW OF SPECTRAL THEORY 
This review of elements of spectral 
theory germane to this study follows 
closely that used by Jenkins and Watts 
(1968) and defines the notation used. 
Also provided is a brief description of 
the method of generation derived by 
Mejia and Rodriquez-Iturbe (1974). 
Elements of Spectral Theory 
Spectral analysis deals with 
frequency characteristics by decompos i-
tionof a time series into a sum of 
sinusoidal components. The coefficients 
of these components constitute the 
discrete Fourier transform of the 
serLes. Let X- n , ••. , XO, Xl, X2, 
••• , Xn-1 be a time series observed at a 
regular time interval ~t. Let the time 
of observation corresponding to Xk be 
tk = k~t for k = -n L "" -1, 0, 1, 
••• , n-1. The number of observations is 
N = 2n, and the time length (T) of the 
serLes is 
T = 2n~ = N~ (2.1) 
The Fourier representation of the series 
{Xk} is 
n-1 
AO + 2 I [A.cos(2 IT kj fa ~) 
j=l J 
+ B.sin(2 IT kj fa ~)] J 
• (2.2) 
k= 0, ±l, ±2, , .. , ±(n-l),-n 
where 
n-1 
A. = ~ I Xi cos(2 IT ij fa ~) J i=-n 
3 
and 
1 n-1 
B. = - I Xi sin(2 TI ij fa 6.) J N. J..=-n 
The frequency fa "" liT is called the 
fundamental frequency and each sine and 
cos ine component in Equation 2.2 has a 
frequency which is an integer multiple 
of fa. If {Xk} is a real series, the 
Ak and Bk satisfy 
(2.3) 
(2.4 ) 
fo r k = 1, 2, ••• , (n-1) • 
The sample power spectrum of the 
series {Xk} is a function of frequency 
and defined by 
where fk = kfO, k = 0, ,::1, ,::2, ..• , 
+(n-l), -no The population power 
spectrum is denoted f(f) and is esti-
mated by C( f k ) at the frequencies fk. 
This estimate is called the unsmoothed 
estimate. Considerable improvement is 
achieved by the process of smoothing 
(Jenkins and Watts 1968). However, for 
the purpose of generating sequences, the 
unsmoothed spectrum is generated. 
The sample spectral density func-
tion is defined by 
where si is the series variance. The 
corresponding population function is 
defined similarly 
The power spectrum and spectral 
dens ity are mathematical character-
izations of the time series in the 
frequency domain. The corresponding 
functions in the time domain are the 
sample autocovariance (c(tk)) and 
au tocorre1a t ion (r( tk)) where k is 
called the lag. The population counter-
parts are denoted yet) and pet) respec-
tively. 
Jenkins and Watts (1968) recommend 
the estimator 
and 
where 
and 
n-k-1 
= c(Kll)= L; (Xj - 5b (Xj +k "- X) IN j= -n 
x 
n-1 
L; 
j= -n 
n-1 
L; 
j= -n 
X. IN 
J 
(2.5) 
(2.6) 
The time domain and the frequency 
domain are related by the Fourier 
transform. In particular C(fk) and 
R(fk ) are the Fourier transforms of 
c(tk) and r(tk) respectively. 
A result from the distribution 
theory of these estimates is that 
2C(fk )/f(fk) is approximately chi-square 
distributed with 2 degrees of freedom 
for k = +1, ••• +(n-1) and chi-square 
distributed with I-degree of freedom for 
k = 0, -no 
Mejia and Rodriquez-Iturbe Method 
This method of using the spectrum 
to generate time series uses an ext en-
4 
sion of the random phase model given by 
k N 
(1) 2L; 
N i=l 
cos (W. t + 8.) 
1 1 
(2.7) 
where Wi and 8i are mutually independent 
random funct ions. The distribution of 
Wi is a transformation of the spectral 
dens ity funct ion for the process, and 
8i is uniformly distributed on [0, 2rr]. 
Th'e correlation function of the model 
(Equation 2. n approaches the corre1a-
t ion funct ion corresponding to the 
spectral dens ity used to generate the 
Wi as N approaches infinity. The pro-
cess is also shown to be asymptotically 
Gaussian. This method requires that a 
transformed spectral density function be 
sampled as a probability distribution. 
"This can be done efficiently if the 
spect ra1 dens ity has an ana1yt ica1 
mathematical formula. However, in many 
applications it is difficult to find a 
suitable formula for approximating 
observed spectral densities. Also 
adequate resemblance of a population 
Hurst coefficient depends upon adequate 
resemblance of the autocorrelation or 
spectral structure of the population. 
This is difficult in many applications 
using the Mejia and Rodriquez-Iturbe 
(1974) method because a mathematical 
formula for the spectral density 1S 
required. 
Sampling 1n the time domain is 
usually carried out at a fixed time 
interval (llt). It follows from spectral 
theory that the sample spectrum is 
estimated at discrete frequencies which 
are mu1t ip1es of the fundamental fre-
quency liN llt, where N is the number of 
observations (Jenkins and Watts 1968). 
Thus the freq uenc ies are nonrandom, 
i.e., fixed by the sample size N and the 
sampling interval in the time domain. 
This result is inconsistent with the 
method of generation given by Mejia and 
Rodriquez-Iturbe (1974) where fre-
quencies are regarded as random vari-
ables. 
, 
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3. SERIES GENERATION FROM THE SPECTRUM 
The primary objective of this 
research is to provide a method of 
generating time series with a given 
autocorrelation function. The auto-
correlation function and the spectral 
dens ity funct ion represent the same 
information, the first is in the time 
domain and the second is in the fre-
quency domain. The Fourier transform 
is the vehicle which transforms from one 
sp·ace into the other (Jenkins and Watts 
1968). Thus generating in frequency 
space according to a given spectral 
density, i.e., generating the Fourier 
coefficients Ak and Bk, is equivalent 
to generating in time space according 
to the equivalent autocorrelation 
function. 
The method of applying this concept 
in generating series is developed next. 
A phenomenon called "aliasing" is 
encountered when the spect rum is used in 
generating a series. Specifically, the 
s ample autocorrelation (or autocovari-
ance) function is disturbed. Direction 
in designing the Monte Carlo program to 
avoid this problem is also given. 
Generation Method 
It was noted in Chapter 2 that 
unsmoothed spectral estimators are 
approximately distributed as independent 
chi-square random variables. Specif-
ically for fk = k/(N6t), k = +1, ,:.2, 
+(n-l) and 2n = N -
2(~ + B~) 
r (fk ) xx 
(3.1 ) 
is chi-squared distributed with 2 
degrees of freedom and 
5 
(3.2) r (fk ) xx 
is ch i-squared with 1 degree of freedom 
for k = 0, -no The Ak and Bk are 
Fourier coefficients as defined for 
Equation 2.2. Thus given a generated 
chi-squared value for Equation 3.1 or 
3.2, one needs to determine Ak and Bk' 
Since the essential features of the 
spectral density (and hence autocorrela-
t ion) are preserved in the ch i-squared 
distribution of Equations 3.1 and 3.2 J 
the distribution of Ak and Bk, given 
the value of Equations 3.1 and 3.2, has 
no effect upon the autocorrelation 
funct ion. It follows that this distri-
bution must be related to the marginal 
di s tribu t ion of the generated time 
ser1es. The relationship between Ak 
and Bk is conveniently expressed as 
the phase angle Elk where 
e = arc k 
-B k 
tan( ~ ) 
k = ±l, ±2, ••• , ±(n-l) 
(3.3) 
Thus Elk can take on any value in the 
interval [0, 2'1T) and in fact can be 
random without affecting the sample 
spect ral dens ity of a process. The 
relationship between the distribution of 
~ and the distribution of the generated 
series values is investigated in the 
next chapter. (One result is that a 
uniform distribution of Elk on [0, 2'1T) 
provides a normally distributed series.) 
It follows from Equations 3.1 and 
3.3 that 
(x2 
k 
'\ = r (fk) /2) 2 coS(8k) 2 xx (3.4) 
and 
(X 2 
k 
Bk r (fk ) /2) 2 sin(e ) 2 xx k (3.5) 
for k = +1, +2, +( n-l). Also from 
Equation 3'.2 for k = O,-n 
(x2 
1 
A r (fk ) )~ (3.6) k 1 xx 
The 8k is a random variable generated 
on the interval [0, 2rr]. 
since the time series to be gener-
ated is real, Equations 2.3 and 2.4 
apply and only the Ak and Bk for k = 
0, 1,2, ... , n-l and -n need be gener-
ated. The fast Fourier transform 
algorithm is then used to transform the 
generated Ak and Bk values into the 
time series. Figure 3.1 outlines the 
computations required for generation 
of a time series from the spectrum and 
detailed in the FORTRAN subroutine 
listing in Figures 3.2, 3.3, and 3.4. A 
uniform distribution for the phase 
angle is used in this program. 
The GENSPEC subroutine generates a 
time series from the spectral density 
function. The generated series has mean 
° and variance 1. The subroutine FFT2C 
called by GENSPEC is a fast Fourier 
transform and the subroutine NORM 
provides standard normal observations. 
The subroutine START provides 
initial input to FFT2C and must be 
called once prior to the first call to 
GENSPEC. This is a comput at ionally 
efficient procedure if GENSPEC is called 
repeatedly in a Monte Carlo experiment. 
The function IBITR is used in START. 
The problems and distortions caused 
by finite record length and aliasing 
when estimating the spectrum from a time 
series are also encountered when gener-
6 
ating series. These problems are 
cons ide red next. 
Monte Carlo Design 
In this section distortions of the 
generated time series characteristics, 
called aliasing, are considered. The 
term "aliasing" has in the past referred 
to distor~ions of an estimated spectral 
density function due to data records of 
finite length. In this section aliasing 
r~fers to a closely related phenomenon, 
however, the roles are reversed. Here 
the spectral density function is sampled 
at discrete frequencies in the genera-
tion process and it is shown that 
aliasing of the autocorrelation function 
occurs. A method of designing the Monte 
Carlo model to effectively eliminate 
this problem is given. 
Consider a generation model in 
which the spectral density function is 
sampled at integer multiples of fO, 
i. e., 0 ':'fO, +2 fO, Therefore 
the spectral density for the purposes of 
generation can be characterized as 
12 r i (f) = ~ r (f) i( f) (3.7) 
(J (J 
where the function i(f) is given by 
00 
i(f) = L o(f - K£ ) 
k=-oo 0 
and 
C if x f- 0 8(x) = if x = 0 
Since the autocorrelation is the Fourier 
transform of the spectral density 
function, it follows from the convolu-
tion theorem (Jenkins and Watts 1968) 
that the correlation function corre-
sponding to Equation 3.7 is 
00 
r.(,) = f ret-c) I(,)d , 
~ _00 
(3.8) 
L _ 
"" ~ 
l ~ 
r -
READ 
IJ. 
r (fk ) 
Length of series to be generated 
Sampling interval 
xx 
cr 
x 
= Spectral density function 
2 
cr = Variance of series 
x 
m = Mean of series 
x 
Yes 
Compute 
A (X2 k 2 
Bk = (X ~ 
A 
-k = Ak 
B 
-k = -B k 
~---No 
Figure 3.1. Flow diagram. 
k = 0, .:t,1, .:t,2, 
7 
••• , .:t,(n-l) 
generate 
standard normal 
Zl' Z2 
k 
AO = (r (fk»2 xx 
BO = 0 
Zl 
A-n (r xx(f_n»Z2 
B-n = 0 
Fourier Transform 
the Ak and Bk to 
obtain the series 
in real time 
C****H~**'t**********************************************************', 
C* 
C* 
C* 
C* 
C* 
C* 
C* 
C* 
C* 
INPUT PARAMETERS: 
* lSEED = LARGE ODD " INTEGER *. 
'N ='NUMBER OF SERIES TERMS (, A POWER OF 2) * 
. "·'~~~.~Hl'\'" ~" Nd~t~~N/2 ':~;··;;:'f.'··; .' ;'~" . * ::~ oJ" ":"'~': '~r N(j\~ 'LOG (BASE' 2) OFN, ;N = 2**NU '* 
. GAMMA = VECTOR OF LENGTH'N02+1. CONTAINING THE * 
SPECTRAL DENSITY FUNCTION, * 
GAMMA(I) = DENSITY AT FREGUENCY (I-l)/T* 
T = TIME LENGTH OF SERIES * 
C********************************************************************* . . 
C* OUTPUT PARAMETER: * 
C* B = VECTOR OF LENGTH N CONTAINING THE GENERATED* 
C* SERIES * 
C********~************************************************************ 
1 
2 
1 
SUBROUTINE GENSPEC(N,N02,NU,GAMMA,B. ISEED) 
COMPLEX A(2000) 
00.1 1=2, N02 
RN=RANDOM(ISEED) 
XI=SGRT(2.*ALOG(RN)*GAMMA(I» 
XII=RANDOM(ISEED) 
A(l)=CMPLX~XI*SIN(6.283185*XII).-XI~COS(6.283185*XII» 
A(N-I+2)=CON'-'G(A( I» 
CALL NORM(Zl,Z2, ISEED) 
A ( 1 ) =CMPLX (SGRT ( Z 1 * Z 1 *GAMMA ( 1 ) ) • O. ) 
A(N)=CMPLX(SGRT(Z2*Z2*GAMMA(N02+1».O. 
CALL FFT2C(A,NU,N) 
B(I)=REAL(A(I» 
RETURN 
END' 
SUBROUTINE NORM(Zl,Z2, ISEED) 
X=2. *RANDOM(ISEED)-l. 
Y=2. *RANDOM ( I SEED) -1. 
S=X*XB+Y*Y 
IF(S, GE. 1. ) GO TO 1 
S=SGRT(-2. *ALOG(S)/S) 
Z1=X*S 
Z2=Y*S 
RETURN 
END 
'- " 
. \ . . :.; ..... 
Figure 3.2. FORTRAN Subroutine GENSPEC. 
8 
SUBROUTINE FFT2C(A,NU,N) 
COKPLEX A(200),CIS(SOOO),Z 
DIMENSION IKEEP(200) 
COKMON CIS,IKEEP 
N2=NI2 
NU1=NU-l 
KK=O 
K=O 
DO 100 L=" ,NU 
102 DO 101 I=1,N2 
KK=KK+l 
K1 =K+l 
K1N2=K1+N2 
Z=A(K1N2)*CIS(KI<) 
A( K1 N2 )=A(Kl )-Z 
A(K1 )=A(K1)+Z 
101 K=K+1 
f{=K+N2 
IF(I<.LT.N) GO TO 102 
K=O 
NU1=NU1-1 
100 N2=N212 
DO 103 l<=l,H 
I=IKEEP(J{) 
IF(I.LE.K) GO TO 103 
Z=A 00 
AnO=A<I ) 
103 A(I>=Z 
RETURN 
END 
FUNCTION IBITR(J,NU) 
Jt=J 
IBITR=O 
DO 200 I=l,NU 
J2=Jl/2 
IBITR=IBITR*2+(Jl-2*J2) 
200 J1=J2 
RETURN 
END 
Figure 3.3. FORTRAN Subrou tine FFT2C 
and Function IBITR. 
where I( T) 1S the Fourier transform of 
i(f). Since 
00 
I(T) = L 8(T (3.9) 
k=-co \ 
9 
SUBROUTINE START(N,NU) 
COMPLEX CIS(5000),H 
DIMENSION IKEEP(200) 
COMMON CIS,IKEEP 
N2=N/2. 
I{K=O 
NU1=NU-1 
~{=O 
DO 100 L=l,NU 
102 DO 101 I=1,N2 
KI'(=KK+l 
P=IB ITR (K/2**NU1 ,NU) 
ARG=6.283185*P/N 
CiS(KK)=CMPLX(COS(ARG),-SIN(ARG» 
101 K=K+1 
K=K+N2 
IF(K.LT.N) GO TO 102 
K=O 
NU1=NU1-1 
100 N2=N2/2 
D~ 103 l<=l,N 
103IKEEP(K)=IBITR(K-l,NU)+1 
RETURN 
END 
Figure 3.4. FORTRAN Subrountine START. 
substituting Equation 3.9 into Equation 
3.8 results in 
1 
ri(t) = f 
o 
00 
L 
k=-co 
'k 
ret - T) 
a 
(3.10) 
E qua t ion 3. las h ow s t hat the 
autocorrelation ri(t) is the sum 
of autocorrelations with minimum lag 
distance of lifO. This confusion of 
~ut~corre lat i()_~ __ ya lu~_~_. __ <:orresponds to 
alia's ing of the spect ral estimates. The 
problem can be effectively eliminated by 
generating sufficiently long series. 
The following considerations are used to 
determine the length of generated 
series. Note that if fO is chosen 
sufficiently small that rC1/2fO) is 
close to zero, then ri(t) for -1/2fO· 
< t <1/2fO will not be significantly 
di fferent from r( t), and T = 1/ fO. 
It remains to determine the number 
of samples (N) or equivalently since 
T = Nllt = 1/ fO (3.11) 
to choose the sampling interval in time 
(llt). For applications in synthetic 
hydrology, nature's annual cyc le in 
hydrologic events imposes a fixed llt of 
one year. In such cases N = [T/llt] + 1 
where [y] is the greatest integer less 
than or equal to Y. 
In any case where II t is not fixed 
by some natural consideration, the 
experimentor needs to consider the 
relationship. between the shape of the 
autocorrelation and the sampling inter-
val. If the autocorrelation function 
has important features (e.g., modes, 
slope changes) which are separated by a 
distance D, then a sampling interval 
llt < D/2 is required to reflect these 
features.. in the generated series. 
The series length T given by 
Equation 3.11 is defined to reduce 
the effect of aliasing. In applica-
tions, shorter series may be required 
(e.g., based on the economic life of a 
project). The above considerations 
indicate that generated series must be 
longer. The required series can be 
obtained from the generated series by 
truncating it to the required length, or 
decomposing it into several nonover-
lapping ser~es. 
It is revealing to study the effect 
of aliasing on the generated series. In 
defining the spectrum for generation, 
only values at specific frequencies are 
used. From Equation 3.10 additional 
frequencies must be inferred. Since 
these are not specified they would seem 
to be the result of random noise and 
would cause randomness in the sample 
autocorrelation function. This suggests 
the hypothesis that variation in sample 
autocorrelation is composed of the 
10 
; natural 
spectral 
aliasing. 
aliasing 
length of 
sampling variation of the 
dens ity and variation due to 
Further the variance due to 
is inversely related to. the 
the generated series. 
This hypothesis was investigated by 
generating series of various lengths 
using the same spectral density function 
and fundamental frequency for all cases. 
The randomness due to sampling variation 
of the spectral density function was 
eliminated by setting Equations 3.1 
and 3.2 equal to 2 and 1 respectively. 
(These are the mean values of the 
respective X2 distributions of Equations 
3.1 and 3.2.) A uniform distribution of 
the phase angle Ok on [0, 2~] was used 
in these experiments. Any sampling 
variation in the autocorrelation func-
tion is thus due to randomness in Ok 
and not spectral density. 
The results of these experiments 
verified these hypotheses. The average 
of the autocorrelations for each gener-
ated series length were nearly the same. 
However, the variance decreased as the 
length increased as shown in Table 3.1. 
This relationship provides a very 
useful check on the Monte Carlo design. 
If the series length T is sufficiently 
long to avoid the problem of aliasing, 
series generated without variation of 
the spectral density function should 
have a small variance of the sample 
autocorrelation function as computed 
from the aggregated samples. 
Table 3.l. Correlation function vari-
ance. 
Series Len~th ~T} 
Lag 16 32 64 128 
1 • 049 .054 . .019 .014 
2 .165 .070 .025 .012 
3 .060 .029 .019 .011 
4 .115 .092 .049 .025 
5 .090 .036 .022 .009 
6 .139 .088 .027 .008 
7 .080 .048 .017 .010 
8 .120 .046 .041 .032 
L _' 
, -
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4. AUTOCORRELATION ESTIMATOR BIAS 
The importance of good estimates of 
parameters from the observed data for 
use in synthetic hydrology has been 
discussed in Chapter 1. Bias of the 
standard estimator of lagged auto-
correlation has been noted previously 
(Kendall and Stuart 1968). Reductions 
of the bias by the method of Quenovi11e 
(1956) is.effective; however, this 
method can lead to absurd estimates 
which are outside of the interval (0,1) 
(Salas eta1. 1980). A different method 
of reducing that bias is developed in 
this sect ion. For convenience, the 
autocovariance function used is that 
recommended by Jenkins and Watts (1968): 
N-Q. 
r 
i=l 
(X. 
~ 
(4.1) 
Table 4.1 shows the results of a 
Monte Carlo experiment where 1000 series 
of length 64 were generated using the 
AR(1) model 
Xi = 0.6 Xi-1 + Ei (4.2) 
The model error (Ei) was given a 
normal distribution with mean zero 
and variance 1. The average auto-
correlation estimate at each lag is 
shown with the theoretical value for 
comparison. 
The expected value of the estimator 
(Equation 4.1) provides an insight into 
the problems encountered with respect to 
bias. Without loss of generality assume 
E(Xi) = 0 so that 
wher~ C li-j I is the theoretical auto-
va r 1 an c e a i: 1 a g I i - j I. The n from 
Equation 4.1 
Table 4.1. Autocovariance estimator bias (with and without bias correction). 
Autocovariance 
Lag Estimated Estimated Theoretical Bias Bias 
(Eq. 4.1) (Eq. 4.6 \ (Eq. 4.1) (Eq. 4.6) 
1 .559 .605 .600 -.041 .005 
2 .297 .350 .360 -.063 -.010 
3 .137 .195 .216 -.079 -.021 
4 .050 .111 .130 -.080 -.019 
5" -.0002 .063 .078 -.028 -.015 
6 -.029 .036 .047 -.076 -.011 
7 -.043 .024 .028 -.071 -.004 
8 -.055 .0l3 .017 -.072 -.004 
11 
N-£ 
E(c£) = r E(X. - X) (Xi +£ - X) i=l 1 
N-£ 1 N-£ N 
=-c 
N2 
r r 
c Ij-i I N £ i=l j=l 
N-£ N L----1 r r C i 
-N2 
i=l j=l I j-i-£ I 
N-£ N N 
+-- r r Clj_kl~ (4.3) 
N 3 j=l k=l 
It is di fficult and noninformative to 
algebraically collect the coefficients 
of each Ck , suffice it to note that 
Equation 4.3 can be written in the 
form 
+ a£n-l Cn-l (4.4) 
where Co is the series variance. The 
coefficients a£i are difficult to define 
in gene-ral but easy to compute fo-r - any 
specific case. By setting t-he right 
side of Equation 4.4 equal to the 
observed C£, a system of N equations in 
N unknowns results. These equations can 
be written 1n matrix form as 
c = A C (4.5) 
where 
c' = (cO, c 1 , c2, ... , cn-l ) 
C' = (CO, C2, C3, Cn-l ) ... , 
a O 0 a O 1 a O,2 ... a , , O,N-l 
al,O a l 1 , a l 2 , ••• : a l N-l , 
A 
~~-l , 0 ~-l, 1 ~-l ,2 : •• , ~-l , N-l 
An unbiased estimator for C is found by 
'_,solving Equation 4.5 for C. The solu-
tion is an estimator for C whlch is 
designated here by C. Thus 
12 
(4.6) 
and 
The Monte Carlo experiment reported 
in Table 4.1 was repeated after making 
the bias correction given by Equation 
4.6, and these results are also reported 
in Table 4.1. Both results are plotted 
in Figure 4.1. There seems to be a 
considerable bias reduction. 
A good estimator should minimize 
error as well as be unbiased. An 
additional statistic, the mean squared 
error (MSE) is also useful here where 
1 M 2 
M r (C£ - c£i) i=O 
when Equation 4.1 is used and 
when Equat ion 4.5 (bias correct ion) is 
used. The cons tant M is the Monte 
Carlo sample size (1000 in this study) 
and N is the series length from which 
the C£ are estimated (e.g., 64 in this 
study). The mean squared errors for 
both estimators were about the same 
with bias corrected estimators slightly 
better at small lags and uncorrected 
estimator slightly better at longer 
lags. The marked reduction in bias 
without appreciable gain in MSE indi-
cates that the bias corrected estimators 
have greater variance than the standard 
estimators. 
Additional work is required to take 
full advantage of the reduced bias. The 
, ' 
Ii _ 
1.0 LEGEND 
0.9 Theoretical: 
0.'8 Bias Corrected: -----
0.7 No Bias Correction: -----
z 0.6 
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0 0.2 u 
0.1 
0.0 
-0.1 
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5 6 
~---
7 8 
Figure 4.1. Comparison of autocorrelation estimator with and without bias correc-
tion. 
increased variance is likely due to the 
use of estimated autocorrelations at 
every available lag (by Equation 4.1) in 
the bias corrected estimate at each lag. 
Improvement in the MSE will likely 
result if the estimates (Equation 4.1) 
are judiciously chosen when forming the 
bias corrected estimate Equation 4.6. 
This problem seems related to the 
smoothing of spectral densities using 
windows. 
13 
It is worth noting at this point 
that the autocorrelation function can be 
estimated from the sample spectral 
dens ity. A great deal of theoret ical 
effort has been expended to determine 
methods of smoothing which reduce bias 
and variance of the density function 
(e.g., Jenkins and Watts 1968). A 
comparative study of these methods of 
estimation is recommended. 
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5. DISTRIBUTION OF SERIES 
It was noted in Chapter 3 that the 
sample spectrum (when normalized) has a X~ dis t rib uti 0 nat e a c h f r e que n c y 
fk = k/~LlN)., k.= .!.l., .!.2, ••• , .!.(n-1) 
and a Xl d1str1but10n for k = 0 and 
-n. Therefore, the au tocorrelat ion 
resulting from transformation into a 
time series does not depend on the 
me thod of choos ing Ak and Bk give n 
X2. The normal distribution has been 
characterized (Guiasu 1977) as the 
distribution over the real numbers with 
maximum entropy (Le., disorder). Thus" 
it seems, intuitively reasonable that 
independent uniform distributions 
(maximum entropy over a finite interval) 
for the phase angle 8k = arc tan(-Bkl 
Ak), k = +1, +2, ••• +(n-1) would result 
in a normally distributed time series. 
Monte Carlo experiments were 
performed to evaluate this hypothesis. 
For two different spectral densities, 
the subroutine GENSPEC (Figure 3.2) was 
used to generate series of length 1000. 
These series are plotted on normal 
probability paper and shown in Figures 
5.1 and 5.2. The straight line plot 
indicates a very definite normal distri-
bution for both time series (Hines and 
Montgomery 1980). 
I t is also hypothes ized that the 
distribution of the series could be 
cont rolled by al t er ing the uni form 
distribution of phase angle to specific 
symmetric and skewed forms. The distri-
butions commonly used to represent 
hydrologic time series can be charac-
terized by regions on a 81-82 plot of 
standardized third against standardized 
four th sample moment s as deve loped by 
Hahn and Shapiro (1967) and reproduced 
in Figure 5.3. For any specific phase 
angle distribution, Monte Carlo genera-
tion can be used to generate a long 
15 
series, and because of these large 
values of n, the two moments can be 
accurately estimated by 
[I (X.-X) 2 In] 3 
1 
Empirical analyses of how various 
phase angle distributions relate to the 
81-82 plane are needed to explore for 
useful distributions. Two families of 
distributions on the circle were used 
to generate values of phase angle Ek 
as shown in Table 5.1, the normal 
represent ing a symmetric form and the 
exponential representing a skewed form. 
Data were generated using the model 
given by Equation 4.2 and series of 
length 1000. Third and fourth standard-
ized moment s S 1 and 132 were calcu-
lated and are shown in Table 5.1 and 
plotted on Figure 5.3. 
The distributions for 8k are 
called "wrapped" meaning that a mean is 
chosen in the interval [0, 2iT], then a 
value of 8k is generated" in the natural 
range of the distribution (e. g., - 00 < 
8k < 00 for the normal). The phase 
8k is recomputed mod (21f). 
No useful trends are readily 
apparent from the data plotted on 
Figure 5.3. possible alternative phase 
angle distributions deserving trial 
include multimodel distributions and 
dependencies among the 8k' s. These 
forms have not been studied. 
Although this part of the research 
was not carried forward to develop a 
practical generating methodology, the 
usefulness of generation using the 
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Figure 5 .1. Normal probability plot for data generated from. spectral density 
function of an AR(l) model. 
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spectrum is not severely limited: 
Pres ent me thods begin wi th normally 
distributed series. Then transforma-
t ions (e. g., 1 og no~ma 1) a re- us-ed t 0-
provide alternate distributions. Such 
tr ans forma t ions can als 0 be appl ied 
with the new method. 
The plot code in Table 5.1 identi-
fies each Sl-S2 point in Figure 5.3. 
For example, the first entry in Table 
5.1 is labeled "1" in Figure 5.3. 
It is evident from Figure 5.3 that 
skewness (S 1) of the series distribution· 
is no~ controlled by independent dis~ri-
but ions for the Ok. It seems that a 
dependence structure for these random 
variables is necessary._ 
Values of Sl and S2 have been 
computed for the yearly flows of two 
rivers which have natural flows with 
little .management interference. These 
values are shown in Table 5.2 and are 
plotted in Figure 5.3 using the codes 
given. For comparison with the Monte 
Carlo data the sample sizes are much 
smaller than those used in the Monte 
Carlo samples so more variability 1S to 
be expected. 
Table 5.1. 81 and Sz for various distributions of phase angle. 
Plot Code Distribution* 81 82 
(For Figure 5.3) of 6 k 
1 Uniform 6 x 10-5 2.90 
2 N(O, .25) 7.4 x 10-4 3.80 
3 N(O, .5) .0871 3.23 
4 N(.25, .25 ) .0438 6.69 
5 N(-.5, .25 ) .0092 3.28 
6 N(.5, .1) .0819 8.34 
7 N( .5 , .25 ) .0245 3.72 
Off scales Exp(O, .1) 53.76 116.4 
Off scales Exp(O, .25 ) 4.05 22.0 
Off scales Exp(O, .4 ) 1.09 11.60 
8 Exp(O, .5) .052 4.50 
9 Exp(O, 1) .040 3.34 
a Exp (.25, .4 ) .055 4.15 
Off scales Exp(.5, .4 ) .935 12.5 
*N(a,b) = normal, u = a, a = b 
Exp(a,b) = Exponential, x > scale parameter b a, = 
Uniform = Uniform on [0, 21f"] 
Table 5.2. Sl and S2 for observed natural flows. 
R~ver Plot Code Sample 
(For Figure 5.3) Sl S2 Size 
Blacksmith Fork (1915-1981) b .25 2.76 66 
Weber (1905-1981) c .15 3.66 76 
19 
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6. AUTOCORRELATION OF GENERATED SERIES 
It is important that certain 
distributional characteristics observed 
in a natural hydrologic sequence be 
preserved in the generated data. This 
chapter reports the results of Monte 
Carlo simulations performed to evaluate 
the ability of series generated by the 
spectral method to preserve autocorrela-
tion characteristics. Because the 
"desired" characteristics of the gener-
ated series are usually estimated from 
observed data, the estimation methods 
used should be unbiased. Othe~ise the 
model used to generate series will 
correspondingly be in error. 
In addition, it is difficult to use 
Monte Carlo simulations to evaluate a 
generat ion me thod because the same 
me thod used to es t ima te popul at ion 
characteristics is usually also required 
to measure the characteristics of the 
generated series. Thus any bias in the 
estimation method may be confused with 
errors inherent in the generation 
method. In this secti~>n, both the 
classical procedure to estimate auto-
correlation and the unbiased alternative 
given in the previous section are used. 
Two aspects of evaluation of the 
generation method are cons idered here. 
First, the average autocorrelation is 
compared with the theoretical autocorre-
lation. Second, the variation of the 
sample autocorrelation abouJ: the theo-
retical or true autocorrelation for a 
generated series is compared with the 
natural sampli,ng variation exhibited by 
a known system. The first comparison is 
made by generating series to preserve 
the autocorrelation function observed on 
the annual flow series of the Bear 
River. The older portion of the record 
given in Table 6.1 has been modified 
from the original measurements to 
represent present watershed use condi-
tions (James et al. 1979). The auto-
correlation function at lags 1-10 as 
computed from these data using the 
method of Jenkins and Watts (1968) is 
shown in Table 6.2. The spectral 
Table 6.l. Annual flow ser1es (100 acre-feet/year) of the Bear River. 
1204800 883300 773100 1595900 764900 1224700 2293500 
1366300 2233400 1960000 1487500 1414200 141&900 1770700 
921500 1270500 1771100 1249400 1052900 1306900 1696300 
2112400 1808900 1297200 1113900 904600 784800 780800 
880600 776200 466600 781800 646800 343200 470800 
860800 767800 811800 600200 468600 524800 707800 
875400 697400 812000 1041400 1070600 1167800 1020000 
1741000 1630200 1686400 1043800 539200 611200 879800 
954400 1058800 602200 569800 405200 874800 629400 
916400 1091000 1154400 1054200 1059200 1215400 875800 
2067800 2070600 1485000 1505000 1457000 1827000 689300 
945100 
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Table 6.2. Autocorrelation function 
from Bear River data. 
Lag Correlation 
1 .661 
2 .527 
3 .488 
4 .323 
5 .332 
6 .266 
7 .234 
8 .141 
9 .052 
10 .086 
dens ity funct ion has been computed as 
the Fourier transform of the auto-
correlation and is given in Table 
6.3. 
Table 6.4 shows the average of 1000 
autocorrelation functions computed from 
Monte Carlo generated series of length 
64 using Subroutine GENSPEC (Figure 
3.2). The spectral density function in 
Table 6.3 was used in the generation. 
Both the standard estimate of autocorre-
lation and the bias corrected estimate 
are recorded in Table 6.4. The maximum 
deviation of the average bias corrected 
autocorrelation from theoretical values 
is 0.036. For the standard method of 
estimation, the maximum deviation is 
0.121. The agreement between theoreti-
cal and the bias corrected autocorrela-
tion is reasonably close. When compared 
with other methods of generation, it 
seems very good (e. g., see Tzeng 1980). 
The second aspect of evaluation was 
to examine the variation of sample 
autocorrelation about the desired value. 
In this evaluation, 1000 series were 
generated using the AR( 1) mode 1 given 
by Equation 4.2. The average autocorre-
lation and the mean squared error of the 
autocorrelation at each lag are given in 
Table 6.5. These values represent the 
"natural" variation of the AR( 1) system 
22 
since it is the observed characteristics 
of an AR(l) model. The spectral density 
function (Equation 6.1) for an AR(l) 
series given in Jenkins and Watts (1968) 
was used a second time to generate 1000 
series. 
ref) = 1 + .36 1 
= 1.2 eaSe21T f) 
(6.1) 
f = ± k/64 k = 0, 1, 2, .•. , 32 
Table 6.3. Spectral density function 
from Bear River data. 
Frequency Spectral Density 
o 
1/64 
2/64 
3/64 
4/64 
5/64 
6/64 
7/64 
8/64 
9/64 
10/64 
11/64 
12/64 
13/64 
14/64 
15/64 
16/64 
17/64 
18/64 
19/64 
20/64 
21/64 
22/64 
23/64 
24/64 
25/64 
26/64 
27/64 
28/64 
29/64 
30/64 
31/64 
32/64 
.3318 
.3201 
.2868 
.2368 
.1785 
.1238 
.0911 
.0930 
.1098 
.1202 
.1175 
.1027 
.0808 
.0605 
.0530 
.0598 
.0698 
.0758 
.0766 
.0747 
.0734 
.0750 
.0788 
.0826 
.0845 
.0842 
.0818 
.0778 
.0718 
.0629 
.0501 
.0325 
.0012 
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Table 6.6 contains the corresponding 
statistics for this method of genera-
tion. 
Comparing Tables' 6.5 and 6.6 it is 
seen that the means and MSE's are very 
similar: This illustrates that the 
spectral dens ity method of generation 
using Equation 6.1 produces series which 
are stochastically equivalent to those 
generated by the AR(I) model (Equation 
4.2). 
Table 6.4. Average autocorrelation computed from 1000 series of length 64, gener-
ated with spectral densityfunct~on in Table 6.3. 
Lag Autocorrelation 
Theoretical Standard Bias Corrected 
1 .661 .579 .632 
2 .527 .440 .509 
3 .488 .373 .452 
4 .323 .202 .292 
5 .332 .219 .319 
6 .266 .148 .257 
7 .234 .115 .230 
8 .141 .114 .118 
Table 6.5. Average autocorrelation and mean squared error (MSE) from 1000 gener-
ated series of length 64 using AR(I) model 6.2. 
Standard Bias Corrected 
Theoretical Estimation Estimation 
Lag Autocorrelation Autocorrelation HSE Autocorrelation MSE 
1 .6000 .5586 .0119 .6053 .0118 
2 .3600 .2968 .0237 .3505 .0234 
3 .2160 .1371 .0305 .1951 .0303 
4 .1296 .0501 .0317 .1111 .0326 
5 .0778 -.0002 .0330 .0630 .0350 
6 .0467 -.0291 .0331 .0359 .0358 
7 .0280 -.0429 .0313 .0237 .0347 
8 .0168 -.0550 .03.14 .0128 .0329 
23 
Table 6.6. Average autocorrelation and mean squared error (MSE) from 1000 gener-
ated series of length 64 using spectral density function in Table 6.1. 
Standard Bias Corrected 
Theoretical Estimation Estimation 
Lag Autocorrelation Autocorrelation MSE Autocorrelation MSE 
1 .6000 .5545 .0140 .6010 .0138 
2 .3600 .2922 .0275 .3457 .0273 
3 .2160 .1414 .0310 .1995 .0317 
4 .1260 .0552 .0303 .1164 .0318 
5 .0778 -.0053 .0309 .0690 .0335· 
6 .0464 -.0214 .0325 .0442 .0366 
7 .0280 -.0400 .0340 .{J274 .0389 
8 .0168 -.0516 .0338 .0169 .0370 
- --~.~ --_.--
24 
L _ 
r 0 
r ' 
r 0 
L _ 
Ii. _ 
r -
7. CONCLUSIONS AND RECOMMENDATIONS 
G~neration using the spectral 
density and the Fourier transform 
has been shown to be an effective method 
of generating univariate time series of 
hydrologic events with a given correla-
tion function. Only the correlation 
values at discrete lags are required. 
Thus the sample correlation function 
(smoothed or unsmoothed) from observed 
data can be used to generate series as 
well as convent ional fun.ct ional forms. 
The problem of aliasing can be effec-
tively controlled by proper experimental 
design. A Monte Carlo evaluation of the 
ability of this model to preserve a 
prescribed autocorrelation function 
showed excellent agreement. 
This method of generation has great 
potent ial for extens ion to mult ivariate 
generation of sequences at a number of 
locations for river basin planning. It 
can be applied to generation of time 
series vectors or generation of a 
unidimens ional random variable over an 
n-dimensional field. This extension 
could be a significant analytical 
tool in synthetic hydrology. It 1S 
25 
recommended that this potential be 
explored further. 
The method of generation given here 
results in normally distributed series. 
Although transformations are presently 
used in synthetic hydrology to ach ieve 
nonnormal distributions, the use of 
phase angle distribution may provid~ a 
more direct method with a potentially 
much greater variety of possible distri-
bution. 
Bias of the conventional estimator 
for autocorrelation is shown to have 
pot ent ially serious cons eq uences 1n 
synthetic hydrology. A method of bias 
correct ion has been explored and shown 
to be effect ive. Although the method 
reduces bias it also increases variance. 
There exist modifications of the bias 
reduction method which may result in a 
more effective estimator. 
The importance of good estimates of 
autocorrelation in all applicat ions of 
time series suggests that all methods of 
estimation be evaluated fully. 
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