Abstract-In this paper, the analysis of the dynamic system for iterative improvement of a solution is discussed, and the new iterative improvement of a solution is proposed based on the dynamic system. We have proved that the new iterative improvement of the solution is convergent unconditionally.
INTRODUCTION
It is well known that if matrix A of coefficients is ill conditioned, then the computed solution 51
of linear system Ax = b (1.1) may not be sufficiently accurate. Therefore, the iterative improvement of the solution is employed in order to generate an iterative sequence {x8} of the approximate solution that converges to the solution of (1.1) . A popular procedure of the iterative improvement is the famous Wilkinson's iterative refinement [1, 2] of solution in which the Cholesky decomp~ition is repeatedly used. It h<as been shown (34 that if A is not "too ill conditioned", then the zS will be convergent to the solution "to working accuracy", provided the residual rS = b -Ax, is computed to doubleprecision. But, from the point of view of numerical computation, this method may be impractical for the ill-conditioned system of linear equations. 
where X* = A-lb is a unique stationary point of system (1.4). Since A is ill conditioned, neither the numerical computed solution of (1.2) nor of (1.3) is sufficiently accurate, although they can be viewed as a procedure that generates numerical approximate sequence {z,} along the orbit defined by (1.4) . Especially if A is seriously ill conditioned, it may be unworkable to produce the sufficiently accurate A-' numerically, or equivalently, to generate sufficiently accurate yy, step by step. Therefore, when A is ill conditioned, in order to deal with this problem, a transformation should be considered in advance and the behaviour of the dynamic system relating to the continuation-like method (1.4) also should be analysed. Then some new iterative improvement of solution can be expected to be explored further. The principal strategy of us is to convert an ill-conditioned problem into a series of relatively "well-conditioned" problems but they have the same solution, and then solve numerically the "well-conditioned" problems by the method of successive approximation.
So it also can be viewed as a new preconditioner. The discussion in detail will be presented in the next sections.
THE BEHAVIOUR OF A LINEAR DYNAMIC SYSTEM RELATING TO THE NEW ITERATIVE IMPROVEMENT OF THE SOLUTION UNDER CONSIDERATION
Consider a system of linear equations with an m x m matrix of coefficients
where we restrict our attention to the matrix of coefficients which is normal positive definite. Wilkinson [1, 2] offered iterative improvement (1.2) of solutions in which the Cholesky decomposition is employed. However. in Wilkinson's iterative procedure, the improvement of the solution at every step still suffers from cond(A). In other words, Wilkinson's iteration is performed without improving the condition of the problem to be solved. This enlightens us to discuss the following iterative improvement of solution with a parameter u 2 0:
It is easy to see that (2.2) can be rewritten as
and accordingly (2.3) can be rewritten as
Explicitly, in the special case of u = 0, it leads to Wilkinson's iterative improvement of the solution, namely (1.2) or (1.3). On one hand, many integrators for linear constant coe~cient ODES can be identified as an approximation of linear system (2.1), and there exists a connecting between ODE recursions and iterative solvers (see [5] ); on the other hand, (2.3) or (2.3') is just an ODE recursion. Thus, we first consider the dynamic systems associated with (2.3) or (2.3').
The dynamic systems relating to the iterative improvement (2.3) or (2.3') are
where u > 0, za E Rn.
Obviously, letting u = 0 and ~0 = 0 in (2.4), we obtain (1.4), that is the dynamic system relating to Wilkinson's improvement of solution. Sot in the following discussion, we only consider u > 0 in (2.4) . Now, let us study the behaviour of dynamic systems (2.4). Then we have (i) v(x') = 0 and W(X) > 0, provided z # x*, and
this is clue to u > 0 and A is positive definite, so do A-', (I + uA-'), and (1 f uA-')-'.
Thus, we conclude that v(x) defined by (2.5) is a strict Lyapunov function of the equilibrium point z* of dynamic systems (2.4). Therefore, the unique solution z* of linear system (2.1) is a unique globally ~~ynlptoticaily stable equilibrium point of dynamic systems (2. PROOF. It follows immediately from Theorem 2.1 and the definition of the well-known Lyapunov's asymptotical stability. a From (2.7) we can see that the dynamic systems (2.4) present a continuation method for linear system (2.1). However, generally speaking, it is not easy to obtain the solution of linear system (2.1) directly from (2.7), because it is di~cult to yieid the analytic expression of .c(t, ~0) in (2.7). when nz is large enough. Consequently, we will employ numerical integration for ODES (2.4).
THE NEW ITERATIVE IMPROVEMENT OF A SOLUTION BASED ON DYNAMIC SYSTEMS (2.4) AND THE ANALYSIS OF CONVERGENCE
One of the simple gives where h is a step size.
In This is (2.3').
In view of spurious solutions of numerical methods for initial value problems (G-91, we will investigate the behaviour of the ODE recursion (3.2). Equation respectively. Since u > 0, and is n > crl > 0, from the strictly monotone decrease of the function we deduce that (u + om)/(u + al) < a,/al; i.e., +I+
A) < K(A). I
Illequality (3.8) of Theorem 3.2 means that for any u > 0 the spectral condition number of the new iterative improvement (3.2) is less than the spectral condition number of the original problem (2.1) to be solved, that is the spectral condition number of Wilkinson's iterative improvement (1.2) or (1.3). To illustrate this point, let us take Hilbert matrix H, as an example. The spectral condition nmllbers ~(2~1 + H,) change with parameter U; see Tables 1 and 2 . From the tables, we can see the spectral condition numbers are improved efficiently. The computed results are listed in Table 4 . Table 4 . Number of significant digits of computed solutions for Problem 2. Table 5 ). All t,he numerical results in this paper are provided with double precision arithmetic.
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CONCLUSION
Our intention in this paper is to establish a new iterative i~lprovement of the solution for the ill-conditioned system of linear equations; to present our ideas in a particularly beneficial framework, me chose to concentrate on (3.2) in Section 3. The convergence of (3.2) and its corresponding dynamic system are analyzed in Sections 3 and 2. Some numerical experiments are provided for illustrating the new method.
