In this paper we consider the transverse instability for a nonlinear Schrödinger equation with a linear potential on R × T L , where 2πL is the period of the torus T L . Rose and Weinstein [18] showed the existence of a stable standing wave for a nonlinear Schrödinger equation with a linear potential. We regard the standing wave of nonlinear Schrödinger equation on R as a line standing wave of nonlinear Schrödinger equation on R × T L . We show the stability of line standing waves for all L > 0 by using the argument of the previous paper [26] .
Introduction
We consider the nonlinear Schrödiner equation with linear potential
where p > 1, a potential V : R → R and u = u(t, x, y) is an unknown complex-valued function for t ∈ R, x ∈ R and y ∈ T L . Here, T L = R/2πLZ and L > 0. We assume the following conditions for V .
(V1) There exist C > 0 and α > 0 such that |V (x)| ≤ Ce −α|x| .
(V2) −∂ 2 x + V has the lowest eigenvalue −λ * < 0.
The Cauchy problem (1.1) is locally well-posed in H 1 (R × T L ) by using the argument in [7] and [24] . The equation (1.1) has the following conservation laws:
where u ∈ H 1 (R × T L ). We define a standing wave u(t) as a non-trivial solution of (1.1) having the form u(t) = e iωt ϕ. Then, e iωt ϕ is a standing wave if and only if ϕ is a non-trivial solution of
Using the bifurcation theory, Rose and Weinstein [18] showed the existence of the stable standing wave e iωt ϕ ω for the following nonlinear Schrödinger equation
Then, the standing wave e iωt ϕ ω satisfies the following.
Proposition 1.1. Let ψ * be the eigenfunction of −∂ 2 x + V (x) corresponding to −λ * with ψ * > 0 and ψ * L 2 = 1. Then, there exists ω * > λ * such that for λ * < ω < ω * , e iωt ϕ ω is a stable standing wave of (1.3) satisfying We define the line standing wave e iωtφ ω of (1.1) as ϕ ω (x, y) = ϕ ω (x), (x, y) ∈ R × T L .
In this paper, we consider the transverse instability of the line standing wave e iωtφ ω . The stability of standing waves is defined as follows. Definition 1.2. We say the standing wave e iωt ϕ is orbitally stable in H 1 if for any ε > 0 there exists δ > 0 such that for all u 0 ∈ H 1 (R × T L ) with u 0 − ϕ H 1 < δ, the solution u(t) of (1.1) with the initial data u(0) = u 0 exists globally in time and satisfies sup t≥0 inf θ∈R,y∈T L u(t, ·, · − y) − e iθ ϕ(·, · − y) H 1 < ε.
Otherwise, we say the standing wave e iωt ϕ is orbitally unstable in H 1 .
The transverse instability for KP-I or KP-II equation is treated in [1, 15, 16, 19, 20, 21, 22] . In [1] , Alexander-Pego-Sachs studied the linear instability for line solitons of KP-I and KP-II. In [16] , Mizumachi-Tzvetkov proved the asymptotic stability for line solitons of KP-II on R × T. Modulating the local phase and the local amplitude of line solitons, Mizumachi showed the asymptotic stability for line solitons of KP-II on R 2 in [15] . RoussetTzvetkov proved the transverse instability for line solitons of KP-I on R 2 in [19] and on R × T L in [20] . In [22] , Rousset-Tzvetkov showed the stability of line solitons for KP-I on R × T L with small L > 0. Moreover, Rousset-Tzvetkov proved the existence of the critical period 4/ √ 3 for the period L of the transverse direction. Namely, a line soliton for KP-I on R × T L is stable for 0 < L < 4/ √ 3 and unstable for L > 4/ √ 3.
The transverse instability for a nonlinear Schrödinger equation is studied in [2, 19, 20, 25, 26] . In [2] , Deconinck-Pelinovsky-Carter studied the linear stability for line standing waves of a hyperbolic Schrödinger equation. Rousset-Tzvetkov proved the transverse instability for cubic nonlinear Schrödinger equation without linear potential on R 2 in [19] and on R × T L in [20] . To prove the instability, Rousset-Tzvetkov applied the argument of Grenier [9] . Rousset-Tzvetkov constructed the high order approximate solution with an unstable eigenmode and showed a precise estimate of the growth of the semi-group generated by the linearized operator. To construct the high order approximate solution, we use the regularity of the nonlinearity |u| 2 u in the sense of Fréchet differentiation. In [25] , the author studied the transverse instability for line standing waves of a system of nonlinear Schrödinger equations on R × T L which was treated in [4] . In [25] , the existence of the critical period for a period L was also proved, which was suggested by Rousset-Tzvetkov. Constructing the estimate for high frequency parts of solutions and using the existence of local solutions, the author showed the transverse instability for line standing waves of equations with the general power nonlinearity. In [26] , the author considers the stability for a line standing wave of (1.1) with V = 0. The application of the argument in [25] yields the existence of the critical period for a line standing wave of (1.1) with V = 0. For (1.1) with V = 0 and the critical period, the linearized operator around the line standing wave is degenerate. Therefore, we can not directly apply the argument in Grillakis-Shatah-Strauss [10, 11] . Since the linearized operator around the line standing wave with the critical period does not have any unstable eigenvalues, we can not show the instability by the argument based on the occurrence of unstable eigenmode in [5, 10, 20, 25] . Moreover, the third order term of the Lyapunov functional around the line standing wave with the critical period does not appear. Thus, we can not apply the argument for the degenerate case of the stability in [14] . The transverse instability comes from the symmetry breaking bifurcation. In [26] , applying the bifurcation result for symmetry breaking bifurcation and the stability result for the degenerate case in [13] , the author showed the stability for the line standing wave with critical period for some exponents p ≥ 2 of the nonlinearity.
The followings are our main theorems in this paper. In the first theorem, we show the transverse instability of the line standing wave e iωtφ ω and obtain the critical period between the stability and the instability. Theorem 1.3. There exists ω * ,0 > λ * such that for λ * < ω < ω * ,0 the followings two assertions hold: In the Second theorem, we show the stability for the line standing wave e Then there exists λ * < ω p satisfying the following two properties:
(i) If p < p * and λ * < ω < ω p , then the standing wave e iωtφ ω of (1.1) with L = (λ ω )
is stable. (ii) If p * ≤ p and λ * < ω < ω p , then the standing wave e iωtφ ω of (1.1) with L = (λ ω ) −1/2 is unstable.
The proof of Theorem 1.3 follows form the spectrum analysis of the linearized operator and the estimate of high frequency parts of solution by the argument in [25] . To show the growth of the semi-group generated by the linearized operator, we use the assumption of the decay for the linear potential V . For the proof of Theorem 1.4, we apply the bifurcation analysis for the symmetry breaking bifurcation and the argument for the stability in [26] . In [26] , to prove the stability for the line standing wave with the critical period, we show the increase of L 2 -norm of the symmetry breaking standing wave with respect to the bifurcation parameter or the decrease of it. To show the increase of L 2 -norm, we need to calculate an integral of a solution of an ordinary differential equation which comes from the linearized equation of one dimensional Schrödinger equation around a standing wave. Since it is difficult to obtain the explicit solution of the ordinary differential equation in the argument in [25] , we can not calculate the exact value of the integral and we estimate the value of the integral. Therefore, it is not known whether the line standing wave is stable or unstable for some nonlinear Schrödinger equations with the power nonlinearity |u| p−1 u which has some exponent p ∈ (2, 3). In the proof of Theorem 1.4, we treat the small standing wave which bifurcates from the eigenfunction of −∂ 2 x + V with respect to the lowest eigenvalue. Since the line standing wave of the nonlinear Schrödinger equation studied in [26] comes from the standing wave of the one dimensional nonlinear Schrödinger equation which has the scale invariant, we need to study the fully nonlinear structure of the Lyapunov functional around the line standing wave. In this paper, using the smallness of the line standing wave of (1.1) and the expansion of the standing wave with respect to the parameter ω, we weaken the nonlinear structure of the Lyapunov functional around the line standing wave of (1.1). Therefore, we can evaluate a value of the integral and make a close investigation into the stability for all exponents p ≥ 2.
The rest of this paper consists of the following three sections. In Section 2, we show the properties of the spectrum and the coerciveness for the linearized operator around line standing waves. In Section 3, applying the variational argument in [10, 4] and the spectrum argument in [25] , we prove Theorem 1.3. In Section 4, combining the bifurcation result and the argument for the degenerate case in [13] , we prove Theorem 1.4.
Preliminaries
In this section, we investigate properties of the linearized operator of (1.1) around the standing wave e iωtφ ω . Let H 1 (X) = {u : X → C| X (|∇u| 2 + |u| 2 )dx < ∞} and H 1 (X, R) = {u : X → R| X (|∇u| 2 + |u| 2 )dx < ∞}. Let ψ ω be the eigenfunction of L + ω corresponding to −λ ω with ψ ω L 2 (R) = 1 and ψ ω > 0. We define the action
Then, the action S ω is a conservation law of (1.1) and S ′ ω (φ ω ) = 0, where S ′ ω is the Fréchet derivation of S ω . Moreover, we have
In the following proposition, we show properties of the spectrum of the linearized operator for (1.1) aroundφ ω . This proposition follows Theorem 1.1 of [21] and Lemma 3.1 of [22] (also see Proposition 2.5 of [25] .)
has a positive eigenvalue and the number of eigenvalue of −JS ′′ ω (φ ω ) with a positive real part is finite. Here, Span{v 1 , . . . , v n } is the real vector space spanned by vectors v 1 , . . . , v n .
Proof. We define
Re u Im u ,
where
Therefore, −JS ′′ ω (φ ω ) has an eigenvalue λ if and only if there exists n ∈ Z such that −JS(n/L) has the eigenvalue λ.
By Proposition 1.1, S(a) has no negative eigenvalues for a ≥ (λ ω ) 1/2 . By Theorem 3.1 in [17] , the number of eigenvalues of −JS(a) with the positive real part is less than or equal to the number of negative eigenvalues of S(a). Thus, for a ≥ (λ ω ) 1/2 , JS(a) has no eigenvalues with the positive real part. (i) follows this. Moreover, the number of eigenvalues of −JS ′′ ω (φ ω ) with the positive real part is less than 1 + 2L/(λ ω ) 1/2 . Since the kernel of S(a) is trivial for a > (λ ω ) 1/2 , the kernel of −JS(a) is trivial for a > (λ ω ) 1/2 . Then the kernel of −JS(0) is spanned by iφ ω . Therefore, for a > (λ ω ) 1/2 , the kernel of
by the implicit function theorem, there exist a(λ) ∈ R and
for sufficiently small |λ|. Differentiating with respect to λ, we obtain
and a
From the proof of (i), for a > (λ ω ) 1/2 , −JS(a) has no positive eigenvalues. Hence, for sufficiently small ε > 0 the function a(λ) on (0, ε) has the inverse function λ(a) on (a(ε), (λ ω ) 1/2 ) and a(ε) < (λ ω ) 1/2 . Namely, −JS(a) has the simple positive eigenvalue on (a(ε), (λ ω ) 1/2 ). Let
and for a ∈ (a 0 , (λ ω ) 1/2 ) the value λ(a) be the positive eigenvalue of −JS(a). We assume a 0 > 0. By the perturbation theory, there exists
1/2 ) such that a n → a 0 and lim n→∞ λ(a n ) = 0 or lim n→∞ λ(a n ) = ∞.
Since there exists C > 0 such that
Then, there exists {c n } ∞ n=1 such that v n H 1 (R) = 1 and −JS(a n )v n = λ(a n )v n . Here,
Since S(a 0 ) is invertible and (S(a 0 )) −1 is bounded,
This is contradiction. Therefore, a 0 = 0.
Next we show the coerciveness of L + ω on a function space which follows the proof of Theorem 3.3 in [10] .
Lemma 2.2. There exist ω * ,0 > λ * and k 0 > 0 such that for λ * < ω < ω * ,0 and u ∈
Therefore, there exists k ′ > 0 such that
By the assumption ϕ ω , u L 2 (R) = 0, we have
If |ω − λ * | is sufficiently small, then we obtain the conclusion.
3 Proof of Theorem 1.3
In this section, we prove Theorem 1.3. The proof of Theorem 1.3 is similar to the proof of Theorem 1.5 in [25] . We write the detail of the proof of Theorem 1.3 for readers.
Proof of (i) of Theorem 1.3
In this subsection, we assume 0 < L < (λ ω ) −1/2 . The proof of (i) of Theorem 1.3 follows Section 3.1 in [25] .
The following proposition follows Grillakis-Shatah-Strauss [10] or Colin-Ohta [4] (see [3] ).
Proposition 3.1. Let e iωt ϕ be a standing wave of (1.1). Assume that there exists a constant δ > 0 such that
Then, the standing wave e iωt ϕ is stable.
for n ∈ Z\{0} and v ∈ H 1 (R). By Proposition 1.1 and Lemma 2.2, there exists c
Therefore, (i) of Theorem 1.1 follows from Proposition 3.1.
Proof of (ii) of Theorem 1.3
The proof of (ii) of Theorem 1.3 follows Section 3.2 in [25] .
In this subsection, we assume L > (λ ω ) 1/2 . We define
We define the orthogonal projection P ≤k as
A function u(t) is a solution of (1.1) if and only if v(t) is a solution of the equation
and v R = Re v and v I = Im v. We define u δ (t) as the solution of (1.1) with the initial dataφ ω + δχ and v δ (t) as the solution of (3.1) with the data δχ. Then, we have that u δ (t) = e iωt (φ ω + v δ (t)). We show the estimate of nonlinear term in the following lemma which follows Lemma 2.4 of [8] .
Proof. We have
In the following lemma, we estimate the low frequency part of the semi-group.
Proof. By the definition of S(a), we have
Using the exponential decay rates of V andφ ω and applying the argument for the proof of Proposition [5] and Lemma 6 in [6] , we obtain
By the definition of µ * , we have that the spectral radius of e −JS(n/L) is less than or equal to e µ * for n ∈ Z. Therefore, by Lemma 2 and Lemma 3 in [23] we have
In the following lemma, we estimate the high frequency part of v δ (t).
Lemma 3.4. There exist a positive integer K 0 and C > 0 such that for δ > 0 and t > 0
Proof. By the Taylor expansion we have that for
Since S ω is conservation law, we have S ω (φ ω + δχ) = S ω (φ ω + v δ (t)) for t ≥ 0. Using S ′ (φ ω ) = 0 and
for v ∈ H 1 (R) and a ∈ R. Thus,
Let ε 0 = min{(p − 1)µ * /2, µ * /2}. By Lemma 3.2, Lemma 3.3 and Lemma 3.4, we obtain that
There exists C 0 > 0 such that for small δ > 0 and ε 1 > 0
Then,
.
Transverse instability
Since P ≤0φω =φ ω , there exists ε 1 > 0 such that for ε 1 > δ > 0 and θ ∈ R
By the definition of χ we have
Therefore,
This implies that the standing wave e iωtφ ω is unstable.
Proof of Theorem 1.4
In this section, we assume L = (λ ω 0 ) −1/2 for 0 < ω 0 − λ * ≪ 1. The following lemma follows Proposition 1.1.
Lemma 4.1.
Proof. Let
1 with respect to ω and
In the following lemma, we obtain the derivative of the eigenvalue λ ω .
Lemma 4.2. Let p ≥ 2. Then,
Proof. There exists δ 0 > 0 such that {z ∈ C||z + λ * | < 2δ 0 } ∩ σ(−∆ + V ) = {−λ * }. Let Γ = {z ∈ C||z| = δ 0 } be a simple closed curve and projections
Then, for ω > λ * with 0 < ω − λ * ≪ 1,
Since p ≥ 2, L + ω is C 1 with respect to ω. Therefore, the projection P ω is also
Thus, ψ ω is C 1 with respect to ω. Let ϕ ω,0 = (ω − λ * )
we have
. By (4.2) and lemma 4.1, we obtain
The following corollary follows Lemma 4.2.
Corollary 4.3. There exists ω * ,1 > λ * such that for λ * < ω < ω * ,1 , λ ω > 0. Moreover, if λ * < ω 0 < ω * ,1 , then the followings are hold.
ω has exactly two negative eigenvalue and no kernel. (ii) If λ * < ω < ω 0 , then L + ω has exactly one negative eigenvalue and no kernel. Applying Lyapunov-Schmidt decomposition and Crandall-Rabinowitz Transversality in [12] , we showφ ω 0 is a bifurcation point. In this paper, we only write the sketch of the proof of the following proposition(see the proof of Theorem 4 in [12] or Proposition 1 in [26] for the detail of the proof of the following proposition). Proposition 4.4. Let p ≥ 2 and λ * < ω 0 < ω * ,1 . There exist δ > 0 and
and
Here,
The sketch of the proof. Let F be the function from
. Applying the Lyapunov-Schmidt decomposition, we obtain that there exists a function
where , a) , ω) = 0 is equivalent to the problem
We apply the Crandall-Rabinowitz Transversality and we consider the problem g(ω, a) = 0, where
Here for a = 0, F || (ω, a) = 0 if and only if g(ω, a) = 0. If p > 2, then F || is a C 2 function and g is a C 1 function. In the case p = 2, by the positivity ofφ ω 0 and the Lebesgue dominant converge theorem, we can prove g is C 1 . Then,
Therefore, by the implicit function theorem there exists ω ω 0 (a) such that g(ω ω 0 (a), a) = 0. Hence, φ ω 0 (a) :
Using certain upper and lower exponential decay rates and positivity of φ ω 0 (a), we can obtain
and χ * (a) is C 1 with respect to a. In the case p > 2, since F || is C 2 , φ ω 0 (a) is C 2 . In the case p = 2, since L(a, ω 0 ) is C 1 and
we obtain
, and (4.5). Finally, calculating
Remark 4.6. The first term of R p,ω 0 with respect to ω 0 − λ * yields the critical exponent p * . In Lemma 4.5, we show the following expansion:
Proof. First, we prove the positivity of ω ′′ ω 0 (0). Let
Since (ϕ ω,0 (x)) p−3 is differentiable with respect to x ∈ R and
by the boundedness of ∂ ω ϕ ω,0 H 2 (R) with respect to ω and certain upper and lower exponential decay rates for ϕ ω and ψ ω we have
where ϕ ω,0 = (ω − λ * ) −1/(p−1) ϕ ω and λ * < θ(ω) < ω. On the other hand,
By (L
and the similar calculation for I 2 , we obtain
. By the same calculation of I ′ 1 and the boundedness of (L
Since p * is the root of −4p 2 + 18p − 6 = 0 with p > 1, the conclusion for p = p * follows (4.7). Finally, we consider the case p = p * . By p * > 4, we have −26p
The conclusion for p = p * follows this.
Using Lemma 4.5 and applying the argument in Section 3 of [26] , we obtain Theorem 1.4.
For the completeness of the proof of Theorem 1.4, we introduce the argument for the stability of standing with the degenerate linearized operator in [13, 26] . Using the following proposition, we show Theorem 1.4.
To modulate the translation symmetry for y ∈ T L , we define the polar coordinate a = (a 1 , a 2 ) = (a cosã L , −a sinã L ) for a ∈ R 2 and
In the following lemma, we construct a curve which captures the degeneracy of the linearized operator S
Lemma 4.8. There exist a neighborhood U of (0, 0) in R 2 and a C 1 function ρ : U → R such that ρ(0, 0) = 0 and for a ∈ U
(4.8)
the conclusion follows the implicit function theorem.
for a ∈ U.
In the following lemma, we capture the degeneracy of the action S ω .
Lemma 4.9. For a ∈ U,
Proof. For a ∈ U,
From ω ′′ ω 0 (0) > 0 and (4.3), ω ω 0 (a) is increasing on a small interval (0, δ). Therefore, there exists the inverse function a
By the equation (4.6), Q(φ ω 0 (a + )) is C 1 on (ω 0 , ω ω 0 (δ)) and
Therefore, S ω (φ ω 0 (a + )) is C 2 with respect to ω on (ω 0 , ω ω 0 (δ)) and
From the equation (4.8), we have the expansion
by (4.9) and (4.10) we obtain the conclusion.
We introduce the distance and tubular neighborhoods ofφ ω 0 as follows. Set for ε > 0
Modulating the symmetry, we eliminate the degeneracy of the linearized operator aroundφ ω 0 . Lemma 4.10. Let ε > 0 sufficiently small. Then, there exist C 2 function θ :
Proof. Let ψ ω 0 ,1 = ψ ω 0 cos(y/L) and ψ ω 0 ,2 = ψ ω 0 sin(y/L). We define
where a = (a 1 , a 2 ). Since G(φ ω 0 , 0, 0, 0) = 0 and
by the implicit theorem for sufficiently small ε > 0 there exist C 2 functions θ :
We define
, and
Then, the conclusion follows the definition of w.
In the following lemma, we show the estimate of α(u) for u ∈ N 0 ε .
Lemma 4.11. Let ε > 0 sufficiently small. There exists C > 0 such that for u ∈ N 0 ε ,
Proof. By Lemma 4.10, for u ∈ N 0 ε ,
Since ρ( a(u)) → 0 as ε → 0, we obtain the conclusion.
Next, we prove the coerciveness of the linearized operator aroundφ ω 0 .
for u ∈ N ε , where θ(u) and a(u) are defined by Lemma 4.10. Then
Therefore, for any solution u(t) of (1.1) dA(u(t)) dt = A ′ (u(t)), −iE ′ (u(t)) H −1 ,H 1 = iA ′ (u(t)), E ′ (u(t)) + ω( a(u(t)))Q ′ (u(t)) H −1 ,H 1
=P (u(t)).
Next, we investigate the function P .
Lemma 4.14. For a ∈ U,
Proof. Let a 0 = (a 1,0 , a 2,0 ) ∈ U. Then Φ( a) L 2 = φ ω 0 L 2 , a(Φ( a 0 )) = a 0 and θ(Φ( a 0 )) = 0. Therefore, By (4.10), we have
Hence, the conclusion follows the equation (4.14). 
