Abstract. We show that the N P-Complete language 3SAT has a PCP verifier that makes two queries to a proof of almost-linear size and achieves subconstant probability of error ε = o(1). The verifier performs only projection tests, meaning that the answer to the first query determines at most one accepting answer to the second query. The number of bits representing a symbol in the proof depends only on the error ε. Previously, by the parallel repetition theorem, there were PCP Theorems with two-query projection tests, but only (arbitrarily small) constant error and polynomial size. There were also PCP Theorems with subconstant error and almost-linear size, but a constant number of queries that is larger than 2.
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Abstract. We show that the N P-Complete language 3SAT has a PCP verifier that makes two queries to a proof of almost-linear size and achieves subconstant probability of error ε = o(1). The verifier performs only projection tests, meaning that the answer to the first query determines at most one accepting answer to the second query. The number of bits representing a symbol in the proof depends only on the error ε. Previously, by the parallel repetition theorem, there were PCP Theorems with two-query projection tests, but only (arbitrarily small) constant error and polynomial size. There were also PCP Theorems with subconstant error and almost-linear size, but a constant number of queries that is larger than 2.
As a corollary, we obtain a host of new results. In particular, our theorem improves many of the hardness of approximation results that are proved using the parallel repetition theorem. A partial list includes the following:
(1) 3SAT cannot be efficiently approximated to within a factor of 7 8
+ o(1), unless P = N P. This holds even under almost-linear reductions. Previously, the best known N P-hardness factor was 7 8
+ ε for any constant ε > 0, under polynomial reductions (Håstad) .
(2) 3LIN cannot be efficiently approximated to within a factor of 1 2 + o(1), unless P = N P. This holds even under almost-linear reductions. Previously, the best known N P-hardness factor was 1 2 1. Introduction 1.1. PROBABILISTIC CHECKING OF PROOFS. The PCP Theorem [Arora and Safra 1998; ] states that any mathematical proof can be converted to a form that can be checked probabilistically by reading only a constant number of places in the proof. Moreover, the check can be performed by an efficient verifier. If the mathematical theorem, supposedly being proven, is correct, then there exists a proof in the new form that the verifier always (or almost always) accepts. On the other hand, if the mathematical theorem is false, then no matter which proof is provided, the verifier rejects with at least some constant probability. Note that soundness holds even though the verifier queries the proof only in a constant number of places.
A PCP verifier has several important parameters (ideally, we would like all parameters, except the completeness, to be as small as possible):
(1) Completeness (c). The minimal probability that the verifier accepts a correct
proof. An almost perfect completeness c ≈ 1 is usually required. In most cases, a perfect completeness c = 1 can be obtained. (2) (Soundness) Error (ε). The maximal probability that the verifier accepts a proof for an incorrect theorem. An error of at most 1 − δ for some constant δ > 0 is usually required. In some cases, a subconstant error ε = o(1) can be obtained. (3) Queries (q). The number of queries to the proof. A constant number of queries q = O(1) is usually required. In some cases, q = 2 can be obtained. (4) Size (m). The size of a proof in the new form, with respect to the size n of the original proof. A polynomial size m = poly(n) is usually required. In some cases, an almost linear size m = n 1+o(1) can be obtained. (5) Randomness (r ). The number of random bits used by the verifier. The randomness upper bounds the size by m ≤ 2 r · q. Thus, for constant number of queries q = O(1), r = O(log n) corresponds to polynomial size and r = (1 + o(1)) · log n corresponds to almost linear size. (6) Alphabet ( ). The alphabet used for the proof in the new form. It is sometimes more convenient to consider the answer-size log | | (i.e., the number of bits required to represent an alphabet symbol), rather than the alphabet size | | 1 ε ) can be obtained.
We denote by PCP c,s [r, q] the class of languages that have a PCP verifier with completeness c, soundness error s, randomness r , andueries to a proof over alphabet . (When we omit , it should be understood that = {0, 1}. ) We think of all the parameters as functions of n. Feige et al. [1996] discovered that there is a close and simple connection between PCP Theorems and hardness of approximation. The PCP Theorem can be formalized as stating that approximating the number of satisfiable clauses in a 3SAT formula to within some constant factor is N P-hard. This formulation enabled a vast body of hardness of approximation results via further reductions.
HARDNESS OF APPROXIMATION AND TWO-QUERY PROJECTION TESTS.
A reduction can be viewed as proving a PCP Theorem in which the type of check corresponds to the problem to which one reduces. Consider, for instance, 3LIN, that is, the problem of computing the maximal number of equations that can be satisfied simultaneously in a system of linear equations, where each equation is on three variables over G F (2) . To prove the hardness of approximating 3LIN, it is sufficient to prove a PCP Theorem in which the verifier's tests consist of querying three bits and comparing their XOR to predefined values (0 or 1).
For many optimization problems, this research direction produced hardness results that match (or almost match) the approximation factors obtained by the best existing algorithms. Thus, one is able to explain our lack of success in finding better efficient approximation algorithms. For other problems, tight hardness results are not known, or are known only under assumptions.
A generic type of tests that was discovered to be especially useful as a starting point for further reductions is a two-query projection test. In a system of two-query projection tests, the proof consists of two parts A and B. The verifier makes one query to the A part and one query to the B part. Upon seeing the answer to the A query, the verifier either immediately rejects, or it has a uniquely determined answer to the B query on which it accepts. 1 1.3. EXISTING PCP THEOREMS. The basic PCP Theorem that was proved by Arora and Safra [1998] and based on previous work [Lund et al. 1992; Babai et al. 1991a Babai et al. , 1991b Feige et al. 1996; Rubinfeld and Sudan 1996] is:
THEOREM 1 (BASIC PCP [ARORA AND SAFRA 1998; ARORA ]).
NP ⊆ PCP 1, 1 2 [O(log n), O(1)].
One can convert Theorem 1 to the following equivalent formulations.
THEOREM 2 (EQUIVALENT FORMULATIONS [BEN-OR ET AL. 1988]). Theorem 1 is equivalent to each of the following:
(1) Low Error. For any ε > 0, N P ⊆ PC P 1,ε [O(log n) The first item follows from sequential repetition of the basic PCP test (the repetition can be done in a randomness efficient way by using hitters; see, for example, in Moshkovitz and Raz [2007] ). For a constant error ε, the number of queries is O(1), but for subconstant error ε, the number of queries becomes superconstant. The second item transforms the number of queries to 2 at the cost of enlarging the error to a fraction not much smaller than 1.
Low error can also be obtained while preserving two-query projection tests. This is done via parallel repetition. The parallel repetition transformation increases the randomness considerably, but decreases the error probability exponentially. This was first shown in Raz [1998] . (Recently, several improvements and simplifications were obtained by Holenstein [2007] and Rao [2008] ).
THEOREM 3 (PARALLEL REPETITION PCP [RAZ 1998]).
There exists an alphabet of constant size, such that for any ε > 0,
.
Moreover, the PCP verifier makes two-query projection tests.
For a constant error ε, the randomness is O(log n), and the size is poly(n). For subconstant error ε, however, the randomness becomes super-logarithmic, and the size becomes super-polynomial. Interestingly, by a result of Feige and Kilian [1995] , when applying parallel repetition in a black-box fashion to "natural" verifiers in order to decrease the error from 1 2 to a small constant error ε, it is necessary to use c · log n random bits, where c > 1 depends on ε.
Subconstant error PCP Theorems are also known. In these theorems, the error is decreased below a constant while preserving polynomial size [Raz and Safra 1997; Arora and Sudan 2003; Dinur et al. 1999] . The state of the art in terms of the probability of error was proved in Dinur et al. [1999] . THEOREM 4 [DINUR . For any constant α > 0, there exist ε ≤ 2 −(log n)
Theorem 4 gives a low-error PCP Theorem with constant number of queries. However, the number of queries is strictly larger than 2.
We note also that one can use known algebraic techniques to obtain very low error with two-query projection tests. However, the alphabet size of this construction is always super-polynomial. The following theorem is folklore and follows from low degree testing theorems with subconstant error [Raz and Safra 1997; Arora and Sudan 2003 ]. The randomness complexity of the verifier in the basic PCP Theorem can be improved, yielding a PCP Theorem with almost-linear size. Various papers achieved that Ben-Sasson et al. 2003 Dinur 2007] . The state of the art is by Dinur [2007] 
Note that the result is phrased for a specific N P-Complete language 3SAT, rather than for all N P. The reason is that the reduction from an arbitrary N P language to 3SAT may not preserve almost-linear size.
The transformations from Theorem 2 can be adapted to preserve almost-linear size:
THEOREM 7. (EQUIVALENT FORMULATIONS, ALMOST-LINEAR SIZE) Theorem 6 is equivalent to each of the following:
(2) Two-Query Projection Tests. There exist a constant δ > 0 and an alphabet of constant size, such that 3SAT ∈ PCP 1,1−δ [log n + O(log log n), 2] . Moreover, the PCP verifier makes two-query projection tests.
The first item follows from randomness efficient sequential repetition via hitters (see, e.g., in Moshkovitz and Raz [2007] ). The second item is along the same lines as the second item in Theorem 2.
Recently, subconstant error was achieved simultaneously with almost-linear size:
THEOREM 8 MOSHKOVITZ AND RAZ [2008, 2007] . There exists a constant α > 0, as well as ε ≤ 2 −(log n) α and an alphabet of size | | ≤ 2 (log n)
Like Theorem 4, Theorem 8 gives a constant number of queries that is strictly larger than 2.
Using the technique of Raz [2008, 2007] , we can also achieve an analogue of Theorem 5, giving subconstant error at the cost of super-polynomial alphabet, for almost-linear size: THEOREM 9 [MOSHKOVITZ AND RAZ 2008 RAZ , 2007 . Fix any constant β > 0. Then, for every ε ≤ 1 (log n) β there exists an alphabet of size | | = 2 poly(
. Moreover, the PCP verifier makes two-query projection tests.
In light of the results described previously, the following questions arise (see, e.g., Arora and Sudan [2003] 1.4. OUR RESULTS. We prove a PCP Theorem with two-query projection tests, subconstant error and almost-linear size. More precisely, for any error ε > 0 (that can be any function of n), we obtain a construction with soundness error ε, answer-size poly( 1 ε ) and size n 1+o(1) · poly( 1 ε ). Our main theorem is as follows.
THEOREM 10 (MAIN THEOREM). For every ε > 0, there exists an alphabet with log | | ≤ poly(
Moreover, the PCP verifier makes two-query projection tests.
In particular, if ε ≥ 1 (log n) β , where β is a sufficiently small constant, the answersize is logarithmic and the size is almost-linear. We note that for error ε ≤ 1 (log n) β , Theorem 10 follows from Theorem 9 (the PCP Theorem that is based on Low Degree Testing), but this is exactly the less interesting case where the alphabet size is super-polynomial. The new part is the construction for ε ≥ 1 (log n) β . The previous work that is most related to Theorem 10 is Theorem 3 (the PCP Theorem obtained from the Parallel Repetition Theorem). Theorem 10 is incomparable to Theorem 3. While Theorem 10 obtains two-query projection tests with sub-constant error, and polynomial (even almost-linear) size, which cannot be obtained by Theorem 3, the answer-size in Theorem 10 is poly(
and hence in this range Theorem 10 gives the same answer-size as the one in Theorem 3 (up to a constant), but with better size parameter (almost-linear size, rather than polynomial size). However, for subconstant error ε, the answer size achieved by Theorem 10 is much larger than that achieved by Theorem 3. We conjecture that Theorem 10 holds with answer size O(log 1 ε ). If this is the case, the error ε can be made polynomiallysmall, 1/n β for some β > 0, while the alphabet remains polynomial. Additionally, some quantitative improvements to hardness of approximation results are implied -see discussion in Section 1.6. 1.5. HARDNESS OF LABEL-COVER. We can also formalize our main result in terms of the optimization problem LABEL-COVER. The problem captures two-query projection tests and serves as the starting point for many of the existing hardness of approximation results. Definition 1.1 (LABEL-COVER). An instance of LABEL-COVER contains a regular bipartite multi-graph G = (A, B, E) and two finite sets A and B , where | A | ≥ | B |. Every vertex in A is supposed to get a label in A , and every vertex in B is supposed to get a label in B . For each edge e ∈ E there is a projection π e : A → B which is a partial function.
Given a labeling to the vertices of the graph, that is, functions ϕ A : A → A and ϕ B : B → B , an edge e = (a, b) ∈ E is said to be "satisfied" if π e (ϕ A (a)) = ϕ B (b) (it might be that π e (ϕ A (a)) is undefined; in which case π e (ϕ A (a)) = ϕ B (b)).
The goal is to find a labeling that maximizes the number of satisfied edges. We say that γ fraction of the edges are satisfiable if there exists a labeling that satisfies γ fraction of the edges.
In the LABEL-COVER notation, the size corresponds to the number of vertices |A|+|B|. The alphabet corresponds to the (larger) set of labels A . The randomness is log |E|.
Sometimes LABEL-COVER is defined with projections π e that are functions, rather than partial functions. However, the more general definition of partial functions is convenient for us, and works just as well for the applications. In the literature one can find a variety of different problems that are named LABEL-COVER and are incomparable to Definition 1.1. However, today, the name LABEL-COVER usually refers to the problem defined in Definition 1.1.
Our main theorem can be restated as follows.
THEOREM 11 (MAIN THEOREM). For every n, and every ε > 0 (that can be any function of n) the following holds. Solving 3SAT on inputs of size n can be reduced to distinguishing between the case that a LABEL-COVER instance of size n 1+o(1) · poly(
, is completely satisfiable and the case that at most ε fraction of its edges are satisfiable.
1.6. SOME IMPLICATIONS OF OUR MAIN THEOREM. In this section, we demonstrate some of the prominent implications of Theorem 11. The presentation follows Khot's survey [Khot 2005] , and the reader is referred to this survey for more details.
The following scheme is used to prove hardness of approximation results:
(1) Start with a two-query projection tests PCP Theorem with low error (the PCP based on parallel repetition, given in Theorem 3). (2) Apply Long Code [Bellare et al. 1998; Håstad 2001] and other techniques to convert the test performed by the verifier to the desired form.
This scheme has been successful in proving hardness of approximation results for many optimization problems. A prominent example is the work of Håstad [2001] proving, among other results, the hardness of approximating 3SAT and 3LIN.
Theorem 11 can many times replace Theorem 3 in step 1. When one is interested in N P-hardness results, this will usually give better results than what parallel repetition gives: almost-linear reductions, rather than polynomial or super-polynomial reductions, and subconstant error, rather than constant error. This is true as long as step 2 does not use specific properties of parallel repetition other than two-query projection tests, and as long as the number of repetitions used is relatively small. We note that when one is interested in hardness results under stronger assumptions such as N P ⊆ DTIME(2 poly log n ), one usually obtains better results using parallel repetition, that is, using Theorem 3 rather than Theorem 11). In this section, we demonstrate a few cases in which Theorem 11 can indeed be used to give better results in this scheme.
3SAT. Håstad followed the above-mentioned scheme to prove hardness results for many optimization problems, including the classical 3SAT [Håstad 2001] . Note that any 3C N F formula has an assignment satisfying at least 7 8 fraction of its clauses. Thus, the best we can hope for is to show that it is N P-hard to distinguish between the case that the formula is satisfiable and the case that only This corollary improves over Håstad's result in two respects: First, it shows a hardness result based on an almost-linear size reduction, rather than a polynomial size reduction. Second, it shows that approximating the number of satisfiable clauses to within a factor of 7 8
+ o(1) is N P-hard, and not only that approximating that number to within a factor of 7 8
+ ε for any constant ε > 0 is N P-hard (as in Håstad's original result). The o(1) term is roughly (log log n) − (1) because of Håstad's test construction that is based on the Long Code. We note that if we could have achieved in Theorem 11 the alphabet/error tradeoff of Theorem 3,
We note also that
Håstad does obtain hardness of approximation results to within a factor of 7 8
+ o(1) where the o(1) term is (log n) − (1) (using the above mentioned scheme), but these are not N P-hardness results and are based on stronger assumptions.
3LIN.
To obtain an optimal completeness/soundness gap for three query bits, we can follow Håstad [Håstad 2001 ] and consider the problem of solving linear equations on three variables over G F(2). For this problem, one can efficiently check whether all the equations can be satisfied simultaneously by Gauss elimination. Hence, we give up perfect completeness.
COROLLARY 13 (3LIN HARDNESS). Solving 3SAT on inputs of size n can be reduced to distinguishing between the case that in a set of n
1+o ( Again, this corollary improves over Håstad's result in two respects: First, it shows a hardness result based on an almost-linear size reduction, rather than a polynomial size reduction. Second, it shows that approximating the number of satisfiable equations to within a factor of 1 2 + o(1) is N P-hard, and not only that approximating that number to within a factor of 1 2 + ε for any constant ε > 0 is N P-hard (as in Håstad's original result). The o(1) term is the same as the one for 3SAT. Once again, we note also that Håstad does obtain hardness of approximation results to within a factor of (1) term is better than the one we obtain here), but these are not N P-hardness results and are based on stronger assumptions.
Amortized Query Complexity and Free Bit Complexity.
Assume for simplicity that the alphabet is = {0, 1}. Roughly speaking, amortized query complexity is the ratio between log of the soundness error and the number of queries. There are several similar and essentially equivalent definitions. Here, we refer by amortized query complexity to
, following Khot [2005] . "Free" queries are queries to which the answer can be arbitrary. The satisfying answers to the other queries are determined uniquely by the answers to the free queries. Roughly speaking, amortized free bit complexity is the ratio between log of the soundness error and the number of free queries. Formally, we refer by amortized free bit complexity to
, where f is the number of free queries. Samorodnitsky and Trevisan [2000] used the 3LIN test (and the above mentioned scheme) to obtain PCP Theorems in which the amortized query complexity is 1 + ε and the amortized free bit complexity is ε (for any constant ε > 0). Using a similar approach, our results imply a similar PCP Theorem with amortized query complexity 1 + o(1) and free bit complexity o(1). Moreover, this is done by an almost-linear size reduction from 3SAT, rather than a polynomial size reduction in Samorodnitsky and Trevisan [2000] .
COROLLARY 14 (NEARLY-OPTIMAL AMORTIZED QUERY COMPLEXITY). There exists a function k max
3SAT on inputs of size n has a verifier that uses (1 + o(1)) · log n random bits to pick q = k 2 + 2k queries to a binary proof, such that only f = 2k of the queries are free. The verifier has completeness c = 1 − o(1) and soundness error at most s = 2 −k 1.7. TECHNIQUES. In the literature, there are two main approaches for proving the PCP Theorem. The classical approach [Arora and Safra 1998; ] and Dinur's approach [Dinur 2007 ]. The classical approach starts with a PCP verifier with small error but very large alphabet, and gradually reduces the alphabet size. Dinur's approach starts with a PCP verifier with small alphabet but very large error, and gradually reduces the error. Our proof is more related to the first approach.
One of the main new ideas that we use can be viewed as a new technique for doing the composition step in the PCP Theorem, in the low error regime, without increasing the number of queries to the proof.
Proof composition is what enabled the PCP theorem [Arora and Safra 1998; ], and is an important part of all PCP constructions since. In the literature, there are several different (but very related) ways to do the composition step. However, all these methods either work only for high (larger than 1 2 ) error [Szegedy 1999; Dinur and Reingold 2006; Ben-Sasson et al. 2006] , or increase the number of queries [Arora and Safra 1998; Arora and Sudan 2003; Raz and Safra 1997; Dinur et al. 1999; Moshkovitz and Raz 2007] . For example, each application of the standard way of doing the composition step in the classical proof of the PCP Theorem, increases the number of queries to the proof by 1. For more details, see the survey by Dinur [2008] .
To formalize our techniques, we define the notion of Locally Decode/Reject Code (LDRC). Very roughly speaking, LDRCs are codes such that there exists a decoding algorithm that performs a local test on a codeword and based on the test either rejects or outputs the value of several positions in the encoded message. The decoding algorithm should satisfy the following two properties: (1) If it is given as an input a correct codeword then it always accepts and always returns the correct values of the encoded message. (2) Given any word as an input (not necessarily a correct codeword), there is a short list of codewords (a list decoding of the word that is given as an input), such that with very high probability, if the algorithm does accept then the returned values agree with one of the codewords in the list. The notion of LDRC and variants of it were implicit, or even semi-explicit, in many previous works (e.g., Arora and Sudan [2003] , Raz and Safra [1997] , Sudan et al. [2001] , Dinur et al. [1999] , and Moshkovitz and Raz [2007] ). We believe that the explicit formulation of LDRCs and their construction are of independent interest.
Our new composition technique is a composition of LDRCs, rather than a composition of verifiers. The difference between a verifier and an LDRC is that a verifier checks a predicate, while an LDRC checks a predicate and -provided that the predicate is satisfied -returns values. By using LDRCs, rather than verifiers, we deviate from the path taken in works such as Arora and Safra [1998] , , Arora and Sudan [2003] , Ben-Sasson et al. [2003, 2006] , and BenSasson and Sudan [2008] , and proceed in the path taken in Dinur et al. [1999] and Moshkovitz and Raz [2007] .
Our entire proof is presented as a construction of LDRCs with certain properties, rather than a construction of PCPs. We then use the new LDRCs to reduce the number of queries in existing constructions of PCPs. Thus, our proof can be viewed as a reduction that reduces the number of queries in PCP constructions. More precisely, the reduction converts a PCP with a large number of queries into a PCP with two-query projection tests, while not increasing the error by much.
We note however that for the construction of our LDRCs, we do use many of the techniques that were developed for constructions of PCPs, and our proof contains several steps that are similar to corresponding steps in the classical approach for proving the PCP Theorem. For example, we use the Reed-Muller and Hadamard codes and their local testing and self-correction properties. We do have several new techniques that we need in order to achieve a construction with two queries and sub-constant error.
As in the classical approach for proving the PCP Theorem, our construction starts with an LDRC with low error but large alphabet, and gradually reduces the alphabet size. The construction is by performing various transformations, including compositions of the Reed-Muller and Hadamard constructions, and other transformations. Our proof relies on algebraic constructions, yet the construction involves several combinatorial steps that are quite generic and may find other applications. The combinatorial steps use expanders with a very large spectral gap. The use is different from the use of expanders of constant spectral gap in the work of Dinur [2007] (although it bears some similarity to it). More details appear in Section 3 where we outline our construction.
The formal definition of LDRC, as well as more details and applications, appear in Section 2. We wish to emphasize that LDRCs are different from existing notions such as Relaxed Locally Decodable Codes (RLDCs) [Ben-Sasson et al. 2006] . A comparison and a construction of RLDCs and locally testable codes from LDRCs appears in Section 2.3. The use of LDRCs to query reduction for PCPs appears in Section 2.2.
Locally Decode/Reject Codes for K -Tuples
A Locally Decode/Reject Code is an encoding E : {0, 1} n → m that maps messages x ∈ {0, 1} n to codewords E(x) ∈ m . is the alphabet of the code and 
The code is associated with a local testing/decoding algorithm A. The purpose of the algorithm is to decode a random k-tuple from the list. The algorithm is probabilistic and may only query a constant number of positions in m . Based on the answers to the queries it should either reject, or return a k-tuple from the list together with a decoding of k bits for it (see Figure 1) . Note that the alphabet needs to be large enough to allow that. In our setting, the algorithm makes two queries and performs a projection test. If the test passes, then based on the answer to the first query (that also gives the satisfying answer to the second query), the algorithm should decode a k-tuple.
Let x ∈ {0, 1} n and fix some randomness for the algorithm A. This fixing
k in the hard-wired list. Let us say that the algorithm A on the fixed randomness decodes x if the algorithm A does not reject and does output
In Definition 2.1 below, we state the properties of the local tester/decoder. Given access to a codeword y = E(x), the algorithm must always decode x. The requirement from the algorithm when given as input a non-codeword is more subtle. In existing definitions of local decoders, the input y is assumed to be at least close (in Hamming distance) to some codeword E(x), and the requirement is to decode x. In the definition of LDRCs, we will not assume that y is close to a codeword. That is, we allow y to be an arbitrary string in m . In this case, y may be far from all codewords. Hence, we allow the algorithm to reject if it cannot decode. Nonetheless, the list of codewords that are somewhat close to y cannot be large (when E defines a code with good distance). We require that with high probability, if A does not reject, A decodes one of a short list of messages x 1 , . . . , x l ∈ {0, 1} n .
It does not matter which x i the algorithm decodes, but all k bits must be consistent with the same x i (note that this is nontrivial when l 2 k ).
n → m together with a testing/decoding algorithm A as in Figure 1 is called a (δ min , l max )-locally decode/reject code for the hard-wired k-tuples, if the following holds:
(1) Completeness. For every x ∈ {0, 1} n , on input E(x), the algorithm always decodes x.
(2) Soundness. For every y ∈ m , for every real δ such that
n , such that the following holds: the probability that the algorithm does not reject, yet does not decode any of
The parameter δ min lower bounds the error of the LDRC, that is, the probability that the tester/decoder accepts although it should not. The parameter l max gives the list size as a function of the error we are willing to tolerate. Typically,
2.1. BIPARTITE LOCALLY DECODE/REJECT CODES. For our setting, let us also explicitly define the LABEL-COVER version of LDRCs. The notion of bipartite LDRCs imposes the two query projection tests structure on the local tester/decoder. The notion is stronger than the notion in Definition 2.1. The encoding consists of two parts A and B. The list-decoding is determined solely by the B part.
Definition 2.2 (BIPARTITE LOCALLY DECODE/REJECT CODE). Consider a list of k-tuples
where G = G = (A, B, E) , A , B , {π e } e∈E is an instance of LABEL-COVER, and every edge e ∈ E carries a k-tuple τ e from the list and an evaluation function ρ e : A → {0, 1} k . For each j ∈ [N ], the tuple i j,1 , . . . , i j,k appears on the same number of edges.
Given a labeling to the vertices of the graph, that is, functions C A : A → A and C B : B → B , an edge e = (a, b) ∈ E is said to be "satisfied" if it is satisfied in G . For a message x ∈ {0, 1} n , the edge e is said to "decode" x if ρ e (C A (a)) = x i 1 , . . . , x i k where τ e = i 1 , . . . , i k is the tuple associated with e.
Let 0 < δ min < 1. Let l max : (0, 1) → R + be a decreasing function. We say that the LDRC is a (δ min , l max )-bipartite LDRC if it satisfies the following conditions:
(1) Completeness. For every x ∈ {0, 1} n , one can efficiently compute assignments C A : A → A and C B : B → B , such that all edges e ∈ E are satisfied and decode x.
(2) Soundness. For every C B : B → B , for every real δ such that δ min ≤ δ < 1, there exist l ≤ l max (δ) messages x 1 , . . . , x l ∈ {0, 1} n , such that the following holds for any C A : A → A : when picking uniformly at random an edge e ∈ E, the probability that e is satisfied but does not decode any one of x 1 , . . . , x l , is at most O(δ).
Note that for decoding to be possible, the alphabet must satisfy log | A | ≥ k. In the LABEL-COVER notation, the length of the code corresponds to the number of vertices |A| + |B|, and the alphabet of the code corresponds to the (larger) set of labels A . The randomness of the local tester/decoder is log |E|. For any interesting list of k-tuples (where we refrain from defining "interesting" explicitly; an "uninteresting" list may be one that does not even contain most possible indices in [n]), the length must be at least (N + n). We refer to the size of the graph G, |G| = |A| + |B| + |E|, as the size of the bipartite LDRC. The size measures both the length of the LDRC and the number of possible tests of its local tester/decoder. We say that the construction is of almost-linear size, if the size is (N + n) · n o(1) . We show a construction of an almost-linear size bipartite LDRCs as follows: 
Denote the implied PCP verifier by V 1 . Denote the set of randomness strings the verifier V 1 uses by R, where |R| ≤ n 1+o(1) . On randomness r ∈ R, the verifier V 1 performsueries to a binary proof of size m ≤ n 1+o(1) ; denote the q-tuple of queries that V 1 performs by
Invoke the construction algorithm C on the collection of size n 1+o(1) of q-tuples {V 1 (r )} r ∈R to obtain a bipartite LDRC: (A, B, E) 
The verifier V 2 proceeds as follows:
(1) Pick uniformly at random an edge e = (a, b) ∈ E. Let V 1 (r ) for a uniformly distributed r ∈ R be such that τ e = V 1 (r ).
(3) Otherwise, accept or reject, depending on V 1 's verdict on input x, randomness r and answers ρ e (C A (a)) to its queries.
Note that V 2 is efficient, uses only (1 + o(1)) · log n random bits to make two queries to a proof, where the answer to the first query consists of block A bits, and the answer to the second query consists of block B bits, and performs a projection test on the answers.
Let us argue completeness and soundness.
Completeness. Assume that x ∈ L. By the completeness of V 1 , there exists a proof π ∈ {0, 1} m that V 1 always accepts. Let C A : A → {0, 1} block A and C B : B → {0, 1} block B be labels for which all edges are satisfied and decode π . For these labels, the verifier V 2 always accepts.
Soundness. Assume that x / ∈ L. Consider labels C A : A → {0, 1} block A and C B : B → {0, 1}
block B . Let π 1 , . . . , π l ∈ {0, 1} m be the l ≤ l max (ε) strings that follow from the definition of the LDRC G for the assignments C A , C B and the parameter ε.
Let us show that the probability that V 2 accepts on input x and proof C A , C B is at most O(ε):
By the soundness of the LDRC G, the probability that the edge e is satisfied in G, but does not decode any of π 1 , . . . , π l , is at most O(ε).
For every i ∈ [l], when V 1 is given input x and proof π i , the probability over the randomness of V 1 that V 1 accepts is at most ε 0 . Thus, the probability that given input x, the verifier V 1 accepts when given as proof one of π 1 , . . . , π l , is at most
COROLLARY 17. Theorem 11 holds.
PROOF. Let ε > 0. Let us assume that for some constant β > 0 it holds that ε ≥ 1 (log n) β . Otherwise, the conclusion of Theorem 11 follows from Theorem 9. We will choose ε ≥ ε O(1) shortly. By Theorem 7 (item 1),
Apply the query reduction theorem (Theorem 16) using the LDRC construction algorithm given in Theorem 15. Deduce that for some ε 0 ≥ ε O(1) ,
Moreover, the PCP verifier performs two query projection tests, and the answer to the second query consists of O(log 1 ε ) bits. Let ε . = ε 0 . Therefore, solving 3SAT on inputs of size n can be reduced to distinguishing between the case that a LABEL-COVER instance of size n 1+o(1) · poly( ), is completely satisfiable and the case that at most ε fraction of its edges are satisfiable.
2.3. RELAXED LOCALLY DECODABLE CODES. In this section, we recite the notion of Relaxed Locally Decodable Codes (RLDC) [Ben-Sasson et al. 2006] . RLDCs are codes with local testing and decoding algorithm that are different from LDRCs. The notions are incomparable: in one sense, the requirement of an RLDC is stronger than the requirement for an LDRC, while in another sense, the requirement of an RLDC is weaker than the requirement for an LDRC. In the sequel, we compare the two notions.
To motivate Relaxed Locally Decodable Codes (RLDC), we revisit the definition of Locally Decodable Codes (LDCs) [Katz and Trevisan 2000] . LDCs are encodings C : {0, 1} n → m that are associated with a local decoding algorithm A. The algorithm gets as input an index i ∈ [n] and has oracle access to a word y ∈ m that is close (in Hamming distance) to some encoding, that is, there exists x ∈ {0, 1} n such that (y, C(x)) ≤ δ, where δ is a small constant. The purpose of A is to decode x i . The algorithm is probabilistic and is allowed to query a constant number of positions in y. When y = C(x), the algorithm should always output x i . The soundness requirement is that for any i ∈ [n] and any y such that (y, C(x)) ≤ δ, the algorithm A decodes x i with probability at least ≈1 − δ. The probability is only taken over the randomness of the algorithm A, and not over the choice of i ∈ [n].
The Hadamard code is locally decodable with two queries, but its length is exponential m = 2 n . The best constructions known today are slightly subexponential 2 n o(1) and obtain a local decoder that queries 3 bits [Yekhanin 2008; Efremenko 2009 ]. For two queries, an exponential lower bound is known [Kerenidis and de Wolf 2004] . For more queries, a super-linear lower bound is known [Katz and Trevisan 2000] .
Motivated by this state of affairs, Ben-Sasson et al. [2006] relaxed the notion of LDCs as to enable succinct constructions. Their idea was to allow the decoder not to decode a position. In this case, the decoder should declare that it cannot decode and reject. Of course, the decoder must not use this privilege too often: it may declare it cannot decode only few positions, depending on the distance of the received word from the code. The key point is that, for every position i ∈ [n], the algorithm A may err, that is, not reject yet return a wrong value, with only a small probability over its random coin tosses. There must not be even one i ∈ [n] for which algorithm A err with large probability (unlike for LDRCs). (1) Completeness. For every x ∈ {0, 1} n and every i ∈ [n], on input E(x) and i, the algorithm A outputs x i . (2) Soundness. Given a word y ∈ m with (y, E(x)) ≤ δ, (a) For every position i ∈ [n], the probability that A does not reject, yet outputs b = x i , is at most -List Decoding vs. Unique Decoding. In RLDCs, the guarantee is that the word is very close to a (unique) codeword. In LDRCs, there is no such guarantee. The local decoder has to perform well in the list decoding region. -Average Case vs. Worst Case. In RLDCs, the local decoder has to perform well for all indices with high probability over its randomness. In LDRCs, the local decoder has to perform well for almost all indices with high probability over its randomness. There might be very few indices, on which the algorithm always returns an incorrect value. -k-Tuple vs. One Position. In RLDCs (as in LDCs), the requirement is to decode one position. In LDRCs, the requirement is to decode k positions.
Construction Outline
In this section, we outline our LDRC construction, that is, the proof of Theorem 15. We present a simplified construction, taking the liberty of ignoring several issues. In particular, in this outline we ignore the almost-linear size guarantee. The reason is that the ideas involved in handling almost-linear size appear in previous works Raz 2008, 2007] and introduce many technical difficulties. A full account of issues we ignore in this outline appears in Section 3.12. Recall that obtaining a PCP Theorem with two query projection tests and subconstant error, even with polynomial size, was unknown prior to our work.
3.1. ENCODING CODEWORDS. The first conceptual step is as follows: Instead of LDRCs encoding binary strings as in Definition 2.2, we will construct LDRCs encoding codewords in some code C ⊆ n . The formal definition appears in Section 3.2. The differences from Definition 2.1 are as follows:
-Given a codeword x ∈ C, we would like assignments C A , C B "encoding" x (the encoding does not need to work for all possible strings, only for codewords in C; this is a relaxation of Definition 2.1). -Given assignments C A , C B we would like a "list decoding" of codewords x 1 , . . . , x l ∈ C (the list decoding cannot use any string in the decoding, only codewords in C; this is a strengthening of Definition 2.1).
Note that constructing LDRCs for an infinite family of efficiently encodable linear codes C = {C n } yields, in particular, LDRCs as in Definition 2.1. The reason is that given a binary string x ∈ {0, 1} n we can first encode it using a code C n for a sufficiently large n , and obtain a codeword x ∈ C n such that x is a prefix of x (by linearity, we can assume, without loss of generality, that the code is systematic, that is, an encoding contains the message bits and a sequence of linear functions of these bits). Then, we can use an LDRC for the code C n . The positions we wish to decode in x also appear in x .
For the final construction of Theorem 15, we use as our linear code C the concatenation of Reed-Muller and Hadamard. The reason is that both for the ReedMuller code and for the Hadamard code, we can locally decode/reject. For the Reed-Muller code -by low degree testing and using curves. For the Hadamard code -by linearity testing and using linear subspaces.
Nonetheless, the Reed-Muller code and the Hadamard code have apparent caveats. For the Reed-Muller code -while the length can be made almost-linear, the alphabet size is too large. For the Hadamard code -while the alphabet size is small, the length is exponential.
Our methods allow us to gain from the advantages of the two codes, while not losing much from their shortcomings. By composing the respective LDRCs, we obtain locally decode/reject codes with almost-linear length and small alphabet.
3.2. NEW NOTION OF LDRC AND ITS PARAMETERS. Next we formulate the new notion of LDRCs we use. In this new notion, we make an additional "technical" change.
We associate satisfiability constraints with the A vertices, rather than with the edges. Recall that the projections on the edges are partial functions. That is, on some values of the A endpoint, an edge may never be satisfied. Instead, we define the projections to be functions and define sets {χ a } a∈A , where for every a ∈ A we have χ a ⊆ A is the set of satisfying values for a. A label to the vertex a projects on all the neighbors of a. The satisfiability constraint on a may check consistency between the different projections. Given a labeling to the vertices of the graph, that is, functions C A : A → A and C B : B → B , a vertex a ∈ A is said to be "satisfied" if C A (a) ∈ χ a . An edge e = (a, b) ∈ E is said to be "satisfied" if a is satisfied and π e (C A (a)) = C B (b). Given a message x ∈ C, an edge e = (a, b) ∈ E is said to "decode" x, if ρ e (C A (a)) = x i 1 , . . . , x i k where τ e = i 1 , . . . , i k is the tuple associated with e.
(1) Completeness. For every x ∈ C, there are assignments C A : A → A and C B : B → B , such that all edges e ∈ E are satisfied and decode x. (2) Soundness. For every C B : B → B , for every real δ such that δ min ≤ δ < 1, there exist l ≤ l max (δ) messages x 1 , . . . , x l ∈ C, such that the following holds for any C A : A → A : when picking uniformly at random an edge e ∈ E, the probability that e is satisfied but does not decode any one of x 1 , . . . , x l , is at most O(δ).
We will be interested in various properties of an LDRC. One of them is the form of the satisfiability constraints of the A vertices. Another is the alphabets A and B . The alphabets will usually be codes themselves. We will also be interested in the following parameters:
(1) Size. The size of the LDRC, that is, |A| + |B| + |E|. The size combines the length of the code |A| + |B| and the randomness of the tester/decoder log |E|.
As we mentioned earlier, in this outline we will focus on polynomial size. 3.3. LOCALLY DECODE/REJECT CODE FOR REED-MULLER. In this section, we describe a locally decode/reject code for the Reed-Muller code. The construction is (a variant of) the folklore construction that yields Theorem 5.
Let the parameters of the Reed-Muller code be: a finite field F, a dimension m and a degree d. The code consists of all m-variate polynomials of degree at most d over the field F. It will be convenient to identify positions in the code with points in F m . Thus, the k-tuples we wish to decode are given as tuples of points:
The size of the LDRC is polynomial in |F m |. The left degree is |F| O(1) , and the right degree is polynomial in |F m |. The alphabet of the A vertices is a Reed-Muller code itself, but of much reduced parameters: the dimension and the degree are O(log kd) (independent of the initial dimension m). Still, the block length is large poly(k, d) · log |F| (compare it to the lower bound k · log |F|; note the dependence on the degree d), and this is the main disadvantage of this construction. To see how severe this disadvantage is, recall that the degree d must be taken to be large if we want a good rate: The number of codewords in the Reed-Muller code is |F| ( m+d m ) . Thus, the rate is m+d m /n, where n = |F m |. To get large distance and polynomial length, we need to take d such that m · |F| (1) ≤ d |F|. Hence, the alphabet is at best super-polynomial 2 poly log n . If we wish the length to be almost linear, the alphabet becomes even larger, slightly subexponential.
What allows local testing/decoding for the Reed-Muller code is a principle that we loosely state as follows:
Low degree testing principle: Fix a function f : F m → F. There are a few low degree polynomials q 1 , . . . , q l : F m → F as follows. Pick uniformly at random a line in F m . "Almost surely, when f agrees with some low degree polynomial on a non-negligible fraction of the points on (local test), it agrees on these points with one of q 1 , . . . , q l (global conclusion)".
Here nonnegligible means a sufficiently large fraction
. Proofs of variants of the above principle appear in Arora and Sudan [2003] , Raz and Safra [1997] , Dinur et al. [1999] , and Moshkovitz and Raz [2008] . They rely on the distance property of the Reed-Muller code and on its recursive structure: any low degree subset of F m defines a Reed-Muller subcode. The line in the above principle can be replaced by any low degree curve or manifold in F m . In particular, we replace the "line" with a low-degree manifold that goes through a k-tuple we wish to decode.
We will refer to our LDRC as the Manifold vs. Point construction, and define it as follows: -The A vertices are 4-dimensional manifolds of degree at most k + 1 in F m : there is a manifold for every k-tuple we wish to decode and three dimensional subspace in F m (where we use three-dimensional subspaces because we apply the low degree testing of Moshkovitz and Raz [2008] ). The manifold contains the k points and the subspace. -The B vertices are the points in F m . -Every manifold is connected to all the points on it, except for a few points that are removed to ensure right regularity. -A label to a B vertex is a field element. -A label to an A vertex is a 4-variate polynomial of degree at most (k + 1) · d.
The projections {π e } e∈E are such that for an edge e = (a, b) ∈ E, the projection π e (σ a ) is the value of the polynomial σ a on the point corresponding to b on a. -To encode a Reed-Muller codeword, we view it as a labeling of the B vertices (i.e., the points in F m ) with field elements. We label the A vertices with the restrictions of the codeword to the manifolds on the A side. -There are no satisfiability constraints, that is, for every vertex a ∈ A, we have that χ a is the set of all possible labels. -For an edge e = (a, b) ∈ E, the tuple τ e is the k-tuple contained in a. The evaluation ρ e (σ a ) is the value of the polynomial σ a on the k points corresponding to τ e .
Note that the labels to the A vertices are Reed-Muller codewords, but not ReedMuller codewords with the parameters we declared. Yet, we can represent every polynomial with constant dimension and degree O(kd) as a polynomial with dimension and degree O(log kd).
3.4. WHY COMPOSITION IS HARD -THE TWO-PROVER GAME PERSPECTIVE. It will be useful to think of the LDRC construction above in terms of a game between a verifier and two provers: prover A and prover B. The verifier asks prover A about a manifold in F m . The verifier asks prover B about a point on the manifold. Prover A knows that prover B is asked about one of the points on the manifold that prover A got, but prover A does not know which point. Prover B knows that prover A is asked about one of the manifolds that contain the point that prover B got, but prover B does not know which manifold. The low-degree testing principle assures us that this missing information is sufficient to force the provers to adhere to the same low-degree polynomials.
Unfortunately, the alphabet of this Manifold vs. Point construction is large, because prover A needs to describe a polynomial for its manifold. A natural solution is to use composition. Prover A needs to provide a polynomial for the entire manifold, but, in fact, the verifier is only interested in the value of this polynomial on k + 1 points: the k-tuple it decodes and the point that prover B got (on which the verifier compares the answers). The idea is to view the verifier's task as decoding k + 1 symbols from a Reed-Muller code, and use an LDRC for this purpose.
Let us demonstrate the idea by taking the Manifold vs. Point construction of Section 3.3 as a concrete instance of an LDRC. Instead of prover A, we will have two provers: prover A.A and prover A.B. Provers A.A and A.B will convince the verifier in k + 1 values that are all evaluations of one low-degree polynomial for the manifold on the relevant points. The verifier will send prover A.A a submanifold within the manifold for A that goes through the k + 1 points. The verifier will send prover A.B a point in the submanifold. The provers A.A and A.B are expected to reply with consistent evaluations.
The composition we described increases the number of provers/queries from two: A and B, to three: A.A, A.B and B. When composition is applied several times, the number of queries increases even further. Indeed, this is what happened in previous works that applied composition for similar needs [Arora and Sudan 2003; Raz and Safra 1997; Dinur et al. 1999; Moshkovitz and Raz 2007] .
A-priori, it seems that we could insist on using only two provers by, in addition to B's original role, letting each of provers A, B simulate one of provers A.A, A.B. However, this fails, no matter how we attempt to split A.A and A.B between A and B. The reason is that the questions in the inner protocol reveal information on the questions of the outer protocol, in a way that some prover will always gain information about the outer question of the other prover. To see this, let us check the two splitting alternatives:
Prover B gets the outer point (on the manifold) and the inner point (on the submanifold). In this case, prover A gains information about the point of B from knowing the submanifold that contains it. The question that arises is whether one can devise a composition protocol for two provers in which the questions of the inner protocol do not give (enough) information on the questions of the outer protocol.
3.5. THE KEY IDEA: CONFUSING THE PROVERS. The problem with implementing composition is that we cannot afford that any of the provers will learn the submanifold. We saw that once any of the provers learns the submanifold, that prover gets information that may allow the provers to fool the outer verifier.
What we do instead is let both provers learn the submanifold. The key idea is that prover A will also get many other submanifolds to confuse it. Prover A will not know which of the submanifolds that it got is the one that prover B got. Prover B will not know which of the possible questions to prover A, prover A actually got (where each question to prover A is a collection of manifolds containing the manifold that prover B got).
In the next few sections, we will show that the two prover game can indeed be transformed into a form in which the question to prover A consists of a few manifolds, and the question to prover B consists of a single manifold. Since we wish the alphabet to be as small as possible, the question to prover A should consist of as few manifolds as possible.
3.6. REDUCING RIGHT DEGREE. For the presentation, we will go back to viewing the Manifold vs. Point LDRC of Section 3.3 as a bipartite graph. Our first step is to decrease the right degree of the graph to some small D.
For right-degree reduction, we use a regular expander graph H = (V H , E H ) with number of vertices that equals the original right degree of the graph, degree D and second eigenvalue D α for a constant The labels to the copies are as the labels to the original B vertices. -For every edge (a, b) ∈ E in the original graph, where (a, b) is the u'th edge coming into b, and every expander edge (u, v) ∈ E H , create an edge (a, b, v ) . The projection π , the tuple τ and the evaluation function ρ that this edge carries are the same as the projection, tuple and evaluation of (a, b).
It turns out that choosing
, where ε is the error we aim for, suffices for soundness. Note that the left degree, as well as (essentially) the size, are multiplied by a factor of D.
The construction uses in an essential way the fact that we only decrease the right degree, and not the left degree. It works because each left vertex determines a labeling for all the copies of each of its neighbors. More than that, it is unreasonable to expect any construction of this kind to reduce left degree: Revealing to prover A a short list of points in it, among them the point that prover B got, allows prover A to choose a polynomial that agrees with prover B on all these points. This can be done even when prover B's answers do not correspond to any low degree polynomial.
3.7. THE SUNFLOWERS CONSTRUCTION. To transform our LDRC into the form described in Section 3.5, we switch the roles of prover A and prover B. When the right degree is small (as guaranteed by the previous section, the right degree is D = poly( 1 ε )), we can do that while preserving the projection property: we can ask the new prover B to answer about a vertex a ∈ A, and ask the new prover A to answer about all the neighbors of a vertex b ∈ B.
Here is where we pay in the alphabet size. Recall that in Theorem 15, and hence in our PCP construction (Theorem 11), the block length depends polynomially on 1 ε , rather than on log 1 ε . The reason is that the block length depends linearly on the degree, rather than on the logarithm of the degree: we keep separate information about each neighbor.
The construction is as follows: It is instructive to think of a new A vertex a as a sunflower, composed of its neighboring B vertices as petals (as in Figure 4 ). The neighboring B vertices intersect on a point given by a. A satisfying label to a is composed of labels to the neighboring B vertices that are consistent on the intersection.
3.8. RIGHT-DEGREE REDUCTION ON THE SUNFLOWERS CONSTRUCTION. The Sunflowers construction gives a graph with small left degree and large right degree, rather than a graph with small right-degree and large left degree. We can apply rightdegree reduction on this graph, and get a graph with small left and right degrees. In the two-prover game terminology, prover A gets D different manifolds that have a common "center" in their intersection. Prover B gets one of these manifolds. Prover A does not know which manifold prover B got. Prover B does not know which sunflower containing its manifold, among D possible sunflowers, prover A actually got. Yet, although each of the provers only has a small amount of uncertainty regarding the question that the other prover was asked, both provers should prefer to adhere to the prescribed strategy.
In addition, the satisfiability constraints on prover A's answer can be checked by querying its manifolds on a few points. To see that, note that the satisfiability constraints in the Sunflowers construction in fact check: (i) agreement on "centers"; (ii) identity between copies of the same manifold. The (ii) checks come from the right degree reduction, and can be done by comparison on a random point.
The new structure of the Sunflowers construction is what allows composition in the next section.
3.9. COMPOSITION. In this section, we start with the Sunflowers LDRC we constructed in Section 3.8, and show how to perform composition of this LDRC with inner LDRCs of the same type. The purpose of composition is to obtain an LDRC with lower alphabet. The block length of the composed LDRC is proportional to the left degree of the outer construction and the block length of the inner construction (and independent of the block length of the outer construction). The composition preserves the structure of Section 3.8.
Prover A in the outer LDRC needs to provide for each manifold that is a petal in its sunflower, a polynomial for the entire manifold. However, in reality, we are only interested in the value of this polynomial on k + 1 points 2 : the k-tuple we wish to decode and the point in the center of the sunflower (on which we compare the answers from all petals). Note that, this time, prover B already knows the manifold that prover A got, because prover B also got the exact same manifold.
The idea is to use an inner Sunflowers LDRC to decode the k + 1 positions in the Reed-Muller codeword corresponding to a polynomial on the manifold. Instead of prover B, we will have two provers: prover B.A and prover B.B. Provers B.A and B.B can convince the verifier in k + 1 values that are all evaluations of one low degree polynomial for the manifold on the relevant points. We insist on using only two provers by letting prover A simulate prover B.A and prover B simulate provers B.B. We have to make sure that the questions in the inner protocols reveal no information on the questions of the outer protocol.
Prover A does not get information, because prover A simulates prover B.A for every petal in its sunflower. Hence, prover A does not know which petal is the one that prover B was asked about. (The picture is completely symmetric from prover A's point of view.)
However, prover B does gain information about the outer question of prover A, because the k + 1 points that the inner LDRC decodes, reveal the outer center, and hence give information about the outer question that A got. For that reason we change the protocol a little bit. In order to confuse prover B, each inner LDRC on an outer edge (a, b) decodes not only the k + 1 points that need to be decoded but also the k + 1 points that every other neighbor of b needs to decode. Since the right degree of the outer LDRC is small, this is possible. Now the picture is completely symmetric from the point of view of prover B and hence prover B gets no information about the outer question of prover A.
In the composed two-prover game, the verification is as follows:
(1) Outer Sunflower. Pick at random a sunflower containing D manifolds, as well as one of these manifolds. Why does this protocol work? Prover A does not know which of the D 2 submanifolds is the one that prover B was asked about. Prover B does not know which of the sunflowers (that contain the submanifold that prover B got) is the one that prover A was asked about. Hence, both provers would be better off adhering to their prescribed strategy.
The composed graph is as shown in Figure 5 . There is an A vertex in the composed graph for every pair a, a in of an outer A vertex a and an inner A vertex a in . It should be thought of as taking the sunflower a in for each of the petals of the sunflower a. Composition essentially multiplies the size of the outer construction and the inner construction. The inner construction is typically smaller, and hence the dominant factor is the size of the outer construction. Composition multiplies the outer and inner left degrees, as well as the outer and inner right degrees. Nonetheless, the degrees remain polynomial in 1 ε . By a single composition, we can get the block length down from poly(k, d)·log |F| to poly(k, log d, 1 ε )·log |F|. This block length is small, but not as small as we want (recall that we wish to eliminate the dependence on d and |F|). We solve this in the next section.
3.10. LOCALLY DECODE/REJECT CODE FOR HADAMARD AND THE CONCATENA-TION OF REED-MULLER AND HADAMARD. We solve the still-too-large-alphabet problem the same way as all PCP constructions since ]: compose our construction with a construction for the Hadamard code. This results in arbitrarily small alphabet at the cost of a larger size. First, let us describe the Hadamard construction. In the next section, we describe the composition with it.
We let the Hadamard code be over a small finite field L. The field L may be GF(2), but for low error we use larger fields |L| = (
We use the letter L to distinguish the field from the field F we used for the Reed-Muller code. It will be convenient to take L to be a subfield of F. Let w be such that we can identify the B alphabet of the construction of Section 3.9 with L w . This w will be the dimension of the Hadamard code we take. The length of the Hadamard code is |L w |, which is exponential in w, but since w is relatively small, this is tolerable.
It will be convenient to identify positions in the Hadamard code with points in L w . Thus, a list of k-tuples we wish to decode can be thought of as a list of k-tuples of points:
We can construct an LDRC for the Hadamard code similar to the way we constructed LDRCs for the Reed-Muller code in Section 3.3. The difference from the ReedMuller LDRC is that we consider (k+2)-dimensional linear subspaces in L w instead of degree-(k + 1) manifolds. In addition, the correctness of the construction now follows from linearity testing theorems (e.g., of Håstad and Wigderson [2003] ), rather than from the more difficult low-degree testing theorems.
Importantly, the Hadamard construction also gives an LDRC for the concatenation of Reed-Muller and Hadamard: Not only that we can locally decode/reject the w symbols of a label (where the label corresponds to a Reed-Muller codeword), but we can also locally decode/reject any L-linear function of the w symbols. In particular, we can locally decode/reject any symbol in the concatenation of the Reed-Muller codeword with Hadamard. in Section 3.9 with the low rate LDRCs for the concatenation of Reed-Muller and Hadamard obtained in Section 3.10. The composition is along the same lines as the composition of LDRCs for Reed-Muller described in Section 3.9.
The major difference is as follows: We cannot ask the inner LDRCs to decode the evaluation of a manifold on the center of a sunflower as we could earlier. This is because the inner LDRCs can return symbols in L, and not symbols in (the much too large) F. However, the inner LDRCs may return symbols of the Hadamard encoding of the evaluation. We show that this is sufficient to ensure consistency on the centers.
In the composed construction of Section 3.9, the satisfiability constraints of the A vertices take the form of a tree of comparisons: each petal in an outer sunflower introduces an inner sunflower of its own. All the submanifolds of this inner sunflower intersect on the center of the outer sunflower, as well as on a new center. This can be described by a tree in which the D 2 submanifolds are leaves and the inner nodes correspond to centers. Each inner node has D children in the tree: one for each petal that intersects on the inner node's center (see Figure 6 ). Any two sub-manifolds have to be consistent on all the centers that are common ancestors.
Since the satisfiability constraints of the construction of Section 3.9 are given in the form of a comparisons tree, the analysis of the composition of the construction of Section 3.9 with the construction of Section 3.10 boils down to analyzing the following two-prover game:
The Tree-Path Game. Underlying a tree-path game there is a fixed tree. Each node in the tree may be labeled by a value in F. L is a subfield of F. The purpose of the verifier is to check whether two provers agree on a labeling of the nodes. The tree prover gets an index i and replies, for each of the nodes in the tree, with the ith symbol of the Hadamard encoding over L of a label to the node. The path prover gets a leaf in the tree and replies, for each of the nodes on the path from the leaf to the root, with a label in F to the node. The verifier checks the consistency of the answers it gets from the two provers.
3.12. SOME TECHNICAL DIFFICULTIES AND NONTECHNICAL SUBTLETIES [OR: WHY IS THE FORMAL PROOF SO LONG?]. In this section, we list some complications that arise in the construction.
Codes and Domains. The algebraic construction in Section 3.3 is such that the list decoding may contain polynomials of a slightly larger degree than the ReedMuller code permits (degree (k + 1) · d rather than d). Yet, the set of polynomials of degree at most (k + 1) · d is also a Reed-Muller code. To allow the construction to go through, we consider LDRCs that have two codes underlying them, instead of one. To facilitate that, we introduce the notion of a domain. A domain is composed of two codes of the same length and over the same alphabet: the encoded code and the decoded code. The decoded code contains the encoded code as a subset. The LDRC has to encode codewords of the encoded code. The LDRC is allowed to use in its list decoding codewords from the decoded code. When we compose, the outer LDRC has to work just as well with labels over the decoded code of the inner LDRC, as it would with labels over the encoded code of the inner LDRC. Hence, our definition of LDRCs needs to be extended to alphabets that are themselves domains.
Consistency between Copies. The presentation of composition in Section 3.9 ignored the issue of checking consistency between copies of the same petal. While for different copies we wish to decode different tuples, their labels should be the same. This issue arises from the right degree reduction in Section 3.8. It complicates the construction and its analysis considerably:
(1) We change the inner Sunflowers LDRC construction so that the centers of the sunflowers are uniformly distributed in F m , independently of the tuples being decoded. More on this is in Regularity and uniformity below.
(2) We change the composition so that copies are compared on the inner centers (which are uniformly distributed on the manifolds, independently of the tuples being decoded). (3) In the analysis of the composition, we show that the comparisons on the inner centers suffice for the consistency check of the outer test.
Regularity and Uniformity. The adaptation of the Manifold vs. Point LDRC to almost-linear size results in LDRCs that are just almost-right regular, rather then right regular. Crucially, the right degrees depend on the tuples we wish to decode. As a result, when performing right degree reduction as in Section 3.6 and then when obtaining the Sunflowers construction in Section 3.7, the distribution of the centers of the sunflowers, depends on the tuples we wish to decode. This dependence is problematic in an inner construction of a composition.
Hence, for the inner construction we consider a uniform right-regular, but polynomial size (rather than almost-linear size), Manifold vs. Point LDRC construction. The inefficiency is tolerable in the context of an inner construction. We go through the construction steps in Sections 3.3, 3.6, 3.7 and 3.8 to prove that uniformity and independence are preserved.
The full construction appears in an online appendix to this article, which is available in the ACM Digital Library.
