Abstract. Constructing comprehensive operational models of intended system behaviour is a complex and costly task. Consequently, practitioners adopt techniques that support partial behaviour decription such as scenario-based specifications, and focus on elaborating these descriptions iteratively. In previous work, we show how this process can be formally supported by Modal Transition Systems (MTSs), observational refinement, and model merging. In this paper, we study a number of properties of merging MTSs and give insights on the implications these results have on engineering and reasoning about behaviour models. We illustrate the utility of our results on a case study.
Introduction
Although state-based behaviour modelling and analysis has been shown to be successful in uncovering subtle design errors, adoption by practitioners has been slow. Partly, this is due to the difficulty of constructing behavioural models -this task requires considerable expertise in modelling notations that developers often lack. In addition, and perhaps more importantly, the benefits of model analysis appear after comprehensive behavioural models have been built: classical statebased modelling approaches are generally not suited for providing early feedback, when system descriptions are still partial.
The problem is that state-based models, e.g., labelled transition systems (LTSs) [16] , are assumed to be complete descriptions of the system behaviour up to some level of abstraction, i.e., the state machine is assumed to completely describe the system behaviour with respect to a fixed alphabet of actions. This completeness assumption is limiting, particularly if state-based modeling is to be adopted in iterative development processes [2] , processes that adopt use-case and scenario-based specifications (e.g., [6] ), or that are viewpoint-oriented [12] .
In such development contexts, a more appropriate type of state-based model is one in which currently unknown aspects of behavior are explicitly modelled, distinguishing between positive, negative and unknown behaviours. Positive behaviours are those the system is expected to exhibit; negative behaviours are those the system is expected to never exhibit; unknown behaviours could become positive or negative, but the choice has not yet been made. State-based models that distinguish between these kinds of behaviour are referred to as partial behavioural models. A number of such models exist and promising results on their use to support incremental modelling and viewpoint analysis has been reported (e.g. Partial Labelled Transition Systems (PLTSs) [28] , Modal Transition Systems (MTSs) [20, 27] , Mixed Transition Systems [8] and multi-valued Kripke structures [5] ).
Our work focuses on MTSs. These models have been studied in depth (e.g. [20, 15] ) and are equipped with a notion of refinement that captures the idea of elaboration of a partial description into a more comprehensive one, in which some knowledge about the unknown behaviour of the system has been gained and modeled as either positive or negative behavior.
A logical extension to the notion of refinement is that of model merging -a process that allows integration of what is known about the behaviour of a system as modelled by different MTSs. Model merging supports putting together partial behavioural descriptions of the same system but given from two different perspectives, possibly by different stakeholders with different viewpoints [12] , describing different, yet overlapping, aspects of the same system.
In our previous work [27] , we introduce the notion of merging and argue that the core concept underlying model merging is that of common observational refinement. Note that composition of behavioural models is not a novel idea (e.g. [23] ); however, focus has been on parallel composition which describes how two different components work together. In the context of model elaboration, we are interested in composing two partial descriptions of the same component to obtain a more elaborate version of both original partial descriptions.
In this paper, we aim to provide the necessary support for using merge in practice by answering several fundamental questions: When can two systems be merged? When is merge unique (i.e., when can the merging process be automated)? What kinds of properties are preserved in a merge? How can complex models be merged?
The rest of this paper is organized as follows. After reviewing the background material in Section 2, we provide, in Section 3, conditions for existence and uniquness of merge. We study algebraic properties of merging in Section 4, both for the case when a unique merge exists and for the case when it yields one of several possible merges, and apply results of this paper to a case study in Section 5. We conclude with a discussion, summary, and directions for future research in Section 6. Proofs of the results in this paper are available in [3] .
Background
In this section, we briefly review definitions of MTSs, define a 3-valued counterpart to weak µ-calculus, review definitions of merge, and fix the notation. For detailed explanations and discussion, refer to [27, 3] .
Transition Systems
We use the standard notion of labelled transition systems (LTS) and their extensions, modal transition systems (MTSs), which capture partial behavior. Definition 1. Let States be a universal set of states, Act be a universal set of observable action labels, and Act τ = Act ∪ {τ }. An LTS is a tuple P = (S, L, ∆, s 0 ), where S ⊆ States is a finite set of states, L ⊆ Act τ is a set of labels, ∆ ⊆ (S × L × S) is a transition relation, and s 0 ∈ S is the initial state. We use αP = L \ {τ } to denote the communicating alphabet (vocabulary) of P .
is an LTS representing required transitions of the system and (S, L, ∆ p , s 0 ) is an LTS representing its possible (but not necessarily required) transitions. We use αM = L \ {τ } to denote the communicating alphabet of M .
Given an MTS
For an MTS M , M n denotes changing the initial state to n. For γ ∈ {r, p}, we write
, there is at least one maybe transition on τ . For = τ and γ ∈ {r, p}, we write M =⇒ γ M to denote
e., the maybe transition precedes or is on along the path from M to M . For ∈ Act τ , letˆ = if = τ andˆ = if = τ . For γ ∈ {r, m, p} and ∈ Act τ , we often write s −→ γ s to mean M s −→ γ M s and similarly for =⇒ γ . Transitions on the thick arrow =⇒ γ are referred to as observable transitions. Figure 3 depicts two MTS models,A and B. The initial state of an MTS is labeled 0, unless stated otherwise, and maybe transitions are denoted with a question mark following the label, and transitions on sets are short for a single transition on every element of the set. Note that all transitions in model B are required transitions, and is thus an LTS as well.
We capture the notion of elaboration of a partial description into a more comprehensive one using observational refinement : Definition 3. N is an observational refinement of M , written M o N , if αM = αN and (M, N ) is contained in some refinement relation R ⊆ ℘ × ℘ for which the following holds for all ∈ Act τ :
For example, A o B (see Figure 3) because B preserves the required behaviour of A, and A can simulate the possible behaviour of B.
In this paper, we use refinement to mean observational refinement, unless otherwise stated. Two models are observationally equivalent (≡ o ) if they refine each other. We denote by M @X the result of restricting αM to X, i.e., replacing actions in Act\X with τ and reducing αM to X. (s 0M , s 0N )), where ∆ r and ∆ p are the smallest relations that satisfy the rules given in Figure 1 .
The logic L w µ
While shown in [15] to characterize strong refinement, the 3-valued counterpart to µ-calculus (L µ ) [17] is not well-suited for describing the observable behaviour of an MTS and does not characterize observational refinement, because it makes no distinction between an observable action and τ . Instead, we define a 3-valued extension of weak µ-calculus (L w µ ), which does make such a distinction. The 2-valued version of this logic has been shown to be a useful logic for expressing properties of LTSs in [26] .
3-valued L w µ enables a formula to evaluate to t (true), f (false), or ⊥ (maybe). For a set of fixed point variables Var, a ∈ Act τ and Z ∈ Var , an L w µ formula φ has the grammar
where a o and [a] o are the next operators with intended meanings "exists a next state reachable via an observable transition on a" and "for all next states reachable via an observable transition on a", respectively. We write φ(Z) to denote a formula that might contain free occurrences of the variable Z. µ and ν represent the least and greatest fixed points, respectively.
Let φ be a formula in Figure 2 , where a ∈ Act , and e i [Z → S] is the same environment as e i except it maps Z to S. ⊥ to mean that e 1 and e 2 map every Z in Var to ∅ and S M , respectively.
For example, the property a o t (which expresses the ability to perform an observable transition on a) evaluates to true in both A and B in Figure 3 , even though the transition on a in B is preceded by a τ . Additionally, the property [ 
Finally, if M is an LTS, the semantics in Definition 5 reduces to the standard 2-valued semantics in [26] .
Merging Models
The intuition behind merge is to find a more precise system by combining what is known from two partial descriptions of that system. This is a process aimed at finding a common observational refinement, and may require human intervention [27] . We review this process below.
We denote the set of CRs of models M and N by CR(M, N ). Two MTSs, M and N , are consistent iff CR(M, N ) = ∅. For example, models G and H over the vocabulary {b, c} in Figure 3 are inconsistent because H proscribes the observable trace bc, whereas G requires it.
In [27] , it is argued that the merged model should not introduce unnecessary behaviours, and is therefore based on finding a minimal common refinement : Definition 7. An MTS P is a minimal common refinement (MCR) of MTSs M and N if P ∈ CR(M, N ), αP = αM ∪ αN , and there is no MTS Q ≡ o P such that Q ∈ CR(M, N ) and Q@αP o P .
Let MCR(M, N ) be the set of all MCRs of M and N . The merge of two consistent MTSs M and N , written M +N , is one of the models in MCR(M, N ). Therefore, by Theorem 1, merge preserves all true and false L w µ properties. Additionally, if there are several MCRs (see Section 3), merging involves a choice of the most appropriate one, which requires human intervention [27] .
Existence and Uniqueness of Merge
In this section, we give practical conditions for existence and uniqueness of merge. If the latter condition is satisfied, the merge process can be fully automated.
Existence. Since merge is based on observational refinement, by Theorem 1, consistent systems over the same vocabulary should agree on all concrete behaviours, i.e., there should be no L w µ property that is true in one system and false in the other (a distinguishing property).
Theorem 2. If M and N are MTSs with αM = αN , then:
Distinguishing properties can be used as a form of feedback when two systems are inconsistent. For example, the property b o c o t is true in G and false in H, and G and H are inconsistent. Models with different vocabularies must be first restricted to the shared vocabulary, but a property that distinguishes between the restricted versions of two inconsistent systems does not always exist (i.e., inconsistencies may be caused by non-shared actions). For example, I and J (see Figure 3 ) with c ∈ αJ and d ∈ αI are inconsistent because I requires that b's are only proscribed after a c, whereas J requires that b's are only proscribed after a d. However, I@(αI ∩ αJ ) = J @(αI ∩ αJ ), and therefore no property distinguishes them by Theorem 2. Sufficient conditions for such properties to exist, and algorithms to check consistency and to construct distinguishing properties are given in [3] . Intuitively, the conditions require that following a non-shared action in one system (e.g., c in I) does not lead to a state that is inconsistent with the other system that has not changed state (e.g., I 1 is inconsistent with J 0 ). This makes sense because the non-shared action is unobservable to the other system.
Uniqueness. When |MCR(M, N )| = 1 (up to observational equivalence), the unique merge is called the least common refinement (LCR), denoted LCR M,N . One way that multiple incomparable MCRs may exist is if there are several ways of merging behaviours that correspond to non-deterministic choices. For example, consider models Q and R in Figure 3 with vocabulary {a, b, c}. Both Q and R have two non-equivalent successors on a from the initial state, i.e., Q a −→ r Q 1 and Q a −→ r Q 2 such that Q 1 ≡ o Q 2 , and similarly for R. However, both of Q 1 and Q 2 are consistent with R 1 and R 2 . In particular, S is in MCR(Q, R) and corresponds to merging Q 1 with R 1 , and Q 2 with R 2 , whereas T corresponds to merging Q 1 with R 2 , and Q 2 with R 1 . Since S ≡ o T , LCR Q,R does not exist. Sufficient conditions that restrict the existence of such choices, e.g., requiring that choices similar to those available with Q 1 , Q 2 ,R 1 , and R 2 lead to equivalent behaviours, have been given in [3] and are omitted here due to space limitations. The conditions are consequences of the modelling notation: non-deterministic choice could be abstracting different aspects of the system, and hence, choices could be composed in different ways, leading to multiple MCRs.
Algebraic Properties of Merge
In practice, merging is likely to be used in combination with refinement and parallel composition (for one such example, refer to Section 5). Therefore, it is essential to study algebraic properties of merge to guarantee that the overall process yields sensible results. For example, does the order in which various partial models are merged matter? Is it the same to merge two models and elaborate the result through refinement than to elaborate the models independently and then merge them? In this section, we aim to answer such questions. Specifically, we show that while the existence of multiple non-equivalent MCRs does not guarantee many of the properties that hold for the LCR case, the right choice of MCR among the possible merges can be made in order to guarantee particular algebraic properties, further emphasizing the need for human intervention in merge.
Properties of LCRs
Throughout this subsection, whenever we write M + N , we assume that M and N are consistent MTSs and + results in LCR M,N . Proposition 1. For MTSs M , N , and P , the + operator satisfies:
A useful property of + is monotonicity with respect to observational refinement:
This allows for elaborating different viewpoints independently while ensuring that the properties of the original viewpoints put together still hold.
Proposition 2. (Monotonicity)
The operator + is monotonic with respect to observational refinement.
We now look at distributing parallel composition over merging. Assume that two stakeholders have developed partial models M and N of the intended behaviour of a component M . Each stakeholder will have verified that some required properties hold in a given context (other components and assumptions on the environment P 1 , . . ., P n ). It would be desirable if merging viewpoints M and N preserved the properties of both stakeholders under the same assumptions on the environment, i.e., in (M + N ) P 1 · · · P n . This would be supported if (M P 1 · · · P n ) + (N P 1 · · · P n ) o (M + N ) P 1 · · · P n ; but unless some conditions are imposed on the model vocabularies, this property does not hold.
Example 1. Consider models C, D, and F in Figure 3 and assume that αF = ∅. D + F is always equivalent to D, and by rule MT in Figure 1 , so is (D + F ) C.
On the other hand, D C is equal to D and F C is equal to C, by rules MT and TD, respectively. It follows that (F C) + (D C) is equivalent to C, and hence:
The desired property fails due to the parallel composition of F and C. Since c does not belong to αF , parallel composition does not restrict the occurrence of c when composing F with C. However, this is methodologically wrong if we assume that F and D model the same component (which is reasonable because F and D are being merged). From D, we know that the system modelled by F can communicate over c. Hence, c should be included in αF ; otherwise, the communicating interface between the components modelled by F and C is under-specified. Therefore, when composing two partial models in parallel, the entire interface through which the corresponding system components communicate should be in the alphabet of their partial descriptions. We therefore require that αP ⊆ αM ∩ αN , where P = P 1 · · · P n , for distributivity to hold.
Proposition 3. (Distributivity)
If M , N , and P are MTSs such that αP ⊆ αM ∩ αN , then:
The other direction of Proposition 3 does not hold: (M + N ) P o (M P ) + (N P ). This makes sense, as the composition of M with P may restrict the behaviours of M , for instance, making certain states of M unreachable. It is possible that M P + N P does not refine (M + N ) P because inconsistencies are caused by those states of M that are unreachable in M P . 
Properties of MCRs
In this subsection, we present algebraic properties of + without assuming the existence of the LCR. The algebraic properties are therefore stated in terms of sets and the different choices that can be made when picking an MCR. Idempotence is the only property in Section 4.1 that still holds, since an LCR always exists between a system and itself. The rest of the properties discussed in Section 4.1 require some form of weakening.
Commutativity does not hold in general: if M and N are any two MTSs that have at least two different MCRs, then certainly not every M +N is equivalent to every N + M . On the other hand, MCR(M, N ) is always equal to MCR(N, M ), and therefore the same MCR can be chosen.
Proposition 4. (Commutativity) MCR(M, N ) = MCR(N, M ).
Associativity fails for the same reason that commutativity fails. The strongest form of associativity in terms of sets is:
The following example shows that this form does not hold in general.
Example 3. Consider models C, H, and M in Figure 3 and assume that αC = {c}, αH = {b}, and αM = {a}. Model K is in MCR(C, H), and there is no
In Example 3, K requires that action c precedes action b in every trace, and therefore so does every MCR of K and M, since neither b nor c is in αM. However, because b is not in αM or αC, for every D in MCR(M, C), there is an MCR of H and D such that action c follows action b. Hence, MCR(K, M) = MCR(H, D) for any D in MCR(M, C). In fact, Example 3 shows that there exists M , N , and P such that: ∃A ∈ MCR(M, N ) · ∀B ∈ MCR(N, P ) · MCR(A, P ) = MCR(M, B). Therefore, set equality of MCR(A, P ) and MCR(M, B) for associativity is not possible. Additionally, it can be shown that fixing both A in MCR(M, N ) and B in MCR(N, P ) is unreasonable, as it may force incompatible decisions to be made when merging A with P and M with B [3] . Instead, the following proposition outlines two forms of associativity, without set equality, that fix some A in MCR(M, N ) or some B in MCR(N, P ), but not both. Monotonicity is also disrupted by multiple MCRs. It is not expected that any choice of M + N is refined by any choice of P + N when M is refined by P , because incompatible decisions may be made in the two merges. Rather, there are two desirable forms of monotonicity: (1) whenever M + N is chosen, some P + N can be chosen such that P + N refines M + N ; and (2) whenever P + N is chosen, then some M + N can be chosen such that P + N refines M + N . Form (1) does not hold, as the following example shows. Figure 3 with αD = {c} and αH = {b} are consistent, and their merge D + H may result in model K. Also, D o F (assuming that αF = {c}) and models F and H are consistent. However, LCR F ,H is equivalent to H over {b, c}, and since H o K, no MCR of F and H that refines K can be chosen.
Example 4. Models D and H in
Form (1) fails because there are two choices of refinement being made. On the one hand, by picking a minimal common refinement for M and N over others, we are deciding over incompatible refinement choices. On the other hand, we are choosing how to refine M into P . These two choices need not be consistent, leading to failure of monotonicity. This tells us that choosing an MCR adds information to the merged model, which may be inconsistent with evolutions of the different viewpoints that are represented by the models being merged. Form (2) always holds, as stated below. 
Thus, once P + Q is chosen, there always exists some M + N that it refines, and so the properties of M and N are preserved in P +Q. Note that if MCR(M, N ) is a singleton set, Proposition 6 reduces to Proposition 2, as expected. In practical terms, this means that if the various viewpoints are still to be elaborated, the results of reasoning about one of their possible merges (picked arbitrarily) are not guaranteed to carry through once the viewpoints have been further refined.
We now address distributivity in the context of multiple MCRs. Similar to monotonicity, there are two desirable forms of this property: (1) given any A in MCR(M P, N P ), there is some B in MCR(M, N ) such that A is refined by B P ; and (2) given any B in MCR(M, N ), there is some A in MCR(M P, N P ) such that A is refined by B P . Form (1) does not hold, as the following example shows.
Example 5. Consider models F , N , O, P, Q, R, S, and T in Figure 3 and assume that αF = {d}, and the rest have vocabulary {a, b, c, d}. By the rules in Figure 1 , N F = Q and O F = R, and furthermore, T is in MCR(Q, R). On the other hand, LCR N ,O is P, and P F = S, which is not a refinement of T .
In the previous example, LCR N ,O exists because the required transitions on d in these models restrict the choices that can be made with respect to combining the non-determinism on action a: (N 1 and O 1 ) and (N 2 and O 2 ) are consistent, but neither (N 1 and O 2 ) nor (N 2 and O 1 ) are consistent. Upon composing with F , the source of the inconsistencies between (N 1 and O 2 ) and (N 2 and O 1 ) is removed, and consequently, LCR N F ,O F does not exist. In particular, similar to Example 2 in Section 4.1, parallel composition may remove inconsistencies between M and N , allowing for more common refinements of M P and N P .
On the other hand, Form (2) holds, and is of particular utility when elaborating models from different viewpoints (see Section 5). In this subsection, we showed that when + does not necessarily produce an LCR, most properties studied in Section 4.1 fail to hold. Intuitively, the existence of inequivalent MCRs implies that merging involves a choice that requires some form of human intervention: a choice which is loaded with domain knowledge. This impacts the results on algebraic properties when moving from LCRs to MCRs. However, we have shown that the right choices of MCRs can be made in order to guarantee particular algebraic properties.
A Case Study: the Mine Pump
In this section, we show how our results support elaboration of partial models for a mine pump case study [18] .
Overview. A pump controller is used to prevent the water in a mine sump from passing some threshold, and hence flooding the mine. To avoid the risk of explosion, the pump may only be active when there is no methane gas present in the mine. The pump controller monitors the water and methane levels by communicating with two sensors. In addition, the pump is equipped with a danger light that is intended to reflect the presence of methane in the sump.
We model the mine pump with four components: WaterLevelSensor, MethaneSensor, PumpControl, and Pump. The complete system, MinePump, is the parallel composition of these components, namely (PumpControl Pump MethaneSensor WaterLevelSensor ).
WaterLevelSensor models the water sensor and includes assumptions on how the water level is expected to change between low, medium, and high. MethaneSensor keeps track of whether methane is present in the mine, and Pump models the physical pump that can be switched on and off. For simplicity, we assume to have complete knowledge for these descriptions and hence model them with LTSs depicted in Figure 4 , where initially the water is low, the pump is off, and no methane is present.
PumpControl describes the controller that monitors water and methane levels, controls the pump in order to guarantee the safety properties of the pump system, and also maintains the status of the danger light according to the methane level. This informal description leaves open the exact water level at which to turn the pump on and off. For example, the pump could be turned on when there is high water or possibly when the water is not low, (e.g., at a medium level). The pump could be turned off when there is low water or possibly when the water is not high.
Partial Behaviour Models. We assume that there are two stakeholders for the pump controller: one with the knowledge of when the pump should be on (referred to as the on policy) and another with knowledge of when the pump should be off (referred to as the off policy). The MTS models used to describe the policies for the pump controller use an event labelled tick, which models the passage of time units as kept by a global clock. All components whose behaviour is timed synchronize to this event. This corresponds to a standard approach to modelling discrete time in event-based formalisms [22] . Modelling time is required for systems such as the mine pump, where urgency of certain events, such as switching the pump off to avoid an explosion, must be captured.
Consider the OnPolicy model ( Figure 5 ) provided by one of the stakeholders. This model attempts to describe how the pump controller will ensure that the pump is on in order to satisfy the safety requirements for the mine. To do so, the controller keeps track of the water level and methane presence information provided by the various sensors. States 4 to 7 and 0 to 3 are those in which the water level is high and not high, respectively, while states {1, 2, 5, 6} and {0, 3, 4, 7} are those in which methane is present and not present, respectively.
The on policy requires the pump controller to switch the pump on when there is high water and no methane present (see transition labelled switchOn from state 4 to state 7), and leaves the possibility open for turning the pump on when there is medium water or low water (see switchOn? transition from state 0 to state 2). Event tick is not allowed to occur in state 4, which captures the fact that the pump controller is required to react fast enough to switch the pump on before the time unit expires (or that there is no longer an urgency because the water is no longer high -leading to state 0 -or there is methane -leading to state 5). In addition, all other tick events are maybe transitions modelling the fact that time may pass at any rate on all other states, and hence indicating that there are no other timing requirements for the pump controller.
The OffPolicy turns the pump off when there is low water or methane appears. In addition, OffPolicy models a danger light with actions dangerLightOn and dangerLightOff, which is turned on when methane is present in the mine. The actions that refer to the danger light are not in the scope of OnPolicy; in other words, they are not in the alphabet of OnPolicy. Due to the size of Off-Policy (16 states, 112 transitions), we do not depict it here; it is available in [3] .
Properties. We consider four properties that stakeholders expect their models to satisfy, but due to lack of space omit their formalization in L w µ . The first two properties (Φ 1 and Φ 2 ) are expected to be satisfied by both policies. Φ 1 states that the pump should only be turned on if it is off and similarly, Φ 2 states that the pump should only be turned off if it is on. These two properties necessitate including both switchOn and switchOff in the scope of OnPolicy and OffPolicy. In addition, the stakeholder for the on policy expects that when there is high water and no methane, the pump should be on (Φ 3 ), while the stakeholder for the off policy expects that if there is low water or methane present, the pump should be off (Φ 4 ).
It is possible to show that both Merge. Given the results presented above, we claim that the system model resulting from the merged policies and models for the environment satisfy all requirements, i.e. (OnPolicy + OffPolicy) WaterLevelSensor MethaneSensor
Pump satisfies Φ 1 , Φ 2 , Φ 3 , and Φ 4 . The argument is as follows.
Using the consistency algorithm in [3] , OnPolicy and OffPolicy can be shown to be consistent, and hence the full pump controller can be defined as PumpControl = OnPolicy + OffPolicy. Additionally, the alphabet restrictions in Proposition 7 are satisfied by MinePump 1 and MinePump 2 , and therefore there exists a merge of MinePump 1 and MinePump 2 that is refined by MinePump. Hence, by definition of merge and Theorem 1, properties Φ 1 , Φ 2 , Φ 3 , and Φ 4 hold in MinePump. In particular, the maybe properties Φ 3 and Φ 4 of MinePump 1 and MinePump 2 become true properties of MinePump, which corresponds to the on and off policies being refined into concrete behaviours in the merge.
The above reasoning did not rely on the fact that the LCR of OnPolicy and OffPolicy exists. Existence of the LCR does guarantee that the merge of the policies can be built automatically using the algorithms reported in [3] .
In addition, by Proposition 7, the properties of the compositions MinePump 1 and MinePump 2 are preserved in addition to those of OnPolicy and OffPolicy. This is important as some relevant properties may only hold under certain assumptions on the environment. In this case study, OnPolicy could easily be modified to be under-specified enough so as not to satisfy Φ 1 without the assumption (modelled in WaterLevelSensor ) that water levels cannot jump directly from low to high without going through medium. Now suppose that further information regarding the on and off policies becomes available, e.g., that the pump controller should try to keep the pump off as much as possible while satisfying existing requirements. This means that the pump should only be switched on when the water is high and should be switched off as soon as the water is no longer high. By monotonicity (Proposition 6), we know that rather than being forced to elaborate the merged model MinePump or PumpControl, we can effectively refine the two original policies into OnPolicy and OffPolicy and then merge them with the guarantee that in the final model ((OnPolicy + OffPolicy ) Pump MethaneSensor WaterLevelSensor ) all required properties still hold.
Conclusion. In this section, we have exemplified several of the properties of merge discussed in this paper. Specifically, we showed that we can start from partial models from different stakeholders, each satisfying certain system requirements (possibly under some assumptions on the environment), and elaborate through refinement, merge and parallel composition a system model that preserves the properties of the initial viewpoints.
Conclusions
In this section, we summarize the paper, compare our work with related approaches, and discuss directions for future research.
Summary. Merging is a process based on finding a common observational refinement of consistent systems [27] , and therefore preserves weak µ-calculus properties of the original systems. In this paper, we studied fundamental questions related to using merge in practice. In particular, we showed that existence of merge is characterized by weak µ-calculus properties and can be decided algorithmically, and described conditions for uniqueness, which are essential for automating merge. Together with several algebraic properties (both in the case when the LCR exists and when merge results in one of several MCRs), our results provide the necessary support for merging complex systems, such as those involving the parallel composition of several components, as demonstrated in the case study.
Related Work. Explicit partiality corresponds naturally to the lack of information at modelling time [9] or to the loss of information due to abstraction [4, 8, 14, 25] . State-machine formalisms have been extended to allow partiality in states (e.g., Partial Kripke Structures (PKs) [4] ), transitions (e.g., MTSs [21] , Mixed Transition Systems [8] ), or both (e.g., Generalized KMTSs [25] ). In all these formalisms, properties that are preserved in a more defined model have been identified, e.g. Hennessy-Milner logic for MTSs [21] , 3-valued CTL for PKs, and 3-valued µ-calculus for KMTSs [14] .
The approaches closest to ours are those of Larsen et al. [19, 20] and Huth et al. [13, 14] . [20] introduced an operator with a behaviour similar to our merge (called conjunction), but defined only for MTSs over the same vocabulary with no τ transitions, and for which there is an independence relation (at which point the LCR exists). Although not studied in depth, the operators in [20, 19] are based on strong refinement. We have shown that the existence of multiple MCRs introduces a number of subtle issues for a similar operator based on observational refinement. Extensions to MTSs have been proposed to guarantee uniqueness of merge and generalization (e.g. [19, 14] ). The price paid is more complicated modelling frameworks which engineers may not adopt as easily, and hence we focus on MTSs. In addition, non-uniqueness of merge can be seen as an opportunity for elicitation, validation, and negotiation of partial descriptions. Finally, Hussain and Huth [13] study the problem of finding a common (strong) refinement between multiple MTS, but focus on the complexity of the relevant model-checking problems rather than engineering issues (e.g., existence, uniqueness and algebraic properties). Our models are more general in that we allow τ transitions and different alphabets, but less general in that the work in [13] handles hybrid constraints between the models.
Our work focuses on merging models that describe only the observable behaviour of a system, and thus simulation-like relations are central to merging. Other approaches to merging descriptions exist, but the models being merged include state information [9, 24, 5, 29, 11, 1] and consequently other notions of preservation may apply, such as isomorphism [9, 24] .
An alternative to partial operational descriptions, on which we focus, is the use of declarative specifications. For instance, classical logics are partial and support merging as the conjunction of theories. Similarly, Live Sequence Charts [7] support merging through logical conjunction, as each chart can be interpreted as a temporal logic formula. We believe that our approach is more suitable for exploration and validation of unknown behaviours, since explicit reasoning about such behaviours is an integral part of our merging process.
Future Work. The long-term goal of our work is to provide automated support for creating, merging and elaborating partial behavioural models, as well as enabling users to choose the desired merge from the set of possible minimal common refinements. In the near future, we plan to conduct additional case studies, and produce implementations of the merge algorithms found in [3] . In addition, since weak µ-calculus is expressive but can be subtle to use, we plan to extend the logic Fluent LTL (FLTL) [10] , which is a simple language for expressing complex temporal properties of LTSs, to reasoning about partial models and use it as the specification language in our framework.
