In this paper, we present a new scheme of a sampling-based method to solve chance constrained programs. The main advantage of our approach is that the approximation problem contains only continuous variables whilst the standard sample average approximation (SAA) formulation contains binary variables. Although our approach generates new chance constraints, we show that such constraints are tractable under certain conditions. Moreover, we prove that the proposed approach has the same convergence properties as the SAA approach. Finally, numerical experiments show that the proposed approach outperforms the SAA approach on a set of tested instances.
Introductions
In this paper, we focus on the following chance constrained problems: min f (x) (1a) (CCP) s.t. p 0 (x) := P{g j (x, ξ) ≥ 0, j = 1, ..., m} ≥ 1 − η (1b)
x ∈ X,
where f : R n → R is a convex objective function, X ⊂ R n is a convex set of additional deterministic constraints, ξ : Ω → R d is a random vector defined on a probability space (Ω, F , P) with a distribution F and its support Ξ ⊂ R d , g j : R n × Ξ → R are given constraint mapping functions, η ∈ (0, 1] is a confidence parameter, and p 0 (x) is the feasible probability of x ∈ X. Constraint (1b) is called a chance (or probabilistic) constraint. Furthermore, constraint (1b) is called an individual chance constraint when m = 1 and a joint chance constraint otherwise.
Since the pioneering results of Charnes, Cooper and Symonds in [6] , chance constrained optimization has attracted many researchers and practitioners due to its wide range of application areas (e.g., finance, transportation and energy [1, 8, 9, 13] ). However, limited progress has been made in solving such problems for two main reasons. First, the feasible set of CCP is generally nonconvex even if the set X is convex and the function g j (x, ξ) is concave in x. Second, P{g j (x, ξ) ≥ 0, j = 1, ..., m} with a given x ∈ X is generally hard to evaluate, as it requires multi-dimensional integrations. For instance, Nemirovski and Shapiro [18] stated that evaluating the distribution of a weighted sum of uniformly distributed independent random variables is NP-hard. For a comprehensive overview on theory and applications of chance constrained problems, we refer the reader to the books of Prékopa [21] and Shapiro et al. [25] .
As chance constrained problems are computationally difficult, most computational approaches apply approximation techniques to obtain near-optimal solutions. In general, the majority of solution methods falls under two categories: convex (or tractable) approximations, and probability discretization based approaches. Nemirovski and Shapiro [18] developed a large deviation-type approximation, referred to as Bernstein approximation. Cheung et al. [10] established a new large deviation bounds for the stochastic linear matrix inequalities. On the other hand, probability discretization based approaches consider discrete probability distribution or representation of empirical distribution obtained from Monte Carlo samples. With regard to the discrete distribution case, Dentcheva et al. [12] introduced the concept of a p-efficient point of a probability distribution, and derived various equivalent problem formulations. Luedtke et al. [17] gave two strengthened formulations for linear programs with joint probabilistic constraints where only the right-hand side is random. Among the sampling-based approaches, there are three popular methods: scenario approach [2, 3, 5] , SAA [16, 19] , and constraint removal approach [4, 20] .
The scenario approach (SA) was firstly introduced by Califiore and Campi [2, 3, 5] , where all the sampled constraints, i.e., g j (x, ξ) ≥ 0, j = 1, ..., m, are satisfied for all the Monte Carlo samples of ξ. The main advantage of this approach is that a feasible solution is provided when the number of samples N is large enough. Moreover, if g j (x, ξ), j = 1, ..., m are concave in x, then the subsequent problem is a convex optimization problem. However, it is pointed out that the obtained solution is too conservative especially when η is relatively large [16] . To circumvent this drawback, an alternative sample approximation, SAA, was introduced by [16] where only a subset of sampled constraints are satisfied. When N is large enough, the SAA approach asymptotically yields accurate solutions. Moreover, the obtained solution converges to the optimal solution of the original problem under some conditions [19] . However, the resulting problem from the SAA approach is a mixed integer optimization problem with N binary variables, which is in general difficult to solve especially when N is large [19] . To avoid this drawback, the constraint removal approach [4, 20] was proposed in order to provide better solutions than SA while taking less computational time than the SAA approach. The constraint removal approach consists in discarding a subset of sampled constraints using a heuristic algorithm, e.g., greedy algorithm, to solve the original problem.
In this paper, we present a modified sample average approximation, namely Partial Sample Average Approximation (PSAA), to solve chance constrained problems. Our approach shares the same idea as the SAA approach but we only sample a subset of random variables whereas all of the random variables are sampled in the SAA approach. The main advantage of the PSAA is its corresponding reformulation problem contains only continuous variables whilst the standard SAA formulation contains binary variables. The remainder of this paper is organized as follows. In section 2, we present a detailed study of SA and the standard SAA approach. In section 3, we present our modified SAA approach. Our general theoretical results are presented in section 4. An application of the PSAA approach to a bilinear chance constrained problem is detailed in section 5. Our numerical results are discussed in section 6. Conclusions are given in the last section.
Scenario approach and SAA method
When we can sample from the distribution F, the SA approximation of problem (1) can be written as
where scenariosξ 1 , . . . ,ξ N are independent and sampled from the distribution F. The main advantage of this approach is that there is no restriction on the distribution of ξ and it is only assumed that samples can be obtained. Moreover, when X ∈ R n is a convex set and g j is concave in x for each ξ, problem (2) is a convex optimization problem. For the quality of the approximation, one main result is given by Campi et al. [5] as follows: ( · denotes the smallest integer which is greater than or equal to the argument) then,
Theorem 1 provides a viable method to select N such that the obtained solution from SA is feasible for the original chance constrained problem. However, this approximation is too conservative as it requires that all the sampled constraints have to be satisfied [16] . An alternative approach is Sample Average Approximation (SAA) where the probability distribution is replaced by its empirical distribution obtained from Monte Carlo samples of ξ. The key difference between the two approximations is that the SAA approach chooses a subset of sampled constraints to be satisfied. Accordingly, the SAA formulation of problem (1) is
Where I(A) is an indicator function that takes value one when expression A is true and zero otherwise. When η = 0, problems (2) and (3) are equivalent. By applying the "big-M" method, the equivalent formulation of the SAA problem is as follows:
where M t j is a sufficiently large constant such that constraints g j (x,ξ t ) + M t j ≥ 0, j = 1, ..., m, t = 1, ..., N are satisfied for all x ∈ X. It is easy to see that the new formulation is a mixed integer optimization problem. Thus, the SAA problem is in general difficult to solve when the number of samples N is large [19] . It is worth pointing out that the value of M t may have a negative impact on the performance of the SAA reformulation. An arbitrary choice of big-M coefficients may lead to a poor LP relaxation bound, and an excess runtime to come up with an optimal solution. For more information about the impact of big-M coefficients on the performance of SAA, we refer the reader to [26] .
Partial Sample Average Approximation
Before presenting our approach, we first introduce a key assumption which the prososed approach will rely on. Assumption 1. We assume that ξ = (ξ 1 , ξ 2 ) where ξ 1 and ξ 2 are independent.
Without loss of generality, the dimensions of vectors ξ 1 and ξ 2 are assumed to be d 1 and d 2 respectively. It is easy to see that the dimension of ξ is
Lemma 1 Let X and Y be independent integrable random variables and g(x, y) be a real-valued function. If the expectation of g(X, Y) exists, then
We reconsider the chance constraint (1b) with Assumption 1. First, the probability is represented as an expectation:
where G(x, ξ 1 , ξ 2 ) := min 1≤ j≤m g j (x, ξ 1 , ξ 2 ). By Lemma 1, the chance constraint (1b) is equivalent to the following constraint:
We apply the same idea as the SAA method, replacing the distribution of ξ 1 by its empirical distribution based on N Monte Carlo samples. More precisely,
Definition 1 (Partial sample average approximation) Letξ 1 1 , ...,ξ N 1 be independent Monte Carlo samples of random vector ξ 1 . Then, we have a partial sample average approximation of problem (CCP) as follows:
which is equivalent to
When compared to the SAA approach, the main advantage of the PSAA method is that the resulting equivalent problem, i.e., problem (9), contains only continuous variables but at the cost of introducing a set of new chance constraints. However, we can show that the newly generated constraints could be easily handled under certain conditions as illustrated in section 5.
Our theoretical results

Convexity results of PSAA
It is well known that the feasible set of problem (1) is generally nonconvex even if the set X is convex and the functions g j (x, ξ), j = 1 . . . , m are concave in x. However, there exists some convexity results in the literature for chance constrained problems under some given assumptions. For instance, individual chance constraints with normally distributed random variables can be reformulated as second order cone constraints when η ≤ 0.5.
Prior to presenting our convexity results, we first define the concave points for probability distributions and then show examples for some univariate distributions.
Evidently, if z * is a concave point of ξ, then z is also a concave point provided z ≥ z * . When ξ is univariate and has the standard normal distribution, then 0 is a concave point of ξ and it is also the minimal concave point. Table 1 lists the minimal concave points for some other well-known univariate distributions. 
Although Table 1 shows the minimal concave points for some popular distributions, it is still difficult to find z * for general multivariate distributions. To come up with the concave point of multivariate normal distribution, we use the following relevant result:
is the d-variate standard normal probability distribution function with correlation matrix Σ.
Note that (
is a concave point of d-variate standard normally distributed variables for any correlation matrix Σ. But, it is still challenging to find the minimal (or Pareto) concave point for the normal distribution.
We reconsider the chance constraint (8b) with the following specific form:
Theorem 3 Assume that functions g j (x,ξ t 1 ) j = 1, . . . , m are concave in x and there exists a concave point z * = (z * 1 , ..., z * m ) of ξ 2 = (ξ 2 1 , ..., ξ 2 m ) such that g j (x,ξ t 1 ) ≥ z * j holds for any x ∈ X. Then the following set is convex
Therefore the feasible set of the corresponding PSAA problem is convex.
We first prove that G 0 (x) is concave on X. For any two points x 1 , x 2 ∈ X and λ ∈ [0, 1], we have
where the first inequality is due to the concavity of g j (x,ξ t 1 ) and the fact that Φ(z) is a non-decreasing function. The second inequality is due to the concavity of Φ(z) when z ≥ z * as well as the assumption that g j (x,ξ t 1 ) ≥ z * j holds for any x ∈ X. Thus G 0 (x) is concave on X and consequently X 0 (ξ t 1 ) is convex, which concludes the proof.
Example
We consider a simple example to illustrate the results of Theorem 3:
where c ∈ R n is a deterministic cost vector, ξ 1 ∈ R n and ξ 2 ∈ R are random, and both are assumed uniformly distributed. If the lower bound of ξ 2 is 0 and the lower bound of ξ 1 is nonnegative, then the corresponding PSAA problem is a convex problem, as the minimal concave point of ξ 2 is 0. It is worth noting that problem (12) is NP-hard [18] when ξ 1 is independent uniformly distributed in a box.
PSAA vs SAA
In general, PSAA and SAA have the same convergence properties as they share the same idea: replacing the probability distribution by its empirical distribution obtained from Monte Carlo samples.
In the following, we present our PSAA convergence results. First of all, we denote by f * , f * S AA and f * PS AA the optimal values of the original problem, SAA and PSAA problems respectively. S , S S AA and S PS AA are the sets of the optimal solutions defined accordingly. We first recall two definitions. Proof. Letp 0 (x) = 1 − p 0 (x),p N (x) = 1 − p N (x),S andS PS AA be the complements of the sets S and S PS AA , respectively. We first prove thatp N (x) is lower semicontinuous. Since the indicator function on the open set is semicontinous and G(x,ξ t 1 , ξ 2 ) is a Carathéodory function, then I(G(x,ξ t 1 , ξ 2 ) < 0) is random lower semicontinuous by Proposition 12.45 in [24] . Thus, by Fatou's lemma we have for any x 0 ,
where the second inequality holds due to the lower semicontinuity of I(G(x 0 ,ξ t 1 , ξ 2 ). This shows E ξ 2 [I(G(x,ξ t 1 , ξ 2 ) < 0)] is lower semicontinuous. Analogously, we can showp
is also lower semicontinuous. As 0 ≤ E ξ 2 [I(G(x,ξ t 1 , ξ 2 ) < 0)] ≤ 1 and N samples are independent and identically distributed, then we havep N (x) e − →p 0 (x) w.p.1 based on the results of Theorem 7.51 in [25] . Therefore, p N (x) e − → p 0 (x) w.p.1. The remaining of the proof follows the same procedure of Proposition 5.30 in [25] (or the proof of Proposition 2.2 in [19] ). By condition (a), the set S is nonempty and there isx such that p 0 (x) > 1 − η andp 0 (x) < η. Moreover, we havep N (x) converges top 0 (x) w.p.1. Subsequently,p N (x) < η, and thus the PSAA problem (i.e., problem (8)) has a feasible solution, w.p.1 for N large enough. Sincep N (x) is lower semicontinuous, the feasible set of the PSAA problem is compact, and thus S PS AA is nonempty w.p.1 for N large enough. Asx is feasible for the PSAA problem, then f (x) ≥ f * PS AA . Because of the continuity of f (x) and condition (a), for any > 0, there existsx ∈ X sufficiently close to x * such thatp 0 (x) < η and f (x) ≤ f (x * ) + = f * + . Thus, we have lim sup
Since > 0 is arbitrary, then we have lim sup
Letx N ∈ S PS AA , i.e.,x N ∈ X,p N (x N ) ≤ η and f * PS AA = f (x N ). As the set X is compact, we can assume by passing to a subsequence if necessary thatx N converges to a point x ∈ X w.p.1. Also we havep N (x) Thus, we conclude that f * PS AA → f * , w.p.1. Moreover, it follows that the pointx is an optimal solution of the original problem and consequently we have D(S PS AA , S ) → 0 w.p.1.
Bilinear chance constraints
In this section, we present a special case of problem (1) where its subsequent PSAA approximation is tractable. We consider the following bilinear chance constrained problem:
where M(x) ∈ R m×d 1 is an affine matrix of x, e m ∈ R m is all-ones vector, ξ 1 ∈ R d 1 and ξ 2 ∈ R are random variables. The bilinear chance constrained problem is widely applied in a broad range of areas, such as finance [15] , production planning problems [7] , knapsack problems [26] , and energy [14] .
Lemma 3
The PSAA formulation of problem (16) is equivalent to the following problem:
where Φ(z) is the cumulative distribution function of ξ 2 and Φ −1 (p) is the generalized inverse distribution function defined as:
Proof. Based on problem (9) , the approximation of the chance constraint (16b) becomes:
By the definition of
Φ −1 (p), P{M(x)ξ t 1 ≥ ξ 2 e m } ≥ y t is equivalent to M(x)ξ t 1 ≥ Φ −1 (y t )e m ,
which completes the proof.
Lemma 3 shows that with the PSAA method, the chance constraint is approximated by constraints (17b)-(17d) where only constraints (17b) are not linear due to the inverse distribution function Φ −1 (y t ). If Φ −1 (y t ) can be approximated by a convex function, then we have a convex approximation for the PSAA problem. As a matter of illustration, we present a linear approximation for Φ −1 (y t ) when ξ 2 is uniformly distributed on the interval
Theorem 4 If ξ 2 is uniformly distributed on the interval [L, U], then the corresponding PSAA problem of the bilinear problem has a conservative (or safe) approximation as follows:
x ∈ X.
Moreover, if there is an optimal solution of PSAA problem denoted by x PS AA satisfying constraints M(x PS AA )ξ t 1 ≥ Le m for all samplesξ t 1 , t = 1, ..., N, then x PS AA is also an optimal solution of the conservative problem and thus the conservative approximation becomes equivalent to the PSAA problem.
Proof. Let (x f ea , y f ea ) be a feasible solution of problem (18) . With the PSAA method, the chance constraint (16b) is approximated by the following constraint:
Since ξ 2 is uniformly distributed on the interval [L, U], we have:
As (x f ea , y f ea ) is a feasible solution of problem (18) , we have y f ea
Thus, we conclude that z t ≥ y t , which leads to the conclusion that N t=1 z t N ≥ 1 − η. Therefore, x f ea is also a feasible solution of the PSAA problem, and problem (18) is a conservative approximation of the PSAA problem.
Let x PS AA be an optimal solution of the PSAA problem which satisfies the con-
Thus (x PS AA , π 1 , ..., π N ) is a feasible solution of problem (18) . Moreover, problem (18) is a conservative approximation of the PSAA problem. Therefore, (x PS AA , π 1 , ..., π N ) is an optimal solution of problem (18) .
Numerical experiments
In this section, we consider two different bilinear chance constrained problems to evaluate the performance of our PSAA approach: a simple example and a supply/demand equilibrium problem. All the problems are solved using CPLEX 12.8 [11] with its default parameters on a machine with an Intel(R) Core(TM) i7-4600U @ 2.10 GHz 2.70 GHz with 16.0 GB RAM.
A simple example
Consider the aforementioned simple example:
where c ∈ R n is a deterministic cost vector, ξ 1 ∈ R n and ξ 2 ∈ R are independent uniformly distributed random vector and variable repectively. As we mentioned in section 4, problem (21) is NP-hard [18] when ξ 1 is independent uniformly distributed in a box.
The parameters are set as follows: n = 50, η ∈ {0.05, 0.1, 0.15, 0.2}, and c is uniformly generated on the interval [10, 100] . The upper and lower bounds of ξ 1 are uniformly generated on the intervals [10, 20] and [5, 10] , respectively, whilst the upper and lower bounds of ξ 2 are uniformly generated on the intervals [50, 100] and [0, 50], respectively.
We compare our method with the SAA approach with M t =ξ t 2 and SA. The results are reported in Table 2 where, for each value of η, row 1 gives the number of scenarios, rows 2, 3 and 4 present the objective value, the CPU time and the out-ofsample probability 1 Table 2 Computational results of the simple example when n = 50. "-" indicates no optimal solutions found within two hours.
From Table 2 , we observe that SA requires less runtime than both SAA and PSAA approaches. However, the solutions provided by SA are significantly more expensive than the solutions provided by the SAA and PSAA approaches. For instance, when η = 0.10 and N = 1000, the solution of SA is 34% more expensive than the ones of both SAA and PSAA approaches. Notice that between SAA and PSAA approaches, the PSAA solution cost is slightly higher than the SAA solution cost. But compared with the SAA approach, the PSAA solutions provide improved empirical probabilities, as they are closer to the target threshold of 1−η. For instance, when η = 0.10 and N = 1000, the cost of the PSAA solution is 0.74% higher than the cost of the SAA approach but its empirical probability is the same as the target level. Moreover, the PSAA approach takes less runtime than the SAA approach especially for N = 10000 where the SAA approach solved no instance within two hours for all the four values of η whilst the PSAA approach solved any instance within 2 seconds.
Problem of supply/demand equilibrium under uncertainty
In this section, we consider a supply-demand equilibrium problem [14] . This problem is commonly used in energy management problems and is a sub-problem of the Unit Commitment Problem (UCP). It aims at minimizing the global production cost while ensuring the supply-demand balance and satisfying the operational constraints of a mix of power generation units (hydraulic valleys, nuclear plants and classical thermal units -coal, fuel and gas-) for a discrete time-period planning horizon.
We propose the following concise formulation that emphasizes the structure of the problem :
where c i,t is the production cost for plant i at time step t; r i is the maximum proportion that plant i will be used over the planning horizon.
These constraints may represent planned shutdown for maintenance operations for instance; x i,t is the control variable for plant i at time step t ; x t = (x 1,t , ..., x n,t ), t = 1, ..., T ; -Ã t = (Ã 1,t , ...,Ã n,t ) is a random vector representing the availability of the production units at time step t; -D t is a random variable representing the total demand at time step t; -(D 1 , ...,D m ) is a random vector on whichD t depends linearly whereas b t, j is the coefficient.
For the sake of simplicity, we assume thatÃ t andD j are independent uniformly distributed. The lower and upper bounds ofÃ i,t are uniformly generated on the intervals [20, 60] and [60, 110], respectively. The lower and upper bounds ofD j are uniformly generated on the intervals [10, 30] and [30, 50], respectively. The other parameters are set as follows: n = 50, T = 10, m = 10, c is uniformly generated on the interval [0, 100], r is uniformly generated on the interval [0.6, 1], and b t, j is uniformly generated on the interval [1, 3] . Moreover, four confidence parameters are considered: η ∈ {0.05, 0.1, 0.15, 0.2}. We also compare our method with the SA and the SAA approaches with M t τ =D t τ , whereD t τ is the t-th scenario ofD τ . Numerical results are given by Table 3 where the columns show the same information results as Table 2 . From Table 3 , we can draw similar conclusions regarding the efficacy of the PSAA approach. The latter finds less conservative solutions than SA, and is significantly faster than the SAA approach. For instance, the SAA approach failed to solve any instance within two hours whilst the PSAA approach solved the largest instance, i.e., N = 10000, within 59 seconds. Table 3 Computational results of supply/demand problem n = 50. "-" indicates indicates no optimal solutions found within two hours.
Conclusions
In this paper, we present a new variant of sample average approximation (SAA) method for chance constrained problems called partial sample average approximation (PSAA). We show that the PSAA approach has similar convergence properties as the standard SAA approach, and the corresponding reformulation problem is convex under certain conditions while the standard SAA approach yields a mixed integer problem. In addition, we introduce a new tool we call concave points which plays an important role in the convexity of our approximation. Although the PSAA approach relies on the independence assumption and generates new chance constraints, our numerical results show its significant improvements both in terms of the solution quality and runtimes when compared to SA and the SAA approach, respectively.
