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Abstract
A systematic approach to the study of semiclassical fluctuations of
strings in AdS5 × S5 based on the Green-Schwarz formalism is developed.
We show that the string partition function is well defined and finite. Issues
related to different gauge choices are clarified. We consider explicitly several
cases of classical string solutions with the world surface ending on a line,
on a circle or on two lines on the boundary of AdS. The first example
is a BPS object and the partition function is one. In the third example
the determinants we derive should give the first corrections to the Wilson
loop expectation value in the strong coupling expansion of the N = 4 SYM
theory at large N .
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1. Introduction
The duality between AdS5×S5 and N = 4 super Yang-Mills theory in four dimensions
is the best studied example of the AdS/CFT correspondence [1,2,3]. This duality allows
the calculation of gauge theory observables at large N and large ’t Hooft coupling from
perturbative supergravity or string theory. In particular, Wilson loops are described by
classical strings that end at the boundary of AdS [4].
To extend this duality beyond the supergravity limit it is necessary to learn how to
handle strings on this space. Because the background includes a Ramond-Ramond 5-form
flux, it is difficult to use the RNS formalism to quantize strings in this geometry. Therefore,
one is led to use the Green-Schwarz (GS) action. The first step in this direction was the
construction of the classical GS action for strings on this background [5].
Even in flat space the GS action is hard to quantize, except in the light cone gauge.
However, this action is perfectly applicable to the perturbative analysis of quantum correc-
tions around a non-trivial “long string” classical solution (assuming the classical bosonic
background makes the fermionic kinetic term well-defined). This strategy can be applied
in either flat or curved space, and, in particular, is well suited for strings in AdS5 × S5
where there is a natural static solution [4] to expand about.
The string 2-d loop expansion inAdS5×S5 is an expansion in powers of α′/R2 = λ−1/2,
where R is the radius parameter of AdS5 × S5 and λ is the ’t Hooft coupling: the leading
term coming from the classical action is proportional to
√
λ, the 1-loop correction is just
a number, the 2-loop correction will be multiplied by α′/R2 = λ−1/2, etc.
The main goal of this paper is to develop technical tools necessary to do calculations
of quantum string corrections in AdS5 × S5, at least in the one-loop approximation. This
is an important step in the extension of the AdS/CFT correspondence beyond the classical
level. Our main motivation is to find the quantum string correction to the Wilson loop
expectation value, in particular, the first sub-leading (i.e. λ-independent) correction to
the quark anti-quark potential.
This problem was first addressed in [6], where the relevant fermionic operator coming
from GS action was derived. An important next step was made in [7], where the partition
function was expressed in terms of operators defined with respect to the induced 2-d geome-
try. Refs. [8,9,10] also discussed corrections to the quark anti-quark potential in AdS5×S5
and in other related geometries. However, all these previous attempts were incomplete as
they encountered problems with divergences, gauge fixing, and other subtleties.
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Our aim is to clarify some of these issues and to set up a consistent framework for
performing the semiclassical calculations for the GS string in a curved target space. In
particular, we shall explain how the divergence proportional to the world sheet curvature
R(2) found in [7] is canceled (the cancellation of this divergence in the one-loop approxi-
mation in curved target space is essentially the same as in flat space). We will also explain
the close relation between the fermionic operators in [6] and in [7] (they correspond to two
choices of κ-symmetry gauge).
The paper is organized as follows.
We start with some general comments about the Green-Schwarz action in flat space,
and, in particular, how to use it to calculate quantum corrections to a classical solution.
This involves gauge fixing, and determining the measure in the path integral. We will
find it most reliable to use conformal gauge, where the path integral measure is best
understood [11,12]. Since the theory is critical, the conformal anomalies and, therefore,
the 2-d divergences, cancel out. The same mechanism is responsible for the cancellation
of leading-order (one-loop) divergences (that are proportional to R(2)) in curved space as
well.
In Section 3 we turn to strings on AdS5 × S5. We review the corresponding Brink-
DiVecchia-Howe-Polyakov type GS action and explain how to evaluate the quadratic fluc-
tuations around a classical solution. We also comment on the approach based on the
Nambu-Goto type action in the static gauge. With careful account of ghosts (and path
integral measures) the two approaches should give the same results.
We show that as in [13,14,15,16,17] a local Lorentz rotation of GS spinors allows one
to systematically transform the quadratic fermionic term in the GS action into the action
for a set of 2-d fermions. The problem of computing the partition function is then reduced
to the evaluation of determinants of some bosonic and fermionic operators on a 2-d world
sheet with an induced metric that is asymptotic to AdS2.
We study three special examples. In Section 4 we consider a string world surface that
ends on a single straight line at the boundary of AdS5. The induced metric on the world
surface is that of AdS2 and the quantum fluctuation fields fit nicely into supersymmetry
multiplets on that space. We compute the corresponding vacuum energy and show that it
vanishes using a ζ-function regularization. The vacuum energy is related to the partition
function by a conformal anomaly. Using that we show that the partition function is equal
to one.
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Another case which leads again to AdS2 for the induced 2-d geometry is a circular
Wilson loop, which we study in Section 5. We comment on the difference between the
circular and the straight line cases.
In Section 6 we turn to the case of most interest, the surface corresponding to the quark
– anti-quark system. Here the induced geometry is more complicated but is still asymp-
totically AdS2. We derive the general expression for the partition function (demonstrating
in the process the equivalence of the two κ-symmetry gauges θ1 = θ2 and θ1 = iΓ4θ
2) and
discuss evaluation of the numerical coefficient in the corresponding one-loop correction to
the 1/L potential using a crude approximation to the geometry.
We summarize our results in Section 7.
Some general remarks and explicit calculations are given in Appendices. In Appendix
A we review how a determinant of a Laplace operator changes under rescaling of the
measure of the fields. The resulting general relations are useful in computing various
contributions to the partition function.
In Appendix B we present two different calculations of the partition function in the
case of AdS2 as the induced geometry.
Some comments about the fermionic 2-d determinants related to GS action are given
in Appendix C.
In Appendix D we point out that the expression for the superstring partition function
in AdS3×S3 with RR 2-form background is very similar to the one in the AdS5×S5 case.
Below we shall use the following notation: i, j, ... = 0, 1 and α, β, ... = 0, 1 will denote
2-d world and tangent space indices; a, b, ... = 0, ..., 4 and p, q, ... = 1, ..., 5 will be the
tangent space indices of AdS5 and S
5; aˆ = 0, 1, ..., 9 will be the tangent space indices of
the 10-d space-time.
2. Green-Schwarz action in flat space
Before plunging into discussion of strings in curved target space, it is useful to clarify
several general points about the GS action. The flat space GS action of type IIB theory is
[18]
Sflat =
1
2πα′
∫
d2σ
[
− 1
2
√
ggijηaˆbˆ
(
∂ix
aˆ − iθ¯IΓaˆ∂iθI
) (
∂jx
bˆ − iθ¯JΓbˆ∂jθJ
)
− iǫijsIJ θ¯IΓaˆ∂jθJ
(
∂ix
aˆ − 1
2
iθ¯KΓaˆ∂iθ
K
)]
,
(2.1)
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where aˆ = 0, 1, ..., 9, sIJ is defined by s11 = −s22 = 1, s12 = s21 = 0, gij (i, j = 0, 1) is a
world-sheet metric with signature (−+), g = − det gij , and θI are two left 10-d Majorana
Weyl spinors.
This action can be considered in either the Polyakov form, with independent 2-d metric
(which can be quantized in the conformal gauge) or in the Nambu form, with the induced
metric (which can be quantized in the static gauge). When doing semiclassical expansion
near a “long string” configuration it may seem natural to use the Nambu formulation,
choosing a static gauge. However, the meaning of conformal invariance conditions and
the definition of the path integral measure are clear only in the Polyakov formulation.
In that case, the 2-d metric, which at the classical level is proportional to the induced
metric, should be treated as independent of the coordinates in checking the conformal
invariance constraints on the background target space fields (in particular, in proving that
conformal anomalies cancel in flat D = 10 space). In the leading 1-loop approximation the
Polyakov and Nambu formulations are expected to produce equivalent expressions for the
partition function. However, the precise way the divergences cancel may become rather
obscure once one sets the metric to be equal to the induced metric, since
∫
R(2) and
∫
∂x∂x
divergences may get mixed up. In particular, the
∫
R(2) divergences become equivalent to
total derivative contributions to x-dependent divergences and reduce to boundary terms
(which may eventually cancel against boundary counterterms).
Another important point concerns the distinction between the fermionic kinetic term
for GS fermions and for standard 2-d Dirac fermions. As was observed in [15,17] (see
also [19,13,16,14,20]) in the case of a flat target space, one may perform a local target
space rotation that transforms the quadratic GS fermion term into the 2-d fermion kinetic
term. The resulting Jacobian (see, in particular, [14]) depends on the 2-d metric and its
contribution explains why the conformal anomaly of a GS fermion is 4 times bigger than
that of a 2-d fermion [21] (which is crucial for understanding how conformal anomalies
cancel in D = 10 GS string). Similar remarks apply in the case of curved target spaces. As
we shall explicitly discuss below, in some simple cases (like the straight string in AdS5×S5)
the quadratic part of the GS action has already the 2-d fermion form with respect to the
curved geometry of induced metric. In other cases one must perform a rotation to express
the action in the 2-d fermion form. In the Polyakov formulation with independent 2-
d metric, the Jacobian of this must be taken into account for consistent cancellation of
conformal anomalies. The contribution of this Jacobian may be non-trivial also in the
Nambu formulation where it may depend on the x-background.
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2.1. Quadratic fluctuations near a classical solution
The Green-Schwarz action (2.1) is not quadratic in fermions, and is difficult to quan-
tize. One standard way to proceed is to choose a light cone gauge. Alternatively, one
may resort to a perturbative expansion in powers of α′ near a particular classical solution.
Since the latter strategy is the only one available in the curved AdS5 × S5 case, we shall
employ it below. We concentrate on the one-loop approximation, i.e. on the leading quan-
tum correction to the partition function of the GS string action expanded near a classical
solution.
With a suitable choice of coordinates, we can write the “long string” classical solution
as
x0 = σ0 , x1 = σ1 . (2.2)
The bosonic part of the action (2.1) is simply the Polyakov action, and it can be quantized
in the conformal gauge
√
ggij = δij . This results in 10 massless world-sheet scalars and
two ghosts.
Alternatively, one could start with the Nambu form of the action (i.e. first solve for
gij and then quantize the theory). In that case we can again expand near (2.2) and choose
the static gauge, i.e. eliminate the fluctuations in (0, 1) directions. Then we are left with
just eight transverse scalars.
The quadratic term in the fermionic part of the GS action is
S2F =
1
2πα′
∫
d2σ L2F =
i
2πα′
∫
d2σ
(√
ggijδIJ − ǫijsIJ) θ¯Iρi∂jθJ , (2.3)
where gij can be set equal to ηij in the conformal gauge. ρi is the projection of the 10-d
Dirac matrices on the world sheet
ρi ≡ Γaˆ∂ixaˆ = Γi , (2.4)
where the last equality is true for the classical solution (2.2). Then
L2F = iθ¯
1Γ+∂+θ
1 + iθ¯2Γ−∂−θ2 . (2.5)
This fermionic action is obviously invariant under δθ1 = Γ+κ1, δθ2 = Γ−κ2 which is just
the leading-order term in the κ-symmetry transformation rules
δκθ
I = ρiκ
iI + ... ,
1√
g
ǫijκ1j = −κi1,
1√
g
ǫijκ2j = κ
i2. (2.6)
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Since we can represent the (left subspace, 16-component) 10-d Dirac matrices in the form
Γi = τi× I8, where τi are 2×2 Dirac matrices and I8 is the 8×8 unit matrix, the meaning
of the κ-symmetry transformations in the present case is simply that θ1 corresponds to
eight left 2-d spinors and θ2 to eight right 2-d spinors.
A natural way to fix κ-symmetry is to set1
θ1 = θ2 ≡ θ. (2.7)
The remaining degrees of freedom are then 8 real 2-d spinors represented by 16-component
left 10-d MW spinor θ.
The global part of the local κ-symmetry transformation of xµ, that is preserved by
the above gauge choice, may then be interpreted as the effective 2-d supersymmetry of the
resulting quadratic action, δxk = θ¯IΓkδκθ
I . This is similar to what happens in the light
cone gauge. As we shall see, this simple picture has a direct counterpart in curved case.
2.2. Conformal invariance of GS string in flat space
The proof that the fermionic RNS string is conformally invariant at the quantum
level [11] is based on adding together the central charges of all the fields: 1 for each scalar
boson, 1/2 for each Majorana 2-d fermion, −26 for the conformal ghosts and 11 for the
superconformal ghosts.
Since conformal anomalies are associated with UV divergences, it is not surprising
that the same counting is responsible for the cancellation of logarithmic divergences in the
properly defined string partition function on a 2-d surface with any number of holes and
handles [12]. This is obvious for the scalar and fermion determinants. For the ghosts, the
essential extra ingredient is the need to take into account some global factors in the gauge
group measure associated with conformal Killing vectors and/or Teichmu¨ller moduli. Then
the logarithmic divergences are again proportional to the total central charge times the
Euler number of the Riemann surface and cancel out if D = 10 (or D = 26 in the bosonic
string case).
The counting for the GS string is different. We describe here only the one-loop ap-
proximation. To discuss the cancellation of conformal anomaly in GS string we need to
1 This gauge (considered also in [22]) is possible only in type IIB theory where the two spinors
have the same chirality. This gauge is also natural in connection with the open string theory—in
type I theory θ1 = θ2 at the boundary of world sheet.
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keep the dependence on a generic fiducial metric gij in the action (2.3) and in the norms
of the fields (
∫
d2σ
√
gθ¯θ, etc.). Naively, after gauge fixing one gets 10 scalars, 8 Ma-
jorana 2-d fermions and the bosonic conformal ghosts. The naive counting would give
10×1+8× 1
2
−26 = −12. But, in fact, the GS fermionic action depends on the 2-d metric,
not as in the case of the standard action for a 2-d spinor (i.e. not through
√
g eiα where
eαi is a zweibein), but rather as a 2-d scalar action (i.e. through
√
g gij). In the conformal
gauge gij = e
2ρηij , e
α
i = e
ρδαi that effectively results in the replacement of ρ by 2ρ in the
conformal anomaly term (
∫
∂ρ∂¯ρ) for a 2-d spinor, giving four times bigger a result [21].
Hence the contribution of each of 8 species of GS fermions to the divergence is ef-
fectively as of 4 2-d spinors.2 Then the count of anomalies in the GS string goes as
follows
10− 26 + 8× 4× 1
2
= 0 . (2.8)
Essentially equivalent arguments (based on separating the metric dependence in a WZ
type Jacobian contribution due to a rotation of spinors) which explains why conformal
anomaly cancels in D = 10 in GS string were given in [15,17,14] (see also Appendix C).
Since in a covariant regularization the cutoff is coupled to the conformal factor, the
cancellation of conformal anomalies should imply also the cancellation of the UV diver-
gences.
2 In more detail, the action for a 2-d spinor is
∫
d2σ
√
ggijψ¯eαi τα∂jψ, while for the fermions
in the GS action (2.3) the world sheet combination τi = e
α
i τα is replaced by the target space
one, ρi = ∂ix
aˆΓaˆ. In certain cases the two might be equal, but they do not behave the same
way under the conformal transformations of the world-sheet metric. The GS fermions θ are
world sheet scalars, so their natural measure is ‖θ‖2 = ∫ d2σ√gθ¯θ. In the conformal gauge
(gij =
√
gδij) the GS fermionic action is
∫
d2σθ¯ρα∂αθ. Because of the normalization of the
θ’s, after squaring the fermionic operator we get 1√
g
∂ 1√
g
∂¯. In the case of the 2-d spinors in
the conformal gauge the zweibein contributes to the scaling of the action
∫
d2σ(
√
g)1/2ψ¯τα∂αψ,
‖ψ‖2 =
∫
d2σ
√
gψ¯ψ. If we rescale ψ to make the action g-independent as in θ case we get∫
d2σψ¯τα∂αψ, ‖ψ‖2 =
∫
d2σ(
√
g)1/2ψ¯ψ. The difference compared to θ is now only in the norm.
The corresponding 2-nd order operator is 1
(
√
g)1/2
∂ 1
(
√
g)1/2
∂¯. It is the difference in the measure
factor that now leads to different anomalies: for the operator f∂f∂¯ the conformal anomaly in
the partition function is exp(− 1
48pi
∫
d2σ|∂ ln f |2), so that the difference between the “scalar” and
“2-d spinor” descriptions produces indeed the factor of 4 in the conformal anomaly.
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2.3. Cancellation of quantum correction to straight string configuration
A natural classical “long string” solution in flat space is (2.2), or restoring the dimen-
sional parameters,
x0 = Tτ, x1 = Lσ, σ ∈ (−1
2
,
1
2
). (2.9)
The fluctuations of the d− 2 = 8 transverse bosonic coordinates (which are periodic in σ0
and Dirichlet in σ1 directions) give for T →∞ [23]
W = − lnZ = (d− 2)W0 , W0 = 1
2
[log det(−∂2)]T→∞ = − π
24
T
L
. (2.10)
In the flat-space superstring case this contribution is canceled by the contribution of the
fermionic determinant: the total effective number of transverse world-sheet degrees of
freedom is equal to zero (as in any flat-space string theory without tachyons [24]) because of
the effective 2-d supersymmetry present after choosing θ1 = θ2 and expanding to quadratic
order near (2.9). Indeed, the induced metric and zweibein are flat, and thus, apart from
the subtlety with cancellation of conformal anomalies discussed above, the GS fermionic
determinant is the same as for eight 2-d spinors.
3. Quadratic fluctuations of superstring in AdS5 × S5
We now turn to the discussion of the one-loop approximation to the partition function
of GS superstring in AdS5×S5. We start with the Polyakov form of GS action in conformal
gauge, expand near a general classical solution, and explicitly check conformal invariance
to 1-loop order. We shall also comment on the result obtained by starting with the Nambu-
type action and using static gauge. In the following sections we give examples of particular
symmetric solutions.
In the context of the AdS/CFT duality, expansion about classical solutions of the
string action, namely minimal surfaces, corresponds to computing expectation values of
Wilson loop operators in the dual gauge theory [4]. The expectation value of the Wilson
loop is given by
〈W 〉 =
∫
[dx][dθ][dg] e−S , (3.1)
where S is the string action in AdS5 × S5 and the path integral is over all embeddings
of the string into AdS5 × S5 with proper boundary conditions (the string world surface
should end along the loop at the boundary of AdS5 [4,25]). Here we assumed the Polyakov
form, where, in general, one is to integrate over the moduli of 2-d metrics.
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3.1. The action
The bosonic part of the action for a string in AdS5 × S5 is3
SB =
R2
4πα′
∫
d2σ
√
ggijGµν(x)∂ix
µ∂jx
ν . (3.2)
We have removed the dependence on the AdS scale R (R4 = 4πα′2gsN) from the space-
time metric Gµν (m = 1, . . . , 4)
ds2 =
1
w2
(
dw2 + dxmdxm
)
+ dΩ25 . (3.3)
The leading behavior at large ’t Hooft coupling λ is the exponent of the classical action,
which is proportional to R
2
α′ =
√
λ. The string expansion is in inverse powers of
√
λ. In
most of the paper we set R = 1, but it is easy to restore the dependence on R when
necessary.
The structure of the full covariant GS string action in AdS5×S5 is rather complicated
[5], but the part quadratic in θI is simple and is a direct generalization of the quadratic
term in the flat-space GS action (2.5)
S2F =
i
2πα′
∫
d2σ(
√
ggijδIJ − ǫijsIJ )θ¯IρiDjθJ . (3.4)
Here ρi are again projections of the 10-d Dirac matrices,
ρi ≡ ΓaˆE aˆµ∂ixµ = (ΓaEaµ + ΓpEpµ)∂ixµ , (3.5)
and E aˆµ is the vielbein of the 10-d target space metric, Gµν = E
aˆ
µE
bˆ
νηaˆbˆ. The co-
variant derivative Di is the projection of the 10-d derivative Dµ = ∂µ +
1
4Ω
aˆbˆ
µ Γaˆbˆ −
1
8·5!Γ
µ1...µ5Γµ e
φFµ1...µ5 (Ω
aˆbˆ
µ is the spin connection and Fµ1...µ5 the RR 5-form poten-
tial) which appears, e.g., in the Killing spinor equation of type IIB supergravity. It has
the following explicit form [5]4
Diθ
I ≡
(
δIJDi − 1
2
iǫIJ ρ˜i
)
θJ , Di = ∂i + 1
4
∂ix
µΩaˆbˆµ Γaˆbˆ , (3.6)
3 For a string representing a Wilson loop of SYM theory and ending at the boundary the
classical action is actually a particular Legendre transform of the area [25], but that does not
affect the discussion of quantum fluctuations.
4 The 10-d Dirac matrices are split in the ‘5+5’ way, Γa = γa × I4 × σ1, Γp = I4 × γp × σ2,
where σk are Pauli matrices and γ
a, γp are 4 × 4 matrices (corresponding to tangent spaces
of AdS5 and S
5 factors) and I4 is 4 × 4 unit matrix (see [5] for details on notation; we use
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where the ρ˜i term originates from the coupling to the RR field strength,
ρ˜i ≡
(
ΓaE
a
µ + iΓpE
p
µ
)
∂ix
µ . (3.7)
Note that ρ˜i is not identical to ρi, unless one is expanding near a classical solution that is
constant on S5.
In general, there is a factor of R−1 in front of the ‘mass term’, so that this term
disappears in the flat-space limit.
3.2. Expanding about a classical solution
We first consider the bosonic sector. Expand the Polyakov action (3.2) about a clas-
sical solution
xµ → x¯µ + ξµ, gij → gij + χij , (3.8)
gij = e
2λhij , hij ≡ Gµν(x¯)∂ix¯µ∂j x¯ν .
The classical value of the metric may, in general, differ from the induced metric hij by an
arbitrary conformal factor λ. We fix the 2-d diffeomorphism invariance by imposing the
conformal gauge conditions on the fluctuations of the metric
χij = κgij , i.e. gij → (1 + κ)gij . (3.9)
The remaining conformal degree of freedom of the metric should decouple as in flat 10-d
space because of the conformal invariance of type IIB string theory on AdS5 × S5 back-
ground [5,26]. To check this we treat gij as an arbitrary background metric, not identifying
it (both in the action and in the path integral measure) with hij .
index p = 1, ..., 5 instead of a′ in [5]). A D = 10 positive chirality 32-component spinor Ψ is
decomposed as follows: Ψ = ψ × ψ′ ×
(
1
0
)
. In equations written in the 32-component spinor
form, θI stands for two positive chirality spinors
(
θI
0
)
, where θI are 16-component spinors used
below. The Majorana condition Ψ¯ ≡ Ψ†Γ0 = ΨTC, C ≡ C × C′ × iσ2, then takes the form
θ¯αα′I ≡ (θIββ
′
)†(γ0)βαδ
β′
α′ = θ
Iββ′CβαC
′
β′α′ . Here C and C
′ are the charge conjugation matrices
of so(4, 1) and so(5) used to raise and lower spinor indices. Note that C × C′ is symmetric, i.e.
θ¯θ = 0. In the expressions below θI may be thought of as 5-d spinors with an extra ‘spectator’
5-d spinor index, and we shall assume that γa and γp stand for γa× I4 and I4× γp. Cγa1...an are
symmetric (antisymmetric) for n = 2, 3 mod 4 (n = 0, 1 mod 4). The same properties are valid
for C′γp1...pn . We also assume that γ†0 = −γ0, γ†m = γm (m = 1, 2, 3, 4).
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Let us introduce the tangent-space components of the fluctuation fields which have
the canonical norms
ζa = Eaµξ
µ, ζp = Epµξ
µ, Gµν = E
a
µE
a
ν + E
p
µE
p
ν ,
‖ζa‖2 =
∫
d2σ
√
g ζaζa, ‖ζp‖2 =
∫
d2σ
√
g ζpζp.
(3.10)
ζa and ζq are the fluctuations of the AdS5 and S
5 coordinates respectively (the tangent-
space 5-d indices a, b = 0, ..., 4 and p, q = 1, ..., 5 are raised by the flat 5-d metrics). We
then get the following action for the quadratic fluctuations (we absorb 12πα′ by rescaling
the quantum fields)
S2B =
1
2
∫
d2σ
√
g
(
gijDiζ
aDjζ
a +Xabζ
aζb + gijDiζ
qDjζ
q +Xpqζ
pζq
)
, (3.11)
Xab = −gijη ci η dj Racbd , Xpq = −gijη ri η sj Rprqs . (3.12)
Here
η ai ≡ ∂ix¯µEaµ , η pi ≡ ∂ix¯µEpµ , (3.13)
are the projection of the AdS5 and S
5 vielbeins on the world sheet. Di is the covariant
derivative containing the projection of the target space spin connection,
Diζ
a = ∂iζ
a + wabi ζ
b , wabi = ∂ix¯
µΩabµ , (3.14)
where Ωabµ is the spin connection of AdS5, and similarly for S
5. For example, the AdS5
part of the connection is Ωm4µ = −w−1δmµ , where 4 stands for the radial direction and
m = 0, 1, 2, 3.
In general, there will be two types of divergences – depending on the background x¯
field O(∂x¯∂x¯) (i.e. renormalization of the target space metric) and proportional to the
curvature R(2) of the fiducial 2-d metric gij (i.e. renormalization of the dilaton).
To check the conformal invariance we need to use the fact that for AdS5 × S5
Racbd = −δabδcd + δadδcb , Rprqs = δpqδrs − δpsδrq . (3.15)
Then
Xab = gijη ci η
c
j δ
ab − gijη ai η bj , Xpq = −gijη ri η rj δpq + gijη pi η qj . (3.16)
The x¯-dependent logarithmic UV divergences coming from (3.11) are proportional to
tr X = 4gij
(
η ai η
a
j − η pi η pj
)
. (3.17)
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This gives the Ricci tensor dependent of the conformal invariance equation, Raˆbˆ −
1
4·4!Faˆ....Fbˆ.... = 0. The 5-form dependent part will come from the fermionic contribu-
tion.
κ-symmetry transformations in curved AdS5×S5 space [5] which leave (3.4) invariant
have a form similar to flat-space transformations (2.6)
δκθ
I = ρ˜†iκ
iI + ... , (3.18)
where
1√
g
ǫijκ1j = −κi1,
1√
g
ǫijκ2j = κ
i2 , (3.19)
and (cf. (3.7))
ρ˜†i =
(
ΓaE
a
µ − iΓpEpµ
)
∂ix
µ . (3.20)
Fixing the κ-symmetry gauge
θ1 = θ2 = θ , (3.21)
the quadratic part of the fermionic action (3.4)–(3.7) is found to be
S2F = 2i
∫
d2σ
(√
ggij θ¯ρiDjθ − i
2
ǫkj θ¯ρkρ˜jθ
)
. (3.22)
We shall first be interested in ∂x¯∂x¯ divergences so that it should not be necessary to
distinguish between gij and the induced metric, therefore
ρ(iρj) = gij = Gµν∂ix¯
µ∂j x¯
ν = η ai η
a
j + η
p
i η
p
j . (3.23)
In general, given the operator O = iρkDk+M , the logarithmic divergence in 12 ln det(OO†)
is proportional to5
−1
4
gijtr(ρiMρjM + ρiM
†ρjM †) , (3.24)
where in the present case M = 12
ǫkj√
g ρkρ˜j , M
† = −12 ǫ
kj
√
g ρ˜
†
kρj, ρi = ρ
†
i . After some algebra
6
one finds that (3.24) reduces to
−4 [det (η ai η aj )− det (η pi η pj )] = 4gij (η ai η aj − η pi η pj ) . (3.25)
5 Starting with (iρk∂k+M)(iρ
n∂n+M
†) one is to note that in the general case of ρkM†+Mρk 6=
0 one is to introduce an additional connection to put the resulting operator in the standard form
−D2 +X.
6 If the background does not depend on S5, then ρi = ρ˜i and the calculation is trivial.
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This combination determines the fermionic contribution to the x¯-dependent logarithmic
divergence, and it exactly cancels the bosonic contribution (3.17).
As usual, fixing conformal gauge produces bosonic ghosts which are 2-d vectors
Sgh =
1
2
∫
d2σ
√
ggij
(
gkl∇kǫi∇lǫj − 1
2
R(2)ǫiǫj
)
, (3.26)
where R(2) is the scalar curvature of the 2-d metric gij .
The quadratic and linear divergences cancel between bosons and fermions because
of the matching of the number of degrees of freedom. The coefficients of the logarithmic
divergence for the above system of fields (the Seeley coefficients of the corresponding second
order Laplace operators) are
b2B = 10× R
(2)
6
− trX , b2gh = −2× R
(2)
6
−R(2) , (3.27)
b2F = 8× R
(2)
3
+ trX .
Here we took into account that since the kinetic part of the fermionic operator depends on
the background 2-d metric through
√
ggij, the R(2)-dependent part of its divergence and
conformal anomaly coefficient is four times greater than for a 2-d Majorana fermion, just
like in the flat GS string case (2.8) (this difference may be attributed to the contribution
of the Jacobian of a local rotation that transforms ρi into 2-d Dirac matrices contracted
with zweibein, see Appendix C).
The total divergence coefficient is then
btotal2 = (10− 2 + 8× 2)×
R(2)
6
−R(2) = 3R(2) . (3.28)
As was mentioned above, at 1-loop order the argument for the cancellation of logarithmic
divergences is identical to the argument in the case of the flat GS string, where (3.28) is
also valid. Integrating over the scalar curvature on a closed surface will give the Euler
character
∫
d2σ
√
g 3R(2) = 12πχ. The same is true on a surface with boundary where, as
was shown in [12], all the factors of R(2) are accompanied by the appropriate boundary
term. Now one should remember that the cutoff dependent factors in the conformal Killing
vector and/or Teichmu¨ller measure exactly cancels this divergence, so the final result is
(D− 10)χ, namely zero. This is, of course, consistent with the cancellation of the total x¯-
independent conformal anomaly, or the central charge, ensuring that the dilaton equation
is satisfied. Note that this is just a consequence of working in the critical dimension.
Thus, we have confirmed that the theory is conformal at one loop. As was argued in
[5,26], this should be true to all orders in α′ expansion (for example, the first non-trivial
correction to the central charge vanishes because the Ricci scalar of the target space metric
is zero, Rtot = RAdS5 +RS5 = 0, etc.).
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3.3. Nambu-type action in the static gauge
Alternatively, one may start with the corresponding Nambu-Goto form of the GS
action (with no independent 2-d metric). This action is highly non-linear, but in the
quadratic approximation it is straightforward to determine the 2-d operators of small
fluctuations of a string in curved background. Here it is natural to choose the static gauge
to fix the diffeomorphisms, i.e. to identify the world sheet coordinates with the two target
space coordinates and demand that there are no fluctuations in those directions. The
ghost determinant is then “local”, i.e. is a determinant of an operator of multiplication by
a function (which needs a regularization and may still produce non-trivial contribution to
partition function).
Following the standard procedure (for a careful treatment see, e.g., [27]), fixing the
static gauge δxk = 0, k = 0, 1, produces the ghost determinant
∆−1gh =
∫
[dǫ] exp
(
−1
2
‖δǫxk‖2
)
. (3.29)
The path integral over the 2-d diffeomorphism parameters ǫi is defined using the norm
‖ǫ‖2 =
∫
d2σ
√
hhijǫ
iǫj . (3.30)
Here hij is the induced metric (3.8)
hij = Gµν(x¯)∂ix¯
µ∂j x¯
ν = η aˆi η
aˆ
j . (3.31)
Explicit evaluation of (3.29) gives
‖δǫxk‖2 =
∫
d2σ
√
hGkl(x¯)(ǫ
i∂ix¯
k)(ǫj∂j x¯
l) =
∫
d2σ
√
hh
‖
ijǫ
iǫj , (3.32)
h
‖
ij ≡ Gkl(x¯)∂ix¯k∂j x¯l ,
so that
∆gh = [det(h
‖
ikh
kj)]1/2 . (3.33)
As we will see on the examples discussed below, the most natural regularization of this
“local” determinant is by changing the normalization of some of the fluctuating fields.
Another possible gauge is to remove the vielbein components of the longitudinal fluc-
tuations. It is easy to see, by the same calculation, that the ghost determinant is equal to
1 in that gauge.
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The resulting bosonic action is a modification of (3.11)
S =
1
2
∫
d2σ
√
h
(
hijDiζ
a¯Djζ
a¯ + X¯a¯b¯ζ
a¯ζ b¯
)
, (3.34)
where ζ a¯ are the fields representing the transverse fluctuations. X¯ is not the same as X
(in the simple examples discussed below trX¯ = trX + R(2)). The fermions are treated in
the same way as before, so squaring the fermionic operator gives a mass term whose trace
is equal to trX .
The non-trivial O(∂x¯∂x¯) part of divergences cancels again, while the remaining∫
R(2)(h) part (which, in the presence of a boundary should be accompanied by an ap-
propriate boundary term to give the Euler number) should be canceled in D = 10 by
appropriate measure factor contributions, as happens in conformal gauge [12].
It should be stressed that, while the result of a semiclassical computation in the
Nambu action case should be equivalent to the one in the Polyakov action case [28], a
careful definition of the path integration measure is non-trivial in the Nambu case. For
that reason we prefer to use the Polyakov definition of the string partition function which
is well-defined. It should be clear that the problem of cancellation of
∫
R(2) divergences is
exactly the same as in the case of the Nambu action in flat space, and thus has nothing
to do with peculiarities of the AdS5 × S5 background. This resolves the puzzle of the
apparent non-cancellation of logarithmic divergences that was encountered in [7], which
is revealed to be an artifact of the use of the Nambu-type formulation without including
the additional measure contributions to the divergences and ignoring the subtleties of the
divergences/conformal anomaly cancellation in the flat-space GS superstring theory.
We shall see that in the cases of interest the kinetic operator of GS fermions takes
(after a local rotation) the form of the 2-d Dirac operator in the curved 2-d geometry
defined by the induced metric. In view of the above discussion, the fact that when one
directly evaluates the divergences one seems to find that the R(2)-terms do not cancel
is an artifact of not distinguishing between the generic and the induced metrics. These
topological divergences are, in any case, irrelevant for the evaluation of the non-trivial part
of the partition function which determines the correction to the Wilson loop expectation
value, or to the 1/L potential. The issue of divergences may be avoided altogether, by
normalizing, as we suggest below, the partition function to its value for some standard
background.
Once this issue has been clarified, one should be able to use the static gauge expressions
for the small-fluctuation determinants, as they sometimes turn out to be simpler than the
analogous expressions in the Polyakov formulation in conformal gauge. In what follows
we shall not distinguish between the generic fiducial metric gij and the induced metric hij
(using always the notation gij for the 2-d metric).
15
3.4. Relating quadratic GS fermion term to 2-d Dirac fermion action
Before turning to specific examples let us make some general comments on how one can
put the quadratic fermionic term (3.22) in the GS action in curved target space background
into the standard kinetic term for a set of 2-d fermions defined on a curved 2-d space. The
main idea is to apply a local target space Lorentz rotation to GS spinor θ, as discussed
previously in the case of the heterotic string in flat [13,14,15] and curved [16,17] spaces. We
shall concentrate on the derivative term in the fermionic action (3.22). It should be noted
that the presence of the second “mass” term in (3.22) which originates from the coupling
to RR background and which is absent in the heterotic case will not allow to compute
the resulting 2-d fermion determinant in a closed form using the standard anomaly [29]
arguments. Ignoring the distinction between gij and the induced metric (3.31) we can
write the derivative term in (3.22) as
S
(deriv.)
2F = 2i
∫
d2σ
√
ggij θ¯ρiDjθ = i
∫
d2σ
√
ggij(θ¯ρi∂jθ − ∂j θ¯ρiθ) . (3.35)
Let us introduce the tangent tµα (µ = 0, 1, ..., 9, α = 0, 1) and normal n
µ
s (s = 1, ..., 8)
vectors to the world surface which form orthonormal 10-d basis (gij = e
α
i e
β
j ηαβ)
tµα = e
i
α∂ix¯
µ , (tα, tβ) = ηαβ , (tα, ns) = 0 , (ns, nu) = δsu , (3.36)
where (a, b) = Gµνa
µbν . Then one can make a local SO(1, 9) rotation of this basis which
transforms the set of σ-dependent 10-d Dirac matrices (see (3.5)) into the 10 constant
Dirac matrices
ρα(σ) = e
i
αρi = S(σ)ΓαS
−1(σ) , ρs(σ) = nµsE
aˆ
µΓaˆ = S(σ)ΓsS
−1(σ) . (3.37)
One may further choose a representation in which Γα = τα × I8, where τα are 2-d Dirac
matrices. Depending on the specific embedding and particular curved target space metric,
one may then be able to write the action (3.35) as the action for 2-d Dirac fermions coupled
to curved induced 2-d metric and interacting with some gauge fields (coming from S−1dS).
Simple examples when this happens will be discussed below. We shall consider em-
beddings of the string world sheet into the AdS3 part of the AdS5 space, so there will
be only one normal direction and the extra normal bundle 2-d gauge connection will be
absent (cf. [13,14,16]). In this 3-dimensional embedding case with non-chiral 2-d fermions
the Jacobian associated with the local Lorentz rotation will be trivial (see also Appendix
C).
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4. One-loop approximation near the straight string configuration: Supersym-
metric field theory on AdS2
The simplest classical solution for string in AdS5 × S5 is a straight string with the
world surface spanned by the radial direction of AdS5 and time. The Euclidean solution
and the corresponding induced metric are
τ = x0 , σ = x4 = w , ds2 =
1
σ2
(dτ2 + dσ2) . (4.1)
The induced metric on the world sheet is that of AdS2, with constant negative curvature
R(2) = −2 (the radius of AdS5 is R = 1).
This solution represents a single straight Wilson line running along the Euclidean time
direction. This is a BPS object in string theory, it corresponds to a static fundamental
string stretched between a single D3-brane and N coinciding D3-branes. Therefore, one
would expect that the partition function be equal to 1. The properly defined (subtracted)
classical string action evaluated on (4.1) indeed vanishes, and we shall evaluate the 1-loop
correction to the partition function.
As we shall show, the corresponding 1-loop correction to the vacuum energy defined
with respect to a certain time-like Killing vector vanishes. Relating the vacuum energy to
the partition function using a conformal rescaling argument (and the fact that the total
conformal anomaly is zero) we conclude that Z = 1. It should be mentioned that while the
(properly defined) vacuum energy of a supersymmetric field theory in AdS space should
vanish, this does not automatically imply (in contrast to what happens in flat space) that
the partition function of such theory should be equal to 1 (cf. [30,31]). In the present case
this happens only with the inclusion of the appropriate ghosts and longitudinal modes.
The calculation of the partition function is rather subtle, and depends on a regularization
prescription. Let us note also that the point of view of physical applications, the precise
value of Z (which is simply a constant) is not actually important, and one may normalize
with respect to it in computing Z for more general string configurations.
Apart from being the simplest example, there are other reasons why the analysis of
the straight string case is of interest. Any smooth Wilson loop looks in the UV region
like a straight line. In the present set-up this translates into the behavior of the minimal
surface near the boundary of AdS5 space. In the general case one will have to calculate the
partition function for a complicated two dimensional field theory. But asymptotically the
minimal surface will approach AdS2, and the small fluctuation operators (in particular,
the asymptotic values of the masses of the fluctuation fields) will also be the same as
for a straight string. Many subtleties related to divergences and asymptotic boundary
conditions are already present in this example, and they can be automatically avoided in
more general cases by normalizing with respect to the partition function of the straight
string.
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4.1. The action and multiplet structure
The bosonic part of the action for small fluctuations in conformal gauge is (3.11)
S2B =
1
2
∫
d2σ
√
g
(
gijDiζ
aDjζ
a +Xabζ
aζb + gijDiζ
pDjζ
p
)
, (4.2)
where in the present case
η a0 = ∂0x¯
µEaµ = w
−1(1, 0, 0, 0, 0) , η a1 = ∂1x¯
µEaµ = w
−1(0, 0, 0, 0, 1) . (4.3)
η ai with a = 0, 4 is thus just a vielbein of the induced 2-d metric gij,
η ai = e
α
i , a = 0, 4 , α = 0, 1 , (4.4)
so that
Xab = diag(1, 2, 2, 2, 1) . (4.5)
The only nonzero connection in Di (3.14) is w
04
0 = −w−1, i.e.
D0ζ
0 = ∂0ζ
0 − w−1ζ4, D0ζ4 = ∂0ζ4 + w−1ζ0. (4.6)
The natural norms for the fields are
‖ζ aˆ‖2 =
∫
d2σ
√
gζ aˆζ aˆ =
∫
dτdσ
1
σ2
ζ aˆζ aˆ. (4.7)
The ghost action is the same as in (3.26), i.e.
1
2
∫
d2σ
√
g(∇iǫα∇iǫα − 1
2
R(2)ǫαǫα) , (4.8)
where we defined ǫα = eαi ǫ
i with flat 2-d tangent space indices, and ∇i includes the world
sheet Lorentz connection.
Because of the direct embedding of the world sheet into the target space there are
some extra simplifications. The projection of the target space connection on the world
sheet wabi is the same as the spin connection of the induced metric appearing in ∇i. In
addition, −1
2
R(2) = 1. Therefore, the action of the ghosts is identical to the action of the
longitudinal modes ζ0, ζ4, but the boundary conditions are different [12].
Before κ-symmetry gauge fixing the fermionic Lagrangian (3.4) is (here we use
Minkowski notation)
L2F = −i
(√
ggijδIJ − ǫijsIJ) θ¯IρiDjθJ , (4.9)
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where in the present case
ρi = e
α
i ρα = η
a
i Γa =
{
w−1Γ0 for i = 0 ,
w−1Γ4 for i = 1 ,
Diθ
J = ∇ˆiθJ − i
2
ǫJKρiθ
K ,
∇ˆ0 = ∂0 − 1
2w
Γ04 , ∇ˆ1 = ∂1 .
(4.10)
We choose again the gauge θ1 = θ2 = θ. Then
L2F = −2i√g
(
θ¯ρi∇ˆiθ + iθ¯ρ3θ
)
, ρ3 ≡ 1
2
ǫαβραρβ = Γ04 . (4.11)
Here we introduced the notation ρα = (Γ0,Γ4) (ρα may be identified with 2-d Dirac
matrices times I8). Thus the quadratic fermionic part of GS action has exactly the same
form as the action for 2-d fermions in curved 2-d space.
Assuming the standard
∫
d2σ
√
gθ¯θ normalization, the corresponding Dirac operator
is
DF = iρ
i∇ˆi − ρ3 = iw(−Γ0∂0 + Γ4∂1)− 1
2
iΓ4 − Γ0Γ4 , (4.12)
where the third term came from D0. The spectral problem is thus
[iw(−Γ0∂0 + Γ4∂1)− 1
2
iΓ4 − Γ0Γ4]θ = λθ . (4.13)
Directly squaring this operator we get(
w2[(∂0 − 1
2
w−1Γ0Γ4)2 − ∂21 ] +
1
2
)
θ = (−∇ˆ2 + 1
4
R(2) + 1)θ = λ2θ . (4.14)
Ignoring the ghosts and longitudinal modes, we are left with a 2-d field theory on AdS2
containing five massless scalars, three scalars with mass squared 2, and eight fermions with
mass squared 1. Field theories onAdS2 were studied in the past (see [32,33,34,35,36,30,37]).
The fields in the N = 1 scalar supermultiplet in AdS2 may have the following bosonic and
fermionic masses [38,30,33]:
m2B = µ
2 − µ , mF = µ , (4.15)
where µ is a free parameter. In the case at hand we have 5 “massless” multiplets with
µ = 1 (m2B = 0, mF = 1) and 3 “massive” multiplets with µ = −1 (m2B = 2, mF = −1).
It is possible to combine a µ = 1 and a µ = −1 multiplet into an N = 2 multiplet, the
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dimensional reduction of the 4-d chiral multiplet to 2 dimensions. Two µ = 1 multiplets
also form anN = 2 multiplet which is the dimensional reduction of the 4-d vector multiplet.
Three chiral and one vector multiplets in D = 4 make one N = 4 vector in four dimensions,
so we conclude that the 8 scalars and 8 fermions that we have found should form one N = 8
multiplet in two dimensions (see, e.g., [39] for related discussion).7
We finally obtain the following partition function with the scalar and spinor Laplace
operators defined with respect to the Euclidean AdS2 metric with radius 1 (R
(2) = −2)
ZB+F =
det8/2
(
−∇ˆ2 + 14R(2) + 1
)
det3/2 (−∇2 + 2) det5/2 (−∇2) . (4.16)
It seems reasonable to impose, as is usually done in discussions of supersymmetric theories
in AdSn backgrounds [40,41], proper boundary conditions consistent with supersymmetry.
Those imply that the resulting spectra of Laplace operators are discrete in spatial direction
(and not continuous as one would normally expect to find in a non-compact hyperbolic
space).
A direct calculation of the partition function would involve solving the spectral prob-
lems (4.14) and (
−∂20 − ∂21 +
m2
σ2
)
ζ =
λ
σ2
ζ , (4.17)
with m2 = 0, 2. The solutions to the bosonic problem which vanish at σ = 0 are
ζ(τ, σ) = eipτ
√
σKiν(pσ) , ν
2 = λ−m2 − 1
4
, 0 ≤ ν <∞ , (4.18)
where Kiν are modified Bessel functions.
A calculation of the partition function based on this spectrum is presented in Ap-
pendix B. This direct approach suffers from regularization problems, it also does not cap-
ture the symmetries of the problem, like supersymmetry. Here we use a different method
to evaluate it.
7 The mass term in the action (4.11), contains the matrix ρ3 = Γ0Γ4 which has half of its
eigenvalues 1 and half −1, i.e. there are actually 4 fermions with mF = −1 and 4 with mF = 1,
not 3 + 5. But the sign choice in (4.15) m2B = µ
2 − µ rather than m2B = µ2 + µ is for N = 1
supersymmetry. For extended supersymmetry both signs are possible, so the bosons can be split
into 3 and 5 while the fermions are split to 4 and 4.
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4.2. Vacuum energy
Instead of calculating the partition function directly, we could start with the vacuum
energy. It is given by the determinant of the operator scaled to remove the factor of
g00 from in front of ∂2t (see [31]). Then we use the conformal anomaly, as discussed in
Appendix A, to derive the partition function.
Let us change the world sheet coordinates so that the AdS2 metric is
ds2 =
1
cos2 ρ
(
dt2 + dρ2
)
, ρ ∈ [−π
2
,
π
2
] . (4.19)
The spectra of the Hamiltonians conjugate to this time variable were calculated in [34]:8
ω(F )n (µ) = n+ |µ|+
1
2
, ω(F )n (±1) = n+
3
2
, (4.20)
ω(B)n (µ) = n+ h(µ) , h(µ) =
1
2
(1 +
√
1 + 4m2B) , h(−1) = 2, h(1) = 1 .
Summing over all the modes we get, as in [33], the 1-loop vacuum energy of this effective
2-d field theory
E =
1
2
∞∑
n=0
(
3
[
ω(B)n (−1)− ω(F )n (−1)
]
+ 5
[
ω(B)n (1)− ω(F )n (1)
])
. (4.21)
As was extensively discussed in the literature, the properly defined vacuum energy should
vanish in the AdS case as it does in flat space [32,34,30,42,43] (even though divergences
may not cancel out, unless there is a lot of supersymmetry [44]). However, the direct
computation of the sum of the mode energies using ζ-function regularization may lead
to a non-zero result because the ζ-function regularization may not, in general, preserve
supersymmetry.
Using the standard relations
ζ(s, x) ≡
∞∑
n=0
(n+ x)−s, ζ(−1, x) = −1
2
(
x2 − x+ 1
6
)
, (4.22)
8 From the group-theoretical point of view, the unitary irreducible representations of the AdS2
superalgebra contain: for µ > 1
2
a scalar field with ω
(B)
n = n + µ and a fermion field with
ω
(F )
n = n + µ+
1
2
, and for µ < − 1
2
– a scalar field with ω
(B)
n = n+ 2|µ| and a fermion field with
ω
(F )
n = n+ |µ|+ 12 .
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we find for a boson (m2B = µ
2 − µ)
EB =
1
2
∞∑
n=0
[n+ h(µ)] =
1
2
ζ(−1, h(µ)) = −1
4
(
m2B +
1
6
)
, (4.23)
and for a fermion (mF = µ)
EF = −1
2
∞∑
n=0
(
n+ |µ|+ 1
2
)
= −1
2
ζ
(
−1, |µ|+ 1
2
)
=
1
4
(
m2F −
1
12
)
. (4.24)
In our case we find9
E = −1
4
[
3×
(
2 +
1
6
)
+ 5× 1
6
− 8×
(
1− 1
12
)]
= 0 . (4.25)
The ratio 3:5 of the numbers of the two multiplets is just what is needed for the cancellation.
The fact that E, defined by ζ-function regularization, vanishes may be a consequence
of the extended N = 8 supersymmetry mentioned above. Indeed, while as was originally
suggested [32] for AdS4 and confirmed also in [30,42,43], the ζ-function regularization may
break supersymmetry and thus may lead to E 6= 0, this does not actually happen in the
case of N ≥ 5, D = 4 gauged supergravities [44]. The present D = 2 case is thus analogous
to those D = 4 cases with large amounts of supersymmetry.10
9 Note that if we set the mass terms to zero by taking µ = 0 in (4.15), we get 8 massless
scalars and 8 massless fermions in AdS2 and their vacuum energies do not cancel – we get
1
2
×
8[ζ(−1, 1)− ζ(−1, 1
2
)] = 4× (− 1
8
).
10 The E = 0 property of N ≥ 5, D = 4 supergravities might be related to the cancellation [45]
of the logarithmic gauge coupling renormalization in these theories (note, in particular, that as
was discussed in [46] in the case of the flat space, the vacuum energy as defined by the partition
function is the same as the sum of zero-point energies provided
∑
ζ(0) = 0, i.e. if there are no
UV infinities). It may seem that the analogy between our D = 2 case and the D = 4 cases is
not quite complete since here, in fact, the naive calculation of the coefficient of the logarithmic
divergence in terms of the sum of ζ-functions gives a nonzero answer (using ζ(0, x) = 1
2
− x, we
find the total coefficient to be 1). Note, however, that the types of divergences which cancel in
the D = 4 cases and do not cancel in the D = 2 case are actually quite different, i.e. the direct
comparison is not possible.
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4.3. Partition function
The vacuum energy calculated in the previous subsection as the sum over oscillator
modes corresponds to the determinants of the following (mass m) bosonic and fermionic
spectral problems (
−∂20 − ∂21 +
m2
cos2 ρ
)
ζ = λBζ ,(
−∇ˆ20 − ∇ˆ21 +
1
2
1
cos2 ρ
)
θ = λ2F θ ,
(4.26)
where in the fermionic operator we assume that the covariant derivatives are contracted
using flat metric. These are related to the spectral problems (4.14) and (4.17) (apart from
the coordinate change) by a rescaling of the right hand side by cos2 ρ. As was mentioned
above, in curved (e.g., static conformally flat) space the logarithm of the partition function
is, in general, different from the vacuum energy defined as a sum over eigen-modes because
the time derivative part of the relevant elliptic operators is rescaled by g00. The determi-
nants of the two operators which differ by such a rescaling are related to each other by
a conformal anomaly type equation as discussed in Appendix A. The extra contribution
from a mass m boson is
− log det∆1 = − log det∆M + 1
4π
∫
d2σ
√
g
(
m2 lnM +
1
12
∂i lnM∂i lnM
)
, (4.27)
where M = cos2 ρ = 1/
√
g. The two terms in the parentheses differ only by a total
derivative, but we choose to write it this way to eliminate the boundary terms. Each
fermion contributes
log det∆1 = log det∆K2 − 1
4π
∫
d2σ
√
g
(
2 lnK − 2
3
∂i lnK ∂i lnK
)
, (4.28)
where K = cos ρ = √M . Summed together the ‘transverse’ scalars and fermions contribute
logZB+F = − 1
4π
∫
d2σ
√
g
(
lnM − ∂i lnM∂i lnM
)
. (4.29)
To this we should add the contribution of the ghosts and longitudinal modes. For the
ghosts one gets the standard Liouville action
log det∆gh1 = log det∆
gh
M −
26
12
× 1
4π
∫
d2σ
√
g ∂i lnM∂i lnM . (4.30)
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The longitudinal modes have the same action as the ghosts, but different boundary condi-
tions giving the conformal anomaly
− log det∆L1 = − log det∆LM + 2×
1
4π
∫
d2σ
√
g
(
lnM +
1
12
∂i lnM∂i lnM
)
, (4.31)
so that
logZL+gh =
1
4π
∫
d2σ
√
g
(
lnM − ∂i lnM∂i lnM
)
. (4.32)
Putting it all together we find that the partition function is identically equal to one
Ztotal =
det1/2(−∆ghij + δij) det8/2(−∇ˆ2 + 14R(2) + 1)
det1/2(−∆ij + δij) det3/2(−∇2 + 2) det5/2(−∇2)
= 1 . (4.33)
This result is a consequence of the fact that the vacuum energy vanishes, and also of the
cancellation of the sum of conformal anomalies for ten bosons with total mass terms 8,
eight fermions with 4 times the standard 2-d fermion conformal anomaly and total mass
8, and the conformal gauge ghosts.
Note that this is not identical to the conformal anomaly calculation of Section 3.2.
Here we did not distinguish between the induced and the fiducial metric. An alternative
method of calculating the partition function would be to go back and treat the fiducial
metric gij and the induced metric hij as independent. Then only the fiducial metric should
be rescaled, while the induced metric should not. It is most convenient to work with flat
metric on the strip
gij = δij , hij =
1
cos2 ρ
δij . (4.34)
That eliminates the problem of the boundary contributions, since the geodesic curvature
is zero. This calculation gives the same spectral problem as the vacuum energy calculation
for the bosons and ghosts, but not the fermions and longitudinal modes.
5. Circular Wilson loop
Another case where the classical solution has an explicit simple form [47,25] is a
circular Wilson loop. Like the straight string case, this configuration is useful as it gives
a laboratory to investigate many of the issues that arise in the case of the more general
bent string configuration.
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5.1. Classical solution and quadratic fluctuation action
The target space metric in polar coordinates is (s = 2, 3)11
ds2 =
1
w2
(
dr2 + r2dφ2 + dxsdxs + dw2
)
+ dΩ25 . (5.1)
We set x0 = φ ∈ [0, 2π] and x1 = r ∈ [0, 1].
The classical solution and the induced metric are
w =
√
1− r2 , gij =
(
r2
w2 0
0 1
w4
)
,
√
ggij =
(
1
rw
0
0 rw
)
, (5.2)
R(2) = −2 , (5.3)
i.e. the world sheet metric is again that of AdS2 [47].
12
In the conformal gauge the quadratic part of the bosonic action is (3.11), i.e.
S =
1
2
∫
d2σ
√
g
(
gijDiζ
aDjζ
a +Xabζ
aζb + gijDiζ
qDjζ
q
)
, (5.4)
where in the present case
Xab = 2δab − gijη ai η bj , η0 =
( r
w
, 0, 0, 0, 0
)
, η1 =
(
0,
1
w
, 0, 0,− r
w2
)
.
The nonzero components of the spin connection in the target space are
Ω010 = 1 , Ω
04
0 = −
r
w
, Ω141 = Ω
24
2 = Ω
34
3 = −
1
w
, (5.5)
so that all of the covariant derivatives are trivial, Di = ∂i, except for
D0ζ
0 = ∂0ζ
0 + ζ1 − r
w
ζ4, D0ζ
1 = ∂0ζ
1 − ζ0, D0ζ4 = ∂0ζ4 + r
w
ζ0,
D1ζ
1 = ∂1ζ
1 − 1
w
ζ4, D1ζ
4 = ∂1ζ
4 +
1
w
ζ1. (5.6)
The covariant derivative ∇i in the ghost action
S =
1
2
∫
d2σ
√
g
(
gij∇iǫα∇jǫα − 1
2
R(2)ǫαǫα
)
, (5.7)
11 Because of scale invariance, the radius of the circle may be set equal to one.
12 To put the metric in a more standard form we set y = w−1. Then ds2 = (y2 − 1)−1dy2 +
(y2 − 1)dφ2, or in terms of tanhχ = r, ds2 = dχ2 + sinh2 χdφ2.
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includes the world-sheet spin connection, whose only nonzero component is ω010 = w
−1.
This derivative is not the same as the covariant derivative in (5.6). However, if we rotate
the fields(
ζ˜1
ζ˜4
)
=
(
cosα − sinα
sinα cosα
)(
ζ1
ζ4
)
, cosα = w , sinα = r ,
dα
dr
=
1
w
, (5.8)
the mass matrix becomes diagonal, X˜ab = diag (1, 1, 2, 2, 2), and the only nontrivial covari-
ant derivatives are D0ζ
0 = ∂0ζ
0+w−1ζ˜1 and D0ζ˜1 = ∂0ζ˜1−w−1ζ0. Then the longitudinal
modes ζ0 and ζ˜1 again have the same action as the ghosts, leaving us with three massive
and five massless transverse oscillations.
The same conclusion is reached by starting with the Nambu form of the action and
choosing static gauge, where r and φ in (5.1) are identified with the world-sheet coordinates.
Let us denote ξs, ξ4, ξq the fluctuations of the xs, w and the S5 coordinates respectively.
After rescaling ζ¯s = w−1ξs, the action is (here gij is the induced metric)
S =
1
2
∫
d2σ
√
g
(
gij∂iζ¯
s∂j ζ¯
s + 2ζ¯sζ¯s + gij∂iξ
4∂jξ
4 + 2ξ4ξ4 + gij∂iξ
q∂jξ
q
)
, (5.9)
and the fields are normalized as
‖ξ‖2 =
∫
dr dφ
√
g
(
ζ¯sζ¯s +
1
w2
ξ4ξ4 + ξqξq
)
. (5.10)
Note that the field ξ4 (and ζ4 above) is not normal to the surface, but ζ˜4 is. As
explained in Section 3.3, this choice of gauge has a non trivial ghost determinant (3.33).
In the present case h
‖
ij = diag(1/w
2, r2/w2), so that
∆gh = det
1/2(h
‖
ikh
kj) = det1/2w2 . (5.11)
The most natural way to regularize this determinant is by redefining the norm of the ξ4,
thus removing the extra normalization factor in (5.10). Then the result for the partition
function in this gauge will be identical to the conformal gauge expression apart from the
contributions of the ghosts and the longitudinal modes.13
13 If we were to expand the action without fixing the gauge ζ0 = ζ1 = 0, we would find the
same action, but with ξ4 replaced by ζ˜4, with the canonical normalization. The two longitudinal
fluctuations ζ0 and ζ˜1 drop out of the action. Then one could choose the gauge ζ0 = ζ˜1 = 0 (this
is the gauge used in [7,10] in the context of the bent string configuration). ζ˜1 and ζ1 are related
through a rotation by an angle cosα = w. This rotation introduces a Jacobian which exactly
cancels the ghost determinant in the former gauge. It is also easy to show directly that the ghost
determinant is trivial in this gauge.
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Before gauge fixing, the fermionic Lagrangian is (3.4)
L2F = −i
(√
ggijδIJ − ǫijsIJ) θ¯IρiDjθJ . (5.12)
To put this action in a 2-d covariant fermionic form in terms of the zweibein and spin
connection of the induced metric we apply a local SO(1, 9) rotation to transform the
projected Dirac matrices ρi into constant Dirac matrices contracted with the induced
zweibein as discussed in section 3.4. We get (cf. (3.37),(3.6))
Diθ
J = DiθJ − i
2
ǫJKρiθ
K ,
ρ0 = η
a
0 Γa =
r
w
Γ0 = e
α
0SΓαS
−1,
ρ1 = η
a
1 Γa =
1
w
Γ1 − r
w2
Γ4 = e
α
1SΓαS
−1,
D0 =
(
∂0 +
1
2
Γ01 − r
2w
Γ04
)
= S ∇ˆ0S−1,
D1 =
(
∂1 − 1
2w
Γ14
)
= S ∇ˆ1S−1.
(5.13)
The rotation matrix is
S = exp
(α
2
Γ14
)
, (5.14)
with the same angle α as in (5.8). ∇ˆi is the covariant derivative with spinor world-sheet
connection,
∇ˆ0 = ∂0 + 1
2w
Γ01 , ∇ˆ1 = ∂1 . (5.15)
It is therefore natural to transform θI to the new variable ΨI
θI = SΨI . (5.16)
Choosing the gauge Ψ1 = Ψ2, the fermionic Lagrangian becomes
L2F = −2i√g
(
gijΨ¯eαi Γα∂jΨ+ iΨ¯Γ01Ψ
)
= −2iΨ¯
(
− 1
w2
Γ0∂0 +
r
w
Γ1∂1 + i
r
w3
Γ01
)
Ψ .
(5.17)
Here the 10-d Dirac matrices Γα play the role of world sheet Dirac matrices, as we can
choose a representation in terms of the Pauli matrices Γ0 = iσ2 × I8, Γ1 = σ1 × I8. As in
the case of the straight string (4.11), this is the action for a spinor of mass ±1 in AdS2.
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Another natural way to fix the κ symmetry used in [48,6]14
θ1 = Γ0123θ
2, i.e. θ1 = iΓ4θ
2 . (5.18)
This gauge leads to the same result for the action as the θ1 = θ2 gauge as we shall explain
below.15 Expressing θ2 in terms of θ1 ≡ θ one can check that
Diθ
1 =
1√
w
(
∂i +
1
2
Γi1
)(√
w θ
)
, (5.19)
and , in terms of
ϑ ≡ √wθ , (5.20)
the Lagrangian is
L2F = −2iϑ¯
[
−
(
1
w3
Γ0 − r
w3
Γ4
)(
∂0 +
1
2
Γ01
)
+
r
w
Γ1∂1
]
ϑ . (5.21)
To simplify this expression, we again use a rotation, this time in the 0-4 plane. Define
ψ = exp
(
β
2
Γ04
)
ϑ , (5.22)
where
coshβ =
1
w
, sinhβ =
r
w
,
dβ
dr
=
1
w2
. (5.23)
Then
L2F = −2iψ¯
[
− 1
w2
Γ0
(
∂0 +
1
2
Γ01
)
+
r
w
Γ1∂1 − r
w3
Γ104
]
ψ . (5.24)
Though this action looks different from (5.17), it also describes a fermion of mass ±1 (the
mass term Γ104 = iΓ23 commutes with Γ0 and Γ1, but is antihermitian, and its square is
1).
The normalization of ψ is
‖ψ‖2 =
∫
drdφ
√
g w−1 ψ¯ψ , (5.25)
which is different from normalization of Ψ in (5.17). Like in the bosonic case, the difference
of the normalizations of the fields in the two κ-symmetry gauges may be attributed to
14 Γ0123 = iγ4 × I4 × I2 in the notation of [5], where 10-d Dirac matrices are represented as
Γa = γa × I4 × σ1, a = 0, 1, 2, 3, 4.
15 Note that in the straight string case (4.1) this gauge is degenerate.
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the difference in the corresponding ghost determinants. Indeed, if the gauge condition is
θ1 = Hθ2 where H is some matrix (H = 1 and H = iΓ4 in the two gauges discussed
above), then it is easy to find the ghost determinant corresponding to the transformation
(3.18). In the cases we are interested in the case where the x¯ background is constant on
S5 (i.e. when ρ˜i = ρi)
δκθ
1 = ρ−i k
i , δκθ
2 = ρ+i k
i , (5.26)
where ρ±i = (gij ± eij)ρj, where eij = ǫ
ij
√
g and ki are unconstrained vector-spinor parame-
ters, normalized as ‖ki‖2 =
∫
d2σ
√
g gij k¯ikj . Then the ghost determinant is the inverse
square root of the determinant of the spinor matrix16
gij(ρ−i − ρ+i H†)(ρ−j −Hρ+j ) . (5.27)
Since ρ(iρj) = gij this matrix is a trivial constant in the θ
1 = θ2 gauge when H = 1, but,
in general, it will depend on the components of the metric (i.e. on the coordinates) when
H 6= 1. In the gauge θ1 = iΓ4θ2 the resulting local ghost determinant should “compensate”
(in an appropriate regularization scheme) for the difference in normalizations of the spinors
Ψ in (5.17) and ψ in (5.24), explaining the equivalence of the results in the two κ-symmetry
gauges.
5.2. Partition function
We thus end up with the same partition function (4.16) as in the straight string case,
i.e. with that of a supersymmetric field theory on AdS2. The result is again a constant
whose precise value depends on regularization and measures for the fields.
This should not come as a surprise, since the circle and the straight line are related
by a special conformal transformation, and the minimal surfaces also transform into each
other. This is not to say that the partition functions should be identical, there is a subtle
difference. Indeed, already the classical actions for a circle and a straight line are different.
The reason can be traced to the inclusion of the point at infinity. The same subtlety
should be present at the level of 1-loop partition function. In the case of the straight
line it is natural to work with the strip model for AdS2, while for the circle, the Poincare´
disk is more natural. In calculating the determinant for the former we should include also
functions that do not behave well at infinity, while in the circle case those should not be
included. It is therefore probable that the calculation in Appendix B is more appropriate
for this problem rather than the straight string case.
16 The ghost determinant can be obtained from the path integral
∆gh
∫
[dki] exp
[
−
∫
d2σ
√
g k¯i(ρ−i − ρ+i H†)(ρ−j −Hρ+j )kj
]
= 1 .
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6. ‘Parallel Lines’
Our main interest is in the minimal surface ending at the boundary of AdS5 × S5
which is related to the correlation function of two anti-parallel Wilson loops. The minimal
surface was constructed in [4] and accounts for the leading large λ behavior ( c0
√
λ
L
) of the
“quark – anti-quark” (W-boson) potential in N = 4 SYM theory. The first correction c1
L
to the potential will be given by the one-loop partition function of the type we study here.
While some aspects of this computation were addressed before [6,7,10], our aim below will
be to clarify some previously encountered problems and to set up a systematic framework
which should allow to compute the finite numerical coefficient c1.
6.1. The classical solution
In this section we will write the AdS5×S5 metric in terms of the coordinate y = w−1
(cf. (3.3))
ds2 = R2(y2dxndxn +
dy2
y2
+ dΩ25) . (6.1)
Here n = 0, 1, 2, 3 and we will use the index 4 to label the coordinate y. We will often
set the radius R to be 1 in what follows.17 If the Wilson lines are extended in the x0
direction and located at x1 = ±L
2
, the minimal surface is given by a function y(x1) (we
use world-sheet coordinates σi = xi = (τ, σ), 0 < τ < T ).
The bosonic part of string action is then (y′ ≡ ∂1y)
S =
R2
2πα′
T
∫
dσ
√
y′2 + y4 . (6.2)
The stationary point is determined by the second-order equation yy′′ = 4y′2 + 2y4 with
the first integral being
y′2 =
y8
y40
− y4 . (6.3)
y0 is an integration constant, the minimal value of y. The special case of y0 = 0 corresponds
to the “straight string” configuration discussed in Section 4. This special solution is a useful
reference point: near the boundaries of the σ-interval it gives a good approximation to the
general solution.
17 To make the flat space limit explicit one should define the coordinate ϕ related to y by
y = R−1e−ϕ/R. Then ds2 = e−2ϕ/Rdxndxn + dϕ2 + R2dΩ5 which becomes flat in the R → ∞
limit.
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The induced metric is
gij =
(
y2 0
0 y6
)
,
√
g = y4 ,
√
ggij =
(
y2 0
0 y−2
)
. (6.4)
The distance between the quark and anti-quark L is related to y0 by [4]
L =
∫ L/2
−L/2
dσ = 2
∫ ∞
y0
dy
y2
√
y4
y4
0
− 1
=
κ0
y0
, (6.5)
κ0 ≡ (2π)
3/2
[Γ( 14 )]
2
. (6.6)
We shall often set y0 = 1 as the dependence on this parameter can be easily restored by
rescalings (τ → y−10 τ , i.e. T → Ty2
0
). Then
y′2 = y8 − y4, y′′ = 4y7 − 2y3. (6.7)
Let us first review how the classical contribution is computed. The action (6.2) takes
the following value on the solution
S =
R2T
2πα′y20
∫ L/2
−L/2
dσ y4 . (6.8)
Since (y−3y′)′ = y
4+y4
0
y2
0
is a total derivative (which goes to the boundary where y = ∞
and gives only a trivial divergence), we can replace y4 by −y40 , assuming that the infinite
boundary contribution should be dropped. This prescription is the same as normalizing
the partition function to the straight line case (and is essentially equivalent to the one
in [25]: the Legendre transform subtracts the same boundary term or total derivative18).
Then
S = −R
2T
2πα′
y20
∫ L/2
−L/2
dσ = −R
2TL
2πα′
y20 = −
λ1/2(2π)2
[Γ( 14)]
4
T
L
, (6.9)
18 This is an example of an amusing relation. The Legendre transform can be written as an
integral over a (rather complicated) total derivative. Instead, one can note that for smooth loops
the Legendre transform which is equal to the divergence in the area is also equal (asymptotically)
to the geodesic curvature K. Then we can use the Gauss-Bonnet theorem to write the action as
S = R
2
2piα′
∫
d2σ
√
g (1 + 1
2
R(2)) − R2
α′
χ, where χ is the Euler number. Since R(2) approaches −2,
the integral is manifestly convergent. For the present geometry χ = 0.
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where λ = 4πgsN =
R4
α′2
. This result is the same as in [4], here found in ‘one shot’ (without
doing any further integrals).
In the flat space limit (R→∞) one finds that the quantum correction (2.10) to the po-
tential vanishes because of the cancellation of the bosonic and fermionic contributions due
to effective 2-d supersymmetry present after gauge fixing (see Section 2.3). As was pointed
out in [6], the 1-loop c1L correction to the effective potential may not, however, vanish in
the present curved space case as there is no reason to expect that the action expanded
near the solution y = y(σ) 6= const should have an effective world-sheet supersymmetry.
6.2. Quadratic fluctuations: bosons
In conformal gauge the bosonic action is (3.11), where Xpq = 0 and
19
Xab = 2δab − gijη ai η bj , η a0 = (y, 0, 0, 0, 0) , η a1 = (0, y, 0, 0, y−1y′) ,
Diζ
a = ∂iζ
a + wabi ζ
b, wabi = ∂ix
µΩabµ , w
a4
i = yδ
a
i = −w4ai .
(6.10)
The ghost action is (3.26) or (5.7) where the covariant derivative ∇i includes the world-
sheet spin connection ω010 = y
−3y′. The action contains the curvature R(2) of the induced
metric gij
√
gR(2) =
(
1
y2
)′′
, R(2) = −2
(
1 +
1
y4
)
. (6.11)
Unlike the circle case, here there is no obvious rotation of the fields ζa such that the
contribution of the longitudinal modes becomes the same as that of the ghosts.20
Choosing the static gauge in the Nambu action we denote by ξs (s = 2, 3) the fluctu-
ations of the two “longitudinal” 3-brane directions, by ξ4 the fluctuation along the radial
y-direction, and by ξq (q = 5, ..., 9) the fluctuations in the 5-sphere directions. Their
natural norms are
‖ξ‖2 =
∫
d2σ
√
g(y2ξsξs + y−2ξ4ξ4 + ξqξq) . (6.12)
Introducing the rescaled fields21
ζs = yξs, ζ˜4 = y−3ξ4, (6.13)
19 In this form of the metric (6.1) the vielbein components are Emn = yδ
m
n , E
4
4 = y
−1. If we
restore the R dependence, Xab → 1R2Xab, then the “mass term” vanishes in the flat space limit
as it should.
20 In fact, the eigenvalues of the mass matrix Xab are (1, 1, 2, 2, 2), not (− 1
2
R(2),− 1
2
R(2), 4 +
R(2), 2, 2). In addition there are extra connection terms that remain after the rotation.
21 It should be noted that redefinitions we make are accompanied by Jacobians and thus do not
introduce new quadratic or linear divergences.
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one finds (after integration by parts and use of the properties of the classical background
(6.7)) the following expression for the quadratic fluctuation part of the gauge-fixed action22
S2B =
1
2
∫
d2σ
√
g
[
gij∂iζ
s∂jζ
s+2ζsζs+gij∂iζ˜
4∂j ζ˜
4+(R(2)+4)ζ˜4ζ˜4+gij∂iξ
q∂jξ
q
]
. (6.14)
As follows from (6.12), the fields in (6.14) are normalized as follows
‖ξ‖2 =
∫
d2σ
√
g(ζsζs + y4ζ˜4ζ˜4 + ξqξq) . (6.15)
Thus, while the action S2B seems to have a ‘covariant’ 2-d form with respect to the induced
geometry (two massive scalars, one scalar with a potential, and 5 massless scalars in
external 2-d metric), this is not true for the measure because of the y4 factor in the ζ˜4ζ˜4
part. This is remedied by the inclusion of the ghost determinant (3.33), where in our case
h
‖
ij = diag(y
2, y2), so that
∆gh = det
1/2(1/y4) . (6.16)
The most natural regularization of this determinant is achieved by rescaling the field ζ˜4,
which cancels the renormalization factor in (6.15), much as in the case of the circle in
Section 5.1 (see (5.11)).
The same expression for the action (6.14) was found in [7]. There instead of ζ˜4 the
authors used the fluctuating field normal to the surface η4 ≡ − sinα ζ1 + cosα ζ4 =
−y−3y′ξ1 + y−3ξ4 , where α is the angle defined by cosα = y−2, α′ = 2y, and ζa = Eaµξµ
are the target-space vielbein components of ξµ. The normalization of η4 is canonical, and
it is easy to see that the ghost determinant is trivial in that gauge.
6.3. Quadratic fluctuations: fermions
In the present case of the classical solution (6.3), which is constant in S5 directions,
one finds that the leading quadratic part of the fermionic action given by (3.4) depends on
ρ0 = yΓ0 , ρ1 = yΓ1 + y
−1y′Γ4 , Di = ∂i + 1
2
yΓiΓ4 , (6.17)
where we used the fact that for AdS5 space the non-vanishing components of the connection
are Ωn4µ = E
n
µ , n = 0, 1, 2, 3. Then (3.4) becomes
L2F = i
(√
ggijδIJ − ǫijsIJ)(θ¯IρiDjθJ − 1
2
iǫJK θ¯Iρiρjθ
K
)
. (6.18)
22 As before, we absorb 1
2piα′
factor in the action into a redefinition of the fluctuation fields.
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Here gij is the Minkowski version of the induced metric (6.4), i.e. the corresponding 2-d
vielbein components eαi are
e00 = y , e
1
1 = y
3 , gij = diag
(−y2, y6) . (6.19)
The crucial observation, that allows us to put the action (6.18) into a simple 2-d
covariant form, is that the combination of Γ1 and Γ4 which appears in ρ1 can be interpreted
as a (local, σ-dependent) rotation of Γ1 in the 1-4 plane
SΓ1S
−1 = cosα Γ1 + sinα Γ4 = y−2Γ1 + y−4y′Γ4 = y−3ρ1 , (6.20)
where
S = exp
(
−α
2
Γ1Γ4
)
, cosα = y−2 , sinα = y−4y′ , α′ ≡ dα
dσ
= 2y . (6.21)
Making the field redefinition
θI → ΨI ≡ S−1θI , (6.22)
we then find that (6.18) takes the following simple ‘2-d covariant’ form
L2F = i
(√
ggijδIJ − ǫijsIJ)(Ψ¯Iτi∇ˆjΨJ − 1
2
iǫJKΨ¯IτiτjΨ
K
)
, (6.23)
where τi play the role of the curved space 2-d Dirac matrices
23
τi = e
α
i Γα , τ0 = S
−1ρ0S = yΓ0 , τ1 = S−1ρ1S = y3Γ1 , (6.24)
and ∇ˆi is the 2-d curved space spinor covariant derivative corresponding to (6.19)
∇ˆk = ∂k + 14ωαβk Γαβ , ∇ˆ0 = ∂0 +
1
2
y−3y′Γ0Γ1 , ∇ˆ1 = ∂1 . (6.25)
The Lagrangian (6.23) is then
L2F = i
(√
ggij − ǫij) Ψ¯1τi∇ˆjΨ1 + i (√ggij + ǫij) Ψ¯2τi∇ˆjΨ2 − ǫijΨ¯1τiτjΨ2 . (6.26)
23 To prove eq.(6.23) one should note that τi = S
−1ρiS and that D˜i ≡ S−1DiS is found to be
(see (6.21)) D˜0 = ∂0+ 12yΓ0(y−4y′Γ1+y−2Γ4) = ∇ˆ0+B0, D˜1 = ∂1−yΓ1Γ4+ 12yΓ1Γ4 = ∇1+B1,
where B0 =
1
2
y−2τ0Γ4, B1 = − 12y−2τ1Γ4. Finally, one observes that the connection Bi drops out
from the action since τ iBi = 0, ǫ
ijτiBj = 0.
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It is easy to see that the covariant derivative and ‘mass’ terms here are separately invariant
under the leading-order κ-symmetry transformations (see (3.18), (5.26)) δκθ
I = ρiκ
iI or
their ‘rotated’ form
δκΨ
I = τiκ
′iI , κ′iI = S−1kiI . (6.27)
Fixing the κ-symmetry gauge by the condition
θ1 = θ2 , i.e. Ψ1 = Ψ2 ≡ Ψ , (6.28)
we get
L2F = 2i
√
g
(
Ψ¯τ i∇ˆiΨ+ iΨ¯τ3Ψ
)
, (6.29)
τ3 ≡ ǫ
ij
2
√
g
τiτj = Γ0Γ1 , (τ3)
2 = 1 . (6.30)
Note that choosing this gauge before the rotation, the action (6.18) may be written as
L2F = 2i
√
gθ¯ρiDiθ = i
√
g(θ¯ρi∂iθ − ∂iθ¯ρiθ + ieij θ¯ρiρjθ) , (6.31)
where Dj = Dj + 12 iejkρk, ρi = gijρj , ejk ≡ 1√ggjj′gkk′ǫj
′k′ . To see that the rotation
(6.20),(6.21) is indeed a special case of the general rotation (3.37) discussed in Section 3.4
we note that here the tangent tµα and normal n
µ vector components are (here µ, ν = 0, 1, 4
label the target space AdS3 coordinates inside AdS5, i.e. Gµν = (y
2, y2, y−2)):
tµ
0ˆ
= (1, 0, 0) , tµ
1ˆ
= (0, y−3, y−3y′) , nµ = (0,−y−5y′, y−1) . (6.32)
Then ρα = (ρ0ˆ, ρ1ˆ) and ρs ≡ ρ⊥ are (cf. (6.20))
ρ0ˆ = Γ0 , ρ1ˆ = y
−3ρ1 = y−2Γ1 + y−4y′Γ4 , ρ⊥ = y−3ρ1 = −y−4y′Γ4 + y−2Γ4 , (6.33)
so that
−S−1dS = 1
4
(ραdρ
α + ρ⊥dρ⊥) =
1
2
Γ1Γ4dα = yΓ1Γ4dσ , (6.34)
in agreement with (6.21). This is U(1) rotation that does not lead to a non-trivial Jacobian
in the present case of non-chiral 2-d fermions.
Another possible gauge choice is the analog of the covariantized light cone gauge of
[15] (see (3.5),(6.17)):
(ρ0 + ρ1)Ψ
1 = 0 , (ρ0 − ρ1)Ψ2 = 0 , (6.35)
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or, explicitly, after the rotation (6.24),24
τ+Ψ
1 = (yΓ0 + y
3Γ1)Ψ
1 = 0 , τ−Ψ2 = (yΓ0 − y3Γ1)Ψ2 = 0 . (6.36)
The resulting action is essentially the same as (6.29) with left and right parts of Ψ explicitly
separated.
Choosing a representation for Γa such that Γ0,1 are 2-d Dirac matrices times a unit
8× 8 matrix, i.e.25
Γ0 = iσ2 × I8 , Γ1 = σ1 × I8 , τ3 = Γ0Γ1 = σ3 × I8 , (6.37)
where σ1,2,3 are the Pauli matrices, we end up with 8 species of 2-d Majorana fermions
living on a curved 2-d surface with a σ3 mass term. Assuming that fermions are normalized
with
√
g, the square of the resulting fermionic operator is then (τ †3 = τ3)
26
∆′F = (DF )
2 = (iτ i∇ˆi − τ3)(iτ j∇ˆj − τ3) = −∇ˆ2 + 14R(2) + 1 , (6.38)
where ∇ˆ2 = 1√g ∇ˆi(
√
g∇ˆi).27 Explicitly (recall that here we use the Minkowski signature)
∆′F = −
[
y−1
(
Γ0∂0 +
1
2
y−3y′Γ1
)
+ y−3Γ1∂1
]2
+ 1
= y−2
(
∂0 +
1
2
y−3y′Γ0Γ1
)2
− y−4∂1
(
y−2∂1
)
+
1
2
(
1− y−4) .
(6.39)
A similarly looking result for the fermionic operator was found in [7] where a different
κ-symmetry gauge was used.28
24 Note that this gauge choice is different from the one in [7] where instead of τ± the combina-
tions Γ0 ± Γ′1 (Γ′1 = SΓ1S−1) were used (the rotation was not explicitly done in [7]).
25 Recall that the original 32 × 32 Dirac matrices are such that Γa = γa × I4 × σ1, or simply
Γa = γa × I4 on a 16-subspace of left MW spinors, with γ(aγb) = diag(−1,+1,+1,+1,+1). We
are not distinguishing between Γa and γa, i.e. we treat Ψ as a 4-component spinor suppressing
its extra 4 spectator indices.
26 Note that Dirac operator is self-adjoint with the measure
√
g.
27 Since τi = e
α
i Γα, where Γα are constant, and since ∇ˆ is the covariant 2-d spinor derivative,
the squaring relation is exactly the same as for the standard 2-d fermions in curved space.
28 The kinetic part of our operator is actually different from the expression in [7] which contained
an additional connection term in the covariant derivative, and our derivation of the action is much
more straightforward. After submission of this paper S. Fo¨rste pointed out to us that the two
expressions might be related to each other by a rotation, i.e. are equivalent.
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One can also consider the quadratic fermionic action (6.18) in the “3-brane” gauge
θ1 = iΓ4θ
2 (5.18). It was found in [6] that the sum of the quadratic fermionic terms in the
action of [5] takes the simple form
S2F =2i
∫
d2σ
(√
ggijy2ϑ¯Γi∂jϑ− ǫij∂iyϑ¯Γ4∂jϑ
)
=2i
∫
d2σ (y−1/2θ¯)
[
Γ1∂1 + (y
4Γ0 + y′Γ4)∂0
]
(y−1/2θ) ,
(6.40)
where θ ≡ θ1 is the original GS target space spinor variable related to the rescaled field ϑ
in [6] by θ = y1/2ϑ. Here Γa are constant Dirac matrices (Γ0 = −Γ0, Γm = Γm, m = 1, 4).
As was noted in [6], the resulting fermionic operator is non-degenerate.
At first sight, this operator is very different from the one in (6.29); in particular, it
has no mass term. But the two are, in fact, closely related! To demonstrate this let us note
that the combination of the Γ-matrices multiplying ∂0 is actually a local Lorentz rotation
of Γ0 in the 0-4 plane with parameter β
S = exp
(
−β
2
Γ0Γ4
)
, coshβ = y2, sinh β = y−2y′ , β′ = 2y3 , (6.41)
i.e.
SΓ0S−1 = coshβ Γ0 + sinh β Γ4 = y2Γ0 + y−2y′Γ4 . (6.42)
Introducing
χ = S−1θ , (6.43)
we get (note that θ¯ = χ¯S−1 for any SO(9, 1) rotation)
L2F = 2iχ¯
[
yΓ0∂0 + y
−1Γ1∂1 − 1
2
y−2y′Γ1 + y2Γ0Γ1Γ4
]
χ . (6.44)
To put this action into the ‘curved space 2-d spinor’ form we need to make a redefinition
χ→ ψ
χ = yψ , (6.45)
L2F = 2iψ¯
[
y3Γ0
(
∂0 +
1
2
y−3y′Γ0Γ1
)
+ yΓ1∂1 + y
4Γ0Γ1Γ4
]
ψ . (6.46)
Since iΓ4 = Γ0Γ1Γ2Γ3, i.e.
Γ0Γ1Γ4 = iΓ2Γ3, (6.47)
we finally get, using (6.19),(6.25), the expression that is essentially equivalent to (6.29)
L2F = 2i
√
g
(
ψ¯τ i∇ˆiψ + iψ¯τ ′3ψ
)
, τ ′3 ≡ Γ2Γ3 , (τ ′3)2 = −1 . (6.48)
37
The square of the fermionic operator in (6.48) is indeed the same as in (6.38):
∆′F = (DF )
†(DF ) =
(
iτ i∇ˆi + τ ′3
)(
iτ j∇ˆj − τ ′3
)
= −∇ˆ2 + 1
4
R(2) + 1 , (6.49)
where we used that, in contrast to τ3 in (6.29), τ
′
3 is antihermitean and commutes with τi.
Since θ and thus its image under the rotation χ are assumed to have canonical normal-
ization, ‖χ‖2 = ∫ d2σ√gχ¯χ, we conclude that ψ in (6.45) should be normalized with the
extra factor of y2. As in the case of the circle in Section 5.1, this extra factor is offset by the
non-trivial κ-symmetry ghost determinant (5.27) corresponding to the gauge θ1 = iΓ4θ
2,
so the fermionic contributions in the two κ-symmetry gauges are again equivalent.
6.4. Partition function
Let us first combine the bosonic contributions. In the conformal gauge
Zbose, conf.g. =
det1/2
(−∇2ij − 12R(2)gij)
det1/2 (−D2ab +Xab) det5/2 (−∇2)
, (6.50)
while in the static gauge
Zbose, stat.g. =
1
det2/2 (−∇2 + 2) det1/2 (−∇2 +R(2) + 4)det5/2 (−∇2) . (6.51)
Up to global factors in the gauge group, the two expressions must be equivalent; it is easy
to see, for example, that the corresponding logarithmic divergence coefficients are indeed
the same
(b2)bose, conf.g. = (5 + 5− 2)× 1
6
R(2) − 8−R(2) , (6.52)
(b2)bose, stat.g. = (2 + 1 + 5)× 1
6
R(2) − 2× 2− 4−R(2) , (6.53)
where we used (6.10). The contributions of the massless determinants and the ghost
determinant can be found, as usual, by integrating the conformal anomaly (see Appendix
A), but to find the massive determinants one needs to solve the corresponding spectral
problems.
Including fermions, the expression for the 1-loop partition function of a string in
AdS5 × S5 background with world surface ending on two parallel lines is thus
Z
‖
AdS5×S5 =
det8/2(−∇ˆ2 + 14R(2) + 1)
det2/2 (−∇2 + 2) det1/2 (−∇2 +R(2) + 4)det5/2 (−∇2) , (6.54)
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which is essentially the same as in [7]. Here we took the fermionic contribution in the
θ1 = θ2 gauge, and the bosonic contribution in the static gauge.
The geometry under consideration is asymptotic to AdS2. For example, if we change
the coordinate σ to y the induced metric takes the form29
ds2 = y2dτ2 +
y2
y4 − y40
dy2 , y0 ≤ y <∞ . (6.55)
The y0 = 0 limit of (6.55) corresponds to the straight string configuration where the metric
becomes that of Euclidean AdS2 space (with 0 ≤ y <∞).
As usual in the case of negative curvature non-compact spaces similar to AdS, the
corresponding actions will in general be divergent and one will need to add boundary
counterterms. The details of how the divergent boundary behavior is properly accounted
for is actually rather irrelevant for the purpose of extracting the non-trivial finite T
L
part
of lnZ
‖
AdS5×S5 we are interested in.
To avoid altogether questions about boundary terms (and details of topological infin-
ity cancellation) we may normalize our partition function for each field by the partition
function of an equivalent field in the straight string configuration, i.e. divide the parti-
tion function (6.54) for the noncompact hyperbolic negative curvature space (6.55) by the
partition function (twice, to account for the two asymptotic regions), (4.16) for the AdS2
case
Z¯
‖
AdS5×S5(y0) =
Z
‖
AdS5×S5(y0)
Z
‖
AdS5×S5(0)
. (6.56)
Since the topology and the near-boundary (large y) behavior of the two metrics is the
same, this eliminates the problem of carefully tracking down all boundary terms in the
expressions for the determinants and allows us to ignore the boundary contributions as well
as the total derivative bulk terms (such as the logarithmically divergent terms proportional
to
∫
d2σ
√
gR(2)).30
The ratio of the determinants for the metric (6.55) and for its y0 = 0 limit will be
finite and well-defined. This is actually the standard recipe of defining the determinants
of Laplace operators on (e.g. 2-dimensional) non-compact spaces by using fiducial metrics
29 It is sometimes useful to use the coordinate w = 1/y, in terms of which the metric is
ds2 = 1
w2
[dτ2 +
w4
0
w4
0
−w4 dw
2], where 0 < w < w0 = 1/y0 and w = 0 corresponds to the boundary.
30 It is easy to see that the divergent integral
∫
d2σ
√
gR(2) gets contribution only from the
boundary behavior of the metric.
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of constant negative curvature which have the same topology and asymptotic behavior.
As a result, one will need to compute only the well-defined heat kernels like Tr[e−t∆(y0) −
e−t∆(0)].
¿From a practical point of view, the subtraction of the AdS2 contributions allows us,
as in the evaluation of the classical action (6.8),(6.9), to freely integrate by parts and to
drop all divergent boundary contributions. Some examples illustrating this procedure are
given in Appendix A.3.
6.5. Crude approximation for the 1-loop potential
One may make the following very simple (but probably too crude) estimate of the
value of the resulting partition function and thus of the coefficient in the 1-loop correction
c1/L to the potential. The classical solution y as a function of σ is approximately equal to
y0 and changes slowly near σ ≈ 0 and then blows up to infinity at the boundaries of the
σ-interval (−L/2, L/2). It seems reasonable to assume that the near-boundary behavior
of y(σ) should not be very important for the value of the normalized partition function
(6.56). One may then approximate y(σ) to be made of three straight pieces. A part where
y ≈ y0, y′ ≈ 0, y′′ ≈ 0, and two parts connecting it to the boundary. Note that this is
not the same as taking the flat space limit, since now in (6.54) we have determinants of
operators with non-zero mass.
Below we will estimate the contribution of the part at y ≈ y0. We did not evaluate
the contribution from the two pieces connecting it to the boundary.
Since y is assumed to change very slowly, we may set R(2) ≈ 0. Then we are left with
the following combination of determinants in flat metric31
W =
1
2
[
2 ln det(−∂2 + 2y20) + ln det(−∂2 + 4y20) + 5 ln det(−∂2)
− 8 ln det(−∂2 + y20)
]
.
(6.57)
This effective action is UV finite because of the obvious mass sum rule. The non-zero finite
result for W can probably be interpreted as the vacuum energy of some spontaneously
broken supersymmetric 2-d field theory corresponding to (6.57).
31 Contributions of overall constant factors like y−20 in the operators cancel out due to super-
symmetric balance of the numbers of fields.
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Assuming Dirichlet boundary conditions in both τ and σ directions and taking T →∞
(so that we can integrate over the continuous eigenvalue in τ -direction) we get32
1
2
ln det(−∂2 +m2)− 1
2
ln det(−∂2)
=
1
2
T
∞∑
n=1
∫ ∞
−∞
dk
2π
ln
(
1 +
ω2n
k2
)
=
1
2
T
∞∑
n=0
ωn , ω
2
n = (
πn
L
)2 +m2 .
(6.58)
Thus
W = z1
π T
2 L
, z1 =
∞∑
n=1
[√
n2 + 4a2 + 2
√
n2 + 2a2 + 5
√
n2 − 8
√
n2 + a2
]
, (6.59)
a =
Ly0
π
=
2
√
2π
[Γ( 1
4
)]2
≈ 0.38138 , (6.60)
where we have used (6.5). To compare, in the “massless” case one finds [23] (see (2.10))
z1 =
∑∞
n=1 n = ζ(−1) = − 112 ≈ −0.08333. The infinite sum (6.59) is convergent and its
the numerical evaluation gives
z1 ≈ −1.24966 . (6.61)
Thus the coefficient of the 1/L potential is negative, i.e. has the same sign as a boson in
flat space.
To this one has to add the contribution of the two “flat” lines connecting it to the
boundary. This will give a result that is not identical to that of AdS2, because these lines
extend only up to y0.
To go beyond the above crude approximation and to compute ln Z¯
‖
AdS5×S5 = −c1 TL
in (6.56) exactly one may use the following strategy: (i) first, one may compute the
contributions of the massless determinants and the Jacobian using the results of Appendices
A and C; (ii) then, since the induced 2-d metric is conformally flat, one may rescale it to
the flat space one, isolating the conformal anomaly parts of the determinants; (iii) finally,
one may compute the spectra of the resulting operators in flat metric with y-dependence
being only in the mass terms. For example, the bosonic operators in (6.54) then become
−∂20 − ∂′21 + 2y2 , −∂20 − ∂′21 + 2y2 − 2y−2 , −∂20 − ∂′21 , (6.62)
where we have made the coordinate change σ → σ′ such that the 2-d metric becomes
conformally flat,
ds2 = y2(dτ2 + dσ′2) , dσ′ = y2dσ . (6.63)
The computation of the spectra of these operators defined in the 2-d strip (T, L′), where
L′ = [Γ(
1
4
)]4
2(2π)2 L is the range of σ
′ (see Appendix A.3), is left for the future.
32 In general, for a massive determinant we get
∏∞
n,k=1
[
(pin
T
)2 + (pik
L
)2 +m2
]
. For a massless
determinant
∏∞
n,m=1
[
(pin
T
)2 + (pim
L
)2
]
= (2L)−1/2η(iT
L
), where η(x) = ei
pi
12
x
∏∞
n=1
(1− eipinx).
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7. Conclusions
We have presented a systematic treatment of the Green Schwarz string in curved
AdS5 × S5 space. We found the quadratic fluctuation operators in conformal and static
gauges (for Polyakov and Nambu-Goto actions). A careful treatment was presented of the
measure factors and ghost determinants.
We also considered two different ways of gauge fixing the κ-symmetry, and explained
how one can relate the GS fermion kinetic term to the standard 2-d Dirac fermion action
on a curved 2-d background by making a local target-space Lorentz rotation.
We discussed the resolution of the problem of the logarithmic O(R(2)) divergences
encountered (in the Nambu framework) in [7]. First, as in the case of the flat target
space, the divergence proportional to
∫
R(2) should be accompanied by a boundary term,
promoting it to the Euler number, and thus is topological. The cancellation of topological
divergences in a critical string theory is implied by careful definition of the path integral
measure. This is clearer in the Polyakov approach, but should also be true in the Nambu
formulation. In any case, this issue does not arise in the case of the induced 2-d geometries
that we discussed (except for the circle), since there the Euler number vanishes.
We have emphasized that the natural way to define the partition function in the case
where the induced geometry is asymptotic to AdS2 (the case relevant for computing the
correction to quark – anti-quark potential) is to normalize with respect to the partition
function for AdS2 space. Then the issues of boundary counterterms and divergences simply
do not arise.
We have studied the cases of minimal surfaces ending along a straight line, a circle
and two lines. In the first two cases we ended up with a supersymmetric field theory on
AdS2.
The straight line is a BPS object, and therefore one expects Z = 1, as we were able
to verify. We presented two other ways of calculating the partition function on AdS2,
which give different results. The discrepancy is attributed to different regularizations and
to assumptions about the asymptotics of the eigenfunctions. Those calculations might be
more appropriate for the circular loop geometry, where supersymmetry is broken.
In the case of the two parallel lines we have found the general expression for the
partition function and showed how to express it in terms of the determinants of 2-d Laplace
operators on a flat strip with potentials depending only on one of the two coordinates. We
have not, however, addressed the issue of finding exact analytical or numerical methods of
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computing the corresponding determinants and thus the value of the numerical constant
in the subleading correction to the 1/L potential.
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Appendix A. The dependence of determinants on measure and conformal fac-
tors
A.1. Bosonic operators
We start with a review of some general facts about divergences and conformal anom-
alies of 2-d determinants. In particular, we review the issue of the measure dependence of
the determinants [49,50]. The action
S2 =
1
2
∫
d2σ
√
g(gij∂iφ∂jφ+Xφ
2) ≡ (φ,∆φ) ,
(φ, φ′) ≡
∫
d2σ
√
gM(σ)φ(σ)φ′(σ) ,
(A.1)
where the scalar product is defined with an extra measure factor M , implies that the
relevant Laplace operator that occurs in the determinant is, not ∆, but rather
∆M =M
−1(−∇2 +X). (A.2)
The dependence of det∆M onM can be determined [49] by using the standard observation
that, since δ∆M = −(M−1δM)∆M , the variation of
ln det∆M = −
∫ ∞
Λ−2
dt
t
Tr exp(−t∆M ) (A.3)
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with respect to lnM can be expressed in terms of the Seeley coefficients of ∆M . It is then
easy to see that only the quadratically (and linearly) divergent and finite parts of ln det∆M
are dependent on M , but that the logarithmically divergent part is M -independent. This
is in agreement with naive expectation that the M dependence should be given by lnM
multiplying a regularized “δ(0)”.
Equivalently, note that (A.2) can be written as
∆M = −∇˜2 + X˜, g˜ab ≡Mgab, X˜ ≡M−1X. (A.4)
Then the divergent part of this determinant is given by the standard expression [51]
(ln det∆M )∞ =− 1
4π
Λ2
∫
d2σ
√
g˜ ± 1
4
√
π
Λ
∫
ds
√
γ˜
− 1
4π
ln Λ2
[∫
d2σ
√
g˜
(
1
6
R˜ − X˜
)
+
1
3
∫
ds
√
γ˜K˜
]
,
(A.5)
where ± corresponds to the Dirichlet and Neumann boundary conditions, γ˜ = Mγ is the
boundary metric and K is the trace of the second fundamental form. It is easy to see that
the dependence on M drops out of the lnΛ term.33
The dependence of the finite part of ln det∆M on M is dictated by the same Seeley
coefficient a2 which multiples the lnΛ term and determines the conformal anomaly. This
coefficient, a2, appears in the t→ 0 expansion of the heat kernel,
Tr[F (σ) exp(−t∆M )] = 1
t
a0(F |∆M) + 1√
t
a1(F |∆M ) + a2(F |∆M ) +O
(√
t
)
, (A.6)
where F is an arbitrary function, and
a0(F |∆M ) = 1
4π
∫
d2σ
√
gM(σ)F (σ),
a1(F |∆M ) = ∓ 1
8
√
π
∫
ds
√
γ
√
M(s)F (s),
a2(F |∆M ) = 1
4π
[∫
d2σ
√
gF (σ)b2(∆M ) +
∫
ds
√
γ
(
F (s)c2(∆M )∓ 1
2
√
γ∂nF
)]
.
(A.7)
33 This is not unexpected since the relevant part of the logarithmic divergence is proportional
to the Euler number of the g˜ metric but it should be the same as the Euler number of the g metric.
Strictly speaking, this is so if M is smooth inside the domain, so as not to change the topology.
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Here
b2(∆M ) =
1
6
R(2) −X − 1
6
∇2 lnM ,
c2(∆M ) =
1
3
(
K − 1
2
∂n lnM
)
.
(A.8)
and ∂n is the inward pointing derivative normal to the boundary. The signs ∓ are for D
and N boundary conditions. The dependence of the finite part on the measure factor M
is found by integrating the equation (we assume that ∆M has a trivial kernel)
δ(ln det∆M ) = −a2(δ lnM |∆M), (A.9)
i.e.
(ln det∆M )fin =(ln det∆1)fin − 1
4π
∫
d2σ
√
g
[
lnM
(
1
6
R(2) −X
)
+
1
12
∂i lnM∂i lnM
]
− 1
12π
∫
ds
√
γ
(
lnM K ∓ 1
2
∂n lnM
)
.
(A.10)
A.2. Fermionic operators
Consider now the fermionic action∫
d2σ
√
g ψ¯eiατ
αDiψ =
∫
d2σ
√
g ψ¯DFψ, (A.11)
where τα are 2-d Dirac matrices. Assume that the norm contains an extra function K
‖ψ‖2 =
∫
d2σ
√
g K ψ¯ψ. (A.12)
Then the relevant second order operator is
∆
(F )
K = (K−1DF )2 = K−2(−∇ˆ2 + ...) . (A.13)
While ∆
(F )
K looks like the Laplace operator (A.2), there are two important differences
compared to the scalar case: (i) the fermionic measure is K, not M = K2, and (ii) in
addition to the overall factor K−2, there is also an extra first derivative term, leading to
an extra connection and extra potential terms.
The dependence on K can be found using again the variational argument, as in the
derivation of conformal anomaly. The logarithmic divergences again do not depend on K.
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The variation of (K−1DF )2 over K is the same as of K−2(DF )2, but now it is the Seeley
coefficient of (K−1DF )2 that is to be used in (A.9).
In more detail, set K = eλ and choose the conformal frame eαi = eρδαi . Then it is
easy to show that the since the spinor derivative is Dj = ∂j +
1
2 iτ3ǫjk∂kρ, where the index
contractions are with respect to the flat metric, the operator (K−1DF )2 becomes (we add
here a potential term Y for generality)
∆
(F )
K = −
(
e−λe−
3
2
ρτi∂ie
1
2
ρ
)2
+ e−2λY
= − e−2λ−2ρ (δij + iǫijτ3) ∂i(1− λ− 1
2
ρ)∂j(1 +
1
2
ρ) + e−2λY,
(A.14)
where ∂i and ∂j act on all terms to the right. This can be put into the standard form
(A.2) (with M = K2) as follows
∆
(F )
K = e
−2λ [−e−2ρ(∂k +Bk)2 +X] ,
∂k +Bk = ∂k +
i
2
ǫkjτ3(∂jρ+ ∂jλ)− 1
2
∂kλ = Dk − 1
2
τjτk∂jλ ,
X =Y − 1
2
e−2ρ∂2ρ− 1
2
e−2ρ∂2λ = Y +
1
4
R(2) − 1
2
∇2λ ,
(A.15)
where we have used that in d = 2 τ iτjτi = 0.
The corresponding Seeley coefficient is thus (cf. (A.8))
b2
(
∆
(F )
K
)
=
(
1
6 − 14
)
R(2) − Y − ( 13 − 12)∇2λ , (A.16)
or, in conformal coordinates,
√
g b2
(
∆
(F )
K
)
= −( 13 − 12)∂2ρ− (13 − 12) ∂2λ−√gY, (A.17)
so that λ enters like the conformal factor (this argument determines the conformal anomaly
of the Dirac operator since
√
geiα = e
ρδiα). As in (A.9), we have (omitting obvious boundary
terms)
δ
(
ln det∆
(F )
K
)
= −2a2
(
δ lnK∣∣∆(F )K ) , (A.18)
and thus(
ln det∆
(F )
K
)
fin
=
(
ln det∆
(F )
1
)
fin
+
1
4π
∫
d2σ
√
g
[
lnK
(
1
6
R(2) + 2Y
)
+
1
6
gij∂i lnK∂j lnK
]
.
(A.19)
46
Note that the conformal anomaly of a scalar is twice as of a 2-d fermion, since for a scalar
M → e2ρ while for a fermion K → eρ. The anomaly of a GS spinor is 4 times as much as
of 2-d fermion since here one needs to take K → e2ρ on top of the flat space operator.34
It is useful to compare this with the result found by treating ∆
(F )
K as a scalar operator
(A.8) with M = K2. According to (A.10) we would get (using that X → 1
4
R(2) + X in
this case)
(ln det∆K2)fin = (ln det∆1)fin
− 1
4π
∫
d2σ
√
g
[
lnK
(
−1
6
R(2) − 2X
)
+
1
3
gij∂i lnK∂j lnK
]
.
(A.20)
Thus
(ln det∆K2)fin −
(
ln det∆
(F )
K
)
fin
= − 1
4π
∫
d2σ
√
g
[(
1
3
+
1
6
)
gij∂i lnK∂j lnK
]
. (A.21)
As expected, there is a non-trivial difference for a non-constant K.
A.3. Explicit results for some determinants
As was mentioned in the text, one way to calculate the determinants in a curved
geometry is to transform to flat metric. Instead of a complicated kinetic term depending
on induced metric one then has to deal with a complicated mass term.
Let us consider the expression for a scalar in the general “bent” string configuration
of Section 6. The determinant consists of two terms: a flat-space determinant and a
conformal anomaly part. For a single massless scalar with canonical normalization the
conformal anomaly related part of its bulk effective action is
W = 1
2
ln det(−∇2)− 1
2
ln det(−∂2)
= − 1
24π
[
lnΛ
∫
d2σ
√
gR(2) +
1
4
∫
R(2)(−∇−2)R(2)
]
→ − 1
24π
∫
d2σ′∂αρ∂αρ ,
(A.22)
34 Note that redefining spinors with careful account of measure factors gives equivalent results.
For example, the usual 2-d spinor action is, in conformal gauge,
∫
d2σ
√
gψ¯e−
3
2
ρτα∂αe
1
2
ρψ with
the measure
∫
d2σ
√
gψ¯ψ. Redefining ψ′ = e
1
2
ρψ we get
∫
d2σ
√
gψ¯′e−2ρτα∂αψ′ with the measure∫
d2σ
√
ge−ρψ¯′ψ′, i.e. K = e−ρ. That corresponds to the operator K−1DF = e−ρτα∂α which has
the same determinant as e−
3
2
ρτα∂αe
1
2
ρ.
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where we have chosen the conformal coordinate system where
ds2 = e2ρ(dτ2 + dσ′2) , ρ = ln y , dσ′ =
y2
y20
dσ . (A.23)
To evaluate this integral let us note that at the boundary y = ∞. As a result, the total
derivative and boundary contributions are trivial divergences which can be ‘renormalized
away’ by subtracting the expression for the straight line case (y0 → 0). This allows us to
freely integrate by parts and to replace, e.g.,
∫
y4 → − ∫ y40 . Dropping the total derivative
part we thus get
W = − 1
24π
∫
d2σ′∂iρ∂iρ = − 1
24π
∫
dτdσ y20
y′2
y4
→ TL
12π
y20 =
2π2
3[Γ( 1
4
)]4
T
L
. (A.24)
Eq. (A.24) is to be added to the flat space result (2.10) (we assume Dirichlet boundary
condition)
1
2
ln det(−∂2) = − π
24
T
L′
. (A.25)
Here L′ is the range of σ′ which is different from L by a factor,
L′ =
∫
dσ
y2
y20
=
2
√
πΓ( 5
4
)
Γ( 34 )
1
y0
=
[Γ( 1
4
)]2
2
√
2π
1
y0
=
[Γ( 1
4
)]4
2(2π)2
L , (A.26)
where we used that Γ( 3
4
)Γ( 1
4
) =
√
2π. Finally, we get the following expression for the
massless scalar determinant
1
2
ln det(−∇2) = −(π − 2)π
2
3[Γ( 14 )]
4
T
L
. (A.27)
Like the flat-space potential (2.10) and like the tree-level potential (6.9) this expression is
negative.
Multiplied by 5, this gives the result for the contribution of massless fluctuations in the
S5 directions to the partition function (6.54). Other determinants should lead to similar
contributions.
Let us now consider the case of the fermionic determinant using (A.19). One finds
that the conformal anomaly for a massless 2-d spinor is 1/2 of that for the scalar (A.24),
i.e.
WF = − 1
48π
∫
d2σ′∂αρ∂αρ =
π2
3[Γ( 14 )]
4
T
L
. (A.28)
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Appendix B. Partition function in straight string case (AdS2)
Here we describe a direct approach to the calculation of the partition function (4.16)
on AdS2 which complements the discussion in Section 4.3.
B.1. Spectral density and ζ-function on Poincare´ disc
Our starting point will be the spectrum of the operator (4.17) with Dirichlet conditions
at the boundary of the Poincare´ disc, following [52].
The trace of heat kernel is defined by
KB(t;m
2) = Tr exp[−t(−∆+m2)] = 1
2π2
∫ ∞
0
exp [−tλ(ν)]µ(ν)dν , (B.1)
and the zeta function is
ζB(s;m
2) = Tr
1
(−∆+m2)s =
1
2π2
∫ ∞
0
µ(ν)dν
λ(ν)s
. (B.2)
The density of states for a scalar Laplacian −∆+m2 (in our case m2 = 0, 2) is
µB(ν) = πν tanh(πν) , (B.3)
where the eigenvalues of the Laplacian are λ = ν2 +m2 + 14 . If we plug in this density of
states (B.3) into (B.2) we find (dropping the divergence)
ζB(s;m
2) =
(m2 + 14)
(1−s)
4π(s− 1) −
1
π
∫ ∞
0
νdν
(e2πν + 1)
(
ν2 +m2 + 1
4
)s , (B.4)
where we have used that tanh(πν) = 1− 2/[exp(2πν) + 1].
The divergence in the determinant is proportional to −ζB(0;m2)
−ζB(0;m2) = 1
4π
(
m2 +
1
4
)
+
1
48π
= − 1
4π
(
1
6
R(2) −m2
)
, (B.5)
while the finite part
[ln det(−∆+m2)]fin = −ζ ′B(0;m2) (B.6)
is found, using (B.4), to be
ζ ′B(0;m
2) =
1
4π
(
m2 +
1
4
)[
ln
(
m2 +
1
4
)
− 1
]
+
1
π
∫ ∞
0
νdν
e2πν + 1
ln
(
ν2 +m2 +
1
4
)
.
(B.7)
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The coincidence limit of the propagator is (dropping divergences)35
GB(0) = ζB(−1;m2) = − 1
4π
ln
(
m2 +
1
4
)
− 1
π
∫ ∞
0
νdν
(e2πν + 1)
(
ν2 +m2 + 14
)
= − 1
2π
ψ
(
1
2
+
√
m2 +
1
4
)
, (B.8)
where ψ(x) = d
dx
ln Γ(x). This is equal to − d
dm2
ζ ′B
(
0;m2
)
.
Since for m2 = −1
4
we can evaluate ζ ′(0;−1
4
) explicitly,36 we can write
ζ ′B(0;m
2) =
1
24π
(1− γ − lnπ) + 1
4π3
ζ ′R(2) +
1
2π
∫ m2
−1
4
dxψ
(
1
2
+
√
x+
1
4
)
. (B.9)
The density of states of the Laplacian for a Majorana fermion is
µF (ν) = πν coth(πν) , (B.10)
so that the ζ-function is
ζF (s;m
2) =
m2(1−s)
4π(s− 1) +
1
π
∫ ∞
0
νdν
(e2πν − 1) (ν2 +m2)s (B.11)
where we used that coth(πν) = 1 + 2/[exp(2πν)− 1]. The divergence in the determinant
is proportional to −ζF (0;m2) and
−ζF (0;m2) = 1
4π
m2 − 1
24π
= − 1
4π
(
1
6
R(2) − 1
4
R(2) −m2
)
. (B.12)
This is the standard result for a 2-d fermion. As discussed in detail in the text (and
in Appendix C), in the case of GS fermion in the conformal gauge we should effectively
multiply the R(2) term in ζF (0;m
2) by 4, ensuring the eventual cancellation of conformal
anomalies and topological infinities.
The finite part of the determinant is
ln det
(−D2F )fin. = −ζ ′F (0;m2)
= − 1
4π
m2
(
lnm2 − 1)+ 1
π
∫ ∞
0
νdν
e2πν − 1 ln
(
ν2 +m2
)
.
(B.13)
35 To do the integral, we note that 1
e2piν+1
= 1
e2piν−1 − 2e4piν−1 , and use
∫∞
0
νdν
(e2piaν−1)(ν2+x2)
=
1
2
[
ln(ax)− 1
2ax
− ψ(ax)
]
and 2ψ(2x)− ψ(x) = ψ
(
x+ 1
2
)
+ 2 ln 2.
36 To show this use
∫∞
0
x dx
ex+1
= 1
2
ζR(2), where ζR is the Riemann zeta function. and∫∞
0
x dx
ex+1
lnx = 1
2
[(ψ(2) + ln 2)ζR(2) + ζ
′
R(2)], and the identities ψ(2) = 1− γ and ζR(2) = pi
2
6
.
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The derivative of ζ-function with respect to m2
− d
dm2
ζ ′F
(
0;m2
)
= − 1
4π
lnm2 +
1
π
∫ ∞
0
νdν
(e2πν − 1) (ν2 +m2)
= − 1
4π
(
1
|m| + 2ψ(|m|)
) (B.14)
is different from the fermion propagator from [37] (divided by 2m). The expression (B.14)
is obviously independent of the sign of the fermion mass term. However, supersymmetry
relates fermions with opposite masses to scalars with different masses, and the supersym-
metric regularization used in [37] gave a propagator that does depend on the sign. for
the computation of the partition function, The prescription of [37] represents a different
regularization scheme and thus leads to a different expression for the effective potential or
partition function (see below).
Again, since we can calculate the finite part of the partition function explicitly at
m = 0, we get
ζ ′F (0;m
2) = − 1
12π
(1− γ − ln 2π)− 1
2π3
ζ ′R(2) +
|m|
2π
+
1
2π
∫ m2
0
dxψ(
√
x) . (B.15)
An N = 1 supermultiplet in AdS2 contains a fermion of mass mF = µ and a boson
of mass squared m2B = µ
2 − µ (4.15). One can combine (B.12) and (B.15) to get the
partition function of a single multiplet. This can be written in terms of complicated
special functions; for µ = ±1 the numerical results are ζ ′B(0; 0) − ζ ′F (0; 1) ∼ 0.02688 and
ζ ′B(0; 2)− ζ ′F (0; 1) ∼ 0.05269.
B.2. “Effective potential” in AdS2
An alternative way to compute the partition function is to start with the Green’s
functions (defined in a way consistent with supersymmetry) and to integrate them over
the mass parameter to obtain the effective potential as in [36,35]. Following [37] for a
multiplet of one boson and one fermion with masses related as in (4.15) we get
Veff(µ) =
1
2
∫ m2B=µ2−µ
0
dm2G(m2)− 1
2
∫ mF=µ
0
dm 2mG(m2 −m) , (B.16)
where we normalized the effective potential to be zero in the case of the massless multiplet
(µ = 0). Here
G(m2) ≡ GB(x, x|m2) = 〈x| (−∇2 +m2)−1 |x〉
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=
1
4π
[
− ln(cΛ2) + 2ψ
(
1
2
+
√
1
4
+m2
)]
, (B.17)
where Λ is UV cutoff. In dimensional regularization (d → 2) we get ln(cΛ2) = 22−d +
ln(4πΛ2a2) − γ. It is assumed that fermions are treated using dimensional reduction reg-
ularization which preserves supersymmetry, so that the fermionic Green function satisfies
[37] trGF (x, x|µ) = 2µGB(x, x|µ2 − µ).
Then
− lnZ =W0 +
∫
d2σ Veff (µ) , (B.18)
where W0 is the contribution of the massless multiplet that can be found by integrating
the conformal anomaly. This gives an alternative way to compute the partition function.
In our case of 3 multiplets with µ = −1 and 5 multiplets with µ = 1 we get a
logarithmically divergent result: the constant (m-independent) part of G(m2) is multiplied
by
3
[
−1
2
∫ 0
2
dm2 +
1
2
∫ 0
−1
dm 2m
]
+ 5
[
−1
2
∫ 0
0
dm2 +
1
2
∫ 0
1
dm 2m
]
=
1
2
(3− 5) = −1 . (B.19)
The finite part is also non-zero. For a single multiplet
[Veff(µ)]fin = − 1
4π
[ ∫ 0
µ2−µ
dm2 ψ
(
1
2
+
√
1
4
+m2
)
−
∫ 0
µ
dm 2mψ
(
1
2
+
∣∣∣∣m− 12
∣∣∣∣
) ]
=
1
4π
∫ 0
µ
dmψ
(
1
2
+
∣∣∣∣m− 12
∣∣∣∣
)
, (B.20)
where we have changed the integration variable in the first term (m2 → m2 −m).37 For
µ = −1 we get explicitly
[Veff(−1)]fin = 1
4π
∫ 0
−1
dmψ(1−m) = 1
4π
∫ 2
1
dmψ(m) = 0. (B.21)
For µ = 1 we get zero bosonic contribution and thus
[Veff(1)]fin = − 1
4π
∫ 1
0
dm 2mψ
(
1
2
+
∣∣∣∣m− 12
∣∣∣∣
)
= − 1
4π
∫ 1
1/2
dm 2ψ(m) =
1
4π
lnπ,
(B.22)
37 The observation that for a supermultiplet the two terms combine in this way was made in
[37] and implicitly in [30]. Notice that since
∫ a
b
dm ψ(m) = lnΓ(a)− lnΓ(b), the resulting integral
is easily computable by splitting the interval and changing the variables.
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where we split the integral into two parts and changed the variable.
For 3+5 multiplets we get a non-zero result (note that the first term is actually zero)
3[Veff(−1)]fin + 5[Veff(1)]fin = 5
4π
lnπ . (B.23)
The contribution of the 8 massless multiplets can be found in the conformal frame
ds2 = w−2(dt2 + dw2) to be
W0 = − 8×
(
1 +
1
2
)
× 1
24π
∫
d2σ
√
ggij∂iρ∂jρ
= − 1
2π
∫
d2σ
√
g ,
(B.24)
where gww∂wρ∂wρ = 1, ρ = − lnw.
Appendix C. Comments on 2-d determinants
In the main text we have performed (following earlier discussions of the GS string
in [19,13,16,14,15,17]) a local rotation to put the GS action (3.4) in a “2-d fermion in
curved 2-d space” form. In general, the resulting Jacobian is non-trivial and is given by a
Polyakov-Wiegmann [29] expression which is a U(1) WZ action.
In the case when 2-d metric is kept independent the account of the contribution of
the rotation Jacobian is crucial in order to show that the conformal anomaly of a GS
fermion is 4 times the naive anomaly of a 2-d fermion – as needed to cancel the conformal
anomaly of GS string in flat space. As was already mentioned in the text, the cancellation
of (dilatonic part of) the conformal anomaly in the one-loop approximation we considered
is exactly the same as in flat space (the curved space-time background changes the O(R(2))
conformal anomaly only starting with the 2-loop approximation [53]).
Let us summarize some basic facts about these determinants. They are always defined
modulo local counterterms of background fields which are to be chosen consistent with the
symmetries that are to be preserved (see [14]). For generality, we consider the chiral case,
the non-chiral one is just a combination of the two chiral ones. The standard 2-d Weyl
spinor operator is (we use the Euclidean notation where τ1,2 = σ1,2 are the Pauli matrices;
here k, n,m = 1, 2)
D(e) =
1
2
i(1− τ3)ekατα(∂k + iτ3wk) , ωαβk = 2ǫαβwk . (C.1)
53
Then
ln detD(e) = − i
12π
I(iw) =
1
2× 96π
∫
R(2)
(−∇2)−1 (R(2) − 4i∇kwk) . (C.2)
In the case of an abelian gauge field background in flat space
I(A) = W (TA, A) =
∫
dTAT
−1
A ∧ A , (
√
ggmn + iǫmn)(∂n +An)TA = 0 . (C.3)
In conformal coordinates Az = −∂zλ, λ = lnTA, so that I(A) =
∫
∂zλ(∂¯zλ − Az¯), which
is different from usual abelian expression
∫
∂λ∂¯λ by the local counterterm
∫
AzAz¯.
38 The
gauge field dependent WZ term in the Dirac operator case is proportional to I(A)+ I(A¯),
or
i
∫ (
A
∂¯
∂
A+ A¯
∂
∂¯
A¯
)
, (C.4)
or, after adding a local AA¯ term, −i ∫ (∂A¯− ∂¯A) 1
∂∂¯
(∂A¯− ∂¯A).
For a Majorana spinor on a curved background only the first (Polyakov) conformal
anomaly term is present in (C.2) (with coefficient which is 1/2 of the scalar one), while the
imaginary Lorentz-anomaly term cancels out. The gravitational WZW action I is simply
∼ ∫ ∂kb∂kb, where wk = iǫkn∂nb, up to a local counterterm ∫ wkwk.
If there is also some internal connection acting on flavor indices of fermions, then
under the chiral projector in 2 dimensions it can be formally rotated away (this is clear in
conformal coordinates)
D(e, A) =
1
2
i(1− τ3)emα τα(∂m + iτ3wm +Am) = TAD(e)T−1A , (C.5)
where TA is a local rotation “eliminating” Am, and
ln detD(e, A) = − iN
12π
I(iw) +
i
4π
I(A) . (C.6)
38 An equivalent (up to a local counterterm) expression is
ln detD = −1
3
Z(w) + Z(A) , Z(B) = − 1
4π
∫
ǫmn∂mBn
(
−∇2
)−1
[ǫmn∂mBn − i∇mBm] .
Using the conformal gauge and definitions gmn = e
2ρδmn , wm = ∂mλ+
1
2
ǫmn∂
nρ , Am = ∂ma+
ǫmn∂
nb , we get
ln detD(e,A) =
1
4π
∫
d2σ
[
1
12
∂mρ
(
∂mρ+
1
2
i∂mλ
)
− ∂mb
(
∂mb+
1
2
i∂ma
)]
.
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Now, consider a more general case we are actually interested in
D(ρ, B) =
1
2
i(1− ρ3)ρm(∂m +Bm) , (C.7)
where ρm = ρm(x) is an arbitrary 2N × 2N representation of the 2-d Dirac algebra for
some metric gmn(x), satisfying
ρmρn = gmn + iemnρ3 , e
mn =
1√
g
ǫmn . (C.8)
The condition on the connection Bm is
∂mρn + [Bm, ρn]− Γkmnρk = 0 . (C.9)
Since gmn = e
α
me
β
nδαβ, there exists a local rotation S that transforms ρm into the constant
2× 2 Pauli matrices times N ×N unit matrix times the zweibein eαn
SρnS
−1 = τα × I eαn . (C.10)
Then
SD(ρ, B)S−1 =D(e, A) ,
∂m + iτ3wm + Am =S(∂m +Bm)S
−1 ,
(C.11)
and hence [14]
ln detD(ρ, B) = − iN
3π
I(iw) +
i
8π
I(B) . (C.12)
Note that for Bm = iwm (with extra 2 flavors, i.e. I(B) = 2I(iw)) and N = 1 we get back
to (C.2), i.e. − i12π I(iw).
For the flat target space [13] (Bm comes from integration by parts as required for
self-adjointness of the Dirac operator)
ρn = ∂nx
aΓa , Bm =
1
2
ρ3∂mρ3 = −1
2
ρn∇mρn . (C.13)
In the case of the non-chiral Dirac fermions (where there is no problem with a definition
of the determinant of D(ρ, B) discussed in [14]) we get simply
ln detD(ρ, B) =
N
24π
∫
R(2)
(−∇2)−1R(2) + i
8π
[I(B)− I˜(B)] , (C.14)
where I˜ is defined by (C.3) with parity-reflected condition. In the abelian case I(B) −
I˜(B) = 0, up to a local counterterm. Notice that the conformal anomaly term (here we
discuss the Dirac spinor, so that it is twice that of a Majorana GS fermion) is 4 times
bigger than for the usual 2-d Dirac fermion.
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Appendix D. Superstring partition function in AdS3 × S3 with RR flux
The same calculation can be done in the case of a superstring in the AdS3 × S3 × T 4
with RR background. The corresponding GS action has the form very similar to AdS5×S5
one and was discussed in [54]. Since all the classical solutions discussed above depend on
only three of the AdS5 coordinates, they can be directly embedded in AdS3 and are still
minimal surfaces.
There are some differences in treating the quadratic fluctuations in AdS3 × S3 × T 4:
(1) there are no massive fluctuations in the x2, x3 directions which are replaced by
extra two massless fluctuations in the toroidal T 4 directions.
(2) only half of the 8 effective 2-d fermions get σ3 mass term in (4.11), (5.17) and
(6.29). In the present case it is natural to split the Γ-matrices in (3 + 3) + 4 = 6 + 4
way, Γa = γa × I4, a = 0, 1, ..., 5, where γa are 6-d 8 × 8 matrices. The ‘mass term’
in the covariant derivative (3.6) and in the string action now originates from the sum of
the electric and magnetic RR 3-form field strengths, ∂xµ∂xν θ¯ΓνΓ
abcΓµ(Fabc + F
∗
abc). The
combination of the field strengths produces the (1 + Γ7) projection operator, so that only
half of the 6-d fermions get a mass term.
For example, in the case of the straight line the minimal surface is still AdS2, but
the set of fluctuation fields is different. There are 7 massless bosons, one mass 2 boson,
four massless fermions and four mass 1 fermions. They form one N = 4 multiplet (the
dimensional reduction of the N = 2 vector multiplet in D = 4) with three massless and
one massive boson and four massive fermions. There are 4 other massless bosons and four
massless fermions which can also combine into N = 4 multiplet. One can also check that
the vacuum energy as defined by the zeta function again vanishes for this combination of
fields. The same conformal anomaly calculation as in section 3.4 gives that Z = 1.
In the case of the general bent string configuration (parallel Wilson lines), the analog
of the AdS5 × S5 partition function (6.54) takes the form (in static gauge)
Z
‖
AdS3×S3×T 4 =
det4/2
(
−∇ˆ2 + 1
4
R(2) + 1
)
det4/2
(
−∇ˆ2 + 1
4
R(2)
)
det1/2
(−∇2 +R(2) + 4)det7/2 (−∇2) . (D.1)
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