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Abstract
In this thesis, spectrum sensing techniques are investigated for cognitive radio (CR) net-
works in order to improve the sensing and transmission performance of secondary networks.
Specifically, the detailed exploration comprises of three areas, including single-node spec-
trum sensing based on eigenvalue-based detection, cooperative spectrum sensing under ran-
dom secondary networks and full-duplex (FD) spectrum sensing and sharing techniques.
In the first technical chapter of this thesis, eigenvalue-based spectrum sensing techniques,
including maximum eigenvalue detection (MED), maximum mini um eigenvalue (MME)
detection, energy with minimum eigenvalue (EME) detectionand the generalized likelihood
ratio test (GLRT) eigenvalue detector, are investigated interms of total error rates and achiev-
able throughput. Firstly, in order to consider the benefits of primary users (PUs) and sec-
ondary users (SUs) simultaneously, the optimal decision thresholds are investigated to min-
imize the total error rate, i.e. the summation of missed detection and false alarm rate. Sec-
ondly, the sensing-throughput trade-off is studied based on the GLRT detector and the optimal
sensing time is obtained for maximizing the achievable throughput of secondary communi-
cations when the target probability of detection is achieved.
In the second technical chapter, the centralized GLRT-based cooperative sensing technique
is evaluated by utilizing a homogeneous Poisson point process (PPP). Firstly, since collab-
orating all the available SUs does not always achieve the best sensing performance under a
random secondary network, the optimal number of cooperating SUs is investigated to mini-
mize the total error rate of the final decision. Secondly, theachievable ergodic capacity and
throughput of SUs are studied and the technique of determining an appropriate number of
cooperating SUs is proposed to optimize the secondary transmission performance based on a
target total error rate requirement.
In the last technical chapter, FD spectrum sensing (FDSS) and se sing-based spectrum shar-
ing (FD-SBSS) are investigated. There exists a threshold pair, not a single threshold, due to
the self-interference caused by the simultaneous sensing and tr nsmission. Firstly, by utiliz-
ing the derived expressions of false alarm and detection rates, the optimal decision threshold
pair is obtained to minimize total error rate for the FDSS scheme. Secondly, in order to fur-
ther improve the secondary transmission performance, the FD-SBSS scheme is proposed and
the collision and spectrum waste probabilities are studied. Furthermore, different antenna
partitioning methods are proposed to maximize the achievabl throughput of SUs under both
FDSS and FD-SBSS schemes.
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In recent decades, the explosive growth of wireless data traffic has led to spectrum scarcity
due to ever-increasing demands for additional spectrum to provide new wireless services
and applications. Under the rigid spectrum regulation policy, fixed spectrum resources are
allocated to certain licensed wireless users and unlicensed u rs are banned from accessing
these licensed frequency bands. However, there are many underutilized spectral resources
in frequency, time and space, which are called spectrum holes, as shown in Fig. 1.1. The
conflict between the existence of spectrum holes and the rigid spectrum regulations provides
the potential to reuse these underutilized resources. Therefor , cognitive radio (CR) has
been put forward as one of the promising solutions to the spectrum scarcity. Unlike the
current spectrum allocation policy, CR allows unlicensed users to access idle licensed spectral
resources without introducing harmful interference to licensed users. These unlicensed users
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In CR networks, PUs have higher priority than SUs in terms of licensed spectrum access.
Therefore, the occupation of frequency bands has to be ascert ined before SUs are granted to
access, so that severe interference to PUs caused by SUs can be mitigated. There exist dif-
ferent techniques to identify the status of PUs, including spectrum sensing, database lookup
and transmission of beacons [2]. However, due to the advantage of lower infrastructure cost
and the demand for further investigation on spectrum sensing, this thesis focuses on spectrum
sensing techniques. Furthermore, a spectrum sensing procedure is required to sense spectrum
holes before accessing the licensed frequency bands in sensing-based CR networks, e.g. in-
terweave paradigm. It is worth mentioning that there are twoother CR paradigms other than
the interweave method, which will be introduced in detail inthe next chapter.
In order to cope with the hidden terminal problem in spectrumsensing and improve the
sensing performance, cooperative spectrum sensing is proposed and lots of sensing informa-
tion fusion techniques are investigated in the literature [3, 4]. However, the performance gain
achieved through cooperative spectrum sensing in the literature are based on a fixed secondary
network with identical distances between the PU and all SUs.Obviously, this assumption is
not valid in practice. The randomness of SUs can be modeled byutilizing the homogenous
Poisson point process (PPP) [5]. The aforementioned pointsmo ivate this thesis to exploit the
performance of collaborating spectrum sensing when SUs follow a homogenous PPP with a
constant density across the plane of interest.
In the literature, various spectrum sensing methods have been proposed and studied, such as
feature detectors, cyclostationarity detection and energy detector (ED) and so on [6]. Among
these diverse detectors, eigenvalue-based spectrum sensing methods can be robust to noise
uncertainty brought by inaccurate noise power estimation and offer excellent sensing perfor-
mance without much prior knowledge about PUs. In contrast, although ED is non-robust to
noise unceitainty, it is easy to implement in practice. So this t esis mainly focuses on ED and
eigenvalue-based spectrum sensing techniques.
The main purpose of spectrum sensing is to determine the status of PUs and decide whether
to grant the access of SUs to licensed bands of interest. Therefor , finding an appropriate
2
Introduction
decision threshold to identify the activity of PUs is one of the key steps of spectrum sensing.
The decision threshold can be obtained under two different requi ements, including constant
false alarm rate (CFAR) and constant detection rate (CDR) schemes. Specifically, under the
CFAR requirement, the decision threshold is calculated based on a desired false alarm rate,
which is considered from the perspective of SUs. Since a low probability of false alarm
can create more chances to access spectrum holes. On the contrary, the CDR requirement
emphasizes the interests of PUs, since a higher probabilityof detection can protect PUs better
from the harmful interference brought by collisions of concurrent primary and secondary
transmissions.
The existing works have mainly focused on the CFAR scheme [7–11], which guarantees
the benefits of SUs preferentially. Thus, this may lead to poor detection probability, which
is unfair to PUs. In order to make both false alarm and detection rates achieve acceptable
levels, the interests of PUs and SUs are considered at the samtime and this motivates me to
investigate the total error rate of spectrum sensing, wherethe total error rate is defined to be
the summation of false alarm and missed detection rates. Meanwhile, the optimal decision
threshold which minimizes the total error rate is studied aswell.
In a conventional half-duplex (HD) spectrum sensing system, each periodical secondary du-
ration comprises two slots, including spectrum sensing andsecondary transmission. The
spectrum sensing and secondary transmission are alternatea d consecutive. In this way, both
the sensing and transmission performance of SUs are limitedby corresponding time durations
assigned. In detail, a long sensing duration helps to accumulate large numbers of samples of
received signals, which benefits the spectrum sensing performance. However, a long sens-
ing duration would reduce the time allocated to secondary transmission, which affects the
secondary transmission performance. Therefore, in order to get rid of this limitation caused
by the HD sensing system, FD spectrum sensing is investigated in this thesis, which real-
izes simultaneous spectrum sensing and secondary transmission [12, 13]. Specifically, in FD
sensing systems, SUs can use the whole secondary period for spect um sensing and secondary
transmission at the same time.
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1.2 Contributions and Thesis Organizations
Based on the motivations mentioned in the last section, thisthe is investigates spectrum sens-
ing techniques from three perspectives, including the performance analysis of eigenvalue-
based spectrum sensing, cooperative spectrum sensing analysis under random secondary net-
works and the FD spectrum sensing analysis. The detailed contributions of this thesis are
explained as follows:
• Firstly, the eigenvalue-based spectrum sensing techniques are investigated in terms of
sensing and secondary transmission performance. Specifically, the detectors discussed
in this part include maximum eigenvalue detection (MED), maxi um minimum eigen-
value (MME) detection, energy with minimum eigenvalue (EME) detection and the
generalized likelihood ratio test (GLRT) eigenvalue-based d tector. With regard to
sensing performance analysis, the total error rates of these eigenvalue-based detectors
are studied and corresponding optimal decision thresholdsthat can minimize the total
error rates are obtained as well. Therefore, the benefits of PUs and SUs can be consid-
ered simultaneously. It is worth mentioning that the total error rate is not a common
metric to evaluate the spectrum sensing performance in the literature, however it is still
a useful metric to consider the interests of PUs and SUs together so that the unfair
treatments between PUs and SUs can be alleviated to some extent. In fact, the total
error rate has been studied in [14] for cooperative spectrumsensing, where an optimal
voting rule and decision threshold are both obtained to miniize the total error rate.
Meanwhile, in terms of the secondary transmission, the trade-off between sensing and
transmission performance is investigated and the optimal sensing time duration is ob-
tained to maximize the throughput when the target probability of detection is achieved.
So the benefits of SUs are maximized when the interests of PUs are gu ranteed.
• Secondly, the cooperative spectrum sensing techniques areexplored by using a ho-
mogeneous PPP. In previous works [14], it is proved that moreSUs involved in the
collaborating spectrum sensing can improve sensing performance. However, this result
holds only when the distances between all the SUs and PU are identical [15]. In prac-
tice, SUs are distributed randomly, which means that the locati ns of SUs may vary
4
Introduction
greatly in the distances between the PU and them. Therefore,this thesis investigates
cooperative spectrum sensing performance under a random secondary network and the
achievable ergodic capacity and throughput of the secondary network are discussed as
well.
In detail, when a homogeneous PPP is employed for modeling the randomness of the
secondary network, this thesis derives the probability density function (PDF) of the
distance between thei-th nearest SU and PU. Besides, it has been demonstrated that
cooperation between an optimal number of SUs, not all the SUs, can achieve the best
sensing performance and an efficient cooperative sensing isproposed in this thesis as
well. The simulation results have shown that the obtained optimal number of cooperat-
ing SUs can minimize the sensing errors. Besides, differentcooperative strategies are
proposed to achieve the best transmission performance whenthe total error rates are
controlled below the desired value.
• Finally, the FD spectrum sensing and sharing are investigated in this thesis in order
to improve the sensing and transmission performance. FD spectrum sensing (FDSS)
and FD sensing-based spectrum sharing (FD-SBSS) schemes are proposed and inves-
tigated respectively. In terms of the FDSS scheme, the optimal decision threshold pair
is studied based on the ED with multiple sensing antennas. The closed-form asymp-
totic expressions of sensing error rates are then derived. It is worth mentioning that
there exists a decision threshold pair, including two separate decision thresholds un-
der the absence and presence of secondary transmissions, because of self-interference.
With regard to the FD-SBSS scheme, the collision and spectrum waste probabilities
are investigated and the obtained results have demonstrated the improvement of the
achievable throughput of FD-SBSS scheme compared with FDSSscheme. In addition,
antenna partitioning is analyzed in order to maximize the achievable throughput under
FDSS and FD-SBSS schemes respectively.
The remaining part of this thesis is organized as follows: Chapter2 provides the background
knowledge related to the work in the thesis, such as CR technology, spectrum sensing tech-
niques, stochastic geometry and FD wireless communications. In Chapter3, the total error
rate of eigenvalue-based spectrum sensing are investigated and the sensing-throughput trade-
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off is analyzed based on the GLRT detector. The randomness ofsec ndary networks is con-
sidered in Chapter4 and the optimal number of collaborating SUs is obtained. In Chapter
5, the FDSS and FD-SBSS schemes are proposed and the corresponding sensing and trans-
mission performances are discussed as well. Finally, Chapter 6 concludes this thesis and





In this chapter, the related background knowledge is provided, which helps to understand
the technical content in the subsequent chapters. Firstly,the cognitive radio mechanism is
introduced, which is the basic framework of the thesis. Thenan overview of spectrum sensing
techniques is presented and this introduces the main research topic of the thesis. Finally, full-
duplex wireless communications is also presented for its application in CR networks which is
further studied in Chapter 5. In addition, basic concepts ofhe stochastic geometry are briefly
illuminated for a better understanding of the work in Appendix A.
2.1 Cognitive Radio Technology
In this section, the basic idea and paradigms of CR networks are presented. As mentioned
in the last chapter, CR is put forward to cope with the spectrum scarcity. The fixed spectrum
access policy is widely adopted currently, so that certain frequency bands are exclusively
assigned to licensed users. Under this rigid resource allocation regime, means unlicensed
users are banned from accessing these licensed spectrum resources. In contrast, a dynamic
spectrum access policy allows unlicensed users to access thlicensed bands with a lower
priority compared with the licensed users. In this way, the utilization efficiency of spectrum
resources can be improved. In the dynamic spectrum access scheme, the licensed users with
higher priority are called PUs and the unlicensed users are named as SUs. In order to realize
dynamic spectrum access scheme, SUs have to be equipped withthe capability of acquiring
radio environment knowledge and these SUs are also defined tobe c gnitive radio users [16–
18]. The main characters of CR mechanism are cognitive and reconfigurable capabilities.




The cognitive capability of wireless devices means the ability of capturing the information
on radio environments and adapting accordingly through appropriate communication param-
eters. The detailed steps for realizing this cognitive capability are incorporated into cognitive
cycle [19] which is summarized as follows:
• Spectrum sensing: In this stage, the activity in frequency bands of interest are mon-
itored periodically by cognitive users. Spectrum holes [1]are detected by applying
proper spectrum sensing techniques so that available frequency bands can be found.
• Spectrum analysis: After spectrum holes are detected, cognitive devices are cpable
of evaluating the characteristics of the spectrum holes, e.g. interference, path loss,
wireless link errors, link layer delay and holding time [19].
• Spectrum decision: Based on the estimated features of spectrum holes and require-
ments of secondary transmissions, cognitive users should select the most suitable spec-
trum holes to transmit. Generally, related reference information for this decision con-
sists of interference temperature, transmission bandwidth and data rates, etc.
2.1.2 Reconfigurable Capability
The reconfigurable capability of a cognitive devices refersto the ability of adjusting com-
munication parameters in order to adapt to dynamic radio enviro ments. Meanwhile, this
adaptation is accomplished through a programmable radio without any changes to hardware
of devices. Certain reconfigurable parameters in CR [20] areint oduced as follows:
• Modulation schemes: cognitive users are able to reconfigure modulation scheme ac-
cording to system performance requirements and dynamic envronments. For instance,
different modulation schemes should be chosen for delay-sensitive and loss-sensitive
communication systems. Specifically, the delay-sensitiveapplication requires high data
rate, e.g. voice and video traffics. As contrast, a low error rate is more significant to a
loss-sensitive system, e.g. the local area network (LAN) data tr ffic.
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• Transmit power: It is also required to be reconfigurable for a cognitive devic in terms
of transmit power in order to fulfil various targets. For example, increasing transmit
power within the acceptable interference level to PUs helpsto advance transmission
rates. Alternatively, in order to reduce energy consumption, transmit power could be
reduced through reconfigurable capability when a high data rte is unnecessary to a
system.
• Operating frequency: In order to adapt to radio environments dynamically, it is nec-
essary for a cognitive user to have reconfigurable ability onoperating frequency. For
instance, when the frequency band occupied by cognitive users i retrieved by licensed
users, cognitive users have to vacate immediately and resume transmission in another
available band. In this case, cognitive users may have to change operating frequency to
cope with changes in the radio environment.
2.1.3 Cognitive Radio Paradigms
From the perspective of information theory, CR is defined as awireless communication sys-
tem that can share spectrum resources with other systems by intelligently using the side in-
formation of existing users, including channel conditions, activities or codebooks and so on
[21]. Therefore, CR networks can be classified into three main c tegories: underlay, overlay
and interweave. Table 2.1 summarizes characteristics of the three CR paradigms briefly.
2.1.3.1 Underlay Paradigm
The main idea of underlay paradigm is spectrum sharing between the primary and secondary
networks as long as the interference caused by the SUs is tolerable to the PUs. Specifi-
cally, within the underlay paradigm, SUs can access the licensed spectrum assigned to PUs
originally when the PUs’ communications are not affected seriously. In other words, when
the interference caused by spectrum sharing is lower than the pre-set threshold, sensing or
detection is not required to confirm whether the frequency bands are occupied.




SUs can transmit with PUs
simultaneously as long as
the interference brought
by this concurrent trans-
mission is under a prede-
fined threshold.
SUs use partial power to
transmit their own mes-
sages and the remaining
power to relay PUs’ in-
formation, so SUs and
PUs can transmit simulta-
neously and the interfer-
ence caused by this can be
mitigated as well.
SUs can occupy the li-
censed frequency bands
when SUs detect spectrum
holes correctly or missed
detection occurs.
Side information: SUs
know the fading gain be-
tween the secondary trans-
mitter and the primary re-
ceiver.
Side information: SUs
know codebooks and mes-
sages of PUs.
Side information: SUs
know the activity of PUs
through spectrum sensing
or some other ways.
Table 2.1: Overlay, underlay and interweave CR paradigms
transmissions in order to guarantee the primary transmission performance. For instance,
firstly, the beamforming method can be applied at the secondary tr nsmitter by using the
strengths of multiple antennas so that the received interference at primary receivers can be
reduced accordingly [22]. Secondly, a wide bandwidth can beassigned to secondary users
so that the secondary transmit signal can be spread. By doings , the signal power over
unit bandwidth can be quite low and the interference to primary receiver would be alleviated
[23, 24]. Lastly, Secondary transmitters can set a limit to their own transmit power according
to the predefined interference threshold. But in this case, the service range of secondary trans-
mitter would be confined because of the restricted transmit power. The underlay paradigm
allows simultaneous spectrum access between PUs and SUs, soit is also called concurrent
spectrum access (CSA) mode [23, 24].
2.1.3.2 Overlay Paradigm
In overlay paradigms [25, 26], SUs can access spectrum concurrently with PUs and help to
improve the primary transmission performance by overhearing. Specifically, the codebooks
10
Background
used by primary networks are known by SUs and even the messages from primary trans-
mitters are also known by SUs. Therefore,one case of overlayparadigms is that secondary
transmitters can relay the messages of primary transmitters to the primary receiver when the
information received from the primary transmitters can notbe directly decoded at the pri-
mary receiver because of deep fading, etc. One instance of this is the frequency modulation
(FM) broadcast signal is lost when the vehicle stops at traffic lights. Based on this reciprocal
scheme, secondary transmitters may use certain power to transmit their own messages and the
remaining power is assigned for retransmitting primary users’ signals. Specifically, from the
perspective of PUs, the interference caused by the concurrent sp ctrum sharing between PUs
and SUs could be counteracted due to the signal-to-noise powr ratio (SNR) improvement
brought by the secondary relaying. Thus, the transmission performance of primary network
can be guaranteed as expected. Meanwhile, from the perspective of SUs, SUs obtain extra
bandwidths and the interference caused by primary transmission could be mitigated by using
the available codebooks or messages of PUs.
2.1.3.3 Interweave Paradigm
In the interweave paradigm [27], SUs have to implement spectrum sensing in order to detect
spectrum holes before accessing licensed frequency bands.For a specific frequency band,
when the PUs’ activity is detected as absent, SUs are grantedccess. Once the PU is active or
reactivated, SUs are banned access or have to vacate this frequency band immediately. There-
fore, SUs have to monitor their occupied spectrum continually and exploit spectrum holes
opportunistically. This is why interweave paradigm is alsoreferred to as the opportunistic
spectrum access (OSA) model. Unlike underlay and overlay schemes, the interweave method
does not allow concurrent transmission between primary andsecondary networks which only
occurs when missed detection happens. Thus no interferencecaus d by secondary transmis-
sion would be introduced to primary network when the presence of PUs is detected correctly.
Therefore, in order to combine virtues of the above three different CR paradigms, certain
hybrid CR paradigms are proposed [28]. For instance, sensing-based spectrum sharing in-
corporates the merits of underlay and interweave schemes. The main investigated paradigm
throughput this thesis is the interweave method, so that spectrum sensing becomes main re-
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search direction, which is an essential part of the interweave p radigm.
2.1.4 Cognitive Radio Applications
After the idea of CR was proposed by Mitola in 1999 [16], CR hasattracted much attention
from communications regulators, academia and industrial oganizations. The United States
Federal Communications Commission (FCC) looked for feedback on the commercial appli-
cations of CR through a notice of proposed rulemaking and order published by them in 2003.
In November 2004, IEEE 802.22 Working Group took a lead in exploring the CR applica-
tions and defined a CR-based wireless access standard which is t tled IEEE 802.22 Wireless
Regional Area Network (WRAN) [29–31]. Specifically, IEEE 802.22 standard is proposed
for the wireless broadband access system in large areas, eg.rural regions, that operates in
ultra high frequency (UHF) TV bands [32]. Meanwhile, the specific spectrum sensing per-
formance requirements are presented for WRAN as well. In detail, the detection probability
should be not less than90% and the maximum probability of false alarm is required at10%
[33]. According to the 802.22 standard, the cognitive devicis able to sense spectrum holes
even under a quite low received SNR down to−22 dB and capable of vacating the reactivated
frequency bands within 2 seconds.
Subsequently, in 2008, FCC carried out a test on the devices with spectrum sensing capability
that are provided by certain research institutes and companies. The purpose of this testing is
to understand the actual effects of spectrum sensing on protecting the interests of PUs. After
this, in late 2008, wireless devices were approved for serving in TV band white spaces, which
promoted the further research and development on CR systemsto some extent.
In addition to sensing-based dynamic spectrum access, a geolocati n database solution [34]
is also proposed and preferred for TV white-space occupation. Under this mechanism, a
database is required to update the status of PUs’ activitiesso that SUs can acquire the infor-
mation on spectrum holes in a timely manner. However, for some ther types of primary sig-
nals, it might be difficult for database suppliers to obtain the availability information of spec-
trum holes, eg. wireless microphone signals [24]. Therefore, under this condition, spectrum
sensing is still necessary for capturing the status of licensed users. Alternatively, spectrum
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sensing could be adopted by database suppliers as the approach of providing spectrum-hole-
availability information.
2.2 Overview of Spectrum Sensing
As mentioned in the previous section, this thesis mainly focuses on the interweave paradigm.
In interweave and sensing-based hybrid CR schemes, detecting the activities of PUs is an
essential part which can be realized through spectrum sensing. Spectrum sensing is aimed at
monitoring the usage of licensed frequency bands periodically and helps to decide if access
requests of SUs should be granted. In this section, the basicidea and various spectrum sensing
techniques are introduced, especially eigenvalue-based spectrum sensing techniques.
Figure 2.1: Spectrum holes (following [1])
2.2.1 Spectrum Holes
In order to understand spectrum sensing, it is necessary to know spectrum holes first. Spec-
trum holes are defined as the idle licensed frequency bands which are available for SUs [1].
Overall, spectrum holes consist of two distinct categories, including temporal and spatial
spectrum holes. Their characteristics are shown in Fig. 2.1and stated as follows:
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• Temporal spectrum holes: Temporal spectrum holes refer to the idle frequency bands
that are unoccupied within a certain time duration. Therefore, the SUs located in same
cell with PUs can access these spectrum holes after sensing the absence of PUs. In this
case, spectrum sensing is relatively easy because of high received SNRs at the SUs,
because SUs only need to be with similar detection sensitivity as the primary receivers.
Meanwhile, detecting the status of primary transmiters is easier than demodulating and
decoding the primary signals.
• Spatial spectrum holes: When the frequency bands of interest are occupied by PUs
only in a confined area, SUs can utilize these spectrum resources without causing harm-
ful interference to primary transmissions. Specifically, secondary transmissions over
licensed frequency bands are granted when the interferencecaused by SUs is tolerable
to the primary receiver or the PUs are absent. However, spectrum sensing is relatively
difficult to detect spatial spectrum holes because of low receiv d SNRs [1].
2.2.2 Single-node Spectrum Sensing
Spectrum sensing, in general, can be divided into two categories, including direct and indi-
rect sensing methods. Direct spectrum sensing refers to detecting the activities of primary
receiver, which is obviously the most efficient way of spectrum sensing. For one-way com-
munication systems, e.g. TV and radio broadcasting systems, the only way of implementing
direct spectrum sensing is to detect the leakage signals of the primary receiver [35]. In terms
of two-way communication systems, spectrum sensing is based on the interactions between
the primary receiver and transmitter. For instance, a proactive spectrum sensing method is
proposed for realizing direct sensing [36–38]. Specifically, a sounding signal is sent and
then the primary signal is observed for probable change caused by closed-loop power con-
trol. However, in practice, the channel between primary transmitter and receiver is quite
difficult to measure, therefore indirect sensing methods attract more attention from academic
research. This thesis also focuses on indirect spectrum sensing which senses the status of
primary transmitters.
Indirect spectrum sensing techniques decide the status of PUs by utilizing the primary signals
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received at the SUs, therefore indirect spectrum sensing isalso called primary transmitter
detection. a basic system model for primary transmitter detection is shown as
y(t) = v(t) H0, (2.1)
y(t) = hs(t) + v(t) H1, (2.2)
where s(t) is the transmit signal from primary transmitter andv(t) denotes the additive
white Gaussian noise (AWGN).h represents the channel gain between the primary trans-
mitter and secondary transceiver.y(t) denotes the received signal measured at the secondary
transceivers.H0 defines the null hypothesis which refers to the case that there is no PUs op-
erating in licensed frequency bands of interest. On the contrary,H1 indicates the alternative
















Figure 2.2: Classifications of spectrum sensing methods
Different spectrum sensing techniques have a different test s atisticTSS which is the detection
metric for spectrum sensing. Assumingr is a predetermined decision threshold, the spectrum
sensing results are obtained by comparingTSS and r. In detail, sensing results state the
licensed frequency bands are occupied whenTSS > r. On the contrary, the spectrum of
interest is regarded as idle whenTSS ≤ r. The key performance metrics for the spectrum
sensing technique design are probabilities of false alarm and detection. Specifically, on the
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one hand, probability of false alarm indicates the possibility that sensing results claim the
presence of PUs when the licensed bands are idle in fact. On the other hand, probability of
detection is the probability that SUs detect the presence ofPUs successfully when PUs are
actually present. Therefore, the probability of false alarmPfa and the probability of detection

















wheref0(t) andf1(t) denote the probability density functions (PDFs) of the teststatisticTSS
under the hypothesesH0 andH1 respectively.
Based on above definitions and explanations, the objective of a spectrum sensing technique
design is maintaining a high probability of detection but a low probability of false alarm at
the same time. A low false alarm rate can create more chances for SUs to access the idle
frequency bands and a high detection rate helps to protect PUs better. In the literature, lots of
different spectrum sensing methods have been proposed and investigated, including matched
filter detection, energy detection and cyclostationary detection, etc. [39–43]. This thesis
mainly investigates energy detection and eigenvalue-based sp ctrum sensing techniques. Ac-
cording to their sensitivity to noise uncertainty, these sensing techniques can be classified into
robust and non-robust spectrum sensing techniques. As shown in Fig. 2.2, ED and MED are
non-robust detection methods. MME, EME and GLRT eigenvalue-based spectrum sensing
techniques are robust. Since the test statistics of the ED and MED include the noise power,
but the noise power is difficult to estimate very accurately.This gap between the actual and
estimate values of noise power affects the sensing performance. On the contrary, the MME,
EME and GLRT eigenvalue-based detection do not require the noise power so that they are
robust to noise uncertainty. Next, we are going to introducethese detection methods in detail
and multiple antennas at SUs are assumed.
Non-robust spectrum sensing techniques:
(1) ED: ED determines the activity of PUs based on the received energy measured at SUs
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where‖ · ‖ denotes the norm of a vector. When the number of samples,K, is large enough,
the PDF of the test statisticTED can be approximated by a normal distribution [45]. So the
corresponding decision threshold can be calculated througthe derived expressions of false




vr : PU is identified as present, (2.6)
TED ≤ σ2vr : PU is identified as absent, (2.7)
whereσ2v is the noise power andr represents the decision threshold.
The main merits and shortcomings are summarized as follows.
Advantages:
• When the exact noise power is known, ED is the most promising detection method for
independently and identically distributed (i.i.d.) signals [46].
• ED is quite easy to realize in practical systems, so it is a popular detection method for
spectrum sensing due to the simplicity.
Disadvantages:
• The ED is non-robust to noise uncertainty so that the sensingperformance of ED is se-
riously affected by the inaccurate estimation of the noise power. It can be seen from Eq.
(2.6) and (2.7) that sensing results of ED depend on the valueof noise power. However,
noise power is difficult to estimate accurately, which leadsto the noise uncertainty.
(2) MED: The sensing results of MED are obtained based on the maximum eigenvalue of the




TMED = λmax. (2.8)
Thus, the detailed decision criteria are given by
TMED > σ
2
vr : PU is identified as present, (2.9)
TMED ≤ σ2vr : PU is identified as absent. (2.10)
The merits and defects of this detector are stated as below.
Advantages:
• MED has the best sensing performance among the eigenvalue-bsed spectrum sensing
techniques studied in this thesis.
Disadvantages:
• MED is non-robust to noise uncertainty, which means its sensing performance would be
degraded seriously by noise uncertainty. From Eq. (2.9) and(2.10), MED also requires
prior knowledge of the noise power which is difficult to estimate very accurately.
Robust Spectrum Sensing Techniques:
(1) MME: MME [48] detection is a blind spectrum sensing approach which does not require
prior knowledge. The MME detection identifies the activity of the PUs by comparing the
maximum and minimum eigenvalue of the received signals’ covariance matrix. In detail, the





So the decision criteria are stated as follows
λmax > λminr : PU is identified as present, (2.12)
λmax ≤ λminr : PU is identified as absent, (2.13)
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whereλmin is the minimum eigenvalue of the received signals’ covariance matrix. The virtues
and shortcomings are detailed as below.
Advantages:
• MME detection is a robust spectrum sensing detector which isnot influenced by the
noise uncertainty. It can be seen from Eq. (2.12) and (2.13) that the detection decisions
of MME do not require accurate value of noise power [9]. So thecorresponding sensing
results are not related to noise power.
• MME detection can still maintain a good sensing performanceeven when the signal
samples are highly related [49]. This is the reason why MME detection has been
adopted by IEEE 802.22 draft standards.
Disadvantages:
• MME detection has a higher computational complexity because of the eigenvalue-
decomposition.
(2) EME: EME detection [50] is also a blind spectrum sensing approach. It compares the
summation of all the eigenvalues of the covariance matrix, e.g. the received signal energy,






whereM is the number of receive antennas at each SU. So the decision criteria of MME
detection are given by
M∑
i=1
λi > λminr : PU is identified as present, (2.15)
M∑
i=1
λi ≤ λminr : PU is identified as absent. (2.16)




• Similar to MME detection, EME detection is also robust to noise uncertainty since it
does not need noise power information either, which can be obs rved from Eq. (2.15)
and (2.16).
Disadvantages:
• Compared with MME and GLRT-based eigenvalue detections, the sensing performance
of EME detection is not as good as the other blind eigenvalue-based spectrum sensing
techniques.
(3) GLRT: The GLRT-based eigenvalue detector investigatedin this thesis is a blind spectrum
sensing approach, which means that it does not require any knowledge of primary signal and
channel information. The sensing results are obtained by comparing the maximum eigenvalue
of the covariance matrix of the received signal and the receiv d signal energy. In mathemati-













λir : PU is identified as absent, (2.19)
whereλi denotes theith eigenvalue of the received covariance matrix. The advantages and
disadvantages of the GLRT-based eigenvalue detector are summarized briefly as below [10,
11].
Advantages:
• Compared with the other three blind eigenvalue-based spectrum sensing techniques,
the GLRT detector has the best sensing performance.
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• The GLRT-based detector can maintain good sensing performance no matter what type
of signal is transmitted from PUs.
• Similarly, based on Eq. (2.18) and (2.19), when SUs make decisions by employing the
GLRT detector, an estimate of the noise power value is not necessary so that the GLRT
detector is robust to noise uncertainty as well [10].
Disadvantages:
• The excellent sensing performance is achieved at the price of high computational com-






Secondary Central Unit 
Figure 2.3: Centralized cooperative spectrum sensing and hidden terminal problem
2.2.3 Cooperative Spectrum Sensing
When performing single-node spectrum sensing, the hidden terminal problem may cause
serious performance degradation, which would cause misseddet ctions. The hidden terminal
problem is revealed in Fig. 2.3. From this figure, the sensingchannel between PU and SU
1 is blocked by a building so that the local sensing performance would be affected seriously
and hidden terminal problem occurs. The hidden terminal problem is a result of sensing
performance degradation caused by deep multipath fading orshadowing between the PU
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and SUs. In order to cope with the hidden terminal problem in CR networks, cooperative
spectrum sensing is proposed, in which multiple SUs collabor te to implement spectrum
sensing together [42]. Existing work has demonstrated thatcooperative sensing techniques
can improve the sensing performance for combatting fading channels [52].
Generally, there exist two fashions called centralized anddecentralized collaborations. In a
decentralized CR system, there is no central access point. Instead, SUs make their own final
decisions through sharing sensing information with each other. So one advantage of a decen-
tralized system is reduced overhead on the core infrastructure [53]. Decentralized cooperative
sensing has been investigated in many papers and some novel collaborating approaches are
proposed [54–56]. For instance, a decentralized CR system is combined with the amplify-
and-forward (AF) protocol in [57, 58]. In this AF decentralized sensing scheme, when SU1
transmits sensing information to SU2, SU3 can work as an AF relay for SU1.
On the contrary, a centralized cooperative spectrum sensing system has a common central
unit for collecting and processing local sensing data or decisions, which is shown as Fig. 2.3.
The cooperating SUs will be notified about the occupation statu of targeted spectrum after
the central unit combines the collected sensing information and makes a final decision. The
combination at the fusion center can be accomplished in a soft or hard way:
• soft combination: In this soft combination mode [59], collaborating SUs sendtheir
own observations directly to the fusion center. Therefore,all the original sensing
data from every SU is sent to the central unit without furtherprocessing. The re-
ceived sensing data at the fusion center will be processed bydata fusion techniques
[4]. Many different data fusion approaches have been studied in the literature, such as
multitaper-method singular-value-decomposition (MTM-SVD) and equal-gain combi-
nation (EGC) [4, 18], etc. Soft combination has a superb sensing performance com-
paring with the hard combination scheme. However, the excellent performance of data
fusion is achieved at the price of the high overhead on bandwidth of control channels.
• hard combination: In order to reduce the required bandwidth of control channels,
hard combination is proposed and studied [52]. Under the hard combination scheme,
SUs send quantized sensing information to the central unit for conducting decision
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fusion. The popular and simplest hard combination approachis 1-bit decision fusion.
Specifically, all the cooperative SUs send their own 1-bit decision after they make local
decisions on the availability of licensed spectrum. Then thcommon central unit makes
a final decision based on these received 1-bit sensing information and an appropriate
decision fusion rules, such as logic-AND, logic-OR and K-out f-M fusion rules and
so on [60, 61]. Indeed, hard combination scheme has information loss because of the
quantization of sensing information. However, this methodsaves the overhead on local
sensing information feedback to fusion center, which improves the spectral efficiency
of control channels.
In addition, a 2-bit decision fusion method is proposed in [4] and it has been proven
that the sensing performance of 2-bit decision fusion can becomparable with the EGC
data fusion scheme. In 1-bit decision fusion, the sensing information is quantized to be
1-bit data based on a single decision threshold. Different from 1-bit hard combination,
in a 2-bit scheme, individual SUs divided received sensing information into4 regions
based on three thresholds and then quantize this information to 2-bit data. In this way,
the local sensing information has more information compared with the 1-bit scheme.
This thesis focuses on cooperative spectrum sensing with 1-bit decision fusion and the
optimal number of collaborating SUs is investigated in order to achieve the best sensing
performance.
2.3 Full-duplex Wireless Communications
In order to satisfy the increasing requirement on data rates, th spectral efficiency has to be
further improved. In current wireless networks, half-duplex (HD) modes are employed, which
restricts the improvement of spectrum efficiency. Specifically, in HD wireless systems, the
transmission and reception of signals are implemented in time-division or frequency-division
modes. However, FD systems can realize the simultaneous transmission and reception in the
same frequency bands. Therefore, FD communication is proposed to advance the utilization
efficiency of spectral resource by overcoming the disadvantages brought by HD operation.




2.3.1 Benefits and Shortcomings Brought by FD Communications
Compared with the HD mode, FD systems have advantages in terms of throughput and delay
and so on. But FD mode still has some disadvantages as well. Sothe merits and shortcomings
are discussed in this subsection.
Advantages:
• In single-hop communication link, FD wireless communications has the potential to
double the throughput compared with the HD mode.
• In multi-user communications, the FD technique can help to solve the hidden node
problem. In HD wireless systems, when a user is transmittingo the base station, the
base station would broadcast ’ACK’ repetitively in order toavoid the collisions caused
by hidden terminal problems.
• In a topology wireless system, FD techniques can reduce the capacity loss caused by
the congestion. Since the congested node can only effect onefunction between trans-
mission and reception, which will affect the capacity performance.
• Compared with the store-and-forward mode employed by HD system , FD systems can
decrease the delay between two ends, especially for multi-hop systems. In FD mode,
every FD node can launch transmissions after partial data isreceived.
• In CR networks, FD technology can realize the simultaneous spectrum sensing and sec-
ondary transmissions, which can help to improve the secondary throughput and protect
the PUs’ interests at the same time [63].
Disadvantages:
• The performance gain brought by FD techniques is degraded bythe residual self-
interference. The self-interference is inevitable in FD systems because of the natu-
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ral features in FD mode and the power of self-interference ismuch stronger than the
received signal with information before self-interferenccancellation.
• Compared with the HD node, the FD node has to cope with more packets due to the
simultaneous transmission and reception. Therefore, the FD node would have a higher
packet loss ratio. Otherwise, a large buffer is necessary inorder to reduce the packet
loss ratio in FD systems [64].
2.3.2 Self-interference Cancellation
As mentioned in the last subsection, self-interference is amajor issue in the implementation
of FD wireless communications. Therefore, many self-interfer nce cancellation methods are
proposed in order to realize simultaneous transmission andreception in the same frequency
band without introducing strong self-interference. Generally, the self-interference cancella-
tion techniques can be classified into three categories, including passive, analog and digital
self-interference cancellations.
• Passive self-interference cancellation: Passive self-interference cancellation refers to
the suppression of self-interference brought by physical separation between the trans-
mit and receive antennas of FD node [65]. In this way, the electromagnetic coupling
between the transmit and receive antennas of the FD node decrases or the path loss be-
tween them increases. Therefore, the power of the self-interference can be suppressed
before it is received at the receive antennas of the FD node. The methods include
antenna separation, antenna cancellation and beamforming, etc.
• Analog cancellation: Generally, if the introduced self-interference is not cancelled
completely by the passive suppression techniques, the analog c ncellation [66] has to
be applied before the contaminated signal is digitized. Specifically, the detailed steps of
implementing analog cancellation are presented as follows: Fir tly, a self-interference
inverse signal should be generated by inverting the its phase. Secondly, the attenuation
and delay have to be applied in the created self-interferencinverse signal according
to the attenuation and delay experienced by the self-interfer nce. Lastly, the gener-
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ated self-interference inverse signal in previous steps can be combined with the self-
interference together. The ideal result of this combination is a zero self-interference
output, but there will be still some residual self-interference after the analog cancella-
tion component because of the imperfect hardware.
• Digital cancellation: After the received signal at receive antennas of FD nodes isquan-
tized through the analog-to-digital converter, the digital c ncellation techniques will
proceed in order to mitigate the residual interference output from the analog step [64].
In detail, the self-interference is extracted and remodulated so that it can be removed
from the contaminated signal.
In this thesis, FD techniques are employed in CR networks andhelp to improve the spectrum
sensing and secondary transmission performance. The FD spectrum sensing work is explored
under the residual self-interference.
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Chapter 3
Eigenvalue-based Detections and Total
Error Rates
3.1 Introduction
This chapter mainly addresses the eigenvalue-based detectors. Among many spectrum sens-
ing techniques, eigenvalue-based spectrum sensing does not require much prior knowledge
about the primary signal and can detect spectrum holes with high accuracy. Various eigenvalue-
based detection techniques have been considered in the literatur , including MED [8], MME
detection [9], EME detection [7] and the GLRT eigenvalue detector [10, 67]. In order to
analyse the total error rate and sensing-throughput trade-off, the closed form expressions
for probabilities of false alarm and detection are required. However, previous studies, e.g.,
[7–10, 67], have mainly focused on the probability of false alarm. This is attributed to the
difficulty and complexity of obtaining the expressions for the probability of detection for
eigenvalue-based detectors. For example, in reviewing theliterature, it is found that the exact
PDF ofTGLRT assuming the alternate hypothesis, i.e., the presence of PUs, was derived in
[10] for the GLRT detector. However, this result in [10] is only valid for the special case of 2
receive antennas. Also, the exact expression of probability of false alarm provided in [10] is
very complex. Therefore, the aforementioned issues form our major motivation to investigate
sensing performance of various eigenvalue-based detections.
In detail, exact optimal decision thresholds are investigated for different eigenvalue-based
detections in order to minimize total error rates. Besides,the optimization of the GLRT de-
tector is investigated in terms of asymptotic optimal decision threshold and minimum sensing
time. The purpose of this optimality investigation is to accelerate the spectrum sensing pro-
cess while maintaining a superior sensing performance. Furthermore, based on the trade-off
relationship between the probabilities of false alarm and detection, the achievable sensing-
throughput tradeoff is formulated for the secondary network. The sensing-throughput trade-
27
Eigenvalue-based Detections and Total Error Rates
off for ED was addressed in [68], but only special cases of eigenvalue-based detection, with
only 2 receive antennas, were studied in [11]. Hence, in this chapter, we study the optimal
sensing time for the sensing-throughput trade-off based onthe general case of GLRT detector
and compare the results among GLRT detection, MED and ED.
In this chapter, the investigations are summarized as follows:
• This chapter derives the generalized asymptotic closed form expressions of the PDF
and cumulative distribution function (CDF) of the test stati tic for the general case of
the GLRT detector (with an arbitrary number of receive antenas). In addition, the
expressions of the decision threshold with regard to the probabilities of false alarm and
detection are also derived. Furthermore, taking noise uncertainty into consideration,
the expressions of the probabilities of false alarm and detection are also presented.
• The optimization of the studied detectors is conducted fromtwo aspects, including ex-
act and asymptotic analyses. In terms of exact analysis, we investigate optimal decision
thresholds for different eigenvalue-based detections, including MED, MME, EME and
GLRT detections. A main purpose of spectrum sensing is finding out a sensing thresh-
old to achieve a high probability of detection and a low probability of false alarm. On
the one hand, a high probability of detection serves the interes s of PUs, which makes
PUs well protected. On the other hand, a low probability of false alarm benefits SUs
only, which enables SUs to get more chances to access the idlelicensed frequency
bands. Therefore, it is necessary to minimize the total error rate so that both the inter-
ests of PUs and SUs can be considered simultaneously. In terms of asymptotic analy-
sis, we first investigate the optimal decision threshold based on the general case of the
GLRT detector. Second, for a given transmit signal, a longersensing time can provide
a larger sample size, which can improve the performance of the detector [51]. How-
ever, a long sensing time affects the speed of spectrum sensing. Thus, we also propose
a method to determine the minimum sensing time which can satisfy the desired total
error rate requirement.
• In addition, the optimal sensing time is determined to maximize the achievable through-
put of the secondary network when the PU’s benefits are guaranteed simultaneously.
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For a fixed periodic spectrum sensing duration, a longer sensing time can improve the
sensing performance but it will reduce the data transmission time which is closely re-
lated to the achievable throughput of the secondary network. Two scenarios are consid-
ered in this chapter for the achievable throughput, including the absence and presence
of the noise uncertainty, and the cases of the ED are also presented for comparison.
The remainder of this chapter is organized as follows. Section 3.2 describes the considered
system model. Section 3.3 focuses on the exact analysis for various eigenvalue-based de-
tectors and the corresponding optimal decision thresholdsare obtained to minimize the total
error rate. Section 3.4 investigates the asymptotic analyses for the GLRT detector. Mean-
while, the sensing-throughput trade-off is studied as wellin this section. Simulation results
are presented in Section 3.5 and Section 3.6 summarizes thischapter.
3.2 System Model
Let us consider a spectrum sensing scenario which consists of m receive antennas. The PU is
assumed to be equipped with a single antenna, and the transmitted signal is assumed to have
a length ofn samples, wheren > m. Let H0 (PU is absent) andH1 (PU is present) denote
the null and the alternate hypotheses respectively. Duringthe sensing period, the matrix of
received signal samples,Y ∈ Cm×n, by the secondary user is
H0 :Y = V, (3.1)
H1 :Y = hs
† +V, (3.2)
whereV ∈ Cm×n represents the samples from a circular symmetric complex AWGN, where
V ∼ CN (0, σ2vIm ⊗ In) and⊗ denotes the Kronecker product.(·)† denotes the conjugate
transpose of a matrix.s ∈ Cn×1 consists of the transmitted signal samples which are assumed
to be circularly symmetric complex Gaussian variables, where s ∼ CN (0, PTIn). Finally,
h ∈ Cm×1 is the channel vector. Henceforth, the covariance matrix ofY, Ryy , E[YY†], is
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given by
H0 : Ryy = σ
2
vIm, (3.3)
H1 : Ryy = PThh
† + σ2vIm. (3.4)





Let W ∈ Cm×m be the complex Wishart matrix that is given byW = nR̂yy = YY†. Also,
let λ̂m < · · · < λ̂1 be the eigenvalues, in ascending order, estimated fromR̂yy, i.e., the
maximum eigenvalue iŝλmax = λ̂1 and the minimum eigenvalue iŝλmin = λ̂m. Hence, the
test statistics for MED, MME detection, EME detection and GLRT detection are given by:
• the test statistic of MED detector:TMED = λ̂max,
• the test statistic of MME detector:TMME = λ̂maxλ̂min ,





• the test statistic of GLRT detector:TGLRT = λ̂max∑m
i=1 λ̂i
.
For a given sampling frequencyfs, letτ denote the sensing time such that the received number
of samples by each receive antenna isn = τfs.
Many detectors assume that the exact noise power is known precisely. However, in practice,
the precise value of the noise power is difficult to be obtained b cause of many involved
factors. Noise uncertainty is mainly caused by fluctuationsof noise power due to nonlinearity
of receiver components and the time-varying thermal noise in these components, as well as
the transmissions of other users [6, 69]. Thus, the performance of detection methods, that
require the exact noise power, can be significantly affectedby noise uncertainty, e.g., the ED
[70]. Let the estimated noise power beδ̂2v = µσ
2
v , whereµ is the noise uncertainty factor and
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Assuming that noise uncertainty (in dB) is uniformly distributed within the interval[−B,B],
then the variation in noise power ranges between10−B/10 and10B/10.
3.3 Exact Analysis for Eigenvalue-based Detectors
In this section, we investigate the exact optimal sensing thresholds for MED (with an arbitrary
number of receive antennas), MME, EME and GLRT detectors (with 2 receive antennas). In
order to find the optimal decision thresholdropt and the total error ratePte of the studied
eigenvalue-based detectors, the exact CDF (or the PDF) of the corresponding test statistic is
required for both cases ofH0 andH1. Meanwhile, the total error ratePte is given by [14]
Pte = Pfa + Pm, (3.7)
wherePm = 1− Pfa.
3.3.1 Optimal Threshold for MED
In this subsection, we present the exact expression of the toal error ratePte for MED as-
suming an arbitrary number of receive antennas. Also, the corresponding optimal decision
threshold is analysed by using the derivative of the total error rate. However, in order to get
the derivative ofPte, we have to solve the issue of finding the derivative of a conflue t hyper-
geometric function with a matrix argument. This case was notstudied in the literature and
only the derivative of the confluent hypergeometric function with a scalar argument is studied
before.
Firstly, let us start with the case ofH0, where in this caseW ∼ CWm(n, σ2vIm). Hence,
by making use of the CDF of the maximum eigenvalues of an uncorrelated complex central
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Γ(a− k + 1),
whereΓ(.) is the gamma function,ℜ(a) > (m − 1) + k1, k = k1 + k2 + · · · + km and
k1 ≥ · · · ≥ km ≥ 0. On the other hand, considering the hypothesisH1, W ∼ CWm(n,Σm)
andΣm = σ2xhh







Henceforth, the total error ratePte for MED with an arbitrary number of receive antennas can
be obtained by using (3.7). It can be seen from the performance curves shown in Fig. 3.1
thatPte(x) has a global minimum value forx. Also, this implies that there exists one and





which can be achieved when the derivative of the total error rate is dPte(x)
dx
= 0. The corre-
























Eigenvalue-based Detections and Total Error Rates































whereβ1, ..., βm are the eigenvalues of the matrix−Σm−1. The solution todPte(x)dx = 0 can
be evaluated numerically and represents the desired optimal decision threshold.
3.3.2 Optimal Threshold for MME
In this subsection, we derive the exact expression of the total error rate for the MME detector assuming
m = 2 and show the required steps to obtain the optimal decision threshold. AssumingH0, the PDF




















∆1(2n, n − 1, x)− 2∆1(2n, n, x) + ∆1(2n, n+ 1, x)
]
, (3.13)
where∆1(a, b, y) =
y−b
b 2F1(a, b; b + 1,−y−1), and 2F1(., .; .; .) is the Gaussian hypergeometric
function. AssumingH1, W ∼ CW2(n,Σ2), and making use of the results in [72] yields the PDF of




(n− 1)!(n − 2)!(δ2 − δ1)
×
(
∆2(n− 1, n − 1, 1/δ1, 1/δ2, x)−∆2(n− 2, n, 1/δ1, 1/δ2, x)
−∆2(n− 1, n − 1, 1/δ2, 1/δ1, x) + ∆2(n− 2, n, 1/δ2, 1/δ1, x)
)
, x > 1 (3.14)
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where
∆2(a, b, c, d, y) = −(b− 1)!
b−1∑
k=0
(a+ k)!yk−1(kd− c(a+ 1)y)
k!cb−k(cy + d)a+k+2
,
andδ1 > δ2 are the non-zero ordered eigenvalues ofΣ2. The probability of missed detection of the









wherex > 1, andS(y) is given by
S(y) = ∆3(n− 1, n− 1, 1/δ1, 1/δ2, y)−∆3(n− 2, n, 1/δ1, 1/δ2, y)
−∆3(n− 1, n− 1, 1/δ2, 1/δ1, y) + ∆3(n− 2, n, 1/δ2, 1/δ1, y) (3.16)
and∆3 is given by











Thus, the exact expression of the total error ratePte can be directly obtained from summing (3.13) and









The solution tofMME1(x) − fMME0(x) = 0 can be evaluated numerically and is the desired optimal
decision threshold.
3.3.3 Optimal Threshold for EME
In this subsection, the case of the EME detector is considered assuming2 receive antennas. Since
underH0, W ∼ CW2(n, σ2vIm) then the PDF of the test statisticTEME is given by [73]
fEME0(x) =
Γ(2n)x−2n(x− 1)n−2(x− 2)2
Γ(n)Γ(n− 1) , x ≥ 2. (3.17)
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k − 2n+ 3 − 4
xk−2n+2 − 2k−2n+2
k − 2n+ 2 + 4
xk−2n+1 − 2k−2n+1
k − 2n+ 1
)
. (3.18)
AssumingH1, and using [74], the PDF of the thresholdTEME, that is associated with the dual corre-
lated complex central Wishart matrixW ∼ CW2(n,Σ2) is given by
fEME1(x) =
Γ(2n− 1)(δ1δ2)1−n(x− 2)





1−2n −∆4(δ2, δ1, x)1−2n
)
, (3.19)
wherex ≥ 2, ∆4(δ1, δ2, x) = x−1δ1 +
1
δ2
,∆4(δ2, δ1, x) =
x−1
δ2
+ 1δ1 andδ1 andδ2 are the non-zero
ordered eigenvalues ofΣ2, whereδ1 > δ2. Hence, using the CDF in [74] ,Pm is given by
Pm(x) =
Γ(2n − 1)(δ1δ2)1−n









































wherex ≥ 2, and












P (n− k − 1, b, a, 2n − 1, x) − 2P (n − k − 2, b, a, 2n − 1, x)
}
, (3.21)













dx = fEME1(x) − fEME0(x)
and the solution tofEME1(x)− fEME0(x) = 0 is the desired optimal decision threshold.
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3.3.4 Optimal Threshold for GLRT
This subsection investigates the case of the optimal threshold for the GLRT detector with2 receive
antennas. Starting with the null hypothesis, and since in this caseW ∼ CW2(n, σ2vIm), then using











Γ(n)Γ(n− 1) , (3.24)











2n − k − 3 − 4
y2n−k−2
2n − k − 2 + 4
y2n−k−1
2n− k − 1
}
. (3.25)
AssumingH1, we haveW ∼ CW2(n,Σ2), and therefore the PDF ofTGLRT is given by [10]
fGLRT1(x) =
(
xδ2 + (1− x)δ1
)1−2n −
(
xδ1 + (1− x)δ2
)1−2n
Γ(n)Γ(n− 1)(δ1 − δ2) (x(1− x))2−n
Γ(2n − 1)(δ1δ2)n(2x− 1),
(3.26)
where12 ≤ x ≤ 1 andδ1 > δ2 are the non-zero ordered eigenvalues ofΣ2. By applying the binomial













∆7 (δ1, 2n− 1, k + n, δ1 − δ2, x)−∆7
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∆7(δ1, 2n − 1, n+ k − 1, δ1 − δ2, x)−∆7
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∆7(δ2, 2n − 1, n+ k − 1, δ2 − δ1, x)−∆7
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where12 ≤ x ≤ 1 and
Cg =
Γ(2n − 1)(δ1δ2)n
Γ(n)Γ(n− 1)(δ1 − δ2)
,
∆7(a, b, c, d, t) =
a−btc
c




Therefore, the derivative of the total error rate can be obtained as dPte(x)dx =
d(Pfa(x)+Pm(x))
dx =
fGLRT1(x) − fGLRT0(x) and the solution tofGLRT1(x) − fGLRT0(x) = 0 is the desired optimal
decision threshold.
3.4 Asymptotic Performance Analysis of the GLRT Detec-
tor
This section investigates the asymptotic performance analysis of the general case of the GLRT de-
tector. Specifically, expressions of false alarm and detection rates are derived and optimal decision
thresholds are obtained as well. Besides, the minimum sensing time is studied for speeding up spec-
trum sensing and optimal sensing time is investigated to maxi ize the secondary transmission per-
formance. In addition, the sensing and transmission performance of MED and ED are presented for
comparison.
3.4.1 Performance Using GLRT Detector
Considering the GLRT eigenvalue detector, in this subsection we investigate the generalized asymp-
totic statistical distributions of the decision statisticTGLRT, assuming an arbitrary number of receive
antennas. For both hypotheses ofH0 andH1, the PDF and the CDF ofTGLRT are necessary to
quantify the performance of the detector and to investigateoth r performance measures such as the
achievable throughput. This is also necessary to obtain optimized versions of the detector such as
investigation of the optimal sensing threshold that minimizes the total error rate and the analysis of the
minimum sensing time which can make spectrum sensing efficient. Hence, in this part we derive the
generalized asymptotic PDF and CDF ofTGLRT whenn≫ m.
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3.4.1.1 Statistical Distributions Under Hypothesis H0
Considering the null hypothesisH0, an asymptotic expression for the PDF of the test statisticTGLRT







Let z = mλ̂max∑m
i=1 λ̂i





















wherec andd are given by
c =
0.8132b2
























Then, by substituting (3.31) andz = mx into (3.30), the expression of the PDF ofTGLRT can be
obtained as the following proposition.
Proposition 1. Given the complex central uncorrelated Wishart matrix W ∼ CWm(n, σ2vIm), where
m≪ n, then the PDF of TGLRT = λ̂max∑m
i=1 λ̂i






≤ x ≤ 1. (3.34)
It is worth mentioning that the parametersa, b, c andd are related to the Tracy-Widom distribution of
order2. Specifically, it is known from [76] thatλ̂max−ab converges to the Tracy-Widom distribution of
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order 2 underH0, whenm ≪ n andn is large enough. Therefore, the expectation and variance of
λ̂max is given as
E[λ̂max] = a− 1.7711b, Var[λ̂max] = 0.8132b2, (3.35)
where−1.7711 and0.8132 are the statistical expectation and variance of the Tracy-Widom distribution
of order2. Meanwhile,λ̂max can be approximated well by the Gamma distribution with scale and
shape parametersc, d so that
E[λ̂max] = cd, Var[λ̂max] = c
2d. (3.36)
By using the equations 3.35 and 3.36, the expressions of parametersc andd can be obtained.
By integrating the PDF of the test statistic derived as (3.34) and conducting further manipulations, the
asymptotic expression of the CDF of the test statisticTGLRT under the hypothesisH0 is given by the
following corollary.
Corollary 1. Given the complex central uncorrelated Wishart matrix W ∼ CWm(n, σ2vIm), where













≤ x ≤ 1, (3.37)
where Ξ(·) is defined by
Ξ(y) = 2F1
(




Using the result from the previous corollary and the definitio in (2.3), the probability of false alarm
Pfa is obtained as
Pfa(x) = 1− F 0GLRT(x),
1
m
≤ x ≤ 1. (3.39)
Hence, for a complex Gaussian signal, the decision threshold r with respect to the probability of false
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whereI−1(., ., .) represents the inverse regularised incomplete Beta function [77]. See the provided
Appendix for full proof.
Under the assumption of AWGN, the expression of the average probability of false alarmP fa is still
the same as the expression of the probability of false alarm without considering noise uncertainty,
therefore
P fa(x) = Pfa(x). (3.41)
3.4.1.2 Statistical Distributions Under Hypothesis H1
In this part, the asymptotic expressions of the distributions f the ratioTGLRT are derived assuming
the alternate hypothesisH1. In this case, we haveW ∼ CWm(n,Σm). The PDF of the test statistic
TGLRT under the hypothesisH1 is given in the following theorem.
Theorem 1. Given the complex central correlated Wishart matrix W ∼ CWm(n,Σm), the PDF of


































Proof. The largest eigenvaluêλmax of the sample covariance matrix follows a Gaussian distribution











whereλmax is the maximum eigenvalue of the covariance matrixRyy under the hypothesisH1. Since
the determinant of the covariance matrixdet(Ryy) = (σ2v)
m−1(PT‖h‖2 + σ2v) andλmax = λ1 >
λ2 = λ3 = · · · = λm, it can be deduced thatλmax = PT‖h‖2 + σ2v .
40
Eigenvalue-based Detections and Total Error Rates
The summation of the eigenvalues of the sample covariance matrix R̂yy excluding the maximum
eigenvalue can be approximated as [79]
m∑
i=2

















Thus, it can be obtained thatλ̂max =
xψ
1−x . Let λ̂max = z andfλ̂max(z) denote the PDF of̂λmax, then











after further manipulation, the expression of the PDF ofTGLRT can be derived as (3.42).
Hence, by making use of the result from the previous theorem,the asymptotic expression of the CDF
of the test statisticTGLRT is given in the following corollary.
Corollary 2. Given the complex central correlated Wishart matrix W ∼ CWm(n,Σm), the CDF of




























−t2dt denotes the error function, α and β are given by






















Hence, the probability of detection can be expressed as
Pd(x) = 1− F 1GLRT(x),
1
m
≤ x ≤ 1. (3.51)
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Besides, we also derive the expression for calculating the decision threshold in terms of the probability












































































whereᾰ andβ̆ are given by



















3.4.2 Performance Using MED
The test statistic of the maximum eigenvalue detection is defined as the largest eigenvalue of the sample
covariance matrix̂Ryy, Meanwhile, the maximum eigenvalue ofnR̂yy under the hypothesisH0 was
approximated tightly by using Gamma distribution in [75], hence the probability of false alarm for








whereγ(·, ·) denotes the lower incomplete Gamma function andc, d are defined in (3.32). Meanwhile,
the largest eigenvaluêλmax of the sample covariance matrix̂Ryy follows a Gaussian distribution [78]
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under the hypothesisH1, therefore the probability of detection for MED in the absenc of noise












Based on the above expressions, the expected probabilitiesof false alarmP fa and detectionP d for
































3.4.3 Performance Using ED
The statistical distributions of the test statistic of the en rgy detector were derived in [80] and assuming
noise uncertainty in [11]. Considering the system model employed in this chapter, the decision statistic










wherewi is the weighting factor and the equal gain combining scheme is employed for ED such that
wi =
1
m . Detection of PUs is performed by comparing the average receiv d power with the noise
power when the noise power is assumed to be known. Without noise uncertainty, the probability of
















Based on the equations ofPfa andPd for ED above, we can obtain the expressions to calculate the
decision thresholds in terms of the probabilities of false alarm and detection respectively, which are
43








mγ2 + 2γ + 1
mn
Q−1(Pd) + 1 + γ, (3.64)
whereQ−1(·) stands for the inverse Q-function. For the case in which the noise uncertainty is as-






















3.4.4 Optimization of Spectrum Sensing Based on GLRT Detector
In this subsection, we consider optimization of the GLRT eigenvalue detector based on two criteria. In
the previous work, only the constant false alarm rate scenario was considered, which only considered
the interests of SUs, so that the benefits of PUs were neglected. In this part, we investigate the optimal
decision threshold that can make the total error rate achieve the minimum value with constraints of
target probabilities of false alarm and missed detection. Therefore, the benefits of PUs and SUs can
be guaranteed simultaneously. Moreover, the minimum sensing time is analysed, which enables the
minimum total error rate to achieve the desired value speedily. According to the IEEE 802.22 standard
for WRANs, the SUs have to vacate the licensed frequency bands s soon as possible once the PUs
are active in order to avoid the harmful interference to PUs.Therefore, it is of significance to the CR
system to complete the spectrum sensing process within the shorte t sensing time while guaranteeing
the target total error rate.
3.4.4.1 Optimal Decision Threshold Analysis
In this part, the optimal decision threshold is investigated. The optimal decision threshold can mini-
mize the total error ratePte with the constraints of targetPfa andPm. Let us assume that the number
of the receive antennasm, the width of the sensing windowsn, and the average received SNR of the
PU’s signals measured at the secondary userγ are known. Hence, the optimal decision thresholdropt
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can be determined. The total error rate is defined as the summation of the probabilities of false alarm
and missed detection, .i.e,
Pte(r) = Pfa(r) + Pm(r), (3.67)
where
Pm(r) = 1− Pd(r). (3.68)
It can be seen that the total error ratePte(r) decreases first and then increases monotonically and this
implies that there exists one and only one value ofr which minimizesPte(r) under the constraints of
target probabilities of false alarm and missed detection. Therefore, the optimal decision thresholdropt




s.t. Pfa(x) ≤ ξfa, (3.70)
Pm(x) ≤ ξm, (3.71)
whereξfa andξm are the desired values ofPfa andPm respectively. An appropriate decision threshold
r can achieve the desired value of probability of false alarmPfa, but the corresponding probability of
missed detectionPm may not meet an acceptable value concurrently. Therefore, in practical applica-
tions, it is essential to find an optimal decision thresholdropt that minimizes the total error rate with
constraints. This can lead to the minimum total error rate and lso make bothPfa andPm meet the
acceptable values simultaneously.
In order to make sure there exist feasible solutions to the above optimization issue, it is necessary
to check whether the solutions to the two constraints have intersections. Specifically, the solution
to Pfa(x) = ξfa has to be smaller than the solution toPm(x) = ξm, otherwise, there is no feasible
solution. The appearance of this unsolvable case indicatesthat at least one of the two target error rates
ξfa andξm is assigned an excessively low value. One of the possible ways to guarantee the feasible
solutions under the excessively lowξfa andξm is increasing the number of sensing antennas and the
sample size. However, this thesis does not consider this optmization issue with too low individual
error rate targets, but this could be further studied as a possible future research direction.
The total error rate function is a quasi-convex function, soonly one global minimum exists and no
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≤ x ≤ 1. (3.72)





, the above function is not monotonic. However, one necessary and
sufficient condition of convex functions is the first order deivative has to be non-decreasing within an
interval [81]. Thus, the objective functionPte is non-convex. Based on the definition of total error
rate,Pte is the summation of the CDF of decision threshold underH1 and the complementary CDF
underH0, so that the total error rate decreases initially and then increases with the increasing decision
threshold [14]. Therefore, it can be deduced that, for∀t ∈ [0, 1], all the solutions toPte(x) ≤ t are in
a convex set, which implies that the functionPte is a quasi-convex function within the defined interval
[82].
According to the discussion above, the optimal decision thres oldropt can be obtained numerically
by utilizing the Karush-Kuhn-Tucker (KKT) conditions [83,84], then the optimization of the decision
threshold can be reformulated as follows
(1 + η2)f
1
GLRT(x)− (1 + η1)f0GLRT(x) = 0, (3.73)
Pfa(x) ≤ ξfa, (3.74)
Pm(x) ≤ ξm, (3.75)
η1 (Pfa(x)− ξfa) = 0, (3.76)
η2 (Pm(x)− ξm) = 0, (3.77)
η1, η2 ≥ 0, (3.78)
whereη1 andη2 are the KKT multipliers. Specifically, this converted optimization issue can be solved
by utilizing the CVX toolbox for dual problem in MATLAB and the optimal decision threshold can
be obtained [85, 86]. Since the primal objective functionPte is quasi-convex, not convex, there may
exist a gap between the factual optimal point and the solution obtained through the KKT conditions.
However, the objective functionPte(x) and the constraintsPfa(x) − ξfa, Pm(x) − ξm are all twice
differential. Thus, the global optimality of the solution from the KKT conditions can be checked
through the Second-order Sufficient Optimality Conditions(SSOC) [87].
46
Eigenvalue-based Detections and Total Error Rates
3.4.4.2 Minimum Sensing Time Analysis
In this part, the minimum sensing time duration is investigated. Generally, a longer sensing time
provides a larger number of received samples, which is helpful to achieve a better sensing performance
to some extent. However, in real time, very long sensing periods may affect the speed of the spectrum
sensing process. In order to address this issue, we propose amethod to get the minimum sensing time
which can make the total error rate achieve the desired value. Assuming that the average received
SNR γ and the optimal decision thresholdropt are known, the minimum sensing timeτmin can be
determined, which can satisfy the desired total error rate,i.e.,Pte ≤ ξ.
For a given transmit signal, the sampling frequency is known, thus the minimum number of samples
should be determined first in order to obtain the minimum sensing time. Let us define the objective
function as a function of the number of samplesn as
F (n, ropt) = Pte(n, ropt)− ξ, (3.79)
whereropt is as defined in last subsection. The desired minimum number of samplesnmin should
satisfy the conditions
F (nmin, ropt) ≤ 0, (3.80)
F (nmin − 1, ropt) > 0, (3.81)
wherenmin is the minimum sample size that enablesPte(n, ropt) ≤ ξ. In order to obtainnmin, it
is necessary to find the first zero-crossing point of the curveF (n, ropt) with respect ton which is
denoted byn∗. Specifically,n∗ can be obtained by solvingF (nmin, ropt) = 0. It is probable that the
obtainedn∗ is not an integer, howevernmin has to be computed through ceiling operator in order to
satisfy the conditions in (3.80) and (3.81). Meanwhile, this manipulation can be given by
nmin = ⌈n∗⌉. (3.82)
By utilizing the relation between the sample sizen and the sensing time, the desired sensing time can
be obtained asτmin = nmin/fs. Therefore, the minimum sensing timeτmin can be used for a spectrum
sensing process so that the speed of spectrum sensing can be improved and the target total error rate
can be also guaranteed at the same time.
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Figure 3.1: The total error rate of MED (m=2, SNR=0 dB) v.s. decision threshold
Decision Threshold























Figure 3.2: The total error rate of MME detector (m=2, SNR=-5 dB) v.s. decision threshold
3.4.5 Sensing-throughput Trade-off Analysis
The achievable throughput of the secondary network for the GLRT detector is analysed in this subsec-
tion. We focus on the optimal sensing time which enables the ac ievable throughput of the secondary
network to achieve the maximum value while the PUs are protected sufficiently. Two scenarios are
considered in this investigation, including the absence and the presence of noise uncertainty. For a
cognitive radio network, one periodic spectrum sensing frameT consists of two parts which are the
sensing periodτ and the data transmission slot(T − τ). The secondary users can access the unli-
censed frequency bands and transmit data in two cases. In detail, one case occurs when the primary
user is inactive and the secondary user detects its absence correctly. The other case occurs when the
primary user is active but the secondary user fails to detectits presence. The optimization issue of the
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Figure 3.3: The total error rate of EME detector (m=2, SNR=0 dB) v.s. decision threshold
Decision Threshold



















Figure 3.4: The total error rate of GLRT detector (m=2, SNR=0 dB) v.s. decision threshold
achievable throughput of the secondary network can be formulated as
max
τ
R(r, τ) = R0(r, τ) +R1(r, τ) (3.83)
s.t. Pd(r, τ) ≥ P ∗d , (3.84)
whereR0(r, τ) andR1(r, τ) represent the achievable throughput when the primary usersar absent
and present, respectively.P ∗d is the desired probability of detection which can make the prima y users
have sufficient protection.
Suppose both the primary user’s signal and the secondary use’s signal are Gaussian and they are
independent of each other. The SNR of the secondary link is defined asSNRs = PsPn , wherePs
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Figure 3.5: The CDF of the GLRT detector under the hypothesis H0 with m = 6.
denotes the average power of the secondary transmitter thatis received at the secondary receiver, and
Pn denotes the noise power. Meanwhile, as noted in the previoussection,γ denotes the received SNR
at the secondary receiver, which can also be expressed asγ = PpPn , wherePp denotes the average power
of the primary transmitter that is measured at the secondaryreceiver. Henceforth, the throughput of
the secondary network in the absence of the PU isC0 = log2(1 +
Ps
Pn ) = log2(1 + SNRs) and





1+γ ). It is obvious thatC0 > C1.
Let P (H0) andP (H1) be the probabilities that the PU is absent and present respectively. We can
obtain the achievable sensing throughput of the secondary network with the absence and presence of








C1 (1− Pd(r, τ))P (H1). (3.86)
whereP (H1) + P (H0) = 1 and the expressions ofPfa(r, τ) andPd(r, τ) can be obtained easily
by replacingn andx of Pfa(x) andPd(x) by τfs and r, respectively. Generally, it is reasonable
to suppose that the presence probability of the primary userP (H1) is small based on the fact that
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Figure 3.6: The CDF of the GLRT detector under the hypothesis H1 with m = 6 and γ =
−15dB.
spectrum resource is highly underutilized at some locations and time slots, since a very highP (H1)
will lead to a very low probability to access the unlicensed frequency band for the secondary user.
Based on these assumptions, it can be found thatR0 ≫ R1. Thus, the achievable throughput of the
secondary network in (3.83) and (3.84) can be simplified as
max
τ
R(r, τ) = R0(r, τ) (3.87)
s.t. Pd(r, τ) ≥ P ∗d . (3.88)
In order to optimize the sensing time for the achievable throughput, the optimum decision threshold
should be determined first. It can be proven that the optimal decision threshold solution to (3.87)
and (3.84) is achieved when the equality constraint in (3.84) is satisfied, which means that the chosen
decision thresholdrd should satisfyPd(rd, τ) = P ∗d . Since, for a given sensing timeτ , bothPd(r, τ)
andPfa(r, τ) are monotonically decreasing functions. If the arbitrary decision thresholdra satisfies
Pd(ra, τ) > P
∗
d , thenra < rd andPfa(ra, τ) > Pfa(rd, τ). From equation (3.87), it can be obtained
thatR(ra, τ) < R(rd, τ). Thus, the optimal solution to the formulation in (3.87) and(3.84) should be
achieved with the equality constraint in (3.84). Similarly, it can also be demonstrated that the optimal
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SNR = −7.5  dB
SNR = −10   dB
SNR = −12.5 dB
Figure 3.7: The total error rate of the GLRT detector with multiple antennas (m = 6 and
n = 500) under different received SNRs.
solution to (3.83) and (3.84) is achieved when the equality constraint in (3.84) is fulfilled.
When the noise uncertainty is not considered, the achievablthroughput of the secondary network can
be calculated as follows.
• (1) First, the optimum decision thresholdrd can be obtained by computing the equality con-
straint in (3.84) for a target probability of detectionP ∗d .
• (2) Second, the corresponding value ofPfa(r, τ) can be determined by substituting the value of
rd obtained in the first step.
• (3) Finally, the achievable throughput of the secondary network can be calculated by substitut-
ing the value ofPfa(r, τ) obtained in the second step into (3.87).
Similarly, considering noise uncertainty, the achievablethroughput of the secondary network can be
calculated by usingP fa(r, τ) andP d(r, τ) instead ofPfa(r, τ) andPd(r, τ) during the above calcula-
tion steps, respectively. Meanwhile, the expressions ofP fa(r, τ) andP d(r, τ) can be obtained easily
through replacingn andx of P fa(x) andP d(x) by τfs andr, respectively.
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SNR = −12.5 dB
SNR = −10 dB
SNR = −7.5 dB
Figure 3.8: The ROC curves of the GLRT detector with multiple antennas (m = 6 and n =
500) under different received SNRs.
3.5 Simulation Results
In this section, simulation results are provided to validate the obtained results throughout this chapter.
Meanwhile, more insights will be provided into the optimal decision threshold, the minimum sensing
time and the achievable sensing throughput trade-off analysis.
3.5.1 Exact Optimal Decision Threshold
Exact optimal decision thresholds are presented in this subection for various eigenvalue-based detec-
tors. The calculation of the matrix-variate confluent complex hypergeometric function utilizes MAT-
LAB code provided by [88]. Starting with the case of MED, Fig.3.1 depicts the total error rate versus
the decision threshold. The results are plotted for different sample sizesn = {20, 30, 40} while





. The results show the corresponding optimal decision threshold are
ropt = {1.60, 1.57, 1.53} which make total error rate atPte = {0.14, 0.07, 0.04}.
Fig. 3.2 shows the total error rate of MME detection versus the threshold. The simulation parameters





. Here we can indicate the
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SNR = −15 dB, m = 4
SNR = −15 dB, m = 6
SNR = −12.5 dB, m = 4
SNR = −12.5 dB, m = 6
Figure 3.9: The minimum total error rate versus sensing time of the GLRT detector with
multiple antennas (m = 4, m = 6) under different values of the received SNR
(γ = −15dB, γ = −12.5dB).
optimal decision threshold isropt = 1.6, wherePte = {0.19, 0.16, 0.15}. Fig. 3.3 illustrates the






. Here we can find the optimal decision threshold isropt = 3.75 for n =
15 andropt = 3.5 for n = {20, 25}. The corresponding total error rates arePte = {0.17, 0.09, 0.06}.
Finally, Fig. 3.4 shows the total error rate of the GLRT detector versus the threshold, assuming=





. Here it is found that the optimal
decision threshold isropt = 0.82 for n = 8 andropt = 0.80 for n = {9, 10}, where the corresponding
total error rates arePte = {0.17, 0.13, 0.10}. For all the exact cases, it is clear that the proposed
optimal decision thresholds minimize the total error rates, which considers the interests of PUs and
SUs simultaneously.
3.5.2 Asymptotic Optimal Decision Threshold for GLRT Detector
The total error ratePte and the optimal decision thresholdropt for the GLRT detector with multiple
antennas are presented in this subsection. Meanwhile, the derive expressions of CDF of the test
statistic are verified as well under the hypothesesH0 andH1. Specifically, The CDF given by (3.37) is
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Figure 3.10: The achievable throughput of the secondary network for the GLRT detector with
m = 6, fs = 1MHz and γ = −15dB.
verified in Fig. 3.5. The theoretical and empirical CDF curves in Fig. 3.5 are plotted for various cases
of the number of received samplesn, and it can be observed that the asymptotic and empirical resu ts
are identical. Fig. 3.6 illustrates the CDF curves obtainedfrom the derived CDF expression for the
case ofH1 versus Monte Carlo simulations for various received samplesiz sn = {500, 1000}. It can
be found that the theoretical results match the simulation results, which demonstrates our analytical
expression is consistent with the empirical data. The specific assignments of the simulation parameters
are detailed in Table 3.1.
We are interested in the value of the optimal decision threshold and the performance of total error
rate in different cases of low SNR. Fig. 3.7 shows the performance of the total error rate for the
GLRT detector with 6 receive antennas and sample size of500 samples, i.e.,m = 6, n = 500,
under different values of the received SNR,γ, from −12.5 dB to −7.5 dB. From Fig. 3.7, it can
be observed that the minimum values of the total error rate are ve y low when the received SNR is
γ ≥ −12.5 dB. This indicates that the probability of false alarm and missed detection are also very
low. The values of the optimal decision thresholds which mini ze the total error rate with constraints
can be obtained numerically. Specifically, the corresponding optimal decision thresholdsropt are
{0.2034, 0.2127, 0.2259} for the different SNR values that are given byγ = {−12.5,−10,−7.5} dB,
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Figure 3.11: The achievable throughput of the secondary network for the GLRT detector
and MED with and without the noise uncertainty (fs = 1MHz, γ = −15dB
and noise uncertainty is 0.5dB).
Parameters Values
Received SNR at SUsγ −15 dB,−12.5 dB,−10 dB,−7.5 dB
SNR of the secondary linkSNRs 20 dB
Number of SU antennasm 4, 6, 8
Number of spectrum sensing samplesn 500, 1000
Sampling frequencyfs 1 MHz
Probability of the absence of the PUP (H0) 0.8
Duration of single sensing frameT 100 ms
Noise uncertaintyB 0.5 dB
Table 3.1: Simulation parameters for the performance of the GLRT detector
respectively. The corresponding values employed for the constraints of target probabilities of false
alarm and missed detectionξfa and ξm are given byξfa = ξm = 0.1. All these obtained optimal
decision thresholds minimize the total error rate. Meanwhile, the SUs can achieve a high probability
of accessing an unlicensed band and the PUs are protected from the consequences of missed detections
concurrently. In order to observe the performance in terms of the probability of false alarmPfa and
the probability of detectionPd, the receiver operating characteristic (ROC) curves are depicted in Fig.
3.8.
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Figure 3.12: The achievable throughput of the secondary network for the ED with and with-
out the noise uncertainty (fs = 1MHz, γ = −15dB and noise uncertainty is
0.5dB).
3.5.3 Minimum Sensing Time for GLRT Detector
The minimum sensing timeτmin and the total error ratePte for the GLRT detector with multiple
antennas are presented in this subsection. We are interested in the values of the minimum sensing time
and the minimum total error rates in the low SNR regime. Fig. 3.9 shows the minimum total error
rates with regard to different values of the sensing time forthe GLRT detector with multiple antennas
m = {4, 6} under low SNR values ofγ = {−15,−12.5} dB. It is found that the performance of
the minimum total error rate tends to be better by increasingthe number of receive antennas and the
sensing time. When the desired minimum total error rate is set at 0.01, for γ = −15 dB, it is found
that the corresponding minimum sensing time should be4.0 ms and2.0 ms form = 4 andm = 6,
respectively, and forγ = −12.5 dB, the corresponding minimum sensing time can be obtained at 1.5
ms and1.0 ms form = 4 andm = 6, respectively. All these results for the obtained values ofthe
minimum sensing time enable the minimum total error rates toachieve the target of minimum total
error rate speedily and efficiently.
3.5.4 Achievable Throughput of Secondary Network
In this part, the results for the achievable throughput of the secondary network and the optimal sensing
time which can maximize the throughput are considered and discussed. We assume that the SNR
of the PU’s signals measured at the secondary receiver isγ = −15 dB. The SNR of the secondary
link between the secondary transmitter and receiver is set to beSNRs = 20 dB and the sampling
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frequency used for simulations is1 MHz. Meanwhile, the probability of the absence of the PU is
assumed asP (H0) = 0.8, and the duration of single spectrum sensing frame isT = 100 ms. Besides,
the predefined target probability of detection isP ∗d = 0.9. Also, the comparison of the achievable
throughput of the secondary network with and without noise uncertainty is also presented in this
subsection.
First, Fig. 3.10 shows the theoretical and Monte Carlo simulation results of the achievable throughput
of the secondary network for the GLRT detector with6 receive antennas, i.e.,(m = 6). In this
figure, it can be seen that the theoretical results match the simulation results well. In addition, these
results reveal that the optimal sensing times obtained fromthe theoretical and simulation curves are
both1.5 ms, which indicates that our proposed expressions in the previous section for calculating the
achievable throughput of the GLRT detector with multiple anten as are correct. Thus, we will only
show the theoretical results in the following figures.
Second, the achievable throughput of the secondary networkis p ovided in Fig. 3.11 and Fig. 3.12 for
different detectors, including the GLRT detector, MED and ED. Both the absence and presence of the
noise uncertainty are considered in these two figures. Simulations assume the received SNR sourced
from the PU’s signal isγ = −15 dB. In these two figures, the achievable throughput using thethree
different detector models are illustrated for different numbers of receive antennas. Also, the values
of the optimal sensing time which maximize the achievable throughput of the secondary network can
be obtained. Specifically, from Fig. 3.11, when the noise uncertainty is absent, the optimal sensing
time for the GLRT detector with6 and8 receive antennas are1.50 ms and1.00 ms, respectively. The
optimal sensing time for the MED with6 and8 receive antennas are1.25 ms and1.00 ms respectively.
Meanwhile, it can be seen that when the noise uncertainty is pre ent, the performance of the GLRT
detector is not affected so that the optimal sensing times arunchanging. However, the performance
of the MED is affected. Specifically, for MED, the corresponding optimal sensing times are changed
to be6.00 ms and5.50 ms for the cases with6 and8 receive antennas respectively.
From Fig. 3.12, when the noise uncertainty is absent, the optimal values of the sensing time for the
ED with 6 and8 receive antennas are2.50 ms and2.00 ms, respectively. As contrast, when the noise
uncertainty is present, the performance of the ED is affected seriously. In detail, the corresponding
optimal sensing times for6 and8 receive antennas both change to be1.00 ms. Besides, for all the
investigated detection methods, it is obvious that the optimal sensing time will be shorter if the detector
has more receive antennas. The simulation results shown in Fig. 3.11 and Fig. 3.12 have demonstrated
that the GLRT eigenvalue-based detector is robust to the noise uncertainty, but MED and the ED
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is non-robust. Nevertheless, the ED has the advantage of easy implementation in practice and still
widely adopted in many research works. Both the GLRT and MED detections require eigenvalue-
decomposition so that GLRT and MED have higher computational costs than the ED.
3.6 Summary
In this chapter, optimal decision thresholds and the sensing-throughput trade-off were investigated
for eigenvalue-based spectrum sensing techniques. Specifically, these investigations were conducted
from two aspects, including exact and asymptotic analyses.In terms of exact analysis, we focused
on the MED with arbitrary number of receive antennas, as wellas MME, EME and GLRT detectors
with 2 receive antennas. For the cases of both the MME and EME detectors we presented accurate
expressions for the probability of false alarm. Furthermore, for the case of the GLRT detector we
derived an accurate expression for the probability of missed detection. By using these expressions of
sensing performance metrics, we formulated the exact totalerror ratePte expressions and presented
the equations to numerically obtain the optimal decision thres olds for four detection methods which
can minimize the total error rate.
In terms of asymptotic analysis, this chapter studied the gen ral case of the GLRT eigenvalue detector.
Initially, we derived the asymptotic expressions of the probabilities of false alarm and detection when
the sample size from each primary user was large enough compared with the number of receive an-
tennas. Unlike the asymptotic expression of the probability of false alarm given in the previous work
which was difficult to obtain the derivative, the expressionderived in this chapters were mathemat-
ically traceable. Furthermore, the optimal decision thresold was studied for the GLRT detector and
the results showed that the proposed optimization model forthe decision threshold could minimize the
total error rate under different received SNR regimes. Moreover, the chapter provided a fast spectrum
sensing method which only required a short sensing time to satisfy the target of the minimum total
error rate. Thus, the sensing time could be reduced while maintain ng a desired total error rate and the
chosen optimal decision thresholds were also applied during this process. Finally, by analysing the
achievable sensing-throughput trade-off for the secondary network, the optimal sensing time which
maximized the achievable throughput was found. It is worth noticing that both cases of the absence
and presence of noise uncertainty were considered and a comparison was also provided between the
GLRT detector, MED and conventional ED. The results revealed that the investigated GLRT eigen-
value detector outperformed the MED and ED in the presence ofnoise uncertainty.
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Chapter 4
Cooperative Spectrum Sensing Based on
Random Secondary Network
4.1 Introduction
The objective of spectrum sensing is to determine whether the PU is present so that the SU can decide
when to access the licensed frequency bands. Generally, spectrum sensing techniques utilize single
node or cooperative spectrum sensing. Cooperative spectrum sensing can improve the performance of
the spectrum sensing system [3] by making a final decision on the s atus of the PU in a centralized
or distributed manner. Many different combining techniques, fusion strategies and sensing techniques
have been proposed to improve the accuracy and efficiency of cooperative spectrum sensing [9, 89–
96]. The sensor selection method was investigated in [97] inorder to obtain spatially independent
sensors. In [68], the sensing throughput trade-off of the secondary network was studied based on ED.
The performance of cooperative spectrum sensing with ED wasinve tigated in [15] based on the CDR
and the CFAR requirements when the SUs were distributed randomly. Besides, the optimization of
cooperative spectrum sensing with ED was studied in [14], but the locations of SUs were assumed to
be identical and fixed.
Meanwhile, the stochastic geometry approach using PPP has been used to analyze the performance
of random wireless networks and CR networks [98–101]. In [102], the spectrum-sharing transmis-
sion capacity was investigated by applying stochastic geometry in overlay and underlay CR networks
and the optimal spatial density was derived in order to achieve the maximum sum spectrum-sharing
transmission capacity. Khoshkholghet al. [103] analyzed the outage performance and mean spatial
throughput of the primary network in CR networks by utilizing stochastic geometry. Penget al. [104]
derived the ergodic capacity achieved by the single nearestndN th-nearest remote radio head (RRH)
association strategies in cloud radio access networks and invest gated the impact of RRH density and
number of antennas per RRH on the ergodic capacity gain. In [105], the interference in CR networks
was investigated when the PPP of PUs and the Poisson hole procss f the SUs were dependent and
60
Cooperative Spectrum Sensing Based on Random Secondary Network
the interference was estimated well by utilizing a Poisson cluster process to model the Poisson hole
process.
Besides, in the existing works, a multi-channel CR network has been exploited [106–109]. For in-
stance, the total transmit capacity over all the subchannels for the secondary network was studied in
[107] under transmit power and interference power constraints. In order to improve the sensing reli-
ability, a spatial-spectral joint detection approach was proposed in [108] for multi-channel spectrum
sensing. However, we focus on narrowband spectrum sensing in this chapter, since the single-channel
spectrum sensing performance with the homogeneous PPP still needs further exploration and the re-
sults in this chapter are also valid for wideband spectrum sensing when the subchannel is sensed in a
sequential manner.
This chapter investigates the cooperative spectrum sensing with the GLRT eigenvalue based detector
in interweave CR networks while assuming that the SUs followa homogeneous PPP and this is mo-
tivated by multiple factors. Firstly, it is more practical to assume SUs follow a homogeneous PPP
compared with the traditional assumption in the literature. Most of the previous works assumed that
the received SNRs at SUs were identical, but in practice the rec ived SNRs could vary depending on
the locations of SUs. Secondly, cooperative spectrum sensing with PPP is a challenging topic and still
needs further investigation. Specifically, a new strategy is required to cope with the diversity of the
received SNRs in the PPP model, which has not been studied in the literature. Thirdly, existing works
are mainly based on ED when the stochastic geometry is employed, but one of the limitations of the
ED based methods is the sensitivity to the noise uncertainty. Therefore, the robust GLRT detector
[110] is employed to evaluate the cooperative spectrum sensing and secondary transmission perfor-
mance. Lastly, a minimum total error rate considers the benefits of PUs and SUs simultaneously, but
the previous works such as [75],[10] mainly focused on the probability of false alarm due to the lack
of generalized closed-form expression of the detection probability, which only considered the interests
of SUs. A low probability of false alarm allows SUs more opportunities to access the spectrum holes,
however, the benefits of PUs may not be guaranteed. Therefore, the aforementioned issues motivate
us to investigate the total error rate performance and the optimality of cooperative spectrum sensing
system with the GLRT detector by applying stochastic geometry, which considers the benefits of PU
and SUs concurrently.
The main contributions of this chapter can be summarized as follows.
• Firstly, an efficient GLRT-based cooperative spectrum sensing technique is proposed by using
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stochastic geometry, which can utilize only a few, not always ll, SUs to achieve the minimum
total error rate. Meanwhile, the optimal number of the cooperating SUs is also studied, which
enables the total error rate to achieve the minimum value. Threfore, the speed and accuracy of
cooperative spectrum sensing is improved compared to the cooperation among all SUs, when
sending local decisions in different time slots is chosen for decision combining.
• Secondly, in order to maximize the achievable ergodic capacity nd throughput of the random
secondary network, effective methods are proposed for different fusion rules to determine the
appropriate number of cooperating SUs when the target totalerror rate is not exceeded.
The remainder of this chapter is organized as follows. Section 4.2 describes the system model of coop-
erative spectrum sensing based on the GLRT detector. Section 4.3 investigates the optimal number of
collaborating SUs by employing the GLRT detector. The achievable ergodic capacity and throughput
of the secondary network are analyzed in section 4.4. Section 4.5 presents the simulation results and
discussions and section 4.6 concludes this chapter briefly.
4.2 System Model
We consider a centralized cooperative spectrum sensing system with decision fusion, shown in Fig.
4.1. The fusion center (FC) is used to collect the decisions made by the SUs to make a final decision.
The SUs which are used to sense the status of PUs comprise RRHsor user equipment (UE). During
the cooperative spectrum sensing process, each SU within the coverage radius of the FC detects the
status of the PU independently and then sends the detection result to the FC. After that, the FC gives
a final decision on the status of the PU through an appropriatevoting rule. The PU is assumed to be
equipped with single antenna and each SU has multiple antennas.
A practical assumption is that the SUs are uniformly distributed on a 2-dimensional planeR2 based
on a homogenous PPP with densityρ. According to Palm theory [111], the SUs located within the
coverage radius of the FC follow the same PPP. The coverage radius of the FC is denoted byR and the
distance between the PU and the secondary receiver located at he origin of the coverage area of the
FC is represented byD. Since only the SUs within the coverage radius of the corresponding FC can
collaborate together to detect the status of the PU, we only consider the SUs that are located within the
area of interest in this work. Assuming the transmitted signals between the PU and secondary network
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Figure 4.1: The system model of cooperative spectrum sensing based on PPP.





whereωi denotes the Rayleigh fading gain and follows the Gamma distribution when maximal ratio
combining (MRC) is used to achieve full diversity gain, i.e., ωi ∼ Γ(m, 1),m is the number of receive
antennas of each SU,PT denotes the PU’s signal power,di means the distance between the PU and
theith nearest SU from the PU andε is the path loss exponent factor. The shadowing area in Fig. 4.1
is defined as the region whose distance is equal or greater thanD −R but less thandi −D +R. The
PDF ofωi can be written as
fωi(ω) =
ωm−1e−ω
(m− 1)! . (4.2)
The spectrum sensing between each SU and the PU is assumed to ba GLRT-based sensing system
with m receive antennas. LetH0 (PU is absent) andH1 (PU is present) denote the null and the
alternate hypotheses. During the sensing period, the matrix of eceived signal samples,Y ∈ Cm×n,
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at the SU is
H0 :Y = V, (4.3)
H1 :Y = hs†d−
ε
2 +V, (4.4)
wheren is the sample number,V ∈ Cm×n represents the samples from a circularly symmetric com-
plex AWGN process, whereV ∼ CN
(
0, σ2vIm ⊗ In
)
, ands ∼ CN (0, PTIn) ∈ Cn×1 is the transmit
signal of the PU. Finally,h ∈ Cm×1 is the channel vector. Henceforth, the covariance matrix ofY,
Ryy = E[YY
†], is given by
H0 : Ryy = σ2vIm, (4.5)
H1 : Ryy = PTd−εhh† + σ2vIm. (4.6)
Within the sensing duration ofn samples, the sample covariance matrix estimated fromY is R̂yy =
1
nYY
†. ThusW = nR̂yy = YY† ∈ Cm×m is a complex Wishart matrix. Also, let̂λmin = λ̂m <
· · · < λ̂1 = λ̂max be the eigenvalues, in ascending order, estimated fromR̂yy. The decision statistic





Nowadays, there exists many wideband signals in practical applications, eg. the orthogonal-frequency-
division-multiplexing (OFDM) encoding signals, multi-tone transmit signals and signals over consec-
utive block-fading channels. The spectrum sensing techniques for these wideband signals have been
proposed and studied in the literature, such as using the variational message passing algorithm or
wavelet transform to estimate the power spectral density ofwideband signals. However, the results
presented in this chapter are still valid for wideband spectrum sensing, when the subchannel is sensed
in a sequential manner. One potential solution is the radio frequency front-end is equipped with a tun-
able narrowband bandpass filter [112]. So one narrow frequency band can be searched at a time and
existing narrowband spectrum sensing techniques can be appli d. This is a way to extend our current
work to a practical system with wideband primary signals.
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4.3 Sensing Performance Analysis Based on Stochastic Ge-
ometry
In this section, an efficient cooperative spectrum sensing technique is proposed while achieving the
minimum total error rate of the final decision. Firstly, collaborating all the possible SUs to implement
cooperative spectrum sensing can not always achieve the best performance due to the diversity of the
SNRs received at SUs. An SU with very low received SNR can be classified as an unreliable node
and may degrade the cooperative sensing performance. Secondly, combining all the local spectrum
sensing decisions concurrently at the fusion center can lead to the high design complexity and the
waste of bandwidth, such as sending local decisions on orthogonal frequency bands. Hence, sending
different local decisions in different time slots is chosenin this work, but this may affect the sens-
ing speed. However, according to the IEEE 802.22 standard for Wireless Regional Area Networks
(WRANs) [113], the SUs have to vacate the licensed frequencybands as soon as possible once the
PU is active. Therefore, in order to address the two issues mention d above, an efficient cooperative
spectrum sensing technique using different time slots to receiv local decisions is proposed to guaran-
tee the accuracy and speed of the sensing process. Furthermore, the statistical optimal number of the
cooperating SUskopt is studied, which can make the total error rate achieve the minimum value when
the number of available SUs is large enough.
4.3.1 Sensing Performance without Reporting Errors
Both the probabilities of detection and false alarm of an individual SU are required to investigate the
total error rate and transmission performance of the secondary network in CR networks. Therefore, we
present the probability of detectionP sud,i and probability of false alarmP
su
fa,i seen at theith SU in this
subsection. Due to the imperfection of the reporting channel between the SUs and the FC, a reporting
error may occur during the decision reporting frame of the spctrum sensing process [114]. The
sensing error probabilities seen at the FC will be discussedin the next subsection when considering
decision reporting errors. The closed-form expression of the probability of false alarm seen at theith
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where 1m ≤ ri ≤ 1 denotes the decision threshold ofith SU andΞ(·) is defined by
Ξ(y) = 2F1
(




whereη andξ are given by
η =
0.8132b2
























Hence, for a complex Gaussian signal, the decision threshold ri with respect to the individual proba-
















, ξ,mn − ξ
)
. (4.12)
This expression is used to calculate the required decision threshold for a desired false alarm rate, which
is necessary for the individual and cooperative spectrum sensing under the CFAR requirement.
In the meantime, the detection probabilityP sud,i seen at theith SU using the GLRT detector is presented
as























whereτi andϕi are given by






















and γi denotes the average received SNR at thei SU. It is worth noting thatγi depends on the
homogeneous PPP model in this chapter and the correspondingclosed-form expression is derived as
Eq. (4.26) in Section 4.3.3.
66
Cooperative Spectrum Sensing Based on Random Secondary Network






































(q+1)(2q+1) . The proof of (4.16) is given
in the Appendix B.
4.3.2 Cooperative Sensing with Reporting Errors
In the cooperative spectrum sensing system, the final decision on the status of the PU can be made
through different techniques, including decision fusion and data fusion. In this work, we apply de-
cision fusion to investigate the performance of the system.During a decision fusion process, each
SU processes the data individually and makes a local decision that is represented by a single bit (1/0
represents the presence/absence of the PU) independently.Then, the final decision is made by fusing
these individual decisions through a voting rule. Assumingthe reporting channel bit error probability
(BEP) underH0 andH1 are represented byP 0b,i andP
1
b,i for theith reporting channel, the probability
of false alarm of theith SU seen at the FCPfa,i with the presence of reporting errors is given by
Pfa,i = P
(




ufci = 1 | usui = 1
)
P (usui = 1 | H0) +P
(
ufci = 1 | usui = 0
)
P (usui = 0 | H0)
= (1− P 0b,i)P sufa,i + P 0b,i(1− P sufa,i), (4.17)
whereufci andu
su
i denote the decision on the status of the PU made by theith SU seen at the FC and
SU respectively. Similarly, the probability of detection of the ith SU seen at the FC with the presence
of reporting errors is given by
Pd,i = P
(




ufci = 1 | usui = 1
)
P (usui = 1 | H1) +P
(
ufci = 1 | usui = 0
)
P (usui = 0 | H1)
= (1− P 1b,i)P sud,i + P 1b,i(1− P sud,i). (4.18)
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Generally, the BEP depends on the modulation scheme and the SNR or signal-to-interference-plus-
noise ratio (SINR) between the SU and the FC. In order to confine the interference to the PU caused
by the missed detection, the FC has to be far away from the PU inpractice. Therefore,P 0b,i and




b,i can be obtained. Furthermore,
the BEPs can be controlled within a very low and similar valuefor different SUs by applying error
rate control techniques, including increasing transmit power, utilizing the diversity in space, time and
frequency domains, retransmitting the echoed back information, applying automatic repeat request
(ARQ) method and employing forward error correction coding(FECC). Thus, the difference of BEPs
between different SUs is quite small after employing appropriate error rate control techniques, so that
it has little influence on the sensing error rate of the final decision in practice.
Based on the above conditions in practice, a simplified and reasonable assumption is that reporting pro-
cesses of different SUs are independent and the BEPs are identical for different SUs, which indicates
thatP 0b,i = P
1
b,i = Pb. This approximation would not affect the analyses on sensing and transmission
performance in this chapter, since the difference of BEPs between different SUs is quite small and has
little influence on performance of the system after employing error rate control techniques.
Specifically, voting rules Logic-OR (OR) and Logic-AND (AND) are used in this work in order to
find out the optimal number of the collaborating SUs conveniently. Assuming there arek cooperating
SUs, the properties of the OR and AND rules are as follows:
• (1) OR rule: When at least one local decision among thek local decisions indicates the PU is
present, the final decision declares the PU is present. The probabilities of detection and false









• (2) AND rule: Only when all local decisions indicate the PU ispresent, the final decision
declares the PU is present. The corresponding probabilities of detectionPd and false alarmPfa
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The total error rate of the final decision is defined to be the summation of the false alarm and missed
detection rates of the final decision, which is given by
Pte = Pfa + Pm, (4.23)
where the probability of missed detection of the final decisionPm is defined as
Pm = 1− Pd. (4.24)
4.3.3 Optimal Number of Cooperating SUs to Minimize the Total Error
Rate
The optimization of the cooperative spectrum sensing can beconsidered from three perspectives.
Firstly, it can be considered under the CDR requirement, which aims to minimize the probability
of false alarm for a given probability of detection. This guarantees the benefits of PU preferentially.
Secondly, the probability of detection can be minimized fora desired CFAR, which gives priority to
the interests of the SUs. Thirdly, this issue can be considered to minimize the total error rate for a
given constant decision threshold (CDT), which considers the interests of PU and SUs concurrently.
In this subsection, the optimization of cooperative spectrum sensing is investigated from all the three
requirements.
From (4.13), it can be found that a higher received SNR helps to achieve a higher individual probability
of detectionPd,i. Therefore, the SUs with higher received SNRs should be chosen first to implement
the cooperative spectrum sensing under all the three different system requirements. In order to study
the received SNR at theith nearest SU, the Euclidean distancedi between the PU and theith nearest
SU within the coverage radius of FC (shown as Fig. 4.1) needs to be investigated. The PDF ofdi is
derived as the following theorem.
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Theorem 2. In a PPP with density ρ on a 2-dimensional plane, the PDF of the distance di between
the ith nearest SU within the coverage radius of the FC from the PU and the PU outside the region of












and D ≫ R.
Proof. The proof is provided in the Appendix B.





























whereΓ(·, ·) denotes the upper incomplete Gamma function and the above expr ssion is obtained by
averaging the small scale fadingω and distanced. Therefore, by using the above result,Pfa,i andPd,i
can be computed under the CDT requirement. Also, the total error ratePte can be obtained under
specific decision fusion rules.
According to the above expression of the received SNR measurd at theith nearest SU under the
homogeneous PPP model, the received SNR decreases with increasingi. With the increase of the
number of the SUs involved in the cooperative sensingk, the local decision made by the SU with very
low received SNR may be included in the final decision so that te sensing performance would be
affected. Thus, there exists an optimal number of cooperating SUskopt that can minimize the total




Since the total number of available SUs follows Poisson distribution, the optimal solutionkopt is
difficult to obtain. Therefore, the exhaustive search approach is applied in our work to find the solution
to the above optimization issue.
There exist many benefits whenkopt SUs cooperate to perform spectrum sensing rather than collab-
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orating all the available SUs all the time. Specifically, firstly, only considering a few, not always all,
the SUs to implement spectrum sensing, the sensing performance (i.e., the total error rate of the final
decision in this chapter) can be improved which can be seen from Fig. 4.3. Secondly, compared with
the traditional approach, fewer SUs reduces energy consumption since the unemployed SUs are silent
during the sensing and reporting durations. Finally, it is obvi us that fewer SUs can reduce the report-
ing time in the time division mode so that the spectrum sensing process can be accelerated. Therefore,
for a fixed periodic spectrum sensing frame, the SUs have moretime for data transmission, which
helps to enhance the achievable ergodic capacity or throughput of the secondary network.
4.3.3.1 Constant Decision Threshold Scheme
Under the CDT requirement, the decision threshold is fixed and identical for every individual spectrum
sensing period. Therefore, the individual probability of false alarmPfa,i for each SU is constant.
However, the individual probability of detection varies depending onγi. When an additional SU is
added into the cooperative spectrum sensing, the additional SU has the worst individual probability of
detection, i.e.Pd,k, among the cooperating SUs. However, the individual probability of false alarm of
the additional SUPfa,k is identical with other cooperating SUs. Meanwhile, the additional SU does
not affect the performance of the other SUs.








Because of the properties ofPfa,i andPm,i mentioned above, it can be seen from (4.19) that the prob-
ability of false alarm of the final decisionPfa increases with the increase of the number of cooperating
SUsk, but the probability of missed detection of the final decisionPm reduces. Due to the monotonic-
ity of Pm andPfa, it can be seen from (3.69) that using all the SUs in the secondary network is not
always the best option. The performance of the total error rate is determined by the absolute values of
the slope ofPfa andPm with the increase ofk. Therefore, under two cases, using all the available SUs
may not achieve the minimum total error rate. Firstly, when the absolute values of the slope ofPfa
andPm are similar, the total error rate of the final decision will reduce initially and rise later with the
increase ofk. Secondly, when the absolute value of the slope ofPfa is larger than the value ofPm, the
total error rate increases with the increasingk. By utilizing (4.8), (4.13), (4.17), (4.18) and (4.28), the
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total error rate can be calculated and the optimal number of the cooperating SUskopt can be obtained.








Compared with the OR rule, it can be seen from (4.21) thatPfa is a decreasing function andPm is an
increasing function with regard to the number of the cooperating SUsk under the AND rule. From
(3.69), the trend of the total error rate of the final decisionis also decided by the absolute values of the
slope ofPfa andPm. Hence, using all the SUs in the network may not guarantee that the total error
rate achieves the minimum value. By utilizing (4.8), (4.13), (4.17), (4.18) and (4.29), the total error
rate when using AND rule under CDT requirement can be computed and the optimal number of the
cooperating SUs can be obtained when the number of availableSUs is large.
4.3.3.2 Constant Detection Rate Scheme
The CDR requirement is considered from the perspective of the PU, which fixes the probability of de-
tection at a desired value. We assume the targeted individual probability of detectionP ∗d,i of each SU
is identical andP ∗d denotes the targeted probability of detection of the final decision. In order to calcu-
late the correspondingPfa,i under different cases which consist of different numbers ofcollaborating
SUs, the corresponding decision thresholdri can be computed as follows:
• Firstly, the target individual probability of detection can be obtained from (4.30) and (4.32);
• Secondly, the target individual detection rate seen at the SU P sufa,i can be computed based on
(4.18);
• Finally, the corresponding decision threshold would be obtained by (4.16).
From (4.8), (4.16) and (4.17), it can be deduced that a higherreceived SNR leads to a lowerPfa,i,
thus the SUs with a high received SNRs should be chosen first toimplement the cooperative spectrum
sensing. Under the CDR requirement, the trend ofPte is same withPfa in this scenario sincePd is
constant.
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OR rule Under the OR rule, the targeted individual probability of detection of each SU under CDR
requirement can be given by
P ∗d,i = 1− k
√
1− P ∗d , i = 1, . . . , k. (4.30)
When an additional SU is added into the cooperation, it is obvious from the above equation that
P ∗d,i will reduce because of the increase ofk. SincePfa,i andPd,i are both decreasing functions
with regard to decision thresholdri, the individual false alarm rates of the other cooperating SUs
(i.e. Pfa,1, . . . , Pfa,k−1) should decrease. Meanwhile, the additional SU with the lowest SNR has a
corresponding individual false alarm ratePd,k that should be the highest amongk cooperating SUs.




(1− Pfa,i) + P ∗d , (4.31)
from the above expression,Pte is an increasing function with bothPfa,i andk. However,Pfa,i de-
creases with an increasingk, which means that, when more SUs are involved in cooperativesensing,
Pte should decrease with the decrease ofPfa,i, but increase with the increasingk at the same time.
Thus, it can be deduced thatPte does not always decrease with the increasingk and this trend depends
on the degree of the changes caused byPfa,i andk. In other words, it is very possible that the total
error rate of the final decisionPte will decrease first because of the rapid decrease ofPfa,i. However,
Pte will then go up sincePte is an increasing function with regard tok.
AND rule When using AND rule, the targeted individual probability ofdetection of each SU under




P ∗d , i = 1, . . . , k. (4.32)
When an additional SU is involved in the cooperative system,this additional SU has the lowest re-
ceived SNR among the cooperating SUs so that the individual false alarm rate of the additional SU
must be highest among these cooperating SUs. BothPfa,i andPd,i are decreasing functions with re-
gard to the decision thresholdr. Meanwhile, from (4.32), target individual detection rateP ∗d,i increases
with the increase ofk. Therefore, the individual false alarm rates of the other cooperating SUs (i.e.
Pfa,1, . . . , Pfa,k−1) will go up with the increase ofk. However, the total error rate of the final decision
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Pte is a decreasing function with regard tok, but an increasing function with regard toPfa,i. This







The trend ofPte is determined by the changing degree ofPfa,i andk. So, based on the above analysis,
it is likely that the total error rate may decreases first due to the increasingk and then increase because
of the increase ofPfa,i. Beside, total error rate may also increase or decrease monotonically as well.
When more cooperating SUs are involved, more unreliable SUs(i.e. the SUs with low received SNR)
will be used to detect the PU. As a consequence, the accuracy of the final decision will reduce.
4.3.3.3 Constant False Alarm Rate Scheme
Under CFAR requirement, the probability of false alarm is fixed at a targeted value which is denoted
by P ∗fa. This is considered from the perspective of the SUs, so that the chance of occupying the
spectrum holes for the SUs can be guaranteed. The remaining work is to maximize the probability
of detectionPd to achieve the best performance of the cooperative spectrumsensing. The targeted
individual probability of false alarmP ∗fa,i of each SU is assumed to be identical. In order to calculate
the corresponding probability of detection for a desired false alarm rate, the corresponding decision
threshold has to be determined first. Based on the above assumptions, the corresponding decision
threshold can be computed as follows:
• Firstly, the targeted individual false alarm rate seen at the FC can be calculated by (4.34) and
(4.36);
• Secondly, the targeted individual false alarm rates seen atthe SUs can be obtained based on
(4.17).
• Finally, the corresponding decision thresholds can be obtained through (4.12).
Besides, the trend ofPte is consistent withPd becausePfa is constant in this scenario.
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OR rule Under OR rule, the targeted individual probability of falsealarm of each SUP ∗fa,i can be
given by
P ∗fa,i = 1− k
√
1− P ∗fa, i = 1, . . . , k. (4.34)
It is obvious thatP ∗fa,i decreases with the increase ofk. It can be deduced that the corresponding
individual probability of detectionPd,i also decreases because of the same monotonicity ofPd,i and




(1− Pd,i) + P ∗fa. (4.35)
From the above expression, on the one hand, whenk is increasing, the individual detection rates
Pd,i will decrease so that the total error ratePte will decrease as well. On the other hand,Pte is an
increasing function with the increase ofk. Therefore, the actual trend ofPte is determined by how
fast the change ofPd,i is, which indicates there exists an optimal number of the cooperating SUskopt
which enablesPte to achieve the minimum value. It is worth noting thatkopt can be, but not always,
equal to the total number of the available SUs. From (4.13), the individual probability of detection
Pd,i decreases with the decrease of the received SNRs at the SUsγi. A higherγi brings about a higher
Pd,i, thus the SUs with higherγi should collaborate first to implement cooperative spectrumsensing.
Under the CFAR requirement and OR rule, when an additional SUis involved in the cooperation, the
individual probability of detection of the additional SU, i.e. Pd,k, will have the lowest detection rate
among these cooperating SUs and the other individual probabilities of detection, i.e.Pd,1, . . . , Pd,k−1,
will also reduce.
AND rule Considering the AND rule under the CFAR requirement, the targeted individual false




P ∗fa, i = 1, . . . , k. (4.36)
From the above expression, when an additional SU, i.e.kth SU, is included in the cooperative spectrum
sensing,P ∗fa,i will increase so that the individual detection ratePd,0, · · · , Pd,k−1 will go up. Besides,
the additional SU will have the lowest individual detectionrate (Pd,k) among the cooperating SUs.
The detection rate of the final decisionPd is a decreasing function with the increase ofk, meanwhile,
Pd is an increasing function with the increase ofPd,i. Under the CFAR requirement, the total error
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ThusPte may decrease first because of the increase ofk and then increase due to the rapid increase of
Pd,i. Meanwhile, it has to be admitted thatPte may increase or decrease monotonically in some cases
under CFAR requirement. In these cases, the trend ofPte is dominated by only one factor between
k andPd,i all the time. Therefore, no matter howPte changes with the increase of the number of
cooperating SUs, there has to exist an optimal number of cooperating SUs to minimize the total error
rate under the CFAR requirement and AND decision fusion rule. When more cooperating SUs are
involved in the sensing period, the number of unreliable SUsmay increase accordingly and the final
sensing performance could be degraded.
4.4 Achievable Ergodic Capacity and Outage Throughput
In this section, the achievable ergodic capacity and throughp t of the CR network are investigated in
order to capture the performance of the sensing-based secondary links. As shown in Fig. 4.1, the
RRHs are the secondary transmitters (SU-Txs) and the secondary receiver (SU-Rx) is located at the
origin of the secondary network region. As defined in the section 4.2, each SU-Tx is equipped with
multiple antennas and the SU-Rx is with single antenna. The path loss and Rayleigh fading between
the SU-Tx and SU-Rx are considered in this chapter. When the PU is absent, the received SNR at the





wherePST denotes the transmitted signal power from the SU-Tx,σ2 is the additive noise power at
the SU-Rx,L is the distance between each SU-Tx and SU-Rx,ε is the path loss factor andα denotes
the Rayleigh fading channel gain in each secondary link. When maximal ratio transmission (MRT) is
applied, the PDF ofα is given as
fα(α) =
αm−1e−α
(m− 1)! , (4.39)
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Meanwhile, when the PU is present, the interference from thePU’s signal is considered and the re-






whereβ denotes the Rayleigh fading gain between the PU and the SU-Rxandβ follows the exponen-
tial distribution with mean1, i.e.,
fβ(β) = exp(−β). (4.42)
For a CR network, one periodic spectrum sensing frameTf consists of three parts, including the
sensing slotTs, decision reporting slotTr and data transmission slotTt. In the interweave method,
the data transmission of the secondary links can be carried out under two situations, one is there is
no false alarm when the PU is absent and the other one is misseddet ction occurs when the PU is
present. Therefore, the achievable ergodic capacity and throug put of the secondary network also
comprise these two parts.
4.4.1 Achievable Ergodic Capacity
Based on the structure of the CR system mentioned above, the achi v ble capacity of each secondary
link in the CR system can be given by
Cac = Cac0 + Cac1, (4.43)
whereCac0 denotes the achievable capacity with the absence of the PU andCac1 denotes the achievable
capacity with the presence of the PU. Specifically,Cac0 andCac1 can be obtained as follows
Cac0 =
(




s0)(1 − Pfa)P (H0), (4.44)
Cac1 =
(




s1)(1 − Pd)P (H1), (4.45)
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wherek is the number of the SUs involved in the cooperative sensing,P (H0) andP (H1) represent
the probabilities that the PU is absent and present respectively.
4.4.1.1 Achievable Ergodic Capacity under H0








1−m, 1, 1, 2ε + 1
2





Tf − Ts − kTr
Tf
)
(1− Pfa)P (H0). (4.46)
Proof. In order to derive the expression ofCac0, we first obtain the statistical average ofl g2(1+γ
s0).
LetCec0 = log2(1 + γ





























By utilizing the equality relationship














































, the equation above can be reorganized. After further manipulat ons with the aid of
[115, (7.811.3)], the expression ofCec0 can be derived and the expression (4.46) can be achieved.
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4.4.1.2 Achievable Ergodic Capacity under H1
The achievable ergodic capacity of each secondary link whent PU is present can be derived as























1−m, 1, 1, 2ε + 1
2
ε , 1, 0
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
ε(m− 1)! ln(2) e
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By utilizing the expressions (4.46) and (4.50), the achievable ergodic capacity of each secondary link
Cac can be obtained by
Cac = Cac0 + Cac1. (4.51)
Therefore, considering all the secondary links, the achievable ergodic capacity of the secondary net-











(K − 1)! . (4.52)
The value ofCc converges with the increasingK, since the probability that there existsK secondary
links approaches0 with the increase ofK.
4.4.2 Achievable Throughput
Similarly, the achievable throughputCat of each secondary link can be defined as
Cat = Cat0 + Cat1, (4.53)
1In this chapter, the achievable ergodic capacity of the secondary network means the summation of the
achievable ergodic capacity of all the possible secondary links. Similarly, the achievable throughput of the
secondary network is defined in the same way.
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whereCat0 andCat1 denote the achievable throughput of each secondary link when the PU is absent
and present respectively. In detail,Cat0 andCat1 can be calculated as
Cat0 =
(
Tf − Ts − kTr
Tf
)
log2(1 + T )Pcov0(1− Pfa)P (H0), (4.54)
Cat1 =
(
Tf − Ts − kTr
Tf
)
log2(1 + T )Pcov1(1− Pd)P (H1), (4.55)
where the coverage probabilitiesPcov0 andPcov1 are defined as the probability that the received SNR
or SINR at the SU-Rx is larger than the preset thresholdT when the PU is absent and present respec-
tively.
4.4.2.1 Achievable Throughput under H0
Proposition 3. Assuming that the path loss L−ε and Rayleigh fading are experienced by secondary
signals and MRT is applied at the SU-Tx, the coverage probability Pcov0 achieved by each secondary
























where γ(·, ·) denotes the lower incomplete Gamma function.
Proof. According to the definition of the coverage probability, thecoverage probability under the
hypothesisH0 can be written as
Pcov0 = Pr[γ
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by utilizing the definition of the lower incomplete Gamma function and after further manipulations,
the closed-form expression of the coverage probability under the hypothesisH0 can be obtained as
equation (4.56).
Therefore, the expression of the achievable throughput foreach secondary link under the hypothesis
H0 can be obtained by utilizing equation (4.54) and (4.56).
4.4.2.2 Achievable Throughput under H1
Proposition 4. When the PU is present, the interference to the secondary network sourced from the
PU is considered. Assuming that the path loss L−ε and Rayleigh fading are experienced by secondary
signals and MRT is applied at the SU-Tx, the coverage probability of each secondary link under the





















Proof. Based on the definition of the coverage probability, the coverag probability under the hypoth-
esisH1 can be calculated as
Pcov1 = Pr[γ


















































































let z = TPST (σ
2 + PTD


























Cooperative Spectrum Sensing Based on Random Secondary Network
By utilizing the power series expansion of the lower incomplete gamma function, the coverage prob-


















The above integral can be calculated with the aid of the definition of the upper incomplete gamma
function and then the expression of (4.58) can be obtained.



















Figure 4.2: The PDF of the distances between the ith SU within the area of interest and the
PU.
By using the Eq. (4.55) and the expression (4.58), the achievabl throughput of each secondary link
can be obtained in the presence of the PU.
After the expressions of the coverage probability under thehypothesisH0 andH1 are derived, the
closed-form expressions of the achievable throughput under the absence and presence of the PU can
be obtained by utilizing (4.54) and (4.55). Therefore, the achievable throughputCat of each secondary
link can be obtained by using (4.53).
Furthermore, considering all the available secondary links, the achievable throughput of the secondary
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Parameters Values
Transmit power of PU-TxPT 5W
Transmit power of SU-TxPST 40mW
Additive noise power at SUsσ2v −90 dBm
Antenna number of the SUm 4, 6
Sample size of spectrum sensing 500, 600, 800
Sampling frequencyfs 6 MHz
Path loss exponent factorε 3.1
Single periodic frame of the SUTf 100 ms
Coverage radius of the FCR 5 km
Distance between the FC and PUD 50 km
BEP of the decision reporting channelPb 0.01
Data rate of the reporting channelRb 100 Kbps
Density in the PPPρ 10−7 nodes/m2
Table 4.1: Simulation parameters of cooperative spectrum sensing with random secondary
networks











(K − 1)! . (4.62)
It is worth mentioning that the value ofCth converges with the increase ofK, since the probability of
havingK secondary links approaches0 whenK is large enough.
4.5 Simulation Results and Discussions
In this section, simulation results are provided to validate the derived expressions and the analysis
throughout this chapter. In the simulation results, it is asumed that the coverage radius of the FC
is R = 5 km, the distance between the FC and PU isD = 50 km. The PU is assumed as a TV
transmitter and the transmit power is5 W, meanwhile, the additive noise power is assumed at−90
dBm [42]. In [42], the noise power level is assumed at−98 dBm, however, it still makes sense that we
consider a higher noise power and5 W as the transmit power in this chapter. Actually, what we care
in this work is the ratio of the transmit power and noise level, which can be found in (4.26). Based
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Figure 4.3: The total error rate of the final decision versus the number of cooperating SUs
k for various sample sizes n by using OR and AND fusion rules under the CDT
requirement.
on IEEE 802.22 standard, the SNR for spectrum sensing can be down to−22 dB, so the assumptions
of 5 W transmit power and−90 dBm noise power help us to make the received SNR at the FC
of the secondary network achieve around−15 dB. Many literatures made similar assumptions for
simplifying the calculations, e.g. [108]. Besides, in a practical system, the interference measured at
the receiver could be considered as noise as well and the transmit power can be adjusted for different
objectives. Therefore, the assumptions of transmit and noise powers in this chapter are still reasonable.
The path loss exponent factor isε = 3.1. When employing error rate control methods, the BEP during
the decision reporting process is assumed asPb = 10−2. The sampling frequency of the signalfs = 6
MHz, the data rate of the reporting channelRb = 100 Kbps so thatTr =
1
Rb
. One periodic frame
of the SU isTf = 100 ms and the density in the considered PPP isρ = 10−7 nodes/m2. These
simulation parameter are detailed in the Table 4.1 as well.
Fig. 4.2 validates the expression of the PDF of the distance between theith nearest SU and the PU
derived as (4.25) in this chapter. This figure represents thePDF of the Euclidean distance of the second
and fourth nearest SU from the PU. It can be seen that the analytical results match with the Monte-
Carlo results very well, which proves that the closed-form expr ssion of the distance between the PU
and itsith nearest neighbour located within the area of interest.
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Figure 4.4: The total error rate of the final decision versus the number of cooperating SUs
k for various sample sizes n by using OR and AND fusion rules under the CDR
requirement.
Fig. 4.3 depicts the total error rate of the final decision versus the number of collaborating SUs under
the CDT requirement by using OR and AND fusion rules, respectiv ly. Due to the verifications in
Fig. 3.5 and Fig. 3.6, only the analytical results are shown in th s figure. In this figure, the preset
decision threshold is0.28, each SU is assumed with4 receive antennas (m = 4) and the sample size
of received signal isn = {600, 800}. The total error rate of the final decision can be calculated as
described in Section III. Since the number of available SUs in PPP is random, it is impossible to show
all the possible cases of different numbers of SUs. However,th probability of above a certain number
of SUs within the coverage radius of FC can be calculated by using (B.13). For the PPP with the
determined densityρ considered in this chapter, the probability of over 14 SUs located within the area
of interest is under 0.05. Thus, Fig. 4.3 only shows the casesof the number of available SUs up to14,
which is enough for analysis.
It can be seen from Fig. 4.3 that the total error rate decreases fir t and then increases with the increase
of the number of cooperating SUs, under the AND rule. The optimal numbers of cooperating SUs
are kopt = {3, 2} which makes the total error rates achieve the minimum values{0.07, 0.03} for
the cases ofn = {600, 800}, respectively. Under the OR rule, the total error rate increases with
the increasingk. Hence, single node spectrum sensing based on the nearest SUcan achieve the best
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Figure 4.5: The total error rate of the final decision versus the number of cooperating SUs k
for various sample sizes n by using OR and AND fusion rules under the CFAR
requirement.
sensing performance. Therefore, it can be deduced that using all the available SUs is not always
necessary to achieve the best sensing performance. When theSUs follow a homogeneous PPP and the
number of available SUs is large, consideringkopt SUs (not always all the SUs) not only improves the
accuracy of spectrum sensing, but also accelerates the cooprative spectrum sensing.
Similarly, Fig. 4.4 represents the total error rate of the final decision versus the number of collaborating
SUs under the CDR requirement. These curves are obtained by employing OR and AND decision
fusion rules respectively. As mentioned in the former section, the probability of detection of the final
decision is constant under this CDR requirement and the desired detection rate is set at0.85. Each SU
is equipped with4 antennas (m = 4) and the sample sizes aren = 500, 600. From this figure, it can
be seen that the total error rate of the final decision is a monotonically increasing function with regard
to k under the OR rule. Thus cooperating the single SU with highest received SNR is best choice to
minimize the final total error rate for the OR cases shown in this figure. As contrast, the total error
rate decreases with the increasingk under the AND rule. Specifically, the minimum total error rates
are obtained when the numbers of cooperating SUs are3 nd4 for n = 500, 600 respectively.
Besides, the total error rate performance of the final decision is also presented under the CFAR re-
quirement as Fig. 4.5. In this plot, a constant false alarm rate of the final decision is predefined and
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Figure 4.6: The achievable ergodic capacity versus the secondary transmit power under dif-
ferent fusion rules, the antenna number at each SU-Tx is m = 4, 6 and the sample
size is n = 600.
this figure is1%. This scenario is considered from the interests of SUs, since guaranteeing a low
false alarm rate assures that SUs could get enough chances toaccess the licensed frequency bands.
It can be observed from this figure that the final total error rates goes up first and then reduces under
both OR and AND rules. It is worth noting that, under the OR rule, the final total error rate increases
slightly after the initial decrease. Specifically, the optimal number of cooperative SUs is2 for both
n = 500, 600 under the AND rule. Meanwhile, under the OR rule, the optimalvalues are10 and11
for n = 500, 600 respectively.
Fig. 4.6 shows the achievable ergodic capacity of each secondary link versus the transmit power of the
SU-Tx from30 mW to 40 mW under the CDT requirement when achieving the minimum total error
rate. The minimum total error rate can be obtained by utilizing the method proposed in section III.
In this figure, various cases are presented under different numbers of SU-Tx antennas (i.e.,m = 4,
m = 6) and different decision fusion rules. The number of samplesof the PU’s signal isn = 600.
Under the CDT requirement, a preset decision threshold is requir d. The definition area of the decision
threshold is[1/m, 1], which means the definition area of the decision thresholds can vary depending
on the number of antennas at each SU-Tx. Therefore, the predefin decision thresholds are assumed
to be0.28 and0.24 for the cases ofm = 4 andm = 6 respectively. Furthermore, it can be seen
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Figure 4.7: The achievable ergodic capacity versus the number of cooperating SUs under
different fusion rules, each SU-Tx is with 4 antennas and the sample size is n =
600, 800.
that the achievable ergodic capacity of the secondary network rises monotonically with the increasing
transmit power of the SU-Tx. When comparing the achievable ergodic capacity in terms of decision
fusion rules, the AND rule outperforms the OR rule for a same number of SU-Tx antennas. Besides,
it can be seen that the gap of the achievable ergodic capacitybetween the AND and OR fusion rules
reduces with increasingm.
Fig. 4.7 represents the achievable ergodic capacity of eachse ondary link versus the number of the
cooperating SUs under the CDT requirement when the SUs follow a PPP with densityρ. In this
figure, each SU-Tx is equipped with4 antennas and the number of samples of the PU’s signal is
n = 600, 800. The predefined decision threshold is0.28 and the transmit power of the SU-Tx is
PST = 40 mW. The other parameter settings are the same as the previouspart. Firstly, the achievable
ergodic capacity by using the AND decision fusion rule is higher than the results by using the OR rule
when each SU-Tx has the same number of antennas. Secondly, itcan also be seen that a larger number
of samples of the PU’s signal can help to improve the achievabl ergodic capacity of the secondary
network. Furthermore, when the AND fusion rule is applied, the achievable ergodic capacity increases
with increasingk. However, under the OR fusion rule, the achievable ergodic capa ity decreases with
increasingk. Under the CDT requirement, for the AND decision fusion rule, bothPfa andPd are
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Figure 4.8: The coverage probability versus the secondary transmit power under the hypoth-
esis H0 and H1, the antenna number at each SU-Tx is m = 4, 6.
decreasing functions with regard tok. However, when the OR fusion rule is applied,Pfa andPd both
increase with increasingk. Thus, for given primary and secondary transmit powers, it can be found
from (4.43), (4.44) and (4.45) that the achievable ergodic capa ity of the secondary network increases
under the AND rule and decreases under the OR rule with the incr ase ofk. Therefore, considering
the total error rate of the final decision performance shown as Fig. 4.3 and the achievable ergodic
capacity described in Fig. 4.7 together, the method of choosing the optimum number of cooperating
SUs should be as follows:
In order to achieve a high achievable ergodic capacity and anacceptable total error rate concurrently,
the eligible numbers of the cooperating SUs can be determined first for a target total error rate and
then the optimum number of cooperating SUs which maximizes th achievable ergodic capacity can
be selected among the eligible numbers obtained. Specifically, the achievable ergodic capacity is an
increasing function with regard tok for the AND rule, but it is a decreasing function for the OR
rule. Hence the largest number of the cooperating SUs which satisfies the desired total error rate
requirement should be chosen to maximize the achievable ergodic capacity for the AND rule. On the
contrary, the smallest number of the collaborating SUs thatmakes the total error rate under or equal to
the targeted value is selected for the OR rule.
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Figure 4.9: The achievable throughput versus the secondary transmit power under different
fusion rules, the antenna number at each SU-Tx is m = 4, 6 and the sample size
is n = 600.
Fig. 4.8 describes the coverage probability of each secondary link versus the transmit power of the SU-
Tx from 30 mW to40 mW under the hypothesesH0 andH1. The predefined threshold of the received
SNR and SINR at the secondary receiver is assumed to be3 dB. Two cases (i.e.,m = 4,m = 6) are
presented in this figure under the hypothesesH0 andH1 respectively. From this figure, the coverage
probabilities under the hypothesesH0 andH1 both increase with the increasing secondary transmit
power. Furthermore, it can also be observed that more antennas at each SU-Tx help to improve the
coverage probability, which can also be inferred from the expr ssions (4.56) and (4.58).
Fig. 4.9 shows the achievable throughput performance of each se ondary link with the increase of
the secondary transmit power from30 mW to40 mW when the minimum total error rate is achieved.
Multiple cases are represented for different numbers of antennas at each SU-Tx (i.e.,m = 4,m = 6)
and decision fusion rules. It can be seen that the achievablethroughput increases with the increase of
the secondary transmit power and the number of the antennas at e ch SU-Tx under both of the fusion
rules. Besides, the AND fusion rule can achieve a better achievable throughput than the OR rule.
Fig. 4.10 presents the achievable throughput of each secondary link with the increase of the number
of the cooperating SUs under the CDT requirement. The transmit power of the SU-Tx is40 mW and
the preset decision threshold is0.28. Firstly, for a given sample size, the AND rule can achieve a
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Figure 4.10: The achievable throughput versus the number of cooperating SUs under dif-
ferent fusion rules, each SU-Tx is with 4 antennas and the sample size is
n = 600, 800.
higher achievable throughput of the secondary network thant e OR rule under the CDT requirement.
Secondly, a larger sample size helps to obtain a higher achievable throughput of the secondary network.
Lastly, the achievable throughput of the secondary networkincreases with the number of cooperating
SUs under the AND rule, however, it decreases with an increasing k under the OR rule. Therefore,
considering the total error rate performance and the achievabl throughput of the secondary network
concurrently, different strategies should be used to determine the optimal number of cooperating SUs
for different decision fusion rules. Specifically, under the AND rule, the chosen number of cooperating
SUs should be as large as possible while not exceeding the target otal error rate. On the contrary, under
the OR rule, the chosen number of cooperating SUs should be assm ll as possible based on the target
total error rate requirement.
4.6 Summary
This chapter investigated the efficient cooperative spectrum sensing in CR networks by using the
GLRT detector when SUs follow a homogeneous PPP. The total error rate performance of the coop-
erative sensing system was analysed by utilizing the theoretical expressions of the individual proba-
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bilities of false alarm and detection. The total error rate of the final decision was then investigated
when cooperating different numbers of SUs under OR and AND fusion rules, respectively. It is worth
mentioning that reporting errors were also considered in this c apter. The analytical results indicated
that cooperation between all the SUs does not always achieveth best spectrum sensing performance
and the obtained optimal numbers of cooperating SUs in this chapter minimized the total error rates
of the final decisions. It is worth noting that the SUs with higher average received SNRs are prefer-
entially chosen to implement cooperative spectrum sensing. Besides, the analytical expressions of the
achievable ergodic capacity and throughput of the secondary network were derived. We also studied
the impact of the number of cooperating SUs on the achievableergodic capacity and throughput of
the secondary network. Accordingly, different strategieswere proposed to determine the optimum
number of cooperating SUs in order to achieve the best transmission performance for different fusion
rules while not exceeding the target total error rate.
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Chapter 5
Full-duplex Spectrum Sensing and
Sharing Analyses
5.1 Introduction
The spectrum sensing techniques and strategies investigatd in he last two chapters are both based on
the traditional HD spectrum sensing system. Under the HD spectrum sensing scenario, the sensing
and transmission frames of the secondary network are separat . Therefore, the sensing-throughput
trade-off has to be considered in order to maximize the throughp t of the secondary network, which
has been studied in Chapter3 of this thesis. On the contrary, FD systems can conduct transmission
and reception simultaneously in the same frequency bands, but self-interference will be introduced
by the FD antennas. In order to cope with the strong self-interfer nce generated by the FD antennas,
various self-interference reduction techniques have beenproposed and studied, such as a phase shifter,
radio frequency analog cancellation and digital baseband interference cancellation, etc. Therefore, due
to the recent advances on self-interference reduction techniques [65, 116, 117], the FD technique has
been put forward to apply in CR networks to improve the sensing performance and spectral efficiency
of the secondary network. In FD CR networks, the SU possessesFD capability and the antennas of the
SU are partitioned into two parts, including the sensing andtransmission antennas. Compared with
the HD CR network within the same length of periodic spectrumsensing frame, FD CR systems can
implement sensing and transmission during the whole frame so that more samples can be accumulated
for spectrum sensing and longer data transmission time can be obtained for the secondary network.
In practical CR systems, the realization of the synchronization between the PUs and SUs is difficult
since the types of the primary and secondary networks are different normally. However, in the previous
works on CR networks, the system is usually assumed to be time-slott d which means that the PUs can
only change their state (i.e., active or inactive) at the beginning of each time-slotted secondary frame.
On the contrary, the PUs and SUs are asynchronous in the non-time-slotted network. Therefore, the
non-time-slotted CR network is more practical and realistic. However, because of the complexity
of the non-time-slotted model, most existing works on both HD and FD CR networks, e.g., [13, 68,
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118, 119], have mainly focused on the time-slotted system where the PUs and SUs are assumed to be
perfectly synchronized.
Motivated by the benefits of the FD technique and the practical significance of the non-time-slotted
system, we investigate the FD spectrum sensing and sharing performance for multi-antenna non-time-
slotted CR networks in this chapter. Most of the existing FD works for CR networks, e.g., [12, 13, 120],
assumed that there was only a single antenna for sensing and another single antenna for transmission
at the SU. Therefore multi-antenna ED is considered in this capter. A low probability of false alarm
creates more chances to access the spectrum holes for SUs, which benefits the SUs. Meanwhile, a low
missed detection rate helps to protect the PUs from the harmful interference caused by the SUs, which
considers the interests of PUs. Thus, the total error rate isinve tigated in order to consider the benefits
of PUs and SUs concurrently. The investigations in this chapter consist of two parts, including the
FDSS and FD-SBSS schemes, and the detailed contributions are as follows.
• In terms of the FDSS scenario, firstly, the generalized closed-form expressions of the proba-
bilities of false alarm and missed detection of the multi-anen a ED are derived based on the
non-time-slotted FD system. Secondly, the total error rateis investigated in order to consider
the interests of PUs and SUs simultaneously. Furthermore, the optimal decision threshold pair
is obtained, which can minimize the total error rate.
• In terms of the FD-SBSS scheme, firstly, the expressions of collision and spectrum waste proba-
bilities are derived based on the proposed FD-SBSS scheme. Secondly, the antenna-partitioning
is explored in order to maximize the achievable throughput of the SU. Furthermore, appropriate
antenna-partitioning methods are proposed for both FD-SBSS and FDSS cases.
The remainder of this chapter is organized as follows. Section 5.2 describes the system model. In Sec-
tion 5.3, the FDSS scheme is investigated and the closed-form expressions of the probabilities of false
alarm and missed detection are derived. Meanwhile, optimaldecision threshold pairs are studied to
minimize the total error rate. The FD-SBSS scheme is proposed in Section 5.4 in order to improve the
achievable throughput of the secondary network. Both the sensing and transmission performance are
explored in this section. Section 5.5 provides the simulation results and related discussions. Finally,
Section 5.6 concludes this chapter.
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5.2 System Model
We consider the FD non-time-slotted CR network based on multi-antenna ED, which is shown in Fig.
5.1. The PU is assumed to be equipped with single antenna and the SU-Tx has multiple antennas.
The antennas of SU-Tx comprise two parts, including the sensing and transmission antennas. Specifi-
cally, the sensing antennas perform spectrum sensing and the transmission antennas conduct the data
transmission of the secondary network simultaneously. TheSUs and PU share the licensed frequency







    (Ms)
Transmission
antennas
      (Mt)
Figure 5.1: The system model of FD spectrum sensing
The considered non-time-slotted system is presented in Fig. 5.2 (a), where the PU’s state may change
at any time within the periodic spectrum sensing frame so that the PU can access and leave the licensed
frequency bands randomly. For comparison, the traditionalHD time-slotted spectrum sensing system
is also illustrated as Fig. 5.2 (b). The activity of the PU is characterized as an alternating ON/OFF
process. In practical applications, the state of the PU would not change frequently within one spectrum
sensing frame, since each activity period of the PU is longerthan each sensing/transmission period
of the SU. Hence, without loss of generalization, we assume the PU may change its status up to once
within one periodic spectrum sensing frame and the durationof either PU’s state follows exponential
distribution [121]. As shown in Fig. 5.2,ton, toff denote the durations of PU’s ON and OFF states,
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whereλon = E(ton) and λoff = E(toff) denote the expectations ofton and toff . Therefore, the










whereT is the duration of every secondary sensing/transmission time slot andλoff , λon ≫ T . Simi-










ED is employed at the sensing antennas of the SU-Tx in this chapter, since the ED does not require
the knowledge of the PU’s signal and is easy to realize in hardw e. Assuming the numbers of sensing
and transmission antennas at the SU-Tx are denoted byMs andMt respectively andN is the total
number of the samples of the received signals for each whole sensing period, the test statistic of the









whereyi(n) denotes the received signal of thenth sample observed at theith sensing antenna of
the SU. Also, a saturated traffic scenario is assumed, which means that the SUs always have data to
transmit.
5.3 Performance Analysis of FD Spectrum Sensing
In this section, the performance of the multi-antenna ED based non-time-slotted spectrum sensing
using the FD technique is investigated. In order to considerth interests of the PU and SUs simul-
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Figure 5.2: (a) The FD non-time-slotted spectrum sensing system. (b) The HD time-slotted
spectrum sensing system. (ON: The PU is active, OFF: The PU is inactive.)
taneously, the total error rate of the spectrum sensing is studied and the optimal decision threshold
pair is obtained. The total error ratePte is defined by the probabilities of false alarmPfa and missed
detectionPm. Therefore, the closed-form expressions ofPfa andPm are required for the analyses of
Pte and decision thresholds.
5.3.1 FD Spectrum Sensing Scheme
As introduced in the previous section, the spectrum sensingof the SU-Tx can be implemented with
the FD technique under two cases: (1) The transmission antennas of the SU-Tx are transmitting data;
(2) The transmission antennas are silent. When the transmission antennas of the SU-Tx are active,
self-interference will be introduced to the spectrum sensing process at the sensing antennas. The self-
interference can be reduced partly through existing self-interference reduction techniques [65, 116,
117], so the spectrum sensing can still be conducted with theresidual self-interference. The capability
of the self-interference reduction technique can be measurd by the self-interference suppression (SIS)
factorχ which is defined as
χ2 =
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Considering the states of the PU and the SU jointly, the receiv d signal observed at the sensing anten-





χHsiss(n) + u(n), PU is inactive (0) and SU is active(1),
u(n), PU is inactive (0) and SU is inactive (0),
hspsp(n) + χHsiss(n) + u(n), PU is active (1) and SU is active (1),
hspsp(n) + u(n), PU is active (1) and SU is inactive (0),
(5.7)
wherehsp denotes the Rayleigh fading channel between the PU and the sensing antennas of SU-Tx,
Hsi ∈ CMs×Mt is the self-interference channel between the transmissionand sensing antennas at
the SU-Tx,sp(n) ∼ CN (0, σ2p) represents the PU’s circularly symmetric complex Gaussianig al,
ss(n) ∼ CN (0, σ2s IMt) denotes the transmit signal of the SU-Tx andu(n) ∼ CN (0, σ2uIMs) repre-
sents the sample of a complex additive white Gaussian noise.
In the non-time-slotted FD spectrum sensing system, the stat of the PU is defined as the state at the
end of each periodic frame of the SU’s activity. Therefore, th re exists4 different hypotheses in terms
of the activities of the PU and the SU, which can be summarizedas follows:
• H10: The SU is active (1), the PU is active fora samples and then turns to inactive (0) within
the secondary periodic frame,
• H00: The SU is inactive (0), the PU is active fora samples and then turns to inactive (0) within
the secondary periodic frame,
• H11: The SU is active (1), the PU is inactive forb samples and then turns to active (1) within
the secondary periodic frame,
• H01: The SU is inactive (0), the PU is inactive forb samples and then turns to active (1) within
the secondary periodic frame,
where0 ≤ a, b < N anda, b vary depending on the realistic situations, thus differentcases are shown
in simulation results for variousa, b.
The PU can departure or arrive at any time in a secondary time slot, which means thata, b can be any
integer between0 andN . In practice, it is inevitable that some cases with largea andb would have
unacceptable sensing performance, e.g. the probability offalse alarm or missed detection is over90%.
Therefore, the decision threshold is determined by middle va ues ofa andb rather than considering the
98
Full-duplex Spectrum Sensing and Sharing Analyses
worst cases. Due to the influence of RSI, two sets of decision threshold pairs are required for spectrum
sensing under the presence and absence of RSI. Therefore, under the FDSS scheme, we assumer1, r0
denote the decision thresholds with and without RSI respectively. Specifically, the FDSS protocol is
proposed as described in the pseudocode for Protocol 1.
Protocol 1 Full-duplex Spectrum Sensing Scheme
The SU attempts or continues to occupy the licensed channel
if The SU-Tx is transmitting currentlythen
The SU-Tx performs spectrum sensing based on decision threshold r1
if Received signal energy is abover1 then
The channel is reported as busy
The SU-Tx stops transmitting in the next time slot
else
The channel is reported as idle
The SU-Tx gets the permission to transmit in the next time slot
end if
else {The SU-Tx is silent currently}
The SU-Tx conducts spectrum sensing based on decision threshold r0
if Received signal energy is abover0 then
The transmission of SU-Tx is not allowed in the next time slot
else
The transmission of SU-Tx is granted in the next time slot
end if
end if
5.3.2 Sensing Error Analysis
In order to evaluate the sensing performance of the system, two sets of sensing error probabilities have
to be investigated in FD non-time-slotted CR networks, i.e.(1) the probability of false alarm with the
active SUPfa,1 and with the inactive SUPfa,0; (2) the probability of missed detection with the active
SU Pm,1 and with the inactive SUPm,0. Assuming that the received signal samples at the sensing
antennas of the SU-Tx are identical and independent distributed (i.i.d.) and the total sample number
for the entire secondary frameN is relatively large, the statistical distributions of the test statistic for
the EDTED can be obtained by applying the central limit theorem (CLT).Thus the related sensing
error probabilities for the hypotheses mentioned above canbe derived as follows.
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is the received SNR,γin =
‖Hsis‖2
Msσ2u
denotes the self-interference-to-noise ratio
(INR) measured at the sensing antennas,‖ · ‖2 is the Frobenius norm operator andQ(·) denotes the
complementary cumulative distribution function of the normal distribution. It is worth noting that dif-
ferent decision thresholdsr0, r1 are required for the spectrum sensing because of the self-int r erence.
Specifically,r0 is the decision threshold under the absence of SU’s transmission (H00,H01). r1 de-
notes the decision threshold when the SU-Tx is transmitting(H10,H11).
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Thirdly, based on the statistical distributions ofTED under the hypothesisH11, the probability of
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The closed-form expression of sensing errors mentioned above are derived for the multi-sensing-
antenna ED based FD non-time-slotted system. Furthermore,it is worth noticing that these expressions
can be simplified to be the probabilities of false alarm and missed detection for the time-slotted CR
network, whena = b = 0. This reveals that the time-slotted spectrum sensing system i a special case
of the non-time-slotted system and the model studied in thisc apter is more generalized and practical.
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The detailed proof for the above expressions is provided in the appendix.
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Figure 5.3: The Markov chains of the activities of the PU and SU-Tx in FD spectrum sensing
system
In order to analyse the total error rate and the optimal decision threshold of the spectrum sensing
system, both the probabilities of false alarmPfa and missed detectionPm of the whole system are
necessary. Therefore, the expressions ofPfa andPm should be investigated based on equations (5.8),
(5.9), (5.10) and (5.11). The transitions between the states of PU and SU can be modelled as the
discrete-time Markov chains which is shown in Fig. 5.3. Notethat the states of PU stand forthe
statuses of the PU observed at the end of a secondary sensing frame. AssumingPq1,q2 is the probability
that the FD CR system remains at the state (q1, q2), whereq1, q2 = {0, 1} represent the states of the
SU-Tx and the PU respectively, the relationship among various sensing error probabilities can be




P0,1Pm,0 = P1,1(1− Pm,1),
P0,0(1− Pfa,0) = P1,0Pfa,1,
P0,0 + P1,0 = 1,




By solving the above system of equations, the probability offalse alarm of the whole systemPfa is
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1− Pfa,0(r0) + Pfa,1(r1)
, (5.13)
and the probability of missed detection of the whole system is given by
Pm(r0, r1) =
Pm,0(r0)
1 + Pm,0(r0)− Pm,1(r1)
. (5.14)
5.3.3 Total Error Rate Analysis
In this subsection, the total error rate is investigated in order to consider the benefits of the PU and
the SUs simultaneously. Since there exists two decision thresholds, i.e.r0 andr1, in the FD non-
time-slotted spectrum sensing system, it is not easy to find the ideal combination ofr0 andr1. An
exercisable and simple way is to obtain the appropriate combination of decision thresholds (r0, r1)
based on the givenPfa or Pm and this will not affect the validity of the theoretical analyses.
Firstly, let us start with the scenario with a given probability of missed detection of the whole system
Pm. In practical applications, the probabilities of missed detection when the SU-Tx is silentPm,0
and activePm,1 should be guaranteed to be a similar value, so that there would be no gaps of the
missed detection performance between the cases of active and in ctive SU-Tx. According to this
practical requirement, the probability of missed detection when the SU is transmitting is equal to the
probability when the SU is silent, i.e.,Pm,1 = Pm,0. Then, from equation (5.14), it can be seen that
Pm,1 = Pm,0 = Pm.
Based on the above assumptions and analysis, the desired decision thresholdr1 for a givenPm (when





Q−1(1− Pm)α1 + (N − b)γsp +Nχ2γin +N
)
, (5.15)
whereα1 is given by
α1 =
√[




Thus, the corresponding false alarm ratePfa,1 when the SU is transmitting with respect to the given
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Pm can be obtained through (5.8) and (5.15) and is given by
Pfa,1(Pm) = Q








2γin + 1) +N(χ2γin + 1)2
Ms
. (5.18)






Q−1(1− Pm)α0 + (N − b)γsp +N
)
, (5.19)
whereα0 is given by
α0 =
√
(N − b)γ2sp + 2(N − b)γsp +N
Ms
. (5.20)
Thus, the corresponding probability of false alarmPfa,0 can be derived through (5.9) and (5.19) and is
given by
Pfa,0(Pm) = Q




whereβ0 is given by
β0 =
√
aγ2sp + 2aγsp +N
Ms
. (5.22)
Herein, for a given probability of missed detection of the whole systemPm, the desired decision
threshold pair (r0, r1) can be obtained by equation (5.15) and (5.19) based on the above derivations.
Secondly, the scenario with a given probability of false alarm of the whole systemPfa is considered.
Similarly, a practical assumption isPfa,0 = Pfa,1, so it can be seen from equation (5.13) thatPfa =
Pfa,0 = Pfa,1. Therefore, when the SU-Tx is active, the desired decision thresholdr1 for a givenPfa
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Q−1(Pfa)β1 + aγsp +Nχ2γin +N
)
. (5.23)
By using equation (5.10) and (5.23), the corresponding probability of missed detectionPm,1 can be
represented with regard to the desiredPfa and is given by
Pm,1(Pfa) = 1−Q









Q−1(Pfa)β0 + aγsp +N
)
. (5.25)
Then, the closed-form expression of the corresponding probability of missed detectionPm,0 with
regard toPfa can be derived with the aid of equation (5.11) and (5.25), which is shown as
Pm,0(Pfa) = 1−Q




Therefore, in a multi-antenna ED based FD spectrum sensing system, the desired decision threshold
pair (r0, r1) based on a given probability of false alarm of the whole system Pfa can be obtained
through equations (5.23) and (5.25).
In order to consider the benefits of both the PU and SUs, the total error rate of the whole systemPte
is defined as
Pte(r0, r1) = Pfa(r0, r1)P (H0) + Pm(r0, r1)P (H1), (5.27)
whereP (H0) denotes the probability that the PU is actually idle andP (H1) represents the probability
that the PU is actually busy. One significant step and objectiv during the FD spectrum sensing process
is determining the decision threshold pair. The optimal decision threshold pair can minimize the total
error rate of the system and is formulated as
(r0, r1)opt = argmin
r0,r1
Pfa(r0, r1) + Pm(r0, r1). (5.28)
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This optimal decision threshold pair can be obtained by using the derived equations in this section.
It should be noted that this optimization issue can be investigated under the two different scenarios
mentioned above, including the cases of a givenPm andPfa.
Remark 1. Improved FD Spectrum Sensing System: The above FD spectrum sensing scheme can
be further improved in terms of sensing performance. A simple way to realize this is utilizing all the
antennas (Ms+Mt) of the FD BS to conduct spectrum sensing when the detection result is busy based
on the data collect in the previous time slot. The benefit by doing this is the sensing performance
would be advanced due to the increased number of sensing antennas, and the secondary transmis-
sion performance is not affected by this. In contrast, in the FD spectrum sensing scheme proposed
above, there are Mt antennas exclusive to transmission so that these antennas are idle when the PU
is detected as busy. Therefore, it is obvious that the improved system proposed here can improve the
system performance without any negative effects. In addition, the corresponding test statistics and
theoretical expressions of sensing performance metrics can be obtained conveniently by replacing Ms
in eqs. (5.5), (5.9)and (5.11)with Ms +Mt.
5.4 Performance Analysis of FD Sensing-based Spectrum
Sharing System
In order to improve the spectrum efficiency of the FD cognitive network, the sensing-based spectrum
sharing scheme is proposed in this section. Meanwhile, the sensing and transmission performance are
investigated.
5.4.1 Sensing-based Spectrum Sharing Scheme
Under the sensing-based spectrum sharing scheme, when consideri g the states of the PU and the SU





χHsis1(n) + u(n), PU is inactive (0) and SU is transmitting with high power,
χHsis0(n) + u(n), PU is inactive (0) and SU is transmitting with low power,
hspsp(n) + χHsis1(n) + u(n), PU is active (1) and SU is transmitting with high power,
hspsp(n) + χHsis0(n) + u(n), PU is active (1) and SU is transmitting with low power,
(5.29)
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wheres1(n) ∼ CN (0, σ2s,1IMt) ands0(n) ∼ CN (0, σ2s,0IMt) denote the transmit signals of the SU-Tx
with high power and low power respectively.
Therefore, there exist4 different hypotheses in terms of the activities of the PU andthe SU, which can
be summarized as follows:
• H10: The SU is transmitting with high power, the PU is active fora samples and then turns to
inactive (0) within the secondary periodic frame,
• H00: The SU is transmitting with low power, the PU is active fora samples and then turns to
inactive (0) within the secondary periodic frame,
• H11: The SU is transmitting with high power, the PU is inactive for b samples and then turns to
active (1) within the secondary periodic frame,
• H01: The SU is transmitting with low power, the PU is inactive forb samples and then turns to
active (1) within the secondary periodic frame,
where0 ≤ a, b < N .
In order to take full advantage of the spectrum resource, theFD-SBSS scheme is proposed. Due to the
influence of RSI, two sets of decision threshold pairs are requi d for the spectrum sensing under the
presence and absence of RSI. Therefore, under the FD-SBSS scheme, we assumer1 andr0 denote the
decision thresholds under the strong and weak RSI. Specifically, the FD-SBSS protocol is proposed as
described in the pseudocode for Protocol 2.
5.4.2 Collision and Spectrum Waste Analyses
In order to evaluate the sensing performance metrics of the FD-SBSS system, the CDFs of the test
statistic have to be investigated under the4 different hypotheses defined in previous subsection. As-
suming that the received signal samples at the sensing antennas of the SU-Tx are i.i.d. and the total
number of samples for the entire secondary frameN is relatively large, the statistical distributions of
the test statistic for the EDTED can be obtained by applying the central limit theorem (CLT).
Firstly, the probability of false alarmPfa,̺ (̺ = 0, 1) when the SU-Tx is with high power (̺ = 1,
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Protocol 2 Full-duplex Sensing-based Spectrum Sharing Scheme
The SU attempts or continues to occupy the licensed channel
if The SU-Tx is transmitting currentlythen
The SU-Tx performs spectrum sensing based on decision threshold r1
if Received signal energy is abover1 then
The channel is reported as busy
The SU-Tx is allowed to transmit with a low power in the next time slot
else
The channel is reported as idle
The SU-Tx gets the permission to transmit with full power in the next time slot
end if
else {The SU-Tx is silent currently}
The SU-Tx conducts spectrum sensing based on decision threshold r0
if Received signal energy is abover0 then
The low power transmission of SU-Tx is scheduled in the next time slot
else
The full power transmission of SU-Tx is granted in the next time slot
end if
end if













denotes the INR measured at the sensing antennas for different transmit sta-




2γin,̺ + 1) +N(χ2γin,̺ + 1)2
Ms
, (5.31)
where‖ · ‖2 is the Frobenius norm operator andQ(·) denotes the complementary CDF of the nor-
mal distribution. It is worth noting that different decision thresholdsr0 andr1 are required for the
spectrum sensing because of the self-interference. Specifically, r0 is the decision threshold under the
low secondary transmission power (H00,H01). r1 denotes the decision threshold when the SU-Tx is
transmitting with a high power (H10,H11).
Secondly, based on the statistical distributions ofTED under the hypothesisH11, the probability of
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whereα̺ is given by
α̺ =
√
(N − b)γ2sp + 2(N − b)γsp(χ2γin,̺ + 1) +N(χ2γin,̺ + 1)2
Ms
, (5.33)













Figure 5.4: The Markov chains of the activities of the PU and SU-Tx in FD sensing-based
spectrum sharing system
The transitions between the states of PU and SU can be modelled as a discrete-time Markov chain
which is shown in Fig. 5.4. AssumingPqiqj is the probability that the FD CR system transfer from
stateqi to qj, whereqi, qj = {q0, q1, q2, q3} represent the states of this system, then the state transition
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Assumingp = [P0, P1, P2, P3] represents the probability that the system stays at stateqi, Pi can be























1− (Pm,1 − Pm,0)(1− µ0) + (Pf,1 − Pf,0)
[





(−1 + Pf,0)µ0 + Pm,0
[




1− (Pm,1 − Pm,0)(1− µ0) + (Pf,1 − Pf,0)
[





(1− Pm,1)µ1 + Pf,1
[




1− (Pm,1 − Pm,0)(1− µ0) + (Pf,1 − Pf,0)
[





1− µ1 + Pm,0(1− µ0)− Pm,1φ+ Pf,0
[




1− (Pm,1 − Pm,0)(1− µ0) + (Pf,1 − Pf,0)
[
1− µ1 + (Pm,1 − Pm,0)φ
]} , (5.39)
whereφ = 1− µ0 − µ1.
The collision probabilityPc is defined as the conditional probability that the SU transmit at a high
power given that the PU is active actually, i.e.,P{SU transmits at a high power| PU is active}. There-
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fore, by using Bayes’ rule, the collision probability in theSBSS scheme can be calculated as
Pc =
P{SU transmits at a high power,PU is active}








By contrast, the probability of spectrum wastePw is defined as the conditional probability that the SUs
conduct transmission at a low power when the PU is idle actually. Thus, the probability of spectrum
waste in the SBSS scheme is expressed as
Pw =
P{SU transmits at a low power,PU is idle}









In this section, the downlink transmission performance of the secondary network is investigated. As
shown in Fig. 5.1, the secondary receiver (SU-Rx) and primary receiver (PU-Rx) are both equipped
with a single antenna.hss denotes the channel vector between the SU-Tx and SU-Rx.hpi is the inter-
ference channel vector between the SU-Tx and PU-Rx. The scalar hps denotes the channel between















































whereσ2n is the additive noise at the SU-Rx and the interference to theSU-Rx from the PU-Tx is
neglected because of the long distance between the PU and SUs.
5.5 Simulation Results and Discussions
In this section, the simulation and theoretical results areprovided to validate the derived expressions
and analyses throughout this chapter. The comparison with the traditional HD sensing system is also
provided based on the non-time-slotted model. In the simulation results of the FDSS scheme, the
SU-Tx has4 antennas, including the sensing antennasMs = 2 and the transmission antennasMt = 2.
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Figure 5.5: The probabilities of false alarm under the presence and absence of secondary
transmission.



















Figure 5.6: The probabilities of detection under the presence and absence of secondary
transmission.
The total number of samples for one periodic secondary frameis N = 1000. Various values ofa
andb are assumed because of the non-time-slotted model. The SIS factorχ can vary from0.1 to 0.3.
The received SNR at the sensing antennas of the SU-Tx isγsp = −10dB and the recieved INR is
γin = 10dB.
Fig. 5.5 and Fig. 5.6 verify the derived expressions of sensing error rates under different hypotheses
H10,H11,H01,H00. Specifically, this figure represents the probabilities of false alarm and missed
detection when the SU-Tx is active and inactive under the conditi χ = 0.1. Note thatPd,1 =
1 − Pm,1, Pd,0 = 1 − Pm,0 are plotted instead ofPm,1, Pm,0 for the convenience of plotting. The
Monte-Carlo simulation results match the theoretical results very well. Besides, comparing the results
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under differenta andb, it can be seen that the sensing performance will degrade with the increase ofa
andb for every hypothesis mentioned above. Since large values ofa andb imply that the PU changes
its state late within one periodic secondary frame, a large number of samples that affect the sensing
performance would be received.







a = b = 0 (FD)
a = b = 100 (FD)
a = 100, b = 200 (FD)
a = 200, b = 100 (FD)
a = b = 200 (FD)
a = b = 400 (FD)
a = b = 500 (FD)
a = b = 0 (HD)
a = b = 200x10% (HD)
Figure 5.7: The ROC curves of the FD spectrum sensing system and the comparison with the
HD system.
The ROC curves are depicted in Fig. 5.7 to show the sensing performance of the FD CR system under
different conditions whenχ = 0.3. From this figure, it can be deduced that the sensing performance
of the whole system will degrade with the increase of the summation ofa andb, i.e., a + b. When
a + b = N , i.e. a = b = 500 in the figure, the sensing performance has been extremely poor,
which is caused by the quite late change of the PU’s status within a sensing frame. Therefore, the
sensing performance beyond this point, i.e. the cases ofa + b > N , is not considered in this thesis.
Besides, whena + b is constant, the sensing performance of the FD non-time-slotted CR system is
similar no matter what the specific values ofa and b are. For instance, this system has a similar
sensing performance whena = 100, b = 200 anda = 200, b = 100. In addition, it can be seen
from the comparison with the HD spectrum sensing approach that the FD can achieve a better sensing
performance based on the multi-sensing-antenna ED in the non-time-slotted CR network, since more
received signal samples can be accumulated by employing theFD t chnique. In order to ensure a fair
comparison, the parameter settings for the HD sensing system in this figure are as follows: the number
of the antennas at the SU-Tx for the HD system isM = Ms +Mt = 4 and the ratio between the
sensing timeτ and one periodic secondary frame durationT is κ = τT = 10%, since a largeκ would
degrade the throughput of the secondary network severely inthe HD system. Specifically, a reasonable
comparison is between the sensing performances ofa = b = q for the FD system anda = b = q × κ
112
Full-duplex Spectrum Sensing and Sharing Analyses































Figure 5.8: The total error rate of the system Pte V.S. the decision threshold pair (r0, r1) (The
dashed black lines on x-y plane are the projections of the total error rate curves).
The total error rate of the system is presented in Fig. 5.8 versus the different decision threshold
pairs under different system conditions. The scenario of a given probability of missed detection is
considered andχ = 0.3. The probabilities that the PU is absent and present are assumed asP (H0) =
0.8, P (H1) = 0.2, since the PU would not occupy the licensed frequency bands at a high probability
in practical applications. The total error rate of the system increases with the increasinga + b, since
more signal samples with negative effects are received for spectrum sensing. Meanwhile, it can be
also seen from this figure that the total error rate of the system is a quasi-convex function with regard
to the decision threshold pairs. This implies that there exists one and only one optimal decision
threshold pair to minimize the total error rate. Therefore,th optimal decision threshold pair can be
obtained by using the derived equations in the last section.Specifically, the optimal decision threshold
pairs(r0, r1)opt are (1.086, 1.974), (1.084, 1.980), (1.080, 1.980) and (1.085, 1.990) for the cases of
(a = b = 0), (a = b = 100), (a = 100, b = 200) and(a = b = 200), respectively. Meanwhile, the
corresponding minimum total error rates are0.09, 0.12, 0.14 and0.16.
The FD-SBSS scheme is also investigated in terms of sensing and transmission performance, assuming
the sampling frequency is6 MHz andλoff = 4, λon = 1. The received INRs at the sensing antennas
areγin,0 = 15 dB andγin,1 = 25 dB for the low and full power cases respectively. The numbersof
sensing and transmit antennas at the FD SU-Tx are both assumed to b 4 and the RSI factorχ = 0.1.
113
Full-duplex Spectrum Sensing and Sharing Analyses
Probability of Collision Pc

































T=5 ms, a=Nx40%, b=0
Figure 5.9: The probability of collision v.s. the probability of spectrum waste under different
conditions when Pd,0 = Pd,1.
In order to guarantee the same level of protection to PUs, it ireasonable to assume equal probability
of detection under the high and low power of secondary transmissions, i.e.Pd,0 = Pd,1. Therefore,
the ROC curves on probabilities of collision and spectrum waste re depicted in Fig. 5.9. Different
cases are presented for various sensing frame durationT and differenta, b values. It can be seen from
this figure that the probability of spectrum waste decreaseswith the increase of collision probability
and a longer sensing frame duration helps to improve sensingperformance due to more accumulated
samples. Meanwhile, the FD-SBSS system has almost same sensing performance for same value of
a+ b. For instance, as shown in Fig. 5.9, the cases witha = N × 40%, b = 0 anda = b = N × 20%
have same performances on the collision and spectrum waste.
In order to have insight into the relationship between collisi n, spectrum waste and RSI factor, Fig.
5.10 shows the probabilities of collision and spectrum waste v.s. the RSI factor when CDR requirement
is employed. The desired detection probabilities are0.9 for both the low and high transmit power
cases under the CDR requirement. The sensing frame durationis set at10 ms. From this figure, it can
seen that the probability of collision reduces slightly with the increase of the RSI factor. Meanwhile,
the collision performance does change obviously for different values ofa, b. On the contrary, the
probability of spectrum waste goes up dramatically with theincreasing RSI factor and a higha, b
leads to a high spectrum waste probability.
In addition, in order to explore the effect of antenna partition ng on achievable throughput of the SU,
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Figure 5.10: The probabilities of collision and spectrum waste v.s. various RSI factors under
different conditions when Pd,0 = Pd,1 and CDR requirement is employed.
the achievable throughput under the FD-SBSS scheme is investigated and shown in Fig. 5.11. By
contrast, the achievable throughput under the FDSS scheme is also studied and presented in Fig. 5.12.
These two figures both describe the achievable throughput ofthe SU v.s. the different received SNRs
of the PU’s signal from−20 dB to 5 dB. Assuming the FD SU-Tx is equipped with8 antennas in
total, various antenna partitioning cases are presented inthe two figures, i.e., antenna partitioning
pair (Ms,Mt) = (6, 2), (4, 4), (2, 6). The CDR requirement is also applied here in order to make
sure the PU has enough protection from harmful interferenceand the desired detection rate is set as
Pd,0 = Pd,1 = 0.9. Meanwhile, the received INR at the sensing antennas of the SU-Tx is assumed as
‖Hsis0‖2
MtMsσ2u
= 15 dB for the low transmit power case and‖Hsis1‖
2
MtMsσ2u
= 25 dB for the high transmit power
case. Accordingly, the corresponding received SNR at the SU-Rx is
‖hss‖2σ2s,0
Mtσ2n




= 15 dB for high power transmission.
When SU-Tx is with FD capability, the antenna partitioning at the SU-Tx is a factor that might in-
fluence the trade-off between the sensing and transmission performance of the secondary network.
Generally, more sensing antennas at the FD SU-Tx helps to improve the spectrum sensing perfor-
mance which can promote the achievable throughput of the secondary network. In the meantime, if
the total number of antennas is fixed, the number of transmit antennas would reduce accordingly and
this would lead to the decrease of the achievable throughout. Therefore, it can be deduced that there
may exist an optimal antenna partitioning combination to maxi ize the achievable throughput of the
secondary network. In fact, the existence of this optimal point depends on the slopes of probability
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SNR from PU γsp



































Figure 5.11: The achievable throughput of the SU with different antenna partitioning v.s. the
received SNR sourced from the PU (γsp) under the FD-SBSS scheme.
terms, e.g.(P0 + P2) and(P1 + P3), and throughput terms.
Based on the practical parameter setting above, the achievable throughput under the FD-SBSS scheme
increases with the increasing number of transmit antennas othe whole. The only exception is the
antenna partitioning combination(Ms,Mt) = (4, 4) achieves slightly better transmission performance
than(2, 6) betweenγsp = −12 dB and−10 dB for a = b = 0 and betweenγsp = −10 dB and−12.5
dB for a = b = N × 20%. It should be noted that the advantage mentioned above is quite limited.
Therefore, it is reasonable to point out that assigning moretransmit antennas could help to attain
a better transmission performance over the whole range ofγsp. On the contrary, under the FDSS
scheme, more transmit antennas do not always improve the achi v ble throughput of the secondary
network. Specifically, taking the performance fora = b = 0 as an example, employing2 transmit
and6 sensing antennas achieves the best transmission performance over the range ofγsp from −17
dB to −12 dB andMs = Mt = 4 has the highest achievable throughput among the three different
antenna partitioning combinations between−12 dB and−8 dB of γsp. For the remaining range of
γsp, assigning6 antennas for secondary transmission is the best choice for asuperior transmission
performance.
In addition, by comparing the achievable throughput in Fig.5.11 and 5.12, the FD-SBSS scheme
outperforms the FDSS technique. For instance, the achievable throughput gain can be up to2.286
bits/s/Hz for the case with(Ms,Mt) = (2, 6) anda = b = 0.
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Figure 5.12: The achievable throughput of the SU with different antenna partitioning v.s. the
received SNR sourced from the PU (γsp) under the FD-SS scheme.
Based on the performance indicated in Fig. 5.11 and 5.12 and the explanation in last paragraph,
different antenna partitioning strategies should be applied for different sensing-based CR systems
with FD capability when the total number of antennas is fixed an the CDR requirement is applied in
order to guarantee the interests of PUs. The detailed strategy selection and reasons for this are stated
as follows.
Under the FD-SBSS scheme, more antennas should be employed as transmit antennas, which could
benefit the secondary transmission performance. Under thissc eme and the above system setting, the
sensing performance does not affect the achievable throughput seriously so that the final achievable
throughput is dominated by the number of transmit antennas.This is attributed to the low power
transmission when the presence of the PU is detected, which mitigates the negative effects of false
alarms on the secondary throughput. However, under the FDSSscheme, different antenna partitioning
combinations should be selected for different values ofγsp in order to maximize the transmission
performance. Specifically, for the extremely low or high received sensing SNR (≤ −18 dB or≥ −8
dB for a = b = 0 case), more antennas should be utilized for transmission. Fr the received sensing
SNR between−17 dB and−12 dB, fewer antennas should be assigned for transmission to achieve the
maximum throughput. When theγsp falls into the range between−12 dB and−8 dB, the balanced
antenna partitioning, i.e.Ms = Mt = 4, should be applied for the best transmission performance in
the investigated case.
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Under the FDSS scheme, when the PU is sensed as present, SUs are not llowed to transmit, so the
transmission performance can be influenced by the sensing results seriously. Firstly, in the extremely
low or high SNR scenario, the SU can obtain quite similar sensing performance under different antenna
partitioning cases. Thus, the number of transmit antennas is the dominant factor in the achievable
throughput in this situation. Secondly, for the medium SNR range (−17 dB ≤ γsp ≤ −9 dB for
a = b = 0 case), the optimal antenna partitioning combination is(Ms,Mt) = (6, 2) for the first
segment (i.e.,−17 dB ≤ γsp ≤ −12 dB) and(4, 4) for the second segment. Generally, within this
medium SNR range, the sensing performance dominates the achi v ble throughput. In detail, the
combination(Ms,Mt) = (6, 2) converges faster than(Ms,Mt) = (4, 4) with the increasingγsp due
to more sensing antennas assigned. Afterγsp is larger than−12 dB, (Ms,Mt) = (6, 2) and(4, 4)
obtain almost same sensing performance so that the advantage of employing more transmit antennas
is revealed. Therefore, fora = b = 0 case,(Ms,Mt) = (6, 2) performs the best achievable throughput
between−17 dB and−13 dB, but(Ms,Mt) = (4, 4) shows the best transmission performance from
−12 dB to−9 dB.
5.6 Summary
This chapter investigated the non-time-slotted FD spectrum sensing and sharing systems based on ED
with multiple sensing antennas. In terms of the FDSS scheme,firstly, the generalized theoretical ex-
pressions of the probabilities of false alarm and missed detection were derived when considering the
asynchronism between the primary and secondary networks. Secondly, in order to benefit both the
PU and SUs, the total error rate of the system was studied and the optimal decision threshold pairs
were obtained to minimize the total error rate. The SU-Tx maytr nsmit or keep silent, so a decision
threshold pair(r0, r1) was necessary for the two different states of the SU-Tx. The expressions of
r0 andr1 were also obtained for a given sensing error rate of the system Pm andPfa. Finally, from
our results, the spectrum sensing performance of the proposed FD technique outperformed the tradi-
tional HD approach based on the non-time-slotted model due to the longer sensing time and improved
SIS capability. Furthermore, the obtained optimal decision threshold pairs minimized the total error
rates, which considered the interests of the PU and SUs simultaneously. In the meanwhile, FD-SBSS
scheme was also proposed and investigated. Firstly, the collision and spectrum waste probabilities
were studied based on the obtained expressions of false alarm nd detection rates. Secondly, the
achievable throughput of the secondary network under FD-SBSS was investigated and the obtained
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results revealed the improvement compared with the FDSS scheme. Specifically, antenna partitioning
was explored in order to maximize the achievable throughput. Different antenna partitioning methods
were proposed and analysed for FD-SBSS and FDSS schemes respctively.
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Chapter 6
Conclusions and Future Work
This thesis analyzed and discussed spectrum sensing techniques in CR networks. Generally, these
analyses are presented from three aspects, including the total error rates and sensing-throughput trade-
off of eigenvalue-based spectrum sensing techniques, the optimal number of cooperative SUs when
employing collaborative spectrum sensing under random secondary networks, and the sensing and
transmission performance of FDSS and FD-SBSS schemes. Furthermore, the theoretical and simula-
tion results have demonstrated the effectiveness of the proposed techniques and analysis in this thesis.
The detailed conclusions of this thesis are presented in thefollowing part and certain possible future
research directions are also provided in this chapter.
6.1 Conclusions
This thesis focused on spectrum sensing techniques in orderto advance the sensing and transmission
performances of secondary networks. Initially, the eigenvalue-based spectrum sensing methods were
investigated in terms of total error rates, including MED, MME, EME and the GLRT eigenvalue-based
detections. The optimal decision thresholds were obtainedfor minimizing total error rates in order to
consider the benefits of PUs and SUs simultaneously. For MME and EME detections, only cases with
2 receive antennas were studied because of the lack of generalized expressions of detection rates. The
generalized cases of MED and the GLRT-based eigenvalue detection were investigated with arbitrary
number of receive antennas. In terms of transmission performance of secondary networks, the sensing-
throughput trade-off of the GLRT-based spectrum sensing techniques was discussed for the general
case and the comparison with MED and ED was also presented in the thesis. The optimal sensing time
was obtained for maximizing the achievable throughput whent target detection rate was achieved.
Therefore, the transmission performance of SUs could be optimized and, at the same time, the interests
of PUs could get enough protection from harmful interference caused by the collision between primary
and secondary transmissions.
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Secondly, cooperative spectrum sensing was investigated in order to achieve better sensing perfor-
mance than the single-node spectrum sensing. Unlike the work in the literature on cooperative sens-
ing, this thesis explored the sensing performance considering the randomness of secondary networks,
which is more practical in realistic situations. Thus, a homogeneous PPP was applied in this inves-
tigation and the PDF of the distance between thei-th nearest SU and the PU was derived for CR
networks. The number of optimal cooperating SUs was investigated based on OR and AND decision
fusion rules, which could minimize the total error rate of the final decision. When the SUs follow a
homogeneous PPP with a densityρ, there might exist some unreliable SUs with quite low received
SNR so that their local sensing result could affect the cooperativ sensing and mislead the final sens-
ing decision. Besides, the achievable ergodic capacity andthroughput of the SUs were also discussed
when considering the effects of cooperative spectrum sensing under the random secondary network.
Based on the obtained sensing and transmission performance, effective cooperating strategies on the
number of collaborating SUs were proposed in order to optimize the transmission performance while
guaranteeing the sensing performance.
Lastly, in order to realize the simultaneous spectrum sensing and secondary transmission, FD tech-
niques were applied in spectrum sensing. This thesis investigated two different FD spectrum sensing
schemes, including FDSS and FD-SBSS. Under the FDSS scenario, the theoretical expressions of
false alarm and missed detection rates were derived based onED with multiple sensing antennas. Fur-
thermore, the optimal decision threshold pairs were investigated for minimizing the total error rate
based on CDR and CFAR requirements and the simulation results were presented for the CDR case.
Besides, in order to improve the transmission performance of the secondary network, the FD-SBSS
scheme was proposed. The collision and spectrum waste probabilities under this scheme were studied.
Compared with the FDSS scheme, the obtained results show theadvantages of FD-SBSS scheme in
terms of achievable throughput of the secondary network. Meanwhile, this thesis also explored the
effect of antenna partitioning on the achievable throughput of SUs under both the FDSS and FD-SBSS
schemes. Based on the simulation results, different antenna partitioning methods were proposed for
FDSS and FD-SBSS schemes in order to maximize the achievablethroughput.
6.2 Limitations and Future Work
This thesis has obtained some interesting results on spectrum sensing techniques in CR networks and
contributed to the improvement of sensing and transmissionperformances of the secondary network.
121
Conclusions and Future Work
However, it has to be admitted that there still exist certainlimits in the work presented in this thesis
because of some constraints. Thus, this section will give some possible directions for the future work
in order to compensate for the limitations in this thesis to some extent.
6.2.1 Optimal Beamforming on FD-SBSS
The work on FD spectrum sensing and sharing can be further extnded in terms of optimizations. One
possible and interesting direction of the future work is thedesign of optimal beamforming vectors
which can maximize the achievable throughout of the SUs withsome constraints. The new expression
of achievable throughput with beamforming vectors can be obtained based on the expression without
beamforming vectors given in last chapter. It should be noted that there should exist a beamforming
vector pair(v0,v1), i.e. two separate beamforming vectors, to be optimized forthe absence and
presence of secondary communications respectively. This is s milar to the design of decision threshold
pairs. This optimization is considered with the selection of decision threshold pairs together. In
detail, the objective function is the achievable throughput of the SU which includes the sensing error
probability. Meanwhile, two constraints are also considere . In the first constraint, the collision
probability should not be more than a target value in order toprotect the interests of PUs. Besides,
the average transmit power of the SU should not exceed the maximum value. One of the challenges in
this optimization work is how to convert the current probleminto a convex optimization issue. Since
the expression of achievable throughput consists of certain expressions of probabilities which includes
some Q-functions. It is well-known that the Q-function is a non-convex function. Furthermore, these
Q-functions appear in the denominator and nominator of a fraction and their exponent might be2 in
the denominator which increases the difficulty.
6.2.2 Spectrum Sharing between Radar Systems and Cellular Networks
Unlike the spectrum sensing and sharing work mentioned in previous chapters, another possible re-
search direction is the spectrum sharing between the cellular networks and radar systems. Recently, in
US and Europe, the spectrum resources between 3.5 GHz and 3.6GHz are prepared to release for shar-
ing. The incumbents in this frequency band are radar and satellite systems [122]. This release gives
opportunity to the coexistence between cellular communication systems and radar systems. There-
fore, it is necessary to conduct academic research before this coexistence is employed in practice.
Specifically, the coexistence between a single-UE cellularnetwork and a collocated multiple-input-
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multiple-output (MIMO) radar system has been studied in [123]. However, the secondary network
with multiple UEs has not been considered in the literature.Meanwhile, in order to improve the
transmission performance of the secondary network, FD technology can be also considered in this
scenario.
In detail, the coexistence between the FD wireless communication network and MIMO radar system
is considered in this scenario. The spectrum sharing between these two systems are considered and
the interference to the radar receiver caused by this sharing has to be under the maximum interference
value. Furthermore, the wireless and radar models in this work are set up as follows. In terms of
cellular networks, we consider the wireless system with single base station and multiple UEs. Specif-
ically, the base station has FD capability and every HD UE is equipped with a single antenna. It is
assumed that there exist multiple UEs for both the secondaryuplink and downlink communications.
With regard to the radar systems involved in this spectrum sharing scheme, we consider a collocated
MIMO radar which is equipped with uniform linear arrays. Thetarget is assumed as a point source at
the far field and the MIMO radar is assumed to transmit orthogonal waveforms.
Based on the system model described above, the optimal beamforming and transmit power for wireless
networks can be investigated. Initially, the expression ofthe detection rate of the radar system should
be derived in terms of false alarm rates. These two probabilities are the key metrics for evaluating the
detection performance of the radar. The specific expressiondepend on the detectors used for radar
detections and the popular detectors are ED and GLRT, etc. Inorder to realize the spectrum sharing
between FD cellular networks and the radar system without harmful interference to each other, the
optimal beamforming and transmit power can be investigatedjointly for the wireless system. Specifi-
cally, the objective is to obtain the optimal beamforming vector for the downlink communication and
optimum transmit power for the uplink communication in order to maximize the probability of detec-
tion of the MIMO radar, while guaranteeing the quality of service of the FD communication system
and fulfilling the transmit power requirement of the cellular network. Considering the difficulty of
estimating the accurate channel state information in practice, his optimization issue can be studied




Rencetly, large wireless communication systems, such as cellular and sensor networks, have gained
much attention from the researchers in the field of wireless communications [99]. As Shannon pre-
sented in his work [124], SNR or SINR have been a significant metric to evaluate the performance of a
wireless communication system, which is closely related toetection performance, outage probability
and throughput, etc. However, for contemporary communication systems, the dramatically increased
amount of uncertainty in large wireless systems compared with point-to-point communication system,
could influence SNR or SINR hugely. Therefore, the classicalapproaches of analyzing point-to-point
communication systems are not appropriate when dealing with random networks. For instance, within
a same cell, the users located at the edge of coverage area andne r the transmitter may have dozens of
dBs difference in terms of received SNR or SINR. This big gap is caused by many factors, including
path loss, shadowing and multipath effects. Therefore, stochastic geometry is used for coping with
the above difficulties, which helps to understand the randomphenomena and analyze the statistically
average performance over a random wireless network.
A.1 Point Processes
As a branch of applied probability, stochastic geometry is clo ely related to point processes [5, 111].
Point processes could be described as random collections ofpoints in a measurable space. Academi-
cally, point processes are defined as a mapping from a probability space to the space of point measures
on some space. The PPP is one type of the point processes. Before moving on to the introduction to
PPP, it is good to know certain related knowledge on point processes.
Dirac measure:
The Dirac measureδx(A) refers to the measure on a setX and any setA ∈ X . Specifically, for a point
x ∈ X , the Dirac measure is equal to1 if x ∈ A; otherwise, this figure is equal to0. In mathematics,
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the Dirac measure can be expressed by




0 if x /∈ A
1 if x ∈ A,
where1A denotes the indicator function ofA.
Point measure:
For a point processΦ on some spaceA, the point measure is a counting measure which counts the
number of points falling in the spaceA. Thus each point measureΦ(A) can be denoted by the sum-






The intensity measure is defined as the expectation of the number of points falling in some spaceA
[5, 99], so the intensity measure of setA can be expressed as
Λ(A) = E[Φ(A)], (A.2)
whereE[·] denotes the expectation operator.
Point processes on Euclidean spaceRν can be classified into various dichotomous groups according
to different characteristics, whereν > 1 is the space dimension. These classifications [99] are detailed
as follows [99]:
• Stationary: A point processΦ on the subsetA ∈ Rν can be regarded as stationary, if the distri-
bution ofΦ does not change with translation. In other words,Φ + y has the same distribution
asΦ for all y ∈ Rν , whereΦ+ y is defined to be∑
i
δxi+y. More crudely, the stationarity ofΦ
on spaceA holds when the expected number of points falling inA is determined by the size of
A and independent of the locations of the points.
• Simple: A point process is simple, when the multiplicity of a point ithis process is no larger




• Isotropic: If a point process is isotropic, its distribution is not influenced by rotation. Further-
more, a point process is called motion-invariant when it is sationary and isotropic.
• Marked: A marked point process consists of a point process and the labels ssigned to points.
It should be noted that the marks (or labels) mentioned here ar typically irrelevant to this point
process and i.i.d.







Figure A.1: A homogeneous PPP with unit intensity of a 2-dimensional space.
A.2 Poisson Point Process
A point processΦ on some spaceA can be a defined as a PPP, if the following requirements are
satisfied.
• For all the disjoint subsets of the spaceA, i.e. B1, · · · ,Bn, the point measuresΦ(Bi ) are
independent random variables.
• For all subsetsB of A, Φ(B) follows Poisson distribution.
It is worth mentioning that points in PPP of some spaceA are located independently inA. Homo-
geneous and non-homogenous PPPs have different charactersnd they are utilized for modeling and
analyzing different wireless communication networks. A homogeneous PPP is shown in Fig. A.1 and
certain key properties of homogeneous PPP [99] are summarized as follows:
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• The density of the points in homogenous PPP is constant across the whole space, thus homoge-
neous PPP can be used to model the distributions of nodes which are located uniformly across
the space of interest.
• Based on the classified characters of a point process in last sub ection, a homogeneous PPP is
stationary, isotropic and simple.
• For a homogeneous PPP with densityρ, the probability that there existn nodes in a bounded
regionA ∈ Rν can be given by




whereΘ(·) denotes the Lebesgue measure operator for evaluating the volume of a Euclidean
space of interest.
In wireless communications, in order to evaluate the detection or transmission performance of a sys-
tem without the knowledge of terminals’ locations or with random locations of users, homogeneous
PPP is a popular modeling tool, e.g. [98, 125, 126]. Furthermore, the distributions of the distances
between transmitters and receivers are of significance to the system performance analysis. Therefore,
the Euclidean distance of thei-th nearest neighbor in a homogeneous PPP with intensityρ in space
R





















ν! , forodd ν.
This thesis focuses on the application of homogeneous PPP inCR etworks and related work has been






















where 1m ≤ x ≤ 1. The previous equation is equivalent to finding the value ofx that satisfies
2F1
(

































which can be expressed as an incomplete beta function, and hence the value ofx can be given by the
inverse.
Proof of Corollary 2. The CDF can be obtained by integrating (3.42), and after further manipulations






















































With the aid of [115, (3.322.1)], we arrive at the expression































whereα andβ are defined in (4.14) and (4.15) and then after further manipulations we arrive at the
expression of the CDF given by (3.48).





















+ 2(1− P sud,i). (B.8)


















































































After further reorganizations, the equation (4.16) can be otained.
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Proof of Theorem 3. When the PU is far from the SUs within the coverage radius of the FC, the area
of the shadowing regionS m2 in the Fig. 4.1 can be approximated as





= 2θ(D −R)(d−D +R). (B.12)
Since in a homogeneous 2-dimensional PPP with densityρ, he probability of havingi nodes in a
regionA with the areaS m2 is given by




The complementary CDF ofdi can be computed as the probability that there are fewer thani SUs
within the shadowing area (as defined in Section 4.2 and Fig. 4.1), which is given by














The PDF ofdi can be derived as


















After further manipulations, the expression of (4.25) can be o tained.
Proof of the Eqs. (5.8), (5.9), (5.10)and (5.11). In order to obtain the expressions of sensing error
rates under different hypotheses, the distributions of thetest statisticTED have to be derived under
the hypothesesH10,H00,H11,H01. When the total sample size of the received signalN is rela-
tively large, these distributions could be modelled as normal distribution by using CLT. Therefore, the
objective for this derivation is to derive the expectation and variance ofTED.
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In non-time-slotted FD CR system, the PU may have two different statess1 ands2 within one periodic
secondary sensing frame. Assuming the received sample sizes for the states1 and s2 areA andB







































By substituting the equation (B.19) into (B.17) and (B.18),the expressions ofE[TED] andVar[TED]
underH10 can be obtained. Then, by using the CLT andPfa,1(x) = Pr{TED > x|H10}, the equation
(5.8) can be derived.
Meanwhile, the distributions underH00,H11,H01 can be obtained in the same way and equations
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Abstract—This paper investigates the performance of coopera-
tive spectrum sensing in cognitive radio networks using the stochas-
tic geometry tools. In order to cope with the diversity of received
signal-to-noise ratios at secondary users, a practical and efficient
cooperative spectrum sensing model is proposed and investigated
based on the generalized likelihood ratio test detector. In order to
investigate the cooperative spectrum sensing system, the theoreti-
cal expressions of the probabilities of false alarm and detection of
the local decision are derived. The optimal number of cooperating
secondary users is then investigated to achieve the minimum total
error rate of the final decision by assuming that the secondary users
follow a homogeneous Poisson point process. Moreover, the theoret-
ical expressions for the achievable ergodic capacity and throughput
of the secondary network are derived. Furthermore, the technique
of determining an appropriate number of cooperating secondary
users is proposed in order to maximize the achievable ergodic ca-
pacity and throughput of the secondary network based on a target
total error rate requirement. The analytical and simulation results
validate the chosen optimal number of collaborating secondary
users in terms of spectrum sensing, achievable ergodic capacity,
and throughput of the secondary network.
Index Terms—Cognitive radio (CR), ergodic capacity, Poisson
point process (PPP), spectrum sensing, throughput.
I. INTRODUCTION
I
N recent years, the explosive growth of wireless data traffic
has led to spectrum scarcity due to ever-increasing demand
for additional spectrum to provide new wireless services and
applications. Cognitive radio (CR) has been put forward as a
promising solution to end the spectrum scarcity, which exists
mainly due to rigid spectrum allocation policies. CR allows the
secondary (unlicensed) users (SUs) to use the available spectrum
opportunities when primary (licensed) users (PUs) are inactive,
based on the condition that secondary transmission must not
cause harmful interference to PUs. It is, therefore, of utmost
importance to develop highly reliable and efficient spectrum
sensing techniques which are crucial to the implementation of
CR system and other CR-based derivatives, such as licensed
shared access [1].
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A. Related Work
The objective of spectrum sensing is to determine whether
the PU is present so that the SU can decide when to access the
licensed frequency bands. Generally, spectrum sensing tech-
niques utilize single node or cooperative spectrum sensing.
Cooperative spectrum sensing technique can improve the per-
formance of the spectrum sensing system [2] by making a final
decision on the status of the PU in a centralized or distributed
manner. Many different combining techniques, fusion strategies,
and sensing techniques have been proposed to improve the accu-
racy and efficiency of cooperative spectrum sensing [3]–[9]. In
[10], the sensing throughput tradeoff of the secondary network
was studied based on energy detector (ED). The performance
of cooperative spectrum sensing with ED was investigated in
[11] based on the constant detection rate (CDR) and the con-
stant false alarm rate (CFAR) requirements when the SUs were
distributed randomly. Besides, the optimization of cooperative
spectrum sensing with ED was studied in [12], but the locations
of SUs were assumed to be identical and fixed.
Meanwhile, the stochastic geometry approach using a Poisson
point process (PPP) has been used to analyze the performance of
random wireless networks and CR networks [13]–[14]. In [15],
the spectrum-sharing transmission capacity was investigated by
applying stochastic geometry in overlay and underlay CR net-
works. Peng et al. [16] derived the ergodic capacity achieved
by the single nearest and N th-nearest remote radio head (RRH)
association strategies in cloud radio access networks and inves-
tigated the impact of RRH density and number of antennas per
RRH on the ergodic capacity gain.
Besides, in the existing works, multichannel CR network has
been exploited, a semidistributed cooperative spectrum sens-
ing protocol was proposed and the throughput maximization
issue was investigated from the perspectives of the channel
assignment, the spectrum sensing time, and the access pa-
rameters. The total transmit capacity over all the subchan-
nels for the secondary network was studied in [18] under the
transmit power and the interference power constraints. But we
focus on the narrowband spectrum sensing in this paper, since
the single-channel spectrum sensing performance with the ho-
mogeneous PPP still needs certain further exploration and the
results in this paper are also valid for wideband spectrum sensing
when the subchannel is sensed in a sequential manner.
B. Motivations
This paper investigates the cooperative spectrum sensing with
the generalized likelihood ratio test (GLRT) eigenvalue-based
1937-9234 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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detector in interweave CR networks while assuming that the SUs
follow a homogeneous PPP and this is motivated by multiple
factors. First, it is more practical to assume that SUs follow
a homogeneous PPP compared with the traditional assumption
in the literatures. Most of the previous works assumed that the
received signal-to-noise ratios (SNRs) at SUs were identical,
but in practice the received SNRs could vary depending on the
locations of SUs. Second, the cooperative spectrum sensing with
PPP is a challenging topic and still needs further investigations.
Specifically, a new strategy is required to cope with the diversity
of the received SNRs in the PPP model, which has not been
studied in the literatures. Third, the existing works are mainly
based on ED when the stochastic geometry is employed, but one
of the limitations of the ED-based methods is the sensitivity to
the noise uncertainty. Therefore, the robust GLRT detector [19]
is employed to evaluate the cooperative spectrum sensing and
secondary transmission performances. Finally, a minimum total
error rate considers the benefits of PUs and SUs simultaneously,
but the previous works such as [20] and [21] mainly focused on
the probability of false alarm due to the lack of generalized
closed-form expression of the detection probability, which only
considered the interests of SUs. A low probability of false alarm
can make SUs have more chances to access the spectrum holes,
however, the benefits of PUs may not be guaranteed. Therefore,
the aforementioned issues motivate us to investigate the total
error rate performance and the optimality of the cooperative
spectrum sensing system with the GLRT detector by applying
stochastic geometry, which considers the benefits of PU and
SUs concurrently.
C. Main Contributions
The main contributions of this paper can be summarized as
follows.
1) First, the sensing performance of each SU based on the
GLRT detector is investigated as cooperative spectrum
sensing requires sensing by each node. We derive the gen-
eralized closed-form expressions of probabilities of false
alarm and detection of the GLRT detector for each SU,
which is required to analyze the total error rate, achievable
ergodic capacity, and throughput. Unlike the theoretical
expressions on the sensing performance provided in [21]
and [22], the expressions derived in this paper are with
low computational complexity and valid for the general
case with an arbitrary number of receive antennas.
2) Second, an efficient GLRT-based cooperative spectrum
sensing technique is proposed by using stochastic geom-
etry, which can utilize only a few, not always all, SUs to
achieve the minimum total error rate. Meanwhile, the opti-
mal number of the cooperating SUs is also studied, which
enables the total error rate to achieve the minimum value.
Therefore, the speed and accuracy of cooperative spec-
trum sensing is improved compared to the cooperation
among all SUs, when sending local decisions in different
time slots is chosen for decision combining.
3) Finally, in order to maximize the achievable ergodic ca-
pacity and throughput of the random secondary network,
effective methods are proposed for different fusion rules
to determine the appropriate number of cooperating SUs
when the target total error rate is not exceeded.
D. Mathematical Notations
Throughout the paper, vectors are denoted by lower-case
boldfaced characters and matrices are represented by upper-case
boldfaced characters. The notation | · | denotes the magnitude
operator. The A† denotes the conjugate transpose of matrix A.
â and a are the estimated parameter and average value, respec-
tively. The notation ⊗ is the Kronecker product. The identity
matrix of size N is IN , and 0 is the null vector (or matrix). The
notation E[·] is the statistical expectation operator. The complex
normal distribution with mean µ and covariance matrix Σ is
CN (µ,Σ). The central Wishart distribution with parameters a,
b, and Σ is CWa(b,Σ), where Σ is an a × a positive definite
covariance matrix. Other special functions (please refer to [23]
for more information on special functions) used throughout the
paper include
1) (·)a is the Pochhammer symbol.
2) Γ(·) is the gamma function.





4) I−1(z, a, b) is used to denote inverse regularised incom-
plete beta function I−1z (a, b) for convenience.
5) 2F1(·, ·; ·; ·) is the Gaussian hypergeometric function.
6) Gm,np,q
(
a1 , . . . , ap
b1 , . . . , bq
∣∣∣∣∣ z
)
is the Meijer G-function.
The remainder of this paper is organized as follows.
Section II describes the system model of cooperative spectrum
sensing based on the GLRT detector. Section III derives the
closed-form expressions of the probabilities of detection and
false alarm when utilizing the GLRT detector and investigates
the optimal number of collaborating SUs. The achievable er-
godic capacity and throughput of the secondary network are
analyzed in Section IV. Section V presents the simulation re-
sults and discussions and Section VI concludes this paper.
II. SYSTEM MODEL
We consider a centralized cooperative spectrum sensing sys-
tem with decision fusion, shown in Fig. 1. The fusion center
(FC) is used to collect the decisions made by the SUs to make
a final decision. The SUs which are used to sense the status of
PU are comprised of certain RRHs or user equipments. During
the cooperative spectrum sensing process, each SU within the
coverage radius of the FC detects the status of the PU indepen-
dently and then sends the detection result to the FC. After that,
the FC gives a final decision on the status of the PU through an
appropriate voting rule. The PU is assumed to be equipped with
single antenna and each SU has multiple antennas.
A practical assumption is that the SUs are uniformly dis-
tributed on a two-dimensional (2-D) plane R2 based on a ho-
mogenous PPP with density ρ. According to the Palm theory,
the SUs located within the coverage radius of the FC follow the
same PPP. The coverage radius of the FC is denoted by R and
the distance between the PU and the secondary receiver located
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Fig. 1. System model.
at the origin of the coverage area of the FC is represented by
D. Since only the SUs within the coverage radius of the corre-
sponding FC can be collaborated together to detect the status
of the PU, we only consider the SUs that are located within the
area of interest in this paper. Assuming the transmitted signals
between the PU and secondary network experience path loss
and Rayleigh fading, the received signal power at the ith SU





where ωi denotes the Rayleigh fading gain and follows the
gamma distribution when maximal ratio combining is used to
achieve full diversity gain, i.e., ωi ∼ Γ(m, 1), m is the number
of receive antennas of each SU, PT denotes the PU’s signal
power, di means the distance between the PU and the ith nearest
SU from the PU, and ε is the path loss exponent factor. The
shadowing area in Fig. 1 is defined as the region whose distance
is equal or greater than D − R but less than di − D + R. The
probability density function (pdf) of ωi can be written as
fω i (ω) =
ωm−1e−ω
(m − 1)! . (2)
The spectrum sensing between each SU and the PU is as-
sumed to be a GLRT-based sensing system with m receive an-
tennas. Let H0 (PU is absent) and H1 (PU is present) denote
the null and the alternate hypotheses. During the sensing period,
the matrix of received signal samples Y ∈ Cm×n at the SU is
H0 : Y = V (3a)
H1 : Y = hs
†d−
ε
2 + V (3b)
where n is the sample number, V ∈ Cm×n represents the
samples from a circularly symmetric complex additive white
Gaussian noise process, where V ∼ CN
(
0, σ2v Im ⊗ In
)
, s ∼
CN (0, PTIn ) ∈ Cn×1 is the transmit signal of the PU. Finally,
h ∈ Cm×1 is the channel vector. Henceforth, the covariance
matrix of Y, Ryy = E[YY
†], is given by
H0 : Ryy = σ
2
v Im (4a)
H1 : Ryy = PTd
−εhh† + σ2v Im . (4b)
Within the sensing duration of n samples, the sample covari-
ance matrix estimated from Y is R̂yy =
1
n YY
†. Thus, W =
nR̂yy = YY
† ∈ Cm×m is a complex Wishart matrix. Also, let
λ̂min = λ̂m < . . . < λ̂1 = λ̂max be the eigenvalues, in increas-
ing order, estimated from R̂yy . The decision statistic for the
GLRT-based eigenvalue detector is given by TGLRT =
λ̂m a x∑m
l = 1 λ̂l
.
III. SENSING PERFORMANCE ANALYSIS BASED ON
STOCHASTIC GEOMETRY
In this section, an efficient cooperative spectrum sensing tech-
nique is proposed while achieving the minimum total error rate
of the final decision. First, collaborating all the possible SUs to
implement cooperative spectrum sensing cannot always achieve
the best performance due to the diversity of the SNRs received
at SUs. An SU with very low received SNR can be classified
as an unreliable node and may degrade the cooperative sensing
performance. Second, combining all the local spectrum sensing
decisions concurrently at the FC can lead to the high design
complexity and the waste of bandwidth, such as sending lo-
cal decisions on orthogonal frequency bands. Hence, sending
different local decisions in different time slots is chosen in this
paper, but this may affect the sensing speed. However, according
to the IEEE 802.22 standard for wireless regional area networks
[24], the SUs have to vacate the licensed frequency bands as
soon as possible once the PU is active. Therefore, in order to
address the two issues mentioned above, an efficient cooperative
spectrum sensing technique using different time slots to receive
local decisions is proposed to guarantee the accuracy and speed
of the sensing process. Furthermore, the statistical optimal num-
ber of the cooperating SUs kopt is studied, which can make the
total error rate achieve the minimum value when the number of
available SUs is large enough.
A. Distributions on the GLRT Detector
Both the probabilities of detection and false alarm of an indi-
vidual SU are required to investigate the total error rate and
transmission performance of secondary network in CR net-
works. Therefore, we derive the probability of detection P sud,i
and probability of false alarm P sufa,i seen at the ith SU in this
section. The sensing error probabilities seen at the FC will be
discussed in the next section when considering decision report-
ing errors.
Theorem 1: The closed-form expression of the probability
of false alarm seen at the ith SU using the GLRT detector with
m receive antennas, i.e., P sufa,i , is given by











where 1m ≤ ri ≤ 1 denotes the decision threshold of ith SU and
∆(·) is defined by
∆(y) = 2F1
(
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where η and ξ are given by
η =
0.8132b2
























Proof: The proof is omitted because of the space limit. 
Hence, for a complex Gaussian signal, the decision threshold
ri with respect to the individual probability of false alarm seen
at the ith SU can be calculated by (9) at the bottom of the
page. This expression is used to calculate the required decision
threshold for a desired false alarm rate, which is necessary for the
individual and cooperative spectrum sensing under the CFAR
requirement.
Theorem 2: The detection probability P sud,i seen at the ith SU
using the GLRT detector is derived as





















where τi and ϕi are given by






















and γi denotes the average received SNR at the ith SU. It is worth
noting that γi varies considering the homogeneous PPP model
in this paper and the corresponding closed-form expression is
derived as (20) in Section III-C.
Proof: The proof is omitted because of the space limit. 
Meanwhile, we derive the analytical expression for calculat-
ing the decision threshold in terms of the individual probability
of detection seen at the ith SU, which is given by (13) at the




C q C t−1−q
(q+1)(2q+1) for otherwise.
B. Cooperative Sensing With Reporting Errors
In the cooperative spectrum sensing system, the final deci-
sion on the status of the PU can be made through different
techniques, including decision fusion and data fusion. In this
paper, we apply decision fusion to investigate the performance
of the system. During a decision fusion process, each SU pro-
cesses the data individually and makes a local decision that is
represented by a single bit (1/0 represents the presence/absence
of the PU) independently. Then, the final decision is made by
fusing these individual decisions through a voting rule. Due to
the imperfection of the reporting channel between the SUs and
the FC, the reporting error may occur during the decision report-
ing frame of the spectrum sensing process [25]. Assuming the
reporting channel bit error probability (BEP) under H0 and H1
are represented by P 0b,i and P
1
b,i for the ith reporting channel,
the probability of false alarm of the ith SU seen at the FC Pfa,i
with the presence of reporting errors is given by
Pfa,i = P
(




ufci = 1 | usui = 1
)
P (usui = 1 | H0)
+ P
(
ufci = 1 | usui = 0
)
P (usui = 0 | H0)
= (1 − P 0b,i)P sufa,i + P 0b,i(1 − P sufa,i) (14)
where ufci and u
su
i denote the decision on the status of the
PU made by the ith SU seen at the FC and SU, respectively.
Similarly, the probability of detection of the ith SU seen at the
FC with the presence of reporting errors is given by
Pd,i = P
(




ufci = 1 | usui = 1
)
P (usui = 1 | H1)
+ P
(
ufci = 1 | usui = 0
)
P (usui = 0 | H1)
= (1 − P 1b,i)P sud,i + P 1b,i(1 − P sud,i). (15)
Generally, the BEP depends on the modulation scheme and the
SNR or signal-to-interference-plus-noise ratio (SINR) between
the SU and the FC. In order to confine the interference to the
PU caused by the missed detection, the FC has to be far away
from the PU in practice. Therefore, P 0b,i and P
1
b,i are quite close
so that the approximation relation P 0b,i = P
1
b,i can be obtained.
Furthermore, the BEPs can be controlled within a very low and
similar value for different SUs by applying error rate control
techniques. Thus, the difference of BEPs between different SUs
is quite small after employing appropriate error rate control
techniques, so that it has little influence on the sensing error rate
of the final decision in practice. Based on these conditions in
practice, a simplified and reasonable assumption is the reporting
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identical for different SUs, which indicates that P 0b,i = P
1
b,i =
Pb . This approximation would not affect the analyses on sensing
and transmission performances in this paper, since the difference
of BEPs between different SUs is quite small and has little
influence on performances of the system after employing error
rate control techniques.
Specifically, voting rules Logic-OR (OR) and Logic-AND
(AND) are used in this paper in order to find out the optimal
number of the collaborating SUs conveniently. Assuming there
are k cooperating SUs, the properties of the OR and AND rules
are as follows.
1) OR rule: When at least one local decision among the
k local decisions indicates the PU is present, the final
decision declares the PU is present. The probabilities of
detection and false alarm of the final decision are given
by
Pd = 1 −
k∏
i=1





2) AND rule: Only when all local decisions indicate the PU
is present, the final decision declares the PU is present.
The corresponding probabilities of detection Pd and false








The total error rate of the final decision is defined to be the
summation of the false alarm and missed detection rates of the
final decision, which is given by
Pte = Pfa + Pm (18)
where the probability of missed detection of the final decision
Pm is defined as Pm = 1 − Pd .
C. Optimal Number of Cooperating SUs
The optimization of the cooperative spectrum sensing can
be considered from three perspectives. First, it can be consid-
ered under the CDR requirement, which aims to minimize the
probability of false alarm for a given probability of detection.
This guarantees the benefits of PU preferentially. Second, the
probability of detection can be minimized for a desired CFAR,
which gives priority to the interests of the SUs. Third, this issue
can be considered to minimize the total error rate for a given
constant decision threshold (CDT), which considers the inter-
ests of PU and SUs concurrently. In this paper, the optimization
of cooperative spectrum sensing is investigated only under the
CDT requirement, however all the expressions and the tech-
niques proposed in this paper can also be applied to the CDR
and CFAR cases.
Under the CDT requirement, the decision threshold is fixed
and identical for every individual spectrum sensing period.
Therefore, the individual probability of false alarm Pfa,i for each
SU is constant. However, the individual probability of detection
varies depending on γi . From (10), it can be found that a higher
received SNR helps to achieve a higher individual probability of
detection Pd,i . Therefore, the SUs with higher received SNRs
should be chosen first to implement the cooperative spectrum
sensing. In order to study the received SNR at the ith nearest SU,
the Euclidean distance di between the PU and the ith nearest SU
within the coverage radius of FC (shown as Fig. 1) needs to be
investigated. The pdf of di is derived as the following theorem.
Theorem 3: In a PPP with density ρ on a 2-D plane, the pdf of
the distance di between the ith nearest SU within the coverage
radius of FC from the PU and the PU outside the region of
interest is given by




2ρθ(D − R)(d − D + R)
)1−i (19)





and D ≫ R.
Proof: The proof is provided in the Appendix. 
























Γ (i − j − ε, 2ρθ(D − R)2 )
Γ(i) (−2ρθ(D − R)2 )−j
(20)
where Γ(·, ·) denotes the upper incomplete gamma function.
Therefore, by using the above result, Pfa,i and Pd,i can be
computed under the CDT requirement. Also, the total error rate
Pte can be obtained under specific decision fusion rules.
According to the above expression of the received SNR mea-
sured at the ith nearest SU under the homogeneous PPP model,
the received SNR decreases with the increasing i. With the in-
crease of the number of the SUs involved in the cooperative
sensing k, the local decision made by the SU with very low
received SNR may be included in the final decision so that the
sensing performance would be affected. Thus, there exists an
optimal number of cooperating SUs kopt that can minimize the
total error rate of the final decision. Meanwhile, the decision
threshold is predetermined under the CDT requirement. There-
fore, the optimization issue can be formulated as follows:
kopt = arg min
k
Pte(k). (21)
Since the total number of available SUs follows the Poisson dis-
tribution, the optimal solution kopt is difficult to obtain. There-
fore, the exhaustive search approach is applied in our work to
find the solution to the above optimization issue.
There exist many benefits when cooperating kopt SUs to per-
form spectrum sensing rather than collaborating all the available
SUs all the time. Specifically, first, only cooperating a few, not
always all, the SUs to implement spectrum sensing, the sensing
performance (i.e., the total error rate of the final decision in this
paper) can be improved which can be seen from Fig. 4. Second,
comparing with the traditional approach, less cooperating SUs
brings less energy consumption since the unemployed SUs are
silent during the sensing and reporting durations. Finally, it is
obvious that less cooperating SUs can reduce the reporting time
in the time division mode so that the spectrum sensing process
can be accelerated. Therefore, for a fixed periodic spectrum
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sensing frame, the SUs can have more time for data transmis-
sion, which helps to enhance the achievable ergodic capacity or
throughput of the secondary network.
Under the CDT requirement, when an additional SU is added
into the cooperative spectrum sensing, the additional SU has
the worst individual probability of detection, i.e., Pd,k , among
the cooperating SUs. However, the individual probability of
false alarm of the additional SU Pfa,k is identical with the other
cooperating SUs. Meanwhile, the additional SU does not affect
the performance of the other SUs.
1) OR Rule: The total error rate of the final decision Pte
under the OR rule can be given by
Pte = 1 −
k∏
i=1
(1 − Pfa,i) +
k∏
i=1
(1 − Pd,i). (22)
Because of the properties of Pfa,i and Pm,i mentioned above, it
can be seen from (16) that the probability of false alarm of the
final decision Pfa increases with the increase of the cooperating
SUs’ number k, but the probability of missed detection of the
final decision Pm falls down. Due to the monotonicity of Pm
and Pfa , it can be seen from (18) that collaborating all the
SUs in the secondary network is not always the best option.
The performance of the total error rate is determined by the
absolute values of the slope of Pfa and Pm with the increase
of k. Therefore, under two cases, collaborating all the available
SUs may not achieve the minimum total error rate. First, when
the absolute values of the slope of Pfa and Pm are similar, the
total error rate of the final decision will reduce initially and rise
later with the increase of k. Second, when the absolute value of
the slope of Pfa is larger than the value of Pm , the total error rate
increases with the increasing k. By utilizing (5), (10), (14), (15),
and (22), the total error rate can be calculated and the optimal
number of the cooperating SUs kopt can be obtained.
2) AND Rule: Under the AND rule, the total error rate is
given by







Compared with the OR rule, it can be seen from (17) that Pfa is a
decreasing function and Pm is an increasing function with regard
to the number of the cooperating SUs k under the AND rule.
From (18), the trend of the total error rate of the final decision
is also decided by the absolute values of the slope of Pfa and
Pm . Hence, collaborating all the SUs in the network may not
guarantee that the total error rate achieves the minimum value.
By utilizing (5), (10), (14), (15), and (23), the total error rate
when using AND rule under CDT requirement can be computed
and the optimal number of the cooperating SUs can be obtained
when the number of available SUs is large.
Remark 1: Nowadays, there exists many wideband signals in
practical applications, e.g., the orthogonal-frequency-division-
multiplexing encoding signals, multitone transmit signals, and
signals over consecutive block-fading channels. The spectrum
sensing techniques for these wideband signals have been pro-
posed and studied in literatures, such as using the variational
message passing algorithm or wavelet transform to estimate the
power spectral density of wideband signals. However, the re-
sults shown in this paper are still valid for wideband spectrum
sensing, when the subchannel is sensed in a sequential man-
ner. One potential solution is the radio frequency front-end is
equipped with a tunable narrowband bandpass filter [26]. So one
narrow frequency band can be searched at a time and existing
narrowband spectrum sensing techniques can be applied. This
is a way to extend our current work to a practical system with
wideband primary signals.
IV. ACHIEVABLE ERGODIC CAPACITY AND THROUGHPUT
In this section, the achievable ergodic capacity and through-
put of the CR network are investigated in order to capture the
performance of the sensing-based secondary links. As shown in
Fig. 1, the RRHs are the secondary transmitters (SU-Txs) and
the secondary receiver (SU-Rx) is located at the origin of the
secondary network region. As agreed in Section II, each SU-Tx
is equipped with multiple antennas and the SU-Rx is with single
antenna. The path loss and Rayleigh fading between the SU-Tx
and SU-Rx are considered in this paper. When the PU is absent,






where PST denotes the transmitted signal power from the SU-
Tx, σ2 is the additive noise power at the SU-Rx, L is the distance
between each SU-Tx and SU-Rx, ε is the path loss factor and
α denotes the Rayleigh fading channel gain in each secondary
link. When the maximal ratio transmission is applied, the pdf of
α is given as
fα (α) =
αm−1e−α
(m − 1)! (25)





Meanwhile, when the PU is present, the interference from the






where β denotes the Rayleigh fading gain between the PU and
the SU-Rx and β follows the exponential distribution with mean
1, i.e.,
fβ (β) = exp(−β). (28)
For a CR network, one periodic spectrum sensing frame Tf
consists of three parts, including the sensing slot Ts , decision re-
porting slot Tr , and data transmission slot Tt . In the interweave
method, the data transmission of the secondary links can be car-
ried out under two situations, one is there is no false alarm when
the PU is absent and the other is missed detection occurs when
the PU is present. Therefore, the achievable ergodic capacity
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A. Achievable Ergodic Capacity
Based on the structure of the CR system mentioned above,
the achievable capacity of each secondary link in the CR system
can be given by
Cac = Cac0 + Cac1 (29)
where Cac0 denotes the achievable capacity with the absence
of the PU and Cac1 denotes the achievable capacity with the
















s1)(1 − Pd)P (H1)
(31)
where k is the number of the SUs involved in the cooperative
sensing, P (H0) and P (H1) represent the probabilities when
the PU is absent and present, respectively.
1) Achievable Ergodic Capacity Under H0:
Proposition 1: The achievable ergodic capacity of each sec-











ε , 1, 0
)
ε(m − 1)! ln(2)
×
(
Tf − Ts − kTr
Tf
)
(1 − Pfa)P (H0). (32)
Proof: In order to derive the expression of Cac0 , we
first obtain the statistical average of log2(1 + γ
s0). Let
Cec0 = log2(1 + γ






























By utilizing the equality relationship













































, the equation above can be reorganized. After
further manipulations with the aid of [23, (7.811.3)], the ex-
pression of Cec0 can be derived and the expression (32) can be
achieved. 
2) Achievable Ergodic Capacity Under H1: The achievable
ergodic capacity of each secondary link when the PU is present
can be derived as












σ2 + PT D−εβ
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σ 2 +PT D
−ε β
∣∣∣











Tf − Ts − kTr
Tf
)
(1 − Pd )P (H1 ). (35)
By utilizing the expressions (32) and (35), the achievable ergodic
capacity of each secondary link Cac can be obtained by
Cac = Cac0 + Cac1 . (36)
Therefore, considering all the secondary links, the achiev-
able ergodic capacity of the secondary network1 based on the











(N − 1)! . (37)
The value of Cc converges with the increasing N , since the
probability that there exists N secondary links approaches 0
with the increase of N .
B. Achievable Throughput
Similarly, the achievable throughput Cat of each secondary
link can be defined as
Cat = Cat0 + Cat1 (38)
where Cat0 and Cat1 denote the achievable throughput of each
secondary link when the PU is absent and present, respectively.
In detail, Cat0 and Cat1 can be calculated as
Cat0 =
(
Tf − Ts − kTr
Tf
)




Tf − Ts − kTr
Tf
)
log2(1 + T )Pcov1(1 − Pd)P (H1)
(40)
where the coverage probabilities Pcov0 and Pcov1 are defined as
the probability that the received SNR or SINR at the SU-Rx is
larger than the preset threshold T when the PU is absent and
present, respectively.
1In this paper, the achievable ergodic capacity of the secondary network
means the summation of the achievable ergodic capacity of all the possible
secondary links. Similarly, the achievable throughput of the secondary network
is defined in the same way.
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1) Achievable Throughput Under H0:
Proposition 2: The coverage probability Pcov0 achieved by
each secondary link when the PU is absent, i.e., under the hy-
























where γ(·, ·) denotes the lower incomplete gamma function.
Proof: According to the definition of the coverage probabil-
ity, the coverage probability under the hypothesis H0 can be
written as
Pcov0 = Pr[γ












































by utilizing the definition of the lower incomplete gamma
function and after further manipulations, the closed-
form expression of the coverage probability under the
hypothesis H0 can be obtained as (41). 
Therefore, the closed-form expression of the achievable
throughput for each secondary link under the hypothesis H0
can be obtained by utilizing (39) and (41).
2) Achievable Throughput Under H1:
Proposition 3: When the PU is present, the interference to
the secondary network sourced from the PU is considered. The
coverage probability of each secondary link under the hypothe-
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Proof: Based on the definition of the coverage probability,
the coverage probability under the hypothesis H1 can be calcu-
lated as
Pcov1 = Pr[γ
















































By defining z = TPS T (σ
2 + PTD
−εβ) and utilizing the power
series expansion of the lower incomplete gamma function, the










ε (t+w + 2ε )e
T σ 2 −z P S T
P T D
−ε T zt+w
(−1)−w PT Tεt!w!R2 (t + w + 2ε )
dz.
The above integral can be calculated with the aid of the def-
inition of the upper incomplete gamma function and then the
expression of (43) can be arrived. 
By using (40) and the expression (43), the achievable through-
put of each secondary link can be obtained under the presence
of the PU.
After the expressions of the coverage probability under the
hypotheses H0 and H1 are derived, the closed-form expressions
of the achievable throughput under the absence and presence of
the PU can be obtained by utilizing (39) and (40). Therefore,
the achievable throughput Cat of each secondary link can be
obtained by using (38).
Furthermore, considering all the available secondary links,
the achievable throughput of the secondary network based on











(N − 1)! . (45)
It is worth mentioning that the value of Cth converges with
the increase of N , since the probability of having N secondary
links approaches 0 when N is large enough.
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, simulation results are provided to validate the
derived expressions and the analyses throughout this paper. In
the simulation results, it is assumed that the coverage radius of
the FC is R = 5 km, the distance between the FC and PU is D =
50 km. The transmit power of PU is 5 W, the additive noise power
is −90 dBm. The path loss exponent factor is ε = 3.1. When
employing binary phase-shift keying modulation scheme and
error rate control methods, the BEP during the decision reporting
process is assumed as Pb = 10
−2 . The sampling frequency of
the signal fs = 6 MHz, the data rate of the reporting channel
Rb = 100 Kb/s so that Tr =
1
Rb
. One periodic frame of the
SU is Tf = 100 ms and the density in the considered PPP is
ρ = 10−7 nodes/m2 .
Fig. 2 verifies the generalized expressions of the individual
probabilities of false alarm and detection seen at the ith SU.
Assuming each SU is equipped with six receive antennas, i.e.,
m = 6, the analytical and Monte-Carlo results of Pfa,i and Pd,i
are plotted for various cases of the received signal sample size n
= {500, 1000}. Besides, Pd,i is plotted under the received SNR
= −15 dB. It can be observed that the analytical results match
the Monte-Carlo simulations even under very low received SNR.
Fig. 3 validates the expression of the pdf of the distance between
the ith nearest SU and the PU derived as (19) in this paper. This
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Fig. 2. Individual probabilities of false alarm and detection seen at the ith SU
versus decision thresholds for various sample sizes n, the number of receive
antennas for each SU is m = 6 and the received SNR = −15 dB.
Fig. 3. Pdf of the distances between the ith SU within the area of interest and
the PU.
Fig. 4. Total error rate of the final decision versus the number of cooperating
SUs k for various sample sizes n by using OR and AND fusion rules under the
CDT requirement.
figure represents the pdf of the Euclidean distance of the second
and fourth nearest SU from the PU. It can be seen that the
analytical results match with the Monte-Carlo results very well,
which proves that the closed-form expression of the distance
between the PU and its ith nearest neighbour is located within
the area of interest.
Fig. 4 depicts the total error rate of the final decision versus
the number of collaborating SUs under the CDT requirement by
using OR and AND fusion rules, respectively. Due to the verifi-
cations in Figs. 2 and 3, only the analytical results are shown in
Fig. 5. Achievable ergodic capacity versus the secondary transmit power
under different fusion rules, the antenna number at each SU-Tx is m = 4, 6 and
the sample size is n = 600.
this figure. In this figure, the preset decision threshold is 0.28,
each SU is assumed with four receive antennas (m = 4), and
the sample size of received signal is n = {600, 800}. The total
error rate of the final decision can be calculated as described in
Section III. Since the number of available SUs in PPP is random,
it is impossible to show all the possible cases of different num-
ber of SUs. However, the probability of above certain number
of SUs within the coverage radius of FC can be calculated by
using (55). For the PPP with the determined density ρ consid-
ered in this paper, the probability of over 14 SUs located within
the area of interest is under 0.05. Thus, Fig. 4 only shows the
cases of the number of available SUs up to 14, which is enough
for analysis. It can be seen that the total error rate decreases
first and then increases with the increase in the number of co-
operating SUs, under the AND rule. The optimal numbers of
cooperating SUs are kopt = {3, 2} which makes the total error
rates achieve the minimum values {0.07, 0.03} for the cases
of n = {600, 800}, respectively. Under the OR rule, the total
error rate increases with the increasing k. Hence, single node
spectrum sensing based on the nearest SU can achieve the best
sensing performance. Therefore, it can be deduced that cooper-
ating all the available SUs is not always necessary to achieve the
best sensing performance. When the SUs follow a homogeneous
PPP and the number of available SUs is large, cooperating kopt
SUs (not always all the SUs) not only improves the accuracy of
spectrum sensing, but also accelerates the cooperative spectrum
sensing.
Fig. 5 shows the achievable ergodic capacity of each sec-
ondary link versus the transmit power of the SU-Tx from 30 to
40 mW under the CDT requirement when achieving the min-
imum total error rate. The minimum total error rate can be
obtained by utilizing the method proposed in Section III. In
this figure, various cases are presented under different numbers
of SU-Tx antennas (i.e., m = 4, m = 6) and different decision
fusion rules. Besides, the sample number of the PU’s signal is
n = 600. Under the CDT requirement, a preset decision thresh-
old is required. The definition area of the decision threshold is
[1/m, 1], which means the definition area of the decision thresh-
olds can vary depending on the number of antennas at each SU-
Tx. Therefore, the predefined decision thresholds are assumed
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Fig. 6. Achievable ergodic capacity versus the number of cooperating SUs
under different fusion rules, each SU-Tx is with four antennas and the sample
size is n = 600, 800.
to be 0.28 and 0.24 for the cases of m = 4 and m = 6, respec-
tively. Furthermore, it can be seen that the achievable ergodic
capacity of the secondary network rises monotonously with the
increasing transmit power of the SU-Tx. When comparing the
achievable ergodic capacity in terms of decision fusion rules,
the AND rule outperforms the OR rule for the same number
of SU-Tx antennas. Besides, it can be seen that the gap of the
achievable ergodic capacity between the AND and OR fusion
rules reduces with the increasing m.
Fig. 6 represents the achievable ergodic capacity of each sec-
ondary link versus the number of the cooperating SUs under the
CDT requirement when the SUs follow a PPP with density ρ.
In this figure, each SU-Tx is equipped with four antennas and
the sample number of the PU’s signal is n = 600, 800. The pre-
defined decision threshold is 0.28 and the transmit power of the
SU-Tx is PST = 40 mW. The other parameter setting is same
with the previous part. First, the achievable ergodic capacity by
using the AND decision fusion rule is higher than the results by
using the OR rule when each SU-Tx is with the same number
of antennas. Second, it can also be seen that a larger sample
number of the PU’s signal can help to improve the achievable
ergodic capacity of the secondary network. Furthermore, when
the AND fusion rule is applied, the achievable ergodic capacity
increases with the increasing k. However, under the OR fusion
rule, the achievable ergodic capacity decreases with the increas-
ing k. Under the CDT requirement, for the AND decision fusion
rule, both Pfa and Pd are decreasing functions with regard to
k. However, when the OR fusion rule is applied, Pfa and Pd
both increase with the increasing k. Thus, for the given primary
and secondary transmit powers, it can be found from (29), (30),
and (31) that the achievable ergodic capacity of the secondary
network increases under the AND rule and decreases under the
OR rule with the increase of k. Therefore, considering the total
error rate of the final decision performance shown in Fig. 4 and
the achievable ergodic capacity described in Fig. 6 together, the
method of choosing the optimum number of cooperating SUs
should be as follows.
In order to achieve a high achievable ergodic capacity and an
acceptable total error rate concurrently, the eligible numbers
of the cooperating SUs can be determined first for a target
total error rate and then the optimum number of cooperating
Fig. 7. Achievable throughput versus the secondary transmit power under
different fusion rules, the antenna number at each SU-Tx is m = 4, 6 and the
sample size is n = 600.
Fig. 8. Achievable throughput versus the number of cooperating SUs under
different fusion rules, each SU-Tx is with four antennas and the sample size is
n = 600, 800.
SUs which maximizes the achievable ergodic capacity can be
selected among the eligible numbers obtained. Specifically, the
achievable ergodic capacity is an increasing function with regard
to k for the AND rule, but it is a decreasing function for the OR
rule. Hence, the largest number of the cooperating SUs which
satisfies the desired total error rate requirement should be chosen
to maximize the achievable ergodic capacity for the AND rule.
On the contrary, the smallest number of the collaborating SUs
that makes the total error rate under or equal to the targeted
value is selected for the OR rule.
Fig. 7 shows the achievable throughput performance of each
secondary link with the increase of the secondary transmit power
from 30 to 40 mW when the minimum total error rate is achieved.
Multiple cases are represented for different numbers of antennas
at each SU-Tx (i.e., m = 4,m = 6) and decision fusion rules.
It can be seen that the achievable throughput increases with the
increase of the secondary transmit power and the number of the
antennas at each SU-Tx under both of the fusion rules. Besides,
the AND fusion rule can achieve a better achievable throughput
than the OR rule.
Fig. 8 presents the achievable throughput of each secondary
link with the increase of the number of the cooperating SUs
under the CDT requirement. The transmit power of the SU-
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Tx is 40 mW and the preset decision threshold is 0.28. First,
for a given sample size, the AND rule can achieve a higher
achievable throughput of the secondary network than the OR
rule under the CDT requirement. Second, a larger sample size
helps to obtain a higher achievable throughput of the secondary
network. Finally, the achievable throughput of the secondary
network increases with the number of cooperating SUs under
the AND rule, however, it decreases with the increasing k under
the OR rule. Therefore, considering the total error rate perfor-
mance and the achievable throughput of the secondary network
concurrently, different strategies should be used to determine
the optimal number of cooperating SUs for different decision
fusion rules. Specifically, under the AND rule, the chosen num-
ber of cooperating SUs should be as large as possible while not
exceeding the target total error rate. On the contrary, under the
OR rule, the chosen number of cooperating SUs should be as
small as possible based on the target total error rate requirement.
VI. CONCLUSION
This paper investigated the efficient cooperative spectrum
sensing in CR networks by using the GLRT detector when SUs
follow a homogeneous PPP. The analytical expressions of the
individual probabilities of false alarm and detection were de-
rived for the general case of the GLRT detector in order to
analyze the total error rate performance of the cooperative sens-
ing system. The total error rate of the final decision was then
investigated when cooperating different numbers of SUs under
OR and AND fusion rules, respectively. The analytical results
indicated that cooperating all the SUs could not always achieve
the best spectrum sensing performance and the obtained opti-
mal numbers of cooperating SUs in this paper minimized the
total error rates of the final decisions. It is worth noting that
the SUs with higher received SNRs are preferred to implement
cooperative spectrum sensing. We also studied the impact of the
number of cooperating SUs to conduct spectrum sensing on the
achievable ergodic capacity and throughput of the secondary
network. Accordingly, different strategies were proposed to de-
termine the optimum number of cooperating SUs in order to
achieve the best transmission performances for different fusion
rules while not exceeding the target total error rate.
APPENDIX
A. Proof of Theorem 3
When the PU is far from the SUs within the coverage radius
of FC, the area of the shadowing region S m2 in Fig. 1 can be
approximated as
S = 2π(D − R) 2θ
2π
(
d − (D − R)
)
= 2θ(D − R)(d − D + R).
(46)
Since in a homogeneous 2-D PPP with density ρ, the probability
of having i nodes in a region A with the area S m2 is given by




The complementary CDF of di can be computed as the proba-
bility that there are less than i SUs within the shadowing area
(as defined in Section II and Fig. 1), which is given by
Pi = P{0, 1, · · · , i − 1 nodes between D − R and








By utilizing the relationship between the complementary CDF
and the pdf
(
i.e., fd i (d) = − dP idd
)
, the pdf of di can be derived
as (49) at the top of the page. After further manipulations, the
expression of (19) can be obtained.
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a b s t r a c t
This paper addresses the generalized likelihood ratio test (GLRT) eigenvalue based
detector with an arbitrary number of receive antennas. We investigate the optimum
decision threshold, the minimum sensing time and the achievable sensing throughput
trade-off of the secondary network. First, we derive the generalized asymptotic dis-
tributions of the test statistic. Second, we investigate the optimal decision threshold that
can minimize the total error rate with constraints. Third, we provide the algorithm to find
out the shortest sensing time that enables the minimum total error rate to achieve the
target value. Finally, we formulate the achievable sensing throughput trade-off for the
secondary network and investigate the optimal sensing time which can maximize the
achievable throughput for the GLRT detector with multiple antennas under the absence
and presence of the noise uncertainty. The accuracy of the derived theoretical models is
supported by simulations. The results have shown that the optimized decision threshold
and the minimum sensing time can satisfy the target value of the minimum total error
rate speedily while both the interests of primary and secondary users are guaranteed
simultaneously. In addition, the chosen optimal sensing time maximizes the throughput
with and without noise uncertainty.
& 2015 Elsevier B.V. All rights reserved.
1. Introduction
The issue of spectrum scarcity has become a major
problem that threatens the future of wireless commu-
nication systems. In fact, most of the RF spectrum is
already licensed for the existing services. However,
licensed bands are underutilized most of the time. On the
other hand, there is a massively overgrowing demand for
wireless communication services, which motivates further
research on dynamic spectrum reuse [1]. One promising
technology is the cognitive radio (CR) [2,3], which allows
unlicensed/secondary users (SUs) to take advantage of
spectrum holes. However, during the exploitation of
spectrum holes, licensed/primary users (PUs) should be
protected from any harmful interference caused by SUs.
Therefore, reliable spectrum sensing techniques are
essential and crucial to the implementation of cognitive
radio systems or other CR-based derivatives, e.g., licensed
shared access (LSA) [4]. Considering the reliability, an
efficient detection scheme should be robust under very
low SNR. For example, the IEEE 802.22 standard for
Wireless Regional Area Networks (WRANs) requires both
the probability of false alarm and the probability of missed
detection to have a maximum value of 0.1 [5].
1.1. Existing work and motivations
Among many spectrum sensing techniques, eigenvalue-
based spectrum sensing does not require much prior
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knowledge about the primary signal and can detect spec-
trum holes with high accuracy. Various eigenvalue-based
detection techniques have been considered in the litera-
tures, including maximum eigenvalue detection (MED) [6],
maximum minimum eigenvalue (MME) detection [7],
energy with minimum eigenvalue (EME) detection [8] and
the generalized likelihood ratio test (GLRT) eigenvalue
detector [9,10]. In order to analyse the sensing perfor-
mance, the optimality and the sensing throughput trade-
off, the closed form expressions for probabilities of false
alarm and detection are required. However, previous stu-
dies, e.g., [6–10], have mainly focused on the probability of
false alarm. This is attributed to the difficulty and com-
plexity of obtaining the expressions for the probability of
detection for eigenvalue-based detectors.
This paper mainly addresses the GLRT detector. In
reviewing the literature, it is found that the exact prob-
ability density function (PDF) of the test statistic assuming
the alternate hypothesis, i.e., the presence of PUs, was
derived in [9] for the GLRT detector. However, this result in
[9] is only valid for the special case of 2 receive antennas.
Also, the exact expression of probability of false alarm
provided in [9] is very complex. Therefore, the aforemen-
tioned issues form our major motivation to investigate the
generalized asymptotic behaviour of the GLRT eigenvalue-
based detector assuming an arbitrary number of receive
antennas. Besides, the optimization of the GLRT detector is
investigated in terms of optimal decision threshold and
minimum sensing time. The purpose of this optimality
investigation is to accelerate the spectrum sensing process
while maintaining a superior sensing performance. Fur-
thermore, based on the tradeoff relationship between the
probabilities of false alarm and detection, the achievable
sensing-throughput tradeoff is formulated for the sec-
ondary network. The sensing-throughput tradeoff for the
ED was addressed in [11], but only special cases of
eigenvalue-based detection, with only 2 receive antennas,
were studied in [12]. Hence, in this paper, focusing on the
general case for the GLRT eigenvalue detector, we study
the optimal sensing time for the sensing throughput tra-
deoff and compare the results from our detector model
with the MED and the conventional ED.
1.2. Contributions
The main contributions of this paper are summarized
as follows:
 This paper derives the generalized asymptotic closed
form expressions of the PDF and cumulative distribution
function (CDF) of the test statistic for the general case of
the GLRT detector (with arbitrary number of receive
antennas). In addition, the expressions of the decision
threshold with regard to the probabilities of false alarm
and detection are also derived respectively. Further-
more, taking noise uncertainty into consideration, the
expressions of the probabilities of false alarm and
detection are also presented.
 In terms of the optimization of the considered detector,
we first investigate the optimal decision threshold to
minimize the total error rate with constraints. This can
enable the probability of false alarm and probability of
missed detection to achieve desired values concurrently.
A main purpose of spectrum sensing is finding out a
sensing threshold to achieve a high probability of
detection and a low probability of false alarm. On the
one hand, a high probability of detection serves the
interests of PUs, which makes PUs well protected. On
the other hand, a low probability of false alarm benefits
SUs only, which enables SUs getting more chances to
access the idle licensed frequency bands. Therefore, it is
necessary to minimize the total error rate so that both
the probability of false alarm and the probability of
missed detection can achieve acceptable values simul-
taneously. It should be noted that the results of optimal
decision thresholds in this paper generalize the results
of our previous work in [13]. The analysis in [13] is only
valid for the GLRT detector with 2 receive antennas.
Optimization of the energy detector (ED) was studied in
[14], but it is worth mentioning that the ED is sensitive
to noise uncertainty. Second, for a given transmit signal,
a longer sensing time can provide a larger sample size,
which can improve the performance of the detector
[15]. However, a long sensing time affects the speed of
spectrum sensing. Thus, we also propose a method to
determine the minimum sensing time which can satisfy
the desired total error rate requirement.
 In addition, the optimal sensing time is determined to
maximize the achievable throughput of the secondary
network when the PU's benefits are guaranteed simul-
taneously. For a fixed periodic spectrum sensing dura-
tion, a longer sensing time can improve the sensing
performance but it will reduce the data transmission
time which is closely related to the achievable
throughput of the secondary network. Two scenarios
are considered in this paper for the achievable
throughput, including the absence and presence of the
noise uncertainty, and the cases of the ED are also
presented for comparison.
The remainder of this paper is organized as foll-
ows. Section 2 describes the considered system model.
Section 3 derives the asymptotic closed-form expressions
of the probabilities of false alarm and detection for the
GLRT detector with multiple antennas. Section 4 investi-
gates the optimization of the GLRT detector in terms of the
optimal decision threshold and the minimum sensing
time. Section 5 investigates the achievable sensing
throughput tradeoff for the secondary network under the
presence and absence of noise uncertainty and compares
the results with the conventional ED model. Section 6




Throughout the paper, vectors are denoted by lower-
case boldfaced characters and matrices are represented by
upper-case boldfaced characters. The notations ⌈  ⌉, j  j
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and J  J denote the ceiling function, the magnitude
operator and the Frobenius norm operator respectively.
The A† denote the conjugate transpose of matrix A. â and a
are the estimated parameter and average value, respec-
tively. The notation  is the Kronecker product. The
identity matrix of size N is IN , and 0 is the null vector (or
matrix). The notation E½ is the statistical expectation
operator. The complex normal distribution with mean μ
and covariance matrix Σ is CN ðμ;ΣÞ. The central Wishart
distribution with parameters a, b and Σ is CWaðb;ΣÞ where
Σ is an a a positive definite covariance matrix. Other
special functions used throughout the paper include ðÞa is
the Pochhammer symbol. ΓðÞ is the gamma function. ΦðÞ
is the error function. Q ðÞ is the Gaussian Q-function and
Q ðÞ1 is its inverse. I1z ða; bÞ is inverse regularized
incomplete Beta function. However, for convenience we









Let us consider a spectrum sensing scenario which
consists of m receive antennas. The PU is assumed to be
equipped with a single antenna, and the transmitted signal
is assumed to have a length of n samples, where n4m. Let
H0 (PU is absent) and H1 (PU is present) denote the null
and the alternate hypotheses respectively. During the
sensing period, the matrix of received signal samples,
YACmn, by the secondary user is
H0:Y¼V; ð1Þ
H1:Y¼ hx†þV; ð2Þ
where VACmn represents the samples from a circular
symmetric complex additive white Gaussian noise (AWGN),
where V CN 0; σ2vIm  In
 
, xACn1 consists of the trans-
mitted signal samples which are assumed to be circularly
symmetric complex Gaussian variables, where x CN
ð0; σ2x InÞ. Finally, hACm1 is the channel vector. Henceforth,
the covariance matrix of Y, Ryy9E½YY†, is given by
H0:Ryy ¼ σ2v Im; ð3Þ
H1:Ryy ¼ σ2xhh
†þσ2vIm: ð4Þ
Within the sensing duration of n samples, the sample covar-





LetWACmm be the complexWishart matrix that is given by
W¼ nbRyy ¼ YY†. Also, let λ̂mo⋯o λ̂1 be the eigenvalues, in
ascending order, estimated from bRyy, i.e., the maximum
eigenvalue is λ̂max ¼ λ̂1 and the minimum eigenvalue is
λ̂min ¼ λ̂m. The decision statistic for the GLRT-based eigenva-
lue detector is given by
TGLRT ¼
λ̂maxPm
i ¼ 1 λ̂ i
: ð6Þ
For a predetermined decision threshold r, the probability of
false alarm Pfa and the probability of detection Pd are defined
as
PfaðrÞ ¼ Prob TGLRT4rjH0½  ¼
Z 1
r
f 0ðtÞ dt; ð7Þ
PdðrÞ ¼ Prob TGLRT4rjH1½  ¼
Z 1
r
f 1ðtÞ dt; ð8Þ
where f 0ðtÞ and f 1ðtÞ denote the PDFs of the test statistic
TGLRT under the hypotheses H0 and H1 respectively. For a
given sampling frequency f s, let τ denote the sensing time
such that the received number of samples by each receive
antenna is n¼ τf s.
Many detectors assume that the exact noise power is
known precisely. However, in practice, the precise value of
the noise power is difficult to be obtained because of many
involved factors. Noise uncertainty is mainly caused by
fluctuations of noise power due to nonlinearity of receiver
components and the time-varying thermal noise in these
components, as well as the transmissions of other users
[16,17]. Thus, the performance of detection methods, that
require the exact noise power, can be significantly affected
by noise uncertainty, e.g., the energy detector (ED) [18]. Let
the estimated noise power be δ̂
2
v ¼ μσ2v where μ is the noise
uncertainty factor and the upper bound (in dB) of the
noise uncertainty is defined as [19,17]
B¼ sup 10 log10 μ
 
: ð9Þ
Assuming that noise uncertainty (in dB) is uniformly dis-
tributed within the interval ½B;B, then the variation in
noise power ranges between 10B=10 and 10B=10.
3. Statistical distributions of the test statistic
Considering the GLRT eigenvalue detector, in this sec-
tion we investigate the generalized asymptotic statistical
distributions of the decision statistic TGLRT, assuming an
arbitrary number of receive antennas. For both hypotheses
of H0 and H1, the PDF and the CDF of TGLRT are necessary
to quantify the performance of the detector and to inves-
tigate other performance measures such as the achievable
throughput. This is also necessary to obtain optimized
versions of the detector such as investigation of the opti-
mal sensing threshold that minimizes the total error rate
and the analysis of the minimum sensing time which can
make spectrum sensing efficient. Hence, in this part we
derive the generalized asymptotic PDF and CDF of TGLRT
when n⪢m.
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3.1. Statistical distributions under the hypothesis H0
Considering the null hypothesis H0, an asymptotic
expression for the PDF of the test statistic TGLRT is pre-
sented in the following theorem.
Theorem 1. Given the complex central uncorrelated Wishart
matrix W CWmðn; σ2vImÞ, where m⪡n, then the PDF of
TGLRT ¼ λ̂maxPm
i ¼ 1 λ̂ i
under the hypothesis H0 is given by
f
0















































i ¼ 1 λ̂ i
¼ x: ð13Þ
Let z¼ mλ̂maxPm
i ¼ 1 λ̂ i
and fz(z) denote the PDF of z, therefore
x¼ g zð Þ ¼ zm and the PDF of TGLRT can be calculated by
f
0










where the expression of f zðzÞ is referred in [20]. After
further calculations, the expression of (10) can be obt-
ained. It is worth mentioning that the parameters a; b; c
and d are related to the Tracy–Widom distribution of order
2. Specifically, it is known from [21] that λ̂max a
b
converges
to the Tracy–Widom distribution of order 2 under H0,
when m⪡n and n is large enough. Therefore, the expecta-
tion and variance of λ̂max is given as
E½λ̂max ¼ a1:7711b; Var½λ̂max ¼ 0:8132b2; ð15Þ
where 1.7711 and 0.8132 are the statistical expectation
and variance of the Tracy–Widom distribution of order 2.
Meanwhile, λ̂max can be approximated well by the Gamma
distribution with scale and shape parameters c, d so that
E½λ̂max ¼ cd; Var½λ̂max ¼ c2d: ð16Þ
By using Eqs. (15) and (16), the expressions of parameters c
and d can be obtained.□
By integrating the PDF of the test statistic derived as
(10) and conducting further manipulations, the asymptotic
expression of the CDF of the test statistic TGLRT under the
hypothesis H0 is given by the following corollary.
Corollary 1. Given the complex central uncorrelated Wish-
art matrix W CWmðn; σ2vImÞ, where m⪡n, then the CDF of
the test statistic TGLRT under the hypothesis H0 is given by
F0GLRT xð Þ ¼
ΓðmnÞðmcÞd









where ΔðÞ is defined by






Using the result from the previous corollary and the
definition in (7), the probability of false alarm Pfa is
obtained as




The CDF given by (17) is verified in Fig. 1. The theore-
tical and empirical CDF curves in Fig. 1 are plotted for
various cases of the number of received samples n, and it
can be observed that the asymptotic and empirical results
are identical.
Hence, for a complex Gaussian signal, the decision
threshold r with respect to the probability of false alarm
















where I1ð:; :; :Þ represents the inverse regularized incom-
plete Beta function [22]. See the provided Appendix for
full proof.
When taking noise uncertainty into consideration, the
expression of the average probability of false alarm P fa is
still the same as the expression of the probability of false
alarm without considering noise uncertainty, therefore
P faðxÞ ¼ PfaðxÞ: ð21Þ
3.2. Statistical distributions under the hypothesis H1
In this part, the asymptotic expressions of the
distributions of the ratio TGLRT are derived assuming
the alternate hypothesis H1. In this case, we have
W CWmðn;ΣmÞ. The PDF of the test statistic TGLRT under
the hypothesis H1 is given in the following theorem.
Theorem 2. Given the complex central correlated Wishart
matrix W CWmðn;ΣmÞ, the PDF of the test statistic TGLRT for
GLRT detector under the hypothesis H1 is derived as
f
1
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where γ is the average received SNR of the PU's signals at the






Proof. The largest eigenvalue λ̂max of the sample covar-
iance matrix follows a Gaussian distribution [23] under the









where λmax is the actual maximum eigenvalue of the actual
covariance matrix Ryy under the hypothesis H1. Since
the determinant of the actual covariance matrix det
ðRyyÞ ¼ ðσ2v Þm1ðσ2x JhJ2þσ2v Þ and λmax ¼ λ14λ2 ¼ λ3 ¼
⋯¼ λm, it can be deduced that λmax ¼ σ2x JhJ2þσ2v .
The summation of the eigenvalues of the sample cov-
ariance matrix bRyy excluding the maximum eigenvalue can
be approximated as [24]
Xm
i ¼ 2




¼ ψ : ð25Þ
The test statistic of the GLRT detector can be rewritten as
TGLRT ¼
λ̂maxPm




i ¼ 2 λ̂ i
¼ x: ð26Þ
Thus, it can be obtained that λ̂max ¼ xψ1x. Let λ̂max ¼ z and
f
λ̂max
ðzÞ denote the PDF of λ̂max, then the generalized PDF of
the test statistic TGLRT under H1 can be derived through
f
1











z ¼ xψ=ð1 xÞ
; ð27Þ
after further manipulations, the expression of the PDF of
TGLRT can be derived as (22).□
Hence, by making use of the result from the previous
theorem, the asymptotic expression of the CDF of the test
statistic TGLRT is given in the following corollary.
Corollary 2. Given the complex central correlated Wishart
matrix W CWmðn;ΣmÞ, the CDF of the test statistic TGLRT for
the GLRT detector under the hypothesis H1 is expressed as































 t2 dt denotes the error function, α and β
are given by

















Proof. The CDF can be obtained by integrating (22), and
after further manipulations the integral can be written as








































Fig. 1. The CDF of the GLRT detector under the hypothesis H0 with m¼6.
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With the aid of [25, (3.322.1)], we arrive at the expression





























where α and β are defined in (29) and (30) and then after
further manipulations we arrive at the expression of the
CDF given by (28).□
Hence, the probability of detection can be expressed as




Fig. 2 illustrates the CDF curves obtained from the
derived CDF expression for the case of H1 versus Monte
Carlo simulations for various received sample sizes
n¼ f500;1000g. It can be found that the theoretical results
match the simulation results, which demonstrates our
analytical expression is consistent with the empirical data.
Besides, we also derive the expression for calculating
the decision threshold in terms of the probability of










































Furthermore, taking noise uncertainty into account, the
expected probability of detection Pd can be obtained by



























Bt lnð10Þ dt; ð36Þ
where α and β are given by















3.3. Performance using the MED
The test statistic of the maximum eigenvalue detection
is defined as the largest eigenvalue of the sample covar-
iance matrix bRyy, i.e.,
TMED ¼ λ̂max: ð39Þ
The maximum eigenvalue of nbRyy under the hypothesis H0
was approximated tightly by using Gamma distribution in
[20], hence the probability of false for MED under the
absence of noise uncertainty can be easily obtained as






where γð; Þ denotes the lower incomplete Gamma func-
tion and c, d are defined in (11). Meanwhile, the largest
eigenvalue λ̂max of the sample covariance matrix bRyy fol-
lows a Gaussian distribution [23] under the hypothesis H1,
Fig. 2. The CDF of the GLRT detector under the hypothesis H1 with m¼6 and γ ¼ 15 dB.
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therefore the probability of detection for MED under the
absence of noise uncertainty can be given by













Based on the above expressions, the expected prob-
abilities of false alarm P fa and detection Pd for MED under
the presence of noise uncertainty are derived as














Bt lnð10Þ dt; ð42Þ



















3.4. Performance using the ED
The statistical distributions of the test statistic of the
energy detector were derived in [26] and assuming noise
uncertainty in [12]. Considering the system model
employed in this paper, the decision statistic TED is the










yi jð Þ 2;
 ð44Þ
where wi is the weighting factor and the equal gain com-
bining scheme is employed for ED such that wi ¼ 1m.
Detection of PUs is performed by comparing the average
received power with the noise power when the noise
power is assumed to be pre-known. Without noise
uncertainty, the probability of false alarm Pfa and the











Based on the equations of Pfa and Pd for ED above, we
can obtain the expressions to calculate the decision
thresholds in terms of the probabilities of false alarm and










Q 1 Pdð Þþ1þγ; ð48Þ
where Q 1ðÞ stands for the inverse Q-function. For the
case in which the noise uncertainty is assumed, the
expected probabilities of false alarm P fa and detection Pd
for ED are obtained as [12].







Bt lnð10Þ dt; ð49Þ













Bt lnð10Þ dt: ð50Þ
4. Optimization of spectrum sensing based on the GLRT
detector
In this section, we consider optimization of the GLRT
eigenvalue detector based on two criteria. In the previous
work, only the constant false alarm rate scenario was
considered, which only considered the interests of SUs, so
that the benefits of PUs were neglected. In this paper, we
investigate the optimal decision threshold that can make
the total error rate achieve the minimum value with con-
straints of target probabilities of false alarm and missed
detection. Therefore, the benefits of PUs and SUs can be
guaranteed simultaneously. Moreover, the minimum sen-
sing time is analysed, which enables the minimum total
error rate to achieve the desired value speedily. According
to the IEEE 802.22 standard for WRANs, the SUs have to
vacate the licensed frequency bands as soon as possible
once the PUs are active in order to avoid the harmful
interference to PUs. Therefore, it is of significance to the CR
system to complete the spectrum sensing process within
the shortest sensing time while guaranteeing the target
total error rate.
4.1. Optimal decision threshold analysis
In this part, the optimal decision threshold is investi-
gated. The optimal decision threshold can minimize the
total error rate Pte with the constraints of target Pfa and Pm.
Let us assume that the number of the receive antennas m,
the width of the sensing windows n, and the average
received SNR of the PU's signals measured at the second-
ary user γ are known. Hence, the optimal decision
threshold ropt can be determined. The total error rate is
defined as the summation of the probabilities of false
alarm and missed detection, i.e.,
PteðrÞ ¼ PfaðrÞþPmðrÞ; ð51Þ
where
PmðrÞ ¼ 1PdðrÞ: ð52Þ
It can be seen that the total error rate PteðrÞ decreases first
and then increases monotonically and this implies that
there exists one and only one value of r which minimizes
PteðrÞ under the constraints of target probabilities of false
alarm and missed detection. Therefore, the optimal deci-
sion threshold ropt with constraints is given by





where ξfa and ξm are the desired values of Pfa and Pm
respectively. An appropriate decision threshold r can
achieve the desired value of probability of false alarm Pfa,
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but the corresponding probability of missed detection Pm
may not meet an acceptable value concurrently. Therefore,
in practical applications, it is essential to find an optimal
decision threshold ropt that minimizes the total error rate
with constraints. This can lead to the minimum total error
rate and also make both Pfa and Pm meet the acceptable
values simultaneously.
The total error rate function is a quasi-convex function,
so only one global minimum exists and no local minimum
exists. Therefore, the optimal decision threshold ropt can
be obtained numerically by utilizing the Karush–Kuhn–
Tucker (KKT) conditions and the point satisfying the KKT
condition must be the globally optimal solution, then the






GLRTðxÞ ¼ 0; ð56Þ
PfaðxÞrξfa; ð57Þ
PmðxÞrξm; ð58Þ
η1 PfaðxÞξfað Þ ¼ 0; ð59Þ
η2 PmðxÞξmð Þ ¼ 0; ð60Þ
η1; η2Z0; ð61Þ
where η1 and η2 are the KKT multipliers. The objective
function PteðxÞ and the constraints PfaðxÞξfa, PmðxÞξm
are all twice differentiable. Thus, the global optimality of
the solution from the KKT conditions can be checked
through the Second-order Sufficient Optimality Conditions
(SSOC).
The asymptotic analysis above is valid for the GLRT
detector with arbitrary number of receive antennas. For
the special case of 2 receive antennas, the exact analysis
for the optimal decision threshold can also be obtained. In
order to obtain the exact total error rate and the exact
optimal decision threshold for the GLRT detector with
2 receive antennas, the exact expressions of the prob-
abilities of false alarm and missed detection are required.
Starting with the null hypothesis, and since in this case
W  CW2ðn; σ2vI2Þ, the PDF of the test statistic TGLRT is
f
0




and then the probability of false alarm is obtained as
P2fa xð Þ ¼ 1








where Δ1ð; Þ is defined as
















Under the hypothesis H1, we have W  CW2ðn;Σ2Þ, and
therefore the PDF of TGLRT is given by
f
1
GLRT;2 xð Þ ¼ Cg




where δ14δ2 are the non-zero ordered eigenvalues of Σ2,
Cg ¼ Γð2n1Þðδ1δ2Þ
n
ΓðnÞΓðn1Þðδ1  δ2Þ, and
1
2rxr1. By applying the binomial
expansion and some further mathematical manipulations,
we derive the probability of missed detection given by











Δ2 δ1;2n1; kþn; δ1δ2; xð Þ






Δ2 δ2;2n1; kþn; δ2δ1; xð Þ



















where Δ2 a; b; c; d; tð Þ ¼ a
 btc
c 2F1 b; c;1þc; dat
 
. Henceforth, the
exact total error rate and the exact optimal decision threshold
for the GLRT detector with 2 receiving antennas can be
obtained numerically by using Eqs. (62), (63), (65) and (66).
4.2. Minimum sensing time analysis
In this subsection, the minimum sensing time duration
is investigated. Generally, a longer sensing time provides a
larger number of received samples, which is helpful to
achieve a better sensing performance to some extent.
However, in real time, very long sensing periods may affect
the speed of the spectrum sensing process. In order to
address this issue, we propose a method to get the mini-
mum sensing time which can make the total error rate
achieve the desired value. Assuming that the average
received SNR γ and the optimal decision threshold ropt are
known, the minimum sensing time τmin can be deter-
mined, which can satisfy the desired total error rate, i.e.,
Pterξ.
For a given transmit signal, the sampling frequency is
known, thus the minimum sample numbers should be
determined first in order to obtain the minimum sensing
time. Let us define the objective function as a function of
the number of samples n as
Fðn; roptÞ ¼ Pteðn; roptÞξ; ð67Þ
where ropt is as defined in the last subsection. The desired
minimum number of samples nmin should satisfy the






where nmin is the minimum sample size that enables
Pteðn; roptÞrξ. Hence, we get
nmin ¼ ⌈n
⌉; ð70Þ
where nn is the first zero-crossing point of the curve
Fðn; roptÞ with respect to n. By utilizing the relation
between the sample size n and the sensing time, the
desired sensing time can be obtained as τmin ¼ nmin=f s.
Therefore, the minimum sensing time τmin can be used for
a spectrum sensing process so that the speed of spectrum
sensing can be improved and the target total error rate can
be also guaranteed at the same time.
5. The sensing-throughput trade-off analysis
The achievable throughput of the secondary network
for the GLRT detector is analysed in this section. We focus
on the optimal sensing time which enables the achievable
throughput of the secondary network to achieve the
maximum value while the PUs are protected sufficiently.
Two scenarios are considered in this investigation,
including the absence and the presence of noise uncer-
tainty. For a cognitive radio network, one periodic spec-
trum sensing frame T consists of two parts which are the
sensing period τ and the data transmission slot ðTτÞ.
The secondary users can access the unlicensed frequency
bands and transmit data in two cases. In detail, one case
occurs when the primary user is inactive and the sec-
ondary user detect its absence correctly. The other case
occurs when the primary user is active but the secondary
user fails to detect its presence. As demonstrated
and formulated in [11], the achievable throughput under
the hypothesis H0 is larger than the one under H0,
therefore the optimization issue of the achievable




R r; τð Þ ¼ Tτ
T
log2 1þSNRsð Þ 1Pfaðr; τÞð ÞP H0ð Þ ð71Þ
s:t: Pdðr; τÞZP
d; ð72Þ
where r is the decision threshold, SNRs denotes the SNR of
the secondary link and PðH0Þ is the probability that the PU
is absent. Normally, the probability of the absence of PU is
greater than the probability of the presence based on the
facts that spectrum resource is highly underutilized at
some locations and time slots. P
d is the desired probability
of detection which can make the primary users have suf-
ficient protection. It is worth mentioning that the expres-
sions of Pfaðr; τÞ and Pdðr; τÞ can be obtained easily by
replacing n and x of PfaðxÞ and PdðxÞ by τf s and r, res-
pectively.
In order to optimize the sensing time for the achievable
throughput, the optimum decision threshold should be
determined first. It can be proven that the optimal decision
threshold solution to (71) and (72) is achieved when the
equality constraint in (72) is satisfied, which means that
the chosen decision threshold rd should satisfy Pdðrd; τÞ
¼ P
d. Since, for a given sensing time τ, both Pdðr; τÞ and
Pfaðr; τÞ are monotonically decreasing functions. If the
arbitrary decision threshold ra satisfies Pdðra; τÞ4P
d, then
raord and Pfaðra; τÞ4Pfaðrd; τÞ. From Eq. (71), it can be
obtained that Rðra; τÞoRðrd; τÞ. Thus, the optimal solution
to the formulation in (71) and (72) should be achieved
with the equality constraint in (72).
When the noise uncertainty is not considered, the
achievable throughput of the secondary network can be
calculated as follows. First, the optimum decision thresh-
old rd can be obtained by computing the equality con-
straint in (72) for a target probability of detection P
d.
Second, the corresponding value of Pfaðr; τÞ can be deter-
mined by substituting the value of rd obtained in first step.
Finally, the achievable throughput of the secondary net-
work can be calculated by substituting the value of Pfaðr; τÞ
obtained in second step into (71).
Similarly, considering noise uncertainty, the achievable
throughput of the secondary network can be calculated by
using P faðr; τÞ and Pdðr; τÞ instead of Pfaðr; τÞ and Pdðr; τÞ
during the above calculation steps, respectively. Mean-
while, the expressions of P faðr; τÞ and Pdðr; τÞ can be
obtained easily through replacing n and x of P faðxÞ and
PdðxÞ by τf s and r, respectively.
6. Simulation results
In this section, simulation results are provided to vali-
date the obtained results throughout this paper for the
performance and the optimization of the GLRT eigenvalue
detector. The results demonstrate the performance of the
GLRT eigenvalue-based detector and the impact of other
related parameters. The more insights will be provided
into the optimal decision threshold, the minimum sensing
time and the achievable sensing throughput trade-off
analysis.
6.1. Optimal decision threshold for the GLRT detector
The total error rate Pte and the optimal decision
threshold ropt for the GLRT detector with multiple anten-
nas are presented in this subsection. We are interested in
the value of the optimal decision threshold and the per-
formance of total error rate in different cases of low SNR.
Fig. 3 shows the performance of the total error rate for the
GLRT detector with 6 receive antennas and sample size of
500 samples, i.e., m¼6, n¼500, under different values of
the received SNR, γ, from 12.5 dB to 7.5 dB. From Fig. 3,
it can be observed that the minimum values of the total
error rate are very low when the received SNR is
γZ12:5 dB. This indicates that the probability of false
alarm and missed detection are also very low. The values
of the optimal decision thresholds which minimize the
total error rate with constraints can be obtained num-
erically. Specifically, the corresponding optimal deci-
sion thresholds ropt are f0:2034;0:2127;0:2259g for the
different SNR values that are given by γ ¼ f12:5;
10; 7:5g dB, respectively. The corresponding values
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employed for the constraints of target probabilities of false
alarm and missed detection ξfa and ξm are given by
ξfa ¼ ξm ¼ 0:1. All these obtained optimal decision thresh-
olds minimize the total error rate. Meanwhile, the SUs can
achieve a high probability of accessing an unlicensed band
and the PUs are protected from the consequences of mis-
sed detections concurrently. In order to observe the per-
formance in terms of the probability of false alarm Pfa and
the probability of detection Pd, the receiver operating
characteristic (ROC) curves are depicted in Fig. 4.
6.2. Minimum sensing time for the GLRT detector
The minimum sensing time τmin and the total error rate
Pte for the GLRT detector with multiple antennas are pre-
sented in this subsection. We are interested in the values
of the minimum sensing time and the minimum total error
rates in the low SNR regime. Fig. 5 shows the minimum
total error rates with regard to different values of the
sensing time for the GLRT detector with mul-
tiple antennas m¼ f4;6g under low SNR values of
γ ¼ f15; 12:5g dB. It is found that the performance of
Fig. 4. The ROC curves of the GLRT detector with multiple antennas under different received SNRs with m¼6 and n¼500.
Fig. 3. The total error rate of the GLRT detector with multiple antennas under different received SNRs with m¼6 and n¼500.
Y. He et al. / Signal Processing 120 (2016) 580–593 589
155
Publications
the minimum total error rate tends to be better by
increasing the number of receive antennas and the sensing
time. When the desired minimum total error rate is set at
0.01, for γ ¼ 15 dB, it is found that the corresponding
minimum sensing time should be 4.0 ms and 2.0 ms for
m¼4 and m¼6, respectively, and for γ ¼ 12:5 dB, the
corresponding minimum sensing time can be obtained at
1.5 ms and 1.0 ms for m¼4 and m¼6, respectively. All
these results for the obtained values of the minimum sen-
sing time enable the minimum total error rates to achieve
the target of minimum total error rate speedily and
efficiently.
6.3. Achievable throughput of the secondary network
In this part, the results for the achievable throughput of
the secondary network and the optimal sensing time
which can maximize the throughput are considered and
discussed. We assume that the SNR of the PU's signals
measured at the secondary receiver is γ ¼ 15 dB. The
SNR of the secondary link between the secondary trans-
mitter and receiver is set to be SNRs ¼ 20 dB and the
sampling frequency used for simulations is 1 MHz.
Meanwhile, the probability of the absence of the PU is
assumed as PðH0Þ ¼ 0:8, and the duration of single spec-
trum sensing frame is T¼100 ms. Besides, the predefined
target probability of detection is P
d ¼ 0:9. Also, the com-
parison of the achievable throughput of the secondary
network with and without noise uncertainty is also pre-
sented in the subsection.
First, Fig. 6 shows the theoretical and Monte Carlo
simulation results of the achievable throughput of the
secondary network for the GLRT detector with 6 receive
antennas, i.e., (m¼6). In this figure, it can be seen that the
theoretical results are matching the simulation results
well. In addition, these results reveal that the optimal
sensing times obtained from the theoretical and simula-
tion curves are both 1.5 ms, which indicates that our pro-
posed expressions in the previous section for calculating
the achievable throughput of the GLRT detector with
multiple antennas are correct. Thus, we will only show the
theoretical results in the following figures.
Second, a comparison is provided in Figs. 7 and 8 for
the achievable throughput of the secondary network using
the GLRT detector, MED and ED. Simulations assume that
the received SNR sourced from the PU's signal is
γ ¼ 15 dB. In these two figures, the achievable through-
put using the three different detector models are illu-
strated for different numbers of receive antennas. Fig. 7
does not consider the noise uncertainty, while Fig. 8 does.
Also, the values of the optimal sensing time which max-
imize the achievable throughput of the secondary network
can be obtained. Specifically, from Fig. 7, when the noise
uncertainty is absent, the optimal sensing time for the
GLRT detector with 6 and 8 receive antennas are 1.50 ms
and 1.00 ms, respectively. The optimal sensing time for the
MED with 6 and 8 receive antennas are 1.25 ms and
1.00 ms respectively. Also, the optimal values of the sen-
sing time for the ED with 6 and 8 receive antennas are
2.50 ms and 2.00 ms, respectively. From Fig. 8, it can be
seen that when the noise uncertainty is present, the per-
formance of the GLRT detector is not affected so that the
optimal sensing times are unchanging. However, the per-
formances of the MED and ED are affected. Specifically, for
MED, the corresponding optimal sensing times are chan-
ged to be 6.00 ms and 5.50 ms for the cases with 6 and
8 receive antennas respectively. For ED, the corresponding
optimal sensing times for 6 and 8 receive antennas both
change to be 1.00 ms. Besides, it can be seen that the GLRT
detector outperforms the MED and ED in terms of the
achievable throughput of the secondary network under
the presence of noise uncertainty. For all the investigated
Fig. 5. The minimum total error rate versus sensing time of the GLRT detector with multiple antennas (m¼4, m¼6) under different values of the received
SNR (γ ¼ 15 dB, γ ¼ 12:5 dB).
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detection methods, it is obvious that the optimal sensing
time will be shorter if the detector has more receive
antennas.
7. Conclusion
This paper investigated the general case of the GLRT
eigenvalue detector with an arbitrary number of receive
antennas. Initially, we derived the asymptotic expressions
of the probabilities of false alarm and detection when the
sample size from each primary user was large enough
compared with the number of receive antennas. Unlike the
asymptotic expression of the probability of false alarm
given in the previous work which was difficult to obtain
the derivative, the expressions of probabilities of false
alarm and detection derived in this paper were mathe-
matically traceable and the noise uncertainty was also
considered. Furthermore, the optimal decision threshold
was studied for the GLRT detector and the results showed
Fig. 7. The achievable throughput of the secondary network for the GLRT detector, MED and ED under the absence of the noise uncertainty with
f s ¼ 1 MHz and γ ¼ 15 dB.
Fig. 6. The achievable throughput of the secondary network for the GLRT detector with m¼6, f s ¼ 1 MHz and γ ¼ 15 dB.
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that the proposed optimization model for the decision
threshold could minimize the total error rate under dif-
ferent received SNR regimes. Moreover, the paper pro-
vided a fast spectrum sensing method which only required
a shortest sensing time to satisfy the target of the mini-
mum total error rate. Thus, the sensing time could be
reduced while maintaining a desired total error rate and
the chosen optimal decision thresholds were also applied
during this process. Finally, by analysing the achievable
sensing throughput trade-off for the secondary network,
the optimal sensing time which maximized the achievable
throughput was found. It is worth to notice that both cases
of the absence and the presence of the noise uncertainty
were considered and a comparison was also provided
among the investigated detector, the MED and the con-
ventional ED. The results revealed that the investigated
GLRT eigenvalue detector outperformed the MED and ED
under the presence of noise uncertainty.
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Appendix A. Proof of Eq. (20)
We aim to solve PfaðxÞ ¼ ϵ given that ϵA ½0;1 and
Pfa xð Þ ¼ 1
ΓðmnÞðmcÞd
dΓðmndÞΓðdÞ












where 1mrxr1. The previous equation is equivalent to
finding the value of x that satisfies


































which can be expressed as an incomplete beta function,
and hence the value of x can be given by the inverse.
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Abstract—In order to improve the spectral efficiency of a
cognitive radio (CR) network and consider the asynchronism
between the primary and secondary networks, this paper inves-
tigates a full-duplex (FD) non-time-slotted CR system based on
the multi-antenna energy detection. The secondary transmitter
with the FD technique can perform spectrum sensing and data
transmission simultaneously. Firstly, the closed-form expressions
of the probabilities of false alarm and missed detection are
derived based on the proposed system with multiple sensing
antennas. Secondly, the total error rate performance of the system
is investigated in order to consider the benefits of the primary and
secondary users concurrently. Meanwhile, the optimal decision
threshold pair is investigated to minimize the total error rate
of the system. Furthermore, the derived expressions in this
paper are verified by simulation results and the obtained optimal
decision threshold pairs achieve the minimum total error rates.
Index Terms—Full-duplex, non-time-slotted, optimization,
spectrum sensing, total error rate.
I. INTRODUCTION
Cognitive radio (CR) has been proposed as one of the
promising solutions to spectrum scarcity [1]. In CR networks,
the secondary (unlicensed) users (SUs) can access the vacant
licensed frequency bands which are allocated to the primary
(licensed) users (PUs). During the implementation of the
CR system, the PU should be protected from the harmful
interference brought by the SUs in order to guarantee the
quality of service (QoS) of PUs. Therefore, a reliable spectrum
sensing is curial and necessary to CR networks, which aims
to detect the state of PUs.
Full-duplex (FD) systems can conduct transmission and
reception simultaneously at the same frequency bands, but
self-interference will be introduced by the FD antennas. How-
ever, due to the recent advances on self-interference reduction
techniques [2]–[4], the FD technique has been put forward
to apply in CR networks to improve the sensing performance
and spectral efficiency of the secondary network. In FD CR
networks, the SU possesses FD capability and the antennas of
the SU is partitioned into two parts, including the sensing
and transmission antennas. Compared with the half-duplex
(HD) CR network within the same length of periodic spectrum
sensing frame, FD CR systems can implement sensing and
transmission during the whole frame so that more samples
can be accumulated for spectrum sensing and longer data
transmission time can be obtained for the secondary network.
This work is supported by the Seventh Framework Programme for Research
of the European Commission under grant number ADEL-619647.
In practical CR systems, the realization of the synchroniza-
tion between the PUs and SUs is difficult since the types of
the primary and secondary networks are different normally.
However, in the previous works on CR networks, the system
is usually assumed to be time-slotted which means that the
PUs can only change their state (i.e., active or inactive) at
the beginning of each time-slotted secondary frame. On the
contrary, the PUs and SUs are asynchronous in the non-time-
slotted network. Therefore, the non-time-slotted CR network is
more practical and realistic. However, because of the complex-
ity of the non-time-slotted model, enormous existing works
on both HD and FD CR networks, e.g., [5]–[8], have mainly
focused on the time-slotted system where the PUs and SUs
are assumed to be perfectly synchronized.
Motivated by the benefits of the FD technique and the practi-
cal significance of the non-time-slotted system, we investigate
the FD spectrum sensing performance for multi-antenna non-
time-slotted CR networks in this paper. Most of the existing
FD works for CR networks, e.g., [8]–[10], assumed that there
was only a single antenna for sensing and another single
antenna for transmission at the SU. Therefore multi-antenna
energy detector (ED) is considered in this paper. A low
probability of false alarm creates more chances to access the
spectrum holes for SUs, which benefits the SUs. Meanwhile,
a low missed detection rate helps to protect the PUs from the
harmful interference caused by the SUs, which considers the
interests of PUs. Thus, the total error rate is investigated in
order to consider the benefits of PUs and SUs concurrently.
In detail, firstly, the generalized closed-form expressions of
the probabilities of false alarm and missed detection of the
multi-antenna ED are derived based on the non-time-slotted
FD system. Secondly, the total error rate is investigated in
order to consider the interests of PUs and SUs simultaneously.
Furthermore, the optimal decision threshold pair is obtained,
which can minimize the total error rate.
The remainder of this paper is organized as follows. Section
II describes the system model. In Section III, the closed-form
expressions of the probabilities of false alarm and missed
detection are derived. Meanwhile, optimal decision threshold
pairs are investigated to minimize the total error rate. Section
IV provides the simulation results. Finally, Section V con-
cludes this paper.
II. SYSTEM MODEL
We consider the FD non-time-slotted CR network based on





















Fig. 1. The system model of FD spectrum sensing
assumed to be equipped with single antenna and the secondary
transmitter (SU-Tx) has multiple antennas. The antennas of
SU-Tx comprise of two parts, including the sensing and
transmission antennas. Different from the most of the existing
FD spectrum sensing works, it is worth mentioning that each
part of the antennas at the SU-Tx is assumed to be multiple so
that the model in this paper is more generalized. In detail, the
sensing antennas perform spectrum sensing and the transmis-
sion antennas conduct the data transmission of the secondary
network simultaneously, when the licensed frequency band is
sensed as idle.
Besides, the considered non-time-slotted system is presented
in Fig. 2(a), where the PU’s state may change at any time
within the periodic spectrum sensing frame so that the PU can
access and leave the licensed frequency bands randomly. For
comparison, the traditional HD time-slotted spectrum sensing
system is also illustrated as Fig. 2(b). The activity of the PU is
characterized as an alternating ON/OFF process. In practical
applications, the state of the PU would not change frequently
within one spectrum sensing frame, since each activity period
of the PU is longer than each sensing/transmission period of
the SU. Hence, without loss of generalization, we assume the
PU may change its status up to once within one periodic
spectrum sensing frame.
Specifically, in this non-time-slotted FD spectrum sensing
system, the state of the PU is defined as the state at the end
of each periodic frame of the SU’s activity. Therefore, there
exists 4 different hypotheses in terms of the activities of the
PU and the SU, which can be summarized as follows:
• H10: The SU is active (1), the PU is active for a samples
and then turns to inactive (0) within the secondary
periodic frame,
• H00: The SU is inactive (0), the PU is active for a sam-
ples and then turns to inactive (0) within the secondary
periodic frame,
• H11: The SU is active (1), the PU is inactive for b samples
and then turns to active (1) within the secondary periodic
frame,
• H01: The SU is inactive (0), the PU is inactive for b
samples and then turns to active (1) within the secondary
periodic frame,
where 0 ≤ a, b < N and a, b vary depending on the realistic
situations, thus different cases are shown in simulation results










































Fig. 2. (a) The FD non-time-slotted spectrum sensing system. (b) The HD
time-slotted spectrum sensing system. (ON: The PU is active, OFF: The PU
is inactive.)
The ED is employed at the sensing antennas of the SU-Tx
in this paper, since the ED does not require the knowledge of
the PU’s signal and is easy to realize in hardware. Assuming
the numbers of sensing and transmission antennas at the SU-
Tx are denoted by Ms and Mt respectively and N is the total
number of the samples of the received signals for each whole











where yi(n) denotes the received signal of the nth sample
observed at the ith sensing antenna of the SU. Also, the
saturated traffic scenario is assumed, which means that the
SUs always have data to transmit.
III. PERFORMANCE ANALYSIS OF THE FD
NON-TIME-SLOTTED SPECTRUM SENSING
In this section, the performance of the multi-antenna ED
based non-time-slotted spectrum sensing using the FD tech-
nique is investigated. In order to consider the interests of
the PU and SUs simultaneously, the total error rate of the
spectrum sensing is studied and the optimal decision threshold
pair is obtained. The total error rate Pte is closely related
to the probabilities of false alarm Pfa and missed detection
Pm. Therefore, the closed-form expressions of Pfa and Pm
are required for the analyses of Pte and decision thresholds.
A. Probabilities of False Alarm and Missed Detection
As introduced in the previous section, the spectrum sensing
of the SU-Tx can be implemented with the FD technique under
two cases: (1) The transmission antennas of the SU-Tx are
transmitting data; (2) The transmission antennas are silent.
When the transmission antennas of the SU-Tx are active, the
self-interference will be introduced to the spectrum sensing
process at the sensing antennas. The self-interference can
be reduced partly through existing self-interference reduction
techniques [2]–[4], so the spectrum sensing can still be con-
ducted with the residual self-interference. The capability of the
self-interference reduction technique can be measured by the
self-interference suppression (SIS) factor χ which is defined
as
χ2 =









χHsivss(n) + u(n), PU is inactive (0) and SU is active(1),
u(n), PU is inactive (0) and SU is inactive (0),
hspsp(n) + χHsivss(n) + u(n), PU is active (1) and SU is active (1),
hspsp(n) + u(n), PU is active (1) and SU is inactive (0),
(3)
Considering the states of the PU and the SU jointly, the
received signal observed at the sensing antennas of the SU-
Tx is given by equation (3) at the top of this page, where
hsp denotes the Rayleigh fading channel between the PU
and the sensing antennas of SU-Tx, Hsi ∈ CMs×Mt is
the self-interference channel between the transmission and
sensing antennas at the SU-Tx, v is assumed to be the
Mt×1 beamforming vector of the SU-Tx, sp(n) ∼ CN (0, σ2p)
represents the PU’s circularly symmetric complex Gaussian
signal, ss(n) ∼ CN (0, σ2s ) denotes the transmit signal of the
SU-Tx and u(n) ∼ CN (0, σ2uIMs) represents the sample of a
complex additive white Gaussian noise.
In order to evaluate the sensing performance of the system,
two sets of sensing error probabilities have to be investigated
in FD non-time-slotted CR networks, i.e., (1) the probability
of false alarm with the active SU Pfa,1 and with the inactive
SU Pfa,0; (2) the probability of missed detection with the
active SU Pm,1 and with the inactive SU Pm,0. Assuming
that the received signal samples at the sensing antennas of the
SU-Tx are identical and independent distributed (i.i.d.) and
the total sample number for the entire secondary frame N is
relatively large, the statistical distributions of the test statistic
for the ED TED can be obtained by applying the central limit
theorem (CLT). Thus the related sensing error probabilities for
the hypotheses mentioned above can be derived as follows.
Firstly, when the SU-Tx is active (under H10), the proba-




























ratio (INR) measured at the sensing antennas, ‖ · ‖2 is the
Frobenius norm operator and Q(·) denotes the complementary
cumulative distribution function of the normal distribution.
It is worth noting that different decision thresholds r0, r1
are required for the spectrum sensing because of the self-
interference. Specifically, r0 is the decision threshold under
the absence of SU’s transmission (H00,H01). r1 denotes the
decision threshold when the SU-Tx is transmitting (H10,H11).
Secondly, when the SU-Tx is inactive (under H00), the















aγ2sp + 2aγsp +N

 . (5)
Thirdly, based on the statistical distributions of TED under
the hypothesis H11, the probability of missed detection under













− (N − b)γsp −Nχ2γin −N
)
√
(N − b)(γsp + χ2γin + 1)2 + b(χ2γin + 1)2

 . (6)
Finally, the probability of missed detection when the SU is















(N−b)γ2sp + 2(N−b)γsp +N

 . (7)
The closed-form expression of sensing errors mentioned
above are derived for the multi-sensing-antenna ED based FD
non-time-slotted system. Furthermore, it is worth to notice
that these expressions can be simplified to be the probabilities
of false alarm and missed detection for the time-slotted CR
network, when a = b = 0. This reveals that the time-slotted
spectrum sensing system is a special case of the non-time-
slotted system and the model studied in this paper is more
generalized and practical. The detailed proof for the above
expressions is provided in the appendix.
In order to analyse the total error rate and the optimal
decision threshold of the spectrum sensing system, both the
probabilities of false alarm Pfa and missed detection Pm of
the whole system are necessary. Therefore, the expressions of
Pfa and Pm should be investigated based on equations (4),
(5), (6) and (7). The transitions between the states of PU and
SU can be modelled as the discrete-time Markov chains which
is shown in Fig. 3 in the next page. Note that the states of
PU stand for the actual statuses of the PU observed at the
end of a secondary sensing frame. Assuming Pq1,q2 is the
probability that the FD CR system remains at the state (q1, q2),
where q1, q2 = {0, 1} represent the states of the SU-Tx and
the PU respectively, the relationship among various sensing
error probabilities can be achieved by using the steady-state
















P0,1Pm,0 = P1,1(1− Pm,1),
P0,0(1 − Pfa,0) = P1,0Pfa,1,
P0,0 + P1,0 = 1,




By solving the above system of equations, the probability
of false alarm of the whole system Pfa is given by
Pfa(r0, r1) =
Pfa,1(r1)








































Fig. 3. The Markov chains of the activities of the PU and SU-Tx




1 + Pm,0(r0)− Pm,1(r1)
. (10)
B. Total Error Rate Analysis
In this subsection, the total error rate is investigated in order
to consider the benefits of the PU and the SUs simultaneously.
Since there exists two decision thresholds, i.e. r0 and r1, in the
FD non-time-slotted spectrum sensing system, it is not easy
to find the proper combination of r0 and r1. An exercisable
and simple way is to obtain the appropriate combination of
decision thresholds (r0, r1) based on the given Pfa or Pm and
this will not affect the validity of the theoretical analyses.
Firstly, let us start with the scenario with a given probability
of missed detection of the whole system Pm. In practical
applications, the probabilities of missed detection when the
SU-Tx is silent Pm,0 and active Pm,1 should be guaranteed to
be a similar value, so that there would be no gaps of the missed
detection performance between the cases of active and inactive
SU-Tx. According to this practical requirement, the probability
of missed detection when the SU is transmitting is equal to
the probability when the SU is silent, i.e., Pm,1 = Pm,0. Then,
from equation (10), it can be seen that Pm,1 = Pm,0 = Pm.
Based on the above assumptions and analyses, the desired
decision threshold r1 for a given Pm (when the SU-Tx is








where α1 is given by equation (12) at the top of this page.
Thus, the corresponding false alarm rate Pfa,1 when the SU
is transmitting with respect to the given Pm can be obtained






where β1 is given by equation (14) at the top of this page.
Meanwhile, when the SU-Tx is silent, the desired decision





Q−1(1− Pm)α0 + (N − b)γsp +N
)
, (15)
where α0 is shown by equation (12) at the top of this page.
Thus, the corresponding probability of false alarm Pfa,0 can






where β0 is given by equation (14) at the top of this page.
Herein, for a given probability of missed detection of the
whole system Pm, the desired decision threshold pair (r0, r1)
can be obtained by equation (11) and (15) based on the above
derivations.
Secondly, the scenario with a given probability of false
alarm of the whole system Pfa is considered. Similarly, a
practical assumption is Pfa,0 = Pfa,1, so it can be seen from
equation (9) that Pfa = Pfa,0 = Pfa,1. Therefore, when the
SU-Tx is active, the desired decision threshold r1 for a given





Q−1(Pfa)β1 + aγsp +Nχ2γin +N
)
. (17)
By using equation (6) and (17), the corresponding probability
of missed detection Pm,1 can be represented with regard to






When the SU-Tx is silent, the desired decision threshold r0





Q−1(Pfa)β0 + aγsp +N
)
. (19)
Then, the closed-form expression of the corresponding
probability of missed detection Pm,0 with regard to Pfa can be







Therefore, in a multi-antenna ED based FD spectrum sens-
ing system, the desired decision threshold pair (r0, r1) based
on a given probability of false alarm of the whole system Pfa


































Fig. 4. The sensing performances under the hypotheses H11,H10,H01 and
H00.
In order to consider the benefits of both the PU and SUs,
the total error rate of the whole system Pte is defined as
Pte(r0, r1) = Pfa(r0, r1)P (H0) + Pm(r0, r1)P (H1), (21)
where P (H0) denotes the probability that the PU is actually
idle and P (H1) represents the probability that the PU is
actually busy. One significant step and objective during the FD
spectrum sensing process is determining the decision threshold
pair. The optimal decision threshold pair can minimize the
total error rate of the system and is formulated as
(r0, r1)opt = argmin
r0,r1
Pfa(r0, r1) + Pm(r0, r1). (22)
This optimal decision threshold pair can be obtained by using
the derived equations in this section. It should be noted that
this optimization issue can be investigated under the two
different scenarios mentioned above, including the cases of
a given Pm and Pfa.
IV. SIMULATION RESULTS AND DISCUSSIONS
In this section, the simulation and theoretical results are
provided to validate the derived expressions and analyses
throughout this paper. The comparison with the traditional HD
sensing system is also provided based on the non-time-slotted
model. In the simulation results, the SU-Tx has 4 antennas,
including the sensing antennas Ms = 2 and the transmission
antennas Mt = 2. The total sample number for one periodic
secondary frame is N = 1000. Various values of a and b are
assumed because of the non-time-slotted model. The SIS factor
χ can vary from 0.1 to 0.3. The received SNR at the sensing
antennas of the SU-Tx is γsp = −10dB and the recieved INR
is γin = 10dB.
Fig. 4 verifies the derived expressions of sensing error rates
under different hypotheses H10,H11,H01,H00. Specifically,
this figure represents the probabilities of false alarm and
missed detection when the SU-Tx is active and inactive under
the condition χ = 0.1. Note that Pd,1 = 1 − Pm,1, Pd,0 =
1−Pm,0 are plotted instead of Pm,1, Pm,0 for the convenience
of plotting. The Monte-Carlo simulation results match the
theoretical results very well. Besides, comparing the results
Pfa














a = b = 0 (FD)
a = b = 100 (FD)
a = 100, b = 200 (FD)
a = 200, b = 100 (FD)
a = b = 200 (FD)
a = b = 0 (HD)
a = b = 200x10% (HD)
Fig. 5. The ROC curves of the FD spectrum sensing system and the
comparison with the HD system.
under different a and b, it can be seen that the sensing
performance will degrade with the increase of a and b for
every hypothesis mentioned above. Since large values of a and
b imply that the PU changes its state late within one periodic
secondary frame, a large number of samples that affect the
sensing performance would be received.
The receiver operating characteristic (ROC) curves are de-
picted in Fig. 5 to show the sensing performance of the FD
CR system under different conditions when χ = 0.3. From this
figure, it can be deduced that the sensing performance of the
whole system will degrade with the increase of the summation
of a and b, i.e., a + b. Besides, when a + b is constant, the
sensing performance of the FD non-time-slotted CR system is
similar no matter what the specific values of a and b are. For
instance, this system has a similar sensing performance when
a = 100, b = 200 and a = 200, b = 100. In addition, it can
be seen from the comparison with the HD spectrum sensing
approach that the FD can achieve a better sensing performance
based on the multi-sensing-antenna ED in the non-time-slotted
CR network, since more received signal samples can be accu-
mulated by employing FD technique. In order to ensure a fair
comparison, the parameter settings for the HD sensing system
in this figure are as follows. The number of the antennas at the
SU-Tx for the HD system is M = Ms+Mt = 4 and the ratio
between the sensing time τ and one periodic secondary frame
duration T is κ = τ
T
= 10%, since a large κ would degrade
the throughput of the secondary network severely in the HD
system. Specifically, a reasonable comparison is between the
sensing performances of a = b = q for the FD system and
a = b = q × κ for the HD system.
Finally, the total error rate of the system is presented in Fig.
6 versus the different decision threshold pairs under different
system conditions. The scenario of a given probability of
missed detection is considered and χ = 0.3. The probabil-
ities that PU is absent and present actually are assumed as
P (H0) = 0.8, P (H1) = 0.2, since the PU would not occupy
the licensed frequency bands at a high probability in practical
applications. The total error rate of the system increases with
the increasing a+ b, since more signal samples with negative

































Fig. 6. The total error rate of the system Pte V.S. the decision threshold
pair (r0, r1) (The dashed black lines on x-y plane are the projections of the
original total error rate curves).
also seen from this figure that the total error rate of the system
is a quasi-convex function with regard to the decision threshold
pairs. This implies that there exists one and only one optimal
decision threshold pair to minimize the total error rate. There-
fore, the optimal decision threshold pair can be obtained by
using the derived equations in the last section. Specifically, the
optimal decision threshold pairs (r0, r1)opt are (1.086, 1.974),
(1.084, 1.980), (1.080, 1.980) and (1.085, 1.990) for the cases
of (a = b = 0), (a = b = 100), (a = 100, b = 200) and
(a = b = 200), respectively. Meanwhile, the corresponding
minimum total error rates are 0.09, 0.12, 0.14 and 0.16.
V. CONCLUSIONS
This paper investigated the non-time-slotted FD spectrum
sensing system based on the ED with multiple sensing an-
tennas. Firstly, the generalized theoretical expressions of the
probabilities of false alarm and missed detection were derived
when considering the asynchronism between the primary and
secondary networks. Secondly, in order to benefit both the PU
and SUs, the total error rate of the system was studied and the
optimal decision threshold pairs were obtained to minimize
the total error rate. The SU-Tx may transmit or keep silent,
so a decision threshold pair (r0, r1) was necessary for the two
different states of the SU-Tx. The expressions of r0 and r1
were also obtained for a given sensing error rate of the system
Pm and Pfa. Finally, from our results, the spectrum sensing
performance of the proposed FD technique outperformed the
traditional HD approach based on the non-time-slotted model
due to the longer sensing time and improved SIS capability.
Furthermore, the obtained optimal decision threshold pairs
minimized the total error rates, which considered the interests
of the PU and SUs simultaneously.
APPENDIX
PROOF OF THE EQS. (4), (5), (6) AND (7)
In order to obtain the expressions of sensing error rates
under different hypotheses, the distributions of the test
statistic TED have to be derived under the hypotheses
H10,H00,H11,H01. When the total sample size of the re-
ceived signal N is relatively large, these distributions could
be modelled as normal distribution by using CLT. Therefore,
the objective for this derivation is to derive the expectation
and variance of TED.
In non-time-slotted FD CR system, the PU may have two
different states s1 and s2 within one periodic secondary
sensing frame. Assuming the received sample sizes for the
state s1, s2 are A, B respectively. Then, the expectation and







































By substituting the equation (25) into (23) and (24), the ex-
pressions of E[TED] and Var[TED] under H10 can be obtained.
Then, by using the CLT and Pfa,1(x) = Pr{TED > x|H10},
the equation (4) can be derived.
Meanwhile, the distributions under H00,H11,H01 can be
obtained in the same way and equations (5), (6) and (7) can
be obtained by taking similar steps.
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Abstract—This paper investigates the optimization of the gen-
eralized likelihood ratio test (GLRT) eigenvalue-based spectrum
sensing detector in terms of decision thresholds and sensing time.
In order to guarantee the interests of primary and secondary
users simultaneously, the sensing performance is assessed using
the total error rate, i.e., the summation of probabilities of
false alarm and missed detection. Therefore, the generalized
statistical distributions of the test statistic are derived under the
absence and presence of primary users, assuming an arbitrary
number of receive antennas. These distributions are necessary
for the analyses of the total error rate performance and the
optimization. The optimization consists of two parts. Firstly, the
optimal decision threshold is numerically obtained, which can
minimize the total error rate under the constraints of target
probabilities of false alarm and missed detection. Secondly, the
optimal sensing time is obtained when a target total error rate
is guaranteed, so that the spectrum sensing process can be
accelerated without the loss of sensing accuracy. Furthermore, the
simulation and theoretical results reveal that the chosen optimal
decision thresholds benefit the primary and secondary users
simultaneously and the chosen optimal sensing time improves
the speed of spectrum sensing.
Index Terms—Complex Wishart matrices, generalized likeli-
hood ratio test, optimization, spectrum sensing, total error rate.
I. INTRODUCTION
Approaches for dynamic spectrum reuse has been widely
investigated in order to cope with the problem of spectrum
scarcity. One promising technology is cognitive radio (CR),
which allows unlicensed/secondary users (SUs) to take advan-
tage of spectrum holes. However, during exploitation of spec-
trum holes, licensed/primary users (PUs) should be protected
from any harmful interference caused by SUs. Therefore,
reliable spectrum sensing techniques are essential and crucial
to the implementation of cognitive radio systems or other CR-
based derivatives, such as licensed shared access (LSA) [1].
In particular, eigenvalue-based spectrum sensing can detect
spectrum holes accurately without much prior knowledge
about the primary signal and is robust to the noise uncertainty.
In order to analyze the total error rate performance, the optimal
decision threshold and the optimal sensing time for the GLRT
eigenvalue-based detector, closed form expressions for the
probabilities of false alarm and missed detection are both
required. However, most literature, e.g., [2]–[5], have mainly
focused on probability of false alarm only, which only consid-
ers from the perspective of SUs. Thus, the benefits of PUs were
This work is supported by the Seventh Framework Programme for Research
of the European Commission under grant number ADEL-619647.
neglected in the literature work. In addition, the exact proba-
bility density function (PDF) of the test statistic assuming the
presence of PUs, was derived in [5] for the GLRT detector.
However, this result in [5] is only valid for the special case of 2
receive antennas. Also, the exact expression of the probability
of false alarm provided in [5] is with high computational
complexity. The optimization of the cooperative sensing with
energy detector was studied in [6], but the energy detector was
sensitive to noise uncertainty. Therefore, the aforementioned
issues form our major motivation to investigate the generalized
asymptotic behavior of the GLRT-based detector assuming an
arbitrary number of receive antennas. A low probability of
false alarm can make the SUs have more chances to access
idle frequency bands. However, the benefits of PUs can not
be guaranteed simultaneously, which is related to probability
of missed detection. A low probability of missed detection
can protect the PU from harmful interference. Meanwhile,
according to the IEEE 802.22 standard for Wireless Regional
Area Networks (WRANs), the SUs should vacate the licensed
frequency band as soon as possible once the PU is active.
In this paper, the optimality of the decision threshold and
sensing time for the GLRT detector is investigated, which
guarantees the interests of PUs and SUs concurrently as well
as the speed of spectrum sensing. we derive the asymptotic
generalised closed form expressions of probabilities of false
alarm and missed detection for the GLRT-based detector.
Meanwhile, the expressions of the decision threshold with
regard to the probabilities of false alarm and detection are
also derived. Furthermore, in order to guarantee the interests
of PUs and SUs simultaneously and accelerate the sensing
process, we propose an efficient algorithm to obtain the
optimal decision threshold and the optimal sensing time, which
makes the minimum total error rate achieve the target value
most speedily.
The remainder of this paper is organized as follows. Section
II describes the considered system model. Section III derives
the distributions of the test statistic for the GLRT detector.
Section IV analyzes the optimality of the decision threshold
and the sensing time. Section V presents simulation results
and finally section VI concludes this paper.
II. SYSTEM MODEL
Let us consider a spectrum sensing scenario which consists
of a sensing node with m receive antennas. The PU is assumed
to be equipped with single antenna, and each of the transmitted
2015 IEEE 26th International Symposium on Personal, Indoor and Mobile Radio Communications - (PIMRC): Mobile and Wireless
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signal is assumed to have a length of n samples, where
n > m. The notations H0 and H1 denote the null hypothesis
(PU is absent) and the alternate hypothesis (PU is present)
respectively. During the sensing period, the matrix of received
signal samples, Y ∈ Cm×n, by the secondary receiver is
H0 :Y = V, (1a)
H1 :Y = hx
† + V, (1b)
where V ∈ Cm×n represents the samples from a circular
symmetric complex additive white Gaussian noise (AWGN)
process and V ∼ CN
(
0, σ2vIm ⊗ In
)
, x ∈ Cn×1 consists
of the transmitted signal samples which are assumed to be
circularly symmetric complex Gaussian variables and x ∼
CN (0, σ2xIn). Finally, h ∈ Cm×1 is the vector of channel gain.
Henceforth, the covariance matrix of Y, Ryy  E[YY
†], is
given by
H0 : Ryy = σ
2
vIm, (2a)
H1 : Ryy = σ
2
xhh
† + σ2vIm. (2b)
Within the sensing duration of n samples, the sample covari-




†. W ∈ Cm×m
is the complex Wishart matrix given by W = nR̂yy = YY
†.
λ̂min = λ̂m < · · · < λ̂1 = λ̂max are the ordered eigenvalues
that are estimated from R̂yy. The decision statistic for the





For a predetermined decision threshold r, the probability of


















where f0(t) and f1(t) denote the PDFs of the test statistic
TGLRT under the hypotheses H0 and H1. The total error rate
is defined as the summation of the probabilities of false alarm
and missed detection, i.e.,
Pte(r) = Pfa(r) + Pm(r). (6)
III. DISTRIBUTIONS ON THE GLRT DETECTOR
In order to investigate the total error rate and the optimality
of decision thresholds and the sensing time, we derive the
generalized closed form expressions of the PDF of TGLRT
and the probabilities of false alarm and missed detection when
n ≫ m in this section.
A. Statistical Distributions Under the Hypothesis H0
Considering the null hypothesis H0, an asymptotic expres-
sion of the PDF of the test statistic TGLRT is presented in the
following theorem.
Theorem 1 (PDF of the Test Statistic of the GLRT Eigen-
value Detector under H0): Given the complex central uncor-
related Wishart matrix W ∼ CWm(n, σ2vIm), where m ≪ n,











d−1(c − x)mn−d−1, (7)
where 1
m
≤ x ≤ 1, Γ(·) denotes the Gamma function, c and
d are given by
c =
0.8132b2































Let z = mλ̂max∑m
i=1
λ̂i
and fS(z) denote the PDF of z, therefore
x = g(z) = z
m










where the expression of fS(z) is referred in [7]. After further
calculations, the expression of (7) can be obtained.
By calculating the integral of equation (7) in the previous
theorem and utilizing the definition in (4), the asymptotic













≤ x ≤ 1 and ∆(·) is given by
∆(y) = 2F1
(




where 2F1(., .; .; .) denotes the Gaussian hypergeometric func-
tion.
Hence, for a complex Gaussian signal, the decision thresh-
old r with respect to the probability of false alarm can
be calculated from (14) (at the top of next page), where
I−1(z, x, y) represents the inverse regularised incomplete Beta
function I−1z (x, y). The proof of (14) is omitted here because
of the space limitation.
B. Statistical Distributions Under The Hypothesis H1
Assuming the system under the alternate hypothesis H1, we
have W ∼ CWm(n,Σm), where Σm = σ2xhh† + σ2vIm.
Theorem 2 (PDF of the Test Statistic of the GLRT Eigen-
value Detector under H1): Given the complex central corre-
lated Wishart matrix W ∼ CWm(n,Σm), the PDF of the
test statistic TGLRT for GLRT detector is expressed as in (15)




























































































received SNR of the PU’s signals at the secondary receiver.
Proof: The largest eigenvalue λ̂max of the sample co-
variance matrix follows a Gaussian distribution [8] un-











, where λmax is the actual
maximum eigenvalue of the actual covariance matrix Ryy
under the hypothesis H1. Since the determinant of the actual
covariance matrix det(Ryy) = (σ
2
v)
m−1(σ2x‖h‖2 + σ2v) and
λmax = λ1 > λ2 = λ3 = · · · = λm, it can be deduced that
λmax = σ
2
x‖h‖2 + σ2v .
The summation of the eigenvalues of the sample covariance











= ψ [9]. The










Thus, it can be obtained that λ̂max =
xψ
1−x . Let λ̂max = z and
f
λ̂max
(z) denote the PDF of λ̂max, then the generalized PDF
















after further manipulations, the expression of the PDF of
TGLRT can be derived as (15).
By making use of the result from the previous theorem
and the definition in (5), the asymptotic expression of the




























−t2dt denotes the error function, and
α and β are given by






















Besides, we also derive the expression for calculating the
decision threshold in terms of the probability of missed
detection, which is given by (20) (at the top of this page),










By utilizing the results derived in this section and the
definition of total error rate in (6), the closed-form expression
of total error rate is also obtained when the GLRT-based
detector with an arbitrary number of receive antennas is
employed.
IV. OPTIMIZATION OF THE GLRT-BASED SPECTRUM
SENSING
By using the derived expressions of the decision threshold
with regard to Pfa and Pm, the decision threshold can be ob-
tained for a target Pfa and Pm, respectively. On the one hand,
when a spectrum sensing system considers from the benefits of
SUs, a constant false alarm rate (CFAR) is predetermined and
the corresponding decision threshold can be obtained by (14).
Under the CFAR requirement, the opportunities of accessing
spectrum holes for SUs can be guaranteed. On the other
hand, when the interests of PU are considered preferentially in
demand, a constant detection rate (CDR) is assumed and the
corresponding decision threshold can be calculated by (20).
Under the CDR requirement, the PU can be well protected
from harmful interference caused by SUs. However, in realistic
applications, only considering each of the CFAR and CDR
requirements is not comprehensive and fair enough, since the
interests of PU and SUs can not be guaranteed simultaneously.
Therefore, in this paper, we investigate the total error rate
which considers the interests of PU and SUs together and this
is of significance to the implementation of spectrum sensing.
In this section, we consider the optimization of the GLRT
eigenvalue detector based on two criteria. First, we investigate
the optimal decision threshold that can make the total error
rate achieve the minimum value with constraints. Second, the
optimal sensing time is analysed, which enables the minimum
total error rate to achieve the desired value fast.
A. Optimal Decision Threshold Analysis
In this subsection, the optimal decision threshold is in-
vestigated in order to minimize the total error rate Pte with
constraints. Specifically, the constraints are the desired prob-
abilities of false alarm and missed detection. Let us assume





that the number of the receive antennas m, the width of the
sensing windows n, and the average received SNR of the PU’s
signals measured at the secondary receiver γ are known. From
the definition of the total error rate in (6), it can be seen that
the total probability of error Pte(r) is a convex function and it
has a global minimum value for r. Also, this implies that there
exists one and only one value of r which minimizes Pte(r)
with the target Pfa and Pm constraints. Therefore, the optimal





s.t. Pfa(x) ≤ ξfa, (21b)
Pm(x) ≤ ξm, (21c)
where ξfa and ξm are the desired values of Pfa and Pm respec-
tively. When only each of the probability of false alarm Pfa and
the probability of missed detection Pm achieves the desired
value, the benefits of PUs and SUs can not be guaranteed
concurrently. Therefore, in practical applications, it is essential
to find an optimal decision threshold ropt that minimizes the
total error rate with target Pfa and Pm constraints. This can
lead to the minimum total error rate and also make both Pfa
and Pm meet the target values simultaneously.
The optimal decision threshold ropt can be obtained numer-
ically by utilizing the Karush-Kuhn-Tucker (KKT) conditions,









η1 (Pfa(x) − ξfa)= 0, (22d)
η2 (Pm(x) − ξm)= 0, (22e)
η1, η2≥ 0, (22f)
where η1 and η2 are the KKT multipliers.
B. Optimal Sensing Time Analysis
In this part, the optimal sensing time duration is inves-
tigated. Generally, a longer sensing time provides a larger
number of received samples, which helps to achieve a better
sensing performance to some extent. However, in real time,
very long sensing periods may affect the speed of the spectrum
sensing process. In order to address this issue, we propose an
algorithm to get the optimal sensing time which can make the
total error rate achieve the desired value speedily. Assuming
that the average received SNR γ and the optimal decision
threshold ropt are known, the optimal sensing time τopt can
be determined, which can make the total error rate achieve the
target bound, i.e., Pte ≤ ξ.
For a given transmit signal, the sample frequency fs is
known. Due to the relationship between the sensing time
and sample numbers, the optimal sample numbers should be
determined first in order to obtain the optimal sensing time.



























Pfa, n = 500
Pfa, n = 1000
Pd, n = 500
Pd, n = 1000
Fig. 1. The probabilities of false alarm and detection for the GLRT detector
(m = 6) under various sample numbers (n = 500, 1000) and the received
SNR is −15 dB
Let us define the objective function as a function of the number
of samples n as
F (n, ropt) = Pte(n, ropt) − ξ, (23)
where ropt is obtained by utilizing the method proposed in
last subsection. The desired optimal number of samples nopt
should satisfy the conditions
F (nopt, ropt) ≤ 0, (24)
F (nopt − 1, ropt) > 0, (25)
where nopt is the optimal sample size that enables
Pte(n, ropt) ≤ ξ. Hence, we get
nopt = ⌈n∗⌉, (26)
where ⌈·⌉ denotes the ceiling function and n∗ is the first zero-
crossing point of the curve F (n, ropt) with respect to n. By
utilizing the relation between the sample size n and the sensing
time τ , the desired sensing time can be obtained as τopt =
nopt/fs. Therefore, the optimal sensing time τopt can be used
for a spectrum sensing process so that the speed of spectrum
sensing can be improved and the desired total error rate can
be also guaranteed at the same time.
V. SIMULATION AND THEORETICAL RESULTS
In this section, simulation and theoretical results are pro-
vided to validate the analyses on the considered detector. These
results give an insight into the total error rate performance
of the GLRT eigenvalue-based detector and also help to
determine the optimal decision threshold and optimal sensing
time investigated in last section.
Assuming that the SU is equipped with 6 receive antennas,
i.e., m = 6, the closed form expressions of Pfa and Pm derived
in this paper are verified in Fig. 1. It should be noted that the
probability of detection Pd = 1 − Pm. The theoretical and
Monte Carlo empirical curves are plotted for various cases of
the sample size n = {500, 1000}. When the curves of Pd are
presented, the average received SNR is assumed to be −15
dB. It can be seen from Fig. 1 that the theoretical results are
matching the results from Monte-Carlo simulations. Therefore,
we only show the theoretical results in the remaining part.
































SNR = −7.5  dB
SNR = −10   dB
SNR = −12.5 dB
Fig. 2. The total error rate of the GLRT detector with multiple antennas
under different received SNR: m = 6, n = 500.





























SNR = −15 dB, m = 4
SNR = −15 dB, m = 6
SNR = −12.5 dB, m = 4
SNR = −12.5 dB, m = 6
Fig. 3. The minimum total error rate versus sensing time of the GLRT detector
with multi-antennas (m = 4, m = 6) under different values of the received
SNR (γ = 15dB, γ = 12.5dB).
Fig. 2 depicts the total error rate versus the decision
threshold under different received SNR scenarios when the
number of receive antennas m = 6 and the sample size
n = 500. It can be seen from this figure that the total error
rate decreases first and then increases monotonously with the
increasing decision thresholds. When the constraints of the
target Pfa and Pm are given, the optimal decision thresholds
can be obtained numerically by using the method described
in Section IV-A. According to the IEEE 802.22 standard for
WRANs [10], both Pfa and Pm should be under 0.1. Therefore,
both the constraints of target Pfa and Pm are set at 0.1, i.e.,
ξfa = ξm = 0.1. Specifically, the optimal decision thresholds
are ropt = {0.2034, 0.2127, 0.2259} when the SNR is given
by γ = {−12.5,−10,−7.5} dB, respectively. It is found
that the chosen decision thresholds obtained by our proposed
algorithm can minimize the total error rate while Pfa and Pm
are both under the target value 0.1. Therefore, the benefits of
the PU and SUs are guaranteed concurrently even under very
low SNR.
Fig. 3 presents the minimum total error rates with regard
to different sensing time durations for the GLRT detector
when m = {4, 6} under very low SNRs γ = {−15,−12.5}
dB. It is found that the performance of the minimum total
error rate tends to be better with the increasing number of
receive antennas and the increasing sensing time. When the
target minimum total error rate is set at 0.01, the optimal
sensing time can be calculated by employing the algorithm
introduced in Section IV-B. In detail, the optimal sensing
time is τopt = {4.0, 2.0} ms for m = {4, 6} respectively
when γ = −15 dB. Meanwhile, for γ = −12.5 dB, the
optimal sensing time is τopt = {1.5, 1.0} ms for m = {4, 6}
respectively. All these obtained optimal sensing time durations
enable the minimum total error rates to achieve the target
minimum total error rate speedily and efficiently.
VI. CONCLUSION
This paper investigated the total error rate and the optimiza-
tion of the generalized case of the GLRT eigenvalue based
detector with an arbitrary number of receive antennas. Initially,
generalized asymptotic expressions of the probabilities of
false alarm and missed detection were derived. Secondly, the
optimal decision threshold was obtained by employing KKT
conditions. The optimal decision threshold minimized the total
error rate with the constraints of target probabilities of false
alarm and missed detection, which could benefit primary and
secondary users simultaneously. Finally, an algorithm was
proposed to obtain the optimal sensing time for a target
total error rate, which made the total error rate achieve the
target value speedily. The results had shown that the chosen
optimal decision thresholds minimized the total error rates
while meeting the constraints on target probabilities of false
alarm and missed detection. Meanwhile, the obtained optimal
sensing time accelerated the spectrum sensing.
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Abstract—This paper investigates the optimal number of col-
laborating secondary users which can minimize the total error
rate (i.e., the summation of probabilities of missed detection and
false alarm) for cooperative spectrum sensing when the secondary
users follow Poisson point process (PPP). The received signal-to-
noise ratios (SNRs) at secondary users can vary since the prac-
tical locations and the amount of secondary users are various.
In order to cope with the diversity of received SNRs, a practical
cooperative spectrum sensing system model is proposed based
on the generalized likelihood ratio test (GLRT) detector. Firstly,
the analytical expressions of the probabilities of false alarm and
detection are derived. Secondly, an efficient cooperative spectrum
sensing technique is proposed, which only requires the least
amount of cooperative secondary users to achieve the minimum
total error rate. Furthermore, the analytical results reveal the
chosen optimal numbers of collaborating secondary users can
achieve the best spectrum sensing performance.
Index Terms—Cooperative spectrum sensing, generalized like-
lihood ratio test detector, optimization, Poisson point process.
I. INTRODUCTION
The spectrum scarcity has been a major issue due to
conflicts between the dramatic increase of the demand for
the wireless communication services and the fixed spec-
trum allocation policy. One of the promising solutions to
the spectrum scarcity is cognitive radio which allows the
unlicensed/secondary users (SUs) to occupy the spectrum
holes when licensed/primary users (PUs) are inactive. Mean-
while, during the exploitation of spectrum holes, SUs should
not cause harmful interference to PUs. Therefore, a reliable
spectrum sensing technique is essential and crucial to the
implementation of cognitive radio system and other CR-based
derivatives, such as licensed shared access (LSA) [1].
Cooperative spectrum sensing technique can improve the
performance of the spectrum sensing system [2]. In this
paper, we concentrate on the centralized cooperative spectrum
sensing which makes a final decision on the status of the
PU at a fusion center. Many different fusion strategies and
sensing techniques were proposed to improve the performance
of cooperative spectrum sensing [3]–[5]. The sensor selection
method was investigated in [6] in order to obtain spatially
independent sensors. In [7], the sensing throughput trade-
off of the secondary network was studied based on energy
detector (ED). Meanwhile, PPP has been investigated [8] and
applied to the random wireless network analysis [9].
This work is supported by the Seventh Framework Programme for Research
of the European Commission under grant number ADEL-619647.
This paper investigates the optimization of cooperative
spectrum sensing with the GLRT eigenvalue based detec-
tor assuming the SUs follow a PPP. Most of the previous
work assume that the received SNRs at SUs are identical,
but actually the received SNRs can vary depending on the
locations of SUs in realistic situations. Meanwhile, the works
in the literature mainly focus on the probability of false alarm,
which only considers the interests of SUs. A low probability
of false alarm can make SUs have more chances to access
the spectrum holes, however, the benefits of PUs can not be
guaranteed. It should be mentioned that the performance of the
cooperative spectrum sensing with ED was investigated in [10]
based on the constant detection rate (CDR) and the constant
false alarm rate (CFAR) requirements when the SUs were
distributed randomly. Besides, the optimization of cooperative
spectrum sensing with ED was studied in [11] assuming the
locations of SUs are identical and fixed. It is well-known
that ED is affected seriously by the noise uncertainty, but the
GLRT detector is robust. The aforementioned issues motivate
us to investigate the total error rate performance and the
optimality of cooperative spectrum sensing with the GLRT
detector and random SUs, which considers the benefits of PU
and SUs concurrently. The main contribution of this paper
can be summarized as follows. Firstly, this paper derives the
expressions of probabilities of false alarm and detection of the
GLRT detector for each SU, which is required to analyse the
total error rate. Secondly, an efficient cooperative spectrum
sensing technique is proposed, which utilizes only a few, not
all, SUs to achieve the minimum total error rate. Meanwhile,
the optimal number of cooperating SUs is also studied, which
enables the total error rate to achieve the minimum value.
The remainder of this paper is organized as follows. Section
II describes the system model of cooperative spectrum sensing
with PPP based on the GLRT detector. Section III derives
the closed form expressions of the probabilities of detection
and false alarm when utilizing the GLRT detector. Section
IV investigates and finds the optimal number of collaborating
SUs. Section V presents the analytical and simulation results
and section VI concludes this paper.
II. SYSTEM MODEL
We consider a centralised cooperative spectrum sensing
system with decision fusion, which is shown as Fig. 1. The
secondary users’ base station (SBS) is the fusion center which
is used to collect the decisions made by the SUs and make
978-1-4673-6305-1/15/$31.00 ©2015 IEEE









Ideal coverage region of SBS
Fig. 1. The system model
a final decision. During the cooperative spectrum sensing
process, each SU within the coverage radius of the SBS detects
the status of the PU independently and then sends the detection
result to the SBS. After that, the SBS gives a final decision on
the status of the PU through an appropriate voting rule. The
PU is assumed to be equipped with single antenna and each
SU has multiple antennas.
A practical assumption is that the SUs are uniformly dis-
tributed on a 2-dimensional plane R2 based on a homogenous
PPP with density ρ. According to Palm theory, the SUs located
within the coverage radius of the SBS follow the same PPP.
The coverage radius of the SBS is denoted by R and the
distance between the SBS and the PU is represented by
D. Since only the SUs within the coverage radius of the
corresponding SBS can be collaborated together to detect
the status of the PU, we only consider the SUs that are
located within the area of interests in this paper. Assuming
the transmitted signals between the PU and secondary network
experience Rayleigh fading, the received signal power at ith





where hi follows the Gamma distribution when maximal ratio
combining (MRC) is used to achieve full diversity gain, i.e.,
hi ∼ Γ(m, 1), m is the number of receive antennas of each
SU, PT denotes the PU’s signal power, di means the distance
between the PU and the ith nearest SU from the PU and ε is
the path loss exponent factor. The shadowing area in Fig. 1
is defined as the region whose distance is equal or greater
than D−R but less than di −D +R. The probability density
function (PDF) of hi can be written as
fhi(h) =
hm−1e−h
(m − 1)! . (2)
The spectrum sensing between each SU and the PU is
assumed to be a GLRT-based sensing system with m receive
antennas. Let H0 (PU is absent) and H1 (PU is present) denote
the null and the alternate hypotheses. During the sensing
period, the matrix of received signal samples, Y ∈ Cm×n,
at the secondary receiver is
H0 :Y = V, (3a)
H1 :Y = hx
† + V, (3b)
where n is the sample number, V ∈ Cm×n represents the
samples of a complex additive white Gaussian noise, where
V ∼ CN
(
0, σ2vIm ⊗ In
)
, x = sd−
ε
2 ∈ Cn×1 (with mean 0
and variance σ2xIn) consists of the transmitted signal samples s
and path loss, s ∈ Cn×1 is assumed to be circularly symmetric
complex Gaussian variable. Finally, h ∈ Cm×1 is the vector of
channel gain. Henceforth, the covariance matrix of Y, Ryy =
E[YY†], is given by
H0 : Ryy = σ
2
vIm, (4a)
H1 : Ryy = σ
2
xhh
† + σ2vIm. (4b)
Within the sensing duration of n samples, the sample covari-





Assuming W = nR̂yy = YY
† ∈ Cm×m is a complex
Wishart matrix. Also, let λ̂min = λ̂m < · · · < λ̂1 = λ̂max
be the eigenvalues, in increasing order, estimated from R̂yy.






III. DISTRIBUTIONS ON THE GLRT DETECTOR
Both the probability of detection and the probability of false
alarm of an individual SU are required to investigate the total
error rate performance of the cooperative spectrum sensing
system. Therefore, we derive the probability of detection Pd,i
and probability of false alarm Pfa,i of the ith SU in this
section.
Theorem 1: The closed-form expression of the probability
of false alarm of ith SU using the GLRT detector with m














≤ ri ≤ 1 denotes the decision threshold of ith SU
and ∆(·) is defined by
∆(y) = 2F1
(





where 2F1(., .; .; .) denotes the Gaussian hypergeometric func-



































































































































Let z = mλ̂max∑m
l=1
λ̂l
and fS(z) denote the PDF of z, therefore
x = g(z) = z
m


















where the expression of fS(z) is given in [12]. After further
calculations, the expression of the PDF of the test statistic






ω−1(η − x)mn−ω−1, (13)
where the parameters η and ω are obtained by utilizing Gamma
distribution to approximate λ̂max [12]. After further integral
calculation, the cumulative distribution function (CDF) of the
decision threshold under the hypothesis H0 can be derived and
the expression of (7) can be obtained.
Hence, for a complex Gaussian signal, the decision thresh-
old ri with respect to the probability of false alarm can be
calculated from (14) at the top of this page, where I−1(., ., .)
represents the inverse regularised incomplete Beta function.
Theorem 2: The detection probability Pd,i of the ith SU































dt denotes the error function, αi
and βi are given by






















where γi denotes the average received SNR at the ith SU.





























, it can be obtained that
x = z
z+1 . The PDF of variable z, which is defined as fG(z),
is a Gaussian distribution [13]. Then the PDF of TGLRT under






























after further manipulations, the expression for the PDF of
TGLRT for n ≫ m can be obtained assuming the alternate
hypothesis H1 and we arrive at (20) at the top of this page.
By calculating the integral of (20), the CDF of the decision
threshold under H1 and the probability of detection can be
derived as (15).
Meanwhile, we derive the analytical equation for calculating
the decision threshold in terms of the probability of detection,
which is given by (21) at the top of this page, where the












IV. OPTIMIZATION OF THE COOPERATIVE SENSING
In this section, an efficient cooperative spectrum sensing
technique is proposed while achieving the minimum total
error rate of the final decision. Firstly, collaborating all the
possible SUs to implement cooperative spectrum sensing can
not always achieve the best performance due to the diversity
of the SNRs received at SUs. An SU with very low received
SNR can be classified as an unreliable node and may degrade
the cooperative sensing performance. Secondly, combining
all the local spectrum sensing decisions concurrently at the
fusion center can lead to the high design complexity and
the waste of bandwidth, such as sending local decisions on
orthogonal frequency bands. Hence, sending different local




decisions in different time slots is chosen in this paper, but
this may affect the sensing speed. However, according to the
IEEE 802.22 standard for Wireless Regional Area Networks
(WRANs) [14], the SUs should vacate the licensed frequency
bands as soon as possible once the PU is active. Therefore, in
order to address the two issues mentioned above, an efficient
cooperative spectrum sensing technique using different time
slots to receive local decisions is proposed to guarantee the
accuracy and speed of the sensing process in this section.
Furthermore, the statistical optimal number of the cooperating
SUs kopt is studied, which can make the total error rate achieve
the minimum value, when the amount of available SUs is large
enough compared with kopt.
A. Decision Fusion Rules
In the cooperative spectrum sensing system, the final deci-
sion on the status of the PU can be made through different
techniques, including decision fusion and data fusion. In this
paper, we apply decision fusion to investigate the performance
of the system. During a decision fusion process, each SU
processes the data individually and makes a local decision
independently. Then, the final decision is made by fusing
these individual decisions through a voting rule. Specifically,
voting rules Logic-OR (OR) and Logic-AND (AND) are used
in this paper in order to find out the optimal number of
the collaborating SUs conveniently. Assuming there are k
cooperating SUs, the mathematical characters of the OR and
AND rules are as follows
• OR fusion rule: When at least one local decision among
the k local decisions indicates the PU is present, the final
decision declares the PU is present. The probabilities of
detection Pd and false alarm Pfa of the final decision are
given by
Pd = 1 −
k∏
i=1
(1 − Pd,i), (23)
Pfa = 1 −
k∏
i=1
(1 − Pfa,i). (24)
• AND fusion rule: Only when all local decisions indicate
the PU is present, the final decision declares the PU is
present. The corresponding probabilities of detection Pd









The total error rate is defined to be the summation of the false
alarm rate and missed detection rate, which can be given by
Pte = Pfa + Pm, (27)
where the probability of missed detection Pm is defined as
Pm = 1 − Pd. (28)
B. Optimal Number of Cooperating SUs
The optimization of the cooperative spectrum sensing can
be considered from three perspectives. Firstly, it can be con-
sidered under the constant detection rate (CDR) requirement,
which aims to minimize the probability of false alarm for a
given probability of detection. This guarantees the benefits of
PU preferentially. Secondly, the probability of detection can
be minimized for a desired constant false alarm rate (CFAR),
which gives priority to the interests of the SUs. Thirdly, this
issue can be considered to minimize the total error rate for
a given constant decision threshold (CDT), which considers
the interests of PU and SUs concurrently. In this paper, the
optimization of cooperative spectrum sensing is investigated
under the CDT requirement because of the space limitation.
However, it should be noted that all the expressions and the
research method proposed in this paper can also be applied to
the CDR and CFAR cases.
Under the CDT requirement, the decision threshold is fixed
and identical for every individual spectrum sensing period.
Therefore, the individual probability of false alarm Pfa,i for
each SU is constant. However, the individual probability of
detection varies depending on γi. From (15), it can be found
that a higher received SNR helps to achieve a higher indi-
vidual probability of detection Pd,i. Therefore, the SUs with
higher received SNRs should be chosen first to implement the
cooperative spectrum sensing. In order to study the received
SNR at ith SU, the Euclidean distance di between the PU and
the ith nearest SU within the coverage radius of SBS (shown
as Fig. 1) should be investigated. The PDF of di is derived as
the following theorem.
Theorem 3: In a PPP with density ρ on a 2-dimensional
plane, the PDF of the distance di between the ith nearest SU
within the coverage radius of SBS from the PU and the PU
outside the region of interests is given by
fdi(d) =2ρθ(D − R)e−2ρθ(D−R)(d−D+R)
×
(









and D ≫ R.
Proof: When the PU is far from the SUs within the
coverage radius of SBS, the area S m2 of the shadowing region
in the Fig. 1 can be approximated as




d − (D − R)
)
= 2θ(D − R)(d − D + R). (30)
Since in a homogeneous 2-dimensional PPP with density ρ,
the probability of having i nodes in a region A with the area
S m2 is given by




The complementary CDF of di can be computed as the
probability that there are less than i SUs within the shadowing




area (as defined in Section II and Fig. 1), which is given by








By utilizing the relationship between the complementary CDF






















after further manipulations, the expression of (29) can be
obtained.



































where Γ(·, ·) denotes upper incomplete Gamma function.
Therefore, by using the result above, Pfa,i and Pd,i can be
computed under the CDT requirement. Also, the total error rate
Pte can be obtained by using specific decision fusion rules.
Under the CDT requirement, when an additional SU is
added into the cooperative spectrum sensing, the additional
SU has the worst individual probability of detection, i.e.
Pd,k, among the cooperating SUs. However, the individual
probability of false alarm of the additional SU Pfa,k is identical
with other cooperating SUs. Meanwhile, the additional SU
does not affect the performance of other SUs.
1) OR rule: The total error rate of the final decision Pte
under OR rule can be given by








(1 − Pd,i). (35)
Because of the properties of Pfa,i and Pm,i mentioned above,
it can be seen from (23) and (24) that the probability of false
alarm of the final decision Pfa increases with the increase of
the cooperating SUs’ amount k, but the probability of missed
detection of the final decision Pm falls down. Due to the
monotonicity of the Pm and Pfa, it can be seen from (27)
that collaborating all the SUs in the secondary network is not
always the best option. The performance of the total error rate
is determined by the changing speed of Pfa and Pm with the
increase of k. Therefore, under two cases, collaborating all the
available SUs can not achieve the minimum total error rate.
Firstly, when the absolute values of the slope of Pfa and Pm
are similar, the total error rate of the final decision will reduce
initially and rise later with the increase of k. Secondly, when
the absolute value of the slope of Pfa is larger the value of
Pm, the total error rate should increase with the increasing
k. By utilizing (7), (15) and (35), the total error rate can be
calculated and the optimal number of the cooperating SUs kopt
can be obtained.
2) AND rule: Under the AND rule, the total error rate is
given by









On the contrary, it can be seen from (25) and (26) that Pfa
is a decreasing function and Pm is an increasing function with
regard to the number of the cooperating SUs k under the AND
rule. From (27), the trend of the total error rate is also decided
by the changing speed of Pfa and Pm. Hence, collaborating
all the SUs in the network can not guarantee that the total
error rate achieves the minimum value. By utilizing (7), (15)
and (36), the total error rate when using AND rule under CDT
requirement can be computed and the optimal number of the
SUs can be obtained for a large k.
V. SIMULATION AND THEORETICAL RESULTS
In this section, simulation and theoretical results are pro-
vided to validate the derived expressions and analysis through-
out this paper.
Fig. 2 verifies the expressions of the individual probabilities
of false alarm and detection at the ith SU. Assuming each
SU is equipped with 6 receive antennas, i.e., m = 6, the
theoretical and Monte-Carlo results of Pfa,i and Pd,i are
plotted for various cases of the received signal sample size
n = {500, 1000}. Besides, Pd,i is plotted under the received
SNR = -15 dB. It can be observed that the theoretical results
match the Monte-Carlo simulations.
Fig. 3 depicts the total error rate of the final decision versus
the number of collaborating SUs under the CDT requirement
by using OR and AND fusion rules, respectively. In the
theoretical results, the coverage radius of the fusion center
R = 5 km, the distance between the fusion center and PU
is D = 50 km, the transmit power of PU is 5 w, the noise
power is 10−12 w, the path loss exponent factor ε = 3.1,
the preset decision threshold is 0.28 and the density in the
considered PPP is ρ = 10−7 nodes/m2. Besides, each SU is
assumed with 4 receive antennas (m = 4) and the sample size
of received signal is n = {600, 800}. The total error rate of the
final decision can be calculated as described in last section.
Since the number of available SUs in PPP is random, it is
impossible to show all the possible cases of different amount of
SUs. However, The probability of over certain amount of SUs
within the coverage radius of SBS can be calculated by using
(31). For the PPP with the determined density ρ considered































Pfa, n = 500
Pfa, n = 1000
Pd, n = 1000
Pd, n = 500
Fig. 2. The individual probabilities of false alarm and detection versus
decision thresholds for various sample size n, m = 6 and SNR = −15
dB
in this paper, the probability of over 14 SUs located within
the area of interests is under 0.05. Thus, Fig. 3 only shows
the case of the number of available SUs up to 14, which is
enough for analysis. It can be seen that the total error rate
decreases first and then increases with the increase of the
number of cooperating SUs, under the AND rule. The optimal
numbers of cooperating SUs are kopt = {3, 2} which make
the total error rates achieve the minimum values {0.04, 0.01}
for the cases of n = {600, 800}, respectively. Under the
OR rule, the total error rate goes up with the increasing
k. Hence, cooperating 1 SU can achieve the best sensing
performance. Overall, cooperating all the available SUs can
not always achieve the best sensing performance. When the
amount of available SUs is large, cooperating SUs partially
not only improves the accuracy of spectrum sensing, but also
accelerates the cooperative spectrum sensing.
VI. CONCLUSION
This paper studied the efficient cooperative spectrum sens-
ing technique by using the GLRT detector when SUs follow
a Poisson point process with density ρ. Firstly, the analytical
expressions of the individual probabilities of false alarm and
detection were derived for the general case of the GLRT
detector in order to analyse the total error rate performance of
the cooperative sensing system. Secondly, the total error rate of
the final decision was investigated when cooperating different
amounts of SUs under OR and AND fusion rules, respectively.
The analytical results indicate that collaborating all the SUs
can not always achieve the best spectrum sensing performance
and the obtained optimal numbers of cooperating SUs in this
paper minimize the total error rates of the final decisions.
It should be noted that the SUs with higher received SNRs
should be collaborated to implement cooperative spectrum
sensing preferentially.









































Fig. 3. The total error rate of the final decision versus the number of
cooperating SUs k for various sample size n by using OR and AND fusion
rules under the CDT requirement
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