Introduction
In this paper we consider the asymptotic behaviour s t -> oo and s ε j 0 of radial Solutions of the equation The set Ω ε is the outer domain {x e R 2 : | jc| > ε}, e f is the unit vector in the radial direction, λ > 0 and u e are given constants, and β : [0, oo) -* [0, oo) is a function to be specified later. We use the subscript notation to denote partial derivatives.
Problem (1.1-2) arises in a two-dimensional model describing the transport of reactive solutes, with scaled concentration u, through a porous medium in which the groundwater flow is induced by well injection. The small parameter ε is related to the well radius and the parameter λ is the Peclet number. The boundary condition (1.2) describes the injection of water with solute concentration u e into the flow domain.
The nonlinear function β in equation (1.1) reflects the effect of equilibrium adsorption reactions of the dissolved chemicals on the surface of the soil particles. The canonical example is β (u) = u + ψ (u), where ψ is the so-called adsorption isotherm [4] . Two typical isotherms are the Langmuir isotherm and the Freundlich isotherm This model is described in detail by van Duijn and Knabner in [5] ; we refer to [4] for a general discussion of the underlying physical and chemical assumptions.
Since we only consider radial Solutions, we seek a function u = u(r, i) that satisfies Note that since /?'(0+) = oo is allowed by Hypotheses (H^l-2), our formulation must include this degenerate case. One of the consequences is the existence of free boundaries separating the regions where u > 0 from the regions where u = 0. Furthermore we note that equation (la) with λ = l reduces to the well-known porous media equation A Cauchy-Dirichlet problem for equation (I a) with λ > l was studied by Goncerzewicz [10] , generalising results by Gilding [8] and Diaz and Kersner [3] who considered general convection-diffusion equations in R 1 . Following these authors we introduce weak Solutions in the following sense. Let T be some fixed positive number, which eventually will tend to infinity, and consider the half strip S? = {(r, /):ε<τ<οο,0<ί<Γ}. If M satisfies (1.6) with the equality replaced by ^ (^) and with φ ;> 0 in Sf then we call M a sub(super)solution. D Hypotheses (H^ 1-2) and (AI) ensure the existence of a unique weak solution u which is smooth in the set {(r, t) E S?: u(r, t) > 0}. This is proved in Section 2.
Remark. Observe that when (I a) is interpreted s a convection-diffusion equation in R 1 , the sign of λ -l determines the direction of the convection: when λ < l it is directed towards the origin, and when λ > l away from the origin. This distinction will turn out to be important when studying the asymptotic behaviour s ε J, 0.
Our aim is to show that under certain conditions Solutions of Problem I converge to self-similar Solutions when either ε|0 or t -> oo. The combination of these two limit processes is explained by the following transformation: satisfying the equation (1.8) where primes denote differentiation with respect to η. Since these self-similar Solutions are expected to arise in the limit ε J,0, we solve equation (1.8) in the domain 0 < η < oo with the combinations (1.3) and (1.4) s boundary conditions: Note that η = r/]/7 = ί/]/τ, and therefore the self-similar solution satisfies both equation (la) and equation (II a).
The boundary value problems (1.8)-(1.9) and (1.8)-(1.10) are studied in Section 3. In Section 4 we prove the main results of this paper. They concern the asymptotic behaviour of weak Solutions of Problem I. We shall need an additional hypothesis on w 0 and β in order to prove these results:
Hypothesis (A 2) can be interpreted physically s stating that the perturbation «o -w 0 (co) of the constant state w 0 (°°) has finite mass. We will show in Section 2 that (A 2) implies that Remark. The restriction to constant w 0 when ε is varied is a natural one. Since the influence of changes in ε on the solution is small at a fixed time and away from the well, it is necessary for convergence to self-similar Solutions that the initial behaviour of the general solution corresponds to the initial behaviour of the self-similar solution. In practical terms, this means w 0 has to be constant. Observe that when w 0 is constant, the two limit processes ε [ 0 and t -> oo are truly equivalent.
Remark.
As a by-product of the proof of Theorems A and B we obtain a pointwise estimate of u. In the contamination case the self-similar solution is a subsolution for the general solution, which implies the following inequality:
The behaviour of l -/(η) near η = 0 is shown to be proportional to η λ (Proposition 3.6), and therefore for fixed r > ε
In the same way an estimate follows for the remediation case:
Here the behaviour of / (Proposition 3.9) translates in a similar way to the behaviour of u (r, t) for fixed r s t tends to infinity.
Weak Solutions: existence and uniqueness
We present here the existence and uniqueness results for weak Solutions of Problem I. Most of these results are obtained by a straightforward generalisation of the work of Diaz and Kersner [3] , Gilding [8] , and Goncerzewicz [10] . In those cases we omit the details and only give the appropriate references. However, special attention has to be given to the flux boundary condition at r = ε.
As usual weak Solutions are obtained s limits of approximating positive classical Solutions. Since these approximations are used later on in this paper to prove the asymptotic results, we describe the procedure in some detail in the existence proof below. In order to obtain an estimate on the spatial derivative of the Solutions w n , we derive an equation for the flux The functions w" satisfy the equation
/T(n Differentiating this equation with respect to r yields for F" the uniformly parabolic equation
Using (2.5) once more we find the boundary conditions Hypothesis (AI) and properties (2.1) and (2.2) of the functions w 0ri imply that F n is bounded uniformly_in_rt at t = 0. By the maximum principle, the same then holds for F n on the whole of S% n . Therefore
for some L > 0 that is independent of n.
Next we investigate the regularity in time. We first consider the behaviour of u n at the boundary r = ε.
Lemma 2.2. There exists a positive constant c independent of n such that
Proof. We shall only prove the inequality w"(e, t 2 } -w"(e, t±) ^ -c(t 2 -^) 1/2 for 1 2 ^ t^ the opposite inequality follows along the same lines.
We first consider an auxiliary problem: find z : [Ο, οο) χ [0, oo) -> R that satisfies z t = z xx for all (x, t) e (Ο, οο) χ (0, oo) , along with initial condition z(·, 0) = 0 and boundary condition z x (Q, ·) = 1. This problem has a unique solution which is of the form It is not difficult to verify that/is negative on [0, oo), has a finite limit/(0), and satisfies /"<0 on(0,oo).
We now construct a comparison function for equation (2.4) that is based on the function z. For 0 < b ^ min {/T (5) : 0 ^ s ^ 1} to be chosen later, define
on the set ε ^ r ^ n, t i ^ r ^ Γ, where m = | A -1 1 (6" 1/2 + L)/(bs). It then follows that (2.7) βΜ -Vrr + 9f -r o» ,, -»" + -where we have used the fact that v" < 0 in the first inequality. In (2.7) we have changed the nonlinearity outside the r nge ofw" such that /?(tOiswell-defined and 0 < b < '(s) < <x> for all sei?. This is necessary because v may not be positive everywhere on its domain.
We prove that u" ^ v, which implies the assertion. It follows from (2.7) that the minimum of u" -v is assumed on the parabolic boundary of the set {ε < r < n, t± < t ^ T}. The bound (2.6) ensures that u" ^ v at / = i l5 and since u"(n, t) = l ^ κ π (ε, fj the same holds on the right boundary {r = n, t t < t ^ T}. Therefore a negative minimum of u" -v can only be assumed on the boundary r = ε, where
Choosing 6 sufficiently small we therefore obtain (u n -v\<0 on the boundary r = ε, and conclude that u n ^ v on {ε ^ r ^ «, ^ ^ t <; Γ}, α
The regularity result of Gilding [6] then yields that C for all». This suffices to apply the Arzel -Ascoli Theorem and conclude that there exists a subsequence that converges uniformly on compact subsets of S£. By a famili r argument (see e.g, Oleinik [13] , p. 361) the limit function u can be shown to be a weak solution of Problem I. This concludes the proof of existence. D The proof of Proposition 2.3 is a simple extension of the proof in Goncerzewicz [11] , and follows the ideas of Diaz and Kersner [3] , This completes the proof of Theorem 2.1.
D
We conclude this section with a property of Solutions of Problem I that is crucial for the large-time behaviour.
Proposition 2.4 (mass conservation). Lei be a solution of Problem
This can be interpreted s stating that the only increase of 'mass' -in the case of the model described in the introduction, this would be mass of contaminant -comes from the injection at the boundary. The proof of this Statement is analogous to the proof of mass conservation for the porous media equation (1.5) [7] .
Limit profiles
In order to obtain Solutions of (1.8) subject to boundary conditions (1.9), (1.10) we consider the slightly more general problem '-0, 0<,<co, for any a, b € [0,1]. We first prove existence and uniqueness of Solutions of P(a,b) and then enter more deeply into the specific cases P(0, 1) and P (l, 0). Some of the proofs will only be sketched; the reader can find comprehensive and detailed studies of Problem P (l , 0) in [5] and of Problem P(0,l) in [15] . 
Proof. Parts (i) and (iii) are proven in [5] , and part (ii) follows from a local uniqueness argument s in [1] , [2] . α About the positivity set 9 we remark that When 9 is unbounded, we have an a priori estimate of the rate of convergence at infinity: The proof is given in [15] and uses a lower bound of '(s) near s = b. Note that (9.3) implies that <g C J f a w-i e-**™ da if η is large enough.
We have the following comparison principle. Proof. Denote the positivity sets of the functions/j and/ 2 by ^ and ^2-Suppose that the difference v=f i -f 2 assumes a positive maximum at η 0 6 (0, oo). Then/j (η 0 ) > 0 so that η 0 Ε0* ΐ9 which implies that /i is twice continuously differentiable in η 0 .
• If i/ 0 e ^2 then/ 2 also is twice differentiable in r; 0 , and then the result follows from subtracting the equations for/j and/ 2 at η = y/ 0 .
• 
A solution of P^(^,A) is defined in a sense similar to the case of Problem P (a, b)
, and it can easily be verified that the two problems are equivalent.
In both a and b are positive, then by the Comparison Principle any solution of Problem P (a, b) will take values between a and b. Therefore the problem is non-degenerate and the existence of a solution to the boundary value problem P (a, b) can be shown by a shooting argument: if h is the solution of (3.5) with initial conditions A (0) = a and A'(0) = A 9 then lim h (s) exists for all A > 0, depends continuously on A, and tends to zero or infinity s -* oo when A -> 0 or A -> oo. This implies that there exists an A such that the limit is equal to b. The details of this argument can be found in [15] and a similar argument is used by Gilding and L. A. Peletier ([9] , p. 532). In the rest of this proof we will suppose that a = 0 and b > 0, and merely assert that the other case, 6 = 0 and a > 0, can be handled in an analogous way.
A solution of P^(0, b) is constructed s the limit s ε i 0 of Solutions of Ρ 0 (ε, b). For ε > 0 the solution of Ρ^(ε, b) is defined and unique, and by the Comparison Principle the sequence {gj depends monotonically on ε. We now show that the pointwise limit of this sequence, denoted by g, is a solution of Problem P 0 (a, b). By twice integrating the equation in Ρ 9 (ε,6) we find the following integral identity for g E :
oo). The finiteness of the integral follows from the exponential convergence proved in Proposition 3.2. Since g e i g s ε -> 0, and therefore ( (b) -(g R }} t ( (b) -β (g))
on [0, oo), we can apply the monotone convergence theorem to the integral in (3.6) to conclude that it converges; the positivity of the left-hand side implies that the limit is finite. This results in the same integral equality for the limit function g:
for all ,se[0, oo). Starting with (3.7) and differentiating twice we can show that g is a solution to Problem P^(0,fe). This implies that the corresponding function /is a solution of Problem P(0,£). α
Behaviour near zero.
In the proofs of Section 4 we need an estimate of the behaviour of the similarity solution near the origin. We restrict ourselves to the cases P(0, 1) andP(l,0). 
Proof. Writing equation (3.1) in the form

j = ^-\n
we obtain for arbitrary η, η 0
Letting η J, 0 yields the result. G For P (0,1) the analysis is more involved because the degeneracy of the nonlinearity and the geometric degeneracy coincide at η = 0. We encounter these two elements when describing the behaviour of Solutions. In order to be able to make definite Statements we must assume the extra hypothesis on β f 'fs /*\ (H. 3) lim f/ //N = P -! for some constant p e (0, 1] .
This condition expresses that for small data β behaves essentially s a power with exponent p.
For a nonlinearity β in the form of (f) = cf p , equation (3.1) has certain scaling properties that allow us to transform it into an autonomous one, and then apply a phase plane analysis. This analysis, which contains a complete classification of the behaviour of Solutions near the origin, is given in [15] . Here we summarise the results. By (H03) and the boundary condition g(0) = 0 we observe that ((,?)-*/> -l s ^|0. Consequently this System is asymptotically autonomous in the sense of Thieme [17] s s 1 0 (or if σ = log s, s σ -» -oo). We wish to apply a theorem of Poincare-Bendixson type (Theorem 1.6 of the same reference) to conclude that (y, δ) tends to an equilibrium of the 'limit' System (39) V ' ; s s 10. According to [17] , the only remaining condition to be verified is that the orbit under consideration is bounded s s 1 0.
To show that this is the case, remark that the concavity of g implies that g (s) ^ s g' (s) for all s>0, which gives Ο ^ γ ^ l for all s > 0. Since δ is positive, the orbit (y, δ) can only be unbounded in the positive <5-direction. To force a contradiction, suppose that there exists a sequence s n j 0 such that (s n ) -» oo and such that '(s") < 0 and l <5'(s n )/y '(·?")! -> oo. Since α 4-1 > 0 and ζ (s) -> p -l when »s 1 0, there exists an ε > 0 such that δ' is positive when γ < ε. It therefore follows that y(s n ) 2£ ε. On the other hand, we can write and if y ^ ε then the right-hand side of this expression is bounded from above and below when δ is large. This contradicts the assumption that \ '(s n )/y'(s n )\ -»· oo s n -» oo, and we conclude that the orbit (y, δ) is bounded and therefore tends to an equilibrium of the limit System (3.9).
For the analysis of the equilibrium points of (3.9) it is convenient to introduce Definition. Let φ e C^O, δ) for some δ > 0. Then
is called the index of φ.
If φ is a power of its argument, v (φ) simply is the exponent. One can derive some properties of v which extend this correspondance: if φ and ψ are such that v (φ) and v (φ) are defined, then and on the other hand v (g) = 0; this is incompatible by property (v) above. For the other two equilibria, we distinguish three cases:
• when α +p < 0, the equilibrium (1,0) is unstable (in backward time) and is therefore not admissible; it follows that (y, δ) -> e 2 s s l 0, and more specifically
• when α +p = 0, e^ = e 2 and therefore d(s) -» 0 s s 10;
• when α +p > 0, e± is the only admissible equilibrium and therefore v (g) =1; using properties (i)-(in) we find that which implies by (3.5) and property (iv) that g" is integrable; s a result, g'(0 + ) is finite.
We can rearrange this Information in the following form:
In terms of λ, /, and η, this is the Statement of the theorem. α
The main result
This section is devoted to the proofs of Theorems A and B. We shall discuss the proof in f ll for Theorem A, and merely comment on the differences with Theorem B. Proof. By integrating (l .8) and using boundary conditions (l .9) and Proposition 3.2 we find that By combining these two we find that Φ is well-defined and that
The second term in (4.3) is bounded by (l)/2. When ε is constant, the result follows immediately; when ε varies, but « 0 is constant and therefore equal to 0, the first term on the right-hand side vanishes and the remainder is bounded independent of ε. α
The interest of this integral estimate lies in the fact that z and / are ordered, and that therefore the argument of the integral is positive. Indeed, if v is the self-similar solution of equation (la) corresponding to/, i.e. t?(r, /) =/(/·/j/ , we can integrate equation (la) from 0 to ε to obtain Now v t (r, t) = --r t 3/2 /'OV j/7) > 0 for all r and t and therefore we have
By the Comparison Principle (Proposition 2.3) we then find that u lies above v on the whole of ST, which implies the same for z and / (on the appropriate domain).
Our aim is to convert an integral estimate related to (4.2) into a pointwise estimate. For this we need the next lemma (for an idea of the proof we refer to [14] ). For this integral we obtain an estimate similar to (4.2) by pointing out that, because β is concave and strictly increasing on its domain, the function s*-+ (s) -'(\)s is nondecreasing for O^sgl. This implies that β(ζ(η 9 
τ))-β(/(η))^β'(1)(ζ(η,τ)--/(η))
and thus (4.4) The crucial part in the application of Lemma 4.2 to estimate (4.4), with is that we need to verify the lower Lipschitz continuity of φ with respect to the variable η. For general , the function β (ζ (η, τ)) need not be lower Lipschitz continuous with respect to η, and therefore we switched here from (4.2) to (4.4). From Proposition 3.1 we know that / is nonincreasing on R + , so the lower Lipschitz constant of φ only depends on z. We have The first part of the proof is the following lemma. The remainder of the proof is based on the application of the maximum principle for parabolic equations to certain flux-type functions, depending on the value of λ. We distinguish two cases.
Case I. 0 < λ ^ 2. We truncate the unbounded domain D% n by considering
We assume that n > j/Γ, so that the domain E% n is s is shown in Figure 4 .1. On E^n we define the modified flux function Here we note ' and " for '(z n ) and "(z"). Due to the regularisation, the coefficients in (4.6) are all smooth and bounded on ££". Note that c ^ 0 and d ^ 0, and that therefore F" is a supersolution for the equation
By the maximum principle (see e.g. [16] ), a non-positive minimum of F" on ££" must be assumed on its parabolic boundary, i.e. Γ 1^> Γ 2 .
On r t , given by η = 1/]/τ, we use the boundary condition and find in which A is the (negative) limit value from Proposition 3.6. On Γ 2 , where η = l, we have and remark that c,d< 0. We claim that the function 7/h-»f/ 2~A (/?(!)-0(^)) is bounded on R* by a constant independent of τ and n: on one band, ιίη is small enough, in which A is again the limit value from Proposition 3.6. On the other band,
The combination of the first for small η and the second for large η yields the uniform bound. Therefore, by choosing F 0 e R, F 0 < A negative and large enough, co(F 0 , η, τ) can be made positive for all η and τ. This implies that the constant F Q is a subsolution for equation (4.8) , and by following the same line of reasoning s for case I, we can conclude that 
