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Abstract of thesis entiUed : 
Empirical investigation of the performance of Mplus for analyzing 
Structural Equation Model with mixed continuous and ordered cat-
egorical variables 
Submitted by Lam Ho-Suen Joffee 
for the degree of Master of Philosophy in Statistics 
at The Chinese University of Hong Kong in June 2003 
Mplus, which is developed by Muthen h Mutlieii, is a widely used structural 
equation modelling package in research. This program provides a number of 
options that can be used to analyze a wide range of complicated models. How-
ever, another structural equation modelling package, LISCOMP, that was also 
developed by Muthen, was discovered to have various problems wlien analyz-
ing models with both continuous and ordered categorical measurement variables 
(Poon k Lee, 1999). In view of this, the objective of this thesis is to give a review 
on Mpliis and to investigate the empirical performance of Mplus by Monte Carlo 
studies. A confirmatory factor analysis model, which consists of both continuous 
and ordered categorical measurement variables is used, and in the analysis, differ-
ent combinations on the proportion of the continuous and the ordered categorical 
measurement variables are considered. It is found that Mplus gives dependable 
results on the parameter estimates and the estimates of the goodness of fit statis-
tics in large sample. However, the accuracy of the standard error estimates for 
parameters associated with the continuous measurement variables has some prob-
lems regardless of sample sizes. In fact, an unreasonably large sample size has 
been tried in the Monte Carlo studies, but the acciirac‘y does not ha.ve any im-
provement at all. In order to examine whether or not similar problem occurs in 
other popular SEM programs, several comparisons of the standard error estimates 
between Mplus and LISREL have been performed. 
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摘 要 




雜了連續變數(Continuous Variables)和定序變數(Ordinal Variables)的 
模型時存在不少問題(Poon & Lee, 1999)。這篇論文的主要目的是槪 
覽Mplus這個軟件和以蒙地卡羅模擬法（Monte Carlo studies)來調查 
Mplus的表現。在這個調查之中，我們運用一個夾雜了連續變數和 
定序變數的驗證因子模型(Confirmatory Factor Analysis)，與及在這 
個模擬法中考慮了不同比例的連續變數和定序變數的組合。模擬結 
果反映了 Mplus能夠提供可靠的參數估計値（Parameter estimates)， 
與及在多樣本的情況下，Mplus還可提供可靠的擬合優度估計値 
(Goodness-of-fit statistic)。但是，不論樣本多少’ Mplus也無法準確 
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Mplus is a widely used SEM package in research and it is developed by Mutlien 
and Mutlien. Before the invention of Mplus language in 1998, Muthtni has created 
another SEM package called LISCOMP in 1987. However, this program has been 
found to have various problems. Therefore, the performance of Mplus, especially 
in the area that LISCOMP did not perform well, will be a great concern of users. 
In fact, this is the main objective of this thesis. 
Moreover, in practical research, a structural equation modelling analysis is 
often mixed with different kinds of variables. The coritiimous variables and the 
ordered categorical variables are corrimorih^ involved in the model. Hence, the 
performance of a SEM package when analyzing the model with mixed types of 
variables is an important guide for practical researcher. Furthermore, LISCOMP 
did not perforin well in such kind of model, so that to be a trustworthy program, 
the performance of Mplus in the model with mixed types of variables will be the 
1 
focus. 
Another focus of practitioners is the sample size. As most theoretical devel-
opments of structural equation modeling depend on asymptotic results, however 
practically, researcher does not often have large sample size. As a result, the in-
vestigation of Mplus in analyzing model in small or realistic sample size becomes 
significant. 
This thesis studies the performance of Mplus using Monte Carlo simula-
tion for some realistic sample sizes in a confirmatory factor analysis model. In 
the following chapters, a brief review of the Mplus program will be introduced. 
Then, the design of the simulation study and the method of how to evaluate the 
perforinance of Mplus will be followed. After the presentation of the simulation 




Review of Mplus 
Mplus is the latest SEM program created by Mutlitm & Muthen in 1998. There 
is another SEM program called LISCOMP, wliich is also created by Bengt Muthen 
in 1987. The program Mplus actually retains most of LISCOMP's features for 
structural equation modeling of categorical and continuous data. In fact, Mplus is 
a simple programming languages, it consists of nine main commands and several 
options under each commands. It seems to be user-friendly to those practitioners 
who do not have a concrete statistical background. Refer to Mplus user guide 
(Muthen and Muthen, 1998), you should realize that Mplus is capable to perform 
many complicated analyses on complex model, such as models for continuous 
dependent variables that contain data missing completely at random (MCAR) 
and missing at random (MAR), a two-level multiple group structural equation 
model, a linear growth model for a continuous outcome with time-invariant and 
time-varying covariates etc. 
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The power of analyzing models with ordered categorical ineasiirement is one 
of the main features of Mplus. It includes features to perform exploratory factor 
analysis for categorical and continuous variables, perform logistic regression for 
ordered categorical variables. It seems that Mplus lias a great development on the 
analyses of categorical variables compared with LISCOMP. However, according to 
the Mplus user guide (Mutheri arid Mutlieri,1998), not all features of LISCOMP 
have been retained, for example, the analyses of censored or truncated dependent 
variables are not specified. 
For experience SEM program users, it seems that they need to spend some 
time on learning Mplus language since Mplus language is quite different from 
some famous and widely used SEM packages, e.g. LISREL or EQS. Although 
Mplus is not a very difficult language, when users want to specify some models, 
particularly those complicated models with multi-levels, they need to pay more 
attention. 
The following is a summary of Mplus language: The command 'TITLE' 
functions in entitling the program. The commands 'DATA' and "'VARIABLE' are 
required to be input in every Mplus program. The path of the data files, the type 
of the data, the number of observations and the number of groups are specified 
under the command 'DATA'. The function of command 'VARIABLE' is to specify 
the irifomiation of the variables, such as the variable names, variable types, the 
way to group the variables etc. If user wants to create a new variable from 
the existing variables, they may utilize the command 'DEFINE'. The command 
4 
'ANALYSIS' is used to specify the particular analysis that the users is going 
to perform, for example, the multi-group analysis, exploratory factor analysis, 
logistic regression etc. Furthermore, under this command, the users can choose 
the estimator and the matrix to be analyzed. The most important command in 
Mplus is 'MODEL' which functions to specify the model. The keywords，BY，， 
' 0N ' and 'WITH' are used to specify all kinds of models. Moreover, users can 
choose their desired output results and obtain a file with saved results by the 
commands 'OUTPUT' and 'SAVEDATA' respectively. Finally, the command 
'MONTECARLO' is used for simulation study, and this command is utilized in 




Design of the Simulation Study 
3.1 Simulation Design 
Suppose y is a (p x 1) vector of observed variables and y* (p x 1) be 
the vector storing the corresponding latent continuous variables. With a view 
to investigating the performance of Mplus, a basic confirmatory factor analysis 
(CFA) model (Lawley & Maxwell, 1971) on y* (p x 1) with p = 8 variables which 
are under the distribution of N(0, E) is considered. The CFA model is applied 
here for investigation because it is simple and yet widely applied for analyzing 
latent variables. Moreover, it is believable that if a method does not work well 
in a simple model, it can hardly perform well in a complex model. The structure 
of the population covariance matrix, E, is given by 
S = A ^ A ' + © (1) 
C 
where A is the factor loading matrix,屯 is the factor correlation matrix and 0 is 
a diagonal covariance matrix of the error measurements. The true values of the 
parameter matrices are as follow: 
( \ 
0.8 0.8 0.8 0.8 0.0 0.0 0.0 0.0 
� 0 . 0 0.0 0.0 0.0 0.8 0.8 0.8 0.8 ) 
( \ 
1.0 0.6 
^ = ， 0 = 0.36/8 (2) 
、0.6 1.0 j 
where the parameters with value zero or one are fixed and are not estimated, 
/s is a 8 X 8 identity matrix. In this confirmatory factor analysis model with 8 
measurement variables, we suppose there are two latent factors. The first four 
rneasurenient variables y\ ,..., ；(/4 are the indicators of the first factor and the last 
four variables ？/5,…，‘"8 are the indicators of the second factor. With the true 
values in (2)，the population covariance matrix S is: 
( 1 . 0 \ 
.64 1.0 
.04 .64 1.0 
.04 .04 .64 1.0 
S 二 . (3) 
.384 .384 .384 .384 1.0 
.384 .384 .384 .384 .64 1.0 
.384 .384 .384 .384 .64 .04 1.0 
、.384 .384 .384 .384 .64 .64 .04 1.0〉 
Note that the diagonal elements of E are equal to one; therefore, E can be treated 
as either covariance matrix or correlation matrix. 
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The focus of this simulation stuch^ is the performance of Mplus in analyzing 
the models consisting of both continuous and ordered categorical measurement 
variables. In order to facilitate the generalization of the simulation study, the 
following three conditions on the measurement variables are considered: 
(CI) y i ,…,yG are continuous, and yj, ys are ordered categorical; 
(C2) yi,...，"4 are continuous, and y � • • • are ordered categorical; 
(C3) y\, 1)2 are continuous, and y、...，ys are ordered categorical. 
The contrast of these three conditions is the proportion of the continuous and 
ordered categorical measurement variables. In condition (CI), the first factor is 
linked with continuous indicators only, whereas the second factor is related with 
both continuous and categorical indicators. In condition (C2), the first factor is 
again linked with continuous indictors only but the second factor is linked with 
categorical indictors only. In condition (C3), the first factor is related to both 
continuous and categorical items, while the second factor is linked with categorical 
items only. 
For the ith element y* of y*, the corresponding measurement variable iji 
equals to y* if it is continuous. If yi is ordered categorical, it is related to y* with 
the following relation: 
Vi = k if Ti^ k-j < yC < Ti,k (4) 
where Ti�k is a threshold parameter, Ti’o = -oo, 丁“爪 二 oo arid in is the number 
of categories. In tliis simulation study, four sets of true threshold values are 
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considered. These sets have different features, and they are shown as follows: 
(51) -0.4,7- ,^2 = 0.4; 
(52) = -1.0, Ti,2 = -0.8, Ti,3 - 0.8, Ti,4 = 1.0; 
(ASl) 7"i’i=—1.0,T:i’2 = 0.0; 
(AS2) TV = -1.2, Ti,2 = -1.0,ri,3 = 0.0, r,-4 = 0.2; 
The design of (SI) and (S2) are symmetric and (ASl) and (AS2) are asym-
metric. The true threshold values are arbitrary. All the ordered categorical mea-
surement variables in all the combinations (Cl) , (C2) and (C3) are consistent!}^ 
specified by the same thresholds (SI), (S2), (ASl) or (AS2). 
Moreover, for each pair of combination and threshold, three sample sizes 
are considered, N = 100, 200 and 500. In conclusion, in this simulation study，3 
combinations, 4 sets of true threshold values and 3 sample sizes are considered, 
so there are altogether 3G conditions. For each condition, 100 replications are 
completed by Mplus program. A question on the sufficiency of number of repli-
cation may be arised. Later, in the next session on the method of evaluation, a 
comparison between 100 replications and 1000 replications will be made in order 
to show that 100 replications can already provide reliable information. 
Assuming y* follows a multivariate normal distribution with mean 0 and 
covariance matrix S as specified in (3), the data on y* are generated internally 
from Mplus program. The data of the ordered categorical variables in y* are 
transformed to y by the 4 sets of true threshold values (SI), (S2), (ASl), (AS2) 
which have been specified above. The command "Montecarlo" in the Mplus 
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language is utilized in this sirriiilatiori study. The detail of the function of this 
command can be found in the Mplus niaimal. 
3.2 Covariance Structure Analysis and Mplus 
Restriction 
The diagonal true values of the population covariance matrix E mentioned 
ill (3) equal to 1.0. It can be treated as either population covariance matrix or 
population correlation matrix in tins study. If both covariance structure analysis 
and correlation structure analysis are performed, then the results obtained from 
the two analyses can be compared. However, the Mplus program restricts the 
correlation structure analysis only on the case when all dependent variables are 
continuous (see p.31 Miithen and Miitheii 1998). Obviously, the design of this 
simulation study that both continuous and ordered categorical variables are con-
sidered violates this restriction. As a result, only covariance structure analysis is 
performed. 
3.3 Implementation 
As the covariance matrix is analyzed in this study, the diagonal elements which 
are associated with the continuous variables in 0 are treated as free parameters. 
However, the error variances related to the ordinal observed variables could not 
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be estimated in Mplus (see p. 15 Muthen and Muthen 1998). As a result, these 
parameter estimates and the corresponding standard error estimates could not 
be obtained and will not be reported. A standard Mplus program to perform a 
simulation of the situation (CI) with threshold (S2) and sample size N=500 is 
given in Appendix A. The major command of the program is "Montecarlo" and 
the settings are similar to the sample input program in Mplus user guide (p.251-
252 Muthen and Muthen 1998). Only slight modification needs to be made to 
specify the number of variables, the sample sizes, the number of thresholds and 
the true threshold values in order to achieve the simulations on all 3G conditions. 
The weighted least square method is utilized in analyzing the confirmatory factor 
analysis with the simulated data since some of the measurement variables are 
ordinal. 
Six sots of summary results for the condition (CI, S2), (CI , AS2), (C2, S2), 
(C2，AS2), (C3, S2), (C3, AS2) with sample size N二 100 are not available since 
the program stopped due to zero frequencies in certain cells. Since the estimates 
produced with small sample size (N 二 100) may not be reliable and the estimates 
produced with larger sample size (N =200 or 500) are informative enough to 




Method of Evalution 
The focus of this investigation is the performance of Mpliis in three aspects: 
the acciuacy of the parameter estimates; the distribution of the goodness-of-fit 
statistic; and the precision of the standard error estiinates. 
4.1 Accuracy of Parameter Estimates 
The accuracy of the parameter estimates computed by a program is a 
very basic concern of practitioners. Therefore, to evaluate the accuracy of the 
parameter estimates provided by Mplus, the means of the parameter estimates 
across the 100 replications are computed for each parameter and then compare 
with the true values given in the previous section. 
Originally, the root mean square (RMS) errors of these parameter estimates 
are intended to be computed as well. However, it cannot be achieved eventually 
as Mplus limits the output of the result of the Moiitecarlo simulation study. Re-
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fer to the Mplus user guide (Muthen and Muthen 1998), the parameter estimate 
of only the first replication can be saved for further analysis (See p.115 Muthen 
and Muthen 1998). Users cannot request the parameter estimates of remain-
ing replications. However, the mean of the parameter estimates across the 100 
replications is automatically provided by Mplus. Under this limitation, the RMS 
errors are not able to be presented. 
4.2 Distribution of the Goodness-of-fit Statistic 
Refer to the model defined in (1) and tlie true values given in (2) in 
the previous chapter, it is easy to see that the asymptotic distribution of tiie 
goo(lncss-of-fit statistics is clii-squared with degree of freedom 19 (xfg). Similar 
to the previous case, Mplus program does not provide all 100 goodness-of-fit 
statistics to users, but instead, a summary of these 100 goodness-of-fit statistics 
is given. The summary involves the mean and the standard deviation of the 100 
goodness-of-fit statistics, and also a table of comparison between the observed 
frequencies and the expected frequencies at several specified probability levels. 
The content of this summary is fixed and is not allowed to be selected by users. 
The performance of Mplus on the distribution of the goodness-of-fit statis-
tic is evaluated in the following two ways: First, the mean and the standard 
deviation of the 100 goodness-of-fit statistic values are directly compared with 
the theoretical mean, 19，and the theoretical standard deviation, G.16. Second, 
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we compare the empirical distribution with the theoretical Xig (listribiitiori at 
the given specific probability points. Note that these probability points are not 
freely chosen by users. Finally, the Kolmogorov-Smirnov (KS) test (Afifi k Azen, 
1972, p.50) was employed to test the hypothesis that the goodness-of-fit statistic 
values computed by Mplus were distributed as Xi9- KS test is a non-parametric 
test, the larger the p-values on the test, the greater the resemblance between the 
empirical distribution of the goodness-of-fit statistics and the xfg distribution. 
However, in this case, Mplus does not provide all 100 goodness-of-fit statistics, 
instead of using the traditional KS test, a modified version with large sample ap-
proxirnatiori is applied on the specific probability points which Mplus provided. 
The largest distance between the empirical distribution and the theoretical dis-
trilnitiori on those specific probability points is the major part of the test statistic 
of the modified KS test. 
4.3 Precision of Standard Errors 
The performance of the standard error estimates is the major aspect of 
this investigation of Mplus since LISCOMP, another SEM package created by 
Muthfhi, does not provide dependable standard error estimates under certain 
conditions. For each parameter pi, the empirical sampling standard deviation 
of Pi across the 100 replications, SD(/?,；), was compared with the mean of the 
standard error estimates of pi across the 100 replications . If the standard error 
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estimates provided by Mplus is precise, the ratio should be close 
to 1.0. It is not necessary to request Mplus to provide the output of SD(萬）and 
SE{j3i) since it is automatically inchided. 
4.4 Number of Replications 
Table 4.1: Comparison of 100 and 1000 replications 
Mean S D ( g ) / 5 ^ ( A ) 
Number of replications Number of replications 
m 1000 
0.8128 0.8083 2.1971 2.1504 
八21 0 . 8 1 9 5 0.8123 2.4531 2.09C0 
八31 0 . 8 0 5 7 0.8131 2 . 0 5 8 4 2 . 1 5 0 6 
A-n 0.8116 0.8121 2.0616 2.1087 
A52 0.8174 0.8122 2.0GC3 2.0215 
A62 0.8132 0.8148 2.2984 2.0217 
A72 0.8255 0.8232 1.2475 1.1764 
A82 0.8296 0.8248 1.1050 1.20CG 
中 21 0 . 6 3 7 4 0.G378 1 . 2 6 1 7 1 . 2 4 5 8 
011 0.3744 0.3718 0.5550 0.6448 
022 0.3G46 0.3G94 0.C758 0.G269 
033 0.3814 0.3709 0.5902 0.65G3 
044 0.3G28 0.3700 0.G494 0.C704 
055 0.3748 0.3718 0.C575 0.G667 
066 0-3813 0.3746 0.6347 0.6627 
The number of replication for each condition is 100 as mentioned in the last 
section. The reason of such choice would be given here. A condition of sample 
size N 二 200, measurement variable type (CI), threshold type (SI) is selected, 
and two simulations are performed with one based on 100 replications and the 
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other based on 1000 replications. The parameter estimates obtained from these 
two simulations are summarized in Table 4.1. By comparing the results, it is not 
difficult to see that there is not much difference between the 100 replications and 
1000 replications. Since 1000 replications will make the simulation more time 
consuming but it does not provide riiiich additional iiiforinatioii, 100 replications 
is used in the simulation study. 
16 
Chapter 5 
Results of the Simulation Study 
The results of the simulation study are reported in Table 5-1 to Table 5-5. 
For each table, the results of every condition of the covariance structure analysis 
are summarized. All the findings are presented in the following subsections. 
5.1 Accuracy of the Parameter Estimates 
The means of the parameter estimates over the 100 replications are reported 
in Table 5-1. When N 二 100, the factor loading, factor correlation and error 
variance estimates are slightly overestimated. Comparing the three combinations 
(CI), (C2) and (C3), the overestirnatioii on the factor loadings associated with 
the categorical variables becomes serious when more categorical measurement 
variables are involved. This situation is generally improved when the sample 
sizes is increased. The results also tell us that the overestimation problem is not 
related to the number of threshold. Even when the number of threshold varies, 
no difference is observed. 
Comparatively, the bias in the factor correlation is more serious than in the 
17 
factor loadings. However, the overall performance of Mplus in the accuracy of the 
parameter estimates is acceptable. The findings here is similar to those found in 
LISCOMP (see Pooii and Lee, 1999). 
5.2 Distribution of the Goodness-of-fit Statistic 
The results on the goodness-of-fit statistic are reported in Table 5-2. When 
N = 100 and N = 200, the small p-values of the KS test tell us that many 
conditions have substantial differences between the empirical and the theoretical 
expected frequencies. The null hypothesis that the distribution of the goodness-
of-fit statistics is Xi9 is rejected for nearly every condition. In other words, the 
goodness-of-fit statistic values provided by Mplus do not resemble to the theo-
retical Xi9 in many conditions with sample size N = 100 and N = 200. Even 
if the sample size is moderate (N = 200)，the results produced by Mplus is still 
obviously not reliable for the goodness-of-fit statistics. In addition, the mean and 
the standard deviations are not close to the expected values 19 and C.IG in many 
conditions as well. These are the evidence to show that Mplus cannot produce 
dependable goodness-of-fit statistics with realistic sample sizes. 
However, when the sample size is increased N — 500, the situation is im-
proved. Despite, there are few conditions with asymmetric tliresholds rejected by 
the KS test, generally, the goodness-of-fit statistic produced by Mplus resemble 
to Xi9 compared to the cases with sample sizes N = 100 and N = 200. Also, the 
mean and the standard deviations are closed to the expected 19 and 6.16. 
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In conclusion, the findings in the distribution of the goodiiess-of-fit statistic 
of Mplus are consistent with the findings in LISCOMP. The problem found in 
LISCOMP on the unreliable distribution of goodness-of-fit statistic when the 
sample size is small N = 100 and N = 200 has not been fixed and the problem 
still exists in Mplus. 
5.3 Precision of the Standard Error 
The ratio S D ( A ) / ^ ( A ) axe reported in Table 5-3. From the table, it is 
apparent that the reliability of Mplus in this aspect is very questionable. The 
standard error estimates of the factor loadings that associated with the continuous 
variables are severely iinderestimatod. Even when the sample size increase N = 
500, this situation seems to have no improvement at all. However, the error 
estimates of the factor loadings that associated with the categorical variables are 
comparatively better and it improves as the sample size is increased. 
On the contrast, the standard error estimates of the error variances related 
to the continuous observed variables are severely overestimated and the situation 
even deteriorates when the sample size is increased. Refer to Table 5-3, it is 
obvious that the overestimation problem of the standard error estimates of the 
error variances with larger sample size N = 500 is more serious than the case 
with small sample size N = 100. Only the standard error estimates of the factor 
correlation are accurate and also improve as the sample size increases. 
The problem discovered here in Mplus is found in LISCOMP as well (Poon & 
19 
Lee, 1999). It seems that Mplus does not fix the problem in LISCOMP. In order 
to show that the increase in sample size cannot solve the problem of inaccurate 
standard error estiinates, a further simulation study with extremely large sample 
size N = 5000 was conducted. 
5.4 Results when the Sample Size is Extremely 
Large 
From the above simulation results, we can observe that except the parame-
ter estimates, the performance of Mplus in the distribution of the goodness-of-fit 
statistic and the precision of standard error estimates are not very steady in real-
istic sample sizes. Therefore, similar analyses on the distribution of the goodness-
of-fit statistic and the precision of standard error estimate with extremely large 
sample size N = 5000 are conducted. The results are summarized in Table 5-4 
and 5-5 respectively. 
Refer to Table 5-4, it is clear that the convergence of the goodness-of-fit 
statistic to the theoretical x'fo is acceptable. The mean and standard deviation 
are comparatively closer to the expected 19 and G.IC. Furthermore, the KS test 
gave us large p-values in every condition to show that the goodness-of-fit statistic 
resembles to Xig-
However, the problem of the precision of the standard error estimates does 
not show any improvement even though the sample size is extremely large. There 
is still a substantial bias in the standard error estimates of the parameters that 
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associated with the continuous variables. Also, the overestirnation problem of 
standard errors of the error variances is still severe. These two problems seem to 
be irrelevant to the sample size. 
5.5 Conclusion 
When a structural equation model is mixed with both continuous and ordered 
categorical variables, the parameter estimates are basically reliable with realistic 
sample sizes. The distribution of the goodiiess-of-fit statistic converges to the 
expected distribution only if the sample sizes are moderately large. However, 
the problem found in the standard error is serious. No matter how large the 
sample size, the standard error estimates of the factor loadings associated with 
the coritiimous variable are seriously biased. This problem occurs on the standard 
error of the error variance as well. It seems that all the problems discovered in 
Mplus in this simulation study are consistent with those in LISCOMP. 
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Table 5.1: Mean of the parameter estimates 
X = 100 N = 200 X = 500 
SI S2 A S l AS2 S I S2 A S l AS2 S I S2 A S l AS2 
(CI): 6 continuous variables, 2 ordered categorical variables 
A l l 0.831 - 0.831 — 0.819 0.801 0.808 0.826 0.801 0.805 0.803 0.808 
A21 0.830 - 0.844 - 0.822 0.814 0.813 0.824 0.808 0.806 0.804 0.808 
A31 0.838 一 0.827 - 0.818 0.818 0.811 0.818 0.804 0.806 0.808 0.810 
A4i 0.826 - 0.829 - 0.806 0.814 0.817 0.818 0.805 0.809 0.807 0.799 
Asa 0.837 - 0.828 — 0.819 0.820 0.805 0.819 0.812 0.805 0.811 0.809 
A(v2 0.830 - 0.844 - 0.831 0.813 0.809 0.824 0.810 0.812 0.816 0.809 
A 72 0.841 - 0.856 - 0.824 0.823 0.828 0.829 0.811 0.808 0.815 0.810 
Asa 0.844 — 0.848 - 0.828 0.816 0.831 0.825 0.806 0.810 0.8】2 0.813 
1'2i 0.660 - 0.673 — 0.641 0.620 0.634 0.648 0.619 0.617 0.614 0.619 
O n 0.379 - 0.377 - 0.376 0.362 0.367 0.376 0.360 0.360 0.371 0.363 
022 0.385 - 0.370 - 0.370 0.372 0.360 0.369 0.367 0.362 0.363 0.359 
633 0.390 - 0.400 — 0.377 0.373 0.376 0.370 0.361 0.362 0.358 0.362 
04‘丨 0.386 - 0.384 - 0.379 0.368 0.370 0.371 0.360 0.362 0.361 0.368 
655 0.388 - 0,112 - 0.381 0.363 0.376 0.389 0.363 0.365 0.366 0.361 
©Of. 0.403 - 0.377 - 0.366 0.362 0.368 0.372 0.368 0.364 0.361 0.364 
(C2): 4 continuous variables, 4 ordered categorical variables 
A n 0.837 - 0.839 — 0.805 0.808 0.818 0.816 0.802 0.805 0.807 0.798 
A21 0.836 - 0.839 — 0.813 0.821 0.809 0.814 0.804 0.811 0.805 0.801 
八 31 0.840 - 0.853 - 0.821 0.816 0.815 0.822 0.801 0.806 0.808 0.802 
A-ii 0.824 - 0.848 - 0.812 0.818 0.817 0.822 0.794 0.803 0.807 0.805 
A52 0.851 - 0.854 - 0.822 0.817 0.830 0.814 0.813 0.810 0.811 0.808 
As-i 0.835 - 0.857 - 0.830 ().82() 0.822 0.822 0.811 0.810 0.811 0.808 
A 72 0.852 - 0.851 - 0.833 0.828 0.825 0.817 0.804 0.812 0.814 0.807 
Asa 0.853 - 0.838 — 0.824 0.818 0.819 0.825 0.812 0.812 0.808 0.810 
^21 0.681 - 0.687 - 0.649 0.G33 0.638 0.622 0.620 0.612 0.622 0.611 
© n 0.402 - 0.396 - 0.375 0.373 0.362 0.363 0.362 0.364 0.364 0.363 
G>2 0.384 0.402 - 0.373 0.375 0.371 0.368 0.369 0.357 0.365 0.363 
033 0.401 - 0.399 - 0.369 0.366 0.373 0.368 0.364 0.359 0.358 0.367 
(-)4‘i 0.411 - 0.390 - 0.376 0.369 0.362 0.377 0.368 0.365 0.364 0.365 
(C3): 2 continuous variables, 6 ordered categorical vaTiables 
A n 0.814 - 0.811 - 0.817 0.813 0.822 0.802 0.800 0.803 0.807 0.803 
A21 0.818 - 0.827 - 0.811 0.810 0.812 0.793 0.805 0.805 0.811 0.807 
A31 0.845 - 0.850 - 0.829 0.821 0.831 0.81.7 0.81.1. 0.809 0.810 0.810 
A^i 0-8o9 - 0.846 - 0.827 0.812 0.819 0.818 0.8()() 0.806 0.812 0.811 
A52 0.848 - 0.845 - 0.821 0.823 0.818 0.819 0.811 0.807 0.816 0.810 
A 62 0.851 — 0.851 - 0.827 0.825 0.830 0.823 0.808 0.808 0.808 0.809 
A72 0.843 - 0.851 - 0.834 0.822 0.827 0.824 0.808 0.802 0.814 0.807 
A82 0.863 - 0.867 - 0.83 1 0.820 0.825 0.823 0.807 0.809 0.809 0.808 
少 21 0.687 - 0.675 - 0.641 0.630 0.649 0.630 0.614 0.611 0.624 ().(il3 
011 0.395 - 0.389 - 0.381 0.372 0.365 0.370 0.366 0.362 0.368 0.366 
(-)22 0.405 - 0.392 - 0.368 0.373 0.368 0.370 0.360 0.365 0.364 0.359 
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Table 5.2: Results for goodness-of-fit statistics 
( c r ) (C2) (C3 ) 
S I S2 AS I AS2 S I S2 AS I AS2 S i S2 A S l " A ^ i ~ 
N =： 100 
5% Freq. 20 — 21 - 26 — 22 - 15 — 19 -
10% Freq. 34 - 29 ~ 27 33 - 21 - 27 -
20% Kreq. 44 - 47 - 41 - 54 - 35 - 35 -
50% Freq. 7-1 - 66 - (VI - SO - 68 - 63 -
80% Freci. 92 — 88 - 93 - 95 - 89 - 86 -
Mean 24.205 - 23.688 — 23.222 — 24.781 — 22.350 一 22.655 
S D 8.561 — 8.940 - 8.412 - 7.916 - 7.743 - 9.1G0 — 
KS p-value 0.0000 - 0.0000 - 0.0000 - 0.0000 - 0.0031 - 0.0062 -
N - '200 
5% Kruq. 11 15 10 9 16 17 11 14 13 15 13 11 
10% Freq 20 24 10 23 21 25 16 18 17 24 20 17 
20% Freq. 29 34 30 43 32 27 3.1 31 36 30 36 
50% Freq. 66 57 59 79 65 68 59 52 60 72 60 54 
80% Freq. 93 88 79 90 36 90 86 81 91 86 87 79 
Mean 22.003 21.334 20.840 22.347 21.694 22.146 20.378 20.600 2i .52S 22.380 20.915 20.347 
S D 1A17 7.781 7A7S 6.905 7.526 7.827 6.696 7.610 7.355 6.891 7.537 
KS p-value 0.0120 0.0397 0.1777 0.0001 0.0120 0.0031 0.3927 0.0397 0.1777 0.0001 0,0222 0,0120 
N = 500 
5% Freq. 7 6 5 5 7 5 11 'I 13 6 8 9 
10% Freq. 16 】3 13 15 10 12 19 13 20 10 13 15 
20% Freq. 24 24 23 29 20 27 27 24 31 24 27 30 
50% Freq. 52 56 54 64 50 5S 61 55 58 53 58 62 
80% FVeq. 80 86 SO 85 84 86 82 78 81 SI 82 87 
Mean 19,123 20.077 19.313 20.702 19 .9U 20.f>^M 19.408 20.358 19.648 19.9.18 20.826 
S D 6.626 6.143 6.271 6.508 6.620 5.952 6.985 0.575 7.160 6.458 6.759 6.600 
K S p-value 0.8643 0.3927 0.9972 0.0222 0.8643 0.5441 0.0120 0.9G30 0.1777 0.9639 0.5441 0.0397 
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Table 5.3: Ratios 
N 二 100 N = 200 = 500 
SI S2 A S l AS2 SI S2 A S l AS2 SI S2 A S l AS2 
(Cl): 6 continuous variables, 2 ordered categorical vaTtables 
A l l 2.437 - 2.728 — 2.360 2.085 2.098 2.452 1.995 1.843 2.031 2.117 
A21 2.(551 - 2.f)21 一 2.106 2.140 2.2G8 2.271 1.813 2.093 1.986 2.195 
A3i 2.565 - 2.525 - 2.245 2.289 2.097 2.122 2.093 2.079 1.996 1.967 
A-11 2.289 — 2.1!),‘) - 2.331 2.259 1.992 2.081 2.037 2.017 2.028 2.041 
A52 2.491 - 2.667 - 2.127 2.045 2.013 2.138 1.850 1.913 1.771 1.885 
Aea 2.378 — 2.429 - 2.303 2.096 1.773 1.726 1.784 1.839 1.711 2.020 
A72 1.505 - 1.327 - 1.133 1.265 1.061 1.053 1.003 1.019 1.197 1.244 
A82 1.430 - 1.505 - 1.113 1.269 1.264 1.207 1.040 1.075 1.110 1.142 
^•21 1-528 - 1 .(>04 - 1.324 1.266 1.333 1.171 1.039 0.949 1.090 1.119 
0 u 0.731 - 0.824 - 0.605 0.688 0.674 0.622 0.576 0.578 0.549 0.578 
0 2 2 0.844 - 0.831 一 0.689 0.693 0.615 0.639 0.551 0.539 0.591 0.510 
033 0.843 - 0.923 - 0.697 0.558 0.564 0.597 0.605 0.565 0.521 ().o4() 
044 0.829 - 0.833 - 0.611 0.681 0.680 0.651 0.567 0.545 0.536 0.533 
«55 0.837 0.776 - 0.644 0.609 0.726 0.616 0.539 0.551 0.639 0.663 
0r)6 0.776 — 0.815 - 0.578 0.598 0.723 0.600 0.607 O.GOO 0.598 0.599 
(C2): 4 continuous variables, 4 ordered categorical variables 
A l l 2.319 一 2.190 — 1.955 2.118 1.929 2.127 2.011 1.939 1.763 1.712 
A>i 2.476 -- 2.380 - 2.055 2.116 2.1.36 2.331 1.989 2.129 1.701 1..877 
Aai 2.329 - 2.907 - 2.082 2.208 1.984 2.078 1.920 2.082 1.762 l.!)<)0 
A n 2.478 - 2.432 - 2.081 2.324 2.178 2.075 2.057 2.101 1.973 2.100 
A52 1 1 3 0 - 1 . 5 M - 1 .136 1 . 347 1 .191 1 . 300 1 . 147 0 . 944 1 .221 1 .070 
Ao2 1-329 - 1.468 — 1.075 1.196 1.171 1.119 1.093 1.157 1.051 1.043 
A 72 1.384 — 1.348 - 1.142 1.257 1.290 1.234 1.096 0.990 1.121 1.07.1. 
A82 1-330 - 1.439 - 1.095 1.349 1.189 1.12!) 1.097 1.109 1.046 1.042 
中21 1.379 - 1.352 - 1.310 1.266 1.110 1.322 1.081 0.983 1.127 1.186 
B i i 0.876 — 0.730 — 0.635 0.683 0.686 0.608 0.578 0.518 0.554 0.646 
022 0.823 - 0.877 - 0.621 U.663 0.623 0.662 0.558 0.534 0.559 0.598 
033 0.845 - 0.830 - 0.602 0.531 0.619 0.607 0.561 0.630 0.575 0.588 
©I'l 0.869 - 0.705 - 0.606 0.660 0.607 0.617 0.561 0.570 0.539 0.549 
(C‘J): 2 continuous variables, 6 ordered categorical variables 
A l l 2.173 - 2.585 - 2.254 2.129 2.353 2.168 1.805 2.058 1.886 1.891 
A21 2.163 - 2.096 - 1.876 2.159 1.837 2.077 1.953 2.012 1.924 1.737 
A;u 1.315 — 1.352 - 1.187 1.299 1.104 1.186 1.134 1.151 1.067 1.115 
A41 1 . 628 — 1 . 4 0 7 - 1 . 240 1 . 1 08 1 . 2 9 4 1 . 1 36 1 . 358 1 . 133 1 . 038 0 . 9 6 4 
A52 1-521 - 1.412 - 1.055 0.974 1.247 1.204 1.050 1.062 1.062 1.074 
A62 1.369 - 1.273 - 1.228 1.287 1.144 1.283 1.133 1.022 1.088 1.201 
A72 1-511 - 1.448 - 1.313 1.180 1.313 1.215 0.923 1.076 1.151 1.084 
A82 1.337 - 1.254 - 1.104 1.118 1.118 1.140 1.192 1.10；) 1.049 1.048 
中 21 1-457 — 1.544 - 1.111 1.452 1.128 1.280 1.195 1.189 1.048 0.933 
0 u 0.833 - 0.819 — 0.676 0.635 0.714 0.663 0.655 ().(i02 0.628 0.595 
022 0-781 - 0.815 - 0.706 0.613 0.736 0.694 0.624 0.664 0.636 0.6(M 
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Table 5.4: Goodiiess-of-fit statistic (N 二 5000) 
Cumulative frequency 
Design 80% 50% 20% 10% 5% Mean SD KS test p-value 
^ ^ 49 IG 9 4 1 8 . 5 G 8 6.187 0.9972 
C l S2 8C Cl 21 11 5 19.937 5.878 0.1777 
ASl 7G 52 20 9 5 19.203 6.158 0.9972 
AS2 79 54 19 7 2 19.251 5.722 0.8643 
SI 79 44 13 G 3 17.864 5.65G 0.5441 
C2 S2 72 4G 16 7 2 18.003 5.C81 0.5441 
ASl 79 47 19 10 5 18.7G2 G.583 0.5441 
AS2 73 44 19 10 1 17.818 6.342 0.5441 
SI SO 48 14 8 4 18.448 5.C18 0.8643 
C3 S2 81 53 13 G 3 18.590 5.192 0.7112 
ASl 73 49 25 14 8 19.380 7.418 0.7112 
AS2 74 49 21 12 7 19.122 6.955 Q.8G43 
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Table 5.5： Ratios S D ( A ) / ^ ( A ) (N=5000) 
C I C 2 C 3 
S I S2 A S l A S 2 ~ ^ ^ A ^ A S 2 S I S2 A ^ A ^ 
2 . 0 6 3 L ^ O I ^ L ^ L ^ L ^ L ^ L ^ ~ L ^ ~ 1 . 7 9 7 
Ao i 1 .861 2.10G 2 . 240 1 .991 1.61G 2 .038 1.88G 1 .855 1 .798 1 .875 1 .879 1.G84 
A31 1 .908 2 .139 1.881 1 .911 1 .957 1 .888 1.7G3 2 .041 0 . 960 0 .9G7 1 .038 1.07G 
A41 1 .939 1 .819 2 . 1 27 2 . 120 1 .805 2.0G5 L 8 5 7 2 . 009 1 .041 1 .107 1 .013 0 . 913 
‘ 八52 1 .888 1.903 1 .740 1 .899 1 .145 0 . 974 0 . 977 1 .002 1 .092 0 . 972 0 . 962 0 .9G4 
八62 1.87G 1.814 1 .990 1 .705 l . l l G 1 .041 0.91G 1 .015 0 .97C 0 .9G8 0 . 914 1 .021 
A72 1 .003 1 .125 1 .028 1 .096 1 .020 1.020 1 .057 0 . 924 1 .092 0 . 941 1 .067 1 .112 
八82 1 .181 1 .025 0 . 974 1 .079 0 .87G 0 . 998 0 .845 0 .9C1 1 .101 1 .013 1 .009 0 . 932 
’ 中 21 1 .170 0 . 945 0 . 949 1 .075 1 .035 1 .031 0.82G 1 .008 0 . 8 87 1 .029 0 .97C 1 .103 
O n 0 . 4 9 5 0 . 519 0 . 5 5 3 0 . 556 0 . 494 0 .515 0 .551 0 . 588 0 .o3G 0.54G 0 . 583 0 . 610 
0 2 2 0 .58G 0 . 499 0 .58G 0 . 5 5 3 0 .59G 0 .550 0 . 577 0 . 573 O.oGO 0 . 555 0.57(5 0 . 530 
0 3 3 0 .54G 0 . 539 0 . 539 0 . 485 0 . 532 0 .480 0 . 584 0 .642 - _ -
0 4 4 0 . 5 14 0 . 538 0 . 549 0.52() 0 . 497 0 . 549 0 . 548 0 . 595 
0 5 5 0 . 5 9 5 0 . 623 O .oG l 0 . 561 - - - - - - - -
0 6 6 0 . 5 7 3 0 . 575 0 . 579 0 . 5 94 ... 
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Chapter 6 
Additional Simulation Study 
The purpose of this additional simulation study is to give a further investiga-
tion on the performance of Mplus in order to provide users a more clear picture 
on the problems identified in Mphis program. In this chapter, for the sake of 
comparison, a similar simulation was conducted by another famous SEM package 
LISREL too; therefore, the result obtained from LISREL can be compared with 
those from Mplus. 
In last chapter, the results of the siimilation study are concisely presented 
and a few problems found in Mplus when it is used to analyze the SEM with 
mixed continuous and ordered categorical variables are summarized. The major 
problem that we discovered is that Mplus is not able to give dependable standard 
error estiinates regardless of the sample sizes. Even extremely large sample size N 
=5000 is used, the situation does not show improvement. However, this finding 
is based on the CFA model that consists of both continuous and ordinal variables. 
Does the problem of the precision of standard error still exist when the model 
consists of only continuous variables or only ordinal variables? An additional 
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simulation result will be presented here as the answer. 
——^ , ^ 
Table G.l: Comparison of Ratios SD{pi)/SE{pi) of different models using Mplus 
Ordinal variables (N = 500) Continuous variables (N = 500) 
S D @ 丽(JI S D ( G ) / : ^ @ S D @ MPTI S D ( G ) / : ^ @ 
All 0.0291~0.02G8 L O ^ 0.0383 0.0387 0.988 
A‘2i 0.0315 0.0275 1.144 0.0424 0.0389 1.091 
A:u 0.0304 0.0273 1.114 0.0402 0.0389 1.033 
A41 0.0243 0.0275 0.883 0.0388 0.0387 1.001 
A52 0.0291 0.0272 1.071 0.0419 0.0388 1.079 
八62 0.0273 0.0272 1.003 0.0432 0.0389 1.112 
八72 0.0278 0.0270 1.031 0.0398 0.0388 1.026 
八82 0.0297 0.0271 1.094 0.0398 0.0388 1.026 
^21 0-0380 0.0394 0.9G3 0.0374 0.0349 1.071 
6.1 Precision of Standard Error when the Model 
Consists of Only Continuous and Only Or-
dinal Variables 
The result of the precision of the standard error is summarized in Table 
C-1. The sample size chosen for this simulation is 500. It is obvious that when 
Mplus handles the model with only continuous or only ordinal variables, the 
standard error estimates of both the factor loadings and factor correlation are 
precise. Compared with the result reported in last chapter, Table 5-3，when Mplus 
analyzes the model with mixed continuous and ordinal variable, the problem 
found vanishes in this case. 
The comparison here provides a very clear answer to the problem of inac-
curate standard error estimates of Mplus. Only when the model is mixed with 
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continuous and ordinal variables, the standard error estimates of the factor load-
ings and error variances associated with the continuous variables computed by 
Mplus are biased regardless of the sample sizes. However, when the model is 
consisted of solely continuous or ordinal variables, Mplus can provide reliable 
standard error estimates when the sample size is substantially large. 
6.2 Comparison of the Simulation Results of Mplus 
and LISREL 
The result of the precision of the standard error computed by Mplus Sz LISREL 
is reported in Table G-2. The situation (Cl) with thresholds (SI) with sample 
size N = 500 and N = 2000 are selected for this simulation. In order to determine 
( 
whether the heavy underestimation problem of standard error only occurs in 
Mplus or it commonly happens in SEM packages or not, similar simulation has 
also been conducted for another famous SEM package, LISREL. 
In LISREL, the implementation of the simulation can be achieved by PRELIS. 
A sample program is given in Appendix B. 
There is surprising finding in this comparison. In Mplus, as expected, the 
standard error estimates of the factor loadings associated with the continuous 
variables are seriously underestimated when the sample size is 500. The problem 
cannot be fixed by increasing the sample size to 2000. Comparatively, the stan-
dard error estimates of the factor loadings associated with the ordinal variables 
and the factor correlation is more accurate. 
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On the contrast, in LISREL, the standard error estimates of the factor 
loadings associated with the continuous variables are not accurate as well, but 
unlike the case in Mplus, they are heavily overestimated when the sample size is 
500. However, the standard error estimates of the factor loadings associated with 
the ordinal variables and the factor correlation are comparatively reliable. There 
is no improverrient, found when the sample size is increased to 2000 in LISREL. In 
conclusion，the problems of LISREL and Mplus are quite similar but in opposite 
direction. 
Tab运 6.2: Cwnparison of simulation results between LISREL k Mplus on ratios 
S D ( A ) / 丽 ( A ) under the condition C l S i 
LISREL Mplus 
N = 500 N = 2000 N = 500 N = 2000 
All 0.602 0 : 5 0 3 ~ L ^ h m 
A2i 0.555 0.528 1.301 2.08G 
A31 0.562 0.4G0 2.093 1.934 
A41 0.692 0.541 2.034 1.9C7 
A52 0.687 0.617 1.850 1.713 
A62 0.582 0.559 1.784 1.885 
A72 0.887 1.030 1.003 1.001 
八82 0 . 8 4 9 0.80G 1.040 0.971 
少21 1.051 0 . 9 1 0 1.039 0.984 
In order to find out if the problem still exists when the model consists of 
solely continuous variables or solely ordinal variables. Another simulation has 
been conducted by both LISREL and Mplus again. Instead of a mixed model, 
the original model is replaced by either eight continuous variables or eight ordinal 
variables. Sample size N = 500 is chosen for this simulation. The result is 
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presented in Table G-3. 
From the results, it is apparent that both LISREL and Mplus perform 
well. The standard error estimates of the factor loadings and factor correlation 
are accurate. This is an evidence to show that the inaccurate standard error 
estimates problem is commonly happened only on the model that is mixed with 
both continuous and ordinal variables. 
Table 6.3: Comparison of simulation results between LISREL k Mplus on ratios 
SD(f3i)/SE(l3i) when the model contains only ordinal or continuous variables 
LISREL Mplus 
N = 500 N = 500 
Ordinal Continuous Ordinal Continuous 
All 1.037 0.949 1.083 0.988 
A21 i.03G 0.974 1.144 1.09 上 
八31 1.03C 0.949 1.114 1.033 
八41 1.111 1.000 0.883 1.001 
八52 1.148 1.103 1.071 1.079 
A62 0.9G3 1.051 1.003 1.112 
A72 1.037 0.846 1.031 1.026 
八82 0 . 9 6 4 1.000 1.094 1.026 
少21 1.125 0 . 9 1 7 0 . 9 6 3 1.071 
6.3 Conclusion 
This additional simulation study shows that when the model does not mix 
with continuous and ordinal variables, the standard error estimates produced by 
Mplus is more accurate. The problem of the inaccurate standard error is not only 
found in Mplus but also in LISREL. It is found that when LISREL is used to 
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handle the model that mixed with continuous and ordinal variables, the standard 
error estimates of the factor loadings associated with the continuous variables are 
severely overestimated. Even if the sample size is extremely large, the problem 
still cannot be fixed. A plausible explanation of this problem that occurs in both 
Mplus and LISREL is the way how these packages handle the scale. It is apparent 
that when the model consists of pure type of variables, the inaccurate standard 
error estimates problem does not exist. However, when the model consists of 
mixed types of variables, it becomes more complicated to handle the scales of 
the coiitiniioiis and ordinal variables simultaneously. Therefore, this may induce 
the problem of inaccurate standard error estimates. In conclusion, a further 
investigation on this problem in other SEM packages needs to be performed so 
as to identify if it is a universal problem. 
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Chapter 7 
Conclusion and Discussion 
The simulation results told us that the performance of Mplus is similar to 
LISCOMP in analyzing the model with mixed continuous and ordered categorical 
variables. The parameter estimates are basically reliable with realistic sample 
sizes. However, more attention should be paid to the goodness of fit statistics as 
a corrcct model is rejected too frequently with realistic sample size. The goodness 
of fit statistic value is not very depondable unless the sample size is large. 
The greatest problem of Mplus found in this investigation is the precision 
of standard error estimates, which is similar to the findings in LISCOMP. The 
standard error estimates of the parameters that associated with the continuous 
variables are underestimated and it shows no improvement at all even when the 
sample size is increased to extremely large N = 5000. However, the standard error 
estimates of the parameters that associated with the ordinal variable and the 
factor correlation is essentially reliable. The precision of standard error estimates 
is significant since most statistical inferences for the model parameters depend on 
the standard errors. Practitioners should be cautious when using Mplus because 
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when the model involves many variables and few of them are ordinal, the standard 
error estimates may no longer trustworthy. Package users can be easily trapped 
by this situation. Furthermore, some additional simulations were conducted and 
discovered that the underestimation problem of standard error vanished in Mplus 
when the model involved only a single type of variables. 
In addition, supplementary simulation study was also conducted using LIS-
REL. It can be seen that LISREL has good performance in handling the model 
consisting of single type of variables. However, when LISREL is used to analyze 
model with mixed type of variables, the standard error estimates of the param-
eters associated with the continuous variables are not accurate as well and they 
are overestimated. Even if the sample size is unreasonably large N = 2000, the 
standard error estimates are still not dependable. These findings show that LIS-
REL program suffers from similar problem as Mplus. It seems that the inaccurate 
standard error estimates is a common problem in SEM packages. However, for 
sure, it does not imply that such problem happens in all SEM packages. 
Compared to the similar investigation of LISCOMP (Poon & Lee, 1999), 
Mplus restricted user to perform the correlation structure analysis on the model 
with mixed continuous and ordinal variables. Therefore, the performance of 
Mplus on such mixed variables model when S is standardized could not be in-
vestigated. Moreover, Mplus has put a number of restrictions on the output and 
it does not allow users to select their desired information. In this investigation, 
tlie 100 simulated parameter estimates in 100 replications are not available to 
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be obtained by users, so that, the root mean square (RMS) errors of the pa-
rameters could not be computed. Also, the 100 goodness-of-fit statistic values in 
100 replications could not be retrieved; therefore, a full version of KS test could 
not be performed to investigate the performance of Mplus in the distribution of 
the goodness-of-fit statistic. Although some difficulties were come across in this 
investigation, user can still get a concise idea of the performance of Mplus. 
Finally, our Monte Carlo studies in this investigation were based on the 
Mplus program and LISREL program. This does not mean that the findings 




Mplus Sample Program 
(Condition Cl S2 N=500) 
Title: Mplus simulation program (Cl S2 N500) 
Montecarlo: 
File is C:\thesis\covar」nput.da.t; 
nobservations — 500; 
names = yl-y8; 
iireps = 100; 
seed = 329008; 
ncuts = G*0 2*4; 
cut,points = 2(-1.0 -0.8 0.8 1.0); 
estimate = 6*0 2*4; 
Model: 
fl by yl-y4*1.0; 
f‘2 by \'5->'8*1.0; 






PRELIS Sample Program 
(Condition Cl SI N=500) 
step 1 : Fitting TT，to S by PRELIS 
DA NI=8 NO二 100000; CM=C:\THESIS\SIGMA.DAT; 
M O N X = 8 NK=8 PH= ID T D = Z E 
PA LX 
1 0 0 0 0 0 0 0 
i 1 0 0 0 0 0 0 
1 1 1 0 0 0 0 0 
1 1 1 1 0 0 0 0 
1 1 1 1 1 0 0 0 
1 1 1 1 1 1 0 0 
1 1 1 1 1 1 1 0 
1 1 1 1 1 1 1 1 
MA LX 
1 0 0 0 0 0 0 0 
1 1 0 0 0 0 0 0 
1 1 1 0 0 0 0 0 
1 1 1 1 0 0 0 0 
1 1 1 1 1 0 0 0 \ 
1 1 1 1 1 1 0 0 \ 
1 1 1 1 1 1 1 0 
1 1 1 1 1 1 1 1 
OU ND=8 LX=C:\THESIS\LAMBDA.DAT; 
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Step 2 ： Generate Multivariate normal variables (both continuous & ordinal) with 
a specified covariance matrix by PRELIS 



















RE X7 OLD=-20-0.4,-0.4-0.4,0.4-20 NEW=1，2，3 , 




OU MA=PM PM二PM_C1S1N500.PM AC=AC_C1S1N500.AC IX=238977 WI=8 
ND=3 XB XT 
Step 3: Fitting a CFA model by LISREL 




FR LX(1,1) LX(2,1) LX(3,1) LX(4,1) LX(5,2) LX(C,2) LX(7,2) LX(8,2) 












Step 5: Analyzing the 100 standard error estimates by PRELIS 
DA NI=18 
LA 
IND，SE丄X(l,l) ' 'SE丄X(2,l)’，SE丄X(3,l)，，SE_LX(4’1)•‘，SE_LX(5,2)’，SE丄X(6，2)， 
•'SE丄X(7,2)，，SE丄X(8’2)’ 
'SE_PH(2,1)'，SE_TD(1)•‘ 'SE_TD(2)' 'SE_TD(3)'，SE—TD(4)，'SE_TD(5)' 'SE_TD(6)' 
'SE_TD(7)' ,SE_TD(8), 
RA=SEEST_C1S1N500.SV FO;(3X,F3.0/(6D13.6)) 
CO IND，SE丄X(l,l)，- 'SE_TD(8)' OU 
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