We consider the problem of tracking one solution path defined by a polynomial homotopy on a parallel shared memory computer. Our robust path tracker applies Newton's method on power series to locate the closest singular parameter value. On top of that, it computes singular values of the Hessians of the polynomials in the homotopy to estimate the distance to the nearest different path. Together, these estimates are used to compute an appropriate adaptive stepsize. For n-dimensional problems, the cost overhead of our robust path tracker is O(n), compared to the commonly used predictor-corrector methods. This cost overhead can be reduced by a multithreaded program on a parallel shared memory computer.
Introduction
A polynomial homotopy is a system of polynomials in several variables with one of the variables acting as a parameter, typically denoted by t. At t = 0, we know the values for a solution of the system, where the Jacobian matrix has full rank: we start at a regular solution. With series developments we extend the values of the solution to values of t > 0.
As a demonstration of what robust means, on tracking one million paths on the 20-dimensional benchmark system posed by Katsura [8] , Table 3 of [9] reports 4 curve jumpings. A curve jumping occurs when approximations from one path get onto another path. In the runs with the MPI version for our code (reported in [11] ) no path failures and no curve jumpings happened. Our path tracking algorithm applies Padé approximants in the predictor, and these rational approximations have also been applied to solve nonlinear systems arising in power systems [12, 13] . In [7] , Padé approximants are used in symbolic deformation methods. This paper describes a multithreaded version of the robust path tracking algorithm of [11] . In [11] we demonstrated the scaling of our path tracker to polynomial homotopies with more than one million solution paths, applying message passing for distributed memory parallel computers. In this paper we consider shared memory parallel computers and, starting at one single * Supported by the Research Council KU Leuven, C1-project (Numerical Linear Algebra and Polynomial Computations), and by the Fund for Scientific Research-Flanders (Belgium), G.0828.14N (Multivariate polynomial and rational interpolation and approximation), and EOS Project no 30468160.
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solution, we investigate the scalability for increasing number of equations and variables, and for an increasing number of terms in the power series developments. In addition to speedup, we ask the quality up question: if we can afford the running time of a sequential run in double precision, with a low degree of truncation, how many threads do we need (in a run which takes the same time as a sequential run) if we want to increase the working precision and the degrees at which we truncate the power series?
Our programming model is that of a work crew, working simultaneously to finish a number of jobs in a queue. Each job in the queue is done by one single member of the work crew. All members of the work crew have access to all data in the random access memory of the computer.
Our computational experiments run on two 22-core 2.2 GHz Intel Xeon E5-2699 processors in a CentOS Linux workstation with 256 GB RAM. In our speedup computation, we compare against a sequential implementation, using the same primitive operations. The emphasis in this research is on the development of parallel algorithms, not on a high performance implementation. The code is part of the free and open source PHCpack [14] , available on github.
The parallel implementation of medium grained evaluation and differentiation algorithms provide good speedups. The solution of a blocked lower triangular linear system is most difficult to compute accurately and with good speedup. We describe a pipelined algorithm, provide an error analysis, and propose to apply double double and quad double arithmetic [6] .
Overview of the Computational Tasks
The theorem of Fabry [3] allows to determine the location of the singular parameter value nearest to t = 0. With the singular values of the Jacobian matrix and the Hessian matrices, we estimate the distance to the nearest solution for t fixed to zero. We consider a homotopy given by n polynomials in n + 1 variables x 1 , . . . , x n , t. The step size ∆t is determined by two bounds, denoted by C and R.
1. C is an estimate for the nearest different solution path at t = 0. To obtain this estimate we compute the first and second partial derivatives at a point and organize these derivatives in the Jacobian and Hessian matrices. The bound is then computed from the singular values of those matrices:
where σ n (J) is the smallest singular value of the Jacobian matrix J and σ k,1 is the largest singular value of the Hessian of the k-th polynomial.
2. R is the radius of convergence of the power series developments. Applying the theorem of Fabry, R is computed as the ratio of the moduli of two consecutive coefficients in the series: For a series truncated at degree d:
where z indicates the estimate for the location of the nearest singular parameter value.
The computations of R and C require evaluation, differentiation, and linear algebra operations. Once ∆t is determined, the solution for the next value of the parameter is predicted by evaluating Padé approximants constructed from the power series developments. The last stage is the shift of the coefficients with −∆t, so the next step starts again at t = 0. The stages are justified in [11] . In this paper we focus on parallel algorithms.
Parallel Evaluation and Differentiation
The parallel algorithms in this section are medium grained. The jobs in the evaluation and differentiation correspond to the polynomials in the system. While the number of polynomials is not equal to the number of threads, the jobs are distributed evenly among the threads.
Jacobians, Hessians at a Point, and Singular Values
If we have n equations, then the computation of C requires n + 1 singular value decompositions, defined in (1) , which can all be computed independently. Table 1 summarizes runs on the evaluation and singular value computations on a randomly generated problem of dimension 64, with 64 terms in each polynomial and exponents of the variables between zero and eight. The seconds reported in Table 1 are the elapsed wall clock times. Reading the columns of Table 1 vertically, we observe increasing speedups. The best speedup occurs with 64 threads most likely because 64 is the dimension of our problem. A diagonal reading shows that with 32 threads, we can compensate for the cost overhead of double double precision, as the time for p = 1 in double precision is 8.871 seconds and the time for p = 48 in double double precision is 7.968 seconds. This diagonal comparison illustrates quality up, assuming increasing working precision improves quality.
Reading Table 1 horizontally, consider the cost overhead of quad double arithmetic. The cost overhead factor of quad double arithmetic is 155.57 (dividing the seconds on the p = 1 line). With 64 threads, this cost overhead factor is reduced to 8.99 (obtained as 79.785/8.871). For this computation, we quadrupled the working precision at the expense of a 9-fold increase in the cost.
Algorithmic Differentiation on Power Series
Given is a polynomial system f in n variables, with coefficients power series, all truncated to the same fixed degree d; and a vector x of n power series, truncated to degree d. Our problem is to evaluate f at x and to compute all n partial derivatives. We illustrate the reverse mode of algorithmic differentiation [5] with an example, on f = x 1 x 2 x 3 x 4 x 5 .
In the first column of (3), we see ∂f ∂x 5 and the evaluated f on the last two rows. The last row of the middle column gives ∂f ∂x 1 and the remaining partial derivatives are in the last column of (3). Evaluating and differentiating a product of n variables in this manner takes 3n − 5 multiplications. For our problem, every multiplication is a convolution of two truncated power series
Coefficients of x i ⋆ x j of terms higher than d are not computed.
Any monomial is represented as the product of the variables that occur in the monomial and the product of the monomial divided by that product. For example,
We call the second part in this representation the common factor, as this factor is common to all partial derivatives of the monomial. This common factor is computed via a power table of the variables. For every variable x i , the power table stores all powers x e i , for e from 2 to the highest occurrence in a common factor. Once the power table is constructed, the computation of any common factor does require at most n − 1 multiplications of two truncated power series.
As we expect the number of equations and variables to be a multiple of the number of available threads, one job is the evaluation and differentiation of one single polynomial. Assuming each polynomial is equally difficult, we may apply a static job scheduling mechanism. Let n be the number of equations (indexed from 1 to n), p the number of threads (labeled from 1 to p), where n ≥ p. Thread i evaluates and differentiates polynomials i + kp, for k starting at 0, as long as i + kp ≤ n.
We consider randomly generated systems, of 64 equations in 64 unknowns, with 64 monomials per equation, and 8 is the highest power of any variable. The computations in Table 2 illustrate the cost overhead of working with power series of increasing degrees of truncation. We start with degree d = 8 (the default in [11] ) and consider the increase in wall clock times as we increase d.
Reading Table 2 diagonally, observe the quality up. Increasing the degree from 8 to 48, with 88 threads, the computation time reduces from 44.116 to 37.006 seconds.
Solving a Lower Triangular Block Linear System
In Newton's method, the update ∆x(t) to the power series x(t) is computed as the solution of a linear system, with series for the coefficient entries.
Pipelined Solution of Matrix Series
We introduce the pipelined solution of a system of power series by example. Consider a power series A(t), with coefficients n-by-n matrices, and a series b(t), with coefficients n-dimensional vectors. We want to find the solution x(t) to A(t)x(t) = b(t). For series truncated to degree 5, the equation
leads to the triangular system (derived in [2] applying linearization)
A 0
To solve this triangular system, denote by F 0 = F (A 0 ) the factorization of A 0 and x 0 = S(F 0 , b 0 ), the solution of A 0 x 0 = b 0 making use of the factorization F 0 . Then the equations (6) through (11) are solved in the following steps.
Statements on the same line can be executed simultaneously. With 5 threads, the number of steps is reduced from 22 to 12. For truncated degree d and d threads, the number of steps in the pipelined algorithm equals 2(d + 1). On one thread, the number of steps equals 2(d + 1) + 1 + 2 + · · · + d − 1 = d(d − 1)/2 + 2(d + 1). With d threads, the speedup is then
As d → ∞, this ratio equals 1 + d/4. Note that the first step is typically O(n 3 ), whereas the other steps are O(n 2 ). Observe in (12) that the first operation on every line is on the critical path of all possible parallel executions. For the example in (12) this implies that the total number of steps will never become less than 12, even as the number of threads goes to infinity. The speedup of 22/12 remains the same as we reduce the number of threads from 5 to 3, as the updates of b 4 and b 5 in step 3 can be postponed to the next step. Likewise, the update of b 5 in step 5 may happen in step 6. Generalizing this observation, the formula for the speedup in (13) remains the same for d/2 + 1 threads (instead of d) in case d is odd. In case d is even, then the best speedup is obtained with d/2 threads.
Better speedups will be obtained for finer granularities, if the matrix factorizations are executed in parallel as well.
Elapsed wall clock times and speedups are listed in Table 3 , on randomly generated linear systems of 64 equations in 64 unknowns, for series truncated to increasing degrees. The dimensions are consistent with the setup of Table 2 , to relate the cost of linear system solving to the cost of evaluation and differentiations. Consistent with above analysis, the speedups in Table 3 level off for p > d/2. A diagonal reading shows that with multithreading, we can keep the time below one second, while increasing the degree of the truncation from 8 to 48. Relative to the cost of evaluation and differentiation, the seconds in Table 3 are significantly smaller than the seconds in Table 2 .
Error Analysis of a Lower Triangular Block Toeplitz Solver
In Section 4.1, we designed a pipelined method to solve the following lower triangular block Toeplitz system of equations
In this section, we do not intend to give a very detailed error analysis but indicate using a rough estimate of the norm of the blocks involved, where and how there could be a loss of precision in some typical situations. In our analysis we will use the Euclidean 2-norm · = · 2 on finite dimensional complex vector spaces and the induced operator norm on matrices. Without loss of generality, we can always assume that the system is scaled such that
Hence, assuming that x 0 has no small components along the right singular vectors of A 0 corresponding to the larger singular values, the norm of the first block b 0 of the right-hand side
To determine the first component x 0 of the solution vector, we solve the system A 0 x 0 = b 0 . We solve this first system in a backward stable way, i.e., the computed solutionx 0 = x 0 + ∆x 0 can be considered as the exact solution of the system
If we denote the condition number of A 0 by κ, we get
We study now how this error influences the remainder of the calculations. In the remaining steps, we use rough estimates of the order of magnitude of the different blocks A i of the coefficient matrix, the blocks x i of the solutions vector and the blocks b i of the right-hand side. First we will assume that the sizes of the blocks x i as well as A i behave as ρ i , i.e.,
Hence, also the size of the blocks b i behaves as
In our context, the parameter ρ should be thought of as the inverse of the convergence radius R, as defined in (2), for the series expansions. Note that when ρ is larger, this indicates that the distance to the nearest singularity is smaller. Consider now the second system
Using the computed valuex 0 , we solve the system
We have that b 1 = A 0 x 1 ≈ ρ 1 . Because ∆x 0 ≈ κǫ mach , this results in an absolute error ∆b 1 of size κǫ mach ρ or a relative error of size κǫ mach . Hence,
In the same way, one derives that
Hence, when x i ≈ ρ i and A i ≈ ρ i , when the matrix A 0 is ill-conditioned, i.e., having a large value for the condition number κ, we loose all precision as soon as κ i+1 ǫ mach = O(1), i.e., after a few number of steps i. Assuming now that x i ≈ ρ i and A i ≈ ρ 0 , we solve for the second block equation
However, in this case the absolute error ∆x 0 ≈ κǫ mach is not amplified and results in an absolute error ∆b 1 of size κǫ mach or a relative error of size κǫ mach /ρ. If κ ≥ ρ this is the dominant error onb 1 . If κ ≤ ρ, the dominant error is the error of computing b 1 in finite precision. In that case, the relative error will be of size ǫ mach . In the sequel, we'll assume that κ ≥ ρ. The other case can be treated in a similar way. It follows that
The third block equation can be written as
The absolute error ∆x 0 plays a minor role compared to ∆x 1 . The relative error on x 1 of magnitude κ(κ/ρ)ǫ mach multiplied by A 1 of norm ρ leads to a relative error of magnitude (κ/ρ) 2 ǫ mach onb 2 . Hence,
In a similar way, one derives that, when κ ≥ ρ:
In an analogous way the other possibilities in the summary hereafter can be deduced. Assuming that x i ≈ ρ i we have the following possibilities:
1. When A i ≈ ρ i , we can not do much about the loss of accuracy:
2. When A i ≈ 1 i , we can distinguish two possibilities:
when κ ≤ ρ :
The second case cannot arise when ρ < 1.
We observe in computational experiments that in our path tracking method we are usually dealing with the first case, where A i ≈ ρ i , x i ≈ ρ i . This means that the number of coefficients that we can compute with reasonable accuracy is bounded roughly by − log(ǫ mach )/ log(κ), where κ is the condition number of the Jacobian A 0 .
A Multithreaded Newton's Method on Power Series
In this section we combine the evaluation and differentiation with the solution of the matrix series system to run Newton's method to compute all coefficients of a power series at a regular solution of a polynomial homotopy. In the randomly generated problems, we work with the homotopy obtained by adding the parameter t to every polynomial. The elapsed wall clock times in Table 4 come from running Newton's method, which requires the repeated evaluation, differentiation, and linear system solving. The dimensions of the randomly generated problems are the same as in the previous experiments: 64 equations in 64 variables, with 8 as the highest degree in each variable. With 88 threads, we can quadruple the degree of truncation from 8 to 32, reducing the time from 5 minutes and 41 seconds (340.555) to 2 minutes and 13 seconds (132.856). In this section, we discuss the next two remaining stages. Both stages use the same type of parallel algorithm. We end this section with a table sketching the proportional costs of the various stages.
Rational Approximations
A Padé approximant is the quotient of two polynomials. To construct an approximant of degree K of the numerator and L as the degree of the denominator, we need the first K + L + 1 coefficients of the power series. Given K and L, we truncate the power series at degree d = K +L. All components of an n-dimensional vector can be computed independently from each other, so each job in the parallel algorithm is the construction and evaluation of one Padé approximant.
In Table 5 , wall clock times and speedups are listed for the construction and evaluation of vectors of Padé approximants, of dimension 64 and for increasing degrees d = 8, 16, 24, and 32. For each d, we take K = L = d/2. The speedups in Table 5 are such that with 88 threads the computational cost in this stage is at most 14 milliseconds. 
Shifting the Coefficients of the Power Series
All power series are assumed to originate at t = 0. After incrementing the step size with ∆t, we shift all coefficients of the power series in the polynomial homotopy with −∆t, so at the next step we start again at t = 0. The shift operation happens independently for every polynomial in the homotopy, so the threads take turns in shifting the coefficients. Table 6 summarizes experiments on a randomly generated system of 64 polynomials in 64 unknowns, with 64 terms in every polynomial. We can increase the degrees of truncation from 8 to 48, at an overhead factor of 1.85 (0.235/0.127). Table 7 provides a sample of the timings taken from Tables 1, 2 , 3, 5, and 6 to illustrate the relative costs of the different stages. Table 7 reveals that better parallel algorithms are needed for the first task (Jacobian, Hessians, SVD). As we run the second and third tasks for several steps in Newton's method, the evaluation and differentiation remains the dominating factor.
Proportional Costs

Cyclic 64-roots
Our algorithms are developed to run on highly nonlinear problems such as the cyclic n-roots problem:
x 0 + x 1 + · · · + x n−1 = 0 i = 2, 4, . . . , n − 1 :
x k mod n = 0
x 0 x 1 x 2 · · · x n−1 − 1 = 0.
This well known benchmark problem in polynomial system solving is important in the study of biunimodular vectors [4] . 
Problem Setup
By Backelin's Lemma [1] , we know there is a 7-dimensional surface of cyclic 64-roots, along with a recipe to generate points on this surface. The surface has degree eight. Seven linear equations with random complex coefficients are added to obtain isolated points on the surface. The addition of seven linear equations gives 71 equations in 64 variables. As in [10] , we add extra slack variables in an embedding to obtain an equivalent square 71-dimensional system. In [15] , running the typical predictor-corrector methods, we experienced that the hardware double precision is no longer sufficient to track a solution path on this 7-dimensional surface of cyclic 64-roots. Observe the high degrees of the polynomials in (33).
Curvature Bound C and Radius R
In Table 8 , we summarize the wall clock times and speedups for runs with an increasing number of processors, and in case of R, with increasing the degree d at which we truncate the power series. We obtained an O(10 −5 ) value for C and R is O(10 −3 ), for which d = 24 is sufficiently high for R to be accurate.
The construction of the Padé approximants and the shifting of the coefficients does not reveal anything new compared to Tables 5 and 6. 
