We analyse the effect of a low-frequency elliptically polarized electric field on an excited hydrogen atom using classical dynamics. It is shown that at particular frequencies the ionization probability is a non-monotonic function of the field strength and that at these frequencies the classical ionization probabilities agree well with those of experiment. We show that this unusual behaviour is produced by resonance between Stark states and the driving field near the circularly polarized limit. By averaging over the fast motion, to produce a mean-motion approximation, we show how the resonance affects the motion and that the effect is different according to whether the electron is initially rotating in the same or in the opposite direction to the field.
Introduction
This paper describes and explains some effects produced by strong, low-frequency elliptically polarized fields on excited hydrogen atoms. Because elliptically polarized fields can produce relatively complicated dynamics by comparison to the limiting cases of linearly and circularly polarized fields, both of which possess an extra integral of the motion, this problem has not been studied previously in any significant detail. Moreover, with the field eccentricity the system gains another parameter-in addition to the field amplitude and frequency, initial principal quantum number and field envelope-making it more difficult to acquire an overall view of the system behaviour.
The response of any system to a periodic force depends crucially upon the ratio of the driving frequency to the unperturbed frequencies of the system; for linearly polarized fields interacting with atomic hydrogen at least six frequency regimes have been found, Richards (1992) , Koch et al (1992) and Koch and van Leeuwen (1995) . In each regime the system displays distinctly different behaviour. Because dynamics is dominated by time-scales, which are similar for linearly and elliptically polarized fields, we should expect the same broad classification to survive, though at some field frequencies the change from a linearly to a circularly polarized field introduces new frequencies into the unperturbed motion and this produces different behaviour. Our studies of the effects of these fields support this belief; a more complete picture, covering a wider frequency range, will be presented elsewhere but here we concentrate on the low frequencies at which elliptically polarized fields produce new effects, in both classical and quantum dynamics, not present in either the linearly or the circularly polarized limit.
This paper deals exclusively with low scaled frequencies where it has been shown (Richards 1987 ) that for linearly polarized fields the quantum dynamics is dominated by a few adiabatic states. At very low frequencies, regime I (Koch and van Leeuwen 1995 , Richards 1992 , the dynamics is dominated, for most frequencies, by only one adiabatic state and for linearly polarized fields there is good agreement between experimental and three-dimensional semiclassical tunnelling rates ; in this region there are also isolated narrow resonances (Dando and Richards 1993) .
At slightly higher frequencies, regime II, for linearly polarized fields a few adiabatic states are coupled together, the resonances are wider and have been observed (Richards et al (1989) ; see also Blümel and Smilansky (1987) and Breuer et al (1989 Breuer et al ( , 1991 for an alternative description involving the avoided crossings of many Floquet states). In this frequency regime all theoretical analyses are confined to one-dimensional models, but it was shown in the 1989 paper that real three-dimensional hydrogen atoms behave in a qualitatively similar manner.
For low-frequency circularly polarized fields the dynamics is relatively boring, because the Hamiltonian is well approximated by an integrable system, the Stark Hamiltonian, equation (8) below (see also Raković and Chu 1994, 1995a, b) . In this limit the classical ionization probabilities are computed trivially using the approximations for the critical field given by Banks and Leopold (1978) . Quantal ionization, on the other hand, is slightly more complicated and is dominated by tunnelling, even for quite large initial principal quantum numbers, n 0 ∼ 50 or more (Bellermann et al 1997a) ; these ionization probabilities can be computed using semiclassical methods (Gallas et al 1982, Dando and Richards 1993) . Sauer et al (1992) give a comparison between the results obtained using these methods and experimental results with linearly polarized fields. These comparisons have now been been extended to circularly polarized fields and the results will be presented elsewhere (Bellermann et al 1997a) .
For atoms initially in the ground state there has been some interest in the effects of field polarization in multi-photon ionization since the first two-and three-photon ionization experiments (Fox et al 1971) which found the rate, R cp , for circularly polarized light to be larger than for linearly polarized light, a result confirmed using perturbation theory (Hernandez and Gold 1967, Lambropoulous 1972) . Subsequently, Reiss (1972) showed theoretically that R cp becomes much smaller than R lp as the number of photons required for ionization increased; but then it was discovered (Reiss 1980 ) that the ratio R cp /R lp was very sensitive to intensity. Experiments of Bucksbaum et al (1986) and Hippler et al (1987) suggest that this ratio increases as the field intensity increases. In a review Reiss (1992, p 46) states 'and recent results indicate that the matter of polarisation ratios is more complicated than previously realised'. There is every reason to suppose that the polarization dependence of ionization probabilities from excited states will be even more complicated and it is possible that there will be different behaviour for small to intermediate quantum numbers, say n 0 = 3-10, than that seen at the high quantum number discussed here. We should also add that for large quantum numbers and at scaled frequencies in the range 0.7 < 0 < 1.4 (see equation (5) for the definition of 0 ) the ionization probabilities, if less than about 0.3, are independent of the field polarization when the parametrization defined in equation (1) is used (Bellermann et al 1996) . This paper is devoted to understanding a particular type of resonance which is manifested by the appearance of local extrema in the ionization probability as a function of the field strength in particular frequency and field eccentricities ranges. This behaviour is seen in both experimental results and in the classical simulations and there is remarkably good agreement between the two; an example is shown in figure 1 and further comparisons are given in Bellermann et al (1997b) . When first observed these features were surprising on two counts; first that they existed and second that the agreement with classical dynamics was so good, because normally such features are either not seen at all in classical dynamics or, if they are, there are quantal effects causing differences-see for instance the 10% threshold curves given in Koch and van Leeuwen (1995, figure 14) or Galvez et al (1988, figure 2 ). Thus any theory needs to explain what causes these resonances and why classical dynamics is so accurate.
In section 2 we develop the theory necessary to explain these features. The main simplification follows from the fact that the driving frequency is much smaller than the unperturbed Kepler frequency, so an averaging method can be used to reduce the number of degrees of freedom from three to two. We then approximate ionization by a process which reduces to the escape of an electron over a slowly changing potential saddle in the circularly polarized limit. This approximation gives the position of the resonance and an analysis of the averaged motion provides a simple geometric picture of the system behaviour in the vicinity of a resonance, hence explaining the most important details. Furthermore, the nonlinear terms of these equations of motion are very small, so the mean equations of motion are well approximated by linear equations; for reasons that will be discussed in the conclusions we believe this partly explains the accuracy of the classical simulations near a resonance.
The averaged system has two degrees of freedom but is time dependent, consequently even this simplified motion is difficult to describe. For this reason in section 3 we consider the details of the ionization dynamics of two-dimensional atoms in which the electron is confined to the Oxy-plane of the field and is rotating in the opposite direction to the field. Here we compare the exact two-dimensional (2D) dynamics with the mean motion and correlate features of the mean motion with the increase in the ionization probability as the system passes through a resonance. By performing a resonance analysis on the mean-motion Hamiltonian we explain the numerical results in simple geometrical terms.
In section 4 we briefly consider 2D orbits rotating in the same direction as the field to show that these have a different behaviour to those considered in section 3; finally, we combine these two types of motion to explain the features seen in the three-dimensional (3D) classical simulations and the experimental results. In section 5 we present our conclusions.
Theory
In this section we derive approximations which explain some of the unusual features of the experimental and classical ionization curves shown in figure 1 (see also Bellermann et al 1997b) . The analysis of this problem is simplified by the fact that the field frequency, , is considerably smaller than the Kepler frequency of the unperturbed motion, so we may remove one of the three degrees of freedom by averaging over the fast motion round the Kepler ellipse to obtain simpler equations for the mean motion. The conventional method of doing this (see for instance Born 1960 (p 235), Percival and Richards 1979) , leads to linear equations of motion, see equation (21) below. But as this approximation uses angle-action variables, which necessarily excludes the continuum, no ionization is possible; additionally it forces the principal action, I n , or equivalently the principal quantum number n = I n /h, to be constant so, in section 2.3, we re-introduce ionization using another approximation based upon the approximate adiabatic invariance of the Stark-action variables. Furthermore, for elliptically polarized fields this linear theory ignores nonlinear terms of the same order of magnitude as those retained: we show how to include these terms in section 3.2 and later analyse their effect.
The general form for an elliptically polarized field of frequency in the Oxy-plane can be taken to be
where λ(t) is the slowly varying field envelope, assumed to be the same for each component. where
Since the same intensity and eccentricity can normally be obtained from different combinations of (F, η, β 1 , β 2 ) here we set η = π/4, β 1 = 0 and write F = F √ 2 to obtain
In this form the intensity of the field is independent of the field polarization and the phase δ takes values between 0 and π/2, to produce, respectively, a linearly polarized field, of peak amplitude F √ 2, and a circularly polarized field rotating in the clockwise direction. We shall be concerned with values of δ close to π/2, so it is convenient to define
The field envelope is λ(t) and for the passage of an atom passing along the axis of a cylindrical microwave cavity in the TE 121 mode containing N f field oscillations can be approximated by
In the experiments described in Bellermann et al (1996 Bellermann et al ( , 1997b ) N f = 152 and = 9.904 GHz. We shall also consider the effects of an envelope which rises to unity rather faster, but remains at its maximum value for many field periods, as this type of envelope can have a different effect, as shown in figures 9-11: we model this type of envelope by the equation
having a quadratic rise and fall over a time T a and a flat top over the interval T m − 2T a . In all cases λ(t) varies very slowly in comparison with the field oscillations so, following Leopold and Richards (1991) , we take the Hamiltonian to be
It is convenient to use units in which the initial principal action I 0 = n 0h has the value of unity (see Percival 1979, Rath and Richards 1997) . In these units the scaled frequency 0 and field amplitude F 0 used in the calculations are related to their real values by That is, 0 is the ratio of the field frequency to the initial Kepler frequency, ω k (I 0 ) defined in equation (9), and F 0 is the ratio of F to the Coulomb attraction for an electron in a circular orbit. In these units the initial energy is − 1 2
, and the Kepler frequency and semimajor axis both have a value of unity. The scaled frequency, cavity frequency and initial principal quantum number are related by
the latter relation being true for the 9.904 GHz cavity used in these experiments.
In figure 1 we show the ionization probabilities, P i (F 0 ), for the scaled frequency † 0 = 0.111 65, corresponding to n 0 = 42, as a function of the scaled field and for several values of δ; these were computed using the Monte Carlo method described in Rath and Richards (1997) using a total of N o = 243 orbits to estimate each point, and assuming a microcanonical distribution as all substates of a given principal quantum number are equally populated in the experiment. At the low scaled frequencies dealt with here the ionization probabilities are insensitive to the value of the cut-off principal action above which orbits are assumed to be ionized; a discussion of how this sensitivity † The scaled frequencies quoted here, and subsequently, differ slightly from those obtained in equation (6) but are those used in the classical calculations. The difference is due to an early misunderstanding leading to all simulations assuming a cavity frequency of 9.91 GHz. This 0.06% frequency difference makes a negligible difference to the calculations and to the physics because of the finite interaction time, as from equation (2) depends upon the frequency will be given in Rath and Richards (1997) . In this type of calculation if N i orbits ionize, the Monte Carlo estimate for the ionization probability is P est = N i /N o and there is a 66% chance of the true probability lying in the range P est ± σ where σ 2 = P est (1 − P est )/N o , though our use of stratification (see Hammersley and Handscombe 1964, p 55) reduces these errors, but in a way which is difficult to quantify.
Figure 1(a) shows some classical ionization curves with δ between 0 and 0.3π . For these values of δ, P i (F 0 ) increases monotonically from zero to unity as F 0 increases from about 0.08 to about 0.12; the experimental results, not shown here, behave in the same way (Bellermann et al 1997b) . This behaviour should be compared with that for δ = 0.41π and 0.5π, shown in figure 1(b) , which also shows the experimental results (full curve). When δ = 0.41π, P i (F 0 ) behaves similarly except that at F 0 0.13 it reaches a slowly rising plateau with a value slightly less than unity, P i 0.92; the experimental curve is similar except that the plateau is slightly higher. In this figure we also show ionization curves in the circularly polarized limit, δ = π/2, for which P i (F 0 ) increases monotonically from 0 to 1 over the range 0.12 F 0 0.28; in both cases the classical and experimental ionization probabilities agree remarkably well.
Figures 1(c) and (d ) depict results for δ = 0.44π and 0.46π , respectively. In both cases P i (F 0 ) increases rapidly and monotonically as F 0 increases from 0.11 to 0.12; in contrast to the results for δ < 0.41π there is now a local maximum at F 0 0.12, the height of which decreases quite rapidly with increasing δ, as shown in table 1. For F 0 > 0.12 the ionization curve passes through a broad minimum and then slowly rises to unity at F 0 0.25. This behaviour is seen in all classical and experimental ionization curves for 0.43 δ/π 0.47; for δ > 0.47π they are similar to the circularly polarized ionization curves, figure 1(b), and for δ < 0.4π they are similar to the linearly polarized curves, figure 1(a). The height of the local maximum near F 0 = 0.12 changes rapidly with δ as shown in table 1. It may be that this sensitivity is the major cause of the disagreement between the experimental and the classical results as the experimental value of δ is known only to within ±0.01π (Bellermann et al 1997b) . Similar behaviour is seen in the n 0 = 43 ( 0 = 0.12) and, to a lesser extent, n 0 = 41 ( 0 = 0.104), ionization curves, but not for 0 > 0.120 or 0 < 0.104 until the lower frequency 0 0.06 is reached and then for 0.06 0 0.05, that is 31 n 0 34, we see a similar behaviour but at smaller values of δ; another band of similar behaviour is seen at 0 0.03 for even smaller values of δ. We discuss these results in the conclusions; more detailed comparisons of the experimental results and the classical simulations are given in Bellermann et al (1997b) .
Before discussing the origin of the non-monotonic behaviour in these ionization curves it is worth noting that for many cases and for 0 δ < 0.3π the system behaves almost as if the field were linearly polarized, that is δ = 0, but with the field amplitude F , defined in equation (1), replaced by the maximum value of the field F max = F √ 1 + cos δ, Such behaviour is seen in figure 2 which shows the classical ionization curves for n 0 = 40, 39, 38 and 36 and for 0 δ 0.3π . In most cases the ionization probability is independent of δ for δ 0.2π, though for n 0 = 40 the δ = 0 ionization curve, at a fixed F max is considerably smaller; the reason for this is not known. For n 0 = 39 and 38 all four curves are close for P i 0.8 and 0.5, respectively.
At the frequency 0 0.1 the local maximum in P i (F 0 ) occurs only near the circularly polarized limit, δ = π/2, so it is convenient to move to the reference frame rotating with the field and to expand about δ 1 = 0. On setting
we obtain the new Hamiltonian
Typically δ 1 ∼ 0.1 so the last term is negligible in comparison with the other terms, and it is ignored in all subsequent approximate analysis. In this reference frame the frequency of the perturbation is 2 , rather than . For low-frequency fields and small values of δ 1 the dominant part of this Hamiltonian is the Stark Hamiltonian
For weak fields the unperturbed motion of this system has two natural frequencies,
By considering the perturbation expansion of ω s derived from the perturbation expansion of the energy levels given by Damburg and Kolosov (1983, equation (40)) we see that for F 0 = 0.1 this approximation is in error by at most 2.5%. The larger Kepler frequency, ω k , is the electron orbital frequency on the unperturbed Kepler ellipse and the smaller Stark frequency ω s is related to the frequency † of the Runge-Lenz vector,
about the field direction.
For low-frequency fields we would expect resonance behaviour when the librational frequency of the Runge-Lenz vector matches that of the driving frequency, that is when F 0 F 0r where 3F 0r /2 = 2 0 . In figure 1 0 = 0.111 65 giving F 0r = 0.15, which roughly coincides with the local minimum in the ionization curve for δ/π = 0.44 and 0.46. A better estimate of the resonant frequency is obtained below, equation (22). The problem now is to understand exactly how this resonance affects the dynamics and to do this we need a simple model of the ionization process for nearly circularly polarized fields. We develop this approximation by first considering the circularly polarized limit at low field frequencies.
Circularly polarized low-frequency fields
In the circularly polarized limit, δ 1 = 0 (δ = π/2), the Hamiltonian in the rotating reference frame, equation (7), becomes
It has been shown by Raković and Chu (1994, 1995a, b ) that this Hamiltonian differs from an integrable Hamiltonian by a quantity O(r 2 2 ). Moreover, in scaled units L z = O(1) so if 0 1 the last term is small and we expect the ionization probabilities to be given approximately using the principal of adiabatic invariance. When = 0 and λ = 1 the Hamiltonian (11) is separable in parabolic coordinates, see for instance Born (1960) ; the three constants of motion can be taken as I m = mh = L ·ŷ and
where the positive separation constants γ 1,2 satisfy γ 1 + γ 2 = 2µe 2 . In addition, the component of A in the field direction is also a constant of the motion and it is often more useful to use the action I e = n eh = A ·ŷ which is related to the above action variables by I e = I 2 − I 1 . The principal quantum number is given by n = n 1 + n 2 + |m| + 1; as † The end of the vector A rotates around the field direction with frequency 2ω s and its projection onto a plane perpendicular to the field is an ellipse with eccentricity RL = 4 cos u cos v/(cos u + cos v) 2 where sin u = (m − n e )/n and sin v = (m + n e )/n. n 1 changes in steps of unity from 0 to n − |m| − 1, n 2 decreases over the same range so n e = n 2 − n 1 decreases from (n − |m| − 1) to −(n − |m| − 1) in steps of 2, consistent with the frequency of the rotation of A being 2ω s . Whilst n 1 and n 2 occur naturally as a result of separating variables, n e is related to a simpler constant of the motion so the perturbation series for energy levels depends more naturally upon the difference n e = n 2 − n 1 rather than n 1 and n 2 separately (see for instance Damburg and Kolosov 1983, equation (40) ). For F > 0 tunnelling rates depend upon the passage through the one-dimensional η-barrier so these depend individually upon n 1 and n 2 (see Damburg and Kolosov, equation (72) ). The bound motion moves on a torus in phase space and each tori is labelled uniquely by the actions (I n , I e , I m ): for given values of (I n , I e , I m ) there is a critical field, F crit (I n , I e , I m ), such that if F < F crit , the torus with these actions exists; for F > F crit no torus exists. The computation of F crit (I n , I e , I m ) is awkward as it involves inverting the nonlinear equations (12) and (13) to solve for E and γ in terms of (I n , I e , I m ), but a simple and accurate fit for F crit (I n , I e , I m ) is provided by Banks and Leopold (1978, equation (37)). Because the classical equations of motion scale I 4 n F crit depends only upon the two ratios (I e /I n , I m /I n ) rather than on all three action variables independently. In figure 3 we show how this critical field depends upon I e for various values of the ratio I m /I n . Observe that for each value of |I m /I n |, F crit decreases as I e increases. If = 0 and λ(t) increases slowly the action variables are adiabatic invariants so as λ changes only the energy E(I n , I e , I m ; λ(t)F ) changes. Thus if F > F crit (I n , I e , I m ) the orbits with initial actions (I n , I e , I m ) ionize at a time close to t I , given by λ(t I ) = F crit (I n , I e , I m )/F , by escaping over the saddle in the potential.
Since the atom is initially in a state with a given principal action I n and all substates are assumed equally populated the value of F crit has a density ρ(F crit ) given by the integral, using obvious notation,
The static field ionization probability at the field F is then
In practice it is most convenient to use a Monte Carlo method to estimate P stat i from the last integral.
In figure 4 we compare the ionization probabilities computed using the full timedependent equations of motion, obtained from the Hamiltonian (4) with δ = π/2, and the static field ionization curve at four different frequencies.
At the lowest frequency, 0 = 0.0494, there is practically no difference between the two approximations, showing that the L z term of the Hamiltonian (11) is negligible. As 0 increases we observe that the effect of the L z is always to increase the ionization probability with the difference increasing with 0 . Thus as 0 increases the thresholds decrease, provided 0 < 0.8; for larger frequencies the dynamics changes (Bellermann et al 1996 , Richards 1997 .
Tunnelling through the η-barrier will always increase the quantal ionization probability above the classical probability. The magnitude of this increase depends upon the principal quantum number and the interaction time; we shall compute these tunnelling probabilities and compare them with low-frequency experimental results in another paper (Bellermann et al 1997a) . In the set of experiments from which data in figure 1 are taken the decrease in the tunnelling probabilities as n 0 increases is confused with the breakdown of the adiabatic approximation because in these experiments 0 increases as n 3 0 , equation (6). The comparisons shown in figure 4 suggest that for scaled frequencies less than about 0.1 we may use an averaging type approximation to estimate ionization probabilities and to simplify the dynamics sufficiently to understand exactly how the Stark resonances affect the dynamics.
The mean motion: linear approximation
We start with the Hamiltonian given in equation (7) and assume δ 1 1, so that the term O(δ 2 1 ) may be ignored. The unperturbed motion, 0 = F 0 = 0, lies on a Kepler ellipse; the size of this ellipse is given by the semi-major axis a which is determined solely by the principal action variable I n ,
The eccentricity of the ellipse is determined by I n and I l = |L|,
n . The third action I m is the z-component of the angular momentum, I m =ẑ · L and I e =ẑ · A. The orientation of the ellipse is defined by the Euler angles
as shown in figure 5 . The angle between L andẑ is β; θ m may be defined as the angle between the line of nodes, ON, andx; and θ l the angle between the line of nodes and A, the Runge-Lenz vector defined in equation (10), which points in the direction of the perihelion. If L ·ẑ > 0 the electron is rotating in the opposite direction to the field. If L ·ẑ < 0 the behaviour of the system is different but can be understood using the same analysis; this case will be considered briefly in section 4 when we deal with 3D atoms.
A small perturbation, see the discussion after equation (8), will produce slow oscillations of both the shape and the orientation of the Kepler ellipse. An approximation to this slow motion is obtained by averaging over the fast unperturbed Kepler motion.
In the right-handed coordinate system Oξ ηζ in which L is along Oζ and A is along Oξ , this unperturbed motion is given by
Since η = 0, ξ = −3a /2 and the Runge-Lenz vector points in the direction of the perihelion, it follows from equation (10) that
This method is described in Born (1960) and references therein. Using equation (7) we obtain the mean-motion Hamiltonian in terms of the vectors L and A,
where A 1 = A·x and A 2 = A·ŷ. The same method has been used to analyse the motion in circularly polarized fields by Kappertz and Nauenberg (1993) , Griffiths and Farrelly (1992) , see also Zakrzewski et al (1993) . The Hamiltonian (16) generalized coordinates the angles of rotation, θ m and θ l , about L and A, respectively, as shown in figure 5. Hamilton's equations of motion can be obtained by writingK in terms of these variables, but this is not the best way forward as the projections of L and A onto a fixed direction involve square roots so the equations of motion contain singularities which, although integrable, are awkward. It is better to proceed using the Poisson bracket relations, Goldstein (1980, p 421) , satisfied by the Runge-Lenz and angular momentum vectors,
and the Poisson bracket form for the equation of motionḟ = [f,K], where f is any dynamical variable not explicitly dependent upon the time. Relations (17) mix the components of A and L so it is more convenient to use the vectors
which satisfy the uncoupled Poisson bracket relations
In terms of X and Y the Hamiltonian is
with a(t) = Using the relations (19), we obtain the separable linear equations of motion,
In the circularly polarized limit δ 1 = 0, X and Y rotate slowly about the even more slowly changing vectors a(t) and b(t) with angular speedω = ω s (t) 2 + 2 , so the resonant field is
Ionisation criterion for the mean motion
In this mean-motion approximation the principal action I n is, by construction, a constant of the motion so these approximate orbits cannot ionize. We define an ionization criterion for each orbit by considering the circularly polarized limit where at low frequencies the Hamiltonian is approximated in equation (8); because the field switch λ(t), varies very slowly the action variables are approximately adiabatic invariants and orbits escape by passing over the saddle in the potential when the field amplitude, λ(t)F , is large enough.
Here we show how to approximate this ionization mechanism with a condition on the two remaining action variables I e and I m which provides an approximate ionization criterion for the mean motion in elliptically polarized fields. In addition it is useful to consider the circularly polarized limit in order to help understand the motion of the X and Y vectors which is quite complicated despite the equations of motion being linear.
In the limit δ 1 = 0 and if λ(t) changes sufficiently slowly X and Y will rotate about the vectors ẑ ± ω s (t)ŷ, respectively, each with angular speedω = 2 + ω 2 s . Initially λ(0) = 0 so both X and Y rotate aboutẑ with angular speed . In the original, nonrotating, frame both X and Y are stationary and in this reference frame the initial quantum numbers m and n e = n 2 − n 1 are related to the components of these vectors by
which have the same values in the rotating frame. Because λ(t) changes slowly these vectors continue to rotate about the slowly varying vectors ẑ ± ω s (t)ŷ; an approximation to this motion is given in the appendix, equations (A2) and (A3). If eventually ω s then X will be rotating aboutŷ and Y about −ŷ, as shown in figure 6 .
In the rotating reference frame the field is alongŷ so we take this to be the quantization axis: since the change in the rotation axis is adiabatic
X(−∞) ·ẑ = X(∞) ·ŷ and Y (−∞) ·ẑ = −Y (∞) ·ŷ
and the quantum numbers (m , n e ) after the field has been switched on are related to the initial quantum numbers by A similar result has been derived for 2D atoms by Kappertz and Nauenberg (1993) . In most cases of interest it is not reasonable to assume that ω s and then, in the adiabatic limit, theŷ components of both A and L contain oscillatory terms because the rotation axis of X and Y are not quite antiparallel.
Our ionization criterion is therefore obtained by first defining the mean actionsĪ m (t) = ŷ · L(t) andĪ e (t) = ŷ · A(t)
, where the mean is taken over several field oscillations, typically 5-10, to remove these small oscillations. Then, for both two-and three-dimensional atoms, ionization is assumed to occur if
λ(t)F > F crit (I n ,Ī e (t),Ī m (t))
at some time t. In the limit = δ 1 = 0 this approximation is the same as used to derive the static field ionization curves shown in figure 4 , and is the condition for the electron to escape over the potential barrier in the adiabatic limit.
Two dimensional atoms

Ionisation criterion of 2D atoms
For two-dimensional orbits lying in the Oxy-plane of the electric field L is parallel toẑ and A is perpendicular toẑ so the X and Y vectors are not independent,
Initially n e = 0 and m = ±n √ 1 − 2 so if ω s , m = −n e = 0 and −m = n e = ∓n √ 1 − 2 ; part of this result is derived by Kappertz and Nauenberg (1993) . As we shall see below, in particular figure 14, the initial sign of m is important.
In this 2D limit the approximation to X(t) and Y (t) derived in the appendix gives
where β x (t) is defined in equation (A4) and tan α = ω s (t)/ with 0 α π/2. is obtained from the solution of the meanmotion equations (21) and using the function F crit (I n ,Ī e , 0) to define the ionization criteria. If only one field value is given then the ionization probability changes from 0 to 1 in an interval F 0 < 0.002. We now show that for non-zero, but small, frequencies and in the circularly polarized limit, this approximation gives qualitatively the same behaviour as integration of the full equations of motion. This can be seen by considering 2D orbits with a given initial eccentricity i , so m = n 1 − 2 i since then in the static-field limit the ionization curve is a step function changing from zero to unity at the field
. The solution of the exact Hamilton's equations will obviously smooth this step function, but we should expect P i to change from 0 to 1 for fields close to this value. In table 2 we show this range in the row labelled F Thus if the electron is initially rotating in the opposite direction to the field I m > 0 the atom requires a stronger field to ionize it than if initially I m < 0; this result has been noted previously by Zakrzewski et al (1993) , see also Raković and Chu (1994) . In the following analysis of 2D atoms we shall consider only the case I m > 0, but will discuss the other possibility, which leads to different behaviour, in section 4 when we consider 3D atoms.
For these comparisons we used the field envelope defined in equation (3) with T m = 80T f and T a = 20T f . This comparison confirms that the exact ionization probability, even for 0 = 0.117, is similar to the static field and the adiabatic models, which confirms that our ionization criteria for the mean motion provides qualitatively correct results. For δ 1 = 0 the mean motion is more complicated, as shown in figure 7 where we shoŵ y · A(t) and its mean, the bold full curve, for particular solutions of equations (21) in the 2D limit. Here 0 = 0.117 and we use the half-sine envelope of equation (2) Figure 7 . Graphs showing the oscillatory time dependence ofŷ · A(t) and its meanĪ e (t), the bold full curve, for 0 = 0.117, δ 1 = 0.02π and 2 i = 0.2, obtained using the envelope defined in equation (2) with N f = 40. In this case the resonant field, equation (22), is F 0r = 0.1351. In (a) F 0 = 0.125 and the motion is hardly affected by the resonance; in (b) F 0 = 0.135 so the resonance has a more significant effect.
when λ 1, near t = 20T f , causingĪ e (t) to increase significantly; the reason for this and its role in enhancing the ionization probability will be explained below.
Resonances occur whenω 2 as here the unperturbed mean motion, δ 1 = 0, is rotating with the same frequency as the perturbation. In the next section we shall show numerically that as ω s increases through 2 -remember thatω changes very slowly with time, equations (21) and the following discussion-if I m > 0,Ī e (t) always increases and that if the field is sufficiently strong this causes ionization since F crit (I n , I e , 0) decreases with increasing I e , see figure 3. It is not entirely obvious from equations (21) why this happens, but if we express the mean-motion Hamiltonian in terms of the angle-action variables we can cast it into a form which explains this behaviour. This analysis also allows one to compare the nature of this resonance with that of the more usual type of nonlinear resonance, for instance that at 0 = 1, where the local behaviour of the system is described by a pendulum-type Hamiltonian (see Richards 1993, Lichtenberg and Lieberman 1983) .
In addition, since δ 1 and ω s are of similar magnitude the product δ 1 ω s = O(F 2 0 ). But the derivation of the Hamiltonian (20) ignores nonlinear terms O(F 2 0 ) therefore, for elliptically polarized fields, the equations of motion (21) are inconsistent. Moreover, since these equations are linear, locally they have the same form as the equations of a forced linear oscillator. This linearity may alter the effect of the resonance so the effect of the nonlinear terms, which can be added only by using angle-action variables, needs to be investigated.
For all these reasons we need to express the equations of motion (21) in terms of relevant angle-action variables. For the general 3D atom this is algebraically messy and not very illuminating, so here we concentrate on 2D atoms the analysis of which highlights all the essential points.
Angle-action variables for 2D atoms
Here we express the mean-motion Hamiltonian in terms of the angle-action variables, equation (27) and (33). One reason for doing this is to include the terms O(F 2 0 ); but the main reason is to determine why the system behaves as it does when passing through a resonance. We shall show that asω increases through 2ω,Ī e (t) inevitably increases, as seen in figure 7, so that F crit (I n ,Ī e (t), 0) decreases, figure 3, and the ionization probability increases.
In the limit = δ 1 = 0 the mean-motion Hamiltonian, equation (16), is
which defines the action variable I e . For 2D atoms, with the electric field along the yaxis, we define θ l to be the angle between the laboratory x-axis and Oξ , that is A, so sin θ l =ŷ · A/A; but, by definitionŷ · A = I e and from equation (10) 
a result which may be obtained by setting m = 0 and taking the appropriate limit of equation (40) in Damburg and Kosolov (1983) . We include the term O(F 2 ) to be consistent,
Thus in this representation and to this order the mean-motion Hamiltonian, equation (16) 
where
On writingK in terms of the vector Y , equation (25), and using the Poisson bracket relations for Y k we obtain the equations of motioṅ
which reduce to the second of equations (21) if we ignore the quadratic part of the Hamiltonian by setting γ = 0. It is not obvious from these equations of motion or the HamiltonianK how the frequencȳ ω = ω 2 s + 2 appears in the solution, although the original vector equations clearly contain this frequency. The vector equations suggest that the linear part ofK, denoted byK L , can be written in terms of a new action variable J e ,K L = −ωJ e . The generating function for the canonical transformation (φ e , J e ) ⇐⇒ (θ e , I e ) is therefore given by equating the first two terms of the Hamiltonian (27) with −ωJ e ; we obtain
with an appropriate choice of integration constant this equation gives
where φ e is the variable conjugate to J e . Some additional algebra then gives
These algebraic relations are easier to understand if interpreted in terms of the rotation of the vector Y . Since Y is rotating about the slowly moving vector ẑ − ω s (t)ŷ, it is clearly better to move to a reference frame with one axis along this vector. Because the field in the circularly polarized limit is alongŷ it is convenient to let this axis beŷ , which lies in the Oyz-plane at an angle α toẑ. Ifx =x and if the components of Y in this new reference frame are Z = (Z 1 , Z 2 , Z 3 ) we have
Thus the Hamiltonian in this new representation is
where the last term is ∂F 4 /∂t, that is, the acceleration term added on moving to the rotating frame. Since the field envelope is changing slowly we may ignore this term in the following approximate analysis. We use this Hamiltonian to approximate the motion near a resonance,ω = 2 , that is F 0 F 0r = 2 0 / √ 3. Here φ e −2 t so we can write the Hamiltonian (33) as the sum of slowly and rapidly varying termsK =K S +K F , by defining a new angle variable ψ e = φ e + 2 t; this is equivalent to defining a new set of axes rotating aboutŷ with angular velocity 2 . The slowly varying part is
The linear part of this Hamiltonian is
so the approximate motion of Z is a slow rotation about the vector c. Asω(t) passes through a resonance c y = 2 −ω(t) changes sign. Since δ 1 ω s = O(F 2 0 ), c x is small and just before the resonance, 2 >ω, the vector Z is rotating aboutŷ . Asω(t) increases through 2 the axis of rotation rotates through almost 180
• to −ŷ . If this rotation is slow enough it will drag Z with it so Z 2 = J e changes sign.
Near a resonance sin α √ 3/2 and cos α 1 2
, and just before passing through the resonance when Y is rotating about ẑ − ω s (t)ŷ we have Y 2 =Ī e (t) < 0 and Y 3 > 0. But, from equation (32), Z 2 ( √ 3Y 2 − Y 3 )/2 so just before the resonance Z 2 = Z − 2 < 0 and, since Z is rotating aboutŷ , equation (34), Z 3 0. Just after the resonance when the axis of rotation has rotated through 180
− 2 > 0. Thus asω(t) increases through 2 the value ofĪ e (t) must increase. From figure 3 we see that F crit (I n , I e , 0) then decreases and if λ(t)F is sufficiently large the system will ionize.
Numerical results for 2D atoms
We now show that the preceeding analysis explains the main features of the 2D motion. In this section we consider only the case I m > 0, with the electron rotating in the opposite direction to the field. Figure 9 shows some 2D-ionization curves for 0 = 0.12 and various values of δ/π; for these calculations we used a uniform distribution of 2 rather than the exact 2D microcanonical distribution, ρ 2d ( 2 ) = (2 √ 1 − 2 ) −1 and the Hamiltonian (7), ignoring the term O(δ 2 1 ). Results for both envelopes, equation (2) and (3) . Ionization probabilities for 2D atoms, with a uniform distribution in 2 , for 0 = 0.12 and 0.45 < δ/π < 0.485, obtained using the Hamiltonian (7) but ignoring the terms O(δ 2 1 ). The broken curves are obtained using the 1 2 -sine envelope defined in equation (2) with N f = 100: for the full curves we used the envelope defined in (3) with T a = 20T f and T m = 100T f , so the system passes through the resonance faster.
These comparisons cover the range 0.45 δ/π 0.485. For δ < 0.45π the ionization curves rise rapidly and monotonically from zero to unity over a relatively narrow field range, mimicking the effect of a linearly polarized field, as discussed after figure 1. For δ 0.49π the ionization curves for both envelopes are close and at δ = 0.5π are both close to the static field ionization curve. For δ in the range shown the ionization curves rise rapidly from zero at F 0 0.12 to a maximum at F 0 0.13, then P i drops to a minimum at F 0 0.15 before rising again. The height and width of the local maximum, and the height of the local minimum are all sensitive to small variations in δ and to changes in the field envelope.
For the frequency used here the resonance occurs at F 0r = 0.139, equation (22), whereas the maximum in P i occurs nearby at F 0 0.134.
These results, although for 2D atoms, still involve an average over the eccentricity so in figure 10 we show the equivalent ionization curves obtained by fixing the initial value of the eccentricity, 2 i = 0.5, again with 0 = 0.12. The ionization curves in figure 10 show much the same behaviour as those shown in figure 9 , but the effects of the resonance is more pronounced; in particular, for the envelope defined in equation (3) at δ = 0.485π, P i (F 0 ) = 0 after its first maximum. The probabilities obtained from the other envelope do not have such a marked dip after the maximum in P i .
This behaviour can be understood using the mean-motion approximation described above. In figure 11 we show the contours of the mean-motion ionization probability P On fixing δ and taking a slice through these contours in order to reproduce the ionization curves of figure 10, we see that both envelopes produce a sharp rise at F 0 0.14 and, provided δ is not too close to π/2, both produce a local maximum after this rise. However, (21) and (b) probabilities obtained using nonlinear equations (28), as in figure 11 . Here 0 = 0.12, 2 i = 0.5 and we have used the envelope defined in equation (3) -sine envelope is much wider; for the flat-top envelope and 0.478 < δ/π < 0.496 the ionization probability decreases to zero after the maximum, as in figure 11 .
The reason for this behaviour can be seen by examining the time dependence of I e (t) = ŷ · A(t) , shown in figure 12 .
The weakest field used here, F 0 = 0.137, is just below the resonance field for this frequency, F 0r = 0.1386, and we see that although the effect of the passage through the resonance, at t 20T f and 50T f in the two cases, is to significantly increaseĪ e this is not sufficient to cause any ionization as at this time F crit (I n ,Ī e , 0) > λ(t)F . But at the slightly larger field F 0 = 0.14 the increase inĪ e (t) is markedly larger, with max(Ī e (t)) being similar for each envelope, and is now sufficient to produce ionization.
At the even larger field F 0 = 0.145 the two envelopes produce quite different effects. With the 1 2 -sine envelope the system passes through the resonance relatively slowly and I e (t) increases by as much as when F 0 = 0.14 so the system ionizes. With the flat-top envelope and the more rapid switch-on the system passes through the resonance faster and the increase inĪ e (t) is much less and is insufficient to produce ionization.
The two most important factors in determining the magnitude of the increase inĪ e (t) seem to be the strength of the coupling to the periodic terms in equation (21), that is δ 1 F 0r 0.87δ 1 0 and the rate at which the system passes through the resonance, which is determined by the shape of the envelope and the interaction time.
If δ 1 0 is too large ionization occurs for all F 0 > F 0r and the system behaves as if perturbed by a linearly polarized field; if δ 1 0 is too small there is no ionization near the resonance. If the system passes through a resonance slowly its effect is enhanced, whereas a rapid passage means thatĪ e (t) may not increase sufficiently to produce ionization.
These detailed comparisons show how the mean-motion dynamics explains the behaviour of the ionization probability near the resonance.
Finally, in figure 13 , we compare the ionization probabilities obtained from the linear and nonlinear averaged equations of motion, equations (21) and (28), respectively; it is seen that the nonlinear term has only a small effect, slightly reduces the ionization probability at some points and slightly increasing it at others. Other comparisons show similar differences, so we conclude that the nonlinear terms of equation (28) can be neglected.
Resonances in three-dimensional atoms
Comparison of the ionization curves shown in figures 1 and 9 suggest that 3D atoms behave in a similar manner to the 2D atoms discussed in section 3. There are, however, some differences which can be understood by examining the behaviour of 2D atoms with I m < 0, that is with the electron initially rotating in the same direction as the field.
In figure 14 we compare the 2D ionization curves shown in figure 9 with those obtained with the initial value of I m < 0 (broken curve) for some values of δ. In the case δ = 0.48π we also show, using dotted curves, the static field ionization curves corresponding to I m > 0 and I m < 0. The scaled frequency is 0 = 0.12 so the resonance occurs at the field F 0r 0.14, equation (22); for small values of δ 1 the I m > 0 ionization curves peak at F 0 F 0r and those for I m < 0 have a local minimum here. For larger values of δ 1 , at δ = 0.45π for instance, the coincidence between the maximum and minimum is not so good, presumably because the perturbation is stronger. The important point to note is that for I m > 0 the resonance enhances ionization but for I m < 0 it suppresses ionization.
This behaviour is consistent with the solutions of the mean-motion equations; if initially I m < 0 then the same type of analysis as presented after equation (35) shows that Y 2 = Ī e (t) < 0. In figure 15 we showĪ e (t) for the same orbits as in figure 12 =0 together with the equivalent orbits starting with I m < 0 in order to illustrate the relation Re( Ī e ) = Re(I m ).
In figure 16 we show ionization curves for 3D atoms for n 0 = 42, 0 = 0.111 65 and δ = 0.47π with a flat-top envelope with T a = 20T f and a total integration time of 154T f . In all cases the initial conditions are chosen from a microcanonical ensemble except that for the curve labelled L z > 0 the distribution of cos β = I m /I l is taken to be uniform in (0, 1) ; for the curve L z < 0 the distribution is uniform in (−1, 0) ; the full curve is the mean of these two probabilities.
As in the 2D example of figure 14 the local minimum for the I m < 0 curve coincides with the local maximum of the I m > 0 curve. Because, for reasons not understood, the resonance is more effective in enhancing the probabilities when I m > 0 than in decreasing the probabilities when I m < 0 the mean has the characteristics of the former case.
Conclusions
In this paper we analyse the effect of a low-frequency elliptically polarized electric field on an excited hydrogen atom using classical dynamics. It is shown, figures 1 and 16, that at particular frequencies the ionization probability is a non-monotonic function of the field strength; furthermore, data presented in figure 1 and in Bellermann et al (1997b) , shows that the classical and experimental ionization probabilities agree well. We deduce that this unusual behaviour is produced by a resonance between Stark states and the driving field near the circularly polarized limit. We show precisely how this resonance affects the motion and that the effect is different according to whether the electron is initially rotating in the same or in the opposite direction to the field. When the directions are the same the ionization probability is decreases and vice versa.
We also consider the effects of different field envelopes, showing that the ionization probability is enhanced if the system passes slowly through the resonance, in contradistinction to the normal effect of a low-frequency field for which it is almost independent of the field envelope.
One of the noteworthy features of the results presented here is the good agreement between the classical simulations and the experimental results, figure 1 . At other resonances the agreement is not so good; for instance, at the main resonance, 0 = 1, the experimental probability exceeds the classical probability and there are relatively larger differences between the two at the edges of the resonance island; for comparisons between experimental and classical ionization probabilities produced by resonant fields see for instance Galvez et al (1988, figure 2 ) for a linearly polarized field and Bellermann et al (1996) for linearly, elliptically and circularly polarized fields; for a comparison between one-dimensional classical and quantal ionization probabilities see Leopold and Richards (1994, figure 7) and . At the 0 = 1 2 resonance the maximum in the classical 10% threshold curve is noticeably displaced from the experimental curve, see Koch and van Leeuwen (1995, figure 13 ) and van Leeuwen et al (1985) .
There are two possible reasons for the better agreement seen here and in Bellermann at al (1997b) . First, because there are no integrals of the motion the number of participating states is larger. Second, because the classical mean motion is well approximated by a linear Hamiltonian the equivalent quantal evolution can be obtained exactly from classical paths; since X(t) and Y (t) move on the surface of a sphere, equation (21) X(t) = R(t)X(0) where R is a rotation matrix and the equivalent quantal evolution operator U(t) satisfies Heisenberg's equations which have exactly the same form as the linear classical equations (21), so U(t) is connected to U(0) by the rotation R(t). At present it is not known which of these two effects is most significant.
A resonance that occurs when a frequency ratio is unity normally has associated harmonic or sub-harmonic resonances. This system is slightly unusual in that the perturbation has only one harmonic, see equation (7), so we do not expect to see first-order resonances at the frequencies 2n =ω. But other calculations, which will be reported elsewhere, show that the classical ionization curves have the same type of behaviour as seen in figure 1 at 4 =ω, corresponding to 0 0.045, provided the departure from the circularly polarized limit is larger, that is δ is smaller. At these resonances there is also remarkable agreement with the experimental results, Bellermann et al (1997b) . Furthermore, the classical probabilities show similar behaviour at 6 =ω, 0 0.035, at even smaller values of δ, but there are no experimental results available for a direct comparison at this low frequency, but see Bellermann et al (1997b) . The dynamical reason for these resonances is not yet understood.
The analysis presented here is inevitably classical: the high principal quantum numbers, n 0 ∼ 40, and the fact that this Hamiltonian has no symmetries means that the number of coupled states is huge and probably too large even for current supercomputers. This work, however, suggests that similar effects would be seen at much lower quantum numbers, provided that the scaled field strengths and frequencies remain the same, at which quantal calculations are probably feasible. Such calculations may show why classical dynamics describes these resonances so well. At the higher quantum numbers treated here it seems likely that a quantal analogue of the classical mean-motion Hamiltonian together with semiclassical decay rates would be relatively easy to solve and would produce reasonably accurate ionization probabilities for elliptically polarized fields. For 2D atoms I x = I y and β y (t) = β x (t) + π so A(t) = −I n cos β x , cos α sin β x ± 1 − 2 sin α, 0 since, for 2D atoms I n = I 2 n − I 2 m , and L z = ±I n 1 − 2 cos α − I n sin α sin β x where we take the upper sign if I m > 0.
