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LIMIT POINTS OF THE BRANCH LOCUS OF Mg.
RAQUEL DI´AZ AND VI´CTOR GONZA´LEZ-AGUILERA
Abstract. LetMg be the moduli space of compact connected hyperbolic surfaces of genus
g ≥ 2, and Bg ⊂ Mg its branch locus. Let M̂g be the Deligne-Mumford compactification
of the moduli space of smooth, complete, connected surfaces of genus g ≥ 2 over C. The
branch locus Bg is stratified by smooth locally closed equisymmetric strata, where a stratum
consists of hyperbolic surfaces with equivalent action of their preserving orientation isom-
etry group. Any stratum can be determined by a certain epimorphism Φ. In this paper, for
any of these strata, we describe the topological type of its limits points in M̂g in terms of Φ.
We apply our method to the 2-complex dimensional stratum corresponding to the pyramidal
hyperbolic surfaces.
1. Introduction
Let Mg be the moduli space of Riemann surfaces of genus g ≥ 2, i.e., the space of
complex structures on a compact connected topological surface S up to isomorphism or,
equivalently, the space of hyperbolic surfaces of genus g up to preserving orientation isome-
tries. Still a third way of seeingMg is as the moduli space of smooth, complete, connected
curves of genus g ≥ 2 defined over C. The moduli space can be considered as the quo-
tient of the Teichmu¨ller space Tg by the action of the modular group Modg (or the mapping
class group). The branch locus of the map Tg → Tg/Modg  Mg is denoted by Bg. Any
point S ∈ Bg has a nontrivial isotropy subgroup GS under the action of Modg on Tg and
GS is isomorphic to the biholomorphic group of automorphisms of S . The points of Bg can
be organized in strata corresponding to surfaces with isomorphic non trivial automorphism
groups with the same topological action on the surface. In this way the moduli spaceMg is
stratified by Broughton into smooth locally closed strata [7].
In [1], Abikoff introduced the augmented Teichmu¨ller space T̂g, by adding marked Rie-
mann surfaces with nodes. The mapping class group acts on the augmented Teichmu¨ller
space, giving as quotient the augmented moduli space M̂g.
Earlier than that, Deligne-Mumford [13] had compactified the moduli space by adding
non-smooth stable curves. Their compactification is an irreducible projective complex va-
riety of dimension 3g − 3, which contains Mg as a dense open subvariety. Harvey [15]
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proved that the augmented moduli space and the Deligne-Mumford compactification are
homeomorphic. More recently, Hubbard and Koch [16] give an analytic structure to the
augmented moduli space, making it isomorphic (in the analytic category) to the Deligne-
Mumford compactification.
The different topological types of the Riemann surfaces with nodes attached to Mg pro-
vide a stratification of M̂g, the so called stratification by topological type. Each stratum is
encoded combinatorially in terms of the weighted dual graph associated to the correspond-
ing Riemann surface with nodes [18].
The purpose of this paper is the following. Consider a topological action of a group G
on a surface S of genus g ≥ 2 by preserving orientation homeomorphisms. The action
induces a branched covering p : S → S/G  O and an epimorphism Φ : pi1(O, ∗) → G.
The topological class of this action produces an equisymmetric stratum L = M(g,O,Φ)
of Mg (see Section 2.3). In this paper we describe the limit points of the stratum L in
∂Mg = M̂g−Mg, i.e., the intersection L̂ ∩ ∂Mg, where L̂ denotes the closure of L in M̂g.
The main part is the combinatorial type of the strata in L̂, and this is obtained in Theorem
4.1. Some topological properties of these strata are obtained in Theorem 3.1. Finally, in
order to illustrate how our results may be used, we work out the case of the 2-complex
dimensional equisymmetric stratum of the pyramidal action of Dn on surfaces of genus n.
Our methods for the proofs arise from a natural topological and hyperbolic point of view
and are mainly based in the study of theG-invariant admissible system of multicurves of the
quotient orbifold S/G.
Let us review some previous results related to the content of this paper. Let SingMg ⊂
Mg be the sublocus of smooth, complete, connected curves of genus g ≥ 3 over C with
non trivial automorphism group. The irreducible components of the subvariety SingMg are
closely related to the stratification ofMg and have been characterized in [9]. The properties
of Bg, mainly its topology and connectivity have been characterized in [7], [4], [10]. The
admissible degeneration of hyperelliptic and trielliptic curves have been characterized in [2].
From a hyperbolic point of view, where a geodesic multicurve is pinched to length 0, the
topological monodromies of singular fibres of curves of genus three have been classified in
[3]. In [11], it is proved that the set of trigonal surfaces is connected in M̂g and for p ≥ 11
prime the branch locus Bp−1 is disconnected in M̂p−1. For any admissible groupG, the nodal
Riemann surfaces that are limits of a 1-dimensional equisymmetric stratum with the fixed
signature s = (0; [2, 2, 2, 2, n]), n ≥ 3 are characterized in [12].
The content of the paper is organized as follows. In Section 2 we give definitions, intro-
duce notation and gather enough well known results together to provide the support of our
statements and proofs. In Sections 3 and 4 our main results are stated and proved. In Section
5, as an application of the main theorem we work out a complete description of the topolog-
ical type of the limit points of the 2-dimensional equisymmetric stratum corresponding to
the pyramidal Riemann surfaces [14].
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2. Preliminaries
2.1. Orbifolds. In this section we will recall some notations and properties of the orbifolds
that we will use in the paper. For the general theory about orbifolds see [6].
We will denote an orbifold by O, and its underlying space by |O| (although, if there is
no confusion, we will use O both for the orbifold and its underlying space). The local (or
isotropy) group of O at a point x ∈ O is denoted by Γx. The set of singular points of O
(points whose local groups are non-trivial) is denoted by SingO.
Next, we will list the type of orbifolds that will appear in the paper and some of theirs
properties.
(I) Let S be a closed orientable surface of genus g and H a finite subgroup of orientation
preserving homeomorphisms. Then the quotient O = S/H is a closed (compact, without
boundary) 2-orbifold with a finite number of singular points, and the local groups Γx at
x ∈ O are cyclic groups of rotations. We call x a cone point of order m if Γx is cyclic of order
m. The quotient map p : S → S/H is a regular branched covering.
The (orbifold) fundamental group pi1(O, ∗) of this kind of orbifolds is isomorphic to the
quotient of pi1(|O|−SingO) by the normal subgroup generated by µ
mx
x where µx is a loop in
pi1(|O|−SingO) surrounding a disc which contains just the cone point x, and mx is the order
of x. We remark that if α is a path in O from ∗ to a cone point P (and containing no other
cone points), then the loop αα−1 is homotopic, in the orbifold fundamental group pi1(O, ∗),
to a path that goes along α until arriving to a small disc D containing just the cone point P,
surrounds D, and comes back to ∗ along α−1.
(II) The unit interval I = R/K, where K is the group generated by the two reflections
r1(x) = −x, r2(x) = −x + 2, is a 1-dimensional orbifold with two singular points, {0, 1}. By
definition, its fundamental group is the group K, which is isomorphic to Z2 ∗ Z2. It can also
be interpreted as the space of homotopy classes of loops pi1(I,
1
2
) generated by the loops a, b
where a starts at 1
2
, goes until 0 and comes back, and b starts at 1
2
, goes until 1 and comes
back, and subject to the relations a2 = b2 = 1.
If O is a 2-orbifold, a simple arc γ in O joining two cone points of O of order 2 (and
containing no other cone point) inherits a structure of orbifold homeomorphic to I. We
denote by γa, γb the loops in γ corresponding to the loops a, b of I by a homeomorphism.
(III) LetO be a 2-orbifold with SingO consisting only of cone points. Let Σ = {γ1, . . . , γm}
be a collection of simple closed curves and simple arcs joining cone points of order 2 in O
and letO−Σ denoteO−∪m
i=1
γi. Then each connected componentO j ofO−Σ is an open (without
boundary, non compact) suborbifold of O and its metric completion Oc
j
is an orbifold with
boundary whose singular points are cone points. Here, for the metric completion, we are
assuming any metric in O compatible with its topology. Actually, in the cases we will deal
with, the orbifolds O j will be hyperbolic, and we can consider the hyperbolic metric on O j,
while the curves γi can be considered to be geodesics.
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In what follows, a 2-orbifold will always be as in cases (I) or (III), that is, orbifolds with
orientable underlying space whose singular locus consists just of cone points. The signature
of O is (τ, c;m1, . . . ,mk), where τ is the genus of |O|, c the number of boundary components
of Oc and O has k cone points of orders m1, . . . ,mk. The Euler characteristic of an orbifold
with signature (τ, c;m1, . . . ,mk) is defined to be
χ(O) = χ(|O|) −
k∑
i=1
(1 −
1
mi
) = 2 − 2τ − c −
k∑
i=1
(1 −
1
mi
).
In particular, there is a finite list of orbifolds with non-negative Euler characteristic.
Notice that ifH is a group acting on an compact orientable surface S , giving as quotient an
orbifold of signature (τ;m1, . . . ,mk), then the Riemann-Hurwitz formula can be expressed
just as
χ(S ) = |G|χ(O).
A 2-orbifold admits a hyperbolic structure if its interior is homeomorphic to the quotient
of the hyperbolic plane by a Fuchsian group. It is well known that a closed orbifold is
hyperbolic if and only if its Euler characteristic is negative. If the orbifold has boundary, the
hyperbolic structure in its interior can be chosen to be of finite area.
A homeomorphism of orbifolds is a homeomorphism of the underlying spaces which
takes cone points to cone points preserving their orders.
Definition 2.1. Let O be a closed 2-orbifold of genus g ≥ 2. An (admissible) multicurve
in O is a collection Σ = {γ1, . . . , γk} of disjoint simple closed curves or simple arcs joining
cone points of order 2 in the complement of the singular locus of O such that:
i) the γi are homotopically different in pi1(O \ S ing(O));
ii) none of them is homotopically trivial;
iii) none of them surrounds only one cone point;
iv) none of them bounds a disc with exactly two cone points of order 2.
We remark that the above conditions are equivalent to requiring that (the metric comple-
tion of) each component of O−Σ has negative Euler characteristic.
The following lemma explains the reason why we only admit arcs joining cone points of
order 2 (and not of other orders) in an admissible multicurve.
Lemma 2.1. Let S be a compact hyperbolic surface, H a subgroup of preserving orientation
isometries of S with O = S/H the quotient orbifold and p : S → O the associated branched
covering. Then, the preimage p−1(Σ) of a multicurve Σ in O is a multicurve in Σ. Conversely,
if Γ is a multicurve in S invariant under H, then p(Γ) is a multicurve in O.
Proof. Let Σ be a multicurve in O. If γ ∈ Σ is a closed curve, then p−1(γ) is a union of
closed curves. If γ ∈ Σ is an arc, because it joins cone points of order 2, its preimage is also
a union of closed curves. Since the components of O−Σ are hyperbolic, their preimages
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under p are also hyperbolic (because of the above formula relating the Euler characteristics
of a component and its preimage). This shows that p−1(Σ) is an admissible multicurve in S .
Conversely, let Γ be a multicurve on S invariant under H. Because S is a surface, all the
components of Γ are closed curves. An isometry acting on a closed curve has either no fixed
points or two fixed points. The quotient in the first case is again a closed curve, while in the
second case is an arc joining two cone points of order 2. The remaining conditions on the
definition of multicurve are satisfied because each component of S −Γ is hyperbolic, and so
their images under p are also hyperbolic. 
2.2. Stable hyperbolic surfaces.
2.2.1. Stable hyperbolic surfaces. We will expressed most of our statements and results in
terms of hyperbolic surfaces, rather than in terms of Riemann surfaces. The reader will
have no difficulty in making the appropriate translation. Let S be a closed orientable surface
of genus g, and let F ⊂ S be an admissible multicurve, i.e., a collection (maybe empty)
of homotopically independent pairwise disjoint simple loops. Consider the quotient space
S = S/F obtained by identifying the points belonging to the same curve in F . We say that
S is a stable surface of genus g and that each element of S which is the projection of a curve
in F is a node of S . We denote by N(S ) ⊂ S the collection of nodes of S and we say that
each connected component of S−N(S ) is a part of S . In particular, a stable surface S with
N(S ) = ∅ is just a closed surface.
As was seen in Section 2.1, each part admits a hyperbolic structure, so it may sense
to define a stable hyperbolic surface of genus g as a stable surface X of genus g so that
each of its parts has a complete hyperbolic structure of finite area (that is, each part is a
hyperbolic surface with punctures). An isometry h between two stable hyperbolic surfaces
is a homeomorphism h whose restriction is an isometry on the complement of the nodes.
2.2.2. Correspondence with stable graphs. Next, we will associate to each stable hyper-
bolic surface (or a Riemann surface with nodes) a combinatorial object.
A stable graph is a connected weighted graph G, where each vertex with weight zero has
degree at least three (the degree of a vertex is the number of edges coming into it, taking
into account that loops count by two). The genus of G is defined as
g =
vG∑
i=1
gi + eG − vG + 1,
where vG is the number of vertices and eG is the number of edges and the gi is the weight
of the vertex vi of G. An isomorphism between stable graphs is a usual graph isomorphism
preserving the weights. Note that in the previous formula, a loop counts as one edge.
To a stable hyperbolic surface X we can associate the stable graph G(X) = (VX, EX,w),
where VX is the set of vertices, EX is the set of edges, and w is a function on the set VX with
non-negative integer values. This triple is defined in the following way:
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(1) To each part of X corresponds a vertex in VX.
(2) To each node in the boundary of two parts corresponds and edge in EX connecting
the corresponding vertices. Multiple edges between the same pair of vertices and
loops are allowed in G(X).
(3) The function w : V(X) → Z≥0 associates to each vertex the genus gi of the corre-
sponding part.
Notice that if a part of X has genus 0, since it is hyperbolic, it should have at least three
punctures; therefore, the associated graph is stable.
Conversely, given a stable graph, we can easily find a stable hyperbolic surface S such
that G  G(S ).
Two hyperbolic surfaces with nodes X1 and X2 are homeomorphic if and only if their
stable graphs G(X1) and G(X2) are isomorphic as weighted graphs [18]. Therefore, stable
graphs up to isomorphism are in bijection with homeomorphism classes of hyperbolic stable
surfaces.
We end with the following remark. For each hyperbolic surface with nodes X its pre-
serving orientation isometry group Iso+(X)) is finite. Also, the group of automorphisms of
the graph G(X), which we denote by Aut(G(X)), is finite. Any ϕ ∈ Iso+(X) induce an au-
tomorphism of G(X), therefore there is a homomorphism θX : Iso
+(X) → Aut(G(X)). The
homomorphism θX is, in general, neither injective nor surjective.
2.2.3. Augmented moduli space. The augmented moduli space of genus g is the space M̂g
of stable hyperbolic surfaces of genus g up to isometry. This space provides a compactifi-
cation of moduli space, once given a topology that intuitively works as follows. Consider a
point X ∈ M̂g with nodes N1, . . . ,Nr. A sequence Xn ∈ Mg converges to X ∈ M̂g if there is
a family of geodesics Fn = {α
n
1
, . . . , αnr } in Xn so that:
(i) the stable surface Xn/Fn is homeomorphic to X;
(ii) the length of each αn
i
, i = 1, . . . , r, tends to zero when n → ∞; and
(iii) away from the curves αi and the nodes, the hyperbolic surfaces Xn are close to X
when n→ ∞.
A way of formalizing this is by first considering marked surfaces and the augmented Te-
ichmu¨ller space. See for instance [16] for details.
The augmented moduli space is stratified in the following way. For each stable graph G,
we consider the space E(G) ⊂ M̂g of stable hyperbolic surfaces X whose associated graph
GX is isomorphic to G. This space is homeomorphic to the product of the moduli spaces
of the vertices of GX, i.e., moduli spaces of punctured surfaces. (See [16] for a detailed
exposition of this.) Notice that the codimension of the stratum E(G) in M̂g is equal to the
number of edges ofG, or the number of nodes of the stable hyperbolic surface X. Since there
is a finite number of non-isomorphic stable graphs of a fixed genus g, then M̂g decomposes
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into a finite number of strata E(G), one for each stable graph. This is called the topological
stratification of M̂g.
The problem of determining the number of non isomorphic stable graphs of a fixed genus
g ≥ 2 (or the number of different strata of M̂g), is not an easy problem which is not in the
scope of this paper. Nevertheless, as a curiosity for g = 2 there are seven different stratum
including the smooth curves; two 0-dimensional stratum, two 1-dimensional stratum and
two 2-dimensional strata. For g = 3, it can be checked that there are forty two different
strata.
2.3. Equisymmetric stratification.
2.3.1. Topological actions. Let G be a finite group acting on a surface S by orientation-
preserving homeomorphisms, i.e., there is a monomorphism ι : G → Homeo+(S ). Two
actions (S 1,G, ι1), (S 2,G, ι2) of G on S i, i = 1, 2 are topologically equivalent if there is a
homeomorphism f : S 1 → S 2 and an isomorphism ϕ of G such that for each g ∈ G the
following diagram commutes
S 1 S 1
S 2 S 2
✲
ι1(g)
❄
f
❄
f
✲
ι2(ϕ(g))
The quotient space O = S/ι(G) is an orbifold, and the quotient map p : S → O is a
regular branched covering whose automorphism group is ι(G). By covering theory, there is
an epimorphism Φ¯ : pi1(O, ∗) → ι(G) with kernel p∗(pi1(S , ∗˜)), where ∗ is a basepoint in O
and ∗˜ is a point in p−1(∗). We denote Φ = ι−1 ◦ Φ¯.
Conversely, any epimorphism Φ : pi1(O, ∗) → G with kernel isomorphic to the funda-
mental group of a surface S determines an action of G on S up to topological equiva-
lence. In this setting, the topological equivalence of actions can be restated as saying
that two epimorphisms Φi : pi1(Oi, ∗i) → G are equivalent if there is a homeomorphism
h : O1 → O2, h(∗1) = ∗2 and an isomorphism ϕ of G such that the following diagram com-
mutes:
pi1(O1, ∗1) G
pi1(O2, ∗2) G
✲
Φ1
❄
h∗
❄
ϕ
✲
Φ2
(notice that, when proving the second diagram from the first one, h is the homeomorphism
induced by the homeomorphism f and the isomorphism ϕ is the same).
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We remark that the classification of actions of finite groups on surfaces is a problem of
great complexity if the genus of the surface is big. For genera 2,3,4, the complete classifi-
cation can be seen in [8] and [17].
2.3.2. Equisymmetric locus. LetG be a finite group, O be an orbifold and Φ : pi1(O, ∗)→ G
be an epimorphism with kernel isomorphic to the fundamental group of a surface S . Con-
sider the topological class of action determined by Φ. We define the equisymmetric stratum
ofMg determined byΦ as the setMg(G,O,Φ) consisting of the hyperbolic surfaces X ∈ Mg
such that the action (X, Iso+(X), i) (where i is the inclusion) is topologically equivalent to the
action given by Φ.
When considering all possible actions of finite groups on S , these loci determine a strati-
fication of the moduli spaceMg known as the equisymmetric stratification of moduli space,
see [7].
3. Strata in the boundary of equisimmetric loci
In this section (and on the remaining of the paper) we will fix an action of a finite group
G on a surface S given by an epimorphism Φ : pi1(O, ∗) → G. For brevity, let us denote by
L the equisymmetric stratumMg(G,O,Φ). Let ∂L be the set of points Z ∈ M̂g−Mg which
are in the closure of L as a subset of M̂g.
The intersection of ∂L with the strata of M̂g provides a stratification of ∂L. The next
theorem gives a first description of the strata of ∂L. We first need a notion of equivalent
admissible multicurves on an orbifold.
Definition 3.1. Let p : S → O be a regular branched covering determined by an epimor-
phism Φ : pi1(O, ∗) → G. Two (admissible) multicurves Σ,Σ
′ in O are said to be equivalent
under Φ, written as Σ ∼Φ Σ
′, if there is a homeomorphism h∗ of O fixing ∗, and there is an
isomorphism ϕ of G such that h(Σ) = Σ′ and ϕ ◦Φ ◦ h−1∗ = Φ.
Theorem 3.1. Let L =Mg(G,O,Φ). Then we have:
(a) Each stratum of ∂L is connected.
(b) There is a surjection Ψ from the set of equivalence classes of multicurves in O onto
the set strata of ∂L.
(c) If the signature of O is (τ;m1, . . . ,mr) and Σ = {γ1, . . . , γk} is a multicurve in O, then
the dimension of the stratum Ψ(Σ) is equal to 3τ − 3 + r − k.
Proof. (a) Consider the stratum E(G) of ∂Mg corresponding to the stable graphG. We need
to show that E(G) ∩ ∂L is connected. We have
E(G) =
∏
V∈V(G)
Mw(V),d(V),
where w(V) is the weight of the vertex V , d(V) its degree, and Mg,b is the moduli space
of surfaces of genus g and b punctures. If E(G) ∩ ∂L , ∅, then the group G acts on the
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graph G. LetW1, . . . ,Ws be the orbits with more than one vertex under this action. Then,
E(G) ∩ ∂L is homeomorphic to the product of the moduli spaces of one vertex in each of
the orbits Wi and certain equisymmetric loci in the moduli spaces of the vertices fixed by
G. Since equisymmetric loci are connected (see [7]), we have the result.
(b) We first define the map Ψ. Let Σ = {γ1, . . . , γk} be a multicurve in O. Since p
−1(Σ) is
a multicurve in S (by Lemma 2.1), we can consider the stratum E(p−1(Σ)) of M̂g to which
the stable surface S/p−1(Σ) belongs. We define Ψ([Σ]) = E(p−1(Σ)) ∩ ∂L. We need to
check that this intersection is non-empty and that the definition is independent of the chosen
representative of the equivalence class [Σ].
First, since all the components ofO\Σ have negative Euler characteristic (by the definition
of multicurve), then there is a hyperbolic structure on O with all the curves in Σ pinched,
producing a hyperbolic orbifold with nodes. This hyperbolic structure lifts to a hyperbolic
structure on S/p−1(Σ), i.e., we have a stable curve X in E(p−1(Σ)) ∩ ∂L, and so this set is
non-empty.
To show that Ψ is well defined is just an observation, due to the fact that, if Σ ∼Φ Σ
′, then
the homeomorphism h determines a covering homeomorphism f with f (p−1(Σ)) = p−1(Σ′).
Thus the stable surfaces S/p−1(Σ) and S/p−1(Σ′) are isomorphic, so they belong to the same
stratum.
Finally, let us see thatΨ is onto. Let E(G)∩∂L a non-empty stratum. Take X ∈ E(G)∩∂L
and Xn ∈ L a sequence converging to X. For n sufficiently large and ε sufficiently small, the
set of curves in Xn with length less than ε is a multicurve Γ invariant under G (these are the
curves which converge to the nodes of X). Let Σ = Γ/G. Then, the construction shows that
Ψ([Σ]) = E(G) ∩ ∂L.
(c) The stratum Ψ(Σ), with Σ = {γ1, . . . , γk}, can also be seen as the moduli space of
the orbifold O with k curves or arcs pinched. Since each curve or arc pinched reduces the
dimension by 1, we have the result. 
Remark 3.1. In the situation of Theorem 3.1, the equisymmetric locusL can be determined
from the moduli space of the orbifolds O with signature (τ;m1, . . . ,mr). That is, if X is a
hyperbolic orbifold homeomorphic to O and H : pi1(O, ∗) → Iso
+
H
2 is its holonomy rep-
resentation, then the holonomy representation of p−1(X), which is an element of L, is the
restriction of H to the kernel of Φ. Conversely, the holonomy representation of any point
in L can be obtained in this way. In similar way, each stratum of ∂L is determined by a
stratum in the augmented moduli space of O.
4. Stable graph determined by a multicurve.
4.1. Notations about the action. As in the previous section, we consider a fixed action
(S ,G, ι), where S is a surface of genus g and G a finite group. Let p : S → O be the as-
sociated branched covering, Φ : pi1(O, ∗) → G the associated epimorphism, and let L =
Mg(G,O,Φ) be the corresponding equisymmetric locus. In Theorem 3.1, we defined a map
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Ψ which assigns to any multicurve Σ in O a stratum of ∂L, namely, the stratum correspond-
ing to the stable surface S/p−1(Σ). The stable graph corresponding to S/p−1(Σ) is denoted
by GΣ and called stable graph determined by Σ under p. In Theorem 4.1, we will describe
GΣ in terms of Φ.
Before stating the theorem, we need to give some notations and preliminary results.
Paths are always maps from the unit interval [0, 1] to a space, and we will use the same
notation for both the map and its image. Also by abuse of notation, usually we will not
distinguish between a loop and its homotopy class. We will also use the notations g · x =
ιg(x) = ι(g)(x) and g · Z = ι(g)(Z), for g ∈ G and x ∈ S , Z ⊂ S .
Fix basepoints ∗ ∈ O \ SingO and ∗˜ ∈ p−1(∗). We recall the definition of Φ = ι−1 ◦ Φ¯
from covering theory. The epimorphism Φ¯ : pi1(O, ∗) → ι(G) is defined by the condition
Φ¯([α])(∗˜) = α˜(1), where [α] ∈ pi1(O, ∗) and α˜ is the unique lift of α starting at ∗˜. Clearly,
ker Φ¯ = p(pi1(S , ∗˜)). We also recall that if a covering homeomorphism h maps x to x
′, and if
β˜, β˜′ are, respectively, the unique lifts starting at x, x′ of a same path β then h(β˜(1)) = β˜′(1).
4.2. Homomorphisms ΦX induced by Φ. Let X ⊂ O be: either a 2-dimensional suborb-
ifold of O, or a closed curve in O not containing singular points, or a simple arc whose
endpoints are cone points of O of order 2 and no containing other cone points. We choose a
basepoint ∗X ∈ X \ Sing X and a path βX from ∗ to ∗X and we consider the homomorphism
i∗ : pi1(X, ∗X) → pi1(O, ∗) defined by i∗(α) = βXαβ
−1
X
. Now, define ΦX = Φ ◦ i∗. Notice that i∗
depends on the choice of βX, but only weakly: if we choose another β
′
X, then the analogous
homomorphism i′∗ is conjugate to i∗.
Next lemma will be useful for Theorem 4.1. It concerns the stabilizers of connected
components of p−1(X), for X ⊂ O. If Z ⊂ S , its stabilizer is the subgroup StabZ = {g ∈
G : g · Z = Z}.
Lemma 4.1. Let S ,G,O, p, ∗, ∗˜ and Φ be as above, and let X be a connected subset of O.
Choose ∗X, βX as above. Let β˜X be the unique lift of βX starting at ∗˜, and denote ∗˜X = β˜X(1).
Finally, let C be the connected component of p−1(X) containing ∗˜X. Then
(a) StabC = ImΦX, and C contains the points h · ∗˜X for h ∈ ImΦX.
(b) If C′ is another component of p−1(X), then there exists g ∈ G so that C′ = g · C,
StabC′ = gImΦXg
−1, and C′ contains the points gImΦX · ∗˜X.
(c) The number of components of p−1(X) is |G|/|ImΦX |.
Proof. (a) Let α ∈ pi1(X, ∗X) and α˜ its lift from ∗˜X. Since ∗˜X ∈ C, then α˜ ⊂ C. By the defi-
nitions of Φ, α˜ and β˜, the covering automorphismΦX(α) = Φ(βXαβ
−1
X ) maps ∗˜ to
˜βXαβ
−1
X
(1),
and the trace of the path ˜βXαβ
−1
X
contains the traces of the paths β˜ and α˜. Now the lift of β
starting at ∗˜ is β˜ and ends at ∗˜γ, while the lift of β starting at
˜βXαβ
−1
X
(1) ends at α˜(1). Hence,
ΦX(α) maps ∗˜X to α˜(1), and so it preserves C.
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On the other hand, let h ∈ StabC and let y˜ = h(∗˜X). Let w˜ be a path in C from ∗˜X to y˜.
Then p ◦ w˜ is a loop in X based on ∗X and, by the previous paragraph, ΦX(p ◦ w˜)(˜∗X) = y˜.
Hence h = ΦX(p ◦ w˜), i.e., h ∈ ImΦX.
Part (b) is clear.
(c) A point x ∈ X has |G| preimages. By (a) and (b), each component of p−1(X) contains
|ImΦX | preimages of x. Thus, the result follows. 
4.3. The multicurve Σ. Let O be an orbifold and Σ = {γ1, . . . , γk} be a multicurve in O.
The complement O \∪iγi is a union of (open) suborbifolds O1, . . . ,Or. We denote by O¯ j the
closure of O j in O. We do the following definitions
Σ j = {γ ∈ Σ : γ ⊂ O¯ j} for each j = 1, . . . , r
Σ
1
= {γ ∈ Σ : there exists a unique j ∈ {1, . . . , r} with γ ⊂ O¯ j}
Σ
2
= {γ ∈ Σ : there exist different j, j′ ∈ {1, . . . , r} with γ ⊂ O¯ j ∩ O¯ j′}
It will be convenient to collect the combinatorial information given by the suborbifolds
O j and the curves in Σ
2 in a graph R, as follows. The vertices of R are the suborbifolds
O1, . . . ,Or and there is an edge between two different vertices O j,O j′ if and only if there is
a γ ⊂ O¯ j ∩ O¯ j′ (this graph does not have loops). We choose a spanning tree T of R.
4.4. Choice of basepoints and paths β j,γ, β j, βγ. Wewill choose basepoints and paths join-
ing them in a convenient way that we explain next (see Figure 1).
(1) For each j = 1, . . . , r, take a basepoint ∗ j in O j \ SingO. For any γ = γi ∈ Σ choose
a basepoint ∗γ ∈ γ \ SingO.
(2) Let j = 1, . . . , r. For each γ ∈ Σ2 ∩ Σ j we consider a simple path β j,γ from ∗ j to
∗γ. For each γ ∈ Σ
1 ∩ Σ j we consider two simple paths β
a
j,γ
, βb
j,γ
from ∗ j to ∗γ such
that βa
j,γ
(βb
j,γ
)−1 intersects γ exactly once and, in the case that γ is an arc, βa
j,γ
(βb
j,γ
)−1
bounds a disc which contains just one of the endpoints of γ and no other cone point
(thus, βa
j,γ
(βb
j,γ
)−1 is freely homotopic to either γa or γb). Moreover we choose all
these paths so that they are disjoint except at their endpoints.
(3) We choose one of the ∗ j as basepoint for O, for instance ∗ = ∗1. We choose β1 to
be the constant path, and we will choose the paths β j, βγ( j = 2, . . . , r, γ ∈ Σ) going
along the paths that we have already chosen in (2), as follows. For j = 2, . . . , r, let
T j = O1γi1O j2γi2 . . .O j be the path in the tree T from O1 to O j, given by its sequence
of vertices and edges (notice that all the curves γ in T j are in Σ
2). The path β j is
determined from T j, replacing each occurrence of OkγOk′ by βk,γβ
−1
k′,γ
. Finally, let
γ ∈ Σ. If γ ∈ Σ1, then we take βγ = β jβ
a
j,γ
. Otherwise, if γ ∈ Σ j ∩ Σ j′ for j , j
′, we
choose one of the indexes j, j′, for instance j, and take βγ = β jβ j,γ.
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4.5. The polygon P. By a closed polygon we mean a space homeomorphic to a closed
Euclidean polygon with a finite number of sides. In particular, we can speak of sides (that
we will consider open segments) and vertices of the polygon. A polygon will be a closed
polygon minus some subset of its vertices and edges. The boundary of the polygon is the
union of its sides and vertices.
In next lemma we will cut the orbifold O into a polygon with some additional require-
ments. This will be used to label the points in the covering space S in terms of O and Φ. In
the lemma, the arcs β j, βγ, β j,γ are thought both as maps from the unit interval to O and as
the images if these maps.
Lemma 4.2. There is polygon P and a continuous bijection b : P → O so that
(a) b−1(SingO) is contained in the boundary of P;
(b) for each j = 1, . . . , r and for each γ ∈ Σ, the maps b−1β j and b
−1βγ are continuous.
(c) for each j and each γ ∈ Σ j ∩ Σ
2, the restriction of the map b−1β j,γ to the interval
[0, 1) is continuous;
(d) for each j and γ ∈ Σ j ∩ Σ
1, the restriction of the maps b−1βa
j,γ
, b−1βb
j,γ
to [0, 1) are
continuous.
Proof. We will obtain P in several steps, by cutting the orbifold O along a set W of curves.
At each step, when we say “cut R along Z ⊂ R” we mean “remove Z from R and then do the
metric completion”. In this way, we obtain a pair (Q, b) where Q is the space (R−Z)c, and b
is a surjective map b : Q → R which is the identity in R−Z and extends by continuity to the
remaining points of Q.
(I) Cut O along all the curves γ ∈ Σ1 (if any). We obtain (Q1, b1), with Q1 an orbifold
with boundary (maybe empty). Notice that, if γ ∈ Σ is an arc contained in O¯ j then the curve
(βb
j,γ
)−1βa
j,γ
separates Q1 into two components, one of them is topologically a disc, which we
denote by Dγ.
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(II) Cut Q1 along all the curves γ in R−T , where T is the spanning tree in the graph R
defined in Section 4.3. We obtain (Q2, b2), with Q2 another orbifold with boundary.
Consider the set
B =
⋃
j=1,...,r
γ∈Σ
(β j,γ ∪ β
a
j,γ ∪ β
b
j,γ ∪ Dγ) =
⋃
j=1,...,r
⋃
γ∈Σ j
(β j,γ ∪ β
a
j,γ ∪ β
b
j,γ ∪ Dγ)
 = ⋃
j=1,...,r
B j,
where we have denoted by B j the set into brackets.
We claim that, after step (II), the set B is contractible. Indeed, for each j, the set
∪γ∈Σ j∩Σ2β j,γ is contractible, by construction. Actually, it is homeomorphic to a tree. Adding
to this set the curves βa
j,γ
, βb
j,γ
for γ ∈ Σ j ∩ Σ
1 produce loops, but these loops are cut into arcs
in step (I). Thus, each set B j is contractible. Finally, after step (II), the sets B j are joined
among them following the rules given by the tree T , i.e., if O j,O j′ are connected in the tree,
then B j and B j′ share a single point. It follows that B is contractible.
Notice also that Q2−B is connected, because B intersects each boundary component of
Q2 in a connected set.
(III) This step is technical: we cut along some curves, but these curves will not be in
the cutting locus W. Cut Q2 along B to obtain (Q3, b3), where Q3 is homeomorphic to a
connected orbifold with non-empty boundary, and b3 : Q3 → Q2. Notice that:
• if Q2 has no boundary, then b
−1
3
(B) is the only boundary component of Q3;
• on the other hand, if Q2 has non-empty boundary, then b
−1
3 (B) is strictly contained in
a boundary component of Q3. This is because, in this case, B has at least one point
in ∂Q2, since ∂Q2 corresponds to the cuttings done in steps (I) and (II), and these
cuttings are along curves γ ∈ Σ, which always contain the points ∗γ.
In both cases let Y1 the boundary component of Q3 containing b
−1
3
(B).
(IV) Now we want to cut Q3 into a polygon, with SingQ3 in its boundary, and avoiding
b−1
3
(B). This can be easily done: first cut along non-separating curves zi to obtain an orbifold
Q4 of genus 0. Let Y1, Y2, . . . , Ys be the set of boundary components and cone points of
Q4. If Y1 was the only boundary component of Q3, take simple and disjoint (except at
their endpoints) arcs wi, i = 2, . . . , s joining the cone points Yi, Yi+1. In the other case, take
wi, i = 1, . . . , s as before, but only taking care that w1 does not intersect b
−1
3
(B).
(V) Let W ⊂ P be the union of (the images under the bi of) the curves we have cut along
in steps (I), (II) and (IV). Then cutting O along W we obtain (P¯, b¯), where P¯ is a closed
polygon satisfying (a). Notice that b¯−1 is well defined and continuous when restricted to
O−W.
Finally, we will remove some parts of the boundary of P¯ to obtain (P, b) so that b be a
bijection and so that all the conditions (a)-(d) be satisfied. Notice that (a), (c) and (d) will be
automatically satisfied, since the arcs β j,γ, β
a
j,γ
, βb
j,γ
only intersect W in their final endpoint.
Thus, we only need to care about (b).
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Notice that W ∩ β j = ∅ for any j = 1, . . . , r, because β j only intersects curves γ in
the tree T , and these curves are not intersected by W (as seen in (III)). Thus, b−1β j will
be continuous, independently of which subset of ∂P¯ we remove. On the other hand, take
γ ∈ Σ1, and notice that W ∩ βγ = {∗γ}. Then b¯
−1(βγ) contains two preimages of ∗γ, one of
them isolated. Then, we remove from ∂P¯ the preimage of γ containing the isolated preimage
of ∗γ. We proceed in similar way with the γ ∈ Σ
2 such that γ ⊂ W (if γ 1 W, then we need
do nothing). Finally, we remove parts of the boundary of P¯ in any way, in order to obtain a
(P, b) where now b is a bijection. 
4.6. Notations concerning the covering and main result. It will be key for Theorem 4.1
a labeling for the points in the covering space S .
(1) We fix a point ∗˜ in p−1(∗).
(2) Let b˜ : P → S be the unique lift of b such that b˜(b−1(∗)) = ∗˜, and let P˜ = b˜(P). If
y ∈ O we call y˜ the only point in p−1(y) ∩ P˜.
(3) If α is a path in O with origin in ∗, we denote by α˜ its unique lift starting at ∗˜.
(4) We have that S = ∪g∈Gg · P˜, and the union is disjoint except for the preimages of the
cone points of O (notice that e · P˜ = P˜, where e is the identity element of G). In this
way, if y ∈ O is not a cone point, then p−1(y) = {g · y˜ : g ∈ G}.
Theorem 4.1. Let (S ,G, ι) be an action of the group G on S , let p : S → O be the associated
branched covering and let Φ : pi1(O, ∗)→ G be the associated epimorphism.
Let Σ = {γ1, . . . , γk} be a multicurve inOwhich decomposesO in the suborbifolds O1, . . . ,Or,
and let GΣ be the stable graph determined by Σ under p. We consider the homomorphisms
Φ j and Φγ and follow the notations as explained above.
Then:
(i) (Number of vertices of GΣ.) The number of vertices of GΣ is equal to
V =
|G|
|ImΦ1|
+ . . . ,+
|G|
|ImΦr |
The vertex of GΣ denoted by V j,gImΦ j or by V j,g (for j = 1, . . . , r, g ∈ G) is the compo-
nent of p−1(O j) which contains the points gImΦ j · ∗˜ j. The map V j,g 7→ (O j, gImΦ j)
gives a bijection between the set of vertices of GΣ and the set {(O j, gImΦ j) : j =
1, . . . , r, g ∈ G}.
(ii) (Number of edges of GΣ.) The number of edges of GΣ is equal to
E =
|G|
|ImΦγ1 |
+ . . . ,+
|G|
|ImΦγk |
.
The edge of GΣ denoted by Eγ,gImΦγ or by Eγ,g (for γ ∈ Σ, g ∈ G) is the component
of p−1(γ) which contains the points gImΦγ · ∗˜γ. The map Eγ,g 7→ (γ, gImΦγ) gives a
bijection between the set of edges and the set {
(
γi, gImΦγi
)
: i = 1, . . . , k, g ∈ G}.
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(iii) (Degrees of vertices.) The degree of the vertex V j,g is equal to
D j = |ImΦ j|
 ∑
γ∈Σ j∩Σ2
1
|ImΦγ|
+ 2
∑
γ∈Σ j∩Σ1
1
|ImΦγ|
 .
(iv) (Weights of vertices.) The weight w j of the vertex V j,g is equal to
w j = 1 −
1
2
(
|ImΦ j| χ(O j) + D j
)
.
(v) (Edges connecting vertices.) Let Eγ,g be an edge, γ ∈ Σ.
Case 1. If γ ∈ Σ j∩Σ j′ , for j , j
′, then Eγ,g joins V j1 ,gΦ(βγβ−1j1γβ
−1
j1
) and V j1,gΦ(βγβ−1j2γβ
−1
j2
) (notice
that one of the paths βγβ
−1
jiγ
β−1ji , i = 1, 2 is trivial).
Case 2. If γ ∈ Σ1 ∩ Σ j, then Eγ,g joins V j,g and V j,gΦ(βγ(βbj,γ)−1β
−1
j
) ( see Figure 1).
Remark 4.1. Parts (i) to (iv) of the previous theorem depend only on the number of elements
of the subgroups ImΦ j and ImΦγ for all j = 1, . . . , r and γ ∈ Σ.
Proof. (i) The vertices of GΣ are the connected components of S − p
−1(Σ). Each of these
connected components is a covering of one of the suborbifolds O j, j = 1, . . . , r. Thus, we
can also see the vertices of GΣ as the connected components of p
−1(O j) for all j = 1, . . . , r.
Then, the result follows from Lemma 4.1.
(ii) The number E of edges of GΣ is the number of connected components of p
−1(Σ),
which, in turn, is E = Σk
i=1
nγi , where nγi is the number of connected components of p
−1(γi)
(since the γi are disjoint, their preimages are also disjoint). As in part (i), the result then
follows from Lemma 4.1.
(iii) Let V j,g be a vertex of GΣ. For each γ ∈ Σ that is contained in O¯ j, we consider a small
closed tubular neighborhood Uγ not intersecting any other cone point or γi. Thus, if γ is a
closed curve, Uγ is homeomorphic to an annulus, while if γ is an arc, Uγ is homeomorphic
to a disc.
Let γ ∈ Σ j, i.e., γ ⊂ O¯ j. We distinguish three cases.
1. γ ∈ Σ2, i.e., γ is closed and contained in another O¯ j′ , for j
′
, j. In this case, only
one boundary component of Uγ is contained in O j. We call this component γ
1.
2. γ ∈ Σ1 and is a closed curve. In this case, the two boundary components γ1, γ2 of Uγ
are contained in O j
3. γ is an arc (thus, γ ∈ Σ1). In this case, Uγ has just one boundary component γ
1,
which is contained in O j
In this situation, the degree of V j,g is the number of connected components of⋃
γ∈Σ j∩Σ
2
(p|V j,g )
−1(γ1) ∪
⋃
γ∈Σ j∩Σ
1
γ closed curve
(
(p|V j,g)
−1(γ1) ∪ (p|V j,g)
−1(γ2)
)
∪
⋃
γ∈Σ j∩Σ
1
γ arc
(p|V j,g)
−1(γ1)
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The number of components of (p|V j,g)
−1(γi) is computed using Lemma 4.1(c) applied to the
covering map p|V j,g : V j,g → O j and taking X = γ
i. The automorphism group of this covering
is the stabilizer of V j,g, which, by Lemma 4.1(a), is equal a conjugate of ImΦ j. On the other
hand, when γ is a closed curve, then γi is homotopic to γ and therefore ImΦX = ImΦγ.
While, if γ is an arc, then γ1 is homotopic to γaγb (recall the notation from Section 2.1), and
therefore |ImΦX | =
1
2
|ImΦγ|. Putting all together, we obtain the desired result.
(iv) The weight w j of the vertex V j,g is determined by the regular branched covering
p|V j,g : V j,g → O j. Explicitly, if the orbifold O j has signature (τ, c;m1, . . . ,mn j), then p|V j,g
has |ImΦ j| sheets and n j branched points or orders m1, . . . ,mn j . By the Riemann-Hurwitz
formula we have that χ(V j,g) = |ImΦ j| χ(O j). Since by part (iii) we know the number of
boundary components of V j,g, the relation χ(V j,g) = 2 − 2w
j − c between the Euler charac-
teristic and the genus of a surface gives the desired result.
(v) The proof of this part is based in the following two observations.
(a) Let α˜ be a path in S with pα˜(0) = x, pα˜(1) = y. If the map b−1pα˜ is continuous, and
α˜(0) = g · x˜, then α˜(1) = g · y˜.
(b) Let γ ∈ Σ, γ ⊂ O¯ j. Consider Eγ,g, which contains the point g · ∗˜γ. Suppose there is a
path α˜ from g′ · ∗˜ j to g · ∗˜γ such that the restriction of the map b
−1pα˜ to the interval
[0, 1) is continuous. Then Eγ,g is in the boundary of V j,g′ .
If b−1pα˜ is continuous, then it is a path in P whose lift to S is α˜. Then, by the notations
before the theorem, we have (a). For (b), since b−1pα˜([0, 1)) is connected and α˜(0) = g′ · ∗˜ j,
by (a) we have that all the points α˜(t), t ∈ [0, 1) are also labeled as g′ · y˜, where for y ∈
{pα˜(t) : 0 ≤ t < 1}. Thus, all the points α˜(t), 0 ≤ t < 1 are in V j,g′ and, since these points
converge to g · ∗˜γ, the result follows.
Case 1: γ ∈ Σ2, i.e., γ ⊂ O¯ j1 ∩ O¯ j2 . Then, the edge Eγ,g is in the boundary of a component
which projects onto O j1 and another which projects onto O j2 . We need to know the precise
labels of these components, and this can be done using the previous observations. Indeed,
consider in O the loops ∆i = βγβ
−1
ji,γ
β−1ji i = 1, 2 (notice that one of them is trivial, by the
definition of βγ). Let gi = Φ(∆i), so that ∆˜i(1) = gi · ∗˜. Since b
−1βγ is continuous (by Lemma
4.2(b)) and ∆˜i(0) = ∗˜, by (a) above we have that ∆˜i contains the point ∗˜γ. Also, since the
b−1β ji is continuous (by Lemma 4.2(b)) and β ji joins ∗ and ∗ ji , then the lift of β ji contained
in ∆˜i joins the points gi · ∗˜ and gi · ∗˜ ji . Thus, the lift of β ji,γ contained in ∆˜i goes from gi · ∗˜ ji
to ∗˜γ. Since (b
−1β ji,γ)|[0,1) is continuous (by Lemma 4.2(c)), then by (b) above, Eγ,e is in the
boundary of V ji,gi . In terminology of the graph GΣ, the edge Eγ,e joins the vertices V j1,g1 ,
V j2,g2 .
Now, for a general g ∈ G, g(Eγ,e) joins g(V j1,g1) and g(V j2,g2), i.e., Eγ,g joins V j1 ,gg1 and
V j2,gg2 , as stated.
Case 2: γ ∈ Σ1, assume γ ⊂ O¯ j. We proceed in a similar way as before. Consider the
loops ∆1 = βγ(β
a
j,γ
)−1β−1
j
(which is trivial, by the definition of βγ) and ∆2 = βγ(β
b
j,γ
)−1β−1
j
. Let
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gi = Φ(∆i), i = 1, 2 (g1 is the identity). Then ∆˜i starts at ∗˜ and ends at gi · ∗˜ and contains one
preimage of ∗γ and one preimage of ∗ j. Since b
−1βγ is continuous, the first preimage is ∗˜γ.
And since b−1β j is continuous, then the second preimage is gi · ∗˜ j. Then, gi · ∗˜ j is joined to
∗˜γ through a lift of the path β
a
j,γ
, for i = 1, or the path βb
j,γ
, for i = 2. Since (b−1βa
j,γ
)|[0,1) and
(b−1βb
j,γ
)|[0,1) are continuous (by Lemma 4.2(c)(d)), by (b) above we have that Eγ,e bounds
the components V j,g1 and V j,g2 . For general g ∈ G, Eγ,g bounds the components V j,gg1 and
V j,gg2 , as is claimed in the statement. 
Detailed examples of application of this theorem can be seen in Section 5.
5. Examples: Pyramid families
5.1. Pyramidal action. In this section we consider the 2-dimensional equisymmetric stra-
tum of pyramidal hyperbolic surfaces Pn ⊂ Bn, which we define below. This stratum was
also studied in [14] in order to to determine the Riemann period matrices of the jacobians of
its elements. Here, we work out the characterization of the strata of M̂n intersected by P̂n.
This is done by mainly using Theorem 5.1.
Let G = Dn be the dihedral group of order 2n with presentation
Dn = 〈ρ, σ : ρ
n
= σ2 = (σρ)2 = 1〉.
We will call rotations of the dihedral group to the elements of the subgroup 〈ρ〉 and symme-
tries to the remaining elements. We recall that a rotation and a symmetry are never conjugate
in Dn. Also recall that if n is odd, all the symmetries are conjugate, while if n is even there
are two different conjugate classes of symmetries.
Let S be a surface of genus n ≥ 3. We consider the action of Dn on S given in the Figure
2. That is, we imagine S as the surface surrounding the edges of the projection of a regular
n-pyramid onto its base. Then the action of ρ is given by the restriction of the Euclidean
rotation of order n with axis the axis of the pyramid. And the action of σ is given by a
rotation of order 2 whose axis is a symmetry axis of the n-agonal base of the pyramid.
The quotient orbifold O = S/Dn has signature (0; 2, 2, 2, 2, n). Let P1, . . . , P4 be the cone
points of order 2 and P5 the cone point of order n, and let xi be a loop surrounding Pi (see
Figure 2). Then the fundamental group of this orbifold has presentation
pi1(O) = 〈x1, x2, x3, x4, x5 : x
2
1 = x
2
2 = x
2
3 = x
2
4 = x
n
5 = x1x2x3x4x5 = 1〉.
An epimorphism which determines this action is Φ : pi1(O) → Dn defined as
Φ(x1) = σ, Φ(x2) = Φ(x3) = Φ(x4) = ρσ, Φ(x5) = ρ.
This action will called the pyramidal topological action. In our notation, the equisym-
metric locus determined by this action is Mn(Dn,O,Φ). In [14], for any n ≥ 3, a Fuchsian
uniformization for the family Pn is given with another epimorphisms θ. Nevertheless a
calculation proves that θ is in the same topological equivalence class of Φ. Therefore the
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Figure 2. Pyramids
2-dimensional family Pn coincides with our stratum Mn(Dn,O,Φ). For brevity, in what
follows, we will use the notation Pn.
Notation. Extending the notation for the dihedral groups, we will use D1 to denote the group
generated by one reflection, which is isomorphic to Z2, and D2 for the group generated by
reflections in two orthogonal lines, which is isomorphic to Z2 × Z2.
Remark 5.1. There is only one topological equivalence class of actions of D3 on a hyper-
bolic surface S of genus n = 3 (see [8]), and this action is topologically equivalent to the
pyramidal action. There are two different topological equivalence classes of actions of D4
on a Riemann surface of genus n = 4 (see [17]). It can be verified by a calculation that one
of them is topologically equivalent to the pyramidal action.
5.2. Multicurves in O and first examples. We will consider any (admissible) multicurve
Σ in O and, using Theorem 4.1, we will find the stable graph GΣ determined by Σ under p. In
the orbifold O, with signature (0; 2, 2, 2, 2, n), it is easy to see that there are only four types
of admissible multicurves, up to homeomorphism of O taking one to the other: (1) Σ = {γ}
with γ an arc; (2) Σ = {γ1, γ2} with both γ1, γ2 arcs; (3) Σ = {γ} with γ a closed curve which
separates three cone points of order 2 from the other cone points; and (4) Σ = {γ1, γ2} with
γ1 an arc and γ2 a closed curve as in (3).
We start by illustrating in detail how Theorem 4.1 is used in two concrete examples of
multicurves of O.
Example 1. Consider the multicurve Σ = {γ}, where γ is the arc joining the cone points
P3, P4 shown in the top-left figure of Figure 3. The complement O−Σ consists only of one
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Figure 3. Examples 1 and 2
suborbifold O1. We choose the basepoints ∗1 = ∗ and ∗γ ∈ γ and the path β1,γ as shown that
figure.
The suborbifold O1 is an (open) disc with three cone points of orders 2, 2, n. Its funda-
mental group is the subgroup of pi1(O, ∗) generated by x1, x2, x5. Then, ImΦ1 = 〈σ, ρ〉 = G,
and by Theorem 4.1(i), the number of vertices of GΣ is 1.
On the other hand, recalling the notations of Section 2.1 and of Section 4.2, we have that
the fundamental group of γ (as a 1-dimensional orbifold) is generated by the loops γa, γb
and i∗(γ
a), i∗(γ
b) are homotopic to x3, x4. Thus, ImΦγ = 〈ρσ〉, and |ImΦγ| = 2. Therefore,
by Theorem 4.1(ii), the number of edges of GΣ is n.
Theorem 4.1(iii) shows that the degree of the only vertex V1,e is equal to 2n(2
1
2
) = 2n (of
course since there is only one vertex, its degree must be twice the number of edges).
Finally, by part (iv) of that theorem, and taking into account that χ(O1) = −1 +
1
n
, the
weight of the vertex is
1 −
1
2
(
2n(−1 +
1
n
) + 2n
)
= 0.
Thus, GΣ is the stable graph consisting on one vertex with weight 0 and n loops (see Figure
5 (1)).
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Example 2. Consider the multicurve Σ = {γ}, where γ is the arc joining the cone points
P3, P4 as in the bottom-left figure of Figure 3. As before, the complement O−Σ consists
only of one suborbifold O1, which is a disc with three cone points of orders 2, 2, n. The
fundamental group of O1 is now generated by the loops x1, x
−1
3
x2x3, x4x5x
−1
4
. Then, ImΦ1 is
the subgroup of G generated by σ, ρσ, ρσρ2σ, which is again the whole group G.
On the other hand, the generators γa, γb of pi1(γ, ∗γ) are mapped by i∗ to x3, x
−1
1 x4x1.
Therefore
ImΦγ = 〈ρσ, σρ〉 = 〈ρσ, ρ
2〉.
Notice that this group is again the whole group G if n is odd, but is a subgroup of index 2 of
G if n is even.
According to that, and applying Theorem 4.1, we have the following.
n odd: the graphGΣ has
2n
2n
= 1 vertex, 2n
2n
= 1 edge, and the vertex has degree 2n 2
2n
= 2
and weight 1 − 1
2
(
2n(−1 + 1
n
) + 2
)
= n − 1.
n even: the graph GΣ has
2n
2n
= 1 vertex, 2n
n
= 2 edges, and the vertex has degree
2n 2
n
= 4 and weight 1 − 1
2
(
2n(−1 + 1
n
) + 4
)
= n − 2.
In Figure 3 we can see pictures of the preimage of Σ in example 1 and example 2 for n = 4
and for n = 5. By pinching these curves, we obtain the stable surfaces corresponding to the
stable graphs GΣ.
5.3. Multicurves Σ consisting in one arc. Theorem 5.1 below will show all the stable
graphs determined by Σ under p when Σ is a multicurve consisting only of one arc γ. Ex-
amples 1 and 2 above are two cases of this theorem. Next lemma will be useful in that
theorem.
Lemma 5.1. Let γ be a simple arc in O joining two cone points of order 2 and let γa, γb
be the generators of pi1(γ, ∗γ) (recall notation in Section 2.1). Then Φγ(γ
aγb) = ρk for some
k = 1, . . . , n and ImΦγ is a dihedral subgroup of Dn isomorphic to Dm, with m =
n
(n,k)
, where
(n, k) denotes the greatest common divisor of n, k.
Conversely, given any m dividing n, there is an arc γ so that ImΦγ is isomorphic to Dm.
Proof. Assuming γ joins the cone points Pi1 , Pi2 , i1, i2 = 1, . . . , 4, then the loops βγγ
aβ−1γ ,
βγγ
bβ−1γ are conjugate to xi1 and xi2 . Since Φ(xi1),Φ(xi2) ∈ {σ, ρσ}, we have that Φγ(γ
a),
Φγ(γ
b) are both conjugate to σ or ρσ; thus, they are symmetries of Dn and their product is a
rotation, say ρk, which has order m = n
(n,k)
. Hence,
ImΦγ = 〈Φγ(γ
a),Φγ(γ
b)〉 = 〈Φγ(γ
a),Φγ(γ
aγb)〉  Dm.
For the converse, we consider the following two families of examples of Σ = {γ}, where
γ is shown on the bottom of Figure 4. On the top of that figure, we show another view of
the orbifold O1.
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Family on the bottom left: The arc γ starts at P3, wraps k times around P1, P4 and
ends at P4, with k ≥ 0. The fundamental group of the orbifold γ is generated by the
two loops γa, γb. Then
Φγ(γ
a) = Φ(βγγ
aβ−1γ ) = Φ(x4) = ρσ
Φγ(γ
b) = Φ(βγγ
bβ−1γ ) = Φ
(
(x1x4)
kx1x3x
−1
1 (x1x4)
−k
)
= (σρσ)kσρσσ(σρσ)−k = σρk+1σρ−kσ = σρ2k+1.
In this way, we have
ImΦγ = 〈ρσ, σρ
2k+1〉 = 〈ρσ, ρ2(k+1)〉.
Case in the top right: Notice that the previous family does not include the case on
this figure, so we consider it apart. In this case, we have
Φγ(γ
a) = Φ(βγγ
aβ−1γ ) = Φ(x3) = ρσ
Φγ(γ
b) = Φ(βγγ
bβ−1γ ) = Φ(x
−1
4 ) = ρσ,
and thus
ImΦγ = 〈ρσ, ρσ〉 = {ρσ, 1}  D1.
Family on the bottom right: The arc γ starts at P3, wraps k ≥ 0 times around P1, P4
and ends at P1. As before, pi1(γ, ∗γ) = 〈γ
a, γb〉, and in this case we have
Φγ(γ
a) = Φ(βγγ
aβ−1γ ) = Φ(x1) = σ
Φγ(γ
b) = Φ(βγγ
bβ−1γ ) = Φ
(
(x4x1)
kx3(x4x1)
−k
)
= (ρσσ)kρσ(ρσσ)−k = ρkρσρ−k = ρ2k+1σ.
22 RAQUEL DI´AZ AND VI´CTOR GONZA´LEZ-AGUILERA
PSfrag replacements
∗
∗ j1
∗ j2
∗γ
∗ j
β j1
β j2
βγ
β j1,γ
β j
βa
j,γ
βb
j,γ
β j2,γ
∆
γ
δ
Oj1
Oj2
∆
γ
δ
Oj
P1
P2
P3
P4
P5
e
σ
ρ
ρ2
ρ3
ρσ
ρ2σ
ρ3σ
2pin
∗
∗γ
γ
∗
∗γ
βγ
O
x1
x2
x3
x4
x5
∗
∗ j
P1
P2
P3
P4
P5
e
σ
ρ
ρ2
ρ3
ρσ
ρ2σ
ρ3σ
2pin
∗
∗γ
γ
O1
x1
x2
x3
x4
x5
βγ
1
1
1
1
1
1
0
n
m
n − n
m ...
ww
(1) Σ = one arc (2) Σ = two arcs (3) Σ = one closed curve
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Figure 5. Types of graphs appearing in Theorems 5.1, 5.2, 5.3, 5.4. No
number assigned to a vertex means weight equal zero.
In this way, we have
ImΦγ = 〈σ, ρ
2k+1σ〉 = 〈σ, ρ2k+1〉.
The three cases above show that for any d = 1, . . . , n, there is γ so that ImΦγ is isomorphic
to the dihedral group D n
(n,d)
. Now, given m > 0 dividing n, just take d = n
m
and we obtain the
result. 
Theorem 5.1. The multicurve Σ consists of exactly one arc if and only if there is number
m ≥ 1 dividing n such that the stable graph GΣ has one vertex and n/m edges (thus, the
degree of the vertex is 2n/m and its weight is n − n/m, see Figure 5(1)).
Proof. Let Σ = {γ}where γ is an arc. As in examples 1, 2 above, the complement of Σ is just
one orbifoldO1, which is a disc with three cone points of orders 2, 2, and n. The fundamental
group of O1 is generated by a a conjugate of x5 and conjugates of xi, x j, where xi, x j are
the loops surrounding the two cone points of order 2 in O1. Thus, ImΦ1 is generated by
y1, y2, y3, where y1 a conjugate of Φ(x5) and y2, y3 are conjugates of Φ(xi),Φ(x j). Now,
Φ(x5) = ρ, which has order n, and thus y1 has also order n. On the other hand, Φ(xi),Φ(x j)
are equal to one of σ, ρσ, which are symmetries of the dihedral group Dn. Therefore, y2, y3
are also symmetries of Dn. In conclusion, ImΦ1 is generated by an element of order n and
a symmetry, and thus, it is the whole group Dn. Applying Theorem 4.1(i), we have that GΣ
has one vertex.
LIMIT POINTS OF THE BRANCH LOCUS OF Mg. 23
On the other hand, by Lemma 5.1, ImΦγ is isomorphic to some Dm. Then, by Theorem
4.1(ii), we have that the number of edges is equal to 2n
2m
, which proves the desired result.
Conversely, suppose GΣ is a graph as stated. Since it has only one vertex, then O− Σ
consists just of one suborbifold. Then, it is either Σ = {γ} or Σ = {γ1, γ2}. Theorem 5.2
below shows that the second possibility is impossible since it produces a graph with two
vertices. Now, givenm > 0 dividing n, by Lemma 5.1, there is γ so that ImΦγ is isomorphic
to Dm. Taking Σ = {γ}, and using Theorem 4.1, the graph GΣ has
2n
2d
edges, and the result
follows. 
5.4. Multicurves Σ consisting in two arcs.
Theorem 5.2. (a) Suppose Σ = {γ1, γ2} where γ1, γ2 are both arcs. Then GΣ is the stable
graph consisting on two vertices of the same weight and E edges joining one vertex to the
other, where E = (n, k) + (n, k + 1) for some k = 1, . . . , n (see Figure 5(2)).
(b) Moreover, if G is a stable graph of genus n with two vertices of equal weight and
(n, k) + (n, k + 1) edges joining the two vertices (for some k = 1, . . . , n), then there is a
multicurve Σ = {γ1, γ2} where the γi are arcs, so that G = GΣ.
Proof. (a) Assume γ1 joins the cone points Pi1 , Pi2 and γ2 joins the cone points Pi3 , Pi4 ,
where (i1, i2, i3, i4) is a permutation of (1, 2, 3, 4).
The complement O−Σ is an orbifold O1 which is an annulus with a cone point of order
n. The fundamental group pi1(O1, ∗) is generated by z1x5z
−1
1
and z2xi1z
−1
2
z3xi2z
−1
3
for some
z1, z2, z3 ∈ pi1(O, ∗). Then, ImΦ1 is generated by a conjugate of Φ(x5), which is an element
of order n, and by Φ(z2xi1z
−1
2 )Φ(z3xi2z
−1
3 ), the product of two symmetries, that is a rotation.
Thus, ImΦ1 = 〈ρ〉, |ImΦ1| = n and the number of vertices of GΣ is 2n/n = 2.
On the other hand, by Lemma 5.1, ImΦγ1 , ImΦγ2 are both dihedral subgroups of Dn, say
ImΦγ1 = 〈Φγ1(γ
a
1),Φγ1(γ
a
1γ
b
1)〉  Dm1 , ImΦγ2 = 〈Φγ2(γ
a
2),Φγ2(γ
a
2γ
b
2)〉  Dm2 ,
for some m1,m2 dividing n. Now, calling γ
′
i
= βγiγ
a
i
γb
i
β−1γi , i = 1, 2, and looking at the
fundamental group of O1, we have the equality γ
′
2
= γ′
1
(z1x5z
−1
1
), up to the orientation of
γ′
1
, γ′
2
. Thus,
Φ(γ′2) = Φ(γ
′
1)Φ(z1x5z
−1
1 ) = Φ(γ
′
1) ρ
±1
where we have used that Φ(x5) = ρ and any conjugate of ρ is equal to ρ
±1. Now, we
know that Φ(γ′1),Φ(γ
′
2) are rotations of Dn (since they are product of two symmetries), say
Φ(γ′1) = ρ
k, for k any integer modulo n. Thus, Φ(γ′2) = ρ
k±1. Since ImΦγi  Dmi , we have
that the order of γ′
i
is mi, i.e.,
n
(n,k)
= m1 and
n
(n,k±1)
= m2. Then, by Theorem 4.1(ii), we have
that the number of edges of GΣ is equal to (n, k) + (n, k ± 1) and the result follows.
The two vertices have the same weight and the same degree because both vertices cover
the same suborbifold O1.
It is left to show that each edge joins the two vertices, for which, we will use Theorem
4.1(v). By part (i) of that theorem and since ImΦ1 = 〈ρ〉, the two vertices V1,e,V1,σ of
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Figure 6.
GΣ are in correspondence with the cosets 〈ρ〉, σ〈ρ〉. Let Eγi,g be an edge of GΣ, which is
in correspondence with the coset gImΦγi . Since Φγi is a dihedral subgroup, it contains
rotations and symmetries of Dn, and so does any coset gImΦγi . So we can assume that g
is a rotation. Now, with the notations of Section 4.3, we know that βγi(β
b
1,γi
)−1β−11 is freely
homotopic to either γa
i
or γb
i
, and thus Φ(βγi(β
b
1,γi
)−1β−11 ) is a symmetry of Dn. Thus, by the
theorem, the edge Eγi,g joins the vertices V1,e and V1,σ
(b) We take γ1, γ2 as in Figure 6, where both arcs wrap t ≥ 0 times around the points
P1, P4. Then we can compute that Φ(γ
′
1) = ρ
2t+2 and Φ(γ′2) = ρ
2t+3 so that 2t + 2, 2t + 3 =
k, k + 1 for all k ≥ 2. Since (n, k) = (n, k + an), a > 0, then the above is enough to prove the
remaining cases k = 1, 2. Nevertheless, Figure 6 shows also alternative arcs to obtain these
cases. 
Examples.
(1) For each n, there is always a multicurve Σ so that GΣ has two vertices with weight 0
and n + 1 edges joining both of them. (Just take k = n in the above theorem.)
(2) If n = 6, there are multicurves Σ such that GΣ has two vertices with the same weight
and either 3,5 or 7 edges.
5.5. Multicurves Σ consisting in one closed curve.
Theorem 5.3. (a) Suppose Σ = {γ} with γ a simple closed curve. Then, there is a
number m ≥ 1 dividing n so that the graph GΣ has
n
m
+ 1 vertices, one with weight 0
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and degree n and the others with weight 1 and degree m, and n edges, each of them
joins the vertex of weight 0 with a different vertex (see Figure 5(3)).
(b) Conversely, for any m ≥ 1 dividing n, there is multicurve Σ = {γ} with γ a closed
curve, such that its associated graph GΣ is the graph described above.
Proof. (a) The curve γ separates O into two discs, i.e., O−γ = O1 ∪ O2, where O1 contains
the cone point of order n and a cone point of order 2 and O2 contains the remaining three
cone points of order 2. We choose basepoints and paths as explained in Section 4.4, i.e.,
choose ∗ = ∗1 ∈ O1, ∗2 ∈ O2 and ∗γ ∈ γ, we take β1 to be the constant path, we choose β1,γ
and β2,γ, and we take βγ = β1,γ and β2 = β1,γβ
−1
2,γ
.
Since O1 contains the cone point of order n, ImΦ1 is generated by an element of order
n and by a symmetry of Dn. Thus, ImΦ1 = Dn and |ImΦ1| = 2n. On the other hand,
ImΦ2 is generated by three symmetries of Dn, and therefore is isomorphic to a dihedral
group, say Dm for some m dividing n, so that |ImΦ2| = 2m. Then, by Theorem4.1(i), GΣ has
2n
2n
+
2n
2m
= 1 + n
m
vertices.
To compute the number of edges, we see that ImΦγ is generated by the product of an
element of order n and a symmetry, and this product is always a symmetry. Thus |ImΦγ| = 2
and, by Theorem 4.1(ii), GΣ has
2n
2
= n edges.
Using parts (iii) and (iv) of that theorem, we can easily compute the degree and weight of
the vertices. Indeed, the vertex V1,e has degree D1 = 2n
1
2
= n and weight w1 = 1 − 1
2
(2n(1
2
−
n−1
n
)+n) = 0. Notice that all the other vertices V2,g, g ∈ Dn have the same degree and weight,
D2 = 2m
1
2
= m and w2 = 1 − 1
2
(2m(−1
2
) + m) = 1.
Finally, we use Theorem 4.1(v) to see how the edges connect vertices. Notice that both
loops βγβ
−1
1,γ
β−1
1
and βγβ
−1
2,γ
β−1
2
are homotopically trivial, thus, the edge Eγ,gImΦγ joins the
vertex V1,gImΦ1 to the vertex V2,gImΦ2 . Since ImΦ1 = Dn, all the vertices V1,gImΦ1 are equal to
V1,e, and since ImΦγ is conjugate to a subgroup of ImΦ2, then there are
|ImΦ2 |
|ImΦγ |
=
2m
2
edges
coming into any vertex V2, g. This proves the result.
(b) Given m ≥ 1 dividing n, we need to find a closed curve γ so that, with the notations
of the first part of the proof, ImΦ2 be isomorphic to the dihedral group Dm. Take the curve
γ as shown in Figure 7. We think of γ as bounding a disc neighborhood of an arc that joins
P5 to another cone point and wrapping t ≥ 0 times around another two cone points.
On the left part of the figure, ImΦ2 is generated by the three words ρσ, ρσ and ρ
t(ρσ)ρ−t =
ρ2t+1σ, i.e.,
ImΦ2 = 〈ρσ, ρ
2t〉.
On the right part of the figure, ImΦ2 is generated by the three words ρσ, ρσ and ρ
t+1(σ)ρ−t−1 =
ρ2t+2σ, i.e.,
ImΦ2 = 〈ρσ, ρ
2t+1〉.
The cases t = 0, t = 1 are shown on the bottom of the figure. In conclusion, by taking
different values of t we obtain all possible dihedral subgroups of Dn, so the result is proved.
Explicitly, suppose n
m
is even. Since the order of ρ2t is n
(n,2t)
, then this order is equal to m if
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and only if (n, 2t) = n
m
, and we can take t = n
2m
and use the figure on the left. Similarly, if n
m
is odd, then we can take t = 1
2
(
n
m
− 1
)
and use the figure on the right. 
5.6. Multicurves Σ consisting in an arc and a closed curve.
Theorem 5.4. (a) Let Σ = {γ1, γ2}, where γ1 is an arc and γ2 is a closed curve. Then
there exists m ≥ 1 dividing n so that the graph GΣ has:
i) n
m
vertices V0,V1, . . . ,Vn/m all of them with weight 0, V0 with degree n and the
others with degree m + 2;
ii) n + n
m
edges;
iii) for each vertex Vi, i > 0 there are m edges joining it to V0;
iv) the remaining edges join the vertices Vi, i > 0 in cycles of length d for some d
dividing n/m (see Figure 5(4)).
(b) For any m dividing n and:
i) d = n
m
, or
ii) d = 1, or
iii) n/m is even and d = 2
there is a multicurve Σ such that GΣ is the graph described in part (a).
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Proof. (a) In this situation, we have O−Σ = O1 ∪ O2, where O1 is an annulus with a cone
point of order 2, and O2 is a disc with a cone point of order 2 and a cone point of order n.
Then we have:
• ImΦ2 is the whole group, by the same argument as in Theorem 5.3. Thus, |ImΦ2| =
2n.
• Also as in Theorem 5.3, ImΦγ2 is generated by a symmetry, so that |ImΦγ2 | = 2.
• ImΦγ1 = 〈Φγ1(γ
a
1
),Φγ1(γ
a
1
γb
1
)〉 is, by Lemma 5.1, isomorphic to Dm for some m ≥ 1
dividing n. Thus, |ImΦγ1 | = 2m. Notice that βγ1(β
b
1,γ1
)−1β−1
1
is homotopic to either
βγ1γ
a
1
β−1γ1 or βγ1γ
b
1
β−1γ1 , so that Φ(βγ1(β
b
1,γ1
)−1β−1
1
) ∈ ImΦγ1 is a symmetry, that we
denote by S .
• Finally, pi1(O1, ∗1) is generated by the curve γ
′
1
= β1,γ1γ
a
1
γb
1
(β1,γ1)
−1, which sur-
rounds the arc γ1, and by a loop z surrounding the cone point of O1. Notice that
Φ1(γ
′
1
) = Φγ1(γ
a
1
γb
1
) and that Φ1(z) = Φ(z) is a symmetry, that we denote by s. Then,
ImΦ1 = 〈Φγ1(γ
a
1
γb
1
), s〉 is also isomorphic to Dm. Notice that ImΦγ1 and ImΦ1
are not necessarily equal, but share the subgroup Cm of index 2 containing all their
rotations.
For later purposes, we define R = S s, and let d be the minimum number such that Rd ∈
ImΦ1. If we call Cn to the subgroup of rotations of Dn and Cm to the subgroup of rotations
of ImΦ1, we have that d is the order of the coset R · Cm in Cn/Cm. In particular, d divides
n/m.
With the above information and using Theorem 4.1, we have that GΣ has 1 +
n
m
vertices,
one of them, V2,e, projecting over O2, and the remaining V1,g projecting over O1. The graph
GΣ has n +
n
m
edges, n of them Eγ2,g projecting over γ2 and the remaining Eγ1,g projecting
over γ1. The degree of the vertex V2,e is equal to D2 = 2n
1
2
= n, and its weight is w2 =
1− 1
2
(2n(1
2
− n−1
n
)+n) = 0. The degree of the vertices V1,g is equal toD1 = 2m(
1
2
+2 1
2m
) = m+2,
and their weight is w1 = 1 − 1
2
(2m(−1
2
) + m + 2) = 0.
It is left to show how the edges connect the vertices, for which we will use Theorem
4.1(v). We choose the basepoints and paths as explained in Section 4.4. Using the same
argument as in the proof of Theorem 5.3, we obtain that for each vertex V1,g there are m
edges projecting over γ2 joining it with V2,e.
On the other hand, since γ1 is in the closure of just O1, the edges Eγ1,g join vertices V1,g
among them. The edge Eγ1,e joins the vertices V1,e and V1,S , and this last vertex is equal to
V1,R because S ImΦ1 = S sImΦ1. Then we have that: the edge Eγ1,R joins the vertices V1,R
and V1,R2, the edge Eγ1,R2 joins the vertices V1,R2 and V1,R3 , etc. Clearly, V1,Rd = V1,e. We
claim that all the vertices V1,Rk , for k = 1, . . . , d are different. Indeed, let k, k
′
= 1, . . . , d. If
V1,Rk = V1,Rk′ then R
k−k′ ∈ ImΦ1, which contradicts the definition of d. This shows that there
is a cycle of d vertices V1,Rk joined by edges. Moreover, each vertex V1,Rk is joined to V2,e
with m edges and it is also joined to V1,Rk−1, V1,Rk+1. Since we already know that its degree is
m + 2, then this vertex is not joined to any other vertex.
Now, suppose V1,g, g ∈ Dn is a vertex different from all the previous ones. Then the edge
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Eγ1,gRk joins the vertices V1,gRk and V1,gRk+1 for all k = 1, . . . , d. Clearly, these vertices are all
different, because V1,Rk are. They are also different from the vertices V1,Rk , otherwise some
vertex would have degree greater than m + 2.
In conclusion, there are (n/m)/d cycles of length d of vertices projecting over O1. So the
result is proved.
(b) To prove this part, given m and d, we will find appropriate examples of multicurves
Σ = {γ1, γ2} such that ImΦγ1 be isomorphic to Dm and, with the notations introduced in the
proof of part (a), so that d be order of the coset R · Cm in Cn/Cm.
i) We consider first the curves γ1, γ2 on the top of Figure 8, where γ1 is the curve in one of
the three cases of Figure 4. In Lemma 5.1 we showed that γ1 can be chosen so that ImΦγ1
is isomorphic to Dm for any m dividing n. Now, just notice that, in the three figures, we can
take S = ρσ and s = σ or S = σ, s = ρσ. Thus, R = S s = ρ±1 and the order of R · Cm
in Cn/Cm is d =
n/m
( n
m
,1)
=
n
m
. Hence, all the vertices V1,g are connected by edges forming one
cycle.
ii) Next we consider the curves γ1, γ2 on the middle of Figure 8, where γ2 is the curve γ
in the examples in the proof of Theorem 5.3(b). On the left, we have S = Φ(γ1
a) = ρσ,
Φ(γ1
b) = ρtρσρ−t and s = Φ(z) = ρσ. So we have:
ImΦγ1 = 〈ρσ, ρ
t(ρσ)ρ−t〉 = 〈ρσ, ρ2t〉, ImΦ1 = 〈ρσ, ρ
2t〉
Similarly, on the right part of the figure, we have S = Φ(γ1
a) = ρσ, Φ(γ1
b) = ρt+1σρ−t−1 and
s = Φ(z) = ρσ.
ImΦγ1 = 〈ρσ, ρ
t+1σρ−t−1〉 = 〈ρσ, ρ2t+1〉, ImΦ1 = 〈ρσ, ρ
2t+1〉.
Thus, in both cases we have R = e and d = 1. Since, as varying t, ImΦγ1 is any possible
dihedral subgroups of Dn, we have that the graph GΣ has
n
m
vertices with one loop each.
iii) Finally we consider the curves on the bottom of Figure 8. In this case, ImΦγ1 is as
in case i), but now s = ρ(ρσ)ρ−1 = ρ3σ. Thus, R = S s = (ρσ)(ρ3σ) = ρ−2. On the other
hand, we have that ImΦ1 = 〈ρ
3σ, ρ2t〉 for the left-sided figure and ImΦ1 = 〈ρ
3σ, ρ2t+1〉 for
the left-sided figure. Thus, varying t we obtain that ImΦ1  Dm for all m dividing n. Then,
the order d of R in Cn/Cm is
d =
n
m
( n
m
, 2)
=
{
n/m if n/m is odd
1
2
(n/m) if n/m is even.
Hence, if n/m is odd, the vertices V1,g are as in the case ii). While, if n/m is even, the vertices
V1,g are joined by edges forming two cycles of length
1
2
(n/m). 
The previous theorems permit to describe exactly which strata of ∂M̂n are in the limit of
Pn when n is prime and when n = 4, whose only nontrivial divisor is 2.
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Figure 8. Examples for Theorem 5.4
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Figure 9. Stable graphs corresponding to the strata in the boundary of Pn for
n = 3, 4. No number assigned to a vertex means weight equal zero.
Corollary 5.1. If n = 4 or if n = p with p a prime number, then the strata of ∂P̂n ∩ M̂n are
exactly those described in Theorems 5.1, 5.2, 5.3, 5.4. See Figure 5.6 for the stable graphs
describing these strata for the cases n = 3, n = 4.
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