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Предлагается метод проектирования неравнополосного косинусно-модулированного банка 
фильтров с малым уровнем искажений, вносимых в реконструированный сигнал. Суть метода за-
ключается в использовании для расчета коэффициентов фильтра-прототипа оптимизационной про-
цедуры, позволяющей уменьшить искажения, вносимые при децимации/интерполяции сигналов в ка-
налах банка фильтров. Рассматривается вопрос выбора коэффициентов децимации/интерполяции, 
которые также учитываются при расчете фильтра-прототипа. Эффективность предлагаемого 
метода подтверждается практическими примерами. 
Введение 
Цифровые банки фильтров играют важную роль в системах связи, при обработке речи, 
изображений, в цифровой аудиоаппаратуре. Банк фильтров состоит из двух частей (рис. 1): 
банка фильтров анализа и банка фильтров синтеза [1–3]. Банк фильтров анализа H0(z), H1(z),…, 
HM–1(z) выполняет декомпозицию входного сигнала ][nx  на  M полосовых канальных сигналов 
(субполос). Как правило, для уменьшения нагрузки на вычислительную систему сигналы в ка-
налах банка фильтров подвергаются децимации. В случае если коэффициенты децимации во 
всех каналах Sk=M, банк фильтров называют критически децимированным, иначе банк фильт-
ров считают передискретизированным. Синтезирующий банк F0(z), F1(z),…, FM–1(z) производит 
интерполяцию канальных сигналов и восстановление исходного сигнала [ ]x n . 
При обработке речевых сигналов часто требуется осуществлять декомпозицию сигнала 
на субполосы с неравной шириной спектра. Примером может служить слуховой аппарат, где 
необходима декомпозиция входного сигнала, согласованная со слуховой системой человека. 
В этом случае наиболее эффективным подходом является использование неравнополосных бан-
ков фильтров. 
Существует два основных направления при построении неравнополосных банков фильтров: 
1. Использование пакета дискретного вейвлет-преобразования. В данном подходе для по-
лучения неравномерной декомпозиции применяется блок из двух согласованных фильтров низ-
кой и высокой частоты (импульсные характеристики данных фильтров представляют собой 
вейвлет-функции). Вначале исходный сигнал пропускается через блок согласованных фильтров 
низкой и высокой частоты, после чего выходные сигналы могут быть вновь обработаны при 
помощи двухканального банка фильтров. Данный процесс продолжается до тех пор, пока не 
будет получено необходимое частотное разрешение [4]. 
2. Использование частотного преобразования на основе фазового фильтра [5] (от англ. all-
pass transform). В данном случае применяется свойство деформации частотной оси при замене 
всех элементов задержки системы на фазовые звенья. Неравнополосный банк фильтров получа-
ется из равнополосного путем деформации частотной оси при помощи фазового преобразования. 
В работе [6] указывается, что банки фильтров с деформированной частотной осью облада-
ют меньшей групповой задержкой и вычислительной сложностью, чем сравнимые с ними нерав-
нополосные банки фильтров с древовидной структурой на основе пакета дискретного вейвлет-
преобразования. Поэтому в данной работе рассматривается банк фильтров, получаемый с исполь-
зованием фазового преобразования. В качестве исходного равнополосного банка фильтров, как 
правило, выбирается ДПФ- либо косинусно-модулированый банк фильтров [7–9]. Недостатком 
ДПФ-модулированных банков фильтров является то, что канальные сигналы имеют комплексные 
значения даже при действительном входном сигнале. Данное обстоятельство ведет к усложнению 
аппаратной/программной реализации как самого банка фильтров, так и последующей субполос-
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ной обработки сигналов. Поэтому в данной работе в качестве исходного выбирается косинусно-
модулированный банк фильтров (КМБФ).  
 
Рис. 1. Общая структура банка фильтров 
При проектировании неравнополосного КМБФ главной задачей является обеспечение при-
емлемого уровня амплитудных и фазовых искажений в восстановленном сигнале. Искажения 
возникают в результате передискретизации (децимации/интерполяции) сигналов в каналах банка 
фильтров. Передискретизация позволяет значительно уменьшить вычислительную сложность 
субполосной обработки, однако приводит к возникновению эффектов наложения спектров [2]. 
В работе предлагается метод проектирования передискретизированного неравнополосно-
го КМБФ с минимальным уровнем вносимых искажений на основе оптимизации фильтра-
прототипа. 
1. Неравнополосный косинусно-модулированный банк фильтров 
1.1. Косинусно-модулированный банк фильтров 
Рассмотрим метод построения неравнополосного банка фильтров на основе фазового 
преобразования, который был предложен в [9]. Исходным пунктом для построения служит  
M-канальный КМБФ [10]. Данный банк фильтров образуется путем косинусной модуляции од-
ного фильтра нижних частот )(zH  с конечной импульсной характеристикой (КИХ) и линей-
ной фазово-частотной характеристикой, который называется фильтром-прототипом. Эта идея 
позволяет свести проектирование целого банка фильтров к расчету одной КИХ фильтра-
прототипа.  
Импульсные характеристики фильтров анализа ( ][nhk ) и синтеза ( ][nfk ) КМБФ имеют 
следующий вид: 
π( 1 / 2) 1[ ] [ ]cos θ
2k k
k Nh n h n n
M
⎛ ⎞+ −⎛ ⎞= − +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠ ;                                           (1) 
π( 1 / 2) 1[ ] [ ]cos θ
2k k
k Nf n h n n
M
⎛ ⎞+ −⎛ ⎞= − −⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠ ,                                           (2) 
где N  – порядок фильтра-прототипа; 1,,0 −= Mk …  – номер канала; 1,,0 −= Nn … ; ][nh  –  
коэффициенты фильтра-прототипа. Схематично амплитудно-частотные характеристики (АЧХ) 
фильтра-прототипа и всего банка фильтров показаны на рис. 2. 
Появление банка фильтров, описываемого выражениями (1) и (2), связано с развитием 
техники субполосного кодирования [11], где основной решаемой задачей является сокращение 
объема передаваемой информации. Поэтому предполагалось, что выходные сигналы банка 
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фильтров будут децимированы с коэффициентом M . Данное обстоятельство приводит к появ-
лению компонент наложения спектров значительной величины (от англ. significant aliasing 
terms) из соседних полос вследствие неидеальности АЧХ фильтра-прототипа. 
Наложение спектров из полос, несмежных с данной, определяется ослаблением АЧХ 
фильтра-прототипа в полосе заграждения. Подавление компонент наложения спектров значи-
тельной величины может быть выполнено лишь на этапе реконструкции сигнала с использова-
нием информации из соседних каналов [12]. 
ω
2M
π
2M
π−
jωH(e )
ω
M
π
M
π−
0
jωH (e )
2
M
π
1
jωH (e )
π( 1)M Mπ−
M-1
jωH (e )
. . .
 
Рис. 2. АЧХ фильтра-прототипа и косинусно-модулированного банка фильтров 
Рассмотрим механизм подавления компонент наложения спектров значительной величи-
ны. Пусть ∑ −= −= 10 ][)( Nn nznhzH  – z-образ фильтра-прототипа. Для Mk <≤0  введем следующие 
обозначения: 
( ))5,0(2)( += kMkk zWHbzU ;  ( ))5,0(2*)( +−= kMkk zWHbzV , 
где MjM eW
/π2−= , )5,0(2
1
2
+−= k
N
Mk Wb . Тогда для банка фильтров анализа и синтеза могут быть за-
писаны выражения 
( ) ( )zVazUazH kkkkk *)( += ; 
( ) ( )zVazUazF kkkkk += *)( , (3)
где kjk ea
θ= . Ключевым моментом при построении КМБФ является предположение, что фильт-
ры несмежных каналов не перекрываются. Например, в 8-канальном банке фильтров АЧХ чет-
вертого канала )( ω4
jeH  перекрывается только с )( ω3
jeH  и )( ω5
jeH . Полосы пропускания 
всех остальных фильтров лежат в полосе заграждения фильтра )( ω4
jeH . Запишем выражение 
для выхода k-го канала критически децимированного банка фильтров синтеза с учетом компо-
нент наложения спектров значительной величины из смежных каналов: 
( ) ( ) ( ) ( )[ +++= −− kMkMkkkkkkkk zWXzWUazXzVazXzUazFMzY )()()(1)( *  
( ) ( ) ( ) ( ) ( ) ( )])1()1(*)1()1(* +++−+− +++ kMkMkkkMkMkkkMkMkk zWXzWVazWXzWUazWXzWVa . 
(4)
В выражение (4) входят четыре компоненты наложения спектров, сгруппируем их и введем 
обозначения 
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 ( ) ( ) ( ) ( )[ ]kMkMkkkMkMkkklowk zWXzWVazWXzWUazFzA *, )()( += −− ; 
( ) ( ) ( ) ( )[ ])1()1(*)1()1(, )()( +++−+− += kMkMkkkMkMkkkhighk zWXzWVazWXzWUazFzA . 
В общем виде выражение для выхода k-го канала банка фильтров синтеза запишется как 
( ))()()()()(1)( ,, zAzAzXzHzFMzY highklowkkkk ++= . 
В работе [12] показывается, что подавление компонент наложения спектров значительной 
величины достигается при условии 
)()( ,,1 zAzA highklowk −=+ ,                                                          (5) 
которое после упрощений приводит к уравнению 
,0)( 2*2 =+ kk aa   Mk <≤0 .                                                       (6) 
Одним из возможных решений, удовлетворяющих (6), является kjk ea
θ=  при 
)4/()1(θ π−= kk . Таким образом, выбор параметров модуляции kθ  имеет определяющее значе-
ние для подавления компонент наложения спектров значительной величины. Заметим, что по-
следнего удается достичь за счет использования во всех каналах одинаковых коэффициентов 
децимации MSk = . 
1.2. Полифазная реализация КМБФ 
Интерес к КМБФ [12–14] объясняется хорошо разработанной теорией алгоритмов их реа-
лизации. В работе [10] предлагается эффективная схема реализации КМБФ на основе полифаз-
ного представления фильтра-прототипа. Для случая когда порядок фильтра-прототипа 
mMN 2= , где m – произвольное положительное число, выражение для банка фильтров анализа 
можно записать в следующем виде: 
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M
kc  – компоненты матрицы косинусной модуляции 
CM . Из свойства периодичности функции косинус имеем lk
p
pMlk cc ,)2(, )1(−=+ , что позволяет 
записать матрицу косинусной модуляции CM  в блочном виде: 
[ ] 
 	 …
повторенийm
CCCCM −−=C ,                                                     (8) 
где [ ] MnMknkc 20,0, <≤<≤=С . Регулярная структура матрицы косинусной модуляции дает возмож-
ность представить ее в виде следующего произведения: 
[ ] 
 	 …
повторенийm
MMMM 2222C IIIICM −−⋅= .                                           (9) 
Далее подставим выражение для матрицы косинусной модуляции (9) в (7): 
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Умножение на матрицу (9) требует в m раз меньше операций умножения, чем на матрицу 
вида (8). Выражение (10) служит основой для построения полифазной реализации КМБФ. 
Элементами вектора-столбца в последнем выражении служат так называемые полифазные 
компоненты фильтра-прототипа. Аналогичное выражение может быть получено и для банка 
фильтров синтеза. 
Эффективность полифазной реализации заключается в возможности построения бы-
строго алгоритма для вычисления матрицы косинусной модуляции. Под быстрым алгорит-
мом понимается представление матрицы С  в виде произведения слабозаполненных матриц. 
В работе [12] показано, что матрица косинусной модуляции может быть записана в виде 
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где MDCT4  – матрица дискретного косинусного преобразования типа 4 (ДКП-4),  
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Выражение (11) позволяет свести задачу реализации КМБФ к задаче синтеза быстрого 
алгоритма для ДКП-4. Наиболее общий подход к построению быстрых алгоритмов для всего 
семейства дискретных синусных и косинусных преобразований, основанный на привлечении 
методов теории групп и абстрактной алгебры, дан в [15]. 
Заметим, что (11) представляет собой произведение матрицы предсложений [ ])()( MMMM JIJI −−−  на матрицу MDCT4 . При этом для умножения на матрицу пред-
сложений необходимо выполнить M3  операций сложения. Это число может быть уменьшено 
до M2 . В качестве примера рассмотрим случай, когда m  и M  – четные числа, тогда матрица 
предсложений имеет блочный вид: 
[ ] ⎥⎦
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⎡
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2/2/2/2/
2/2/2/2/)()(
MMMM
MMMM
MMMM
e
M IJIJ
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JIJIS .                   (12) 
Используя элементарные преобразования, приведем (12) к блочному ступенчатому виду: 
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Отсюда eMS  выражается как 
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−⋅⎥⎦
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MM
MMe
M IJ00
00JI
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S                         (13) 
Вычисление по формуле (13) при реализации требует выполнения M2  операций сложения. Ана-
логичные выражения получаются в случае, если число каналов банка фильтров M  нечетно [16]. 
С учетом выражений (11) и (13) схема, реализующая умножение на матрицу косинусной модуля-
ции С , может быть графически представлена в виде рис. 3. 
 
Рис. 3. Схема, реализующая умножение на матрицу косинусной модуляции С  
1.3. Получение неравнополосного косинусно-модулированного банка фильтров 
При построении неравнополосного банка фильтров ключевую роль играет фазовое пре-
образование, которое было предложено в [5], где использовалось для получения неравномерно-
го частотного разрешения дискретных сигналов. Применение данной идеи к банку фильтров 
позволяет получить его неравнополосную версию [8, 9]. 
Неравнополосный КМБФ можно получить, если заменить в выражении (10) элементы за-
держки на фазовые звенья: 
)(1 zAz →− .                                                                 (14) 
В настоящей работе рассматривается применение фазовых звеньев первого порядка с действи-
тельными коэффициентами: 
,
α1
α)( 1
1
−
−
+
+=
z
zzA   ,1α ≤   )(ω )( ωϕ= jj eeA , 
где                                          ( )( )1ωcosα/ωsinαarctg2ω)ω( −+−=ϕ .                                          (15) 
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В результате замены (14) происходит отображение (деформация) оси частот )ω(ω ϕ6 , 
что позволяет получить неравнополосный банк фильтров (рис. 4). 
 
Рис. 4. Деформация оси частот при получении неравнополосного банка фильтров 
На рис. 4 видно, что степень деформации частотной оси зависит только от одного пара-
метра α , регулируя который можно изменять ширину полос банка фильтров. Полифазная 
структура неравнополосного КМБФ (рис. 5) строится на основании выражений (10) и (14), где 
через ig  обозначены коэффициенты полифазных компонент фильтра-прототипа, которые со-
гласно (10) связаны с коэффициентами фильтра-прототипа соотношением 
]2[)1( rMqhr +−=+2rMqg ,   ,0 Mq <≤   .0 mr <≤  
 
Рис. 5. Полифазная структура неравнополосного КМБФ 
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1.4. Выбор коэффициентов децимации/интерполяции 
Важным вопросом при проектировании неравнополосного банка фильтров является вы-
бор коэффициентов децимации/интерполяции. Поскольку выходные сигналы банка фильтров 
анализа являются полосовыми (рис. 6), для выбора коэффициента децимации можно восполь-
зоваться теорией дискретизации полосовых сигналов [17]. Систематическое описание метода 
выбора коэффициентов децимации применительно к неравнополосным банкам фильтров дано в 
[18], где показано, что значения коэффициентов децимации/интерполяции ( kS ) должны удов-
летворять неравенствам 
,
2
1,
2
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n                                  (16) 
в которых полагается, что сигнал k-го канала является действительным, занимает частотный 
диапазон [ ] [ ]
kkkk ULLU ffff ,, ∪−−  и имеет частоту дискретизации sf . Оператор ⎣ ⎦a  обозначает 
наибольшее целое число, меньшее a, а оператор ⎡ ⎤a  обозначает наименьшее целое число, 
большее a. 
Xk ( f ) Bk
fLk fUk
 
Рис. 6. Полосовой сигнал на выходе k-го канала банка фильтров анализа 
Рассмотрим вопрос определения границ частотных полос 
kUf  и kLf . В случае равнопо-
лосного банка фильтров можно считать, что диапазон [ ]
kk UL ff ,  совпадает с полосой пропуска-
ния k-го фильтра. Данное предположение при использовании механизма подавления компонент 
наложения спектров значительной величины позволяет получить критически децимированный 
банк фильтров. Для неравнополосного банка фильтров, полученного путем деформации оси 
частот (15), механизм подавления компонент наложения спектров значительной величины не 
работает, поскольку смежные полосы имеют различные коэффициенты децимации (условие (5) 
не выполняется). Поэтому при определении 
kUf  и kLf  необходимо исходить из того же прин-
ципа, который лежит в основе механизма подавления компонент наложения спектров значи-
тельной величины: фильтры несмежных каналов не перекрываются. Это означает, что в диа-
пазон [ ]
kk UL ff ,  должны входить полоса пропускания фильтра k-го канала, а также полосы про-
пускания (k–1)-го и (k+1)-го фильтров. 
Определим общий алгоритм нахождения границ частотных полос 
kUf  и kLf  для неравно-
полосного КМБФ. Упорядоченное множество 
,π ⎭⎬
⎫
⎩⎨
⎧=
M
kF u  Mk <≤0 , 
определяет границы частотных полос пропускания равнополосного КМБФ. Отображение (15) 
позволяет перейти к границам частотных полос неравнополосного КМБФ (рис. 7):  
nu FF →ϕ : . 
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Рис. 7. Отображение точек на частотной оси под действием преобразования  
Тогда согласно предлагаемому правилу частотный диапазон для k-го канала неравнополосного 
КМБФ определяется как 
π2/)( 1
u
kL Ff k −ϕ= , π2/)( 2ukU Ff k +ϕ= ,                                             (17) 
для 0=k  и 1−= Mk  справедливы следующие соотношения: 
0
0
=Lf ,  π2/)( 20 uU Ff ϕ= ; 
π2/)( 21
u
ML Ff M −ϕ=− ,  π2/)(1 uMU Ff M ϕ=− .                                         (18) 
Совместное использование правил определения границ частотных полос (17), (18) и вы-
ражений (16) позволяет определить значения коэффициентов децимации/интерполяции kS  для 
неравнополосного КМБФ. 
1.5. Передаточная функция банка фильтров 
Обратимся к передаточной функции банка фильтров (см. рис. 1), которая имеет следую-
щий вид: 
)()()(
1
0
1
0
zFzWHzT k
M
k
S
l
l
Skall
k
k∑∑−
=
−
=
= .                                                  (19) 
Данную функцию можно представить в виде суммы передаточной функции искажения банка 
фильтров ( )(zTdist ) и передаточной функции компонент наложения спектра ( )(zTalias ): 
)()()( zTzTzT aliasdistall += ,                                                     (20) 
где     )()()(
1
0
zFzHzT k
M
k
kdist ∑−
=
= ; 
).()()(
1
0
1
1
zFzWHzT k
M
k
S
l
l
Skall
k
k∑∑−
=
−
=
=  
Условиями полного восстановления сигнала в банке фильтров являются равенства 
D
dist zzT
−=)( ;  .0)( =zTalias  
Во многих случаях этим условиям сложно удовлетворить, поэтому их часто ослабляют, требуя 
лишь приблизительного равенства. В последнем случае банк фильтров относят к классу систем 
с квазиполным восстановлением (от англ. near-perfect reconstruction). К этому классу относит-
ся, в частности, и неравнополосный КМБФ, рассматриваемый в данной работе. 
Имеется два источника искажений в реконструированном сигнале в банке фильтров: 
1) искажения появляются вследствие неравномерности в полосе пропускания фильтра-
прототипа )( ωjeH . Этот тип искажений описывается частотной характеристикой искажений 
)( ωjdist eT ; 
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2) искажения возникают в результате неполного подавления компонент наложения спек-
тров, которые образуются в результате децимации/интерполяции сигналов в каналах банка 
фильтров. Этот тип искажений описывается частотной характеристикой передачи компонент 
наложения спектров )( ωjalias eT . 
Следовательно, для уменьшения уровня искажений в реконструированном сигнале 
фильтр-прототип должен быть рассчитан таким образом, чтобы иметь малую неравномерность 
в полосе пропускания (тем самым минимизируется )( ωjdist eT ), а также обеспечивать подавле-
ние компонент наложения спектра (для минимизации )( ωjalias eT ). 
1.6. Расчетные выражения 
Решим вспомогательную задачу получения основных расчетных выражений. Для даль-
нейшего изложения необходимо выразить зависимость функции )( ωjall eT  от коэффициентов 
фильтров-прототипов ][nh  в явном виде.  
Известно [19], что частотную характеристику КИХ фильтра с линейной фазово-частотной 
характеристикой можно записать в виде 
[ ] ,)ω()( ω/2)1(ω hCTNjj eeH −−=                                                     (21) 
где 
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Надстрочный знак T  обозначает транспонирование. 
Рассмотрим функцию )( ωjall eT  неравнополосного КМБФ, которую с помощью выраже-
ний (3) и (19) можно записать как 
( ) ( )( )×+= ∑∑−
=
−
=
+−+ϕ−++ϕ−1
0
1
0
)5,0(
2
)/2πω(**)5,0(
2
)/2πω(ω )(
M
k
S
l
k
M
Slj
kk
k
M
Slj
kk
j
all
k
kk WeHbaWeHbaeT  
( ) ( )( ))5,0(2)ω(*)5,0(2)ω(* +−ϕ−+ϕ− +× kMjkkkMjkk WeHbaWeHba . 
Для упрощения дальнейших выражений введем следующие обозначения: 
( ) ( ) ( )1γ ω, , ω 2π / 2π 0,5 /2kl k l S k M= φ + − + ; ( ) ( ) ( )2γ ω, , ω 2π / 2π 0,5 /2 .kl k l S k M= φ + + +  
Применение (21) к функции )( ωjall eT  приводит к выражению 
( )[ ] ( )( ) ( )[ ] ( )( )( )×+= ∑∑−
=
−
=
−−−−1
0
1
0
2
/2,,ωγ)1(**
1
/2,,ωγ)1(ω ,,ωγ,,ωγ)( 21
M
k
S
l
TklNj
kk
TklNj
kk
j
all
k
klebaklebaeT hChC  
( )[ ] ( )( ) ( )[ ] ( )( )( )hChC kebakeba TkNjkkTkNjkk ,0,ωγ,0,ωγ 2/2,0,ωγ)1(*1/2,0,ωγ)1(* 21 −−−− +× . 
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Обозначение 
( )[ ] ( )( ) ( )[ ] ( )( )( )×+= ∑∑−
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−−−−1
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/2,,ωγ)1(**
1
/2,,ωγ)1( ,,ωγ,,ωγ)ω( 21
M
k
S
l
TklNj
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TklNj
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k
klebakleba CCU  
( )[ ] ( )( ) ( )[ ] ( )( )( )TTkNjkkTkNjkk kebakeba ,0,ωγ,0,ωγ 2/2,0,ωγ)1(*1/2,0,ωγ)1(* 21 CC −−−− +×  
позволяет привести выражение для функции )( ωjall eT  к простому виду: 
.)ω()( ω hUhTjall eT =  
Последнее выражение представляется в виде суммы двух компонент (по аналогии с выра-
жением (20)): 
ω ω
ω
( ) ( )
( ) (ω) (ω)
j j
dist alias
j T T
all dist alias
T e T e
T e = +h U h h U h	
 	
 .                                            (22) 
Таким образом, получено выражение, которое определяет зависимость функции )( ωjall eT  
от коэффициентов фильтра-прототипа. 
2. Метод проектирования неравнополосного КМБФ 
Рассмотрим задачу нахождения коэффициентов фильтра-прототипа банка фильтров, ко-
торые обеспечивают минимальный уровень вносимых искажений в реконструированный сиг-
нал неравнополосного КМБФ. Сформулируем задачу оптимизации: 
)ω(maxmin E
h
,                                                              (23) 
где   )ω(E  – функция ошибки (мера искажений, вносимых банком фильтров), определяемая 
как ,1)()ω(
2ω −= jall eTE   [ ]ω 0, π ;∈  
h  – вектор коэффициентов фильтра-прототипа. 
Использование выражения (22) для передаточной функции банка фильтра позволяет за-
писать функцию ошибки в квадратичном виде: 
( ) ,1)ω()ω()ω( 2 −+= hIhhRh TTE  
где    )ω(Re)ω(Re)ω( aliasdist UUR += ; 
)ω(Im)ω(Im)ω( aliasdist UUI += . 
Решения минимаксной задачи (23) можно достичь, минимизировав взвешенную по наименьшим 
квадратам функцию ошибки [13]. Для этого сформулируем целевую функцию 
[ ]
2
π,0ω
)ω()ω( EBg ∑
∈
= , 
где )ω(B  – неотрицательная весовая функция. 
Для проектирования предлагается использовать метод оптимизации, состоящий из двух 
итеративных процедур, одна из которых располагается внутри другой. Индекс A  будет использо-
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ваться для значений функций на A -й итерации внутреннего цикла оптимизации, а индекс μ  – для 
обозначения величин, которые изменяются на μ -й итерации внешнего цикла. Внутренний цикл 
итерационно оптимизирует коэффициенты фильтра-прототипа ( Ah ), в то время как во внешнем 
цикле процедуры итеративно корректируется значение весовой функции )ω(μB . Учитывая дан-
ные замечания, целевая функция на A -й итерации принимает следующий вид: 
( )
[ ]∑∈ ⎥⎦⎤⎢⎣⎡ −+= π,0ω 2
2
μ 1)ω()ω()ω()( AAAAA hIhhRhh
TTBg . 
Используя введенные обозначения, найдем градиент целевой функции. Для этого вначале 
определим градиент функции ошибки: 
( )( ) ( )( )grad (ω) (ω) (ω) (ω) (ω) (ω) (ω) .T T T TE = + + +h R h R R h h I h I I hA A A A A A  
Учитывая данное выражение, градиент целевой функции принимает вид 
[ ]
( ))ω()ω(grad)ω(2)(
π,0ω
μ EEBg ×=∇ ∑
∈
Ah . 
Предположим, что AAA ehh +=opt,  является оптимальным решением, которое обращает 
градиент целевой функции в нуль. Для определения вектора невязки Ae  необходимо разложить 
градиент )( Ahg∇  в ряд Тейлора в окрестности точки оптимума: 
( ) .0)()()( 2 =+−+∇+∇=+∇ …AAAAAAA hehhheh ggg  
Не учитывая члены высших порядков, можно получить выражение для вектора невязки  
,)()( 2 AAA ehh gg −∇=∇  
откуда                                                  [ ] ),()( 12 AAA hhe gg ∇∇−= −                                                      (24) 
где )(2 Ahg∇  – матрица Гессе целевой функции, которая определяется как 
[ ]
( )( )( )))ω(()ω()ω(grad)ω(grad)ω(2)(
π,0ω
μ
2 EEEEBg T Hh +=∇ ∑
∈
A . 
Здесь   ( ) ( ) ( ) ( ) ( )(ω) (ω) (ω) (ω) (ω) (ω) (ω) (ω)TT T T T T TE = + + + + + ×H h R R R R h h R h R R hA A A A A  
( ) ( ) ( )( )(ω) (ω) (ω) (ω) (ω) (ω) (ω)TT T T T× + + + +I I I I h h I h I IA A A  – матрица Гессе функции ошибки. 
Для расчета начальных значений коэффициентов фильтра-прототипа (h0) предполагается 
использовать методы, разработанные для равнополосных банков фильтров [13, 14]. Далее на  
A -й итерации вычисляется вектор невязки при помощи (24), после чего обновляется вектор ко-
эффициентов: 
.1 AAA ehh +=+  
Критерием окончания процедуры является малая величина нормы вектора невязки ,η2 ≤Ae  
где η  – малое положительное число (типичное значение -1010η = ). 
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Во внешнем цикле оптимизации происходит перерасчет весовой функции )ω(μB . Пусть 
opt,μh  – решение, которое было найдено посредством процедуры, описанной выше для кон-
кретного значения функции )ω(μB . Вычислим значение функции ошибки )ω(μ,optE  для полу-
ченного вектора коэффициентов opt,μh  и определим )ω(μ lV  как l-й экстремум функции 
)ω(μ,optE . Далее введем огибающую функцию  
)ω(
ωω
ωω)ω(
ωω
ωω)ω(β μ
1
1
1μ
1
μ l
ll
l
l
ll
l VV −
−+−
−=
+
+
+
+
; π][0,ω∈ , 
где l выбирается так, что 1ωωω +≤≤ ll . Огибающая функция )ω(βμ  показывает, что больший 
относительный вес должны иметь те участки в частотной области, на которых )ω(μ,optE  имеет 
большее значение (рис. 8). 
Новая весовая функция μ 1(ω)B +  получается с использованием следующего правила [13]: 
θ
μ
μ 1 μ
μ
β (ω)
(ω) (ω)B B
A+
= , 
где нормализирующий множитель μA  определяется выражением  
[ ]
2θ
μ μ
ω 0,π
β (ω)A
∈
= ∑ . 
Здесь θ  – положительное число, влияющее на сходимость алгоритма. Начальное значение ве-
совой функции ].π,0[ω,1)ω(μ ∈∀=B  
 
Рис. 8. Функция ошибки )ω(μ,optE  и огибающая функция )ω(βμ  
Итерационный алгоритм завершается, когда 
ψ
)ω(βmin)ω(βmax
)ω(βmin)ω(βmax
μμ
μμ ≤+
−
, 
где ψ  – константа, определяющая «пологость» огибающей )ω(βμ . Ориентировочные значения 
для параметров внешнего цикла оптимизации 0,6ψ0,5 ≤≤ , а 1,5θ0,1 ≤≤ . Число точек частот-
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ной сетки для расчета функции ошибки, как правило, выбирается равным N4 , где N  – поря-
док фильтра-прототипа. 
3. Результаты экспериментов 
3.1. Расчет коэффициентов децимации/интерполяции 
В качестве практического примера рассмотрим 18-канальный неравнополосный КМБФ, 
который аппроксимирует психоакустическую шкалу барков при частоте дискретизации сигнала 
fs = 8 кГц. Для этого согласно [20] установим коэффициент деформации оси частот 4092,0α = . 
Далее воспользуемся алгоритмом определения частотных полос неравнополосного КМБФ для 
нахождения коэффициентов децимации/интерполяции. В качестве примера определим коэффи-
циент децимации/интерполяции для третьего канала (k = 2) банка фильтров. Необходимые гра-
ницы частот равнополосного банка фильтров равны 
18
π
1 =uF ,  18
4π
1 =uF . 
Используя (17), найдем соответствующий частотный диапазон для третьего канала неравнопо-
лосного КМБФ (значения частот нормированы к значению частоты дискретизации): 
,0119,0
π
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u
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Применим правило (16) для определения коэффициента 2S : 
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Аналогичным образом определяются оставшиеся коэффициенты децимации/интерполя-
ции канальных сигналов неравнополосного КМБФ: 
[ ],4,2,2,1,3,3,4,4,5,6,7,9,5,6,7,10,13,28=kS .0 Mk <≤  
По этим значениям можно вычислить коэффициент передискретизации банка фильтров [21] (от 
англ. oversampling factor), иногда называемый также общим отношением передискретизации 
(от англ. total oversampling ratio), который рассчитывается как 
∑−
=
=
1
0
.1
M
k kS
TOR  
Данный показатель отражает отношение числа отсчетов сигналов в каналах банка фильтров к 
числу отсчетов входного сигнала. В случае критически децимированного банка фильтров это 
отношение равно единице, что означает отсутствие информационной избыточности (последо-
вательность из M входных отсчетов преобразуется в M канальных сигналов – по одному отсче-
ту в каждом канале). Для рассматриваемого банка фильтров 4,75=TOR , что говорит о наличии 
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определенной информационной избыточности сигналов в каналах банка фильтров. Уменьше-
ние значения TOR  привело бы к увеличению уровня искажений, образующихся в результате 
эффекта наложения спектров. Значение 1>TOR  обычно является платой за уменьшение уровня 
искажений, вносимых банком фильтров. Так, для банка фильтров, предлагаемого в [21], общее 
отношение передискретизации равно четырем. 
3.2. Оптимизация фильтра-прототипа 
В качестве начального приближения рассчитаем фильтр-прототип для банка фильтров, 
используя метод [13], порядок фильтра-прототипа примем N=144. В результате предваритель-
ного расчета получен неравнополосный банк фильтров анализа (рис. 9). 
 
Рис. 9. АЧХ неравнополосного банка фильтров анализа (M = 18, α = 0,4092) 
Результат применения предлагаемого метода проектирования неравнополосного КМБФ 
показан на рис. 10. По виду частотной характеристики оптимизированного фильтра-
прототипа можно сделать вывод, что оптимизационная процедура увеличила коэффициент 
ослабления в тех частотных областях, которые влияют на подавление компонент наложения 
спектров, появляющихся как результат процесса децимации/интерполяции сигналов в кана-
лах банка фильтров. 
 
Рис. 10. АЧХ фильтров-прототипов неравнополосного КМБФ 
Результаты сравнения функции )( ωjall eT  исходного и оптимизированного банков фильт-
ров (рис. 11) показывают, что предлагаемый метод проектирования позволяет уменьшить уро-
вень искажений с 0,018 до 0,002 дБ.  
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Рис. 11. Частотные характеристики исходного и оптимизированного НКМБФ 
 
Рис. 12. Частотная характеристика передачи компонент наложения спектров  
исходного и оптимизированного неравнополосного КМБФ 
Рис. 12 дает представление об уровне компонент наложения спектров, присутствующих в 
реконструированном сигнале. В среднем уровень компонент наложения спектра уменьшается 
на 20 дБ. 
3.3. Бичастотная функция неравнополосного КМБФ 
Лучшее представление о возникающих в системе анализа/синтеза банка фильтров неже-
лательных компонентах наложения спектров дает построение бичастотной функции системы 
с переменными параметрами (от англ. time-varying system). Линейная система с переменными 
параметрами  может быть записана в виде следующего соотношения вход/выход: 
∑∞
−∞=
=
n
nxnmKmy ],[),(][  
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где ),( nmK  – отклик системы (или функция Грина), которая соответствует отклику системы в 
момент времени m на входное воздействие в момент времени n. Функцию 
∑ ∑∞
−∞=
∞
−∞=
′′ =
m n
mjnjjj eenmKeeK ωωωω ),(
π2
1),(  
называют бичастотной функцией системы. Данная функция определяет отображение из частот-
ной области сигнала )( ωjeX  в частотную область )( ωjeY . 
Бичастотная функция позволяет оценить величину компонент наложения АЧХ каналов 
банка фильтров, возникающих в результате процесса децимации/интерполяции сигнала, в каж-
дом отдельном канале. На рис. 13 изображены компоненты наложения спектров, появляющиеся 
в результате процесса децимации/интерполяции только во втором канале банка фильтров 
( 131 =S ). В следующем примере (рис. 14) показываются бичастотные функции для исходного и 
оптимизированного неравнополосного КМБФ (при децимации/интерполяции всех каналов). 
а) б) 
Рис. 13. Компоненты наложения спектров, возникающие в результате децимации/интерполяции  
во втором канале неравнополосного КМБФ: а) исходный банк фильтров; б) оптимизированный  
  
а) б) 
Рис. 14. Бичастотные функции неравнополосного КМБФ: а) исходный банк фильтров; б) оптимизированный 
Бичастотная функция оптимизированного неравнополосного КМБФ (рис. 14, б) показы-
вает, что уровень компонент наложения спектров, появляющихся в результате процесса деци-
мации/интерполяции, значительно ниже, чем у исходного неравнополосного КМБФ. Это объяс-
няется тем, что на этапе оптимизации фильтра-прототипа учитывался специфический набор 
коэффициентов децимации/интерполяции kS . Полученный в результате оптимизации фильтр-
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прототип (и банк фильтров на его основе) позволяет лучше ослаблять компоненты наложения 
спектров, что приводит к меньшему уровню искажений в реконструированном сигнале. 
Заключение 
Предложенный в статье метод проектирования неравнополосного передискретизированно-
го КМБФ позволяет получать банк фильтров с малым уровнем вносимых искажений. В основе 
метода лежит оптимизационная процедура расчета фильтра-прототипа, которая учитывает кон-
кретные значения коэффициентов децимации/интерполяции kS  сигналов в каналах банка фильт-
ров. Данная особенность позволяет значительно снизить эффекты, связанные с наложением спек-
тра. Экспериментальные данные подтверждают эффективность предлагаемого метода для 
уменьшения уровня искажений, вносимых банком фильтров в реконструированный сигнал. 
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M.I. Vashkevich, A.A. Petrovsky  
A METHOD OF DESIGN OF OVERSAMPLED WARPED  
COSINE-MODULATED FILTER BANKS 
A method of design of oversampled warped cosine-modulated filter banks with low distortion 
level of reconstructed signal is proposed. The method is based on optimization of coefficients of filter 
prototype that allows reducing distortion introduced by decimation/interpolation of channel signals. 
The problem of choosing subsampling ratios is also considered. The chosen subsampling ratios were 
taken into account in optimization procedure of filter prototype. The efficiency of the method is 
proved by real examples. 
