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Abstract
We investigate the deformation of heterogeneous plastic materials. The
model uses internal variables and kinematic hardening, elastic and plastic strain
are used in an infinitesimal strain theory. For periodic material properties with
periodicity length scale η > 0, we obtain the limiting system as η → 0. The lim-
iting two-scale plasticity model coincides with well-known effective models. Our
direct approach relies on abstract tools from two-scale convergence (regarding
convex functionals and monotone operators) and on higher order estimates for
solution sequences.
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1 Introduction
The effective behavior of heterogeneous plastic materials is of great interest in the
applied sciences. Materials with periodic coefficients have been studied extensively
in the engineering literature, the first mathematical formulation of an effective (two-
scale) limit system seems to appear in [2]. Analytically, the rigorous derivation of an
effective model (even for periodic materials) is not an easy task, results are quite recent,
starting with [28, 29, 20]. All these investigations (and the present contribution) rely
on the presence of some hardening effect. Regarding models without hardening, we
are only aware of [13].
The analytical difficulties regard the flow-rule, often written with the subdifferential
∂Ψ of some convex function Ψ as ∂tp ∈ ∂Ψ(σ) (in this exposition we neglect hardening
and use a flow-rule with the plastic strain p as the only inner variable). In rate-
independent material laws, Ψ vanishes on a set of admissible stresses σ and takes the
value +∞ outside this set (the von-Mises and the Tresca model are of this form).
Accordingly, the (monotone) subdifferential is multi-valued. This degeneracy in the
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flow-rule leads, on the one hand, to difficulties in the derivation of regularity properties
and, on the other hand, to difficulties in the interpretation of the flow-rule. It is
standard to use weak solution concepts and convex analysis tools to encode the flow-
rule with an energy inequality, exploiting the principle of maximal dissipation (in
its most consequent form, this leads to the definition of energetic solutions for rate-
independent processes, see [16, 18]). Nevertheless, it is not an easy task to combine
these concepts with the method of two-scale convergence.
One approach (mainly pushed forward by Visintin) is to exploit the variational
structure of the flow-rule and to obtain homogenization results with two-scale con-
vergence methods. In this approach, the behavior of functionals Ψ = Ψ( · ;x, y) in
the context of two-scale convergence must be investigated: What is the behavior of
Ψ(uη(x);x, x/η) when uη is two-scale convergent for η → 0? Our approach uses the
corresponding abstract results.
In many applications it is desirable to generalize the flow-rule to a law ∂tp ∈ g(σ),
where g is a maximal monotone operator which is not necessarily a subdifferential
(in the periodic homogenization problem, g = g(ση(x);x, x/η) must be investigated).
The results of [3, 20] are obtained in this setting of maximal monotone operators. In
their analysis, the authors introduce the method of phase-shift convergence, which
has similarities with the method of periodic unfolding (see [11]). The authors use
the method of two-scale convergence and, additionally, an auxiliary problem in which
phase-shifted coefficients are used.
We present here a derivation of the well-known two-scale effective system with a
direct two-scale convergence method; the limit system is as in [2], but we include sec-
ond order time derivatives of the deformation. The limit procedure becomes possible
by combining two-scale convergence results for functionals with higher order estimates
(solutions have additional regularity in time). We emphasize that the additional time
regularity that we exploit in our method is not obtained from the second order time
derivative; our method can also be used in the quasi-static case. We obtain the linear
laws of the effective model by a direct two-scale convergence argument. The effec-
tive two-scale flow-rule is obtained from an energy inequality (maximal dissipation
principle) which, in turn, is obtained with the help of the linear laws and a lower-
semicontinuity result for two-scale convergence in functionals. The central difficulty
regards the two-scale features of g, which we encode in property (A4).
The plasticity model with kinematic hardening
We now describe the plasticity model that is investigated in this contribution. We
follow the standard theory of infinitesimal strain plasticity, see e.g. [1, 15].
Elastic materials are usually described with a deformation u : ΩT = Ω× (0, T )→
Rn and a stress tensor σ : ΩT → Rn×ns ; here Ω ⊂ Rn is the spatial domain, n ∈
N the dimension, (0, T ) a time interval and Rn×ns the space of symmetric matrices.
With the linear elasticity tensor D ∈ L(Rn×ns ,Rn×ns ), the material is described in the
framework of linearized elasticity by Hooke’s law σ = D∇su and the conservation of
linear momentum %∂2t u−∇·σ = f . In these relations, ∇su = (∇u+(∇u)T )/2 denotes
the symmetrized gradient, % the density and f the external forces.
Plastic materials are characterized by the fact that the stress-strain relation is no
longer linear. Instead, some part p of the deformation ∇su is realized by a plastic
deformation; in consequence, only the elastic deformation tensor ∇su− p contributes
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to the forces, σ = D(∇su − p). We investigate here the Prandtl-Reuss model of
plasticity with kinematic hardening, including general internal variables ξ. In this
model, the plastic deformation tensor p can be recovered from the (in general) larger
set of internal variables as p = Bξ. In every point (x, t) ∈ Ω × (0, T ) of space-time,
the internal variables are ξ(x, t) ∈ RN for some N ∈ N. Accordingly, in every point of
space-time, we demand that B is a linear map, B ∈ L(RN ,Rn×ns ). In many models, B
is assumed to be a projection to the first components of the vector of internal variables.
The flow-rule of plasticity is given by a nonlinear monotone (and usually multi-
valued) map g. Of special interest are the functions g that are given by the von-Mises
or the Tresca model. Without hardening parameter, the local change of internal
variables depends only on the local stress σ. Since we want to define g as a multi-
valued map RN →→RN (same space in image and pre-image), we write ∂tξ ∈ g(BTσ).
The hardening effect can be modelled with a positive map L ∈ L(RN ,RN), using the
modified flow-rule ∂tξ ∈ g(BTσ − Lξ).
Periodic homogenization of plasticity problems
The three relations (conservation of linear momentum, Hooke’s law, and flow-rule) of
the plasticity model are described above. We are interested in the case that the plastic
material is highly heterogeneous. Assuming periodicity of the medium, we denote the
length scale by η > 0 and consider coefficient functions that depend (in a periodic
way) on the fast variable x/η,
Dη(x) = D
(
x,
x
η
)
, Lη(x) = L
(
x,
x
η
)
, gη( · ;x) = g
(
· ;x, x
η
)
, (1.1)
and, in the same way, Bη(x) = B(x, x/η) and %η(x) = %(x, x/η). We assume that the
functions have the periodicity of the unit cube Y = [0, 1]n in the variable y = x/η.
Plasticity problem in the heterogeneous medium. With the oscillatory coeffi-
cients, the original problem (or η-problem) is the following: We search for uη : ΩT →
Rn, ση : ΩT → Rn×ns and ξη : ΩT → RN solving
%η∂
2
t u
η = ∇ · ση + f in ΩT , (1.2a)
ση = Dη (∇suη −Bηξη) in ΩT , (1.2b)
∂tξ
η ∈ gη(BTη ση − Lηξη) in ΩT . (1.2c)
We understand (1.2a) in the sense of distributions on ΩT (since % does not depend
on t, the first term is well-defined in the distributional sense), the other relations are
imposed pointwise. In Section 2, we complete system (1.2), as well as the following
homogenized system, with suitable initial data and boundary conditions.
The homogenized problem. The plasticity problem in the homogenized medium
(η-independent coefficients) is a two-scale problem: The set of independent unknowns
is enlarged by y ∈ Y . The homogenized or effective model is the following: We search
for u : ΩT → Rn, v : ΩT ×Y → Rn, w : ΩT ×Y → RN and z : ΩT ×Y → Rn×ns solving
4 B. Schweizer, M.Veneroni
%¯∂2t u = ∇ ·
(
−
∫
Y
z dy
)
+ f in ΩT , (1.3a)
z = D (∇sxu+∇syv −Bw) in ΩT × Y , (1.3b)
∇y · z = 0 in ΩT × Y , (1.3c)
∂tw ∈ g(BT z − Lw) in ΩT × Y . (1.3d)
In these equations, the two-scale stress is denoted by z, the inner variables by w;
the variable %¯ denotes the effective density and is given by the arithmetic average
%¯(x) = −∫
Y
%(x, y) dy. The unknown v and equation (1.3c) were not present in system
(1.2); they are typical features of two-scale homogenized systems and carry information
on the limiting behavior of the space derivatives of uη and of ση (see Lemma 3.1 below).
Equation (1.3a) must be satisfied in the sense of distributions on ΩT , equation (1.3c)
in the sense of distributions on ΩT ×Y , the other two relations are imposed pointwise
on ΩT × Y .
Further comparison with the literature
In the homogenization results [29] and [32] of Visintin, the maximal monotone operator
g is a subdifferential and kinematic hardening is used. Formally, g = g( · ;x, y) =
∂Ψ( · ;x, y) is assumed to be independent of x, but a remark notes that an additional
x-dependence can also be treated. The interest in these contributions is in visco-
plasticity, hence the case that g is the subdifferential of an indicatrix function is not
treated. Instead, a discussion of the homogenization process in the case g = ∂ϕ, where
ϕ is the indicatrix function of a convex set K(y), is contained in [28].
The latter situation, in which g is the subdifferential of an indicatrix, is also the
subject in the homogenization result of [25]. In that contribution, strong solutions
are obtained with a Galerkin scheme. The homogenization proof, which is based on
Tartar’s energy method, uses appropriate oscillating test-functions provided by the
Galerkin approximations.
In [20] and [3], the general maximal monotone multi-valued map g does not depend
on x. Since the approach uses the method of phase-shift convergence, it is not clear
how to generalize the proof to x-dependent maps g.
Our result uses the property (A4) on g to obtain the homogenization result (see
Section 3.2). We observe in Lemma 3.3 that (A4) is satisfied when g is a subdifferential
(possibly, of an indicatrix function). In Lemma 3.4 we note that (A4) is satisfied if g
is maximal monotone and piecewise x-independent. We therefore obtain a result that
is stronger than those mentioned above. Moreover, our assumption (A4) clarifies the
problems with general (x, y)-dependent maximal monotone maps g: utilizing maximal
monotonicity in function spaces is limited by the fact that test-functions must be
admissible in the sense of two-scale convergence. Indeed, the properties of maximal
monotone operators in periodic homogenization problems require careful analysis, and
we additionally refer to [6, 9, 10, 12, 14].
The stochastic homogenization of the system was treated in [24] in one space
dimension. In this stochastic setting, a problem appears that is closely related to
the problems here: for g = g(x, y), the weak convergence of a sequence of functions
gη(x) = g(x, χη(x)) must be analyzed. This has been possible in [24] with the notion
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of two-scale ergodicity. We emphasize that one space dimension permits control of
the stress and is therefore very different from the higher dimensional case. Stochastic
homogenization of subdifferential inclusions was analyzed in [26].
A related homogenization result is contained in [31], but it does not concern plastic-
ity in our sense. The emphasis in [2] is on the interface conditions along (microscopic)
interfaces. A gradient theory of plasticity was investigated in [21] using the framework
of periodic unfolding. The homogenization for rate-independent systems has been de-
veloped in [17, 19], for a porous-media application see [23]. The homogenization of
plasticity equations without hardening effect is treated in [13].
2 Main results
Our main result states that system (1.3) is the limit system for (1.2) in the sense of
homogenization. In particular, for solutions of the two systems, there holds uη → u in
L2(ΩT ;Rn) as η → 0. The proof is based on two-scale convergence and monotonicity
methods. Since solution concepts and function spaces must be clarified, we give a
precise description of the results in this section.
Existence result and estimates for plasticity equations
Assumptions on the geometry, initial and boundary data. Let Ω ⊂ Rn be a
bounded Lipschitz domain, we restrict our considerations to domains with polygonal
boundaries. Let Y := [0, 1]n be the unit cube, equipped with the topology of the n-
dimensional torus. In particular, we can identify functions on Y with their Y -periodic
extensions; this identification is used in the definition of the space H1] (Y ) of periodic
functions and in the space of test functions D(Ω× Y ).
We complement system (1.2) with the initial data and boundary conditions
uη(·, 0) = uη0, ∂tuη(·, 0) = uη1, ξη(·, 0) = ξη0 on Ω, (2.1)
uη = Uη0 on ∂Ω× (0, T ). (2.2)
Accordingly, we complement system (1.3) with the initial data and boundary condi-
tions
u(·, 0) = u0, ∂tu(·, 0) = u1 on Ω, (2.3)
w(·, 0) = w0 on Ω× Y, (2.4)
u = U0 on ∂Ω× (0, T ). (2.5)
Assumptions on coefficients. Let the coefficients satisfy, for bounds α, β > 0:
(A1) The maps D : Ω×Y → L(Rn×ns ,Rn×ns ), B : Ω×Y → L(RN ,Rn×ns ), L : Ω×Y →
L(RN ,RN), and % : Ω × Y → [α, β] are of Caratheodory type: continuous in
x for almost every y ∈ Y and measurable in y for every x ∈ Ω. We assume
the symmetries D = DT and L = LT (with respect to the scalar product of
matrices), and the positivities
α‖σ‖2 ≤ D−1(x, y)σ : σ ≤ β‖σ‖2, α‖ξ‖2 ≤ L(x, y)ξ : ξ ≤ β‖ξ‖2
for a.e. (x, y) ∈ Ω× Y , every σ ∈ Rn×ns and every ξ ∈ RN .
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(A2) Let g : RN×Ω×Y → P(RN) be a map such that the multi-valued map g( · ;x, y) :
RN →→RN is maximal monotone with 0 ∈ g(0;x, y). We assume measurability of
the resolvent mapping (x, y) 7→ (λid + g( · ;x, y))−1(z) for every z ∈ RN .
(A3) For the existence result of Theorem 2.1 we assume that g can be regularized: We
assume that there exists a sequence of functions gδ with δ → 0 such that, for a
closed convex set {0} ∈ K0 ⊂ RN and a constant Cg > 0 independent of δ > 0,
gδ : RN × Ω× Y → RN is locally Lipschitz and monotone in ξ, (2.6)
|gδ(ξ;x, y)| ≤ Cg ∀ξ ∈ K0 . (2.7)
For every pair f, h ∈ L2(Ω × Y ) with h ∈ g(f), there exists a sequence fδ such
that, as δ → 0,
fδ → f, gδ(fδ)→ h strongly in L2(Ω× Y ). (2.8)
We give some remarks on the above assumptions. In the Caratheodory assumption
of (A1), the roles of x and y can also be exchanged. Furthermore, continuity can also
be relaxed to a Borel-measurability assumption. This allows, in particular, piecewise
continuous functions (relative to a finite number of Borel-measurable subdomains). All
these functions are, in particular, admissible test-functions in the sense of two-scale
convergence.
The monotonicity assumption of (A2) can be written as
(ζ˜ − ζ) · (ξ˜ − ξ) ≥ 0 ∀ξ, ξ˜ ∈ RN , ζ ∈ g(ξ;x, y), ζ˜ ∈ g(ξ˜;x, y) (2.9)
for arbitrary (x, y) ∈ Ω × Y . Maximality is meant with respect to graph inclusion;
by a well known result (see [8]), maximality of g is equivalent to the invertibility of
λid + g for some λ > 0. Due to the normalization of g there holds ζ · ξ ≥ 0 for every
ζ ∈ g(ξ;x, y).
We note that the maximal monotonicity of g( · ;x, y) : RN →→RN implies the maxi-
mal monotonicity of the induced map gΩ×Y : L2(Ω × Y ) → L2(Ω × Y ). This can be
seen as follows: For λ > 0, the map λid + gΩ×Y is pointwise invertible by maximal
monotonicity of the pointwise function. The pointwise defined inverse is a well-defined
map L2(Ω× Y )→ L2(Ω× Y ) due to the measurability assumption and the fact that
jλ is a contraction with jλ(0) = 0. We conclude from the characterization of maximal
monotone operators that gΩ×Y : L2(Ω× Y )→ L2(Ω× Y ) is maximal monotone.
We remark that, for single-valued maps g, the Yosida approximation can be used
in (A3). If g is the subdifferential of an indicatrix function, the inf-convolution of the
indicatrix can be used to construct gδ as in (A3).
Our homogenization result is based on the following existence result for the plas-
ticity system. The proof is essentially as in [25]. Since we construct solutions with a
high regularity (higher than energy estimates suggest), we can use a strong solution
concept for system (1.2): The relation (1.2a) is satisfied in the sense of distributions,
the relations (1.2b) and (1.2c) are satisfied pointwise almost everywhere.
Theorem 2.1 (Existence). Let assumptions (A1)–(A3) on the coefficients be satisfied,
let f ∈ H1(0, T ;L2(Ω;Rn)) be given, let initial data and boundary conditions of (2.1)–
(2.2) be given by Uη0 ∈ H2(0, T ;H1(Ω;Rn))∩H3(0, T ;L2(Ω;Rn)), uη0 ∈ H1(Ω;Rn), uη1 ∈
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H1(Ω;Rn), ξη0 ∈ L2(Ω;RN). We furthermore assume the compatibility Uη0 (·, 0) = uη0
and, for ση0 := Dη(∇suη0−Bηξη0 ), that BTη ση0−Lηξη0 maps into K0. We assume the regu-
larity ∇·ση0 ∈ L2(Ω;Rn). Then there exists a unique strong solution (uη, ση, ξη) of prob-
lem (1.2). Furthermore, there exists a constant c > 0 depending on ΩT , D, L,B, %, g,
but not on η, f , or the initial and boundary data, such that
‖uη‖W 1,∞(0,T ;H1(Ω;Rn)) + ‖∂2t uη‖L∞(0,T ;L2(Ω;Rn)) + ‖ση‖W 1,∞(0,T ;L2(Ω;Rn×ns ))
+‖ξη‖W 1,∞(0,T ;L2(Ω;RN )) ≤ c
(
1 + ‖uη0‖H1(Ω;Rn) + ‖uη1‖H1(Ω;Rn) + ‖ξη0‖L2(Ω;RN ) (2.10)
+‖Uη0 ‖H2(0,T ;H1(Ω;Rn))∩H3(0,T ;L2(Ω;Rn)) + ‖∇ · ση0‖L2(Ω;Rn) + ‖f‖H1(0,T ;L2(Ω))
)
.
The strong solution concept of this existence result allows to multiply (1.2a) with
∂tu
η to obtain an energy balance relation. For t-independent boundary conditions Uη0 ,
the energy balance states: For almost every t ∈ (0, T ), there holds∫
Ωt
%η∂
2
t u
η · ∂tuη +
∫
Ωt
∂tσ
η : D−1η σ
η +
∫
Ωt
∂tξ
η · Lηξη +
∫
Ωt
∂tξ
η · (BTη ση − Lηξη)
=
∫
Ωt
∂tu
η · f . (2.11)
The proof of Theorem 2.1 is performed in Section 4. It is based on a Galerkin
scheme and a regularization of the function g.
Homogenized plasticity problem and main result
Our main result is the homogenization of the plasticity system. We remark that
assumption (A4) appears in the next section. The assumption is satisfied for subdif-
ferentials g and for piecewise x-independent operators g, see Lemmas 3.3 and 3.4.
Theorem 2.2 (Homogenization). Let the assumptions (A1)–(A4) be satisfied. For
η → 0, let (uη, ξη, ση)η be a sequence of solutions to (1.2) for f ∈ H1(0, T ;L2(Ω;Rn))
as in Theorem 2.1. Let the initial data satisfy
uη0 → u0, uη1 → u1 strongly in H1(Ω),
ξη0
2→ w0 strongly two-scale in L2(Ω× Y ) .
(2.12)
We assume that Uη0 is bounded in H
2(0, T ;H1(Ω;Rn))∩H3(0, T ;L2(Ω;Rn)) and weakly
convergent to U0, and that σ
η
0 := Dη(∇suη0−Bηξη0 ) has ∇·ση0 bounded in L2(Ω). Then,
for functions
u ∈ H2(0, T ;L2(Ω;Rn)) ∩H1(0, T ;H1(Ω)), v ∈ L2(ΩT ;H1(Y ;Rn)), (2.13)
w ∈ H1(0, T ;L2(Ω× Y ;RN)), z ∈ H1(0, T ;L2(Ω× Y ;Rn×ns )), (2.14)
the following convergences hold:
∂2t u
η ⇀ ∂2t u weakly in L
2(ΩT ;Rn), (2.15)
uη ⇀ u and ∂tu
η ⇀ ∂tu weakly in H
1(ΩT ;Rn), (2.16)
ξη
2
⇀ w and ∂tξ
η 2⇀ ∂tw weakly two-scale in L
2(ΩT × Y ), (2.17)
ση
2
⇀ z and ∂tσ
η 2⇀ ∂tz weakly two-scale in L
2(ΩT × Y ), (2.18)
∇suη 2⇀ ∇sxu+∇syv weakly two-scale in L2(ΩT × Y ). (2.19)
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The limit (u, v, w, z) is the unique strong solution of system (1.3) with initial and
boundary conditions (2.3)–(2.5).
We note that also solutions to the limit system satisfy an energy balance relation.
Due to the regularity of solutions, this relation can be obtained by testing the conser-
vation law with ∂tu. In the case of t-independent boundary data the energy balance
reads: for almost every t ∈ (0, T ) there holds∫
Ωt
%¯∂2t u · ∂tu+
∫
Ωt×Y
{
∂tz : D
−1z + ∂tw · Lw + ∂tw · (BT z − Lw)
}
=
∫
Ωt
∂tu · f .
(2.20)
3 Two-scale homogenization and monotonicity
This section is devoted to the proof of Theorem 2.2. A sequence (uη, ξη, ση)η of solu-
tions to the original problem is available by Theorem 2.1. The existence result provides
additionally a priori estimates for solutions. These η-independent estimates guarantee,
for appropriate limit functions (u, v, w, z) as in (2.13)–(2.14) and a subsequence η → 0
the convergences of (2.15)–(2.19). The appropriate compactness results for two-scale
convergence are recalled in the next subsection.
To prove Theorem 2.2, the main step is to show that the limit (u, v, w, z) is a solu-
tion of the limit system (1.3); we perform this part of the proof with a monotonicity
argument in Subsection 3.3. The calculation will additionally provide the energy bal-
ance. Uniqueness for the limit system can be derived easily, we present the calculation
in Subsection 3.4.
3.1 Tools from two-scale convergence
In this subsection we briefly review standard properties of two-scale convergence [4, 22],
and some more recent results regarding functionals [27, 30]. These properties will allow
to perform the proof of Theorem 2.2.
Let (uη)η be bounded sequence in L
2(Ω;Rm). The sequence (uη)η is said to be
weakly two-scale convergent to u ∈ L2(Ω× Y ;Rm) iff
lim
η→0
∫
Ω
uη(x) · ψ
(
x,
x
η
)
dx =
∫
Ω×Y
u(x, y) · ψ(x, y) dx dy, (3.1)
holds for all admissible test-functions ψ : Ω×Y → Rm. In this case, we write uη 2⇀ u.
A function ψ ∈ L2(Ω× Y ;Rm) is an admissible test-function iff
lim
η→0
∫
Ω
∣∣∣∣ψ(x, xη
)∣∣∣∣2 dx = ∫
Ω×Y
|ψ(x, y)|2 dx dy. (3.2)
Functions ψ that are continuous in one variable (or piecewise constant in one variable)
are admissible. A sequence uη
2
⇀ u is called strongly two-scale convergent (and we
write uη
2→ u) iff limη→0 ‖uη‖L2(Ω) = ‖u‖L2(Ω×Y ).
We extend the definitions to time-dependent functions by regarding time as a
parameter (i.e. we do not resolve oscillations in t): For a space-time cylinder ΩT := Ω×
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(0, T ) we call (uη)η in L
2(ΩT ;Rm) weakly two-scale convergent to u ∈ L2(ΩT ×Y ;Rm)
iff
lim
η→0
∫
ΩT
uη(x, t) · ψ
(
x,
x
η
, t
)
dx dt =
∫
ΩT×Y
u(x, y, t) · ψ(x, y, t) dx dy dt
for all ψ(x, y, t) = ψ0(x, y)ϑ(t) with ϑ ∈ D((0, T );R) and ψ0 admissible. Strong two-
scale convergence is defined as in the time-independent case.
The first two statements of the subsequent lemma recall some standard compact-
ness results and limit characterizations from two-scale convergence theory; they can
be found in [4]. The third statement concerning the matrix-valued case is a straight-
forward extension and was also used, e.g., in [27].
Lemma 3.1 (Tools from two-scale convergence). For any bounded sequence (uη)η in
L2(Ω;Rn) there exists u ∈ L2(Ω× Y ;Rn) such that, possibly extracting a subsequence,
uη
2
⇀ u in L2(Ω× Y ;Rn).
Let (uη)η be a weakly convergent sequence, uη ⇀ u in H
1(Ω;Rn). Then, for a
subsequence and some v ∈ L2(Ω;H1(Y ;Rn)) with ∫
Y
v(·, y) dy = 0 there holds
∇suη 2⇀ ∇su+∇syv in L2(Ω× Y ;Rn×ns ).
Let (ση)η be a bounded sequence in L
2(Ω;Rn×ns ) such that η∇ · ση is bounded in
L2(Ω;Rn). Then, for a subsequence and some σ ∈ L2(Ω × Y ;Rn×ns ) with ∇x · σ ∈
L2(Ω× Y ;Rn) there holds
ση
2
⇀ σ in L2(Ω× Y ;Rn×ns ), η∇ · ση 2⇀ ∇y · σ in L2(Ω× Y ;Rn).
In particular, if ∇ · ση is bounded in L2(Ω;Rn), then ∇y · σ = 0.
All these results extend to the time-dependent case.
We note that the time-dependent case can be treated by using ΩT as the basic
domain; the two-scale limits can be averaged over the fast time-scale, since we use
only slowly varying test-functions ϑ in the time variable.
In addition to the above properties, we need the lower semi-continuity of convex
functionals. This property was derived in [30], Proposition 1.3. We use the Borel
σ-algebras B(RM),B(Ω),B(Y ) and the Lebesgue σ-algebras L(RM), L(Ω), L(Y ). We
remark that the measurability assumptions on Ψ are satisfied for Caratheodory func-
tions (compare [7], page 30).
Proposition 3.2 (Visintin 2007, Two-scale limits in nonlinear functionals). Let Ψ :
Rm×Ω× Y → R∪{+∞} be measurable either w.r.t. B(Rm)⊗B(Ω)⊗L(Y ) or w.r.t.
B(Rm)⊗L(Ω)⊗B(Y ). Let uη 2⇀ u in L2(Ω×Y ;Rm) be a weakly two-scale convergent
sequence.
1. Assume that Ψ has the following properties: (i) Ψ(v, x, y) ≥ 0 for all v, for
a.e. (x, y), (ii) the function v 7→ Ψ(v, x, y) is convex for a.e. (x, y), (iii) the function
(v, x) 7→ Ψ(v, x, y) is lower semicontinuous for a.e. y. Then
lim inf
η→0
∫
Ω
Ψ
(
uη(x), x,
x
η
)
dx ≥
∫
Ω×Y
Ψ(u(x, y), x, y) dx dy.
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2. Assume that (v, x) 7→ Ψ(v, x, y) is continuous for a.e. y and that there exists
c > 0 such that |Ψ(v, x, y)| ≤ c|v|2 for a.e. (x, y). Then, if uη 2→ u in L2(Ω× Y ;Rm)
is strongly two-scale convergent, there holds
lim
η→0
∫
Ω
Ψ
(
uη(x), x,
x
η
)
dx =
∫
Ω×Y
Ψ(u(x, y), x, y) dx dy.
3.2 A property of the flow function g
In our homogenization theorem we assume that the map g : RN × Ω × Y → P(RN)
(the map g( · ;x, y) is multi-valued from RN to RN) has the subsequent property (A4).
We will show below that a regularity assumption on the maximal monotone map g is
sufficient to obtain property (A4).
(A4) For weakly two-scale convergent sequences f η
2
⇀ f and hη
2
⇀ h in L2(ΩT×Y ;RN)
with hη(x, t) ∈ g(f η(x, t);x, x/η), the product lim-inf inequality
lim inf
η→0
∫
ΩT
hη · f η ≤
∫
ΩT×Y
h · f (3.3)
implies h(x, y, t) ∈ g(f(x, y, t);x, y).
Our first observation is that (A4) is satisfied for subdifferentials g. We note that we
could, alternatively, conclude (A4) from Theorem 2.1 in [30] (under slightly different
assumptions on Ψ, in particular, without lower semi-continuity).
Lemma 3.3 (Assumption (A4) for subdifferentials). Let g be a subdifferential of Ψ :
RN ×Ω× Y → R∪{∞}, where Ψ has the measurability properties of Proposition 3.2,
is non-negative, convex, and lower semi-continuous. Then g( · ;x, y) = ∂Ψ( · ;x, y)
satisfies (A4).
Proof. We calculate with sequences f η and hη as in (A4). We use in (i) the definition
of the conjugate function Ψ∗, in (ii) the lower semi-continuity property of Proposition
3.2, in (iii) the Fenchel characterization of the property hη(x, t) ∈ ∂Ψη(f η(x, t);x, x/η),
and in (iv) the assumption (3.3):∫
ΩT×Y
h · f
(i)
≤
∫
ΩT×Y
Ψ(f) + Ψ∗(h)
(ii)
≤ lim inf
η→0
∫
ΩT
Ψη(f
η) + Ψ∗η(h
η)
(iii)
= lim inf
η→0
∫
ΩT
f η · hη
(iv)
≤
∫
ΩT×Y
h · f .
We conclude that all inequalities are equalities. Equality of the first two integrals
implies, due to the pointwise inequality, that the integrands coincide almost every-
where. This, together with the Fenchel characterization of the subdifferential, provides
h ∈ g(f).
The next lemma states that general maximal monotone maps g satisfy (A4) under
some regularity assumption. We provide a statement for piecewise x-independent maps
g, we expect that it is possible to replace this condition by a continuity property in x,
as in Theorem 3.1 in [30]. Nevertheless, since in our application unbounded maps g
are relevant, we cannot use the result of [30].
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We call a map G : Ω→ Z piecewise constant in x if, for a finite number of disjoint
open subsets (Ωj)j=1,...,J with |Ω \
⋃
j Ωj| = 0 and J elements Gj ∈ Z, there holds
G(x) = Gj for every x ∈ Ωj.
Lemma 3.4 (Assumption (A4) for piecewise x-independent functions). Let g( · ;x, y) :
RN → P(RN) be as in (A2), maximal monotone and measurable. If g is piecewise
constant in x, then (A4) is satisfied.
Proof. Let f η(x, t), hη(x, t) with limits f(x, y, t), h(x, y, t) be sequences as in (A4). We
suppress the parameter t in the following.
Step 1: Maximal monotonicity and admissibility issues. In this step of the proof
we consider two arbitrary functions f0, h0 : ΩT × Y → RN of class L2(ΩT × Y ) that
satisfy h0 ∈ g(f0), and assume that both functions are admissible test-functions in the
sense of two-scale convergence. For the corresponding oscillatory functions f0,η(x, t) =
f0(x, x/η, t) and h0,η(x, t) = h0(x, x/η, t) we observe that, due to monotonicity of g,
0 ≤
∫
ΩT
(h0,η − hη) · (f0,η − f η) .
We take the limes inferior η → 0, exploiting the definition of two-scale convergence
and the property (3.3) of the product hη · f η to obtain
0 ≤
∫
ΩT×Y
(h0 − h) · (f0 − f) . (3.4)
The multi-valued operator g( · ;x, y) defines a multi-valued operator on the function
space, gΩT×Y : L
2(ΩT × Y ) → P(L2(ΩT × Y )). At first sight, it seems that (3.4)
provides h ∈ g(f) by maximal monotonicity of gΩT×Y . But there is an issue regarding
the admissibility of the test-functions: Since (3.4) holds only for admissible h0 and f0,
we cannot conclude h ∈ g(f) from maximality of gΩT×Y .
Step 2: Proof for piecewise x-independent g. Let (Ωj)j=1,...,J be open subsets such
that g does not depend on x in Ωj. We claim that, for almost every point (x0, t0) ∈⋃
j Ωj × (0, T ) and arbitrary F0, H0 ∈ L2(Y ;RN) with H0(·) ∈ g(F0(·), x0, ·), there
holds
0 ≤
∫
Y
(H0(y)− h(x0, y, t0)) · (F0(y)− f(x0, y, t0)) dy . (3.5)
Once (3.5) is verified, the maximality of the multi-valued maximal monotone operator
gY (· ;x0, ·) : L2(Y ) →→ L2(Y ) implies h(x0, ·, t0) ∈ g(f(x0, ·, t0);x0, ·) almost everywhere
in Y . This is the result, since (x0, t0) was arbitrary in a set of full measure.
In order to show (3.5), let j ≤ J be an index and F0, H0 ∈ L2(Y,RN) be such
that H0(·) ∈ g(F0(·);x, ·) for every x ∈ Ωj. We can assume that the arbitrary point
(x0, t0) ∈ Ωj × (0, T ) is a Lebesgue point for
Ωj × (0, T ) 3 (x, t) 7→
∫
Y
(H0(y)− h(x, y, t)) · (F0(y)− f(x, y, t)) dy.
For a small radius r > 0, using the characteristic function 1B of a ball B ⊂ ΩT , we
set h0(x, y, t) := H0(y)1Br(x0,t0)(x, t) and f0(x, y, t) := F0(y)1Br(x0,t0)(x, t). These two
functions are admissible in the sense of two-scale convergence since they are piecewise
constant in one variable (regarding (x, t) ∈ ΩT as one variable). Furthermore, they
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satisfy h0(x, y, t) ∈ g(f0(x, y, t);x, y) (we recall that we introduced the normalization
0 ∈ g(0;x, y)). Since the functions are admissible, inequality (3.4) is satisfied. We
divide by the volume of the ball Br = Br(x0, t0) and take the limit r ↘ 0 to obtain
0 ≤ lim inf
r→0
1
|Br|
∫
Br
∫
Y
(h0 − h) · (f0 − f) =
∫
Y
(H0 − h(x0, ·, t0)) · (F0 − f(x0, ·, t0)) .
Since (x0, t0) was arbitrary, we obtain the claim of (3.5).
3.3 Proof of the homogenization result
We now perform the rigorous derivation of the homogenization result. Our approach
uses the energy balance for the η-problem and exploits the lower semi-continuity of the
energies in the limit η → 0. For ease of notation we consider only time-independent
boundary data Uη0 in this proof. The general case can be concluded along the same
lines.
Proof of Theorem 2.2. In the first paragraph of Section 3, we observed that the bounds
(2.10) allow to choose a subsequence η → 0 and limit functions (u, v, w, z) with the
regularity (2.13)–(2.14) such that the convergences (2.15)–(2.19) hold. We exploit here
that norms of ∇suη are controlled by the corresponding norms of ση and ξη through
(1.2b).
The initial and boundary conditions (2.3)–(2.5) of the limit functions are satisfied
due to the existence of traces of the corresponding functions and (2.12).
It remains to show that the limit (u, v, w, z) solves the limit problem (1.3), and the
uniqueness of solutions.
Step 1: The linear relations (1.3a)–(1.3c). In order to prove (1.3a), it is sufficient to
use a (single-scale) smooth test-function in (1.2a). We multiply with ϕ ∈ D(ΩT ;Rn),
integrate over ΩT and pass to the limit η → 0. Since weighted time integrals of ∂tuη
converge strongly in L2(Ω) and %η converges weakly in L
2(Ω), we obtain
lim
η→0
∫
ΩT
%
(
x,
x
η
)
∂2t u
η(x, t) · ϕ(x, t) dx dt
= − lim
η→0
∫
ΩT
%η(x)∂tu
η(x, t) · ∂tϕ(x, t) dx dt
= −
∫
ΩT
%¯(x)∂tu(x, t) · ∂tϕ(x, t) dx dt =
∫
ΩT
%¯(x)∂2t u(x, t) · ϕ(x, t) dx dt .
For the other term in (1.2a) we find
lim
η→0
∫
ΩT
∇ · ση(x, t) · ϕ(x, t) dx dt = − lim
η→0
∫
ΩT
ση(x, t) : ∇ϕ(x, t) dx dt
= −
∫
ΩT×Y
z(x, y, t) : ∇ϕ(x, t) dx dt =
∫
ΩT
∇ ·
(
−
∫
Y
z(x, y, t) dy
)
· ϕ(x, t) dx dt .
Taking the limit in the integral containing f does not pose any difficulty and we obtain
(1.3a) in the sense of distributions.
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We next derive (1.3b) from (1.2b), using the definition of two-scale convergence.
We use an arbitrary test-function ψ ∈ D(ΩT × Y ;Rn×ns ) and obtain for the stress
variable
lim
η→0
∫
ΩT
ση(x, t) : ψ
(
x,
x
η
, t
)
dx dt =
∫
ΩT×Y
z(x, y, t) : ψ (x, y, t) dy dx dt.
On the other side of (1.2b), two similar terms appear. We use the abbreviations
ψ1(x, y, t) := D
T (x, y)ψ(x, y, t) and ψ2(x, y, t) := B
T (x, y)DT (x, y)ψ(x, y, t). With
Lemma 3.1 and the fact that the product BTDT is again an admissible test-function
we obtain from (2.17) and (2.19)
lim
η→0
∫
ΩT
D
(
x,
x
η
)(
∇suη(x, t)−B
(
x,
x
η
)
ξη(x, t)
)
: ψ
(
x,
x
η
, t
)
dx dt
= lim
η→0
∫
ΩT
∇suη(x, t) : ψ1
(
x,
x
η
, t
)
− ξη(x, t) : ψ2
(
x,
x
η
, t
)
dx dt
=
∫
ΩT×Y
(∇su(x, t) +∇syv(x, y, t)) : ψ1(x, y, t) dy dx dt
−
∫
ΩT×Y
w(x, y, t) : ψ2(x, y, t) dy dx dt
=
∫
ΩT×Y
D(x, y)
(∇suη(x, t) +∇syv(x, y, t)−B(x, y)w(x, y, t)) : ψ(x, y, t) dy dx dt.
Since ψ was arbitrary, we obtain (1.3b). Equation (1.3c) follows directly from the
boundedness of ∇ · ση in L2(ΩT ), see the last conclusion in Lemma 3.1.
Step 2: A product of weakly convergent sequences. Our next aim is to verify the
(nonlinear) flow-rule (1.3d). To this end, we show an inequality regarding the limit of
a certain product. We claim that, for almost every t ∈ (0, T ),
lim sup
η→0
∫
Ωt
∂tξ
η · (BTη ση − Lηξη) ≤
∫
Ωt×Y
∂tw · (BT z − Lw). (3.6)
We will obtain (3.6) from the energy balance (2.11) and the lower semi-continuity
result of Proposition 3.2. We fix t ∈ (0, T ) such that the energy balance holds for all
η of the sequence η → 0. Additionally, we demand that t is a Lebesgue point for the
functions w and z. We write (2.11) as∫
Ωt
∂tξ
η · (BTη ση − Lηξη) (3.7)
=
∫
Ωt
∂tu
η · f −
∫
Ωt
%η∂
2
t u
η · ∂tuη −
∫
Ωt
∂tσ
η : D−1η σ
η −
∫
Ωt
∂tξ
η · Lηξη
=: Iη1 − Iη2 − Iη3 − Iη4 .
In the integral Iη1 , the limit can be obtained directly from the convergence (2.16),
lim
η→0
Iη1 = lim
η→0
∫
Ωt
∂tu
η · f =
∫
Ωt
∂tu · f . (3.8)
The other three integrals are similar in their structure; we treat here only one term,
for notational convenience we choose the integral Iη4 . We note first that the two-scale
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convergence ξη
2
⇀ w on ΩT × Y implies, due to the additional time regularity of ξη
and w, the inequality
lim inf
η→0
∫
Ω
ξη(x, t) · Lη(x)ξη(x, t) dx ≥
∫
Ω×Y
w(x, y, t) · L(x, y)w(x, y, t) dx dy . (3.9)
Indeed, since ∂tξ
η ∈ L2(0, T ;L2(Ω)) is uniformly bounded, we find for arbitrary γ <
1/2 a uniform bound for ξη ∈ Cγ(0, T ;L2(Ω)). In particular, for every δ > 0 and an
error term q = q(δ) with limδ→0 q(δ) = 0, there holds
lim inf
η→0
∫
Ω
ξη(x, t) · Lη(x)ξη(x, t) dx
≥ lim inf
η→0
−
∫ δ
0
∫
Ω
ξη(x, t+ τ) · Lη(x)ξη(x, t+ τ) dx dτ + q(δ)
≥ −
∫ δ
0
∫
Ω×Y
w(x, y, t+ τ) · L(x, y)w(x, y, t+ τ) dx dy dτ + q(δ) .
In the second inequality, we exploited the lower semi-continuity result of Proposition
3.2. Taking the limit δ → 0, since t is a Lebesgue point of w, we obtain the claim of
(3.9).
The function ξη ∈ H1(0, T ;L2(Ω)) has a continuous representative for which we
can calculate, using additionally the strong two-scale convergence of ξη0 of (2.12) and
Proposition 3.2
lim sup
η→0
(−Iη4 ) = − lim inf
η→0
∫ t
0
∫
Ω
∂tξ
η · Lηξη
= − lim inf
η→0
[
1
2
∫
Ω
ξη(t) · Lηξη(t)− 1
2
∫
Ω
ξη0 · Lηξη0
]
(3.9)
≤ −1
2
∫
Ω×Y
w(t) · Lw(t) + 1
2
∫
Ω×Y
w0 · Lw0 = −
∫
Ωt×Y
∂tw · Lw .
The integrals Iη2 and I
η
3 are analyzed in a similar way: we use Proposition 3.2, with
Ψ(v, x, y) := %(x, y)v · v to treat Iη2 , and with Ψ(v, x, y) := v ·D−1(x, y)v to treat Iη3 .
As above, we obtain
lim sup
η→0
(−Iη2 ) ≤ −
∫
Ωt×Y
%∂2t u · ∂tu = −
∫
Ωt
%¯∂2t u · ∂tu, (3.10)
lim sup
η→0
(−Iη3 ) ≤ −
∫
Ωt×Y
∂tz : D
−1z. (3.11)
After this preparation, we take the limes superior in (3.7) and obtain
lim sup
η→0
∫
Ωt
∂tξ
η · (BTη ση − Lηξη)
≤ lim sup
η→0
(Iη1 ) + lim sup
η→0
(−Iη2 ) + lim sup
η→0
(−Iη3 ) + lim sup
η→0
(−Iη4 )
≤
∫
Ωt
∂tu · f −
∫
Ωt
%¯∂2t u · ∂tu−
∫
Ωt×Y
∂tz : D
−1z −
∫
Ωt×Y
∂tw · Lw
(1.3a)
= −
∫
Ωt
∂tu · (∇ · z¯)−
∫
Ωt×Y
∂tz : D
−1z −
∫
Ωt×Y
∂tw · Lw
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=
∫
Ωt×Y
∂t∇su : z −
∫
Ωt×Y
∂tz : D
−1z −
∫
Ωt×Y
∂tw · Lw
=
∫
Ωt×Y
∂t(∇su−D−1z) : z −
∫
Ωt×Y
∂tw · Lw
(1.3b)
=
∫
Ωt×Y
∂t(Bw −∇yv) : z −
∫
Ωt×Y
∂tw · Lw
(1.3c)
=
∫
Ωt×Y
∂tw · (BT z − Lw).
We have thus shown (3.6).
We observe that the last computation contains also the energy balance relation
(2.20) for the limit system.
Step 3: The flow-rule. The nonlinear relation (1.3d) can now be concluded from
(3.6) using property (A4) of the monotone flow function g. We use
f η := BTη σ
η − Lηξη , hη := ∂tξη .
The flow rule is satisfied on the η-level, hence hη ∈ gη(f η). The (weak) two-scale
limit functions are f(x, y, t) := B(x, y)T z(x, y, t) − L(x, y)w(x, y, t) and h(x, y, t) :=
∂tw(x, y, t). With these definitions, inequality (3.6) implies (3.3), hence all prerequi-
sites of (A4) are satisfied. Property (A4) provides h(x, y, t) ∈ g(f(x, y, t);x, y), which
is nothing but the flow rule (1.3d).
With the observation of uniqueness for the limit system (see the next Subsection),
the proof of Theorem 2.2 is complete.
3.4 Uniqueness for the limit system
In order to conclude Theorem 2.2, we have to show uniqueness of the solution (u, v, w, z)
of the limit system (this implies, in particular, the convergence of the original se-
quence). In order to show uniqueness, we consider two strong solutions (ui, vi, wi, zi)
for i ∈ {1, 2} of system (1.3) with identical initial and boundary conditions (2.3)–
(2.5). We define (u˜, v˜, w˜, z˜) := (u2, v2, w2, z2) − (u1, v1, w1, z1) as the difference of the
two solutions. We compute
−
∫
Ω
%¯∂2t u˜ · ∂tu˜
(1.3a)
=
∫
Ω
(
−
∫
Y
z˜
)
: ∇s∂tu˜ =
∫
Ω×Y
z˜ : ∂t∇su˜
(1.3b)
=
∫
Ω×Y
z˜ : ∂t(D
−1z˜ +Bw˜ −∇syv˜)
(1.3c)
=
∫
Ω×Y
z˜ : ∂t(D
−1z˜ +Bw˜)
=
∫
Ω×Y
D−1z˜ : ∂tz˜ + (BT z˜ − Lw˜ + Lw˜) : ∂tw˜.
Since the initial data are identical, integrating over time from 0 to t and exploiting
the monotonicity (2.9) of g we obtain
− 1
2
∫
Ω
%¯|∂tu˜(t)|2 − 1
2
∫
Ω×Y
D−1z˜(t) : z˜(t)− 1
2
∫
Ω×Y
Lw˜(t) : w˜(t)
=
∫
Ωt×Y
(
(BT z2 − Lw2)− (BT z1 − Lw1)
)
: (∂tw2 − ∂tw1)
(1.3d)
≥ 0.
From positivity of %¯, D−1, and L, we conclude (u2, v2, w2, z2) = (u1, v1, w1, z1).
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4 Existence results and higher order estimates
4.1 Galerkin scheme
We introduce a space-discretization of the oscillatory system (1.2). Throughout this
section, the parameter η > 0 is held fixed, we hence drop η from our notation. Our
estimates will not depend on η.
For an arbitrary size-parameter h > 0 let Th := {Kq}q∈Λh be a regular triangulation
of Ω, the sets Kq are simplices such that max{diam(Kq), q ∈ Λh} ≤ h and Λh is a
finite set of indices. Let Pk(K) be the space of polynomials of degree at most k ≥ 0
on the simplex K. We define the function spaces
Vh :=
{
u ∈ H1(Ω;Rn) : u|K ∈P1(K;Rn)∀K ∈ Th
}
,
Wh :=
{
w ∈ L2(Ω;RN) : w|K ∈P0(K;RN) ∀K ∈ Th
}
,
Zh :=
{
z ∈ L2(Ω;Rn×ns ) : z|K ∈P0(K;Rn×ns ) ∀K ∈ Th
}
.
Let P Vh : H
1(Ω;Rn) → Vh be the L2-orthogonal projection onto Vh and let PWh :
L2(Ω;RN)→ Wh be the L2-orthogonal projection onto Wh. For regular triangulations,
we have the compatibility and approximation property of the projection (see, e.g. [5])
‖P Vh v‖H1(Ω) ≤ C‖v‖H1(Ω), P Vh v → v strongly in H1(Ω), ∀v ∈ H1(Ω). (4.1)
We define discretized coefficients as averages
D−1h (x) := −
∫
K
D−1
(
ζ,
ζ
η
)
dζ, Lh(x) := −
∫
K
L
(
ζ,
ζ
η
)
dζ, Bh(x) := −
∫
K
B
(
ζ,
ζ
η
)
dζ
for x ∈ K ∈ Th. It is immediate that the averages D−1h , Lh, Bh satisfy the positivity
and boundedness assumptions (A1), independently of h and η. In particular, D−1h (x)
has an inverse (for every x), which we denote by Dh(x). In the following we also use,
by slight abuse of notation,
gδ(p;x) = gδ(p;x, x/η), %(x) = %(x, x/η).
Since we need test-functions that vanish on the boundary of Ω, we introduce the space
Vh,0 := {u ∈ Vh : u = 0 on ∂Ω}.
The semi-discrete problem. The natural weak discretized formulation of problem
(1.2) is as follows. Find uh : [0, T ]→ Vh, ξh : [0, T ]→ Wh, and σh : [0, T ]→ Zh solving∫
Ω
%∂2t uh(t) · ϕ = −
∫
Ω
σh(t) : ∇ϕ+
∫
Ω
f(t) · ϕ ∀ϕ ∈ Vh,0, (4.2a)∫
Ω
D−1h σh(t) : ψ =
∫
Ω
(∇suh(t)−Bhξh(t)) : ψ ∀ψ ∈ Zh, (4.2b)∫
Ω
∂tξh(t) · ζ =
∫
Ω
gδ(B
T
h σh(t)− Lhξh(t)) · ζ ∀ ζ ∈ Wh, (4.2c)
for all t ∈ (0, T ). For the initial conditions we use sequences u0,h ⇀ u0 in H1(Ω),
u1,h → u1 in L2(Ω), and ξ0,h → ξ0 in L2(Ω). We demand∫
Ω
(uh(0)− u0,h) · ϕ = 0,
∫
Ω
(∂tuh(0)− u1,h) · ϕ = 0,
∫
Ω
(ξh(0)− ξ0,h) · ζ = 0 (4.3)
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for all ϕ ∈ Vh,0 and all ζ ∈ Wh. As boundary condition we demand, with Uh(t) :=
P Vh U0(t),
uh(t)− Uh(t) ∈ Vh,0 for all t ∈ (0, T ). (4.4)
4.2 Energy estimates
Lemma 4.1. Let assumptions (A1)-(A3) be satisfied. Let f ∈ L2(0, T ;L2(Ω;Rn)) be
given, as well as the initial data u0 ∈ H1(Ω;Rn), u1 ∈ L2(Ω;Rn), ξ0 ∈ L2(Ω;RN) and
the boundary condition U0 ∈ H2(0, T ;L2(Ω;Rn)) ∩H1(0, T ;H1(Ω;Rn)). Let h→ 0 be
a sequence of maximal diameters of the space discretization. Then, for all h, δ > 0,
1. The semi-discrete problem (4.2)–(4.4) has a unique solution
(uh, ∂tuh, ξh, σh) ∈ C1([0, T ];Vh × Vh ×Wh × Zh).
2. For every t ∈ [0, T ], the solution satisfies the energy balance{
1
2
∫
Ω
%|∂t(uh(s)− Uh(s))|2 + 1
2
∫
Ω
D−1h σh(s) : σh(s) +
1
2
∫
Ω
Lhξh(s) · ξh(s)
}s=t
s=0
+
∫
Ωt
∂tξh · (BTh σh − Lhξh) =
∫
Ωt
fh · ∂t(uh − Uh) +
∫
Ωt
σh : ∇s∂tUh,
(4.5)
with Uh := P
V
h U0 and fh := f − %∂2tUh.
3. With a constant C0 = C0(Ω, α, β, T ) which does not depend on h, η, or δ, there
holds the a priori estimate
‖uh‖L∞(0,T ;Vh) + ‖∂tuh‖L∞(0,T ;L2(Ω)) + ‖ξh‖L∞(0,T ;Wh) + ‖σh‖L∞(0,T ;Zh)
≤ C0
(
‖u0‖H1(Ω;Rn) + ‖u1‖L2(Ω;Rn) + ‖ξ0‖L2(Ω;RN ) + ‖f‖L2(0,T ;L2(Ω))
+ ‖U0‖H1(0,T ;H1(Ω;Rn)) + ‖U0‖H2(0,T ;L2(Ω;Rn))
)
. (4.6)
Proof. Step 1: Solution of the discrete equation. By substituting the expression for σh
from (4.2b) into the other two equations, we see that the evolution system (4.2) can
be written as a system of ordinary differential equations in the unknowns uh ∈ Vh and
ξh ∈ Wh:∫
Ω
%∂2t uh(t) · ϕ = −
∫
Ω
Dh(∇suh(t)−Bhξh(t)) : ∇ϕ+
∫
Ω
f(t) · ϕ ∀ϕ ∈ Vh,0,∫
Ω
∂tξh(t) · ζ =
∫
Ω
gδ(B
T
hDh(∇suh(t)−Bhξh(t))− Lhξh(t)) · ζ ∀ ζ ∈ Wh.
(4.7)
The right-hand side of (4.7) is Lipschitz-continuous since, owing to (A3), gδ(· ;x) is
Lipschitz-continuous. Hence there exists a maximal time interval [0, Tmax) ⊂ [0, T )
such that (4.2) has a unique C1-regular solution in [0, Tmax). Owing to the a priori
estimates that are obtained in Step 3, we conclude Tmax = T .
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Step 2: Energy balance. Since uh, Uh ∈ C1([0, Tmax);Vh) and uh(t)− Uh(t) = 0 on
∂Ω, the function ϕ = ∂t(uh(t)− Uh(t)) ∈ Vh,0 is an admissible test-function in (4.2a).
Subtracting %∂2tUh(t) from both sides of (4.2a) we obtain∫
Ω
%∂tϕ · ϕ = −
∫
Ω
σh(t) : ∇sϕ+
∫
Ω
(
f(t)− %∂2tUh(t)
) · ϕ .
The identification as a total time derivative provides, inserting ϕ,
1
2
d
dt
∫
Ω
% |∂t(uh(t)− Uh(t))|2 = −
∫
Ω
σh(t) : ∂t∇suh(t) +
∫
Ω
σh(t) : ∂t∇sUh(t)
+
∫
Ω
(
f(t)− %∂2tUh(t)
) · ∂t (uh(t)− Uh(t)) . (4.8)
We next use (4.2b), which we differentiate with respect to time, and use the test-
function ψ = σh(t). We obtain for one of the above integrals∫
Ω
σh(t) : ∂t∇suh(t) =
∫
Ω
D−1h ∂tσh(t) : σh(t) +Bh∂tξh(t) : σh(t)
=
1
2
d
dt
{∫
Ω
D−1h σh(t) : σh(t)
}
+
∫
Ω
∂tξh(t) : B
T
h σh(t)
=
1
2
d
dt
{∫
Ω
D−1h σh(t) : σh(t)
}
+
∫
Ω
∂tξh(t) :
(
BTh σh(t)− Lhξh(t) + Lhξh(t)
)
=
1
2
d
dt
{∫
Ω
D−1h σh(t) : σh(t) + ξh(t) : Lhξh(t)
}
+
∫
Ω
∂tξh(t) · (BTh σh(t)− Lhξh(t)).
Inserting this term into (4.8) and integrating over (0, t) yields the energy balance (4.5).
Step 3: Energy estimates. The monotonicity of the approximation gδ of (A3)
implies∫
Ω
∂tξh ·
(
BTh σh − Lhξh
) (4.2c)
=
∫
Ω
gδ
(
BTh σh − Lhξh
) · (BTh σh − Lhξh) ≥ 0. (4.9)
The Cauchy-Schwarz inequality allows to estimate the right-hand side of the energy
balance (4.5), and we obtain, since %,D−1h , Lh are positive and bounded,
α
(
‖∂tuh(t)− ∂tUh(t)‖2L2(Ω;Rn) + ‖σh(t)‖2L2(Ω;Rn×ns ) + ‖ξh(t)‖
2
L2(Ω;RN )
)
≤ β
(
‖∂tuh(0)− ∂tUh(0)‖2L2(Ω;Rn) + ‖σh(0)‖2L2(Ω;Rn×ns ) + ‖ξh(0)‖
2
L2(Ω;RN )
)
+ ‖fh‖2L2(0,T ;L2(Ω;Rn)) + ‖Uh‖2H1(0,T ;H1(Ω;Rn))
+
∫ t
0
{
‖∂tuh(s)− ∂tUh(s)‖2L2(Ω;Rn) + ‖σh(s)‖2L2(Ω;Rn×ns )
}
ds. (4.10)
Regarding the initial condition for the stress, we can use the decomposition rule.
Continuity of the solution uh, σh, ξh in t = 0 allows to use equation (4.2b),
‖σh(0)‖2L2(Ω;Rn×ns ) = ‖Dh(∇
suh(0)−Bhξh(0))‖2L2(Ω;Rn×ns )
≤ c
(
‖u0,h‖2H1(Ω;Rn) + ‖ξ0,h‖2L2(Ω;RN )
)
≤ c
(
‖u0‖2H1(Ω;Rn) + ‖ξ0‖2L2(Ω;RN )
)
,
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for some constant c that depends only on α and β. Similarly, the initial time derivative
∂tuh(0) is bounded in L
2(Ω) by c‖u1‖L2(Ω). By definition of fh, there holds
‖fh‖2L2(0,T ;L2(Ω;Rn)) ≤ c
(
‖f‖2L2(0,T ;L2(Ω;Rn)) + ‖Uh‖2H2(0,T ;L2(Ω;Rn))
)
.
We use Gronwall’s Lemma to take care of the terms |∂t(uh − Uh)|2 and |σh|2 in the
right-hand side of (4.10) and obtain, with a constant c = c(α, β, T ),
‖∂tuh‖L∞(0,T ;L2(Ω;Rn)) + ‖ξh‖L∞(0,T ;Wh) + ‖σh‖L∞(0,T ;Zh)
≤ c
(
‖u0‖H1(Ω;Rn) + ‖u1‖L2(Ω;Rn) + ‖ξ0‖L2(Ω;RN ) + ‖f‖L2(0,T ;L2(Ω;Rn))
+‖Uh‖H1(0,T ;H1(Ω;Rn)) + ‖Uh‖H2(0,T ;L2(Ω;Rn))
)
. (4.11)
Since Ph does not depend on time, we have ‖Uh‖H2(0,T ;L2(Ω;Rn)) ≤ ‖U0‖H2(0,T ;L2(Ω;Rn)).
By hypothesis (4.1) we additionally have ‖Uh‖H1(0,T ;H1(Ω;Rn)) bounded. Applying
Korn’s inequality to ∇s(uh − Uh) = D−1h σh +Bhξh −∇sUh, we estimate
‖uh(t)‖H1(Ω;Rn) ≤ ‖uh(t)− Uh(t)‖H1(Ω;Rn) + ‖Uh(t)‖H1(Ω;Rn)
≤ c(Ω)
(
‖∇s(uh(t)− Uh(t))‖L2(Ω;Rn×ns ) + ‖Uh(t)‖H1(Ω;Rn)
)
≤ c(α, β,Ω)
(
‖σh(t)‖L2(Ω;Rn×ns ) + ‖ξh(t)‖L2(Ω;RN ) + ‖U0(t)‖H1(Ω;Rn)
)
.
Passing to the supremum over t ∈ (0, T ) and combining with (4.11) we conclude
(4.6).
4.3 Higher order estimates
In order to obtain better estimates, we have to be careful in the construction of initial
conditions for finite h > 0. One of the initial conditions can be chosen simply as the
projection of the data, u1,h := P
V
h (u1). The initial conditions for u0 and ξ0 are more
involved. We evaluate the initial stress σ0 := D(∇su0 − Bξ0) ∈ L2(Ω,Rn×ns ) with its
distributional divergence F0 := ∇ · σ0 ∈ H−1(Ω,Rn). We assumed the compatibility
that Ξ0 := B
Tσ0 − Lξ0 maps into K0. We define Ξ0,h ∈ Wh with a projection as
Ξ0,h := P
W
h Ξ0. The convexity of K0 implies that also Ξ0,h maps into K0. We finally
define u0,h ∈ Vh and ξ0,h ∈ Wh as the solution of the problem
−
∫
Ω
σ0,h : ∇ϕ =
∫
Ω
F0 · ϕ, (4.12)
σ0,h = Dh(∇su0,h −Bhξ0,h), (4.13)
ξ0,h = L
−1
h (B
T
h σ0,h − Ξ0,h), (4.14)
for all ϕ ∈ Vh,0, with boundary condition u0,h − P Vh U0(0) ∈ Vh,0. For given ξ0,h,
the stationary elasticity system (4.12)–(4.13) is solvable by standard Finite Element
theory, see, e.g., [5]. The corresponding map ξ0,h 7→ −BTh σ0,h is monotone, as a
consequence, also ξ0,h 7→ Lhξ0,h − BTh σ0,h is monotone. This implies the solvability of
system (4.12)–(4.14).
For a regular discretization of the domain, Finite Element theory provides u0,h → u0
in H1(Ω) for h → 0, and σ0,h → σ0, ξ0,h → ξ0 in L2(Ω). The construction guarantees
additionally that BTh σ0,h − Lhξ0,h maps into K0.
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Lemma 4.2 (Higher-order estimates). Let assumptions (A1)–(A3) be satisfied. For
parameters η, δ, h > 0 we investigate the solutions of (4.2)–(4.4). We consider a
fixed right hand side f ∈ H1(0, T ;L2(Ω;Rn)), initial data u0, u1 ∈ H1(Ω;Rn) and
ξ0 ∈ L2(Ω;RN), and boundary data U0 ∈ H3(0, T ;L2(Ω;Rn)) ∩ H2(0, T ;H1(Ω;Rn)).
Let h→ 0 be a sequence of maximal diameters of the space discretization as above.
We assume that σ0 := D(∇su0−Bξ0) ∈ L2(Ω,Rn×ns ) has a distributional divergence
F0 := ∇·σ0 ∈ L2(Ω,Rn). On the initial values ξ0 we assume that (BTσ0−Lξ0)(x) ∈ K0
for every x ∈ Ω. Then, with a constant C0 = C0(Ω, α, β, T ) which does not depend on
h, η, δ, there holds the a priori estimate
‖∂tuh‖L∞(0,T ;Vh) + ‖∂2t uh‖L∞(0,T ;L2(Ω)) + ‖ξh‖W 1,∞(0,T ;Wh) + ‖σh‖W 1,∞(0,T ;Zh)
≤ C0
(
1 + ‖u0‖H1(Ω;Rn) + ‖u1‖H1(Ω;Rn) + ‖∇ · σ0‖L2(Ω) + ‖ξ0‖L2(Ω;RN ) (4.15)
+ ‖f‖H1(0,T ;L2(Ω)) + ‖U0‖H2(0,T ;H1(Ω;Rn)) + ‖U0‖H3(0,T ;L2(Ω;Rn))
)
.
Proof. For simplicity, we assume in this calculation gδ( · ;x) ∈ C1(RN), and note that
the assumption can be relaxed to gδ( · ;x) ∈ W 1,∞(RN) as in (2.6), by an argument
with finite differences. We adopt the same notation as in Lemma 4.1. We differentiate
equation (4.2a) with respect to t and use the test-function ϕ := ∂2t (uh(t)−Uh(t)) ∈ Vh,0
for arbitrary t ∈ (0, T ). This provides the relation
1
2
d
dt
∫
Ω
%|∂2t (uh(t)− Uh(t))|2 = −
∫
Ω
∂tσh(t) : ∂
2
t∇s(uh(t)− Uh(t))
+
∫
Ω
∂tfh(t) · ∂2t (uh(t)− Uh(t))).
(4.16)
We next differentiate (4.2b) twice with respect to time and use ψ := ∂tσh(t) as
test-function. In the following steps, we add and subtract the term Lh∂tξh(t) and
substitute ∂2t ξh(t) using equation (4.2c) (differentiated in time). If we set Ξh(t) :=
BTh σh(t)− Lhξh(t) and suppress the dependence on t, we find∫
Ω
∂tσh : ∂
2
t∇suh =
∫
Ω
D−1h ∂
2
t σh : ∂tσh +Bh∂
2
t ξh : ∂tσh
=
1
2
d
dt
{∫
Ω
D−1h ∂tσh : ∂tσh
}
+
∫
Ω
∂2t ξh : (B
T
h ∂tσh − Lh∂tξh + Lh∂tξh)
=
1
2
d
dt
{∫
Ω
D−1h ∂tσh : ∂tσh + ∂tξh : Lh∂tξh
}
+
∫
Ω
∂t {gδ(Ξh)} · ∂tΞh
=
1
2
d
dt
{∫
Ω
D−1h ∂tσh : ∂tσh + ∂tξh : Lh∂tξh
}
+
∫
Ω
[∇ξgδ(Ξh)∂tΞh] · ∂tΞh.
Owing to the monotonicity of gδ (see (2.9)), the last term is nonnegative. With an
integration over the interval (0, t) we obtain
1
2
{∫
Ω
%|∂2t (uh(s)− Uh(s))|2 +
∫
Ω
D−1h ∂tσh(s) : ∂tσh(s) +
∫
Ω
Lh∂tξh(s) · ∂tξh(s)
}s=t
s=0
≤
∫
Ωt
∂tfh · ∂2t (uh − Uh) +
∫
Ωt
∂tσh : ∂
2
t∇sUh. (4.17)
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We have to control the norms of functions in t = 0, more precisely, of the functions
∂2t (uh − Uh)|t=0, ∂tσh|t=0, and ∂tξh|t=0 in L2(Ω), independently of h and δ. Using
equation (4.2a) in t = 0 with ϕ = ∂2t (uh(0)−Uh(0)) and the Cauchy-Schwarz inequality,
we obtain with fh := f − %∂2tUh∫
Ω
|∂2t (uh(0)− Uh(0))|2 ≤ c‖fh(0)‖2L2(Ω) +
∫
Ω
∇(∂2t (uh(0)− Uh(0))) · σh(0) (4.18)
= c‖fh(0)‖2L2(Ω) +
∫
Ω
∇(∂2t (uh(0)− Uh(0))) ·Dh(∇su0,h −Bhξ0,h) . (4.19)
By construction of u0,h, the last integral is of the form
∫
Ω
∇ψ : σ0,h = −
∫
Ω
ψ · F0, we
therefore find∫
Ω
|∂2t (uh(0)− Uh(0))|2 ≤ c
(
‖fh(0)‖2L2(Ω) + ‖F0‖2L2(Ω)
)
≤ c
(
‖f(0)‖2L2(Ω) + ‖∂2tUh(0)‖
2
L2(Ω) + ‖F0‖2L2(Ω)
)
≤ c
(
‖f(0)‖2L2(Ω) + ‖U0‖2H3(0,T ;L2(Ω)) + ‖F0‖2L2(Ω)
)
. (4.20)
The time derivative of the inner variables in t = 0 is ∂tξh(0) = P
W
h gδ(B
T
h σ0,h −
Lhξ0,h) =: ξ1,h. We assumed thatB
Tσ0−Lξ0 maps intoK0, our choice of ξ0,h guarantees
that BTh σ0,h−Lhξ0,h maps again into K0, hence ξ1,h is bounded in L2(Ω), independently
of h and η, by assumption (A3).
Differentiating (4.2b) with respect to time and testing with ψ = ∂tσh(0), we find∫
Ω
|∂tσh(0)|2 ≤
∫
Ω
|Dh(∇s∂tuh(0)−Bh∂tξh(0))|2
≤ c
(∫
Ω
|∇su1,h|2 + |ξ1,h|2
)
≤ c
(
‖u1‖2H1(Ω) + ‖ξ1,h‖2L2(Ω)
)
. (4.21)
Inserting estimates (4.18) and (4.21) into (4.17), we obtain the sought estimates on
∂2t uh, ∂tξh and ∂tσh. The bound for ∂tuh in L
∞(0, T ;Vh) follows from the latter,
differentiating (4.2b) with respect to time.
4.4 Convergence of the discretized-regularized solution
Owing to the a priori estimates of Lemma 4.2 we can find a subsequence {hk, δk}k∈N
and a limit vector (u, σ, ξ) such that the following convergences hold:
∂2t uk ⇀ ∂
2
t u, weakly in L
2(ΩT ;Rn), (4.22)
∂tuk ⇀ ∂tu, weakly in H
1(ΩT ;Rn), (4.23)
∂tξk ⇀ ∂tξ, weakly in L
2(ΩT ;RN), (4.24)
∂tσk ⇀ ∂tσ, weakly in L
2(ΩT ;Rn×ns ), (4.25)
∇suk ⇀ ∇su, weakly in L2(ΩT ;Rn×ns ). (4.26)
It remains to show that the limit (u, σ, ξ) is a solution to problem (1.2). By weak
convergence, we immediately obtain that (1.2a) and (1.2b) are satisfied. If g were the
subdifferential of a convex function, we could cite [25, Section 2.3] to conclude. For
the more general class of operators considered here, we firstly claim the following (a
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statement with similarities to assumption (A4)): For every weakly convergent sequence
fδ ⇀ f in L
2(ΩT ;RN) with hδ := gδ(fδ) ⇀ h in L2(ΩT ;RN), there holds:
lim inf
δ→0
∫
ΩT
hδ · fδ ≤
∫
ΩT
h · f implies h ∈ g(f) . (4.27)
Property (4.27) follows from assumptions (A2) and (A3), the argument is similar
to that of Lemma 3.4: Let f0, h0 ∈ L2(ΩT ) be arbitrary with h0 ∈ g(f0), and let f0,δ
and h0,δ = gδ(f0,δ) be L
2(ΩT )-approximations as in (2.8). Then
0 ≤
∫
ΩT
(h0,δ − hδ) · (f0,δ − fδ)
holds by monotonicity of gδ. Taking the limes inferior in this expression is possible by
the prerequisite of (4.27). We obtain
0 ≤
∫
ΩT
(h0 − h) · (f0 − f) .
Since f0 and h0 are arbitrary, the maximal monotonicity of gΩT implies h ∈ g(f) and
hence the implication (4.27).
We want to conclude that the limit functions, as k →∞, satisfy the flow rule. To
this end we consider (4.5) and take the limes superior,
lim sup
k→+∞
∫
ΩT
∂tξk · (BTk σk − Lkξk)
(4.5)
≤
∫
ΩT
∂tu · f −
∫
ΩT
%∂2t u · ∂tu−
∫
ΩT
∂tσ : D
−1σ −
∫
ΩT
∂tξ · Lξ
(1.2a)
= −
∫
ΩT
∂tu · (∇ · σ)−
∫
ΩT
∂tσ : D
−1σ −
∫
ΩT
∂tξ · Lξ
=
∫
ΩT
∂t∇su : σ −
∫
ΩT
∂tσ : D
−1σ −
∫
ΩT
∂tξ · Lξ
=
∫
ΩT
∂t(∇su−D−1σ) : σ −
∫
ΩT
∂tξ · Lξ
(1.2b)
=
∫
ΩT
∂t(Bξ) : σ −
∫
ΩT
∂tξ · Lξ =
∫
ΩT
∂tξ · (BTσ − Lξ).
We read this inequality as a property of the two functions fk := B
T
k σk − Lkξk and
hk := ∂tξk which satisfy hk ∈ gδk(fk). Relation (4.27) provides the flow-rule h ∈ g(f),
i.e. (1.2c).
With this observation, the existence result and the a priori estimates of Theorem
2.1 are obtained.
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