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Invité : Cyril Riddell Docteur Ingénieur, GE Healthcare
Laboratoire Lorrain de Recherche en Informatique et ses Applications — UMR 7503








Table des gures xi




1.1 La neuro-radiologie interventionnelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Traitements des malformations artérioveineuses et stules . . . . . . . . . . . . . . . . . . 1
1.3 Traitements des anévrismes intracrâniens . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Besoin en imagerie pour l'aide au traitement . . . . . . . . . . . . . . . . . . . . . . . . . 6
Chapitre 2
Segmentation du guide pour la reconstruction 3D
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Les modes de visualisation uoroscopiques . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1.1 La uoroscopie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1.2 La uoroscopie soustraite . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1.3 La uoroscopie de roadmap . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1.4 Hypothèse sur le bruit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Etat de l'art pour la segmentation d'un guide en uoroscopie . . . . . . . . . . . . 12
2.2.2.1 Pré-traitements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2.2 Extraction du guide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2.3 Discussion sur la stratégie de segmentation envisagée . . . . . . . . . . . 14
2.3 Méthode de segmentation d'un guide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.1 Soustraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Réduction du bruit par diusion tensorielle . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2.1 Filtrage par diusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2.2 Diusion scalaire de Perona et Malik . . . . . . . . . . . . . . . . . . . . 16
2.3.2.3 Diusion tensorielle de Weickert . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.2.4 Diusion adaptative pour un guide . . . . . . . . . . . . . . . . . . . . . . 18
v
Table des matières
2.3.2.5 Paramétrisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.3 Extraction du micro-guide dans une image ltrée . . . . . . . . . . . . . . . . . . . 21
2.3.3.1 Seuillage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.3.2 Élagage des composantes superues . . . . . . . . . . . . . . . . . . . . . 22
2.3.4 Optimisation des paramètres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.4.1 Génération des images de synthèse . . . . . . . . . . . . . . . . . . . . . . 22
2.3.4.2 Optimisation du paramétrage du ltre de diusion . . . . . . . . . . . . . 23
2.3.4.3 Optimisation du seuil de segmentation . . . . . . . . . . . . . . . . . . . . 24
2.4 Expériences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.1 Critères d'évaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.1.1 Les métriques d'évaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.1.2 Fiabilité de la vérité terrain . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.2 Description des jeux de données . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.2.1 Données fantôme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.2.2 Données cliniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.3 Paramétrage de l'algorithme de segmentation . . . . . . . . . . . . . . . . . . . . . 31
2.5 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5.1 Résultats sur données fantôme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5.2 Résultats sur données cliniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5.2.1 Résultats globaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5.2.2 Dépendance à la pathologie . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.5.2.3 Rôle de l'exposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.5.2.4 Inuence de la soustraction . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.5.2.5 Analyse qualitative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Chapitre 3
Reconstruction de courbes en stéréovision
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Géométrie d'un système stéréoscopique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.1 Le modèle de caméra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.2 La géométrie épipolaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.3 Rectication d'une paire d'images . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.4 Reconstruction d'un point 3D par triangulation et sources d'erreurs . . . . . . . . 44
3.3 Reconstruction stéréo classique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.1 Présentation des contraintes classiques . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.1.1 La contrainte épipolaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.1.2 Les contraintes d'élagage . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.1.3 Les contraintes globales . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.2 Mise en ÷uvre globale des contraintes . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.2.1 Résolution par programmation dynamique . . . . . . . . . . . . . . . . . 51
3.3.2.2 Résolution par graph-cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
vi
3.3.2.3 Résolution par relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4 Reconstruction 3D de courbes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4.1 Considérations sur la reconstruction stéréoscopique d'une courbe 3D non planaire . 54
3.4.1.1 Aspects géométriques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4.1.2 Aspects images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4.2 Représentations d'une courbe dans les images . . . . . . . . . . . . . . . . . . . . . 56
3.4.3 Présentation des contraintes spéciques aux courbes . . . . . . . . . . . . . . . . . 57
3.4.3.1 Contraintes relatives à un point contour . . . . . . . . . . . . . . . . . . . 57
3.4.3.2 Contraintes pour les fragments de courbe . . . . . . . . . . . . . . . . . . 59
3.4.3.3 Contraintes relatives à une courbe globale . . . . . . . . . . . . . . . . . . 61
3.4.4 Mise en ÷uvre des contraintes pour la reconstruction de courbes 3D . . . . . . . . 62
3.4.4.1 À partir d'un ensemble de points . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.4.2 À partir d'un ensemble de fragments de courbes . . . . . . . . . . . . . . 64
3.4.4.3 À partir d'une courbe 2D paramétrée . . . . . . . . . . . . . . . . . . . . 67
3.4.4.4 Par ranement d'un modèle de courbe global 3D . . . . . . . . . . . . . 69
3.4.5 Intégration d'une contrainte spatio-temporelle . . . . . . . . . . . . . . . . . . . . . 70
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Chapitre 4
Reconstruction 3D d'un micro-outil curviligne à partir de deux projections uorosco-
piques
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Méthode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.1 Pré-traitements pour la formation d'hypothèses de correspondance . . . . . . . . . 75
4.2.1.1 Découpage des projections segmentées en bandes épipolaires . . . . . . . 75
4.2.1.2 Implémentation et considérations pratiques . . . . . . . . . . . . . . . . . 76
4.2.1.3 Reconstruction des fragments de courbe 3D . . . . . . . . . . . . . . . . . 77
4.2.2 Vue d'ensemble de la méthode de reconstruction . . . . . . . . . . . . . . . . . . . 79
4.2.3 Construction du graphe des hypothèses . . . . . . . . . . . . . . . . . . . . . . . . 82
4.2.3.1 Prise en compte de la contrainte d'unicité d'appariement . . . . . . . . . 85
4.2.3.2 Relâchement de la contrainte d'unicité d'appariement . . . . . . . . . . . 86
4.2.3.3 Pondération des arêtes du graphe . . . . . . . . . . . . . . . . . . . . . . 88
4.2.3.4 Prise en compte de la longueur des fragments de courbe 3D . . . . . . . . 89
4.2.4 Recherche d'un support de la courbe 3D dans un graphe . . . . . . . . . . . . . . . 89
4.2.4.1 Extraction des sous-ensembles d'hypothèses compatibles . . . . . . . . . . 90
4.2.4.2 Construction du support d'une courbe 3D lisse . . . . . . . . . . . . . . . 91
4.2.4.3 Reconstruction du support de la courbe 3D globale . . . . . . . . . . . . 92
4.2.5 Considérations combinatoires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.2.5.1 Combinatoire associée au problème non contraint . . . . . . . . . . . . . 92
4.2.5.2 Impact des hypothèses ables sur la combinatoire . . . . . . . . . . . . . 92
4.2.5.3 Impact de la contrainte d'unicité sur la combinatoire . . . . . . . . . . . . 93
vii
Table des matières
4.2.5.4 Combinatoire du problème contraint . . . . . . . . . . . . . . . . . . . . . 93
4.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3.1 Descriptions des jeux de données et vérité terrain . . . . . . . . . . . . . . . . . . . 94
4.3.2 Les critères d'évaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.3.3 Les paramètres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4.1 Résultats sur les données simulées . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4.2 Résultats sur les données fantôme . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.4.3 Résultats sur les données cliniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.4.3.1 Cas du micro-guide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.4.3.2 Cas du micro-coil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.5.1 Applications cliniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.5.2 Robustesse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.5.3 Améliorations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.5.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
Chapitre 5
Reconstruction d'un micro-coil avec un système biplan
5.1 Acquisitions tomographiques sur système interventionnel . . . . . . . . . . . . . . . . . . . 128
5.1.1 Acquisition tomographique standard . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.1.2 Acquisitions rapides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.2 Reconstructions analytiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.2.1 La transformée de Radon 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.2.2 Inversion de la transformée de Radon 2D . . . . . . . . . . . . . . . . . . . . . . . 132
5.2.3 La transformée rayons X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.2.4 Inversion de la transformée rayons X . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.3 Echantillonnage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.3.1 L'échantillonnage radial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.3.2 L'échantillonnage angulaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.3.3 Reconstruction de données limitées . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.4 Reconstructions itératives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.4.1 Discrétisation et critère de délité aux mesures . . . . . . . . . . . . . . . . . . . . 138
5.4.2 Information a priori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.4.2.1 Contrainte de positivité . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.4.2.2 Contrainte de parcimonie . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.4.2.3 Contrainte de continuité . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.4.3 Minimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.4.3.1 Le découpage proximal . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.4.3.2 Opérateurs proximaux des contraintes . . . . . . . . . . . . . . . . . . . . 143
5.5 Reconstruction d'un micro-coil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.5.1 Discrétisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
viii
5.5.2 Algorithme mis en ÷uvre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.5.3 Expériences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.5.3.1 Paramètres d'acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.5.3.2 Paramètres de reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.5.3.3 Critères d'évaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.5.4 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.5.4.1 Reconstructions avec contrainte de parcimonie . . . . . . . . . . . . . . . 150
5.5.4.2 Impact du ltrage de diusion sur les reconstructions . . . . . . . . . . . 155
5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
Chapitre 6
Conclusion
6.1 Reconstruction 3D du guide : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.1.1 Bilan de la méthode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.1.1.1 Phase de segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.1.1.2 Phase de reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
6.1.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.2 Reconstruction 3D d'un coil : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.2.1 Bilan de la méthode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161










1 Système biplan d'imagerie par rayons X pour la neuroradiologie interventionelle. . . . . . xvii
2 Imagerie par rayons-X des micro-outils . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii
1.1 Schéma d'une malformation artério-veineuse (MAV). . . . . . . . . . . . . . . . . . . . . . 2
1.2 Localisation des anévrismes intra-crâniens. . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Embolisation d'un anévrisme par clipping ou coiling. . . . . . . . . . . . . . . . . . . . . . 4
1.4 Recanalisation d'un anévrisme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Déploiement d'un micro-coil 3D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Les diérentes forment d'anévrismes rencontrées. . . . . . . . . . . . . . . . . . . . . . . . 6
1.7 Autres méthodes de traitement des anévrismes intracrâniens par voie endovasculaire. . . . 6
2.1 Chaîne globale des traitements mis en ÷uvre pour la segmentation d'un micro-guide. . . . 9
2.2 Les trois modes de visualisation possibles d'un micro-guide. . . . . . . . . . . . . . . . . . 10
2.3 Résultat d'une opération de ltrage par diusion pour quatre tenseurs de diusion diérents. 15
2.4 Filtrage par diusion linéaire homogène d'une structure curviligne sur fond bruité. . . . . 16
2.5 Filtrage par diusion non-linéaire non-homogène d'une structure curviligne sur fond bruité. 17
2.6 Filtrage CED d'une structure curviligne sur fond bruité. . . . . . . . . . . . . . . . . . . . 18
2.7 Représentation schématique de la forme d'un tenseur de diusion. . . . . . . . . . . . . . 19
2.8 Filtrage d'une structure curviligne sur fond bruité avec le modèle de diusion proposé. . . 20
2.9 Analyse de la mesure de cohérence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.10 Images de synthèse d'un micro-guide générées à diérents niveaux de bruit. . . . . . . . . 22
2.11 Impact des paramètres de diusion sur la valeur du CNR de l'image ltrée à diérrents
niveaux de bruit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.12 Filtrage selon le choix 1 des images de synthèse générées à diérents niveaux de bruit. . . 24
2.13 Filtrage selon le choix 2 des images de synthèse générées à diérents niveaux de bruit. . . 25
2.14 Evaluation de la segmentation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.15 Illustration d'artéfacts temporels en uoroscopie. . . . . . . . . . . . . . . . . . . . . . . . 30
2.16 Résultat de notre algorithme de segmentation sur données cliniques. . . . . . . . . . . . . 38
3.1 Géométrie du modèle sténopé et repères. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 La géométrie épipolaire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 La rectication. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4 Erreurs de reconstructions 3D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.5 Erreur 3D comme l'intersection de deux cônes dont la base est l'incertitude de détection 2D. 46
3.6 Illustration de la contrainte d'ordre. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.7 Importance de la cohérence le long des structures curvilignes 3D pour la reconstruction. . 53
3.8 Exemple : reconstruction stéréoscopique d'une courbe en présence d'une boucle. . . . . . . 54
3.9 Exemple : reconstruction stéréoscopique d'une courbe en présence d'un point de rebrous-
sement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.10 Les diérents types d'erreurs rencontrés dans les images segmentées. . . . . . . . . . . . . 55
3.11 Exemple d'une reconstruction bruitée. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
xi
Table des gures
3.12 Résultat de la segmentation de la projection d'une courbe 3D présentant un point de
rebroussement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.13 Bi-tangence épipolaire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.14 Continuité gurale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.15 Le faisceau épipolaire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.16 Le découpage épipolaire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.17 La contrainte de monotonie. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.18 Exemple de reconstruction d'un guide selon la méthode de [Petkovic et al., 2011] . . . . . 63
3.19 Diculté de la reconstruction en présence d'un point de rebroussement. . . . . . . . . . . 64
3.20 Exemple de reconstruction de structures curvilignes par la méthode [Li and Zucker, 2006] 65
3.21 Impact du découpage épipolaire sur le résultats de la rétroprojection. . . . . . . . . . . . . 66
3.22 Impact d'une erreur de tangence épipolaire sur une reconstruction 3D avec contrainte de
monotonie. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.1 Illustration de la méthode proposée de reconstruction stéréoscopique d'une courbe. . . . . 75
4.2 Exemple de découpage d'une paire d'images segmentées en bandes épipolaires. . . . . . . 76
4.3 Exemple de découpage en bandes épipolaires avec préservation de la continuité. . . . . . . 77
4.4 Exemple d'analyse du prol le long d'une ligne de pixels. . . . . . . . . . . . . . . . . . . . 77
4.5 Rétroprojection des fragments 2D en fragments de courbe 3D. . . . . . . . . . . . . . . . . 80
4.6 Analyse d'un groupe ambigu composé de fragments 3D . . . . . . . . . . . . . . . . . . . . 82
4.7 Analyse d'un groupe ambigu composé de fragments 3D . . . . . . . . . . . . . . . . . . . . 82
4.8 Exemple de reconstruction stéréoscopique d'une courbe avec notre méthode. . . . . . . . . 83
4.9 Exemple de reconstruction détaillant les diérentes étapes de notre algorithme. . . . . . . 84
4.10 Comparaison des versions (1) et (2) de l'algorithme sur un cas d'école. . . . . . . . . . . . 87
4.11 Construction des arêtes du graphes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.12 Éléments de calcul du coût de connexion entre deux fragments 3D. . . . . . . . . . . . . . 88
4.13 Simulation de courbes à partir de lignes centrales d'artères menant à une MAV. . . . . . . 95
4.14 Chemin menant à une MAV représenté par une courbe B-spline 3D. . . . . . . . . . . . . 96
4.15 Fantôme vasculaire cérébral. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.16 Histogramme cumulé de la distance moyenne des fragments de courbe 3D des supports
sélectionnés à leur courbe 3D de référence respectives. . . . . . . . . . . . . . . . . . . . . 102
4.17 Histogramme cumulé de la distance moyenne de l'approximation B-spline d'un support
sélectionné à la courbe 3D de référence correspondante. . . . . . . . . . . . . . . . . . . . 102
4.18 Histogramme cumulé normalisé du nombre de cliques maximales explorées au sein d'un
groupe ambigu. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.19 Résulats : cas d'une reconstruction pour laquelle il existe deux courbes candidates tout
aussi lisses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.20 Résulats : reconstruction d'une courbe 3D simulée en présence de superpositions. . . . . . 105
4.21 Reconstruction d'une courbe 3D simulée en présence de superpositions. . . . . . . . . . . 106
4.22 Exemple de reconstruction d'un micro-guide inséré dans un fantôme vasculaire cérébral. . 108
4.23 Cause d'échec de la reconstruction sur une donnée fantôme. . . . . . . . . . . . . . . . . . 108
4.24 Cause d'échec de la reconstruction sur une donnée fantôme. . . . . . . . . . . . . . . . . . 108
4.25 Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs
(Patient No 3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.26 Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs
(Patient No 3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.27 Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs
(Patient No 3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.28 Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs
(Patient No 3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.29 Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs
(Patient No 3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.30 Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs
(Patient No 4). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
xii
4.31 Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs
(Patient No 4). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.32 Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs
(Patient No 4). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.33 Reconstruction stéréoscopique d'un micro-guide. . . . . . . . . . . . . . . . . . . . . . . . 117
4.34 Reconstruction stéréoscopique d'un micro-guide présentant une forte courbure au niveau
de sont extrémité distale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.35 Cas d'une reconstruction totalement ambiguë. . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.36 Reconstruction d'un coil en début de déploiement. . . . . . . . . . . . . . . . . . . . . . . 124
4.37 Exemple d'un cas de reconstruction complexe d'un coil . . . . . . . . . . . . . . . . . . . . 125
5.1 (a) Système GE Healthcare IGS 630 biplan. (b) Projection rayons X d'un micro-coil intra-
crânien . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2 (a) Mouvements de l'arceau frontal selon les axes RAO/LAO gauche-droite et CRA/CAU
cranio-caudal autour de l'iso-centre O. (b) Couverture angulaire d'une acquisition tomo-
graphique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.3 Modes d'acquisition : (a) P0 correspond à une rotation de l'arceau frontal en angle limité
avec une ouverture angulaire maximale α = 60◦, (b) P1 augmente P0 d'une projection
latérale supplémentaire (orange), (c) P2 correspond à un sous-échantillonnage uniforme
(pas angulaire γ = 30◦). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.4 Illustration du théorème du prol central. . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.5 Géometrie d'un faisceau divergent 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.6 (a) Pas d'échantillonnage radial ∆u et angulaire ∆θ. (b) Echantillonnage sur 200◦ (c)
Echantillonnage en angle limité dit de tomosyntèse . . . . . . . . . . . . . . . . . . . . . . 134
5.7 Rendu volumique d'un micro-coil reconstruit à partir de 147 projections (ie 40◦/s) en FOV
(a) 30 cm (b) 20 cm (c) 16 cm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.8 Illustration [Fessler, 2009] de l'impact de l'échantillonnage angulaire sur la reconstruction.
Image originale 128 × 128 de 3 pastilles d'intensité 8 sur un fond uniforme d'intensité 1.
Visualisation fenêtrée entre 0.5 et 1.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.9 Reconstruction d'un micro-coil ex-vivo : (a) 600, (b) 30 et (c) 6 projections réparties
uniformément sur [0◦,200◦]. (d) Rendu MIP d'une reconstruction avec 600 projections.
(e) 300 projections uniformément répartis sur [45◦,135◦] (f) 200 projections uniformément
répartis sur [60◦,120◦] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.10 (a) Reconstruction d'un micro-coil imagé ex-vivo avec 600 projections sur 200◦. Recons-
truction du même micro-coil en angle limité telle que α = 45◦ avec (b) FDK (c) contrainte
de positivité (d) contrainte de positivité et parcimonie. . . . . . . . . . . . . . . . . . . . . 145
5.11 Impact de la pondération des projections sur la reconstruction d'un micro-coil imagé ex-
vivo. Ligne du haut : coupe axiale, ligne du bas : rendu MIP. Les trois reconstructions (une
par colonne) ont été obtenues en appliquant une contrainte de parcimonie (λ = 10000)
avec 500 itérations et un pas de gradient de 0.05. (a)(d) Reconstruction de référence avec
600 projections réparties uniformément sur 200◦. Reconstruction associée au mode P1
(α = 45◦) avec (b)(e) l'ancienne pondération (c)(f) la nouvelle pondération. . . . . . . . . 147
5.12 Graphe du FPR (valeurs tronquées à 60%) en fonction du FNR qui compare les modesP1
(bleu) et P2 (violet) pour chacun des 4 patients (un symbol par patient). Cercles noirs :
P1(30
◦, 0◦), P2(3◦). Cercles rouges : P1(60◦, 0◦), P2(30◦). . . . . . . . . . . . . . . . . . . . 152
5.13 Cas du patient 1. Rendu MIP de reconstructions eectuées avec une contrainte de parci-
monie seule avec toutes les projections (fref) et selon les trois modes d'acquisition. . . . . 152
5.14 Graphe du FPR en fonction du FNR montrant l'impact de la position initiale θ pour le
mode P1. (a) Cas du micro-coil imagé ex-vivo. (b) Cas patient 2 (valeurs du FPR tronquées
à 90%). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.15 Cas du patient 2. Rendu MIP de reconstructions eectuées avec une contrainte de parci-
monie seule. La èche blanche indique une spire du coil. (b) (c) (e) (f) impact de la position
initiale de la rotation θ (mode P1) sur la reconstruction. (a) Reconstruction avec les 150
projections, (d) Reconstruction avec 6 projections (mode P2) . . . . . . . . . . . . . . . . 154
xiii
Table des gures
5.16 Cas du patient 2. Projection latérale pour θ = −30◦. Le micro-coil apparaît superposé à
une structure intense . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.17 Cas du patient 1. Rendu MIP de reconstructions eectuées avec une contrainte de par-
cimonie et ltrage par diusion à chaque stade de la reconstruction hiérarchique pour le
mode d'acquisition P2 (30◦) : (a) CED, (b) NLD (c) NLAD . . . . . . . . . . . . . . . . . 156
5.18 Coupe axiale épaisse après recalage manuel de la reconstruction FDK d'un spin injecté
avant déploiement du premier micro-coil avec la reconstruction FDK d'un spin non-injecté
après déploiement du premier micro-coil pour deux patients diérents. . . . . . . . . . . . 158
xiv
Liste des tableaux
2.1 Paramétrage optimal de l'algorithme de segmentation (θ∗ = {σ, ρ}, C = σx et le seuil m∗)
en fonction du bruit σb dans l'image. Le contraste initial entre la structure curviligne et le
fond est de 20. Le temps de diusion est xé à T = 100. . . . . . . . . . . . . . . . . . . 26
2.2 Récapitulatif des jeux de données fantôme . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Récapitulatif des jeux de données cliniques. . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Classication des images pour l'interprétation des résultats selon 3 grands axes : Le type
de pathologie, l'exposition et le mode d'acquisition . . . . . . . . . . . . . . . . . . . . . . 31
2.5 Résultats sur la série FANTOME_1 (cas basse dose) . . . . . . . . . . . . . . . . . . . . . 33
2.6 Résultats sur la série FANTOME_2 (cas dose normale) . . . . . . . . . . . . . . . . . . . 33
2.7 Résultats obtenus sur la base de données globale. La colonne de gauche donne la moyenne
± l'écart-type (valeur max ou min selon la mesure considérée) sur 95 % de la base de
données globale et la colonne de droite donne la médiane ± l'écart absolu à la médiane
(i.e. la median absolute deviation) sur la base de données complète. . . . . . . . . . . . . . 33
2.8 Résultats obtenus sur 95 % de la base de données globale regroupés en fonction de la
pathologie (anévrisme versus autre). Les résultats sont donnés au format moyenne ± écart-
type (valeur max ou min selon la mesure considérée). . . . . . . . . . . . . . . . . . . . . . 34
2.9 Résultats obtenus sur 95 % de la base de données globale regroupés en fonction de l'expo-
sition exprimée en mAs. Les résultats sont donnés au format moyenne ± écart-type (valeur
max ou min selon le critères). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.10 Résultats obtenus sur 95 % de la base de données globale regroupés en fonction du mode
(Roadmap Non Soustraite - RNS, Roadmap Soustraite - RS et Fluoroscopie Soustraite -
FS). Les résultats sont donnés au format moyenne ± écart-type (valeur max ou min selon
la mesure considérée). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1 Impact des diérents paramètres de l'algorithme sur le résultat de la reconstruction dans
le cas des données simulées avec les versions 1 et 2. Les résultats sont estimés à partir
des 95% meilleures reconstructions et sont donnés sous la forme moyenne95 ± écart-type95
[max95,max] où le max est mesuré sur la base de données complète. . . . . . . . . . . . . 101
4.2 Impact de la longueur minimum lF d'un fragment 3D admise sur le résultat de la recons-
truction dans le cas des données simulées avec les versions 1 et 2 de l'algorithme et avec
Eb = 2 et α = 0.5. Les résultats sont estimés à partir des 95% meilleurs reconstructions et
sont donnés sous la forme moyenne ± écart-type [max95,max] où le max est mesuré sur la
base de données complète. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.3 Erreur 3D sur l'extrémité distale (mm) pour le fantôme 1. . . . . . . . . . . . . . . . . . . 107
4.4 Résultats sur données cliniques en absence de coils dans les images (patients 3 et 4) et en
présence de coils dans les images (patients 1 et 2). Résultats obtenus avec la version 1 de
l'algorithme et le paramétrage ε = 1, α = 0.5, lF = 2 et Eb = 2. . . . . . . . . . . . . . . . 109
5.1 Echantillonnages uniformes possibles avec les systèmes vasculaire Innova et IGS . . . . . . 129
5.2 Comparaison du pourcentage d'amélioration du FNR et du FPR en utilisant le ltrage
par diusion à chaque stade de la reconstruction hiérarchique ou bien au dernier stade
seulement, pour les mode d'acquisition P1(60◦, 0◦) et P2(30◦) . . . . . . . . . . . . . . . . 155
xv
Liste des tableaux
A.1 Global . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
A.2 Pathologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.3 Exposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
A.4 Mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
xvi
Introduction générale
Cette thèse s'inscrit dans le domaine de l'imagerie médicale pour des applications cliniques en neuro-
radiologie interventionnelle. Dans cette branche de la médecine, il est question de traiter une pathologie
vasculaire du cerveau (anévrisme, malformation artério-veineuse) de manière minimalement invasive par
voie endovasculaire. Pour cela, des micro-outils sont introduits par le neuroradiologue dans le réseau
artériel du patient. Ils sont acheminés du point de ponction jusqu'à la pathologie sous le contrôle d'une
imagerie rayons X basse dose, bidimensionnelle (2D) et temps-réel, appelée uoroscopie. Notre objectif
consiste à être capable de fournir rapidement et à tout moment de l'intervention une représentation tri-
dimensionnelle (3D) de ces micro-outils à partir d'images rayons X.
Figure 1  Système biplan d'imagerie par rayons-X pour la neuroradiologie interventionelle. Chacun des deux arceaux
est composé d'un couple tube à rayons X - détecteur permettant d'imager les structures anatomiques et les micro-outils
présents dans le champ de vue.
Le système biplan (voir Figure 1) est un système d'imagerie par rayons X dédié à la neuroradiologie
interventionnelle. Il est composé d'un arceau frontal et d'un arceau latéral permettant d'acquérir des
images selon deux incidences diérentes de manière quasi-synchrone. Nativement, ce système permet
de visualiser en projection les contrastes entre les structures anatomiques denses comme les os et les
micro-outils conçus avec des matériaux radio-opaques, par rapport à un fond indiérencié de tissus mous
dans lequel se fondent aussi les artères. Pour rendre ces dernières visibles, un agent de contraste (le plus
souvent de l'iode) est injecté directement dans l'artère. Mais cette visualisation est fugace et de nom-
breuses injections sont nécessaires au cours de l'intervention, ce qui à terme peut s'avérer néfaste pour le
patient dont la capacité à traiter et évacuer le produit de contraste via son système rénal est limitée. Il
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est en outre primordial de pouvoir visualiser les micro-outils conjointement à l'anatomie vasculaire an
que le neuroradiologue puisse se repérer et ajuster son geste. Par ailleurs, les deux dernières décennies
ont vu l'acquisition tomographique dite "3D" du réseau vasculaire s'imposer dans la pratique clinique,
plus particulièrement dans le traitement des anévrismes par coil. Le praticien dispose alors d'une repré-
sentation 3D, appelée aussi "modèle 3D", de l'arbre artériel en aval du point d'injection. A l'aide d'outils
informatiques de rendu volumique, ce modèle est analysé suivant n'importe quel point de vue, même ceux
inatteignables mécaniquement par le système d'imagerie. Il permet au praticien d'élaborer sa stratégie
d'intervention et de dénir le chemin artériel à suivre pendant l'intervention.
Les avancées technologiques en matière de mesure de la position du système d'acquisition des systèmes
interventionnels permettent à présent de fusionner ces rendus de modèles 3D statiques avec les images
uoroscopiques [Gorges et al., 2006]. Ainsi il est à présent possible de visualiser à tout moment l'anato-
mie vasculaire sans nouvelle injection de contraste grâce à la fusion d'un rendu du modèle 3D des artères
superposé en transparence aux micro-outils observés en projection dans les images de uoroscopie. Ces
modes fusionnés ne compensent cependant jamais totalement la perte d'information dans le ux temps-
réel due aux eets de superposition selon l'unique incidence dénie par la position courante de l'arceau.
Or, il s'avère que les incidences permettant d'observer plus favorablement le positionnement des micro-
outils par rapport à l'anatomie peuvent (1) changer du fait de la sinuosité des vaisseaux et (2) ne pas être
atteignables du fait des limites des mouvements mécaniques. Changer de position, c'est-à-dire chercher
la meilleure incidence possible, avec deux arceaux ne peut être pratiqué qu'exceptionnellement pendant
une intervention. On se contente plutôt d'une incidence satisfaisante "en moyenne", parfois ou trop sou-
vent sous-optimale, car la variabilité anatomique du réseau artériel et de ses pathologies est grande. Une
visualisation de ces micro-outils au sein de l'anatomie vasculaire en 3D permettrait de s'aranchir de
telles limitations. Il deviendrait par exemple possible de reproduire numériquement et à moindre eort
n'importe quelle incidence sans déplacer les arceaux.
Dans le cadre de cette thèse nous nous intéressons à la reconstruction 3D des micro-guides utilisés pour
la navigation au sein des artères (Figure 2(a)) et des micro-coils utilisés pour emboliser les anévrismes
intracrâniens (Figure 2(b) et Figure 2(c)). Retenons que leur caractère commun est d'être curvilignes.
(a) Micro-guide (b) Micro-coil (c) Micro-coil
Figure 2  Imagerie par rayons-X des micro-outils. Les projections 2(b) et 2(c) montrent un micro-coil au début et à la n
de son déploiement.
Pour être compatible avec la pratique clinique, la génération de modèles 3D des micro-outils doit
être fournie rapidement, et même en temps-réel pour le micro-guide, an de suivre continuellement son
déplacement pendant la phase dite de navigation dans les artères. Les arceaux ne disposent pas de mou-
vements continus, mais seulement de trajectoires point-à-point, à vitesse limitée par des contraintes de
sécurité puisque les déplacements ne peuvent pas être connés à une zone d'où seraient exclus les obstacles
potentiels, dont le personnel médical. Ces contraintes temporelles ne sont donc pas compatibles avec les
techniques courantes d'acquisition des modèles 3D, trop longues à mettre en ÷uvre et trop coûteuses en
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termes d'irradiation pour être utilisées à tout moment.
La force du système biplan est de fournir en position statique deux chaînes images à deux incidences or-
thogonales. L'écart angulaire peut être réduit mais reste très grand par rapport aux quelques degrés d'une
disposition de type vision binoculaire. C'est à partir de ces deux vues que nous cherchons à produire une
reconstruction 3D du guide, potentiellement en temps réel. Cette reconstruction repose bien entendu sur
des a priori forts sur la forme et les congurations possibles d'un micro-guide dans l'anatomie vasculaire.
Contraintes tellement fortes, qu'elles ne seront applicables qu'aux seuls micro-guides, mais pas aux coils
pour lesquels aucune solution temps-réel ne nous a paru envisageable.
En eet, bien que tous deux curvilignes, les deux micro-outils que nous cherchons à reconstruire se dis-
tinguent par une radio-opacité et une conformation spatiale diérentes. Le micro-guide peu radio-opaque
et donc peu contrasté en projection, se modélise comme une courbe 3D lisse suivant approximativement
la courbure des artères. Le micro-coil est au contraire un l à mémoire de forme très radio-opaque qui,
une fois déployé dans l'anévrisme, forme une pelote complexe dicilement modélisable par une courbe
3D. Ces diérences nous ont amenés à séparer notre étude en deux approches de reconstruction provenant
de deux théories quasiment sans point commun, la première pour le micro-guide issue du domaine de
la vision par ordinateur, et la seconde, pour le micro-coil, issue de l'application du compressed sensing
(acquisition comprimée) à la tomographie. Ainsi notre contribution est de fournir une visualisation tri-
dimensionnelle dynamique dans le cas du micro-guide en utilisant seulement deux vues (reconstruction
stéréoscopique) sans mouvement du système, et statique mais rapide dans le cas du micro-coil, en utilisant
une acquisition rotationnelle compressée. Les choix méthodologiques faits pour adresser le problème de
reconstruction de ces deux micro-outils sont la conséquence des contraintes cliniques et technologiques
du contexte industriel et applicatif de cette thèse, qui s'inscrit dans le cadre des nancements CIFRE.
Les méthodes de reconstruction stéréoroscopique en géométrie épipolaire utilisées dans le domaine de
la vision par ordinateur démontrent une capacité à reconstruire des scènes 3D en temps réel. Connaissant
le positionnement relatif des deux caméras par calibration, ces méthodes exploitent les informations
structurelles et photométriques contenues dans chaque projection pour eectuer des correspondances
cohérentes entre les éléments d'une même scène pris sous deux incidences diérentes. Le modèle sténopé
qui est utilisé pour les caméras s'applique parfaitement à la formation des images rayons X, le point focal
du tube à rayons X remplaçant le point focal de l'optique de la caméra. De plus, de nombreuses méthodes
existent pour en estimer la matrice de projection [Gorges, 2007, Markelj et al., 2012, Matl et al., 2017].
La diérence clé est celle de l'interaction entre les objets et le rayonnement. Les formes anatomiques
d'artères cérébrales rencontrées font que la projection du micro-guide peut localement présenter des
auto-superpositions (boucle, point de rebroussement). En vision, on suppose les objets opaques au rayon-
nement : un objet est caché au moins partiellement par la présence d'un autre objet. Mais les images
rayons X montrent, elles, des objets transparents qui se superposent. Les contraintes photométriques
classiquement utilisées en vision ne sont donc généralement pas applicables aux images rayons X.
La mise en ÷uvre d'une reconstruction stéréoscopique du guide comportera donc une étape de transfor-
mation de l'image rayons X pour la remettre dans le contexte de la vision : le guide sera segmenté et
la reconstruction sera faite à partir du squelette du guide. Cette opération de squelettisation réintroduit
des auto-occultations. Commencer par une réduction de l'information alors qu'on ne dispose que de deux
vues est surprenant, mais montre que c'est bien l'a priori très fort de la conguration du micro-guide qui
va permettre sa reconstruction, malgré le coût combinatoire important lié à la gestion des superpositions.
Une hypothèse aussi forte ne peut pas être faite sur un micro-coil, dont les spires se déploient dans
un espace restreint. Une fois déployé, celui-ci n'apparaît en eet plus que comme une tâche dans l'image
rayons X (Figure 2(c)).
La tomographie est donc une voie alternative où les superpositions sont naturellement gérées par l'hy-
pothèse de transparence. C'est la quantication des superpositions qui permet de recouvrer la disposition
des objets. Cependant, plus que la disposition, c'est la mesure précise de l'interaction entre chaque point
des objets et le rayonnement qui est obtenue, une information beaucoup plus riche et requérant donc
beaucoup de données, c'est-à-dire a priori un grand nombre d'images sur une plage angulaire de 180◦ au
moins.
L'enjeu clinique étant de pouvoir vérier rapidement le positionnement 3D du micro-coil, une re-
construction dynamique n'est pas exigée. Il est donc envisageable d'acquérir des projections suivant des
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incidences supplémentaires. Pour être rapide, l'acquisition de ces projections devra se faire sans retirer
l'arceau latéral, donc avec une liberté de mouvement réduite. Il est par ailleurs obligatoire de limiter le
nombre de projections nécessaires à la reconstruction an de limiter l'exposition du patient aux rayons
X.
Tout comme pour le guide, nous proposons de poser des hypothèses de formes pour pallier la réduction
des données. Nous avons déjà évoqué que seule la disposition du coil est d'intérêt, c'est-à-dire obtenir
une carte binaire de présence / absence du coil. Ce problème est adressé par la tomographie discrète
qui exprime des conditions mathématiques permettant de restreindre la quantité d'informations tomo-
graphiques à acquérir. Dans notre contexte, le coil est le seul objet à reconstruire, mais il n'est pas le
seul présent dans les images puisqu'il se superpose à l'anatomie du patient. La segmentation du coil
dans les images projectives pose problème car l'information de densité des objets y est mélangée avec
l'information de leur taille : la projection d'un coil, objet petit et intense, est la même que la projection
d'une innité d'objets moins intenses mais plus grands dans la direction projective. En revanche, une
fois reconstruit, le coil domine en intensité toutes les autres structures puisqu'il est métallique, de sorte
qu'il peut être segmenté même dans une image reconstruite à partir d'une acquisition tomographique
fortement sous-échantillonnée. On peut donc reformuler le problème comme celui de ne reconstruire que
l'objet le plus intense (pour lequel un seuil d'intensité est connu a priori). Ce faisant, l'objet d'intérêt
devient parcimonieux dans l'image, c'est-à-dire tel que son support, qui est le but de notre reconstruc-
tion, est maintenant limité, problème récemment identié comme soluble notamment par des techniques
d'acquisition comprimée (compressed-sensing) introduites par Candès au domaine de la reconstruction
tomographique et sur lesquelles se basent les travaux rapportés dans ce manuscrit.
Plan et contributions
Ce manuscrit s'articule en cinq chapitres :
• Nous exposons le contexte clinique et technologique dans le premier chapitre.
• Le deuxième chapitre expose notre contribution au problème de segmentation du micro-guide dans
une image 2D. Dans notre contexte, un tel problème peut être ramené à un problème de débrui-
tage. Nous proposons ici un unique ltre conçu à partir de ltres de diusion standards, optimisé
pour le débruitage d'un micro-guide modélisé comme une structure curviligne 2D apparaissant peu
contrastée sur un fond uniforme bruité. Un simple seuillage suivi d'une squelettisation permet alors
de récupérer la projection du support du micro-guide dans l'image débruitée. Nous analysons les
performances de notre ltre sur des images simulées et nous évaluons la chaîne complète de notre
algorithme de segmentation sur des images d'objets tests et des images cliniques. Nous suivons trois
axes d'analyse de ces résultats qui montrent respectivement l'impact des diérents modes d'acqui-
sition uoroscopique du système, l'impact du type de pathologie et le rôle de la dose.
• Nous proposons dans le troisième chapitre une revue bibliographique des techniques de reconstruc-
tions de courbes 3D en stéréovision.
• Nous présentons dans le quatrième chapitre une nouvelle méthode de reconstruction stéréoscopique
d'une courbe 3D qui modélise ici un micro-guide [Delmas et al., 2015]. Notre méthode repose sur la
reconstruction de fragments de courbes 3D, obtenus par la mise en correspondance de fragments 2D
facilement paramétrables, puis leur connexion pour former le support de la courbe 3D globale. La
diculté consiste à identier en un temps raisonnable le support du micro-guide parmi l'ensemble
des fragments 3D pouvant être reconstruits à partir de la segmentation sachant que (1) celle-ci peut
comporter des erreurs (trous, fausses détections, bruit) et que (2) certaines correspondances géo-
métriquement valides n'ont aucune réalité physique. Une contrainte d'unicité d'appariement nous
permet de réduire l'espace des solutions tandis qu'une contrainte de continuité 3D appliquée aux
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points de connexion entre les fragments nous permet de discriminer un unique support. Nous vali-
dons cette méthode de reconstruction à partir de segmentations à la fois simulées par la projection
de courbes 3D construites dans des arbres vasculaires de patients, et d'autres extraites automa-
tiquement sur des projections rayons X (objets tests et données cliniques). Les simulations nous
permettent ainsi de valider la pertinence des critères choisis tandis que les données expérimentales
nous permettent d'estimer la robustesse de notre méthode en conditions réelles cliniques.
• Enn, nous proposons et évaluons dans le cinquième chapitre trois modes d'acquisition rapide des
projections avec un système biplan pour reconstruire un micro-coil [Delmas et al., 2016]. Chaque
mode proposé correspond à un sous-échantillonnage de la trajectoire tomographique standard : 1)
acquisition des projections avec l'arceau frontal sur un angle limité (i.e. tomosynthèse) 2) acquisition
d'une unique projection latérale en plus d'une acquisition en angle limité 3) acquisition fortement
sous-échantillonnée (jusqu'à seulement 6 vues) mais uniforme sur 180◦ en faisant simultanément
tourner les deux arceaux sur 90◦. Nous tirons parti de la parcimonie des micro-coils liée à leur
nature curviligne 3D pour contraindre le problème de reconstruction. Il en résulte un algorithme de
reconstruction itératif alternant seuillage doux et ltrage directionnel 3D permettant de réduire e-
cacement les artéfacts liés au sous-échantillonnage angulaire des vues. Pour cela, nous avons étendu
à la 3D le ltre de diusion développé en 2D dans le deuxième chapitre pour la segmentation du
micro-guide. Nous évaluons la qualité de la reconstruction quantitativement en terme de support,
sur données fantômes et cliniques.
• Le dernier chapitre conclut nos travaux.
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1.1 La neuro-radiologie interventionnelle
Les procédures de neuroradiologie interventionnelle servent à traiter des pathologies vasculaires de la
tête, du cou et de la moelle épinière de façon endovasculaire. Elles incluent l'embolisation des anévrismes
intracrâniens, l'embolisation des stules et malformations artério-veineuses, le traitement des sténoses
de la carotide dans le cou et la tête, et la thrombolyse ou la thrombectomie des emboles des accidents
vasculaires cérébraux. A partir d'une zone de ponction en général dans l'artère fémorale, on pousse vers
le cerveau un micro-guide dont l'extrémité distale est métallique et opaque aux rayons X permettant
un contrôle radiologique temps-réel en imagerie projective. Sur ce micro-guide, on fait glisser un micro-
cathéter qui amène le produit de contraste pour l'imagerie locale des vaisseaux. Une telle image des
vaisseaux injectés peut être superposée en négatif à l'imagerie uoroscopique pour voir simultanément
les micro-outils et la lumière des vaisseaux. Le micro-cathéter permet ensuite d'amener les instruments
thérapeutiques tels que les stents et les coils au lieu de la pathologie. Le choix de l'artère fémorale bien
qu'éloigné de la cible, est le choix standard de presque toutes les interventions radiologiques vasculaires
parce que c'est une artère facile à ponctionner mais aussi à contrôler après, pour refermer l'orice en n
de procédure par pression. De plus, cet accès laisse le praticien travailler loin de la cible sans avoir les
mains dans le champ du faisceau rayons X.
1.2 Traitements des malformations artérioveineuses et stules
Les malformations artérioveineuses (MAV) et les stules sont des connexions directes entre le réseau
artériel et le réseau veineux sans passer par le réseau capillaire (Figure 1.1(a)). Ces connexions peuvent
massivement détourner le ux artériel vers le réseau veineux (on parle de shunt artério-veineux) et ex-
poser ce dernier à une pression anormalement élevée. Dans le cas d'une MAV, la connexion artère-veine
passe par un amas de petits vaisseaux que l'on appelle nidus. Dans le cas d'une stule il n'y a pas de
nidus et l'artère se jette directement dans la veine. Le principal risque lié à ces malformations est le
saignement, donc l'hémorragie. Les malformations artério-veineuses restent néanmoins assez rares : elles
touchent moins de 1% de la population et les stules représentent seulement 1.6%-4.7% des cas de mal-
formations. Les symptômes qui permettent de détecter une MAV sont souvent l'épilepsie ou les céphalées.
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(a) (b)
Figure 1.1  (a) Schéma d'une malformation artério-veineuse (MAV) représentant des connexions parasites entre le réseau
artériel et le réseau veineux. (b) Embolisation d'une MAV par voie intra-artérielle.
Il existe trois options de traitement pour ce type de lésion : le traitement par chirurgie consiste à ouvrir
la boîte crânienne pour accéder à l'encéphale et retirer dénitivement la malformation. Le traitement par
radiothérapie consiste à faire converger plusieurs faisceaux de rayonnement haute énergie à l'endroit où
se situe la malformation pour la neutraliser. Le traitement par voie endovasculaire consiste à amener
précisément un micro-cathéter (on parle de cathétérisme sélectif) au niveau des artères nourricières de
la malformation pour l'emboliser en y injectant soit une colle soit des microsphères (Figure 1.1(b)).
L'embolisation bouche les connexions ce qui aura pour eet d'oblitérer la malformation dans le meilleur
des cas ou à tout le moins d'en réduire la taille. Le principal risque lié au traitement endovasculaire est de
causer un accident vasculaire cérébral (AVC) ischémique en bouchant un vaisseau nourricier qui alimente
aussi les parties normales du cerveau.
Les traitements cités sont souvent combinés. Par exemple, dans le cas d'une malformation très éten-
due, obstruer les principales artères nourricières par traitement endovasculaire permet de faciliter ensuite
le traitement chirurgical pour retirer la MAV en réduisant le risque d'hémorragies.
La principale diculté pour traiter les MAV par voie endovasculaire est leur (in)accessibilité. En eet,
elles sont généralement situées assez loin dans l'anatomie vasculaire cérébrale et par conséquent requièrent
d'emprunter un plus ou moins grand nombre de bifurcations plus ou moins faciles à atteindre. Ici, le choix
du micro-guide de navigation est très important pour rejoindre la cible avec succès. Celui-ci doit être suf-
samment souple pour s'adapter aux vaisseaux les plus petits et ne pas les transpercer, mais plus le
micro-guide sera souple et plus la prise de virage dans les bifurcations sera dicile. Dans ces conditions,
le système biplan devra orir des incidences dégageant au mieux le réseau des vaisseaux menant à la MAV.
1.3 Traitements des anévrismes intracrâniens
La croissance et la rupture des anévrismes peuvent être expliquées mécaniquement comme un aai-
blissement local et pathologique de la paroi d'un vaisseau qui se déforme et se dilate par la force de la
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pression artérielle. Cependant, il n'existe pas de prédicteur clair de leur évolution, un anévrisme pouvant
se stabiliser voire se résorber sans traitement. Seuls 10% des anévrismes dépassent les 10 mm. Plusieurs
études [Wiebers et al., 2003] ont montré que les petits anévrismes (<7mm) avaient une plus faible pro-
babilité de se rompre. Pour des anévrismes volumineux, à partir de 7-8 mm, il y a un bénéce à traiter.
En revanche, les anévrismes sont plus propices à la rupture, et ce quelle que soit leur taille, pour des
lieux anatomiques particuliers de la vascularisation du cerveau. La rupture anévrismale est associée à
un fort taux de mortalité (entre 40% et 50% [Nieuwkamp et al., 2009]) et de morbidité. La prévalence
relativement élevée des anévrismes intracrâniens (environ 3% [Vlak et al., 2011]) font de cette pathologie
l'une des plus couramment traitées en neuroradiologie interventionnelle. Nous montrons sur la Figure 1.2
les principales localisations répertoriées des anévrismes intracrâniens [Vlak et al., 2011] :
• Le siphon carotidien (42%)
• L'artère cérébrale moyenne (MCA) a (35%)
• Le complexe de l'artère cérébrale antérieure /
artère communicante antérieure (18%)
• Le système vertébro-basilaire (5%)
a. appelée également artère sylvienne
Figure 1.2  Localisation des anévrismes intra-crâniens.
Le traitement vise à exclure l'anévrisme de la circulation artérielle. Il existe deux types de traitement
pour y parvenir : le traitement chirurgical par clipping (Figure 1.3(a)) qui a longtemps été considéré
comme le traitement de référence, et le traitement endovasculaire visant à l'embolisation de la poche
anévrismale avec des coils (Figure 1.3(b)). Le traitement par voie endovasculaire présente l'avantage
d'être minimalement invasif et donc de ne pas nécessiter une hospitalisation prolongée comparativement
au traitement chirurgical où une craniotomie est eectuée pour accéder à l'encéphale.
Depuis l'étude randomisée ISAT [Molyneux et al., 2002] menée sur 2143 patients, le traitement par voie
endovasculaire est devenu le traitement de premier choix pour les anévrismes rompus. Les conclusions de
cette étude ont été conrmées plus récemment par l'étude BRAT [Spetzler et al., 2015] où une réduction
du risque absolu de 10,5% a été reportée. À ce jour, un peu plus de 80 % des anévrismes rompus sont
traités par voie endovasculaire avec des coils en France [Cognard et al., 2014].
Ce type de traitement comporte néanmoins certains risques. Les deux principales complications pou-
vant survenir au cours du traitement sont la rupture d'anévrisme et les complications thromboemboliques
où des caillots emportés par le ux artériel viennent obstruer la lumière de vaisseaux en distalité. On
estime la mortalité du traitement à moins de 1% et la morbidité avec séquelles neurologiques à moins de
2%.
Enn le traitement n'est pérenne que dans un peu plus de 80% des cas. Pour les autres 20%, la
pression artérielle peut compacter les coils dans l'anévrisme et recommencer à pénétrer et dilater de
nouveau l'anévrisme (Figure 1.4). On parle de recanalisation. Il est donc nécessaire de surveiller les
patients régulièrement après le traitement par imagerie pour détecter une recanalisation.
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(a) (b)
Figure 1.3  (a) Embolisation d'un anévrisme intracrânien par une méthode chirurgicale (clipping). (b) Embolisation d'un
anévrisme intracrânien par une méthode endovasculaire (coiling). Copyright 2006 Massachusetts Medical Society. All rights
reserved.
Traitement endovasculaire par coiling Un coil est un l de platine à mémoire de forme soudé
par un mandrin à un support permettant de le détacher par électrolyse (Figure 1.5). L'avantage de ce
dispositif est qu'il permet le retrait du coil si la taille n'est pas adaptée ou si la position dans l'anévrisme
n'est pas satisfaisante. Initialement hélicoïdaux, les coils se déclinent désormais en des formes variées
pour s'adapter au mieux aux diérentes morphologies d'anévrismes rencontrées. Le coil dit "3D" qui se
déploie en forme de pelote est particulièrement adapté aux anévrismes sacciformes (Figure 1.6, gauche).
Le micro-cathéter doit être amené très précisément à l'intérieur de l'anévrisme an d'y déposer les coils,
et doit rester en place pendant la procédure de mise en place des coils, sans irriter les parois vasculaires
ni transpercer les vaisseaux bien sûr.
La tomographie conique est utilisée depuis plus de 15 ans de façon routinière lors de l'embolisation
des anévrismes. En particulier, l'appréciation tridimensionnelle de l'anatomie et sa quantication sont
Figure 1.4  Gauche : Schéma illustrant le résultat de l'embolisation d'un anévrisme par des coils. Droite : Schéma illustrant
une recanalisation de l'anévrisme plusieurs mois après le traitement.
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Figure 1.5  Images d'un coil se déployant en une forme prédénie par le constructeur au fur et à mesure qu'il est poussé
hors du microcathéter.
essentielles pour déterminer la meilleure approche thérapeutique pour un anévrisme donné [Anxionnat
et al., 2001]. Elle permet en outre de détecter de petits anévrismes invisibles aussi bien en imagerie
projective par angiographie soustraite ("DSA" pour Digital Subtracted Angiography) qu'au scanneur
injecté (CTA pour Computed Tomography Angiography).
La stratégie généralement adoptée consiste à former avec le premier coil une cage qui appose au mieux
les parois de l'anévrisme tout en se rapprochant le plus possible de la base de la poche appelée collet
(jonction entre l'anévrisme et le vaisseau porteur). Cette cage doit alors permettre un remplissage aussi
dense que possible de la poche anévrismale par les coils. Le succès de l'intervention dépend ainsi en grande
partie de la qualité du positionnement de ce premier coil.
Le déploiement des coils dans l'anévrisme se fait sous contrôle uoroscopique dans une incidence
permettant une bonne visualisation du collet malgré les superpositions de l'imagerie projective. Cette
incidence peut être dénie à partir de l'analyse de l'anatomie 3D, mais c'est la exibilité mécanique
de l'appareil d'imagerie qui doit permettre d'atteindre une telle position de travail. Certaines situations
anatomiques peuvent requérir des incidences qui vont au-delà des limites mécaniques de sorte qu'il faut
travailler avec des vues partiellement dégagées en variant les incidences.
Une des dicultés majeures est en eet de s'assurer qu'aucune spire ne sort de l'anévrisme dans
l'artère porteuse. Ce risque est particulièrement élevé au cours de la pose du premier coil. Le premier coil
doit se déplier en occupant l'espace le plus large possible de l'anévrisme alors que les coils suivants sont
retenus dans l'anévrisme par la cage ainsi formée. Ces coils plus petits permettent de remplir l'espace à
l'intérieur du premier coil avec d'autres coils de plus en plus petits (par exemple cinq ou six coils pour
un anévrisme de 7-8 mm).
A la n du traitement, l'ensemble des coils déployés forme une pelote compacte et il est impossible de
diérencier les coils les uns des autres. C'est cette pelote compact qui produit l'embolisation de la poche
interrompant ainsi le ux intra-anévrismal. Le remplissage par les coils ne représente en pratique que 25
à 30 % du volume de la poche anévrismale, le reste résultant de la thrombose associée. Le traitement
est terminé quand le ux n'est plus visible que dans les artères aérentes à l'anévrisme mais pas dans
l'anévrisme lui-même.
Pour les anévrismes présentant des lobes secondaires (Figure 1.6, droite), plusieurs "premiers" coils
ou cages peuvent être déployés et remplis successivement.
Limitations du traitement par coiling Le risque de recanalisation après traitement endovasculaire
reste élevé : 20.8% des cas selon [Ferns et al., 2009] avec retraitement dans 10.3% des cas. Il a également été
reporté dans [Spetzler et al., 2015] que ce risque est 2.5 fois plus élevé comparativement à un traitement
chirurgical. La recanalisation apparaît plus fréquente pour les anévrismes de grande taille et pour les
anévrismes à collet large mais également lorsque l'anévrisme est initialement incomplètement traité.
An de prévenir la recanalisation, plusieurs stratégies ont été développées avec succès dont l'utilisation
d'hydrocoils dont le revêtement gone au contact du sang pour un meilleur remplissage de la poche
anévrismale [White et al., 2011], l'utilisation de stents [Piotin et al., 2010] posés dans l'alignement de
l'artère porteuse au niveau de l'anévrisme pour maintenir les coils en place (Figure 1.7(a)), l'utilisation
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Figure 1.6  Les diérentes forment d'anévrismes rencontrées. La poche anévrismale est colorée en rouge et l'artère porteuse
en bleu. Gauche : anévrisme sacciforme. Droite : anévrisme irrégulier en forme de chaussette.
de  ow-diverter  (Figure 1.7(b)) qui sont des stents à maillage très serré visant à réduire le ux artériel
au sein de l'anévrisme [Pierot, 2011] et plus récemment l'utilisation du web  (Figure 1.7(c)) qui est un
panier maillé que l'on insère dans la poche anévrismal pour y interrompre le ux sanguin [Lubicz et al.,
2013].
(a) (b) (c)
Figure 1.7  Autres méthodes de traitement des anévrismes intracrâniens par voie endovasculaire : (a) Coils retenus par
un stent, (b) Flow-diverter empêchant le ux artériel de reuer dans l'anévrisme (c) Web déployé dans un anévrisme.
Le traitement par clipping reste cependant souvent préféré pour le traitement des anévrismes de l'ar-
tère cérébrale moyenne dont la localisation supercielle facilite l'accès en chirurgie ouverte. La navigation
par voie endovasculaire est en revanche particulièrement complexe dans ce cas. Les nombreuses bifurca-
tions qu'il faut emprunter pour y accéder, la morphologie de l'anévrisme, l'étroitesse de l'artère porteuse
et la diculté à trouver les incidences de travail adéquates en projection sont autant de facteurs qui
freinent un traitement par voie endovasculaire [Blackburn et al., 2014]. De plus, plusieurs études [Bra-
card et al., 2010, Spetzler et al., 2015] reportent qu'il n'y a pas de diérences statistiques sur le résultat
clinique entre ces deux types de traitement. Dans [Bracard et al., 2010], les auteurs soulignent néanmoins
l'importance de la 3D pour traiter ces anévrismes par voie endovasculaire.
1.4 Besoin en imagerie pour l'aide au traitement
Nous passerons en revue dans le chapitre suivant les modes d'imagerie disponibles sur les systèmes
biplan uoroscopiques utilisés pour les traitements décrits ci-dessus. Dans la majorité des cas, les images
sont projectives et ne contiennent qu'une information partielle de la réalité. Il est parfois impossible à
partir d'une ou deux images de comprendre la conguration spatiale d'un micro-guide à l'abord d'une
bifurcation, ou de juger si le placement du premier coil est correct ou non. Le médecin doit alors acquérir
des images uoroscopiques selon plusieurs orientations de l'arceau et reconstruire mentalement la position
3D des outils et des structures anatomiques. Des bifurcations diciles peuvent ralentir signicativement
le temps d'intervention, donc d'allonger l'anesthésie du patient et augmenter la dose reçue de rayons
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X. Par ailleurs, avant de détacher dénitivement chaque coil, il est primordial que le médecin vérie la
position de celui-ci à l'intérieur du sac anévrismal. Il doit en particulier s'assurer qu'aucune spire du coil
ne sort de l'anévrisme au niveau du collet, ce qui pourrait entraîner une thrombose du vaisseau porteur.
L'imagerie 3D permet de lever les ambiguités, mais le temps nécessaire à cette acquisition et la dose
de rayons X correspondant rendent irréaliste son utilisation à tout moment de l'intervention.
Il serait donc particulièrement intéressant de proposer des reconstructions 3D des micro-outils à partir
d'un nombre restreint d'images à rayon X, qui pourrait en outre s'intégrer avec le modèle 3D du patient
acquis en début d'intervention pour la planication du geste. C'est ce que nous nous proposons de faire
dans les chapitres suivants.
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2.1 Introduction
(a) Image initiale (b) Image transformée (c) Image débruitée (d) Squelette du micro-guide
Figure 2.1  Illustration de la chaîne globale des traitements mis en ÷uvre pour la segmentation d'un micro-guide
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Segmenter un guide dans une image uoroscopique est une étape préliminaire couramment employée
dans la littérature pour sa reconstruction tridimensionnelle. Nous présentons dans ce chapitre un algo-
rithme de segmentation dont le résultat servira de point d'entrée à notre algorithme de reconstruction
stéréoscopique.
L'objectif est d'identier une structure curviligne ne (largeur d'environ 1-2 pixels) dans une image
où elle apparaît peu contrastée par rapport au fond bruité. Trois modes de visualisation uoroscopique
sont mis à disposition du neuroradiologue interventionnel pendant la phase de navigation. Ils permettent
de visualiser le micro-guide au choix (1) superposé aux structures anatomiques (essentiellement osseuses),
(2) seul, ou (3) superposé aux vaisseaux injectés. Le principe du traitement est commun aux trois modes :
la première étape du traitement est une simple soustraction temporelle du fond an que le micro-guide
soit la seule information structurelle restante dans l'image bruitée. La deuxième étape consiste alors à
neutraliser le bruit pour permettre la dernière étape d'extraction du guide par un simple seuillage. Nous
présentons donc dans ce chapitre un ltre adaptatif associant débruitage du fond par diusion isotropique
et rehaussement de structures linéiques par diusion anisotropique.
La Figure 2.1(a) montre un exemple sur une image uoroscopique : soustraction temporelle (Fi-
gure 2.1(b)), ltrage (Figure 2.1(c)) et segmentation par simple seuillage et squelettisation (Figure 2.1(d)),
point d'entrée de la reconstruction 3D stéréoscopique.
Ce chapitre s'articule de la manière suivante : la section 2.2 présente les trois modes de visualisation
uoroscopique et les pré-traitements associés, la section 2.3 détaille les techniques de ltrage par diusion
que nous avons utilisées, la section 4.4 montre les résultats de segmentation obtenus sur des données
acquises sur fantômes et patients. Enn nous discutons nos choix techniques et évoquons des pistes
d'amélioration dans la dernière section 2.6.
2.2 Contexte
2.2.1 Les modes de visualisation uoroscopiques
La Figure 2.2 illustre les trois modes de visualisation uoroscopique que sont : la uoroscopie (2.2(a)),
la uoroscopie soustraite (2.2(b)) et la uoroscopie de roadmap(2.2(c)).
(a) Fluoroscopie (b) Fluoroscopie soustraite (c) Fluoroscopie de roadmap
Figure 2.2  Les trois modes de visualisation possibles d'un micro-guide.
2.2.1.1 La uoroscopie
La uoroscopie (Figure 2.2(a)) est un ux temps réel d'images rayons X où toutes les structures radio-
opaques (os, tissus, outils ...) se superposent dans le champ de vue du détecteur. La particularité du mode
uoroscopie est que le ux contient beaucoup d'images dont chacune est acquise au plus faible niveau de
radiation possible, ce qui correspond en pratique à des images très bruitées. Le niveau de bruit ne doit
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pas empêcher l'÷il de distinguer le contraste du micro-guide. L'expérience montre que cette tâche est plus
facile si le bruit de fond est constant. Or le bruit est principalement d'origine quantique. Chaque intensité
enregistrée suit une loi de Poisson, donc de variance et moyenne égales. Le bruit n'est par conséquent
pas uniforme dans l'image puisque les zones plus denses présentent un bruit beaucoup plus élevé que les
zones de plus faible densité. Un bruit de fond uniforme peut s'obtenir par un ensemble de transformées
de stabilisation de la variance (VST - Variance-Stabilizing Transformation) [Bartlett, 1936, Anscombe,
1948, Murtagh et al., 1995].
Une transformée d'Anscombe ajustée pour que la dynamique de l'image originale, encodée sur 14
bits, passe à 12 bits est donc appliquée. Ensuite, un ltrage temporel optionnel (TNR - Temporal Noise
Reduction) réduit le bruit par moyennage récursif du ux d'images de la séquence uoroscopique. La
dynamique de l'image est enn encodée sur 8 bits pour l'achage sur écran. Cet encodage appelé Di-
gital Range Management (DRM) est adaptatif pour maximiser les contrastes entre fond anatomique et
structures d'intérêts (guide ou vaisseaux). En pratique, bien que ces traitements non linéaires modient
la distribution du bruit, leur mise au point tend à respecter la contrainte de bruit de fond uniforme.
2.2.1.2 La uoroscopie soustraite
Le mode uoroscopie soustraite élimine les structures anatomiques statiques dans le cerveau, faisant
ainsi apparaître dans l'image soustraite uniquement le guide en mouvement en sombre sur un fond uni-
forme. Cette image s'obtient par un procédé de soustraction logarithmique qui nécessite l'acquisition
d'une image dite masque dans laquelle le micro-guide n'est pas présent.
Pour tout pixel du détecteur où se projette le guide, on note µp l'atténuation traversée, et µg l'atté-
nuation du micro-guide. On note ug l'image rayons X courante où le micro-guide est présent , up l'image
masque. On note u0 le nombre de photons par pixel incidents et α un coecient de normalisation.
{
ug = αu0 exp (−(µp + µg)) = up exp (−µg)
up = αu0 exp (−(µp))
(2.1)
Une soustraction logarithmique pixel à pixel permet d'avoir l'image de soustraction us d'atténuation
du micro-guide, quelles que soient la densité et l'épaisseur des structures anatomiques traversées.
us = log(ug)− log(up) = −µg (2.2)
L'image achée est proportionnelle à exp(−µg) pour être homogène aux images non soustraites et
fenêtrée de telle sorte que le fond nul corresponde au niveau de gris moyen et le guide aux niveaux de
gris plus sombres.
L'application d'une transformée logarithmique n'est pas compatible avec la stabilisation de la variance
et la soustraction amplie le bruit. En négligeant l'atténuation du micro-guide, le bruit de l'image varie
spatialement en fonction des structures contenues dans l'image masque.
2.2.1.3 La uoroscopie de roadmap
Pour mieux se repérer dans l'anatomie vasculaire, le neuroradiologue a la possibilité de fusionner la
uoroscopie soustraite à une image dite de roadmap où les vaisseaux statiques sont la seule information
anatomique visible. Le micro-guide apparaît alors dans l'image de roadmap en sombre sur le fond blanc
des vaisseaux.
Les caractéristiques de bruit de la uoroscopie de roadmap sont les mêmes que celles de la uoroscopie
soustraite. L'image de roadmap est en eet acquise a priori à une dose plus élevée de façon à ce qu'elle
n'ajoute pas un bruit signicatif à la uoroscopie soustraite.
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2.2.1.4 Hypothèse sur le bruit
Nous avons vu que les caractéristiques de bruit des images uoroscopiques achées ne sont pas
uniformes sur le champ de vue du fait du traitement de rehaussement de l'objet d'intérêt, soit par DRM,
soit par soustraction logarithmique. Ceci complique a priori le design d'un ltre s'il doit s'adapter aux
variations locales du bruit. Nous pensons que ce problème ne doit cependant pas être exagéré. D'une part,
il est tout à fait concevable d'eectuer la segmentation sur les images uoroscopiques natives, avant DRM
ou soustraction logarithmique, et procéder à une soustraction linéaire d'images de variance stabilisée par
VST, ce qui aboutit bien à une image du guide seul sur un fond de bruit uniforme. D'autre part, cette
non-uniformité est limitée, surtout dans le voisinage du micro-guide où doit se faire la segmentation.
C'est pourquoi le ltrage proposé suppose un bruit uniforme bien qu'il ait été appliqué à des images pour
lesquelles cette hypothèse n'était que partiellement valide.
2.2.2 Etat de l'art pour la segmentation d'un guide en uoroscopie
La problématique de segmentation d'un guide dans des images uoroscopiques remonte aux travaux
de Palti-Wasserman [Palti-Wasserman et al., 1997] an d'en déduire une analyse du mouvement de guide
susceptible d'apporter des informations importantes sur la fonction myocardique au cours du traitement
endovasculaire. Depuis, de nombreuses techniques de segmentation de guide ont été développées à des
ns d'analyse contextuelle mais aussi de reconstruction 3D pour une aide à la navigation.
L'ensemble des techniques se décomposent en un pré-traitement qui fournit une image à partir de
laquelle est eectuée l'extraction du guide.
2.2.2.1 Pré-traitements
Deux types de pré-traitements sont appliqués.
Un premier type de pré-traitement vise à éliminer les structures anatomiques nativement présentes
dans l'image par un procédé de soustraction. Le mode de visualisation en uoroscopie soustraite (Sec.
2.2.1.2) en est un exemple. La soustraction suppose évidemment que le guide est en mouvement entre
deux images successives. Néanmoins les techniques mises en ÷uvre varient en fonction de la partie du
corps imagée selon que les structures anatomiques sont statiques (tête, membres inférieurs) ou déplacées
par les battements cardiaques ou bien de la respiration (tronc). Si le fond anatomique peut être consi-
déré statique on procède par soustraction directe du fond par une image masque acquise a-priori [SAM
et al., 2003]. Lorsque l'on ne dispose pas d'une image masque on peut estimer le fond anatomique qui
est statique durant la séquence et ainsi calculer une image masque. Dans [Zweng et al., 2015], plusieurs
images successives d'une séquence sont ainsi utilisées pour estimer un masque modélisé par une matrice
creuse de rang faible à l'aide d'une RPCA (Robust-PCA). Dans [Petkovi¢ and Lon£ari¢, 2010], le fond
anatomique est modélisé selon un modèle de formation d'images rayons-X incluant également un modèle
de bruit et un ltre de Kalman est utilisé pour en estimer les paramètres.
Un deuxième type de pré-traitement vise à améliorer le rapport contraste sur bruit - CNR (Contrast-
to-Noise Ratio), typiquement par ltrage de l'image.
Les ltres passe-bas par convolution sont très ecaces pour réduire le bruit dans les régions uniformes
de l'image mais au détriment des contours qui sont alors atténués et déplacés.
Les edge-preserving lters sont des ltres spatiaux ayant la capacité de réduire signicativement le
bruit dans les régions uniformes de l'image tout en préservant les contours des structures sans pour autant
les débruiter. Parmi les plus connus on peut citer le ltre bilatéral [Tomasi and Manduchi, 1998] et les
ltres de diusion non-linéaires introduits par [Perona and Malik, 1990] (voir [Pal et al., 2015] pour une
revue récente sur le sujet). Alternativement les edge-enhancing lters agissent directement sur le signal
en le réhaussant. Une telle stratégie est très populaire dans le contexte de la segmentation d'un guide.
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Parmi l'ensemble des ltres de rehaussement de structures curvilignes disponibles, [Bismuth et al., 2009]
propose d'en retenir trois : un ltre orientable [Jacob and Unser, 2004] (également utilisé par [Lessard
et al., 2009] pour la segmentation de guide en biplan), un ltre orienté tournant (également utilisé par
[Wagner et al., 2015]) et un ltre basé sur le hessien [Frangi et al., 1998] (utilisé entre autres par [SAM
et al., 2003, Lessard et al., 2010, Spiegel et al., 2009]). La conclusion de son étude dans le cadre de la
détectabilité d'un guide en uoroscopie cardiaque (donc sans soustraction) est que les ltres orientés tour-
nants sont les plus adaptés pour segmenter des guides présentant un faible CNR et de faibles courbures
tandis que les ltres basés hessien sont plus robustes à la présence de fortes courbures. Le ltre orientable
a montré en revanche une moins bonne capacité de détection que les deux autres type de ltre.
Le coherence enhancing diusion lter (CED) de Weickert [Weickert, 1996] est un ltre de diusion
anisotropique très populaire pour le rehaussement de structures curvilignes. Il est néanmoins peu cité dans
notre contexte. Dans [SAM et al., 2003] on trouve que sur des résultats de segmentation quantitatifs une
image uoroscopique pré-traitée par ltrage CED améliore la robustesse de l'algorithme. Le problème du
temps calcul a été évoqué [Wagner et al., 2015]. Il existe cependant des schémas calculatoires permettant
d'implémenter ecacement ces ltres de diusion [Weickert et al., 1998, Chan and Mulet, 1999, Weickert
and Scharr, 2002]. Dans [Slabaugh et al., 2007], les auteurs montrent qualitativement sur une image
uroscopique d'un guide l'avantage d'utiliser un ltre basé sur la congruence de phase [Kovesi, 1999],
réputé robuste aux changements de contraste, par rapport aux ltres chapeau mexicain [Palti-Wasserman
et al., 1997] et CED.
2.2.2.2 Extraction du guide
Idéalement, puisque le guide est de diamètre constant, un simple seuillage doit sure à le segmenter
dans l'image ltrée. Cependant, si 1) Le CNR n'a pas susamment été amélioré ou si 2) l'image comporte
d'autres structures curvilignes que le guide alors il n'existe pas de seuil permettant de séparer le signal
du guide du reste de l'image (on parle ici de détectabilité ou de capacité de détection du guide [Bismuth
et al., 2009]). Un processus d'extraction plus sophistiqué doit alors être mis en ÷uvre en utilisant des
contraintes supplémentaires. Ces contraintes peuvent être (1) interactives, l'utilisateur spécie un point
du guide dans l'image [Homann et al., 2012], (2) temporelles, la segmentation obtenue dans l'image pré-
cédente est utilisée pour initialiser une recherche dans l'image courante [Lessard et al., 2010], ou encore
(3) structurelles [Spiegel et al., 2009], la forme attendue est modélisée par exemple par une courbe ouverte.
Nous regroupons les techniques d'extraction d'un guide dans une image ltrée selon trois grandes
approches :
 Les méthodes par groupements répondent au problème d'un CNR trop faible et consistent à sélec-
tionner par seuillage un premier ensemble de fragments de courbes qui sont ensuite triés selon un
critère géométrique et/ou image an de constituer une unique courbe qui correspond alors à la seg-
mentation du guide. Dans [Lessard et al., 2008], des fragments de courbes sont obtenus par seuillage
d'une image uoroscopique non-soustraite préalablement rehaussée par un ltre basé hessien, puis,
ces fragments sont élagués à l'aide d'un critère de rejet basé sur une estimation de l'épaisseur du
guide a priori connue et de l'intensité supposée varier continument le long du guide. Les fragments
restants sont alors reconnectés à l'aide d'un critère d'alignement. Dans [Spiegel et al., 2009], un
ensemble de squelettes est extrait au sein d'une région d'intérêt d'une image de roadmap préala-
blement soustraite puis rehaussée par un ltre basé hessien. Après avoir avoir été seuillés selon leur
taille, les squelettes sont convertis en un ensemble de fragments de courbes. Une méthode incrémen-
tale reconnecte un sous-ensemble de ces fragments en une unique courbe B-spline selon un critère
combinant la réponse du hessien et la localisation par seuillage d'Otsu des vaisseaux dans l'image
de roadmap. La longueur et la courbure de la B-spline globale sont utilisées uniquement lorsque le
critère de connexion n'est pas susamment discriminant.
Dans un contexte d'imagerie cardiaque en uoroscopie où de nombreuses structures curvilignes
autres que le guide sont naturellement présentes dans l'image, des méthodes plus complexes par
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groupement hiérarchique [Barbu et al., 2007, Wang et al., 2009, Honnorat et al., 2010] sont mises
en ÷uvre en faisant également appel à des méthodes d'apprentissage.
 Les méthodes de suivi spatial (tracking) reposent sur le concept de chemin. Elles nécessitent soit de
spécier un point du guide soit ses extrémités. Dans [Lessard et al., 2009], un des points spéciés est
déplacé dans la direction donnée par un ltre orientable. Le chemin qui en résulte correspond alors à
la segmentation du guide. Dans [Heibel et al., 2013], un plus court chemin entre les deux extrémités
du guide est obtenu par optimisation discrète des points de contrôle d'une courbe B-spline selon
un critère qui tient compte à la fois de la réponse du hessien et de la longueur de la courbe. Dans
[Homann et al., 2012], le point sélectionné appartient à un cathéter d'électrophysiologie dont l'ex-
trémité distale a la forme d'une ellipse. Un algorithme évolutionnaire cherche le plus court chemin
sur un graphe de connectivité de l'ensemble des structures de l'image extraites sous la forme de
squelettes.
 Les méthodes de suivi temporel utilisent au sein d'une séquence la segmentation obtenue dans
l'image précédente pour initialiser la recherche du guide dans l'image courante. Dans [Baert et al.,
2000], l'algorithme est initialisé par une courbe B-spline qui subit dans un premier temps un dépla-
cement décrit par une transformation rigide obtenue par template-matching et qui dans un deuxième
temps, est optimisée an de pouvoir prendre en compte les déformations non rigides du guide lors-
qu'il se déplace dans un vaisseau. Dans [Lessard et al., 2010], une technique de ribbon morphing
est utilisée pour compenser les mouvements translationnels du guide dans l'image. Cette technique
transforme un ruban englobant le guide courbe en un ruban droit. Le guide apparaît alors comme
parallèle au guide détecté dans l'image précédente à condition qu'il n'ait pas été déformé entre
temps. Dans [Pauly et al., 2010], un modèle d'apprentissage du mouvement du guide dans une
séquence uoroscopique est obtenu par une B-spline à partir d'une position initiale.
2.2.2.3 Discussion sur la stratégie de segmentation envisagée
Dans la problématique plus spécique de segmentation d'un guide en imagerie biplan, les hypothèses de
continuité et d'unicité sont généralement faites en 3D où elles sont toujours vériées. Plusieurs techniques
[Lessard et al., 2009, Bender et al., 1999] proposent ainsi d'alterner reconstruction 3D et segmentation en
avançant progressivement le long du guide dans les deux images. Bien que ces méthodes aient démontré
une certaine robustesse à des congurations singulières du guide en projection, elles nécessitent néan-
moins une interaction utilisateur pour initialiser la position du premier point pour le suivi. Les méthodes
de suivi temporel permettant d'initialiser la segmentation de l'image courante à partir de la segmenta-
tion obtenue dans l'image précédente atteignent leurs limites dès lors que le guide change brutalement
de conguration. En eet, le guide est généralement en tension dans les artères tortueuses ou lorsque
le neuroradiologue tente de prendre une bifurcation ce qui peut entraîner des changements de position
brusques en 3D et donc de forme du guide dans l'image.
Nous cherchons à proposer une méthode de segmentation en vue d'une reconstruction 3D automatique
du guide en biplan qui soit adaptée aux formes de courbes complexes qui sont souvent rencontrées dans
le contexte de la neuroradiologie interventionnelle et pour laquelle aucune initialisation n'est nécessaire.
Nous nous limitons donc à un algorithme permettant d'extraire des structures curvilignes sous la forme
de squelette dans une image dont l'anatomie du fond a été soustraite et ltrée de sorte que son extraction
soit simple. Nous réservons cette analyse du guide en tant que courbe globale à l'étape de reconstruction
3D qui nous permettra plus naturellement de faire usage des contraintes de régularité et d'unicité sur
la courbe en 3D. Notre objectif dans ce chapitre est donc de fournir un algorithme de segmentation
permettant de limiter autant que possible les fausses détections tout en cherchant à récupérer le guide
en entier. Après soustraction, le guide étant l'unique structure curviligne présente dans l'image, nous
nous concentrons donc sur la mise en ÷uvre d'une technique de ltrage de l'image qui soit adaptée aux
structures curvilignes et au bruit présent dans l'image.
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2.3 Méthode de segmentation d'un guide
2.3.1 Soustraction
Quel que soit le mode uoroscopique, nous nous ramenons à une problématique de segmentation d'un
unique objet curviligne (le guide) apparaissant sur un fond constitué uniquement de bruit. Pour le mode
uoroscopie soustraite, le micro-guide est l'unique signal sur fond bruité. Le mode uoroscopie requiert
une soustraction des structures anatomiques, et le mode uoroscopie roadmap une soustraction de la
carte des vaisseaux. Dans ce dernier cas, il n'y pas de confusion possible entre les vaisseaux (en clair) et
le guide (en sombre), mais elle simplie l'estimation du bruit. Pour cela nous créons une image masque
um en moyennant les N premières images de la séquence suivi d'une soustraction linéaire de ce masque
avec l'image courante ug. Cela nous permet ainsi de ne pas propager le bruit du masque dans l'image
à segmenter, ni d'en changer sa distribution. Dans la plupart de nos séquences cliniques nous avons pu
créer ainsi une image masque où le micro-guide est, soit absent dans l'image masque, soit localisé dans
un région de l'image diérente de la région dans laquelle se trouve le micro-guide dans l'image courante
à segmenter. Les exceptions seront indiquées.
2.3.2 Réduction du bruit par diusion tensorielle
Notre objectif est d'améliorer susamment le CNR qui ici est égal au rapport signal sur bruit de
l'image pour permettre d'extraire le guide par seuillage simple. Pour ce faire, nous construisons un
nouveau ltre de diusion tensorielle dédié à nos images de uoroscopie.
2.3.2.1 Filtrage par diusion
Le ltrage par diusion calcule la diusion de la chaleur pendant en temps T sur une image u dont
les niveaux de gris sont assimilés à des températures. L'image ltrée par diusion est alors dénie comme
la solution de l'équation (2.3)
∂tu = div(D.∇u) (2.3)
où le tenseur de diusion D est une matrice de taille 2×2 qui permet à la fois de diriger et de moduler
l'intensité de la diusion. Les gures 2.3(b),2.3(c),2.3(d) et 2.3(e) montrent le résultat d'une opération
de ltrage par diusion eectuée avec quatre tenseurs D possibles : DG un tenseur de diusion linéaire
homogène, DNLD un tenseur de diusion non-linéaire isotrope, DCED le tenseur de diusion non-linéaire
monodirectionnel de Weickert et enn DNLAD le tenseur de diusion anisotrope que nous proposons.
(a) Image initiale (b) DG (c) DNLD (d) DCED (e) DNLAD
Figure 2.3  2.3(a) Image synthétique d'une structure curviligne tortueuse bruitée par un bruit Gaussien. 2.3(b) Image
ltrée par un ltre de diusion linéaire homogène. 2.3(c) Image ltrée par le ltre de diusion non-linéaire isotrope NLD de
Perona-Malik.2.3(d) Image ltrée par le ltre de diusion non-linéaire monodirectionnel de Weickert (Coherent Enhancing
Diusion).
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(a) Image initiale (b) Tenseur de diusion (c) Diusion avec DG
Figure 2.4  Impact d'un ltrage par diusion linéaire homogène d'une structure curviligne sur fond bruité.
Diusion linéaire homogène : Choisir un tenseur de diusion DG égal à l'identité en tout point
de l'image (Figure 2.3(b)) produit une diusion uniforme dite également homogène. L'équation de la
diusion (2.3) devient simplement :
{
∂tu = ∆u
u(x, 0) = u0(x)
(2.4)
On montre [Hellwig, 1977] que l'image u solution de (2.4) est le résultat d'une convolution de l'image
initiale u0 par un noyau gaussien Kσ d'écart type σ =
√
2T où T est le temps de diusion qui dénit la
force du ltrage.
Le schéma de la Figure 2.4(b) illustre un cas simple de diusion linéaire homogène. L'image de la
Figure 2.4(c) est le résultat du ltrage de l'image de la Figure 2.4(a) par diusion linéaire homogène.
Le bruit présent dans l'image initiale a bien été ltré, tout comme la structure curviligne qui n'a par
conséquent pas été préservée.
Diusion non-homogène : La diusion est dite non-homogène lorsqu'en chaque point de l'image le
tenseur de diusion dépend des caractéristiques de l'image. En chaque point de l'image, le tenseur de
diusion associé est le tenseur identité DG pondéré par un coecient de diusion λ calculé en fonction
des caractéristiques de l'image estimées en ce point. Les modèles de diusion non-homogènes modulent
localement la diusion pour préserver des structures soit identiées a-priori (diusion non-homogène
linéaire), soit et plus particulièrement identiées simultanément au débruitage (diusion non-homogène
non-linéaire). La qualité du ltrage dépend alors d'une bonne estimation du bruit dans l'image.
2.3.2.2 Diusion scalaire de Perona et Malik
Historiquement le premier ltre de diusion non-linéaire non-homogène a été proposé par Perona et







où λ est une fonction de diusivité comprise entre 0 et 1 qui dépend du gradient de l'image noté ∇u.
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(a) Carte de diusivité : λ(|∇u|2) (b) Tenseur de diusion DNLD (c) Diusion avec DNLD
Figure 2.5  Impact d'un ltrage par diusion non-linéaire non-homogène d'une structure curviligne sur fond bruité.
Les deux formulations (2.6) et (2.7) de la fonction de diusivité λ proposées dans [Perona and Malik,
1990] permettent de distinguer une zone uniforme de l'image d'une structure via le paramètre c. Ce pa-
ramètre agit comme un seuil sur le module du gradient au-delà duquel la diusion est fortement limitée.
Pour du débruitage, il introduit l'information de bruit en deçà duquel celui-ci est ltré et au-dessus duquel





(c > 0) (2.6)
λ(|∇u|2) = 1
1 + (|∇u|/c)2
(c > 0) (2.7)
L'image de Figure 2.5(c) correspond à une version ltrée de l'image de la Figure 2.4(a) utilisant le
tenseur de diusion DNLD. Le bruit présent dans l'image initiale a bien été ltré et la structure curviligne
a été partiellement préservée. En eet, le CNR est faible et la structure curviligne est elle-même bruitée
ce qui peut amener le ltre à l'atténuer localement. Bien que le fond puisse être convenablement débruité,
le guide ne peut pas être extrait par un seuillage simple.
2.3.2.3 Diusion tensorielle de Weickert
Le modèle de diusion non-linéaire de Perona et Malik a été repris par Weickert [Weickert, 1996] dans
une formulation intégrant l'information d'anisotropie locale des structures dans l'image. Plus particuliè-
rement, la Coherence-Enhancing Diusion (CED) [Weickert, 1999] permet d'orienter le ltrage dans la
direction orthogonale au gradient donc le long des structures curvilignes pour un guide. Le tenseur de







où Uθ est une matrice 2 × 2 de rotation telle que le ltrage ait pour diusivité α = 0.001 dans la
direction θ ce qui limite la diusion et une diusivité λ2(κ) dans la direction θ⊥.
Pour dénir θ et λ2 Weickert utilise un tenseur de structure calculé suivant
Jρ(∇uσ) = Kρ ∗ (∇uσ∇uTσ ) (2.9)
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(a) Carte de diusivité : λ2(κ) (b) Tenseur de diusion DCED (c) Diusion avec DCED
Figure 2.6  Impact d'un ltrage CED d'une structure curviligne sur fond bruité.
où uσ = Kσ ∗ u, une version lissée de l'image u et Kρ est une gaussienne d'écart-type ρ qui a pour
eet de moyenner les informations d'orientation locale. Les valeurs propres (µ1, µ2) de Jρ sont telles que
µ1 > µ2 > 0.
En observant que sur les zones de contour µ1 >> µ2, Weickert capture cette information en dénissant
une mesure de cohérence κ = (µ1−µ2)2. La base des vecteurs propres dénit une rotation Uθ telle que le
vecteur propre associé à µ1 est orthogonal au contour tandis que celui associé à µ2 est tangent au contour
et déni donc la direction souhaitée du ltrage.
On note que les valeurs de κ sont élevées sur un contour tel que κ < µ21 + µ
2
2 = ||∇uσ||2. Dans les
zones uniformes, la valeur de ||∇uσ||2 est petite et donc la valeur de κ aussi. La valeur de λ2 est alors
dénie en fonction de la cohérence κ comme :
λ2(κ) =
{
α , si κ = 0







Dans Eq. 2.10, le coecient C > 0 sert de paramètre de seuil sur la mesure de cohérence. Au delà
du seuil C, la diusivité λ2(κ) dans la direction cohérente croît très rapidement vers 1 qui est sa valeur
maximum.
Ce modèle de diusion monodirectionnel permet comme le montre la Figure 2.6(c) de lisser le bruit
présent au sein même de la structure curviligne. Néanmoins ce ltrage transforme le bruit présent dans
le fond uniforme de l'image en sillons curvilignes ce qui n'est pas souhaitable pour notre application.
2.3.2.4 Diusion adaptative pour un guide
Nous souhaitons appliquer un tenseur de diusion anisotrope dont le comportement est de type dé-
bruitage (diusion homogène ou de Perona-Malik) dans le fond de l'image et de type rehaussement (CED
de Weickert) dans le guide. À la manière de Weickert nous nous basons sur une analyse du tenseur de
structure diagonalisé pour dénir un tenseur de diusion DNLAD adapté à nos besoins.
Le point clé est que le guide est une structure pour laquelle, en tout point, la cohérence est forte.
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(a) (b)
Figure 2.7  Représentation schématique de la forme d'un tenseur de diusion au fur et à mesure que la mesure de cohérence
κ augmente (ie de gauche à droite) où λ2 indique la direction cohérente. (a) Forme des tenseurs de diusion selon le modèle
CED de Weickert (∀κ λ1 = α = 0.001). (b) Forme des tenseurs selon notre modélisation (∀κ λ2 = 1)
Le comportement au sein du guide est celui déni par la CED de Weickert (2.10) où α est une constante






An d'obtenir l'alternance des comportements décrits ci-dessus, nous choisissons un tenseur de diu-
sion déni par l'Équation 2.11.







Le paramètre C > 0 sert ici aussi de seuil sur la mesure de cohérence permettant de dénir un régime
isotrope et un régime anisotrope comme l'illustre la Figure 2.8(a). On voit que λ1 → α lorsque C → 0.







Nous montrons schématiquement sur la Figure 2.7(b) la forme des tenseurs de diusion proposés en
comparaison de ceux issus de la CED de Weickert sur la Figure 2.7(a). Dans la CED de Weickert, la
forme du tenseur reste toujours directionnelle du fait de λ1 = 0.001 mais avec une force diérente modu-
lée par la valeur de λ2 qui lorsqu'elle est de l'ordre de λ1 empêche la diusion. Notre tenseur induit un
ltrage toujours maximal dans la direction cohérente et nous jouons sur la valeur de λ1 pour basculer le
comportement du ltre entre isotrope et anisotrope.
La Figure 2.8 illustre ce comportement. On voit sur la Figure 2.8(a) le graphe de λ1 et λ2 en fonction
de la diérence des valeurs propres du tenseur de structure (µ1−µ2). Nous verrons dans la Sec. 2.3.2.5 qu'il
est possible d'agir sur la démarcation (ctive) entre le régime isotrope et le régime anisotrope représentée
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κ) (b) Tenseur de diusion DNLAD (c) Diusion avec DNLAD
Figure 2.8  Filtrage d'une image comportant une structure curviligne sur fond bruité avec le modèle de diusion proposé.
(a) (b) (c)
Figure 2.9  (a) Image des intensités (b) Image de la diérence des valeurs propres (µ1 − µ2) (b) Histogramme de l'image
de la diérence des valeurs propres (µ1 − µ2).
par la ligne pointillée rouge en modiant le paramètre C dans l'expression de λ1. La Figure 2.8(c) montre
une image ltrée par notre modèle de diusion anisotrope (l'image non ltrée correspondante est celle de
la Figure 2.4(a)).
2.3.2.5 Paramétrisation
Dans le cas d'une image d'une structure curviligne sur un fond uniforme non bruité (nul dans notre
cas) on s'attend à avoir une valeur de (µ1 − µ2) qui est nulle dans le fond et non-nulle dans la structure
curviligne. Choisir une valeur de C qui est de l'ordre de la valeur du fond dans l'image de la diérence des
valeurs-propres (dans notre cas très proche de 0) permet d'obtenir un tenseur directionnel tel que celui de
droite dans la Figure 2.7(b), dès lors que la structure curviligne est contrastée dans l'image. Cependant
nous travaillons sur des images bruitées ce qui impliquent que les gradients mesurés dans le fond de
l'image sont non nuls. On observe ainsi (Figure 2.9(a)) que l'image de la diérence des valeurs propres
est également bruitée (Figure 2.9(b)). On peut visualiser sur la gure (Figure 2.9(c)) l'histogramme de
cette image qui représente alors la distribution des valeurs de (µ1 − µ2) où le pic observé correspond au
bruit du fond et où le signal correspondant au guide est étalé dans la partie droite de l'histogramme et
peut être mélangé avec du bruit de fond.
An d'obtenir un ltre qui soit robuste à la présence de bruit dans les images nous avons choisi
d'adapter le paramètre C du tenseur de diusion en estimant le bruit directement dans l'image de la
diérence de valeurs propres du tenseur de structure. Ce bruit peut être interprété en terme de variance
σ2x ou bien d'écart-type σx de la distribution de la diérence des valeurs propres.
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Choix 1 : Une première possibilité pour intégrer l'information de bruit dans le calcul de λ1 consiste à
identier l'expression de λ1 avec une gaussienne d'écart-type σx (on néglige la constante α = 0.001 dans
l'expression de λ1). Le paramètre C est alors associé à la variance σ2x du bruit :
C = 2σ2x (2.13)
Le rapport µ1−µ2σx représente le rapport signal-sur-bruit (SNR) dans l'image de la diérence des valeurs
propres. Ainsi pour ce choix de C, la valeur de λ1 diminue exponentiellement en fonction du carré du
SNR.
Choix 2 : Une deuxième possibilité consiste à considérer l'écart-type du bruit plutôt que sa variance.
A niveau de bruit égal, la valeur de λ1 décroît donc beaucoup plus rapidement qu'avec le choix 1.
C = σx (2.14)
Nous comparons en Sec. 2.3.4.2 ces deux stratégies pour C et pour diérents niveaux de bruit dans
l'image. Nous verrons alors que considérer l'écart-type du bruit (choix 2) plutôt que la variance (choix 1)
est plus adapté à notre problème.
2.3.3 Extraction du micro-guide dans une image ltrée
Une fois l'image ltrée, l'étape suivante consiste à la seuiller pour obtenir une image binaire qui
contient le guide. Une opération de squelettisation nous permet ensuite de transformer les composantes
connexes résultant du seuillage en chaînes de pixels.
2.3.3.1 Seuillage
Le ltre utilisé aboutit au bout d'un temps long de diusion à une image quasiment segmentée ne
contenant qu'un petit nombre de niveaux de gris non nuls pour le guide et zéro pour le fond bruité
de moyenne nulle. En pratique nous diusons sur un temps limité an de satisfaire la contrainte d'une
segmentation (et reconstruction) temps-réel. Il est donc nécessaire de trouver un seuil de détection Sf sur
les intensités ltrées non-nul qui permette de limiter au mieux le nombre de fausses détections pouvant
être dues au bruit restant dans l'image.
Nous estimons une valeur du seuil Sf à partir d'une analyse de la distribution du bruit dans l'image
ltrée. On dénit alors un seuil Sf en fonction de µf la moyenne de l'image ltrée et de mf fois son écart
type σf .
Sf = µf +mf × σf (2.15)
Nous déterminons expérimentalement en Sec. 2.3.4.3 une valeur optimale du paramètre mf relative-
ment au niveau de bruit résiduel dans l'image.
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(a) (b) (c) (d)
Figure 2.10  Images de synthèse d'un micro-guide générées pour les diérents niveaux de bruit avec un contraste de 20
entre le fond et la structure curviligne. (a) σb = 3 (b) σb = 5 (c) σb = 7 (d) σb = 9
2.3.3.2 Élagage des composantes superues
Le seuillage du guide peut parfois être fractionné en plusieurs endroits, particulièrement au niveau
d'une intersection lorsque le guide forme une boucle dans l'image ou bien lorsque le guide prend de fortes
courbures. C'est aussi le cas en condition clinique suite à un petit bougé patient 1 entre le moment de
l'acquisition de l'image masque et celui de l'image courante. A l'issue de l'étape de seuillage, nous ef-
fectuons une opération de squelettisation. Mais prendre pour résultat de la segmentation uniquement la
plus grande composante est risqué car la partie distale du guide qui est la partie importante cliniquement
peut manquer. A contrario retenir la totalité des squelettes peut inclure un nombre élevé de composantes
superues.
Nous conservons uniquement les composantes ayant une taille minimum p = 15 pixels. Nous avons
aussi testé le critère tel que seules les composantes pour lesquelles p ≥ 15 parmi les trois plus grandes
sont retenues.
Gardons à l'esprit que l'algorithme de reconstruction 3D par mise en correspondance développé dans
le chapitre 4 permet dans une certaine mesure de gérer la présence de structures superues au prix d'une
combinatoire plus élevée.
2.3.4 Optimisation des paramètres
L'algorithme proposé comporte un certain nombre de paramètres libres qu'il est nécessaire de xer.
Nous avons d'une part les paramètres σ et ρ utilisés dans le ltrage de diusion pour estimer le tenseur
de structure Jρ (Équation 2.9) et le paramètre mf associé au seuillage (Sec. 2.3.3.1).
2.3.4.1 Génération des images de synthèse
Nous proposons d'optimiser chacun de ces trois paramètres pour diérents niveaux de bruit σb. Pour
cela nous générons une image de synthèse de taille 400 × 700 dans laquelle gure une structure curvi-
ligne obtenue par projection de la ligne centrale d'un vaisseau tortueux approximé en 3D par une courbe
B-spline. Cette courbe 3D représente une distance parcourue de 20 cm au sein de vaisseaux tortueux
permettant de générer une courbe 2D susamment longue (1630 pixels) pour être représentative des
diérentes formes que peut prendre un guide dans l'image. Nous avons utilisé une matrice de projection
correspondant à une véritable conguration d'arceau choisie par un neuroradiologue au cours d'une in-
tervention an de générer une structure curviligne dont les formes sont à une échelle comparable à celui
1. Il existe des techniques standard de recalage rigide comme le pixel-shift permettant de palier ce problème mais que
nous n'avons pas mises en ÷uvre ici.
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(a) (b) (c)
(d) (e) (f)
Figure 2.11  Valeur du CNR dans l'image ltrée en fonction des paramètres σ et ρ du ltre pour des niveaux de bruit σb
diérents. (a) σb = 3 (b) σb = 4 (c) σb = 5 (d) σb = 6 (e) σb = 7 (f) σb = 8. Les coordonnées du point noir indiquent le
paramétrage donnant la plus grande valeur de CNR (ie la meilleure valeur)
d'un guide dans l'image.
La structure curviligne ainsi obtenue est placée dans une image nulle avec un contraste c0 = 20, ce
qui est représentatif du contraste d'un guide en uoroscopie soustraite. An de modéliser l'atténuation
décroissante d'un guide de rayon r à mesure que l'on s'éloigne de son centre, nous dégradons la résolution
de l'image par un ltrage gaussien de largeur à mi-hauteur 2r.
Nous ajoutons un bruit gaussien d'écart-type σb. Dans ce qui suit, nous avons considéré 7 niveaux
de bruit diérents allant de σb = 3 pour le cas le moins bruité σb = 9 pour le cas le plus bruité. La
Figure 2.10 montre les images de synthèse générées pour 4 niveaux de bruit.
2.3.4.2 Optimisation du paramétrage du ltre de diusion
Le paramétrage du ltre de diusion noté θ = {σ, ρ} est optimisé pour chaque niveau de bruit caracté-
risé par l'écart type σb testé dans l'image de synthèse. On note θ∗σb le paramétrage optimal qui maximise
la mesure de CNR pour un niveau de bruit σb donné. Cette mesure de qualité image est dénie de la
manière suivante :




où Ig correspond à l'intensité moyenne des pixels appartenant au guide, l'intensité moyenne des pixels
appartenant au fond étant nulle. On notera CNRe le CNR d'entrée qui correspond au CNR théorique
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dans l'image de synthèse (ie non ltrée) et CNRs le CNR de sortie qui correspond au CNR mesuré dans
l'image de synthèse ltrée.
Pour trouver le paramétrage optimal θ∗σb , nous adoptons une méthode de recherche en grille sur
l'espace des paramètres borné à θ ∈ [0, 1.5]× [0, 1.5] avec un pas d'échantillonnage de 0.2. Nous avons xé
le temps de diusion du ltrage à T = 100 et C = 2σ2x (choix 1) d'une part et C = σx (choix 2) d'autre
part.
Pour le choix 2, on peut visualiser en niveaux de couleurs les valeurs de CNRs trouvées en fonction
de θ sur les graphiques de la Figure 2.11. Chaque graphique correspond à un niveau de bruit σb pour
lequel l'optimum est indiqué par les coordonnées du point noir. On observe qu'au fur et à mesure que le
niveau de bruit augmente, il est préférable d'augmenter la directionnalité du ltre avec une valeur de ρ
plus élevée plutôt que d'augmenter la valeur de σ.
An de comparer les choix 1 et 2, nous avons optimisé le paramétrage θσb pour des niveaux de bruit
dans l'image de synthèse allant de σb = 3 à σb = 9. On peut visualiser les images ltrées avec C = 2σ2x
(choix 1 en variance) sur la Figure 2.12 d'une part et avec C = σx (choix 2 en écart-type) sur la Figure 2.13
d'autre part.
On observe que le choix 2 permet, quel que soit le niveau de bruit dans l'image initiale, de rehausser
la structure curviligne dans son intégralité tout en ltrant le bruit présent de fond. L'écart-type du bruit
mesuré dans l'image de la diérence des valeurs propres est donc un bon indicateur pour distinguer le
fond de la structure curviligne.
Ce n'est pas le cas pour le choix 1. On observe en eet que la structure curviligne a été par endroit
très fortement atténuée. Ce phénomène s'amplie à mesure que le niveau de bruit augmente dans l'image
initiale.
Les paramétrages optimaux obtenus avec le choix 2 sont reportés dans la deuxième colonne du Ta-
bleau 2.1. Les colonnes 3 à 5 du tableau donnent respectivement le CNRe, le CNRs et le ratio CNRs/CNRe
qui représente le gain de CNR. Nous nous servons par la suite du tableau de paramètres du Tableau 2.1
pour choisir le paramétrage θ du ltre en fonction de l'écart-type du bruit dans l'image soustraite. Nous
interpolons entre les valeurs du tableau au plus proche voisin.
(a) (b) (c) (d)
Figure 2.12  Filtrage selon le choix 1 des images de synthèse générées pour les diérents niveaux de bruit avec un contraste
de 20 entre le fond et la structure curviligne.(a) σb = 3, σ = 0.3, ρ = 0.5, CNR=27.0 (b) σb = 5, σ = 0.7, ρ = 0.9, CNR=13.9
(c) σb = 7, σ = 0.9, ρ = 1.5, CNR=6.4 (d) σb = 9, σ = 1.3, ρ = 1.5, CNR=3.6
2.3.4.3 Optimisation du seuil de segmentation
Le paramétrage du ltre de diusion est à présent xé pour chaque niveau de bruit σb à l'optimum θ∗b
trouvé en Sec. 2.3.4.2 qui maximise le rapport signal-à-bruit de l'image. Le paramètre de seuillage mf est
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(a) (b) (c) (d)
Figure 2.13  Filtrage selon le choix 2 des images de synthèse générées pour les diérents niveaux de bruit avec un contraste
de 20 entre le fond et la structure curviligne.(a) σb = 3, σ = 0.1, ρ = 0.3, CNR=33.3 (b) σb = 5, σ = 0.3, ρ = 0.3, CNR=20.5
(c) σb = 7, σ = 0.3, ρ = 0.7, CNR=14.0 (d) σb = 9, σ = 0.3, ρ = 0.9, CNR=9.6
lui optimisé sur un critère de détectabilité à l'aide de courbes ROC (Receiver Operator Characteristic).
Chaque point de la courbe ROC est déni par deux taux de détections : le FPR (False Positive Rate -










avec TP , FN , FP , TN respectivement le nombre de pixels vrais positifs, faux négatifs, faux positifs et
vrais négatifs dans l'image de synthèse.
Dans (2.17), la somme TP +FN représente le nombre constant de pixels dans l'image qui composent
le guide synthétisé (cf Sec. 2.3.4.1). Ainsi le taux de vrais positifs (TPR), compris entre 0 et 1, vaut 1
lorsque la segmentation ne comporte aucun bout manquant (ie FN = 0) et tend vers 0 lorsque le nombre
de pixels manquants augmente.
Dans (2.18), la somme FP + TN représente le nombre constant de pixels dans l'image qui n'appar-
tiennent pas au guide synthétisé. Ainsi le taux de faux positifs (FPR), compris entre 0 et 1, vaut 0 lorsque
la segmentation ne comporte pas de fausses détections (ie FP = 0) et tend vers 1 lorsque le nombre de
fausses détections augmente.
Dans l'espace ROC, le point optimal est situé en haut à gauche où le FPR est nul et le TPR vaut 1.
Nous construisons une courbe ROC pour chaque niveau de bruit σb et pour chaque valeur de m entre 0
et 10 avec un pas de 0.5. Le point optimal est le point de la courbe ROC dont la distance euclidienne
DROC au point (0,1) de l'espace ROC est minimale et qui vaut :
DROC =
√
(1− TPR)2 + FPR2 (2.19)
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σb θ
∗ CNRe CNRs CNRs/e m∗[DROC] TPR FPR
3 {0.1, 0.3} 6.7 32.2 4.8 5.0 100.0 0.0
4 {0.1, 0.3} 5.0 25.4 5.1 3.5 99.9 0.1
5 {0.3, 0.3} 4.0 20.5 5.1 3.0 99.7 0.3
6 {0.3, 0.3} 3.3 16.8 5.1 1.5 99.3 0.8
7 {0.3, 0.7} 2.9 14.0 4.8 2.0 99.1 0.7
8 {0.3, 0.9} 2.5 11.8 4.7 1.5 97.5 1.1
9 {0.3, 0.9} 2.2 9.6 4.4 1.0 95.2 3.7
Table 2.1  Paramétrage optimal de l'algorithme de segmentation (θ∗ = {σ, ρ}, C = σx et le seuil m∗) en fonction du bruit




Nous évaluons quantitativement le résultat de la segmentation sur une base de données d'images pour
laquelle la vérité terrain a été établie par une segmentation semi-automatique du guide [Bismuth et al.,
2012] eectuée par un opérateur unique. La vérité terrain est donnée sous la forme d'une suite de points
2D échantillonnés le long d'une spline avec un pas inférieur à la résolution de l'image. En pratique, nous
avons toujours eectué le premier clic sur l'extrémité distale du guide dénissant ainsi le début de la
courbe. Le dernier point cliqué dénit la deuxième extrémité de la courbe que nous avons fait coïncider
au mieux avec l'extrémité proximale du guide.
2.4.1.1 Les métriques d'évaluation
L'évaluation quantitative de notre algorithme repose sur les critères de détectabilité classiques déjà
rencontrés et sur des métriques globales et locales de délité à la vérité terrain. La métrique locale quan-
tie les longueurs des portions de guide récupérées ou non sur la partie distale du guide. Nous donnons
ici une dénition particulière de ce que nous qualions de partie distale du guide an de nous permettre
de fournir une évaluation que nous considérons plus pertinente vis-à-vis de notre contexte.
Dans ce qui suit, on note GSEG l'ensemble de points appartenant au guide segmenté, GVT l'ensemble
de points appartenant à la vérité terrain, d(p, q) la distance Euclidienne entre deux points p et q.
Critères de détectabilité Soit p un pixel de l'image, celui-ci est qualié de :
 Vrai positif : si p ∈ GSEG et p ∈ GVT (en pratique si minq∈GVT d(p, q) ≤ δ)
 Faux positif : si p ∈ GSEG et p /∈ GVT (en pratique si minq∈GVT d(p, q) > δ ).
 Faux négatif : si p ∈ GVT et p /∈ GSEG (en pratique si minq∈GSEG d(p, q) > δ ).
 Vrai négatif : si p /∈ GVT et p /∈ GSEG.
Nous admettons ici une tolérance δ à la vérité terrain que nous xons à une valeur de 2 pixels. Nous
avons retenu 4 mesures : les mesures de TPR, FPR déjà dénies en Sec. 2.3.4.3 ainsi que la précision
(ACC - Accuracy) et le taux de faux négatif (FNR) :
ACC =
TP + TN







= 1− TPR (2.21)
Dans (2.20), la somme TP + TN + FP + FN correspond au nombre total de pixels dans l'image.
Ainsi la mesure de précision (ACC), comprise entre 0 et 1, vaut 1 lorsque la segmentation coïncide avec
la vérité terrain (ie FN = FP = 0) et se dégrade pour tendre vers 0 lorsque la segmentation comporte
des erreurs (ie FN 6= 0 et/ou FP 6= 0).
Mesures de délité Soit A et B deux ensembles de points. On note DA→B la distance de l'ensemble









Soit DVT→SEG (resp. DSEG→VT ) la distance de GVT à GSEG (resp. de GSEG à GVT ). Ces deux mesures
de distances sont complémentaires :
La distance DVT→SEG < δ indique que le guide a été entièrement segmenté et cela avec une précision
supérieure au seuil de tolérance δ. La distance DVT→SEG > δ indique en revanche qu'il manque des bouts
de guide dans la segmentation. Plus la valeur de DVT→SEG est grande et plus la taille du ou des bouts
manquants est signicative.
La distance DSEG→VT < δ indique que la segmentation ne comporte pas de fausse détection et donne
un guide segmenté avec une précision supérieure au seuil de tolérance δ. La distance DSEG→VT > δ
indique la présence de structures superues dans la segmentation. Plus cette distance est grande et plus
la ou les structures superues sont éloignées de la vérité terrain.






Ainsi lorsque DSEG↔VT < δ la segmentation coïncide en moyenne avec la vérité terrain. La segmen-
tation est alors considérée comme un succès.
Il est très important cliniquement d'être capable de bien segmenter la partie distale du guide, tandis
que la portion proximale est au contraire cliniquement moins importante. Par ailleurs, la segmentation du
guide a pour but d'être utilisée en tant que donnée initiale d'un algorithme de reconstruction 3D stéréo.
Nous proposons donc de caractériser plus précisément les parties manquantes de la segmentation pour
lesquelles une interpolation 3D sera nécessaire à la reconstruction 3D.
Nous considérons les trois longueurs Ldist, Lprox et Li telles qu'illustrées sur le schéma de la Fi-
gure 2.14 :
 Ldist correspond à la longueur de la portion distale de guide vérité terrain non segmentée.
 Lprox correspond à la longueur de la portion proximale du guide vérité terrain non segmentée.
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Figure 2.14  Evaluation de la segmentation.
 Li correspond à la longueur d'une portion du corps du guide vérité terrain non segmentée et dénit
la taille du i-ème trou.
Soit T = {0..N} avec N le nombre de points qui composent la vérité terrain et GVT(t) avec t ∈ T le
t-ième point de la vérité terrain et t = 0 l'extrémité distale du guide.
Pour calculer Ldist on cherche l'indice t0 ∈ T tel que ∀t ∈ {0, .., t0}, ming∈GSEG d(GVT(t), g) > δ. La





On procède de la même manière pour calculer les longueurs Li, Li+1... et Lprox en continuant de
parcourir dans l'ordre la suite de points GVT. On remarquera que cette méthode n'est pas perturbée par
la présence de faux positifs puisque nous considérons uniquement les pixels de GSEG situés à une distance
à la vérité terrain qui est inférieure à δ pixels.
Nous cherchons à présent à dénir la proportion de guide correctement détectée par rapport à la
vérité terrain. Pour cela nous considérons uniquement la portion distale du guide vérité terrain que nous
caractérisons de la manière suivante.
Soit LVT la longueur totale du guide vérité terrain. Nous dénissons la longueur LVT∗ de la portion
distale du guide vérité terrain telle que LVT∗ = LVT −Lprox. La longueur totale LSEG de guide correcte-
ment détecté sur cette longueur distale correspond à LSEG = LVT∗ − (Ldist +
∑
i Li). On dénit alors la





avec G ∈ [0, 1]. Ainsi, la valeur G = 1.0 indique que la partie distale du guide a été entièrement dé-
tectée tandis que la valeur G = 0.0 indique qu'aucune partie du guide n'a été détectée 2, enn lorsque
0.0 < G < 1.0 une ou plusieurs portions n'ont pas été détectées dans la partie distale du guide.
La proportion G ainsi que la longueur Ldist sont considérées en plus des critères de distance et des
critères statistiques pour évaluer la segmentation dans la Section 4.4.
2. En absence de trou on a simplement LVT∗ = Ldist).
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2.4.1.2 Fiabilité de la vérité terrain
An de prendre en compte l'erreur de pointage, nous avons tracé deux fois la vérité terrain sur 41
images prises au sein d'une même séquence clinique. Pour comparer deux courbes vérité terrain associées
à une même image, celles-ci ont été tronquées de manière à faire correspondre au mieux leurs extrémités.
On dispose ainsi pour chaque image i de deux ensembles de points VTi,1 et VTi,2 correspondant aux deux
vérités terrain.
Pour estimer l'erreur de pointage, on calcule en moyenne la distance d'un point échantillonné le long











Nous avons ainsi estimé une moyenne, un écart type et une valeur maximale associés de : 0.6 ±
0.4 [max = 3.1] pixels. Cette mesure reste cohérente avec le seuil de tolérance δ = 2 pixels admis
précédemment.
2.4.2 Description des jeux de données
2.4.2.1 Données fantôme
Comme nous ne disposons pas de données de uoroscopie non soustraite clinique, nous avons pro-
cédé à l'acquisition en mode biplan (alternance entre le plan frontal et le plan latéral) de deux séries
d'un fantôme vasculaire cérébral dans lequel un micro-guide est inséré. Le guide est statique en début
et n d'acquisition. Au milieu de la séquence le guide est tiré lentement vers l'extérieur du fantôme an
de limiter les frottements avec les parois du fantôme et produire un mouvement aussi régulier que possible.
1. La série FANTOME_1 est composée de 5 séquences uoroscopiques à 15 images par seconde sur
chaque plan acquises au niveau de dose "bas" du système. La taille d'un pixel dans l'image est de
0.3 mm.
2. La série FANTOME_2 est composée de 5 séquences uoroscopiques à 15 images par seconde sur
chaque plan acquises au niveau de dose "normal" du système. La taille d'un pixel dans l'image est
de 0.2 mm.




Table 2.2  Récapitulatif des jeux de données fantôme
Les données acquises sur fantôme nous permettent de tester l'algorithme de segmentation dans des
conditions sans bougé avec le mode d'acquisition uoroscopie où le bruit est constant dans l'image par
stabilisation de la variance (cf Sec. 2.2.1.1).
2.4.2.2 Données cliniques
L'algorithme de segmentation a été testé sur une base de données d'acquisitions biplan de 6 patients
en mode uoroscopie soustraite et uoroscopie roadmap.
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Sélection des images au sein d'une séquence : Lorsque le guide avance à une vitesse élevée
pour une cadence d'acquisition de 15 images par seconde, le ltrage temporel (TNR) créé des artéfacts
en moyennant plusieurs positions successives du guide. L'image Figure 2.15 montre le cas d'une image
sans artéfact temporel (2.15(a)) et une image prise sur la même séquence d'acquisition comportant un
artéfact dû au TNR (2.15(b)). Notre méthode n'a pas pour but de corriger les eets du TNR mais de
s'insérer avant l'application de celui-ci. C'est pourquoi nous avons sélectionné pour chaque patient un
sous-ensemble d'images où le guide avance susamment lentement.
(a) (b)
Figure 2.15  Deux images issues d'une même séquence de uoroscopie de roadmap dans le cadre d'un traitement d'ané-
vrisme : (a) Sans artéfact temporel (b) Avec artéfact temporel
La base d'images : Un total de 740 images ont ainsi été sélectionnées. Le Tableau 2.3 récapitule la
répartition des images en fonction des patients et de leur pathologie. Pour un même patient, les angula-
tions prises par le système n'ont pas changé entre deux séquences.
No Patient Pathologie Mode d'acquisition Nb séquences Nb images total
1 Anévrisme Roadmap 2 172
2 Anévrisme Roadmap 2 224
3 MAV Roadmap 1 82
4 Méningiome Roadmap 2 112
5 Anévrisme Roadmap 1 70
6 Fistule Fluoro soustraite 1 80
740
Table 2.3  Récapitulatif des jeux de données cliniques.
Dans le cas d'une acquisition roadmap, les images cliniques ont été préalablement soustraites an de
supprimer le fond des vaisseaux (voir Sec. 2.3.1).
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Classication des images : Il existe une assez grande variabilité au sein de notre base d'images. Nous
proposons donc d'interpréter ces résultats pour les trois axes suivants :
1. Le type de pathologie. Nous avons diérencié les traitements d'anévrisme des autres traitements
(malformation artério-veineuse (MAV), stule et méningiome) car, dans le cas des anévrismes, le
modèle de guide utilisé possède une partie radio-opaque de plus petite longueur et généralement de
plus grand diamètre que pour autres pathologies. Pour deux cas d'anévrisme sur trois (patients 1
et 2 du Tableau 2.3), des coils sont également déjà présents dans l'anévrisme ce qui peut perturber
la détection du guide lorsque celui-ci se trouve à proximité. Un coil est en eet beaucoup plus
radio-opaque qu'un guide ce qui induit dans l'image soustraite un bruit de soustraction supérieur et
des contours apparents dus aux déplacements du coil par la pression artérielle ou le mouvement du
guide à proximité (voir la Figure 2.15(b)). Ainsi nous nous attendons à plus de fausses détections
dans les images où un coil est présent.
2. L'exposition rayons X. L'exposition est modulée automatiquement par le système d'acquisition
en fonction du contenu de l'image pour atteindre un niveau de bruit moyen cible déni par l'utili-
sateur. L'exposition est reportée en milliAmpères-secondes (mAs).
3. La soustraction. Seuls les modes soustraits sont présents dans notre base de données patients.
Cependant, dans le cas de la uoroscopie roadmap, nous avons inclus des images pour lesquelles
l'étape de soustraction n'était pas possible sans enlever intégralement le guide. Nous notons RS les
images traitée avec soustraction des vaisseaux et RNS celles sans soustraction.
Le Tableau 2.4 récapitule la répartition des images en fonction des diérents groupes dénis pour






0 < E < 100 235
100 < E < 200 203
200 < E < 300 180
300 < E 122
Mode
Roadmap non soustraite (RNS) 82
Roadmap soustraite (RS) 578
Fluoro soustraite (FS) 80
Table 2.4  Classication des images pour l'interprétation des résultats selon 3 grands axes : Le type de pathologie,
l'exposition et le mode d'acquisition
2.4.3 Paramétrage de l'algorithme de segmentation
Les segmentations ont été eectuées en utilisant le paramétrage optimal θ∗ = {σ, ρ} du ltre déni
en Sec. 2.3.4.2. La valeur de seuillage déni en Sec. 2.3.3.1 est choisie en fonction du niveau de bruit
estimé (voir Sec. 2.3.4.3). Nous présentons en Sec. 2.5.2 les résultats de la segmentation quand toutes
les composantes connexes ayant une longueur supérieure à 15 pixels ont été conservées. Nous reportons
également en annexe A.1 les résultats de la segmentation lorsque la sélection des composantes supérieures
à 15 pixels est eectuée parmi les trois plus grandes composantes connexes uniquement.
31
Chapitre 2. Segmentation du guide pour la reconstruction 3D
2.5 Résultats
Les résultats sont présentés pour les métriques dénies en Sec. 2.4.1.1. Pour chacune d'entre elles,
on donne le résultat moyen sur l'ensemble des images de la base de données avec ± l'écart type. La
moins bonne valeur (le minimum ou le maximum suivant la mesure considérée) sur l'ensemble des images
d'un même groupe est indiquée entre parenthèses. Pour les résultats globaux, nous donnons également la
médiane (med) et la median absolute deviation (mad) ou écart absolu médian.
Les distances (DVT→SEG, DSEG→VTet D) et longueurs (Ldist et L) sont exprimées en pixels (avec
une taille de pixels de 0.16 mm ou 0.2 mm selon la taille du champ de vue) et les rapports (FPR, FNR,
TPR, ACC et G) sont donnés en pourcentage.
2.5.1 Résultats sur données fantôme
Le Tableau 2.5 et le Tableau 2.6 récapitulent respectivement les résultats obtenus pour la série FAN-
TOME_1 et la série FANTOME_2.
Dans les deux cas, la distance DVT→SEGest inférieure au pixel avec une distance maximum de 1.2
pixels ce qui veut dire que le guide a pu être segmenté intégralement sur la totalité des 500 images seg-
mentées. Il est intéressant de noter que la réduction de dose n'a pas eu d'eet négatif sur la capacité de
notre algorithme à détecter le guide. La distance DSEG→VTest en revanche plus élevée avec une distance
moyenne de 84 pixels pour FANTOME_1 et d'environ 2 pixels pour FANTOME_2. Il y a donc plus de
structures superues qui sont également segmentées dans les images lorsque le mode basse dose est utilisé
(ie FANTOME_1). Ces deux distances donnent une distance moyenne de 42 pixels pour FANTOME_1
et de 1.5 pixels pour FANTOME_2.
Le taux de faux négatifs FNR est en moyenne inférieur à 2% pour FANTOME_1 et FANTOME_2
bien que légèrement plus élevé pour FANTOME_2. Le FPR est dix fois plus élevé dans le cas basse dose
à environ 3%. Le taux de vrais positifs TPR et la précision ACC sont supérieurs en moyenne à 97% pour
FANTOME_2 contre un TPR s'élevant à 98% avec une ACC d'environ 95% pour le cas basse dose.
La proportion de guide bien détectée G est en moyenne de 97.4% pour le cas basse dose ce qui est
légèrement inférieur au cas haute dose avec 97.1%. Cela se traduit par une longueur manquante cumulée
L de 0.6 pixels en moyenne pour FANTOME_1 et de 1.4 pixels pour FANTOME_2 ce qui veut dire
que dans les deux cas la segmentation du guide comporte très peu de trous. L'extrémité distale est glo-
balement bien détectée avec une distance Ldist inférieure à 0.1 pixels en moyenne dans les deux cas. Les
valeurs à 0 pour L indique qu'il n'y a pas de trous dans la segmentation et pour Ldist, indiquent que la
distance à l'extrémité distale est inférieure à la marge d'erreur δ = 2 pixels.
Sans surprise, nous constatons que globalement la segmentation d'une image acquise à plus faible
dose comporte plus de structures superues réparties aléatoirement dans l'image (bruit de structure)
qu'en mode normal. Néanmoins la structure correspondant au guide est en moyenne segmentée avec une
précision inférieure au pixel dans les deux cas.
2.5.2 Résultats sur données cliniques
2.5.2.1 Résultats globaux
Le Tableau 2.7 récapitule les statistiques d'erreurs obtenues sur 95% des images de la base de données
cliniques où les 5% retirés correspondent aux cas comportant les plus grandes erreurs. Cela nous permet
d'avoir une estimation plus réaliste des performances de l'algorithme en général.
Les trois premières lignes du tableau contiennent les distances. On observe qu'en moyenne la distance
DVT→SEGde la vérité terrain à la segmentation est de 1.5 pixels démontrant une très bonne détection
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Métriques moy ± std med±mad
DVT→SEG 0.6±0.1 (1.2) 0.6±0.1
DSEG→VT 84.2±76.5 (193.2) 67.5±67.3
D 42.4±38.3 (97.2) 34.1±33.7
FPR 3.6±4.8 (16.0) 0.0±0.0
FNR 1.5±1.6 (7.0) 1.0±1.0
TPR 97.9±2.7 (80.0) 99.0±1.0
ACC 95.4±5.7 (81.0) 99.0±1.0
G 97.4±6.0 (56.4) 100.0±0.0
L 0.6±1.5 (6.0) 0.0±0.0
Ldist 0.1±0.7 (6.0) 0.0±0.0
Table 2.5  Résultats sur la série FANTOME_1 (cas
basse dose)
Métriques moy ± std med ± mad
DVT→SEG 0.7±0.1 (1.1) 0.6±0.1
DSEG→VT 2.3±3.6 (18.3) 0.7±0.3
D 1.5±1.9 (9.8) 0.7±0.2
FPR 0.3±0.6 (2.0) 0.0±0.0
FNR 2.3±2.2 (10.0) 1.0±1.0
TPR 97.0±3.0 (86.0) 98.0±1.0
ACC 99.4±0.8 (97.0) 100.0±0.0
G 97.1±8.3 (6.6) 100.0±0.0
L 1.4±3.1 (20.4) 0.0±0.0
Ldist 0.0±0.0 (0.0) 0.0±0.0
Table 2.6  Résultats sur la série FANTOME_2 (cas
dose normale)
du guide. La distance DSEG→VTest en revanche plus élevée avec une distance moyenne de 20.2 pixels
ce qui reète l'existence de structures superues dans la segmentation faisant ainsi remonter la distance
moyenne symétrique D à 11.1 pixels.
L'existence de ces structures superues se traduit par un FPR d'environ 6%. Néanmoins cette valeur
est dépendante du nombre de vrais négatifs donc de la taille de l'image. Le FNR reste assez faible avec
4.6% ce qui équivaut à un TPR de 94.6% reétant et une précision ACC moyenne de 92.4%.
Globalement 85.6% du guide est segmenté avec une longueur cumulée manquante L qui vaut en
moyenne 17.5 pixels. La distance Ldist pour l'extrémité distale est en moyenne de 3.1 pixels.
Métriques moy ± std (erreur max) [95%] med ± mad
DVT→SEG 1.5±1.6 (9.7) 0.8±0.2
DSEG→VT 19.9±20.2 (91.1) 11.8±10.5
D 11.1±10.3 (46.1) 7.4±6.2
FPR 5.9±7.1 (38.0) 3.5±2.5
FNR 4.6±3.3 (13.0) 4.0±2.0
TPR 94.6±4.1 (79.0) 95.0±2.0
ACC 92.4±9.6 (49.0) 96.0±2.0
G 85.6±17.8 (16.1) 93.9±6.1
L 17.5±22.9 (101.8) 8.7±8.7
Ldist 3.1±10.0 (61.6) 0.0±0.0
Table 2.7  Résultats obtenus sur la base de données globale. La colonne de gauche donne la moyenne ± l'écart-type (valeur
max ou min selon la mesure considérée) sur 95 % de la base de données globale et la colonne de droite donne la médiane ±
l'écart absolu à la médiane (i.e. la median absolute deviation) sur la base de données complète.
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2.5.2.2 Dépendance à la pathologie
Le Tableau 2.8 montre que les fausses détections sont bien plus importantes dans le cas des ané-
vrismes. En eet, on observe un FPR de 8.4% dans le cas des anévrismes contre 3.1% dans les autres
cas. Cette observation est conrmée par une distance DSEG→VTpresque deux fois plus élevée pour les
anévrismes. Ces fausses détections sont le plus souvent provoquées par la présence d'un coil. La taille
totale L des portions manquantes de guide est un peu moins élevée dans le cas des anévrismes. Cela peut
s'expliquer par le fait déjà mentionné que sur nos données, les modèles de guide utilisés pour le traitement
des anévrismes ont généralement une partie radio-opaque plus courte. En revanche la longueur distale
Ldist est près de deux fois moins grande dans le cas des anévrismes. Cela peut s'expliquer par le fait
déjà mentionné que sur nos données, les modèles de guide utilisés pour le traitement des anévrismes ont




DVT→SEG 1.2±1.1 (5.7) 1.7±2.3 (14.3)
DSEG→VT 12.3±15.0 (52.3) 25.9±24.9 (116.2)
D 7.1±7.5 (26.6) 14.2±12.7 (60.4)
FPR 3.1±2.9 (15.0) 8.4±10.2 (46.0)
FNR 3.6±3.3 (12.0) 5.2±3.2 (15.0)
TPR 95.7±3.8 (84.0) 93.9±4.1 (79.0)
ACC 95.9±4.4 (78.0) 90.4±11.1 (49.0)
G 88.8±13.2 (20.6) 83.7±19.8 (16.1)
L 20.0±19.1 (97.3) 16.0±24.7 (105.6)
Ldist 4.4±12.7 (63.7) 2.4±7.8 (52.8)
Table 2.8  Résultats obtenus sur 95 % de la base de données globale regroupés en fonction de la pathologie (anévrisme
versus autre). Les résultats sont donnés au format moyenne ± écart-type (valeur max ou min selon la mesure considérée).
2.5.2.3 Rôle de l'exposition
Le Tableau 2.9 indique une nette amélioration de l'algorithme de segmentation pour une exposition
E supérieure à 200 mAs. On passe de moins de 82% de guide détecté en moyenne pour E < 200 mAs à
environ 94% pour pour E > 200 mAs. Il en va de même pour la distance moyenne à l'extrémité distale
Ldist où on passe d'une valeur supérieure à 2.5 pixels en moyenne (15 pixels pour 100 < E < 200) à moins
de 0.2 pixels en moyenne pour E > 200 mAs. La diérence est moins marquée en ce qui concerne les
fausses détections. Les meilleurs résultats sont obtenus sans surprise pour une forte exposition supérieure
à 300 mAs.
2.5.2.4 Inuence de la soustraction
Le Tableau 2.10 met en évidence l'importance de la soustraction. Dans le cas roadmap non soustrait
(RNS), seulement 81% du guide a pu être récupéré en moyenne contre 85% dans le cas soustrait (RS) et
97% dans le cas de la uoroscopie soustraite (FS). Les cas soustraits RS et FS présentent une distance
moyenne à l'extrémité distale inférieure à 1.5 pixels allant jusqu'à une détection parfaite de l'extrémité





E<100 100<E<200 200<E<300 E>300
DVT→SEG 1.5±1.4 (7.0) 3.7±4.4 (17.9) 0.7±0.3 (2.2) 0.7±0.2 (1.2)
DSEG→VT 15.6±16.7 (77.9) 37.1±35.3 (184.1) 23.4±22.0 (56.1) 5.5±7.3 (36.2)
D 8.8±8.1 (39.3) 21.0±17.2 (92.4) 12.1±10.9 (28.4) 3.3±4.0 (19.3)
FPR 7.1±9.1 (42.0) 10.9±12.6 (52.0) 4.8±3.9 (18.0) 1.8±1.6 (5.0)
FNR 5.7±1.8 (9.0) 8.1±4.6 (18.0) 2.5±2.1 (7.0) 1.8±1.5 (4.0)
TPR 93.8±1.9 (85.0) 90.8±4.9 (79.0) 97.0±2.5 (89.0) 98.0±1.5 (96.0)
ACC 92.0±8.7 (64.0) 87.2±13.6 (49.0) 94.6±4.7 (78.0) 97.9±1.7 (94.0)
G 82.8±18.0 (16.1) 74.8±20.4 (20.6) 94.0±11.3 (25.4) 94.5±8.2 (23.3)
L 23.8±25.8 (90.9) 33.1±42.4 (162.6) 6.2±9.8 (35.3) 10.6±9.8 (38.8)
Ldist 2.5±6.7 (30.2) 15.0±26.5 (83.2) 0.2±1.1 (10.1) 0.0±0.0 (0.0)
Table 2.9  Résultats obtenus sur 95 % de la base de données globale regroupés en fonction de l'exposition exprimée en
mAs. Les résultats sont donnés au format moyenne ± écart-type (valeur max ou min selon le critères).
en terme de fausses détections avec une distance moyenne DSEG→VTde 2 pixels contre plus de 20 pixels
dans les autres cas. Cependant il est à noter que le cas FS correspond à un unique patient où l'acquisition
a été eectuée à une exposition élevée > 300 mAs, sans coil dans le champ de vue, ce qui peut également




DVT→SEG 2.3±1.9 (8.2) 1.5±1.8 (11.7) 0.6±0.1 (0.9)
DSEG→VT 39.8±57.7 (193.9) 21.9±17.3 (58.2) 2.0±1.3 (7.2)
D 21.4±28.3 (97.3) 12.1±9.0 (29.4) 1.3±0.7 (4.1)
FPR 3.1±2.0 (8.0) 7.9±9.2 (44.0) 1.4±1.4 (5.0)
FNR 6.6±4.0 (13.0) 4.8±3.0 (14.0) 0.9±0.7 (2.0)
TPR 92.6±4.0 (86.0) 94.3±3.9 (79.0) 99.0±0.7 (97.0)
ACC 96.2±2.3 (91.0) 90.8±10.6 (49.0) 98.4±1.5 (95.0)
G 80.5±15.5 (20.6) 84.9±18.6 (16.1) 96.6±8.7 (23.3)
L 33.2±32.0 (118.2) 16.6±22.4 (88.1) 6.5±6.4 (17.4)
Ldist 17.0±23.6 (71.3) 1.5±5.7 (40.8) 0.0±0.0 (0.0)
Table 2.10  Résultats obtenus sur 95 % de la base de données globale regroupés en fonction du mode (Roadmap Non
Soustraite - RNS, Roadmap Soustraite - RS et Fluoroscopie Soustraite - FS). Les résultats sont donnés au format moyenne
± écart-type (valeur max ou min selon la mesure considérée).
2.5.2.5 Analyse qualitative
La Figure 2.16 illustre quelques cas de segmentation où chaque ligne correspond à une instance parti-
culière avec de gauche à droite l'image soustraite, l'image ltrée et le résultat de la segmentation. Les deux
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premières lignes (Figure 2.16(a), (b),(c),(d), (e),(f)) illustrent deux cas de segmentation d'images appar-
tenant à un même patient traité pour une stule (Patient 6) où l'exposition est supérieure à 300 mAs et
l'image est acquise avec le mode uoroscopie soustraite. Pour ces deux cas, la segmentation est considérée
comme un succès. Le cas de la troisième ligne est également issu du patient 6 (Figure 2.16(g),(h),(i))
et illustre un cas où le ltrage temporel crée des artéfacts prononcés dans l'image. Le cas présenté en
quatrième ligne correspond au patient 4 traité pour un méningiome (Figure 2.16(j), (k),(l)). L'image
est acquise à une exposition de 115 mAs en mode uoroscopie de roadmap et pour laquelle nous avons
soustrait un masque résultant en la Figure 2.16(j). On observe là un cas de bruit non uniforme : le bas
de l'image est plus bruité. Enn la dernière ligne présente le cas d'un patient traité pour un anévrisme
(Figure 2.16(m),(n),(o)). On remarque sur cet exemple que la soustraction est plus bruitée dans la zone
du coil. De plus, le guide étant proche du coil, son mouvement induit un léger mouvement de l'anévrisme
lorsque le neuroradiologue cherche à accéder à ce dernier ce qui provoque des artéfacts de soustraction.
qui font partie du résultat de la segmentation sur la Figure 2.16(o).
2.6 Discussion
Nous avons mis en place une chaîne de traitements préliminaire pour la reconstruction stéréoscopique
d'un micro-guide, à savoir une segmentation du micro-guide donnée sous la forme d'un ensemble de
squelettes pour une paire d'images acquises à instant donné par le système biplan.
Pour cela, nous avons fait en sorte que le micro-guide soit le seul objet dans l'image et que la segmen-
tation ne soit gênée que par un bruit statistique. Nous discutons brièvement le cheminement qui nous a
conduit à proposer une segmentation par débruitage. Nous évoquerons ensuite des pistes d'amélioration.
Segmentation par débruitage La partie segmentation de ce travail de thèse a commencé par l'en-
cadrement de deux stages. La première approche a été d'utiliser le ltre orienté tournant (FOT) retenu
dans l'étude comparative de [Bismuth et al., 2009] (revoir Sec. 2.2.2.1) comme le plus ecace pour seg-
menter des guides en présence d'un CNR faible. Le FOT a tendance à atténuer les plus fortes courbures
de même que l'extrémité du guide ce qui est apparu comme problématique sur nos images. Un deuxième
point est qu'en tant que ltre de rehaussement, le FOT transforme le bruit en structures parasites. Or
dans le cadre de nos images où la soustraction du fond est possible, les structures parasites ne viennent
que du bruit. Extraire le guide implique alors soit de caractériser le "bruit" de ces structures parasites
(par exemple une taille signicativement supérieure à la taille des objets parasites) ou de réduire le bruit
avant application du FOT en caractérisant le bruit de l'image de départ. La seconde option nous a paru
préférable parce que d'un point de vue statistique, l'estimation du bruit est un problème mieux posé que
l'estimation des artéfacts du FOT, et parce qu'elle agit sur deux niveaux : rehaussement et débruitage.
Pour être ecace, elle suppose par ailleurs que les opérateurs de rehaussement et de débruitage travaillent
de concert, ce qui peut ne pas être le cas si les outils choisis sont de natures très diérentes. Ce sont ces
considérations qui nous ont amenés à explorer le ltrage par diusion tensorielle qui a été proposé pour
rehausser les structures curvilignes comme pour la réduction du bruit dans les régions uniformes et pour
lesquelles existe une littérature solide et des schémas calculatoires ecaces [Weickert et al., 1998, Chan
and Mulet, 1999, Weickert and Scharr, 2002].
Dans une première ébauche, nous avons alterné le tenseur de CED de Weickert et le tenseur diagonal
de Perona-Malik dans le schéma itératif de la diusion pour bénécier des deux comportements. Les
résultats probants nous ont incité à tirer parti du cadre unié du formalisme par tenseur pour concevoir
un unique ltre adaptatif permettant de passer continûment d'un comportement à l'autre en tenant
compte des caractéristiques statistiques du bruit présent dans les images comme de la forme connue a
priori de l'objet d'intérêt.
Hypothèse de bruit uniforme : Les performances du ltrage adaptatif sont optimales pour un bruit
uniforme. Lorsque ce ne sera pas susamment le cas il conviendra de revenir à la chaîne image originale
où une stabilisation de la variance est eectuée dans l'image courante et dans l'image masque suivie d'une
soustraction linéaire comme nous l'avons proposé en Sec. 2.2.1.4. Alternativement, il serait intéressant
de prédire le niveau du bruit, actuellement estimé à partir de la distribution de la diérence des valeurs
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propre du tenseur de structure de toute l'image, à partir d'une estimation locale du bruit non-uniforme
de l'image soustraite.
Aspects temporels : Nous avons vu que le Temporal Noise Reduction appliqué par le système, bien
que permettant de réduire le bruit, est à l'origine d'artéfacts où le guide apparaît dédoublé dans l'image.
Ne pas appliquer le TNR à nos images élimine ce type d'artéfacts, mais augmente le bruit, ce qui dégrade
les performances de segmentation en créant un nombre de structures superues plus élevé. La dimension
temporelle du ltrage est un axe supplémentaire qui s'intègre sans diculté au formalisme du ltrage
par diusion par l'utilisation de tenseurs tridimensionnels et qui devrait permettre de mieux gérer les
transitions abruptes de position du guide.
Artéfacts de soustraction : Bien qu'en neuroradiologie le patient soit le plus souvent sous anes-
thésie générale de légers bougés peuvent avoir lieu ponctuellement. Les structures dans l'image masque
ne sont plus parfaitement alignées avec les structures de l'image courante. Il en résulte des artéfacts de
soustraction qui ajoutent une information structurelle à celle du guide dans l'image soustraite. Plus par-
ticulièrement, la présence de coils à proximité du guide est problématique car les battements cardiaques
ou les mouvements du guide peuvent entraîner un très léger bougé de l'anévrisme qui contient la masse de
coils. Des contours de cette masse ou encore des spires isolées apparaissent alors dans l'image soustraite
et sont rehaussés par le ltrage directionnel. Des techniques de recalage (pixel shift) [David Dowsett,
2006] peuvent être appliquées pour éliminer ces artéfacts. Pour les images en projection, le recalage n'est
jamais théoriquement exact. Ces techniques sont donc ecaces si le bougé à compenser est faible. Pour
des bougés plus importants, des techniques de recalage élastiques doivent être envisagées [Nejati et al.,
2013]. De même que nous avons pu établir un ltrage adéquat pour nos images de guide, spécialiser les
techniques de recalage actuelles à la soustraction d'une image de guide dans la perspective de sa segmen-
tation, en intégrant la connaissance de la présence d'un coil, devrait être possible et en augmenter les
performances.
Pour conclure, les performances de segmentation présentées dans ce chapitre ne sont ni bonnes ni
mauvaises parce que la segmentation n'est pas un but en soi, mais l'étape préliminaire nécessaire à la
reconstruction du guide. Elles sont donc à rapporter à la performance de la chaîne complète, indiquant
ainsi avec quel degré de précision de segmentation nous aurons été capables de reconstruire le guide.
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Figure 2.16  En colonne de gauche à droite : image soustraite, image ltrée, image segmentée. Cas lignes 1 et 3 : Patient 6
(stule), FS, latéral, E = 754. Cas ligne 2 : Patient 6 (Fistule), FS, frontal, E = 624. Cas ligne 4 : Patient 4 (méningiome),
RS, frontal, E = 115. Cas ligne 5 : Patient 4 (anévrisme), RS, frontal, E = 87.38
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3.1 Introduction
La stéréovision ou stéréoscopie, vise à inférer l'information de profondeur des objets observés par
un système de caméras calibré. On parlera plus spéciquement de stéréovision binoculaire lorsque deux
points de vue sont utilisés et de stéréovision multivues lorsque plus de deux points de vue sont considérés.
Dans le cadre de cette thèse, nous nous intéressons plus particulièrement à la reconstruction 3D d'un
micro-guide, qui est un objet curviligne, imagé selon deux points de vue quasi-orthogonaux par deux
caméras rayons X préalablement calibrées. Cette problématique peut être formulée comme un problème
classique de reconstruction stéréoscopique qui est un des sujets majeurs de la recherche dans le domaine
de la vision par ordinateur. Nous introduisons ici les concepts fondamentaux de la reconstruction en
stéréovision qui permettent d'aborder ces problèmes en général. Nous nous focaliserons ensuite plus par-
ticulièrement sur la problématique de reconstruction de courbe à laquelle s'apparente la problématique
de reconstruction d'un micro-guide.
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Ce chapitre s'articule de la manière suivante :
Nous commençons en Sec. 3.2 avec quelques rappels préliminaires concernant la géométrie d'un sys-
tème stéréoscopique composé de deux caméras.
Nous abordons en Sec. 3.3 le problème de reconstruction stéréoscopique d'un ensemble de points 3D.
Il est ici question de produire une reconstruction de la scène observée en déterminant la profondeur de
chaque point considéré dans une image. Nous verrons à cette occasion les diérentes contraintes locales
et globales qui sont communément utilisées et comment celles-ci peuvent être mises en ÷uvre à travers
une formulation globale du problème de mise en correspondance.
Nous proposons en Sec. 3.4 un état de l'art sur la reconstruction stéréoscopique de courbes. Nous nous
intéresserons dans un premier temps à un ensemble de contraintes spéciques aux structures courbes. Nous
verrons que diérentes contraintes peuvent être exprimées selon le niveau de représentation d'une courbe
dans les images. Nous verrons dans un deuxième temps, comment les méthodes de la littérature, en vision
classique ou dans le domaine de l'imagerie médicale mettent en ÷uvre ces contraintes en fonction des
caractéristiques qui peuvent être extraites dans les images. Nous aborderons également deux aspects plus
particuliers dont l'initialisation et les aspects temporels liés au ux d'images uoroscopiques dont nous
disposons. Nous nous intéresserons donc également aux diérentes manières d'intégrer une contrainte
temporelle dans une problématique de reconstruction stéréoscopique.
Enn, nous terminons ce chapitre sur une discussion en Sec. 3.5 à l'issue de laquelle nous faisons un
bilan des limitations des techniques de la littérature appliquées à notre contexte et exposerons la stratégie
que nous allons suivre pour reconstruire un guide en 3D.
3.2 Géométrie d'un système stéréoscopique
Sur un système de radiologie interventionnelle, le tube délivrant les rayons X est conçu de façon à ce
que sa source (appelée point focal ou focal spot en anglais) puisse être assimilée à un point. Les systèmes
de dernières générations sont équipés de détecteurs plan permettant une acquisition sans distorsions géo-
métriques de l'image rayons X contrairement aux amplicateurs de brillance anciennement utilisés. Dans
ces conditions, le processus géométrique de formation d'une image sur un tel système peut être décrit par
le modèle sténopé (appelé aussi modèle en trou d'épingle ou encore pin-hole model en anglais).
Nous rappelons les bases géométriques d'un modèle sténopé en Sec. 3.2.1 qui permettent de caractériser
la matrice de projection qui lie un point de l'espace 3D à sa projection dans une image. Nous présentons
en Sec. 3.2.2 les principaux concepts de la géométrie épipolaire qui permettent d'exprimer les relations
géométriques qui lient deux caméras et qui sont à la base de la vision stéréoscopique. Nous explicitons
comment exprimer plus simplement le lien géométrique entre les deux projections d'un même point 3D
par une opération de rectication en Sec. 3.2.3 et comment reconstruire un point 3D à partir de deux
points qui se correspondent (ie qui sont la projection du même point 3D physique) en Sec. 3.2.4.
3.2.1 Le modèle de caméra
Un modèle de caméra permet de décrire comment les objets 3D observés se projettent sur une image.
Pour une source ponctuelle, le modèle sténopé représente la projection perspective d'un point 3D sur un
plan image. Selon ce modèle illustré sur la Figure 3.1, le centre de projection est le centre optique C de la
caméra et le point principal c est la projection orthogonale de C sur le plan image. Dans le repère de la
caméra ayant C pour origine et des axes (XC , YC , ZC) avec (XC , YC) parallèles à ceux du repère image et
ZC orthogonal au plan image, la droite passant par C et un point de l'espace 3D M = (x, y, z)t intersecte
le plan image en un point 2D m = (f xz , f
y
z )
t où f est la distance focale. Sur un système d'acquisition
par rayons X, la distance focale correspond à sa SID (Source-Image Distance).
Soit (x, y, z, 1)t les coordonnées homogènes du point de l'espace M dans le repère caméra et I la
matrice identité de taille 3× 3, la projection centrale s'exprime alors par le produit matriciel :
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Figure 3.1  Géométrie du modèle sténopé et repères (a) Projection du 3D M sur le plan image avec C le centre de
projection et f la distance focale entre le centre optique et le plan image. (b) La matrice des extrinsèques [R|t] permet de
relier un repère 3D absolu Rmonde de la scène avec un repère 3D Rcamera lié à la caméra. La matrice des intrinsèques K
permet de relier les points 3D de la scène exprimés dans le repère caméra avec les points image exprimés en pixels dans un
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 = diag(f, f, 1)[I|0] M (3.1)
An de pouvoir écrire la matrice de transformation du repère caméra au repère image, nous devons
tenir compte des caractéristiques internes à la caméra : la distance focale f exprimée en mm, la taille
psu, psv des pixels dans l'image exprimée en mm et les coordonnées (u0, v0) du point principal dans le
repère image. Après transformation, les coordonnées (u, v) de la projection du point M exprimées dans









où αu = f/psu et αv = f/psv.
Cette transformation est modélisée par K de taille 3× 3 appelée matrice des paramètres intrinsèques.







αux+ zu0αvy + zv0
z
 =
αu 0 u0 00 αv v0 0







 = K[I|0]M (3.3)
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Pour faire de la reconstruction, il est nécessaire d'exprimer les points 3D dans un repère commun
indépendant du point de vue plutôt que dans le repère de la caméra. Ce repère xe dans l'espace est
communément appelé le repère monde. Le passage du repère caméra au repère monde correspond à une
transformation rigide [R|t] qui se décompose en une matrice de rotation 3D notée R et un vecteur de
translation 3D noté t. La matrice [R|t] de taille 3 × 4 est appelée matrice des paramètres extrinsèques.
La matrice de projection perspective P est ainsi entièrement caractérisée par la matrice des intrinsèques
et la matrice des extrinsèques :
P = K[R|t] (3.4)
Ce modèle projectif est illustré par le schéma de la Figure 3.1(b). Les 11 paramètres qui caractérisent
la matrice de projection P (5 paramètres intrinsèques et 6 paramètres extrinsèques) peuvent être estimés
explicitement par une procédure de calibration [Horaud and Monga, 1995]. Pour cela, on utilise un objet
étalon appelé mire comportant des points d'intérêt facilement identiables dans une image et dont la
position dans le repère 3D de la mire est parfaitement connue. Dans le cas d'une caméra rayons X,
on utilise un cylindre au sein duquel sont ancrées des billes de plomb le long d'une ligne hélicoïdale. La
précision sur la position 3D des billes est donnée par le constructeur. Pour chacun de nos jeux de données,
une calibration des caméras rayon X a été eectuée manuellement avec une mire suivant la procédure
décrite dans [Gorges, 2007].
3.2.2 La géométrie épipolaire
Un système d'acquisition stéréoscopique est composé de deux caméras qui permettent d'observer une
scène 3D en projection selon deux points de vue diérents. Une procédure de calibration du système
stéréo permet de dénir une matrice de projection P1 pour la caméra 1 et P2 pour la caméra 2. Nous
nous référons au schéma de la Figure 3.2(a) pour les descriptions qui suivent.
Soit m1 (resp. m2) le projeté du point 3D M sur le plan image 1 (resp. sur le plan image 2) par
application de la matrice de projection P1 (resp. P2) associée à la caméra de centre optique C1 (resp.
C2). La mise en correspondance repose sur la question suivante : lorsque j'observe le point m1 dans


















Figure 3.2  (a) Géométrie épipolaire associée à un système projectif : projection d'un point 3D M selon deux incidences
diérentes sur les plans image 1 et 2. m1 (resp. m2) est la projection de M vue par la caméra C1 (resp. C2) sur le plan
image 1 (resp. 2) et se situe à l'intersection du rayon de projection issu de C1 (resp. C2), passant par M avec le plan image
1 (resp. 2). La ligne de base qui relie les deux centres optiques C1 et C2 intersecte le plan image 1 (resp. le plan image
2) à l'épipôle e2 (resp. e1). Le plan épipolaire π passant M contient la ligne de base et la ligne épipolaire lm1 (resp. lm2 )
associée au point m1 (resp. m2) passent par l'épipôle. (b) Les deux plans images 1 et 2 présentés en géométrie rectiée.
L'ensemble des lignes épipolaires sont horizontales et deux lignes épipolaires conjuguées lm1 et lm2 se situent au même
indice de coordonnée verticale y.
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La géométrie épipolaire [Hartley and Zisserman, 2003] permet de répondre partiellement à cette ques-
tion en mettant en relation géométrique des points de la première image avec ceux de la deuxième image.
Comme l'illustre le schéma de la Figure 3.2(a), le point m2 qui correspond au point m1 appartient à
une droite de l'image 2 appelée droite (ou ligne) épipolaire d'équation mtlm1 = 0 avec m un point en
coordonnées homogènes sur la droite. Cette droite épipolaire est la projection sur l'image 2 de tous les
points 3D dont le projeté dans l'image 1 est m1, c'est à dire tous les points 3D qui appartiennent à la
ligne de vue (C1,M).
Sur le plan géométrique, la droite épipolaire est l'intersection avec le plan image 2 du plan épipolaire
noté π caractérisé par le triplet de points 3D (C1,C2,M). L'intersection de ce plan épipolaire avec le
plan image 1 dénit une seconde droite épipolaire lm2 qui est alors la droite épipolaire conjuguée de la
droite épipolaire lm1 . Ainsi à tout point M de l'espace sont associés un plan épipolaire et une paire de
droites épipolaires conjuguées. La ligne de base (C1,C2) qui relie les deux caméras appartient à tout
plan épipolaire et intersecte les deux plans images respectivement en un point e1 = P1C2 pour l'image
1 et en point e1 = P2C1. Ces deux points sont appelés épipôles. Ainsi l'ensemble des droites épipolaires
appartenant à l'image 1 (resp. l'image 2) s'intersectent à l'épipôle. On appelle faisceau épipolaire l'en-
semble des droites épipolaires issues du même épipôle.
La matrice fondamentale F permet de caractériser la relation géométrique qui lie les deux images de






Ainsi, deux points m1 et m2 qui se correspondent doivent être solution de l'équation :
m2
tFm1 = 0 (3.6)
La matrice fondamentale peut s'exprimer de manière algébrique en fonction des deux matrices de
projection P1 et P2 [Xu and Zhang, 1996]
F =
 0 −e2(z) e2(y)e2(z) 0 −e2(x)
−e2(y) e2(x) 0
P2P+1 = [e2]×P2P+1 (3.7)
où la notation [e]× dénote la matrice anti-symétrique construite à partir du vecteur e et P+ est le
pseudo-inverse de P .
3.2.3 Rectication d'une paire d'images
La rectication est souvent utilisée en stéréovision pour simplier l'analyse des images en géométrie
épipolaire. Cette technique consiste à appliquer une homographie planaire à chacune des deux images de
telle manière que deux droites épipolaires conjuguées sont transformées en deux droites horizontales de
même indice vertical dans leur image respective (voir Figure 3.2(b)).
On note H1 (resp. H2) une matrice de rectication associée à l'image 1 (resp. l'image 2). Cette matrice
de taille 3×3 peut se décomposer en trois transformations géométriques simples [Loop and Zhang, 1999] :
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• La matrice A1 (resp. AP2) correspond à une transformation perspective. Elle permet d'envoyer à
l'inni la position de l'épipôle associé à l'image 1 (resp. l'image 2) ce qui a pour eet de rendre
parallèles les droites qui composent le faisceau épipolaire.
• La matrice S1 (resp. S2) correspond à une similitude qui a pour eet de rendre l'ensemble des lignes
épipolaires horizontales.
• La matrice T1 (resp. T2) est une transvection (shearing). Cette transformation permet de réduire
les distorsions de l'image selon l'axe horizontal.
Ainsi à l'issue d'une opération de rectication, les plans images sont parallèles ainsi que leurs axes
optiques respectifs. La distance focale associée à chacune des deux caméras est identique (voir le schéma
de la Figure 3.3).
3.2.4 Reconstruction d'un point 3D par triangulation et sources d'erreurs
Soit m1 et m2 les projetés du point 3D M respectivement dans l'image 1 et l'image 2. Le point M
se situe à l'intersection des deux lignes de vue (m1,C1) et (m2,C2).
Lorsqu'il existe des erreurs sur la mesure des coordonnées de deux points m1 et m2 qui se corres-
pondent, ces points n'appartiennent plus nécessairement au même couple d'épipolaires conjuguées. Les
deux lignes de vue associées à ces points ne s'intersectent alors pas. En pratique, l'intersection peut être
approximée simplement en prenant le milieu de la perpendiculaire commune aux deux lignes de vue [Du-
may et al., 1994]. Néanmoins une telle méthode de triangulation n'est pas invariante par transformation
projective 3 puisque les concepts de distance et de perpendicularité ne sont pas valides dans le contexte
de la géométrie projective [Hartley and Zisserman, 2003]. Chercher un point M qui minimise l'erreur de
projection (ie la somme du carré des distances entre les projections de M et les points m1 et m2) est
3. En eet, si le point M était imagé encore diéremment, le point reconstruit M à partir des nouveaux points m1 et
m2 n'aurait pas la même position qu'avec la première paire d'images.
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au contraire une méthode de triangulation qui est invariante par transformation projective [Hartley and
Zisserman, 2003].
De nombreux facteurs peuvent avoir un impact sur la précision de la reconstruction d'un point [Hart-
ley and Zisserman, 2003]. Comme on peut s'en rendre compte simplement sur les schémas 2D de la
Figure 3.4, les facteurs géométriques ayant un impact sur l'erreur 3D sont :
• La distance focale f .
• La profondeur ω du point 3D.
• L'incertitude de détection d'un point dans l'image.
• L'angle formé par les deux lignes de vues.
(a) (b)
Figure 3.4  (a) Impact de l'erreur verticale 2D d de l'estimation du point m sur l'erreur verticale 3D ∆ de l'estimation
du pointM. Ces deux erreurs sont liées par la relation ωd = f∆, avec ω la profondeur du point M par rapport à la caméra
le long du rayon principal et f la distance focale. (b) Comparaison d'une conguration des caméras en ligne de base large
(C1C2) ou faible (C′1C2). Pour une même incertitude dx sur la mesure m1 dans l'image, l'incertitude 3D ∆ qui en résulte
est plus grande dans le cas (C′1C2) où l'angle formé par les deux lignes de vue est plus petit.
On peut visualiser sur la Figure 3.5 l'erreur 3D en fonction de l'incertitude 2D comme l'intersection de
deux cônes dont la base est l'incertitude de détection 2D. La Figure 3.5(a) montre une conguration où
les deux axes optiques sont orthogonaux (caméras très écartées, ce qui est le cas dans le contexte de cette
thèse) tandis que la Figure 3.5(b) montre une conguration des caméras avec un faible écartement. Il est
possible d'optimiser la position d'un point 3D de manière à ce qu'elle approxime au mieux les mesures
dans les images tout en tenant compte du bruit sur ces mesures par ltrage de Kalman [Ayache and
Sander, 1991]. Le ltre permet de fournir récursivement une nouvelle estimation de la position optimale
du point 3D et d'une matrice de covariance associée qui traduit la conance que l'on a de cette estimation.
3.3 Reconstruction stéréo classique
Dans un problème de stéréovision, on cherche à produire une reconstruction d'une scène 3D sous la
forme d'un nuage de points 3D. Les rayons de lumière qui permettent de produire des images par le biais
d'une caméra ne traversent pas les objets opaques. Ainsi le nuage de points 3D reconstruit délimite des
surfaces visibles d'objets de la scène observée. Nous avons vu en Sec. 3.2 qu'il est possible de retrouver la
position d'un point 3D si l'on est capable de déterminer sa projection dans seulement deux images prises
chacune sous un angle de vue diérent. Le problème de reconstruction 3D peut alors être vu comme un
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Figure 3.5  Erreur 3D comme l'intersection de deux cônes dont la base est l'incertitude de détection 2D.
problème de mise en correspondance où il s'agit de déterminer des points qui se correspondent entre deux
projections. Ce problème est par nature ambigu puisqu'un point dans une image peut être apparié avec
tous les points localisés sur la droite épipolaire associée dans la seconde image. Il est donc nécessaire
d'introduire des connaissances supplémentaires pour contraindre davantage le problème.
L'objectif de cette section est de donner un aperçu global du problème de reconstruction en stéréo-
vision an de comprendre quelles connaissances sont mises en ÷uvre ou encore quelles hypothèses sont
faites pour résoudre ce problème. La problématique de notre thèse se place en eet dans un contexte spé-
cique : vision par rayons X (donc sans objets opaques) selon des points de vue proches de l'orthogonale.
Il nous est donc important de comprendre quelles contraintes sont applicables ou non à notre probléma-
tique. La diculté consiste à (1) identier des contraintes adaptées au problème (2) être capable de les
mettre en ÷uvre pour discriminer une solution de manière automatique avec une contrainte temps réel 4
(3) Produire une reconstruction 3D avec une précision qui réponde aux contraintes cliniques.
Nous commençons donc par introduire dans un premier temps les principales contraintes utilisées
en stéréovision classique. Puis, dans un deuxième temps, nous montrons comment ces contraintes sont
mises en ÷uvre en pratique pour résoudre de manière globale le problème de correspondance entre des
points. Nous verrons que les algorithmes utilisés sont très liés à la formulation du problème ainsi qu'aux
contraintes globales que l'on cherche à appliquer.
3.3.1 Présentation des contraintes classiques
Le problème de correspondance entre des points est résolu à l'aide de contraintes qui doivent permettre
de discriminer une solution. La contrainte épipolaire est l'unique contrainte forte (ie toujours vériée)
dont on peut disposer en stéréovision. Elle permet de générer un premier ensemble d'hypothèses constitué
d'appariements de points. Toutes les autres contraintes sont des contraintes faibles qui sont presque
toujours vériées. On distingue alors deux types de contraintes :
• Les contraintes d'élagage. Ces contraintes sont utilisées localement pour pénaliser ou écarter des
hypothèses ce qui permet ainsi de limiter la combinatoire associée au problème de mise en corres-
pondance. Elles visent en eet à ramener le nombre de correspondants possibles le long d'une droite
épipolaire à un nombre ni (préférablement aussi petit que possible) de points. Ces contraintes
peuvent reposer sur des critères image comme la corrélation ou bien encore sur des critères géomé-
triques comme la disparité.
4. Un système biplan peut acquérir jusqu'à 15 images par seconde
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• Les contraintes globales. Ces contraintes sont appliquées de manière globale pour discriminer une
solution à partir d'un ensemble d'hypothèses de correspondance. Ces contraintes font souvent in-
tervenir une connaissance a-priori sur la scène 3D que l'on cherche à reconstruire : continuité des
surfaces 3D, visibilité des objets ou encore de l'ordre dans lequel ceux-ci apparaissent dans les
images. Ces contraintes sont appliquées de manière globale à un ensemble d'hypothèses et la solu-
tion est formulée comme un problème d'optimisation.
3.3.1.1 La contrainte épipolaire
La contrainte épipolaire restreint l'espace de recherche du correspondant d'un point à une droite épi-
polaire. Elle est applicable dès lors que l'on dispose d'un système stéréo calibré c'est-à-dire d'un système
stéréo dont on connaît la matrice fondamentale. Un appariement de points qui vérie la contrainte épipo-
laire doit donc nécessairement être solution de l'Eq. (3.6). En pratique, des petites erreurs de calibration
peuvent exister. Lorsque l'incertitude sur la calibration est supérieure à la résolution de l'image, deux
points qui se correspondent (ie issus du même point physique) n'appartiennent alors plus nécessairement
au même couple de droites épipolaires conjuguées. La contrainte épipolaire peut donc parfois être relâchée
en bande épipolaire pour prendre en compte le bruit de détection ou bien les erreurs de calibration.
3.3.1.2 Les contraintes d'élagage
On distingue deux principales contraintes : la contrainte photométrique qui repose sur une mesure de
ressemblance locale entre les deux images et la contrainte géométrique de disparité qui permet de borner
la profondeur 3D de la scène.
La contrainte photométrique En vision, on suppose la plupart du temps que la surface des ob-
jets imagés est lambertienne. Par conséquent, la photométrie observée dans l'image est indépendante du
point de vue. On peut ainsi supposer que la photométrie au voisinage d'un point pris sur une telle sur-
face sera similaire à la photométrie observée au voisinage du point correspondant dans la deuxième image.
Typiquement, on compare les photométries dans les deux images à l'aide de deux régions d'intérêt
rectangulaires centrées sur les deux points qui potentiellement se correspondent. La corrélation, éven-
tuellement centrée et normalisée est un critère couramment utilisé pour établir une mesure de similarité
entre ces deux points. Une mesure de ressemblance peut être également déduite à partir de descripteurs
plus élaborés tels que les descripteurs SIFT [Lowe, 2004]. Ces descripteurs présentent l'avantage d'être
robustes à certains types de transformations géométriques (rotation, changement d'échelle ...).
Lorsque l'écartement entre les deux caméras est important, la forme de la région d'intérêt choisie dans
une image n'est pas préservée dans la seconde image. Evaluer la ressemblance entre deux régions d'intérêt
de même forme n'est alors plus réaliste. Dans le cadre de la reconstruction de points d'intérêt (e.g. des
coins), [Pritchett and Zisserman, 1998] utilise des homographies pour déformer localement la seconde
image. Cela permet à la fois de dénir une mesure de ressemblance invariante aux changements de point
de vue mais également de réduire l'espace de recherche. Dans [Schmid and Zisserman, 2000], les auteurs
proposent de trouver ces homographies à partir de correspondances entre deux coniques modélisant
chacune un contour dans une image. Dans [Matas et al., 2002], les auteurs introduisent le concept de
régions extrémales pour dénir une nouvelle mesure de ressemblance robuste aux changements de point
de vue importants.
La contrainte de disparité La disparité est dénie par la diérence de positions de deux points qui
se correspondent dans une paire d'images. En géométrie rectiée, la contrainte épipolaire impose que les
ordonnées de deux points m1 et m2 qui se correspondent soient identiques. La disparité entre ces deux
points devient alors une simple diérence d'abscisse δ = m1(x) −m2(x). La disparité peut alors être
exprimée directement en fonction de la profondeur Z du point 3D formé par le couple (m1,m2) :
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avec b la distance entre les deux centres optiques et f la distance focale 5.
En pratique, les valeurs de disparité sont limitées par les dimensions des images et les dimensions
de la scène observée. Borner la profondeur des éléments de la scène 3D entre des valeurs zmin et zmax
connues a-priori revient à borner l'intervalle de valeurs admissibles pour la disparité. Pour une géométrie
arbitraire des caméras (ie pas nécessairement dans une conguration rectiée), il est également possible
de dénir pour un point image donné un intervalle de positions admissibles le long de la droite épipolaire
en disposant de l'intervalle de distance maximal qui peut séparer un objet de la caméra [Ayache and
Sander, 1991].
3.3.1.3 Les contraintes globales
On distingue trois types de contraintes globales : la contrainte d'ordre exprimée le long d'une paire de
lignes épipolaires conjuguées, la contrainte d'unicité exprimée entre deux hypothèses et la contrainte de
continuité de la disparité pouvant s'exprimer comme une limite du gradient de disparité. Contrairement
aux contraintes locales qui s'appliquent sur chaque hypothèse indépendamment, les contraintes globales
s'appliquent entre deux hypothèses et nécessitent alors de considérer l'ensemble des hypothèses de manière
globale.
La contrainte d'ordre Il a initialement été observé dans [Yuille and Poggio, 1984] que deux points
voisins pris sur une même surface opaque, tels que sur l'exemple de la Figure 3.6(a), apparaissent dans le
même ordre dans les images. La contrainte d'ordre consiste donc à imposer que l'ordre relatif des points
pris le long d'une ligne épipolaire soit également respecté par leurs correspondants le long de la droite
épipolaire conjuguée [Pollard et al., 1985, Hu and Siy, 1993].
En géométrie rectiée, on dit que deux appariements (m1,m2) et (n1,n2) vérient la contrainte
d'ordre si (m1(x) < n1(x))⇒ (m2(x) < n2(x)).
Cependant comme le montre l'exemple de la Figure 3.6(b), l'ordre n'est pas toujours conservé en
projection. En eet, pour un point donné M de l'espace la contrainte d'ordre ne peut être vériée entre
ce point et tout autre point pris dans l'espace intérieur délimité par les deux lignes de vues (M,C1) et
(M,C2)[Baker and Binford, 1981]. Dans l'exemple de la Figure 3.6(b), le point N est situé dans cette zone.
En pratique, lorsque les points de vue sont proches, la conservation de l'ordre des objets de la scène
dans les images est la plupart du temps vériée. Cependant, ce n'est généralement pas le cas lorsque des
objets ns sont situés en avant-plan de la scène comme l'illustre la Figure 3.6(b). La présence de tels
objets rend la contrainte d'ordre très sensible aux changements de point de vue.
La contrainte d'unicité En vision stéréoscopique, il se peut que certains objets de la scène soient
(partiellement) occultés dans une image par d'autres objets opaques de la scène ou encore que la scène
imagée comporte des objets transparents. Plusieurs objets peuvent alors se superposer dans l'image tout
en restant distinctement visibles.
La contrainte d'unicité initialement introduite par [Marr and Poggio, 1976] ne tient pas compte de
ces phénomènes et suppose une scène composée d'objets opaques où tous les points qui sont visibles dans
5. On peut se référer au schéma explicatif de la Figure 3.1(a). Rappelons également qu'en géométrie rectiée, on se
ramène articiellement à une conguration fronto-parallèle des caméras. Les distances focales des deux caméras sont donc
identiques et la profondeur Z d'un point 3D par rapport aux deux plans images est également la même.
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Figure 3.6  Les schémas (a) et (b) montrent l'intersection d'un plan épipolaire avec un objet de la scène et deux points
3D M et N pris sur le contour de cet objet. Dans le cas de gure (a) la contrainte d'ordre est respectée. Ce n'est pas le cas
dans le cas de gure (b).
une image le sont également dans la seconde image. En d'autres termes, cette contrainte suppose qu'il
n'existe aucun couple de points 3D à reconstruire alignés sur la même ligne de vue. La contrainte d'unicité
impose qu'un point dans une image ait un et un seul correspondant dans l'autre image.
Autrement dit, deux appariements (m1,m2) et (n1,n2) vérient la contrainte d'unicité si (m1 6= n1)
et (m2 6= n2).
On peut constater facilement que la contrainte d'unicité n'est plus adaptée localement en présence
d'occultations dans une image ou bien en présence d'objets transparents dans la scène.
Certains auteurs comme [Kolmogorov and Zabin, 2004] relâchent la contrainte d'unicité pour détecter
les points occultés dans l'image. Pour cela ils autorisent qu'un point puisse ne pas avoir de correspondant
dans l'autre image. D'autres auteurs comme [Sun et al., 2005] autorisent en plus les points non-occultés à
avoir plusieurs correspondants (au moins un). Le nombre de correspondants d'un point est appelé multi-
plicité : un point occulté est de multiplicité 0 tandis qu'un point non-occulté est de multiplicité supérieure
ou égale à 1.
Il reste néanmoins que seule une petite proportion de pixels sont généralement concernés par le
problème d'occultation dans une image. Les auteurs de [Kolmogorov and Zabin, 2004] cherchent donc à
minimiser les occurences des occultations en pénalisant les appariements ayant une multiplicité égale à 0.
Les auteurs de [Sun et al., 2005] cherchent à estimer simultanément une carte des disparités et une carte
des occultations de sorte que les deux cartes soient cohérentes l'une avec l'autre.
La limite du gradient de disparité L'hypothèse de continuité de la surface des objets qui consti-
tuent la scène 3D se traduit par une continuité de la mesure de disparité pour des points voisins en 3D
et localisés sur une même surface. La contrainte de continuité de la disparité s'énonce donc pour deux
appariements potentiels (m1,m2) et (n1,n2).
Imposer la continuité sur la mesure de disparité entre des points voisins revient à limiter le gradient
de disparité Gd introduit par [Burt and Julesz, 1980] :
Gd = 2×
||(m1 −m2)− (n1 − n2)||
||(m1 −m2) + (n1 − n2)||
(3.10)
Ce gradient est relié à la pente de la droite passant par les deux points 3D formés par les couples
(m1,m2) et (n1,n2) et donc de l'inclinaison de la surface sous-jacente passant par ces deux points. Ainsi
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imposer une limite supérieure au gradient de disparité revient à interdire des surfaces trop fortement
inclinées. Il a été montré [Pollard et al., 1985] qu'imposer une limite du gradient de la disparité telle que
Gd < 2 permet de garantir à la fois la contrainte d'ordre et la contrainte d'unicité.
3.3.2 Mise en ÷uvre globale des contraintes
Une excellente taxonomie des algorithmes de stéréovision dense a été proposée par [Scharstein and
Szeliski, 2002]. Les auteurs remarquent que la plupart des algorithmes de stéréovision peuvent s'inscrire
dans un schéma de résolution en 4 étapes (ou un sous-ensemble de ces 4 étapes) :
1. Évaluation d'un coût d'appariement (voir Sec. 3.3.1.2)
2. Agrégation des coûts d'appariement sur un voisinage.
3. Calcul et optimisation des disparités.
4. Ranement des disparités.
Nous nous intéressons ici plus particulièrement à l'étape 3 qui est au c÷ur de la résolution du problème
de correspondance. On peut distinguer les méthodes locales des méthodes globales. Les méthodes locales
s'appuient essentiellement sur les coûts d'appariement et l'étape d'agrégation pour sélectionner en chaque
point le meilleur appariement en terme de coût. Une mise en ÷uvre globale des contraintes présentées
dans les Sec. 3.3.1.2 et 3.3.1.3 vise à proposer un meilleur compromis sur l'ensemble des appariement
locaux ce qui nécessite le plus souvent de résoudre un problème d'optimisation. En stéréovision classique,
ce problème est exprimé sous la forme d'une énergie à minimiser E :
E(d) = Edata(d) + λEsmooth(d) (3.11)
où d est la fonction de disparité (ou carte de disparité) qui à tout point p d'un ensemble P d'une
image associe une valeur de disparité d(p). Le terme image Edata(d) mesure à quel point la fonction de
disparité d s'accorde avec les données images en se basant sur une mesure de ressemblance D (Par exemple





Le terme Esmooth(d) permet d'introduire des contraintes de régularité. Une contrainte fréquente est




V (d(p), d(q)) (3.13)
Le choix de la fonction V est critique car on souhaite une fonction capable de préserver les disconti-
nuités aux frontières des objets [Terzopoulos, 1986]. La forme de cette fonctionnelle peut également servir
à prendre en compte des contraintes de visibilité globales.
Minimiser E suppose généralement de discrétiser l'espace des disparités. L'eet de cette discrétisation
étant visible dans la carte de disparité d, une étape de ranement (ie l'étape 4 ci-dessus) est généralement
eectuée a-posteriori pour atteindre une précision sub-pixelique de la disparité.
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Les méthodes pour lesquelles λ = 0 peuvent être qualiées de locales (voir l'Eq. (3.11)). Pour chaque
point p dans une image, on cherche alors le point correspondant dans la deuxième image qui minimise
Edata(d(p)). Sans contraintes supplémentaires, un point de la deuxième image peut alors se retrouver à
avoir plus d'un correspondant.
Dans une approche globale (λ 6= 0), il n'est pas envisageable d'énumérer toutes les solutions possibles
pour trouver celle(s) qui minimise(nt) l'énergie de l'Eq. (3.11). Diverses techniques d'optimisation peuvent
alors être utilisées pour trouver un minimum local (et que l'on espère global). Les algorithmes permettant
de résoudre un tel problème se distinguent alors par la technique d'optimisation utilisée qui dépend du
type de contraintes que l'on cherche à mettre en ÷uvre. Nous présentons brièvement quelques-unes des
techniques majeures qui sont utilisées pour résoudre des problèmes d'optimisation à forte combinatoire et
comment elles permettent d'intégrer les contraintes globales présentées en Sec. 3.3.1.3. Pour plus détails,
on peut se référer aux articles spéciques cités par la suite ou bien à l'article de synthèse [Felzenszwalb
and Zabih, 2011], où les auteurs passent en revue les principales techniques d'optimisation combinatoire
utilisées en stéréovision et en discutent l'application sur des exemples représentatifs.
3.3.2.1 Résolution par programmation dynamique
Imposer une contrainte d'ordre sur les points situés le long d'une droite épipolaire est assimilable à
un problème de type chemin dans une matrice d'appariements. En eet, tout chemin monotone dans
cette matrice décrit une fonction d'appariement pour laquelle la contrainte d'ordre est vériée. Lorsque
le chemin est strictement monotone, la contrainte d'unicité est également vériée. Une manière d'inté-
grer les occultations consiste à chercher un chemin monotone où les paliers verticaux et horizontaux de
ce chemin correspondent aux parties occultées [Cox et al., 1996]. Un tel problème peut se résoudre en
temps polynômial avec une technique d'optimisation globale comme la programmation dynamique qui est
généralement appliquée sur des images préalablement rectiées. Cette optimisation s'eectue sur chaque
ligne épipolaire indépendamment ce qui ne permet pas de garantir la continuité entre les lignes épipolaires.
Initialement utilisées en stéréovision pour la reconstruction de contours [Baker and Binford, 1981,
Ohta and Kanade, 1985], les techniques de programmation dynamique ont pu être adaptées à la stéréo
dense en tenant compte de la nécessité d'imposer la continuité entre les lignes épipolaires [Torr and
Criminisi, 2004, Kim et al., 2005]. Pour cela, une mise en correspondance préalable d'un ensemble de
structures d'intérêt de la scène (e.g. coins ou contours) peut être considérée. Le résultat de cette mise
en correspondance est alors réinjecté au sein d'une optimisation globale. Dans [Torr and Criminisi, 2004]
ce résultat sert à modier la fonction de coût an d'attirer le chemin optimal vers les points d'intérêt
dit "pivots" déjà appariés. Inspirés par les travaux de [Zickler et al., 2003], les auteurs de [Kim et al.,
2005] proposent un algorithme de mise en correspondance globale par programmation dynamique qui
agit en deux passes pour assurer la continuité de la disparité. Dans une première passe, une énergie de
la forme de l'Équation 3.11 est minimisée le long des lignes épipolaires puis un terme tenant compte
du résultat ainsi obtenu est ajouté à cette expression de l'énergie pour assurer la continuité entre les
lignes épipolaires (inter-ligne) dans une seconde passe. Dans la mesure où aucune contrainte d'ordre n'est
considérée, l'optimisation inter-ligne peut être eectuée de la même manière que l'optimisation intra-ligne.
3.3.2.2 Résolution par graph-cuts
Minimiser l'énergie de l'Équation 3.11 est un problème NP-dicile. Deux approximations via une for-
mulation par graph cuts sont proposées par [Boykov et al., 2001]. Sous réserve que l'énergie à minimiser
satisfait un certain nombre de conditions [Kolmogorov and Zabin, 2004], il est possible de construire un
graphe spécialisé dont la coupe minimale correspond à un minimum (local ou global) de l'énergie. Ce
problème se ramène à un problème de recherche de ot maximum dans un graphe pour lequel il existe
des algorithmes de résolution en temps polynômial.
Les auteurs de [Ishikawa and Geiger, 1998] proposent une nouvelle utilisation de l'algorithme de ot
maximum pour trouver une solution globale alors obtenue par une unique coupe dans un graphe orienté.
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Cette solution vérie la contrainte d'unicité et la contrainte d'ordre et des fonctions de coût nécessairement
convexes sont utilisées pour modéliser l'interaction entre les lignes épipolaires ainsi que les discontinuités
et les occultations le long des lignes épipolaires. Dans [Kolmogorov and Zabih, 2001] et [Kolmogorov and
Zabih, 2006], les auteurs présentent deux algorithmes qui permettent d'étendre l'utilisation des graph
cuts à une formulation de l'énergie où le terme de continuité considéré est le modèle de Potts et où les
occultations sont modélisées par un terme de pénalité supplémentaire Eocc(d). La contrainte d'unicité est
garantie par construction d'une énergie qui devient innie lorsque la contrainte d'unicité n'est pas vériée.
Une comparaison expérimentale des performances d'algorithmes stéréo de types min-cut/max-ow a
été eectuée dans [Boykov and Kolmogorov, 2004]. Sur des images standard, la résolution peut aller de
quelques secondes et jusqu'à plus d'une minute. Plus récemment, une autre étude [Szeliski et al., 2006]
a comparé entre autres les performances d'une technique de minimisation par graph-cuts avec d'autres
techniques de minimisation standard. Des stratégies d'accélération permettant des gains de temps calcul
signicatifs pour un résultat peu dégradé ont été proposées. Dans [Veksler, 2006], les auteurs proposent
d'utiliser des algorithmes stéréo locaux pour réduire l'espace des disparités possibles dans un premier
temps et appliquent un algorithme de graph-cut plus coûteux mais donnant un résultat plus précis dans
un deuxième temps.
3.3.2.3 Résolution par relaxation
Initialement introduites en vision par les travaux de [Rosenfeld et al., 1976] pour de l'étiquetage de
scène, les techniques d'optimisation par relaxation [Zucker et al., 1981, Hummel and Zucker, 1983, Pelillo,
1997] permettent de reformuler un problème d'optimisation combinatoire tel que celui de l'Eq. (3.11) en un
problème d'optimisation continue avec des contraintes linéaires. Une solution satisfaisant les contraintes
est ensuite obtenue par une technique similaire à une descente de gradient. La minimisation s'eectue selon
une procédure itérative en propageant simultanément au sein d'un réseau d'étiquettes des informations
contextuelles locales. Les méthodes d'optimisation par relaxation ne présentent pas de restriction quant
à la forme de la fonctionnelle que l'on cherche à minimiser contrairement aux techniques d'optimisation
par graph cuts mais ont une résolution théorique en temps exponentiel. La relaxation a été utilisée entre
autre dans les travaux [Chou and Brown, 1990, Szeliski, 1991] pour retrouver l'information de disparité et
dans [Li and Zucker, 2006, Nasrabadi, 1992, Shan and Zhang, 2002] pour de la mise en correspondance de
segments. Ces méthodes restent néanmoins très sensibles à l'initialisation. Dans [Christmas et al., 1995]
les contraintes locales sont utilisées pour initialiser les étiquettes contrairement à d'autres approches [Li,
1992] où les étiquettes initiales sont choisies aléatoirement.
3.3.3 Discussion
L'information photométrique et l'hypothèse de continuité des surfaces des objets sont à la base de la
plupart des algorithmes de stéréovision classique et jouent un rôle majeur dans la résolution du problème
de correspondance. On peut remarquer sur l'exemple de la Figure 3.7 qu'il est dicile de mettre en corres-
pondance des points appartenant à des objets non texturés. La carte de disparité de la Figure 3.7(b) est
obtenue à partir des deux projections de la Figure 3.7(a) et un algorithme global [Zitnick and Kanade,
2000] utilisant des contraintes classiques (unicité et continuité de la disparité). Le résultat obtenu est
peu satisfaisant dans la mesure où des fragments de la structure courbe sont manquants, la disparité ne
varie pas continument et de nombreuses hypothèses erronées ont été conservées. Une contrainte d'ordre
pourrait être envisagée pour remédier à ce problème pour des images acquises suivant des points de vue
proches.
Nous disposons dans notre cas d'images rayons X pour lesquelles les informations de texture et de
photométrie ne peuvent pas être corrélées à travers les diérentes images par la nature même du processus
physique d'acquisition. Comme nous l'avons vu dans le chapitre 2, nos images présentent un objet n
(le micro-guide) et peu contrasté sur un fond uniforme après soustraction du fond anatomique. Parmi
l'ensemble des contraintes présentées dans cette section, il ne reste donc plus que la contrainte épipolaire et
la contrainte d'unicité. Cette dernière reste vériée la plupart du temps car elle n'est violée qu'en présence
52
3.4. Reconstruction 3D de courbes
d'auto-occultation qui est un évènement rare pour un guide. On peut observer sur la Figure 3.7(c) qu'une
technique de recontruction [Li and Zucker, 2006] utilisant la contrainte épipolaire et la contrainte d'unicité
mais surtout qui exploitent des contraintes spéciques aux structures courbes comme la continuité le long
d'une courbe 3D permet d'obtenir de bien meilleurs résultats. Nous allons donc nous intéresser aux
contraintes spéciques aux courbes que l'on peut poser en stéréovision.
(a) (b) (c)
Figure 3.7  Exemple tiré de [Li and Zucker, 2006] qui illustre l'importance d'imposer de la cohérence le long des structures
curvilignes 3D pour la reconstruction. (a) 2 projections d'une lampe (b) Carte des disparités obtenue par une technique de
stéréovision classique n'utilisant pas de contrainte spécique des structures courbes [Zitnick and Kanade, 2000] (c) Carte
des disparités obtenue par une technique de stéréovision qui utilise des contraintes spéciques des structures courbes [Li
and Zucker, 2006]
3.4 Reconstruction 3D de courbes
Les courbes sont des formes qui apparaissent naturellement dans les images. Elles peuvent corres-
pondre à la projection d'une courbe 3D ou bien représenter un contour physique ou apparent d'objet
dans l'image. Elles fournissent donc des informations structurelles importantes de la scène imagée. Cer-
taines applications visent à reconstruire des scènes entières (ie un ensemble de courbes 3D) à partir des
contours observés [Fabbri and Kimia, 2010] tandis que d'autres applications s'intéressent à la recons-
truction d'un objet particulier pouvant être modélisé par une unique courbe [Martinsson et al., 2007].
L'unicité de la courbe à reconstruire ainsi que son type (courbe ouverte ou fermée, planaire ou non-
planaire) ou dans certains cas sa forme particulière (droite, conique) [De Ma, 1993, Quan, 1996] sont
autant de connaissances supplémentaires qui peuvent être exploitées pour parvenir à une reconstruction
de l'objet.
Dans le cadre de cette thèse, nous nous intéressons plus particulièrement à la reconstruction sté-
réoscopique d'une courbe 3D qui est a-priori non-planaire. Comme nous le verrons dans la Sec. 3.4.1,
reconstruire une telle courbe 3D n'est généralement pas une tâche triviale. Nous nous intéressons à cette
problématique dans un contexte où les caméras sont éloignées et où l'extraction de la projection de la
courbe 3D dans l'image peut comporter des erreurs. La connaissance que la projection est une courbe
permet de structurer le bas niveau où le mieux qu'on puisse espérer pour contraindre le problème se-
rait de pouvoir décrire cette projection par une courbe paramétrée. Cependant cela n'est pas toujours
possible et dépend de la nature des images (contenu, bruit ...) dont on dispose. Nous nous intéressons
donc d'abord à la structuration des données courbes en Sec. 3.4.2. Nous présentons ensuite un ensemble
de contraintes spéciques aux courbes en Sec. 3.4.3, allant du plus général au plus spécique suivant le
niveau de structuration dont on dispose. Puis, nous verrons comment ces contraintes peuvent être mises
en ÷uvre pour parvenir à reconstruire une ou plusieurs courbes en Sec. 3.4.4. Enn, la courbe 3D que
nous cherchons à reconstruire étant une instance au sein d'une séquence d'acquisition, nous nous intéres-
serons aux diérentes stratégies qui ont été envisagées pour intégrer des contraintes temporelles dans la
problématique de reconstruction en Sec. 3.4.5.
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3.4.1 Considérations sur la reconstruction stéréoscopique d'une courbe 3D
non planaire
La Figure 3.8 illustre par un exemple simple le c÷ur de notre problématique : reconstruire une unique
courbe 3D non planaire (Figure 3.8(a)) à partir de deux projections acquises selon des points de vue
très diérents (Figure 3.8(b)). L'exemple de la Figure 3.9 dière de l'exemple de la Figure 3.8 par un
positionnement relatif des caméras diérent. On observe un point de rebroussement dans la projection
latérale de la Figure 3.9(b) contrairement à la projection latérale dans la Figure 3.8(b) qui présente une
boucle.
(a) Courbe 3D initiale (b) Projections frontale et latérale. (c) Rétro-projection épipolaire
Figure 3.8  Exemple synthétique d'une courbe 3D hélicoïdale (a) projetée selon deux incidences frontale et latérale (b).
En appliquant la contrainte épipolaire, le point blanc sur la courbe dans la projection frontale peut être apparié aux 3 points
blancs sur la courbe dans la projection latérale formant ainsi 3 hypothèses. (c) Les 3 hypothèses rétro-projetées dans l'espace
3D. Les portions de courbes rouges dans les images sont les portions ambigües pour lesquelles la contrainte épipolaire ne
sut pas à déterminer les bonnes correspondances. On peut observer toutes les diérentes possibilités de reconstruction
en rouge sur la Figure 3.8(c). Les portions de courbes jaunes correspondent aux portions non-ambigües pour lesquelles la
contrainte épipolaire est susante.
(a) Courbe 3D initiale (b) Projections frontale et latérale. (c) Rétro-projection épipolaire
Figure 3.9  Exemple synthétique d'une courbe 3D hélicoïdale (a) projetée selon deux incidences frontale et latérale (b). Le
point blanc sur la courbe dans la projection frontale peut être apparié aux 3 points blancs sur la courbe dans la projection
latérale formant ainsi 3 hypothèses. (c) Les 3 hypothèses rétro-projetées dans l'espace 3D.
Dans un contexte d'imagerie par rayons X, la photométrie ne nous permet pas de diérencier des
points de la courbe situés le long d'une même ligne épipolaire. Nous pouvons également observer que la
présence d'une boucle dans l'une des deux projections a pour conséquence que la contrainte d'ordre n'est
pas vériée. Nous n'avons donc pour le moment, d'autre choix que de considérer tous les appariements
possibles entre un point d'une courbe dans une image et les points d'intersection de la courbe avec
l'épipolaire dans la deuxième image (voir Figure 3.8(b)). On appellera rétro-projection épipolaire (voir
Figure 3.8(b)) la reconstruction de tous ces appariements possibles et qui n'est rien d'autre que le résultat
de l'intersection 3D de l'ensemble des lignes de vues associées aux deux courbes 2D (voir Figure 3.8(c)
et Figure 3.9(c)).
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3.4.1.1 Aspects géométriques
Le problème de reconstruire une courbe 3D non-planaire est un problème mal posé dès lors que plu-
sieurs portions distinctes de la courbe 3D que l'on cherche à reconstruire intersectent le même faisceau
de plans épipolaires. Les projections de telles portions de courbes 3D sont représentées en rouge sur les
exemples de la Figure 3.8(b) et la Figure 3.9(b). Les autres portions de courbes sont représentées en jaune.
Les auteurs de [Kaminski and Shashua, 2004] se sont intéressés à la reconstruction d'une courbe 3D
algébrique planaire (ie de degré d ≤ 2) et non-planaire (ie de degré d > 2). La courbe reconstruite est
incluse dans l'intersection de deux surfaces algébriques, chacune formée par l'ensemble des lignes de vues
qui lient un des deux centres optiques aux points de la courbe dans l'image associée. Les points 3D qui
sont à l'intersection de ces deux surfaces dénissent une variété de degré d2. On peut visualiser sur les
Figures 3.8(c) et 3.9(c) des exemples de telles variétés. Les auteurs de [Kaminski and Shashua, 2004] ont
prouvé pour une courbe 3D non-planaire de degré d > 2 qui n'est pas tangente plus d'une fois au même
plan épipolaire (c'est le cas des deux exemples précédents) que l'intersection des deux surfaces algébriques
issues de deux projections est une variété qui est l'union de deux composantes irréductibles : l'une de
degré d qui correspond à la solution du problème de reconstruction et l'autre de degré supérieur d(d− 1).
Lorsque d = 2 (ie la courbe 3D est une conique), ces deux composantes sont des coniques et une troisième
vue est alors indispensable pour discriminer la bonne solution.
Lorsqu'une partie de la courbe 3D à reconstruire est entièrement inscrite dans un plan épipolaire, une
innité de solutions sont possibles et la reconstruction 3D est par conséquent impossible. Il peut être utile
de faire appel à des contraintes de régularité pour interpoler la portion de courbe à partir des portions de
courbes reconstruites dans les plans épipolaires adjacents. On peut observer ces phénomènes au niveau
de la courbe dans l'image lorsque celle-ci présente des points d'inexion ou encore des points tangents à
une ligne épipolaire.
3.4.1.2 Aspects images
L'exemple précédent est un cas idéal qui suppose que la détection des courbes dans les images est
parfaite ce qui n'arrive presque jamais en pratique. De nombreuses méthodes de reconstruction de courbes
3D reposent sur une étape préliminaire d'extraction de ces courbes dans les images an de pouvoir procé-
der à leur reconstruction stéréoscopique. L'exemple de la Figure 3.10 illustre les diérents types d'erreur
qui sont couramment rencontrés lorsque l'on cherche à extraire un guide qui apparaît peu contrasté au
sein d'une image bruitée, ainsi que nous l'avons vu au chapitre 2.
Faux négatif 
Faux positif 
Erreur de tangence 
épipolaire 
Faux négatif Extrémités non-alignées 
Bruit de détection 
Figure 3.10  Résultat de l'extraction d'un guide dans une paire d'images uoroscopiques rectiées (les lignes horizontales
rouges qui traversent les deux images montrent des lignes épipolaires). Les diérents types d'erreurs rencontrés dans les
images segmentées sont indiqués par les èches blanches.
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On observe qu'en pratique, le résultat de cette extraction n'est pas toujours consistant entre deux
images : présence de fausses détections ou de courbes fragmentées résultant de divers phénomènes (occul-
tations, bruit, contours apparents ...). Des erreurs de tangence épipolaire peuvent également survenir où
une droite épipolaire tangente à la courbe dans une image voit son épipolaire conjuguée passer au-dessus
de la courbe dans la seconde image. De telles erreurs peuvent être dues à du bruit de détection, une
erreur de calibration ou encore au caractère asynchrone de l'acquisition des images rayons-X avec un
système biplan, surtout lorsque le guide imagé est en mouvement. Ces diérentes erreurs présentes dans
les images peuvent entraîner des dicultés pour la reconstruction. Par exemple, la présence de fausses
détections peut entraîner la reconstruction de structures parasites tandis qu'une segmentation où des
portions de la courbe n'ont pas été détectées entraînent une reconstruction fragmentée (voir l'exemple
de la Figure 3.11). Dans l'optique de faciliter par la suite le problème de reconstruction, des traitements
supplémentaires peuvent être envisagés pour améliorer le résultat de cette extraction (voir Sec. 2.2.2.2
du chapitre 2).
(a) Projection frontale (b) Projection latérale (c) Rétro-projection épipolaire
Figure 3.11  Exemple d'une reconstruction bruitée. (a) et (b) Résultat de la segmentation dans les projections frontale
et latérale. (c) Rétro-projection épipolaire (points 3D rouges et bleus). La gure montre également la vérité terrain (points
3D gris) obtenue par seuillage d'une acquisition tomographique. Les bons appariements sont représentés par les points 3D
bleus (coïncidant avec la vérité terrain) et les mauvais appariements sont représentés par les points 3D rouges.
3.4.2 Représentations d'une courbe dans les images
L'information de courbe peut être exprimée dans les images par diérents niveaux de représentation.
Allant du plus général (ie le moins structuré) au plus spécique (ie le plus structuré), un niveau de re-
présentation peut être :
1. Un ensemble de points de contours non structuré (ie un amas de pixels). Ces points ont été préa-
lablement identiés comme appartenant à une structure courbe.
2. Un ensemble de fragments de courbes non structuré. Un fragment de courbe est une liste chaînée de
points qui ne comporte pas de jonctions (ie un point est connecté à tout au plus deux voisins). Un
fragment de courbe est donc par nature paramétré., mais aucune paramétrisation n'est disponible
pour la courbe entière.
3. Un ensemble de points (ou de fragments de courbe) ordonnés qui décrit une paramétrisation com-
plète de la projection de la courbe 3D. Il est alors possible d'approximer cet ensemble par un modèle
de courbe lisse telle qu'une B-spline.
Quelle que soit la technique d'extraction utilisée, une courbe peut toujours être représentée par un
amas de pixels (1). Cet amas peut avoir été obtenu par un simple seuillage de l'image (éventuellement
ltrée).
Pour passer d'un ensemble de points non-structuré à des fragments de courbe (2), on peut utiliser des
techniques standard d'amincissement [Lam et al., 1992, Lee, 2000] et de chaînage [Nalwa and Pauchon,
1987]. Dans [Tamrakar and Kimia, 2007], un modèle de courbe local permet de regrouper des points
contours pour former des fragments de courbe lisses.
Parvenir à paramétrer une courbe complète (3) est une tâche plus complexe qui demande d'introduire
des connaissances spéciques sur la courbe recherchée telles que sa régularité et son unicité. La continuité
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locale des tangentes le long de la courbe est généralement invoquée pour structurer un ensemble de points
ou de fragments de courbe en un ensemble ordonné [Dedieu and Favardin, 1994, Lee, 2000, Lenz, 2008].
Bien que cette propriété reste valable en présence d'intersections, elle l'est moins en pratique au niveau
d'une forte courbure et ne l'est plus du tout au niveau d'un point de rebroussement. Il devient alors par
exemple dicile de diérencier un point de rebroussement d'une barbule. Sur l'image segmentée de la
Figure 3.12 la èche indique un point de rebroussement. La forme de la courbe segmentée est similaire à
celle obtenue dans la Figure 3.11(b).
Figure 3.12  Résultat de la segmentation de la projection d'une courbe 3D présentant un point de rebroussement. Il n'est
pas évident simplement en regardant la projection de décider si le fragment indiqué par la èche blanche est un point de
rebroussement où une erreur de segmentation.
3.4.3 Présentation des contraintes spéciques aux courbes
Nous proposons de regrouper l'ensemble des contraintes spéciques au problème de reconstruction de
courbes selon le niveau de représentation de la (ou des) courbe(s) dans les images.
3.4.3.1 Contraintes relatives à un point contour
L'hypothèse qu'un point appartient à un contour permet de lui attribuer des caractéristiques locales
photométriques et géométriques.
Contraintes reposant sur la photométrie des contours La contrainte d'orientation du gradient
proposée par [Robert and Faugeras, 1991] est une contrainte spécique aux points de contour qui exploite
la diérence de photométrie de part et d'autre du contour. Le gradient en intensité calculé sur un point
de contour est perpendiculaire au contour dans l'image et son orientation par rapport au vecteur tangent
indique quelle région de part et d'autre du contour est plus sombre. En se basant sur l'hypothèse que la
zone sombre est située du même côté de la frontière dans les deux images, deux contours sont considérés
dissemblables si det (g1, t1) et det (g2, t2) sont de signes opposés, où g1 (resp. g2) dénote la direction du
gradient au point de contour dans l'image 1 (resp. l'image 2) et t1 (resp. t2) dénote la direction tangente 6
au point de contour dans l'image 1 (resp. l'image 2).
La contrainte de bi-tangence épipolaire Un plan épipolaire tangent à la courbe 3D se traduit
par deux lignes épipolaires conjuguées chacune tangente à la courbe en projection [Porrill and Pollard,
1991] comme le montre le schéma de la Figure 3.13. Ainsi, la contrainte de bi-tangence épipolaire permet
pour un point de la courbe tangent à une ligne épipolaire dans l'image 1 de réduire le nombre de points
correspondants potentiels aux points de la courbe qui sont tangents à la droite épipolaire conjuguée
dans l'image 2. Ce résultat peut être vu comme une extension des équations de Kruppa [Maybank and
6. Si on ne connaît pas a-priori le sens de la courbe qui matérialise le contour dans chacune des deux images, on suppose
généralement que le vecteur tangent pointe approximativement dans la même direction dans les deux images pour choisir
entre les deux directions possibles.
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Faugeras, 1992] qui décrit un lien projectif entre des lignes épipolaires tangentes à une courbe dans chaque
projection. Les auteurs de [Schmid and Zisserman, 2000] démontrent des conditions de correspondance
similaires pour les coniques. Cette condition de correspondance a en pratique beaucoup été utilisée pour
retrouver la géométrie épipolaire d'un système stéréoscopique non calibré pour des coniques [Kah and
Heyden, 1998] et le cas général des courbes algébriques [Kaminski and Shashua, 2004] mais également
pour des applications de Structure-from-Motion [Åström et al., 1999].






Figure 3.13  Le plan épipolaire π est tangent à la courbe 3D et le couple de lignes épipolaires conjugués l1 et l2 sont
tangentes à la projection de cette courbe 3D dans chacune des deux images.
Contraintes reposant sur la géométrie diérentielle des courbes 2D Il est possible d'estimer
en tout point d'une courbe diérentiable dans l'image une tangente et une courbure. Ces caractéristiques
diérentielles ont été utilisées pour réduire le nombre de correspondants potentiels en vision stéréo et
trinoculaire.
• En vision binoculaire : pour tout point d'une courbe, une tangente peut être estimée et exprimée
par son orientation θ1 (resp. θ2) relativement à un repère dans l'image 1 (resp. l'image 2). Il est
alors possible de former un vecteur 3D noté V résultant de la mise en correspondance de deux
points ayant des tangentes de pentes respectives tan(θ1) et tan(θ2). En géométrie rectiée [Horaud
and Monga, 1995] démontre que lorsque V est parallèle au plan image alors θ1 = θ2 et plus V
devient incliné par rapport au plan des images plus la diérence entre θ1 et θ2 augmente. Il est donc
possible de limiter l'inclinaison maximale admise en 3D de V en imposant une diérence maximale
|θ1 − θ2| < ε. Cette contrainte est conforme avec la contrainte de limite de gradient de disparité
présentée en Sec. 3.3.1.3. Cette contrainte d'orientation est notamment employée par [Robert and
Faugeras, 1991] pour invalider les hypothèses de correspondance dont les points présentent une trop
grande diérence d'orientation. On parle parfois de disparité en orientation. Une contrainte simi-
laire reposant sur une comparaison de la courbure peut également être utilisée [Li and Zucker, 2006].
• En vision trinoculaire : étant donnée la mise en correspondance de deux points de contours carac-
térisés par une tangente et une courbure, il est possible de transférer ces caractéristiques dans une
troisième vue de manière unique [Robert and Faugeras, 1991]. Une fois prédites, ces caractéristiques
géométriques sont confrontées aux observations qui doivent alors présenter des caractéristiques si-
milaires pour valider ou invalider l'appariement. Une formulation pour le transfert de la courbure a
été développée par [Schmid and Zisserman, 2000] en géométrie épipolaire via le transfert du cercle
osculateur exprimé par une conique. Dans [Robert and Faugeras, 1991], le transfert passe par une
reconstruction intermédiaire de la caractéristique en 3D avant d'être reprojetée dans la troisième
image. Cette reconstruction peut néanmoins également servir pour caractériser la continuité en 3D
lorsqu'une troisième vue n'est pas disponible. Ces résultats ont été généralisés à des caractéristiques
diérentielles d'ordre supérieur dans [Fabbri and Kimia, 2005].
Contraintes reposant sur la géométrie diérentielle des courbes 3D Une alternative à la vision
trinoculaire est de faire l'hypothèse d'une courbe 3D lisse pour exploiter directement les caractéristiques
58
3.4. Reconstruction 3D de courbes
diérentielles de la courbe 3D. Les auteurs de [Li and Zucker, 2006] montrent comment calculer ces
caractéristiques diérentielles 3D pour caractériser localement la structure de la courbe 3D par une ap-
proximation de Frenet [O'Neill, 2006]. Cette approximation n'est rien d'autre qu'une approximation de
Taylor d'ordre 3 de la courbe paramétrée Γ(s) au voisinage d'un point 3D de cette courbe qui est exprimée
à l'aide du repère de Frenet qui lui est associé :







Le premier terme Γ(0) correspond à la position du point 3D au voisinage duquel l'approximation est
eectuée. En l'associant à la base de vecteur 3D {T0,N0,B0} on obtient le repère de Frenet associé à
ce point 3D. Les deux premiers termes dénissent la droite tangente qui est la meilleure approximation
linéaire de Γ au voisinage de Γ(0). Les trois premiers termes dénissent une parabole qui est la meilleure
approximation quadratique de Γ au voisinage de Γ(0) et requiert l'information de courbure 3D κ0. Cette
parabole est inscrite dans le plan osculateur passant par Γ(0) qui contient le vecteur tangent T0 et le
vecteur normal N0 en ce point. La torsion τ0 associée au dernier terme contrôle le mouvement de la
courbe dans la direction orthogonale B0 au plan osculateur. Dans [Li and Zucker, 2006], la torsion est
considérée nulle localement et les vecteurs du repère de Frenet ainsi que la courbure 3D sont estimés à
partir des caractéristiques diérentielles 2D. L'approximation de Frenet leur permet alors de construire
un critère de continuité 3D selon lequel deux points voisins dans les images sont connectés de manière
continue en 3D via leur correspondant respectif si l'extrapolation eectuée le long de leur approximation
de Frenet respective "transporte" en 3D chacun de ces deux points sur la position de l'autre.
L'estimation de caractéristiques diérentielles 2D reste cependant très sensible au bruit de détection
et de discrétisation dans les images, et instable aux points de jonction. Dans [Li and Zucker, 2006], les
auteurs utilisent la co-circularité 2D [Parent and Zucker, 1989] et une fonction d'interpolation [David and
Zucker, 1990] pour générer une carte plus précise des tangentes et courbures 2D à partir des contours
extraits. Dans [Fabbri and Kimia, 2005], les auteurs ont utilisé une technique d'interpolation géométrique
appelée ENO [Siddiqi et al., 1995] pour tracer des contours dans une images permettant un calcul plus
robuste des caractéristiques diérentielles (courbure et torsion) qu'avec des méthodes par diérences nies
[Belyaev, 1999]. Ces caractéristiques peuvent également être déduites directement à partir d'une analyse
diérentielle dans l'image (tenseur de structure, matrice hessienne). Il existe des noyaux de convolution
optimisés pour être invariants par rotation et qui permettent ainsi d'estimer avec précision la direction
du gradient en un point de l'image [Weickert and Scharr, 2002].
3.4.3.2 Contraintes pour les fragments de courbe
Le fragment de courbe a assez naturellement été considéré comme primitive pour la mise en corres-
pondance de contours car il permet de tenir compte explicitement de la continuité globale d'un contour
via la contrainte de continuité gurale contrairement à des points de contours pris isolément. L'utilisation
du fragment de courbe en tant que primitive stéréoscopique permet de réduire le nombre d'éléments à
mettre en correspondance. De plus, il est possible d'estimer avec plus de précision certains descripteurs
géométriques tels que la tangente et la courbure en lissant le bruit de détection et les eets de discré-
tisation par une approximation B-spline du fragment de courbe [Ayache and Sander, 1991, Robert and
Faugeras, 1991, Saint-Marc et al., 1993]. Nous présentons ici un ensemble de contraintes communément
utilisées lorsque l'on dispose d'une description des objets dans l'image par des fragments de courbe.
La continuité gurale La continuité gurale [Ohta and Kanade, 1985] consiste à préserver la conti-
nuité existante entre des points extraits le long d'un même contour. Cette contrainte impose alors que
des points situés sur le même fragment doivent nécessairement être appariés avec des points situés sur
un même fragment dans l'autre image (voir l'exemple 7 de la Figure 3.14).
7. En référence à [Horaud and Monga, 1995]
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Figure 3.14  Les points dans l'image de gauche sont mis en correspondance de manière erronée avec ceux de l'image de
droite. La contrainte de continuité gurale permettrait ici de corriger l'erreur de mise en correspondance.
Le faisceau épipolaire Cette contrainte est une extension de la contrainte épipolaire à des primitives
non ponctuelles telles que les fragments de courbes ou des courbes complètes. Le faisceau épipolaire
composé des plans épipolaires contigus qui traversent une primitive d'une image permet alors de dénir
une région dans l'autre image qui intersecte ou contient nécessairement la primitive qui lui correspond
[Zhang, 1994]. Deux courbes qui se correspondent s'étendent sur le même faisceau épipolaire conjugué




Figure 3.15  Le faisceau épipolaire : 3 fragments de courbe tracés dans l'image 1 préalablement rectiée dénissent chacun
une région dans l'image 2 où doit se trouver leur fragment correspondant respectif. Ainsi pour le fragment de courbe bleu
situé en bas de l'image 1, seul le fragment de courbe bleu situé à gauche au sein du faisceau épipolaire correspondant dans
l'image 2 peut lui correspondre.
Le découpage épipolaire En pratique, il est utile d'introduire une étape intermédiaire de redécoupage
des fragments initiaux [Ayache and Sander, 1991, Shan and Zhang, 2002, Fabbri and Kimia, 2010] pour
s'assurer que les fragments mis en correspondance s'étendent sur le même faisceau épipolaire comme
illustré sur l'exemple de la gure Figure 3.16. Chaque ligne épipolaire qui compose le faisceau coupe alors
le fragment de courbe ainsi redécoupé en un seul point et les lignes épipolaires induisent un paramétrage
des fragments de courbe appariés, cohérent avec un paramétrage du fragment de courbe 3D correspondant.
On notera qu'avec un tel découpage, un fragment de courbe 3D peut être reconstruit directement à partir
de l'appariement de deux fragments de courbes 2D et cet appariement satisfait implicitement la contrainte
de continuité gurale.
La contrainte de disparité Dénir un intervalle de valeurs admissibles pour la disparité associée à un
point permet de borner la recherche du point correspondant à un intervalle le long de la ligne épipolaire.
Appliquée aux deux extrémités d'un segment de droite cette contrainte permet alors de dénir une région
dans la seconde image sur laquelle un intervalle de longueur admissible peut être déduit [Ayache and
Sander, 1991]. On peut également voir cette contrainte comme une contrainte sur la pente du segment
3D associé (ie le gradient de disparité). Cette contrainte, spécique aux segments de droite, reste une
bonne approximation pour des fragments de courbe présentant une faible courbure. Il peut être intéressant
de noter ici qu'en imagerie rayons X, plus un segment 3D (supposé radio-opaque) est incliné par rapport
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Figure 3.16  Le découpage épipolaire est appliqué aux points de tangence de la courbe aux lignes épipolaires. Les 3
fragments de courbes qui en résultent sont paramétrés par le faisceau de lignes épipolaires qui les traversent.
au plan image, plus le segment 2D observé en projection est petit (idem en vision classique) mais aussi
plus intense (spécicité des rayons X). Des travaux récemment publiés [Petkovi¢ and Lon£ari¢, 2015]
décrivent une méthode pour estimer l'inclinaison 3D à une rotation près d'un point du guide à partir
d'une image uoroscopique.
3.4.3.3 Contraintes relatives à une courbe globale
Modéliser globalement une courbe 2D dans l'image par une unique courbe paramétrée (ie les niveaux 3
et 4 dans la gradation proposée en Sec. 3.4.2) est déjà en soit une manière d'imposer une contrainte globale.
Une unique courbe 3D se projette en une unique courbe 2D dans l'image. Le problème de reconstruction
est réduit à résoudre le problème d'ouverture (aperture problem), c'est-à-dire déduire dans chacune des
deux images un paramétrage 2D qui est induit par un même paramétrage 3D de la courbe [Bascle and
Deriche, 1993, Cham and Cipolla, 1997, Berthilsson and Åström, 1999, Homann et al., 2012, Xiao and Li,
2005]. Alternativement, la contrainte de chercher une unique courbe peut être formulée directement dans
l'espace 3D en cherchant une courbe 3D paramétrée sous la forme d'un ensemble de points 3D connectés
[Bender et al., 1999, Lin, 2003, Petkovi¢ and Lon£ari¢, 2010] ou de fragments de courbes connectés [Kahl
and August, 2003].
La contrainte de monotonie : Une paramétrisation d'une courbe 3D Γ : s 7→ Γ(s) induit une
paramétrisation de la courbe projetée γ1 : s 7→ P1Γ(s) (resp. γ2 : s 7→ P2Γ(s)) dans l'image 1 (resp.
l'image 2) telle que : quel que soit s, les points 2D (γ1(s), γ2(s)) sont des points qui se correspondent.
En pratique, lorsqu'on établit une paramétrisation de la courbe projetée indépendamment dans chaque
image, on a généralement 8 γ1(t) et γ2(r) des points qui se correspondent avec r 6= t. Il existe une fonction
bijective φ qui induit une reparamétrisation de la courbe γ2 telle que (γ1(t), γ2(φ(t))) sont des points qui
se correspondent quel que soit t. De plus, si l'orientation des deux courbes 2D est la même (ie on sait 9
les parcourir dans le même sens), la fonction de correspondance φ est alors monotone croissante (voir
Figure 3.17) et une relation d'ordre peut alors être exprimée entre les deux paramétrisations. Soit deux
appariements possibles (γ1(ti), γ2(rj)) et (γ1(tk), γ2(rl)), la relation d'ordre impose que (ti < tk ⇒ rj <
rl). Cette contrainte de monotonie a été utilisée pour résoudre le problème d'ouverture notamment dans
[Baert et al., 2002] pour la reconstruction d'un guide et reprise plus tard dans [Homann et al., 2013].
Contraintes de régularisation spatiale en 3D On fait généralement l'a-priori qu'une courbe 3D
est régulière (ie lisse). La régularité d'une courbe se caractérise par la continuité de ses dérivées jusqu'à
l'ordre n. Ainsi chercher une courbe régulière revient souvent à pénaliser les fortes courbures en 3D.
An d'obtenir une régularisation globale, on cherche généralement à diminuer la valeur de l'intégrale
de la valeur absolue de la courbure sur la courbe entière. Cependant une courbure localement élevée
8. Sauf dans le cas particulier où la paramétrisation épipolaire décrit une paramétrisation de la courbe 3D et que les
deux extrémités sont en correspondance épipolaire, ce qui est le cas localement à une portion de courbe après redécoupage
épipolaire.
9. Ce qui suppose ici que l'on sait mettre en correspondance au moins l'une des deux extrémités de la courbe
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Figure 3.17  Contrainte de monotonie. Le graphique montre la fonction de correspondance entre un point de paramètre
t de la courbe dans l'image 1 (abscisse) et un point de paramètre r de la courbe dans l'image 2 (ordonnée). Cette fonction
de correspondance est nécessairement monotone croissante.
peut passer inaperçue à l'échelle de la courbe globale lorsqu'on applique l'intégrale. Certaines méthodes
[Martinsson et al., 2007] s'appuient sur les propriétés de régularité intrinsèques des courbes B-splines (ou
NURBS) pour reconstruire une courbe 3D lisse. En eet, il est possible de réduire la courbure globale
d'une courbe B-spline de manière implicite en diminuant le nombre de points de contrôle. On peut se
référer aux travaux de [Yang et al., 2004] sur cette problématique d'insertion/retrait de points de contrôle.
Néanmoins ces méthodes (itératives) peuvent entraîner un temps calcul non négligeable. Dans [Lavoue
et al., 2005], les auteurs proposent une méthode pour initialiser le nombre de points de contrôle et leur
placement qui repose sur une analyse de la courbure.
La contrainte épipolaire pour les NURBS : Il a été démontré [Xiao and Li, 2005] que la projection
perspective d'une courbe NURBS 3D est une courbe NURBS 2D dont les points de contrôle 2D sont la
projection des points de contrôle 3D et dont les poids ont été transformés. Ainsi deux NURBS 2D qui
sont la projection d'une même NURBS 3D ont des points de contrôle qui se correspondent par contrainte
épipolaire. Ainsi une NURBS 3D peut être reconstruite uniquement par triangulation des points de
contrôle des deux NURBS 2D dont elle est la projection. Une relation peut également être déduite pour
reconstruire les poids associés aux points de contrôle de la NURBS 3D. Une correspondance explicite
entre des points échantillonnés le long des deux courbes est ainsi évitée.
3.4.4 Mise en ÷uvre des contraintes pour la reconstruction de courbes 3D
Pour reconstruire une courbe 3D, les trois contraintes globales suivantes (ou un sous-ensemble) sont
généralement invoquées pour extraire une courbe 3D à partir d'un ensemble d'hypothèses : l'unicité de
la courbe 3D recherchée, sa régularité et l'unicité des appariements.
Les techniques globales utilisées en stéréovision classique présentées en Sec. 3.3.2 peuvent être adaptées
à la reconstruction de scènes 3D où seuls des points contours sont considérés dans les images. Dans la
modélisation de l'énergie globale (voir l'Eq.3.11), le terme Edata peut alors être construit à partir de
critères de similarité géométrique 2D tels que ceux présentés en Sec. 3.4.3.1 en plus d'un critère de
similarité photométrique et le terme Esmooth peut être adapté pour favoriser la continuité 3D des
structures curvilignes à l'aide d'éléments de géométrie diérentielle 3D (voir également Sec. 3.4.3.1).
Les travaux de [Li and Zucker, 2006] s'inscrivent dans ce cadre classique de résolution globale où une
technique de relaxation est utilisée pour assurer la continuité globale des structures curvilignes 3D recons-
truites. Cependant, l'énergie telle qu'elle est formulée dans l'Eq.3.11 n'exprime pas explicitement le fait
que l'on cherche à reconstruire une unique courbe 3D. Contrairement aux techniques de résolution par
graph-cut ou relaxation, la programmation dynamique permet d'intégrer cette information implicitement
en cherchant un chemin dans la matrice de correspondance qui décrit un paramétrage de la courbe 3D
et dont le début et la n spécient les deux extrémités de la courbe.
Nous présentons ici les méthodes de reconstruction d'une courbe 3D relativement au niveau de repré-
sentation 2D auquel permet d'accéder traitements bas niveau (voir la gradation proposée en Sec. 3.4.2).
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Nous verrons ainsi comment ces méthodes intègrent en pratique les diérentes contraintes présentées en
Sec. 3.4.3.
3.4.4.1 À partir d'un ensemble de points
Certaines approches voient le problème de reconstruire une unique courbe 3D comme le problème
d'extraire une unique courbe 3D au sein d'un nuage de points 3D non-structuré qui constituent l'en-
semble des hypothèses [Petkovic et al., 2011, Lin, 2003]. Il existe des méthodes [Lee, 2000, Wang et al.,
2006] qui permettent d'extraire une courbe 3D lisse au sein d'un nuage de points 3D bruité non structuré
dont la structure sous-jacente est une courbe qui ne s'auto-intersecte pas.
La méthode proposée par [Petkovic et al., 2011] s'appuie sur la technique proposée par [Lee, 2000]
pour reconstruire un guide en 3D à partir d'un ensemble de points 2D non structuré. Les hypothèses 3D
sont formées par rétro-projection épipolaire en relâchant la contrainte épipolaire pour tenir compte des
erreurs de détection et de calibration.
Une méthode de clustering est proposée pour réduire l'ensemble des hypothèses à un ensemble de
points 3D représentatifs. Cette simplication leur permet d'extraire une courbe composée de points 3D
ordonnés en une seule itération grâce une méthode reposant sur le concept des moving least-squares [Lee,
2000]. Cette méthode suppose néanmoins que le nuage de points contient une unique courbe. Cependant,
comme nous l'avons déjà constaté en Sec. 3.4.1, la rétro-projection épipolaire peut souvent servir de
support à des courbes diérentes qui s'entrelacent en 3D (voir Figure 3.18).
Pour lever cette ambiguïté, les auteurs choisissent d'introduire une troisième vue (voir l'exemple de
la Figure 3.18(c) extrait de [Petkovic et al., 2011]).
(a) Rétro-projection épipolaire (b) Solution (c) Exemple donné dans [Petkovic et al.,
2011]
Figure 3.18  Exemple de reconstruction d'un guide selon la méthode de [Petkovic et al., 2011]
L'approche proposée dans [Lin, 2003] fait usage de la continuité des directions 3D pour résoudre le
problème d'ambiguïté.
An d'être robuste aux diverses sources d'erreur dans les images, les hypothèses 3D sont générées à
partir des deux images segmentées et transformées en Salience distance map [Rosin and West, 1995]. Il
en résulte un volume 3D dense de probabilité d'appartenance à une structure curviligne que les auteurs
cherchent à segmenter pour extraire le guide.
Sans contraintes additionnelles, la technique de segmentation par fast-marching anisotrope proposée
ne permet pas en soit de résoudre les ambiguïtés 10. Si l'on se réfère à l'exemple de la Figure 3.18(a), tous
les points 3D seraient dotés d'une probabilité similaire puisqu'ils se reprojettent tous sur une structure
curviligne dans les images.
10. Cette technique d'extraction de chemin développée par les auteurs de [Lin, 2003] a été développé pour un champ
d'application plus large de segmentation 2D (un guide) et 3D (un arbre artériel). Avec cette technique, le début et la n du
chemin doivent être spéciés.
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An d'adapter leur méthode de segmentation 3D aux congurations ambigües, les auteurs proposent
d'initialiser manuellement le point de départ du chemin et introduisent la continuité des directions dans
le fast-marching pour choisir les bons embranchements. Néanmoins, le choix eectué à chaque embran-
chement repose uniquement sur une estimation locale de la direction 3D. Obtenir une bonne estimation
de la direction peut être délicat en présence de bruit, voire impossible lorsque la courbe est localement
inscrite dans un plan épipolaire.
Dans une conguration telle que celle de la Figure 3.19, il peut exister des embranchements C1 en 3D
(un tel embranchement est entouré en bleu). Sur cet exemple, l'existence d'un point de rebroussement
dans une des projections (voir Figure 3.9) est à l'origine de cette conguration particulière. Un algorithme
de suivi reposant sur la continuité local des directions pourrait alors choisir le chemin de la Figure 3.19(b)
surligné en blanc tout aussi bien que le chemin de la Figure 3.19(c). On comprend alors l'importance
d'une approche globale pour résoudre le problème de reconstruction d'une courbe.
(a) Rétro-projection épipolaire (b) Solution 1 (c) Solution 2
Figure 3.19  Diculté de la reconstruction en présence d'un point de rebroussement.
Ces exemples montrent que la régularité de la courbe 3D à recherchée et son unicité sont des infor-
mations importantes pour discriminer une solution. Également, le caractère local des décisions prises à
l'échelle d'un point 3D ou de son voisinage peuvent rendre les algorithmes de reconstruction extrême-
ment sensibles au bruit dans les images. L'impact du bruit peut être diminué en utilisant un niveau de
représentation plus structuré dans les images comme nous allons le voir dans la section suivante.
3.4.4.2 À partir d'un ensemble de fragments de courbes
Construire des fragments de courbe 2D permet de bénécier de contraintes reposant sur des carac-
téristiques diérentielles calculées en chaque point d'un fragment. Une reconstruction peut alors être
obtenue par mise en correspondance de points échantillonnés le long de fragments de courbe 2D [Li and
Zucker, 2006]. Ces fragments peuvent être redécoupés pour bénécier du paramétrage épipolaire et former
ainsi des hypothèses de correspondance sous la forme de fragments de courbe 3D [Medioni and Nevatia,
1985, Robert and Faugeras, 1991, Fabbri and Kimia, 2010, Kahl and August, 2003, Horaud and Skordas,
1989, Mai and Hung, 2012].
Dans [Li and Zucker, 2006], les auteurs cherchent à reconstruire des scènes composées d'objets pouvant
être caractérisés par des structures curvilignes 3D (branchages, objets laires, contours ...).
Leur stratégie consiste à partir de fragments de courbes 2D identiés dans les images pour construire
des fragments de courbes 3D à l'aide d'un critère pour caractériser la continuité 3D. Ce critère, présenté
en Sec. 3.4.3.1, repose sur une approximation de Frenet en un point 3D qui est obtenue à partir d'une
estimation robuste des caractéristiques diérentielles associées aux deux points 2D correspondant dans
les images. Le critère vise alors vérier que l'approximation de Frenet associée à une hypothèse 3D (ie un
point 3D) est cohérente avec l'approximation associée aux hypothèses 3D voisines.
Ce critère est mis en ÷uvre dans une approche de résolution globale par relaxation. Chaque hypothèse
3D est dotée d'une probabilité initiale qui dépend du critère de continuité 3D et d'un critère de disparité
en position et en orientation. A l'issue de la propagation par relaxation, seules les hypothèses dont la
probabilité est au-dessus d'un certain seuil (0.95) sont conservées. Cette technique est très ecace pour
favoriser la reconstruction de structures curvilignes 3D en présence de bruit (voir Figure 3.7).
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Cependant, il existe des congurations où la continuité 3D ne sut pas à lever les ambiguïtés.
L'exemple donné Figure 3.20 par les auteurs de [Li and Zucker, 2006] illustre ce phénomène. On ob-
serve que la présence d'une jonction qui relie les deux branches dans les images (haut) entraîne également
des jonctions continues en 3D (bas) qui ne correspondent pas à la réalité et que le critère de continuité 3D
ne permet pas de lever (ie la probabilité associée à chacun de ces points 3D reste élevée). Ce phénomène
est le même que celui observé dans l'exemple Figure 3.18(a).
Pour lever cette ambiguïté géométrique, les auteurs de [Li and Zucker, 2006] font appel à des informa-
tions spéciques de la scène imagée. Deux contraintes supplémentaire sont introduites (1) une contrainte
sur la limite de disparité du gradient qui suppose que les structures reconstruites sont peu inclinées par
rapport au plan fronto-parallèle, (2) une contrainte d'unicité d'appariement an de sélectionner pour
un point donné l'appariement qui présente la plus forte probabilité. Cette probabilité est modulée par
une fonction permettant de privilégier une hypothèse soit éloignée (uncrossed disparity), proche (crossed
disparity) ou bien centrée sur une disparité nulle.
(a) (b)
Figure 3.20  Exemple tiré de [Li and Zucker, 2006] (a) 2 projections d'une branche (b) Résultat de la reconstruction avec
la critère de continuité seul où il reste encore des ambiguïtés.
L'identication de fragments de courbes dans les projections permet de faire directement usage de la
continuité gurale (Sec. 3.4.3.2) pour générer des hypothèses de correspondance non plus entre des points
[Li and Zucker, 2006] mais entre des fragments de courbe [Fabbri and Kimia, 2010, Kahl and August,
2003].
La réduction signicative de la combinatoire qu'un tel regroupement engendre a ouvert le champ à
des approches de résolution globales par dénombrement [Horaud and Monga, 1995].
Il s'agit là de chercher des sous-ensembles d'hypothèses qui vérient tous un ensemble de contraintes
(e.g l'unicité, l'ordre, la continuité gurale) puis d'identier la solution comme le meilleur sous-ensemble
au sens d'un certain critère. La contrainte d'unicité est ici appliquée avant d'évaluer les hypothèses,
contrairement à une approche de résolution par relaxation où elle est appliquée a-posteriori après avoir
évalué toutes les hypothèses.
Dans [Horaud and Skordas, 1989], la génération des sous-ensembles est eectuée par une technique
de recherche de cliques maximales [Karp, 1972] dans un graphe de correspondance. Ce graphe est tel que
deux sommets reliés par une arête représentent deux hypothèses qui vérient l'ensemble des contraintes.
L'extraction des cliques maximales est un problème NP-dicile. Lorsque le graphe initial est trop grand,
il peut être envisagé de partitionner le graphe en plusieurs graphes plus petits pour diviser les recherches
si l'application le permet [Bolles, 1979].
Chaque sous-ensemble est alors évalué en sommant les coûts associés aux hypothèses et celui qui
totalise le meilleur coût est sélectionné comme solution.
Une hypothèse est ici formée par la mise en correspondance de deux segments de droite. Le coût
associé à une hypothèse est calculé selon un critère purement 2D qui tient compte de la diérence : de
contraste, de longueur et d'orientation des segments ainsi que du nombre de relations d'ordre structurel
(e.g collinéarité) qu'un segment entretient avec les segments voisins.
Dans [Fabbri and Kimia, 2010], les auteurs proposent une méthode de reconstruction multivues de
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scènes 3D composées de bâtiments à partir d'un ensemble d'images aériennes acquises par des caméras
grossièrement calibrées.
Le résultat de la reconstruction est donné sous la forme d'un ensemble non-structuré de fragments de
courbe 3D. Pour cela, une étape préliminaire de découpage épipolaire des fragments 2D aux points de
tangence est appliquée (Sec. 3.4.3.2). Une hypothèse de correspondance est alors un fragment de courbe
3D obtenu par mise en correspondance de deux fragments de courbe 2D (voir l'exemple de la Figure 3.21).
L'hypothèse 3D est conservée si elle est conrmée par n autres images. Pour cela, la reprojection de la
tangente associée à l'hypothèse 3D est comparée avec la tangente 2D estimée dans une troisième image.
Les auteurs adoptent une stratégie où seuls les fragments de courbe 2D susamment grands sont
considérés dans un premier temps pour former un premier ensemble de fragments de courbe 3D stable
et dont ils se servent pour raner la calibration des caméras. De plus petits fragments de courbe sont
ensuite réintroduits progressivement pour densier la reconstruction à mesure que l'erreur de calibration
diminue.
Pour une reconstruction plus précise, seuls les points 2D ayant une tangente formant un angle d'au
moins 10◦ avec la ligne épipolaire sont en pratique utilisés pour reconstruire un fragment 3D. Dans le
cadre de la reconstruction d'une courbe, les fragments 3D de Figure 3.21(b) deviendraient alors tel que
sur la Figure 3.21(c) (ie présence de trous).
(a) (b) (c)
Figure 3.21  (a)Découpage épipolaire en fragments de courbe 2D (b)Fragments de courbes 3D (c) Impact de la suppression
de points 2D au voisinage des points de tangence sur l'espace des hypothèses 3D.
Dans [Kahl and August, 2003], le problème de former une ou plusieurs courbes complètes par recon-
nexion des fragments de courbe 3D entre eux est considéré.
Comme dans [Fabbri and Kimia, 2010], les auteurs se placent dans un contexte de reconstruction
multivues de contours où les hypothèses 3D sont des fragments de courbe et qui sont ensuite soumises à
validation par reprojection dans n autres vues. À la diérence de [Fabbri and Kimia, 2010], le critère de
rejet n'est pas géométrique mais photométrique. Il dépend de la moyenne du gradient image estimé dans
la direction normale au fragment reprojeté et de sa longueur.
Avant d'être reprojeté, un fragment de courbe 3D est approximé par une courbe (B-spline) qui mi-
nimise une énergie comprenant un terme de délité aux contours présents dans l'image et un terme de
régularisation 3D. De la même manière, deux fragments de courbe 3D peuvent être approximés par une
unique courbe 3D. Cette connexion est alors soumise à validation par reprojection de la courbe 3D mini-
misante dans les autres images. En ce sens, cette approche dière de celle proposée par [Li and Zucker,
2006] où une connexion est évaluée uniquement selon un critère géométrique 3D.
L'approche incrémentale qui est ici suivie fait que chaque courbe 3D minimisante est obtenue indé-
pendamment des autres ce qui empêche d'appliquer des contraintes globales. Pour remédier à cela, une
contrainte d'unicité est appliquée a-posteriori en vériant que chaque courbe dans l'image correpond à la
projection de tout au plus une courbe 3D.
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3.4.4.3 À partir d'une courbe 2D paramétrée
Être capable d'extraire et de paramétrer des courbes dans l'image donne lieu à des méthodes de re-
construction plus spéciques permettant généralement de reconstruire une unique courbe 3D. Selon les
méthodes, il peut être nécessaire de connaître une paramétrisation de la projection de la courbe 3D dans
une seule vue ou bien dans les deux. Nous commençons par nous intéresser brièvement au cas des courbes
3D planaires pour nous intéresser ensuite plus particulièrement au cas des courbes quelconques.
Lorsque la courbe 3D à reconstruire peut être considérée quasi-planaire, on peut faire l'hypothèse que
la transformation qui lie les deux projections de cette courbe est une homographie [Bascle and Deriche,
1993, Cham and Cipolla, 1997]. Dans [Bascle and Deriche, 1993], une des deux projections de la courbe 3D
est identiée dans l'image en tant qu'une chaine de pixels approximée par une B-spline. La courbe qui lui
correspond dans l'autre image est obtenue par transformation homographique de cette courbe. Les para-
mètres de l'homographie sont optimisés en maximisant la moyenne des gradients d'intensité pris le long de
la courbe transformée dans la seconde image. Dans [Cham and Cipolla, 1997] un modèle de caméra ane
est considéré pour coupler deux contours actifs modélisés par une courbe B-spline fermée. Un couplage
est obtenu en contraignant les points partageant le même paramètre sur chacune des deux courbes pa-
ramétrées à se correspondre. Cela permet ainsi de déformer les deux contours actifs de manière cohérente.
Lorsque l'on dispose d'une paramétrisation de la courbe 2D dans chacune des deux images, telle que
la correspondance puisse être établie pour au moins une des deux extrémités, la correspondance entre
les points de ces deux courbes peut être déterminée globalement à l'aide de la contrainte épipolaire,
la contrainte d'unicité et la contrainte de monotonie [Baert et al., 2003, Homann et al., 2013]. Ces
contraintes sont généralement vériées dans le cas de courbes 3D non-planaires, quel que soit l'écarte-
ment des caméras. Les auteurs de [Baert et al., 2003] reconstruisent un guide en 3D à partir de deux
courbes B-splines où la contrainte d'unicité et la contrainte de monotonie sont utilisées localement sur
des hypothèses obtenues par contrainte épipolaire. Cela peut poser problème au voisinage des points de
tangence de la courbe aux droites épipolaires (voir l'exemple de la Figure 3.22). Cette méthode a été
reprise par [Homann et al., 2013] avec une mise en ÷uvre globale de la contrainte de monotonie an
de pallier ce type de problème. La solution retenue est celle qui permet d'apparier le plus de points de
la courbe tout en respectant la contrainte de monotonie. Un algorithme de programmation dynamique
leur permet de ne pas apparier prématurément un point mais de prendre la décision une fois l'intégralité
de la courbe parcourue dans l'une des deux vues. Les auteurs de [Homann et al., 2013] proposent de
reconstruire les points 3D manquants par interpolation de la fonction de correspondance optimale trouvée
par l'algorithme. On peut cependant noter que les auteurs n'ont pas une approche symétrique dans le
traitement des deux courbes. En eet, bien que l'on dispose de deux courbes paramétrées, les hypothèses
sont formées en parcourant une seule des deux courbes ce qui peut entraîner des instabilités lorsqu'une
portion de la courbe 3D est localement alignée avec une ligne de vue issue de la caméra qui voit la courbe
parcourue.
Dans [Van Walsum et al., 2005], la reconstruction d'un guide placé dans une artère cérébrale à partir
d'une unique projection est considérée. Connaissant une paramétrisation de la courbe dans la projec-
tion 11, celle-ci leur permet de guider la recherche d'une paramétrisation de la courbe 3D en utilisant
une contrainte de continuité 3D et une connaissance a-priori de l'arbre vasculaire 3D. Les lignes de vues
associées aux points de la courbes 2D forment une surface où les points 3D de la surface appartenant
à l'arbre vasculaire ont une probabilité d'appartenance au guide plus forte que les points de la surface
situés en dehors. Le problème de reconstruction peut alors être résolu en cherchant sur cette surface un
chemin continu 3D de coût minimum qui respecte la paramétrisation 2D. Ce problème est résolu par
programmation dynamique. Cette formalisation du problème peut être facilement adaptée au cas stéréo
en contraignant le chemin à rester sur l'intersection de deux surfaces (ie une par projection). Il est in-
téressant de remarquer sur l'exemple de la Figure 3.21 que la connaissance d'une paramétrisation de la
courbe dans la vue de droite alliée à une contrainte de continuité 3D permettrait de résoudre directement
11. Les auteurs obtiennent cette paramétrisation en cliquant manuellement des points le long de la courbe dans l'image
de uoroscopie suivi d'une approximation par une courbe B-spline
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𝑐1(𝑡) 𝑐2(𝑟) 𝑐2(𝑟 + 𝑙) 
Figure 3.22  Erreur de tangence épipolaire : un plan épipolaire tangent à la courbe au point d'abscisse curviligne t dans
l'image 1 peut passer au-dessus du point de tangence correspondant d'abscisse curviligne r dans l'image 2 pour n'intersecter
la courbe que plus loin au point d'abscisse curviligne r + l avec l > 0. Localement, la contrainte de monotonie impose que
le point correspondant de c1(s) avec s > t soit un point c2(s′) où s′ > r + l. Par conséquent, non seulement un mauvais
appariement aura été introduit pouvant en entraîner d'autres mais tous les points de la courbe ayant une abscisse curviligne
comprise entre r et r + l ne seront alors jamais appariés ce qui représente généralement une portion conséquente de la
courbe.
le problème de correspondance sans nécessiter de connaître une quelconque paramétrisation de la courbe
dans la vue de gauche. L'inverse n'est ici pas vrai (e.g. on pourrait très bien parcourir un chemin 3D
passant par tous les fragments de courbe vert dans l'exemple de la Figure 3.21(b)) ce qui s'explique par
la présence d'une boucle dans la vue de droite. Ainsi, considérer une paramétrisation de la courbe dans
la vue de gauche nécessiterait donc de considérer également la continuité des directions 3D le long du
chemin. On se ramène ici à une méthode très similaire à celle proposée par [Lin, 2003] qui est cependant
beaucoup moins restrictive sur le niveau de représentation des courbes dans l'image.
La reconstruction d'une courbe 3D en tant que NURBS 3D permet de réduire signicativement l'er-
reur de reconstruction dès lors que ses deux projections peuvent être chacune modélisées par une NURBS
2D [Xiao and Li, 2005]. Le problème de mise en correspondance est alors formulé comme un problème
d'optimisation des paramètres internes des deux NURBS (ie la position des points de contrôle et pa-
ramétrisation) où l'on cherche à minimiser la distance de chaque NURBS 2D aux pixels détectés dans
les deux images sous la contrainte que les points de contrôle 2D sont en correspondance épipolaire. Ce
problème d'optimisation non-linéaire peut être résolu en temps linéaire sur des images rectiées. La ro-
bustesse de cette méthode est démontrée en conditions dégradées sur des simulations de courbes 3D non
planaires vis-à-vis des incertitudes introduites sur les pixels extraits dans les images et discontinuités dans
les courbes détectées [Xiao and Li, 2005]. Néanmoins elle présente des instabilités au niveau des points
de tangence épipolaire qui peuvent se traduire localement par des oscillations sur la NURBS 3D résultante.
L'utilisation d'une représentation paramétrée de la courbe globale dans les images a très souvent été
considérée dans les problématiques de reconstruction d'un guide ou d'un cathéter [Baert et al., 2002, Ho-
mann et al., 2016] et notamment dans un contexte de neuroradiologie interventionnelle [VanWalsum et al.,
2005, Wagner et al., 2016]. Ces méthodes présentent des limitations quant à leur capacité à obtenir une
paramétrisation initiale de la courbe dans l'image. Soit elles (1) n'adressent pas le problème d'obtenir ce
niveau de représentation qui est alors considéré comme étant un pré-requis [Baert et al., 2002, Van Wal-
sum et al., 2005] (2) proposent une méthode de segmentation pour l'obtenir mais qui nécessite une
intervention utilisateur [Homann et al., 2012] 12 (3) utilisent une technique de segmentation reposant
sur la continuité temporelle pour disposer d'une courbe paramétrée initiale.
12. Aucune mention n'est faite sur une manière de rendre automatique la méthode de [Homann et al., 2012] dans leurs
travaux plus récents [Homann et al., 2016]
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3.4.4.4 Par ranement d'un modèle de courbe global 3D
Dès lors que l'on dispose d'un ensemble de points 3D connectés ou d'un ensemble de fragments de
courbe 3D connectés représentatif de la courbe 3D à reconstruire, il est possible d'approximer cet ensemble
par un modèle de courbe 3D lisse. Dans un problème de ranement, on considère généralement un modèle
de courbe 3D paramétrée comme une B-spline ou une NURBS. En eet ces modèles sont plus facilement
manipulables qu'un modèle de courbe algébrique ou qu'une chaîne de points et permettent d'eectuer
des ajustements locaux sur la courbe. Raner une courbe C consiste à minimiser une énergie de la forme :
E(C) = Edata(C) + λEsmooth(C) (3.15)
où Edata est un terme qui permet d'assurer la cohérence entre la courbe 3D et les données et où Esmooth
est un terme de régularisation spatiale sur la courbe 3D. Dans le terme Edata, les données peuvent être :
• Un ensemble de points 3D (structuré en une courbe ou non). Le problème de ranement considéré
est alors un problème d'approximation purement 3D [Piegl and Tiller, 1997, Lee, 2000, Pottmann
et al., 2002, Yang et al., 2004]. L'énergie Edata repose sur un critère de distance de la courbe 3D
C à un ensemble de points 3D. Ici, aucun retour à l'image n'est donc considéré.
• Un ensemble de points 2D identiés dans une ou plusieurs images comme appartenant à la projec-
tion de la courbe 3D recherchée [Martinsson et al., 2007, Lu et al., 2016]. L'énergie Edata repose
alors sur un critère de distance des projections de la courbe 3D C à des ensembles de points 2D. Le
problème de ranement ainsi formulé nécessite une mise en correspondance explicite des points de
la courbe 3D projetés avec des points détectés dans les images.
• Une carte de potentiel. Cette carte est construite de manière à ce qu'un point de potentiel élevé
soit un point localisé proche d'une courbe dans l'image (le potentiel est maximal sur la courbe)
[Menet et al., 1990, Bascle and Deriche, 1993, Kahl and August, 2003]. L'énergie Edata est alors
l'intégrale du potentiel le long de la courbe. Cette formulation de l'énergie rentre dans le formalisme
des contours actifs [Kass et al., 1988, Xu and Prince, 1998] et aucune mise en correspondance
explicite n'est nécessaire. Des approches de ranement basées potentiel ont été considérées pour de
la reconstruction de cathéter [Canero et al., 2002, Schenderlein et al., 2010] et d'une ligne centrale
de vaisseaux tortueux [Molina et al., 1998].
Dans un contexte de reconstruction multivues pour du contrôle de qualité d'objets manufacturés, il
a été reporté dans [Martinsson et al., 2007] qu'une approche basée potentiel permet d'obtenir une re-
construction plus précise de la courbe 3D tandis que la méthode basée distance permet de converger plus
rapidement lorsque l'initialisation est mauvaise. Ils proposent donc une méthode hybride où une minimi-
sation reposant sur un critère de distance est utilisée en premier lieu pour optimiser le positionnement
des points de contrôle d'une NURBS 3D puis une minimisation d'une énergie basée potentiel est utilisée
pour l'opération d'insertion de points de contrôle.
Ces méthodes visent donc à raner une courbe 3D par déformation d'une courbe 3D initiale. Une
courbe 3D initiale peut être obtenue :
1. Manuellement : dans [Molina et al., 1998, Canero et al., 2002], une initialisation de la courbe 3D
est obtenue par la mise en correspondance manuelle de quelques points de la courbe à reconstruire
dans les images.
2. À partir d'une méthode de reconstruction par triangulation (voir Sec. 3.4.4.1, 3.4.4.2, 3.4.4.3)
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3. À partir d'un modèle : dans [Martinsson et al., 2007], les auteurs disposent d'un modèle 3D géné-
rique de l'objet dont ils peuvent extraire des courbes 3D fermées pour initialiser une NURBS 3D.
4. À partir d'une reconstruction précédente dans un contexte d'acquisition temporelle des images
[Schenderlein et al., 2010].
Dans les deux premiers cas, la courbe 3D initiale est décrite par un ensemble ni de points 3D.
Le ranement sert alors principalement à interpoler correctement entre les points grâce à un modèle
de courbe 3D lisse ce qui implique le plus souvent des petites déformations. Dans le troisième cas, les
déformations peuvent être plus conséquentes selon que le modèle choisi représente plus ou moins bien la
réalité. Dans le dernier cas, l'amplitude de la déformation dépend de plusieurs facteurs : (1) la fréquence
d'acquisition, (2) le type et l'amplitude de la déformation subie par la courbe 3D réelle (3) la vitesse
à laquelle a lieu cette déformation. Il est important de remarquer que le ranement d'une courbe 3D
nécessitant en théorie de subir une déformation importante peut dans certains cas poser un problème de
correspondance entre les points de la courbe 3D et ceux de la courbe projetée qui n'est alors plus simple à
résoudre. Nous venons de voir ici une manière d'intégrer de l'information temporelle. Cependant d'autres
possibilités existent que nous abordons plus en détail dans la section qui suit.
3.4.5 Intégration d'une contrainte spatio-temporelle
Dans certains cas, la courbe 3D à reconstruire est une courbe qui se déplace et se déforme dans l'espace
3D au cours du temps. Le mouvement de la courbe 3D entre deux instants consécutifs se modélise par
une transformation rigide (ie le déplacement) combinée à une déformation non-rigide (ie le changement
de forme). Supposer un mouvement continu de la courbe 3D permet alors d'introduire une régularisation
temporelle. Autrement dit, on suppose une forte corrélation entre la forme observée à l'instant t et celle
observée à l'instant t + dt. Il est important de noter à ce niveau-là qu'une contrainte qui dérive de la
continuité temporelle n'est pas applicable sur la première image de la séquence et n'est plus adaptée dans
une situation où la courbe 3D se déforme trop rapidement par rapport à la cadence d'acquisition des
images. Nous présentons dans ce qui suit comment la continuité temporelle a pu être exploitée dans un
problème de reconstruction 3D.
Le problème de reconstruire un objet 3D qui se déforme dans le temps à partir de plusieurs séquences
d'images synchronisées est un problème de Non-rigid structure from motion (NRSFM) [Torresani et al.,
2001]. Les approches classique de NRSFM approximent la forme d'un objet déformable comme une com-
binaison linéaire de formes de base généralement obtenues par apprentissage. Les auteurs de [Rabaud
and Belongie, 2008] relâchent cette contrainte en supposant cette approximation valide seulement sur
des petits voisinages de l'objet ce qui permet de modéliser des déformations plus complexes. Les auteurs
montrent que l'ensemble des formes 3D admissibles peut alors se décrire comme une variété diérentielle
(ie manifold) régulière et dont la dimension est égale au nombre de degrés de liberté admissibles de la
déformation. Les auteurs de [Akhter et al., 2011] proposent une représentation dans l'espace des trajec-
toires, duale de la représentation dans l'espace des formes où l'on suppose que la forme de l'objet se
projette dans cette base. L'hypothèse de régularité temporelle est exploitée pour exprimer les trajectoires
comme des combinaisons linéaires de trajectoires de base.
Dans un contexte multivues, les auteurs de [Carceroni and Kutulakos, 1999]a,b se sont intéressés à la
problématique d'inférer la forme d'une courbe 3D quelconque ainsi que son mouvement, en s'intéressant
à la trajectoire de chaque point 3D pris sur la courbe. Pour cela, ils s'appuient sur la notion de variété dif-
férentielle pour représenter la surface décrite par une courbe 3D en mouvement et dériver une contrainte
de mouvement sur un point de la courbe 3D. Tout point 3D de la courbe est contraint à l'instant suivant
à appartenir à une droite qui est parallèle à la direction tangente 3D estimée en ce point à l'instant
présent. Combinée à une contrainte stéréo classique, cette méthode permet d'améliorer la précision de la
reconstruction 3D et de résoudre le problème de correspondance à l'instant t+ dt connaissant la courbe
3D à l'instant t.
70
3.5. Discussion
Dans le cadre de la reconstruction d'outils curvilignes 3D robotisés (e.g un cathéter) [Papalazarou
et al., 2012, Lobaton et al., 2013] des contraintes cinématiques ont été utilisées pour contraindre la dé-
formation de l'objet dans le temps. Dans [Papalazarou et al., 2012], plusieurs images d'un cathéter en
mouvement qui se déforme sont acquises en faisant tourner l'arceau (un petit angle sépare donc chaque
vue) et une technique de NRSFM est utilisée avec des contraintes cinématiques pour reconstruire le ca-
théter robotisé en 3D. Dans [Lobaton et al., 2013], la prédiction de la position du robot continu au cours
du temps est contrainte par le modèle cinématique et seulement quelques projections sont acquises au
cours du temps pour réajuster la position de la courbe 3D. La position de l'arceau (ie la caméra rayons
X) est également optimisée en fonction de la forme et de la position du robot continu dans l'espace pour
acquérir ces projections.
Dans le cadre de la reconstruction monoplan d'un guide [Brückner et al., 2009], la connaissance de
l'arbre vasculaire 3D permet de dénir un ensemble de points 3D. Chaque point est alors doté d'une
probabilité d'appartenance au guide qui dépend de sa probabilité au temps précédent et de la valeur de
l'intensité associée à sa projection dans l'image. Les probabilités sont mises à jour au cours du temps à
l'aide d'une technique de ltrage particulaire [Arulampalam et al., 2002].
Lorsque l'acquisition des images depuis les diérents points de vue n'est pas synchronisée comme cela
est nécessairement le cas pour l'acquisition des images rayons X avec un système biplan, les informations
extraites dans la paire d'images utilisée pour la reconstruction proviennent d'une scène 3D dont l'état
a pu changer entre deux instants successifs. Dans [Schenderlein et al., 2010] les auteurs proposent, pour
un point de vue donné, d'interpoler les informations nécessaires à la reconstruction entre deux images
successives an de produire une information qui soit cohérente avec les informations provenant du second
point de vue. Dans la mesure où cette méthode nécessite un triplet d'images, la reconstruction est par
conséquent eectuée avec un temps de retard par rapport à la dernière image acquise. Dans [Schenderlein
et al., 2011], les auteurs proposent d'utiliser un ltre de Kalman Unscented [Wan and Merwe, 2000] pour
prédire la position et l'orientation 3D du cathéter uniquement à partir des observations précédentes. Pour
cela ils supposent une vélocité de l'extrémité constante et une vélocité angulaire constante. La méthode
n'a cependant pas été étendue au reste du cathéter.
L'information temporelle peut également être exploitée au niveau des images pour aider à résoudre en
amont de la reconstruction, le problème intermédiaire de segmentation. Dans [SAM et al., 2003, Lessard
et al., 2010] les méthodes consistent à recaler le guide détecté au temps précédent sur le guide dans l'image
courante tandis que dans [Petkovi¢ and Lon£ari¢, 2010, Zweng et al., 2015], les méthodes cherchent à
détecter ce qui a changé entre deux images successives d'une séquence ce qui nécessite que le guide soit
en mouvement. Ces méthodes ont été revues dans le chapitre 2.
3.5 Discussion
Notre objectif est de reconstruire un micro-guide qui est une courbe 3D a-priori lisse et non-planaire.
Pour cela nous disposons d'une paire d'images uoroscopiques acquises par un système biplan calibré se-
lon des points de vue proches de l'orthogonal. Un avantage majeur de l'imagerie par rayons X est qu'une
structure radio-opaque comme le micro-guide apparaît toujours superposé aux autres structures anato-
miques sans jamais être occulté, quel que soit le point de vue choisi. Bien que le micro-guide soit visible
dans les deux projections, il reste que la nature non-planaire de la courbe 3D rend plus fréquentes les
congurations où une ligne épipolaire intersecte en plusieurs points distincts le micro-guide dans l'image
donnant lieu à plusieurs reconstructions possibles. Les contraintes standards de la stéréovision ne peuvent
cependant être appliquées pour résoudre ce problème de mise en correspondance. En eet, la nature des
images rayons X empêche l'utilisation de toute contrainte reposant sur un critère de ressemblance photo-
métrique tandis que la position relative des caméras qui nous est imposée rend inadaptée toute contrainte
d'ordre ou de disparité en position et en orientation. Bien que ces contraintes soient très utiles pour ré-
duire la combinatoire liée au problème de mise en correspondance, elles ne sont pas indispensables lorsque
l'on cherche à reconstruire des structures courbes.
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Nous avons vu en eet que le problème peut être d'autant plus contraint que le bas niveau dont
on dispose est structuré. Disposer de fragments de courbes 2D permet d'appliquer des contraintes telles
que la continuité gurale ou encore des contraintes reposant sur la géométrie diérentielle des courbes
2D et 3D. Ces contraintes ont souvent été utilisées conjointement avec des vues supplémentaires pour
rejeter des hypothèses. Dans la mesure où nous cherchons à reconstruire le micro-guide pendant que le
neuroradiologue le déplace dans les artères, il n'est pas envisageable dans ce contexte de déplacer l'arceau
pour acquérir des vues supplémentaires. Rechercher une paramétrisation globale de la courbe en 2D ou
en 3D est la clé au problème d'une unique courbe 3D non-planaire. Néanmoins, trouver une paramétrisa-
tion demande soit de disposer d'une représentation initiale de la courbe proche de la courbe recherchée,
soit d'être capable d'ordonner de manière cohérente un ensemble de points ou de fragments de courbe.
Dans le premier cas, ne disposant pas d'un modèle a-priori, l'hypothèse de continuité temporelle entre
deux acquisitions successives est généralement invoquée pour obtenir une courbe initiale. Nous ne pou-
vons cependant pas toujours faire cette hypothèse en pratique. Dans un soucis de limiter la dose reçue
par le patient, l'acquisition n'est pas faite en continu au cours de toute l'intervention. Par conséquent,
l'hypothèse d'une continuité temporelle ne peut jamais être faite entre la dernière image d'une séquence
et la première de la séquence suivante car la table, l'arceau ou encore le micro-guide peuvent avoir été
déplacés. Au sein d'une même séquence, le micro-guide peut parfois être dans une conguration instable
dans l'artère (particulièrement aux abords d'une bifurcation) ce qui peut entraîner des mouvements de
forte amplitude et donc des congurations de la courbe (2D et 3D) très diérentes entre deux acquisitions
successives. Il est alors nécessaire d'utiliser des contraintes sur la régularité de la courbe an de dénir
un meilleur ordonnancement et dans le cas d'une segmentation bruitée, à combler les trous et rejeter des
fausses détections. L'hypothèse de régularité de la courbe est toujours vériée en 3D pour un micro-guide
du moment qu'il n'est pas plié (on parle également de plicature) dans l'artère. Ce n'est pas le cas de sa
projection qui comporte souvent des fortes courbures allant parfois jusqu'à former des points de rebrous-
sement qui deviennent dicilement modélisables en présence de bruit.
Nous choisissons donc de développer une approche de reconstruction stéréoscopique par mise en cor-
respondance de fragments de courbe entre lesquels nous appliquons des contraintes de régularisation 3D
an de reconstruire une courbe 3D lisse. Nous optons pour une méthode de résolution combinatoire à
l'aide d'un graphe [Horaud and Skordas, 1989]. Une telle méthode est intéressante car elle est globale
et est indépendante d'une quelconque initialisation donnant ainsi accès à la reconstruction à tout mo-
ment et sans interaction utilisateur. Elle permet en eet de générer un ensemble de solutions potentielles
qui vérient toutes un ensemble de contraintes globales (l'unicité des appariements par exemple) et qui
peuvent être évaluées indépendamment les unes des autres. Elle reste adaptée pour des problèmes à la
combinatoire raisonnable, ce que permet dans notre cas l'utilisation de fragments de courbes combinée à
une contrainte d'unicité. Néanmoins la reconstruction devra se faire susamment rapidement pour suivre
le ux d'acquisition qui est de 15 images par seconde sur un système biplan et pouvoir ainsi fournir une
méthode de reconstruction temps-réel.
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4.1 Introduction
Nous proposons dans ce chapitre une méthode de reconstruction stéréoscopique d'une courbe 3D étant
donnée la segmentation d'un micro-guide dans deux images. Nous rappelons que ces images ont été ac-
quises quasi-simultanément selon des points de vue proches de l'orthogonal par deux caméras rayons X
calibrées. Le résultat de la segmentation est un ensemble de structures curvilignes 2D données sous la
forme de squelettes. Bien que cette segmentation soit de bonne qualité (voir chapitre 2), elle peut néan-
moins encore comporter quelques structures superues et des portions manquantes. Un traitement bas
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niveau de ces erreurs est peu adapté au type de courbes rencontrées dans les images car il nécessiterait
d'identier les points de rebroussement et les points de jonction qui peuvent exister. Le traitement des
singularités et des erreurs de segmentation par des méthodes de plus haut niveau faisant appel à des cri-
tères géométriques 3D plutôt que 2D paraît par conséquent plus adapté. La courbe 3D que l'on cherche à
reconstruire est en eet une courbe simple, régulière et de courbure globalement faible contrairement à sa
projection où ces conditions ne sont pas toujours vériées. L'algorithme que nous avons développé est ca-
pable de reconstruire une courbe 3D non-planaire dont la forme suit celle d'une artère cérébrale tortueuse.
Les approches proposées dans la littérature du domaine médical pour reconstruire un guide ou un
cathéter présentent toutes un certain nombre de limitations dont nous avons déjà discuté dans le chapitre
3 et que nous cherchons à surmonter avec notre méthode. Nous les rappelons ici brièvement :
1. Dans [Bender et al., 1999, Lin, 2003, Lessard et al., 2009] la position et l'orientation d'une des
extrémités 3D doit être spéciée pour initialiser un algorithme de reconstruction incrémental. Dans
[Homann et al., 2012], un point particulier du cathéter doit être spécié manuellement dans cha-
cune des deux images pour initialiser la segmentation nécessaire à la reconstruction. L'initialisation
manuelle est inenvisageable pour une pratique clinique.
2. Dans [Brückner et al., 2009, Schenderlein et al., 2010] l'initialisation se fait à partir de la recons-
truction obtenue au temps précédent faisant ainsi appel à l'hypothèse de continuité temporelle.
Ceci est incompatible avec le contexte clinique dans lequel nous nous plaçons. La conguration 3D
du micro-outil peut en eet changer brutalement entre deux images consécutives. De plus, la re-
construction doit fonctionner dès la première image de l'acquisition uoroscopique sachant qu'entre
deux acquisitions successives, le praticien peut avoir bougé la table, le(s) arceau(x) ou encore le
patient ce qui change la position 3D du micro-outil.
3. Dans [Baert et al., 2003, Homann et al., 2016, Wagner et al., 2016] une paramétrisation globale
de la projection de la courbe dans les deux images est nécessaire pour initialiser la reconstruction.
Dans notre cas, la forme du micro-outil est la plupart du temps trop complexe en projection pour
permettre une paramétrisation simple et correcte de sa projection.
4. Dans [Petkovic et al., 2011] une troisième incidence doit être utilisée pour reconstruire les courbes
de forme plus complexe (e.g. boucles). En pratique clinique avec un système biplan, seules deux
incidences sont disponibles à un instant donné.
Nous proposons ici une méthode de reconstruction alternative ne nécessitant aucune interaction uti-
lisateur et qui résout le problème de mise en correspondance sans vue supplémentaire tout en tenant
compte des éventuelles erreurs de segmentation.
Notre méthode s'appuie sur la mise en correspondance de fragments de courbe 2D obtenus à partir des
squelettes par une technique de découpage épipolaire que nous présentons en Sec. 4.2.1. Cette méthode
nous permet de formuler des hypothèses de correspondance directement sous la forme de fragments de
courbe 3D comme l'illustre l'exemple de la Figure 4.1(b). Nous cherchons ensuite à reconstruire le support
d'une unique courbe 3D qui correspond à la reconstruction du micro-outil. Le support recherché est une
séquence de fragments de courbe 3D ordonnés et orientés par lesquels il est possible de faire passer une
courbe 3D lisse. Nous présentons une vue d'ensemble de notre méthode de reconstruction à partir d'un
tel ensemble d'hypothèses 3D en Sec. 4.2.2.
Nous assimilons le problème de trouver le support du micro-guide à un problème de recherche d'un
chemin dans un graphe de correspondance où les sommets représentent les hypothèses de correspondance
(i.e. les fragments de courbe 3D) et où les arêtes représentent les connexions possibles entre deux frag-
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Figure 4.1  (a) Projections d'une courbe 3D hélicoïdale. Les portions rouges appartiennent à des bandes épipolaires am-
bigües au sein desquelles plusieurs reconstructions sont possibles. Les portions jaunes appartiennent à des bandes épipolaires
non-ambigües au sein desquelles la reconstruction est unique. La reconstruction y sera considérée comme able. (b) Résultat
de la rétroprojection épipolaire. Les deux fragments de courbe 3D jaunes se projettent respectivement sur les deux fragments
de courbe 2D jaunes. Les autres fragments de courbe 3D sont le résultat des diérentes reconstructions possibles au sein
d'une bande épipolaire ambigüe. (c) Le support de la courbe 3D initiale est composé d'un sous-ensemble de fragments de
courbe 3D que notre algorithme ordonne et oriente pour former une courbe 3D lisse.
Pour chercher le chemin présentant les meilleures propriétés de régularité, nous pondérons les arêtes à
l'aide d'un critère de connectivité géométrique entre deux fragments 3D. De plus, nous supposons que
certains fragments de courbe 3D sont ables et peuvent être utilisés pour reconstruire les autres portions
de la courbe 3D. L'exemple de la Figure 4.1(c) montre le chemin optimal passant par les fragments ables
(jaunes) qui correspond au support de la courbe 3D recherchée dans le graphe de correspondance.
An de rendre notre méthode automatique, nous adoptons une approche de résolution dans l'esprit de
celle proposée par [Horaud and Skordas, 1989]. Des sous-ensembles d'hypothèses compatibles sont extraits
du graphe de correspondance et le meilleur d'entre eux est sélectionné comme solution au problème de
correspondance. Dans notre cas, chaque sous-ensemble est utilisé pour construire le support d'une courbe
3D candidate. Le support de la courbe candidate la plus lisse est alors sélectionné comme solution au
problème de reconstruction. La description de cette approche de résolution fait l'objet de la Sec. 4.2.4.
Nous présentons en Sec. 4.3 nos diérentes bases de données (simulées, sur fantômes et cliniques)
ainsi que les critères d'évaluation utilisés pour évaluer les performances de notre algorithme. Les résultats
sur ces bases de données sont présentés en Sec. 4.4. Enn, nous discutons les intérêts et les limites des
diérents choix que nous avons faits en Sec. 4.5.
4.2 Méthode
4.2.1 Pré-traitements pour la formation d'hypothèses de correspondance
La première étape de notre algorithme de reconstruction consiste à structurer la segmentation en
fragments de courbe an de pouvoir former des hypothèses de correspondance s'exprimant sous la forme
de fragments de courbe 3D. Pour cela nous eectuons un découpage épipolaire de la segmentation pour
obtenir des fragments de courbe 2D paramétrés par le faisceau de lignes épipolaires. L'utilisation de
fragments de courbe au lieu de points nous permet ici de réduire le nombre d'hypothèses formées et donc
la combinatoire du problème.
4.2.1.1 Découpage des projections segmentées en bandes épipolaires
Comme vu précédemment dans le chapitre 3 Sec. 3.4.3.2, un découpage épipolaire consiste à couper
la structure curviligne aux points de tangence avec une ligne épipolaire et aux points de jonction du
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squelette pour éviter les intersections multiples. On peut remarquer qu'en ces points particuliers, le
nombre d'intersections entre une ligne épipolaire et la segmentation est localement diérent par rapport
aux lignes épipolaires voisines. Nous nous basons sur cette observation pour eectuer un découpage
épipolaire simultanément dans les deux vues permettant ainsi de dénir une fonction d'appariement
entre des fragments de courbe qui s'étendent sur le même intervalle de lignes épipolaires. La Figure 4.2






Figure 4.2  Exemple de découpage d'une paire d'images segmentées en bandes épipolaires de caractéristique [m,n]. Les
points de même couleur connectés au sein de la structure du squelette modélisant chacune des deux courbes correspondent
au résultat du découpage en fragments de courbe 2D.
4.2.1.2 Implémentation et considérations pratiques
On associe à chaque paire de lignes épipolaires conjuguées le couple caractéristique [m,n] où m et n
dénissent le nombre d'intersections de chacune des deux lignes avec les squelettes. Les bandes épipolaires
sont dénies en regroupant les lignes épipolaires contigües de même caractéristique (Figure 4.2).
Cas particulier On peut constater sur l'exemple de la Figure 4.3 que l'observation de la caractéristique
seule ne sut pas à garantir que chaque fragment 2D soit continu au sein d'une bande. Dans l'exemple,
deux fragments diérents ont chacun une de leurs extrémités qui se situe sur des lignes épipolaires
consécutives (fragments violet et bleu dans la vue de gauche, jaune et rose dans la vue de droite) ce
qui n'entraîne pas de changement de la caractéristique entre la bande rouge et la bande verte. Une
telle conguration est d'autant plus fréquente que la résolution de l'image est faible. An de pallier ce
problème, nous vérions la continuité des fragments au sein d'une bande. Lorsqu'il y a discontinuité, la
bande est subdivisée en deux bandes distinctes aux points de discontinuité.
Calcul de la caractéristique Le nombre d'intersections d'une ligne épipolaire avec la segmentation
peut être obtenu par analyse du prol le long des lignes horizontales dans l'image rectiée. Le schéma de
la Figure 4.4 montre un exemple de prol le long d'une ligne de pixels. Par des eets de discrétisation,
plusieurs pixels du squelette peuvent être contigus le long d'une ligne. On appelle plage ces groupes
contigus de pixels. Chaque plage compte pour une intersection et la position milieu d'une plage est
choisie comme la position du point d'intersection. La reconstruction d'un point 3D sera d'autant plus
approximative que les deux plages dont il est issu sont larges. On observe en particulier des plages larges
aux endroits où la structure curviligne est localement tangente (ou d'orientation proche) à une ligne
épipolaire. On remarque en pratique sur des images segmentées qu'à proximité de ces positions tangentes
le bruit de détection et les eets de discrétisation peuvent entraîner localement des oscillations du squelette
autour de la ligne épipolaire. Cela a pour conséquence de perturber l'estimation de la caractéristique qui
n'est alors plus cohérente d'une ligne épipolaire à l'autre. An de limiter ces eets, nous regroupons en une
seule plage, deux plages consécutives séparées d'une distance ε = 1 pixel, comme l'illustre l'exemple de la









Figure 4.3  Exemple de découpage d'une paire d'images segmentées en bandes épipolaires de caractéristique [m,n]. On
observe qu'un redécoupage de la bande de caractéristique [2, 2] (accolade bleue) en deux bandes (rouge et verte) est nécessaire






Figure 4.4  Exemple d'analyse du prol le long d'une ligne de pixels. Les pixels gris correspondent à des pixels segmentés.
En choisissant une distance minimum ε = 1 pixel entre deux plages de pixels contigus, les deux plages de largeur 1 pixel à
droite sont alors fusionnées en une seule plage de largeur 3 pixels. L'analyse du prol résulte en 3 points d'intersection pris
comme le milieu de chaque plage.
Cas des petites bandes La présence de points de jonction ou de points de tangence avec une ligne
épipolaire dans l'une des deux projections entraîne la création de petites bandes épipolaires généralement
composées d'une unique ligne épipolaire qui contient le point singulier 13. L'information contenue dans
ces petites bandes est généralement peu able : dans le cas d'un point de jonction la segmentation y est
moins précise et dans le cas d'une tangence, celle-ci peut s'étendre sur une large plage. Nous choisissons
donc d'ignorer en général toutes les bandes dont l'épaisseur est inférieure à une valeur Eb exprimée en
pixels. Ceci a pour conséquence de créer un ou plusieurs trous dans la reconstruction 3D dont la taille
peut s'avérer signicative, notamment aux points de tangence. À résolution xe, la largeur de cette plage
(et donc la taille du trou en 3D) sera d'autant plus grande que la courbure est faible au point de tangence.
En revanche, le trou causé par un croisement de la courbe est en général de taille négligeable car souvent
ponctuelle.
4.2.1.3 Reconstruction des fragments de courbe 3D
La caractéristique [m,n] associée à une paire de bandes épipolaires conjuguées donne le nombre de
fragments de courbe 2D qui peuvent être mis en correspondance au sein de chacune des deux bandes. On
peut ainsi former m × n hypothèses de correspondance donnant lieu à m × n fragments de courbe 3D.
Le nombre de points qui constituent un fragment de courbe est égal au nombre de lignes épipolaires qui
13. Ce n'est pas le cas des points d'inexion qui n'entraînent pas de changement de la caractéristique
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composent la bande associée. La reconstruction d'un fragment de courbe 3D se fait par triangulation des
points d'intersection qui composent les fragments 2D.
Le nombre d'hypothèses que l'on peut former au sein d'une bande nous permet de distinguer trois
catégories de bandes :
i. Les bandes vides où m = 0 ou bien n = 0.
Ces bandes ne permettent pas de reconstruire de fragment de courbe 3D.
ii. Les bandes non-ambigües où m = 1 et n = 1.
Ces bandes permettent de reconstruire un unique fragment de courbe 3D.
iii. Les bandes ambigües où m ≥ 1 et n > 1 (et inversement).
Ces bandes permettent de reconstruire plus d'une hypothèse.
Cas des bandes vides. La partie radio-opaque du micro-guide est généralement entièrement incluse
dans le champ du détecteur. Ainsi, en absence d'erreurs de segmentation, le faisceau de lignes épipolaires
noté Bguide qui enserre la partie radio-opaque du micro-guide dans l'image est entouré de deux bandes
vides. D'autres bandes vides peuvent apparaître en pratique lorsque la segmentation ou bien la calibration
comportent des erreurs. L'impact de ces bandes vides dépend de leur localisation. Celles ci-peuvent en
eet apparaître à l'extérieur, en bordure ou à l'intérieur du faisceau épipolaire Bguide. Ces deux derniers
cas ont un impact sur la reconstruction et peuvent être le résultat :
• D'une erreur de calibration : le faisceau Bguide dans une vue est décalé dans l'autre vue ce qui
génère des bandes vides aux points de tangence épipolaire et aux extrémités.
• D'une sur ou sous-segmentation d'une extrémité ou d'une partie tangente du micro-outil.
• De portions non segmentées du micro-outil.
Les parties du micro-outil incluses dans une bande vide ne sont pas reconstruites. Une bande vide
peut aecter le corps du micro-outil et/ou son extrémité distale. Dans le premier cas, la partie manquante
est une courbe simple qui se connecte de part et d'autre à deux fragments 3D du support reconstruit.
Dans le deuxième cas, il s'agit d'étendre le support reconstruit pour récupérer la partie manquante.
Cas des bandes non-ambigües. En absence d'erreurs de segmentation, le fragment de courbe 3D
reconstruit à partir d'une bande non-ambigüe appartient au support de la courbe 3D recherchée. En cas
d'erreurs, ceci reste vrai la plupart du temps. En eet, pour qu'un fragment de courbe 3D reconstruit
à partir d'une bande non-ambigüe soit erroné, il faudrait que l'une des deux situations suivantes sur-
viennent :
• Les deux fragments observés au sein de la bande non-ambiguë correspondent à des fausses détec-
tions. Le bruit n'étant pas corrélé entre les deux images, cette situation reste assez rare.
• L'un des deux fragments seulement correspond à une fausse détection. Cela implique qu'un fragment
du guide n'a pas été segmenté dans la bande qui contient la fausse détection.
Sur une base composée de 87 paires d'images provenant de deux patients diérents (patients 3 et 4 Sec.
2.4.2.2 du chapitre 2 sur la segmentation), nous avons observé que 98.9% des fragments 2D non-ambigus
sont situés en moyenne à une distance inférieure à 5 pixels de la vérité terrain dans l'image. Au regard de
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cette statistique, nous postulons qu'une hypothèse formée à partir d'une bande épipolaire non-ambigüe
est une hypothèse able. Ainsi un fragment 3D non-ambigu est un fragment qui fait très probablement
partie du support recherché et sur lequel on peut s'appuyer.
Cas des bandes ambigües. La reconstruction des fragments 3D appartenant au support de la courbe
3D recherchée n'est pas directe au sein d'une bande ambigüe. Une bande peut être ambigüe soit parce
qu'elle intersecte plusieurs portions distinctes de la courbe dans l'image, soit parce qu'une fausse détection
apparaît au sein du faisceau de lignes épipolaires qui enserre la courbe dans l'image. Concernant le
premier cas, nous avons constaté sur un échantillon de 2289 courbes 3D de 2cm, simulées à partir de
lignes centrales d'artères cérébrales (voir plus bas Sec. 4.3.1), qu'environ 60% d'entre elles génèrent un
couple de projections contenant au moins une bande ambigüe. Ces deux phénomènes ne sont donc pas
rares et peuvent représenter une proportion non-négligeable de la longueur de la courbe 3D à reconstruire.
La reconstruction au sein des bandes ambigües est un problème que nous allons par conséquent traiter
spéciquement.
4.2.2 Vue d'ensemble de la méthode de reconstruction
Nous commençons par aborder le problème de manière purement géométrique en considérant une
unique courbe 3D simple et régulière dont deux projections sont parfaitement connues. À l'issue du
découpage des projections en bandes épipolaires, nous disposons d'un ensemble de fragments de courbe
3D dits non-ambigus issu des bandes non-ambigües et d'un ensemble de fragments de courbe 3D dits
ambigus issus des bandes ambigües.
Notre stratégie consiste à exploiter les fragments de courbe 3D non-ambigus pour décomposer le pro-
blème de reconstruire la courbe 3D globale en plusieurs sous-problèmes indépendants où il est question
pour chaque sous-problème de reconstruire une portion particulière de la courbe 3D globale. Le support
associé à une telle portion de courbe est composé d'un ou plusieurs fragments de courbe 3D. Il présente
les mêmes propriétés de régularité que la courbe 3D globale. Une telle stratégie est possible car il n'y a
qu'une seule courbe à reconstruire.
Prenons l'exemple de la Figure 4.5. Il y a deux fragments de courbe 3D non-ambigus surlignés en
jaune sur la Figure 4.5(b) (issus des fragments 2D jaune sur la Figure 4.5(a)) et deux portions de courbe
3D restantes à déterminer. Ces portions se projettent sur deux bandes ambigües diérentes, de caracté-
ristique respective [3, 3] et [2, 2], séparées par une bande non-ambigüe. Chacune de ces bandes permet de
reconstruire respectivement 9 et 4 fragments de courbe 3D. L'enjeu de la reconstruction est de sélection-
ner le sous-ensemble de fragments qui forme le support de la portion de courbe recherchée.
De manière générale, la restriction de la courbe 3D au niveau d'une bande ambigüe sera une unique
portion connexe de la courbe 3D si cette bande est adjacente à des bandes vides ou non-ambigües. Ce
n'est pas le cas si une bande adjacente est également ambigüe (voir plus loin l'exemple de la Figure 4.8).
On regroupe alors les bandes ambigües adjacentes en un groupe ambigu. Un tel groupe est alors
nécessairement adjacent à des bandes vides ou non-ambigües. De même que pour les bandes ambigües
précédentes - que l'on peut voir à présent comme des groupes ambigus composés d'une seule bande - la
restriction de la courbe 3D à un groupe ambigu sera une unique portion connexe de courbe.
Indépendance des groupes ambigus Dans la mesure où il n'y a qu'une seule courbe à reconstruire,
deux groupes ambigus qui se suivent dans l'image sont nécessairement séparés par une bande non-ambigüe.
Le fragment non-ambigu étant considéré comme able, il appartient au support recherché et s'insère
nécessairement entre les deux portions de courbe issus des groupes ambigus. Il en découle que deux
fragments de courbe 3D issus de groupes diérents ne se connectent pas en 3D. La reconstruction d'une
portion de courbe à partir d'un groupe ambigu n'a ainsi pas d'inuence sur la reconstruction d'une portion
de courbe associée à un autre groupe ambigu. Le problème de reconstruction associé à chaque groupe
ambigu peut donc être traité de manière indépendante.
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(a) Découpage en bande épipolaires (b) Hypothèses de correspondances
= fragments de courbe 3D
Figure 4.5  (a) Résultat du découpage épipolaire de deux projections d'une courbe hélicoïdale 3D. Il y a là deux groupes
ambigus composés chacun d'une unique bande ambigüe (la bande de caractéristique [2, 2] et la bande de caractéristique
[3, 3]) et séparés par une bande non-ambigüe. Le groupe ambigu du bas contenant la boucle est entouré par deux bandes
non-ambigües. (b) Ensemble des hypothèses ici représentées avec un type de trait (pointillés, pointillés long et plein) et
une couleur qui est cohérente avec les couleurs et types de trait de leurs fragments 2D respectifs. Les deux encadrés blancs
contiennent respectivement les hypothèses formées à partir d'un groupe ambigu distinct.
Reconstruction au sein d'un groupe ambigu On distingue trois congurations possibles :
1. Un groupe ambigu est adjacent à deux bandes non-ambigües :
Dans cette conguration, le support recherché est celui d'une courbe 3D qui permet de relier les
deux fragments non-ambigus adjacents. C'est le cas du groupe ambigu composé de la bande de
caractéristique [3 : 3] sur l'exemple de la Figure 4.5(a).
2. Un groupe ambigu est adjacent à une seule bande non-ambigüe :
Dans cette conguration, le support recherché est celui d'une courbe 3D qui se connecte au fragment
non-ambigu adjacent au groupe ambigu. Un tel groupe est situé en bordure de faisceau et contient
nécessairement une des deux extrémités de la courbe 3D globale. C'est le cas du groupe ambigu
composé de la bande de caractéristique [2 : 2] sur l'exemple de la Figure 4.5(a).
3. Un groupe ambigu recouvre le faisceau épipolaire qui enserre la segmentation :
Dans cette conguration, le support recherché est celui de la courbe 3D globale. Contrairement aux
deux congurations précédentes, aucun fragment non-ambigu ne permet de contraindre le problème.
Cette conguration est assez rare en pratique.
An d'être en mesure de reconstruire la portion de courbe associée à un groupe ambigu quelle que
soit sa conguration, nous commençons par générer un ensemble de supports candidats à partir des
hypothèses de correspondance issues de ce groupe. Un unique support candidat par groupe ambigu est
ensuite sélectionné de manière à reconstituer le support d'une courbe 3D globale lisse par concaténation
des résultats de reconstruction au sein des autres groupes ambigus et non-ambigus.
Générer des supports candidats à partir des fragments 3D issus d'un groupe ambigu est un problème
à forte combinatoire qui rend une approche exhaustive par dénombrement rédhibitoire (nous en mon-
trons la complexité en Sec. 4.2.5.1). Pour mieux comprendre la nature du problème de reconstruction au
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sein d'un groupe ambigu et cerner les contraintes à mettre en ÷uvre pour générer un nombre limité de
supports candidats et les évaluer, nous faisons les quatre observations suivantes :
• Une contrainte de régularité seule n'est pas susante pour reconstruire le support d'une portion
ambigüe. En reprenant l'exemple de la Figure 4.5, on constate qu'à partir des hypothèses 3D issues
du groupe ambigu composé de la bande [3, 3] il est possible de former des supports lisses avec des
sous-ensembles d'hypothèses diérents. Nous en montrons trois sur la Figure 4.6.
• Tous les supports lisses n'ont pas la même capacité à recouvrir la segmentation en projection. En
eet, un support mobilise un sous-ensemble de fragments 3D tel que soit une partie, soit tous les
fragments 2D sont utilisés. Le recouvrement peut donc être partiel ou complet et comprendre des
superpositions dès lors qu'un même fragment 2D est utilisé plusieurs fois. On observe ainsi pour le
support de la Figure 4.6(a) qu'il recouvre complètement la segmentation dans les deux projections
mais que plusieurs fragments 3D distincts se reprojettent sur un même fragment 2D (fragments de
couleur ou style identiques). Au contraire, le support de la Figure 4.6(b) ne recouvre que partielle-
ment la segmentation. En revanche, le support de la Figure 4.6(c) qui correspond au support de la
courbe recherchée est celui qui tout en minimisant le nombre de superpositions en projection permet
de recouvrir entièrement la segmentation. Dans notre contexte, il est également peu probable qu'un
fragment de courbe 2D se superpose à un autre dans la mesure où il n'y a pas d'occultation en
imagerie rayons X.
• Pour former le support, nous cherchons à connecter les fragments dont les extrémités sont proches.
Mais il est également important de tenir compte de la direction des fragments dans le critère de
régularité. Il peut en eet exister plusieurs supports diérents qui minimisent le nombre de superpo-
sitions en projection (nous en montrons trois autres sur la Figure 4.7). On remarque alors qu'entre
le support de la Figure 4.6(c) et le support de la Figure 4.7(c), c'est la continuité des directions qui
sera le facteur discriminant.
• L'ensemble des critères précédents peut cependant ne pas sure. On peut en eet constater avec
le deuxième groupe ambigu de l'exemple de la Figure 4.5 (i.e. celui associé à la bande [2, 2]) qu'il
est possible de former deux supports diérents qui sont lisses et recouvrent entièrement la segmen-
tation sans superposition. Il est donc nécessaire d'introduire des contraintes supplémentaires pour
discriminer une solution sans vue supplémentaire. Disposer d'au moins un fragment de courbe 3D
issu d'une bande non-ambigüe adjacente permet de sélectionner le support lisse qui se connecte le
mieux au(x) fragment(s) de courbe non-ambigu(s).
An de limiter la combinatoire, nous chercherons d'abord à extraire, au niveau de chaque groupe, des
support candidats qui (1) minimisent le nombre de fragments 3D qui se superposent en projection (2)
contiennent le plus grand nombre de fragments sous la condition (1) an qu'un support candidat recouvre
au mieux la segmentation en projection. Les trois supports donnés dans l'exemple de la Figure 4.7 sont
des supports candidats pour lesquels le nombre de fragments 3D qui se superposent en projection est nul
(condition (1)) et le nombre de fragments 3D qui les composent (ici égal à 3) est maximal (condition (2)).
La sélection d'un support parmi l'ensemble des supports candidats ainsi générés repose sur un critère
géométrique permettant d'évaluer la régularité de la courbe 3D sous-jacente. Ce critère tient compte de
la distance et de l'alignement des extrémités des fragments connectés dans le support et prend également
en compte la connexion aux fragments non-ambigus adjacents. Le support de la courbe globale résulte de
la concaténation des fragments non-ambigus aux supports sélectionnés dans chacun des groupes ambigus.
Une courbe 3D lisse doit pouvoir y passer.
Pour résoudre ce problème d'optimisation combinatoire, nous adoptons une représentation par graphe
comme cela est parfois le cas dans un problème de stéréovision. Pour satisfaire la condition (1), nous avons
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(a) (b) (c)
Figure 4.6  Les fragments 3D de même couleur ou bien de même style (pointillés, tirets ou trait plein) se superposent en
projection dans l'une des deux vues (revoir Figure 4.5(a)) L'ensemble des fragments 3D colorés forment un support lisse
qui (a) recouvre entièrement les deux projections mais plusieurs fragments 3D se reprojettent sur les mêmes fragments 2D
(b) ne recouvre pas entièrement les deux projections et les deux fragments 3D verts se reprojettent sur le même fragment
2D (c) recouvre entièrement les deux projections sans superposition. Le support (c) correspond au support de la courbe
recherchée.
(a) (b) (c)
Figure 4.7  Exemple de supports (i.e. les fragments 3D colorés) pour lesquels aucun fragment 3D ne se superpose à un
autre en projection et qui recouvrent entièrement la segmentation. On peut remarquer que le support (c) se distingue du
support de la Figure 4.6(c) seulement par la continuité des directions aux points de connexion entre les fragments.
considéré dans un premier temps une contrainte d'unicité d'appariement. Des superpositions pouvant tout
de même exister, nous avons envisagé dans une variante de notre algorithme la possibilité d'admettre des
superpositions dans certaines conditions que nous expliciterons dans la section suivante.
Exemple de reconstruction stéréoscopique d'une courbe avec notre méthode L'exemple de
la Figure 4.8 illustre le cas d'une courbe 3D simulée dont le support est reconstruit à partir de deux pro-
jections (Figure 4.8(a)). On montre sur cette gure au sein d'un même encadré rouge les caractéristiques
des bandes épipolaires adjacentes qui appartiennent à un même groupe ambigu.
La Figure 4.8(b) montre l'ensemble des hypothèses reconstruites sous la forme de fragments de courbe
3D ainsi que la courbe 3D de référence tracée en blanc. On peut observer sur la Figure 4.8(c) que le
support reconstruit (points 3D bleu) ne couvre pas la totalité de la courbe 3D de référence. Les parties
de la courbe non reconstruites correspondent ici aux parties inscrites dans un plan épipolaire (bandes
épipolaires blanches dans la Figure 4.8(a), voir aussi le cas des petites bandes en Sec. 4.2.1.2). Nous
interpolons ces parties en eectuant une approximation B-spline globale du support reconstruit (courbe
lisse jaune).
4.2.3 Construction du graphe des hypothèses
La recherche du support de la courbe 3D correspondant à la reconstruction du micro-outil est assimilée

















Figure 4.8  (a) Projections frontale et latérale d'une même courbe 3D. Le découpage en bandes épipolaires est eectué avec
ε = 1. (b) Ensemble des hypothèses reconstruites. Chaque fragment de courbe 3D d'une couleur représente une hypothèse
(numérotée) diérente. Le trait n blanc correspond à la courbe 3D simulée initiale. (c) Reconstruction 3D du support de
la courbe (points 3D bleus) avec l'approximation B-spline correspondante (courbe jaune). Les hypothèses 3D rejetées sont
en rouge.
• Un ensemble de sommets où chaque sommet représente une hypothèse (i.e. un fragment de courbe
3D)
• Un ensemble d'arêtes où chaque arête qui relie deux sommets représente une connexion possible
entre deux fragments de courbe 3D.
• Un ensemble de poids aectés aux arêtes du graphe permettant d'évaluer la qualité d'une connexion
entre deux fragments de courbe 3D.
Dans la mesure où un micro-guide se déplace dans une artère celui-ci ne peut pas se tordre pour reve-
nir sur lui-même. Par conséquent, on dénit un support possible pour la courbe 3D comme un chemin du
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Figure 4.9  (a) Résultats du découpage en bandes épipolaires où les fragments de courbe de même couleur sont des
fragments qui se correspondent au sein des 3 bandes A,B,C. Les petites bandes où les lignes epipolaires sont tangentes à
la courbe ne sont pas considérées. (b) Le graphe des hypothèses après élagage des arêtes. L'ensemble des hypothèses issues
d'un même groupe ambigu (encadré rouge) peuvent se connecter au fragment 3D non-ambigu BB'. (c) Les 4 sous-ensembles
d'hypothèses compatibles qui permettent de composer un support de recouvrement maximal. (d) Le support de la courbe
3D recherchée.
graphe qui ne visite pas plus d'une fois un même sommet. Un support peut alors être évalué en sommant
les poids le long du chemin correspondant. La taille d'un support correspond au nombre de fragments
qu'il contient (ou de manière équivalente à la longueur du chemin correspondant dans le graphe). Deux
chemins du graphe donnant lieu à deux séquences symétriques (e.g {A,B,C} et {C,B,A}) dénissent
deux supports équivalents qui représentent la même courbe 3D mais avec un sens de parcours opposé.
Dans cette approche combinatoire, la diculté est de générer, évaluer et comparer des supports en
un temps raisonnable ce qui nécessite de faire des hypothèses simplicatrices. Notre démarche consiste
donc à réduire autant que possible le nombre de supports qui peuvent être extraits du graphe. Pour cela
il faut soit réduire le nombre de sommets soit réduire le nombre d'arêtes dans le graphe. Les contraintes
classiques de disparité en intensité, en position ou encore en orientation n'étant pas applicables, aucun
appariement ne peut être rejeté a priori. Simplement, nous verrons que les petits fragments 3D ont peu
d'impact sur le résultat nal. Nous appliquons donc un seuil sur la longueur des fragments 3D (Sec.
4.2.3.4). Mais pour l'essentiel, notre travail porte sur la mise en ÷uvre de contraintes qui permettent
de limiter le nombre d'arêtes dans le graphe. Pour ce qui suit, on pourra se référer au cas d'école de la
Figure 4.9 qui illustre un découpage en bande épipolaire (Figure 4.9(a)) et le graphe de correspondance
associé (Figure 4.9(b)).
Nous faisons appel à trois contraintes pour construire les arêtes du graphe :
(1) Connexions inter-groupes :
Les fragments 3D non-ambigus sont nécessairement inclus dans le support de la courbe 3D recher-
chée. Par continuité gurale et dénition d'un groupe ambigu, il est donc obligatoire pour passer
d'un groupe ambigu à l'autre de transiter par le fragment de courbe non-ambigu qui les sépare.
On ne trace donc aucune arête entre deux sommets associés à des hypothèses de correspondance
issues de groupes ambigus diérents.
(2) Connexions inter-bandes au sein d'un groupe ambigu :
Dans le cas d'une segmentation parfaite, tout fragment de courbe 3D se connecte par continuité
gurale soit à un fragment issu de la même bande, soit à un fragment issu d'une bande adjacente. En
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pratique, le bruit peut se traduire par la présence de trous dans la segmentation. Nous autorisons
donc qu'au sein d'un même groupe, deux fragments 3D issus de bandes épipolaires non-adjacentes
puissent se connecter. On trace donc une arête entre deux sommets associés à des hypothèses de
correspondance issues de bandes ambigües diérentes mais qui appartiennent au même groupe
ambigu.
On tient compte de la connexion avec un fragment non-ambigu adjacent au groupe ambigu consi-
déré en autorisant ce fragment à se connecter à tous les fragments contenus dans le groupe ambigu
adjacent.
(3) Connexions intra-bande :
Interdire les superpositions en projection, à savoir que deux fragments 3D ne peuvent se reprojeter
sur un même fragment 2D, s'exprime par une contrainte d'unicité d'appariement (voir Sec. 4.2.3.1).
Ainsi, deux hypothèses de correspondance issues d'un même fragment 2D sont dites incompatibles
et aucune arête ne relie deux sommets incompatibles.
Nous envisageons dans la suite une variante de l'algorithme où la contrainte d'unicité d'appariement
est relâchée pour tenir compte de l'existence (rare) de superpositions.
Tout chemin de longueur maximale (i.e. qui ne peut être inclus dans un autre) dans le graphe G ainsi
construit est alors un support admissible par construction du graphe. Ces chemins passent nécessairement
par tous les fragments 3D non-ambigus (voir Figure 4.9(c)).
Remarque : Comme nous l'avons déjà mentionné en Sec. 4.2.1.3, des bandes vides peuvent apparaître
en présence de bruit. On considère alors que deux bandes ambigües séparées par une bande vide sont
adjacentes et appartiennent au même groupe. De même, deux bandes non-ambigües séparées par une
bande vide sont considérées adjacentes et sont donc reliées de manière à former un groupe non-ambigu.
4.2.3.1 Prise en compte de la contrainte d'unicité d'appariement
Deux hypothèses issues de bandes épipolaires diérentes vérient nécessairement la contrainte d'unicité
d'appariement et sont donc toujours compatibles. Le problème d'unicité d'appariement des fragments
2D ne se pose donc qu'entre des hypothèses ayant été formées à partir d'une même bande, et plus
particulièrement entre des hypothèses issues de bandes ambigües.
L'algorithme issu de cette application stricte de la contrainte d'unicité est notée version 1 dans ce qui
suit.
L'exemple de la Figure 4.10 illustre le cas particulier d'une bande épipolaire ambigüe de caractéristique
[3, 2] (Figure 4.10(a)) dont l'ensemble des hypothèses est listé sur la Figure 4.10(b). Avec la version 1 de
l'algorithme, on obtient un graphe dont la matrice d'adjacence 14 est représentée sur la Figure 4.10(c).
Nous montrons sur la Figure 4.10(d) tous les sous-ensembles d'hypothèses compatibles qui peuvent
être formés au sein de cette bande. On constate alors qu'un tel sous-ensemble ne peut recouvrir au plus
que 2 fragments dans chaque vue, laissant ainsi 1 fragment non reconstruit dans la vue 1. On peut gé-
néraliser cela à une bande épipolaire ambigüe de caractéristique [m,n]. Tout sous-ensemble d'hypothèses
compatibles ne peut alors recouvrir au plus que min (m,n) fragments 2D en projection, laissant ainsi
|m− n| fragments non reconstruits dans la vue contenant max (m,n) fragments. Cela implique que :
• Si la courbe 3D se superpose en projection (voir l'exemple de la Figure 4.10(g)), la version 1 de
la méthode ne reconstruira qu'un seul fragment par zone de superposition. Des fragments dont la
taille dépend de l'ampleur de la superposition seront donc manquants dans le support.
14. On rappelle que deux sommets Si et Sj sont reliés par une arête lorsque l'entrée [i, j] (et [j, i], la matrice d'adjacence
correspondant à un graphe non-orienté étant symétrique) a pour valeur 1.
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• S'il existe |m−n| fragments erronés dans la vue contenant max (m,n) fragments et aucun fragment
erroné dans l'autre vue (voir l'exemple de la Figure 4.10(h)), la version 1 génère des sous-ensembles
d'hypothèses compatibles qui excluent tous les fragments erronés (e.g. les sous-ensembles {S3, S5}
et {S2, S6} pour cet exemple).
4.2.3.2 Relâchement de la contrainte d'unicité d'appariement
Lorsqu'il existe des superpositions, il peut être avantageux de relâcher la contrainte d'unicité et d'au-
toriser certains fragments de courbe 2D à avoir une multiplicité supérieure à 1. L'existence d'une super-
position se traduit généralement par une caractéristique de la bande ambigüe telle que m 6= n. Il serait
donc légitime de relâcher la contrainte d'unicité dans de telles bandes pour préserver dans le support
certains fragments 3D qui se superposent en projection et non à chaque fois un seul d'entre eux.
Nous tenons compte ainsi des éventuelles superpositions présentes au sein d'une paire de bandes épi-
polaires conjuguées en faisant les suppositions suivantes :
• Une paire de bandes ambigües telle quem = n ne contient pas de superposition. La multiplicité d'un
fragment dans chacune des deux bandes vaut exactement 1, ce qui revient à appliquer la contrainte
d'unicité.
• Une paire de bandes ambigües telle que m 6= n peut contenir une ou plusieurs superpositions et :
• La ou les superpositions ont lieu uniquement dans la bande ambigüe contenant le plus petit
nombre de fragments (i.e. min(m,n)). On ne gère donc pas les cas où des superpositions ont
lieu dans la bande ambigüe contenant le plus grand nombre de segments (i.e. max(m,n)).
• Il existe exactement |m− n| superpositions dans cette bande.
Ainsi, la multiplicité maximale pour un fragment dans la bande contenant la ou les superpositions
vaut kmax = |m− n|+ 1 et la multiplicité des fragments dans la bande conjuguée vaut 1.
En résumé, la contrainte d'unicité est appliquée uniquement dans les bandes ambigües où m = n et
est relâchée de la manière décrite ci-dessus dans les bandes où m 6= n. L'algorithme qui résulte de cette
application relâchée de la contrainte d'unicité est notée version 2 dans ce qui suit. Cette version tient
compte des éventuelles superpositions dans l'image au prix d'une combinatoire plus élevée.
Remarque 1 : Il est dicile en pratique d'imposer une multiplicité maximale à la construction du
graphe. On se contente donc de construire un graphe où, dès lors qu'un fragment 2D est autorisé à être
apparié plus d'une fois, toutes les hypothèses formées à partir de ce fragment deviennent compatibles.
Comme il y en a max(m,n), c'est la condition kmax = max(m,n) que nous avons implémentés. Dans
l'exemple de la Figure 4.10, le graphe associé à une bande de caractéristique [3, 2] construit à partir
de la version 2 de l'algorithme y est représenté par sa matrice d'adjacence Figure 4.10(e). Tous les
chemins de longueur maximale de ce graphe sont listés sur la Figure 4.10(f) où ceux qui ne vérient pas
kmax = |3− 2|+ 1 = 2 mais kmax = max(3, 2) sont surlignés en gris.
Remarque 2 : Avec cette version de l'algorithme, s'il existe un fragment 2D erroné dans la vue conte-
nant max (m,n) fragments (voir l'exemple de la Figure 4.10(g)), tout support correspondant à un chemin
de longueur maximale dans le graphe contiendra au moins un fragment 3D qui se reprojette sur ce
fragment erroné. Cette version est donc très sensible à la présence de faux positifs dans la segmentation.
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VUE 1 VUE 2
𝒎 = 𝟑 𝒏 = 𝟐
𝑨𝟏 𝑩𝟏 𝑪𝟏 𝑨𝟐 𝑩𝟐
(a)
Sommets
S1 : A2 ↔ A1
S2 : A2 ↔ B1
S3 : A2 ↔ C1
S4 : B2 ↔ A1
S5 : B2 ↔ B1
S6 : B2 ↔ C1
(b)
1 2 3 4 5 6




2 𝑨𝟐𝑩𝟏 1 0 1
3 𝑨𝟐𝑪𝟏 1 1 0
4 𝑩𝟐𝑨𝟏 0 1 1
05 𝑩𝟐𝑩𝟏 1 0 1














1 2 3 4 5 6
𝑨𝟐𝑨𝟏 𝑨𝟐𝑩𝟏 𝑨𝟐𝑪𝟏 𝑩𝟐𝑨𝟏 𝑩𝟐𝑩𝟏 𝑩𝟐𝑪𝟏
1 𝑨𝟐𝑨𝟏 0 1 1 0 1 1
2 𝑨𝟐𝑩𝟏 1 0 1 1 0 1
3 𝑨𝟐𝑪𝟏 1 1 0 1 1 0
4 𝑩𝟐𝑨𝟏 0 1 1 0 1 1
5 𝑩𝟐𝑩𝟏 1 0 1 1 0 1







S1 , S2 , S6 S1 , S2 , S3
S4 , S2 , S3 S4 , S5 , S6
S4 , S3 , S5
S2 , S6 , S4
S3 , S5 , S1
S1 , S5 , S6
(f)
(g) (h)
Figure 4.10  Comparaison des versions (1) et (2) de l'algorithme dans le cas d'une bande épipolaire de caractéristique [3, 2].
(a) Ensemble des fragments 2D. (b) Ensemble des hypothèses de correspondance. (c) Matrice d'adjacence correspondant à
la version (1) de l'algorithme. (d) Liste des cliques maximales pour la version (1). (e) Matrice d'adjacence correspondant
à la version (2) de l'algorithme. (f) Liste des cliques maximales pour la version (2). Les cliques maximales pour lesquelles
la condition kmax = |m− n|+ 1 n'est pas respectée sont surlignées en gris. (g) Exemple de deux projections d'une courbe
3D dont l'une comporte une superposition (bande rouge de caractéristique [3, 2]). (h) Exemple de deux projections d'une
courbe 3D sans superpositions mais où le fragment A1 est une fausse détection (bande rouge de caractéristique [3, 2]). Les
bons appariements sont surlignés en violet pour le cas (g) et en bleu pour le cas (g). Dans le cas (g) il manque une hypothèse
si la version (1) est utilisée. Dans le cas (g) il y a une hypothèse erronée en trop si la version (2) est utilisée.
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4.2.3.3 Pondération des arêtes du graphe
Chaque fragment 3D peut se parcourir dans deux sens. An de pouvoir tenir compte de l'orientation
des fragments 3D, on produit deux versions d'un fragment 3D pour chaque sommet du graphe. Chacune
de ces deux versions est dotée d'une extrémité entrante diérente. Cela nous permet de représenter expli-
citement les 4 connexions possibles entre deux fragments dans le graphe comme l'illustre le schéma de la
Figure 4.11. Cependant, au lieu de multiplier les sommets et les arêtes (orientées), nous avons choisi de
ne pas modier la topologie du graphe initial mais plutôt de représenter le poids de chaque arête reliant







Figure 4.11  Dans le graphe de correspondance, deux sommets Si et Sj représentent chacun une hypothèse et sont
connectés par une arête si les deux hypothèses sont compatibles (droite). Un fragment de courbe a deux orientations
possibles ce qui donne lieu à 4 manières diérentes de connecter deux fragments de courbe (gauche). Le vecteur wij contient
les 4 coecients de pondération associés à chacune des 4 connexions possibles entre deux fragments.
On considère la position et la direction de chacune des deux extrémités d'un fragment de courbe 3D
pour mesurer la qualité de connexion entre deux fragments. On modélise alors la connexion entre deux
fragments 3D Si et Sj par un segment de droite qui relie deux extrémités comme le montre la Figure 4.12.
Les vecteurs −→v i et −→v j correspondent aux vecteurs de direction estimés aux deux extrémités considérées.
Les angles βi et βj sont dénis tels que :
βi = arccos
−→v i.−→u i
||−→v i|| × ||−→u i||
∈ [0, π] (4.1)
βj = arccos
−→v j .−→u j
||−→v j || × ||−→u j ||
∈ [0, π] (4.2)







Figure 4.12  Éléments de calcul du coût de connexion entre deux fragments 3D.
On note dij est la distance entre ces extrémités. On calcule alors chaque composante k du poids d'une




wijk = αf(dijk) + (1− α)g(βik , βjk) , α ∈ [0, 1] (4.3)
f(d) = 1− exp(−d
2
2σ2




(1− cos (max (β1, β2))) (4.5)
La fonction f de l'Eq. 4.4, normalisée entre 0 (d = 0, les fragments se touchent) et 1 (i.e. d = ∞)
pénalise les discontinuités. Le paramètre σ agit comme un seuil à partir duquel on considère qu'il y a
discontinuité entre deux fragments. La valeur minimale pour σ reste donc bornée par la résolution des
images. Des discontinuités peuvent cependant avoir été introduites dans le support recherché soit par
l'élimination des bandes de petites largeurs soit par la présence de trous dans la segmentation. Il est donc
important de choisir une valeur de σ susamment grande pour pouvoir tenir compte de ces phénomènes.
La fonction g de l'Eq. 4.5, normalisée entre 0 (β1 = β2 = 0) et 1 (β1 ou β2 = π) pénalise les change-
ments de direction et donc les fortes courbures. Un critère similaire est utilisé par [Dedieu and Favardin,
1994] pour résoudre le problème d'ordonnancement de points le long d'une courbe paramétrée. Un critère
plus sophistiqué a été proposé dans [Li and Zucker, 2006] basé sur une approximation de Frenet de la
courbe en un point 3D. Cette approximation est établie à partir des caractéristiques diérentielles 2D ce
qui suppose de pouvoir estimer le plan osculateur. Celui-ci ne peut cependant être déterminé de manière
unique lorsque la tangente 3D est inscrite dans le plan épipolaire. Cela est problématique dans notre cas
car le découpage épipolaire fait que certains des fragments de courbe obtenus ont une extrémité dont la
tangente est presque confondue avec la ligne l'épipolaire passant par cette extrémité. Dans [Lee, 2000],
une approximation quadratique est obtenue un projetant les points 3D d'un voisinage sur le plan de
régression, ce qui suppose que la courbe 3D approximée admet localement un plan osculateur.
An d'être plus robuste aux diérentes sources d'erreurs, la position 3D d'une extrémité est dénie
comme la position moyenne des points 3D pris sur un morceau du fragment de longueur constante
contenant l'extrémité. Le vecteur 3D de direction est obtenu par régression linéaire sur ce même morceau.
En pratique, nous avons xé cette longueur à 2 voxels.
4.2.3.4 Prise en compte de la longueur des fragments de courbe 3D
De la même manière que nous avons considéré précédemment le rejet d'une bande épipolaire lorsque
celle-ci est composée d'une unique ligne épipolaire, nous considérons à présent également le rejet d'une
bande épipolaire sur la base de la longueur des fragments de courbe 3D qu'elle génère. En eet, une bande
épipolaire produisant des fragments de courbe 3D trop petits a une erreur de reconstruction plus forte et
l'estimation de la position et de la direction y est potentiellement peu able (et donc le poids des arêtes).
Le rejet de bandes épipolaires présente également l'avantage de réduire la combinatoire du problème en
réduisant le nombre de sommets du graphe. Dans notre implémentation les bandes épipolaires produisant
uniquement des fragments 3D d'une longueur inférieure de 2 voxels sont ainsi considérées comme des
bandes vides. Nous verrons en Sec. 4.3 sur des simulations que cette longueur ore un bon compromis
entre réduction de la combinatoire et l'erreur de reconstruction qu'elle engendre sur le support global
reconstruit.
4.2.4 Recherche d'un support de la courbe 3D dans un graphe
Il s'agit à présent de chercher le meilleur support de la courbe 3D au sein du graphe G. Nous procédons
alors en trois étapes :
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1. Pour chaque groupe ambigu d'indice g, on extrait tous les sous-ensembles d'hypothèses compatibles
de taille maximale. Soit Ag le sous-graphe de G qui regroupe les fragments pouvant être recons-
truits au niveau du groupe. Cela revient à chercher tous les sous-graphes complets 15 de cardinalité
maximale dans Ag. De tels sous-graphes sont des cliques maximales de Ag. Nous verrons que cette
recherche des cliques maximales peut être menée en parallèle au niveau de chacune des bandes
épipolaires qui composent le groupe ambigu.
2. Pour chaque sous-ensemble extrait en 1., on ordonne et on oriente les hypothèses de manière à
former le support d'une courbe 3D lisse. Cela revient à chercher le plus court chemin hamiltonien
dans la clique maximale correspondante. Ce chemin visite tous les sommets de la clique maximale
de sorte que la somme des poids sur les arêtes le long du chemin est minimale.
3. Pour chaque groupe ambigu, nous disposons d'un ensemble de courbes 3D candidates (i.e. une par
clique maximale). Il s'agit alors de sélectionner pour chaque groupe ambigu, la courbe candidate qui
forme une portion de la courbe 3D recherchée. Pour cela nous considérons la qualité de la connexion
avec les fragments 3D issus des bandes épipolaires non-ambigües adjacentes au groupe ambigu.
Les étapes 1 et 2 sont eectuées en parallèle pour chaque groupe ambigu. L'étape 3 est globale au
graphe.
4.2.4.1 Extraction des sous-ensembles d'hypothèses compatibles
Lister toutes les cliques maximales d'un graphe est un problème standard de backtracking connu pour
être NP-dicile. Il a été montré dans [Moon and Moser, 1965] qu'il existe au plus 3n/3 cliques maximales
dans un graphe composé de n sommets. Il existe de nombreux algorithmes pour résoudre ce problème et
nous nous référons à [Bomze et al., 1999] pour une revue complète des diérentes méthodes. Parmi tous
les algorithmes proposés, celui de [Bron and Kerbosch, 1973] a été reconnu en pratique comme l'un des
plus ecaces [Johnston, 1976] et reste très populaire de par sa simplicité d'implémentation. L'algorithme
de Bron-Kerbosch s'appuie sur une méthode de résolution exacte de type séparation et évaluation (ou
Branch-and-Bound) pour énumérer récursivement toutes les cliques maximales d'un graphe non-orienté.
Un avantage important de cette méthode est qu'il n'y a besoin que de 12M(M+3) emplacements mémoire
pour contenir toutes les listes d'entiers, M étant la taille de la plus grande composante connexe dans le
graphe. Plus récemment, une modication de l'algorithme de Bron-Kerbosch a été proposé dans [Eppstein
and Strash, 2011] pour lister toutes les cliques maximales dans un graphe creux en temps quasi-optimal
en montrant que ce problème peut être paramétré par la dégénérescence du graphe qui est une mesure de
sa densité. Une revue accompagnée d'une étude extensive des performances d'un ensemble d'algorithmes
exacts proposés depuis les années 1990 jusqu'à 2012 a été eectuée récemment dans [Prosser, 2012]. Pour
notre application, nous avons utilisé la librairie Cliquer 1.21 [Niskanen and Östergård, 2003] pour ex-
traire toutes les cliques maximales du graphe. Cette librairie se base sur l'algorithme de [Östergård, 2002]
qui est de type Branch-and-Bound.
En pratique, il n'est pas nécessaire d'appliquer l'algorithme de recherche de cliques maximales au
groupe ambigu entier. En eet, un groupe peut être composé de plusieurs bandes épipolaires ambigües
mais l'incompatibilité entre deux hypothèses ne peut avoir lieu qu'au sein d'une même bande épipo-
laire. Ainsi, nous appliquons dans un premier temps l'algorithme de recherche de cliques maximales
indépendamment dans chaque sous-graphe regroupant les fragments 3D d'une bande épipolaire. On peut
alors recomposer une clique maximale du graphe Ag en sélectionnant une clique maximale par bande
du groupe. On retrouve ainsi la totalité des cliques maximales du graphe Ag en considérant toutes les
combinaisons possibles. Dans la mesure où le c÷ur de la recherche des cliques maximales est limité à une
bande épipolaire, la complexité associée à cette recherche reste limitée.
15. On rappelle que dans un graphe complet, tous les sommets sont adjacents.
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Remarque 2 : À l'échelle d'une bande de caractéristique [m,n] telle que m 6= n, toute clique maximale
d'un graphe construit avec la version 1 de l'algorithme n'est qu'une clique (i.e. pas maximale) dans un
graphe construit avec la version 2 de l'algorithme. On peut le constater sur l'exemple de la Figure 4.10
déjà présenté en Sec. 4.2.3.1 et 4.2.3.2. Ainsi, dès lors qu'il existe dans un groupe au moins une bande telle
que m 6= n, les deux versions de l'algorithme produiront une solution diérente : l'une avec superposition
l'autre sans.
4.2.4.2 Construction du support d'une courbe 3D lisse
Trouver le plus court chemin hamiltonien dans un graphe complet pondéré est un problème standard
qui s'apparente au problème du voyageur de commerce. La diculté du problème est que le voyageur
cherche à minimiser la longueur totale du trajet parcouru. Dans un graphe complet où chaque sommet
représente une ville et une arête reliant deux sommets est pondérée par la distance entre deux villes,
le trajet de distance minimum permettant de visiter exactement une fois chaque ville est un circuit
ou cycle hamiltonien du graphe. Dans un graphe complet non-orienté composé de n sommets, il existe
(n−1)!
2 circuits hamiltoniens. Parmi les méthodes exactes qui garantissent de trouver l'optimum on compte
l'approche naïve qui consiste à énumérer tous les trajets possibles avec une complexité O(n!). L'algorithme
de Held-Karp [Held and Karp, 1962] permet de trouver l'optimum du problème du voyageur de commerce
à l'aide d'une formulation par programmation dynamique dont la complexité est en O(n22n).
Il existe également plusieurs algorithmes sous-optimaux qui ne garantissent pas de trouver l'optimum
global mais qui en pratique s'avèrent ecaces. L'approche par plus proche voisin en est une. Elle consiste
à partir d'un sommet puis d'avancer de manière incrémentale en choisissant comme prochain sommet
celui qui, n'ayant pas encore été visité, lui est connecté avec l'arête de poids le plus faible. D'autres
algorithmes d'approximation existent. Ceux-ci ont été revus et comparés dans [Rosenkrantz et al., 2009].
Le nombre de cliques maximales extraites au sein d'une bande est généralement peu élevé. Le nombre
de cliques maximales associées au groupe ambigu entier peut être en revanche relativement élevé, tout
comme le nombre de sommets qui les composent (ces aspects combinatoires sont détaillés en Sec. 4.9).
Nous avons donc choisi d'adopter une stratégie de recherche approximative au plus proche voisin (PPV).
Il y a deux avantages à utiliser une telle approche. La première est bien sûr sa simplicité et sa rapidité.
La deuxième est le résultat intéressant que fournit une telle implémentation lorsque la clique maximale qui
contient le support de la courbe 3D recherchée contient également une ou plusieurs hypothèses erronées.
Ces hypothèses sont en général reliées aux autres sommets par des arêtes de poids élevé. L'approche PPV
aura ainsi tendance à reléguer la ou les hypothèses erronées en n de chemin plutôt que de chercher à les
intégrer au mieux dans le chemin comme chercherait à le faire une approche exacte. Un tel comportement
pourrait alors être exploité dans une stratégie d'élagage des sommets du graphe.
Dans notre implémentation, nous considérons que chaque sommet de la clique maximale est un point
de départ possible. Nous construisons donc autant de supports qu'il y a de sommets dans la clique
maximale. Chacun des supports ainsi formés possède un score qui est la somme des poids sur les arêtes.
Le poids des arêtes étant vectoriel, nous ne pouvons les comparer facilement. Nous avons donc adapté
l'algorithme PPV de la manière suivante.
Lorsqu'on sélectionne un sommet initial, le fragment 3D qu'il représente n'est pas orienté. Parmi les
arêtes reliées à ce sommet, on choisit celle ayant la composante de poids minimal (4 valeurs par arête).
Cette arête désigne le sommet suivant et sa composante de poids minimal oriente à la fois le fragment
initial et son suivant. Les fragments étant désormais orientés, la recherche de l'arête de composante de
poids minimal ne prendra en compte que les deux composantes compatibles avec l'orientation du fragment
courant. On considère ainsi récursivement deux valeurs de poids jusqu'à ce que tous les sommets de la
clique maximale aient été visités.
On sélectionne alors dans chaque clique maximale le support de score minimal comme le support
d'une courbe candidate pour le groupe ambigu.
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4.2.4.3 Reconstruction du support de la courbe 3D globale
Nous avons constitué pour chaque groupe ambigu un ensemble de supports candidats. Pour choisir un
unique support par groupe ambigu, nous tenons compte des bandes épipolaires non-ambigües adjacentes.
Pour cela, on commence par étendre chaque support candidat généré en le connectant de part et d'autre
au fragment 3D issu de la bande épipolaire non-ambigüe adjacente si elle existe. Chaque support candidat
peut se connecter par l'une ou l'autre de ses extrémités à l'un de ces fragments non-ambigu. Au contraire,
l'extrémité par laquelle le fragment non-ambigu se connecte au support candidat considéré est imposée
par le paramétrage épipolaire dans l'image. Il n'y a donc que deux manières possibles de connecter un
support candidat à un ou deux fragments 3D non-ambigus adjacents. On donne ainsi un nouveau score
à chaque support candidat en leur ajoutant le coût de connexion avec les autres fragments non-ambigus
adjacents. Nous sélectionnons alors dans chaque groupe le support qui minimise ce nouveau score. Il en
résulte ainsi un support de la courbe 3D globale.
4.2.5 Considérations combinatoires
Nous donnons ici un ordre de grandeur de l'impact que chaque hypothèse ou contrainte de notre
algorithme a sur la combinatoire (i.e. le nombre de solutions possibles). Pour cela, nous partons d'une
situation où tous les sommets sont rassemblés dans un graphe complet et appliquons successivement les
contraintes.
4.2.5.1 Combinatoire associée au problème non contraint
À partir d'un ensemble d'hypothèses H, il est possible de former des supports de taille 1 jusqu'à des
supports de taille Nh = card(H). Chercher un support de taille h avec 1 < h ≤ Nh revient à chercher
tous les arrangements possibles, soit un nombre AhNh =
Nh!
(Nh−h)! d'arrangements. Chaque arrangement
dénit ainsi un ordre de parcours des fragments de courbe 3D. Chaque fragment ayant deux orientations
possibles, on peut alors former 2h supports à partir d'un arrangement de h hypothèses. En retirant les
versions symétriques d'un support (parcourir une courbe dans un sens ou dans l'autre est équivalent) et
en autorisant toutes les tailles de support allant de 1 jusqu'à Nh, on peut alors former un nombre total






Le nombre de supports qu'il est possible de former peut donc très rapidement devenir élevé en fonction
du nombre d'hypothèses. Rien que pour l'exemple d'une conguration très classique de la Figure 4.5, 15
hypothèses 16 ont pu être générées ce qui représente un nombre total de supports qui est de l'ordre
de NS ∼ 1016. La plupart des supports ainsi listés sont néanmoins des supports très improbables tels
que ceux de petite taille et ceux de très grande taille. En eet sur l'exemple le support recherché est
seulement de taille 7 ce qui est presque moitié moins que le nombre d'hypothèses total. Néanmoins même
pour un support de taille 7 la combinatoire reste très élevée avec un nombre de supports possibles de
taille NS = A715 × 26 ∼ 109.
4.2.5.2 Impact des hypothèses ables sur la combinatoire
Les hypothèses ables permettent de séparer l'ensemble des hypothèses restantes enNG sous-ensembles
correspondant chacun à un groupe ambigu. Le nombre de support total correspond alors au produit du
nombre de supports pouvant être formés dans chaque groupe ambigu.
















où N (g)h correspond à la taille du groupe ambigu d'indice g.
Sur l'exemple de la Figure 4.5, il y a deux portions de courbe non-ambigües (les portions jaunes) et
deux portions de courbe ambigües qui s'étendent chacune sur une seule bande épipolaire. Il y a N (1)h = 9
dans le premier groupe ambigu et N (2)h = 4 dans le deuxième groupe. On peut donc former ici N
(1)
S ∼ 108
supports pour le premier groupe et N (2)S = 316 pour le deuxième groupe, donnant lieu à un total de
NS ∼ 5.1010 supports possibles. Avec cette contrainte, on a réduit la combinatoire d'un facteur 106 par
rapport au problème non contraint.
4.2.5.3 Impact de la contrainte d'unicité sur la combinatoire
Pour trouver tous les sous-ensembles d'hypothèses qui couvrent au mieux la segmentation globale, il
sut de combiner les sous-ensembles d'hypothèses issus de chacune des B bandes épipolaires de carac-
téristique [mb, nb] et qui vérient la contrainte d'unicité et la contrainte de longueur maximum. On peut
alors former un total de NB sous-ensembles contenant chacun Nh hypothèses.









b=1 min (mb, nb)
(4.8)
Dans le cas de l'exemple de la Figure 4.1, il existe seulement NB = 3! × 2! = 12 sous-ensembles
d'hypothèses qui vérient la contrainte d'unicité et la contrainte de longueur maximum. Ces 12 sous-
ensembles permettent chacun de former un nombre de supports de taille Nh = 7 ce qui donne lieu à un
nombre de supports admissibles de l'ordre de NS ∼ 3.106. La contrainte d'unicité couplée à la contrainte
de taille maximum a permis sur ce cas de diminuer le nombre de supports possibles d'un facteur 1010 par
rapport au problème non contraint.
4.2.5.4 Combinatoire du problème contraint





















b=1 min (mb, nb)
(4.9)
Sur l'exemple de la Figure 4.1, on peut former respectivement N (1)B = 6 et N
(1)
B = 2 sous-ensembles
d'hypothèses compatibles dans chacun des deux groupes ambigus. Ces sous-ensembles sont respectivement
de taille N (1)h = 3 et N
(2)
h = 2. Par conséquent on peut former respectivement N
(1)
S = 6× 3!× 22 = 144
et N (2)S = 2× 2!× 21 = 16 supports admissibles dans chacun des deux groupes ambigus. Cela représente




S = 2306. En pratique l'évaluation
des courbes candidates peut se faire sur chacun des groupes ambigus indépendamment. Il n'y a donc en
réalité que 144 + 16 = 160 supports à évaluer.
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4.3 Evaluation
Nous évaluons quantitativement les performances de notre méthode à partir d'images simulées et
d'images rayons-X cliniques. Ces dernières proviennent à la fois d'acquisitions eectuées à l'aide d'un
fantôme vasculaire cérébral et d'acquisitions eectuées au cours d'une intervention de neuroradiologie in-
terventionnelle. Les simulations nous permettent de montrer la capacité de notre algorithme à reconstruire
des courbes 3D complexes. Les données fantôme montrent la capacité de notre algorithme à reconstruire
des courbes 3D en présence de bruit réaliste dans les images. Enn, les données cliniques nous permettent
d'évaluer notre méthode dans les conditions d'une intervention. Nous commençons par décrire nos jeux de
données (Sec. 4.3.1) et puis présentons les critères d'évaluation utilisés sur chacun de ces jeux de données
(Sec. 4.3.2)
4.3.1 Descriptions des jeux de données et vérité terrain
Les données simulées An de simuler une grande base de données composée de courbes 3D complexes,
nous avons utilisé des reconstructions cone-beam CT (CBCT) d'arbres artériels cérébraux injectés pro-
venant de deux patients sourant d'une malformation artério-veineuse (MAV) (voir Figure 4.13). Pour
chaque patient nous avons identié les artères menant à la MAV dans lesquelles le neuroradiologue doit
naviguer son micro-guide pour eectuer le traitement. Ces artères ont en général la particularité d'être
très tortueuses. Six chemins diérents ont ainsi été identiés pour chacun des deux patients et les lignes
centrales associées ont été extraites chacune sous la forme d'une courbe 3D lisse B-spline. On peut voir
sur les gures 4.13(a) et 4.13(b) les douze courbes B-splines ainsi extraites.
En neuroradiologie interventionnelle, la partie radio-opaque d'un micro-guide mesure entre 2 cm et 20
cm. Comme le montre l'exemple de la Figure 4.14, des conformations de courbes 3D tortueuses peuvent
être obtenues dès 2 cm. Ainsi, chaque courbe 3D a été échantillonnée tous les millimètres sur une longueur
constante de 2 cm donnant lieu à un jeu de données composé de 2289 courbes 3D tous chemins et patients
confondus. Chaque courbe 3D ainsi échantillonnée a été projetée sur deux plans image à l'aide de deux
matrices de projection calibrées sur un système biplan en positions orthogonales. Ces projections ne
comportent donc pas d'erreur de segmentation.
Environ 60% des 2289 courbes 3D simulées génèrent au moins une bande ambigüe en projection. Seules
ces courbes ont été considérées pour évaluer la capacité de notre méthode à reconstruire le bon support
dans les congurations ambigües, les cas intégralement non-ambigus étant triviaux. Bien qu'impliquant
un pourcentage de cas ambigus plus élevé, augmenter la longueur de la courbe 3D échantillonnée fait
également augmenter la probabilité d'avoir des hypothèses ables (non-ambigües) ainsi que leur longueur
ce qui au nal favorise notre algorithme.
Les données fantôme Le fantôme vasculaire cérébral utilisé ici est le même que celui présenté dans
le chapitre 2. Nous avons utilisé un fantôme vasculaire cérébral (Elastrat, Geneva) imagé sur un système
vasculaire Innova biplan 3131IQ (GE Healthcare). Un micro-guide avec une extrémité distale légèrement
courbée et de longueur radio-opaque 2 cm a été inséré dans le fantôme à l'aide d'un cathéter porteur.
Le micro-guide a été imagé en quatre positions distinctes avec le système biplan en mode uoroscopie.
On dispose alors pour chacune de ces quatre positions d'une séquence biplan composée d'une trentaine
de paire d'images où le micro-guide est statique (2 secondes d'acquisition à une cadence d'acquisition
de 15 images par secondes). Pour chaque paire d'images on eectue une segmentation du micro-guide
suivie d'une reconstruction 3D. Pour chaque position statique, nous établissons une vérité terrain 3D
du micro-guide à partir d'une acquisition CBCT non-injectée (voir Figure 4.15). La vérité terrain est le
résultat d'une extraction de la ligne centrale de la partie radio-opaque du micro-guide dans le volume
CBCT.
L'objectif de cette expérience est d'évaluer l'impact du bruit dans les images sur la reconstruction du
micro-guide.
Les données cliniques Notre base de données est composée de 7 séquences d'acquisition biplan d'un




Figure 4.13  Les six chemins menant à la MAV du patient 1 (a) et du patient 2 (b) sont représentés chacun par une
courbe 3D B-spline d'une couleur diérentes. Ces courbes 3D sont superposées à l'arbre artériel associé représenté en rouge
sur l'image.
patients correspondent aux patients No 1, 2, 3 et 4 déjà présentés dans le chapitre sur la segmentation
et pour lesquels nous disposons des matrices de projection frontales et latérales calibrées. Nous n'avons
en revanche pas été en mesure de calibrer correctement les matrices de projection associées aux patients
No 5 et 6. Ces données n'ont donc pas pu être utilisées pour évaluer notre algorithme de reconstruction.
Aucune vérité terrain 3D n'est disponible sur les cas cliniques. Nous nous servons de la même vérité
terrain 2D déjà utilisée pour la segmentation pour évaluer ici la reconstruction en reprojection dans les
incidences disponibles.
4.3.2 Les critères d'évaluation
La complexité La complexité de notre algorithme est directement liée au nombre de cliques maximales
explorées. Pour cela nous considérons le nombre total N (g)B (voir l'Eq. 4.9) de cliques maximales qui sont
explorées pour construire les supports candidats au sein de chaque groupe ambigu indexé par g. Ainsi
nous évaluons la complexité comme étant la somme des N (g)B sur tous les groupes ambigus. Comme ces
calculs peuvent être menés en parallèle, le nombre maximum des N (g)B est aussi un bon indicateur de la
complexité.
Erreur 3D Pour chaque support de courbe reconstruit, nous avons évalué l'erreur par rapport à une
courbe 3D vérité terrain (cas simulés et fantôme), en considérant les quatre critères suivants :
1. Une caractérisation d'un support correct. On considère que le support reconstruit est correct si
chaque fragment F de courbe 3D qui compose le support est à une distance moyenne DF→VT à la
vérité terrain 3D inférieure à 1 mm et si l'ordonnancement de ces fragments est cohérent avec le
paramétrage de la vérité terrain. Pour cela on vérie que le sens de chaque fragment 3D du support
induit toujours le même sens de parcours de la courbe 3D vérité terrain.
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Figure 4.14  (a) Chemin menant à une MAV représenté par une courbe B-spline 3D. (b),(c),(d),(e) Exemples d'échan-








Figure 4.15  Fantôme vasculaire cérébral (a) (c) Reconstruction CBCT du fantôme injecté fusionnée avec la reconstruc-
tion CBCT du micro-guide en vues frontale et latérale. (b) (c) Images uoroscopiques (non-injectées) frontale et latérale
correspondant aux deux vues 3D.
2. La distance moyenne Dsupport→VT des fragments de courbe 3D qui composent le support reconstruit
à la vérité terrain 3D (moyenne sur tous les points 3D qui composent les fragments).
3. La distance moyenne DB-spline→VT d'une approximation B-spline du support à la vérité terrain 3D.
Ce critère permet de s'assurer que le support reconstruit sut à retrouver la courbe par simple
interpolation.
4. La distance Dtip→VT de chacune des deux extrémités du support aux extrémités correspondantes
sur la courbe 3D vérité terrain.
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Erreur 2D Lorsqu'aucune courbe 3D de référence n'est disponible (i.e. cas des données cliniques) nous
avons utilisé la vérité terrain 2D pour eectuer l'évaluation. Pour cela, nous avons adapté en 2D le cri-
tère d'erreur (3) en considérant les reprojections de l'approximation B-spline dans les deux incidences de
projection disponibles.
An d'évaluer la capacité de notre algorithme de reconstruction à rejeter les faux positifs, nous avons
identié après chaque reconstruction l'ensemble F des fragments de courbe 2D ayant été utilisés pour
reconstruire le support de la courbe 3D dans chacune des deux projections. Nous avons ensuite comparé
la distance moyenne DSEG→VT de la segmentation à la vérité terrain à la distance moyenne DF→VT (idem
2.) an d'exprimer une tendance au rejet des faux positifs à la reconstruction. En eet, on s'attend à ce
que DF→VT < DSEG→VT lorsque notre méthode exclut correctement les faux positifs.
Notre algorithme inclut nécessairement tout fragment 3D issu d'une bande non-ambigüe dans la re-
construction. Nous avons donc également évalué le pourcentage de cas où une bande non-ambigüe a
eectivement généré un fragment able, c'est-à-dire à partir de deux vrais positifs dans la segmentation.
Pour cela, on considère que si l'un des deux fragments dans une vue est situé en moyenne à une distance
de la vérité terrain qui est supérieure à 5 pixels alors le fragment 3D qui en résulte est erroné car basé
sur un faux positif.
Nous montrerons les résultats relatifs à la complexité et aux critères de distance au format moyenne95±
écart-type95 [max95,max], où les valeurs indexées par 95 ont été calculées sur les 95% meilleurs résultats
de la base de données considérée. En eet, lorsque le support sélectionné par notre algorithme est erroné,
celui-ci peut être aberrant (i.e. très diérent du support recherché) donnant ainsi lieu à des erreurs 3D
très grandes qui perturbent les calculs de moyennes et écarts-types. Ainsi, notre approche de recherche
du support optimal n'étant qu'approximative, l'approche PPV peut donner lieu à des résultats aberrants.
Également, des erreurs élevées apparaissent dès lors qu'un fragment non-ambigu erroné est reconstruit.
Enn, bien que cela soit assez rare, certaines congurations peuvent également avoir une complexité
élevée.
4.3.3 Les paramètres
Les paramètres libres de notre algorithme sont les paramètres α (voir l'Eq. 4.3) et σ (voir l'Eq. 4.4),
relatifs à la fonction d'évaluation d'une connexion entre deux fragments de courbe 3D. Nous avons xé
expérimentalement σ = 6 voxels à partir des données simulées. Nous avons choisi α = 0.5 pour ne pas
favoriser a-priori le critère de direction ou le critère de distance. Nous xons la longueur le sur laquelle les
caractéristiques géométriques sont estimées aux extrémités d'un fragment de courbe 3D à le = 2 voxels.
Nous xons le paramètre ε relatif au calcul de l'intersection d'une ligne épipolaire avec la segmentation
à ε = 1 (Figure 4.4).
Nous avons étudié sur les données simulées l'impact que peuvent avoir chacun des éléments suivants
sur le résultat et/ou la complexité :
1. Version de l'algorithme utilisée :
La contrainte d'unicité (version 1) a une complexité inférieure à sa version relâchée (version 2) où les
superpositions en projection sont admises. Nous cherchons donc ici à évaluer le bénéce d'admettre
ou non ces superpositions en comparant les résultats avec les deux versions de l'algorithme.
2. Critères de rejet d'une bande épipolaire :
• Épaisseur Eb d'une bande épipolaire. Comme nous ne considérons qu'une position par plage de
pixels, on doit avoir au minimum Eb = 2 pixels pour être en mesure d'estimer une orientation
3D. On cherche ici à évaluer le bénéce de choisir Eb > 2 pixels sachant que plus la bande
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est épaisse plus il y a de points qui peuvent être utilisés pour estimer l'orientation de manière
robuste, mais également que les trous générés dans le support augmentent en taille. Les valeurs
Eb = 2 et Eb = 3 pixels seront testées.
• Longueur lF d'un fragment 3D. Les bandes épipolaires générant des hypothèses qui sont toutes
de longueur 3D inférieures à lF ne sont pas considérées pour la reconstruction. Les valeurs
lF = 2, lF = 5 et lF = 7 voxels seront testées. La taille voxel est la même que celle d'un
volume CBCT injecté.
L'objectif est de savoir si ces critères de rejet entraînent une dégradation signicative du résultat
nal ou non par rapport à la réduction de la combinatoire qu'ils permettent.
3. Impact du critère de continuité des directions :
Nous considérons le cas où α = 0.5 et le cas où α = 0 (i.e. pas de critère de continuité des directions)
pour évaluer l'impact du critère de continuité des directions sur le support optimal.
4.4 Résultats
4.4.1 Résultats sur les données simulées
Le Tableau 4.1 montre l'inuence des paramètres Eb et α pour les versions 1 et 2 de l'algorithme. Les
trois colonnes de droite correspondent chacune à un paramétrage [α, Eb] diérent.
Nous donnons également des résultats pour ces trois paramétrages sous la forme d'histogrammes
cumulés (Figure 4.16 et Figure 4.17). Dans la représentation graphique de ces histogrammes, une couleur
désigne un paramétrage particulier et une courbe en trait plein (resp. traits pointillés) correspond à un
résultat obtenu avec la version 1 (resp. version 2) de l'algorithme. Le graphique de la Figure 4.16 montre
l'histogramme cumulé de l'erreur 3D associée à un fragment de courbe 3D sélectionné, tous cas ambigus
confondus. Le graphique de la Figure 4.17 montre l'histogramme cumulé de l'erreur 3D associée à une
approximation B-spline d'un support 3D, tous cas ambigus confondus.
Nous donnons également des résultats sur la complexité sous la forme d'histogrammes cumulés (Fi-
gure 4.18).
Impact du paramètre Eb : Sur le Tableau 4.1, on compare la colonne 2 (Eb = 3) avec la colonne 1
(Eb = 2) et sur les gures 4.16, 4.17 et 4.18 on compare la courbe bleu foncé (Eb = 3) avec la courbe
rouge (Eb = 2).
Choisir une épaisseur de bande épipolaire Eb = 3 plutôt que Eb = 2 permet pour la version 1 de
diviser presque par trois le nombre moyen de cliques maximales tout en obtenant un pourcentage de
supports corrects plus élevé en passant de 95.5 % à 97.1%. On observe néanmoins que la version 2 ne
permet pas d'améliorer le pourcentage de supports corrects par rapport à la version 1.
Sur la Figure 4.17 la courbe associée à Eb = 3 se situe au-dessus des trois autres courbes et donne
donc les meilleurs résultats en terme d'erreur sur l'approximation B-spline 3D d'un support.
L'extrémité pouvant appartenir à une petite bande et donc ne pas être reconstruite, on observe sans
surprise une légère augmentation (0.06 mm pour la version 1 et 0.05 mm pour la version 2) de l'erreur
moyenne à l'extrémité avec Eb = 3.
Le retrait des petites bandes permet d'éliminer la plupart des points singuliers au niveau desquels
l'estimation des caractéristiques géométriques 3D de position et d'orientation est moins précise (e.g point
de rebroussement, fragments 3D tangents au plan épipolaire) et qui peut parfois être à l'origine de l'échec
d'une reconstruction, d'où les meilleurs résultats observés avec Eb = 3.
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Impact du critère de continuité des directions : Sur le Tableau 4.1, on compare la colonne 3
(α = 1.0) avec la colonne 1 (α = 0.5) et sur les gures 4.16 et 4.17, on compare la courbe bleu turquoise
(α = 1.0) avec la courbe rouge (α = 0.5).
On constate sans surprise que les résultats sont globalement moins bons lorsque seul un critère de
proximité est utilisé (α = 0). La dégradation causée par l'absence du critère de direction reste cependant
assez limitée avec une perte d'environ 2% de supports corrects reconstruits pour chacune des deux versions
de l'algorithme.
L'impact limité du critère de continuité des directions est en partie lié au fait que nous avons choisi de
générer des supports qui minimisent le nombre de superpositions en projection. En eet, la plupart des
congurations où deux fragments 3D se connectent bien vis-à-vis d'un critère de distance et mal vis-à-vis
du critère de continuité des directions correspondent à des fragments 3D qui se superposent en projection.
Ainsi une telle conguration n'apparaît que rarement au sein d'un support généré (revoir l'exemple des
gures 4.6 et 4.7).
Dans certains cas particuliers, il peut exister deux courbes candidates ayant un score presque identique
et pour lesquelles le critère de direction n'est pas discriminant. L'exemple de la Figure 4.19 montre un
tel cas. On peut remarquer que cette conguration survient car il n'existe pas de fragment non-ambigu
sur lequel s'appuyer pour diérencier les deux courbes candidates.
Synthèse sur les paramètres Eb et α Le meilleur paramétrage parmi les trois testés correspond ici
à Eb = 3 et α = 0.5, associé avec la version 1 de l'algorithme.
Jouer sur l'épaisseur minimale d'une bande épipolaire (Eb) est un moyen d'exclure des fragments
3D à la reconstruction imprécise et notamment les petits fragments. Nous avons aussi l'option d'exclure
les bandes épipolaire qui génèrent des fragments tous de longueur 3D inférieure à lF . Nous évaluons ici
l'impact de ce seuil, en comparant un paramétrage où Eb = 3 à un paramétrage où Eb = 2 mais lF = 2
voxels. Dans les deux cas on conserve α = 0.5.
Ces cas correspondent respectivement à la colonne 2 du Tableau 4.1 (courbe bleu foncé Figure 4.16,
Figure 4.17 et Figure 4.18) et à la colonne 1 du Tableau 4.2 (courbe fuschia Figure 4.18).
Impact du paramètre lF : Le Tableau 4.2 récapitule les résultats obtenus avec les versions 1 et 2 de
l'algorithme pour des valeurs de lF = 2, 5 et 7 voxels.
En choisissant lF = 2 voxels, on obtient, comparativement à notre référence Eb = 3, un nombre de
cas ambigus similaire (1197 contre 1192) avec un pourcentage de supports corrects légèrement plus élevé
(97.5% contre 97.1%). Mais surtout, utiliser lF = 2 a permis de réduire la complexité des cas les plus
complexes : le nombre de cliques maximales est passé d'environ 497000 (Eb = 3) à environ 82000 (lF = 2).
La complexité moyenne est en revanche similaire.
Sans surprise, le nombre de cas initialement ambigus (1227) diminue à mesure que lF augmente. Au
delà de lF = 2 voxels, le pourcentage de supports correctement identiés baisse légèrement pour atteindre
96.1 % avec lF = 7 voxels. En revanche, la réduction de la complexité devient majeure : le cas le plus
complexe requiert d'explorer seulement 49 cliques.
On préfère le paramétrage lF = 2 et Eb = 2 à Eb = 3 car il permet d'obtenir à la fois un pourcentage
de support corrects plus élevé et une complexité fortement réduite.
L'application visée devant être temps réel, il est important de limiter la complexité associée à un cas
de reconstruction. Celle-ci étant a-priori calculable à partir de la caractéristique [m,n] d'une bande, il est
alors tout à fait envisageable d'augmenter la valeur de lF pour faire baisser la complexité lorsque celle-ci
est trop élevée. Nous avons vu en eet qu'avec lF = 5 et lF = 7 les performances de l'algorithme de
reconstruction restent nalement relativement peu dégradées.
Quel que soit le critère de retrait d'une bande, l'extrémité du micro guide peut toujours se situer
dans une des bandes rejetées. La précision à l'extrémité est d'autant moins bonne que la longueur du
fragments 3D retiré est grande.
Impact de la version de l'algorithme : Quel que soit le paramétrage, on peut observer que les
performances de la version 1 de l'algorithme restent aussi bonnes voire légèrement meilleures que la
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version 2. Pour un paramétrage donné, l'écart relatif de pourcentage de supports corrects entre les deux
versions ne dépasse en eet pas les 1%.
La version 2 de l'algorithme est applicable 17 dans au plus environ 15% des cas (colonne 1 du Ta-
bleau 4.2). Si on ne considère que les cas où la version 2 est applicable, les deux versions donnent toutes
deux un résultat correct dans près de 90% des cas (ligne V1 correct et V2 correct du tableau) et un
résultat incorrect dans 2% des cas (ligne V1 incorrect et V2 incorrect du tableau). Lorsque les versions
donnent un résultat diérent, on constate que c'est plus souvent le support produit par la version 1 de
l'algorithme qui est correct (5%) que celui produit par la version 2 (3.4%).
L'exemple de la Figure 4.20 montre une conguration pour laquelle la version 2 de l'algorithme permet
de reconstruire un support correct tandis que la version 1 produit un support incorrect. A l'inverse
l'exemple de la Figure 4.21 montre une conguration pour laquelle la version 1 de l'algorithme permet
de reconstruire un support correct tandis que la version 2 produit un support incorrect. Dans le premier
cas, la version 2 de l'algorithme permet de gérer la présence de deux points de rebroussement dans
la projection latérale (Figure 4.20(b), bande bleu foncé et bande fuschia). Dans le deuxième cas, la
superposition en projection se traduit par un croisement de la courbe dans la projection latérale qui
s'étend sur plusieurs lignes épipolaires du fait de la résolution limitée de l'image (Figure 4.21(b), bande
bleu turquoise). Dans cette conguration, la reconstruction de la courbe avec la version 2 est un échec
tandis que la reconstruction avec la version 1 où la superposition est ignorée est un succès.
17. On rappelle que la version 2 est applicable dès qu'il existe une bande ambigüe de caractéristique m 6= n.
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Colonne n◦ 1 2 3
Paramétrage
α 0.5 0.5 0







46.1 ± 162.7 16.8 ± 43.9 46.1 ± 162.7
[1153 , 995328] [433 , 497664] [1153 , 995328]




0.017 ± 0.005 0.017 ± 0.005 0.021 ± 0.018
[0.06 , 3.437] [0.057 , 3.437] [0.151 , 1.283]
DB-spline→VT
0.145 ± 0.033 0.144 ± 0.032 0.149 ± 0.041
[0.292 , 2.826] [0.258 , 2.826] [0.358 , 2.371]
Dtip→VT
0.129 ± 0.255 0.191 ± 0.425 0.132 ± 0.266
[1.829 , 8.296] [2.684 , 9.102] [1.936 , 8.296]
Version 2




0.019 ± 0.013 0.019 ± 0.011 0.023 ± 0.02
[0.132 , 1.216] [0.098 , 1.216] [0.147 , 1.469]
DB-spline→VT
0.145 ± 0.034 0.145 ± 0.033 0.148 ± 0.037
[0.309 , 2.461] [0.266 , 2.461] [0.308 , 2.371]
Dtip→VT
0.11 ± 0.194 0.162 ± 0.336 0.112 ± 0.197
[1.363 , 8.296] [2.19 , 6.253] [1.398 , 8.296]
Version 1 versus Version 2
Cas Version 2 applicable
% (# cas)
14.3 (176) 14.8 (176) 14.3 (176)
Supports : V1 incorrect et V2 correct (%) 1.7 (3) 3.4 (6) 1.1 (2)
Supports : V1 correct et V2 incorrect (%) 2.8 (5) 6.3 (11) 4.0 (7)
Supports : V1 incorrect et V2 incorrect (%) 2.8 (5) 3.4 (6) 6.3 (11)
Supports : V1 correct et V2 correct (%) 92.6 (163) 86.9 (153) 88.6 (156)
Table 4.1  Impact des diérents paramètres de l'algorithme sur le résultat de la reconstruction dans le cas des données
simulées avec les versions 1 et 2. Les résultats sont estimés à partir des 95% meilleures reconstructions et sont donnés sous
la forme moyenne95 ± écart-type95 [max95,max] où le max est mesuré sur la base de données complète.
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Figure 4.16  Histogramme cumulé de la distance moyenne des fragments de courbe 3D sélectionnés en tant que support
(tout cas confondus) à leur courbe 3D de référence respectives. Les résultats obtenus avec la version 1 de l'algorithme sont
en trait plein et ceux obtenus avec la version 2 sont tracés en pointillés.
Figure 4.17  Histogramme cumulé de la distance moyenne de l'approximation B-spline d'un support sélectionné à la
courbe 3D de référence correspondante. Les résultats obtenus avec la version 1 de l'algorithme sont en trait plein et ceux
obtenus avec la version 2 sont tracés en pointillés.
Figure 4.18  Histogramme cumulé normalisé du nombre de cliques maximales explorées au sein d'un groupe ambigu.
Chaque courbe, ici achée avec une échelle logarithmique en abscisse, correspond à un paramétrage (voir légende du
graphique) ayant un impact sur la complexité.
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Colonne n◦ 1 2 3







16.7 ± 42.0 6.0 ± 5.3 4.5 ± 2.9
[432 , 82944] [37 , 4321] [13 , 49]




0.017 ± 0.004 0.017 ± 0.008 0.017 ± 0.007
[0.043 , 3.437] [0.095 , 1.292] [0.117 , 1.292]
DB-spline→VT
0.142 ± 0.029 0.147 ± 0.04 0.148 ± 0.046
[0.243 , 2.826] [0.324 , 1.417] [0.379 , 1.627]
Dtip→VT
0.182 ± 0.374 0.342 ± 0.695 0.412 ± 0.821
[2.332 , 7.62] [3.465 , 9.102] [3.91 , 9.102]
Version 2




0.018 ± 0.007 0.023 ± 0.03 0.018 ± 0.011
[0.071 , 1.848] [0.284 , 3.95] [0.127 , 1.292]
DB-spline→VT
0.143 ± 0.029 0.15 ± 0.046 0.148 ± 0.045
[0.248 , 2.461] [0.392 , 3.275] [0.379 , 1.472]
Dtip→VT
0.157 ± 0.306 0.306 ± 0.613 0.356 ± 0.694
[2.022 , 6.888] [3.097 , 7.445] [3.34 , 8.208]
Version 1 versus Version 2
Cas Version 2 applicable
% (# cas)
14.7 (176) 11.8 (129) 6.5 (62)
Supports : V1 incorrect et V2 correct 3.4 (6) 0.0 (0) 0.0 (0)
Supports : V1 correct et V2 incorrect 5.1 (9) 25.6 (33) 11.3 (7)
Supports : V1 incorrect et V2 incorrect 2.3 (4) 3.1 (4) 4.8 (3)
Supports : V1 correct et V2 correct 89.2 (157) 71.3 (92) 83.9 (52)
Table 4.2  Impact de la longueur minimum lF d'un fragment 3D admise sur le résultat de la reconstruction dans le cas
des données simulées avec les versions 1 et 2 de l'algorithme et avec Eb = 2 et α = 0.5. Les résultats sont estimés à partir
des 95% meilleurs reconstructions et sont donnés sous la forme moyenne ± écart-type [max95,max] où le max est mesuré
sur la base de données complète.
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DISTRIBUTION DU SCORE DES COURBES CANDIDATES
(d)
Figure 4.19  Cas d'une reconstruction pour laquelle il existe deux courbes candidates tout aussi lisses. (a) Vue 1 (b)
Vue 2 contenant une unique bande ambigüe de caractéristique [4, 4] (c) Ensemble des hypothèses 3D numérotées. Les deux
courbes candidates correspondent respectivement à la courbe jaune (solution) et la courbe blanche (référence), et dont les
supports sont respectivement (3-6-9-12) et (15-10-5-0). (d) Distribution du score des courbes candidates associées donnée
dans l'ordre croissant. Les deux meilleurs scores sont presque identiques (entourés).
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(a) Version 2 - Frontale (b) Version 2 - Latérale
(c) Version 1 - Frontale (d) Version 1 - Latérale
(e) Version 2 - 3D (f) Version 1 - 3D
Figure 4.20  Reconstruction en présence de superpositions. (a)(b) Résultat du découpage en bandes épipolaires pour
les projections frontale et latérale d'une courbe 3D simulée (noire). La reprojection de la courbe 3D reconstruite avec la
version 2 de l'algorithme est superposée en rouge. (c)Résultat de la version 2. (d) Résultat de la verison 1. De la même
manière, la reprojection de la courbe 3D reconstruite avec la version 1 de l'algorithme est superposée en rouge. (e) (f) Les
hypothèses bleues par lesquelles passe une courbe lisse (jaune) désignent le support sélectionné et les hypothèses rouges sont
les hypothèses rejetées, la courbe blanche correspond à la courbe 3D de référence. On observe une erreur de reprojection
dans la vue frontale (bande bleue) et il manque une extrémité de la courbe (bande rose).
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(a) Version 2 - Frontale (b) Version 2 - Latérale
(c) Version 1 - Frontale (d) Version 1 - Latérale
(e) Version 2 - 3D (f) Version 1 - 3D
Figure 4.21  Reconstruction en présence de superpositions. (a)(b) Résultat du découpage en bandes épipolaires pour
les projections frontale et latérale d'une courbe 3D simulée (noire). La reprojection de la courbe 3D reconstruite avec la
version 2 de l'algorithme est superposée en rouge. (c) (d) De la même manière, la reprojection de la courbe 3D reconstruite
avec la version 1 de l'algorithme est superposée en rouge. (e) Résultat de la version 2. (f) Résultat de la version 1. Les
hypothèses bleues par lesquelles passe une courbe lisse (jaune) désignent le support sélectionné et les hypothèses rouges
sont les hypothèses rejetées, la courbe blanche correspond à la courbe 3D de référence.
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4.4.2 Résultats sur les données fantôme
Tous les résultats ont été générés ici avec la version 1 de l'algorithme avec α = 0.5, lF = 2 et Eb = 2.
On reporte pour chaque position statique du micro-guide la complexité et la précision 3D de la recons-
truction dans le Tableau 4.3. Pour les 4 positions, le micro-guide a pu être reconstruit avec précision,
l'erreur maximale ne dépassant pas 0.6 mm. Les distances moyennes entre l'extrémité distale de la vérité
terrain et celle de l'approximation B-spline sont également reportées pour chaque position. Nous avons
mesuré une erreur globale de 0.54 mm ± 0.22 mm avec une erreur maximale de 6.65 mm.
Position statique 1 2 3 4
Nombre de cas 37 30 52 32
Complexité
(# cliques maximales)
5.5 ± 1.5 1.3 ± 0.7 4.0 ± 1.0 3.2 ± 0.6




0.53 ± 0.02 0.52 ± 0.04 0.24 ± 0.02 0.58 ± 0.03
[0.57 , 0.59] [0.59 , 0.61] [0.28 , 0.31] [0.64 , 0.65]
Dtip→VT
1.34 ± 0.91 2.09 ± 1.69 0.92 ± 0.26 0.56 ± 0.27
[2.94 , 3.14] [5.05 , 6.65] [1.4 , 1.67] [1.02 , 1.09]
Table 4.3  Erreur 3D sur l'extrémité distale (mm) pour le fantôme 1.
Nous montrons un exemple de reconstruction pour une paire d'images du micro-guide sur la Fi-
gure 4.22. La reconstruction est achée avec une reconstruction CBCT du fantôme injecté et du micro-
guide ayant servi à établir la vérité terrain 3D. Nous montrons sur les Figures 4.23 et 4.24 des exemples
de segmentations pour lesquelles la reconstruction est un échec. En pratique, ces congurations restent
néanmoins assez rares.
Dans l'exemple de la Figure 4.23, la présence de deux fausses détections (une dans chaque vue) au sein
d'une même bande (bande verte) est à l'origine de cet échec. Cette bande étant alors de caractéristique
[2,2], les deux fragments (un vrai positif et un faux positif) dans chacune des deux vues sont donc
nécessairement appariés pour former un support candidat. Il en résulte que tous les supports candidats
extraits contiennent une ou plusieurs hypothèses erronées générées par ces faux positifs. Le support
candidat qui s'approche le plus du support recherché est un support qui inclus le support recherché mais
contient également un fragment 3D généré par l'appariement des deux faux positifs entre eux.
Pour se défaire de cette hypothèse erronée, il faudrait se laisser la possibilité d'élaguer certains som-
mets du graphe ou bien de considérer également des chemins qui ne sont pas de longueur maximal. En
eet, ce fragment erroné étant aberrant, son coût de connexion avec les autres fragments qui composent
le support est très élevé ce qui a pour conséquence avec l'approche PPV de le reléguer en n de chemin.
Dans l'exemple de la Figure 4.24, la présence de deux trous (un dans chaque vue) au sein d'une
même bande (bande bleue) est à l'origine de l'échec de la reconstruction. Le problème n'est pas tant qu'il
y ait deux trous au niveau d'une même bande mais ces deux trous aectent des parties diérentes du
micro-guide. Il en résulte une bande épipolaire de caractéristique [1,1] qui donne lieu à un fragment 3D
non-ambigu généré par l'appariement de deux fragments 2D (entourés en blanc) qui ne correspondent pas
à la même partie du micro-guide. Le fragment 3D non-ambigu est donc erroné ce qui entraîne un échec
de la reconstruction.
Néanmoins on peut observer qu'un tel appariement entraîne une violation de la contrainte de continuité
gurale avec les fragments situés dans les bandes épipolaires adjacentes.
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(a) (b) (c)
Figure 4.22  Exemple de reconstruction d'un micro-guide inséré dans un fantôme vasculaire cérébral. (a) Vue frontale (b)
Vue latérale (c) Le support 3D reconstruit est composé de deux fragments de courbe 3D et approximé par une B-spline. Le
support est aché avec une reconstruction CBCT du fantôme injecté et la reconstruction CBCT du micro-guide.
(a) (b)
Figure 4.23  Cause d'échec de la reconstruction sur une donnée fantôme. Les deux fausses détections sont entourées en
rouge dans (a) la vue frontale (b) la vue latérale. Ces deux fausses détections chevauchent la même bande épipolaire (verte).
(a) (b)
Figure 4.24  Cause d'échec de la reconstruction sur une donnée fantôme. Les deux trous au niveau du guide sont entourés
en rouge dans (a) la projection frontale (b) la projection latérale. Ces deux trous se situent sur la même bande épipolaire
(bleue) et aectent une partie diérente du micro-guide.
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4.4.3 Résultats sur les données cliniques
Tous les résultats ont été générés ici avec la version 1 de l'algorithme avec α = 0.5,lF = 2 et Eb =
2. Nous avons appliqué notre méthode à la reconstruction d'un micro-guide et, à titre illustratif, à la
reconstruction d'un micro-coil en cours de déploiement. On rappelle qu'ici, en abscence de vérité terrain
3D, la précision de la reconstruction est mesurée en 2D dans les images de projection. Un pixel vaut ici
soit 0.16 mm soit 0.20 mm en fonction de la taille du champ de vue.
4.4.3.1 Cas du micro-guide
Le Tableau 4.4 regroupe les résultats obtenus pour le reconstruction biplan d'un micro-guide en
absence de coils et en présence de coils. Nous verrons que ce dernier cas reste problématique à cause de
la segmentation qui en est alors fortement altérée.
Reconstruction En absence de coils En présence de coils
Nombre de cas de reconstruction 87 185
Complexité
(# cliques maximales)
10.0 ± 6.2 4.2 ± 2.6




5.1 ± 7.1 30.0 ± 23.5
[28.2 , 76.0] [120.5 , 294.8]
DF→VT
2.5 ± 3.3 9.1 ± 7.9
[18.1 , 73.4] [34.7 , 131.3]
DB-spline→VT
2.0 ± 1.0 6.4 ± 8.6
[6.7 , 88.2] [37.5 , 193.9]
Fragments non-ambigus
(%cas de reconstruction)
DF→VT < 5 px 98.9 83.4
Table 4.4  Résultats sur données cliniques en absence de coils dans les images (patients 3 et 4) et en présence de coils
dans les images (patients 1 et 2). Résultats obtenus avec la version 1 de l'algorithme et le paramétrage ε = 1, α = 0.5,
lF = 2 et Eb = 2.
Cas de navigation en absence de coils Les résultats en absence de coils correspondent aux patients
No 3 et 4 de notre base de données clinique et totalisent 87 reconstructions (Tableau 4.4). Ces patients
sont respectivement traités pour une MAV (patient No 3) et un méningiome (patient No 4) ce qui explique
l'absence de coils dans la tête du patient.
La segmentation initiale est de bonne qualité avec une distance moyenne à la vérité terrainDSEG→VT de
5 pixels. Après reconstruction, la distance moyenne des fragments 2D restant à la vérité terrainDF→VT est
divisée par deux par rapport à la segmentation initiale ce qui indique que la méthode de reconstruction a
été capable de rejeter des faux positifs mais pas tous. On observe en eet une distance maximale encore
élevée avec 18 pixels.
La distance moyenne de la reprojection de la B-spline 3D à la vérité terrainDB-spline→VT est de 2 pixels.
L'approximation du support 3D par une B-spline permet donc dans une majeure partie des cas de combler
correctement les éventuels trous du support reconstruit et de lisser le bruit de détection/reconstruction.
Toutes reconstructions confondues, seuls 1% des fragments non-ambigus sont localisés en moyenne à
plus de 5 pixels de la vérité terrain. Cela représente une seule reconstruction sur les 87 reconstructions
eectuées.
L'exemple de la Figure 4.25 montre un cas de reconstruction pour le patient 3 où la projection du
micro-guide forme une boucle dans la projection frontale (4.25(a)). La segmentation comporte des trous
dans la projection frontale (4.25(c)). On observe que la reprojection (4.25(e) et 4.25(f)) de l'approximation
B-spline du support 3D sélectionné (4.25(g)) se reprojette sur le micro-guide dans les deux images. Nous
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montrons pour ce même patient deux cas où la reprojection de l'approximation B-spline bien que peu
précise conserve la topologie du micro-guide en projection (Figure 4.26, Figure 4.27) et deux autres cas
où la reconstruction semble erronée (Figure 4.28, Figure 4.29). Dans ces deux derniers cas la présence de
trous dans la segmentation est à l'origine de l'échec de la reconstruction.
Les segmentations associées au patient No 4 sont globalement plus bruitées (i.e. plus de faux positifs)
par rapport à celles obtenues pour le patient 3. Nous montrons des cas de reconstruction (Figure 4.30,
Figure 4.31, Figure 4.32) où l'algorithme de reconstruction a été en mesure d'écarter les faux positifs pour
reconstruire un support 3D dont l'approximation B-spline se reprojette avec une assez bonne précision
sur le micro-guide dans les images à l'exception des fortes courbures sur l'extrémité distale du micro-guide
sur la Figure 4.32.
Cas de navigation en présence de coils Dans certains cas, les coils initialement placés dans l'ané-
vrisme ne susent pas à prévenir sur le long terme une reperméabilisation et l'anévrisme doit alors être
traité une seconde fois. La présence de ces coils dans le champ de vue peut perturber la phase de seg-
mentation. En eet, certains contours des coils peuvent apparaître à la soustraction dans les images de
roadmap dès lors que le coil a un tant soit peu bougé. Il arrive alors souvent que ces contours soient dé-
tectés dans les deux projections par notre algorithme de segmentation et induisent ainsi la reconstruction
en erreur. La situation est ici délicate puisque ces contours détectés sont généralement situés à proximité
du micro-guide. Notre algorithme de reconstruction n'est en eet pas conçu pour gérer des congurations
où d'autres structures (autres que celles générées par le bruit dans l'image) seraient segmentées en plus
du micro-guide dans les images.
Les patients No 1 et 2 font partie de cette catégorie et on mesure sans surprise des erreurs moyennes
plus élevées (colonne 2 du Tableau 4.4) que dans un cas de navigation en absence de coils. La segmentation
initiale est en eet d'assez mauvaise qualité avec une distance moyenne à la vérité terrain de 30 pixels.
Après reconstruction, la distance moyenne DF→VT des fragments 2D restants à la vérité terrain n'est plus
que de 9.1 pixels. Néanmoins, la distance de moyenne DB-spline→VT de la reprojection de l'approximation
B-spline du support 3D reprojetée sur chacun des deux plans images est d'environ 6.4 pixels, ce qui amé-
liore le résultat mais reste élevé. Cela peut s'expliquer en partie par le pourcentage élevé (17.6%) de cas
de reconstruction où il existe au moins un fragment non-ambigu erroné qui fausse donc la reconstruction.
Nous montrons sur les Figures 4.33, 4.34 et 4.35 trois cas de reconstruction où la présence des coils
n'a pas perturbé la segmentation du micro-guide. Nous achons le résultat de la reconstruction biplan
du micro-guide conjointement avec une reconstruction 3D de l'arbre vasculaire acquise en début d'inter-
vention.
Sur l'exemple de la Figure 4.33, on observe la présence d'un point de rebroussement dans l'une des
deux projections que l'algorithme de segmentation ne parvient à discrétiser qu'approximativement. La
reprojection de l'approximation B-spline du support 3D reconstruit est ici plus dèle à la forme du micro-
guide observé dans l'image que la segmentation. La superposition à l'arbre vasculaire en 3D nous permet
de conrmer visuellement que le micro-guide a été correctement reconstruit.
Sur l'exemple de la Figure 4.34, on observe également que la forte courbure de la projection de la
courbe n'a pas été un problème pour reconstruire le micro-guide.
Néanmoins, comme le montre l'exemple de la Figure 4.35, il existe des congurations complètement
ambigües donnant lieu à deux supports candidats (approximés respectivement par une courbe B-spline
verte et jaune dans l'image de droite) ayant un score très proche et qui vérient tous deux la contrainte
d'unicité. Dans une telle conguration, le support choisi par l'algorithme relève alors plutôt du hasard.
Une contrainte de continuité temporelle pourrait être envisagée ou encore la connaissance de l'arbre







Figure 4.25  Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs (Patient No 3)
(a)(b) Projections rectiées frontale et latérale du guide. (c)(d) Résultats de la segmentation et du découpage épipolaire.
(e)(f) Reprojection de la courbe 3D reconstruite. (g) Les hypothèses bleus par lesquelles passe une courbe 3D lisse (jaune)
désignent le support sélectionné. Les hypothèses rouges ont été rejetées. Au total, 94 cliques maximales ont été explorées.
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(a) (b)
(c) (d)
Figure 4.26  Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs (Patient No 3) (a)(b)
Résultats de la segmentation et du découpage épipolaire dans les projections rectiées frontale et latérale du guide. (c)(d)
Reprojection de la courbe 3D reconstruite.
(a) (b)
(c) (d)
Figure 4.27  Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs (Patient No 3) (a)(b)
Résultats de la segmentation et du découpage épipolaire dans les projections rectiées frontale et latérale du guide. (c)(d)





Figure 4.28  Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs (Patient No 3) (a)(b)
Résultats de la segmentation et du découpage épipolaire dans les projections rectiées frontale et latérale du guide. (c)(d)
Reprojection de la courbe 3D reconstruite.
(a) (b)
(c) (d)
Figure 4.29  Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs (Patient No 3) (a)(b)
Résultats de la segmentation et du découpage épipolaire dans les projections rectiées frontale et latérale du guide. (c)(d)
Reprojection de la courbe 3D reconstruite.
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Figure 4.30  Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs (Patient No 4) (c)(b)
Résultats de la segmentation et du découpage épipolaire dans les projections rectiées frontale et latérale du guide. (e)(f)






Figure 4.31  Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs (Patient No 4) (c)(d)
Résultats de la segmentation et du découpage épipolaire dans les projections rectiées frontale et latérale du guide. (e)(f)
Reprojection de la courbe 3D reconstruite.
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Figure 4.32  Exemple de reconstruction d'un micro-guide dont la segmentation comporte des erreurs (Patient No 4) (c)(d)
Résultats de la segmentation et du découpage épipolaire dans les projections rectiées frontale et latérale du guide. (e)(f)






Figure 4.33  Reconstruction stéréoscopique d'un micro-guide. (a)(b) Résultat de la segmentation (squelette noir) aché
sur les images frontale et latérale ltrées et rectiées. (c)(d) Reprojection de l'approximation B-spline du support 3D
reconstruit (courbe rouge). (e) Le micro-guide reconstruit en 3D, recalé avec l'arbre vasculaire obtenu par une acquisition
CBCT injectée en début d'intervention.
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Figure 4.34  Reconstruction stéréoscopique d'un micro-guide présentant une forte courbure au niveau de sont extrémité
distale qui n'est pas segmenté avec précision. (a)(b) Résultat de la segmentation (squelette noir) aché sur les images
frontale et latérale ltrées et rectiées. (c)(d) Reprojection de l'approximation B-spline du support 3D reconstruit (courbe







Figure 4.35  Cas d'une reconstruction totalement ambigüe pour laquelle il existe deux solutions (courbes 3D verte et jaune)
qui vérient la contrainte d'unicité et qui sont toutes les deux aussi lisses. (a)(b) Résultat de la segmentation (squelette
noir) aché sur les images frontale et latérale ltrées et rectiées. (c)(d) Reprojection de l'approximation B-spline du
support 3D reconstruit (courbe rouge). (e) Le micro-guide reconstruit en 3D, recalé avec l'arbre vasculaire obtenu par une
acquisition CBCT injectée en début d'intervention. Un des supports possibles peut clairement être rejeté comme extérieur
aux vaisseaux.
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4.4.3.2 Cas du micro-coil
Nous avons testé les limites de notre méthode sur des courbes 3D plus complexes comme la courbe
3D d'un micro-coil se déployant en forme de pelote ou de ressort.
La Figure 4.36 montre l'exemple d'une reconstruction réussie d'un coil en tout début de déploiement
où les spires sont distinctement visibles dans les deux images. Le découpage en bandes épipolaires donne
une bande non-ambigüe et un groupe ambigu composé de 3 bandes ambigües. Les hypothèses 3D issues de
ce groupe ambigu ont donné lieu à une complexité de 94 cliques maximales. Il est intéressant de remarquer
ici que sans la contrainte lF = 2.0, 207360 cliques maximales auraient alors dues être explorées.
Étant contraint à rester dans l'anévrisme, le micro-coil prend au fur et à mesure de son déploiement
une forme 3D de plus en plus complexe et de plus en plus compacte. Cela se traduit en projection par
un nombre de boucles et de superpositions de plus en plus élevé mais également par des spires devenant
trop proches pour être distinguables les unes des autres. L'augmentation du nombre de boucles a pour
eet d'augmenter le nombre de bandes épipolaires sur un même espace dans l'image et le nombre de
fragments de courbe 2D qu'ils contiennent. Leur épaisseur diminue jusqu'au point où les hypothèses
formées deviennent des points et non plus des fragments de courbe.
Nous montrons avec l'exemple de la Figure 4.37 les limites de notre méthode. La forte combinatoire
qui résulte de cette conguration (4.37(c) et 4.37(d)) rend notre méthode inenvisageable pour une recons-
truction temps-réel ou même rapide. Limiter la complexité en augmentant la valeur de lF pour limiter
le nombre de bandes épipolaires, ne permet pas de disposer de susamment d'information pour pouvoir
capturer la complexité du coil en 3D (4.37(e) et 4.37(f)).
4.5 Discussion
Notre avons détaillé un nouvel algorithme de reconstruction du support 3D d'une courbe simple non
planaire à partir de deux projections segmentées. La reconstruction de ce support est obtenue par un
processus de mise en correspondance de fragments de courbe projetées permettant la localisation de
fragments 3D qui sont retenus ou rejetés par un critère géométrique favorisant leur alignement. L'inté-
gration d'hypothèses non-ambigües dans le support recherché et l'utilisation d'une contrainte d'unicité
d'appariement limitent la combinatoire du problème pour satisfaire le besoin clinique d'une reconstruction
temps-réel.
4.5.1 Applications cliniques
Suites aux discussions menées avec des experts de la neuroradiologie du CHU de Nancy, un cer-
tain nombre d'applications cliniques sont ressorties au regard des résultats obtenus sur images cliniques,
notamment lorsque l'image projective ne permet plus de comprendre la position du micro-guide dans
l'anatomie environnante :
Bouger la chaîne image est une manière évidente de lever les ambiguïtés de la visualisation, mais
l'orientation idéale n'est pas toujours atteignable du fait de l'encombrement de la salle ou des limita-
tions mécaniques du système. Dans le cas du traitement de stules durales ou médulaires, le praticien
peut perdre beaucoup de temps avant de trouver une bonne incidence de visualisation de l'artère, la
représentation 3D du guide apporterait donc un gain de temps important.
La représentation 3D du micro-guide aiderait aussi à comprendre pourquoi parfois le micro-guide
n'avance pas dans l'artère, par exemple en montrant qu'il est fortement courbé, au point de se plier.
Il est courant de disposer d'une acquisition préalable 3D de l'arbre vasculaire recalée sur les incidences
uoroscopiques. Lorsque deux artères issues du même point de bifurcation se superposent en projection
aux instruments, il est nécessaire de retirer le micro-guide pour injecter le produit de contraste par le
micro-cathéter et identier l'artère eectivement cathétérisée. La reconstruction du micro-guide fusionnée
avec la 3D de l'arbre vasculaire permettrait d'identier cette artère sans avoir à retirer le micro-guide.
Dans une perspective à plus long terme, la reconstruction 3D du guide à l'intérieur d'une image
fonctionnelle 3D (typiquement IRM) apporterait une information cruciale au neuroradiologue qui pourrait
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guider son instrument dans des territoires non plus seulement anatomiques mais fonctionnels et ainsi
mieux anticiper les risques encourus, par exemple en cas de reux d'un agent embolisant.
4.5.2 Robustesse
Les reconstructions de données simulées montrent que notre méthode est capable de reconstruire
une courbe 3D dont les projections présentent de fortes courbures, des boucles ou encore des points de
rebroussement. Pour ce dernier cas, une version 2 de l'algorithme tenant compte des superpositions est
apparue plus adaptée.
Les résultats sur images cliniques d'un micro-guide segmentées automatiquement montrent aussi une
certaine robustesse de l'algorithme aux erreurs de segmentation dues au bruit, telles que fausses détections
et trous.
En revanche, les erreurs liées à des artéfacts de soustraction introduisent d'autres structures curvi-
lignes que le guide dans l'image et mettent généralement notre algorithme de reconstruction en échec.
La contrainte d'une bonne soustraction n'est cependant pas très restrictive : dans une séquence d'image
uoroscopique de guide, il est aisé de construire un masque. Il n'y a pas d'obstacle rédhibitoire à l'ac-
quisition d'un tel masque à tout moment de l'intervention en cas de bougé patient, même si bien sûr, le
masque idéal est celui qui ne contient pas du tout le guide ; en eet dans le cas contraire, on n'aura accès
qu'à la partie en mouvement du guide, qui est la partie d'intérêt. Ce point acquis, le niveau de bruit est
la seconde source d'erreurs de par son impact sur la segmentation.
La robustesse de la reconstruction dépend donc de la chaîne image et des traitements de réduction de
bruit, la reconstruction étant presque toujours correcte si la segmentation l'est.
4.5.3 Améliorations
Deux directions se présentent à nous pour améliorer les résultats : d'une part rendre la reconstruction
3D moins sensible aux erreurs présentes sur les images projectives segmentées, d'autre part améliorer la
qualité de la segmentation, qui dépend elle-même de la qualité des images à segmenter.
Dans la perspective de preuve de concept de ce travail, nous avons analysé la chaîne image sans la
modier, ni l'optimiser. Par exemple, le ltrage temporel appliqué par le système est apparu inadapté à
cause de l'introduction d'artéfacts de mouvement du guide. Cela veut dire qu'en termes de développement
industriel, la reconstruction doit avoir accès aux images avant que ne soient appliqués les traitements re-
quis pour l'achage des images. En contrepartie, le niveau de bruit des images à traiter devient plus
élevé. Nous avons cependant montré en simulation que notre algorithme de débruitage reste performant
à des niveaux de bruit supérieurs à une acquisition uoroscopique standard avec ltrage temporel. On
peut donc considérer que la méthode dispose d'une marge de progression par optimisation de la chaîne
image pour les étapes de débruitage et segmentation précédant la reconstruction 3D du micro-guide en
fonction de l'application clinique visée.
L'absence d'erreurs de segmentation permet de modéliser plus de situations projectives ambigües
d'une courbe 3D. En eet, nous avons montré en simulation que les superpositions telles les points
de rebroussements peuvent être prises en compte explicitement avec la version 2 de notre algorithme
permettant ainsi d'en améliorer les performances. Cette version de l'algorithme n'est cependant pas
robuste aux erreurs de segmentation et, quelle que soient les améliorations apportées à la chaîne image
pour améliorer le résultat de la segmentation, on ne peut garantir qu'il n'y aura jamais aucune erreur
de segmentation. Il est donc nécessaire d'agir au niveau de notre algorithme de reconstruction pour
en améliorer la robustesse et rendre alors possible l'utilisation de la version 2 en présence d'erreurs de
segmentation.
Ces erreurs font que le support recherché ne gure pas forcément parmi l'ensemble des supports
candidats générés. En pratique, on remarque que le support recherché reste généralement inclus dans l'un
des supports générés. En termes de graphe, le support recherché peut donc correspondre à une clique du
graphe qui, dans un contexte bruité, n'est pas nécessairement maximale comme nous l'avons considéré
jusqu'à présent. Il y a donc un compromis à trouver entre la quantité de recouvrement du support avec
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la segmentation et la continuité spatiale entre les fragments 3D qui composent ce support. En pratique,
nous avons pu remarquer qu'à l'étape de recherche du chemin optimal au sein d'une clique maximale,
les hypothèses erronées ont tendance à être reléguée en n de chemin. Ce comportement est directement
lié à l'approche PPV et pourrait alors être exploité dans une stratégie visant à retirer ces hypothèses du
graphe.
Un deuxième axe d'amélioration porte sur l'identication de fragments 3D non-ambigus sur lesquels
notre algorithme s'appuie pour trouver le support global de la courbe. Notre hypothèse de départ sti-
pule que les cas de correspondance unique entre deux fragments 2D donnent eectivement lieu à des
fragments 3D non-ambigus. Le cas échéant, des stratégies alternatives peuvent être appliquées. La plus
naïve serait de générer des supports avec et sans le fragment ambigu en question, mais la combinatoire
résultante serait rédhibitoire à une application temps réelle. Une alternative plus réaliste d'introduire une
contrainte supplémentaire de continuité gurale entre les fragments 2D. Elle permettrait de gérer le cas
où le fragment non-ambigu est issu de l'appariement d'un fragment de guide avec une fausse détection
ou de deux fragments de guide qui ne se correspondent pas. Lorsque le fragment non-ambigu est issu de
l'appariement de deux fausses détections, la continuité gurale ne permet pas de résoudre le problème.
Par ailleurs, la conguration spatiale du guide est contrainte par les vaisseaux. Nous avons vu qu'une
application clinique repose sur la connaissance a priori de l'arbre artériel. Le support du guide étant inclus
dans celui de l'arbre vasculaire qui est lui-même parcimonieux dans l'espace 3D, on a là une contrainte
beaucoup plus forte du problème qui devrait réduire la combinatoire et permettre en contrepartie d'utiliser
des hypothèses de correspondances moins fortes.
Enn, même si la uoroscopie est un ux vidéo, la reconstruction est accessible à partir de deux
images seulement, sans référence aux images précédentes. Une approche de reconstruction simultanée de
plusieurs positions du guide permettrait l'intégration d'une régularisation temporelle pour contraindre
davantage le problème.
Outre les pistes d'augmentation de la robustesse mentionnées, deux étapes post-reconstruction sont
à améliorer : le ranement de la position de l'extrémité distale du guide en 3D et le ranement de la
courbe 3D globale passant par le support 3D reconstruit.
Pour être performant, notre algorithme peut retirer certaines bandes épipolaires du traitement dont
l'une d'entre elles peut contenir l'extrémité distale du guide qui ne sera alors pas reconstruite. Également
si la version 1 de l'algorithme est utilisée alors que l'extrémité distale est superposée à une autre partie
du micro-guide, la partie superposée qui contient l'extrémité du guide ne sera pas reconstruite. Pour
remédier à ces problèmes, on peut envisager une procédure visant à étendre le support sélectionné par
notre algorithme avec le fragment 3D qui contient l'extrémité.
De manière plus générale, le support sélectionné par notre algorithme est composé de fragments
de courbe 3D ordonnés et orientés. Ce support peut être approché par une représentation continue
par B-spline du micro-guide. Une procédure d'approximation de la courbe 3D qui tiendrait compte de
sa reprojection dans les images serait néanmoins plus adaptée [Martinsson et al., 2007, Schenderlein
et al., 2010, Kahl and August, 2003] pour combler les trous entre les fragments. Une condition sur
l'extrémité distale identiée précisément dans les projections permettraient aussi de mieux contraindre
l'approximation. Le support de la courbe 3D fourni par notre algorithme étant déjà très proche de la
courbe 3D recherchée, nous pensons que ces méthodes d'approximations seront peu coûteuses en temps
de calcul.
4.5.4 Limitations
Il est dicile de démontrer qu'il n'existe aucune conguration du système relative à la forme du
guide donnant lieu à des ambiguïtés non gérées par notre algorithme. Nous pensons néanmoins qu'elles
sont rares et détectables (plusieurs solutions sont trouvées). Plusieurs options ont été envisagées dans
la littérature pour éliminer de tels ambiguïtés : tenir compte d'un a priori sur l'arbre vasculaire [Brü-
ckner et al., 2009] ou encore tenir compte d'un a priori de régularité temporelle en 3D [Brückner et al.,
2009, Schenderlein et al., 2010]. Une autre option envisageable serait d'eectuer, en dernier recours, un
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petit déplacement du système.
On note malheureusement qu'il en va tout autrement du coil. Il s'agit maintenant de reconstruire une
forme complexe aux superpositions multiples. Les limites de notre algorithme sont atteintes dès lors que
la combinatoire associée à un groupe ambigu devient trop élevée. Comme nous avons pu le voir avec un
coil en cours de déploiement, de nombreuses boucles en projection entraînent l'explosion combinatoire
par cumul d'un nombre élevé de bandes épipolaires et d'un nombre élevé de fragments à traiter dans
chaque bande.
Une approche consistant à ne reconstruire que ce qui a changé entre deux images consécutives du
coil a été envisagée pour éviter la complexité combinatoire. Une telle approche atteint cependant très
rapidement ses limites dans la mesure où, au cours de son déploiement, un coil peut passer d'une forme
à une autre avec des changements très rapides tel que la forme du coil peut ne plus rien avoir avec
celle observée à l'image précédente. Une approche stéréoscopique à deux vues n'est donc clairement pas
susante alors qu'on ne dispose que de deux chaînes images.
La reconstruction 3D d'un coil en cours de déploiement nécessiterait donc de bouger l'un au moins
des arceaux pour multiplier les points de vue permettant alors de contraindre plus fortement le problème
d'appariement (e.g. par un processus de validation d'une hypothèse par reprojection dans une troisième
ou n-ième vue [Ayache and Sander, 1991]). Néanmoins, une telle approche pose un nouveau problème :
celui de disposer d'un masque pour chaque nouveau point de vue rendant l'étape de soustraction beaucoup
plus coûteuse et contraignante. Sans soustraction, la segmentation d'un coil n'est plus réduite à une étape
de débruitage, mais à une classication des pixels de l'image distinguant ceux appartenant au métal du
coil de ceux appartenant aux structures osseuses. Si cette distinction est aisée en 3D, elle l'est beaucoup
moins dans les images projectives où les superpositions de structures osseuses atteignent des densités
équivalentes à celles du coil.
Une fois le coil déployé (ou a un stade avancé de déploiement), de trop nombreuses superpositions
empêchent par ailleurs de distinguer les structures curvilignes associées au spires du coil dans l'image.
De plus, lorsque les spires apparaissent serrées selon un point de vue donné, c'est généralement aussi le
cas pour tous les autres points de vue. Les spires du coil, ne pouvant plus être distinguées les unes des
autres, l'approche de reconstruction par mise en correspondance de fragments de courbe se réduit à une
approche de reconstruction par mise en correspondance de points qui, bien que pouvant permettre de
recouvrer une enveloppe 3D approximative du coil, ne permettra jamais d'en recouvrer les spires 3D.
On voit donc qu'il n'est pas possible de généraliser par multiplication des points de vue l'approche
stéréoscopique développée pour la reconstruction d'un guide à celle d'un coil. Nous nous tournerons donc
vers la reconstruction tomographique, méthode de reconstruction 3D d'un objet quelconque, que l'on
sait robuste à la condition que les données soient échantillonnées susamment nement en angle et non
tronquée. Dans notre contexte, cette robustesse va être mise à l'épreuve par la diminution du nombre de
vues. L'hypothèse de parcimonie, permettra de contraindre très ecacement le problème tomographique
pour la catégorie des objets parcimonieux, catégorie bien adaptée aux coils.
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Figure 4.36  Reconstruction d'un coil en début de déploiement (a)(b) Projections rectiées frontale et latérale du coil. (c)(d)
Résultats de la segmentation et du découpage épipolaire. (e)(f) Reprojections de la courbe 3D reconstruite (g) Ensemble
des hypothèses 3D où chaque fragment de courbe 3D d'une couleur représente une hypothèse diérente numérotée. (h)
Les hypothèses bleues par lesquelles passe une courbe lisse (jaune) désignent le support sélectionné. Au total, 94 cliques






Figure 4.37  Exemple d'un cas de reconstruction complexe d'un coil (a)(b) Projections rectiées frontale et latérale (c)(d)
Résultat de la segmentation et du découpage épipolaire avec Eb = 2 et lF = 1.5. Il y a ici 31 104 000 cliques maximale
à explorer. (e)(e) Résultat de la segmentation et du découpage épipolaire avec Eb = 2 et lF = 2. Il y a ici 4320 cliques
maximale à explorer.
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La dernière partie de cette thèse est dédiée à la reconstruction 3D d'un micro-coil. Bien que les coils
soient des objets curvilignes comme les micro-guides, une fois déployés dans l'anévrisme, ils prennent une
forme de pelote (voir Figure 5.1(b)) de sorte qu'une modélisation telle que présentée pour le micro-guide
est impossible à mettre en ÷uvre, cela quel que soit le nombre d'incidences projectives utilisées. En tomo-
graphie, la complexité d'un objet imagé par rayons X n'est plus un problème pour sa reconstruction dès
lors que le nombre et la répartition des incidences de projection respectent certaines conditions. Néan-
moins, la reconstruction 3D d'un micro-coil n'est cliniquement avantageuse que si les projections peuvent
être acquises rapidement pour un coût en dose comparable à celui d'une uoroscopie. Ce n'est pas le
cas avec les trajectoires en arc de cercle utilisées sur un système biplan, ne serait-ce que parce qu'il est
nécessaire de ranger l'arceau latéral au fond de la salle an que l'arceau frontal puisse tourner librement
sur 200◦. Nous proposons donc des mouvements de plus petite envergure pour l'arceau frontal an que
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l'arceau latéral puisse rester en place, et d'acquérir moins que les 150 projections usuelles, pour limi-
ter la dose. Trois modes d'acquisitions sont étudiés qui correspondent chacun à un sous-échantillonnage
diérent de la trajectoire tomographique circulaire standard. Une reconstruction analytique de ces ac-
quisitions ne faisant pas d'a priori sur l'objet à reconstruire produit des images fortement dégradées.
Les méthodes de reconstruction itératives et plus particulièrement les méthodes dérivées de la théorie du
compressed-sensing permettent d'intégrer des contraintes de parcimonie pour reconstruire des structures
parcimonieuses intenses telles que des vaisseaux, avec un nombre de projections largement inférieur à une
acquisition standard [Langet et al., 2015]. Partant de l'hypothèse qu'un micro-coil en pelote peut être
considéré comme occupant l'espace de façon parcimonieuse, nous étudions l'applicabilité de la contrainte
de parcimonie à la reconstruction des trois modes d'acquisition envisagés. Nous intégrons une contrainte
supplémentaire de continuité du micro-coil dans l'espace 3D, qui s'applique grâce à un ltrage de dif-
fusion tensoriel, extension 3D des ltres précédemment introduits pour la segmentation d'un micro-guide.
Nous commençons par décrire le mode d'acquisition tomographique courant des systèmes vasculaires,
et ceux plus rapides envisagés pour un micro-coil (Sec. 5.1). Nous rappelons brièvement les résultats
mathématiques à la base des algorithmes de reconstruction analytique utilisés en clinique (Sec. 5.2). Les
contraintes d'échantillonnage et les diérentes catégories de problèmes issus du sous-échantillonnage en
tomographie sont revus (Sec. 5.3). Pour appliquer parcimonie et continuité, nous nous concentrons sur
l'approche hiérarchique de reconstruction itérative en CBCT proposée dans [Langet et al., 2015] (Sec.
5.4). La performance des algorithmes appliqués est ensuite évaluée. (Sec. 5.5).
(a) (b)
Figure 5.1  (a) Système GE Healthcare IGS 630 biplan. (b) Projection rayons X d'un micro-coil intracrânien
5.1 Acquisitions tomographiques sur système interventionnel
5.1.1 Acquisition tomographique standard
Pour eectuer une acquisition tomographique, on fait tourner l'arceau frontal selon les angles anato-
miques LAO/RAO (i.e. angles oblique antérieur gauche et droit) pour décrire une rotation de 200◦ dans
le plan axial (x, y) orthogonal à l'axe du lit z. Cette acquisition en rotation s'appelle spin 3D. Avec un
système biplan, l'arceau latéral doit se retirer pour permettre la rotation du système frontal. Le position-
nement et les mouvements de rotation de l'arceau frontal sont maîtrisés avec précision pour satisfaire les
exigences de l'imagerie CBCT. Une telle précision n'est pas actuellement garantie sur l'arceau latéral qui
est conçu pour répondre à des contraintes mécaniques diérentes : il est monté sur un rail au plafond,
son tube dispose d'un ascenseur, sa rotation se fait par glissement le long du C et non par rotation du
C, sa vitesse de rotation maximale n'est que de 10◦/s.
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L'acquisition d'un spin est cependant un élément perturbateur dans le déroulement d'une thérapie.
L'acquisition ne peut se faire qu'autour de l'axe de la table, le long duquel le système doit être aligné.
La zone d'intérêt doit être vue dans toutes les incidences de la rotation, donc placée à l'isocentre. Aucun
obstacle ne doit être présent sur la trajectoire du tube et du détecteur. Pour s'en assurer, une phase de test
à vitesse réduite est eectuée. D'autres déplacements de la table peuvent être requis pour passer le test
avec succès. Sur un système biplan, le retrait et le repositionnement du plan latéral ajoute à la complexité
de l'acquisition. La fréquence d'acquisition des images est de 30 à 50 images par seconde maximum pour
une vitesse maximale de rotation de 40◦/s. La vitesse la plus élevée est requise pour limiter le risque
de bouger patient et utiliser le minimum de produit de contraste injecté. En contre-partie le nombre
d'images est réduit. Pour des acquisitions à contraste dilué ou sans injection de contraste, on tourne plus
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Figure 5.2  (a) Mouvements de l'arceau frontal selon les axes RAO/LAO gauche-droite et CRA/CAU cranio-caudal autour
de l'iso-centre O. (b) Couverture angulaire d'une acquisition tomographique.
Les diérents échantillonnages angulaires ainsi disponibles sont récapitulés dans le Tableau 5.1.
L'imagerie d'un micro-coil implique donc un processus complexe et disruptif, un minimum de 150 images,
et une injection de produit contraste pour voir la circulation sanguine au contact du coil. Cet examen
n'est donc pratiqué qu'en toute n de procédure pour contrôler la thérapie et conrmer qu'elle est bien
terminée. Aux phases intermédiaires, le médecin utilise l'imagerie projective qui requiert moins de dose,
peu de produit de contraste et aucun déplacement du patient. Mais comme l'imagerie projective ne
donne pas accès à toute l'information, des congurations particulières du déploiement d'un coil peuvent
être diciles à évaluer, requérant soit beaucoup d'essais d'angulations projectives successives, soit une
acquisition de spin 3D, pour s'assurer que le positionnement du coil est celui souhaité.
Paramètres Innova IGS
Nombre d'images par seconde 30 50
Vitesses de rotation 10◦/s - 20◦/s - 40◦/s 16,5◦/s - 28◦/s - 40◦/s
Temps d'acquisition 20s - 10s - 5s 12s - 7s - 5s
Nombre de projections 600 - 300 - 150 600 - 350 - 250
Couverture angulaire 200◦ 200◦
Table 5.1  Echantillonnages uniformes possibles avec les systèmes vasculaire Innova et IGS
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5.1.2 Acquisitions rapides
Trois modes alternatifs pour acquérir rapidement et facilement un ensemble limité de projections et
reconstruire toute l'information utile de conguration d'un coil ont été étudiés. Chacun correspond à un









Figure 5.3  Modes d'acquisition : (a) P0 correspond à une rotation de l'arceau frontal en angle limité avec une ouverture
angulaire maximale α = 60◦, (b) P1 augmente P0 d'une projection latérale supplémentaire (orange), (c) P2 correspond à
un sous-échantillonnage uniforme (pas angulaire γ = 30◦).
1. Le mode d'acquisition P0 ne couvre qu'une ouverture angulaire limitée sur laquelle l'échantillonnage
angulaire est uniforme et égal à celui d'une acquisition CBCT standard. Pour le biplan, l'ouverture
angulaire maximale mécaniquement atteignable est de 60◦.
2. Le mode P1 (Figure 5.3(b)) ajoute au modèle P0 une unique projection acquise par l'arceau latéral.
3. Le mode P2 (Figure 5.3(c))correspond au cas de gure où les deux arceaux entreraient en rotation
simultanément pour reproduire la trajectoire tomographique. Il en résulte une couverture angulaire
complète avec un échantillonnage angulaire uniforme. Ce mode d'acquisition ne devient véritable-
ment intéressant que si un petit nombre de projections sut.
Il est bien connu que la tomosynthèse, comme les deux autres schémas proposés, ne mesure pas susam-
ment d'information pour reconstruire intégralement l'information tri-dimensionnelle d'une structure. Seul
un a priori fort sur l'objet à reconstruire peut compenser le manque d'information. Nous avons montré que
l'a priori de courbe 3D est susant pour la reconstruction stéréoscopique à partir de seulement deux vues.
Nous ne savons pas mettre en ÷uvre une technique équivalente pour l'a priori "pelote 3D". En revanche,
le caractère parcimonieux de la disposition d'une pelote dans l'espace est un a priori très fort pour la
tomographie. Nous nous proposons donc d'évaluer les performances des reconstructions tomographiques
avec contrainte de parcimonie pour reconstruire un coil à partir des trois modes d'acquisition proposés.
Dans la suite, nous rappelons donc les résultats principaux xant les conditions d'échantillonnage pour
la reconstruction tomographique sans contrainte, reconstruction dite analytique, puis nous décrivons la
reconstruction sous contraintes, reconstruction dite itérative car elle correspond toujours à un algorithme
de résolution d'un problème d'optimisation.
5.2 Reconstructions analytiques
Le formalisme mathématique de la tomographie par la transformée de Radon 2D et son inversion
analytique fait l'objet de nombreux ouvrages auxquels nous référons le lecteur pour plus de détails [Kak




5.2.1 La transformée de Radon 2D
Soit (O, x, y) un repère xe et (O, u, v) un repère tournant d'angle φ tel que :
{
u = x cosφ+ y sinφ
v = −x sinφ+ y cosφ
(5.1)





Le théorème du prol central établit que la transformée de Fourier 1D de p à l'angle φ, notée
[F1Dp](ku, φ), est égale au prol passant par 0 de la transformée de Fourier 2D de f notée [F2Df ](kx, ky)
à ce même angle. On note alors :
[F1Dp](ku, φ) = [F2Df ](kx, ky) avec
{
kx = ku cosφ















Figure 5.4  Illustration du théorème du prol central.
Comme l'illustre le schéma de la Figure 5.4, la transformée de Fourier 1D d'une projection d'angle φ
correspond dans la transformée de Fourier 2D de f à une ligne d'angle φ passant par l'origine. On dénit
donc la transformée de Radon 2D Rf de f comme l'ensemble des intégrales p(u, φ) telles que φ ∈ [0, π[
et u ∈] −∞,+∞[ qui échantillonne intégralement f dans le plan de Fourier. Dans la pratique, pour un
objet inclus dans un cercle de rayon r centré en O, il sut d'échantillonner u sur ] − r,+r[. On appelle
aussi sinogramme l'image p(u, φ) car tout point (x0, y0) de f se projette en u(x0, y0) qui est une sinusoïde
quand φ varie.
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Figure 5.5  Géometrie d'un faisceau divergent 2D
5.2.2 Inversion de la transformée de Radon 2D
Du théorème du prol central on déduit la méthode des rétro-projections ltrées (FBP pour Filtered
Back-Projection) qui est à la base des algorithmes de reconstruction utilisés sur un système intervention-
nel.
























où |ku| est le ltre rampe et l'intégration sur [0, π] est appelée rétro-projection, qui est aussi l'opérateur
adjoint de la transformée de Radon.
5.2.3 La transformée rayons X
Sur un système interventionnel, le faisceau de rayons X diverge depuis un point source S de l'espace
3D de repère (O, x, y, z). Les lignes d'intégration considérées vont de S vers un plan de repère (O′, u′, v′)
où O′ est la projection orthogonale de S sur l'axe u′. La collimation du faisceau le restreint à un cône de
demi-angle Γ de section carré sur le détecteur. La droite passant par S et O′ s'appelle axe optique. Pour
simplier la présentation, on suppose aussi que S, O et O′ sont toujours alignés. On note d la distance
de S à O et D la distance de S à O′. Cette géométrie introduit un facteur de magnication égal à D/d.
On considère alors un détecteur virtuel passant par O qui ne dière du détecteur réel que par un facteur
de magnication.
Quand ce cône est mis en rotation, on parle de tomographie conique que l'on formalise mathémati-
quement par la transformée rayons X. On se limite ici au cas des systèmes interventionnels où la rotation
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de Sβ est un arc de cercle dans le plan (O, x, y) tel que O est le centre de la rotation, z l'axe de rotation
et β l'angle entre l'axe optique et l'axe x. Le détecteur virtuel est lui supposé tel que son axe u′ reste
dans le plan (O, x, y) et donc que l'axe v′ est parallèle à z.
On note pSβ (u






avec s ∈ [0,+∞] abscisse de tout point du segment, avec s = 0 au point S(β).
Restreignons tout d'abord l'analyse aux intégrales mesurées dans le plan de rotation de la source
(v′ = 0) qui forme un faisceau divergent 2D de demi-angle Γ dans le plan (O, x, y) tel qu'illustré sur le
schéma de la Figure 5.5. On montre qu'à l'angle β, la ligne d'intégration pSβ (u
′, γ) correspond à la ligne
d'intégration de la transformée de Radon 2D p(u, φ) tel que :

φ = β + γ
u = u′ cos γ
(5.6)
où l'angle γ ∈ [−Γ,Γ] est l'angle entre l'axe optique et la ligne d'intégration de Sβ à u′. Cette
transformation montre que la valeur u′ correspond au même u quelle que soit la rotation du faisceau et que
si la rotation est eectuée sur 360◦, la transformée de Radon 2D sera acquise pour u ∈]−D tan Γ,+D tan Γ[
et φ ∈ [0, 2π[, soit exactement deux fois. Un système C-arm ne peut pas eectuer un mouvement de
rotation circulaire sur 360◦. Pour une rotation de 180◦, par exemple φ ∈ [0, π[, on voit que chaque mesure
du faisceau divergent 2D ne couvre pas les mêmes 180◦. On montre que la rotation minimale nécessaire
est en fait de 180◦ plus deux fois le demi-angle Γ pour que chaque mesure ait vu le même intervalle
minimal de 180◦. En pratique une rotation de 200◦ est eectuée par le système vasculaire.
5.2.4 Inversion de la transformée rayons X
Il a été montré par Tuy [Tuy, 1983] qu'en géométrie conique, pour qu'une coupe puisse être reconstruite
exactement, il est nécessaire que le plan contenant la coupe intersecte au moins une fois la trajectoire du
point source S. Il a été montré par Smith [Smith et al., 1973] que cette condition est également susante.
Cette condition suppose que les structures reconstruites sont entièrement observables dans l'ensemble
des projections (pas de troncation). Dans un volume CBCT, seule la coupe transaxiale centrale vérie la
condition de Tuy-Smith car elle contient le plan dans lequel est inscrit la trajectoire circulaire du point
focal. Dans ce volume, plus une coupe transaxiale est éloignée de la coupe centrale le long de l'axe z, plus
sa reconstruction sera approximative car une partie de l'espace de Fourier ne sera pas échantillonné. On
notera cependant qu'il existe des trajectoires qui vérient la condition Tuy comme celle en spirale qui est
utilisée dans les scanners [Buzug, 2008].
L'extension de la méthode FBP à la tomographie conique est due à Feldkamp, Davis & Kress et est
abréviée en FDK [Feldkamp et al., 1984] qui est l'algorithme de reconstruction standard utilisé sur les
systèmes interventionnels.
Son expression analytique est donnée par :
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





[p′β ∗ h](u′, v′)dβ
β = arctan(u′/D)
w(x, y, β) =










On peut décrire cet algorithme par trois étapes :
1. Pondérer les lignes de projection en fonction de leur position (u′, v′) dans le cône.
2. Filtrer p′(u′, v′) suivant u′ avec le ltre rampe.
3. Rétro-projeter en pondérant les valeurs le long du cône
Ces pondérations normalisent les contributions par rapport aux eets de magnication induits par la
géométrie conique. Pour une source à l'inni, ces poids valent 1 et l'algorithme FDK est alors strictement
équivalent à FBP.
5.3 Echantillonnage
En tomographie, les deux axes d'échantillonnage ne sont pas équivalents : l'échantillonnage radial sui-
vant u est déni en pratique par la taille du détecteur et de ses éléments de détections, l'échantillonnage






Figure 5.6  (a) Pas d'échantillonnage radial ∆u et angulaire ∆θ. (b) Echantillonnage sur 200◦ (c) Echantillonnage en
angle limité dit de tomosyntèse
5.3.1 L'échantillonnage radial
On xe l'échantillonnage radial suivant la théorie de Shannon. L'échantillonnage en x et y de l'image
reconstruite est celui de l'échantillonnage en u ou u′. La résolution de l'image reconstruite est donc au




Figure 5.7  Rendu volumique d'un micro-coil reconstruit à partir de 147 projections (ie 40◦/s) en FOV (a) 30 cm (b) 20
cm (c) 16 cm
Il reste que le ltre rampe amplie les hautes fréquences et donc le bruit. C'est pourquoi le ltre rampe
est multiplié par une fenêtre d'apodisation qui laisse un degré de liberté pour sélectionner le compromis
bruit/résolution optimal pour une tâche clinique donnée.
Le système biplan Innova IGS 630 de GE Healthcare est équipé de capteurs plans digitaux carrés
de côté 1500 pixels de 200 microns, soit un champ de vue maximal de 30 × 30 cm2. Comme les coupes
reconstruites sont de taille 512×512 voxels, un champ de vue de 30 cm sera ré-échantillonné sur 500×500
pixels de taille 600 microns. La taille du voxel de reconstruction sera xée à d/D = 0.6 fois celle du pixel,
soit 360 microns. Pour les objets de petites tailles, on peut utiliser un champ de vue réduit. Le plus petit
est de 12 cm, soit 500 pixels de 240 microns et un voxel xé à 150 microns. La Figure 5.7 montre un
rendu volumique d'un micro-coil imagé ex-vivo à trois tailles de champ de vue diérentes. Le gain en
résolution spatiale entre un champ de vue de 30 cm et un champs de vue de 20 cm a un impact direct et
évident sur la résolution de la reconstruction.
Troncation La taille du champ de vue est physiquement limitée par la taille du détecteur et pour un
faisceau de rayons divergents, est d'autant plus réduit que la magnication est forte. Pour un système
isocentré, réduire la taille du champs de vue dénit une zone restreinte et centrée où tous les voxels sont
vus par toutes les projections. Le théorème du prol central montre qu'une telle troncation correspond à
un fenêtrage du signal sur l'axe u qui se traduit par une convolution par un sinus cardinal dans l'espace
de Fourier.
5.3.2 L'échantillonnage angulaire
La rotation tomographique balaie l'espace de Fourier avec une ligne placée à des intervalles angulaires
réguliers. Par construction, l'échantillonnage n'est pas uniforme en x et y, mais dépend de la distance au
centre de rotation r, donc de la taille de l'objet à reconstruire. Le nombre de projections minimum requis





En pratique il n'est pas nécessaire d'acquérir autant de projections parce que leur nombre n'aecte
pas la résolution spatiale de l'image reconstruite. On peut s'en rendre compte sur l'exemple simulé en
géométrie parallèle de la Figure 5.8.
On observe que l'image reconstruite avec seulement 128 incidences est quasiment identique à la l'image
originale qui contient trois pastilles d'intensités égales. Avec 32 incidences, la forme de ces trois pastilles
n'est pas altérée, néanmoins, des stries dégradent fortement l'image reconstruite.
Dans le cas extrême où seulement 2 ou 4 incidences sont utilisées, les 3 pastilles de l'image originale
deviennent indiscernables et l'image reconstruite ne contient plus que des stries. Celles-ci suivent la
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Figure 5.8  Illustration [Fessler, 2009] de l'impact de l'échantillonnage angulaire sur la reconstruction. Image originale
128 × 128 de 3 pastilles d'intensité 8 sur un fond uniforme d'intensité 1. Visualisation fenêtrée entre 0.5 et 1.5.
direction des incidences restantes et sont d'autant plus prononcées que les structures dont elles émanent
sont intenses.
Leur origine est en eet directement liée à la forme de la réponse impulsionnelle du ltre rampe qui
est constituée d'un pic central positif entouré d'une innité de pics négatifs d'amplitude décroissante.
La rétro-projection accumule les pics positifs au niveau des pastilles. En dehors s'accumulent des stries
dont l'intensité diminue au fur et à mesure que les contributions positives et négatives se compensent.
On observe ce comportement pour un micro-coil imagé ex-vivo et reconstruit avec l'algorithme FDK (Fi-
gure 5.9). On voit que sur une coupe axiale (Figure 5.9(a)) la reconstruction obtenue avec 600 projections
réparties uniformément sur 200◦ et un rendu en projection des intensités maximales (maximum intensity
projection, MIP) du volume entier correspondant (Figure 5.9(d)). De même que sur l'exemple simulé, 30
incidences susent à distinguer le micro-coil dans les coupes axiales tandis qu'avec seulement 6 incidences
(Figure 5.9(c)), le micro-coil n'est plus reconnaissable en coupe axiale.
Redondance angulaire de la géométrie divergente Pour échantillonner tous les points du sino-
gramme avec un faisceau divergent, il sut de faire une acquisition sur 2π qui échantillonne exactement
deux fois la transformée de Radon 2D. Une condition nécessaire moins exigeante requiert une couverture
de 180◦ + 2Γ, c'est-à-dire telle que toutes les positions d'acquisition u′ aient balayé le même intervalle
de 180◦. Il en résulte que toutes les mesures en dehors de cet intervalle sont échantillonnées deux fois et
doivent être pondérées par le facteur 1/2 avant ltrage par la rampe. Cela crée une discontinuité le long
de l'axe u′ dans les projections qui est réduite par l'utilisation des poids de Parker [Parker, 1982] dénis





Figure 5.9  Reconstruction d'un micro-coil ex-vivo : (a) 600, (b) 30 et (c) 6 projections réparties uniformément sur
[0◦,200◦]. (d) Rendu MIP d'une reconstruction avec 600 projections. (e) 300 projections uniformément répartis sur [45◦,135◦]











si 0 ≤ β ≤ 2(Γ− γ)
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si π − 2γ ≤ β ≤ π + 2Γ
(5.9)









′) = wβ(γ). cos γ.pβ(u
′)
w(x, y, β) =
D + x sinβ − y cosβ
D
(5.10)
Troncation angulaire C'est en fait en réduisant la couverture angulaire que l'image perd en résolution,
de façon anisotrope. On peut observer sur la Figure 5.9(f) que même en eectuant un échantillonnage
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dense sur un intervalle restreint de 60◦ (ou 90◦ Figure 5.9(e)).), la résolution est très dégradée dans les
directions non-échantillonnées et la forme circulaire des pastilles n'est pas conservée
5.3.3 Reconstruction de données limitées
La reconstruction de données lorsque l'échantillonnage est insusant se décompose en quatre sous-
domaines selon que l'échantillonnage est décient en densité ou en couverture (troncation) et que l'axe
est celui des mesures (u′) ou bien l'axe angulaire (φ).
La densité de l'échantillonnage suivant l'axe u′ ne présente pas de spécicité en tomographie et relève
des problèmes de résolution, super-résolution et déconvolution d'image.
La troncation suivant l'axe u′ et centrée sur l'axe de rotation a pris la dénomination de problème
intérieur [Kudo et al., 2008] où l'on ne s'intéresse qu'à reconstruire de façon la plus dèle et avec le moins
de contrainte possible la région d'intérêt. Classiquement, il est facile et ecace d'éliminer la discontinuité
due à la troncation en extrapolant le signal au-delà des bords de la fenêtre de troncation, puis d'appliquer
FBP pour calculer le volume d'intérêt composé des voxels vus suivant toutes les incidences, et seulement
ceux-là. Ces reconstructions ne sont que des approximations, c'est pourquoi les données ne sont jamais
tronquées sur les scanners X en radiologie diagnostique. En revanche, dans le contexte interventionnel, les
erreurs induites par la troncation sont susamment limitées par l'extrapolation des données pour que la
troncation soit la norme, an de limiter l'irradiation à la zone d'intérêt et de bénécier d'une très haute
résolution spatiale. En théorie, on montre que l'information manquante pour une reconstruction exacte
de la région d'intérêt est très limitée [Kudo et al., 2008].
En revanche, pour les pixels qui ne sont pas à l'intérieur de la région d'intérêt reconstructible, la
couverture angulaire n'est pas complète, ce qui nous amène au troisième cas de troncation angulaire, dit
de tomographie à angle limité qui recouvre la tomosynthèse. Ce problème est historiquement le plus ancien
puisqu'avant l'avènement du scanner, la tomosynthèse était le seul moyen d'obtenir une information tri-
dimensionnelle avec des rayons X. En 1985, les principales publications qui ont déjà abordé le sujet sont
revues dans [Rangayyan et al., 1985]. Retenons de ces travaux et de ceux plus récents revus dans [III and
Godfrey, 2003, Sechopoulos, 2013a, Sechopoulos, 2013b] qu'il n'y a pas de solution à ce problème sans
un apport conséquent d'informations a priori sur l'object à reconstruire. Ces a priori vont contraindre le
problème de reconstruction sous la forme d'un critère d'optimisation spécique du problème étudié.
Plus rarement, comme dans [Quinto, 1993] et [Frikel et al., 2013], on caractérise des objets mathéma-
tiques (e.g. certaines singularités) qui peuvent être reconstruites en angle limité sans contrainte et donc
de façon analytique.
Le dernier cas correspond à un échantillonnage de faible densité, local ou uniforme, suivant l'axe des
angles. Nous rangeons dans cette catégorie d'un côté le problème de l'échantillonnage insusant induit
par une orbite circulaire en géométrie conique, de l'autre le fait de disposer d'un nombre de projections
tel que les stries reconstruites atteignent un niveau qui ne peut plus être négligé. Si quelques travaux
d'interpolation des données manquantes existent [La Rivière and Pan, 1999, Benning et al., 2015], des
résultats spectaculaires ont été obtenus par l'utilisation de la théorie du Compressed-Sensing. Même si le
résultat dépend toujours du contexte, les outils théoriques sont plus généraux et ont permis d'améliorer
la qualité des images tomographiques dans de nombreux contextes.
Dans le contexte voisin d'une imagerie CBCT d'un arbre vasculaire injecté, des travaux ont montré
qu'ajouter une contrainte de parcimonie au problème de reconstruction permet de réduire les artéfacts
causés par le sous-échantillonnage angulaire, qu'ils soient causés par le faible nombre de projections ou la
conicité du faisceau [Langet et al., 2015]. Le problème de reconstruction d'un micro-coil est très similaire
au cas des vaisseaux puisqu'il peut également être qualié de parcimonieux.
5.4 Reconstructions itératives
5.4.1 Discrétisation et critère de délité aux mesures
Les reconstructions itératives sont des méthodes algébriques qui s'appliquent au problème de recons-
truction discrétisé. La transformée rayons X est discrétisée en une matrice qui relie l'ensemble des voxels
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à reconstruire à l'ensemble des pixels mesurés. La matrice comporte donc autant de lignes que de me-
sures et autant de colonnes que de voxels et capture ainsi les conditions d'échantillonnages. Chaque type
d'échantillonnage décrit précédemment correspond à une matrice diérente qui n'est en général pas in-
versible, puisque beaucoup de données sont manquantes et/ou redondantes.
On note f ∈ RK le vecteur des K voxels à reconstruire et p ∈ RJ×N le vecteur des N incidences de
J mesures chacune. Il s'agit donc d'une matrice R ∈ RJ×N × RK énorme mais creuse puisque chaque
mesure capture une ligne d'intégration qui ne rencontre que quelques voxels du volume. Elle est aussi
stochastique puisque les coecients représentent le pourcentage de la valeur du voxel qui contribue à la
mesure, ce qui s'interprète aussi comme la probabilité qu'un signal issu de ce voxel soit vu par cette mesure.
Quelle que soit la géométrie considérée ou le mode d'échantillonnage, la résolution du problème de
reconstruction tomographique consiste à trouver une estimation f̃ ∈ RK connaissant R et p telle que
Rf̃ = p. Cette condition rassemble un ensemble de contraintes linéaires de délité aux mesures.
La discrétisation ne modie pas la nature du problème telle que décrite par le théorème du prol cen-
tral : le vecteur des mesures intégrales p doit échantillonner au moins une fois la transformée de Radon
2D pour chaque coupe du volume. Si ce n'est pas le cas, la matrice est singulière et le problème a une
innité de solutions. En présence de bruit, les données sont incohérentes et il n'existe pas de solution,
c'est pourquoi une approximation f̃ est générée de façon classique par l'inverse généralisé, c'est-à-dire
par minimisation d'un critère des moindres carrés :
Q(f) = 1
2




Dans le cas de données tomographiques parfaites, la minimisation deQ(f) par les techniques classiques
de gradient optimal ou conjugué requiert une dizaine d'itérations, chaque itération ayant un temps de
calcul supérieur à une reconstruction analytique de type FBP. Introduisons maintenant la matrice D de
ltrage par le ltre rampe, matrice diagonale et positive dans le domaine de Fourier. La reconstruction
par FBP s'écrit RtDp et est telle que Q(RtDp) = 0. FBP fournit la solution des moindres carrés sans
itérer. Dans le cas de données sous-échantillonnées, itérer l'application de FBP est plus rapide que la





(Rf − p)tD(Rf − p) (5.13)
C'est ce critère des moindres carrés, pondéré en fréquences, que nous utiliserons par la suite.
5.4.2 Information a priori
Le critère des moindres carrés seul n'apporte pas d'améliorations susantes par rapport aux méthodes
analytiques. Il est nécessaire d'ajouter de l'information a priori sur la solution qui modie le critère
d'optimisation. Naturellement très dense, un micro-coil apparaît très contrasté dans les projections même
à faible dose de rayons X (e.g. uoroscopie). Les variations dues au bruit dans les images étant négligeables
devant le niveau d'intensité d'un micro-coil, le bruit est un problème de second ordre. Le problème
majeur est le sous-échantillonnage induit par les modes d'acquisition considérés qui rendent le problème
de reconstruction fortement sous-déterminé. Dans ce cas, les reconstructions ne reposant que sur la
connaissance des mesures contiennent des artéfacts conséquents et ne sont pas utilisables en pratique.
Le critère de délité aux données doit être contraint grâce à des informations a priori sur la solution
attendue.
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5.4.2.1 Contrainte de positivité
La contrainte de positivité s'applique naturellement du fait qu'une densité en imagerie rayon X est par
dénition positive. Cette contrainte permet de neutraliser les composantes négatives (stries) introduites
par le ltre rampe dès lors que l'échantillonnage angulaire est incomplet.
Le problème contraint s'exprime par
f̃ = argmin
f∈RK
QD(f) et f ≥ 0 (5.14)
On minimise un problème équivalent non contraint mais régularisé par la fonction indicatrice ι+ qui
est telle que sa valeur est nulle si f ∈ RK+ et vaut l'inni autrement, soit :
f̃ = argmin
f∈RK
{QD(f) + ι+(f)} (5.15)
5.4.2.2 Contrainte de parcimonie
Nous avons précédemment contraint le problème de reconstruction d'un micro-guide et limité sa com-
binatoire en exploitant l'a priori qu'un micro-guide est une courbe dans l'espace 3D, de conguration
simple puisqu'elle ne s'auto-superpose que rarement en projection. Le micro-coil est une courbe plus
complexe (une véritable pelote), les auto-superpositions sont nombreuses (on discerne une masse et non
une courbe) rendant alors la combinatoire trop élevée pour que la même approche puisse être envisagée.
La théorie du Compressed Sensing [Donoho, 2006] permet d'étendre l'utilisation de la contrainte de par-
cimonie à des problèmes plus complexes, dont la tomographie. Il énonce qu'il est possible de reconstruire
un signal avec moins de mesures dès lors que ce signal peut être considéré parcimonieux dans un certain
domaine "incohérent" avec l'espace des mesures. Incohérent caractérise le fait qu'un signal parcimonieux
dans un espace ne le soit pas du tout dans l'autre, qui sera l'espace des mesures. Typiquement, les espaces
temps et fréquence tels que dénis par la transformée de Fourier sont incohérents : un signal concentré
en un Dirac dans l'un couvre tout l'espace dans l'autre. L'espace des images et l'espace des mesures par
la transformée rayons X sont aussi incohérents en ce sens.
La force d'une contrainte de parcimonie dépend bien entendu du caractère parcimonieux de l'image à
reconstruire. Le niveau de parcimonie d'un signal peut être mesuré en comptabilisant le nombre de coef-
cients non-nuls qui le compose c'est-à-dire en calculant sa pseudo-norme `0. Un signal est donc d'autant
plus parcimonieux que sa pseudo-norme `0 est petite. Parmi toutes les solutions qui vérie le critère de
délité aux données, on veut sélectionner celle qui minimise la taille du support, ce qui revient à résoudre :
f̃ = argmin
f∈RK
{||f ||0} tq QD(f) = 0 (5.16)
C'est un problème d'optimisation combinatoire non convexe pour lequel on ne dispose que d'algo-
rithmes heuristiques. Les auteurs de [Candes et al., 2006] montrent qu'on peut le remplacer par un pro-
blème d'optimisation convexe pour lequel il existe une solution et un algorithme pour la calculer. Pour
cela, ils remplacent la pseudo-norme `0 par la norme `1 également connue pour favoriser la parcimonie
du fait de la forte anisotropie de sa boule unité.
f̃ = argmin
f∈RK
{||f ||1} tq QD(f) = 0 (5.17)
Le résultat est aussi valable si l'on utilise la parcimonie du gradient de l'image en minimisant la varia-
tion totale (Total Variation, TV) de l'image : ||∇f ||1. De même le terme de délité au données QD(f) = 0




La première application du Compressed Sensing aux problèmes de reconstruction CBCT a été propo-
sée dans [Sidky et al., 2006]. La contrainte de positivité est naturellement ajoutée. Les auteurs proposent
dans [Sidky and Pan, 2008] l'algorithme ASD-POCS pour résoudre le problème de minimisation suivant :
f̃ = argmin
f∈RK
{||∇f ||1} tq QD(f) ≤ ε et f ≥ 0 (5.18)
Dans le cadre de la reconstruction CBCT basse dose à partir d'un nombre élevé de projections, une
formulation LASSO [Tibshirani, 2011] de l'Eq. 5.18 est préférée dans [Sidky et al., 2011] où une version
d'ASD-POCS est proposée pour résoudre le problème de minimisation contraint suivant :
f̃ = argmin
f∈RK
{QD(f)} tq ||∇f ||1 ≤ η et f ≥ 0 (5.19)
Dans le contexte de la reconstruction CBCT sur système vasculaire, les auteurs de [Langet et al.,
2015] proposent plutôt de résoudre une succession de problèmes régularisés de la forme suivante :






où χ(f) est une contrainte convexe de parcimonie. f̃ (s) est donc une approximation parcimonieuse
de la solution dont le niveau de parcimonie est proportionnel au scalaire positif λ(s) xé a priori. Le
niveau optimal de parcimonie n'étant pas connu a priori, S problèmes régularisés (Eq. 5.20) sont résolus
successivement en faisant décroître λ(s). À chaque stade, f̃ (s) est calculé comme solution itérative de l'Eq.
5.20 où le processus itératif est initialisée par f̃ (s−1)
Plusieurs choix pour χ(f) ont été considérés dans [Langet et al., 2015]. Dans le cas de l'imagerie des
vaisseaux, les images sont naturellement parcimonieuses et positives d'où le choix de χ(f) = ||f ||1 +ι+(f).
Il en sera de même pour un micro-coil. Il reste néanmoins que la contrainte de parcimonie agit sur la
taille du support mais ne tient pas compte de sa cohésion. Nous considérerons donc une contrainte
supplémentaire de continuité du support reconstruit.
5.4.2.3 Contrainte de continuité
En plus d'être parcimonieux, un micro-coil est également une structure continue. Nous introduisons











où ψ est une fonction telle que sa dérivée est croissante et contrôle le comportement de la régularisation
en fonction du module du gradient de l'image f . Nous utilisons ici la formulation variationnelle des ltres
de diusion comme dans [Langet et al., 2015]. Les algorithmes de minimisation utiliseront les schémas
de diusion tensorielle similaires à ceux déjà présentés, mais appliqués à des volumes reconstruits plutôt
que des images rayons X.
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Trois tenseurs ont été considérés : la CED deWeickert qui renforce les structures curvilignes, un tenseur
isotrope pour atténuer les structures non curvilignes, un tenseur anisotrope qui combine le comportement
des deux tenseurs précédents. Nous détaillons à présent les trois tenseurs proposés.
Le ltrage CED Nous reprenons ici le modèle de diusion CED proposé par Weickert. En 3D, le
tenseur de diusion devient :
TCED(κ) = Uθ
α 0 00 α 0
0 0 λCED(κ)
U−θ (5.22)
où Uθ est une matrice de rotation 3×3 dénie par la base des vecteurs propres [v1,v2,v3] associée au
tenseur de structure lissé dont les valeurs propres respectives sont µ1 ≥ µ2 ≥ µ3. Le ltrage avec TCED
a ainsi une diusivité λCED(κ) ∈ [α, 1] dans la direction associée à la plus petite valeur propre et une
diusivité quasi nulle (α = 0.001) dans les deux autres directions v1, v2.
En observant que le long d'une structure curviligne 3D on a µ1 > µ2 >> µ3, on dénit ainsi la
diusivité le long d'une structure comme :
{
λCED(κ) = α+ (1− α) exp(−C
2
κ )
κ = (µ2 − µ3)2
(5.23)
Le comportement attendu est un ltrage fort (λCED → 1) plus la structure sous-jacente est curviligne
(ie κ → ∞) et un ltrage presque nul (λCED → α) autrement (ie κ → 0). Pour cela il reste à dénir le
paramètre de seuil C servant à diérencier le bruit du signal.
Le bruit présent dans le volume correspond essentiellement à des artéfacts de sous-échantillonnage
angulaire. Il ne suit donc pas de distribution particulière contrairement au cas du guide où l'hypothèse de
bruit uniforme avait été faite. Nous avons choisi un seuil C dont la valeur est proportionnelle à la valeur











Filtrage par diusion non-linéaire isotrope An d'éliminer les structures non curvilignes dans
l'image, nous transformons la modélisation du tenseur précédent TCED en un tenseur TNLD de diusion
isotrope. Pour cela nous nous basons sur la même valeur de λCED dénie précédemment pour caractériser
la présence d'une structure curviligne :
TNLD(κ) =
1− λCED(κ) 0 00 1− λCED(κ) 0
0 0 1− λCED(κ)
 (5.25)
Le comportement attendu de ce ltre est que seules les structures non-curvilignes sont eacées, conser-
vant ainsi les structures curvilignes.
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Filtrage par diusion non-linéaire anisotrope An d'éliminer les structures non curvilignes dans
l'image tout en réhaussant les structures curvilignes nous construisons un tenseur de diusion hybride
à partir des deux tenseurs précédents. On dénit ainsi un unique tenseur de diusion anisotrope TNLAD
dépendant de λCED :
TNLAD(κ) = Uθ
1− λCED(κ) 0 00 1− λCED(κ) 0
0 0 λCED(κ)
U−θ (5.26)
Lorsque κ → 0, on tend vers un ltrage isotrope fort dans le plan déni par (f(x, y, z),v1,v2). Au
contraire, lorsque κ → ∞, le ltrage est concentré dans une unique direction orthonormale au plan
(f(x, y, z),v1,v2) qui est celle de la structure curviligne.
5.4.3 Minimisation
5.4.3.1 Le découpage proximal
Chaque problème régularisé donné par l'Eq. 5.20 peut être résolu par la technique du découpage
proximal (proximal splitting) proposée par [Combettes and Pesquet, 2009]. Cette technique consiste à
minimiser alternativement chacun des termes de l'Eq. 5.20 pour construire de manière itérative une so-
lution qui, à convergence, minimise la somme de ces deux termes. La minimisation du terme dérivable
QD est eectuée par une descente de gradient. La minimisation du second terme λχ(f) convexe mais pas
nécessairement dérivable peut se faire en revanche via l'application de son opérateur proximal proxλχ(f)






||g − f ||22 + χ(g)
}
(5.27)
L'image proxλχ(f) est un compromis entre minimiser une fonction χ(f) et rester proche de f , proxi-
mité contrôlée par le paramètre λ. C'est aussi tout simplement la dénition variationnelle de tout un
ensemble de traitements des images tels que les seuillages et ltrages par diusion qui seront mis en
÷uvre plus avant. Le découpage proximal donne ainsi lieu à un algorithme de reconstruction itératif




2 ) = f (i) − τ∇QD(f)
f (i+1) = prox(τλ)χ(f
(i+ 12 ))
(5.28)
5.4.3.2 Opérateurs proximaux des contraintes
Positivité : L'opérateur proximal associé à ι+(f) peut être calculé directement et correspond au cas











f si f ≥ 0
0 si f < 0
(5.29)
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Plus généralement, dès que la contrainte est une fonction indicatrice sur un ensemble convexe, l'opé-
rateur proximal est le projecteur sur cet ensemble convexe (Projector Onto a Convex Set, POCS), et le
découpage proximal correspond à un schéma de gradient projeté.
La Figure 5.10 montre une coupe axiale du micro-coil reconstruite avec une ouverture angulaire limitée
de 45◦. On observe que par rapport à une reconstruction directe avec FDK (Figure 5.10(b)), la coupe
reconstruite avec la contrainte de positivité (Figure 5.10(c)) est meilleure mais comporte encore des stries
de sous-échantillonnage.
Norme `1 : L'opérateur proximal associé à la norme `1 simple peut être calculé directement par seuillage











f + λ si f ≤ −λ
0 si − λ < f < λ
f − λ si f ≥ λ
(5.30)
Soustraction du fond : On combine facilement les deux contraintes précédentes en un unique opéra-
teur. D'après [Langet et al., 2015], on note SBSλ(f) (Soft Background Subtraction) l'opérateur proximal











f − λ if f > λ
0 if f ≤ λ
(5.31)
La minimisation de cette pénalité se traduit ainsi dans l'algorithme par un seuillage doux sur l'image
f où toutes les valeurs inférieures au seuil λ sont mises à zéro. En d'autres termes, seules les structures
d'intensité supérieure à λ sont conservées. Plus le poids λ est élevé, plus on favorise la parcimonie de la
solution recherchée. Les artéfacts de sous-échantillonnage ayant une intensité toujours inférieure à celle
des structures dont ils émanent, un unique seuil approprié λ peut permettre de les séparer. Ce n'est pas
toujours le cas lorsque les structures à reconstruire ont des densités diérentes où les structures moins
denses peuvent également être dissimulées par des stries issues de structures plus denses. On peut citer
l'exemple d'un arbre vasculaire injecté où le diamètre d'un vaisseau et le niveau d'injection varient en
fonction de l'emplacement. Avec l'approche de reconstruction hiérarchique proposée dans [Langet et al.,
2015], les structures plus intenses qui engendrent également le plus d'artéfacts, sont reconstruites en
premier ce qui permet de limiter leur impact sur la reconstruction des structures d'intensités inférieures.
On comprend ainsi que cette double contrainte combinée à l'approche hiérarchique a un impact fort sur
les artéfacts de sous-échantillonnage. On peut le constater sur la Figure 5.10(d) où presque toutes les
stries ont été éliminées. Elle n'a cependant pas d'impact sur la nature anisotrope de la résolution de





Figure 5.10  (a) Reconstruction d'un micro-coil imagé ex-vivo avec 600 projections sur 200◦. Reconstruction du même
micro-coil en angle limité telle que α = 45◦ avec (b) FDK (c) contrainte de positivité (d) contrainte de positivité et
parcimonie.
Continuité : Nous avons déni la contrainte de continuité par son opérateur proximal qui est le ltrage
tensoriel de diusion, et plus particulièrement par son tenseur de diusion.
Somme de contraintes Lorsque χ(f) est une combinaison linéaire de contraintes, l'application succes-
sive de chacune des contraintes n'aboutit pas en général à une solution qui vérie toutes les contraintes. Si
ces contraintes sont des POCS, itérer l'application successive de chaque POCS converge vers une solution
qui vérie toutes les contraintes simultanément. La convergence dérive du fait qu'un projecteur est idem-
potent et donc qu'appliquer plusieurs fois le projecteur ne modie pas la solution tant que la contrainte
reste vériée. Ce n'est pas le cas en général des opérateurs proximaux. Ainsi, seuillage et ltrage ne sont
pas idempotents, leur application répétée est au contraire cumulative. Dans le cas particulier de la sous-
traction de fond, on voit que les deux contraintes sont satisfaites par l'application unique successive des
opérateurs proximaux de la positivité et de la norme `1. Pour appliquer aussi la continuité, l'application
unique et successive du ltrage tensoriel et de la soustraction du fond n'est qu'une approximation puisque
le résultat dière si l'on change l'ordre d'application des opérateurs. Le calcul de l'opérateur proximal de
la somme des contraintes peut être eectué avec le parallel Dykstra-like proximal algorithm [Combettes
and Pesquet, 2009] qui est un schéma itératif reposant sur l'application de l'opérateur proximal associé à
chacune des contraintes. En pratique, le découpage proximal ne requiert pas que le calcul de l'opérateur
proximal soit parfait, et permet d'arrêter le schéma itératif dès que l'approximation est "susante". Nous
avons ici considéré que l'approximation correspondant à l'application successive unique du ltrage et de
la soustraction de fond produit une approximation susante, ce qui facilite grandement l'implémentation
et réduit le temps de calcul par rapport à l'usage du parallel Dykstra-like proximal algorithm.
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5.5 Reconstruction d'un micro-coil
5.5.1 Discrétisation
Le mode d'acquisition P0 correspond à une acquisition tomographique avec une ouverture angulaire li-
mitée. En pratique, l'ouverture angulaire maximale mécaniquement atteignable est de 60◦ ce qui implique
qu'un intervalle angulaire de 120◦ n'est pas échantillonné dans l'espace de Fourier 2D (voir Figure 5.3(a)).
Entre les positions de départ et d'arrivée, l'échantillonnage angulaire est uniforme et égal à celui d'une
acquisition CBCT standard. Nous donnons donc le même poids à toutes les projections pour la recons-
truction. C'est également le cas pour le mode P2 qui suit aussi un sous-échantillonnage uniforme mais ce
n'est pas le cas pour le mode d'acquisition P1.
Avec le mode d'acquisition P1, l'arceau frontal suit le même schéma uniforme que le mode P0 mais la
présence d'une projection latérale supplémentaire rend l'échantillonnage localement non-uniforme. Angu-
lairement éloignée des autres projections, la projection latérale contient une information peu redondante
avec les projections frontales. Par exemple, des spires du micro-coils indiscernables dans les projections
frontales peuvent être révélées dans la projection latérale. An de tenir compte de cette nouvelle infor-
mation, nous proposons de donner plus de poids à la projection latérale tel que son importance soit du





, n = 2, .., N − 1
∆φ1 = φ2 − φ1






où ∆φn est le poids aecté à la n-ième projection frontale et ∆φL est le poids aecté la projection laté-
rale. On observe qu'en pondérant les projections selon l'Eq 5.32, la reconstruction obtenue (Figure 5.11(c) :
coupe axiale, Figure 5.11(f) : rendu MIP) présentent moins d'artéfacts que la reconstruction obtenue sans
pondération avec le même nombre d'itérations (Figure 5.11(b) : coupe axiale, Figure 5.11(e) : rendu MIP).
Ce comportement conrme l'observation de [Zeng, 2015] que, lorsque l'échantillonnage n'est pas uni-
forme, pondérer chaque projection en fonction de la taille de sa couverture angulaire permet de re-
construire avec moins d'itérations un volume de qualité semblable à un volume obtenu en pondérant
identiquement chaque projection.
5.5.2 Algorithme mis en ÷uvre
Nous suivons l'approche hiérarchique précédemment décrite où chaque problème de reconstruction
indicé par s est calculé par découpage proximal. Nous considérons dans un premier temps l'application
des contraintes de positivité et de parcimonie via l'opérateur proximal SBS, donnant lieu à l'algorithme
suivant :

f (i=0) = f (s−1)
f (i+
1
2 ) = f (i) − τRtD(Rf (i) − p)
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(a) (b) (c)
(d) (e) (f)
Figure 5.11  Impact de la pondération des projections sur la reconstruction d'un micro-coil imagé ex-vivo. Ligne du haut :
coupe axiale, ligne du bas : rendu MIP. Les trois reconstructions (une par colonne) ont été obtenues en appliquant une
contrainte de parcimonie (λ = 10000) avec 500 itérations et un pas de gradient de 0.05. (a)(d) Reconstruction de référence
avec 600 projections réparties uniformément sur 200◦. Reconstruction associée au mode P1 (α = 45◦) avec (b)(e) l'ancienne
pondération (c)(f) la nouvelle pondération.
A chaque itération, une nouvelle estimée f (i+
1
2 ) est calculée à partir de l'estimée précédente f (i) en lui
retranchant le résultat de la reconstruction de la diérence entre sa reprojection Rf (i) et le vecteur des
projections p, pondéré par le pas de gradient τ . L'initialisation par f (s−1) fait que toutes les structures
capturées dans f (s−1) (grâce à une plus forte contrainte) sont soustraites de la reconstruction et ne
génèrent plus de stries. Le choix deQD(f) induit que le paramètre de parcimonie correspond eectivement
à un seuil en intensité des images reconstruites. En tant qu'objet métallique (platine), on peut considérer
que le micro-coil est toujours plus dense que toutes les autres structures imagées (i.e. les os). Il est de
plus conçu dans un matériau homogène de sorte que sa densité est globalement uniforme. Il sut donc
dans l'approche hiérarchique de prendre une suite de valeurs λ(s) ∈ [λmin, λmax] décroissant linéairement
et telle que : λ(s) > λ(s+1) et λmin > 0 est un niveau de parcimonie qui permette toujours de séparer
les intensités du micro-coil de celles des structures anatomiques, non parcimonieuses dans le domaine des
intensités.
Nous considérons dans un deuxième temps un algorithme de reconstruction où les contraintes de posi-
tivité, parcimonie et continuité sont appliquées. Nous introduisons dans l'algorithme itératif de l'Eq. 5.33)
une étape intermédiaire de ltrage par l'opérateur W . L'opérateur W est un ltre de diusion tensoriel
déni par l'un des trois tenseurs de diusion présentés en Sec. 5.4.2.3 : TCED, TNLAD ou TNLD. On obtient
alors un nouvel algorithme en trois étapes :
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
f (i=0) = f (s−1)
f (i+
1
3 ) = f (i) − τRtD(Rf (i) − p)
f (i+
2
3 ) = W (f (i+
1
3 ))
f (i+1) = SBSτλ(s)(f
(i+ 23 ))
(5.34)
Nous avons enn considéré l'application de la continuité comme simple post-ltrage avec le ltre de
diusion W de la reconstruction hiérarchique sans contrainte de continuité.
5.5.3 Expériences
Nous réalisons une première série d'expériences où nous faisons varier les couvertures angulaires re-
latives à chacun des trois modes an d'en déduire leur tendance respective et les comparer. Dans cette
première série d'expériences, les reconstructions sont obtenues avec une contrainte de parcimonie combi-
née à une contrainte de positivité sans ltrage. Ce dernier intervient dans une deuxième série d'expériences
où nous cherchons à mettre en évidence sa contribution.
5.5.3.1 Paramètres d'acquisition
Le mode P0 : On note P0(α) un sous-ensemble de projections constitué selon le mode d'acquisition P0
qui se caractérise par son ouverture angulaire α. Le schéma de la Figure 5.3(a) montre la conguration
P0(60
◦). Comme nous avons déjà pu observer précédemment (voir Figure 5.10), l'hypothèse de parcimonie
ne sut pas à lever le problème de résolution anisotrope observé pour la reconstruction en angle limité.
Nous nous contenterons donc dans notre évaluation de donner un résultat qualitatif sur un cas clinique
reconstruit avec P0(60◦) qui correspond à l'ouverture angulaire maximale que l'on puisse espérer atteindre.
Le mode P1 : On note P1(α, θ) un sous-ensemble de projections constitué selon le mode d'acquisition
P1 qui se caractérise par son ouverture angulaire α et par la position initiale θ de la rotation. Le schéma
de la Figure 5.3(b) montre la conguration P1(60◦, 0◦). Ce sous-ensemble est obtenu de la même manière
que pour le mode P0 en y ajoutant une projection orthogonale (dite latérale). Nous évaluons l'inuence
de l'ouverture angulaire en faisant varier α entre 30◦ et 60◦ par pas de 3◦ (soit 11 reconstructions). Nous
évaluons également l'inuence de la position initiale en faisant varier θ entre 0◦ et −30◦ par pas de 10◦.
Le mode P2 : On note P2(γ) un sous-ensemble de projections constitué selon le mode d'acquisition P2
qui se caractérise par l'intervalle angulaire γ qui sépare deux projections consécutives. Le schéma de la
Figure 5.3(c) montre la conguration P2(30◦). Nous faisons augmenter γ en partant d'une conguration
correspondant à celle de la vérité terrain qui comprend 150 projections (γ = 1.5◦) jusqu'à n'avoir plus
que 6 projections (γ = 30◦).
5.5.3.2 Paramètres de reconstruction
Nous montrons l'impact de chacun des trois ltres de diusion considérés sur la reconstruction uni-
quement pour les deux congurations P1(60◦, 0◦) et P2(30◦).
Nous avons par ailleurs comparé deux manières diérentes d'utiliser l'algorithme de l'équation 5.34
au sein de l'approche hiérarchique :
1. L'algorithme de l'équation 5.34 est appliqué à tous les stades (i.e. 1 à S) de l'approche hiérarchique.
2. L'algorithme de l'équation 5.34 est appliqué seulement au dernier stade S et l'algorithme avec
contrainte de parcimonie seule de l'équation 5.33, est utilisé pour les stades 1 à S − 1.
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Dans le deuxième cas, le ltrage correspond à une simple étape de post-traitement ce qui donne lieu
à une reconstruction plus rapide que dans le premier cas où un ltrage est eectué à chaque stade. Nous
cherchons donc ici à mettre en évidence la contribution réelle du ltrage pendant la reconstruction.
L'ensemble des reconstructions contraintes par la norme `1 de l'image ont été eectuées avec les pa-
ramètres suivants :
• Nombre de stades : S = 30
• Nombre d'itérations par stade : 1
• Volume initial : f (0) = 0
• Pas de gradient : τ = 0.9
• Niveau de régularisation initial : λmax = 0.9×maxk∈RK (f (1/2))k
• Niveau de régularisation nal : λmin = 3000
Les atténuations sont reconstruites normalisées par rapport à l'atténuation de l'eau (principe des
unités Hounseld). Elles sont positives, nulles pour l'air et valent 1000 pour l'eau, autour de 2000 pour
l'os, plus de 10000 pour le métal des coils. Le niveau de régularisation initial est calculé à partir du résultat
de la première rétro-projection ltrée f (1/2) en se plaçant à 90% de la valeur maximal d'atténuation au
sein de l'image f (1/2).
Le niveau de régularisation nal élimine donc toutes les structures organiques du volume nal f (S)
résultant de la dernière étape de seuillage doux qui ne contient donc que le micro-coil. On dénit donc le
support du coil comme l'ensemble des voxels non-nuls du volume f (S).
5.5.3.3 Critères d'évaluation
Pour l'évaluation, nous disposons d'un micro-coil déployé dans le vide et de quatre cas cliniques. Pour
chaque cas clinique le micro-coil imagé correspond au premier micro-coil déployé au sein d'un anévrisme
vide. Ces cinq cas ont été acquis avec le même système biplan GE Healthcare IGS 630 en suivant le proto-
cole d'une acquisition CBCT (taille de pixel 0.4 mm, vitesse de rotation 40◦/s, un total de 150 projections).
En pratique, nous avons reproduit les trois modes d'acquisitions P0, P1 et P2 en extrayant un sous-
ensemble de projections d'une acquisition spin complète. L'acquisition complète nous sert à reconstruire
un volume de référence en vue d'une évaluation quantitative. Pour cela, le volume de référence noté fref
est reconstruit dans les même conditions (ie même algorithme de reconstruction et même paramétrage)
que le volume f (S), reconstruit selon un des trois modes, qui lui est comparé.
Le micro-coil étant une structure de densité uniforme, l'évaluation de son support se fait en considérant
la version binarisée f (01) (resp. f (01)ref ) du volume f
(S) (resp. f (S)ref ). La taille d'un support correspond au
nombre de voxels non-nuls.
Comparaison avec un volume de référence On note respectivement TP, FN, FP, TN le nombre
de vrais positifs, faux négatifs, faux positifs et vrais négatifs. On considère deux critères d'évaluation
pour quantier respectivement la proportion d'information non reconstruite notée FNR et la proportion
d'information inventée (ie correspondant à des artéfacts) notée FPR :
• Le FNR correspond à la proportion de voxels non-nuls du volume de référence f (01)ref qui n'appa-
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Plus le FNR est élevé plus la probabilité que certaines spires du coil n'aient pas été reconstruites
est élevée. Une spire non reconstruite n'est pas acceptable pour une utilisation clinique.
• Le FPR correspond à la proportion de voxels non-nuls apparaissant dans f (01) qui n'apparaissent
pas dans f (01)ref par rapport à la taille du support f
(01)
ref . Ainsi, la valeur du FPR dépasse 100% si le





En pratique, une valeur de FPR supérieure à 100% reète la présence d'artéfacts en stries non
localisés dans la reconstruction. Ainsi, plus le FPR est élevé, plus la probabilité que les spires du
micro-coil reconstruit ne puissent être distinguées est élevée.
Impact du ltrage de diusion L'impact du ltrage de diusion sur la reconstruction est quantié
comme le pourcentage d'amélioration du FNR (noté AFNR) et du FPR (noté AFPR) par rapport à une









Une valeur négative du AFNR (resp. du AFPR) dénote une amélioration par rapport à une reconstruc-
tion eectuée sans ltrage via une réduction de la valeur du FNR (resp. FPR) tandis qu'un pourcentage
positif dénote une dégradation via une augmentation de la valeur du FNR (resp. FPR).
5.5.4 Résultats
Nous commençons par présenter en Sec. 5.5.4.1, les résultats de la reconstruction pour chaque mode
d'acquisition obtenus avec une contrainte de parcimonie seule (ie avec positivité mais sans ltrage). Les
résultats avec le ltrage sont présentés en Sec. 5.5.4.2.
5.5.4.1 Reconstructions avec contrainte de parcimonie
Le nuage de points de la Figure 5.12 récapitule l'ensemble des résultats obtenus sur nos jeux de don-
nées cliniques (un symbole diérent par patient). Chaque point du graphique représente le résultat d'une
reconstruction avec le FPR associé en abscisse et le FNR en ordonnée. Les points bleus situés dans la
partie supérieure du graphe représentent les reconstructions obtenues avec P1(α, 0◦) tandis que les points
violets représentent les reconstructions obtenues avec P2(γ). La série de 11 points bleus associée à chacun
des 4 patients représente les 11 ouvertures angulaires α testées. Pour chaque série, le point associé à la
plus petite ouverture angulaire (ie α = 30◦) est entouré d'un cercle noir tandis que le point associé à la
plus grande ouverture angulaire (ie α = 60◦) est entouré d'un cercle rouge. De même, on montre la série
de points associée à chacun des 4 patients représentant les diérents pas angulaires γ testés avec le mode
P2(γ). Pour chacune de ces 4 séries, le point associé au plus petit pas angulaire (ie γ = 1.5◦) est entouré
d'un cercle noir et le point associé au plus grand pas angulaire (ie γ = 30◦) est entouré d'un cercle rouge.
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On observe des tendances très diérentes entre les modes d'acquisition P1 et P2. Les 4 séries asso-
ciées au mode P1 suivent une tendance verticale où le FNR décroît à mesure que l'ouverture angulaire
augmente. Cette décroissance s'accompagne d'une légère augmentation (< 5%) du FPR excepté dans le
cas du patient 4 où l'augmentation du FPR est plus prononcée (presque 20%). On observe pour les 4
patients une baisse du FNR d'environ 30%. Contrairement au mode P1, les tendances associées au mode
P2 sont horizontales et présentent un FNR toujours inférieur au mode P1, quel que soit le pas angulaire
testé. Néanmoins le sous-échantillonnage implique ici des FPR beaucoup plus élevés. On observe en eet
pour chaque patient que les reconstructions P2(30◦) (cercles rouges, points violets) présentent un FPR
signicativement plus élevé que pour les reconstructions P1(60◦, 0◦) (cercles rouges, points bleus) bien
que l'écart angulaire maximal qui sépare deux projections soit le même (ie 30◦).
Les graphiques des Figures 5.14(a) et 5.14(b) montrent respectivement l'inuence de la position ini-
tiale θ sur les reconstructions eectuées avec le mode P1(α, θ) sur un cas ex-vivo et sur le patient 2. On
observe que la meilleure position initiale pour le cas ex-vivo (θ = −30◦) correspond à la moins bonne
position sur le cas patient pour lequel on observe une plus grande variabilité. On remarque pour θ = −30◦
que le micro-coil apparaît superposé à des structures intenses dans la projection latérale (voir Figure 5.16)
contrairement aux 3 autres positions. Cette projection ayant un poids signicatif dans la reconstruction,
il est possible que la présence des structures intenses (le modèle de micro-guide utilisé présente une radio-
opacité à peine plus élevée) soient à l'origine des artéfacts très prononcés qui sont observés pour θ = −30◦.
Globalement, on observe des valeurs de FNR toujours plus faibles avec le mode P2 qu'avec le mode
P1, cela quel que soit la position initiale θ qui est choisie. Ces valeurs de FNR ont néanmoins été obtenues
au prix de valeurs de FPR plus élevées produisant ainsi des reconstructions visuellement plus bruitées.
Nous montrons sur la Figure 5.13 un rendu visuel MIP du micro-coil correspondant au patient 1
reconstruit avec l'ensemble des projections (Figure 5.13(a)), le mode P0(60◦) (Figure 5.13(b)), le mode
P1(60
◦, 0◦) (Figure 5.13(c)) et le mode P2(30◦) (Figure 5.13(d)). Le mode P0 est celui qui produit la
moins bonne reconstruction (le micro-coil apparaît tronqué) et le mode P2 avec seulement 6 projections
est celui qui produit la meilleure reconstruction. On observe néanmoins qu'ajouter une projection ortho-
gonale à la projection centrale de P0 permet d'améliorer signicativement la qualité de la reconstruction
qui apparaît moins bruitée que la reconstruction obtenue avec P2.
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Figure 5.12  Graphe du FPR (valeurs tronquées à 60%) en fonction du FNR qui compare les modesP1 (bleu) et P2 (violet)
pour chacun des 4 patients (un symbol par patient). Cercles noirs : P1(30◦, 0◦), P2(3◦). Cercles rouges : P1(60◦, 0◦), P2(30◦).
(a) VT (b) P0 (60◦, 0◦)
(c) P1 (60◦, 0◦) (d) P2 (30◦)
Figure 5.13  Cas du patient 1. Rendu MIP de reconstructions eectuées avec une contrainte de parcimonie seule avec
toutes les projections (fref) et selon les trois modes d'acquisition.
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(a) Micro-coil ex-vivo
(b) Patient 2
Figure 5.14  Graphe du FPR en fonction du FNR montrant l'impact de la position initiale θ pour le mode P1. (a) Cas
du micro-coil imagé ex-vivo. (b) Cas patient 2 (valeurs du FPR tronquées à 90%).
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(a) VT (b) P1 (60◦, 0◦), (c) P1 (60◦,−10◦)
(d) P2 (30◦) (e) P1 (60◦,−20◦) (f) (60◦,−30◦)
Figure 5.15  Cas du patient 2. Rendu MIP de reconstructions eectuées avec une contrainte de parcimonie seule. La
èche blanche indique une spire du coil. (b) (c) (e) (f) impact de la position initiale de la rotation θ (mode P1) sur la
reconstruction. (a) Reconstruction avec les 150 projections, (d) Reconstruction avec 6 projections (mode P2)
𝜃 = −30°
Figure 5.16  Cas du patient 2. Projection latérale pour θ = −30◦. Le micro-coil apparaît superposé à une structure intense
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La Figure 5.15 montre des rendus MIP du micro-coil correspondant au patient 2. Une spire du micro-
coil est distinctement visible sur la reconstruction de référence (indiquée par la èche blanche sur la
Figure 5.15(a)). Cette information qui est cliniquement très importante n'est que partiellement recons-
truite avec le mode P1 et cela quelle que soit la position initiale θ (voir les sous-gures (b), (c), (e), (f)).
Cette spire est distinctement reconstruite en utilisant le mode P2(30◦) (voir Figure 5.15(d)), c'est-à-dire
avec seulement 6 projections.
5.5.4.2 Impact du ltrage de diusion sur les reconstructions
Le Tableau 5.2 récapitule les résultats en terme de pourcentage d'amélioration du FNR et du FPR
respectivement moyennés sur les 4 patients, lorsqu'un ltrage de diusion est utilisé pour les congura-
tions P1(60◦, 0◦) et P2(30◦).
Globalement les tenseurs de diusion multidirectionnels TNLAD et TNLD ont eu plus d'impact que le
tenseur de diusion unidirectionnel TCED. Utiliser la diusion en tant que post-traitement a en général
produit de meilleurs résultats en terme de FNR et de FPR qu'en l'utilisant à tous les stades de l'approche
hiérarchique. Filtrer avec le tenseur de diusion TNLAD a permis de réduire le bruit de structure (ie les
artéfacts en stries) induit par le sous-échantillonnage angulaire (baisse des valeurs du FPR) et d'interpoler
une partie des informations manquantes (baisse des valeurs du FNR). Ces résultats sont plus marqués
avec le mode d'acquisition P2 où les reconstructions apparaissent plus bruitées qu'avec P1.
La Figure 5.17 montre les reconstructions obtenues en utilisant le ltrage de diusion à tous les stades
de l'approche hiérarchique sur le patient 1 avec la conguration P2(30◦). Le ltre CED (ie tenseur TCED)
a produit une reconstruction où les spires du coil apparaissent plus lisses (5.17(a)) mais où il reste du
bruit de structure. L'autre tenseur de diusion isotrope TNLD a produit une reconstruction de ce même
micro-coil qui apparaît visuellement moins bruité (5.17(b)) tandis que le tenseur TNLAD semble produire
une bonne combinaison des deux autres ltres (5.17(c)).
Tenseur de
diusion T
P1, Stades 0− S P1, Stade S P2, Stades 0− S P2, Stade S
AFNR AFPR AFNR AFPR AFNR AFPR AFNR AFPR
CED -1 +3 -2 -2 +4 -11 -4 -14
NLD -7 +5 -6 -8 -22 -27 -24 -28
NLAD -4 +2 -8 -11 -19 -31 -27 -29
Table 5.2  Comparaison du pourcentage d'amélioration du FNR et du FPR en utilisant le ltrage par diusion à chaque
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(a) (b) (c)
Figure 5.17  Cas du patient 1. Rendu MIP de reconstructions eectuées avec une contrainte de parcimonie et ltrage
par diusion à chaque stade de la reconstruction hiérarchique pour le mode d'acquisition P2 (30◦) : (a) CED, (b) NLD (c)
NLAD
5.6 Discussion
Trois modes d'acquisition ont été considérés pour reconstruire rapidement un micro-coil en 3D avec un
système biplan. Chaque mode correspond à un sous-échantillonnage particulier de la trajectoire circulaire
tomographique et donne un rôle diérent à l'arceau latéral. Une approximation parcimonieuse de la
reconstruction via une contrainte `1 a été utilisée pour générer l'image 3D d'un micro-coil à partir de
données limitées. Des résultats obtenus pour un micro-coil ex-vivo et 4 cas patients ont montré les
performances d'une approximation parcimonieuse en fonction du mode et de la quantité d'information
manquante (contrôlée via l'ouverture angulaire ou le pas angulaire) en terme de support et d'inspection
visuelle. Une analyse du taux de faux négatifs et du taux de fausses détections a permis de discriminer
distinctement le mode à ouverture angulaire limitée P1 du mode P2 qui suis un sous-échantillonnage
angulaire uniforme.
La parcimonie L'utilisation d'une contrainte de parcimonie s'est révélée très ecace pour atténuer les
artéfacts en stries causées par le sous-échantillonnage angulaire, cela pour les trois modes d'acquisitions
considérés. Elle ne permet cependant pas en conditions de troncation angulaire de résoudre le problème de
la résolution anisotrope et l'importante quantité d'information non reconstruite. Ainsi, les reconstructions
produites par le mode P0 ont été jugées insusantes sur tous les cas de la base de données tandis que le
mode P2 a permis de produire les meilleures reconstructions.
Choix des projections Avec le mode intermédiaire P1, l'ajout d'une unique projection orthogonale
améliore signicativement la qualité de la reconstruction par rapport au mode P0. Il reste cependant
que P1 montre une variabilité non négligeable à la position de départ choisie. Cela conrme qu'il existe
une direction privilégiée selon laquelle le micro-coil devrait être imagé, comme cela a pu être constaté
par [Varga et al., 2011] dans un contexte diérent, an d'éviter des superpositions défavorables avec le
fond. Un certain nombre de travaux ont montré les avantages d'optimiser la sélection des projections soit
dynamiquement [Batenburg et al., 2013, Dabravolski et al., 2014], soit par rapport à un modèle a priori
de l'objet [Fischer et al., 2016] pour la reconstruction tomographique.
Pour ce qui est d'un micro-coil déployé dans un anévrisme, les incidences optimales sont celles qui
dégagent le collet de l'anévrisme en projection (i.e lorsque le plan de projection est orthogonal au plan du
collet). Néanmoins pour certaines localisations d'anévrismes, ces incidences ne sont pas atteignables par
l'arceau. Ces restrictions mécaniques peuvent limiter l'ecacité de ce type de solutions. Nous avons en eet
pu constater pour un cas patient qu'une information clinique importante n'a pas pu être reconstruite avec
le mode P1, quelle que soit la position initiale testée. Le mode d'acquisition P2 a permis de reconstruire
toute l'information avec seulement 6 projections réparties uniformément sur 180◦.
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Continuité par ltrage anisotrope Un ltre de diusion anisotrope 3D a été intégré au processus de
reconstruction pour favoriser la reconstruction de structures curvilignes. Trois types de tenseurs ont été
considérés pour moduler localement la force et la direction du ltrage par diusion. Les trois ltres ont
permis une amélioration de la reconstruction soit en favorisant les structures curvilignes soit en ltrant
le bruit de structure.
Une amélioration de ce ltre serait de tenir compte de la direction des incidences de projection. En
eet, les stries de sous-échantillonnage étant dans la directions des rayons, il pourrait être avantageux de
ltrer plus fortement dans les directions orthogonales où l'erreur de reconstruction est moins élévée.
Intérêt clinique. Quel que soit le mode d'acquisition, seul le support du micro-coil est reconstruit
pour un coût en dose et en temps très limité. Il devient alors possible de voir comment le micro-coil est
déployé dans l'espace 3D et des spires autrement indiscernables dans les projections frontale et latérale à
cause des trop nombreuses superpositions peuvent être révélées.
Visualiser le micro-coil en 3D avec la vascularisation 3D permettrait de donner plus d'information
quant à la qualité de son positionnement par rapport à l'anévrisme et l'artère porteuse. Une reconstruction
3D de l'arbre vasculaire est généralement eectuée en début d'intervention (voir chapitre 1). Pour mettre
en commun ces informations, un recalage entre les deux volumes est cependant nécessaire. Il est en
eet courant en pratique clinique que, lorsque l'incidence idéale n'est pas atteignable par le système,
le neuroradiologue replace la tête du patient en position d'hyper-extension pour s'en rapprocher, après
avoir reconstruction 3D de l'arbre vasculaire. Outre ces déplacements, la question se pose d'une éventuelle
déformation de la parois anévrismale avant et après pose du micro-coil dans l'anévrisme.
Nous avons néanmoins pu constater sur deux cas cliniques qu'une transformation rigide (translation
et rotation) a sut à recaler le support du micro-coil sur l'anévrisme (voir Figure 5.18). Ce recalage
3D/3D a été eectué manuellement sur la base des structures osseuses présentes dans les deux volumes
reconstruits avec FDK à partir d'une acquisition spin complète. Bien que l'hypothèse de parcimonie
nous ait permis de réduire fortement le nombre de projections pour la reconstruction d'une structure
ne comme le micro-coil, cette hypothèse n'est plus vériée pour la reconstruction du fond. Un recalage
3D/3D n'est donc pour le moment pas réalisable. Une procédure de recalage 3D/2D [Markelj et al., 2012]
pourrait être une alternative dans la mesure où les structures osseuse restent visibles dans les projections
ayant servi à reconstruire le micro-coil.
De plus, les dernières générations des systèmes biplan permettent d'acquérir des DSRA (Digital Sub-
tracted Rotational Angiography) où un premier spin non-injecté est eectué, suivi d'un deuxième injecté
pour voir les vaisseaux. La DSRA permet ainsi de disposer de trois volumes recalés entre eux : le fond
anatomique seul, le fond anatomique avec l'arbre vasculaire et l'arbre vasculaire seul (objectif initial de
la DSRA) obtenue par soustraction des deux précédents. Le volume contenant le fond anatomique seul
serait alors le plus adapté pour entreprendre une procédure de recalage 3D/2D.
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(a) (b)
Figure 5.18  Coupe axiale épaisse après recalage manuel de la reconstruction FDK d'un spin injecté avant déploiement





Le travail de recherche que nous avons présenté s'inscrit dans le cadre de l'imagerie médicale tri-
dimensionnelle par rayons X en neuroradiologie interventionnelle où les traitements sont eectués par
voie endovasculaire. Le caractère minimalement invasif de l'approche endovasculaire se paie cependant,
par rapport à la chirurgie, par un moindre contrôle sur les outils puisqu'ils sont mis en place et mani-
pulés "à distance" sous contrôle radiologique, grâce aux systèmes d'imagerie interventionnels. Ce sont
avant tout des systèmes conçus pour fournir une imagerie projective temps-réel, même s'ils permettent
de fournir ponctuellement une imagerie 3D par tomographie. Malgré les progrès constants des caracté-
ristiques techniques de ces appareils, mettre à disposition du praticien une imagerie non-ambiguë d'une
zone d'intérêt du patient à tout moment d'une intervention n'est aujourd'hui pas possible, car cela né-
cessite d'eectuer une acquisition tomographique qui d'une part prend trop de temps et d'autre part
implique une irradiation trop élevée. Pour repousser ces limites technologiques, la solution générique que
représente la tomographie doit être remplacée par des techniques limitées en termes d'applications mais
moins exigeantes en nombre et qualité des images nécessaires à la reconstruction.
L'analyse de la pratique thérapeutique des traitements endovasculaires intra-crâniens guidés par sys-
tème d'imagerie biplan nous a permis d'identier, entre autres, deux situations particulières pour lesquelles
une alternative à la tomographie qui soit signicativement plus rapide et moins irradiante est possible :
le suivi de la progression d'un guide dans les circonvolutions vasculaires, et l'évaluation de la position et
de la conguration d'un coil dans un anévrisme et son vaisseau parent. Dans ces deux cas, l'objet d'in-
térêt est un outil constitué d'un matériau unique de forme curviligne autorisant une modélisation et une
reconstruction associée spécique au contexte. Malgré ces points communs forts, chaque contexte 18 nous
a conduit à un développement technique très diérent : une approche de segmentation et reconstruction
stéréoscopique pour le guide, une approche de reconstruction tomographique parcimonieuse pour le coil.
6.1 Reconstruction 3D du guide :
6.1.1 Bilan de la méthode
Nous avons développé une technique de reconstruction 3D d'un guide sur un système interventionnel
biplan. Les images uoroscopiques en entrée sont celles qui sont acquises en temps-réel pour visualiser
sa progression au sein du réseau vasculaire cérébral. La méthode proposée se décompose, de manière
classique, en une première phase de segmentation du guide dans les images projectives, suivie d'une
phase de reconstruction par mise en correspondance stéréoscopique des éléments segmentés.
6.1.1.1 Phase de segmentation
Pour la segmentation dans des images uoroscopiques, nous avons reformulé le problème comme la
succession d'une étape de débruitage, d'un simple seuillage et d'une squelettisation. En eet, la structure
18. Courbe 3D suivant la forme de l'artère présentant tout au plus quelques auto-superpositions en projection pour le
guide versus courbe 3D en forme de pelote présentant de nombreuses auto-superpositions en projection pour le coil.
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du guide s'extrait facilement par soustraction du fond, soit de façon native grâce au mode d'imagerie
soustraite, soit par simple analyse des premières images du ux vidéo. Le souci principal est dans ce cas
le rapport signal-sur-bruit très faible du ux pour minimiser l'irradiation du patient.
Les images "natives" lues sur le détecteur se modélisent par le modèle statistique de bruit poisson-
nien, selon lequel la variance du bruit est proportionnelle à l'intensité du pixel. Ces images doivent être
traitées avant d'être achées pour disposer d'une dynamique optimisée sur un fond parfois soustrait. Ces
traitements modient les caractéristiques statistiques initiales de façon non triviale. Le signal en revanche
se modélise simplement comme une composante linéique. Nous avons donc suivi Weickert dans son choix
d'utiliser les valeurs propres du tenseur de structure comme mesure de cohérence du signal en chaque
pixel de l'image pour guider le ltrage.
L'analyse de la distribution statistique de ces valeurs propres nous a permis de séparer les zones de
bruit de fond, ltrées par diusion uniforme bidimensionnelle, des zones de signal, ltrées par renforce-
ment de la cohérence de la structure linéique du guide. L'originalité de notre approche réside dans la
formulation du ltre qui permet d'alterner ltrage uniforme et directionnel, là où la CED de Weickert
ne fait que moduler la force du ltrage directionnel. Les résultats de cette approche se sont avérés tout
à fait satisfaisant pour produire des segmentations de susamment bonne qualité pour la reconstruction
stéréoscopique.
6.1.1.2 Phase de reconstruction
A partir de cette segmentation, le recouvrement de la position du guide en profondeur est obtenu par
reconstruction stéréoscopique. Après le découpage de la segmentation en fragments curvilignes 2D, des
hypothèses d'appariement de ces fragments sont formulées sous contraintes. Chaque hypothèse génère un
fragment 3D par reconstruction stéréoscopique.
Néanmoins, certaines hypothèses peuvent correspondre à des réalisations géométriques sans réalité
physique (ce que nous avons appelé ambiguïté). Il s'agit alors d'identier le sous-ensemble d'hypothèses
qui, mises bout-à-bout, décrivent une courbe 3D correspondant eectivement à la reconstruction guide.
Pour cela, un graphe capture toutes les connexions possibles (arêtes) entre les hypothèses (n÷uds).
L'existence d'une arête transcrit dans le graphe une contrainte d'unicité. Par ailleurs, chaque arête est
pondérée par une fonctionnelle d'évaluation de la continuité et de la régularité de la connexion. Une
approche de résolution combinatoire nous permet ensuite d'extraire un chemin minimum dans ce graphe
qui s'avère correspondre dans la grande majorité des cas à la reconstitution eective de la forme du guide
en 3D.
On reporte en eet un taux de succès de 93% sur notre base de données constituée de plus de 1000
courbes simulées dont la reconstruction ne peut être obtenue par simple rétroprojection épipolaire. Nous
avons également mis en évidence une proportionnalité du taux de succès de la segmentation et donc de la
reconstruction avec la qualité image, c'est-à-dire la dose de rayonnement. Sur des images réelles, l'erreur
moyenne de reprojection de la courbe 3D est de l'ordre de l'incertitude du détourage manuel 2D qui nous
sert de référence. Dans les conditions actuelles de la clinique, le résultat est tout à fait satisfaisant. De
plus, cette reconstruction 3D ne nécessite pas de modication de la chaîne image.
Il est également à noter que la complexité combinatoire de notre méthode peut être déterminée à
l'avance pour une paire d'images segmentées donnée, et que nous avons pu montrer sur un nombre
important de cas simulés qu'elle reste en pratique peu élevée, rendant ainsi une implémentation temps-
réel possible.
Comparativement aux autres méthodes de reconstructions stéréoscopiques de guide basées segmen-
tation, notre méthode ne nécessite pas, pour résoudre les ambigüités géométriques, d'exprimer cette
segmentation sous la forme d'un ensemble de point 2D ordonnés (plus dicile à obtenir dans le contexte
de la neuroradiologie interventionnelle) au contraire de [Baert et al., 2003, Homann et al., 2016]. Sans
une telle restriction, nous pouvons également traiter les éventuelles erreurs commises pendant la phase
de segmentation directement en 3D comme le propose [Petkovic et al., 2011] dont la méthode reste néan-
moins sensible au problème des ambiguïtés géométriques. Aucune initialisation particulière n'est requise
dans notre cas contrairement aux méthodes de [Bender et al., 1999, Lin, 2003] où une des extrémités du
guide doit être spéciée pour initialiser le suivi spatial, et [Brückner et al., 2009, Schenderlein et al., 2010]
où la reconstruction 3D au temps précédent doit être connue pour eectuer le suivi temporel. Ainsi, notre
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méthode de reconstruction stéréoscopique prend en entrée uniquement une paire d'images uoroscopiques
et peut donc être utilisée à tout moment de la procédure pour produire une reconstruction 3D du guide.
6.1.2 Perspectives
On peut distinguer deux modes d'utilisation de notre reconstruction : une, statique, valide pour la
majorité des applications cliniques que nous avons recensées, où le guide n'est pas déplacé ou bien poussé
lentement dans l'artère, sans que cela soit une contrainte pour le praticien puisque la nécessité de la 3D
provient d'une situation où la navigation est dicile et se fait donc lentement (e.g. prise d'une bifurcation,
entrée dans l'anévrisme, guide bloqué, etc). Ces reconstructions sont faites sur demande, et obtenir une
dose susante pour quelques reconstructions 3D n'a pas d'impact signicatif sur la dose globale. Une
seconde utilisation, dynamique, reconstruit le guide en permanence à partir du ux basse dose utilisé
sans modication, créant un ux parallèle 3D qui peut même se substituer au ux 2D. L'utilisateur n'a
pas à demander une reconstruction ni à adapter la dose. Le premier mode est évidemment le plus facile
à transférer dans la pratique clinique. Le second requiert une plus grande robustesse aux imprécisions
présentes dans le ux basse dose des images projectives.
Les principaux perturbateurs pour la reconstruction stéréo du micro-guide sont les sur-segmentations
liées à (1) la présence d'autres objets radio-opaques dans le champ (e.g. coils) qui n'auraient été que
partiellement éliminés à l'étape de soustraction 19, (2) la présence d'artéfacts de mouvements introduits
par le ltrage temporel lorsque la vitesse du guide est trop élevée (dédoublement du guide).
Des techniques de recalage standard (e.g. pixel-shift rigide ou élastique) peuvent être mises en ÷uvre
entre l'image courante et l'image masque pour éviter l'apparition des artéfacts de soustraction.
An d'éviter les artéfacts liés au ltrage temporel, celui-ci pourrait être intégré directement à notre
étape de débruitage en ajoutant la dimension temporelle au ltrage proposé. On peut imaginer de plus
que le ltrage bénécie au temps t de la segmentation du guide obtenue au temps t − 1 pour adapter
les seuils de sensibilité. Néanmoins, cette connaissance n'aura d'intérêt que si le guide bouge peu entre
deux images, c'est-à-dire si la cadence est élevée, ce qui suppose que les images soient individuellement
acquises à très basse dose pour ne pas augmenter la dose globale. C'est pourquoi une seconde approche
sera peut-être d'autoriser une dose plus élevée par image en baissant la cadence et donc sans utilisation
du ltrage temporel, mais cela implique une modication du protocole d'acquisition.
Notre méthode est plus particulièrement robuste à la présence de "trous" dans l'espace qui contient le
support 3D de la courbe recherchée. Ces trous peuvent avoir des origines diérentes : (1) la segmentation
(e.g. portion de la courbe non segmentée ou segmentée de manière imprécise), (2) le découpage épipolaire
(e.g. zone tangence épipolaire, point de croisement 2D), (3) une calibration imprécise. Mais nous avons
délibérément laissé de côté dans tout ce travail les incertitudes potentielles liées à la calibration du système.
La calibration géométrique du plan frontal des systèmes interventionnels est excellente puisqu'elle permet
de voir en 3D par tomographie des vaisseaux injectés de l'ordre de 200 microns de diamètre. En revanche,
le système latéral est mécaniquement très diérent. La preuve de concept de reconstruction 3D apportée
par ce travail devrait susciter des études pour en améliorer la précision mécanique.
6.2 Reconstruction 3D d'un coil :
6.2.1 Bilan de la méthode
Notre deuxième contribution est une méthode de reconstruction d'un coil déployé dans l'anévrisme.
La forme d'un coil n'étant pas contrainte par le réseau vasculaire sous-jacent, contrairement à celle
d'un guide, l'ensemble des solutions possibles devient trop grand pour une approche stéréoscopique par
contraintes. En revanche, l'analyse du besoin clinique indique que le mode d'acquisition 3D cone-beam
19. Un bougé de l'arbre vasculaire peut entraîner un bougé de la poche anévrismale et donc des micros-coils qui s'y
trouvent rendant alors obsolète le masque de soustraction. De tels bougés peuvent être provoqués par une mise en tension
des artères environnantes du fait de la manipulation du micro-guide ou du micro-cathéter, ou bien, dans une moindre
mesure, par la pulsatilité artérielle.
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Chapitre 6. Conclusion
CT actuellement utilisé dans la pratique clinique donnerait le résultat souhaité mais à un coût exorbitant
en termes à la fois de complexité de la mise en ÷uvre et de dose de rayonnement nécessaire. Plusieurs
centaines de vues sont en eet communément acquises pour ce type d'imagerie.
Néanmoins, pour notre objectif d'imager un objet présentant des caractéristiques structurelles connues
a priori, les développements récents de la théorie du "compressed-sensing" particulièrement bien adaptés
à la tomographie, nous ont poussés dans la direction de la réduction signicative de l'échantillonnage an-
gulaire. Les caractéristiques structurelles du coil ont été transformées en contraintes mathématiques sur
la solution cherchée : la contrainte de parcimonie essentielle au "compressed-sensing" et une contrainte
de continuité, par ltrage 3D avec un ltre déni par extension de notre travail sur la diusion anisotrope
en 2D. Un ensemble d'acquisitions, correspondant chacune à un sous-échantillonnage aussi bien en termes
de densité que de couverture angulaire de l'acquisition standard, ont été étudiées.
Nos résultats ont abouti aux conclusions suivantes. L'a priori de parcimonie a un fort impact sur
le résultat le rendant ainsi indispensable dans le cadre de notre application. L'a priori de continuité
permet uniquement d'améliorer l'apparence de l'image, ce qui pourra aider dans la pratique clinique
où les utilisateurs préfèrent des images plus lisses. Ces a priori permettent d'interpoler les angulations
manquantes. Ils ne permettent en revanche pas de les extrapoler.
Ces contraintes autorisent un sous-échantillonnage angulaire important en terme de densité, mais
ne sont pas susantes si la couverture de l'échantillonnage ne respecte plus les 180◦. Ainsi, toutes les
congurations de coils testées ont pu être reconstruites avec seulement 6 vues réparties uniformément sur
180◦ alors que la reconstruction à partir d'un nombre de vues bien plus important, mais ne couvrant pas
180◦, ne lève pas toutes les ambiguïtés et ne permet donc pas de capturer toute la conguration spatiale
d'un coil. Ces résultats sont conformes aux attentes. Même s'il serait beaucoup plus simple de n'avoir à
utiliser que le système frontal pour l'acquisition tout en laissant en place le système latéral, les outils mis
en ÷uvre sont fondamentalement de l'ordre de l'interpolation et non de l'extrapolation, et les analyses
quantitatives des reconstructions que nous reportons le montrent clairement.
6.2.2 Perspectives
Un protocole d'acquisition simultané par les plans frontal et latéral n'est pas disponible aujourd'hui, et
butte aussi sur la mesure de calibration et de répétabilité du plan latéral. C'est néanmoins une motivation
supplémentaire pour simplier l'acquisition tomographique en général en levant la contrainte du parking
du plan latéral qui fait perdre du temps et dérange l'équipe médicale de façon signicative.
Avec notre méthode, seul le support du micro-coil est reconstruit pour un coût en dose et en temps
très limité. Visualiser le micro-coil en 3D avec la vascularisation 3D permettrait de donner plus d'in-
formation quant à la qualité de son positionnement par rapport à l'anévrisme et l'artère porteuse. Une
reconstruction 3D de l'arbre vasculaire est généralement eectuée en début d'intervention. Pour mettre
en commun ces informations, un recalage entre les deux volumes est cependant nécessaire. Il est en eet
courant en pratique clinique que, lorsque l'incidence idéale n'est pas atteignable par le système, le neu-
roradiologue replace la tête du patient en position d'hyper-extension pour s'en rapprocher, après avoir
obtenu la reconstruction 3D de l'arbre vasculaire.
Les développements ici présentés sont des preuves de concept que la reconstruction 3D d'un guide
comme d'un coil sont possibles moyennant quelques développements technologiques supplémentaires sur
les systèmes biplans vasculaires actuels. Ces informations sont un facteur de sécurité supplémentaire dans
la prise de décision clinique et l'évaluation au cours de l'opération. Les perspectives évoquées laissent
entrevoir la possibilité d'un ux vidéo 3D du suivi du micro-outil qui remplacerait le suivi 2D, allégeant
les contraintes de positionnement du patient et du système, et rendant toutes les images 3D plus com-
plémentaires et rapidement disponibles. Le traitement des anévrismes cérébraux est déjà sûr et ecace,
mais repose sur les compétences pointues de professionnels longuement entraînés. Nos travaux montrent
que la technologie qui leur est indispensable peut encore progresser pour rendre leur travail plus simple




A.1 Segmentation du micro-guide
Génération des résultats en autorisant la sélection d'au maximum 3 composantes connexes de lon-


















DVT→SEG 2.1±3.0 (12.6) 2.8±5.2 (27.3)
DSEG→VT 3.8±4.7 (20.0) 13.9±14.3 (65.9)
D 3.4±2.7 (11.2) 9.1±8.7 (37.0)
FPR 1.1±0.9 (4.0) 4.1±4.8 (22.0)
FNR 6.1±7.9 (25.0) 6.9±4.4 (18.0)
TPR 92.3±9.4 (64.0) 92.0±4.9 (77.0)
ACC 98.4±1.2 (95.0) 94.6±6.2 (73.0)
G 84.9±18.0 (30.8) 81.6±22.4 (4.2)
L 27.1±35.6 (161.0) 13.5±23.2 (91.2)
Ldist 7.5±22.5 (118.6) 6.6±20.5 (107.8)
Table A.2  Pathologie
Métriques
Exposition
E<100 100<E<200 200<E<300 E>300
DVT→SEG 2.8±3.3 (13.2) 6.4±8.3 (28.4) 0.8±0.4 (2.7) 0.7±0.2 (1.4)
DSEG→VT 7.1±7.1 (30.3) 20.8±20.3 (92.8) 10.2±11.5 (42.1) 2.2±1.9 (10.9)
D 5.6±4.3 (21.3) 14.6±10.8 (47.0) 5.5±5.7 (21.2) 1.6±1.2 (8.0)
FPR 3.5±4.4 (19.0) 4.8±6.3 (24.0) 2.0±1.3 (6.0) 1.1±1.0 (4.0)
FNR 9.7±5.8 (24.0) 9.5±7.4 (25.0) 3.8±2.7 (9.0) 2.4±2.2 (7.0)
TPR 88.7±7.1 (64.0) 89.1±7.8 (75.0) 95.7±2.9 (89.0) 97.1±2.4 (92.0)
ACC 94.9±5.7 (78.0) 93.6±7.5 (73.0) 97.7±1.4 (93.0) 98.6±1.2 (95.0)
G 76.0±22.6 (4.2) 72.9±23.6 (6.4) 92.9±13.1 (15.3) 93.6±8.0 (31.4)
L 31.0±43.2 (162.5) 24.7±34.7 (143.9) 6.7±10.1 (38.2) 12.7±10.9 (42.6)
Ldist 5.9±14.4 (81.9) 29.1±47.5 (127.3) 0.4±2.2 (18.1) 0.0±0.3 (2.4)
Table A.3  Exposition
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DVT→SEG 5.5±4.6 (14.5) 2.3±4.4 (26.6) 0.6±0.1 (0.9)
DSEG→VT 21.6±32.9 (105.7) 10.6±9.9 (38.9) 1.5±0.4 (2.4)
D 14.0±14.9 (53.1) 7.0±6.3 (25.3) 1.1±0.2 (1.6)
FPR 0.9±0.7 (2.0) 3.5±4.3 (20.0) 1.3±1.3 (5.0)
FNR 14.4±10.5 (30.0) 6.4±4.1 (17.0) 1.1±0.9 (2.0)
TPR 83.6±10.8 (64.0) 92.6±4.8 (77.0) 98.7±0.9 (96.0)
ACC 98.2±1.3 (96.0) 95.2±5.9 (73.0) 98.5±1.4 (95.0)
G 70.1±20.7 (30.8) 82.7±21.3 (4.2) 97.0±2.5 (89.9)
L 58.3±60.8 (173.7) 14.9±21.7 (88.7) 8.0±7.2 (19.8)
Ldist 30.3±42.8 (122.5) 5.0±17.4 (96.8) 0.0±0.0 (0.0)
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Résumé
L'analyse de la pratique thérapeutique des traitements endovasculaires intra-crâniens guidés par sys-
tème d'imagerie biplan nous a permis d'identier, deux situations pour lesquelles une alternative à la
tomographie qui soit signicativement plus rapide et moins irradiante est possible : le suivi 3D de la
progression d'un guide dans les circonvolutions vasculaires, et l'évaluation de la position et de la congu-
ration 3D d'un coil dans un anévrisme. Ces outils de forme curviligne que nous cherchons à reconstruire
peuvent être bien discernables dans l'espace 3D (guide) ou bien plus resserrées (coils) en forme de pelote.
Nous proposons une méthode de reconstruction stéréoscopique basée segmentation pour reconstruire
le guide à partir des deux projections orthogonales fournies par le système biplan.
Le problème de segmentation du guide dans les images uoroscopique est reformulé comme la succes-
sion d'une étape de débruitage, d'un simple seuillage et d'une squelettisation. Nous proposons un unique
ltre original conçu à partir de ltres de diusion standards, optimisé pour le débruitage d'un micro-guide
modélisé comme une structure curviligne 2D apparaissant peu contrastée sur un fond uniforme bruité.
La phase de reconstruction repose sur la génération d'hypothèses 3D exprimées sous la forme de
fragments de courbes 3D obtenus par la mise en correspondance de fragments 2D facilement paramétrables
à partir du squelette fourni. Certaines hypothèses pouvant correspondre à des réalisations géométriques
sans réalité physique, une recherche dans un graphe modélisant hypothèses (noeuds) et contraintes (arêtes)
nous permet d'identier le sous-ensemble d'hypothèses qui, mises bout-à-bout, décrivent le support d'une
courbe 3D lisse correspondant eectivement à la reconstruction guide.
Une structure curviligne aussi complexe qu'un coil ne peut cependant pas être reconstruite précisément
par stéréoscopie. Nous proposons donc une méthode de reconstruction tomographique nécessitant 6 vues
réparties uniformément sur 180◦. Nous tirons parti de la parcimonie du coil liée à sa nature curviligne
3D pour contraindre le problème de reconstruction. Il en résulte un algorithme itératif alternant seuillage
doux et ltrage directionnel 3D (par extension du ltre de diusion précédemment développé en 2D)
permettant de réduire ecacement les artéfacts liés au sous-échantillonnage angulaire des vues.
Ces deux méthodes de reconstructions ont été validées entre autre sur données cliniques en collabo-
ration proche avec des neuroradiologues expérimentés.
Summary
The clinical practice for intra-cranial endovascular treatments using a biplane image guiding system
makes for two situations where a signicantly faster and less irradiating alternative to tomography is
possible : the 3D follow-up of a guidewire moving within cerebral vascular twists, and the position and
conguration assessment of a coil unfurled inside an aneurysm. Those two curvilinear devices we aim to
reconstruct in 3D may be elongated in 3D (guidewire) or spiraled into a ball shape (coil).
We propose a segmentation-based stereoscopic reconstruction method to reconstruct a guidewire from
two orthogonal views.
The task of segmenting a guidewire from uoroscopic images was boiled down to the succession of a
denoising step, a simple thresholding followed by skeletonization. We propose a single original lter desi-
gned from standard diusion lters. It is optimized for denoising a guidewire modeled as a 2D curvilinear
structure appearing not very contrasted against a uniform and noisy background.
The reconstruction phase relies on 3D hypothesis generation. They are expressed as 3D curve frag-
ments obtained from the stereoscopic matching of easily parameterized 2D curve fragments using the
input skeleton. Since some hypothesis may have risen from geometrical congurations with no physical
reality, a search performed in a graph modeling hypothesis (nodes) and constraints (edges) allows for the
identication of a subset of hypothesis that, once linked together, describes the support for a smooth 3D
curve corresponding to the guidewire reconstruction.
However a curvilinear structure as complex as a coil cannot be precisely reconstructed using stereo-
scopy. We propose a tomographic reconstruction method necessitating 6 views uniformly dispatched over
180◦. Because of it's curvilinear nature, we can make use of the coil's sparsity to constrain the reconstruc-
tion problem. The resulting reconstruction algorithm is iterative and alternates between soft-thresholding
and 3D directional ltering (by extention of the diusion lter previously developped in 2D) which allows
for a signicant reduction of angular subsampling artifacts.
Those two reconstruction methods were validated on clinical data in collaboration with experienced
neuroradiologists.

