Abstract. The second boundary value problem of the prescribed affine mean curvature equation is a nonlinear, fourth order, geometric partial differential equation. It was introduced by Trudinger and Wang in 2005 in their investigation of the affine Plateau problem in affine geometry. The previous works of Trudinger-Wang, Chau-Weinkove and the author solved this global problem in W 4,p under some restrictions on the sign or integrability of the affine mean curvature. We remove these restrictions in this paper and obtain W 4,p solution to the second boundary value problem when the affine mean curvature belongs to L p with p greater than the dimension. Our self-contained analysis also covers the case of Abreu's equation.
Introduction and the main result
In this paper, we are interested in obtaining global W 4,p solution and W 4,p estimates for the second boundary value problem of the prescribed affine mean curvature equation in dimensions n ≥ 2. More generally, let G : (0, ∞) → R be a smooth, strictly increasing and strictly concave function on (0, ∞). We consider a fourth order, fully nonlinear, geometric partial differential equation of the form
where Ω ⊂ R n is a bounded, smooth and uniformly convex, u is a locally uniformly convex function in Ω, and throughout,
is the matrix of cofactors of the Hessian matrix D 2 u = (u ij ). We note that (1.1) consists of a Monge-Ampère equation for u in the form of det D 2 u = G ′−1 (w) and a linearized Monge-Ampère equation for w in the form of U ij w ij = f because the coefficient matrix U comes from linearization of the Monge-Ampère operator: U = ∂ det D 2 u ∂u ij . The second boundary value problem for (1.1) prescribes the values of u and its Hessian determinant det D 2 u on the boundary, or equivalently, (1.2) u = ϕ, w = ψ on ∂Ω.
The problem (1.1)-(1.2) with G(d) = d θ −1 θ and θ = 1 n+2 was introduced by Trudinger-Wang [TW3] in their investigation of the affine Plateau problem in affine geometry. In this context, the quantity − 1 n+1 L[u] is the affine mean curvature of the graph of u; in particular, equation (1.1) with f ≡ 0 corresponds to the affine maximal surface equation [TW1] . In the limiting case θ = 0 of d θ −1 θ , we take G(d) = log d and (1.1) is then known as Abreu's equation in the context of existence of Kähler metric of constant scalar curvature [A, CHLS, CLS, D1, D2, D3, D4, FS, Z, ZZ] .
For a general concave function G, Donaldson [D5] investigated local solutions of (1.1) with f ≡ 0 while Savin and the author [LS] studied regularity of (1.1) with Dirichlet and Neumann boundary and 0 < θ < 1/n, thus extending the work of Trudinger-Wang [TW4] . In this particular case of G and θ, they also solved this problem for f ∈ L p (Ω), p > n with f + := max(0, f ) ∈ L q (Ω) for some q > 1/θ, thus extending the work of the author. Moreover, they also solved the problem for more general G and f with certain high integrability. More precisely, f satisfies f ∈ L p (Ω), p > n and f + ∈ L ∞ (Ω) and G : (0, ∞) → R together with its derivative w(d) = G ′ (d) satisfies in addition:
Chau-Weinkove raised the question [CW, Remark 1 .1] on the weakest regularity assumption on f giving a solution u ∈ W 4,p to (1.1)-(1.2).
1.1. The main result. Our main result, Theorem 1.1, asserts the solvability of (1.1)-(1.2) in W 4,p (Ω) when f ∈ L p (Ω) with p > n. In particular, it answers Chau-Weinkove's question under the weakest possible regularity on the generalized affine mean curvature f and general concave function G satisfying a set of conditions even weaker than (A1)-(A3).
From now on, we assume that G : (0, ∞) → R is a smooth strictly concave function on (0, ∞) whose derivative w(d) = G ′ (d) is strictly positive. We introduce the new coercivity condition:
Theorem 1.1. Fix p > n and assume that (A1), (B2) and (A3) are satisfied. Let Ω be a bounded, uniformly convex domain in R n with ∂Ω ∈ C 3,1 . Suppose f ∈ L p (Ω), ϕ ∈ W 4,p (Ω) and ψ ∈ W 2,p (Ω) with inf Ω ψ > 0. Then there exists a unique uniformly convex solution u ∈ W 4,p (Ω) to the second boundary value problem (1.1)-(1.2).
It is quite remarkable that the integrability condition of the generalized affine mean curvature L [u] in Theorem 1.1 does not depend on the concave function G. In the special case of
nθ−1 is a solution to (1.1)-(1.2) with ϕ and ψ positive constants on ∂Ω and f a positive constant but u ∈ W 4,n/2 (Ω).
(iii) If −1/n ≤ θ < 0, then u(x) = |x| 4−5nθ 4(1−nθ) is a solution to (1.1)-(1.2) with ϕ and ψ positive constants on ∂Ω and f ∈ L n 1+nθ/2 (Ω) but u ∈ W 4,n/2 (Ω).
The situation in Remark 1.5 (ii) is similar to the case θ > 1 considered in [TW2] . For n = 2, θ = 2 and constructed a radial function u, not C 3 smooth, with U ij w ij being a positive constant. In the examples in Remark 1.5, w = G ′ (det D 2 u) vanishes somewhere in the interior of Ω. It turns out that solutions to the second boundary value problem (1.1)-(1.2) are well-behaved near the boundary even if the coercivity condition (B2) fails.
with θ < 1/n. Let p > n and let Ω be a bounded, uniformly convex domain in R n with ∂Ω ∈ C 3,1 . Suppose that ϕ ∈ W 4,p (Ω), ψ ∈ W 2,p (Ω), inf Ω ψ > 0 and f ∈ L p (Ω). Then, for any uniformly convex solution u ∈ C 4 (Ω) of (1.1)-(1.2), we have an a priori W 4,p estimate near the boundary
On the other hand, when
is small, then we still obtain a unique uniformly convex W 4,p solution to the second boundary value problem (1.1)-(1.2). This is a slight improvement of [TW3, TW4] where the smallness was taken in the L ∞ norm. The condition f ≤ 0 in [TW4, L] allowed the use of classical maximum principle to (1.1) to conclude that w has a positive lower bound, and hence, det D 2 u has a uniform upper bound.
When f is not assumed to be non-positive, obtaining a uniform upper bound for det D 2 u becomes trickier. In [CW] , with (A1)-(A3), by using Trudinger-Wang [TW4] solution to (1.1)-(1.2) for f ≡ 0, Chau-Weinkove first obtained a uniform global bound on u by using very interesting geometric arguments involving the Gauss curvature of the boundary. From this, together with (A2), they obtained a uniform lower bound for w using either classical maximum principle or delicate Aleksandrov-Bakelman-Pucci (ABP) type argument to certain second order differential inequalities after performing some (not sharp) pointwise estimates. High integrability of f + was required in the process.
The key insight of this paper is that an application of ABP estimate to the dual equation of (1.1) via the Legendre transform gives a uniform upper bound for det D 2 u provided we have the coercivity condition (B2) and a global gradient bound for u; see Lemma 2.8. We prove the latter by uniformly bounding u globally and its Hessian determinant det D 2 u near the boundary. These estimates are derived as follows.
First, we give a direct proof of the global a priori bound on u in Lemma 2.2, assuming only (A1), without resorting to any previous results regarding to solvability of (1.1)-(1.2). The proof is inspired by [CW, Lemma 2 .2] but requires less regularity on the boundary data ϕ and ψ and gives explicit bounds. It is based on testing against smooth concave functionsû and convex functionsũ having generalized affine mean curvature L[ũ] bounded in L 1 (Lemma 2.1). This proof is of independent interest and can be potentially applied to other problems concerning fourth order equations. By (A3), we have a uniform lower bound for det D 2 u (Lemma 2.4). Next, by using our previous boundary Hölder estimates for second-order equations with lower bound on the determinant of the coefficient matrix [L] to U ij w ij = f , we obtain a uniform bound for det D 2 u near the boundary. This, together the global bound on u, allows us to construct barriers using the strict convexity of ∂Ω to obtain the global gradient bound for u; see Lemma 2.5.
Proof of the main theorem
In this section, we give the proof of the main result of the paper, Theorem 1.1. As mentioned in the Introduction, to prove Theorem 1.1, it suffices to prove Theorem 1.2.
Let p > n and let Ω be a bounded, uniformly convex domain in R n with ∂Ω ∈ C 3,1 . Assume
We denote by C, C ′ , C 1 , C 2 , c, c 1 , etc, universal constants that may change from line to line. Unless stated otherwise, they depend only on n, p, G, Ω,
, and inf Ω ψ.
Our basic geometric construction is the following:
Lemma 2.1. There exist a convex functionũ ∈ W 4,p (Ω) and a concave functionû ∈ W 4,p (Ω) with the following properties:
, and denoting by (Ũ ij ) the cofactor matrix of (ũ ij ), then the generalized affine mean curvature of the graph ofũ is uniformly bounded in
where C depends only on n, p, Ω, G, and ϕ W 4,p (Ω) .
Proof. Let ρ be a strictly convex defining function of Ω, that is Ω := {x ∈ R n : ρ(x) < 0}, ρ = 0 on ∂Ω and Dρ = 0 on ∂Ω. Then D 2 ρ ≥ ηI n and ρ ≥ −η −1 in Ω for some η > 0 depending only on Ω. Consider the following functions
we find that for a fixed but sufficiently large µ (depending only on n, p, Ω and ϕ W 4,p (Ω) ),ũ is convex whileû is concave and; moreover, recalling p > n, (i) and (ii) are satisfied. From (ii), the smoothness of G and
The following lemma gives a uniform L 1 bound on the Hessian determinant det D 2 u and as a consequence, a uniform bound on u.
Lemma 2.2. Assuming (A1), we have
Remark 2.3. Lemma 2.2 (ii) was proved in [CW, Lemma 2.2] under (A1)-(A3) using the result of on the solvability of (1.
(Ω) and inf ∂Ω ψ. Our proof here is self-contained and in fact gives a stronger bound (i). Moreover, from the proofs of Lemmas 2.1 and 2.2, we find that the constant C can be made explicit.
Proof of Lemma 2.2. Letũ be as in Lemma 2.1. Setf =Ũ ijw ij . The assumption (A1) implies that the functionG(d) :
Using this, G ′ > 0, and the concavity of the map M −→ (det M ) 1/n in the space of symmetric matrices M ≥ 0, we obtaiñ
n−1 n , we rewrite the above inequalities as
Similarly,
Adding, integrating by parts twice and using the fact that (U ij ) is divergence free, we obtain
Here ν = (ν 1 , · · · , ν n ) is the unit outer normal vector field on ∂Ω. It follows that
Let us analyze the boundary terms in (2.1). Since u −ũ = 0 on ∂Ω, we have (u −ũ) j = (u −ũ) ν ν j , and hence
On the other hand, from u − ϕ = 0 on ∂Ω, we have, with respect to a principle coordinate system at any point y ∈ ∂Ω (see, e.g., [GT, formula (14.95) 
where κ 1 , · · · , κ n−1 denote the principle curvatures of ∂Ω at y. Let K = κ 1 · · · κ n−1 be the Gauss curvature of ∂Ω at y ∈ ∂Ω. Then, at any y ∈ Ω, by noting that det D 2
x ′ u = det(D ij u) 1≤i,j≤n−1 and taking the determinants of
we obtain, with u + ν = max(0, u ν ), (2.3)
In the last inequality of (2.3), we used the following fact which is due to the convexity of u:
Now, letû be as in Lemma 2.1. Integrating by parts twice, and using (2.2), we find that (2.5)
By Lemma 2.1,û ν is bounded by a universal constant. The concavity ofû gives U ijû ij ≤ 0. Thus, using U ij u ij = n det D 2 u, we obtain from (2.3)-(2.5) the following estimates (2.6)
The Aleksandrov's maximum principle (see [GT, Lemma 9 .2]) then gives
By Lemma 2.1,ũ ν ,w,Ũ νν and f L 1 (Ω) are uniformly bounded. Taking (2.1)-(2.3) and (2.7) into account, we obtain
From Hölder inequality, n ≥ 2 and the fact that Kψ has a positive lower bound, we easily obtain
from which the claimed uniform bound for u in (i) follows by (2.7). Recalling (2.6), we obtain the desired bound for the L 1 norm of det D 2 u stated in (i).
The next lemma gives a uniform lower bound on the Hessian determinant det D 2 u. The proof of Lemma 2.4 is short, so we include it here for reader's convenience.
We apply Aleksandrov-Bakelman-Pucci's maximum principle (see e.g. [GT, Theorem 9 .1]) to U ij w ij = f in Ω with w = ψ on ∂Ω to find that
where C depends only on n and Ω. The desired upper bound on w follows from (2.8) and assumption (A3) on G. The lower bound for det D 2 u = d then follows immediately. Now, we prove a key gradient bound for u.
Lemma 2.5. Assume (A1), and (A3) are satisfied. Then, there exists a constant C > 0 depending only on n, p, G, Ω,
To this end, we recall the following result on boundary Hölder estimates for second-order elliptic equations with lower bound on the determinant of the coefficient matrix. Here the matrix (a ij ) is assumed to be measurable, positive definite and satisfies det(a ij ) ≥ λ. We assume that
Then, there exist δ, C depending only on λ, n, K, L, α, diam(Ω), and the uniform convexity of Ω so that, for any x 0 ∈ ∂Ω, we have
Proof of Lemma 2.5. Let ν be the unit outer normal vector field on ∂Ω. The crucial point in the proof is to prove an upper bound for u ν . By Lemma 2.4, we have a lower bound for the Hessian determinant det D 2 u ≥ C 1 where C 1 depends only on n, p, G, Ω, f L n (Ω) and ψ W 2,p (Ω) . Because p > n, ψ is clearly Hölder continuous in Ω. Since det U ≥ C n−1 1 , applying Proposition 2.6 to U ij w ij = f in Ω, we find that w is Hölder continuous at the boundary.
Note that (A1) implies (
Since w = ψ ≥ inf ∂Ω ψ > 0 on ∂Ω, it follows from the boundary Hölder continuity of w that w is uniformly bounded from below while det D 2 u is uniformly bounded from above in a neighborhood Ω δ := {x ∈ Ω : dist(x, ∂Ω) ≤ δ} of the boundary. Here δ is a universal constant, depending only on
Let ρ be a strictly convex defining function of Ω, that is Ω := {x ∈ R n : ρ(x) < 0}, ρ = 0 on ∂Ω and Dρ = 0 on ∂Ω. Then D 2 ρ ≥ ηI n and ρ ≥ −η −1 in Ω where η > 0 depends only on Ω. We easily find that, for large µ, the function
is a lower bound for u in Ω δ . Indeed, there exists a universal C 2 > 0 such that ρ ≤ −C 2 on ∂Ω δ ∩ Ω. Since
we find that for µ universally large,
and u ≥ v on ∂Ω δ by the global bound on u in Lemma 2.2. Hence u ≥ v in Ω δ by the comparison principle (see [GT, Theorem 17 .1]). From u = v on ∂Ω, we deduce that u ν ≤ v ν and this gives a uniform upper bound for u ν . By convexity,
, for all x ∈ ∂Ω. Because u = ϕ on ∂Ω, the tangential derivatives of u on ∂Ω are those of ϕ. Thus Du is uniformly bounded on ∂Ω. Again, by convexity, we find that Du is bounded in Ω by a universal constant as stated in the lemma.
Finally, we come to the key argument of the paper. To prove a uniform upper bound for det D 2 u, we use the Legendre transform:
The Legendre transform u * of u is defined in Ω * := Du(Ω). u * is a uniformly convex, C 4 smooth function in Ω * . Furthermore the Legendre transform of u * is u itself. From y = Du(x) we have x = Du * (y) and D 2 u(x) = D 2 u * (y) −1 . The Legendre transform u * satisfies a dual equation to (1.1) as stated in the following lemma.
Lemma 2.7. The Legendre transform u * satisfies the equation
where (U * ij ) is the cofactor matrix of D 2 u * and
This lemma was previously observed by (in the proof of Lemma 3.2 there) and Zhou [Z] (before the proof of Lemma 3.2 there). The idea is as follows. Since u is a critical point of the functional J, u * is a critical point of the dual functional J * under local perturbations, so it satisfies the Euler-Lagrange equation of J * and this gives the conclusion of Lemma 2.7. The dual functional with respect to the Legendre transform is given by
We give here a direct proof of Lemma 2.7.
Proof of Lemma 2.7. For simplicity, let
We denote by (u ij ) and (u * ij ) the inverses of the Hessian matrices D 2 u = (u ij ) = (
Clearly,
from which it follows that w j = −w * k (U * ) kj . Similarly, w ij = ∂ ∂y l w j u * li . Hence, using
, and the fact that U * = (U * ij ) is divergence-free, we find from (1.1) that
Thus, the lemma is proved.
We are now ready to prove that the Hessian determinant det D 2 u is universally bounded away from 0 and ∞.
Lemma 2.8. Assume (A1), (B2) and (A3) are satisfied. Then, there exists a constant C > 0 depending only on n, p, G, Ω, f L n (Ω) , ϕ W 4,p (Ω) , ψ W 2,p (Ω) and inf ∂Ω ψ such that
Proof of Lemma 2.8. We use the same notation as in Lemma 2.7 and its proof. By Lemma 2.5, diam(Ω * ) is bounded by a universal constant C. With (A1) and (A3), we can apply Lemma 2.7 to conclude that u * ij w * ij = −f (Du * (y)) in Ω * with
Applying the ABP estimate [GT, Theorem 9 .1] to w * on Ω * , and then changing of variables y = Du(x) with dy = det D 2 u dx, we obtain Proof of theorem 1.2. The proof here is taken from [L, Theorem 1.2] . We include it for completeness. It is an application of two regularity results: (i) Global Hölder continuity estimates for solutions of the linearized Monge-Ampère equations [L] which are the global counterparts of the fundamental interior Hölder estimates by Caffarelli-Gutiérrez [CG] , and (ii) Global C 2,α estimates for the Monge-Ampère equation [TW4] when the Monge-Ampère measure is only assumed to be globally C α . By Lemma 2.8, C −1 ≤ det D 2 u ≤ C. Note that, by (1.1), w is the solution to the linearized MongeAmpère equation U ij w ij = f with boundary data w = ψ. Because ψ ∈ W 2,p (Ω) with p > n, ψ is clearly Hölder continuous on ∂Ω. Thus, by [L, Theorem 1.4] , w ∈ C α (Ω) for some α > 0 depending on the data of (1.1)-(1.2). Rewriting the equation for w as
with the right hand side being in C α (Ω) and noticing u = ϕ on ∂Ω where ϕ ∈ C 3 (Ω) because ϕ ∈ W 4,p (Ω) and p > n, we obtain u ∈ C 2,α (Ω) [TW4, Theorem 1.1]. Thus the first equation of (1.1) is a uniformly elliptic, second order partial differential equations in w with L p right hand side. Hence w ∈ W 2,p (Ω) and in turn u ∈ W 4,p (Ω) with desired estimate
Proofs of the Remarks
In this final section, for completeness, we give the proofs of Remarks 1.4, 1.5, 1.6 and 1.7.
Proof of Remark 1.4. The proof of (b) is elementary and follows from direct computation so we skip it. For (a), suppose that G satisfies (A1)-(A3). Let
, and (A1), we have
1) = 0 and the result follows.
Proof of Remark 1.5. In all these examples, the function u is convex and of the form u = v(r) = r α , r = |x|, with 1 < α < 2.
We can compute
From θ < 1 and 1 < α < 2, we have w = 0 at 0 ∈ Ω. Since D 2 u and ( 
It follows that for some C 1 = C 1 (n, α, θ) > 0 and C 2 = C 2 (n, α, θ) > 0,
n−1 = C 1 r (α−1)(n−1)+(α−2)n(θ−1)−1 = C 1 r (α−2)(nθ−1)+n−2 ,
r n−1 = C 2 r (α−2)(nθ−1)−2 . (3.1) (i) In this case, since p/2 < p < n, we have α = 1 + n − p 2(3p − n) ∈ (1, 2) and θ = 1 2n ( n p − 1) ∈ (0, 1 n ).
We find that (α − 2)(nθ − 1) − 2 = − 1 4 (1 + 3 n p ) > −n/p and hence f ∈ L p (Ω). Since α − 4 < −2, |D 4 u| ∼ r α−4 ∈ L n/2 (Ω) and hence u ∈ W 4,p (Ω).
(ii) Note that u = r α where α = 2 + Sketch of the proof of Remark 1.6. For θ < 1/n, (A1) and (A3) are satisfied, hence we have the global gradient bound for u as in Lemma 2.5. The proof of Lemma 2.5 also shows that det D 2 u is uniformly bounded away from 0 and ∞ in a neighborhood Ω 2δ of ∂Ω. Thus, as in [S, Proposition 3 .2], we find that u separates quadratically from its tangent planes on the boundary ∂Ω. Therefore, we can use [L, Theorem 1.4] in Ω 2δ to conclude that w ∈ C α (Ω 3δ/2 ). By the pointwise C 2,α estimates at the boundary for the Monge-Ampère equation [S] , applied to det D 2 u = (G ′ ) −1 (w), we conclude that u is C 2,α in Ω δ . Now, U ij ∂ ij is a uniformly elliptic second order operator with C α coefficients in Ω δ . Thus, with f ∈ L p (Ω), we have w ∈ W 2,p (Ω δ ). The W 4,p estimates for u in Ω δ follow.
Proof of Remark 1.7. As in the proof of Theorems 1.1 and 1.2, it suffices to prove a positive lower bound for w when f + L n (Ω) is small. With θ < 1 n , (A3) is satisfied. Thus, by Lemma 2.4, w is uniformly bounded from above: w L ∞ (Ω) ≤ C 1 . Let c 1 := min ∂Ω ψ > 0 Then, by recalling that det U = (det D 2 u) n−1 = w n−1 θ−1 , and using the ABP estimate to U ij w ij = f ≤ f + in Ω, we find
