Abstract. This paper presents an integration framework for image segmentation. The proposed method is based on Fuzzy c-means clustering (FCM) and level set method. In this framework, firstly Chan and Vese's level set method (CV) and Bayes classifier based on mixture of density models are utilized to find a prior membership value for each pixel. Then, a supervised kernel based fuzzy c-means clustering (SKFCM) algorithm assisted by prior membership values is developed for final segmentation.
Introduction
In recent years, although different methods for the segmentation of cell nuclei in fluorescence microscopy images have been proposed, it is still considered as one of the critical but challenging tasks in the analysis of the function of cell in fluorescence microscopy images. Typically, image segmentation techniques based on fuzzy clustering and level set methods are two important techniques utilized for segmenting images into different non-overlapping, constituent regions. Whereas level set methods impose constraints on boundary smoothness, fuzzy clustering segmentation is based on spectral characteristics of individual pixel.
The level set technique for image segmentation was initially proposed by Osher and Sethian [1] . Based on the idea of Osher and Sethian, Malladi et al. [2] suggested a front-propagation method for shape modeling. Later, Chan and Vese [3] proposed CV method using an energy minimization technique and incorporated region-based information in the energy functional as an extra constraint. The basic idea behind their method was to look for a specific partition of an image into two parts, one character-2013 9th International Conference on Intelligent Computing ICIC2013, Nanning, Guangxi, China, 28-31 July, 2013, (Lecture Notes in Computer Science Vol. 7996, 2013, pp 120-129) izing the objects to be identified, and the second one characterizing the background. The active contour was represented by the boundary among these two parts.
As a powerful data clustering algorithm, FCM [4, 5] reveals the original structure of the image data and classifies pixels into clusters based on a similarity measure. This allows a segmentation of groups of pixels into homogenous region during image segmentation [6, 7, 8] . This clustering is acquired by iterative minimization of a cost function that is influenced by the Euclidean distance of the pixels to the cluster prototypes. One of the disadvantages of FCM is that Euclidean distance can only be used to detect 'spherical' clusters. To overcome this drawback, many modified FCM algorithms based on the kernel methods (KFCM) have been suggested to handle nonspherical clusters [9] .
Whereas CV method focuses on geometrical continuity of segmentation boundaries, FCM aims to analyze spectral properties of image pixels and does not consider topological information. Since level set method and FCM use different types of information, it is possible that they yield different segmentation results. Nevertheless, the topological information captured in the CV method and the pixel's spectral properties captured by FCM are complementary in nature and consider them together would improve the segmentation result. Hence, an integration strategy is employed in this work to use the rich information offered by both methods. The main contribution of this paper is the introduction of an integration framework for KFCM and CV. The performance improvement compared to some well-known techniques using cell images is reported.
The organization of this paper is as follows. Firstly, a brief overview of CV level set based approach and FCM is given. Next, the proposed integration procedure is addressed in detail. Experiments are then discussed in Section 4. Finally, Section 5 concludes the paper and highlights possible future work.
Previous works

Chan-Vese model
Let Ω denotes the image domain, C ⊂ Ω denotes the smooth, closed segmenting 
The CV method solves (1) through minimizing the following energy functional: In the CV method, the level set method which replaces the unknown curve C by the level set function Ø(x, y) is utilized to minimize (2). Therefore (2) can be reformulated in terms of level set function Ø(x, y) as follows:
where ε H (z) and ε δ (z) denote the regularized versions of the Heaviside function ( ) H z and δ(z) specified by
The existence of minimizer for (3) has been considered in [10, 11] . Using EulerLagrange method, the level set equation for evolution procedure is given by:
where 1 c and 2 c can be, respectively, updated as follows:
Kernel-based fuzzy c-means clustering algorithm
The FCM algorithm, as a variation of the standard k-means clustering, was first proposed by Dunn [4] , and further developed by Bezdek [5] . FCM aims to partition 
The parameter m affects the fuzziness of the clusters. As can be seen from (6) every pixel has the same weight in the image's data set. Fuzzy clustering under constraint (6) is called probabilistic clustering and ij u is the posterior probability i j p(η | ξ ) [12] . 
In terms of inner product, the distance function can be expressed as follows:
Hence (8) can be formulated as follows:
By adopting the hyperbolic tangent function, ( ( ) ( ) ( )
It's easy to prove that ( ) ( ) According to (10) , (7) can be rewritten as follows:
Integration strategy
In this section the integration strategy is discussed. First, the Bayes classifier based on mixture of density models is utilized to find prior membership degrees of each pixel. Then, the novel supervised kernel-based fuzzy c-means clustering algorithm (SKFCM) is presented to implement approximated prior membership degrees.
Bayes classifier based on mixture of density models
For every pixel ξ , we suppose that
We can implement Bayes classifier based on mixture of density models [14] for finding the class-conditional densities. Therefore, ( ) 
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where i μ and i F represent the mean value and the covariance matrix of pixels in i r , respectively.
Supervised kernel-based fuzzy c-means clustering algorithm
Prior membership degree given by (13) is denoted as ij ℵ and expressed as follows:
To improve the performance of KFCM, we incorporateℵ , as a component of supervised learning, into modified KFCM objective function as follows: 
Taking these derivatives returns the relationships as follows:
The optimal solution for k v is given as follows:
Similarly, we take the derivative of kj (u ) L with respect to ij u and fixed it to zero:
Therefore, the optimal solution of kj u is formulated as follows:
Experimental results
We tested our algorithm on the human HT29 colon cancer cells with a size of 512 x 512 pixels from image set BBBC008v1 [15, 16] which were stained cell nuclei and have ground truth to show the segmentation performance of the proposed technique. An example of original image, ground truth and segmentation result based on the proposed method are shown in Fig. 1 . The proposed method is compared with FCM, CV, SFCM [17] , SFLS [18] and region-scalable fitting energy (RSFE) [19] . To evaluate the performance of our algorithm, we calculate the recognition error rate as follows:
( ) cell background T +T recognition error rate % 100 n = × (18) where n indicates the total number of pixels in the given image, cell The recognition error rates for both normal and noisy image are reported in Table1. Fig.3 also shows the segmentation results (error rate) based on the different segmentation methods and noise levels. In order to evaluate the robustness of the various methods on BBBC008v1, we plot the standard deviation. Fig. 2 shows the standard deviation (error bar) of the compared approaches. As can be seen in Fig. 2 the proposed algorithm has better average segmentation accuracy and small standard error compared to the five other existing algorithms. 
Conclusion
In this study, we proposed an image segmentation algorithm based on combining KFCM and CV for the segmentation of the colon cancer cells images. We compared the results of our algorithm with the results of FCM, CV, SFCM, SFLS and RSFE, and show that our algorithm performed significantly better than these methods in terms of segmentation accuracy. There are two critical issues related to our method. One is the selection of suitable kernel for the specific image. In practice, the performance of kernel-based methods is influenced by the selection of the kernel function. While solutions for estimating the optimal kernel function for supervised tasks can be found in the literatures, the challenge remains an open problem for unsupervised tasks. Secondly, a potential drawback of the Bayes classifier used in the integration process is that for each i C many characteristics of the class are considered which may not be useful to differentiate the classes.
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