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Abstract
In biology, we frequently observe different species existing within the same environment. For
example, there are many cell types in a tumour, or different animal species may occupy a given
habitat. In modelling interactions between such species, we often make use of the mean-field ap-
proximation, whereby spatial correlations between the locations of individuals are neglected. Whilst
this approximation holds in certain situations, this is not always the case, and care must be taken
to ensure the mean-field approximation is only used in appropriate settings. In circumstances
where the mean-field approximation is unsuitable we need to include information on the spatial
distributions of individuals, which is not a simple task. In this paper we provide a method that
overcomes many of the failures of the mean-field approximation for an on-lattice volume-excluding
birth-death-movement process with multiple species. We explicitly take into account spatial infor-
mation on the distribution of individuals by including partial differential equation descriptions of
lattice site occupancy correlations. We demonstrate how to derive these equations for the multi-
species case, and show results specific to a two-species problem. We compare averaged discrete
results to both the mean-field approximation and our improved method which incorporates spatial
correlations. We note that the mean-field approximation fails dramatically in some cases, predict-
ing very different behaviour from that seen upon averaging multiple realisations of the discrete
system. In contrast, our improved method provides excellent agreement with the averaged dis-
crete behaviour in all cases, thus providing a more reliable modelling framework. Furthermore,
our method is tractable as the resulting partial differential equations can be solved efficiently using
standard numerical techniques.
∗ markham@maths.ox.ac.uk
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I. INTRODUCTION
Biological systems frequently involve multiple species occupying the same environment.
For example, it is well known that cells within a tumour tend not to be phenotypically
identical; this heterogeneity has led to questioning the efficacy of many cancer treatments
currently in use [1–3]. It has also been observed that the presence of one species can have a
detrimental effect on the survival of another, as in the case of red and grey squirrels in Britain
[4, 5]. In order to understand and accurately predict the behaviour of multiple species in
an environment, it is essential that we develop robust mathematical frameworks to describe
them.
Much work has been devoted to the development of phenomenological descriptions of
multi-species systems in biology, leading to many important advances in a number of areas
[6, 7]. However, these models are frequently based on the mean-field approximation (MFA),
which assumes that there are no spatial correlations between the location of individuals;
this assumption is not always valid and thus may lead to inaccurate predictions if used
inappropriately [8]. This has been demonstrated, for a single species case, where the MFA
and a method which incorporated spatial information gave different results when used to
calibrate data from experiments with a breast cancer cell line [9]. Additionally, in problems
concerning invasive species, ignoring stochastic effects, which result in spatial clusters of
individuals, may lead to an overestimation of the invasion speed [10].
Spatial effects can be explicitly included by using agent-based models whereby each cell
type follows a specific set of rules [11–13]. However, this approach is computationally expen-
sive, time-consuming, and generally not amenable to mathematical analysis, especially as the
number of species increases. Using pair-wise densities is a simpler option for incorporating
spatial information, and is frequently used for investigating biological systems [14–26]. In
[14], the authors correct the MFA using pair-wise dynamics on a volume-excluding system
with one cell type moving, proliferating, and dying on a regular lattice. This method suc-
cessfully reproduces the averaged discrete behaviour, however it is not straightforward to
implement in two and three dimensions due to the complicated system of ordinary differen-
tial equations ( ODEs) obtained. A method to circumvent this problem was developed in
3
[27], where the authors use a partial differential equation (PDE) representation of the spatial
correlations between lattice sites. The development of a method such as this for systems of
multiple species would be a valuable step forward in our quest for simplified spatial models.
In this paper, we will show how to derive PDE descriptions of site occupancy correlation
functions for an N -species volume-excluding system on a regular, square lattice. The species
do not have a direct effect on one another, but are indirectly competing by occupying the
same space. We show the failure of the MFA in predicting the averaged individual-level
behaviour in certain situations. This failure could have severe consequences if the MFA
is used to model a situation for which it is not an appropriate choice. In contrast, we
demonstrate that our correlations PDE model leads to accurate predictions of the averaged
discrete behaviour over a wide range of parameter space.
We begin, in Section II, by describing the system we are modelling and the details of the
mathematical methods used in deriving the relevant equations. In Section III, we discuss
some results for the two-species case by comparing our numerical results to those from
averaged discrete simulations, for systems both with and without agent death. We discuss
scenarios whereby the mean-field model has great shortcomings, and show that they are
elimnated by incorporation of lattice site occupancy correlations. Finally, in Section IV, we
conclude and discuss some future directions.
II. THE SYSTEM
We consider a multi-species contact process with diffusion [28, 29], whereby we have a
volume-excluding system with N different species of agents undergoing movement, prolifer-
ation, and death. The Ith species has a movement rate per unit time of P Im, a proliferation
rate per unit time of P Ip , and a death rate per unit time of P
I
d . We have a d-dimensional sys-
tem on a regular, square lattice with a lattice spacing of ∆. The lattice is initially randomly
populated, thus lattice site occupancies are initially uncorrelated and the density is approx-
imately spatially uniform. When an agent moves or divides, it chooses the new location at
random from its von Neumann neighbourhood, and the event is aborted if the chosen site is
already occupied.
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As with the one species case, we make use of the k-point distribution functions, ρ(k) [14],
which can be thought of as the probability of k-tuplets of sites having specific occupancies.
When proliferation is present in the system, evolution of ρ(k) depends on the evolution of
ρ(k+1), thus the system is described by an impractically large system of ODEs [14]. In order
to overcome this, we must choose a point at which to close our system. We close at ρ(3) using
the Kirkwood Superposition Approximation (KSA) [30, 31] which expresses ρ(3) in terms of
lower order distribution functions:
ρ(3)(σl, σm, σn) =
ρ(2)(σl, σm)ρ
(2)(σl, σn)ρ
(2)(σm, σn)
ρ(1)(σl)ρ(1)(σm)ρ(1)(σn)
, (II.1)
where σl denotes the state of lattice site l. We use correlation functions to determine the
level of spatial correlation between lattice site occupancies a given distance apart. We define
our correlation functions in keeping with previous work [14, 32, 33] as:
Fσl,σm(|l−m|) :=
ρ(2)(σl, σm)
ρ(1)(σl)ρ(1)(σm)
, (II.2)
where l and m are vectors pointing to sites on the lattice. The correlation functions
depend only on the distance between the lattice sites, as we have assumed an inheritance
of the translational invariance and isotropy associated with the initial conditions. This
assumption will be made throughout this paper. Note that, using this description, if lattice
site occupancies are independent, the correlation functions are equal to unity.
In the one species model, we have an ODE describing the evolution of the agent density,
coupled to a system of ODEs for the correlation functions [14]. This system of ODEs can
instead be written as a PDE with a boundary ODE for correlations at a distance of ∆ and
a far-field boundary condition [27]. With multiple species, we will obviously have a larger
system of equations. We now discuss how to determine the number of equations we will be
required to solve for a system with N species.
We begin with the equations for evolution of the agent densities. Due to the homoge-
neous initial conditions, the 1-point distribution function for the Ith species is given by the
normalized concentration of the Ith species:
ρ(1)(Il) = cI , (II.3)
5
where cI is given by:
cI(t) =
1
ηtot
∑
i
1I{σi}, (II.4)
with ηtot being the total number of lattice sites. The sites must be occupied by one of the
species, or vacant, thus leading to the following conservation statement:
N∑
J=0
cJ = 1, (II.5)
where c0 is the normalized density of empty sites. Thus we can reduce the number of unknown
densities from N + 1 to N using the conservation statement to write c0 as a function of the
other densities:
c0 = 1−
N∑
J=1
cJ . (II.6)
We will use the evolution of the 2-point functions to derive the evolution of our correlation
functions, according to the definition in equation (II.2). The conservation statements for the
2-point functions take the form
N∑
J=0
ρ(2)(Il, Jm) = ρ
(1)(Il) = cI . (II.7)
In total, we will have N + 1 second order conservation statements. We use these to re-
duce the number of unknown correlation functions, choosing to eliminate all FI0 where
I = 0, 1, 2, ..., N using expressions of the following form:
FI0(|l−m|) = 1−
∑N
J=1 cJFIJ(|l−m|)
1−∑NJ=1 cJ . (II.8)
Therefore, in total, we will have N unknown densities and
∑N
J=1 J = N(N + 1)/2 unknown
types of correlation functions. Using PDE descriptions of the correlation functions, as in
[27], leads to N(N + 1)/2 PDEs, each with a boundary ODE for correlations at a distance
of ∆ and a far-field boundary condition.
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A. Deriving the density and correlation ODEs
First, we use the 1-point distribution functions to obtain equations for the evolution of
the normalized density of each species:
dρ(1)(Il)
dt
=P Im
∑
n
αn,l
z
[ρ(2)(0l, In)− ρ(2)(Il, 0n)]︸ ︷︷ ︸
movement in and out of l
+ P Ip
∑
n
αn,l
z
ρ(2)(0l, In)︸ ︷︷ ︸
proliferation into l
−P Id ρ(1)(Il)︸ ︷︷ ︸
death at l
,
(II.9)
where z = 2d (d being the number of spatial dimensions), and αn,l is unity if n and l are
nearest neighbours, otherwise it is zero. This equation simplifies to
dcI
dt
= P Ip cI
[
1−
N∑
J=1
cJFIJ(∆)
]
− P Id cI . (II.10)
If lattice sites are independent (all FIJ(|l−m|) = 1), these equations reduce to the MFA, a
system of logistic equations coupled by the carrying capacity term:
dcI
dt
= P Ip cI
[
1−
N∑
J=1
cJ
]
− P Id cI . (II.11)
We now turn to the evolution of the correlation functions. These will take two different
forms depending on whether we are considering the spatial correlations between two agents
of the same or different species separated by a radial distance of |l−m|. This differs from the
one-species case where we only have one type of correlation function because we only have
one agent type. We first consider the evolution of the auto-correlation functions, which apply
to agents of the same species at a distance of |l−m|, by deriving the 2-point distribution
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functions for the same species case:
dρ(2)(Il, Im)
dt
=P Im
[∑
n6=l
αn,m
z
ρ(3)(Il, 0m, In)−
∑
n 6=l
αn,m
z
ρ(3)(Il, Im, 0n)
+
∑
n6=m
αn,l
z
ρ(3)(0l, Im, In)−
∑
n6=m
αn,l
z
ρ(3)(Il, Im, 0n)
]
+ P Ip
[∑
n6=l
αn,m
z
ρ(3)(Il, 0m, In) +
∑
n6=m
αn,l
z
ρ(3)(0l, Im, In)
]
+ P Ip
αl,m
z
[
ρ(2)(Il, 0m) + ρ
(2)(0l, Im)
]− 2P Id ρ(2)(Il, Im).
(II.12)
We can simplify to
dρ(2)(Il, Im)
dt
=2P Im
∑
n6=l
αn,m
z
[
ρ(3)(Il, 0m, In)− ρ(3)(Il, Im, 0n)
]
+ 2P Ip
∑
n6=l
αn,m
z
ρ(3)(Il, 0m, In)
+ 2P Ip
αl,m
z
ρ(2)(Il, 0m)− 2P Id ρ(2)(Il, Im).
(II.13)
Recall, from equation (II.2), that we can also write
dρ(2)(Il, Im)
dt
= c2I
dFII(|l−m|)
dt
+ 2cI
dcI
dt
FII(|l−m|). (II.14)
Therefore the evolution of our auto-correlation functions is given by
dFII(|l−m|)
dt
=
2P Im
c2I
∑
n6=l
αn,m
z
[
ρ(3)(Il, 0m, In)− ρ(3)(Il, Im, 0n)
]
+
2P Ip
c2I
∑
n6=l
αn,m
z
ρ(3)(Il, 0m, In)
+
2P Ip
cI
αl,m
z
λI(|l−m|)− 2P IpFII(|l−m|)λI(∆),
(II.15)
where
λI(s) = 1−
N∑
J=1
cJFIJ(s), (II.16)
with s = |l−m| being the radial distance between sites l and m. At this point we close our
system using the KSA, as defined in equation (II.1). A key difference arises at this point
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between the one-species and N -species problems. In the case with one species, the 3-point
expressions in the movement terms were eliminated using conservation statements of the
following form:
ρ(2)(Il, Km) =
N∑
J=0
ρ(3)(Il, Km, Jn). (II.17)
However, in the N -species case, using these conservation equations will no longer eliminate
ρ(3) from the movement term. This is due to the additional terms in the conservation
equations that arise from having more than one species. Additionally, when the ρ(3) terms
in the conservation equations are expressed using the KSA, the conservation equations no
longer hold exactly as we are using an approximation for each ρ(3) term, leading to additional
discrepancies in our estimation of the averaged discrete behaviour. Thus we do not rewrite
our movement terms using the conservation equations, and instead use the KSA directly on
the ρ(3) terms in equation (II.15). This leads to the movement terms of our equations having
a different form to the one species case. Closing with the KSA leads to:
dFII(|l−m|)
dt
=
2P Im
1−∑NJ=1 cJ
∑
n6=l
αn,m
z
λI(∆)
[
FII(|l− n|)− FII(|l−m|)
− FII(|l− n|)
N∑
J=1
cJFIJ(|l−m|) + FII(|l−m|)
N∑
J=1
cJFIJ(|l− n|)
]
+
2P Ip
1−∑NJ=1 cJ
∑
n6=l
αn,m
z
λI(|l−m|)λI(∆)FII(|l− n|)
+
2P Ip
cI
αl,m
z
λI(∆)− 2P Ip λI(∆)FII(|l−m|).
(II.18)
We now consider the evolution of the cross-correlation equations, which are applicable to
agents of different species separated by a distance of |l−m|. We again start with evolution of
the 2-point distribution function, which we can again simplify due to translational invariance,
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to arrive at
dρ(2)(Il, Km)
dt
=P Im
∑
n6=l
αn,m
z
[
ρ(3)(Kl, 0m, In)− ρ(3)(Kl, Im, 0n)
]
+ PKm
∑
n6=l
αn,m
z
[
ρ(3)(Il, 0m, Kn)− ρ(3)(Il, Km, 0n)
]
+ P Ip
∑
n6=l
αn,m
z
ρ(3)(Kl, 0m, In) + P
K
p
∑
n6=l
αn,m
z
ρ(3)(Il, 0m, Kn)
− P Id ρ(2)(Il, Km)− PKd ρ(2)(Il, Km).
(II.19)
From the definition of the correlation function, we obtain
dρ(2)(Il, Km)
dt
= cIcK
dFIK(|l−m|)
dt
+
(
cI
dcK
dt
+ cK
dcI
dt
)
FIK(|l−m|). (II.20)
We relate equations (II.19) and (II.20) in the same way as before to obtain
dFIK(|l−m|)
dt
=
P Im
cIcK
∑
n6=l
αn,m
z
[
ρ(3)(Kl, 0m, In)− ρ(3)(Kl, Im, 0n)
]
+
PKm
cIcK
∑
n6=l
αn,m
z
[
ρ(3)(Il, 0m, Kn)− ρ(3)(Il, Km, 0n)
]
+
P Ip
cIcK
∑
n6=l
αn,m
z
ρ(3)(Kl, 0m, In) +
PKp
cIcK
∑
n6=l
αn,m
z
ρ(3)(Il, 0m, Kn)
− P IpFIK(|l−m|)λI(∆)− PKp FIK(|l−m|)λK(∆).
(II.21)
Again, we use the KSA to close our equations, without rewriting our movement terms using
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the conservation equations, obtaining
dFIK(|l−m|)
dt
=
P Im
1−∑NJ=1 cJ
∑
n6=l
αn,m
z
λI(∆)
[
FIK(|l− n|)− FIK(|l−m|)
− FIK(|l− n|)
N∑
J=1
cJFKJ(|l−m|) + FIK(|l−m|)
N∑
J=1
cJFKJ(|l− n|)
]
+
PKm
1−∑NJ=1 cJ
∑
n6=l
αn,m
z
λK(∆)
[
FIK(|l− n|)− FIK(|l−m|)
− FIK(|l− n|)
N∑
J=1
cIFIJ(|l−m|) + FIK(|l−m|)
N∑
J=1
cIFIJ(|l− n|)
]
+
P Ip
1−∑NJ=1 cJ
∑
n6=l
αn,m
z
λK(|l−m|)λI(∆)FIK(|l− n|)
+
PKp
1−∑NJ=1 cJ
∑
n6=l
αn,m
z
λI(|l−m|)λK(∆)FIK(|l− n|)
− P Ip λI(∆)FIK(|l−m|)− PKp λK(∆)FIK(|l−m|).
(II.22)
B. Deriving the correlation PDEs
As in previous work [27], we now derive PDE descriptions of the correlation functions.
We demonstrate the method in two dimensions (2D), although the same principles apply
in three dimensions (3D), as seen in [27]. We begin with the PDE for the auto-correlation
functions. The PDE will be defined for the spatial domain ∆ < s < ∞. We expect lattice
sites that are far apart to be independent, thus leading to the boundary condition
FII(s→∞) = 1. (II.23)
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To obtain the boundary condition at s = ∆ we use equation (II.18) which gives
dFII(∆)
dt
=
P Im
2(1−∑NJ=1 cJ)λI(∆)
[
−3FII(∆) +
{
2FII(
√
2∆) + FII(2∆)
}
λI(∆)
+FII(∆)
N∑
J=1
cJ
{
2FIJ(
√
2∆) + FIJ(2∆)
}]
+
2P Ip
2(1−∑NJ=1 cJ)λI(∆)2
[
2FII(
√
2∆) + FII(2∆)
]
+
P Ip
2cI
λI(∆)− 2P Ip λI(∆)FII(∆).
(II.24)
To obtain the PDE, we rewrite equation (II.18) using Cartesian coordinates and then per-
form a Taylor expansion of the correlation function around (x, y). Finally we take ∆ → 0,
explicitly retaining our boundary terms, and return to radial coordinates, obtaining the
following 2D PDE:
∂FII(s)
∂t
=
P Im
2(1−∑NJ=1 cJ)λI(∆)
[
∇2FIIλI(s) + FII(s)
N∑
J=1
cJ∇2FIJ(s)
]
+
2P Ip
1−∑NJ=1 cJ λI(∆)λI(s)FII(s)− 2P Ip λI(∆)FII(s), ∆ < s <∞,
(II.25)
where ∇2 is the polar laplacian with no angular dependence.
We do the same for the cross-correlation functions to obtain the following PDE:
∂FIK(s)
∂t
=
P Im
4(1−∑NJ=1 cJ)λI(∆)
[
∇2FIK(s)λK(s) + FIK(s)
N∑
J=1
cJ∇2FKJ(s)
]
+
PKm
4(1−∑NJ=1 cJ)λK(∆)
[
∇2FIK(s)λI(s) + FIK(s)
N∑
J=1
cJ∇2FIJ(s)
]
+
P Ip
1−∑NJ=1 cJ λI(∆)λK(s)FIK(s) +
PKp
1−∑NJ=1 cJ λK(∆)λI(s)FIK(s)
− P Ip λI(∆)FIK(s)− PKp λK(∆)FIK(s),
(II.26)
12
with boundary conditions
dFIK(∆)
dt
=
P Im
4(1−∑NJ=1 cJ)λI(∆)
[
−3FIK(∆) +
{
2FIK(
√
2∆) + FIK(2∆)
}
λK(∆)
+FIK(∆)
N∑
J=1
cJ
{
2FKJ(
√
2∆) + FKJ(2∆)
}]
+
PKm
4(1−∑NJ=1 cJ)λK(∆)
[
−3FIK(∆) +
{
2FIK(
√
2∆) + FIK(2∆)
}
λI(∆)
+FIK(∆)
N∑
J=1
cJ
{
2FIJ(
√
2∆) + FIJ(2∆)
}]
+
P Ip + P
K
p
4(1−∑NJ=1 cJ)λI(∆)λK(∆)
[
2FIK(
√
2∆) + FIK(2∆)
]
− P Ip λI(∆)FIK(∆)− PKp λK(∆)FIK(∆),
(II.27)
and
FIK(s→∞) = 1. (II.28)
III. RESULTS FROM THE TWO-SPECIES CASE
We demonstrate the utility of our method for the N = 2 case, whereby we have two
species (A and B). This leads to a coupled system of two ODEs (for the evolution of the
cell density of each species) and three PDEs (two for the evolution of the auto-correlation
functions and one for that of the cross-correlation function), with each PDE having an ODE
at the s = ∆ boundary as well as a far-field boundary condition. We discretise our equations
using the backwards Euler method, and solve the resulting non-linear equations using the
tridiagonal matrix algorithm [34] with Picard iteration [35]. We compare these results to
those obtained using the MFA (equation (II.11)) and averaged results of discrete simulations.
We solve the system of ODEs for the MFA using a fourth order Runge Kutta method [34]
with a timestep, δt, of 0.1 (smaller timesteps were tested to confirm this choice). To obtain
the averaged discrete results, we use a modified Gillespie algorithm citeBaker10 and average
over 100 realisations, for a 100×100 lattice. For all results presented here, we use identical
initial conditions, cA(0) = cB(0) = 0.05.
13
A. Systems undergoing proliferation and movement
We first investigate systems undergoing proliferation and movement, but not death (Pd =
0). Results from a single realisation of the discrete system can be seen in Figure 1. We discuss
here three cases where the MFA makes very different predictions from what is observed in the
averaged discrete behaviour. In all cases, our correlations PDE method provides excellent
predictions of the averaged discrete behaviour, as seen in Figure 2. Firstly, we investigate
the case where the two species have the same proliferation rate but different movement
rates [Figure 2(a)]. The MFA predicts that the two species will behave in the exact same
way, leading to each population occupying half of the lattice sites on average. However,
the averaged individual realisations show that the species with the higher movement rate
will generally reach a higher total agent density at the steady state. Our correlations PDE
method provides a good approximation to the averaged individual behaviour. Secondly, we
look at a case whereby the MFA predicts different agent densities at steady state for the
two species, but the averaged discrete data show that we expect the two species to have
very similar agent densities at steady state [Figure 2(b)]. We find that higher movement
rates can compensate for decreased proliferation rates; a feature that is overlooked in the
MFA. The last case we examine in detail is one in which the dominant species at steady
state predicted by the MFA is not the same as that obtained from the averaged discrete
behaviour [Figure 2(c)]. This shows that even if one species has a lower rate of proliferation,
it is still able to maintain a higher long term agent density, on average, if it has a high
enough rate of movement compared to the other species. All of these examples demonstrate
the disagreement with the averaged individual behaviour as a result of assuming lattice
site independence with the MFA. These errors can be successfully avoided by incorporating
spatial correlations in lattice site occupancy into the model framework, as demonstrated in
each of these cases by our correlations PDE model.
Additionally, we look at the behaviour of the correlation functions predicted by our PDE
model in Figure 3. The auto-correlation functions, FAA and FBB, remain above unity, with
similar behaviour to that seen in previous work [14, 27]. This indicates that each species
is spatially correlated with itself: if one lattice site is occupied by a particular species, it
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FIG. 1. (Colour Online) An individual discrete simulation showing the build-up of spatial
correlations. Details of the numerical algorithm can be found in Section III. In this case
PAm = 20, P
A
p = 1, P
B
m = 5, P
B
p = 1. Species A is in black whilst species B is magenta/grey.
is more likely that the same species will occupy a nearby lattice site. A greater maximum
is observed for FBB, for the values of s shown in Figure 3, demonstrating that there are
stronger correlations between species B than species A. This can be explained by the lower
movement rate of species B which leads to slower dispersal of clustered agents. In contrast
to what has been seen previously, the cross correlation function, FAB, remains below unity,
thus the two species are inversely correlated with one another: if one site is occupied by
species A, it is less likely that nearby sites will contain species B.
We also look at how the correlation functions behave over space, comparing the aver-
aged discrete results with our correlations PDE model (Figure 4). For the auto-correlation
functions, FAA and FBB, we notice that the correlation functions decrease for increasing
distances. They eventually reach a steady-state of unity, implying that lattice sites far apart
are uncorrelated, which is what we anticipate. The correlation function for FBB is larger
than for FAA. This is because, in this case, the movement rate for species B is smaller,
therefore clusters of species B break up more slowly, leading to increased correlations be-
tween lattice sites. The cross-correlation function, FAB, also has a value of unity for large
distances due to lattice sites becoming independent as the distance between them increases.
It is less than unity for smaller distances as site occupancy by the two different species is
inversely correlated: if a site is occupied by species A, it is less likely that a nearby site will
be occupied by species B.
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FIG. 2. (Colour Online) Our correlations PDE method (using equations (II.23) to (II.28)) accu-
rately predicts the averaged discrete behaviour in situations where the MFA does not provide good
agreement. The solid lines correspond to species A, whilst the dashed lines correspond
to species B. The averaged discrete results are in black, the MFA in purple/dark grey
and the correlations PDE in cyan/light grey. In all of these cases the death rates are zero
(PAd = P
B
d = 0). In (a), the two species have the same proliferation rates but different move-
ment rates. We observe that the MFA predicts that both species will behave in exactly the same
manner. However, the averaged discrete behaviour shows that the species with a higher movement
rate has a larger steady-state density. In (b), the MFA predicts different behaviour for the two
different species whilst the averaged discrete simulations predict almost identical behaviour. In
(c), the MFA predicts that species B will dominate at steady-state, whilst the averaged discrete
simulations predict that species A will dominate.
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FIG. 3. The correlation functions FAA, FBB and FAB (from equations (II.23) to (II.28)), for
parameters PAm = 20, P
A
p = 1, P
B
m = 5, P
B
p = 1 have different properties. The auto-correlation
functions (FAA and FBB) are always greater than or equal to unity, indicating that lattice sites are
more likely to be occupied by a particular species if there are others nearby. A lower movement rate
(as for species B) leads to a species having larger correlations, as clusters break up more slowly.
The cross-correlation function, FAB, is always less than or equal to one as the two species are
inversely correlated; the presence of A in site l means it is less likely that B will occupy a nearby
site. The curves in each plot are for distances from ∆ to 3∆ in steps of 0.5∆.
B. Including death
Incorporating equal, non-zero death rates for each species into the N = 2 system usually
leads, on average, to the species with the lower steady state without death now becoming
extinct (Figure 5), which is the absorbing state for the contact process [28]. For example,
if we include equal non-zero death rates in the system in Figure 2(a), the averaged discrete
results show that we expect the species with the lower rate of movement to go extinct. This
can be seen in Figure 5(a). Additionally, an individual simulation with these parameters
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FIG. 4. (Colour Online) We examine the behaviour of the correlations over space at a particular
time (t = 2) for the case where PAm = 20, P
A
p = 1, P
B
m = 5, P
B
p = 1 for the correlations PDE method
(solid line, using equations (II.23) to (II.28)). We observe that the auto-correlation functions
are above unity for smaller distances, decaying to unity as the distance between the lattice sites
increases. The cross-correlation functions are below unity for smaller distances, again approaching
unity as the distance between the lattice sites increases. We notice that FBB is larger than FAA as
species B has higher levels of correlations due to its lower movement rate. Additionally, we include
the averaged discrete results (asterisks), showing that the agreement between the correlations PDE
method and the averaged discrete results is excellent.
can be seen in Figure 6, which shows the extinction of species B. Our correlations PDE
method agrees with the averaged discrete results, however the MFA predicts the species will
co-exist at the same levels. Moreover, if we include equal non-zero death rates in the system
in Figure 2(c), species B becomes extinct in line with the averaged discrete results. However,
the MFA predicts that species A will go extinct, leaving species B. Our correlations PDE
method accurately predicts that species B will go extinct, providing a good approximation
to the averaged discrete results. This can be seen in Figure 5(b).
IV. CONCLUSIONS AND FUTURE WORK
We have developed a method for incorporating PDE representations of spatial correlations
into a volume-excluding model with multiple species undergoing proliferation, movement,
and death on a regular lattice. We show the success of this method in accurately predicting
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FIG. 5. (Colour online) Including death in the system can lead to one species becoming extinct
for the averaged discrete simulations and the correlations PDE method (using equations (II.23) to
(II.28)). The solid lines correspond to species A, whilst the dashed lines correspond to
species B. The averaged discrete results are in black, the MFA in purple/dark grey
and the correlations PDE in cyan/light grey. Here we see that the MFA does not agree
with the averaged discrete behaviour. In case (a), the MFA predicts that both species will coexist
with the same steady-state, whilst the averaged discrete model and the correlations PDE method
predict that species B will go extinct. In case (b), the MFA predicts that species A will go extinct
whereas the averaged discrete simulations predict that it is in fact species B that will go extinct.
The correlations PDE method accurately predicts this behaviour.
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FIG. 6. (Colour online) A single discrete simulation with non-zero death rates (PAd = P
B
d = 0.4)
shows one of the species becoming extinct. Species A is in black, whilst species B is magenta/grey.
In this case, PAm = 20, P
A
p = 1, P
B
m = 5, P
B
m = 1, corresponding to the averaged behaviour seen in
Figure 5(a). Whilst the two species have the same proliferation and death rates, the movement
rate for species B is lower and leads to species B becoming extinct.
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the averaged discrete behaviour for the two-species case, with and without agent death in
the system. We note the success of this system in a number of cases where the MFA fails
at predicting the averaged discrete behaviour. Even though the species are not directly
interacting, the presence of one species can affect the survival of another.
Currently, this correlations PDE method is only suitable for homogeneous initial condi-
tions, as the assumption of translational invariance does not hold with inhomogeneous initial
conditions. We would like to build on previous work [15] to deal with non-uniform initial
conditions, such as would be necessary for an invading species. Additionally, it would be
useful to incorporate direct interactions between the species. For example, the species may
be competing for resources, or we could incorporate predation into the system.
The results shown here highlight the dangers of naively using the MFA to model situations
where stochastic factors lead to spatial effects being important. Using the MFA we may
predict co-existence of two species, when one of them may become extinct according to our
averaged discrete results. Moreover, the MFA may even predict that a different species
will become extinct in comparison to the averaged discrete results. This could have severe
consequences if used to make predictions on the behaviour of a system, as the predictions
may be completely inaccurate. On the other hand, simply by including PDEs describing
lattice site occupancy correlations, we are able to accurately predict the averaged discrete
behaviour, leading to a far more reliable framework for problems of this kind.
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