In this work we introduce a new family of ten-step linear multistep methods for the integration of orbital problems. The new methods are constructed by adopting a new methodology which improves the phase lag characteristics by vanishing both the phase lag function and its first derivatives at a specific frequency. The efficiency of the new family of methods is proved via error analysis and numerical applications.
Introduction
The numerical integration of systems of ordinary differential equations with oscillatory solutions has been the subject of research during the past decades. This type of ODEs is often met in real problems, like the N-body problem. For highly oscillatory problems standard non-specialized methods can require a huge number of steps to track the oscillations. One way to obtain a more efficient integration process is to construct numerical methods with an increased algebraic order, although the implementation of high algebraic order meets several difficulties Quinlan (1999) .
On the other hand, there are some special techniques for optimizing numerical methods. Trigonometrical fitting and phase-fitting are some of them, producing methods with variable coefficients, which depend on v = ωh, where ω is the dominant frequency of the problem and h is the step length of integration. More precisely, the coefficients of a general linear method are found from the requirement that it integrates exactly powers up to degree p + 1. For problems having oscillatory solutions, more efficient methods are obtained when they are exact for every linear combination of functions from the reference set {1, x, . . . , x K , e ±µx , . . . , x P e ±µx }
This technique is known as exponential (or trigonometric if µ = iω) fitting and has a long history Gautschi (1961) , Lyche (1972) . The set (1) is characterized by two integer parameters, K and P . The set in which there is no classical component is identified by K = −1 while the set in which there is no exponential fitting component (the classical case) is identified by P = −1. Parameter P will be called the level of tuning. An important property of exponential fitted algorithms is that they tend to the classical ones when the involved frequencies tend to zero, a fact which allows to say that exponential fitting represents a natural extension of the classical polynomial fitting. The examination of the convergence of exponentially fitted multistep methods is included in Lyche's theory Lyche (1972) . There is a large number of significant methods presented with high practical importance that have been presented in the bibliography (see for example Simos (2000) , Chawla & Rao (1986) , Raptis & Allison (1978) , Anastassi & Simos (2004) , Anastassi & Simos (2005a) , Anastassi & Simos (2007) , Anastassi & Simos (2005b) , Lambert & Watson (1976) , Cash & Mazzia (2006) , Iavernaro et al. (2006) , Mazzia et al. (2006) , Berghe & Daele (2006) , Psihoyios (2006) , Simos (2005) , Simos (2007) . The general theory is presented in detail in Ixaru & Berghe (2004) .
Considering the accuracy of a method when solving oscillatory problems, it is more appropriate to work with the phase-lag, rather than the principal local truncation error. We mention the pioneering paper of Brusa and Nigro Brusa & Nigro (1980) , in which the phase-lag property was introduced. This is actually another type of a truncation error, i.e. the angle between the analytical solution and the numerical solution. On the other hand, exponential fitting is accurate only when a good estimate of the dominant frequency of the solution is known in advance. This means that in practice, if a small change in the dominant frequency is introduced, the efficiency of the method can be dramatically altered. It is well known, that for equations similar to the harmonic oscillator, the most efficient exponential fitted methods are those with the highest tuning level.
In this paper we present a new family of methods based on the 10-step linear multistep method of Quinlan and Tremain Quinlan & Tremaine (1990) . The new methods are constructed by vanishing the phase-lag function and its first derivatives at a predefined frequency. Error analysis and numerical experiments show that the new methods exhibit improved characteristics concerning the long term behavior of the solution in the 5-outer problem. The paper is organized as follows: In section 2, the general theory of the new methodology is presented. In section 3, the new methods are described in detail. In section 5 the stability properties of the new methods are investigated. Section 5 presents the results from the numerical experiments and finally, conclusions are drawn in section 6.
Phase-lag analysis of symmetric multistep methods
Consider the differential equations
and the linear multistep methods
where y n+j = y(t 0 + (n + j)h), f n+j = f (t 0 + (n + j)h, y(t 0 + (n + j)h)) and h is the step size of the method. We associate the following functional to method (3):
where a, b are the vectors of coefficients a j and b j respectively, and y(t) is an arbitrary function. The algebraic order of the method (3) is p, if
The coefficients C q are given
The principal local truncation error (PLTE) is the leading term of (5)
4. The method (3) is at least of order one.
5. The method (3) is zero stable, which means that the roots of the polynomial
all lie in the unit disc, and those that lie on the unit circle have multiplicity one.
6. The method (3) is symmetric, which means that
It is easily proved then that both the order of the method and the step number J are even numbers Lambert & Watson (1976) .
Consider now the test problem
where ω is a constant. The numerical solution of (10) by applying method (3) is described by the difference equation
with
and s = ωh. The characteristic equation is then given
and the interval of periodicity (0, s 2 0 ) is then defined such that for s ∈ (0, s 0 ) the roots of (13) are of the form
where λ(s) is a real function of s. The phase-lag P L of the method (3) is then defined
and is of order q if
In general, the coefficients of the method (3) depend on some parameter v, thus the coefficients A j are functions of both s 2 and v. The following theorem has been proved by Simos and Williams Simos & Williams (1999) : For the symmetric method (10) the phase-lag is given by
We are now in position to describe the new methodology. In order to efficiently integrate oscillatory problems, a good technique is to calculate the coefficients of the numerical method by forcing the phase lag to be zero at a specific frequency. But, since the appropriate frequency is problem dependent and in general is not always known, we may assume that we have an error in the frequency estimation. It would be of great importance to force the phase-lag to be less sensitive to this error. Thus, beyond the vanishing of the phase-lag, we also force its first derivatives to be zero.
Construction of the new methods

Base Method
The family of new methods is based on the 10-step linear multistep method of Quinlan and Tremain Quinlan & Tremaine (1990) which is of the form (3) with coefficients 
Method PF-D0: Phase fitted
The first method of the family (PF-D0) is constructed by forcing the phase-lag function to be zero at the frequency V = ω * h. Coefficients a are left the same, while coefficients b become:
Since for small values of v, the above formulae are subject to heavy cancelations, we give the Taylor expansions of b coefficients: 
Method PF-D1: Phase fitted + 1st Derivative of Phase-lag is zero
The second method of the family (PF-D1) is constructed by forcing the phase-lag function and its 1st derivative to be zero at the frequency V = ω * h. The coefficients a are left the same, while coefficients b become:
where
Since for small values of v, the above formulae are subject to heavy cancelations, we give the Taylor expansions of the coefficients b: The third method of the family (PF-D2) is constructed by forcing the phase-lag function and its 1st and 2nd derivatives to be zero at the frequency V = ω * h. The coefficients a are left the same, while for the coefficients b we have: 
Since for small values of v, the above formulae are subject to heavy cancelations, we give the Taylor expansions of the coefficients b: The fourth method of the family (PF-D3) is constructed by forcing the phase-lag function and its 1st, 2nd and 3rd derivatives to be zero at the frequency V = ω * h. The coefficients a are left the same, while for the coefficients b we have: where
and
left the same, while for the coefficients b we have: where
Stability Analysis
The stability of the new methods is studied by considering the test equation
and the linear multistep method (3) for the numerical solution. In the above equation σ = ω (ω is the frequency at which the phase-lag function and its derivatives vanish). Setting s = σh and v = ωh we get for the characteristic equation of the applied method
The motivation of the above analysis is straightforward: Although the coefficients of the method (3) are designed in a way that the phase-lag and its first derivatives vanish in the frequency ω, the frequency ω itself is unknown and only an estimation can be made. Thus, if the correct frequency of the problem is σ we have to check if the method is stable, that is if the roots of the characteristic equation lie on the unit disk. For this reason we draw at the v-s plane the areas in which the method is stable. Figure 1 shows the stability region for the six methods (the classical one, the phase fitted one and those with first, second, third and fourth phase lag derivative elimination). Note here that the s-axis corresponds to the real frequency while the v-axis corresponds to the estimated frequency used to construct the parameters of the method.
Numerical Results
Numerical experiments have been carried out for two orbital problems. Since the classical method is well studied, we only present the new methods in comparison to the classical one.
The 2-Body Problem
In this problem we test the motion of two bodies in a reference system that is fixed in one of them. Moreover, the motion is planar, thus, we only have to calculate the x and y coordinates of the second body. The differential equations are:
and the initial conditions are
where ǫ is the eccentricity. Figure 2 presents the accuracy of the methods expressed by −log 10 (error at the end point which is after 100 periods) versus the log 10 (total steps). The results clearly show the improvement in the accuracy using the proposed methodology.
The 5-Outer Planet System
The next problem concerns the motion of the five outer planets relative to the sun. The problem falls in the category of the N-Body problem which is the problem that regards the movement of N bodies under Newton's law of gravity. It is expressed by a system of vector differential equations
where G is the gravitational constant, m j is the mass of body j and y i is the vector of the position of body i. It is easy to see that each vector differential equation of (26) can be analyzed into three simplified differential equations, that express the three directions x, y, z.
The above system of ODEs cannot be solved analytically. Instead we produce a highly accurate numerical solution by using a 10-stage implicit Runge-Kutta method of Gauss with 20th algebraic order, that is also symplectic and A-stable. The method can be easily reproduced using simplifying assumptions for the order conditions (see Butcher (2003) ). The reference solution is obtained by using the previous method to integrate the N-body problem for a specific time-span and for different step-lengths. In Hairer et al. (2002) the data for the five outer planet problem is given (these data are summarized in table 1). Masses are relative to the sun, so that the sun has mass 1. In the computations the sun with the four inner planets are considered one body, so the mass is larger than one. Distances are in astronomical units, time is in earth days and the gravitational constant is G = 2.95912208286 · 10 −4 . The system of equations (26) has been solved for t ∈ [0, 10 6 ], for which time-span, the previously mentioned method of Gauss produces a 10.5 decimal digits solution. Figure 3 presents the accuracy of the methods expressed by −log 10 (error at the end point) versus the log 10 (total steps). The results clearly show the improvement in the accuracy using the proposed methodology.
The figures
In Figure 1 we see the stability regions (v-s plane) for the classical Quinlan-Tremaine method, the PF-D0, PF-D1, PF-D2, PF-D3 and PF-D4 methods (from left to right and from top to bottom).
In Figure 2 we see the accuracy of the methods expressed by −log 10 (error at the end point which is after 100 periods) versus the log 10 (total steps) in the two body problem for eccentricity ǫ = 0.5 and step size h = 0.1. In Figure 3 we see the accuracy of the methods expressed by −log 10 (error at the end point which is after 10 6 days) versus the log 10 (total steps) for the 5-Outer Planet System. 
Conclusions
We have presented a new family of 10-step symmetric multistep numerical methods with improved characteristics concerning orbital problems. The methods were constructed by adopting a new methodology which, apart from the phase fitting at a predefined frequency, it eliminates the first derivatives of the phase lag function at the same frequency. The result is that the phase lag function becomes less sensitive on the frequency near the predefined one. This behavior compensates the fact that the exact frequency can only be estimated. Experimental results demonstrate this behavior by showing that the accuracy is increased as the number of the derivatives that are eliminated is increased. This preprint was prepared with the AAS L A T E X macros v5.2.
