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A New Emotional Information Communication IT Interface
−Automatic Emotional Category Recognition based on  
Prosodic Information−
Shinya Nakajima＊， Xaing Lee＊
Abstract: This paper proposes a new emotional information communication IT interface, in which users 
can view the emotional status of one of his/her friends or families living in remote locations. The main 
technological issue described is an automatic emotional category recognition（AER）technique. Since 
extracting emotional information from visual information depends strongly on recording devices, we 
focus on using prosodic information of speech.  As pitch（f0）contour of speech has rich emotional 
information, we use f0 averages, standard deviations, dynamic rages, min/max values as the queues for 
emotional category recognition. In addition, we introduce power weighted moving average of f0
（PWMA）which can be viewed as ‘prototype pitch’ of each syllable. This paper studies 2 emotional 
category recognition methods. Method I is based on simple nearest neighbor approach where evaluation 
function computes the distance between an input feature vector and the prototype feature vector of 
each emotional category. The method II uses Fisher’s linear discriminant function and the feature vector 
space is transformed so as to minimize the intra-category variances and to maximize the inter-category 
variances. Using 48 sentence speech data（single speaker）， the method I and II were evaluated through 
the emotional category recognition experiments. By the method I, emotional recognition rate is 60% for 
close data, and 50% for open data（8 sentence speech of another speaker）．The method II improves 
drastically the recognition rate for close data（90%）but as for open data, the rate is even worse than 
the method I（40%）．This problem can be solved by introducing ‘f0 relative value’ taking account of 
dynamic range of individual speakers.
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1．研究の背景
近年，インターネット／WWWの爆発的な普及と共
にCGM（Consumer Generated Media）－すなわちネッ
ト利用者による情報発信・コミュニケーションツールの
利用が加速している。ブログはもとよりある程度閉じら
れた「社交場」のなかで情報（日記・写真）を交換する
SNS（Social Network Service），さらにここ数年急激に
トレンドになってきているTwitterなど，さまざまなネ
ットワークメディアが盛んとなってきている。
このような最近の傾向に共通する特徴を簡単に整理し
てみると；
①　 情報提供者と情報閲覧者が混然としている。いわ
ゆるCGMと呼ばれる所以でもあるが，従来のマ
スコミのように情報製作側と情報閲覧側とが明確
に分離されておらず，ある時は情報提供者であ
り，あるときは閲覧者である，という2面性をも
っている。
②　 双方向的である。ブログにせよSNSにせよ，一
方的に情報が提供されるだけではなく，これに対
するコメント，さらにコメントに対する回答，と
いったぐあいにそこに不特定多数による「対話」
が成立している。
③　 能動的ツールである。情報を発信する場合も，閲
覧するばあも能動的な行為が前提となっている。
発信の場合はもちろん能動的であるのは自明であ
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るが，受信の場合も，TVなどのように「つけっ
ぱなしでたまたま見た」というのとは異なり，あ
る人のブログあるいは日記を自らが取りにいくと
いう能動的な行為が必要となる。
このようなCGMの盛んとなってきているひとつの根
源的理由として「人間は，特定または不特定多数の他者
とコミュニケーションしたがる動物である」とうことが
言えるであろう。
ここで「コミュニケーションしたがる」という点をも
う少し見てみると，「自分の意見や情報を他者に伝えた
い」「他者の感想や意見を聞いてみたい」という２つの
側面がある。もう少し単純化すると自己の表明と他者の
確認といえよう。具体的にいうと，Twitterの場合は
「今どこそこで，何々をしている。」という非常に単純な
情報が基本となる。この場合，自分は今どこで何をして
いるかということを表明していると同時に，読む側は，
ある他者が今こういうことをしているんだ，という確
認・状況把握ということになる。Twitterの場合能動的
にその他者をフォローをしないかぎり「つぶやき情報」
は見られないことから，この「他者」とは，面識がある
にせよないにせよ何らかの形で「知っている」人が対象
となる。
本研究ではこの「知っている他者の現在状況を知りた
い」とう欲求に焦点をあてる。より具体的かつ典型的な
例をあげると，「単身赴任している人が現在の家族の状
況を知りたい」というような問題を扱う。ここで電話や
電子メールなど，能動的な手段はすでにいくらでも用意
されている。しかし能動的な行為が必要であるというこ
とは，その手段の利用抑制にもなっている。また電話の
ようにリアルタイム性・双方向性の強い方法は当然のこ
とながらコミュニケーションに参加している人にとって
「負担」でもある。そういう意味では電子メールはリア
ルタイム性が低い代償として電話に比べるとかなり「負
担」は小さいものとなる。ただし電子メールも能動的な
コミュニケーションツールである以上，利用する場合の
バリヤや負担はある程度ある。
上記の議論を背景として，本研究では「遠隔にいる人
の現在状況を能動的でない方法で把握する（したい）」
という課題の解決を目指す。続く章ではより具体的な目
的について記述し，技術的なアプローチについて述べ
る。続いてより詳細なアルゴリズム―音声情報から感性
情報を抽出する方法について述べ，データベースの構築
と感情推定実験を記述する。最終的な評価は主観実験で
確認し，本研究の到達レベルと今後の課題について記述
する。
2．感性情報を通信するインタフェース
前節で述べた本研究の目的とするインタフェースは，
次のような特徴をもつものとする；
①　 遠隔の人の感性的状況，すなわちどのような感情
にあるかという情報を提供する。
②　 感性情報はリアルタイムでかつ自動的（能動的で
なく）送信される。
③　 送信された感性情報は画像情報など適切な表現方
法で受信者に伝えられる。
ここで想定する具体的な利用シーン例を図 1 に示す。
図では遠隔地にいる家族が楽しいそうにしていたら，そ
の感情が写真立ての顔の表情に反映される。
また別の利用シーンを図 2 に示す。図 2 では，携帯
電話を利用している場合にお互いの音声の気持ちを顔画
像で表現するシステムである。
類似研究について記述する。日高他［1］は映像コンテン
ツの要約を目的として，音声特徴からの強調部分認識を
行っている。音声強調を抽出するために，音声特徴量か
ら音声の強調確率と平静確率を求める。学習用データを
作成するために，音声資料に対し音声の強調部分と平静
部分にラベルを付与した（強調ラベル，平静ラベル）。
図 1　感情を伝送し表現するITシステム利用シーン例
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作業者が音声を聴取し，音声が強調，もしくは平静と感
じた区間をラベリングする。強調ラベル区間，平静ラベ
ル区間の音声特徴量（ピッチ，パワ，スペクトル変化
量）をLBG 法で，ベクトル量子化し，一つのコードブ
ックを作成する。
高橋他［2］は人と機械の共存を目的とし，ユーザにとっ
て親しみやすく扱いやすい機械を実現する技術として，
人の話す音声から感情を認識するシステムについて研究
している。音声からピッチ（声の高さ）やパワー（声の
大きさ）といった韻律特徴を抽出し，パタン認識の技術
を用いて快から不快までのレベルを推定している。
入江他［3］は，映像のダイジェストを自動生成するた
め，音声からの感情認識を試みている。韻律情報として
ピッチパタン・音声パワを用いるとともに感情状態遷移
確率を導入している。約22,000件規模のCGVデータベ
ースを用いた評価者実験によって，提案手法が現在の動
画共有サイトにおけるランキング結果を改善できること
を示唆する結果を得ている。
上記文献［1］［3］は主に要約・ダイジェスト生成を目的と
しており，強調状態と非強調状態，あるいは「笑い」状
態の認識などある程度認識する感情を絞り込んでいる。
［2］では快－不快という絞り込みも前提としている。本研
究の目的は“感情通信”であり「平静」を含め６つの感
情の認識をターゲットとする。またダイジェストをター
ゲットとした場合，どちらかというと大局的な観点から
の感情認識であり時間軸の解像度的やリアルタイム性に
ついてはあまり考慮する必要がない。本研究では利用シ
ーン2の場合などリアルタイムな処理となり，時間解像
度をある程度上げる必要がある。このような点もふま
え，本研究では言語音声の持つ構造，すなわち“音節”
をピッチパタンの認識の中に織り込んでいる。
3．研究アプローチ
本研究のアプローチを図 3 に示す。感情音声を入力
とし，感情パラメータを抽出する。感情パラメータとし
ては後述するが，音声ピッチの平均や最大・最小などを
用いる。予め集められた各感情カテゴリの感情パラメー
タとの比較によって，入力音声の感情を推定する。
推定された感情を元に，画像の感情パラメータデータ
ベースを用いて映像表現として実現する。ここでは感情
毎に用意された顔の表情やアイコンなどを表出すること
を想定するが，本研究では対象外とする。本稿では従っ
て音声入力から感情推定までを範囲とする。
3. 1　感情を推定する音声パラメータ
感情を推定する音声特徴としては，音声の高さ（ピッ
チ），強さ（パワ），速さ（リズム）などいわゆる“韻律
情報”が有効である。図 ４ に音声波形・ピッチ・パワ
ーの実例を示す。
これらの物理量においてどのようなパラメータが感情
推定に有効であるかについて，以下本研究の基本的な考
え方を述べる。
◦　 平均・分散・最大／最小値：ピッチやパワのこれ
らの統計量は，種々の感情音声の基本特性を表し
ていると考えられる。非常に高ぶっているときは
平均ピッチが高くなり，またダイナミックレンジ
（最大値－最小値）も広くなると考えられる。
図 2　通話中音声により顔画像反映システム
16 　国 士 舘 大 学 理 工 学 部 紀 要　第４号 （2011）　
◦　 文頭・文末におけるピッチ：話始め，および語尾
文末におけるピッチは文音声のニュアンスや感情
を表している。端的な例としては，相手に対する
問いかけなどでは文末ピッチは上昇し，また断定
的な内容であれば文末ピッチは下降する。
◦　 差分ピッチ：急激に上下動するピッチはある種の
興奮状態で起こると考えられる。このような動き
は時刻ｔとt＋1のピッチの差分によって表せる
と考えられる。
◦　 ピッチの重みづけ移動平均：聴感上音声の強いパ
ワのピッチ，すなわち母音部のピッチがより重要
であると考えられる。音声の振幅によって重みづ
けられたピッチの移動平均を導入する。
ピッチ平均・最大／最小など基本的な音声パラメータ
の例を図 ５ に示す。
図中ダイナミックレンジはDR（＝最大－最小）で示
した。このような基本的なパラメータに加え本研究で導
入する音声パラメータについて以降で述べる。
図 ４　文音声の音声波形およびピッチとパワーの実例
図 3　感情を推定して画像に反映する研究アプローチ
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3. 2　振幅重みづけピッチ移動平均
前節で述べたように主に母音部の音声振幅の大きいと
ころのピッチをより重視する振幅重みづけピッチを導入
する。これまでの韻律による感情認識ではピッチやパワ
をパタン認識における特徴ベクトルと捉え，韻律の本質
を表現する物理量に関する考察が十分とはいえなかっ
た。橋本［4］は，音声合成に関する研究において，音節毎
の代表ピッチのみを設定した合成音声で十分な品質であ
るという結果を報告している。すなわち子音部や音節の
過渡的な部分の細かなピッチ変動はあまり重要ではな
く，音節定常部（重心部）のピッチこそが重要であると
結論している。母音重心点に設定する代表ピッチは“点
ピッチ”と呼ばれ，以後の音声合成分野では多くの研究
でこの成果に基づく音声合成を行ってきている。点ピッ
チの概念を図 ６ に示す。 
上記のような背景から，点ピッチに相当する音節を代
表するピッチとして振幅重みづけ移動平均PWMA 
（Power Weighted Moving Average Pitch）を導入する。
…（1）
ここでpwmak はｋ番目のPWMAを表し，Lは移動平
均を計算するサンプル数（フレーム数）を表す。f0i，
ampiは各々iフレーム目のピッチと振幅を表す（但しf0
の定義されていないフレームは無視する）。この式より
分かるように，音声パラメータの導出では音節（あるい
図 ５　文音声の基本的パラメータの例
図 ６　点ピッチのイメージ図
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は母音部）を検出することが困難なので，Lサンプル毎
の移動平均をとる。
PWMAを抽出した例を図 7 に表す。図上段のピッチ
をPWMAに変換したものが下段に示している。L=５
フレーム（1フレーム=10ms）として分析している。音
節の長さは通常50ms～80msであるので１音節あたり1
～1.5点 のPWMAが 求 ま る。 図 か ら わ か る よ う に，
PWMAでは子音前後の不安定なピッチがなくなり安定
したピッチパタンとなる。ここで，無声子音やポーズで
はf0の値そのものがない。従ってPWMAの算出ではそ
のようなサンプルは無視し，5サンプル分の移動平均を
常に算出するものとする。
3. 3　ピッチ変化速度
興奮して話しているときなどでは，短い時間で急激に
ピッチの上下動が観測されたり，逆に抑制のきいた落ち
着いた音声では，この変化がゆったりとしているケース
が多い。このような特徴を捉えるため前節で導入した
PWMAの変化率を導入する。PWMAの変化率をKf0i
とすると次式で表せる。
…（2）
ここでT（pwmai）は当該pwmaのサンプルの中心時
刻（秒）を表す。従って全てのf0が定義されていれば，
分母はサンプル数L×フレーム長（秒）となる。Kf0は
従って音節程度の代表ピッチの変化率（Hz/sec）を表
現していると考えられる。
3. ４　音声の大きさ：残差振幅の対数パワ
音声の大きさに相当する特徴パラメータとしてLPC
分析における残差信号の対数パワを用いる。残差信号の
iフレームの対数パワLpiを次式で定義する。
…（3）
ここでAiはiフレーム目の残差振幅値を，Aaveは音
声全体の残差振幅平均値を各々表す。図 8 に対数パワ
のサンプルを示す。
４．感情推定法
ここまでで述べた韻律特徴を主体としたパラメータを
用い，感情推定を行う。本稿では大きく2つの方式を検
討した。まず，学習データの感情毎の平均特徴ベクトル
をもとめ，入力されたパタンベクトルを最近傍法によっ
て感情推定を行う方法を検討する。この方法ではすべて
の特徴を同等に扱うように各パラメータの全分散によっ
て正規化する方法がとられる。第2の方法では，フィッ
シャーの線形判別法を適用する［5］。この方法では各カテ
ゴリの級内分散を最小化し，級間分散を最大化する方法
に相当する。この手法は統計学・多変量解析の分野では
判別分析と呼ばれる。以降で2つの推定方法について説
明する。
４. 1　感情推定法１：最近傍法による推定
推定法1では，各感情カテゴリに属する特徴ベクトル
の平均ベクトルを代表（プロトタイプ）ベクトルとし，
図 7　ＰＷＭＡ抽出例
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入力された未知パタンとの距離が最小となる感情カテゴ
リを推定結果とする。図 ９ に推定法1の概念図を示す。
ある感情平均ベクトルyと未知パターンベクトルxと
の距離D (x, y)を次式で定義する。（特徴次元数はpとす
る）
…（4）
ここでσi2はi番目の特徴の分散を表す。感情推定方
法1は次のように定義できる。
…（5）
ここでyωiはi番目の感情ωiの代表（平均）ベクトル
とする。
４. 2　感情推定法２：フィッシャーの線形判別法
感情推定法1では全ての特徴パラメータを同等に扱
い，各パラメータの分散で正規化を行った。しかし当然
のことながら感情推定に有益なパラメータとそうでない
パラメータが混在することは明らかである。そこである
基準によって，推定に有効なパラメータとそうでないパ
ラメータを重みづけすることによって特徴空間を変換す
る推定法を検討する。
一般に，特徴空間上でのカテゴリの分布において，同
一カテゴリ内のサンプルはコンパクトに，異なるカテゴ
リ間は分離された分布がカテゴリ推定では望ましい。す
なわち各感情カテゴリ内の分散は小さく，カテゴリ間の
分散（すなわちカテゴリ平均ベクトル間の距離の期待
値）は大きい方が望ましい（図10 参照）。
線形判別法（Linear discriminant method）は，上記
のような評価基準に基づいて特徴空間をより次元数の低
い部分空間に変換する手法である［5］。
今，特徴ベクトルxを変換する行列をAとすると，次
式によって特徴ベクトルはx’に変換される。
…（6）
ここで変換行列Aはもとの次元数がdであり，感情カ
テゴリ数がCであれば，d× (C-1 ) の行列である。クラス
間の共分散行列∑B は次式で表せる。
…（7）
ここでm i は感情カテゴリω iの平均ベクトル，mは全
平均ベクトルであり，P(ω i ) は感情カテゴリω i の生起確
率（事前確率）とする。尚，感情カテゴリ数はcとする。
クラス内の共分散行列∑W は次式で表せる。
図 8　残差信号の対数パワ例
図 ９　最近傍法による感情カテゴリ推定法概念図
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…（8）
変換行列Aによる変換後のクラス間共分散行列∑'B お
よびクラス内共分散行列∑'W は次式で表せる。
…（9）
…（10）
変換行列Aを求める評価基準 J(A)として，次のよう
なものを設定する。
…（11）
ここでTr (A)は行列Aのトレースを表すとする。式
（11）はクラス間共分散行列のトレースを大きく，クラス
内共分散行列のトレースを小さくという評価基準に相当
する。ここで条件として変換後のクラス内共分散行列を
単位行列Iとなる次式を仮定する。
…（12）
上記仮定で式（11）を最大化する問題となり，ラグラン
ジュの未定係数法を用いれば結局次のような固有方程式
となる。
…（13）
ここでΛはλ1, λ2, …, λc-1 というc-1個の固有値を対角
成分に持つ対角行列である。式（13）によって最適なA
が求まれば，感情カテゴリの平均ベクトルおよび未知パ
タンベクトルをAt によって変換したのち，最近傍法に
よって感情推定を行う。
５．感情推定実験
前節までで述べた2つの推定法によって感情推定実験
を行う。推定実験では複数の話者から収録した文音声を
用いて学習データを生成し，学習に用いたデータによる
クローズ推定実験と用いなかったデータによるオープン
推定実験を実施した。
５. 1　学習用感情音声データベース
第1章で述べたような利用シーンを鑑み，遠隔地にい
る家族や友人などのどのような感情を通信したいかとい
う観点から，推定の対象となる感情カテゴリは「普通」
「恥ずかしい」「笑う」「悲しい」「怒る」「嬉しい」の6
感情とした。学習用音声データベースとしては，各感情
につき8文を用いトータル48文の音声（正味音声区間長
約5分程度）を学習用音声とした。音声の特徴分析条件
を下に示す。LPC分析次数は20とし，分析フレームシ
フトは10ms。ピッチ探索範囲は通常の音声よりダイナ
ミックレンジが大きいため上限値を600Hzと設定した。
参考のため学習データから感情「普通」のピッチおよ
びパワと「笑う」のそれを図11 に示す。図からも分か
るように「普通」音声ではピッチは話始めで比較的高い
ピッチであり，文末にむけて徐々に下がっていく傾向が
みられる。これに対し「笑う」音声ではところどころ急
激なピッチの山がみられ，全体的な下降傾向はあまりみ
られない。
図10　感情カテゴリ推定に有利・不利な特徴空間における分布例
表 1　学習用感情音声データの分析条件
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５. 2　各感情の特徴パラメータの分布
学習用データベースからピッチの平均・最大値・最小
値やPWMAの平均・最大値・最小値・傾き，さらに文
末・文頭ピッチなど35種の特徴パラメータを抽出し，
その分布の特徴について調べた。図12 に各感情毎の主
だった特徴を示す。
図からわかるようにまず，「笑う」音声では平均・最
大ピッチやPWMA差分・傾きなど主だったパラメータ
で突出している。上下動が激しく，文末・文頭でも高い
ピッチであることがうかがわれる。「普通」音声では低
いピッチで始まり，PWMAの傾き平均が負の値である
ことから，文末に向けて上下動はあるものの，最終的に
下がって終了することが分かる。また「怒る」音声は上
下動はあまり激しくないが，PWMA傾きの最大値・最
小値ともに絶対値が大きく，唐突に激しいピッチ変動が
あるという特徴が現れている。
図11　感情「普通」および「笑う」音声サンプルのピッチおよびパワ
図12　各感情の主な音声特徴パラメータの分布
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導入したパラメータが感情推定にど
のような効果をもつかについて調べ
た。各パラメータのクラス間分散をク
ラス内分散で除したパラメータδB2/δW2
を図13 に示す。図においてこの比が
1を超える，すなわちクラス間分散の
方が大きいものを○印をつけている。
図からわかるように平均ピッチやピッ
チ差分の平均，移動平均（PWMA）
移動平均のstd，PWMAの傾き絶対値
の平均などでこのパラメータが高くな
っており，感情カテゴリ推定に有効な
パラメータであることがうかがえる。
特にピッチ自体のstdでは1.0未満で
あるのに対し，PWMAのstdは1.2を
超えているが，これはピッチの不安定
な微細な変化＝分散はノイズ的な要素
が強く感情カテゴリ推定にはあまり貢
献しないが，PWMAでは音節程度の
重みづけ移動平均処理によって，これらのノイズが捨象
され，感情カテゴリ推定に有効なパラメータとなってい
ると解釈できる。
５. 3　感情推定実験結果
データベースから各感情について，学習に用いた中か
ら36文の音声を，第1の方法を用いてクローズ認識実験
を行った。感情推定方法1（最近傍法）での認識率は約
60％であった，また，話者の異なる8文の音声を用いた
オープンな認識では50％であった。感情推定方法2（フ
ィッシャ線形判別法）による認識では，クローズ認識率
は約89％と認識率の大幅な向上が見られたが，オープン
認識実験では40％となった。これらの推定実験結果を
図1４ に示す。
まず，クローズ認識では推定方法2のフィッシャーの
線形判別法による効果がよく反映されており，飛躍的に
認識率が改善されている。クローズ実験では話者が異な
るため，ピッチの平均的な高さやダイナミックレンジな
ど基本的な特徴が異なっている。このため，推定方法2
による空間変換がかえって認識率を下げる方向に働いて
いる。このような現象はF0の絶対値で扱うのではなく，
個人の平均値・ダイナミックレンジに対して相対的に設
定することで回避できると考えられる。
図13　各特徴パラメータのクラス間分散―クラス内分散比
図1４　推定方法1と2による認識率
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６．結論と将来の課題
遠隔地にいる人の状況・感情が自然に伝ってくる新し
いITヒューマンインタフェースの実現を目的とし，音声
から6種の感情を推定する方法について検討した。感情
の推定パラメータとして本研究では音節程度の代表的な
ピッチに重きをおく振幅重みづけ移動平均PWMAを導
入した。クラス間分散－クラス内分散比から，PWMA
はピッチのノイズ的な挙動を排除し，感情推定により有
効なパラメータとなっていることが伺えた。感情カテゴ
リ推定方法として，韻律特徴ベクトルの分散正規化距離
による最近傍法認識（推定法1），およびフィッシャー
の線形判別法（推定法2）を検討した。感情音声48文の
学習データによる感情カテゴリ推定実験では，クローズ
データに対し，推定法1の認識率は60%，推定法2では
90%弱という結果となった。推定法2による特徴空間変
換によって顕著に推定率が向上している。異なる話者に
よる推定実験において，推定法1で50%，推定法2で
40%と認識率の逆転がみられた。これは音域の異なる話
者に対して学習データでチューニングされた特徴空間変
換がかえって認識率を下げる方向に働いたためと考えら
れ，音域に対して相対的なパラメータを導入することで
解決する可能性がある。
今後の課題として推定された感情から顔画像自動生成
方法に関しても検討を進める。また新たな応用として音
声感情変換などへの適用が考えられる。
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