The goal of opinion maximization is to maximize the positive view towards a product, an ideology or any entity among the individuals in social networks. So far, opinion maximization is mainly studied as finding a set of influential nodes for fast content dissemination in a social network. In this paper, we propose a novel approach to solve the problem, where opinion maximization is achieved through efficient information spreading. In our model, multiple sources inject information continuously into the network, while the regular nodes with heterogeneous social learning abilities spread the information to their acquaintances through gossip mechanism. One of the sources employs smart information spreading and the rest spread information randomly. We model the social interactions and evolution of opinions as a dynamic Bayesian network (DBN), using which the opinion maximization is formulated as a sequential decision problem. Since the problem is intractable, we develop multiple variants of centralized and decentralized algorithms to obtain approximate solutions. Through simulations in synthetic and real-world networks, we demonstrate two key results: 1) the proposed methods perform better than random spreading by a large margin, and 2) even though the smart source (that spreads the desired content) is unfavorably located in the network, it can outperform the contending random sources located at favorable positions.
I. INTRODUCTION
Opinion maximization aims to maximize the affinity of individuals in a social network towards a specific product, political party or an ideology. It can manifest itself in various scenarios such as political campaigns [1] , online marketing in social networks [2] , and advertisement dissemination in emerging networks such as VANETs [3] , [4] . Presently, social media platforms like Facebook, Twitter, etc., have been extensively used by the campaigners to form opinions through advertising. However, due to increasing advertising clutter, the campaigners witness advertising blindness from the users [5] . Consequently, word-of-mouth marketing seems to be one of the promising means of advertisement dissemination. According to the marketing research firm Nielsen, 92 percent of consumers around the world claim that they trust recommendations from friends and family members, above all other forms of advertising [6] . Therefore, the aforementioned reasons motivate the need of campaigning methods that actively engage This work was supported in part by the Army Research Office under Grant W911NF-17-1-0087, and in part by the National Science Foundation under grants ECCS-1444009 and CNS-1824518. users in social networks, such as peer-to-peer advertising. In this context, gossip-based information exchange is a popular method to model peer-to-peer communications among the entities in large-scale distributed systems [7] . In [8] , the idea of social gossip is proposed for spreading recommendations in social networks. There are multiple works on peer-to-peer recommendation systems based on gossip protocols such as PREGO [9] and P2Prec [10] .
A. Related Work
In [11] , opinion maximization in social networks is studied for the first time, where the objective is to find a subset of target individuals (seed nodes), whose positive opinion about a desired content maximizes the overall affinity towards it. Some heuristic algorithms, namely, freeDegree, RWR, etc., are proposed whose performances are evaluated in largescale bibliographical datasets. Their approach is similar to the extensively studied influence maximization problem [12] - [20] , whose objective is to find seed nodes in a social network to be convinced to adopt a new product such that the number of individuals adopting the product in the long run (influence spread) by word-of-mouth spreading is maximized. In [12] , a greedy hill-climbing algorithm to find the seed nodes is proposed, and is proved to achieve 63% of the optimal influence spread, however, with a computational complexity of O( V E ) (where V is the set of individuals and E is the set of social links). The techniques proposed in [13] - [15] are multiple slightly computationally efficient versions of the greedy algorithm, with the influence spread close to the greedy algorithm. However, they are not scalable to large-scale networks, since their computational complexities are at least O( E ). To address the scalability issue of these algorithms, novel heuristic algorithms are proposed in [16] - [20] , and shown through simulations to achieve influence spread close to the greedy algorithm. In all the aforementioned works, the opinion or influence maximization is regarded as a problem of finding a subset of seed nodes. In contrast, we study the problem of opinion maximization from the angle of smart information spreading as detailed below.
B. Our Contributions
In this paper, we propose a new approach of efficient information spreading to address opinion maximization in social networks. First, we model the social interactions and opinion dynamics in the social network as a dynamic Bayesian network, using which opinion maximization is formulated as a sequential decision problem. Owing to its intractability, we provide a series of approximations to develop a centralized algorithm. Considering the scalability issue of the centralized algorithm, we further propose low-complexity online decentralized algorithms. Through simulations, we demonstrate the effectiveness of our algorithms on both the preferential attachment (PA) graphs and the Facebook ego-network [21] , [22] , which is a snapshot of a real social network. To the best of our knowledge it is for the first time that the opinion maximization is formulated and studied as an information spreading problem. Due to space limitations, we present the main ideas in this paper and recommend the reader to [23] for more details.
II. SYSTEM MODEL A. Network Model Consider an undirected graph G = (V, E), where V and E are the set of vertices and edges, respectively. The vertex set V is partitioned into source nodes V S and regular nodes V R . The set V S in-turn consists of a smart sourceṽ and a set random sources V r , employing smart and random information spreading processes, respectively. Every source node generates messages at each time slot, while the regular nodes facilitate the propagation of information across the network by forwarding the message to their neighbors. Each regular node v ∈ V R has a feed F (v) t of size L storing the received messages in a FIFO manner. Let Θ be the set of distinct message classes, which can be interpreted as a set of categories of competing products advertised by different companies or ideologies in political campaigns, and each message is analogous to a specific advertisement or a particular propaganda, respectively. Each source node transmits messages corresponding to a fixed class in Θ. Henceforth, it is assumed that the smart source injects messages of classθ ∈ Θ into the network.
θ,t } be the set of belief parameters that represent the affinity of node v towards class θ at time t ∈ {0, 1, ..., T }, ∀v ∈ V and ∀θ ∈ Θ. Then, for node v the strength of beliefs is defined as ρ
θ,t , and the opinion of node v about the class θ is defined as µ
B. Communication Model
In this work, we adapt the broadcast-based communication model of [24] to the synchronous gossip (push only). In applications like peer-to-peer advertisement dissemination and political campaigning, the communication is predominantly push-based since the target individuals are unaware of the impending messages. In our model, a regular node v ∈ V R pushes (forwards) a message f of class Θ from its feed (if any) w.p. P 
θ,t is a reasonable choice, since users in social networks mostly forward messages that align with their opinions. Every source generates messages at rate λ and pushes them to one of its neighbors at every time step. In our model, we assume that at every node the messages corresponding to random sources (class Θ ∖θ) are forwarded to one of its neighbors u.a.r., while the messages of the smart source (classθ) are forwarded using a designed mechanism (discussed in subsequent sections).
Next, we describe the opinion evolution as a time-varying Dirichlet distribution. For concreteness, we introduce the Dirichlet distribution as follows.
Definition 2. The Dirichlet distribution [25] is defined as:
where Γ(.) is the gamma function,
.., M }, and {α i , ..., α M } are the parameters of the distribution.
C. Evolution of Opinions
Similar to [26] , the individuals in the social network are modeled as Bayesian learning agents, which update their beliefs upon receiving messages from their neighbors. With every incoming message, the belief parameter corresponding to the message class is updated. Further, we assume that the nodes have heterogeneous learning behaviors, where certain nodes trust the incoming messages strongly and make a significant update to their beliefs, while others are stubborn nodes that must be persuaded more to alter their beliefs. Moreover, some nodes have higher retention of social learning than others. For every regular node v ∈ V R , the two aforementioned behaviors are captured using the node specific parameters, ζ (v) > 0 and β (v) ∈ [0, 1], respectively. Upon receiving n (v) θ,t messages of class θ ∈ Θ from its neighbors at time t, node v updates its belief parameter as per the following rule:
In other words, we consider that at every time step t, the prior belief follows a Dirichlet distribution with belief parameters
θ,t−1 , and the incoming messages (scaled by
θ,t ) θ∈Θ are treated as multinomial observations. Consequently, since Dirichlet and multinomial distributions form a conjugate pair, the posterior belief is in-turn Dirichlet distributed, which is given as:
where (G . Note that opinion can also be interpreted as the average belief i.e., µ
III. PROBLEM FORMULATION
In this section, first a formal definition of the opinion maximization problem is provided, which is followed by the discussion of a toy example where we gain some key insights. Then, in order to extend the ideas for the general case (arbitrary connected networks and considering the factor of time), we present the dynamic Bayesian network and influence diagrams, which will be used subsequently to develop algorithms to achieve opinion maximization. To begin, we define the actions taken by the nodes in the network. Definition 3. Action of node v: Let node v choose one of the messages from its feed at time t, and let w ∈ N (v) be the forwarding recommendation associated with that message. Then the action of node v at time t is a
We denote the joint action at time t as a t = a
where the setṼ t denotes the set of nodes that have chosen message of classθ from their feeds at time t. The objective of the smart source is to maximize the opinion of individuals in the social network towards classθ. The formal definition of opinion maximization is given as follows: θ,0 ] v∈V θ∈Θ be the belief parameters at time t = 0. The objective of the smart source is to maximize the expected total opinion of classθ at time T , given as:
We define the reward associated with action a (v) t as follows: Definition 5. The reward obtained by node v when it pushes a message of classθ to w ∈ N (v) at time t is defined as:
The reward r 
A. A Toy Example of Opinion Maximization
In this section, we present a toy example, whose purpose is to obtain some insights, which are later used to develop algorithms for large-scale networks. We refer the reader to [23] for a more rigorous discussion. The toy model is constructed as follows: Consider a network of arbitrary size where Θ = {θ 1 =θ, θ 2 }. Now, at any time step t, extract a small subgraph of 4 regular nodes from the network, as depicted in Fig.  1 . Each of the nodes x and y (transmitters) is ready to push a message of class θ 1 independently to one of the nodes c or d. If node c receives a message of class θ 1 , then we call the change in its opinion as the individual reward r c . Similarly, we define individual reward r d , if node d receives a class θ 1 message. For illustration, let the belief parameters of the receivers be (α
θ2,t ) = (2, 1), respectively, and let β = ζ = 1 for both the receivers. Therefore, from Eq. (5), the individual rewards can be computed as r c = 0.1 and r d = 0.083. When x and y push simultaneously (joint action a = (a (x) , a (y) )), the resulting changes in the total opinion, ∑ v∈{c,d}
(joint rewards) for different joint actions are given in Table I . It can be observed that
The joint actions and the corresponding belief parameters at time t + 1 are shown in Fig. 1 . Note that the individual rewards are known to the transmitters apriori. However, they are not aware of the joint rewards because we assume that the nodes x and y do not cooperate. Next, the definitions of mixed strategy and Boltzmann distribution are provided, which will aid in the following discussion. Definition 6. Mixed strategy is the probability distribution over actions. In the toy model the mixed strategy is given by π = (p,p = 1 − p), where p = P (a (x) = c) = P (a (y) = c). Definition 7. Let h = (h(i)) 1≤i≤ h be the rewards obtained by taking h distinct actions. Then for i ∈ {1, 2, ..., h }, the Boltzmann distribution (also called soft-max) is defined as:
where T > 0 is the temperature parameter.
The goal is to determine the joint action a, using only the individual rewards such that the total opinion (µ
θ2,t+1 ) or equivalently, the joint reward is maximized. Note that since r c > r d , if the transmitters take selfish actions (a (x) = a (y) = c), then the maximum achievable joint reward is R cc = 0.167. However, if the transmitters use the mixed strategy π = (0.75, 0.25), then the expected joint reward is E π (R) = 0.1708 > R cc . It can be observed that π can be obtained by setting h = (r c , r d ), and T = 0.015 in Eq. (6) . Further, consider a central controller, which is capable of sampling joint actions from π = π × π offline 3 and observing the joint reward, N S times; from N S joint action-joint reward pairs the controller selects and executes the joint action that yields the maximum joint reward. By doing so, it can be proved that as N S increases, the expected reward approaches asymptotically to R cd = R dc = 0.183 [23] . x Remark 1. The toy example provides three crucial insights: 1) mixed strategy yields better reward than selfish actions; 2) the individual rewards and Boltzmann distribution can be used to obtain the mixed strategy; and 3) sampling improves the expected reward.
In the toy model, we considered a single snapshot of a small network. We extend the insights of the toy model to larger networks and also take the factor of time into account. Therefore, we begin with the DBN representation of opinion dynamics as follows.
B. Representation of Opinion Evolution in the Network as a Dynamic Bayesian Network
Dynamic Bayesian networks (DBNs) are probabilistic graphical models where the nodes stand for random variables, and their conditional dependencies and temporal relationships are represented using a directed acyclic graph [27] . Two timeslices are needed to fully represent the conditional relationship among random variables and the causal dependence over time. This representation helps in developing approximate iterative algorithms for sequential decision problems.
Let
θ,t be a random variable that represents the belief parameter α
be a random matrix where each element is a random variable that represents the j th message in the feed of node v at time t. Finally, let
represents the action of node v at time t. In view of the communication model and opinion evolution model described in II-B and II-C, the overall opinion dynamics in the network can be explained as follows: Nodes choose messages from their feeds, and decide whether the message should be forwarded or not based on their current opinions. Then, based on the actions of the nodes and the class of the chosen messages, the beliefs of the recipient nodes are updated. The newly received messages update the feeds by occupying the top positions, while pushing out the older messages. We represent these dynamics using a DBN as shown in Fig. 2 .
C. From DBN to Influence Diagram
In decision theory, some variables of a DBN are converted to decision variables and utility variables, and the whole model is alternatively called an influence diagram. In our model, the influence diagram ( Fig. 3 ) is constructed from DBN as follows. We assume that F t cannot be observed; hence, the uncertainty node F t of the DBN and all the associated edges (both incoming and outgoing) are removed from the influence diagram. Even though the removal is not optimal, it makes our analysis tractable. The uncertainty node A t is converted to a decision node a t 4 . Before determining action a t , the random variables X t and Ω t are observed. Hence, informational arcs are connected from the observable nodes to the decision node a t . The goal of the problem is to determine the optimal sequence of actions a 0 , ..., a T −1 , such that the total expected opinion as described in Definition 4 is maximized (the rigorous mathematical treatment is given in Section IV). The influence diagram and decision problem solving are discussed comprehensively in [27] .
IV. CENTRALIZED ALGORITHM
In this section, starting from the optimization problem in Definition 4, we use the influence diagram and ideas from the toy model (Section III-A) to construct a framework, using which we develop a centralized iterative algorithm. The central controller possesses ∀v ∈ V and ∀θ ∈ Θ the knowledge of the opinion µ can be estimated from the users reviews/ratings, and β (v) and ζ (v) can be estimated from the history of messages sent by the users 5 
θ ] v∈V be the function that maps belief parameters to the opinions corresponding to class θ. Now, the objective function in Definition 4 is alternatively given as:
From the influence diagram, it can be observed that given X t , the action a t does not depend on past observations. Moreover, X t is observed at every time step before action a t is decided, which decreases the uncertainty in total opinion at time T . Hence, instead of determining the sequence of actions (a t ) 0≤t≤T −1 upfront at time t = 0, the action a t that provides the maximum total opinion at time T can be determined at every time t. In this respect, let π τ be the probability distribution over joint actions at time τ ≥ t with π τ (A τ ) = P (A τ Ω τ , X τ ). Now, the optimal sequence of probability distributions over joint actions from time t to T − 1 is given by:
where ψ = f (X T α t ) is obtained by marginalization as follows: 6
Consequently, Eq. (4) reduces to the following problem:
where a * t is an optimal action at time t. It can be observed that to determine ψ exactly, all the conditional densities in Eq. (8) must be computed, which is computationally expensive (exponential computational complexity). This makes the problem in Eq. (9) to be intractable. In order to address this issue, we construct the following framework. 5 Estimating µ 
... 
A. A Framework for Centralized Algorithm
The basic idea of the framework is to approximate ψ to conveniently compute the objective function 1 T E ψ {g(X T α t )}.
To be precise, we approximate ψ by making the conditional distributions given in Eq. (8) degenerate. This enables us to iteratively compute the objective function. In this regard, three approximations are provided, whose inherent assumptions are explained in IV-B. Approximation 1: Obtaining the mixed strategy profile π τ is computationally demanding. Hence, we assume that the distribution of actions taken by the nodes are independent, resulting in the constraint (approximation):
where
is the mixed strategy of node v. Given this approximation, we assume that if Ω τ and X τ are observed, then we can obtain the joint distribution π τ .
Due to the aforementioned approximations, the action a * t in Eq. (9) is no more optimal. Therefore, as mentioned in Remark 1, we sample a t from π t , and use (π τ ) t+1≤τ ≤T −1 to approximately compute the objective function. Moreover, for tractability the objective function is modified to
, which results in the following decision problem:
Approximation 2: Given the belief parameters X τ , we assume that the maximum a posteriori (MAP) estimateω τ = argmax ω∈Θ P (Ω τ = ω X τ ) can be obtained. Then we approximate the probability of choosing a message of class Θ to be degenerate aroundω τ . Moreover, every node in the network chooses a message from its feed independently. Therefore, the conditional distribution of choosing a message of any class is approximated as:
Approximation 3: We assume that ifα τ ,ω τ and π τ are known, then the mean belief parametersα τ +1 = E{X τ +1 α t , a t } can be computed. Given this assumption, we approximate the conditional probability density over X τ +1 to be degenerate:
It can be noticed that if X t = α t is observed, then using the aforementioned approximations and the influence diagram, the expected belief parametersα T = E ψ {X T α t , a t } can be determined in an iterative manner. Next, we develop a centralized algorithm using the framework described so far.
B. CAMO Algorithm
We develop a Centralized Algorithm for Opinion Maximization (CAMO), where we clarify the underlying assumptions mentioned in IV-A by providing some heuristics. First, note that at time t computing the objective function
computations. This gives rise to two issues: 1) Large T − t results in the accumulation of error due to approximations at each step. 2) Computational complexity. To address these, we determine the action a * t such that the objective function is maximized for time t + N instead of that at time T , where N < T is the look-ahead window size. To achieve this, the state of the network is observed at time t, followed by a centralized offline N-step look-ahead procedure. In this regard, we call t as the online time during which the users in the network communicate, the iterations of the algorithm are indexed by τ (offline time) and t; τ indicates the composite time. The timelines for different algorithms are depicted in Fig. 5 . To be precise, given the state of the network at time t, the action a t;0 must be determined such that the mean total opinion at time t; N is maximized. Note that the mean total opinion at t; N is the prediction of the actual future mean total opinion at time t + N . Our algorithm consists of the following three stages 7 (the assumptions made in IV-A are also addressed):
1) Sampling Joint Actions: 1.a) Obtainingω τ : Now, we address the assumption associated with Approximation 2. Computing the exactω τ = [ω (v) τ ] v∈V is tedious since the size of the sample space grows exponentially U Θ V with the network size. Therefore, we assume that every node pushes a message of the class corresponding to its maximum opinion at time τ . Hence, the MAP estimateω
is obtained approximately ∀v ∈ V and ∀τ ∈ [1, N − 1] as:
However, at time τ = 0, we assume that central controller has the instantaneous knowledge of ω 0 . 1.b) Obtaining π τ : According to Approximation 1, the actions of the nodes are independent. Therefore, we can focus on finding mixed strategy for each node, separately. Also, from Remark 1, we know that mixed strategy can be determined by using individual rewards and Boltzmann distribution. In CAMO algorithm, the individual reward of a node v is the change in opinion of its immediate neighbor w ∈ N (v) (myopic) caused by pushing message of classθ (similar to that in the toy model). Therefore, the mixed strategy of node v is given by:
where r
. Then, the probability over joint actions π τ can be computed using Eq. (10). As mentioned in Remark 1, the joint action a 0 is sampled from π 0 . Then, to compute 1 T g (α T ), the central controller performs probabilistic diffusion, which is described as follows.
2) Probabilistic Diffusion: Given α 0 and a 0 , computinĝ α N iteratively is termed as probabilistic diffusion, since belief parameters (hence opinions) evolve probabilistically in the network through information spreading. To complete the steps involved in probabilistic diffusion, we address the assumption associated with Approximation 3, by deriving the expression forα τ +1 as follows. Computingα τ +1 :
where "○" denotes the Hadamard product, B = β1 T , β = [β (v) ] v∈V , and (see [23] )
To determineα τ +1 for τ > 0, π τ is computed as given in Eq. (15) . However, to computeα 1 the conditional probability π 0 is modified as:
In other words, a node u which has chosen message of class θ from its feed, pushes message to node a (u) 0 , whereas a node that has chosen a message corresponding to a random source selects one of their neighbors u.a.r.
3) Choosing Sub-optimal Action a * 0 : Let [a 0,n ] 1≤n≤N S be the actions sampled from π 0 and [α N,n ] 1≤k≤N S be the belief parameters at time τ = N . Then the sub-optimal action a * 0 is chosen as: a * 0 = argmax a0,n 1 T g(α N,n ).
In [23] , one more variant of the centralized algorithm, namely, ACMO (Augmented Centralized algorithm for Opinion Maximization) is presented. However, due to space limitations, we skip its description in this paper; omitting ACMO does not obscure the core ideas.
Algorithm 1: Wrapper Function.
to the central controller, ∀v ∈ V (For CAMO only). 4 Run learning algorithm: CAMO/DAMO/ADMO. Sample a t;0,n from π t;0 (a t;0,n ∼ π t;0 ). 
A. DAMO Algorithm
DAMO is a special case of CAMO algorithm obtained by using N S = 1 and the window size N = 1. Note that in the centralized algorithm, a central controller is required for probabilistic diffusion and to store joint action-future reward pairs obtained by repeated sampling of joint actions. Setting N S = 1 implies that the every node samples the action independently from its mixed strategy only once, and N = 1 implies that there is no probabilistic diffusion. This makes the algorithm decentralized. Hence, the action taken at time t is simply, a * t ∼ π t . The algorithm admits a simple two-step procedure given in Algorithm 3.
Algorithm 3: DAMO Algorithm.
B. ADMO Algorithm
The basic idea of the ADMO algorithm can be illustrated using an example: Consider a node v with two neighbors w 1 and w 2 . The node w 1 can be persuaded easily, but has stubborn neighbors. On the other hand, node w 2 is slightly hard to persuade, but has easily persuadable neighbors. Given such a scenario, in the DAMO algorithm node v pushes the message to w 1 myopically. However, despite the immediate reward (change in opinion) being lower, it is wiser to persuade w 2 because it would yield higher reward after a few time steps. In the ADMO algorithm, each node selfishly looks ahead in time by exploring beyond neighbors over multiple hops for better rewards, based on which better strategies are determined.
The aforementioned discussion was from the perspective of a single node v, and we assumed that the message pushed by node v alone modifies the opinions in its neighborhood. However, we need to take the following factors into account: 1) There are multiple messages circulating in the network. Hence, every node experiences a dynamic environment due to the change in opinions caused by transmissions of other nodes. 2) Initially a few nodes would be transmitting messages of class Θ. Hence, the opinions of many nodes remain unchanged. Therefore, the environment can be considered to be slowly varying during initial time steps. 3) On the other hand, as time progresses, larger number of nodes would be transmitting messages of class Θ rendering the environment more dynamic. Considering the aforementioned observations, we introduce a time varying discount factor γ t = γ ′ γ ′′ t , where γ ′ , γ ′′ ∈ [0, 1], to weigh down the future rewards. Note that the discount factor decays with time t to account for the environment becoming increasingly dynamic with time. In this algorithm, each node uses the sum of discounted future rewards (s.o.d.f.r.) as individual rewards to determine its mixed strategy independently. The state of the network is observed at time t and s.o.d.f.r. is computed iteratively. We denote the iteration number (learning time) as k and the composite time as t; k. The s.o.d.f.r. is maximized over the residual time T −t, which is given as (omitting the t in the composite time t; k without loss of generality):
where u 0 = v ∈ V . We assume that every node in the network independently attempts to maximize its sum of future discounted rewards over a finite time horizon T − 1 − t. In this respect, the sum of future discounted rewards of node v when a (v) 0 = x is given by:
where r (u) 0 (v) is the reward obtained upon pushing message to node v at time k = 0. We generalize Eq. (20) for 0 ≤ l ≤ T −1−t as:
where Q (x)
Node v is excluded from the action set of node x to avoid back-and-forth influence between a pair of nodes. From Eq. (21) we can observe that each node employs stateless Q-learning [23] . In this algorithm, each node determines the individual rewards (s.o.f.d.r.) by exchanging the action-values between the nodes. For instance, in Eq. (21) node x shares Q (x) lmax (v) with node v, which consequently updates its action-value Q (v) l+1 (x). Also, to alleviate the computational complexity, the action-values are updated only for N Q time steps. The ADMO algorithm is given in Algorithm 4.
Algorithm 4: ADMO Algorithm.
, ∀u ∈ V ∖ Vr.
VI. COMPLEXITY ANALYSIS
The required knowledge as well as the space and time complexities of the proposed centralized and decentralized algorithms are listed in Table II . The computational complexity of the centralized algorithm is determined for the entire network, whereas in the case of decentralized algorithms, the complexity of an arbitrary node in the network is presented. 8 Algorithm Space Time Required complexity complexity knowledge Cen. VII. SIMULATION RESULTS We present the simulation results for: 1) Barabasi-Albert preferential-attachment (PA) graph [28] , and 2) Facebook egonetwork [21] , [22] . We consider PA graphs of 10 3 nodes and 10 4 nodes with the preferential attachment parameter m = 3. Facebook ego-network consists of 4039 nodes with a high clustering coefficient (0.6055) and small diameter (8) . There are 3 sources in the network, one of which employs the smart information spreading, while the rest spread information at random. The discount factors pertaining to the ADMO algorithm, γ ′ and γ ′′ are set to 0.95 and 0.97, respectively. The temperature T of Boltzmann exploration is set to 0.015 for N are both set to: 4 for PA graph with 10 3 nodes, and 5 for PA graph with 10 4 nodes and Facebook ego-network. For the centralized algorithm, the number of samples N S = 20.
All the simulation results are averaged over 100 iterations.
In our simulations, we consider 3 sources. Let θ 1 , θ 2 and θ 3 denote the class of messages generated by source 1, source 2, and source 3, respectively. In our simulations, we evaluate the performances of the following: 1) Random baseline: Messages of all the sources V S are pushed by the regular nodes in the network in a random manner. 2) Proposed algorithms: In this case, messages generated by the source 1 are spread using one of the proposed algorithms (i.e., θ 1 =θ). Moreover, to mimic the real-world scenarios, in the simulations we consider that the regular nodes generate personal messages w.p. P sp = 0.1 to communicate with their neighbors. However, these messages do not alter the neighbors' beliefs. In addition, it is assumed that once a node receives a message corresponding to a specific class, reception of duplicate/identical messages do not alter the belief of the node towards that class.
A. Visualizing the Evolution of Opinions and Beliefs
The opinion maximization can be visualized in Fig. 6(a) . In this figure, the opacity of the colors blue, red and green correspond to the dominance of node's opinion towards θ 1 , θ 2 and θ 3 , respectively. We have considered a PA graph of 10 3 nodes and the Facebook ego-network for illustration. Left-half of the figure depicts the opinions when all the sources employ random spreading process, and the right-half of the figure depicts the opinions when the spreading process indicated in blue employs ADMO algorithm. From Fig. 6(a) , it can be observed that the number of blue nodes have significantly increased by using the ADMO algorithm implying a more effective spreading of the messages generated by the smart source. 
θi,t ) V , ∀i. As the illumination shifts towards a vertex (for example (1, 0, 0)), it implies that the spreading process polarizes the opinions of individuals towards the corresponding class (correspondingly θ 1 ). As can be seen from Fig. 6(b) , the belief distribution becomes sharper (low variance) and more inclined towards the opinion of the smart source. 
B. Final Opinion and Centralities
We define the final opinion as ∑ v∈V µ (v) θ,T , where T = 100 in our simulations. Fig. 7(a) shows the plot of final opinion, versus the centrality of the smart sourceṽ in the considered PA graph with 10 3 nodes. The centralities of random sources are 3.3 × 10 −3 (hub) and 1.94 × 10 −3 (intermediate). We have chosen current-flow closeness centrality [29] since it exhibits the highest correlation with the final total opinion. The Pearson correlation coefficient (PCC) for different choices of centralities is shown in Table III . It can be observed that the final opinion with smart information spreading is significantly greater than its random counterpart. We can also observe from the figure that even though the smart source is unfavourably located (with low centrality, i.e., away from hubs in PA graph), opinion maximization can be achieved through smart information spreading using our proposed algorithms. Fig. 7(b) depicts the evolution of the total opinion of the population with time for different variants of the proposed centralized and decentralized algorithms. The centrality of the smart sourceṽ is 1.5×10 −3 . It can be observed that the performances of the centralized algorithm (CAMO) and ADMO are similar. Hence, based on the application specific requirements, the decentralized algorithms can be used effectively due to their lower computational complexity. In larger networks (> 10 3 nodes), owing to the higher complexity of the centralized algorithm, the performance of only the ADMO and DAMO algorithms are depicted. Fig. 8(a) shows the evolution of total opinion with time (left sub-figure) and total opinion (right sub- figure) for different algorithms in a PA graph with 10 4 nodes. It can be observed that the performance of the algorithms is in the order: ADMO>DAMO>Random. In Fig. 8(b) , the evolution of total opinion and the final opinion is depicted for the proposed algorithms in the Facebook ego-network with 4039 nodes along with the random baseline. The performance trend is similar to that of the PA graph as described earlier. Moreover, we can observe that the performance gap between DAMO and ADMO algorithms in the Facebook ego-network ( Fig. 8(b) ) is larger than that in the PA graph ( Fig. 8(a) ) owing to the community structure of the Facebook ego-network, which is utilized by ADMO by penetrating outside the community for better rewards. A considerable improvement can be observed in the performance of the proposed algorithms over random spreading.
C. Opinion Evolution with Time

VIII. CONCLUSION
In this paper, opinion maximization in social networks is formulated and studied from the angle of efficient information spreading. We considered a scenario where a smart source employs efficient spreading process against multiple random adversarial sources. The social interactions and opinion dynamics in the network are modeled as a dynamic Bayesian network, using which we formulated the opinion maximization as a sequential decision problem. Due to its intractability, a series of approximations are proposed to develop a centralized algorithm. Then, to address the issue of scalability, we proposed online decentralized algorithms with lower computational complexities. Simulation results are presented for PA graphs and an instance of Facebook graph. In our simulations, we make two important observations: First, the proposed algorithms outperform the baseline (random spreading) by a large margin. Second, even though the source is unfavorably located, proposed algorithms achieve better performance compared to random information spreading with favorable location.
