Temperature-induced tilt transition in the nematic phase of liquid crystal possessing smectic C-nematic phase sequence J. Appl. Phys. 105, 064516 (2009) (1971)]. The variance of the square sine of intermolecular shift angle along the director is introduced to take self-consistently into account the most probable location of the molecules with respect to each other, which is unique for every liquid crystal (LC) material and is mainly responsible for the order parameters and phase sequences. The mean molecular field was treated in terms of only two parameters specific to any intermolecular potential of elongated molecules:
I. INTRODUCTION
Liquid crystals (LCs) are usually composed of anisotropic molecules (elongated or oblate). Elongated molecules usually form the nematic and/or smectic liquid crystal phases. In both nematic and smectic phases, the molecular long axes have predominant orientation, which is called director. In smectic phases, in addition, the molecules are organized in layers, while the director orientation can either coincide with the smectic layer normal (in orthogonal Sm-A phase), or can differ from the smectic layer normal (in the tilted smectic phases).
The main problem arising each time, when elaboration of new LC materials is required, is that molecular mechanisms responsible for the values of translational and orientational order parameters are not generally known. At present, only mechanisms responsible for the formation of nematic (or chiral nematic) phase are understood well. At the same time, the principles of smectic phase formation are also of the great interest because of the unique properties of smectic materials.
The original theories describing the formation of smectic phases, where quasiperiodicity of the mean field follows from modulation of the intermolecular interaction by the distribution function, were suggested by Kobayashi [1] [2] [3] and McMillan. 4, 5 Molecular treatment, however, requires a more general insight into the problem, detached from the one presented in Refs. 1-5, namely, consideration of the symmetry features of the meanfield potential following directly from intermolecular intera) http://polly.phys.msu.ru/∼emel/ action, and not only from its modulation by the distribution function. One notes that smectic layering is similar to the microphase separation in polymers, [6] [7] [8] [9] where the short-range correlations are able to manage morphology of the whole state. Taking into account this fact, we are going to develop the self-consistent description of the transitions between smectic, nematic, and isotropic phases in terms of only two parameters of the effective intermolecular potential: (1) its global minimum position with respect to the shift of two interacting molecules along the nematic director and (2) its inhomogeneity/anisotropy ratio.
Recently, the most attention of the scientific community was payed to the non-trivial interlayer organization specific to complex smectic phases. [10] [11] [12] [13] [14] [15] [16] The origin of tilt in smectic phases and the tilt-related phenomena were also studied in details, in particular, in Refs. [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . At the same time, the molecular mechanisms of the smectic layering itself are not understood clearly up to now. Surprisingly, there were only few publications devoted to the description of several liquid crystal phases within some single approach. A molecular model for the simultaneous orientational and translational ordering in a two-dimensional liquid was considered in Ref. 30 . Theories taking into account nematic, smectic A, and smectic C phases within a unified approach were derived in Refs. [31] [32] [33] . At the same time, there is only one publication 33 providing a link between the original McMillan theory and molecular theory. In Ref. 33 , however, the most probable location of the molecules with respect to each other, which is unique for every LC material and is mainly responsible for the order parameters, was not analyzed, since the translational distribution function was chosen proportional to the cosine function of the intermolecular shift along the smectic layer normal.
The global problem that will be solved in the present paper is finding the symmetry correlation between the positional distribution function and the intermolecular potential. For example, the Maier-Saupe theory 34, 35 describing the nematicisotropic phase transition uses the symmetry correlation between the orientational distribution function and the intermolecular potential. In particular, the sharper minimum of the interaction potential at parallel orientation of two molecules, the sharper maximum of the distribution function along the director (and the larger orientational order parameter). On the contrary, in a conventional way of description of smectic phases, there is no symmetry correlation between the translational distribution function of molecules, which is periodical along the smectic layer normal, and the intermolecular potential, which is not periodical. Thus, in the mean field approximation, the positional distribution function occasionally cuts off the important ranges of intermolecular potential and highlights the ranges, which are not so important, and therefore the profiles of the density waves (and the order parameters) cannot be adequately addressed by intermolecular potential.
We are going to introduce the specific positional distribution functions having cylindrical symmetry with respect to the nematic director, the same symmetry as for the pair interaction potential with respect to the long axis of each molecule. Within this approach, the intermolecular potential, which is responsible for both nematic ordering and smectic layering, and the distribution functions will self-consistently participate in the mean field. This approach will be valid for the formation of both orthogonal (Sm-A) and tilted (Sm-C) smectic phases, but the tilt-dependent terms in the free energy will be not considered in the present paper.
The paper is organized as follows. In Sec. II, the statistical approach will be derived and the order parameters will be introduced. In Sec. III, the molecular model and approximation for the intermolecular potential will be considered. In Sec. IV, the results will be discussed and compared with the experimental data. Finally, the conclusions will be made in Sec. V.
II. GENERALIZATION OF MAIER-SAUPE THEORY FOR THE SMECTIC PHASE

A. Free energy minimization
Let us consider the system of uniaxial elongated molecules having orientational distribution function f (a · n) of their long axes a with respect to nematic director n. In the general case let us assume that molecular concentration distribution ρ(r) is inhomogeneous. In the isotropic phase, however, concentration ρ(r) = ρ 0 is homogeneous, where ρ 0 is the average concentration. For simplicity, let us assume that there is no direct correlation between the concentration distribution ρ(r) and the orientational distribution function f (a · n). Let us understand whether it is possible to describe the transition from smectic phase into the nematic phase in the same manner as it was done in Maier-Saupe theory 34, 35 for the transition from nematic phase into the isotropic phase. The free energy of the molecular system generalized for the case of inhomogeneous concentration distribution can be written in the following form:
where k B is the Boltzmann constant, T is the temperature, and U ef 12 (a 1 , a 2 , r 12 ) is the effective pair interaction potential for any two molecules located at points 1 and 2. The first term in Eq. (1) is the entropy, and the second term is the internal energy. The orientational distribution function f (a · n) in Eq. (1) satisfies the following normalizing constraint:
Substituting constraint (2) into Eq. (1), one can write the free energy density in the vicinity of point 1 in the following form:
where location 2 is now counted from location 1, since the expression under integral in the last term of Eq. (3) is independent of location 1. Let us pay the most attention to those molecular pairs, whose shift r 12 sin β along the director from side-by-side location (see Fig. 1 ) is smaller than the length of each elongated molecule, since for the larger shift the absolute value of the molecular pair interaction potential is small, and the corresponding molecular configurations contribute weakly into the statistical sum. To obtain the normalizing constraint for concentration ρ(r), and then to separate functions ρ(r) and f (a · n) in the free energy (3), let us take into account a simple geometrical fact that, in the case of parallel elongated molecules (at γ i = γ j = 0), the total average number of nearest side-by-side neighbors j of molecule i is independent of their shift angles β with respect to molecule i,
where ξ i j is the intermolecular vector at contact of two molecules i and j with parallel long axes, vector u i j is the unit intermolecular vector, and parameter σ 0 is the number of nearest side-by-side neighbors for an elongated molecule, which is approximately equal to 2 π ≈ 6 in the case of compact media. The integral in Eq. (4) is taken over the cylindrical surface of radius equal to molecular breadth (let us call it the surface of contact of two parallel molecules i and j). A cartoon of the structures of Sm-A and Sm-C layers, where all molecules are parallel to each other and located at the surfaces of contact of each other, is presented in Fig. 2 , although we do not use these refined structures as a model assumption. Let us calculate the free energy per fixed volume V 0 occupied by some molecule i and all its nearest neighbors j at parallel orientation of molecules i and j. Formally, this can be done by integration of Eq. (3) over r 1 assuming that vector r 1 connects molecules i and j,
where in the second and third terms we have taken into account normalizing constraint (4) . Let us consider the expression under the integral in the third term of Eq. (5). Let us separate the integration variables in this expression. For this purpose let us take into account that only one of the four functions ρ(r 12 ), f (a 1 · n), f (a 2 · n), and U ef 12 (a 1 , a 2 , r 12 )-the effective potential U ef 12 (a 1 , a 2 , r 12 ) has sharply decreasing absolute value with the increasing intermolecular distance r 12 , and let us also take into account that the absolute values of functions f (a 1 · n), f (a 2 · n), and U ef 12 (a 1 , a 2 , r 12 ) sharply decrease with deviation of axes a 1 and a 2 from director n. Thus, one can apply twice the saddle point method, first taking functions ρ(r 12 ), f (a 1 · n), and f (a 2 · n) out of the integral over r 12 , replacing them with their values at contact of two molecules, and then taking function ρ(r 12 ) out of the integrals over a 1 and a 2 , replacing it with its value at parallel molecular long axes,
The ideological ground for application of the saddle point method is the presence of entropy in the system, which makes the decrease of the distribution functions with variation of angles β and γ shallower than that of the intermolecular potential. Substituting Eq. (6) into Eq. (5) and minimizing free energy (5) independently with respect to orientational distribution function f (a · n) and concentration distribution ρ(r) under constraints (2) and (4), one obtains the following set of equations:
where ρ(u 12 · n) is the concentration at contact of two molecules, whose long axes are parallel to each other and to director n, and normalizing integrals I f and I ρ are defined as follows:
As a traditional measure of nematic ordering, one can use the orientational order parameters of ℓth order
where P ℓ is the ℓth Legendre polynomial. In addition, let us introduce the positional order parameters of ℓth order according to the similar rule
where integration is done over the surface of contact of parallel molecules 1 and 2. Let us introduce the shift angle β between the plane, which is perpendicular to the nematic director, and the intermolecular vector u 12 (see Fig. 1 ). Then, one can write (u 12 · n) = sin β, and in correspondence with definition (11), the average second and fourth powers of sin β at contact of two parallel molecules can be written as follows:
Because of the simplified approach splitting positional distribution ρ( β) and orientational distribution f (γ), only positional distribution of parallel molecules at contact (at γ = 0 and r 12 = ξ 12 ) participates in our statistics. However, positional and orientational distributions couple with each other in the mean field, as it is seen from Eq. (8) . The fact that relative positional distribution function ρ( β) for each pair of (even parallel at contact) molecules depends only on one variable (polar angle β) means that distribution (8) can only describe a one-dimensional positional order in space (along director n), because the other two relative Cartesian coordinates (in the plane perpendicular to director) are generally free, even for those molecules, which are parallel and contact with each other. In condensed matter, the one-dimensional order described by statistics (8) can hardly correspond to anything else than the layered structure, because all side-by-side molecules almost contact with each other, and we do not expect that positional distribution function changes crucially with slight variation of separation r 12 from minimal approach ξ 12 and with slight deviation of the long molecular axes from their parallel orientation. At the same time, any distribution of molecules in the plane perpendicular to director satisfies the same state, if the distribution of angle β at contact of two parallel molecules satisfies Eq. (8) .
As a measure of the smectic ordering, one can introduce the expected value of the squared deviation from the mean sin 2 β (variance),
which should tend to zero at perfect smectic ordering (either in the orthogonal or in the tilted smectic phases), while ⟨sin 2 β⟩ tends to some optimal value sin 2 β 0 , which should not be equal to zero itself.
B. Approximation of the effective intermolecular interaction by spherical invariants
Let us approximate the effective intermolecular interactionÛ
where we take into account the following few spherical invariants:
Here, we assume that the ordering of the long molecular axes is non-polar (i.e., invariants with odd indexes ℓ and λ are absent) and neglected the small chirality terms (i.e., spherical invariants with odd indexes L). One notes that the average of any spherical invariant T ℓL λ (a 1 , u 12 , a 2 ) with respect to any of its arguments is proportional to the order parameter of kinds (10) or (11) [ℓth for a 1 , Lth for u 12 , and λth for a 2 ] with appropriate distribution function. For both vectors a 1 and a 2 , the distribution function is f (a · n), while for vector u 12 , the distribution function is ρ(u 12 · n). In particular, one obtains the following approximation for the expression in square brackets in the first equation of set (8):
and consequently, the following approximation for the whole surface integral in the first equation of set (8):
In the same manner, one obtains the following approximation for the integral in the second equation of set (8):
Substituting approximations (17) and (18) into Eqs. (8) and (9), multiplying both parts of the first equation of set (8) by P ℓ (a 1 · n), multiplying both parts of the second equation of set (8) by P ℓ (u 12 · n), then integrating both parts of the first equation over all possible orientations of vector a 1 and integrating both parts of the second equation over all possible orientations of vector u 12 , and, finally, defining x in the first equation as scalar product (a 1 · n) and in the second equation as scalar product (u 12 · n), one obtains the following recurrent equations for the order parameters:
where S 0 = 1, and the number of the nearest neighbors σ 0 is constant, while integrals I 
Set of equations (19) can be solved numerically, from where the temperature dependencies of the order parameters S ℓ and σ ℓ /σ 0 can be obtained. Substituting recurrent equations (19) and (20) into Eq. (5), using approximation (14), and taking into account only the spherical invariants from Eq. (15), one obtains the following expression for the elementary free energy:
where only the order parameters from Eq. (19) and the integrals from Eq. (20) are present. Equation (21) can be used for the comparison of the free energies in stable and metastable phases. One also notes that Eq. (19) for S 2 , σ 2 /σ 0 , and σ 4 /σ 0 follows from direct minimization of free energy (21) with respect to these parameters.
III. APPROXIMATION COEFFICIENTS J ℓLλ
A. Approximation method
To solve the set of equations (19) numerically, we need to know approximation (14) for the integral of the effective intermolecular potential over intermolecular distance (7) by spherical invariants (15) . First, let us outline the physical meaning of the coefficients participating in approximation (14) . Let us consider the geometry presented in Fig. 1 . For optimization of the method, let us exclude the configurations of two molecules corresponding to the splay deformation, which is unfavorable. In other words, let us take into consideration only the orientations of long molecular axes a 1 and a 2 within Y Z plane, which is perpendicular to X Z plane, to where vectors n and r 12 belong. In this geometry, the orientations of vectors a 1 , a 2 , and u 12 can be determined by only three angles β, γ 1 , and γ 2 [see Fig. 1 ], while vectors a 1 , a 2 , and u 12 themselves can be written in XY Z coordinate system as follows:
where angle β describes the deviation of intermolecular vector r 12 from −X axis within X Z plane, while angles γ 1 and γ 2 describe the deviations of molecular axes a 1 and a 2 from Z axis within Y Z plane, respectively. Since both interacting molecules are identical, additional simplification γ 1 = γ 2 ≡ γ can be used, and in this case, one can write for the scalar products participating in spherical invariants the following expression: (u 12 · a 1 ) = (u 12 · a 2 ) = sin β cos γ and (a 1 · a 2 ) = cos(2γ). In Ref. 38 , it was shown that the anisotropy of intermolecular potential is characterized by its second derivative with respect to angle 2γ between the long axes of two interacting molecules in side-by-side configuration (at β = 0 and γ = 0). The idea was based on the supposition that the effective intermolecular potential decays greatly with deviation of angle γ from zero, and the corresponding molecular configurations contribute weakly into the statistical sum. Here, we are going to use the same idea, but with a possibility of variation of the intermolecular vector, i.e., variation of angle β. Variation of the intermolecular potential with variation of angle β will be the point of our interest now. Let us expand the effective potential and its second derivative with respect to angle 2γ at γ = 0 in Taylor series with respect to angle β at β = 0, 
Thus, the problem of approximation of the intermolecular potential by spherical invariants can be reduced to the problem of approximation of the intermolecular potential and its derivative with respect to angle 2γ by Taylor series (23) . This approximation method can be used for two molecules of particular material using any special software capable of calculation molecular geometry and intermolecular potential.
B. Molecular model
Here, we are going to test our approximation method for symmetrical tree-ring molecules without lateral substituents. The corresponding molecular model is presented in Fig. 3(a) , where a molecule is represented by the tree equal spheres of diameter d separated by two equal linking groups of length ∆ each, with two equal flexible terminal substituents R. The spheres represent the molecular rings rotating freely around the long molecular axes. Let us assume that the length of each terminal substituent is sufficiently large for the formation of both nematic and smectic phases and allows the cores of any two molecules (each one consisting of three rings and two linking groups) to choose their location and orientation solely due to their optimal packing and interaction. In other words, let the flexible tails play a role of an isotropic solvent. For simplicity, let us assume that attraction centers are located only in the centers of all three spheres, regardless of a kind of attraction (dispersion, electrostatic, etc.), and the attraction potentials depend only on the distances between the corresponding centers. The repulsion between all spheres is reflected by the fact that spheres cannot penetrate into each other.
The absolute minimum of the interaction potential should correspond to parallel side-by-side orientation of two interacting molecules (γ = 0), but, at the same time, we expect some positional shift β 0 0 of the absolute minimum due to the presence of linking groups between the rings [see Fig. 3(b) ]. Generally, this shift is not responsible for the tilt, since + β 0 and − β 0 are equivalent. As shown in Figs. 2(a) and 2(b 
The other three interaction coefficients participating in approximation (24) can be determined in the manner of paper 38 using the idea that parallel side-by-side orientations (i.e., orientations in the vicinity of γ = 0 and β = 0) make the most important contributions to the statistical sum in the nematic phase, while in the smectic phase, angle β should be close to either + β 0 or − β 0 and thus, in addition, fits Eq. (25) . Let us enumerate the rings of the first molecule with index i and the rings of the second molecule with index j (indexes i = 0 and j = 0 correspond to the central rings of molecules 1 and 2, respectively). In the framework of present model (see Fig. 3 ), the square distances s i j ≡ r 2 i j between ring i of the first model and ring j of the second model can be written as follows:
where r 12 is the distance between the centers of molecules 1 and 2. From Eq. (27) , it follows that only interactions between the rings with unequal numbers (i j) depend on angle β. Since a molecule totally has three rings (i.e., maximum |i| = 1 and maximum | j| = 1), then, on the contrary, at β = 0 only interactions between the rings with equal numbers (i = j) depend on angle γ. One can write the derivatives participating in Eq. (26) in the following form: 
 ,
where we introduced parameters G β ≡ −I 04 and G γ ≡ I 20 , as a measure of inhomogeneity and anisotropy of the effective intermolecular potential, in correspondence with Eqs. (25) and (26) . From Eq. (30), it follows that, independently of the kind of interaction between molecular rings, the ratio between coefficients J 242 and J 222 is fixed, while the relative value of both coefficients J 220 and J 022 with respect to coefficients J 222 and J 242 depends only on the linking group elongation ∆/d. In the material possessing anisotropic phases, both parameters G β and G γ should be positive, and thus, coefficients J 202 , J 220 , and J 022 are expected to be positive at ∆/d > 2/ √ 3, while coefficients J 222 and J 242 are expected to be negative. The only coefficient whose relative value depends on the kind of interaction between molecular rings is J 202 , since it takes into account both derivatives (28) 
where we introduced the cut-off distance r max for the electrostatic interaction between the two molecules at β = 0 and γ = 0, which can be approximated as d/ √ Φ s , where Φ s is the layer surface fraction occupied by the molecular cores. At the same time, since the dispersion interaction is sufficiently more short-range, we extended the upper integration limit for the dispersion interaction up to infinity, assuming that the corresponding antiderivative vanishes at distances smaller than r max .
The reduced electric charge dependence of the intermolecular potential inhomogeneity/anisotropy ratio for several values of the linking group elongation is presented in Fig. 4 , from where one concludes that G β /G γ is mainly determined by the ratio of electrostatic and dispersion interactions and weakly depends on ∆/d. From Eq. (31), one notes that electrostatic interaction enlarges the inhomogeneity G β of the effective potential, because attraction of opposite charges favors shift β, 
IV. RESULTS AND DISCUSSION
The temperature dependencies of the nematic order parameter S 2 and the expected value of the squared deviation Var(sin 2 β) from the mean are presented in Fig. 5 for several ratios ∆/d in correspondence with the solution of Eqs. (19) and (20) . To outline the molecular mechanisms responsible for the formation of nematic and smectic phases, let us take into account Eqs. (12), (13) , and (30) and rewrite integrals I (S) ℓ and I (σ) ℓ participating in recurrent Eqs. (19) and (20) in the following form:
where we neglected the terms independent of integration variables and introduced nematization function
reflecting the fact that coupling between angles γ and β (see Fig. 1 ) is optimal at S 2 = 1 and ⟨sin 2 β⟩ = sin 2 β 0 , i.e., in the absolute minimum of the effective pair potential for each molecular pair. Indeed, in this case, P 2 (cos γ) in Eq. (32) tends to S 2 ; therefore, the second term in the square brackets multiplied by P 2 (cos γ) and summarized with particular term independent of angles β and γ tends to value −N 2 (S 2 , ⟨sin 2 β⟩), which is maximal at N(S 2 , ⟨sin 2 β⟩) = 0. The coupling between angles γ and β becomes worse in average at S 2 < 1 and/or at ⟨sin 2 β⟩ < sin 2 β 0 , and, in correspondence with Eq. (34), N(S 2 , ⟨sin 2 β⟩) becomes larger in this case, since typical value of sin 2 β 0 is expected not to be smaller than 1/3. Thus, the nematization function describes the average uncoupling between angles γ and β.
From Eqs. (11)- (13), it follows that in the perfect isotropic phase, where vector u 12 is distributed randomly over the sphere, ⟨sin 2 β⟩ is equal to 1/3, and Var(sin 2 β) is equal to 4/45. Let us note that there exists a specific linking group elongation ∆/d = 2/ √ 3 ≈ 1.15, at which sin 2 β 0 is also equal to 1/3 and exactly coincides with ⟨sin 2 β⟩ in the isotropic phase. In this case, nematization function N(S 2 , ⟨sin 2 β⟩) is expected to be small (the coupling between angles γ and β is expected to be optimal) at any temperature, and −S At ∆/d larger than 2/ √ 3 (i.e., sin 2 β 0 > 1/3), the average square shift of the neighboring molecules in the smectic phase appears to be larger than that in the isotropic phase. In this case, nematization function N(S 2 , ⟨sin 2 β⟩) appears to be positive, and, starting from some ∆/d value, an additional solution of Eq. (19) arises [see Figs. 5(c)-5(h)] within some temperature range below isotropization, for which the whole expression in the exponent in Eq. (33) is positive, and the sum of the two terms proportional to G β in Eq. (32) . At the smectic-nematic phase transition, Var(sin 2 β) increases stepwise up to the values specific to homogeneous state, while nematic order parameter S 2 decreases stepwise, but still remains nonzero. One notes that Var(sin 2 β) in the nematic phase appears to be even larger than in the isotropic phase. This is related to the fact that ⟨sin 2 β⟩ in the nematic phase is larger than 1/3. At ∆/d larger than some critical value, the smecticnematic transition becomes continuous [see Figs. 5(i) and 5(j)]. From our consideration (and generally from thermodynamics), it follows that continuous smectic-nematic transition should realize in those LC materials, in which the average mutual location of the molecular pairs in smectic phase is different from that in nematic phase too much for each of these two phases to have its own local free energy minimum different from the global one. The ∆/d − T phase diagram is presented in Fig. 6(a) , where the smectic-isotropic, smectic-nematic, and nematicisotropic phase transition borders are present, as well as triple and critical points. Within our approach, the nematic phase appears to be a compromise in the competition between intermolecular interaction and entropy. Since the translational and orientational orders are correlated (the orientational order reduces when the translational order reduces), it is intuitively clear that nematic phase should only arise when the competition between intermolecular potential inhomogeneity and translational entropy is large; otherwise the direct smecticisotropic phase transition should happen. In particular, when the inhomogeneity to anisotropy ratio of intermolecular potential reduces [see the G β /G γ − T phase diagram in Fig. 6(b) ], the
nematic phase disappears (as a separate phase), but the smectic phase itself starts tending to nematic phase (the positional correlation of molecules within the smectic phase appears to be low). At small G β /G γ ratio, Var(sin 2 β) remains large within a broad temperature range and tends to zero only at small temperature. In the limit case G β /G γ = 0 (when intermolecular potential is homogeneous), Var(sin 2 β) is equal to 4/45 at any temperature, which corresponds to the uniform distribution of angle β. Finally, if both anisotropy and inhomogeneity are small, all the coefficients participating in Eqs. (19) and (20) tend to zero, and, as a result, the whole phase diagram shifts towards zero, and only the isotropic phase remains.
Generally, both critical and triple points depend on both linking groups elongation ∆/d and inhomogeneity/anisotropy ratio G β /G γ of the potential, and the corresponding lines in the ∆/d − G β /G γ portrait separate the areas with several scenarios of the LC evolution with temperature variation [see Fig. 7 ]. The lower solid line in Fig. 7 corresponds to the triple point, while the higher solid line corresponds to the critical point. Below the lower solid line, only the smectic-isotropic phase transition happens with temperature variation; above the higher solid line, only the nematic-isotropic phase transition happens; and between the two solid lines, the smectic-nematic and nematicisotropic phase transitions happen. At G β /G γ ≈ 1.53, the critical point coincides with the triple point, and at G β /G γ < 1.53, either the smectic phase with low positional correlation of molecules (at smaller ∆/d) or the supercritical nematic phase (at larger ∆/d) can exhibit the transition into isotropic phase with temperature variation. The dashed line in Fig. 7 does not mean any qualitative change in the structure of the ordered phase. Below this line, Var(sin 2 β) in the ordered phase does not reach the 4/45 value corresponding to the uniform distribution of the intermolecular vector, and thus, the ordered phase should be rather called the smectic phase at any temperature. All the properties specific solely to the smectic phase (in particular, the spontaneous polarization if chirality and tilt are present) should remain in this phase. At the same time, some other properties specific to both smectic and nematic phases (such as fluidity) are expected to be closer to nematic phase than in the conventional smectic phase with strong positional correlation of molecules. Above the dashed line in Fig. 7 , Var(sin 2 β) reaches the 4/45 value at some temperature within the ordered phase, and thus, the ordered phase should be rather called the nematic phase starting from this temperature. At the dashed line, Var(sin 2 β) reaches the 4/45 value just below the transition temperature into the isotropic phase. At any value of G β /G γ , the smectic state cannot be identified as a separate phase at sufficiently large ∆/d while the nematic phase does not arise at sufficiently small ∆/d. Both smectic and nematic phases can be identified and can coexist at intermediate values of
Some materials with symmetrical three-ring cores and with various linking groups, and their phase sequences are presented in Fig. 8 . In particular, it is known that three-ring cyclohexane derivatives (material 1), having no linking groups, exhibit a direct transition from smectic to isotropic phase. The ∆/d ratio corresponding to cyclohexane derivatives is rather close to value 2/ √ 3 and is essentially smaller than triple point value at any realistic intermolecular potential inhomogeneity/anisotropy ratio G β /G γ (is much below the range of ∆/d presented in Fig. 7 ). At the same time, the materials composed of molecules having linking groups, such as three-ring cyclohexane esters (materials 2 and 3) or terephthalylidene-bis-N-(4-n-alkylanilines) (material 4), always exhibit the nematic-isotropic phase transition while the smectic phase can also exist below nematic phase in some materials. The ∆/d ratio corresponding to these materials approximately matches the middle of the portrait in Fig. 7 , while the intermolecular potential inhomogeneity/anisotropy ratio G β /G γ requires more accurate estimation using quantum chemistry methods. Here, we should only mention that G β /G γ can match the middle of the portrait in Fig. 7 at appropriate ratio between electrostatic and dispersion interactions (see Fig. 4 ). At reasonable G β /G γ values, the tendency related to the linking groups elongation ∆/d is in the complete agreement with experimental phase sequences in particular materials.
V. CONCLUSIONS
In the present paper, a simple mean-field molecular theory describing the smectic, nematic, and isotropic phases was derived. The relative position of each two molecules is described by the shift angle β along the director with a probability density ρ( β). As a measure of the smectic ordering, we introduced the expected value of the squared deviation from the mean sin 2 β (variance), which tends to zero in the limit case of perfect smectic ordering in both tilted and orthogonal smectic phases.
We have also shown that the answer to the question, whether the direct smectic-isotropic phase transition or the smectic-nematic + nematic-isotropic phase transitions are observed with temperature variation, depends on the global minimum position of intermolecular potential (corresponding to shift ± β 0 ). In the limit case of perfect smectic phase (formally, at substitution zero absolute temperature), the mean sin 2 β is equal to sin 2 β 0 , because the entropy plays no role in this limit case (although the present theory is obviously not applicable in this case). On the other hand, in the perfect isotropic phase (where the unit intermolecular vector is distributed uniformly over the sphere), the mean sin 2 β is equal to 1/3. It is easy to realize, however, (and it was shown in the framework of a molecular model) that for some molecules, sin 2 β 0 (which would the mean sin 2 β in the perfect smectic phase if the theory still was applicable at T = 0) can also be equal to 1/3. In this case, and also in the case, when sin 2 β 0 is not sufficiently larger than 1/3, the translational entropy at realistic temperature does not meet any resistance from the internal energy or this resistance is small, and the smectic order remains until the nematic order is destroyed. In other words, the nematic phase does not arise in the material composed of these molecules, and the direct smectic-isotropic phase transition happens with temperature variation.
Generally, at different minimum intermolecular potential position (at sin 2 β 0 > 1/3), the mean sin 2 β has a tendency to decrease with the increasing temperature. Starting from some value of sin 2 β 0 , the competition between intermolecular interaction and the translational entropy becomes strong enough to produce the uncoupling between the anisotropy and inhomogeneity, and the nematic phase arises within some temperature between the smectic and isotropic phases. Thus, we conclude that it is crucially important for the existence of nematic phase and that the minimum intermolecular potential should correspond to sufficiently large angles ± β 0 .
It was shown in the present paper that it is also quite important for the observation of particular phase sequence (and for the relative degree of translational and orientational orders within the smectic phase) how sharp the global intermolecular potential minimum is along the β-axis (corresponding to the relative shift of two interacting molecules along the director) with respect to that along γ-axis (corresponding to the angle between the molecular long axes).
The position and sharpness of the global intermolecular potential minimum for any two elongated molecules in { β, γ} space can be characterized by the three derivatives used in Eq. (26) . These derivatives can be estimated for any LC material using any existing software capable of estimation of molecular geometry and pair potentials (for example, HyperChem software by Hypercube, Inc.), and generally this is all we need for prediction of the phase sequence, as well as translational and orientational order parameters using the mean-field equations (19)- (21) .
The number of important molecular parameters, however, can be reduced to only two in the framework of a simple model of symmetrical, let us say, tree-ring molecules without lateral substituents, when a molecular core is represented by the tree equal spheres of diameter d separated by two equal linking groups of length ∆ each. The spheres represent the molecular rings rotating freely around the long molecular axes. The number of independent derivatives of the pair potential for these simple molecules reduces to only two (inhomogeneity G β and anisotropy G γ ), and only the ratio between them G β /G γ [see Eq. (30) ] and position of the global minimum (determined by the linking group elongation ∆/d) appears to be important. Within this model, sin β 0 = ∆/(2d), and the 1/3 average square sine of angle β 0 corresponds to ∆/d = 2/ √ 3 ≈ 1.15. The linking groups elongation can hardly be smaller, because ∆/d ≈ 1.15 fits well cyclohexane derivatives (see Fig. 8 , material 1) having no linking groups at all. It is well known that three-ring cyclohexane derivatives and the other materials without linking groups between the rings usually exhibit a direct smectic-isotropic phase transition with temperature variation, which is in the full agreement with our prediction. The materials having linking groups between the rings (for example, materials 2-4 see Fig. 8 ) usually exhibit the nematic-isotropic phase transition, and thus, the nematic phase can arise in these materials within some temperature range, and this is also in the agreement with our prediction (here, we assume that the length of each flexible tail is sufficiently large for the formation of both nematic and smectic phases). The physical origin of the intermolecular potential inhomogeneity/anisotropy ratio variation was also analyzed. For this purpose, the dispersion and electrostatic interactions between each ring center of each molecular pair were considered. In the framework of symmetrical molecular model, we considered the quadrupolar distribution of electric charge. Even if the molecules are not symmetrical with respect to their centers, their "up" and "down" orientations are known to have equal probabilities, and the lower multipolar distributions of charges should vanish in average anyway. The electric charges of the same sign located in the outer rings of both interacting molecules repel each other, and thus, electrostatic interaction reduces the anisotropy G γ of the total intermolecular potential. On the contrary, the charges of the opposite signs, one located in the central ring of the first molecule and another one located in the outer ring of the second molecule, attract each other, and thus, electrostatic interaction enlarges the inhomogeneity G β of the total intermolecular potential. It was shown in the present paper that without electrostatic interaction (when only the dispersion interaction is present), the intermolecular potential inhomogeneity is not sufficiently large with respect to its anisotropy (G β /G γ ratio is small) for the internal energy to interfere with the translational entropy strongly, and the direct smectic-isotropic transition happens. However, in contrast to the case of small linking group elongation ∆/d, in the smectic phase, composed of molecules with small G β /G γ ratio, the positional correlation of molecules appears to be low, and the smectic phase resembles the nematic phase more and more when G β /G γ ratio decreases.
All possible phase sequences for any value of the two model parameters are presented in Fig. 7 . At any value of G β /G γ , the smectic state cannot be identified as a separate phase at sufficiently large ∆/d while the nematic phase does not arise at sufficiently small ∆/d. Both smectic and nematic phases can be identified and can coexist at intermediate values of ∆/d at G β /G γ > 1.53, while at G β /G γ < 1.53, either the supercritical nematic phase (at larger ∆/d) or the smectic phase with low positional correlation (at smaller ∆/d) can exhibit the transition into isotropic phase with temperature variation. The smectic phase with low positional correlation is a very interesting phenomenon, because it merges the useful properties of nematic and smectic materials. In particular, this specific smectic state can possess the high mechanical stability, which is needed for display applications. It arises either instead of nematic phase if the intermolecular potential is not sufficiently inhomogeneous, or near the smectic-nematic transition if the average mutual location of the molecular pairs in smectic phase is sufficiently different from that in nematic phase. In the framework of the model presented here, in particular, we can predict the molecular parameters, which are needed for realization of this specific state.
