Abstract. We performed Bayesian model comparison on mass spectra from CH 4 rf process plasmas to detect radicals produced in the plasma. The key ingredient for its implementation is the highdimensional evidence integral. We apply Gauss approximation to evaluate the evidence. The results were compared with those calculated by the thermodynamic integration method using Markov Chain Monte Carlo technique. In spite of very large difference in the computation time between two methods a very good agreement was obtained. Alternatively, a Monte Carlo integration method based on the approximated Gaussian posterior density is presented. Its applicability to the problem of mass spectrometry is discussed.
INTRODUCTION
Radicals from low temperature process plasma play a decisive role in the plasma-surface reaction and are therefore of fundamental interest in many industrial applications. Mass spectrometry is a unique tool to provide quantitative information of the radical flux density with a lateral resolution. Radicals in the plasma however appear to a very tiny extent compared to the hundreds times denser feed gas and thus the extraction of their information from mass signals of the mixture gases constitutes challenging problem. Bayesian probability theory suitably tackles such problems. It was successfully applied to the decomposition of multicomponent mass spectra. [1, 2] In particular, its ability to handle unknown mixtures and to identify their components was proved in the case of CH 4 rf plasmas through Bayesian model comparison. [3] The key quantity for Bayesian model comparison is the probability of the data given a particular model equation and consists of a high-dimensional integral, the so-called evidence integral. The integrand of this integral can take a complicated form depending on the prior probabilities and the model equations, and thus a general analytical treatment is impossible. A traditional numerical integration is also not conceivable due to the huge multivariate density. A reliable method for computing the evidence uses the thermodynamic integration method (TDI) borrowed from statistical physics. [4, 5] In combination with the Markov chain Monte Carlo (MCMC) technique it provided promising results in challenging problems. [3, 4] But this method is computationally very demanding.
In this work we apply an analytical approach using Gauss approximation, also known as 'steepest descent' approximation, to evaluate the evidence integral for the case of mass spectrometry from CH 4 rf process plasmas. Though our sampling distribution contains a fourth order term of the cracking coefficients C and species concentrations X it is exactly Gaussian given either C or X, which encourages the use of the approximative tool. Much care was devoted to the choice of adequate priors since they should be simple enough for the analytical treatment and strong enough to handle large numbers of unknowns which are typical in mass spectrometry. Alternatively, we employed the approximated Gaussian posterior density p G to carry out the Monte Carlo evaluation of the integrals, which becomes possible through the replacement of the huge multivariate density by p G . The results are compared with those obtained by TDI.
MODEL
We assume a linear response of the mass spectrometer and model the mass signal vector d j of measurement j as
x j is the vector of species concentrations [6] and ε ε ε j the error vector associated with d j . C is the cracking matrix which results from the fragmentation of species in the ionization source. The cracking column vectors and the data vector are normalized to sum up to one, which implies the same sum norm for the concentrations. The number of column vectors in C as well as the dimension of the concentration vectors corresponds to the number of species incorporated into the model which is unknown at the moment. The determination of a set of species which best describes the mass spectra measured is the central topic of our model comparison.
The probability for a particular model having E species is given in terms of the data D and variances S by Bayes' theorem [7] p´E D S Iµ p´E Iµ p´D E S Iµ p´D S Iµ 1 s 2 i j , where s i j is the measurement error of the i-th mass channel in measurement j. For the prior probability p´E Iµ we choose a constant p´E Iµ=1/E max . E max is the maximal number of components in the model. p´D S Iµ is the normalization factor. The marginal likelihood p´D E S Iµ can be obtained by applying the marginalization rule and Bayes' theorem as
This is the evidence integral which involves the integration of the likelihood multiplied by the prior over the parameter space. Assuming the normal distribution of the error ε ε ε j the sampling distribution (likelihood) p´D C X E S Iµ is Gaussian in the probabilistic term [7] p´D
p´C E Iµ and p´X E Iµ are the prior probabilities for the cracking patterns and compositions, respectively.
PRIOR
Cracking patterns (CP) of stable molecules are listed in the literature as point estimates. [8] For radicals for which there are no such values available they can be estimated from the tabulated pattern of the next heavier stable molecule as a very coarse estimate. This is indeed vague prior knowledge, but if the data are sufficiently informative they will overrule the prior information completely. For the composition vectors we can also make a very rough estimation from the experience that in a CH 4 plasma the main neutral constituents are CH 4 ( 90%) and H 2 ( 10%) and that the reaction products like radicals and C 2 -molecules may appear in a fractional percent range ( 0.1%).
According to the principle of maximum entropy these point estimates can be coded into exponential prior. In our model there is, however, a further crucial information that both cracking coefficients and concentrations are normalized and confined in the interval 0 1 . This can be employed to determine the implied variance θ V of the model parameters. θ V allows forming the more informative Gaussian prior which has a maximum in the allowed parameter range. The use of Gaussian instead of exponential prior is vital for treating problems associated with a large number of unknown parameters, since the posterior obtained using this prior gives a solution even if the number of data is smaller than the number of unknowns or even in the case of no data.
The exponential prior of the true, unknown parameter θ in terms of the tabulated value θ 0 reads
where Z 1 e λ µ λ is the normalization factor. λ depends on the point estimate θ 0 and can be determined from the requirement θ θ 0 . The implied variance θ V to the parameter θ is given by
The second moment θ 2 on the support of 0 1 can be easily obtained over the second derivative of Z´λµ as
The Gaussian prior with the variance θ V generally appears to be rigid. The point estimates therefore should be chosen with care, especially for the CP of radicals.
To make our analysis more reliable, calibration measurements d £ i for the stable species 
where M is the total number of mass channels. This is again a Gaussian with the variance s £2 mi . We determine the mode c 0 i subject to the condition that the components of c i sum up to one. The functional ψ to be minimized is then
yielding the decoupled equations
These lead to the solution
to form the Gaussian
We introduce the parameter vector θ θ θ which includes all non-zero cracking coefficients and concentrations. The global prior probability on θ θ θ is then given by
The restriction 0 θ k 1 forces the corresponding normalization
which was determined numerically.
EVIDENCE INTEGRAL: GAUSS APPROXIMATION
Using the prior and the likelihood determined above the integral T in Eq. (3) can be written as
with φ´θ θ θµ 
where H ∇∇ T φ´θ θ θµ is the Hessian matrix. Note that the gradient of φ vanishes at the mode. The Gauss-approximated integral T G is then written as
This integral can be performed analytically. We obtain
The determinant of the high-dimensional Hessian was calculated by Cholesky decomposition. [9] For the determination of the θ θ θ m we require the vanishing gradient from Eq (17) ∇φ´θ θ θµ ∇φ θ θ θ θ θ θ n ·H θ θ θ θ θ θ n´θ θ θ θ θ θ n µ 0
at an arbitrary point θ θ θ θ θ θ n . θ θ θ m then can be assigned iteratively using
θ θ θ m , in addition, has to meet the normalization condition ∑ i c i j 1. This was considered through the Gaussian
which was added in φ´θ θ θµ. We allowed a tolerance of 1% (ρ 0 01). Note that this condition is merely used to find the mode and should not affect the integral T G .
It is important to point out that the integration limit of the analytical solution in Eq. (19) was´ ∞ ∞µ, while our parameter space is limited to 0 1 . A correction can 
The calculated evidences are shown in Fig. 1a along with those computed by TDI, which is described elsewhere in detail. [3] The number of radicals in the x-axis corresponds to different models considered. The agreement between two methods (filled symbols) is excellent for all models, even in terms of the absolute scale. This is a very remarkable result in view of the strongly varying computation time of minutes for the Gaussian approximation and days for TDI. Both methods also agree in the choice of the best model which involves two radicals CH 3 and C 2 H 5 . The uncorrected evidences clearly deviate from those of MCMC, indicating that our posterior significantly stretches out of the allowed parameter space. It is also shown that the correction factor becomes larger the more complicated models are. The evidences without correction for finite integration supports would have chosen the model 4 as the best one.
