Certain types of topological superconductors and superfluids are known to host protected Majorana zero modes in cores of Abrikosov vortices. When such vortices are arranged in a dense periodic lattice one expects zero modes from neighboring vortices to hybridize and form dispersing bands. Understanding the structure of these bands is essential for the schemes that aim to employ the zero modes in quantum computation applications and in studies of their strongly interacting phases. We investigate here the band formation phenomenon in two concrete models, describing a two dimensional px + ipy superconductor and a superconducting surface of a three-dimensional strong topological insulator (Fu-Kane model), using a combination of analytical and numerical techniques. We find that the physics of the Majorana bands is well described by tight binding models of Majorana fermions coupled to a static Z2 gauge field with a non-trivial gauge flux through each plaquette, in accord with expectations based on very general arguments. In the case of the Fu-Kane model we also find that, irrespective of the lattice geometry, the Majorana band becomes completely flat at the so called neutrality point (chemical potential coincident with the Dirac point) where the model exhibits an extra chiral symmetry. In this limit the low energy physics will be dominated by four-fermion interaction terms which are permitted by symmetries and may arise from the Coulomb interaction between the constituent electron degrees of freedom.
I. INTRODUCTION
Topological superconductors attract our attention in part because they often host unpaired Majorana zero modes [1] [2] [3] [4] [5] [6] [7] . These in turn exhibit a number of intriguing physical properties, including a possibility to encode quantum information in a way that is robust to environmental decoherence [8] as well as to perform a limited set of quantum gates that are topologically protected [9] [10] [11] . Thus far experimental evidence for Majorana zero modes (MZMs) exists in quasi one-dimensional systems including semiconductor quantum wires [12] [13] [14] [15] [16] [17] [18] and wires composed of magnetic adatoms on a superconducting surface [19, 20] . 2D heterostructures made of strong topological insulators (STI) and conventional superconductors (SC) are beginning to also show promise [21] [22] [23] [24] [25] [26] [27] [28] [29] . The latter systems are predicted to host unpaired MZMs in cores of Abrikosov vortices [30] and the quantum information stored in the zero mode subspace can be manipulated by performing adiabatic exchanges -"braiding"-of the individual vortices. How exactly one performs such braiding operations, initializes the system and reads out the resulting quantum state remains largely an open question but is one of considerable interest.
A necessary first step towards the long term goal of storing and manipulating quantum information in the Hilbert space spanned by MZMs bound to vortex cores is to understand and characterize these systems from the point of view of their electronic structure. With this goal in mind we investigate here the electronic structure of topological superconductors in the presence of Abrikosov vortex lattices, paying particular attention to the fate of the MZMs associated with individual vortices. Specifically, we study two different models of electrons in a 2D topological superconductor in the presence of a periodic vortex lattice. One describes a 2D spin polarized p x +ip y superconductor and the other a SC surface of a 3D STI, also known as the Fu-Kane model [30] . Although not explicitly studied here, we expect our results to apply to other realizations of 2D topological superconductors, such as those predicted to occur in heterostructures combining spin-orbit coupled semiconductors, ferromagnetic insulators and ordinary superconductors [31, 32] . Because of the interplay between the orbital effects of the applied magnetic field B that is necessary to establish the vortex lattice and the spatially varying phase field θ(r) of the SC order parameter this turns out to be a problem of considerable subtlety and complexity. A variant of this problem in the p x + ip y superconductor and an s-wave SC with Rashba spin-orbit coupling, but neglecting the applied magnetic field, has been studied in recent works [33] [34] [35] . It is however well known [36, 37] that the vortex lattice is thermodynamically unstable in the absence of B. (It is analogous to a system of charged particles without an appropriate neutralizing background.)
To understand the electronic structure of a physical vortex lattice the magnetic field must be properly included. We do this here using a technique of the singular gauge transformation [38] first developed in the context of high-T c cuprate superconductors with d-wave symmetry and subsequently applied to both s-and p-wave superconductors [39] . The chief advantage of this technique is that it treats the magnetic field B and the SC phase field θ(r) on an equal footing. Indeed we find results for low-energy Majorana modes that differ in several important aspects from the results of Refs. [33] [34] [35] obtained while neglecting the B field. Most notably the flat Majorana bands predicted in Ref. [33] and the strong band structure anisotropies seen in Ref. [35] are not present in the full solution of the problem. We conclude that mag-netic field must be included in any calculation that aims to correctly capture the physics of Majorana zero modes in a realistic, thermodynamically stable vortex lattice. We note that semiclassical treatment of a p x + ip y superconductor has recently been carried out (including the B field) [40] and showed results consistent with our fully quantum mechanical calculations.
Our main results can be summarized as follows. Denoting a Majorana zero mode operator associated with a vortex core positioned at R j by γ j we find that in the presence of the vortex lattice the physics of these modes is well described by a tight binding model of the form
Heret ij = t ij s ij can be decoposed into a real symmetric matrix t ij representing the hopping strength while s ij = e iφij = ±i are Z 2 gauge factors. The imaginary unity present in the latter is dictated by the Majorana commutation relations
and the requirement that H kin be hermitian. The sign ambiguity in s ij arises from the fact that one can perform a local Z 2 gauge transformation γ j → −γ j without affecting the zero mode commutation algebra (2) . A product of s ij factors along a closed path, however, represents a Z 2 gauge flux that is gauge invariant, and therefore in principle observable. It is fixed by the microscopic Hamiltonian and can be thought of as analogous to the magnetic flux expressed through Peierls factors in lattice models of charged particles. Our main finding is that for the MZMs in the vortex lattice the Z 2 gauge flux through a general polygon formed by n vortices is given by the Grosfeld-Stern rule [41] polygon
previously derived for MZMs in the Moore-Read fractional quantum Hall state [42] , whose effective theory is analogous to the spin polarized p x + ip y superconductor. Eq. (3) indicates a non-zero Z 2 gauge flux π 2 and π through an elementary triangular and square plaquette, respectively, of the Majorana lattice. This in turn implies that the gapped phases of the Hamiltonian (1) are typically topologically non-trivial with the occupied bands characterized by a non-zero Chern number.
We note that the Majorana tight-binding model Eq. (1) has been previously derived [43, 44] for vortex lattices present in the Kitaev spin model on the honeycomb lattice [45] . It has been conjectured in these works that similar results should apply to other systems supporting localized Majorana mode arrays, but this conjecture has not yet been verified. Our work shows that the tightbinding model Eq. (1) with the Z 2 gauge structure (3) does apply to Abrikosov lattices in p-wave superconductors and the SC surfaces of topological insulators.
When the applied magnetic field is well below the upper critical field H c2 we furthermore find that the hopping amplitudes t ij are significant only between the first and second nearest neighbors (nn). More generally, t ij preserve all vortex lattice symmetries and exhibit an exponential decay ∼ e −dij /ξ with the distance d ij = |R i − R j | and ξ the SC coherence length, superimposed on the RKKY-type oscillation with a period close to the Fermi momentum k F of the underlying normal metal. As already mentioned we find no sign of flat bands resulting from a subset of vanishing t ij predicted in Ref. [33] or anisotropies that break the underlying vortex lattice symmetry predicted in Ref. [35] . These effects appear to be artifacts introduced by an approximation that neglects the magnetic field B. They may be present in small clusters of vortices if such can be stabilized in the absence of B but are not characteristic of a physical vortex lattice that retains its stability in the thermodynamic limit.
The results described above pertain to both the p x +ip y superconductor and the Fu-Kane model. The latter shows an additional interesting feature when tuned to the neutrality point, reached when the chemical potential µ of the STI coincides with the Dirac point of the surface state. As noted previously [46] [47] [48] , the model then exhibits an additional "chiral" symmetry which changes the topological classification of its zero modes from Z 2 to Z. Physically, this means that in the Fu-Kane model at neutrality MZM hybridization is prohibited and the Majorana band must remain flat irrespective of the geometry of the vortex lattice. We confirm by explicit numerical calculation that this is indeed the case. We also find that when slightly detuned from neutrality MZMs form a weakly dispersive band with a narrow bandwidth proportional to the chemical potential µ measured relative to the Dirac point. The Majorana flat band obtained by tuning a single parameter constitutes an interesting system because, just like in the fractional quantum Hall liquids [49, 50] , the kinetic energy of the particles becomes quenched and the nature of the ground state is determined by interactions or disorder effects. If the sample is sufficiently clean so that disorder can be neglected and when interactions are present the system is inherently strongly correlated. Some consequences of these strong interactions in various 1D and 2D vortex lattice geometries have been explored in recent studies [51] [52] [53] [54] [55] [56] . Effects of disorder on the Majorana tight-binding model Eq. (1) have also been studied by several groups and interesting disorder-induced phases have been found [57] [58] [59] [60] [61] .
II. MAJORANA ZERO MODES IN VORTEX LATTICES
Majorana zero modes associated with the individual vortices in p x + ip y superconductor and the FuKane model have been amply discussed in the literature [7, 33, 47, 48] . In this section we give a brief overview of some key results and then focus on the effect of the applied magnetic field on the collective behavior of the zero modes in such lattices. Using approximate analytical techniques we show how the low-energy Hamiltonian (1) [9] . The system is described by a second quantized Hamiltonian
where c † r is a spinless fermion creation operator. The Bogoliubov-de Gennes (BdG) Hamiltonian has the form
whereĥ = p 2 /2m − µ is the kinetic energy operator and
F {∆(r), ∂ x + i∂ y } is the p x + ip y pairing operator with ∆(r) the SC gap function. It respects the particlehole symmetry generated by Ξ = τ x K where τ are Pauli matrices in the Nambu space and K denotes complex conjugation (Ξ 2 = 1). In addition it is invariant under the global U(1) transformation H → e We are interested in the solutions of the BdG equation
in the presence of vortices in the SC order parameter ∆(r) = |∆(r)|e iθ(r) with θ(r) is the SC phase. In the presence of singly quantized vortices located at spatial positions {R j } we may write
In addition ∆(r) vanishes at the center of each vortex and can be well approximated [37] as ∆(r) ∆ 0 j tanh (|r − R j |/ξ). When the vortices are well separated so that the smallest distance d ξ then we may look for the low energy solutions of the BdG equation (6) separately in the vicinity of each vortex. To this end we approximate the phase field near vortex j as
where
is the phase contributed by all other vortices in the system. Since by definition this contribution varies slowly near R j it is permissible to approximate it by a constant. For future reference we also note that in view of Eq. (7) we can write
if we define θ(R j ) as being evaluated slightly to the right of the actual vortex position R j , thus avoiding the singularity at the vortex center. For a vortex j the zero mode BdG wavefunction can thus be written as [47] Φ j (r j ) = f (r j ) e i(ϕj +Θj /2−π/4)
where r j = r − R j and
The quasiparticle operator γ j = d 2 rΦ j (r j ) †Ψ r associated with the zero mode has the property γ † j = γ j and is therefore Majorana. At this level of approximation each vortex contains a single Majorana mode. These modes have zero energy, obey canonical commutation relations (2) , and are separated from the rest of the spectrum by a minigap ∆ M ∆ 2 0 /E F . Under adiabatic exchange vortices exhibit non-Abelian exchange statistics characteristic of the Ising anyons [9, 10] .
To understand the electronic structure of the zero modes beyond the independent vortex approximation we must consider non-vanishing overlaps between their wavefunctions (10) . To leading order the resulting lowenergy Hamiltonian takes the form of Eq. (1) with
Refs. [47, 48] studied these overlap amplitudes between two vortices in various limits and found characteristic oscillatory RKKY-type behavior with an exponential decay as can be expected on the basis of Eq. (11). Biswas [33] , in addition pointed out a specific dependence on phase angles Θ j of the form
This follows directly from the spinor structure displayed in Eq. (10) and has important consequences for the collective behavior of MZMs in situations with many vortices, such as in the Abrikosov lattice.
B. Fu-Kane model
Fu-Kane model describes a SC surface of a 3D STI and is defined by the second quantized Hamiltonian (4) with a BdG Hamiltonian of the form
where σ are Pauli matrices acting in the physical spin space,ĥ = vp · σ − µ and∆ = diag(∆(r), ∆(r)). The Hamiltonian acts on a four-component spinorΨ r = (c ↑r , c ↓r , c † ↓r , −c † ↑r ) T in the combined spin and Nambu space. It respects the particle-hole symmetry generated by Ξ = τ y σ y K (Ξ 2 = 1) as well as the global U(1) symmetry defined below Eq. (5).
The Hamiltonian (14) is known to support unpaired Majorana zero modes in singly quantized vortices and antivortices [30] . Their general properties have been explored in Ref. [48] . Here we focus on the regime close to the neutrality point µ = 0 where H FK exhibits an extra chiral symmetry generated by Π = τ z σ z . As a result the structure of MZMs becomes particularly simple,
The chiral symmetry has an important consequence that the overlap amplitudest ij between distinct MZMs exactly vanish at the neutrality point [46, 48] . When the symmetry is weakly broken by a small non-zero µ then the overlap becomes [51] 
with
C. Inclusion of the magnetic field
For the models discussed above to describe realistic vortex lattices magnetic field B must be included in the theory. This is achieved by performing the minimal substitution p → p− e c A in Hamiltonians (5) and (14) where A is the vector potential such that B = ∇×A. Inclusion of the magnetic field preserves the discrete symmetries listed above but promotes the global U(1) symmetry to a gauge symmetry. Specifically, under the transformation
z χ(r) the Hamiltonians remain invariant provided that we transform the order parameter phase and the vector potential according to
Here χ(r) is an arbitrary smooth function. It is now important to note that while the overlap amplitudes (13) and (16) are properly invariant under the global U(1) symmetry, as written they are not invariant under the gauge transformation (17) . Ref. [51] suggested that in the presence of the magnetic field the phase difference 1 2 (Θ i −Θ j ) be replaced by its gauge invariant counterpart
where the integral is taken along the straight line between R i and R j . In the remainder of this Section we shall justify this replacement in greater detail and we also evaluate the gauge invariant factors ω ij in some specific situations of interest.
In solving this problem we follow the classic procedure originally developed by Peierls [64] to include the magnetic field in the tight binding model for electrons moving in the ionic lattice. It relies on a key assumption that the applied magnetic field is sufficiently weak so that the vector potential A(r) can be replaced by a constant A(R j ) for the purposes of obtaining the individual zero mode bound state Φ j (r). Such a constant vector potential can then be removed from the kinetic energy term in Eqs. (5) and (14) by the gauge transformation (17) if χ(r) is chosen such that
In this gauge the zero mode is an eigenstate of the same Hamiltonian as in the absence of B except the SC phase is now given byθ
As before, near vortex j we can separate the slowly varying part of the phase field and approximate it as
The zero mode eigenstates are thus given, in this approximation, by Eqs. (10) and (15) with Θ j replaced byΘ j . The overlap integralst ij in the presence of the magnetic field can be computed using Eqs. (13) and (16) with the same replacement for Θ j .
An important subtle point here is that Eq. (19) defines χ j (r) only up to an additive constant. The overlap amplitudest ij will have an invariant meaning only if this constant is chosen to be the same for all j because then it drops out of all differencesΘ i −Θ j . This condition is conveniently implemented by making use of Eq. (18) in which the integrand is manifestly gauge invariant, corresponding to a consistent choice of the additive constant. Specifically, we conclude that in the presence of magnetic field Eq. (16) is replaced bȳ
with the gauge invariant phase difference defined in Eq. (18) . The integral itself is path dependent but, as argued by Peierls [64] , the straight line choice is most physical because for exponentially localized orbitals the actual tunneling path is predominantly along the straight line where the overlap wavefunction amplitude is maximal. The standard Peierls substitution based on this reasoning is known to provide an accurate description of itinerant electrons moving in ionic lattices subject to magnetic fields. We will demonstrate below, using extensive numerical simulations, that its generalization (18) to Majorana fermions in vortex lattices likewise provides a description that is both qualitatively and quantitatively accurate.
D. Computation of the phase factors and the Z2 gauge structure
According to the previous subsection in the presence of the magnetic field the overlap integrals defined by Eqs. (10) and (15) are to be calculated replacing
by ω ij defined by Eq. (18) . While the amplitude oft ij depends strongly on various parameters of the model as well as on the distance d between the vortices, the Z 2 gauge factors, which we define as
are universal in that they depend only on the vortex lattice geometry. In the following we outline the general procedure for the evaluation of these gauge factors and we also find them explicitly for some simple lattice geometries.
We are mostly interested in physical situations when the SC forms a thin quasi-2D layer. In this case the effective penetration depth is given by the Pearl length λ eff = 2λ 2 L /h where λ L is the bulk penetration depth and h the thickness of the SC film. In most cases we expect λ L h making λ eff very large. This in turn means that the magnetic field can be taken as essentially constant in space whenever d λ eff .
To calculate the phase factors ω ij defined in Eq. (18) it is useful to denote the integrand
and recall that
where Φ * 0 = hc/2e is the SC flux quantum. Ω can thus be thought of as a vector potential of a fictitious magnetic field that consists of δ-function π fluxes associated with vortex singularities on top of a neutralizing, almost uniform physical magnetic field contributing flux −π per vortex. This picture will be useful for determining ω ij in vortex lattices with high symmetry. One can evaluate Ω by noting that it is related to the physical supercurrent j s through
where n s represents the superfluid density while e * = 2e and m * are, respectively, the effective charge and mass 
where λ 2 L = mc 2 /4πe * 2 n s is the London penetration depth. For a periodic lattice the equation can be solved by Fourier transforming,
where the sum extends over all reciprocal vectors G of the vortex lattice. From the knowledge of B one can reconstruct Ω via Eq. (25) obtaining
The gauge invariant phase factors ω ij can now be determined by a straightforward integration of Ω(r) in Eq. (18) followed by a numerical evaluation of the reciprocal lattice vector sums. For a regular periodic vortex lattice with high symmetry, such as the triangular lattice depicted in Fig. 1 , it is possible to determine the gauge invariant phase factors ω ij without resorting to detailed calculations. One can argue in two stages. First, consider a closed path C 1 indicated in Fig. 1 . It consists of straight line segments and circular segments. In the following we shall consider the latter to have infinitesimal radii. The integral C1 Ω·dl = (∇×Ω)·dS can be seen to equal −3π/2 as the path encircles two vortices each contributing flux −π plus an area pierced by magnetic flux Φ * 0 /2 contributing +π/2 to the integral. It is also easy to see that the circular segments of the path alone contribute the same amount of flux −3π/2. This shows that the total contribution of the straight line segments must be zero. On symmetry grounds we furthermore expect each straight segment to give the same contribution which must therefore be zero. The same conclusion can be reached by considering another path, such as C 2 , indicating that this result is consistent. We thus arrive at a simple recipe for finding ω ij : straight line segments contribute zero while the circular segments contribute a phase ±α/2 where α is the angular length of the segment and the sign depends on the sense of rotation with the + sign taken for counterclockwise rotation.
Second, we must attend to the branch cuts. To motivate this consider the path 1 → 3 in Fig. 1 . According to the above recipe we have ω 13 = −π/2. However, had we avoided the singularity associated with vortex 3 from below the result would have been +π/2. More generally, taking the opposite path around the vortex can be seen to change ω ij → ω ij ± π. This ambiguity has to do with the fact that ω ij as defined in Eq. (24) has an overall factor of 1 2 in front of the phase gradient which makes sin ω ij nonsingle valued in the presence of vortices. Importantly, this non-single valuedness underlies the Z 2 gauge structure present in the tight binding model (1) . In order to produce a consistent low-energy theory for the MZMs we must specify ω ij in a globally unique fashion. This is achieved by defining branch cuts, emanating one from each vortex, along which Ω varies discontinuously. It is most convenient to choose the branch cuts such that they terminate in a nearby vortex. One such choice of the branch cuts is illustrated by dashed lines in Fig. 1 . Integration paths between points R i and R j chosen so as not to cross any branch cuts then furnish a globally unique definition of ω ij which corresponds to a particular choice of the Z 2 gauge. A different choice of the branch cuts corresponds to a different Z 2 gauge but leaves all physical observables invariant. Factors ±π/2 indicated in Fig. 1 have been obtained according to this prescription and can be seen to obey the Grosfeld-Stern rule Eq. (3). A similar analysis can be performed for the square vortex lattice [51] and leads to the same conclusion.
E. Tight binding dispersions for Majorana bands
We now consider tight binding models for the Majorana zero modes in the triangular and the square vortex lattices. The general Hamiltonian is given in Eq. (1) and the Z 2 gauge choice is indicated in Fig. 2 . Our goal here is do derive the corresponding energy dispersions, assuming nearest neighbor hopping amplitude t for the triangular lattice and both nn and next nn amplitudes t and t for the square lattice. We will then show in the next Section that such tight binding models accurately describe the MZM dispersions obtained from the full numerical solution of the BdG equations describing the p x + ip y superconductor and the Fu-Kane model.
Square lattice
If we denote MZMs associated with the two sublattices A and B as α R and β R then the Hamiltonian can be written as H = H 1 + H 2 with
This can be diagonalized by passing to the Fourier space
where Q has been inserted for convenience. We note that
If we choose 2Q = G where G is a reciprocal lattice vector we may restrict k to one half of the Brillouin zone and regard α † k and α k as regular Dirac fermions defined in the reduced BZ. Different choices of Q correspond to different Z 2 gauges. The resulting spectra are physically equivalent but may be shifted with respect to the center of the BZ. We adjust Q as necessary to match the spectra obtained in numerical simulations discussed below as we do not apriori know which gauge is chosen by the numerical diagonalization.
Choosing Q = (
2 ) allows us to use the natural diamond-shaped "antiferromagnetic" BZ for this purpose. If we define a two-component spinor
T the Hamiltonian takes the form H =
and
The spectrum of excitations
is gapless with a single Dirac point at k = 0 when t = 0 and develops a gap ∆ = 8t otherwise.
Triangular lattice
For the triangular vortex lattice in the Z 2 gauge indicated in Fig. 2(b) the MZM Hamiltonian can be written as H = H 1 + H 2 with
Here a 1 = √ 3x and a 2 =ŷ are the primitive vectors of the sublattice A of the triangular vortex lattice and we take the distance between the nn A vortices as our unit of length. Fourier transforming according to Eq. (31) with the choice Q = (0, 0) leads to the Bloch Hamiltonian of the form indicated in Eq. (32) with
The spectrum has the form of Eq. (34) and is fully gapped for the triangular lattice. The smallest excitation energy 4t attains at the Γ point while the maximum 4 √ 3t occurs along the line between Γ and M points of the Brillouin zone.
III. NUMERICAL SOLUTIONS OF THE BDG PROBLEM WITH VORTICES
Our objective in this Section is to find numerical solutions of the full BdG equation (6) in the presence of a vortex lattice (and the accompanying magnetic field B). We do this for both the continuum and the lattice formulations of a model p x + ip y superconductor as well as the Fu-Kane model. We use these numerical solutions to ascertain the validity of the low-energy effective theories for the Majorana fermions derived in Sec. II and to relate the parameters that enter these theories to the physical parameters characterizing the microscopic models.
A. Continuum formulation
Here we wish to solve the BdG equation (6) for Hamiltonians (5) and (14) defined in the continuum. The vortex lattice is encoded in the SC phase field θ(r) as described in Eq. (7) and the magnetic field is included through the minimal substitution. The key difficulty in solving the BdG equation under these conditions lies in the fact that although we expect the physical observables to exhibit periodicity of the underlying vortex lattice the Hamiltonian itself is not periodic. As noted originally in Refs. [38, 39] this difficulty can be circumvented by performing a singular gauge transformation
where θ A (r) and θ B (r) are two functions satisfying
and are chosen such that U (r) defined above is singlevalued. In practice this is achieved by partitioning vortices into two sublattices A and B and assigning the contribution from sublattice A to θ A (r) and sublattice B to θ B (r). The transformed HamiltonianH is then periodic and single valued [38, 39] and can be analyzed using the standard band structure techniques.
px + ipy superconductor
For the p x +ip y SC the transformed Hamiltonian reads
where∆ ± =∆ x ± i∆ y and
Furthermore, quantities
are related to the physical superfluid velocity v s = v A s + v B s and are gauge invariant as well as periodic in real space. One can, at least in principle, solve the eigenvalue problem defined byH by exploiting the Bloch theorem and going to the momentum space. Here, following Read and Green [9] , we consider a slightly simpler problem that follows from sending m → ∞ in Hamiltonian (40) . As argued in Ref. [9] one expects this limit to show the same qualitative behavior as the full model: the system is in the topological phase with unpaired MZMs in vortex cores in the "weak pairing" phase that obtains when µ > 0 and is in the trivial "strong pairing" phase otherwise.
With the above considerations in mind we model vortex core as a small circular region tuned to the trivial phase by locally setting µ large and negative. The MZM can then be pictured as a chiral edge state at the boundary between the topological bulk and the trivial core region. This treatment of the vortex core also circumvents a difficulty that is known to arise in numerical solutions of problems with Dirac Hamiltonians in continuum. As first noted in Ref. [39] and later elaborated in Ref. [65] eigenstates of the Dirac Hamiltonian tend to diverge as ∼ 1/ √ r in the vicinity of the vortex core resulting an an overcomplete basis of states. (Note that this behavior is characteristic of the m → ∞ approximation.) To treat this problem one must regularize the theory in some fashion at short distances. Modeling the core as a trivial strong pairing region represents one possible way to regularize by suppressing the wavefunctions at the core center. In the next subsection we will discuss the lattice formulation of the model which provides another natural regularization scheme. Importantly, we shall see that the low energy properties of the system (i.e. the effective theory for the MZMs) are independent of the details of the regularization scheme.
The problem we solve numerically is therefore defined by the Hamiltoniañ
where∆ is given in Eq. (40) . The superfluid velocities v µ s that enter the gap function can be determined by a procedure analogous to that leading to Eq. (29) above (see also Appendix B in Ref. [39] for a more detailed description). The chemical potential is taken as
with the second term representing the vortex cores, as discussed above. The specific Gaussian form is not important (any functional form peaked at r = R j would work) but is convenient for the numerics because it has a simple Fourier transform. With these preparations we can now employ the Bloch theorem, Fourier transform the Hamiltonian (42) as described e.g. in Ref. [38] , and find its energy eigenvalues for each crystal momentum k in the first Brillouin zone by a straightforward numerical diagonalization. Because the spectrum of the continuum Hamiltonian (43) is unbounded we have to impose a high energy cutoff Λ to render the Bloch matrix finite. Λ must be chosen sufficiently large so that the low-energy spectrum no longer depends on it. Typical results for the square vortex lattice are displayed in Fig. 3 . In the absence of vortices the spectrum shows a gap µ 0 . When vortices are present states appear inside the gap. These are the expected vortex core bound states broadened into bands by intervortex hybridization. The pair of bands closest to zero energy are formed of MZMs. We checked that these bands become flat and approach zero energy in the limit of a dilute vortex lattice a ξ. Their dispersion shows an excellent agreement with the tight binding model for MZMs Eq.
(1) with the Z 2 gauge factors given by the Grosfeld-Stern rule Eq. (3).
Fu-Kane model
After the singular gauge transformation (37) the FuKane Hamiltonian (14) takes the form
where the v µ s velocities are given by Eq. (41) as before. Once again, the transformed Hamiltonian is periodic and single valued. Unlike the Hamiltonian for the p x + ip y SC which has two distinct phases depending on the sign of µ the Fu-Kane Hamiltonian remains in the same (topological) phase for all values of µ when ∆ 0 is non-zero. In order to regularize the wavefunction behavior in the vortex cores we thus introduce a small modificationH FK →H FK + δH m to the Hamiltonian (44), making the core magnetic using
As before we take m(r) to be large in the vortex cores and zero outside; specifically
and identify ξ = v/π∆ 0 with the SC coherence length. Magnetic order breaks the time reversal symmetry of the TI surface state and is known to gap out the protected gapless states. The MZMs then can be viewed as edge states living on the boundary between the predominantly magnetic core region and the SC bulk. It is, however, important to emphasize that without the longranged phase structure due to vortices encoded in the v µ s factors the perturbation (45) by itself would not produce MZMs as the edge modes would exhibit a large finite size gap ∼ v/ξ ∼ ∆ 0 . It is the phase structure that is instrumental for the emergence of MZMs whereas m z (r) serves merely to regularize the continuum theory at short distances. In the next subsection we will see that the same MZM structures arise from a theory regularized on the lattice where there is no need to include the magnetic order.
With this preparation it is now straightforward to numerically diagonalize the Bloch HamiltonianH We conclude this subsection by noting the qualitative and quantitative similarity between the MZM bands found in the p x + ip y SC and the Fu-Kane model. Indeed this is not surprising in view of the expectation that they be described by the same minimal tight binding model with static Z 2 gauge structure described in Sec. II. The one distinguishing feature of the Fu-Kane mode -the flat MZM bands expected at µ = 0 due to the extra chiral symmetry -is not apparent in the continuum formulation. This is because the δH m term introduced to regularize the continuum model breaks the chiral symmetry (even at µ = 0). We were unable to find a symmetry preserving regulator that would work for this purpose in the continuum model. We shall see however that the lattice model considered next preserves the chiral symmetry and indeed exhibits the expected flat bands at zero energy.
B. Lattice formulation
Although technically somewhat more complicated the lattice formulation of the problem has a distinct advantage of providing a natural short distance cutoff for the electron wavefunctions in vortex cores. Artificial regulators that were necessary in the continuum theory are thus not needed. The lattice formulation of the p x + ip y superconductor with vortices has been discussed in Ref. [39] although Majorana bands have not been studied in detail. Here we briefly review the lattice construction and examine the Majorana bands. This we follow by a similar discussion for the Fu-Kane model whose lattice formulation has not been previously discussed.
px + ipy superconductor
The problem is defined by the Hamiltonian (4,5) with the fermion creation operators now residing on sites of a lattice which we take to be square and of unit spacing. The kinetic and pairing operators are given by [39] 
From now on, we will set the hopping amplitude τ to unity and measure all energies in units of τ . Also,ŝ δ denotes the shift operatorŝ δ u(r) = u(r + δ), where δ represents a nn vector. For the p x + ip y superconductor the operatorη δ is defined aŝ
After the singular gauge transformation (37) we obtain the Hamiltoniañ
with the phase factors defined as and
The phase factors are easily evaluated using the method discussed in Sec. II.D (see also Appendix B in Ref. [39] for details).
The Hamiltonian (50) now has the periodicity of the vortex lattice (with two vortices per unit cell) and can be diagonalized in momentum space using standard band structure techniques. Fig. 6(a) shows the band structure obtained for the square vortex lattice. It exhibits the expected Majorana band close to zero energy as well as nearly flat Landau level bands at energies high compared to the SC gap amplitude ∆ 0 , in complete agreement with results of Ref. [39] . Panel (b) of the figure focuses on the Majorana band which is, once again, very well described by the tight-binding dispersion (34) . From these results we may easily extract the dependence of the tunneling amplitudes t and t that enter the effective tight-binding Majorana model on various microscopic parameters of the underlying BdG theory as well as the vortex lattice geometry. We do this by fitting the numerically calculated MZM bands to the tight binding dispersion (34) . As an example Fig. 7 displays the dependence of (t, t ) on the Fermi energy ε F with ∆ 0 , τ and vortex spacing held fixed. We note that in view of Eq. (34) the Majorana band structure is not sensitive to the sign of the amplitudes t and t . We may plausibly surmise that the nodes apparent in Fig. 7 represent sign changes in the amplitudes which fixes them up to an overall sign. The overall sign could be potentially determined from the structure of the corresponding wavefunctions but we do not pursue this issue here since we do not believe the sign is an easily measurable quantity.
We can compare these with the analytical expressions derived in Refs. [47, 48] . Specifically, we plot
which corresponds to Eq. (31) of Ref. [48] , valid in the weak coupling limit ∆ 0 ε F with ε F referenced to the bottom of the band. Here R denotes the distance between the vortices, k F is the Fermi momentum and ξ = v F /π∆ 0 is the BCS coherence length. The above expression accurately captures the period and the phase of oscillations in both t and t but does not describe the amplitude particularly well. We tried other, more complicated expressions derived in Ref. [48] , but they do not significantly improve the agreement. We instead find that the data is well described by a simple phenomenological expression
Here k = k 2 F − (∆ 0 /v F ) 2 while A and b are dimensionless constants, and a similar expression for t with parameters A and b . Because the MZM wavefunctions decay exponentially with the characteristic lengthscale ξ the amplitude implied by the expression (52) makes good intuitive sense. Our results suggest that the interplay between MZM wavefunctions in the vortex lattice is possibly quite intricate and cannot be fully captured by the perturbative treatment of two distant vortices carried out in Refs. [47, 48] .
Fu-Kane model
The implementation of the Fu-Kane model on the lattice is more involved owing to the Nielsen-Ninomyia theorem [66] , which states that it is impossible, as a matter of principle, to construct a T -invariant 2D lattice Hamiltonian with an odd number of Dirac fermions in the lowenergy spectrum. It is therefore impossible to write a 2D lattice model that would faithfully describe a single surface of a TI. Studying the full 3D problem (including the STI bulk) would provide the desired outcome but this would be computationally very costly. We also note that magnetic field of several Tesla, sufficient to produce the vortex lattice, has negligible effect on the gapped bulk of the STI. This is because the relevant cyclotron frequency as well as the Zeemann energy are much smaller than the bandgap (which is ∼ 300 meV in Bi 2 Se 3 family of materials). There is, therefore, nothing interesting to learn by performing a full 3D calculation. The problem of doped STI, where the bulk itself can become superconducting, has been studied with some interesting results [67, 68] .
To circumvent the above problem we employ the idea introduced in Ref. [69] and construct a lattice model describing instead a pair of parallel TI surfaces, such as those terminating a slab. Because a pair of TI surfaces has in general an even number of Dirac fermions the theorem [66] no longer presents an obstruction. Ref. [69] showed how to construct a lattice model of this type with low-energy degrees of freedom on two surfaces that are largely decoupled.
The normal state Hamiltonian ("model II" in Ref. [69] ) can be written in the momentum space as
Its diagonal blocks describe the gapless surface states in the two surfaces of a TI and the couplinḡ M k is designed to gap out all the Dirac nodes except those at the origin, k = (0, 0). In the following we set λ = 1 and measure all energies in units of λ. To study the vortex lattice we imagine inducing superconductivity in one of the surfaces by proximity effect. This is described by passing to the BdG formulation using Eq. (14) witĥ
To avoid complications that would arise from the other surface being ungapped we imagine that its surface state has been gapped by a T -breaking perturbation and replace g k → g k + mσ z in the lower diagonal element of Eq. (54) . Since the physical time-reversal is already broken by the applied magnetic field we do not expect this additional T -breaking to have a significant effect on the system, other than removing the unwanted gapless excitations from the second surface. We also emphasize that this is a purely technical device and we do not require such magnetization to be implemented in the experimental realization.
The full momentum-space Hamiltonian we consider thus has the following form
(56) In order to implement the vortex lattice we now pass to the real space and perform the minimal substitution to include the magnetic field. The upper diagonal block of
and a similar expression for the lower diagonal block. Vortices are included by replacing ∆ → ∆e iθ(r) and the magnetic field enters via the Peierls substitution
We note that, importantly, the Peierls phase factors must now be also attached to the shift operators that enter the definition ofη δ because in the Fu-Kane model these appear in the kinetic energy of the system and thus represent single-electron hopping processes. As before, singular gauge transformation (37) renders the Hamiltonian periodic and we can solve it in momentum space using standard band structure techniques. The band structure for a square vortex lattice and a generic Fermi energy ε F is displayed in Fig. 8 . The Majorana band shows a weak dispersion and is, once again, well described by the effective Majorana tight binding model discussed in Sec. II.E. One can extract the tunneling amplitudes t and t ; these are plotted in Fig. 9 . We find that they are reasonably well described by a simple heuristic formula
and a similar expression for t with parameters A and b .
When ε F is tuned to the neutrality point we observe that both t and t vanish which results in a completely flat Majorana band, as expected in the presence of the extra chiral symmetry discussed in Sec. II.B. While the tunneling amplitudes also vanish for certain nonzero values of ε F , these are accidental zeros. Importantly, ε F = 0 is the only value for which t and t (and presumably all other amplitudes) vanish simultaneously. To test that the flat band is indeed protected by the chiral symmetry (and not by some symmetry of the square vortex lattice) we performed simulations for a "deformed" square lattice. It is defined as follows: we keep the unit cell the same but within the unit cell we gradually move the B vortex closer to the A vortex along the diagonal line that connects them. When ε F = 0 the Majorana band remains completely flat for each A-B vortex separation, all the way to the point when the two vortices merge and form a square lattice of doubly quantized vortices. This is illustrated in Fig. 10 . 
IV. CONCLUSIONS
Majorana zero modes bound to vortices in topological superconductors form bands in the presence of a vortex lattice. We have demonstrated that such bands are well described by simple tight binding models Eq. (1) describing short ranged tunneling events between the adjacent sites on the lattice. An interesting feature of these models is the underlying non-trivial Z 2 gauge structure that is mandated by the canonical anticommutation relations for the self-adjoint MZM operators (2) . We found that when the magnetic field necessary for the vortex lattice formation is properly included the Z 2 gauge factors obey the Grosfeld-Stern rule (3), previously derived in the context of MZMs in the Moore-Read fractional quantum Hall state as well as vortex lattices [43, 44] in the Kitaev spin model on the honeycomb lattice [45] . The hopping amplitudes are found to retain the full periodicity of the vortex lattice and do not show any anomalies suggested by previous works that neglect the applied magnetic field [33] [34] [35] .
For periodic vortex lattices, such as the square and the triangular lattice, the resulting low-energy theory is typically gapped and topologically nontrivial. The latter property follows from the non-zero gauge flux implied by the Grosfeld-Stern phase factors. These, in turn, originate from the structure of the individual MZM wavefunctions and their overlap integrals. An intuitive understanding of this structure can be obtained from the fol-lowing simple argument. Because of the self-adjoint property (2) of the MZM operators and their fermionic anticommutation relations the hopping amplitude between two sites is necessarily imaginary. This corresponds to the Z 2 phase ±i. Now the simplest closed path on the lattice involves 3 distinct sites. The total Z 2 phase accumulated along such path is ±i which corresponds to a non-zero enclosed Z 2 flux. It follows that, generically, Majorana fermions defined on a lattice move in the background of a non-vanishing Z 2 gauge flux. In analogy with the Haldane model [70] one then expects the system to exhibit a non-zero Chern number and, in the geometry with open boundaries, protected gapless edge modes. This indeed has been noted in previous theoretical studies [34, 35] .
In the Fu-Kane model an interesting situation arises near the so called neutrality point where an extra chiral symmetry exists. The latter mandates that all hopping amplitudes exactly vanish resulting in the MZM band that is completely flat. This expectation is indeed borne out by our analytical as well as numerical calculations. Such completely flat bands are then highly susceptible to the effects of interactions and disorder. Some of the interaction and disorder effects have been explored in recent works [51] [52] [53] [54] [55] [56] and found various interesting interacting phases of Majorana zero modes in one and two dimensions.
In a homogeneous superconductor the vortex lattice is expected to be perfectly periodic [36, 37] and our results then directly apply. Many clean superconductors indeed exhibit such perfectly periodic vortex lattices. In a disordered superconductor, however, vortex lattice itself may become disordered. Our method for calculating the full electronic structure relies on translational invariance and cannot be directly applied to such disordered vortex lattices. However, our results indicate that the effective Majorana tight-binding model Eq.
(1) provides a good description of the low-energy physics. One thus expects that Majorana degrees of freedom in a disordered vortex lattice will be well described by the same tightbinding model in which the overlap integralst ij acquire a random component. Randomness in this model has been extensively studied [57] [58] [59] [60] [61] and we expect these results to directly transfer to the present problem of vortex lattices with randomness. In addition, in a 2D system individual vortices can undergo thermal or quantum fluctuations around their equilibrium positions. The fate of the energy bands in this situation is an interesting problem which we leave for future study.
Recently, individual vortices have been experimentally observed by scanning tunneling microscopy (STM) in 2D heterostructures combining a topological insulator Bi 2 Te 3 and a conventional superconductor NbSe 2 [28] . Evidence for possible MZMs bound in the cores of such vortices has also been reported [29] . Although these experiments were not performed in the parameter regime where the MZM band formation could be directly observed these developments suggest that the results obtained in the present work can be experimentally tested in the near future.
After this work was submitted for publication we became aware of a preprint [71] that reports results on the band structure of p x + ip y superconductor with vortices in agreement with our results. The preprint also studies in detail the topological phases of the Majorana bands and finds results that support conjectures presented in this section, in addition to many other interesting new results.
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