Abstract. The chemical distance D(x, y) is the length of the shortest open path between two points x and y in an infinite Bernoulli percolation cluster. In this work, we study the asymptotic behaviour of this random metric, and we prove that, for an appropriate norm µ depending on the dimension and the percolation parameter, the probability of the event
Introduction and statement of main results
The matter of this article is the study of the asymptotic length of the shortest open path between two points in an infinite Bernoulli percolation cluster.
Let us first recall the Bernoulli percolation model and its usual notations. Consider the graph whose vertices are the points of Z d , and put a non-oriented edge between each pair {x, y} of points in Z d such that the Euclidean distance between x and y is equal to 1: two such points are called neighbours, and this set of edges is denoted by E d . Set Ω = {0, 1} E d . In the whole paper, the parameter p is supposed to satisfy p ∈ (p c , 1], where p c = p c (d) is the critical probability for bond percolation on Z d .
We denote by P p the product probability (pδ 1 + (1 − p)δ 0 ) ⊗E d on the set Ω. For a point ω in Ω, we say that the edge e ∈ E d is open in the configuration ω if ω(e) = 1, and closed otherwise. The states of the different edges are thus independent under P p .
A path is a sequence γ = (x 1 , e 1 , x 2 , e 2 , . . . , x n , e n , x n+1 ) such that x i and x i+1 are neighbours and e i is the edge between x i and x i+1 . We will also sometimes describe γ only by the vertices it visits γ = (x 1 , x 2 , . . . , x n , x n+1 ) or by its edges γ = (e 1 , e 2 , . . . , e n ). The number n of edges in γ is called the length of γ and is denoted by |γ|. Moreover, we will only consider simple paths for which the visited vertices are all distinct. A path is said to be open in the configuration ω if all its edges are open in ω.
The clusters of a configuration ω are the connected components of the graph induced on Z
d by the open edges in ω. For x in Z d , we denote by C(x) the cluster containing x. In other words, C(x) is the set of points in Z d that are linked to x by an open path. We note x ↔ y to signify that x and y belong to the same cluster. For p > p c , there exists almost surely one and only one infinite cluster. We denote by C ∞ the random set: C ∞ = {k ∈ Z d : |C(k)| = +∞}, which is almost surely connected.
We introduce the chemical distance D(x, y)(ω) between x and y in Z d , depending on the Bernoulli percolation configuration ω:
where the infimum is taken on the set of paths whose extremities are x and y and that are open in the configuration ω. It is of course only defined when x and y are in the same percolation cluster. Otherwise, we set by convention D(x, y) = +∞. The random distance D(x, y) is thus, when it is finite, the minimal number of open edges needed to link x and y in the configuration ω, and is thus larger than x−y 1 , where . 1 is the usual ℓ 1 norm:
Note that the chemical distance D(0, x) on the infinite Bernoulli cluster with parameter p > p c can be seen as the travel time between 0 and x in a first-passage percolation model where the passage times of the edges are independent identically distributed random variables with common distribution pδ 1 + (1 − p)δ +∞ .
Antal and Pisztora [1] have proved that the chemical distance cannot asymptotically be too large when compared with the usual distance . µ(x) / ∈ (1 − ε, 1 + ε)
If we think of the chemical distance as a special travel time in a first-passage percolation model, the good candidate for the norm µ should be the analogous of the directional time-constant functional that appears in first-passage percolation, and it has been determined, in this context, in a previous paper of the authors [7] :
T n,u = µ(u) P p a.s. on the event {0 ↔ ∞}, where (T n,u ) n≥1 is the increasing sequence of positive integers k such that ku ↔ ∞.
It is then natural to study large deviations for this convergence, and to look for exponential decay results analogous to the ones obtained, for instance by Grimmett and Kesten [9] , in first-passage percolation.
The proof of Theorem 1.1 is divided into two parts: the upper large deviations and the lower large deviations, which are respectively dealt with in Sections 3 and 4.
First, in Section 3, we prove an upper large deviations inequality or, more precisely, the following exponential bound for the probability that the chemical distance between two points x and y is abnormally large: Theorem 1.2. For every p > p c (d) and every ε > 0, we have
ln P p (0 ↔ x, D(0, x) ≥ (1 + ε)µ(x)) x 1 < 0.
The proof of this result strongly relies, through an appropriate renormalization argument, on the fact that, when p is sufficiently close to one, the chemical distance looks like the usual distance . 1 :
, the Bernoulli percolation with parameter p satisfies:
We also obtain, as a corollary of this result, the continuity in p = 1 of the map p → µ p , where µ p denotes the norm associated to the chemical distance in the Bernoulli percolation with parameter p:
In Section 4, we prove a lower large deviations inequality or, more precisely, the following exponential bound for the probability that the chemical distance between two points x and y is abnormally small: Theorem 1.5. For every p > p c (d) and every ε > 0, we have
In its main lines, the proof follows the strategy used by Grimmett and Kesten [9] to prove an exponential bound for an analogous quantity concerning first-passage percolation along the first coordinate axis. However, two types of extra difficulties arise in our context: we want to obtain an exponential bound in every direction, not only along the first-coordinate axis, and moreover we want this bound to be uniform with respect to this direction. Thus, we first study in Lemma 4.2 the minimal number of open edges needed to join the origin to hyperplanes with a given direction. Then in Lemma 4.3 we study the minimal number of open edges needed to cross a box oriented along the same direction. All estimates are done uniformly in the direction, and, to conclude the proof of Theorem 1.5, we use a renormalization argument.
Let us discuss briefly the speed -in x 1 -that appears in the previous large deviations inequalities. Let us first look at the lower large deviations. Choose an x ∈ Z d , and then, by the classical FKG inequalities, we obtain:
Thus, the limit
) exists as n goes to infinity, and is strictly negative by Theorem 1.5. Now, two distinct cases can occur:
• Either µ(x) = x 1 . This corresponds to the existence of a flat face in the asymptotic shape and occurs for some x as soon as p > − → p c (d), critical probability for oriented percolation on Z d (see Garet and Marchand [7] ). In this case, because of the inequality D(0, x) ≥ x 1 , the asymptotic speed in the direction of x is as fast as it is permitted by the geometry of the lattice: thus, we have
• Or µ(x) > x 1 . Then for any ε small enough to have (1 − ε)µ(x) > x 1 , we can force a deterministic path with exactly n x 1 edges with extremities 0 and nx to be open, which implies that the chemical distance between 0 and nx is less than (1 − ε)nµ(x):
Thus the speed x 1 in Theorem 1.5 is the good one. Let us now look at the upper large deviations. We cannot here apply the FKG inequalities, but we can still prove that the speed x 1 in Theorem 1.2 is correct. In the same manner as previously, we can force a deterministic path with exactly ⌊n(1+ε) x 1 ⌋+1 edges with extremities 0 and nx to be the only open path between 0 and nx, which implies that the chemical distance between 0 and nx is larger than (1 + ε)nµ(x):
Once again, the speed x 1 in Theorem 1.2 is thus correct. This speed of decay for the upper large deviations also appears in i.i.d. first-passage percolation with a law of passage times F which satisfies
e.g. when F is an exponential law. (The upper bound follows from Grimmett and Kesten [9] . For the lower bound, simply assign a large passage time to each of the 2d bonds surrounding 0, see Chow and Zhang [3] for more details.) This phenomenon is quite different from what is expected of large deviations in first-passage percolation with bounded passage times. Indeed, in the context of first-passage percolation with bounded passage times, building a bad configuration that forces the travel time between 0 and nx to be too large should cost more that c n x 1 . We expect then a speed in x d 1 , see Kesten [10] and also Chow and Zhang [3] . On the other hand, building a configuration that allows the travel time between 0 and nx to be too small should typically still need a cost of order c n x 1 , as it is sufficient to build one "too good" path. Thus the speeds for upper large deviations and lower large deviations in classical first-passage percolation could be different.
Finally, in Section 5, thanks to the uniformity with respect to the direction provided by Theorem 1.1, we will also prove a large deviation inequality for the asymptotic shape of the set B t of points that are at a distance less or equal to t from the origin:
Since p > p c , we can condition the probability measure on the event that the origin O is in an infinite cluster, which has positive probability:
In order to study the convergence of the random set B t /t, we also introduce the Hausdorff distance between two non empty compact subsets of R d :
The Hausdorff distance between two non empty compact subsets A and B of R d is defined by
Note that the equivalence of norms on R d ensures that the topology induced by this Hausdorff distance does not depend on the choice of the norm µ. We can now state the random set version of Theorem 1.1: 
This result improves the following asymptotic shape result that was proved by the authors in [7] : for every p > p c (d),
Let us begin now with the main notations and a reminder of some common useful results in supercritical percolation theory. We also include in the following section a technical lemma to build bases of R d that are adapted to the proof of directional estimates.
Notations and preliminary results
2.1. Norms, balls and spheres. On R d , consider the canonical basis (e 1 , . . . , e d ). For every x ∈ R d , define the three classical following norms:
For i ∈ {1, 2, ∞}, x ∈ R d and r > 0, we define the following balls in Z d :
Recall that
We also consider the norm µ, which is the one giving the asymptotic shape for the chemical distance on the supercritical Bernoulli cluster. We recall the reader that, for x ∈ R d and r > 0, we chose to consider, for the norm µ, balls in
We also introduce µ inf = inf y∈S1 µ(y), which is strictly positive. As µ is invariant under the symmetries of the grid, we get the inequality
Exponential inequalities.
Let us rewrite the result of Antal and Pisztora [1] in an appropriate form to further computations: there exist three strictly positive constants A 1 , B 1 and ρ, depending only on the dimension d and on the percolation parameter p > p c (d), such that
We also recall here some classical results concerning the geometry of the clusters in supercritical percolation. Thanks to Chayes, Chayes, Grimmett, Kesten and Schonmann [2] , we can control the radius of finite clusters: there exist two strictly positive constants A 2 and B 2 such that
We can also control the size of the holes in the infinite cluster: there exist two strictly positive constants A 3 and B 3 such that
When d = 2, this result follows from the large deviation estimates by Durrett and Schonmann [6] . Their methods can easily be transposed when d ≥ 3. Nevertheless, when d ≥ 3, the easiest way to obtain it seems to use Grimmett and Marstrand [8] slab's result. Note that in (2) and in (3), the choice of the norm . ∞ is of course irrelevant thanks to the norm equivalence. 
An event A is said to be non decreasing if its indicator function 1 1 A is non decreasing.
Let us now recall the concept of stochastic domination: we say that a probability measure µ dominates a probability measure ν if f dν ≤ f dµ holds as soon as f in an non decreasing function. We also write ν µ.
In the following, it will often be useful to compare weakly dependent fields with products of Bernoulli probability measures:
This is in fact a particular case, but sufficient for our purposes, of a more general result given in [11] .
2.4. Some consequences of the symmetry properties. Let us introduce some notations. Note
∈ X} is the group of orthogonal transformations that preserve the grid Z d . Consequently, its elements also preserve the norm µ. When studying the chemical distance in a given direction x, we want to find a basis of R d adapted to the studied direction, i.e. made of images of x by elements of O(Z d ). The next technical lemma gives the existence of such a basis, and an extra uniformity property in the direction y:
satisfies:
If moreover, for each n ∈ S 2 , we set (n 1 , n 2 , . . . , n d ) = (n, g 2,n (n), . . . , g d,n (n)), then we have
the only linear map which satisfies
and define L x to be an application A x g1,...,g d which realizes the maximum in the definition of b(x). Let us set
It is easy to see that, for every x ∈ R d , L x satisfies Equation (4) and it only remains to prove that C d > 0.
Clearly, x → b(x) is a continuous map. So, since S 1 is a compact set, it is sufficient to prove that b(x) = 0 for any x ∈ S 1 . Let then x = 0: there exists i 0 such that x i0 = 0. Consider i ∈ {1, . . . , d}; we can find σ ∈ S d with σ(i) = i 0 . Now let h ∈ {−1, +1} d with h(i) = −1 and h(j) = 1 for i = j: then one has Ψ σ,(1,...,1) (x) − Ψ σ,h (x) = 2x i0 e i . It follows that the vector space generated by
Let us prove inequality (5). If we note
then we have
, e i , which is equivalent to say that B = L * n . Equation (4) and the equivalence of norms imply then that
Let us denote by |A | 2 = sup x∈S2 Ax 2 . We have:
It is clear from (6) that |L
it follows that
which concludes the proof of the left-hand side. The right-hand side is obvious.
Upper large deviations: proof of Theorem 1.2
The aim of this section is to prove the upper large deviations estimate, Theorem 1.2, for the chemical distance. First, we prove the exponential inequality for p close to 1 given by Theorem 1.3, then we deduce Corollary 1.4 and finally, via a renormalization argument, we prove the large deviations result for every p > p c .
3.1.
Chemical distance for p close to 1: proof of Theorem 1.3. For this proof, we also consider the * -topology on Z d : two points x, y ∈ Z d are * -neighbours if and only if x − y ∞ = 1. A * -path is a sequence (x 1 , . . . , x n ) such that for every i ∈ {1, . . . , n − 1}, x i and x i+1 are * -neighbours. A set E is * -connected if between any two of its vertices, there exists a * -path using only vertices in E.
Given a configuration ω, say that a point x ∈ Z d is wired if each bond e = (s, t) with s − x ∞ ≤ 1 and t − x ∞ ≤ 1 satisfies ω e = 1. Otherwise, say that x is unwired. The wired points should be considered as the good guys, whereas the unwired points are the bad ones. Note Y x = 1 1 {x is unwired} ; thus x is wired if and only if Y x = 0.
Let us define V (x)(ω) to be the set of points y ∈ Z d such that there exists a * -path of unwired vertices from x to y, which means that there exist n ≥ 0 and x = x 0 , x 1 , . . . , x n = y, with Y xi = 1 for each i ∈ {0, . . . , n} and x i − x i+1 ∞ = 1 for each i ∈ {0, . . . , n−1}. Note that V (x) = ∅ as soon as x is wired. By definition, V (x) is always a * -connected set. For x ∈ Z d , we note
Let us show that when p is large enough, V (x) is almost surely a finite set. For each p ∈ [0, 1], the field (Y x ) x∈Z d is a 2-dependent {0, 1} valued stationary field, with lim p→1 P p (Y 0 = 1) = 1. It follows from Proposition 2.1 that there exists r 1 (p) with
and lim p→1 r 1 (p) = 1. We can thus find p
By a classical counting argument, this ensures that V (x) is P p almost surely a finite set. Suppose for the sequel that p > p
there exists an open path from s to t which only uses vertices in
c has only finitely many * -connected components and exactly one of them is of infinite size. Of course, a path from s to t can meet one or more of these sets. We will prove that for every connected component
c and every open path β from s to t, the path β can be modified to get an open path from s to t which never enters K\V 2 (x).
Suppose that β = (s = x 0 , x 1 , . . . , x n = t) and note i = min{k ≥ 0 : x k ∈ K} and j = max{k ≥ 0 : x k ∈ K}. Clearly i > 0 and j < n. Obviously, {x i , x j } ⊂ ∂ in * (K), where ∂ in * (K) is the set of points x in K such that there exists y ∈ Z d \K with x − y ∞ = 1. By part (ii) of lemma 2.1 in Deuschel and Pisztora [5] , the set ∂ 
We can now come back to the proof of the theorem. Let α > 0. Choose x in Z d and let γ = (0 = x 0 , x 1 , . . . , x n = x) be a fixed path from 0 to x with the minimal possible number of edges n = x 1 . We note
Now suppose that there exists an open path from 0 to x. Let us prove that under this condition, we can find an open path from 0 to x which only uses points in
Let i be the greatest integer in {0, . . . , n} such that there exists an open path from 0 to x i which only uses points in γ ∪ (V + {−2, −1, 0, 1, 2} d ). Note that since 0 ↔ x i and 0 ↔ x, we have x i ↔ x. We want to prove that i = n.
Suppose by contradiction that i < n. The maximality of i implies that x i can not be wired. So V (x i ) ⊃ {x i }, therefore it is not empty, which allows to define j = max{k ∈ {i + 1, . . . , n} : x k ∈ V (x i )}.
• If j = n, then x i and x belong to V (x i ). Since x i ↔ x, it follows from the previous lemma that there exists an open path from x i to x which only uses vertices in V 2 (x i ). Joint with the part of the path γ from 0 to x i , this gives an open path from 0 to x which only uses points that are in
, by the previous lemma we see that there exists an open path from x i to x l using only points of V 2 (x i ), which contradicts again the maximality of i.
Thus under the assumption that 0 and x belong to the same cluster, we have constructed an open path from 0 to x which only uses points in γ∪(V +{−2, −1, 0, 1, 2} d ), and thus is not too far away from the deterministic path γ.
Define the event
{y is unwired} and for every x ∈ Z d , Z x = 1 1 Fx . Since (Z x ) x∈E d is 2-dependent with lim p→1 P p (Z x = 1) = 0, it follows from Proposition 2.1 that there exists r 2 (p) with this path must then contain at least α x 1 points such that Z x = 1, which is unlikely when p is large enough. Let us turn this crude argument into a rigorous proof via a counting argument.
Let Γ be the family of self-avoiding paths from 0 to x. Clearly, if β ∈ Γ,
where r = r 2 (p) and |β| denotes the number of edges in β. Remember that lim p→1 r 2 (p) = 0. We can thus find p (8) (2d − 1)r < 1 and (2d − 1) 1+α r α < 1.
It follows that
} -quantities respectively defined in (7) and (8) 
By the very definition of µ p , the right-hand side is equal to µ p (x). Using moreover the fact that µ p (x) ≥ x 1 , we have proved
By homogeneity and continuity of µ p and . 1 , we obtain the same property for x ∈ Q d , and next for x ∈ R d :
which ends the proof.
3.3.
Upper large deviations: proof of Theorem 1.2. We can now prove the upper large deviations result Theorem 1.2 for the chemical distance for every p > p c .
Step 1: choice of constants. Let p > p c (d) and ε > 0 be fixed. As µ is a norm, it is bounded away from 0 on the compact set S 1 , and we can choose η > 0 small enough to have (9) ∀x ∈ S 1 1 + 3η 2ρ
where ρ has been defined in (1) . Note also
From now on, let us denote by M a fixed integer which is such that
), where C d is the constant given by Lemma 2.2.
. Then, by the previous choice of M , one has
Intuitively,r is a rational direction that approaches the "real" directionx. Note that the result in Theorem 1.2 is uniform in the direction, and the proof of this uniformity wil l use the fact that
Step 2: renormalization. For x ∈ Z d and N ∈ Z + , let us define the following set around N x:
where
We define the related random variable I 
Proof.
• The first assertion easily follows from Borel-Cantelli arguments. At first, it follows from the exponential decay of the radius of finite clusters -see Equation ( 2) -that P p almost surely,
√ N ) ∩ C ∞ is P p almost surely non empty for large N is now a consequence of (3).
• Let us denote by H the smallest element of C ∞ , i.e. the point in C ∞ which is the closest to 0 and among these points if there are several, the one which is the smallest for the lexicographic order on the coordinates. For large N , we have H ∈ B(0, √ N ), so (I [7] that for every ε > 0,
By taking M = |C(0)| when 0 ↔ ∞, we can remove the conditioning and obtain:
Using translation invariance, this implies:
This implies We can now introduce a macroscopical twisted percolation: in order to study the chemical distance in the directionr, we are going to build a large grid, with mesh N M , whose axes are adapted to Mr: the large grid is the image by N L Mr of the grid Z d , where L Mr is given in Lemma 2.2. The macroscopical edge e = {x, y} has macroscopical extremities x and y that correspond in the microscopical graph to the points N L Mr (x) and N L Mr (y); for instance, the macroscopical vertex with coordinates (1, 0, . . . , 0) corresponds to the vertex N Mr in the microscopical lattice. By construction of L Mr , we expect the chemical distance between neighborhoods of the microscopical extremities of any macroscopical edge to have a value of order N M µ(r). If this event occurs, we say that the corresponding macroscopical edge e is open, which happens with high probability: only depends on states of the microscopical edges in the ball B 1 (N L Mr (x), N M (2 + (1 + η)µ(e 1 ))). Note also that, by Lemma 2.2, we have d ∩ S 1 and using the fact that almost sure convergence implies convergence in probability, we end the proof of Lemma 3.3.
Choose now N large enough to be sure that p(N ) given by Lemma 3.3 satisfies
where p ′ (.) is defined in Theorem 1.3 and α has been defined in (10) . For eacĥ r ∈ 1 M Z d ∩ S 1 , we can construct a macroscopical twisted percolation with mesh N M : we say that the edge e ∈ E d is open in the macroscopical twisted percolation associated tor if the event G N,r e occurs, and closed otherwise. This induces a dependent percolation model on the macrocopical edges: all vertices in the macroscopical lattice will be denoted by an overlined letter, the infinite cluster of this macroscopical will be denoted C ∞ , while the chemical distance in this macroscopical lattice will still be denoted by D. The previous lemma compares this locally dependent macroscopical percolation with i.i.d Bernoulli percolation, and the choice we made for N allows us to use the result of Theorem 1.3.
The strategy is now the following: for a large x ∈ Z d , choose ar whose direction is close to the one of x and build the macroscopical twisted percolation associated tor. Use Theorem 1.3 to find a macroscopical path from a point not too far from 0 to a point not too far from x, and whose length is well-controlled. Then come back to the initial microscopical percolation, and verify that the existence of this macroscopical path implies, on the event 0 ↔ x, the existence of an open microscopical path whose length is also well-controlled.
Step 3: Construction of the macroscopical and microscopical paths.
From now on, we suppose, without loss of generality, that x ∈ Z d satisfies (13)
We emphasize that the constants α and N have been defined in (10) and (12) before any choice of x. Then, we associate tox = x/ x 1 an approximater ∈ 1 M Z d ∩ S 1 satisfying Equation (11) .
We build the macroscopical twisted percolation associated tor and denote by
the vector in the coordinates of the macroscopical twisted grid that approximates x, where ⌊t⌋ denotes the integer part of the real number t.
Remember that, thanks to Lemma 2.2, the application L Mr maps e 1 to Mr and satisfies ∀i ∈ {1, . . . , d} µ(L Mr (e i )) = M µ(r) and L Mr (e i ) 1 = M,
For each z ∈ Z d and each r > 0, we define the annulus
and consider the following "good" event of {0, 1} E d in the macroscopical twisted percolation:
Note that for the complementary set of G, we have:
As G is an increasing event, we have by Lemma 3.3:
b∈B1(x,α x 1)
By the choice (12) we made for N , the inequation p(N ) > p c (d) is satisfied, so, by Equation (3),
Moreover, our choice of N in (12) was intended to apply Theorem 1.3: thus, there exist two strictly positive constants A and B such that
Thus we obtain:
where C is a constant depending only on the dimension of the grid Z d .
So, with a probability tending to 1 exponentially fast with x 1 , there exists a path in the macroscopical twisted percolation from a point in A(0, α x 1 ) to a point in A(x, α x 1 ) which uses only edges e such that G N,r e holds and whose length is smaller or equal to (1 + 3α) x 1 . This implies the existence of a microscopical open path from some microscopical vertex S ∈ N L Mr A(0, α x 1 ) + B 1 (0, √ N ) to some microscopical vertex T ∈ N L Mr A(x, α x 1 ) + B 1 (0, √ N ), and whose length, by Lemma 3.3, is smaller than (1 + 3α) x 1 (1 + η)N M µ(r) ≤ (1 + 3α)(1 + η) 2 x 1 µ(x) by the choice ofr in (11) and the definition (14) of x.
Step 4: It remains now to link the extremities S and T of this microscopical path to 0 and x respectively, and to prove that with high probability, these links are very short.
Thanks to the definition of the annuli and to Equations (15) and (13), one has
8 α x 1 . It follows that the distance between S and T is at least
So, by Equation (2), we have
So with a probability tending to 1 exponentially fast with x 1 , S and T belong to the infinite cluster. Now,
The second inequality is due to the choice (9) for η, the third to the result of Antal and Pisztora (1) . We have
and thus, similarly,
where the last inequality follows from the estimate:
Denote byG the event G seen not as an event in the macroscopical twisted percolation, but as a set of configurations of the microscopical percolation. Note that the event
Thus, using Equation (9) for η, and collecting all our previous estimates, we obtain:
, which ends the proof of the Theorem.
Lower large deviations
The aim of this section is to prove the lower large deviations estimate for the chemical distance given by Theorem 1.5. First, we introduce some definitions linked to the convexity of the asymptotic shape B µ (0, 1). Then, in Lemma 4.2, we study the minimal number of open edges needed to reach a given hyperplane at distance r of the origin, and, in Lemma 4.3, the minimal number of open edges needed to cross a parallelepipedic box. Finally, we prove the lower large deviations results. 4.1. Definitions. For each y ∈ R d \{0}, the ball B µ (0, µ(y)) is a convex set, so one can find a vector n y ∈ S 2 such that the linear form φ y defined by
satisfies to φ y (y) ≥ 0 and to
Note that the choice of n y is not necessarily unique. Using the fact that the norms µ and . 2 are homogeneous, it is possible to choose the vector n y in such a way that for each y ∈ R d \{0} and each r > 0, one has n ry = n y . In the following, we associate to every y ∈ R d \{0} a unique n y satisfying these properties. We also introduce the hyperplane H y = ker φ y = (n y ) ⊥ : geometrically speaking, y + H y is a support hyperplane of the convex set B µ (0, µ(y)) at the point y.
For y ∈ R d \{0} and r ∈ R + \{0}, note
-is the open half-space, delimited by the support hyperplane y + H y of B µ (0, µ(y)) at the point y, containing -resp. not containing -the origin.
The aim of the next lemma is to obtain, uniformly in y ∈ S 2 , a bound on the norm of points in the half-plane S • For every r > 0, inf{
Proof. As µ is a norm, it is equivalent to . 2 , so there exists
Now, let z ∈ S ∞ ry : we have z 2 ≥ z, n ry = φ ry (z) > φ ry (ry) = ry, n ry = r y, n y ≥ c d r.
The last point is clear by the norm equivalence.
4.2.
Passage-time from a point to a hyperplane. Choose a direction y ∈ S 2 . Define then for r > 0 b y (r) = inf{D(0, z) : z ∈ S ∞ ry }. This quantity is analogous to the usual passage time between the origin and a hyperplane orthogonal to the first-coordinate axis at distance r of the origin. In this special case, y = (1, 0, . . . , 0), and thanks to the symmetries of the grid, the direction of the support hyperplane of B µ (0, µ(y)) at the point y is orthogonal to y. But in a general direction y, the relevant hyperplane for the growth of the set B t of wet vertices at time t in the direction y is H y , which does not need to be orthogonal to y. As in the paper [4] by Cox and Durrett, we can study this quantity by using the asymptotic shape result given in Garet and Marchand [7] : for every p > p c (d), (17) lim
and obtain the following lemma:
Proof. As we work under P p , we restrict ourselves to the event {0 ↔ ∞}. Let ε > 0. By the asymptotic shape result (17), there P p a.s. exists a random T such that
For every r > 0, for every y ∈ S 2 , there exists a point z Using (18), we obtain, as soon as c Finally, we get: P p a.s., for all r large enough,
4.3.
Crossings of parallelepipedic boxes. We want first to find d directions (y 1 = y, y 2 , . . . , y d ) with y i ∈ S 2 such that the asymptotic time constants are the same along all these directions and such that the directions of the support hyperplanes of B µ in these directions are linearly independent. For y ∈ S 2 , consider the vector n y ∈ S 2 orthogonal to a support hyperplane of B µ in the direction y as defined previously, and the isometries (g ny,2 , . . . , g ny,
given by Equation (5) in Lemma 2.2 and set (n 1 , n 2 , . . . , n d ) = (n y , g ny,2 (n y ), . . . , g ny,d (n y )),
we define boxes adapted to study the travel times in the directions y 1 , y 2 , . . . , y d ; they are analogous to the rectangular boxes introduced to estimate the travel time in the first-coordinate axis in classical first-passage percolation.
We can now define, using the same terminology as in first-passage percolation, the crossing time of the box T (y) (k, α) in the m-th direction:
The next lemma gives a convergence in probability, uniformly in the direction y, of these minimal crossing times of boxes:
where C d is given in Lemma 2.2 and ρ is the constant introduced by Antal and Pisztora -see Equation (1); set τ = ηr.
Choose k ∈ Z d and y ∈ S 2 . We introduce the following partition of Z d into boxes of size τ , which tends to infinity when r goes to infinity, but will still be small when compared to r: for every
, which plays the role of an approximation at a larger scale of ∂ m − T (y) (k, rα), is * -connected and a simple estimation leads to
The partition into boxes with size τ was introduced to obtain this estimate:
| of its approximation with large boxes remains bounded when r goes to infinity.
If R (y) (x) ∩ C ∞ = ∅, then define c(x) as the point in R (y) (x) ∩ C ∞ which is the closest to τ (x+(1/2, . . . , 1/2)) (use the lexicographic order if necessary). Remember that the box R (y) (x) has size τ , which tends to infinity with r, and thus as r goes to infinity, we expect the probability that R (y) (x) ∩ C ∞ = ∅ to go to 1. Now, in the following inequality, we approximate the event {t m (y) (k, rα) ≤ (µ(y)− ε)rα m } by the event in (20), and the three last terms correspond to the difference between them, and are expected to be small.
Let us estimate the three error terms first.
Estimate for (21). Let x ∈ Z d , and let us prove that R (y) (x) contains a ball for the norm . 2 with radius proportional to τ . Let us introduce first the point a x ∈ R d , which represents the center of R (y) (x), such that
But then, using equation (5) in Lemma 2.2, we have
We obtain:
By the choice (19) we made for η, we obtain that
which tends to 0 when r goes to ∞ by Lemma 4.2. Note that this convergence is uniform in k ∈ Z d and y ∈ S 2 .
4.4. Lower large deviations: proof of Theorem 1.5. We essentially follow the main lines of the proof in the classical case by Grimmett and Kesten [9] : A "too short" path should cross "many" boxes in a "too short" time, and by the previous result and a counting argument, this probability can be made exponentially small. The two main difficulties are to deal with geometric problems due to the fact that we want large deviations not only along the coordinate axes, but in all directions and the uniformity we require in this direction.
Step 1: Definition of boxes adapted to direction y. Choose M and N large enough, that will be fixed later.
The final terms satisfy:
Note that the portion γ(i) of γ between v(a(i − 1)) and v(a(i)) has to cross one of the 2d boxes of type − 1) ) from a point in its inside border to a point in its outside border. We are interested in these crossings and the amount of steps they use. But first, by the process of loop-removal described in [9] , remove the double points from Γ = (k(0), . . . , k(τ (γ))), and obtaiñ
where l(a) = k(j a ) and 0 < j 0 < · · · < j σ(γ) ≤ τ (γ). Note that although we can have j σ(γ) < τ (γ), it is always true that k(j σ(γ) ) = k(τ (γ)). By construction,
and this property is preserved by the loop-removal process in the following sense:
Step 3: Coloring of crossings. Consider the portion γ(i) of γ between v(a(i − 1)) and v(a(i)), and define:
. Now, for i ∈ {1, . . . , σ(γ)}, consider the portion γ(j i ) between the two boxes S (y) (k(j i − 1)) and S (y) (k(j i )) and give to the vector l(i) = k(j i ) the color white if (1) ε is small: 0 < ε < min{µ(z) : z ∈ S 2 }, (2) M/N is large: ∀z ∈ S 2 M (µ(z) − 3ε) ≥ (M + N )(µ(z) − 4ε), (3) r is large: ∀z ∈ S 2 rε ≥ (M + 2N )(µ(z) − 4ε).
Then for any y ∈ S 2 , an open path γ, travelling from 0 to S ∞ ry and whose length |γ| is less or equal to r(µ(y) − 5ε), satisfies w(γ) ≥ εσ 2µ(e 1 ) and σ(γ) ≥ r M + N − 1.
Proof. The proof for a fixed y ∈ S 2 is exactly as in [9] . The only difference is the uniformity in y ∈ S 2 , that can be obtained because µ is a norm and is bounded away from 0 and bounded away from infinity on the compact set S 2 .
Note that the event {l(i) is white} in contained in the event We can now prove Theorem 1.6, which follows quite naturally from the uniform estimates in Theorem 1.2 and Theorem 1.5.
Let p > p c (d) and ε > 0. Let us note first that, for every t > 0,
+P p B µ (0, 1) ⊂ B t t + B µ (0, ε) .
Let us now estimate each term separately.
Step 1. In the first term, we estimate the probability that the random set B t grows too fast, which corresponds to the existence of a point x whose distance D(0, x) from the origin is shorter than expected. Thus 
Step 2. In the second term, we estimate two types of discrepancies between B t /t and B µ : on the one hand the probability that the random set B t grows too slowly, which corresponds to the existence of a point x whose distance D(0, x) from the origin is larger than expected and on the other hand, the probability that the random set B t contains abnormally large holes. By definition, contains no point of the infinite cluster, or it contains a point of the infinite cluster whose distance from the origin is larger than t:
+P p ∃z ∈ B µ y, εt 8 t < D(0, z) < ∞ .
By Equation (3), the first term is less than A 3 exp(− B3εt 8µ(e1) ). Note also that if z ∈ B µ y, And we finally obtain: 
