different aspects of neural networks' development, function, or learning. The neuronal model (also known as the spiking neuron model) is a mathematical description of the electrophysiological properties of neuronal cells, or neurons. It tries to accurately describe and predict their biological processes.
Introduction
In the human brain, types of neurons are radically different. Complexities of neuronal cells are abstracted by a wide variety of methodology to help the understanding of the This work was presented in part at the 19th International Symposium on Artificial Life and Robotics, Beppu, Oita, January 22-24, 2014. The quartic neuron model [4] is another variant having a richer bifurcation diagram than above-mentioned models. Its equations are as simple as these models from the mathematical and computational points of view and also can exhibit sustained sub-threshold oscillations.
Various software solutions are currently available for simulating neuron models. Less conventional than software-based systems, hardware based solutions are also provided which generally combine digital and analog forms of computation. Analog implementations are fast and efficient; they are inflexible, sensitive to variations and require a long development time.
As in many other fields of microelectronics, a mixed implementation offers both the advantages and disadvantages of both solutions: analog circuits have a higher integration density, and digital platforms have better programmability.
Recently, as a midpoint in the design space, FPGAs have been used to build spiking neuronal networks. Digital FPGA implementations offer a significant speedup over software designs, as well as size, weight, and power efficiency. Compared to analog VLSI, digital FPGA's designs are stable and flexible in design alterations. Previous works have already implemented neuronal networks on FPGA [5, 6] . However, those designs have been realized for computation purposes without taking into account biological real time. This paper presents an FPGA implementation of the quartic neuron model that work in a biological time scale.
Quartic neuron model

The quartic neuron model
The dynamics of the quartic spiking neuron model are defined by two coupled differential equations, and a reset condition. This model is described by two variables, the membrane potential v and a variable w, whose dynamics are governed by the following differential equations:
where I is the synaptic input and a, b are parameters controlling the dynamical behavior of the neuron model.
The neuron emits a spike when its membrane potential crosses a constant threshold. Let α be our threshold. When a spike occurs, the membrane potential is instantaneously reset to some value v r and the variable w is increased:
where v r and d are parameters that control the neuron's reset behavior.
In [4] was emphasized the fact that the quartic model can reproduce the behaviors of the Izhikevich model and those correspond to cortical neurons' activities observed experimentally. The main difference to the Izhikevich and the AdEx models is that the quartic model can exhibit also sustained sub-threshold oscillations.
For example, the Fig. 1 (simulations have been done using an Euler numerical scheme as presented in [4] ), represents the dynamical behavior of a single quartic model in four different test cases: spike frequency adaptation (s.f.a.), tonic bursting (t.b.), tonic spiking (t.s.) and self-sustained sub-threshold oscillations (s-s.s.o.).
The class of this neuron model's dynamics can be modified by appropriately adjusting the parameters (see Table 1 ) as presented in [4] .
Numerical integration of the model
Each equation defined in the continuous time domain must be mapped to discrete time for numerical implementation. The Euler method is a first-order numerical procedure for solving ODEs with a given initial value. The simulation using the forward Euler only depends on past values of state variables and state derivatives and thus is an explicit integration algorithm useful for FPGA implementation. Therefore, the Eq. (1) can be integrated in this way:
where n is the iteration step and Δt is the time step. For simplification we implemented the quartic model using fixed-point arithmetic, defined by a sign, number of total bits, and number of fractional bits. Therefore, before executing in hardware, it is necessary to set the good numeric values. In addition, implementation advantages can be gained if power of two arithmetic can be used for the operations. We choose 25 as total number of bits and 13, as fractional part to have sufficient precision to avoid overflows, underflows, or functional mismatches due to quantization errors. Excess precision will require waste logic resources that could be used for additional parallel operations. In our case, optimal precision for all operations is guaranteed by our choice and has been validated by simulations that are not presented in this work.
Neuron architecture on FPGA
Digital topology
Cassidy et al. [5] suggested an implementation of the Izhikevich model in which they rewrite the equation taking the advantage of the power of two arithmetic. In our case, it is not necessary to rewrite the Eq. (1). Moreover, with this choice of the precision, we can use the original parameters (see Table 1 ) of the quartic model that were selected for the floating point simulation (Fig. 1) . Our system architecture of the FPGA spiking neuron is shown in Fig. 2 .
The FPGA is connected to a host computer with a serial protocol (RS232) that allows the user to receive data from the digital spiking neuron. A software interface was designed to display data computed by the FPGA.
The difference equation version of the quartic neuron model (Eq. 3) was implemented using two arithmetic pipelines based on the architecture similar to in [5] as shown in Fig. 3 . This model has a time step ranging from 10 −1 to 10 −2 depending on the required precision. In our case, we chose a time step size of 0.015625 that can be written as power of two arithmetic. Thus, the multiplication by the time step has been incorporated within the arithmetic pipelines as shown in Fig. 3 through the arithmetic right shift.
As mentioned before, our interest is in the systems with a biological time scale. Thus, we choose a computation time of 1 ms, and then our architecture has to compute the value of all parameters within that time. We implemented the quartic neuron model on the FPGA board. So far in our explanation, the kind of a neuron is defined by the quartic parameters: a, b, v r , and d from Eqs. (1, 2) . Moreover, the state of a neuron is defined by v, w values and the threshold value α. By saving those values in a RAM, we can use them in the next computation time. By extension, the same process can be used for every different neuron. The arithmetic operations in Eqs. (2, 3) are assigned to functional units according to the standard algebraic order of operations as shown in Fig. 3 . For example, by a simple shift by one bit, we will obtain 2v[n] in the Eq. (3). In our case, the computations are fully pipelined with a neuron response every clock cycle. The design operates at 105 MHz. By multiplexing operands, it is possible to reduce the number of the multiplier used for FPGA implementation by sharing the same physical multiplier. In the latter case the net throughput of system will be decreased.
FPGA resource usage
We implemented the above bio-realistic neuron model computed in biological real time on a FPGA board equipped with Xilinx Virtex 5 (XC5VLX50). Here, we use block RAMs to store the neuron model's parameters. The multipliers were implemented in the DSP elements. Device utilization after synthesis by ISE design 14.6 tool is listed in Table 2 .
We integrated a communication RS232 module that transfers data from the FPGA device to the PC. The neuronal firing information is sent back to the PC with a rate of 1,15,200 bits/s.
Results
The quartic neuron model was designed and simulated in VHDL prior to mapping into an FPGA. Pursuant to our goal of implementing different classes of neurons in neocortex and sustained sub-threshold oscillations into FPGAs, we consider four different dynamical behaviors (spike frequency adaptation, tonic bursting, tonic spiking and selfsustained sub-threshold oscillations). We implemented the parameters shown in Table 1 , in which the only difference with the floating point simulation was the computation time of 1 ms (as mentioned before, our interest is in a biological time scale). Figure 4 shows the results of our FPGA design for the different test cases in response to a step current.
As illustrated in Fig. 4a the neuron fires a few spikes in the millisecond timescale, with short interspike period and then the period increases. This type of activity is observed in the typical responses of spike frequency adaptation cells to depolarizing current pulses. Similarly for the other cases, in Fig. 4b , tonic bursting is a dynamic state where a neuron repeatedly fires discrete groups of spikes (burst). Each such burst is followed by a period of quiescence before the next burst occurs; in Fig. 4c tonic spiking, neurons can fire periodic trains of action potential without any adaptation; in Fig. 4d the neuron shows self-sustained sub-threshold oscillations which are of particular importance in neuroscience [7] .
Conclusion
In this paper, we proposed an FPGA implementation of the quartic neuron model, taking into account biological real time, which can emulate the electrophysiological activities in various types of cortical neurons with diversity similar to that of neuronal cells. The neuron class of this digital neuron can be modified by appropriately adjusting the neuron model's parameters. Moreover, we have demonstrated that, with appropriate choice of precision, it is possible to use for the FPGA implementation the original parameters of the quartic model that was designed for the floating point calculation. The reconfigurability of FPGAs can provide designers with almost limitless flexibility, thus are an ideal platform for investigating digital silicon neuron model. 
