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Résumé 
Cet article présente une méthode de prévention des collisions et des blocages pour le 
routage automatique des trains dans les nœuds ferroviaires. La méthode de contrôle 
proposée doit permettre d’optimiser le nombre de trains traversant simultanément le 
nœud ferroviaire. Le routage des trains est fait de manière dynamique, les trains ne 
suivent pas un itinéraire mais s’adaptent aux aléas du réseaux. Cette approche permet 
d’avoir une flexibilité et une densité de trains accrue dans les nœuds ferroviaire.  Mais 
elle doit garantir la sécurité du système et notamment l’absence de collisions entre trains 
dans le nœud. Pour cela, nous proposons la construction par synthèse d’un Réseau de 
Petri initial permettant à chaque train d’utiliser et de libérer les ressources au fur et à 
mesure de sa progression dans le nœud ferroviaire. Mais ce modèle initial peut entrainer 
un contrôle bloquant. Ainsi nous proposons une méthode de résolution des blocages 
potentiels permettant de garantir la vivacité du modèle final. 
1 Introduction 
Les systèmes ferroviaires sont composés de lignes reliant des nœuds ferroviaires. Les nœuds 
ferroviaires correspondent à des gares ou à des zones du système ferroviaire où l’on réalise 
l’interconnexion de plusieurs lignes ferroviaires (Figure 1). Les nœuds ferroviaires sont donc des 
composants essentiels d’un système ferroviaire car leur fonctionnement va avoir un impact sur la 
gestion du trafic ferroviaire d’un système. Ces nœuds sont classiquement gérés par des aiguilleurs situés 
dans des salles d’aiguillages. La gestion est semi-automatisée dans le sens ou les aiguilleurs sont assistés 
par des calculateurs pour décider de l’affectation d’une route à un train entrant dans le nœud. Cette 
route doit être sans risque de collisions avec d’autres trains. Pour garantir cette sécurité, l’ensemble des 
aiguillages et sections de voie de la route sont affectées à la route établi pour un train donné, jusqu’à ce 
qu’il sorte du nœud (Lusby, Larsen, Ehrgott, Operations, & 2013). Cette politique de routage des trains 
est utilisée dans le monde entier depuis plus de 50 ans. Aujourd’hui, avec la forte augmentation du trafic 
ferroviaire, elle montre ses limites. En effet, les nœuds ferroviaires, des zones denses en trafic (cas des 
grandes métropoles européennes ou asiatiques), arrivent à saturation avec cette politique de contrôle. 
Les conséquences sont que l’on ne peut plus augmenter le trafic des trains dans ces zones ce qui entraine 
des retards et des consommations énergétiques supplémentaires pour les trains devant s’arrêter à une 
entrée d’un nœud. D’autre part, en cas de dysfonctionnement dans un nœud, il est très difficile 
d’organiser un routage des trains en mode dégradé du fait de la rigidité du contrôle. Cela a pour 
conséquence des retards pouvant modifier fortement l’ordonnancement prévisionnel et impactant 
fortement la gestion de trafic de nœuds ferroviaires au voisinage de la défaillance (propagation des 
conséquences d’une défaillance).  
Cette étude a pour objectif de contribuer à la proposition d’une nouvelle technique de routage 
dynamique des trains dans un nœud, permettant de réduire la saturation actuelle des nœuds sans ajouter 
des nouvelles ressources dans le nœud. Ici, nous nous intéressons plus particulièrement à l’aspect 
contrôle. Ce travail emprunte des idées qui ont été développées pour le contrôle des systèmes 
manufacturiers. Dans un premier temps nous proposons une approche de modélisation par Réseaux de 
Petri (RdP) ordinaire de la traversée d’un nœud ferroviaire par un train. Pour cela, nous définissons le 
concept de traversée qui a pour objectif de permettre la reconfiguration dynamique du routage des trains 
dans le nœud ferroviaire en cas de défaillance de ressources.  
 
 
Figure 1: Exemple de nœud ferroviaire 
Ensuite, nous utilisons la technique de synthèse par places de contrôle (Giua, DiCesare, & Silva, 
1992) pour construire un contrôleur permettant de garantir l’absence de possibilité de collisions entre 
trains dans le nœud. Le modèle obtenu correspond à une classe de RdP appelée les S3PMR (Systems 
of Simple Sequential Process with Multiple Resources). Nous proposons une méthode de contrôle pour 
l’évitement des blocages, adaptée aux S3PMR contenant des transitions incontrôlables et non 
observables.  
 
L’article sera décomposé de la manière suivante. D’abord, la 2ème section nous proposons un état 
de l’art sur les méthodes d’analyse et de contrôle des systèmes ferroviaires par réseaux de Petri. Ensuite, 
nous nous intéressons aux techniques d’évitement de blocage proposées dans la littérature. Dans la 
3ème section, nous introduisons les notions de bases des réseaux de Petri à connaitre pour comprendre 
ce travail. Nous rappelons notamment la définition des S3PR. Les sections 4 et 5 correspondent aux 
contributions principales de ce travail. Dans cette étude, les contributions sont plus méthodologiques 
que théoriques. Dans la 4ème section, nous présentons notre méthode de modélisation d’un nœud 
ferroviaire par RdP pour le routage dynamique des trains. Dans la 5ème section, nous présentons une 
méthode d’évitement des blocages par la synthèse de nouvelles places de contrôles qui sont ajoutées au 
S3PMR (Chu & Xie, 1997). La dernière section nous permet de conclure sur les apports de ce travail et 
les perspectives que nous comptons lui donner. 
2 Etat de l’art 
 
Les Réseaux de Petri ont été utilisés dans de nombreux types d'applications parmi lesquels les 
systèmes ferroviaires. Dans les années 1990 et au début des années 2000, ils ont surtout été utilisés dans 
la conception des systèmes de production manufacturiers flexibles (Ezpeleta, 1995). Toutefois, dès les 
années 1980, on trouve des publications sur l’étude des systèmes ferroviaires modélisés par Réseaux de 
Petri (Lauer, 1985). Mais l’essentiel des travaux concernent la modélisation des formelles des 
enclenchements afin de garantir la sécurité (Durmuş, 2009). Cette étude s’intéresse au routage 
dynamique des trains dans les nœuds ferroviaires.  Dans ce cadre, la sécurité est plus particulièrement 
l’évitement des collisions des trains demeurent une problématique essentielle. Une étude intéressante 
est celle de  (Giua & Seatzu, 2008) qui propose une méthode basée sur le concept de contraintes 
générales d'exclusion mutuelle (GMEC) pour éviter tout risque de collision. Mais les GMECs 
n’empêchant pas les blocages, les auteurs proposent de synthétiser de nouvelles places de contrôles 
pour l’évitement de blocages. Dans (Fanti, Giua, & Seatzu, 2006), les auteurs proposent une loi de 
contrôle basée sur les Réseaux de Petri colorés et exploitant la technique des places monitrices pour 
l’évitement de collision. L’approche proposée garantie un contrôle maximalement permissif mais 
s’intéresse également à l’évitement des situations de blocage.  
Le blocage est un problème classique dans les systèmes comportant plusieurs sous-systèmes 
évoluant en parallèle avec partage des ressources. Il a donc été énormément étudié ces deux dernières 
décennies, notamment dans le cadre du contrôle des systèmes manufacturiers. La résolution des 
blocages est une problématique qui est au cœur de cette étude. Nous nous sommes donc intéressés aux 
approches qui ont été proposées dans la littérature. Dans (Pachl, 2007), deux méthodes de résolution de 
blocages sont présentées : une analyse des conséquences d'un mouvement donné vérifie les 
conséquences futures du mouvement d'un train. La seconde méthode est la réservation dynamique de 
l'itinéraire d’un train. Dans cette méthode, l’ensemble de tronçons qui seront traversés par le train sont 
réservés simultanément. Une méthode analogue a été utilisée dans (Xie, Khlif-Bouassida, & Toguyéni, 
2017) permettant de réserver les aiguillages et les sections de voie nécessaires pour établir la route d’un 
train avant qu’il s’engage d’un nœud ferroviaire.  
Mais d’une manière générale, il a été montré que les blocages sont dus à l’absence de marquage 
dans des sous-ensembles de places d’un Réseau de Petri donné. Ces sous-ensembles de places sont 
appelés des siphons. Dans les RdP ordinaires, si un siphon est non marqué pour un marquage accessible 
à partir du marquage initial, il restera indéfiniment non marqué (Murata, 1989). Pour éviter les blocages, 
il est donc nécessaire de faire en sorte qu’aucun siphon d’un Réseau de Petri ne puisse devenir non 
marqué. Ainsi un siphon qui ne peut être vidé de ses marques est dit contrôlé. L’évitement de blocages 
consiste donc à contrôler tous les siphons d’un modèle réseau de Petri. Pour cela, il est donc nécessaire 
de calculer les siphons du modèle. Mais dans le cas général, le calcul de tous les siphons d’un modèle 
est un problème NP-difficile (Wang, Seatzu, & Huang, 2015). Aussi pour trouver des solutions à ce 
problème, les auteurs ont développé deux catégories de techniques appliquées à des sous-classes de 
RdP. L’une des premières classes qui a été étudié est celle des S3PR (Systems of Simple Sequential 
Processes with Ressources) proposée par (Ezpeleta, 1995). Mais dans cette étude, nous nous intéressons 
plus particulièrement aux classes des S3PMR (Systems of Simple Sequential Processes with Multiple 
Ressources) qui concernent les systèmes dans lesquels plusieurs ressources sont nécessaires pour 
accomplir une tâche et des S4R (Systems of Simple Sequential Processes with Shared Ressources) qui 
étend la problématique au cadre des Réseaux de Petri Généralisés. Très peu d’auteurs proposent 
d’aborder la problématique de la synthèse de contrôleur dans les systèmes d’allocation de ressources 
avec des transitions inobservables et incontrôlable.  Parmi eux nous pouvons citer (Qin, Li, & Al-
Ahmari, 2015) qui propose une méthode pour les S3PR qui se base sur les siphons élémentaires. Le 
lecteur trouvera une excellente synthèse sur le calcul des siphons dans (Liu & Barkaoui, 2016). Mais 
en synthèse, cette étude s’appuie sur des résultats proposés dans (Chu & Xie, 1997) et (Huang, Jeng, & 
Chung, 2006) pour le calcul des siphons strict minimaux. En effet, elles permettent d'éviter le 
dénombrement de tous les siphons, conférant une faible complexité par rapport aux autres méthodes de 
calcul des siphons. 
3 Bases sur les Réseaux de Petri 
3.1 Généralités 
Etant donné un Réseau de Petri  = , 	 avec  = 
, , , 	 la structure du Réseau de Petri 
(RdP) non marqué et   son marquage initial. 
  est l’ensemble de places et  est l’ensemble des 
transitions avec 
 ∩  = ∅.  est l’ensemble des arcs avec  ⊆ 
 × 	 ⊎  × 
	 et  est le poids 
associé à chaque arc tel que W : F  → ∗.  est défini de 
 → ℕ est associe à chaque place un nombre 
entier positif. Le RdP est dit ordinaire, si le poids des arcs est d’au plus 1.  
Un RdP peut également être défini en utilisant l’algèbre linéaire. Nous considérons deux matrices Pre et Post ∈ ℕ|"|×|#| . 
$%&, '	 = &, '	 () &, '	 ∈  ()*+* . Prep,t	 = 0.  Post&, '	 =', &	 () ', &	 ∈  ()*+* . Postp,t	 = 0.  /  est la matrice d’incidence qui est définie comme 
suit / = 
+(' − 
$%. Nous notons /&, 	 la ligne relative à la place & dans la matrice d’incidence / et /, '	 la colonne relative à la transition ' dans /. 
L’ensemble des nœuds prédécesseurs du nœud 1 ∈ 
 ∪ 	  est noté • 1 =45 ∈ 
 ∪ |∃5, 1	 ∈ 7et l’ensemble des nœuds successeurs est noté 1 •= 45 ∈ 
 ∪ |∃1, 5	 ∈ 7. 
L’ensemble des transitions prédécesseurs strictes d’un ensemble de places est noté  ∘ =  • \•. De 
même, l’ensemble des transitions successeurs strictes est défini par ° = •\  • .   
Une transition ' est franchissable pour un marquage M si ∀p ∈ ', M&	 ≥ Pre&, '	 ce qui est noté ?'@.  Le marquage obtenu après le franchissement de ' est défini par A =  + /, '	 , ce qui 
correspond à la relation ?'@A. Si ?C@ est vrai alors la séquence de transitions C = 'D'E … 'G  est  
franchissable à partir du marquage , sinon ?C@ est faux. L’ensemble de tous les marquages de  
accessibles à partir de  est noté H, 	 . Un RdP est dit borné s’il existe I ∈ ℕ  tel que ∀& ∈
, ∀  ∈ H, 	, &	 ≤ I. 
Un RdP peut également être considéré comme un graphe orienté. K	 est le graphe orienté obtenu 
à partir de  tel que K	 = L, M	, où L = 
 ∪  est l’ensemble des nœuds et M =  est l’ensemble 
des arcs. Un chemin N  de longueur O  est une séquence alternée de nœuds et d’arcs P, %, PD, %D, … , %QRD, PQ  qui commence et se termine pas des nœuds tel que ∀) ∈ ?1. . OT, %URD =PURD, PU  	 ∈ M. L’ensemble des chemins générés par un RdP  est note Λ	. Un cycle est un chemin 
commençant et finissant par le même nœud. 
 
3.2 Blocages dans les Réseaux de Petri 
Une transition ' est dite vivante si pour tout marquage  ∈ H, 	, il existe une séquence qui 
contienne '. Un RdP est vivant si toutes ses transitions sont vivantes. Un siphon dans une RdP  est un 
ensemble de places W ⊆ 
 tel que W ⊆ • W•. L’étude des siphons est une problématique très importante 
pour la résolution des blocages dans les RdP. En effet, s’il existe  ∈ H, 	 tel qu’un siphon ne 
soit plus marqué, alors plus aucune transition de sortie  ' ∈ W• n’est franchissable. Un siphon est dit 
strict si W • ⊂ W•. Un siphon est dit minimal, s’il n’existe pas de siphon WY tel que W ⊂  WY. Si un siphon 
est strict et minimal, il est dit strict minimal siphon (SMS). 
 
Dans (Chu & Xie, 1997), les auteurs proposent une méthode de recherche de blocages potentiels 
basées sur la programmation linéaire en nombre entiers (MIP). Cette méthode recherche des siphons 
qui potentiellement peuvent être vidés de leur marquage. Mais la méthode est proposée pour les RdP 
structurellement bornés. Elle considère les variables binaires suivantes : PZ qui est associée à une place & du modèle et [\ qui est associée à une transition '. Les valeurs de ces variables sont définies par 
l’équation (1). 
 PZ = ]1 )^ & ∉ W 0 ()*+*   et  [\ = ]1 )^ ' ∉ W•0 ()*+*  (1) 
 
La contrainte (2) permet de respecter la définition donnée par l’équation (1). 
 
PZ ≥ [\ , ∀', &	 ∈  (2) 
 
La contrainte donnée par l’équation (3) garantit le respect de la définition d’un siphon strict à savoir   W • ⊂ W•. 
 
[\ ≥ ` PZ − |  • | + 1Z∈ \ •  (3) 
 
L’équation de transition d’états est donnée par l’équation (4). 
  =  + /a,  ≥ 0, a ≥ 0  (4) 
 
L’équation (5) garantit que le marquage des places du siphon doit être égal à zéro en cas de situation 
de blocage.  
 
PZ ≥ &	 Wb&	⁄ , ∀ & ∈ 
  (5) 
 Wb&	 est la borne structurelle de la place p, c’est-à-dire le nombre maximal de jetons qui la place & 
peut accueillir ∀ ∈ H, 	. Pour chaque place, cette valeur peut être calculée par la résolution du 
problème de programmation linéaire suivant : Wb&	 = de14&	| =  + /a,  ≥ 0, a ≥ 07. fg" est la fonction à minimiser dans le MIP. Elle est définie par l’équation (6) : 
 fg" = min ` PZZ∈"  (6) 
 
3.3 Contrôle par place monitrice 
Une spécification d’états interdits peut être exprimée par une contrainte linéaire sur le marquage d’un 
Réseau de Petri. 
 jkl.  ≤ m, ∀ ∈ H, 	 (7) 
        
avec jk ∈ ℕ|"| et m ∈ ℕ∗. Les travaux de (Giua, DiCesare, & Silva, 1992) propose une méthode de 
génération de places de contrôle qui empêche au système de violer cette contrainte. La place de contrôle &k  également appelée place monitrice est définie par l’équation (8) suivante : 
 /&k, 	 = jkl. / %'  et &k	 = b − jkl.  (8) 
 
Propriété 1. Le support de op et de qp forme un invariant de places.  
3.4 Transitions incontrôlables et transitions non observables dans la 
synthèse de contrôleurs 
La notion d'événements incontrôlables a été introduite dans (Wonham & Ramadge, 1987) pour 
l'élaboration de la théorie du Supervisory Control. Dans (Moody & Antsaklis, 2000) les auteurs 
développent une méthode pour générer pour un Réseau de Petri, des contrôleurs d’états interdits dans 
le contexte d’un contrôle et d’une observabilité partiels. Les contrôleurs sont générés sous la forme de 
place de contrôles. 
 
Définition 1. Le franchissement d’une transition incontrôlable ne peut être empêché par aucune action 
d'un contrôleur. Dans le cas du contrôle par places monitrices, il est interdit d'avoir un arc issu d’une 
place de contrôle et arrivant sur une transition incontrôlable. L'ensemble des transitions incontrôlables 
est noté rsp. 
 
Définition 2. Le marquage d’une place de contrôle ne peut pas être augmenté par le franchissement 
d’une transition non observable. En d’autres termes, il ne doit pas y avoir d’arc sortant issu d’une 
transition non observable et allant vers une place de contrôle. L’ensemble des transitions non 
observables est noté tu. 
 
Remarque : Dans cette étude, toutes les transitions non observables sont également supposées 
incontrôlables.  
3.5 Classe des S3PMR 
La méthode de prévention des blocages présentée dans cet article est appliquée à une classe de Réseaux 
de Petri ordinaire appelée System of Simple Sequential process with Multiple Resources (S3PMR). La 
méthode que nous proposons par la suite est inspirée des travaux de (Huang, Jeng, & Chung, 2006). 
Nous introduisons ici un certain nombre de définitions et de propriétés relatives à cette classe de RdP 
ordinaire.  
 
Définition 3. Une machine d'état est un RdP ordinaire, dans lequel toutes les transitions n'ont qu'une 
place d’entrée et qu’une place de sortie i.e. ∀' ∈ , | ' • | = |'•| = 1. 
 Définition 4. Un S3PMR N est un Réseau de Petri ordinaire défini comme suit  = v
 ∪  
" ∪  
w  , , x, où 
 est l'ensemble des places modélisant les états de repos des différents 
processus, 
" est l'ensemble des places « process » appartenant à un processus et 
w est l'ensemble des 
places modélisant des ressources du système. Un S3PMR est composé de * processus. Un processus "U est un Réseau de Petri qui est une sous-partie de , définie comme suit :  "U  =  v&U ∪  
U" , U  , Ux 
avec &U ∈ 
, 
UZ ⊆ 
Z , U  ⊆ %' U ⊆ .  Chaque processus "U   est en fait une machine à états 
fortement connectée dont tous les cycles contiennent la place &U.  Dans chaque processus, seule &U est 
initialement marqué, c'est-à-dire ∀& ∈ 
" , &	 =  0. 
À chaque place ressource $ est associé un ensemble de places « process » que nous appellerons places 
détentrices définies par l’application K suivante : 
 K ∶ 
z → 
" | K$	 = 
+j%$
"	 eP%{ 
+j%$|	 = 41|1 ⊆ | ∧ 1 ≠ 7.  Pour chaque transition ' ∈ K ° $	, il existe un arc ^ ∈  tel que ^ =  $ , '	. Pour chaque transition ' ∈ K$	∘, il existe un arc ^ ∈  tel que ^ =  ' , $). Les places modélisant les ressources sont initialement marquées de manière 
à indiquer que les ressources sont initialement libres (non utilisées) i.e. ∀$ ∈ 
z , &	 ≥ 1. 
 
Définition 5. Les transitions de sorties des places &U (∀' ∈ &U	 •) sont appelées transitions sources du 
processus ). Toute transition source est contrôlable et observable. Les transitions à la fin d’un processus ) et qui permettent de régénérer un jeton dans une place &U (∀' ∈ • &U	 ) sont appelées transitions de 
sortie. Ces transitions sont observables. 
 
Lemme 1. Chaque place $ modélisant une ressource et Hr	 l’ensemble des places exploitant r, elles 
forment un P-invariant (Huang, Jeng, & Chung, 2006) : 
 
∀ ∈ H, 	, $	 + ` &	Z∈z	 =   $	 + ` &	Z∈z	  (9) 
 
A partir du Lemme 1, on peut en déduire la relation suivante.  ∀$ ∈ 
" , ∑ &	 = 0Z∈z	  alors ∀ ∈ H, 	, ∑ &	Z∈z	 ≤ $	  (10) 
Propriété 2. D’après (Huang, Jeng, & Chung, 2006), dans un S3PMR, pour toute transition  
appartenant à un processus, il existe une séquence  contenant cette transition et qui initialisée à partir 
de l’état de repos &U du processus  revient à cet état de repos i.e. ∀' ∈ U , ∃C|' ∈ ∃C %' &U	?C >v&Ux.   
Propriété 3. D’après (Huang, Jeng, & Chung, 2006), si un S3PMR n’est pas réinitialisable, alors il 
existe un siphon strict minimal.   
 
Remarque : La Propriété 3 est une conséquence de la Propriété 2. En effet, celle-ci, spécifie que 
structurellement un S3PMR est un RdP cyclique. Donc, s’il n’est pas réinitialisable, c’est qu’il existe 
un état bloquant, donc un siphon.  
4 Modélisation d’un système ferroviaire en Réseaux de Petri 
ordinaires 
Dans cette partie, nous allons d’abord présenter structurellement un système ferroviaire. Ensuite 
nous introduirons le concept de traversée qui est à la base de la modélisation que nous proposons.  
4.1 Composants d’une infrastructure ferroviaire 
Les infrastructures ferroviaires sont essentiellement constituées de deux types de composants 
ferroviaires : les sections de voie et les aiguillages.  
 
 
Figure 2 : Sections de voie 
Une section de voie est une portion de rail. Pour des raisons de sécurité, elle est souvent 
monodirectionnelle (Figure 2a). Mais elle peut également être bidirectionnelle (Figure 2b). Dans un 
système ferroviaire, les trains circulent traditionnellement à gauche. Aussi, les sections de voie 
bidirectionnelles doivent avoir une instrumentation double pour le contrôle et la signalisation 
ferroviaire. Chaque section de voie est délimitée par des connecteurs gauche et droite représentés par 
des barres verticales hachurées sur la Figure 2. En pratique, ces connecteurs sont des isolants, permettant 
d’isoler électriquement chaque section de voie.  
 
Il existe en pratique différent type d’aiguillage. Mais, dans cette étude, nous nous intéressons au 
type le plus courant que sont les aiguillages simples 3 voies (Figure 3). C’est un équipement qui permet 
d’interconnecter 3 autres composants. En fonction de la nature des composants qui lui sont connectés, 
un aiguillage peut également être soit monodirectionnel, soit bidirectionnel. Il est à noter que les autres 
types d’aiguillages peuvent être décrits à partir de l’aiguillage simple 3 voies. Donc notre étude n’est 
pas limitée par cette restriction qui a pour objectif d’insister sur l’essentiel dans ce papier.   
 
Figure 3 : Schéma d’un aiguillage simple 3 voies 
4.2 Instrumentation associée à l’infrastructure 
Le rôle de l’instrumentation associée aux équipements de l’infrastructure est de permettre le contrôle 
et la signalisation. Nous allons introduire ici l’instrumentation classique des infrastructures ferroviaires 
actuelles non automatisées. Ensuite nous indiquerons comme cette instrumentation est prise en compte 
dans le cadre d’une automatisation.  
L’un des premiers rôles de l’instrumentation est de permettre la localisation des trains sur les voies. 
Pour cela plusieurs types d’équipements ont été développés pour la détection des trains : les circuits de 
voie et les compteurs d’essieux. Les circuits des voies sont les détecteurs les plus couramment utilisés. 
Ils sont basés sur l’isolation électrique de chaque section de voie. Quand un essieu du train se trouve 
dans une section de voie ou un aiguillage, il fonctionne comme un shunt électrique entrainant la baisse 
de l’intensité du courant sur une partie de la section de voie. La mesure de cette baisse d’intensité permet 
de détecter la présence du train sur cette section de voie. L’autre alternative, est le compteur d’essieux 
qui compte le nombre d’essieux d’un train entrant dans la section puis qui en sort. Son fonctionnement 
est événementiel alors que celui du circuit de voie est continu. Quelle que soit la technologie utilisée, 
nous représentons graphiquement un détecteur de train selon la convention donnée par la Figure 4a. 
L’absence de détecteur pour une connexion sera modélisée selon la convention de la Figure 4b.  
 
 
Figure 4 : Convention graphique adoptée dans cette étude pour la représentation de l’instrumentation 
 
Dans le fonctionnement traditionnel, des feux tricolores permettent de donner au mécanicien du 
train l’autorisation de mouvement nécessaire afin de lui permettre de contrôler l’avance ou l’arrêt du 
train. Dans les systèmes automatisés, ces feux tricolores sont remplacés par des balises localisées dans 
le sol qui permettent de transmettre de manière événementielles les autorisations de mouvements aux 
trains. Par convention, dans les figures de cette étude, nous représentons par des feux tricolores les lieux 
de transmissions aux trains des autorisations de mouvement (Figure 4c).  
 
Remarque : Il est important de noter que l’instrumentation d’un composant bidirectionnel n’est pas la 
même dans les deux sens. Il faut la doubler pour obtenir les mêmes niveaux de contrôle et de 
signalisation dans les deux sens.  
4.3 Concept de traversée 
Dans le domaine ferroviaire, un concept de base utilisé pour le routage des trains est la notion de 
route. Une route est un chemin permettant de traverser un nœud de jonction. Ici, nous proposons une 
extension de ce concept de route par celui de traversée.  
 
Définition 6. Une traversée est un ensemble de routes issues d’une même entrée d’un nœud ferroviaire 
et permettant de rejoindre une ou plusieurs sortie du nœud ferroviaire. Une traversée  est définie par 
un point d’entrée et un ou plusieurs points de sortie du nœud ferroviaire.  
Bien que nous n’allons pas l’illustrer dans cette étude, nous avons défini ce concept de traversée 
afin de gérer des problématiques de reconfiguration du routage d’un train durant sa traversée d’un nœud. 
En cas de défaillance d’une ressource de la route courante, le système affecte au train une autre route 
de la même traversée permettant d’aller vers la destination finale du train.   
 
Afin d’illustrer ce concept de traversée, considérons le système représenté par les Figure 5 et Figure 
6.  
 
Figure 5 : Traversée  d’un nœud ferroviaire avec l’instrumentation correspondante.  
a) Détecteur de train b) Connexion sans détecteur c) Autorisation de mouvement
  
Figure 6 : Traversée  d’un nœud ferroviaire avec l’instrumentation correspondante.  
Ce nœud ferroviaire est constitué de sept sections de voie notées WU , ) ∈ ?1. .7T et de trois aiguillages 
notés W ,  ∈ ?1. .3T. Excepté W qui est monodirectionnel (schématisation avec le symbole > sur les 
figures), tous les autres composants sont bidirectionnels (schématisé avec un losange <> sur les figures). 
Ainsi la traversée ΓD est représentée par le parcours en rouge sur la Figure 5. Cette traversée correspond 
aux quatre routes issues de l’entrée WD et allant vers l’une des sorties représentées par W ou W. Ces 
quatre routes sont données ici sous la forme de la liste des composants utilisés par chaque route : 
• S1-SW1-S2-S3-SW2-SW3-S6 
• S1-SW1-S4-S5-SW2-SW3-S6 
• S1-SW1-S2-S3-SW2-SW3-S7 
• S1-SW1-S4-S5-SW2-SW3-S7 
De même, la traversée  correspond aux routes issues de l’entrée W et dirigées vers la sortie WD : 
• S6-SW3-SW2-S3-S2-SW1-S1 
• S6-SW3-SW2-S5-S4-SW1-S1 
 
4.4 Modélisation d’une traversée  
Dans l’approche que nous proposons, l’idée est de modéliser chaque traversée sous la forme d’un 
processus en RdP ordinaire. Pour cela, nous commençons par définir des modèles génériques pour 
chaque composant de l’infrastructure. Chaque composant est vu comme une zone géographique de 
l’infrastructure. L’idée est donc de représenter cette zone par une ou deux places selon qu’il s’agisse 
d’un composant monodirectionnel ou bidirectionnel. De même, le franchissement de chaque connecteur 
est vu comme un événement. Nous associons donc une transition à chaque franchissement de 
connecteur. 
 
 
 
Figure 7 : Modèle d’une section de voie 
Considérons le schéma d’une section de voie monodirectionnelle donnée par la Figure 2a. Pour cette 
section de voie, nous supposons que le sens de déplacement est de la gauche vers la droite. Nous 
représentons alors la section de voie par la place notée &. Dans cette notation, le sens de la flèche 
schématise le sens du déplacement de la gauche vers la droite. Au connecteur d’entrée, nous associons 
une transition d’entrée notée 'G. De même au connecteur de sortie, nous associons une transition de 
sortie de la section notée 'ut\.  Il en résulte le modèle de la Figure 7a pour une section de voie 
monodirectionnelle. Nous en déduisons le modèle de la Figure 7b pour une section de voie 
bidirectionnelle. 
Avec une approche similaire, nous pouvons modéliser un aiguillage simple avec 3 voies 
bidirectionnelles (Figure 8). Nous pouvons constater qu’il y a en fait deux modèles RdPs, un pour 
chaque sens d’utilisation de l’aiguillage. Le rôle des connecteurs change selon le sens de parcours. Ainsi 
au connecteur 1, correspond deux transitions : 'GDpour les traversées de la gauche vers droite et 'ut\D 
pour les circulations de la droite vers la gauche. La flèche au niveau du nom de chaque transition indique 
le sens de parcours.  
 
 
Figure 8 : Modèle d’un aiguillage simple 3 voies bidirectionnelles 
Pour construire le modèle RdP d’une traversée, il est juste nécessaire d’assembler les modèles RdP 
des composants des différentes traversées en mettant en relation les transitions de sortie et d’entrée de 
deux composants adjacents. Le modèle de chaque traversée est complété par une place de repos qui 
permet de modéliser lorsqu’un train n’est pas encore entré dans la traversée. Nous appelons désormais U le modèle du processus RdP modélisant une traversée et nous posons  & 	 = ∑ 1k∈U . 
 
Les modèles des traversées ΓD et ΓE sont ainsi représentés par les Figure 9 et Figure 10. Sur ces 
modèles on peut voir que &D 	 = 10  car la traversée ΓD  est constituée de 10 composants, et &E 	 = 9 car la traversée ΓE est constituée de 9 composants.  
 
Figure 9 : RdP  modélisant la traversée  
  
Figure 10 : RdP  modélisant la traversée  
On peut noter que les modèles contiennent trois catégories de transitions : des transitions 
contrôlables (et observables), des transitions incontrôlables (mais observables) et des transitions non 
observables (et non contrôlables). Le choix de la nature des transitions est dépendant de 
l’instrumentation de l’infrastructure rapportée à chaque traversée. Par exemple les transitions 'D et 'E 
de  modélisent respectivement l’entrée d’un train dans la section de voie S1 et sa sortie pour l’entrée 
dans SW1. Sur la Figure 5, nous pouvons voir que l’entrée et la sortie de S1 correspondent à des 
autorisations de mouvement données par l’infrastructure au train. En conséquence, les deux transitions 
correspondantes sont contrôlables. Par contre, pour la traversée Γ, l’entrée dans la section S1 n’est pas 
observable et la sortie de S1 est incontrôlable. En conséquence, les transitions 'D et 'DD de  sont 
respectivement non observables et incontrôlables. 
5 Méthode d’évitement des collisions et de blocages 
5.1 Contrôle pour l’évitement de collisions et modèle S3PRM 
Pour éviter, les collisions, il faut arriver à contrôler les traversées de manière à ce qu’il ne puisse 
pas y avoir simultanément deux trains dans la même zone.  Pour cela, nous devons construire un modèle 
global du système intégrant toutes les traversées. Considérons un nœud ferroviaire avec des trains 
suivant * traversées différentes ΓU  avec ) ∈ ?1. . *T. Le Réseau de Petri  ∪ est le modèle de l’ensemble 
des traversées. Il est défini formellement par ∪ = 
 ∪ 
, , 	  avec 
 = ⋃ 
UGUD , 
 =⋃ 4
U 7GUD ,  = ⋃ UGUD , et  = ⋃ UGUD . Afin d’éviter les collisions, un ensemble de contraintes sont 
définies. L'ensemble des contraintes ∁ spécifie que chaque composant ne peut contenir qu’au plus un 
train. Une contrainte / est donc définie pour chaque composant k tel que ∁= ⋃ /∈ℂ  avec : / = 4∀ ∈ H, 	|jl.  ≤ 17 (11) 
 
avec  j ∈ ℕ|"||j&	 = 1 si la place p correspond au composant k, sinon j(p)=0. 
 
Les contraintes /correspondent au concept de GMEC proposé par (Giua, DiCesare, & Silva, 1992). 
Ces contraintes ne peuvent être directement contrôlées par une place de contrôle en cas de contrôlabilité 
et d'observabilité partielles. Une transformation de la contrainte doit être effectuée pour respecter la 
condition de contrôlabilité et d'observabilité (voir définitions 1 et 2). La méthode de transformation est 
présentée dans (Moody & Antsaklis, 2000). La contrainte transformée d'un composant k est noté /  et 
son vecteur de poids associé est noté j . Dans le cas de l'exemple avec les traverséesΓD  et ΓE , la 
contrainte j et la contrainte transformée j  sont résumées dans la Table 1. On peut observer que la 
contrainte transformée j  est redondante avec la contrainte transformée j  ¡.  La contrainte   w £  est 
alors supprimée pour le reste de l'application. 
 
  
Table 1 : Vecteur de poids des contraintes o¤ et o¤  
 
La place de contrôle respectant le vecteur d’incidence H est calculé de la manière suivante : 
 CH, 	 = −j l. C et MR§	 = 1 − j §l. M = 1 (12) 
 
Le RdP obtenu après l’ajout des places de contrôle H  est un S3PMR. En effet, les RdP Γ)  des 
traversées correspondent aux processus du S3PMR. Les places de contrôle H ajoutées pour l’évitement 
des collisions correspondent aux ressources d’un S3PMR avec KH	 = 4& ∈ 
"|j &	 = 17. Le RdP  est obtenu après addition des ressources d'évitement des collisions aux RdPs  D et E modélisant 
les traversées ΓD et ΓE. Il est représenté par la Figure 11.  
 
 Figure 11 : Le S3PMR  
5.2 Politique de prévention des blocages 
La méthode présentée dans cet article propose une approche pour synthétiser un contrôleur de 
prévention de blocages. Ce contrôleur sera implémenté par des places de contrôles à ajouter au modèle 
initial en boucle ouverte (cf. Figure 11). Cette méthode proposée est une extension de celle présentée 
dans (Huang, Jeng, & Chung, 2006). En effet, elle tient compte de la présence de transitions 
incontrôlables et non observables dans le modèle en boucle ouverte. Le principe de la méthode proposée 
est le suivant : il consiste à rechercher itérativement un siphon potentiellement vidable, en utilisant la 
technique présentée dans (Chu & Xie, 1997). Ensuite un SMS W en est extrait par la technique décrite 
dans (Chao, 2010). Le calcul d'un SMS et de son contrôleur est répété itérativement jusqu’à ce qu’il n’y 
ait plus de blocage possible et donc que le RdP résultant de la synthèse soit vivant.  
Pour justifier la méthode proposée, il est nécessaire d’introduire un certain nombre de définitions et 
concepts. Nous considérons un S3PMR et un SMS S potentiellement vidable et extrait de , 0).  
 
Définition 7. L’ensemble complémentaire ?¨] d’un siphon ¨ est l’ensemble des places hors de ¨ qui 
consomment des jetons des places ressources de ¨. Quand ¨ est vide, les jetons des places ressources 
sont capturés par des places de ?¨T. ?¨T est défini de la manière suivante : 
 ?WT = ⋃ K$	\Wz∈∩"©   (13) 
 
Définition 8. ªq, ¨	 est le coût ressource associé à chaque place q pour un siphon donné ¨. Il a une 
valeur non nulle pour les places dans ?¨T et correspond au nombre de jetons de ressources de ¨ capturés 
par la place q.   
Kp, S	 = ­ 0          () & ∉ ?WT` 1
z∈wZ	∩
, () & ∈ ?WT (14) 
 
Avec H&	  l’ensemble des ressources qui ont &  dans leur ensemble de capture .i.e H&	 =4$|& ∈ K$	7.  ®&, W	  peut être exprimé sous forme vectorielle pour tout & ∈ 
 , noté ®W	  avec ®W	 ∈ ℕ|Z| . 
 
Lemme 2. (Huang, Jeng, & Chung, 2006) Un siphon ¨ est non marqué pour un marquage ¯ donné si 
et seulement si ∑ ªq, ¨	. ¯q	 = ∑ ¯°±	±∈¨∩²±q∈?¨T . 
Une place de contrôle doit être ajoutée pour restreindre le nombre de jetons dans l’ensemble 
complémentaire. Il existe deux types de places de contrôle : 
• Quand de1Z∈?T®&, W	 = 1, la place de contrôle générée est une place de Contrôle Ordinaire 
(OC). Elle est raccordée au RdP du système par des arcs ayant un poids de un. Le RdP résultant 
reste un S3PMR avec la place de contrôle ajouté jouant un rôle similaire à celui d’une 
ressource.  
• Quand de1Z∈?T®&, W	 > 1, la place de contrôle générée est une place de Contrôle Pondérée 
(WP). Elle est raccordée au RdP du système par des arcs pondérés. Ses arcs de sortie sont 
raccordés à des transitions sources de certains processus du S3PMR afin de prévenir la création 
de nouveaux siphons dans le RdP du système en boucle fermée. Le RdP résultant n’est donc 
plus un S3PMR mais un S4R (Liu & Barkaoui, 2016).  
 
Contrôle Ordinaire de Siphon. Dans le cas d'un SMS potentiellement vidable W  avec de1Z∈?T®&, W	 = 1, la méthode de  (Huang, Jeng, & Chung, 2006) génère une place de contrôle qui 
empêche d'avoir un nombre critique de jetons dans [S] (voir Lemme 2). Mais l’existence de transitions 
incontrôlables ou non observables ne permet pas d’appliquer directement la méthode originelle de 
(Huang, Jeng, & Chung, 2006). Nous proposons dans la suite des définitions et des théorèmes qui 
permettent d’adapter la méthode à ce nouveau contexte. 
 
Définition 9. ³´ est une classe de places potentielles à contrôler pour éviter que le siphon ¨ se vide.  
/µ = 4∀M ⊆ 
"|?WT ⊆ M ∧ M° ∩ tu =  ∧ °M ∩ tk ∪ tu	 = 7 
 
Les propriétés de tout élément M ∈ / respectent les conditions de contrôle imposées par le Lemme 2 
( ?WT ⊆ M	 et, la contrôlabilité ( M ∘ ∩ tk ∪ tu	 =  ) et l’observabilité ( M∘ ∩ tu	  partielles. En 
conséquence, une place de contrôle peut être générée, limitant le nombre de jetons des ressources $ ∈ W 
capturées par les places de process & ∈ ?WT . Les arcs sortant de cette place de contrôle seront connectés 
à M ∘  et ses arcs entrants proviendront de M∘.  
 
Remarques :  
• Pour une permissivité maximale du point de vue de la contrôlabilité et de l’observabilité 
partielles, il faut prendre le MYUG ∈ /µ, avec MYUGle plus petit des M ∈ /µ  
• /µ est non vide car les transitions sources des processus sont supposées contrôlables et les 
transitions de sortie sont supposées observables. Donc, il suffit de considérer toutes les places 
d’un processus (M = 
U	 pour obtenir un ensemble M = MY¶· ∈ /µ . 
Définition 10. Nous définissons l’ensemble étendu de places complémentaires ?¨T¸ , qui est le plus petit 
ensemble de places appartenant à la classe ³´. 
?WT¹  ∈ /µ| ∀M ∈ /µ, ?WT¹ ⊆ M  
 ?¨T¸ est étendu à partir de [S] en ajoutant des places de 
"jusqu’à ce que les conditions de contrôlabilité 
et d’observabilité soient respectées.  
 
Définition 11. Une place de contrôle º»p¨	  est comme une place de ressource avec ¼vº»p¨	x =?¨T¸. 
• vLukW	x = ∑ $	 − 1z∈∩"½  
• ¾• = ⋃ Luk(	, '	\∈°?T¿  
•  ¾ • = ⋃ ', Luk(		\∈?T¿°  
Théorème 1. º»p¨	 empêche ¨ d’être non marqué.   
Théorème 2. La place de contrôle º»p¨	 respecte les conditions de contrôlabilité et d’observabilité 
(Définition 1 et Définition 2).  
 
Figure 12 : Synthèse d’une place de contrôle ordinaire pour ºÀ³ 
 
La Figure 12 montre comment calculer une place de contrôle ordinaire pour le siphon W =&ÁDD ,  &ED,  &ÂD, &E, &Á¡E , &ÁEE , &ÁDE , &DE, HD, HÃ, HÂ (les places de S sont dessinées en rouge sur la 
Figure 12). L’ensemble complémentaire ?WT = 4&DD, &ÃD, &ÃE, &ÂE7 (les places entourées de crochets 
sans indice sur la Figure 12) sont les places où les jetons des ressources HD, HÃ, HÂ seront capturés 
quand le siphon W est non marqué. Cet ensemble complémentaire est étendu pour prendre en compte 
les conditions de contrôlabilité et d’observabilité. Comme °?WT ∩ tk ∪ tu	 = ', ', [S] est étendu 
avec 4&ÁDD , &ÁEE 7. A ce stade, nous avons donc ?WT¹ = &DD, &ÃD, &ÃE, &ÂE, &ÁDD , &ÁEE . Mais comme  ?WT¹∘    ∩ tu = '¡  et °?WT¹ ∩ tk ∪ tu	 = '¡ , alors ?WT¹  est encore étendu avec 4&ED, &Á¡E 7.  Ainsi 
pour ?WT¹ = &DD, &ÃD, &ÃE, &ÂE, &ÁDD , &ÁEE , &ED, &Á¡E   nous avons ?WT¹∘ ∩ tu = Ä 'EÅ. Nous devons 
donc poursuivre l’extension avec &E.  Pour ?WT¹ = &DD, &ÃD, &ÃE, &ÂE, &ÁDD , &ÁEE , &ED, &Á¡E , &E ( les 
places appartenant à ?WT¹ sont entourées par des crochets en rouge sur la Figure 12 afin de faciliter leur  
distinction) nous avons ?WT¹° ∩ tu =  et °?WT¹ ∩ tk ∪ tu	 = . Ce ?WT¹ est donc par construction 
l’ensemble minimal de ³´ avec  °?WT¹ = 4'D, 'D7 et ?WT¹∘ = Ä'Ã, ', 'Ã, 'ÆÅ. Des arcs non pondérés sont 
alors construits pour relier la place de contrôle LDÇÈ  à ces transitions.   
 
Contrôle de siphon par place pondérée. Quand de1Z∈?T®&, W	 > 1, il n’est plus possible d’avoir 
un contrôle par place de contrôle ordinaire. Mais la place de contrôle pondérée doit éviter de créer de 
nouveaux siphons. En effet, la construction d’une place de contrôle avec des arcs pondérés ne permet 
plus d’utiliser la technique d’extraction de siphons de (Chu & Xie, 1997) qui est spécifique aux RdPs 
ordinaires. Cela ne permet donc pas d’utiliser une méthode de recherche itérative de places de contrôles 
ordinaires.  Dans ce cas, une méthode restrictive est appliquée. En effet, la place de contrôle pondérée 
ajoutée va restreindre le nombre de jetons capturés pas uniquement dans l’ensemble des places 
complémentaires du siphon S, mais dans toutes les places amont à ces places dans les processus 
concernés.  
 
Définition 12.   L'ensemble de places aval d’une place de processus q ∈ ²² , est défini comme suit : 
↓ & = 4&A ∈ 
U|∃% ∈ ΛU	, % = & … &A ∧ &U ∉ %7 
 
Définition 13.   Nous considérons la classe ordonnée des vecteurs aval /↓ , définie comme suit : 
 /↓ = Ä| ∈ ℕ|"|Ê∀& ∈ 
" , |&	 ≥ de1ZË∈↓Z|&A	 ∧ ∀& ∉ 
" , |&	 = 07 
Remarque : En pratique, il faut assimiler X à un vecteur de pondération des arcs d’une place de contrôle 
pondérée.  
 
Propriété 4. La place de contrôle générée à partir d'un vecteur de contraintes Ì ∈ ³↓ a tous ses arcs de 
sortie connectés à des transitions sources des processus i.e. ²°•. 
Preuve. ∀' ∈ \
•, si | ∈ /↓, |'• ∩ 
"	 ≤ | ' • ∩ 
"	. Comme les places de processus forment une 
machine à états, par définition nous avons |'•| = | ' • | = 1  et ∀& ∉ 
" , |&	 = 0. Par conséquent, 
pour ' ∈ \
• et une place de contrôle LÁÈ on a la propriété suivante /LÁÈ , '	 = |'• ∩ 
"	 −| ' •  ∩ 
"	 ≤ 0. Donc ∀' ∈ \
•, ∄^ ∈  | ^ = LÁÈ , '	.         □ 
 
Propriété 5. D’après (Huang, Jeng, & Chung, 2006) une place de contrôle raccordée à une transition 
source ne génère pas de nouveau siphon.  
Preuve. Similaire à (Huang, Jeng, & Chung, 2006)         □ 
 
Définition 14. Nous considérons la classe ³À des vecteurs de contraintes admissibles sur les places de 
processus en ce qui concerne l'observabilité. 
/Ç = Ä| ∈ ℕ|"|Ê∀' ∈ tu , |'• ∩ 
"	 = | ' •  ∩ 
"	 ∧ ∀& ∉ 
" , |&	 = 07 
 
Remarque : Un vecteur de contrainte admissible | ∈ /Ç en ce qui concerne l'observabilité respecte la 
condition suivante (voir (Moody & Antsaklis, 2000)) : 
 ∀' ∈ tu , |# . /. , '	 = 0 
 
Dans le cas d’un S3PMR, ∀' ∈ , |'• ∩ 
"| = | ' •  ∩ 
"| car les processus sont des machines à états. 
Alors 
∀' ∈ tu , /&, '	 = Î 1 &+Ï$ & = '• ∩ 
"−1 &+Ï$ & = ' •  ∩ 
"0 ()*+*  
 
Comme | ∈ /Ç: |'• ∩ 
"	 = | ' •  ∩ 
"	 donc ∀' ∈ tu , |# . /. , '	 = 0. 
 
Définition 15. Nous considérons la classe ³¨ de vecteurs de contraintes admissibles qui empêche le 
siphon d’être non marqué : 
³¨ = 4| ∈ ℕ|"||| ≥ ®W	7 
 
Définition 16. ª↓¸ ¨	  est le vecteur le moins restrictif qui respecte la condition d'observabilité 
(définition 14), la condition relative au coût des places aval (définition 13) et la condition d’admissibilité 
(définition 15). 
 ®¹↓W	 ∈ /↓ ∩ /Ç ∩ /| ∀| ∈ /↓ ∩ /Ç ∩ /, ®¹↓W	 ≤ | 
 
Définition 17. Une place de contrôle pondérée ºÐ³¨	 restreint le nombre de jetons dans les places 
amont à [S].  Tous ses arcs sortants sont connectés à des transitions sources de processus du modèle 
RdP telles que : 
• vLÁÈW	x = ∑ $	 − 1z∈∩"½  
• ¾•W	 = 4^|∀' ⊆ 
∗ ∧ ®¹↓'∗, W	 > 0, ^ = LÁÈW	, '	7 
•  ¾ • W	 = ^|∀' ⊆ 
∗ ∧ ®¹↓'∗, W	 < ®¹↓ ' • , W	, ^ = v', LÁÈW	x 
• ∀^ = LÁÈW	, '	 ∈ ¾•W	, Á∗^	 = ®¹↓'•, W	 
• ∀^ = v', LÁÈW	x ∈  ¾ • W	, ∗Á^	 = ®¹↓ ' • , W	 − ®¹↓'•, W	 
 
Remarque : La construction de LÁÈW	  est équivalente à une place de contrôle garantissant  ∑ ®¹↓&, W	. &	 ≤ vLÁÈW	xZ∈"Ò − 1. 
 
  
Figure 13 : Génération d'une place de contrôle pondérée pour ºÐ³ 
La Figure 13 montre le détail de la génération de la place de contrôle pondérée L2/ qui correspond au 
siphon W = 4&ÁDD , &ED, &ÂD, &E, &Á¡E , &ÁEE , &ÁDE , &DE, HD, HÂ, LEÇÈ, L¡ÇÈ7.  Les places du siphon sont 
coloriés en rouge sur la Figure 13. ®(, &	 = 2 pour & ∈ &ÂE, &DD et ®(, &	 = 1 pour & ∈ 4&ÃE, &ÃD7. 
Les composantes non nulles de K(S) sont écrites au-dessus, à droite des places correspondantes. Pour 
calculer ®¹↓ à partir de K, la valeur de ®¹↓ est mise à jour pour être dans /↓. Donc nous avons besoin 
d’avoir ®¹↓&, W	 ⊇ de1ZË∈↓Z®¹↓&A, W	, ∀& ∈ 
" . Aussi ®¹↓&, W	 = 2, ∀& ∈ &DD, &ÂE, &E, &Á¡E , &ÁEE  
et ®¹↓&, W	 = 1, ∀& ∈ 4&ÁDD , &ÃD, &DE7.  A ce stade, ®¹↓ n’est pas dans la classe des vecteurs qui 
respectent la condition de contrôlabilité. En effet  ®¹↓ ∉ /Ç car '¡ ∈ tu et ®¹↓(W, &ÁDD 	 ≠  ®¹↓W, &ED	 
avec '¡ • ∩ 
" =  &ÁDD  et '¡• ∩ 
" =  &ED. Pour avoir ®¹↓W	 ∈ /Ç , on affecte ®¹↓W, &ED	 = 1. ®¹↓W	 
est alors le vecteur minimal appartenant à la fois à /↓, /Ç et /. Les places dont une valeur non nulle 
est associée à ®¹↓W	 sont notés en haut à droite de chaque place de processus. Connaissant ®¹↓W	 la 
place LEÁÈ peut-être maintenant être générée en suivant la Définition 17. Le poids des arcs qui vont aux 
transition sources 'D et  'D dépendent directement de la valeur de ®¹↓W	 de leur places successeurs. Ici  ®¹↓ ( W, &DD	 =  ®¹↓W, &D	 = 2.  Les arcs entrant de la place de contrôle sont generés depuis les 
transitions de Ä'Ã, 'E, ', 'Ã, 'Õ, 'ÆÅ.  La pondération des arcs venant  d’une transition ' sont calculés par ®¹↓ ' • , W	 − ®¹↓'•, W	. Ici  v'Ã, LEÁÈx = 2 et ^	 = 1 pour tous les autres arcs ^ connecté à LEÁÈ. 
 
Théorème 3. Une place de contrôle pondérée respecte les conditions de contrôlabilité et d’observabilité. 
 
Preuve. Tous les arcs de sortie de la place de contrôle sont sur les transitions sources des processus. 
La Définition 5 stipule que les toutes les transitions sources sont contrôlables et observables. ®¹↓W	 ∈ /Ç  , donc la place de contrôle associé respecte la condition d’observabilité.    □ 
 
Génération des places de control. La méthode génère de manière itérative des places de contrôle dans 
un réseau de Petri S3PMR. Lorsqu’une place de contrôle pondérée est générée, le RdP contrôlé n’est 
plus un RdP ordinaire. Cela empêche l’utilisation de la méthode de (Chu & Xie, 1997). Pour contourner 
cette problématique, les étapes d’itération sont calculées différemment selon la catégorie de la place de 
contrôle générée. On considère un ensemble de contraintes  ÁÈ sur le marquage qui peuvent être 
intégré dans le MIP de la méthode de (Chu & Xie, 1997). 
La fonction WW, ÁÈ , m	  est nécessaire pour comprendre l’Algorithme 1. WW, ÁÈ , m	 
retourne un SMS potentiellement vidable W d’un réseau de Petri  en utilisant la méthode de (Chu & 
Xie, 1997) détaillé dans la partie 2.2, la méthode de (Chao, 2010) permet ensuite d’en extraire un SMS 
à partir du siphon maximal. L’ensemble des marquages permettant de trouver un SMS potentiellement 
vidable peut être réduit par ÁÈ ∈  ℕ|"|×G, une matrice de * contraintes et m ∈ ℕG son vecteur poids 
associé. La méthode MIP doit alors trouver un siphon vidable dans un marquage de   respectant ÁÈ .  < m, ∀ ∈ H, 	. En pratique, cela est implémenté en modifiant l’équation 4 du MIP (cf. 
§3.2) par l’ajout des contraintes ÁÈ. L’équation 4 devient : Ö ÁÈ× =  Ø m − ÁÈ# . Ù + Ø /ÁÈ# . /Ù a, Ö ÁÈ× ≥ 0, a ≥ 0 
Le RdP ÈuG\z  est obtenu après l’ajout des places de contrôle n’est pas un S3PMR à cause des poids 
des arcs associés aux places de contrôles pondérés. ÈuG\zappartient à la classe des S4R qui autorise 
aux places de ressources d’avoir des arcs pondérés (Liu & Barkaoui, 2016). 
Dans le cas du S3PMR , l’Algorithme 1 trouve cinq siphons. Le tableau 2 présente les siphons trouvés, 
leur ordre d’apparition et le nom de la place de contrôle associée à ce siphon. La Figure 14 présente les 
places de contrôles généré par l’Algorithme 1.  
Théorème 3: Le nombre de places de contrôle est finit. 
Preuve : Similaire à (Huang, Jeng, & Chung, 2006)     □ 
 
Théorème 4: Le réseau de Petri ³»Ú± est vivant et réversible.  
 Preuve : Similaire à (Huang, Jeng, & Chung, 2006)     □ 
 
 
 
Table 2: Siphons de N et places monitrices associés 
 
 Algorithme 1: Génération des places de contrôle 
 
 
Figure 14: ³»Ú± sans les places de ressource d’évitement de collision  
6 Conclusion  
Cet article présente une méthode pour le contrôle des trains dans un nœud ferroviaire de type 
jonction, avec un routage dynamique. Le contrôle empêche les collisions entre les trains et les situations 
de blocages. Connaissant la topologie du réseau et points d’entrés et de sortie des trains, un Réseau de 
Petri est généré. Une première phase de contrôle est appliquée à ce réseaux qui empêches les collisions 
entre les trains dans le nœud. Après la génération des places de contrôle de type ressource, le Réseaux 
de Petri obtenu est un S3PMR en raison de la présence de transitions incontrôlables et non observables. 
Pour empêcher les situations de blocages dans le S3PMR, nous avons proposée une méthode de contrôle 
qui prend en compte la présence de transitions incontrôlables et inobservables. Cette méthode de 
contrôle étant basée sur un MIP pour la recherche des siphons, elle est en théorie NP-difficile. Mais en 
pratique (Chu & Xie, 1997) ont montré que cette méthode est très efficace. Pour résoudre les blocages, 
nous avons étendu la méthode de (Huang, Jeng, & Chung, 2006) qui présente un bon compromis entre 
complexité structurelle (nombre de places de contrôles générées) et permissivité.  
La méthode proposée ici est une méthode hors ligne permettant de prendre le temps de faire la 
synthèse. Les perspectives de ce travail concernent d’une part le développement d’une approche 
permettant de faire une synthèse très rapide de contrôleurs pour la reconfiguration dynamique du 
système. Nous devons par ailleurs mesurer les performances atteintes en terme saturation d’un nœud 
ferroviaire.  
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