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1. EINLEITUNG 
Wir betrachten den Raum V, der y-Polynome, die eine Verallgemeinerung 
der Exponentialsummen darstellen. In ihm wird eine beste Approximation 
(km-z b.A.) zu einer stetigen Funktion auf einem kompakten Interval1 
gesucht. 
Die Funktionen FE V, werden durch N lineare und N nichtlineare 
Parameter, Frequenzen genannt, beschrieben. Es existieren i.a. mehrere b.A., 
und fiir N > 3 ist noch kein Verfahren bekannt, das mit Sicherheit die 
LGsungen liefert. Werner [12] fiihrte dieses Problem durch Fixierung der 
Frequenzen auf eine Serie von linearen zuriick; dabei durchlaufen die 
Frequenzen ein N-dimensionales Raster, was einen hohen Rechenaufwand 
zur FoIge hat. 
In der vorliegenden Arbeit wird gezeigt, dal3 sich die Dimension des 
Rasters urn 2 reduzieren l%iDt: Schon bei Fixierung von N - 2 Frequenzen 
erhglt man eine vollst$ndige Theorie. Fi.ir die entstehenden Teilrgume von 
V, wird mit Hilfe des Tangentialkegels ein Alternantenkriterium fiir lokal 
b.A. hergeleitet. Es zeigt sich such, da8 infolge der Fixierung von Frequenzen 
die Vorzeichenklassen [I] neu definiert werden miissen. So enthglt die 
positive Vorzeichenklasse i.a. nicht die Funktionen mit positiven Koeffizi- 
enten; die Vorzeichen drehen sich vielmehr urn, wenn man eine ungerade 
Anzahl von festen Frequenzen iiberspringt. 
Teilweise fixierte Parameter treten such bei rationalen Funktionen [14] 
und Logarithmensummen a, + zrZZ a, log(1 + t,x) [5, 1 l] auf. Wie bereits 
G. Meinardus auf einer Tagung in Oberwolfach iiber Numerische Methoden 
der Approximationstheorie im Juni 1973 bemerkte, bestehen doch so starke 
Ahnlichkeiten zwischen der Theorie der Logarithmensummen und der 
Exponentialsummen, dal3 es mbglich sein mi.iBte, die Ergebnisse aus einer 
einheitlichen Theorie zu entwickeln. Das geschieht mit dieser Arbeit. 
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2. DEFINITIONEN, DARSTELLUNG VON V, UND V,, 
Der Raum C(X) der stetigen reellwertigen Funktionen auf einem kompak- 
ten Interval1 X = [a, b] C [w sei normiert durch /fii: = sup,, W(X) 1 f(x)/, 
w positiv und stetig. 
Sei T offene Teilmenge von Iw, und der Kern 
sei stetig. Die eigentlichen y-Polynome sind durch 
v/J:= ! F(x)= 5u.y(f”;x)/cY”tlW,t”tT~ "=l 
definiert [l]. Den AbschluB von V NO bildet die Menge der (erweiterten) 
y-Polynome 
F’“:= 
! 
F(x)= f: ~a.,y’~-“(r,;x)/n.~~,f.~T,~m.gN; 
v=l iI=1 V=l ! 
dabei sei die Existenz von y (u): = (iF/~3t~) y E C(T x X) fiir U = O,..., N - 1 
vorausgesetzt. iiberdies fordern wir grundsatzlich die Zeichenregularitit 
ESR,,(t) des Kernes y. Diese wird in 2.2 der Vollstandigkeit halber definiert, 
obwohl wir spater stets nur die daraus resultierende Descartesche Regel 2.4 
verwenden. 
Zunachst geben wir eine rekursive Definition der Differenzenquotienten 
yfi von y bzgl. t; dabei stimmt der Index p mit der Zahl der r-Argumente 
tiberein :
Y&l ‘.. t, ; x) := 
Y~dfl -** t,-, ; x) - y&t, *** t * x) 
*1 - tLl 
-kc--, fl f f,, 
yU ist symmetrisch in tl ,..., t, , 
YU<~ t; x) := 
u 
(p 1 1) ! Y’“-Yc xl. 
Der von Karlin [7, p. 491 eingefiihrte Begriff der Zeichenregularitat 1aBt 
sich dann ohne Fallunterscheidung beschreiben: 
DEFINITION 2.2. Seien T, XC IF& und y: T x X-t 1w besitze Ableitungen 
bzgl. t mit y(*‘j E C(T x X) fur p = 0 ,..., r - 1. 
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y heiDt extended sign regular der Ordnung r bzgl. t (kurz ,WR,.(t)), wenn 
fur jedes k = l,..., Y ein Ed = &l existiert, so daB 
Ek * det[yi(tl **’ ti ; Xj>&=, > 0 
fur alle t, < *a. < tl, und x1 < e.0 < xk ist. 
y heiI3t extended totally positive (kurz E??‘,(I)), wenn alle Ed = + 1 sind. 
Beispiele. Der Kern y(t; x) = e tr der Exponentialsummen und der 
Kern y(t; x) = (I - tx)-l, x E [0, b], t E (- 00, I/b), der rationalen Funk- 
tionen sind ETP, fur alle Y E N (vgl. [7, p. W-100] bzw. [I, Sect. 91). 
DEFINITION 2.3. Das y-Polynom FE V, sei in der Darstellung 
mit atmt # 0 gegeben, die wegen der Zeichenregularitat von y eindeutig ist. 
Dann werden F zwei Zahlen in N und ein Vektor zugeordnet. 
(a) k(F): = C m, heiBt die Ordnung oder die Zahl der Frequenzen 
von F. 
(b) Z(F): = #{t: mt > 0} heif. die Zahl der verschiedenen Frequenzen 
von F. 
(c) s(F), der Vorzeichenvektor von F, berechnet sich als Element 
von { - 1, + l}“(F) wie folgt: Fur eine Partialsumme Ft = CTLl cxtuyu(t,..,, t; x) 
von F sei 
s(F,) := sign atrn, (..., -1, +I, -1, +I), - 
mf 
und fur F = Ft, + ... + Ft, mit t, < a.. < I~ erhalt man s(F) durch Anein- 
anderheften der Teilstiicke s(F&.., s(FtL). 
Beispiel. Fur F(x) = 5 yz(tI , fl ; X) - 3 yI(t, ; X) - y3(t3 , t, , t3 ; x) mit 
t, -c t, -c t, gilt 
k(F) = 2 + 1 + 3 = 6, l(F) = 3 und s(F) = (-+--+-). 
Bemerkung. s(F) besteht fur F(x) = xf=, OI”~(& ; X) E YNo einfach aus den 
Vorzeichen der Koeffizienten QI, und aus der so definierten Abbildung 
s: v,“\v;-, +{-I, +I}” erhalt man s: ?‘,\ V,-, --+ (- 1, + l}” durch 
stetige Forsetzung [I, p. 231, falls V, eine normale Familie im Sinne von 
4.3 ist. 
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Wir fiihren fiir ein y-Polynom F folgende Bezeichnungen ein: 
S@(F)) sei die Zahl der Zeichenwechsel in s(F), 
Z(F) sei die Zahl der Nullstellen von F; dabei wird eine Nullstelle 
xi E (a, b) doppelt gezghlt, wenn Fin einer Umgebung von xi stets > 0 oder 
stets < 0 ist, 
sign F(b+): = (-1)“” sign F(b-), wenn b eine m-fache Nullstelle von 
Fist, heiDt das “Vorzeichen von F rechts” (man beachte, da13 nur m = 0, 1 
zugelassen ist). 
SchlieDlich sei 
zi : = C&l/Q 
mit E$ = Q(Y) gemHI 2.2, E@ : = 1. 
Die Descartesche Regel fur y-Polynome lautet jetzt (vgl. [l, Theorem 3.21): 
SAW 2.4. Sei F ein y-Polynom der Ordnung k, und y sei ESR,(t). Dann 
gilt: 
6) -WI G W(F)) oder F = 0 
(ii) Im Falle Z(F) = S@(F)) = : r - 1 ist s,(F) = Cr sign F(b+). 
Aus 2.4(i) ergibt sich die Nullstellenaussage 
Z(F) <k(F) - 1 oder F = 0. (2.4’) 
Sie ist bei zusammenhiingendem T zu der Zeichenregularitiit von y tiquivalent. 
Im folgenden werden diejenigen y-Polynome betrachtet, bei denen von den 
N Frequenzen P tiiert sind. Die Lage und Vielfachheit der fixierten Frequen- 
zen wird durch eine Abbildung 
p: T-tN u(O), 
t t+ pt , mit C pt = P beschrieben, und durch p ist der Teilraum VNg definiert 
(Definition 2.6). 
Abweichend von 2.3 sei ab jetzt in der Darstellung 
F(x) = c ; atuy,,(t 1.. t; x) 
t u=l 
eines y-Polynoms stets 
mt 3pt 
und 
%nt f 0, falls m, > pt ist. 
(2.5) 
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DEFINITION 2.6. Sei Cpt = P < N und F ein y-Polynom mit der 
Konvention (2.5). 
(a) k,(F) : = Ct (mt - pJ heil3t die Zahl der freien Frequenzen von F, 
(b) l,(F) : = #{t: m, - pt > I> ist die Zahl der verschiedenen freien 
Frequenzen von F. Ferner sei 
(c) v,, := {F: k,(F) < N - P} die Menge der FE V, mit den durch 
t H pt angegebenen fixierten Frequenzen, und 
(d) I’&, := {FE V,., : Z,(F) = k,(F)} die Teilmenge derjenigen FE V,, , 
deren freie Frequenzen paarweise verschieden sind. 
Bemerkung. FE V,v,\ V,-,,, ist aquivalent zu k,(F) = N - P. 
3. EIN HINREICHENDES UND EIN NOTWENDIGES ALTERNANTENKRITERIUM 
Fiji BESTE APPROXIMATIONEN IN V,v, 
In diesem Abschnitt werden zwei Kriterien fur beste Approximationen 
hergeleitet; sie sttitzen sich nur auf die Lange der Alternante und fallen 
i.a. nicht zusammen. Der Tangentialkegel wird noch nicht beniitigt. Von 
der Zeichenregularitat wird nur die Nullstellenaussage (2.4’) benutzt. 
DEFINITION 3.1. (a) F hei& lokal beste Approximation (kurz 1.b.A.) 
zu f in V, wenn eine Umgebung (i C V von F existiert, so daD F beste Approxi- 
mation zu f in U ist. 
(b) Sei g E C(X), g # 0. Eine Alternante der Lange r fur g besteht aus 
r Punkten x1 < *a* < x, mit 
W(Xi) &i> = CJ (- 1Y I/ g II, i=l r, ,.**> 
wobei 0 = sign g(XT) das Vorzeichen der Alternante rechts ist. Die Lange 
der llngsten Alternante fur g bezeichnen wir mit alt(g). 
SATZ 3.2. Sei f E C(X), FE V,&,, und y sei ESRPN&t). 
(a) Gilt alt(f - F) > N + ki(F) + 1, durm ist F eindeutige beste 
Approximation zu f in VND . 
(b) Zst F Iokal beste Approximation zu f in V,, , dann gilt alt(f - F) 3 
N+&(F)+ 1. 
Beweis. (a) Sei alt(f - F) 3 N -; k,(F) + 1 =: r. Angenommen es 
gibt ein G # F in V,, mit 11 f - G I/ < Ij f - F I/. Dann gilt fur die Alter- 
nantenpunkte x1 < .a. < x, von f - Fmit u = +I oder 0 = -1 
(-l)‘-i 0 (G(xi) - F(xi)) > 0 (i = l,..., r). 
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Somit ist Z(G - F) 3 r - 1 = N + k,(F), wlhrend fur die Ordnung des 
y-Polynoms G - F die Abschatzung 
k(G - F) < P + k,(G) i- k,(F) < N + k,(F) 
gilt. Das ist wegen k(G - F) < 2N - P nach (2.4’) ein Widerspruch. 
(b) Sei F = Et C, c+,~~(t...t; X)gemal Konvention (2.5). Als Ableitun- 
gen von F nach den freien Parametern erhalt man folgende y-Polynome: 
Yl& ... t; x) (t E T, 1 < p < m>, 
%ntYmt+l (t ... t; x) (fur I E T mit mt > p,), 
und falls k,(F) < N - P ist, fiige man noch die Funktionen 
Yl(fi ; x) (1 <i<N-P-kk,(F)) 
hinzu mit Frequenzen ti , die untereinander und von den in F vorkommenden 
verschieden sind. Der von obigen Funktionen aufgespannte lineare Raum W 
ist Tangentialmannigfaltigkeit von V,, in F im Sinne von 191. Er hat die 
Dimension (P + k,) + I, t (N - P - k,) = N + If und erfiillt wegen 
N + If < 2N - P nach (2.4’) die Haarsche Bedingung. Da F eine 1.b.A. ist, 
besitzt f - F nach der Theorie von Meinardus und Schwedt [9, Satz 121 
eine Alternante der Lange N + Z,(F) + 1. 0 
Mit den beiden Kriterien dieses Satzes 1aBt sich der Fall P = N - 1 schon 
vollstandig behandeln, da dann stets If = k, , d.h. V,v, = V,:,, ist. Der Fall 
P = N ist ohnehin trivial. 
KOROLLAR 3.3. Sei f E C(X), und y sei ESRsNep(t). Dunn gilt: 
(a) Ist F lokal beste Approximation zu f bzgl. V,, und Iiegt F in V,$, , 
so ist Fsogar eindeutige beste Approximation in V,, und ist durch alt (f - F) > 
N + k,(F) + 1 = N + Z,(F) + 1 charakterisiert. 
04 In VW mit P = N - 1 existiert hiichstens eine beste Approximation 
zu J 
In 3.3(a) wird nicht ausgeschlossen, darj es in V,, weitere lokal beste 
Approximationen gibt. 
4. BERECHNUNG DES TANGENTIALKEGELS C,vv, 
Der hier definierte Tangentialkegel (vgl. [4, Definition 2.11) ist griil3er als 
der im Beweis von 3.2(b) benutzte Tangentialraum und beschreibt die 
Umgebung von Fin VA,, vollstandiger. 
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DEFINITION 4.1. Sei E ein normierter Raum, M Teilmenge von E und 
u E M. Dann hei& h E E Tangentenstrahl bei II an M, wenn eine stetige 
Abbildung I& [0, I] + M mit $(O) = z, existiert, so da13 fur X -+ 0: 
II #@I - 0 - Ah II = 48 
gilt. Die Menge aller Tangentenstrahlen bei u bildet den Tangentialkegel 
C&f. 
Bemerkung. Der Tangentenstrahl hE E ist rechtsseitige Frtchetableitung 
von z,& im Punkte 0. 
Wir berechnen den Tangentialkegel zunachst fur ein FE V,, mit nur 
einer Frequenz: I(F) = 1. 
LEMMA 4.2. SeitET,O<pt<m,=:m<Nund 
F = f cwe(t a*’ t; x) E v,, 
LL=l 
mit 01, # 0 falls m > pt . Ferner sei 
m*:=m+min(m-ppt,2), a:= pffronst m-pp, ‘2 
Dann enthiilt der Tangentialkegel C,V,, den Raum 
..-t;x) S,ER,oS,* 20) 
I 
der in den Ftillen m - pt = 0 oder 1 linear ist. 
Beweis. Es sind Bahnen #: [0, I] --+ V,, zu konstruieren, die obige 
Funktionen h als Tangentialstrahlen liefern. Es seien 6, ,..., 6, , U, v E aB, 
v > 0. Man betrachte die Bahnen 
w> = f (% + %A y,(t ... c 4, falls m - pt = 0, 
!.I=1 
m-1 
#(A)= 1 (~,+s,h)yll(t~~~t;x)+(“m+Sm~)ym(t~’~t,t+U~;x), 
u=l falls m-pt = 1, 
m-2 
$(A) = c (a, + &v y&it .*. t; x) 
IA=1 
+ (a,-1 + 6,~,A) ympl(t *-* t, t + uh - (vX)l'2; x) 
+ [am + LA + (%-1 + Ll4 w1’21 
x Y*(f -.- t, t + ux - (lily, t + uh + (vh)f/2; x), 
falls m - pt > 2 ist. 
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Dann ist jeweils I@) E V,,,, und Z/J(O) = F. Ferner existiert die rechts- 
seitige Ableitung #‘(O) = (@/dh)(O+) und ergibt sich mit (2.1) zu 
$w9 = t &Lru 3 falls nz - pt = 0 ist, 
kL=l 
fJ'(O) = 2 4&Y, + wlxYm+19 falls in - pt = 1 ist, 
LL=l 
#YO) = f &Y, + u(%n-1Ym "r hd4lL+l) + ~~(%-1Ym+1 + %Ym+z), 
LL=l 
falls m - pt > 2 ist, 
wobei yu fur yll(t ... t; x) steht. 
Wegen der Stetigkeit von yll(t, ,..., t, ; x), p = l,..., m*, ist C’(O) FrCchet- 
ableitung von y5: [0, l] + C(X) und somit Tangentenstrahl. Aus obiger 
Darstellung von I/J’(O) kiinnen fur jedes h E V,*,,(t) sukzessive die Parameter 
v > 0, u, &n , &n-l ,***, 6, so bestimmt werden, da13 $(O) = h wird. 0 
Unter Normalitatsvoraussetzungen gilt sogar V,*,c(t) = C,V,, : 
DEFINITION 4.3. (Siehe [l, Theorem 8.31. Der Kern y sei ESR,,(t). 
Der Raum V, der y-Polynome heil3t normal, wenn die Parameterdarstellung 
4: A+ V, 
(81 *** Pdl -** fd I--+ E 13uYu(4 *-a t, ; x) 
0=1 
mit A: = {@, ,..., SNtl ,..., tN)\ pi E R, ti E T, t, < *** < t,> einen Homoo- 
morphismus zwischen V,\V,-, und den Parametern 4-1(VN\VN--I) C A 
liefert. 
Fur die wichtigsten Kerne ist V, normal, so z.B. fur den Exponentialkern 
y(t; x) = etr und fur y(t; x) = (1 - tx)-l [I, Section 91. 
LEMMA 4.4. Sei VN normal. Ist dann F = CL1 oILLyLL(t ..+ t; x) mit t E T, 
pt < m < N, sowie 01, # 0 falls m > pt , so gilt 
CFVnw = Vm*&), 
wobei V,,,,(t) wie in 4.2 definiert ist. AuJerdem existieren eine Umgebung 
U von F in V,, und eine stetige Abbildung 
4: u+c,v,, 
mit b(F) = 0 und der Abschlitzung 
II G -F - 4(G)ll = 411 $(@I/) fiir GE V, II G -F II-O. 
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Beweis. Wir konstruieren die Abbildung $ wie folgt. Wegen der 
Normalitdt von V, hat jedes Element G aus einer geeigneten Umgebung 
von Fin V,, die Gestalt 
G = F[6, u] :- 1 (q + S,) yU(t ... t, t + u,,A1 ,..., t t II,,, ; x) .-, u=l Pt 
mit 6, ,..., 6, , u,,+r ,..., II, E R, und fur in G - Fll-+ 0 geht d:== (6, II) - 0. 
Man entwickle jetzt G in eine Taylorreihe bzgl. d = (6, u) bei cl = 0: 
G=FCF’d+&F”d2f..., 
und setze 
4(G) := I;:;+ $$ m ,,l”,t ;yF; 2 
2 T t1 * 
Man rechnet nach, da13 4(G) E Vms,o(t) ist, und bzgl. der gewiinschten 
Abschatzung zeigt man im ersten Fall, da13 F’ : R”* -+ V,, ein injektiver 
Operator ist und somit 
!I F’dll > W)II dll 
gilt, woraus nach Definition der Frechetableitung 
II G - F - +(G>ll = 411 dll) = o(ll +(G)/I) 
folgt; im zweiten Fall erhalt man (vgl. Braess [2, Formel lO.lOff]) 
II +(W 3 Wli dl12> 
so dal3 I/ G - F - $(G)ij = o(il d ii”) = o(l/ $(G)/l) gilt. 
Wegen Lemma 4.2 ist nur noch V,*,,(t) 3 C,V,,,, zu zeigen. Dies ergibt 
sich aus [4, Lemma 3.11, das wir der Vollstandigkeit halber zitieren. 0 
LEMMA. Sei E normierter Raum, v E M C E, und NC C,M sei ein ab- 
geschlossener Kegel. Wenn zu einer Umgebung U von v in M eine stetige 
Abbildung 4: U -+ Nmit 4(v) = 0 und!I u - v - 4(u)/! = o(ll $(u)jl) existiert, 
dann ist N = CUM. 
SATZ 4.5. Sei V, normal und F = x1 CTlll, n,,y,(t ... t; x) E V,,‘\V’~~-,,. 
gem$ (2.5). Man setze 
mt * := m, + min(2, m, - p,j-, (St := 1 
sign cftnlt , mt - pt >, 2 o sonst . 
Dann ist der Tangentialkegel durch 
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gegeben, und es existiert eine Umgebung U von F in V,, und eine stetige 
Abbildung 
4: u-t c,v,, 
mit 4(F) = 0 und der Abschiitzung 
II G - F - +(G)ll = 4 4(G)ll) fcr 11 G - FII + 0. 
Beweis. Sei F = cf=, F(“), F(“) = Cz:l a”,yM(t” ,..., t” ; x). Wegen 
FE V,,\V,-I,. und der Normalitat von V, existieren Umgebungen U C V,, 
von F und U’“) C Vm” von F(“), so da13 jedes G E U eindeutig in eine Summe 
G = ; G(Y) 
"=l 
mit G(“) E U(“) zerlegt werden kann. Ebenfalls folgt die Stetigkeit der Abbil- 
dungen G H GtY), v = l,..., 1. 1st dann $(“I : U’“) -+ W(“): = Vm”*;ot 
in 4.4 konstruierte Abbildung, so erftillt 
JtJdie 
4(G) := i c#‘“)(G’“)) 
"=l 
die gewiinschte Abschatzung 
[j G - F - +(G)]l = 11 c G(“) - F‘(“) - #“)(G(“)) 11 
"=l 
2 C o(ll #“)(G(“))lI) = o(ll +(GN) 
wegen der linearen Unabhangigkeit der r$(“)(G(“)). Hieraus folgt wegen 
4(G) E Cf=, W(“) unsere Behauptung C,V,, = x:,“=, W(“) wie in 4.4, nachdem 
man die Inklusion CFV,, 3 C,“=, W(“) durch Anwendung von 4.2 auf die 
Partialsummen F(“) gezeigt hat. q 
5. CHARAKTERISIERUNG VON LOKAL BESTEN APPROXIMATIONEN IN V,, 
Mit Hilfe des in Abschnitt 4 berechneten Tangentialkegels und der Zei- 
chenregularitit wird ein zugleich notwendiges und hinreichendes Alter- 
nantenkriterium fi.ir lokal beste Approximationen in V,, hergeleitet. 
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Durch den Tangentialkegel W = C,V,, von VN9 in F sind die zu den 
Frequenzen t1 < . . * < tl gehorenden Zahlen m, *, . . ., m, * E N und u1 , . . . , u1 E 
{--I, 0, +l> gema 4.5 vorgegeben. Ferner sei 
I:= {v: 1 < v < I, u, # O}. 
IstFE V&, dann ist Z leer und W ein linearer Raum, so da5 Satz 3.2 wegen 
If(F) = k,(F) vollstandige Ergebnisse liefert. Im andern Fall berechne man 
aus den Zahlen (m,*, o,),<,<, die “Lange” d und das “Vorzeichen” u des 
Kegels W wie folgt. Sei v* = max{i: i E Z}, und jedem v E Z, v < v.+ sei 
v’ = minji: i E Z, i > v> zugeordnet. Dann definiere man (vgl. [2, (12.2)]) 
1 falls .- ?-” .- 
v < v.+ und ~7~’ f uy(- l)m:+l+.“fn’c’, 
0 sonst. 
SchlieBlich setze man 
d := i m,* - c r, , 
"=l YEI 
(5.1) 
Die Zahlen d und u sind gerade so konstruiert, da5 fiir die Vorzeichen- 
vektoren von h E W folgende Beziehung gilt: Es ist S(s(h)) < d - 1, und 
im Falle Q(h)) = d - 1 ist u die letzte Komponente von s(h). 
Den Fall FE Vi, kann man unterordnen, wenn man 
d := dim W = i m,* 
v=l 
setzt und a undefiniert 185t. 
Beispiel. Es sei I = 5, ml* = m2* = ma* = m4* = m5* = 3, u1 = -1, 
u3 = +1, u2 = u4 = ug = 0. Dann hat ein h E W der Ordnung 15 einen 
Vorzeichenvektor der Gestalt 
s(h) = (-i-- ,..., +-+ ,...,... ). 
Es ist Z = (1, 3}, v* = 3, rl = 1 wegen us # (~~(-l)~z*+~~*, rg = 0, also 
d= 15--Err,= 14 und g = uy*(-p*+m5* = +I, 
“PI 
Mit der Descarteschen Regel 2.4 ergibt sich jetzt die folgende Eigenschaft 
5.2 (a) des Kegels W. Die Aussage (b) folgt wie in [2, Lemma 12.21. 
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LEMMA 5.2. Fiir jedes h E W gilt: 
(a) Es ist Z(h) < d - 1 oder h = 0, und im Falle Z(h) = d - 1 ist 
sign h(b+) = a& . 
(b) Jede Znterpolationsaufgabe h(+) = hi, i = l,..., r, x1 < .** < x, , 
mit r < d, hi-lhi < 0, sowie sign h, = a& falls r = d ist, ist in W liisbar. 
Zur Formulierung des Charakterisierungssatzes beniitigen wir noch den 
Begriff der streng besten Approximation (vgl. [2, 131). 
DEFINITION 5.3. Sei FE VC C(X) 3J F heiht streng beste Approximation 
zu fin V, wenn eine Konstante c > 0 existiert, so daR fur alle G E I/ gilt: 
llf - G II 3 llf - Fll + c /I G - Fll. (*I 
F heil3t lokal streng beste Approximation, wenn eine Umgebung U von F in 
V existiert, so da13 F streng beste Approximation zu f in U ist. 
SATZ 5.4. Sei f E C(X) und FE VN,\VN-,,l, . Der Kern y sei ES&,+,(t), 
und V, sei normal. Die Grojen d und (3 berechne man nach (5.1) aus dem 
Tangentialkegel Cr V,, . Dunn sind folgende Aussagen iiquivalent. 
(a) F ist lokal beste Approximation zu f in V,, , 
(a’) Fist lokal streng beste Approximation zu f in V,, , 
(b) 0 ist beste Approximation zu f - F in C,V,, , 
(b’) 0 ist streng beste Approximation zu f - F in CFV,vP , 
(c) f - F besitzt eine Alternante der Lange d mit Vorzeichen -0~~ 
rechts, bzw. im Falle FE V,$‘, : f - F besitzt eine Alternante der Lange d + 1. 
Beweis. In der Beweiskette (a’) a (a) 3 (b) 3 (c) * (b’) 3 (a’) ist die 
Aussage (a’) * (a) trivial. Die Implikation (a) 3 (b) ist Spezialfall von 
[4, Lemma 2.11. Die Aussage (b) * (c) folgt aus Lemma 5.2(b), und der 
Beweis von (c) * (b’) sttitzt sich auf Lemma 5.2(a) [2, Lemma 12.21. Beim 
Beweis von (b’) * (a’) schlieBlich wird die Normalitat von Vu bent&t: 
Nach Satz 4.5 existiert eine Umgebung U von F in V,, und eine stetige 
Abbildung 4: U + C,V,, mit d(F) = 0 und 
II G - F - #4G)ll = 41 $~(G>ll) fur II G - Fjl -+ 0. 
Andererseits gibt es nach Voraussetzung ein c > 0, so daB IIf-- F - h 11 >, 
640/15/r-6 
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IIf- FI! + c I/ h /I fiir alle h E W gilt. Fur G E U erhalten wir also durch 
zweimalige Anwendung der Abschatzung (*): 
iif‘-Gl! >i(/j‘-F-M - IG-F--~(~, h := d(G) 
> ijf- F’i + c 1, h ‘j - o(;, h 11) 
> il,f- Flj + 5 ,I h 1’) falls 1, /r i, hinreichend klein 
> i:f- FiI + ; iI G - F;l, falls 11 G - F ji klein, 
wegen der Stetigkeit von $. 
Folglich ist F lokal streng b.A. zu f in V,.,, . il 
6. ANWENDUNG AUF DEN FALL P 7: N- 2 
Fiir die Falle P = N und P = N - 1 haben wir in 3.3 die Eindeutigkeit 
gezeigt. In diesem Abschnitt betrachten wir y-Polynome mit zwei freien 
Frequenzen: Cpt = P = N - 2. Nach 3.3 brauchen wir wiederum nur 
solche FE V,, betrachten, fur die 
k,(F) = 2, l,(F) = I 
ist. Es gelingt jetzt, mit Hilfe geeignet definierter Vorzeichenklassen in v,v,, 
lokal beste Approximationen obiger Form zu trennen. 
DEFINITION 6.1. Sei FE V?;, ) F = Ct CF:, n,,y,(t ... t; x) gemi (2.5). 
Der reduzierte Vorzeichenvektor sf(F) mit k,(F) Komponenten berechnet 
sich wie folgt. Man ordne die freien Frequenzen der GroDe nach: 
h < ... < tl,tF) , und definiere fur i = l,..., If : 
s?‘(F) := (... -- -I---+) (sign u~<~,,~) (-l)X:otaat. 
m,<-Pt 
Dam-t erhalt man s,(F) durch Hintereinanderhdngen von @(F),..., s$‘f’(F). 
Weiter sei 
V,vu(s) := {FE V,, : s,(F) = s} 
die zum Vorzeichenvektor s gehbrende Vorzeichenklasse in V,, . 
Fur P = 0 stimmt diese Definition des Vorzeichenvektors mit der in 2.3 
gegebenen tiberein. Jedoch ist s,(F) fiir P # 0 nicht einfach eine Restriktion 
von s(F). 
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Beispiel. Sei P = 2, t, < t2, pt, = pt, = 1, pt = 0 sonst. Hat dann 
FE V,,, die freie Frequenz t, und ist oi = LY~,~,~~ der hijchste Koeffizient der 
Partialsumme Ft, , so ist 
3 
s,(F) = (+), falls t, < t, < t, , a: > 0 
oder t, < t3 < t2 , a: < 0 
oder t, < t, < t2 , a: > 0 ist. 
SATZ 6.2. Sei P = N - 2 und FE VA,,, mit k,(F) = 2, l,(F) = 1. Die 
freie Frequenz von F sei I, und (J sei das aus dem Tangentialkegel C, Vn, nach 
(5.1) zu berechnende Vorzeichen. Ist F lokal beste Approximation zu f E C(X) 
in V,, , und ist G E Vn, eine mindestens ebenso gute Approximation: 
ilf- G jl < IIf - Fli, G #F, so gilt: 
(a) s,(F) = (-u, +a), wahrend s,(G) = (iu, -u) 
(b) Fiir die beiden freien Frequenzen t, < t, von G gilt t1 , t, < f oder 
t, ) tz > t. 
Beweis. Sei F = Ct CzLI q,,y,(t ... t; x). Dann ist nach 4.5 m,* = m, = pt 
fiir t + i und mi* = mr + 2 = pi + 4, und fiir die GraBen d und (T von 
C,V,, gilt nach (5.1): 
d-Cm,*- 1 r, = N + 2, u = (sign armi) (- l)Ct>r’nl*. 
Somit ist s,(F) = (- +) . (sign 0~~~~~) . (- l Ct>rJ1t = (- +) u’, womit der erste 
Teil von (a) bewiesen ist. 
Sei jetzt F eine 1.b.A. Dann folgt aus Satz 5.4, da13 f - F eine Alternante 
der Lange d mit Vorzeichen --a~~ rechts besitzt. 1st G E V,, , G # F und 
/j f - G ~1 < II f - F 11, so gilt fir die Differenz G - F nach Satz 2.4: 
S(s(G - F)) 3 (N + 2) - 1. 
G - Fist aber ein y-Polynom der Ordnung 
k(G -F) < P + k,(F) + k,(G) = N + k,(G) < N + 2. 
Zusammen erhalt man: k(G - F) = N + 2 und S(s(G - F)) = N + 1, 
d.h. s(G - F) alterniert, und mit 2.4 folgt weiter 
s,+,(G -F) = (-o&) Ed = --(T. 
Somit ist 
s(G - F) = -u (se. -+-+). 
N+2 
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Ferner ist notwendig k,(G) = 2, und sind t, < t, die freien Frequenzen 
von G, so gilt 
t, , t, # f (2) 
Fur ein y-Polynom F in der Darstellung (2.5) bezeichne m,(F) die Ordnung 
und q(F) den hbchsten Koeffizienten der Partialsumme Ft # 0. Aus (1) folgt 
dann fur T = t, , t2, f: 
sign a,(G - F) (-I)C~>T~~(~-') = -0. (3) 
Sei s,(G) = : (ur, CT~). Nach Definition 6.1 ist (TV = sign cute(G) (-l)Cl>@‘t, 
und da fur t > t? pt = m,(G) = mt(G - F) mod 2 gilt, erhalt man 
Im Falle t, = t, sind wir damit fertig: s,(G) = (-+) CT~ = (+u, -u). 
Ftir t, < t, gilt analog 
u1 “2 sign n!,,(G) (- l)C~>t?t 
Damit ist s,(G) = (+a, -0) bewiesen. 
Aus (3) folgt fir z: -0 = sign q(G - F) (- l)Ct>i”t(G-F) , also 0 = 
(sign GJ (- 1) x~r~t(~). Da aber such (J = (sign ~r~r)(-l)~:t>r~~ ist, ist 
c t>r m,(G) - pt , die Zahl der freien Frequenzen von G. die gri%er als i sind, 
eine gerade Zahl. Somit ist such (b) bewiesen. c] 
Aus 6.2(a), zusammen mit 3.3, erhalt man folgendes Ergebnis, das in 
tihnlicher Form fur den Spezialfall N = 2, also P = 0, schon bekannt 
war [1]: 
KOROLLAR 6.3. In V,, mit P = N - 2 gibt es hiichstens zwei lokal 
beste Approximationen zu gegebenem f E C(X). Wenn zwei beste Approxima- 
tionen existieren, so gilt fiir beide kf = 2, 1, = 1, und in jeder der Klassen 
V,,( - +), V,,(+ -) liegt genau eine von ihnen. 
Fur die Falle N - P 3 3 sind die hier entwickelten Methoden nicht 
fein genug. Jedenfalls lassen sich mit den bekannten Vorzeichenklassen 
lokal beste Approximationen nicht trennen, wie ein Beispiel in [2, Sect. 131 
zeigt: In V, (N = 3, P = 0) konnen in der Vorzeichenklasse V3(+ - +) 
zwei lokal beste Approximationen existieren. 
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7. ANWENDUNG AUF LOGARITHMENSUMMEN 
Fur die von Dunham [5, 61 und Schmidt [ 1 l] untersuchten Logarithmen- 
summen erhalten wir eine vollstandige Theorie, wenn wir die obigen Ergeb- 
nisse formal auf den Kern 
Yk 4 = 
log(l - tx) 
log(1 - tb) ’ x E [O, b], b > 0, 
(7.1) 
y(0; x) := l,‘? y(t; x) = $ ) t E (-a, l/b), 
anwenden und die uneigentliche Frequenz t = - 00 fixieren (p-, = 1); 
dabei sei y(-cc; x) = 1, und wegen ~“(-00 ,..., -0o;x) = 0, TV > 2, 
kommt bei t = - co such keine freie Frequenz hinzu. Die strengen Beweise 
beruhen darauf, da13 fur jede Logarithmensumme uE V, die Ableitung 
u’ = du/dx ein y-Polynom der Ordnung n - 1 zu dem total positiven Kern 
[l, Section 93: 
r(t; x) = (1 - tx)-’ (7.2) 
der rationalen Funktionen ist. Den Raum dieser y-Polynome bezeichnen wir 
mit R,-, . Der Raum der eigentlichen Logarithmensummen ist durch 
vno = 
1 
u E C[O, b]: u(x) = a, + f u,y(t, ; x), a, E R t, E (- 00, l/b) 
v=2 i 
definiert; sein AbschluI3 ist 
V, = (u E C[O, b]: u’ E R,-,}. (7.3) 
Fur die Logarithmensummen u E V, gilt eine Descartesche Regel, die sich 
mit Hilfe des reduzierten Vorzeichenvektors SJU) formulieren Ia& (Definition 
6.1): 
SATZ 7.4. Fiir jede Logarithmensumme u gilt Z(u) < 1 + S(s,(u)), und 
im Falle Z(u) = 1 + S(+(u)) ist sign u(b+) = sf(u)* , wobei sf(u)* die 
letzte Komponente von sf(u) bezeichnet. 
Der Beweis ergibt sich aus Satz 2.4, angewandt auf u’, und dem Satz von 
Rolle. Es gilt sf(u) = S(U), denn es ist 
(d/W At . . . t; x) = f c,(t) r,(t ... t; x) 
LL=l 
76 JAN BRINK-SPALINK 
mit positivem cm(t) = -I/log(l - tb). Ferner beachte man, da13 im Falle 
Z(U) = 1 $ S(S~(U)) alle Nullstellen von U’ zwischen denen von u liegen. 
Zu u E V, erhglt man gem513 4.5 den Tangentialkegel C,V, mit den GriiBen 
Cm,*, ~~~~~~~~~~~ , aus denenman ach (5.1) die Zahlen d und (5 bestimmt. 
Fiir jedes h E C, V, ist dann 1 + S(s,(h)) < d - 1, und bei Gleichheit gilt 
s,(h)* = So. Mit & : = + I gilt also 5.2(a) fiir Logarithmensummen. Da 
R,-, normal ist [l, Section 91, folgt jetzt aus Satz 5.4: 
SATZ 7.5. Sei f 6 C[O, b], u E V,\ V,-, . Dann sind iiquivalent: 
(a) u ist lokal beste Approximation zu f in V, , 
(a’) u ist Iokal streng beste Approximation zu.f in V, , 
(b) 0 ist beste Approximation zu f - u in C,V, , 
(b’) 0 ist streng beste Approximation zu j’ - u in C,V, , 
(c) f - u besitzt eine Alternante der Liinge d mit Vorzeichen -o rechts, 
bzw. im Falle u E V,O: f - u besitzt eine Alternante der LGnge d + 1. 
Diese Ergebnisse gehen iiber die von Dunham und Schmidt hinaus. 
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