Siamese networks have drawn great attention in visual tracking because of their balanced accuracy and speed. However, the backbone networks used in Siamese trackers are relatively shallow, such as AlexNet [18] , which does not fully take advantage of the capability of modern deep neural networks. In this paper, we investigate how to leverage deeper and wider convolutional neural networks to enhance tracking robustness and accuracy. We observe that direct replacement of backbones with existing powerful architectures, such as ResNet [14] and Inception [33] , does not bring improvements. The main reasons are that 1) large increases in the receptive field of neurons lead to reduced feature discriminability and localization precision; and 2) the network padding for convolutions induces a positional bias in learning. To address these issues, we propose new residual modules to eliminate the negative impact of padding, and further design new architectures using these modules with controlled receptive field size and network stride. The designed architectures are lightweight and guarantee real-time tracking speed when applied to SiamFC [2] and SiamRPN [20]. Experiments show that solely due to the proposed network architectures, our SiamFC+ and SiamRPN+ obtain up to 9.8%/5.7% (AUC), 23.3%/8.8% (EAO) and 24.4%/25.0% (EAO) relative improvements over the original versions [2, 20] on the OTB-15, respectively. 
Introduction
Visual tracking is one of the fundamental problems in computer vision. It aims to estimate the position of an arbitrary target in a video sequence, given only its location in the initial frame. Tracking at real-time speeds plays a vital role in numerous vision applications, such as surveillance, robotics, and human-computer interaction [10, 21, 30, 43] .
Recently, trackers based on Siamese networks [2, 7, 12, 13, 20, 34, 40] have drawn great attention due to their high speed and accuracy. However, the backbone network utilized in these trackers is still the classical AlexNet [18] , * corresponding author Here, width refers to the number of branches in a module. The results are obtained using SiamFC [2] with different backbone networks, through evaluation on rather than modern deep neural networks that have proven more effective for feature embedding. To examine this issue, we replace the shallow backbone with deeper and wider networks, including VGG [29] , Inception [33] and ResNet [14] . Unexpectedly, this straightforward replacement does not bring much improvement, and can even cause substantial performance drops when the network depth or width increases, as shown in Fig. 1 . This phenomenon runs counter to the evidence that increasing network depth and width is beneficial for elevating model capability [14, 33] . One intuitive reasoning is that these deeper and wider network architectures are primarily designed for image classification tasks, where the precise localization of the object is not paramount. To investigate the concrete reason, we analyze the Siamese network architecture and identify that the receptive field size of neurons, network stride and feature padding are three important factors affecting tracking accuracy. In particular, the receptive field determines the image region used in computing a feature. A larger receptive field provides greater image context, while a small one may not capture the structure of target objects. The network stride affects the degree of localization precision, especially for small-sized objects. Meanwhile, it controls the size of output feature maps, which affects feature discriminability and detection accuracy. Moreover, for a fully-convolutional architecture [2] , the feature padding for convolutions induces a potential position bias in model training, such that when an object moves near the search range boundary, it is difficult to make an accurate prediction. These three factors together prevent Siamese trackers from benefiting from current deeper and more sophisticated network architectures.
In this paper, we address these issues by designing new residual modules and architectures that allow deeper and wider backbone networks to unleash their power in Siamese trackers. First, we propose a group of cropping-inside residual (CIR) units based on the "bottleneck" residual block [14] . The CIR units crop out padding-affected features inside the block (i.e., features receiving padding signals), and thus prevent convolution filters from learning the position bias. Second, we design two kinds of network architectures, namely deeper and wider networks, by stacking the CIR units. In these networks, the stride and neuron receptive field are formulated to enhance localization precision. Finally, we apply the designed backbone networks to two representative Siamese trackers: SiamFC [2] and SiamRPN [20] . Experiments show that solely due to the proposed network architectures, the Siamese trackers obtain up to 9.8%/5.7%(AUC), 23.3%/8.8%(EAO) and 24.4%/25.0%(EAO) relative improvements over the original versions [2, 20] on the OTB-15, VOT-16 and VOT-17 datasets, respectively. In addition, the designed architectures are lightweight and permit the trackers to run at realtime speed.
The main cotributions of this work are twofold.
• We present a systematic study on the factors of backbone networks that affect tracking accuracy, and provides architectural design guidelines for the Siamese tracking framework.
• We design new deeper and wider network architectures for Siamese trackers, based on our proposed nopadding residual units. Experimental results demonstrate that the new architectures provide clear improvements over the baseline trackers. Code and models are available at https://github.com/ researchmm/SiamDW.
In the remainder of this paper, we first review background on Siamese tracking in Sec. 2. This is followed by an analysis of performance degradation in Sec. 3. Based on the analysis, we propose new residual modules and network architectures in Sec. 4. Experiments and comparisons are reported in Sec. 5. We end the paper with a discussion of related work and the conclusion in Sec. 6 and 7.
Background on Siamese Tracking
Before analyzing the reasons for the performance degradation shown in Fig. 1 , we briefly review the fullyconvolutional Siamese tracker SiamFC [2] , which serves as the basic framework discussed in this work. The standard Siamese architecture takes an image pair as input, comprising an exemplar image z and a candidate search image x. The image z represents the object of interest (e.g., an image patch centered on the target object in the first video frame), while x is typically larger and represents the search area in subsequent video frames. Both inputs are processed by a ConvNet ϕ with parameters θ. This yields two feature maps, which are cross-correlated as
where b · 1 denotes a bias term which takes the value b ∈ R at every location. Eq. 1 amounts to performing an exhaustive search of the pattern z over the image x. The goal is to match the maximum value in response map f to the target location.
To achieve this goal, the network is trained offline with random image pairs (z, x) taken from training videos and the corresponding ground-truth label y. The parameters θ of the ConvNet are obtained by minimizing the following logistic loss over the training set:
Previous methods [2, 12, 13, 20, 40, 42] commonly utilize the classic and relatively shallow AlexNet [18] as the backbone network ϕ in this framework. In our work, we study the problem of how to design and leverage a more advanced ConvNet ϕ to learn an effective model θ that enhances tracking robustness and accuracy.
Analysis of Performance Degradation
In this section, we analyze the underlying reasons for the performance degradation presented in Fig. 1 . We conduct ablation experiments on the internal factors of network structures, and identify the ones most responsible for performance drops. We then propose a set of practical guidelines for network architecture design, aimed to alleviate the negative effects.
Analysis
Quantitative analysis. Performance degradation can directly be attributed to network structure, as it is the only setting that changes in the experiments of Fig. 1 . Therefore, we first identify the structural differences among these network architectures 1 . As shown in Tab. 2, besides depth and width, there are several other internal network factors that differ among the networks, including stride (STR), padding (PAD), receptive field (RF) of neurons in the last layers, and output feature size (OFS).
To investigate the impact of these factors, we conduct an ablation study. We modify the structures of AlexNet, VGG, In these cases, the optimal receptive field size is about 60%∼80% of the input exemplar image z size (e.g. 91 vs 127). Intriguingly, this ratio is robust for various networks in our study, and it is insensitive to their structures. It illustrates that the size of RF is crucial for feature embedding in a Siamese framework. The underlying reason is that RF determines the image region used in computing a feature. A large receptive field covers much image context, resulting in the extracted feature being insensitive to the spatial location of target objects. On the contrary, a small one may not capture the structural information of objects, and thus it is less discriminative for matching. Therefore, only RF in a certain size range allows the feature to abstract the characteristics of the object, and its ideal size is closely related to the size of the exemplar image. For the output feature size, it is observed that a small size (OFS ≤ 3) does not benefit tracking accuracy. This is because small feature maps lack enough spatial structure description of target objects, and thus are not robust in image similarity calcula- tion. Moreover, as shown in Tab. 1 (| vs. } on AlexNet and VGG, { vs. | on Incep. and ResNet), we observe that network padding has a highly negative impact on the final performance. To examine this further, we conduct a qualitative experiment. Qualitative analysis. The Siamese networks feed pairs of exemplar and search images as training data, and learn a feature embedding for matching. If the networks contain padding operations, the embedding features of an exemplar image are extracted from the original exemplar image plus additional (zero)-padding regions. Differently, for the features of a search image, some of them are extracted only from image content itself, while some are extracted from image content plus additional (zero)-padding regions (e.g. the features near the border). As a result, there is inconsistency between the embeddings of target object appearing at different positions in search images, and therefore the matching similarity comparison degrades. Fig. 2 presents a visualization example of such inconsistency-induced effect in the testing phase. It shows that when the target object moves to image borders, its peak does not precisely indicate the location of the target. This is a common case caused by tracker drifts, when the predicted target location is not precise enough in the previous frame.
Guidelines
According to the above analysis, we summarize four basic guidelines to alleviate the negative impacts of structural factors in a network architecture.
• Siamese trackers prefer a relatively small network stride.
Network stride affects the overlap ratio of receptive fields for two neighboring output features. It thereby determines the basic degree of localization precision. Therefore, when network depth increases, the stride should not increase accordingly. With regards to accuracy and efficiency, an empirically effective choice is to set the stride to 4 or 8.
• The receptive field of output features should be set based on its ratio to the size of the exemplar image. An empirically effective ratio is 60%∼80% for an exemplar image. A proper ratio allows the network to extract a set of features, each of which captures the information of different spatial parts of a target object. This leads the extracted features to be robust in calculating region similarity. Particularly, the maximum RF should not be larger than the exemplar image, otherwise the performance will drop significantly.
• Network stride, receptive field and output feature size should be considered as a whole when designing a network architecture. These three factors are not independent of one another. If one changes, the others will change accordingly. Considering them together can help the designed network to extract more discriminative features in a Siamese framework.
• For a fully convolutional Siamese matching network, it is critical to handle the problem of perceptual inconsistency between the two network streams. There are two feasible solutions. One is to remove the padding operations in networks, while the other is to enlarge the size of both input exemplar and search images, and then crop out padding-affected features.
Deeper and Wider Siamese Networks
In this section, we design new modules, i.e. croppinginside residual (CIR) units, to eliminate the underlying position bias. Then, we build up deeper and wider backbone networks by stacking the new residual modules. The network stride and receptive field size are well controlled according to the guidelines. We further apply the designed networks to two representative Siamese trackers, i.e. SiamFC [2] and SiamRPN [20] .
Cropping-Inside Residual (CIR) Units
The residual unit [14] is a key module in network architecture design due to its easy optimization and powerful representation. It consists of 3 stacked convolution layers and a shortcut connection that bypasses them, as shown in Fig. 3(a) . The three layers are 1×1, 3×3 and 1×1 convolutions, where the 1×1 layers are responsible for reducing and then restoring dimensions, leaving the 3×3 layer as a bottleneck with smaller input and output dimensions. This bottleneck convolution includes zero-padding of size 1, to ensure a compatible output size before the addition.
CIR Unit. As discussed in Sec. 3, network padding may introduce position bias in the Siamese framework. Hence, it is necessary to remove the padding in residual units when utilizing them to build a Siamese network. To this end, we augment the residual unit with a cropping operation, which is incorporated after the feature addition, as shown in Fig. 3(a ) . The cropping operation removes features whose calculation is affected by the zero-padding signals.
Since the padding size is one in the bottleneck layer, only the outermost features on the border of the feature maps are cropped out. This simple operation neatly removes padding-affected features in residual unit.
Downsampling CIR (CIR-D) Unit. The downsampling residual unit is another key building block for network design. It is utilized to reduce the spatial size of feature maps while doubling the number of feature channels. Similar to the residual unit, the downsampling unit also contains padding operations, as shown in Fig. 3(b) . Thus, we also modify its structure to remove the negative effects caused by the padding. As shown in Fig. 3(b ) , we change the convolutional stride from 2 to 1 within both the bottleneck layer and shortcut connection. Cropping is again inserted after the addition operation to remove the padding-affected features. Finally, max-pooling is employed to perform spatial downsampling of the feature map. The key idea of these modifications is to ensure that only the features influenced by padding are removed, while keeping the intrinsic block structure unchanged. If we were only to insert cropping after the addition operation, as done in the proposed CIR unit, without changing the position of downsampling, the features after cropping would not receive any signal from the outermost pixels in the input image. As the network depth increases, this would effectively cause even more image content to be removed, resulting in noisy/incomplete extracted features. CIR-Inception and CIR-NeXt Units. We further equip the CIR unit with a multi-branch structure, enabling it to be used in building wide networks. Similar to Inception [33] and ResNeXt [39] , we widen the CIR unit with multiple feature transformations, generating the CIR-Inception and CIR-NeXt modules as shown in Fig. 3(c-d) . Specifically, in the CIR-Inception structure, we insert a 1×1 convolution into the shortcut connection, and merge the features of the two branches by concatenation, rather than by addition. In CIR-ResNeXt, we split the bottleneck layer into 32 transformation branches, and aggregate them by addition. Moreover, for the downsampling units of CIR-Inception and CIR-NeXt, the modifications are the same as those in CIR-D ( Fig. 3(b ) ), where the convolution stride is reduced and max-pooling is added. These two multi-branch structures enable the units to learn richer feature representations.
Network Architectures
By stacking the above CIR units, we build up deeper and wider networks. The constructions follow our design guidelines. First, we determine the network stride. A stride of 8 is used to build a 3-stage network, while a stride of 4 is employed in constructing a 2-stage one. Then, we stack CIR units. We control the number of units and the position of downsampling units in each stage. The goal is to ensure that the receptive field size of neurons in the final layer lies within the derived range, i.e. 60%-80% of the exemplar image. Additionally, when network depth increases, the receptive field may exceed this range. Therefore, we halve the stride to 4 to control the receptive field.
Deeper Networks. We construct deeper networks using CIR and CIR-D units. The structures are similar to ResNet [14] , but with different network stride, receptive field size, and building blocks. In Tab. 3, we present four deep cropping-inside residual networks, i.e. CIResNet-16, 19, 22 and 43. Since these networks have similar structure, we present details for just two of them: CIResNet-22 and CIResNet-43.
CIResNet-22 has 3 stages (stride=8) and consists of 22 weighted convolution layers. Except for the first 7×7 convolution, the others are all CIR units. A cropping operation (with size of 2) follows the 7×7 convolution to remove padding-affected features. The feature downsampling in the first two stages are performed by a convolution and a maxpooling of stride 2, following the original ResNet [14] . In the third stage, downsampling is performed by the proposed CIR-D unit, which is located at the first block in this stage (4 blocks in total). When the feature map size is downsampled, the number of filters is doubled to increase feature discriminability. The spatial size of the output feature map is 5×5, with each feature receiving signals from a region of size 93×93 pixels on the input image plane, i.e. the corresponding size of receptive field.
We further increase network depth to 43 layers in building CIResNet-43. Because of its large depth, CIResNet-43 is designed with only 2 stages, to keep its receptive field size within the suggested range. In the second stage of CIResNet-43, there are 14 blocks, where the fourth one has a CIR-D unit for feature downsampling. It is worth noticing that CIResNet-43 almost reaches the maximum depth of backbone networks that can achieve real-time speed in the SiamFC [2] framework. It has 6.07G FLOPs (multiplyadds) and runs at an average of ∼35 fps in SiamFC framework on a GeForce GTX 1080 GPU.
Wider Networks. We construct two types of wide network architectures using CIR-Inception and CIR-NeXt units, respectively. Here, we only present a 22-layer structure as an example, since other wider networks are similar to this case. As presented in Tab. 3, the wide networks, i.e. CIResInception-22 and CIResNeXt-22, have similar structure to CIResNet-22 in terms of network stride, building block number and output feature size. But the network widths are increased by 2 and 32 times respectively, through the multi-branch building blocks. Also, the receptive field size becomes diverse (i.e. 13∼93) in CIResInception-22 due to multi-branch concatenation, but the maximum size still remain within the suggested range.
Applications
We apply the designed deeper and wider networks to two representative Siamese trackers: the classical SiamFC [2] and the most recently proposed SiamRPN [20] . In both of these two trackers, we replace the original shallow backbones, i.e. the 5-layer AlexNet [18] , with our designed networks, which is the only modification to the original frameworks.
Experiments
This section presents the results of our deeper and wider Siamese networks on multiple benchmark datasets, with comparisons to the state-of-the-art tracking algorithms. Ablation studies are also provided to analyze the effects of the components in the proposed networks.
Experimental Details
Training. The parameters of our networks are initialized with the weights pre-trained on ImageNet [28] . During training, we freeze the weights of the first 7×7 convolution layer, and gradually fine-tune other layers from back to front. We unfreeze the weights of the layers in each block (i.e. the proposed cropping-inside residual units) after every five training epochs. There are 50 epochs in total, the same as in [2, 20] . The learning rates are decreased logarithmically from 10 −3 /10 −2 to 10 −7 /10 −5 for SiamFC and SiamRPN, respectively. The weight decay is set to 10 −4 , and the momentum is set to 0.9 (for both SiamFC and SiamRPN). We use synchronized SGD [19] on 4 GPUs, with each GPU hosting 32 images, hence the mini-batch size is 128 images per iteration.
The training image pairs for SiamFC are collected from the ImageNet VID dataset [28] , while for SiamRPN, it is generated from ImageNet VID [28] and Youtube-BB [27] , which is the same as those in the original frameworks [2, 20] . The size of an exemplar image is 127×127 pixels, while the size of a search image is 255×255 pixels.
Testing. Tracking follows the same protocols as in SiamFC [2] and SiamRPN [20] . The embedding ϕ θ (z) of the target object is computed once at the first frame, and then is continuously matched to subsequent search images ϕ θ (x). To handle scale variations, SiamFC searches for the object over three scales 1.0482 {−1,0,1} and updates the scale by linear interpolation with a factor of 0.3629 to provide damping. SiamRPN searches over only one scale since it employs proposal refinement to handle scale change. The penalty for large change of proposal size and aspect ratio is The listed methods, such as EBT [41] , LDP [24] , nSAMF [22] , TCNN [25] , MLDF [36] , CFWCR [36] and CFCF [11] are compared in VOT challenges [9, 16, 17 ]. set to 0.439. Our networks and trackers are implemented using Python 3.6 and PyTorch 0.3.1. The experiments are conducted on a PC with a GeForce GTX 1080 GPU and a Xeon E5 2.4GHz CPU.
Comparison with Baselines
We first compare our deeper and wider networks to the baseline AlexNet in the SiamFC and SiamRPN frameworks. As presented in Tab. 4, on OTB-13, OTB-15 and VOT-17 datasets, our proposed networks outperform the baseline AlexNet. In particular, SiamFC equipped with a CIResNet.-22 backbone obtains relative improvements of 9.8% (AUC) and 24.4% (EAO) over the original AlexNet on OTB-2015 and VOT-17, respectively. Meanwhile, SiamRPN armed with CIResNet-22 achieves 4.4% and 23.3% relative gains. This verifies that our designed architectures resolve the performance degradation problem shown in Fig. 1 . Also, it shows the effectiveness of our proposed CIR units for Siamese networks. It is worth noting that when the depth of CIResNets increases from 16 to 22 layers, the performance improves accordingly. But when increasing to 43 layers, CIResNet does not obtain further gains. There are two main reasons. 1) The network stride is changed to 4, such that the overlap between the receptive fields of two adjacent features is large. Consequently, it is not as precise as networks with stride of 8 in object localization. 2) The number of output feature channels is halved, compared to the other networks in Tab. 3 (i.e. 256 vs. 512 channels). The overall parameter size is also smaller. These two reasons together limit the performance of CIResNet-43. Furthermore, wider networks also bring gains for Siamese trackers. Though CIResNeXt-22 contain more transformation branches, its model size is smaller (see Tab. 3). Therefore, its performance is inferior to CIResIncep.-22 and CIResNet-22.
Comparison to State-of-the-Art Trackers
We further compare our enhanced Siamese trackers to state-of-the-art tracking algorithms. We select some of the currently best performing trackers in general, as well as other recent Siamese trackers for comparison. Our enhanced trackers employ the best performing CIResNet-22 as the backbone, and are denoted as SiamFC+ and SiamRPN+. The comparison is conducted on five datasets: OTB-2013, OTB-2015, VOT15, VOT16 and VOT17.
OTB Benchmarks. The evaluation on OTB-2013 and OTB-2015 follows the standard protocols proposed in [37, 38] . Two metrics, i.e. precision and area under curve (AUC) of success plots, are used to rank the trackers. The results are reported within Tab. 5. It shows that our SiamFC+ and SiamRPN+ surpass other Siamese trackers, such as the recent proposed StructSiam [40] and TriSiam [7] . This demonstrates the effectiveness of our designed architecture. Moreover, compared with other state-of-the-art algorithms, such as ECO-HC [4] and CFNet [35] , our trackers are still superior in terms of precision and speed. VOT Benchmarks. The evaluation on VOT benchmarks is performed by the official toolkit [17] , in which accuracy (A), robustness (R) and expected average overlap (EAO) serve as the metrics.
VOT-15. We compare our SiamFC+ and SiamRPN+ with the state-of-the-art trackers on the vot-2015 challenge. The results are reported in Fig. 4 (top) . Our SiamRPN+ achieves the best result, slightly better than MDNet [26] . Also, SiamRPN+ runs much faster than MDNet, which operates at ∼1 fps. Compared to the baselines, i.e. SiamFC and SiamRPN, our deeper network enhanced trackers obtain 8.8% and 8.9% relative improvements, respectively.
VOT-16. The video sequences in VOT-16 are the same as those in VOT-15, but the ground-truth bounding boxes are precisely re-annotated. We compare our trackers to the top-10 trackers in the challenge. As shown in Fig. 4 (middle), SiamRPN+ ranks first in terms of EAO. It surpasses CCOT [6] , the champion of the vot-2016 challenge, by 3.9 points, as well as the most recent VITAL [31] by 4.7 points. Moreover, SiamFC+ also improves over the baseline by a large margin, i.e. 6.0 points on EAO.
VOT-17. Fig. 4(bottom) shows the comparison with the trackers in the vot-2017 challenge. Our SiamRPN+ achieves an EAO of 3.01, slightly inferior to the best performing LSART tracker [32] . However, SiamRPN+ runs at 150 fps, which is 150× faster than LSART. Compared to real-time trackers, SiamRPN+ ranks first in terms of accuracy and robustness. Surprisingly, even the plain SiamFC+ surpasses the real-time tracker champion of vot-2017 CSRDCF++[23] by 2.2 points. This further verifies the effectiveness of our deeper network architecture designed for Siamese trackers.
Ablation Study
In Tab. 6−8, we evaluate the effects of different factors in our designed networks on the VOT-16 dataset.
With vs. without CIR unit. The cropping-inside residual unit is a key component in our network architectures. To evaluate its impact, we replace it with the original residual unit [14] in the networks. As shown in Tab. 6, this replacement causes remarkable performance drops, e.g. a degradation of 8.8 points from 0.301 to 0.213 on CIResNet.-22. It clearly verifies the importance of padding removal in the CIR unit, which essentially eliminates position bias in learning. The predicted heatmaps of CIResNet-22 in Fig. 2 also prove this point.
With vs. without CIR-D unit. We compare three different downsampling settings in networks: 1) directly using the original downsampling residual unit, i.e. Fig. 3(b) , 2) inserting a cropping operation after addition in the downsampling residual unit, and 3) the proposed CIR-D unit, i.e. Fig. 3(b ) . Tab. 7 presents the results. It shows that the first two settings are comparable, but inferior to the third one. This indicates our CIR-D unit is effective. In particular, the cropping introduced in the second setting does not bring improvements, since it removes parts of internal features (i.e. not the padding-affected features), resulting in information loss from the original input.
Impact of receptive field, feature size and stride. We tune the sizes of these factors and show their impacts on final performance. Specifically, we vary the convolutional kernel size in the last cropping-inside residual block to change the size of receptive field and output feature. Taking CIResNet-22 as an example, we vary the kernel size from 1 to 6, which causes the feature size to change from 7 to 2. To change the network stride, we replace one CIR unit with a CIR-D unit in the networks. Tab. 8 shows the results. We can observe that when RF becomes large, the performance drops significantly (i.e. from { to x in Tab. 8). The underlying reason is that a large RF covers much image context, resulting in the extracted feature being insensitive to the spatial location of the target object. For output features, it is observed that a small size (OFS ≤ 3) does not benefit accuracy. Also, a large network stride, i.e. 16, is not as precise as a medium sized one, i.e. 8. These results echo our analysis and guidelines presented at the beginning of this paper.
Discussions
Network Architectures. The problem addressed in this paper can be seen as a subtask of network architecture design, which mainly develops in two ways: making networks deeper [29, 14] or wider [33, 39] . To make networks deeper, ResNets [14] introduce an identity mapping that makes training ultra deep networks possible. To make networks wider, GoogLeNet [33] and its descendants employ an Inception module to introduce multiple feature transformations and thus enhance model representation capacity. Our work takes advantage of these deep and wide network architectures, and modifies them to adapt effectively to Siamese networks. Two key principles for Siamese backbone design are presented. One is to remove padding operations inside network architectures, the other is to control the receptive field size and network stride. Both of them are shown to have significant impact on tracking performance. Moreover, this is the first work that systematically studies how to design robust backbone networks in visual tracking.
Siamese Trackers. Siamese trackers follow a tracking by similarity matching strategy. The pioneering works are SINT [34] and SiamFC [2] , which each employ a Siamese network to offline train a similarity metric between the object target and candidate image patches. A large amount of follow-up work [7, 12, 13, 20, 40] have been proposed, and they fall into two camps. One improves matching precision with high-level semantic information or a localization model [13, 15, 40, 20] . The other enhances the offline Siamese model with online updates [12, 35, 42] .
There is a recent work also studying how to leverage deep networks for visual tracking [3] . But it approaches the problem from the direction of data augmentation and feature fusion. Differently, our work studies how to design network architectures and successfully equips Siamese trackers with deeper and wider backbones.
Conclusion
In this paper, we design deep and wide network architectures for Siamese trackers. This is motivated by the observation that direct replacement of backbones with existing powerful networks does not bring improvements. We carefully study the key causes and determine that receptive field size, network padding and stride are crucial factors. Experiments on five benchmarks demonstrate the effectiveness of the proposed architectures, leading to competitive performance on five datasets.
