Awake rat brain positron emission tomography (PET) has previously been developed to avoid the influence of anesthesia on the rat brain response. In the present work, we further the awake rat brain scanning methodology to establish simultaneous scanning of two interacting rats in a high resolution, large field of view PET scanner. Awake rat imaging methodology based on point source tracking was adapted to be used in a dedicated human brain scanner, the ECAT high resolution research tomograph (HRRT). Rats could freely run on a horizontal platform of 19.4 Â 23 cm placed inside the HRRT. The developed methodology was validated using a motion resolution phantom experiment, 3 awake single rat [ rats. The precision of the point source based motion tracking was 0.359 mm (standard deviation). Minor loss of spatial resolution was observed in the motion corrected reconstructions (MC) of the resolution phantom compared to the motion-free reconstructions (MF). The full-width-at-half-maximum of the phantom rods were increased by on average 0.37 mm in the MC compared to the MF. During the awake scans, extensive motion was observed with rats moving throughout the platform area. The average rat head motion speed was 1.69 cm/s. Brain regions such as hippocampus, cortex and cerebellum could be recovered in the motion corrected reconstructions. Relative regional brain uptake of MC and MF was strongly correlated (Pearson's r ranging from 0.82 to 0.95, p < 0.0001). Awake rat brain PET imaging of interacting rats was successfully implemented on the HRRT scanner. The present method allows a large range of motion throughout a large field of view as well as to image two rats simultaneously opening the way to novel rat brain PET study designs.
Introduction
Positron emission tomography (PET) is used to image physiological and biochemical processes (e.g. glucose metabolism) in vivo in humans and in animal models in preclinical research. This imaging technique is the gold standard method for quantifying neurochemistry and molecular processes directly in the brain by injecting a radiopharmaceutical that specifically targets the processes of interest. However, the use of anesthesia to keep animals in the same position within the field of view of the tomograph constitutes an important limitation which has a direct impact on PET outcomes. Overcoming these limitations could advance the animal imaging field toward the simultaneous investigation of social dynamics and models of psychiatric conditions at the neurochemical level.
Thus, in order to circumvent these limitations, Schulz et al. (2011) advanced the small PET imaging field by successfully and simultaneously assessing neurochemistry and the general behavior of small animals while awake using a helmet called RatCAP. However, RatCAP requires a surgical procedure to ensure its stability in addition to a mechanical arm which relieves pressure on the rat's head. Two other methods involve head restraining (Mizuma et al., 2010) and the use of motion-tracking devices (Kyme et al., 2008; Spangler-Bickell et al., 2016) to perform scans of awake animals, both of which necessitate some degree of restriction or significant habituation protocols that could interfere with the quantification of certain biological phenomena. To date, no method has allowed for the simultaneous assessment of multiple freely and naturally interacting animals.
Here, we propose a method for performing PET scans of free-running rats inside a large acrylic glass imaging cage without the need for any surgical intervention and using a high-resolution human brain PET scanner, i.e., the high-resolution research tomograph (HRRT, CTI/ Siemens). Our method tracks the motion of the rat's head during the PET scan by using four small, lightweight positron-emitting point sources attached to the rat's head as markers (Miranda et al., 2017) . In contrast with free running rat PET scans using optical tracking methods (Kyme et al., 2018) , the current method does not require to perform a spatial and temporal calibration between the tracking system and the PET scanner. In addition, the tracking system does not suffer from camera occlusion from the scanner bore, allowing to track the rat throughout the scanner's field of view (FOV), irrespective of the rat's head pose. Importantly, the use of a large FOV scanner allows to perform scans of interacting rats. The point source tracking method also facilitates tracking of interacting rats, which might be challenging using optical tracking methods due to camera occlusion by the body of the other rat. The motion-corrected images are reconstructed from the PET tracking measurements after image acquisition.
In order to ensure that the motion-corrected reconstructions have the same spatial resolution as motion-free reconstructions, we first performed a resolution phantom experiment to assess the spatial resolution of motion-corrected reconstructions. We then performed three scans of single free-running rats and a scan of two interacting rats simultaneously inside the scanner's FOV. The glucose analog [
18 F]FDG was used for validation purposes since the brain uptake remains approximately constant after an uptake period of about 30 min, allowing comparison of an awake scan with a subsequent motion-free (under anesthesia) scan. The ability to conduct PET scans of freely and naturally running animals with accurate quantification could open up new research avenues and introduce a novel experimental paradigm across various disciplines.
Methods

Scanner
All of the experiments were performed on a high-resolution research tomograph (HRRT, CTI/Siemens) (de Jong et al., 2007) . The scanner's FOV was 312 mm in diameter with an axial length of 250 mm. The spatial resolution of the HRRT varies from 2.3 mm in the center of the FOV (CFOV) to 3.2 mm toward the edge. The absolute sensitivity is 2.9% at the CFOV.
Motion tracking
The positron-emitting point sources used for the motion tracking were made from sodium polyacrylate grains. Grains measuring less than 1 mm in diameter were manually selected to create the point sources. First, the grains were soaked in hematoxylin colorant for 10 s for better visualization before being soaked in [ 18 F]FDG for 5 s. Each point source's activity was measured in a dose calibrator and if the desired activity level had not been reached, it was soaked again in [ 18 F]FDG. This procedure was repeated until the desired activity was reached. Only point sources with an activity level of between 259 and 333 kBq were considered as position markers.
The motion-tracking algorithm used was an extension of the method previously developed by our group for the Siemens Inveon scanner (Miranda et al., 2017) . Modifications to the original method were required to handle the larger FOV, lower sensitivity and lower spatial resolution of the HRRT compared to the Inveon scanner. In summary, in comparison with the implementation in the Inveon scanner, the point source activity was increased due to the lower scanner sensitivity and the method to detect the point sources in short time frames was changed from a shape similarity metric, which does not perform well in lower resolution images, to a consistent motion metric. The tracking algorithm is detailed below.
The motion-tracking algorithm was run after the acquisition was completed. The list-mode data of the motion scan was divided into short (32 ms) time frames. Each time frame, i, was then processed consecutively. First, the frame was reconstructed using MLEM list-mode reconstruction (Rahmim et al., 2004b) , without attenuation or scatter correction, consisting of four iterations and filtered with a Gaussian filter with a kernel size of 5 voxels and a standard deviation of 1.1 voxels. The obtained image, measuring 256 Â 256 Â 207 voxels (voxel size 1.22 mm), was denoted as f i (i ¼ 1…I). Before we could begin tracking, we had to define a model of the point sources. The position of each point source was semi-automatically located in one of the time frames, and their inter-point distances were recorded as a model. The number of point sources p (p ¼ 1…P; typically P ¼ 4) and their inter-point distances m l (l ¼ 1…L), were recorded to initialize the tracking algorithm. In addition, the intensity at the point source locations a p was recorded, and the distance b p from every point to the plane that best fitted (least square fitting) the group of points was calculated for later use in the tracking algorithm.
The actual tracking then began with the first frame ðf 1 Þ. Next, because the point sources are local maxima which have a high intensity in the reconstructed image, all of the local maxima were located in the image by first performing a gray-scale dilation:
where κ is a 5 Â 5 Â 5-voxel kernel with a value of 1 for all voxels except the central voxel, which had a value of 0. The local maxima were then identified by selecting voxels for which f i > f i;d . Since the intensity of the local maxima corresponding to the point sources was higher than that of most local maxima present in the image, only the points with the 60 highest intensities were retained. Using the remaining local maxima, the number of points was reduced further by the fact that the local maxima corresponding to the point sources in consecutive frames would be located nearby. On the other hand, most of the other local maxima tended to be randomly redistributed between two consecutive frames due to image noise. Therefore, from frame 3, the distances from all local maxima in the frame i À 2 to all local maxima in the frame i À 1 were calculated. Only the local maxima in frame i À 1 whose distances to the closest local maxima in frame i À 2 was below a predefined threshold (8 mm in our experiments) were retained. The distances from the remaining local maxima in frame i À 1 to all the local maxima in frame i were then calculated. Again, only those local maxima in frame i whose distances to the closest points in frame i À 1 were below the threshold (<8 mm) were retained. Finally, a score was calculated for all of the remaining local maxima in frame i as the sum of the distance to the closest point in frame i À 1 and the distance from that point to its closest point in frame i À 2. Only the 20 points with the lowest scores were retained for further processing by the algorithm. For the first two frames (for which not enough previous frames were available), the number of points was not reduced, i.e., 60 points were used in the next step.
Using the remaining 20 local maxima (60 for frames 1 and 2), we considered each combination (group) n (n ¼ 1…N) of P points whose inter-point distances D n l were below the threshold difference (3 mm in our experiments) from the model m l inter-point distances. A score was calculated for each group n as
where E n p is the intensity of the p -th point in group n, F n p is the distance from point p to the plane that best fits the group n, and w 1 , w 2 and w 3 are weights empirically set to 5e
À2
, 3e À3 and 0.2, respectively, for all the experiments. The group of points n that minimizes S n were selected as the correct point sources. If no group's inter-point distances were below the preset threshold (3 mm) or score S n was not below a maximum value (4 in our experiments), we considered the tracking to have failed in that frame.
The tracking success rate, i.e. the percentage of frames that were successfully tracked, is reported. The position of each correctly tracked point source, initially defined as the center of the voxel of the local maximum, was then refined further. The final position was defined as the point that minimizes the distance to LORs associated with the point source (Parker et al., 1993) . These LORs were selected as the LORs that pass within 3 mm of the voxel center.
To reduce the processing time, if the point sources had been identified correctly in the preceding frame, the current frame was reconstructed in the bounding box that enclosed the point sources in the previous frame plus an additional margin of 10 voxels in all three directions. Therefore, the image size of the short frames varied according to the point sources' positions. In addition, if the preceding frame had been correctly tracked and if a local maximum in the current frame was close (<3 mm in our experiments) to one of the point source locations in the preceding frame, this local maximum was selected as one of the correct point source locations in the current frame.
Once the point sources had been tracked in the short time frames, the pose in each frame was calculated. The pose encompass the six degrees of freedom describing the position (x, y, z) and orientation/rotation (Euler angles α, β, γ) of the object on which the point sources are attached. The position of the pose was defined as the centroid of the point sources and the orientation was determined by calculating the transformation to the model point sources using singular value decomposition of the points sources coordinates cross-covariance matrix (Besl and Mckay, 1992) .
If the inter-point distances had changed slightly, e.g., due to the rat's skin slipping over its skull, or if the point sources' intensity had decreased due to radioactive decay, the model values m l , a p and b p would differ from the actual values. To correct these effects, the model inter-point distances m l , intensities a p and point-plane distances b p were constantly recalculated as the mean of the values in the previous five correctly tracked frames. Furthermore, to avoid the use of erroneously calculated poses due to point source slippage (change in point source geometry), the reliability of a pose was determined as follows. If after registration to the model, the distance from any point source in a given frame to the corresponding model point source was more than 3 mm, the pose in that frame was considered erroneous and not included in the motion correction reconstruction.
When tracking two subjects simultaneously, the geometry of their groups of point sources must be different enough to be able to differentiate between them. We found that a difference in the inter-point distances between the two point source groups of at least 2-3 times the scanner's spatial resolution was sufficient to differentiate between the two subjects in our experiments. Satisfying this condition, the two groups of point sources can be tracked independently with the same algorithm used for tracking a single subject. Fig. 1 summarizes the motion tracking algorithm.
Walking path calculation
The trajectory of the rat motion was calculated from the short time frame reconstructions. We first calculated the projection in the x -z (horizontal) plane for each time frame. Next, each frame projection was processed sequentially. An optimal threshold (Otsu, 1979) was calculated in order to obtain a binary image in which the rat body activity was segmented from the background. To eliminate outliers, Euclidian clustering (Rusu and Cousins, 2011) was carried out and the cluster with the largest size was selected as belonging to the rat body. Binary morphological transformations (Gonzalez and Woods, 2002) were then performed to fill the holes in the rat body cluster, to obtain the body outline and to smoothen it. The rat position was calculated as the geometric centroid of the body outline. Finally, the rat body positions were filtered in time with a symmetric Gaussian filter (σ ¼ 80 ms) and the walking path was calculated using the difference in position between the frames.
Image reconstruction and quantification
The total data set was reconstructed into a single static frame using our in-house developed software. Motion-free scans were reconstructed with ordered subset list-mode (LM-EM) reconstruction (Rahmim et al., 2004b) , while motion-corrected images were reconstructed using LM-EM motion-compensated reconstruction (Rahmim et al., 2004a) . Both of these methods considered 16 subsets and 8 iterations, including image-space-based resolution modeling (Reader et al., 2003 ) using a Gaussian with a full-width-at-half-maximum (FWHM) of 3 mm. The motion-compensated sensitivity image was calculated through trilinear interpolation in the image space as described in Rahmim et al. (2004a) . No scatter correction was performed since it affects minimally to rat brain regional quantification (Spangler-Bickell et al., 2016) .
Attenuation correction in the motion-free and motion-corrected reconstructions was performed by calculating the attenuation map based on the image segmentation of the rat body activity volume (Angelis et al., 2013) , assuming a constant attenuation factor for soft tissue (0.096 cm À1 ) for the entire body. In the motion-corrected images, the body outline was incorrectly defined due to the independent motion of the body from the head. The independent body motion was translated into a blurry activity image of the body, which occupied more volume than the rat's true body volume. In order to obtain the correct body The cluster of points that minimizes an error metric is selected as the correct cluster of point sources in that frame.
volume from the motion-corrected segmented image, a region-growing algorithm was used to gradually increase the volume of the attenuation image until the attenuation map volume matched the rat's volume. This was achieved by first considering the complete segmented binary image of the rat's body activity and then performing Euclidian clustering with an initialization seed in the rat's brain, growing the image volume gradually until the volume of the rat's body matched. The rat's volume was calculated from the animal's weight, measured prior to the experiment, and assuming a constant soft tissue density for the whole body.
Resolution phantom experiment
A resolution phantom experiment was carried out to evaluate the spatial resolution of the motion-corrected reconstructions. A hot-rod phantom (Data Spectrum Corporation, Micro Hot Spot ECT Phantom) with rod diameters of 1.2, 1.6, 2.4, 3.2, 4.0 and 4.8 mm was filled with 37 MBq of [ 18 F]FDG. Three point sources were pasted onto the phantom Plexiglas case to track its motion. The inter-point distances were 34.4, 76.5, and 66.6 mm. The phantom was placed on a horizontal platform inside the scanner bore and manually moved through the scanner's FOV in the x -z plane (horizontal plane) for 20 min. The phantom was moved with an average speed of 4.31 cm/s. Subsequently, a 20-min motion-free scan was performed for comparison.
The position of the resolution phantom was represented in a 2D (x -z) histogram. The origin of the histogram corresponded to the CFOV. A logarithmic scale was used to visualize areas which had short residing times. In addition, the average speed of the phantom was calculated for the entire scan.
Twenty-five transaxial slices through the rods were summed, and the FWHM in the radial direction was calculated for the 2.4, 3.2, 4.0 and 4.8 mm rod sizes by fitting a Gaussian to the rod profile. The FWHM, averaged over rods of the same size, was reported for the motioncorrected and motion-free reconstructions. In addition, the standard deviation (SD) of the motion-tracking position and orientation measurements was calculated from 100 frames of a static phantom position.
2.6. Awake rat brain experiments 2.6.1. HRRT awake rat scanning cage A Plexiglas imaging cage was designed to restrict the motion of the awake rats to the FOV of the HRRT scanner (Fig. 2) . The cage was cylindrical in shape with square lids that fitted firmly to the scanner bore. A plastic grid platform was placed inside the cage, so that the rat was positioned approximately in the horizontal center of the FOV. The area in which the rat could move measured 19.4 cm along the x -axis and 23 cm on the z -axis. The height (along the y -axis) was 15 cm at the center of the cage. Perforations in the grid allowed for urine to drain to the bottom of the cage. Ventilation holes were located at both ends of the cage.
Awake rat brain scans
Three male Long-Evans rats were used for the awake scan experiments. Rats 1, 2 and 3 weighed 350, 360 and 340 g, respectively. All of the procedures described here were performed in accordance with the Canadian Council on Animal Care guidelines and were approved by a McGill Animal Care ethics committee. All of the rats were housed at the Douglas Mental Health University Institute animal facility on 12/12 h light/darkness cycles and ad libidum access to food and water. All animals were fasted at least 12 h before the start of the scan. Each rat was first anesthetized with isoflurane in medical oxygen (5% for induction, 2% for maintenance). The rat was then shaved below the ears and on the nasal bridge. Two point sources were affixed to the nasal bridge and two below the ears by placing a drop of cyanoacrylate glue on the shaved areas. [ 18 F]FDG was then administered by tail vein injection. Rats 1, 2 and 3 were administered 19.7, 19.8 and 23.9 MBq respectively. Anesthesia was stopped immediately after the injection and the rat was placed inside the Plexiglas cage for 30 min tracer uptake. Next, the cage was placed inside the HRRT bore and the awake rat was scanned for 20 min. After the awake scan, the rat was anesthetized with R-(À)-Deprenyl hydrochloride using a dose of 0.8 ml per 1000 g to enable us to perform a 20-min motion-free scan for comparison. Fig. 3 shows the time diagram of the animal PET scans.
Simultaneous scan of two awake rats
Two awake Long-Evans rats (Rats 4 and 5) were scanned simultaneously. Rats 4 and 5 weighed 490 and 420 g, respectively. We again followed the scan protocol described above to obtain a 20-min awake scan and a 20-min under anesthesia, motion-free scan for comparison. Rats 4 and 5 were administered 22.6 and 19.6 MBq of [ 18 F]FDG, respectively, by tail vein injection.
Rat brain image analysis
The motion of the rats' heads was analyzed in the same way as the resolution phantom motion (calculation of positions 2D histogram, and average head speed). The motion-corrected reconstructions (MC) and the corresponding reference motion-free reconstructions (MF) were analyzed using PMOD 3.3 (PMOD technologies Ltd, Zurich, Switzerland). The MC was registered to an [ 18 F]FDG brain atlas (Schiffer et al., 2006) through rigid body transformation. The atlas and the corresponding predefined VOIs were then spatially normalized to this image. Finally, the MF was also rigidly transformed to the registered MC image.
The relative [ 18 F]FDG uptake, normalized to the cerebellum, in 60 brain regions defined in the brain atlas (including the hypothalamus, cingulate cortex and hippocampus) was calculated. The Pearson's correlation coefficient between the MF and MC uptake was calculated using all of the brain regions (n ¼ 60) and a two-tailed p -value (p < 0.05 were considered significant). Statistical analysis was performed using GraphPad Prism 6.0 (GraphPad Software, California, USA). 
Results
Image resolution of the motion-corrected images
The phantom was moved continuously in random directions at an average speed of 4.31 cm/s (Fig. 4a) across a horizontal platform spanning the scanner's FOV. The tracking success rate was 84%. Fig. 4b shows the histogram of the phantom's positions throughout the entire scan on the horizontal plane. Fig. 5c and d shows the motion-free and motioncorrected reconstructions of the hot-rod phantom, respectively. Fig. 5e shows profiles through the 4 mm rods. The smallest rod size resolved was 2.4 mm. The difference in the rods' full width at half maximum (FWHM) between the motion-free and motion-corrected reconstructions of the phantom had a maximum value of 0.74 mm for the 2.4 mm diameter rods (Fig. 5b) , which was three times lower than the scanner's spatial resolution, and a minimum value of 0.06 mm for the 4.8 mm rods.
Awake rat brain experiments
During the single rat scans, the rats exhibited exploratory behavior typical in a new environment for some periods of time, with recurrent changes in posture and sniffing behavior. Additionally, they remained motionless for long periods of time. The position histograms are shown in Fig. 6a-c . The average speed of each rat's head, measured at a point in the medial prefrontal cortex, was 2.14, 1.36 and 1.46 cm/s for Rats 1, 2 and 3, respectively (Fig. 6d-f ). The distance traveled by the rats during the PET scan was measured using the outline of the rat's body activity in the short time frames (Supplemental Video 1). Rats 1, 2 and 3 traveled 21, 15 and 14.9 m during the 20-min scan time, respectively. The tracking success rate was 81%, 54% and 90% for rats 1, 2 and 3 respectively. The low tracking success rate of rat 2 was due to low activity of one of the point sources. The behavior of Rat 1 was considerably more erratic, with long periods of grooming behavior, in comparison to the behavior of Rats 2 and 3, which remained calm during most of the scan with some periods of exploratory behavior (Supplemental Video 2).
In the simultaneous scan of two rats (Rats 4 and 5), both rats remained calm throughout the scan, exploring the cage for brief periods of time. The rats remained with their heads close to the edge of the cage for most of the scan. For some periods of time, their heads overlapped in the x -z plane, when one rat was on top of the other (Supplemental Video 3). The average head speed of the rats was 1.76 and 1.75 cm/s for Rats 4 and 5, respectively. Rats 4 and 5 traveled 12.7 and 13.0 m respectively during the 20-min scan time. The tracking success rate was 84% and 90% for rats 4 and 5 respectively.
Quantification of awake rat brain experiments
Motion-corrected and motion-free reconstructions of the rats' brains are shown in Fig. 7a . The regional uptake in the rats' brains, normalized to the cerebellum, was calculated for all five rats in both the awake and anesthetized reconstructions. A rat brain atlas (Schiffer et al., 2006) with 60 brain regions, including the hippocampus, cortex and hypothalamus, was used to define and calculate the mean [ 18 F]FDG uptake shape could be observed in both the motion-free and motion-corrected reconstructions, with a high uptake in certain regions such as the cerebellum, cortex and hippocampus. Considering all of the 60 brain regions, the Pearson's r correlation coefficient between the motion-free and motion-corrected reconstructions of regional brain uptake in Rats 1-5 was 0.86, 0.92, 0.89, 0.89 and 0.82 (p **** < 0.0001), respectively ( Fig. 7b and c) . In addition, the time activity curves for the whole brain, caudate putamen and cortex are shown in Fig. 8 for Rat 1, 3 and 4. The TACs show the steady state uptake in the awake scans while under anesthesia TACs show the brain [ 18 F]FDG uptake wash-out (Miranda et al., 2018; Spangler-Bickell et al., 2016) .
Discussion
We developed a method for performing brain PET imaging in awake, freely running rats for single or multiple naturally interacting rats. Unlike similar awake rat brain PET methods, our approach requires no surgical intervention in the rats and no additional hardware other than the PET scanner itself. By attaching positron-emitting point sources to the rat's head and detecting the points in short time frame reconstructions, the motion of the rat's head can be determined. The motion-tracking data are then used to correct the PET data for motion and obtain reconstructions unaffected by motion artifacts, leading to the generation of accurately quantifiable images.
It was necessary to fabricate the point sources using a radiotracer with an isotope that had a reasonably long half-life, such as [
18 F]FDG, in order to be able to maintain a high activity in the point sources throughout the scan. Due to the ready availability of [ creation of the point sources should not represent any difficulties. Four point sources were used in the animal experiments, whereas only three were used in the phantom scan. The additional point source could serve to increase the accuracy of the motion tracking, as more points are averaged to calculate the rat's head pose. Moreover, if the rat dislodges one of the point sources, the tracking can still be performed with the remaining three point sources. Dislodging occurred in only one of the five rat experiments described here.
The tracking success rate was greater than 80% in most experiments. Only for rat 2, the tracking success rate was low (54%). This was caused by the low activity of one of the point sources which hindered its visualization in the reconstruction of the short time frames. Therefore, special care must be taken to prepare the point sources with enough activity (at least 259 kBq) to avoid tracking failure.
We showed that the motion tracking was accurate enough to avoid excessive loss of spatial resolution in the motion-corrected reconstructions. In a hot-rod resolution phantom experiment, the phantom's rods' FWHM increased by an average of 0.37 mm after motion correction in comparison to the phantom motion-free reconstruction rods. The tracking standard deviation was 0.36 mm, i.e., six times smaller than the scanner spatial resolution (2.3 mm).
The cage was designed to keep the rats inside the scanner's FOV and allowed the rats to move freely and naturally in all directions. During the awake scans, the rats showed no signs of discomfort. Rat 1 did exhibit grooming behavior during most of the awake scan, probably due to the presence of the point sources. Rats 2 and 3 displayed almost no grooming behavior and actively explored the cage on several occasions (Supplemental Video 2). During the scan of two rats, the animals were in close proximity to each other and exhibited some interaction, such as scratching and sniffing behaviors (Supplemental Video 3). Moreover, for a long period of time, one rat rested directly on top of the other. Of these observed behaviors, only excessive grooming could affect the tracking of the point sources, since this behavior stretches the skin of the head and changes the point sources' geometry from a rigid configuration. This behavior could be prevented by habituating the rats to wearing the point sources. Nevertheless, the motion-corrected reconstructions were barely affected by this behavior, as evidenced by the comparison to the motionfree reconstructions.
Although the point sources were placed on the rats under anesthesia in the current experiments, we had previously succeeded in positioning the point sources on awake rats after some training. This removes the need for anesthesia, provided that awake injection of the tracer is performed, for instance, through an implanted catheter (Jespersen et al., 2012) .
Quantitative rat brain motion-corrected reconstructions were obtained. An estimated attenuation map was used for attenuation correction. Due to the non-rigid motion of the rat body with respect to the head, the estimated attenuation map is an approximation of the true attenuation map. This might introduce errors in the reconstruction of the brain activity. However, since the posture of the rat head with respect to the body usually changes sporadically and most of the time the head posture remains the same, the approximation of a rigid attenuation map might be sufficient. As it can be seen in the good correlation between motion-free and motion corrected reconstructions regional brain quantification in 7 , the use of the approximate attenuation map should not introduce large errors. For the case of multiple rats' scans, neglecting attenuation correction might introduce bias in the brain activity since the attenuation from the second rat body can be considerable. Therefore, attenuation correction was also performed in the multiple rats' scan. Scatter correction was omitted as it makes little difference in brain quantification in small animal PET scans (Spangler-Bickell et al., 2016) .
The current study utilized [ 18 F]FDG to take advantage of its wellestablished pharmacokinetics to validate the motion-corrected in vivo images. Indeed, given that the trace uptake reaches a plateau after an awake uptake period, the awake scans can be compared to the subsequent anesthesia scans. Due to the differences in image noise levels and small changes in tracer uptake over time, some differences in [ are to be expected. As it can be seen in Fig. 8, [ 18 F]FDG brain uptake in awake scans tend to increase or remain constant, while in the subsequent anesthesia scans a decrease (wash-out) was observed, explained by the use of anesthesia (Miranda et al., 2018) and the different scan start time from injection time (Spangler-Bickell et al., 2016) . Nevertheless, the motion-corrected and motion-free reconstructions of the rats' brains showed much similarity in the uptake shape. In addition, a strong and highly significant correlation was obtained for all of the rats in relative regional brain quantification between the motion-corrected and motion-free scans. Factors that might introduce variability between animal's brain uptake in the current study are differences in fasting periods between animals, glucose levels (Deleye et al., 2014) and the periods of anesthesia (Miranda et al., 2018) . These factors need to be controlled in future biological studies.
Although the non-reversible tracer [ 18 F]FDG was used for validation purposes, reversible tracers, such as [ 11 C]raclopride, are more relevant for awake rat brain PET studies. To study the time dynamics, these tracers require injection of the animal while it is inside the PET scanner. This can for instance be done using an injection line placed on a swivel (Kyme et al., 2018) . Future studies will consider these dynamic scanning protocols using the tracking and reconstruction methods validated in this paper.
The present work opens the way to new experimental designs of small animal PET imaging. For example, the larger area on which the animal can move can be exploited to perform complex behavior and interaction studies. In addition, the absence of anesthesia makes the use of external stimuli during the experiment possible.
Conclusions
PET brain scan of awake interacting rats was successfully implemented on the HRRT scanner. Motion corrected reconstructions of a resolution phantom showed excellent spatial resolution in comparison with motion-free reconstructions. In [ 18 F]FDG animal studies, scanning either single or two interacting awake rats, regional brain uptake in the motion corrected reconstructions showed high correlation with that in the motion-free reconstructions brain. The current method opens the way to new small animal brain PET experimental design.
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