The cumulative probability distribution of sparseness time interval in the Internet is studied by the method of data analysis. Round-trip time between a local host and a destination host through ten odd routers is measured using the Ping Command, i.e., doing echo experiment. It is found that the data are well described by the q-exponential distributions, which maximize the Tsallis entropy indexed by q less or larger than unity.
The Internet is a complex system, which has highly intricate tangle, cluster and hierarchical structures, strong spatio-temporal correlation with feedback, self-organization, and connection diversity. The structure emerging from the actions of a large number of the users may efficiently be understood within the statistical mechanical framework and its suitable generalizations. For example, a work in [1] reports emergence of scaling behavior and the associated power-law distribution of connectivity of nodes. These concepts are known to be essential for the network to be resilient and robust to random errors, breakdown, and attack [2] [3] [4] .
From the statistical and dynamical viewpoints of the network, of particular interest are the stationary states under nonequilibrium conditions. Tsallis statistics [5] based on a nonextensive entropy [6] aims to offer a theoretical basis for analyzing complex systems at such states. It has successfully been applied to a variety of problems including anomalous diffusion [7, 8] , Lévy flight [9] [10] [11] , fractal random walk [12] , complex high-energy processes [13] [14] [15] [16] [17] , nonlinear maps at the edge of chaos [18] [19] [20] , stochastic resonance [21] , biomolecules [22] , citation networks of scientific papers [23] , and urban agglomeration [24] .
In this Letter, we present an experimental evidence that Tsallis statistics in fact describes the stationary states of the Internet. "Echo experiment" we have performed uses the Ping Command [25, 26] . A Ping signal is emitted from a local host computer, takes a round trip to a destination host (i.e., a site accessed), and returns to the local host through ten odd routers. The route of the signal emitted to the destination is fixed and traced. Each router is connected with the whole network in a time-dependent manner. The next signal is sent immediately after the previous one returns. Such a time interval is typically <130 ms and is not included in our data analysis. Using the whole collected data of the echo experiment, the threshold value indicating congestion is appropriately defined (see the later discussion).
Actually, the result turned out to be not sensitive to the definition of the threshold. We have calculated each time interval given by the amount of the round-trip time below the threshold value between two successive thresholds. This interval is referred to here as "sparseness time interval" denoted by τ . Observation shows that the Internet itinerates over a series of the stationary states, which are all described by the Tsallis q-exponential cumulative probability distribution of τ . In particular, both the 0 < q < 1 and q > 1 cases occur and nothing is special in the limit q → 1. Regarding sparseness time interval rescaled by its average, the more congested the network is, the smaller value q takes. In this sense, the entropic index characterizes the degree of congestion.
Before presenting the experimental results, let us briefly summarize the basics of 
under the constraints on normalization
and the normalized q-expectation value [27] of sparseness time interval
Here, q and σ in Eq. (1) 
The optimal distribution is calculated to be
β in Eqs. (5) and (6) is the Lagrange multiplier associated with the constraint in Eq. (3).
e q x ( ) stands for the "q-exponential function" defined by
whose inverse is the "q-logarithmic function"
] / β , which can be shown to be positive [11] , p τ ( ) is recast into the following form:
p τ ( ) is seen to be the Zipf-Mandelbrot distribution with a heavy tail if q > 1. Both the normalizability condition and finiteness of < τ > q in Eq. (3) require the entropic index to satisfy q < 2.
In the limit q → 1, the Tsallis entropy converges to the Boltzmann-Shannon entropy,
], and correspondingly p τ ( ) becomes the Boltzmann-type exponential distribution since, in this limit, e q x ( ) and ln q x ( ) approach to the ordinary exponential and logarithmic functions, respectively. However, such a limit does not play any special roles in the present work.
An important point in Tsallis statistics is that the quantity to be compared with the observed distribution is not p τ ( ) in Eq. (10) itself but its associated escort distribution [29] . Therefore, the cumulative probability distribution should be defined by
, it is found to be given by
Below, we discuss how the cumulative probability distributions of this form are realized in the Internet.
In Fig. 1, we For comparison, we present Fig. 3 to show that there also exist stationary states, at which the values of the entropic index are less than unity.
These results imply that the network undergoes a series of transition from one stationary state to another: q 1 , τ 0, 1
Each stationary state is the state of the maximum Tsallis entropy.
In conclusion, we have found that the Internet itinerates over a series of the nonequilibrium stationary states described by Tsallis statistics. 
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