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1A tractable second-order cone certificate for external
positivity with application to model order reduction
Christian Grussler and Anders Rantzer
Abstract—For linear time-invariant systems, a tractable cer-
tificate of external positivity based on second-order cones is
presented. Further, we show how balanced truncation can be
modified to preserve second-order cone invariance, which to-
gether with our certificate can be made into an external positivity
preserving model reduction method. This method consistently
yields better reduced models than approaches that intend to
preserve internal positivity.
Index Terms—positive systems, external positivity, balanced
truncation, model order reduction, p-dominance, semi-definite
programming, second-order cones
I. INTRODUCTION
Since the emerge of the famous Perron-Frobenius theorem
[1, 2], positive operators, i.e., mappings that leave a cone
invariant, have attracted much interest [3–10]. For dynamical
systems, the importance of cone-invariance has been early
recognized by Luenberger [11], but only in the recent years
received considerable attention [12–22]. On the one hand, this
interest is based on the frequently appearing compartmental
network structures, e.g., in bio-medicine, economics and data
networks [11, 12, 23–26]. On the other hand, these systems
offer a simplified analyses through their dominant dynamics
[10, 13, 16–18, 27–29]. Among linear time-invariant systems
x˙(t) = Ax(t)+Bu(t),
y(t) =Cx(t)+Du(t),
with state x ∈ Rn, input u ∈ Rm and output y ∈ Rk, the
convex cone of externally positive systems, i.e., systems that
map nonnegative inputs to nonnegative outputs, are the most
prominent representatives of cone-invariant systems, because
many physical quantities are by definition nonnegative. For
example, u could be the inflow of a substance into a chemical
reactor and y the concentration of the resulting product. If in
addition, the state x obeys the nonnegativity constraint, the
system is usually refereed to as internally positive [10–12].
Unfortunately, only for few operations, e.g., serial, parallel
and positive feedback interconnections, it is easy to verify
that the resulting system is externally positive. For many other
operations, where external positivity may not always be pre-
served, this can be a difficult task. Examples include common
model order reduction techniques such as balanced truncation
[30], system identification [31] or the interconnection with
non-positive systems as for the compound system in strong
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unimodality certification [19]. Thus, a certificate of exter-
nal positivity that is both computationally and theoretically
tractable is highly desirable.
Note that such a certificate can only be sufficient, because
the problem is generally NP-hard [32]. In fact, for single-input-
single-output (SISO) systems (m = k = 1), external positivity
is equivalent to the state remaining within some convex cone
for all nonnegative inputs and C lying in the corresponding
dual cone [33]. Hence, certifying externally positivity is as
difficult as finding such a cone. One completely characterized
approach that seeks such a convex cone is the determination of
an invariant polyhedral cone leading to an internally positive
realization [34–36]. A drawback of polyhedral cones, however,
is the fact that this may require an arbitrarily large number of
extreme rays [12, 35, 36], and as not all externally positive
systems omit an internally positive realization, this procedure
may not terminate.
The main idea of this work is to seek invariant second-order
(ellipsoidal) cones. This has several advantages: Firstly, as the
invariance of such cones has been comprehensively studied
[4, 6, 37, 38], we are able to derive a simple, tractable certifi-
cate, which is representable as a semi-definite programming
(SDP) and thus solvable with standard convex optimization
software [39, 40]. Secondly, because of the simplicity of this
certificate, it is easy to combine it with other methods that
can be represented through linear matrix inequalities (LMIs).
Here, we demonstrate this by modifying balanced truncation
[41] to preserve second-order cone invariance and simultane-
ously external positivity and/or additional LMI-representable
properties such as passivity [42, 43]. This is important, because
it ensures that the approximated model does not violate basic
physical constraints such as the nonnegativity of quantities.
Numerical experiments indicate then that the error compared
to standard balanced truncation is fairly small, which con-
sistently yields better results than existing internal positivity
preserving model reduction techniques [30, 44–47]. Thirdly, it
is easy to construct examples, where the only possible invariant
cone is of second order, thus proving the necessity for a
certificate based on second-order cones.
Finally note that this paper is an extension of the authors
work [48]. Due to the increased interest in second-order cone
invariance and external positivity [19, 27, 31, 49–52] since
then, this paper puts more focus on the certificate aspect and
provides a fully elaborated investigation of our approaches,
including the following aspects: (i) We discuss benefits and
restrictiveness. (ii) We address the numerical tractability of
our approaches and outline first order optimization methods,
which makes it possible to apply our results to systems of
higher order. (iii) Our modifications to balanced truncation
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2are extended to generalized balanced truncation by Lyapunov
inequalities [53, 54], which admits the incorporation of addi-
tional LMI-representable properties.
The paper is organized as follows. First, we introduce some
basic notations and preliminaries on convex cones. Subse-
quently, we discuss cone-invariant systems, including positive
systems. Then we are set to present and discuss our first main
result, the SDP-formulation of our certificate. This result is
accompanied by a discussion of its necessity, restrictiveness
and computational tractability. Then, we give our second main
result on the modification of balanced truncation such that our
certificate remains intact. Finally, based on several examples,
the success of our model reduction approaches is demonstrated
and a conclusion is drawn. Proofs are stated in the appendix.
II. PRELIMINARIES & BACKGROUND
A. Notations
Throughout this paper, we use the following notations for
real matrices and vectors X = (xi j) ∈ Rm×n. The entry-wise
absolute value of X is given by |X | = (|xi j|) and the set of
entry-wise nonnegative matrices by Rm×n≥0 . For nonnegative
real-valued mappings u : R≥0 → Rm, we employ the same
notation and write u(t) ∈Rm≥0.
Submatrices of X are denoted by
X(p:q,s:t) := (xi j)p≤i≤q, s≤ j≤t ∈Rp−q+1×s−t+1
and accordingly X(p:q,:) := X(p:q,1:n) and X(:,s:t) := X(1:m,s:t).
In stands for the identity matrix in Rn×n and ei for the i-th
canonical unit-vector in Rn. For the spectrum of X ∈ Rn×n
we write σ(X), whose elements λ1(X), . . . ,λn(X), the eigen-
values of X , are sorted by decreasing real part ℜ(λi(X)) and
subsorted by increasing imaginary part ℑ(λi(X)). If X = XT,
we write X  ()0 for X being positive (semi-)definite, i.e.,
σ(X) ⊂ [0,∞[. We also use these notations to describe the
relation between two matrices, e.g., A B defines A−B 0.
The inertia ι(X) = (ip, iz, in) of X is defined by the number of
positive ip, zero iz and negative in real-parts in σ(X).
For S ⊂Rm, we denote its interior, boundary and closure
by int(S ), ∂S and cl(S ), respectively. Further, we write
AS := {Ax : x ∈ S } for its image under an A ∈ Rn×m,
conv(S ) and cone(S ) for its convex hull and convex conic
hull. The indicator function IS :Rm→{0,∞} is defined as
IS (x) :=
{
0 x ∈S
∞ else
Finally, the H∞ norm of a transfer function G(s) is denoted
by ‖G‖H∞ .
B. Polyhedral vs. second-order cones
In the following let K ⊂Rn be a convex cone. K is called
solid if int(K ) 6= /0 and pointed if K ∩−K = {0}. If it
closed, solid and pointed, then K is referred to as proper.
Further, the corresponding dual cone and its interior are given
by [5]
K ∗ := {y : yTx≥ 0 for all x ∈K }. (1a)
int(K ∗) = {y : yTx > 0 for all x ∈ cl(K )\{0}}. (1b)
K is a polyhedral cone if
K =PN := NRm≥0 (2)
for some N ∈Rn×m and a second-order/ellipsoidal cone if
K = {x : ‖Px‖ ≤ cTx}. (3)
for some P ∈ Rm×n, c ∈ Rn and ‖ · ‖ denoting the Euclidean
norm. By letting K := PTP− ccT, it is easy to see that every
second-order cone can alternatively be represented as
K =KK,c := {x : xTKx≤ 0, cTx≥ 0}, (4)
which reveals its construction by a double-cone
KK := {x : xTKx≤ 0}=KK,c∪KK,−c =KK,c∪−KK,c (5)
that is separated through a hyperplane with normal c (see Fig-
ure 1). In this work, we are mostly interested in proper cones
KK,c, which implies that ι(K) = (n−1,0,1) and c is strictly
separating, i.e.,
{x : cTx≥ 0}∩KK = {0}. (6)
Lemma 1. Let KK,p be a proper second-order cone. Then the
following are equivalent:
1) KK,c =KK,p
2) ∀ p∗ ∈ int(KK,p) : c ∈ int(K ∗K,p) = int(KK−1,p∗)
3) ∃ x ∈KK,p : cTx > 0 and cTK−1c < 0.
4) ∃ x ∈KK,p, τ > 0 : cTx > 0 and K+ τccT  0.
A proof of Lemma 1 is given in appendix A.
C. Cone-invariance
Definition 1 (A-invariance). Let K ⊂Rn and A ∈Rn×n. K
is called A-invariant if and only if AK ⊂K . K is called
exponentially A-invariant if and only if K is eAt -invariant for
all t ≥ 0.
Remark 1. A necessary condition for the existence of a proper
convex eAt -invariant cone K is λ1(A) ∈R [10, 33].
By [33], a polyhedral cone PN is exponentially A-invariant
with c ∈K ∗N if and only if
∃γ ≥ 0, P ∈Rm×m≥0 : (A+ γIn)N = NP, NTc ∈Rm≥0. (7)
A similar formulation can be derived for a proper second-order
cone KK,c.
Lemma 2. Let A ∈Rn×n and KK,c ⊂Rn be a proper second-
order cone. KK,c is exponentially A-invariant if and only if
∃ γ,τ ∈R : ATK+KA+2γK  0, K+ τccT  0. (8)
The first part in (8) states that KK is eAt -invariant [37],
whereas the second part is from Lemma 1. The following
result, which is proven in appendix B, shows that sometimes
there only exist second-order eAt -invariant cones.
Lemma 3. Let A ∈ R3×3 with σ(A) = {α,α ± iβ} where
α,β ∈R and β 6= 0. Then, K is proper, convex eAt -invariant
cone if and only if K =KK,c for some c ∈R3 and K ∈R3×3
with ι(K) = (2,0,1).
3Remark 2. Assuming that λ1(A) 6= ℜ(λ2(A)), there exists
both, eAt -invariant polyhedral [35] and second-order cones. In
fact, if (A,ATK+KA+2γK) is controllable, e.g., by requiring
strictness in (8), it follows that ι(K) = ι(A + γIn) [55].
Therefore, for given A and c with λ1(A) 6=ℜ(λ2(A)), one only
needs to solve (8) for some fixed γ ∈ (−ℜ(λ2(A)),−λ1(A)) in
order to find a solution (K,τ) with desired inertia. This can
be done by semi-definite programming [56].
In contrast, solving (7) is significantly more involving,
because even for fixed γ , the size of N is a priori unknown
and N and P are coupled in a non-convex fashion.
D. Positive systems
Next we discuss cone-invariance of linear time-invariant
systems
x˙(t) = Ax(t)+Bu(t),
y(t) =Cx(t)+Du(t),
(9)
with A ∈ Rn×n, B ∈ Rn×m, C ∈ Rk×n and D ∈ Rk×m. In
particular, we require that for all u(t) ∈ Rm≥0 and x(0) ∈K
it follows that x(t) ∈K for all t ≥ 0. For convenience, we
will often refer to (A,B,C,D) as a system, meaning that the
transfer function G(s) =C(sIn−A)−1B+D is realized by (9).
If D = 0, we also write (A,B,C).
Definition 2 ((A,B)-invariance). Let K ⊂ Rn. Then K is
called (A,B)-invariant if B(:, j) ∈ K ,1 ≤ j ≤ m and K is
exponentially A-invariant.
If K is proper convex cone, then (A,B)-invariance is
equivalent to x(t)∈K for t ≥ 0, if u(t)∈Rm≥0 and x(0)∈K .
The smallest (A,B)-invariant proper convex cone is then give
by
Kr(A,B) := cl(cone
m⋃
j=1
{eAtB(:, j) : t ≥ 0}), (10)
the so-called reachable cone [33]. One of the most frequently
appearing classes of systems with (A,B)-invariant proper con-
vex cones are externally and internally positive systems.
Definition 3 (External Positivity). A linear system (9) is called
externally positive if
∀u ∈Rm≥0 : x(0) = 0 =⇒ y(t) ∈Rk≥0. (11)
External positivity can be characterized through the so-
called observable cone [33]:
Ko(A,C) = {x : CeAtx ∈Rk≥0 for all t ≥ 0} (12)
as follows.
Proposition 1. Let (A,B,C,D) be minimal. Then, the follow-
ing are equivalent:
1) (A,B,C,D) is externally positive.
2) ∀t ≥ 0 : CeAtB ∈Rk×m≥0 and D ∈Rk×m≥0 .
3) Kr(A,B)⊂Ko(A,C), D ∈Rk×m≥0 .
4) ∀i, j : Kr(A,B(:, j))⊂Ko(A,C(i,:)), di j ≥ 0.
Definition 4 (Internal Positivity). A linear system (9) is called
internally positive if and only if it is externally positive and
∀u ∈Rm≥0 : x(0) ∈Rn≥0 =⇒ x(t) ∈Rn≥0. (13)
B
CT
KK,CT
KK,−CT
x1
x2
x3
Fig. 1. Illustration of Theorem 1 for a SISO system (A,B,C): eAt -invariant
second-order double cone KK = KK,CT ∪KK,−CT with strictly separating
hyperplane {x : Cx≥ 0}, B ∈KK,CT and trajectory of eAt B for t ≥ 0.
Internal positivity thus requires that the nonnegative orthant
Rn≥0 is e
At -invariant, which is the case if and only if A is
Metzler [5].
Proposition 2 ([11]). The following are equivalent:
1) (A,B,C,D) is internally positive.
2) ∃α ≥ 0 : A+ αI ∈ Rn×n≥0 and B,C,D are element-wise
nonnegative.
3) Kr(A,B)⊂Rn≥0 ⊂Ko(A,C).
In particular, it can be shown that if (9) admits an internally
positive realization then
∃p ∈N, N ∈Rn×p : Kr(A,B)⊂PN ⊂Ko(A,C), (14)
PN is eAt -invariant and D≥ 0. If m = k = 1, this condition is
also sufficient [33].
III. EXTERNAL POSITIVITY CERTIFICATE
Equipped with Lemma 2 and Proposition 1, we are ready to
state our second-order cone certificate for external positivity.
Theorem 1 (Certificate for external positivity). Let (A,B,C,D)
be a linear system and assume that there exist K =KT ∈Rn×n
with ι(n−1,0,1) and γ,τi ∈R such that
ATK+KA+2γK  0 (15a)
BT(:, j)KB(:, j) ≤ 0 for all j (15b)
λn−1(K)> 0 > λn(K) (15c)
K+ τiCT(i,:)C(i,:)  0 for all i (15d)
CB, D ∈Rk×m≥0 (15e)
Then (A,B,C,D) is externally positive.
Note that Theorem 1 is simply the modification of (14) to
Kr(A,B)⊂KK,C(1,:) = · · ·=KK,C(k,:) ⊂Ko(A,C), (16)
where KK,C(1,:) is (A,B)-invariant. This certificate could
be refined by applying Theorem 1 to each subsystem
(A,B(:, j),C(i,:),D), separately. Figure 1 illustrates Theorem 1
in case of a SISO system.
Remark 3. By Lemma 1, the certificate requires that CeAtB∈
Rk×m>0 for all t ≥ 0. This is not a strong restriction, since a
numerically decision of the sign of a floating point number can
4only be done up to machine precision. In particular, we can
use this fact to remove (15c). This is because for sufficiently
small ε > 0, we have that e−AεKK,C(1,:) satisfies (16). Thus,
under mild assumptions, e.g., λ1(A) is a simple dominant pole,
B(:, j) ∈ int(e−AεKK,C(1,:)), which allows us to choose (15b) to
be strict. Together with (15d), this implies that ι(K) = (n−
1,0,1).
A. Example: Externally but not internally positive
Using Theorem 1 and Lemma 1, we can verify that (9) with
A =
α 0 00 α β
0 −β α
 , β 6= 0, C = BT, b21 > b22+b23 (17)
is externally positive with the eAt -invariant cone KK,C =
K ∗K,C = {x : x21 ≥ x22+x23,}. However, by Lemma 3 the system
does not admit an internally positive realization.
B. Restrictiveness
Unfortunately, even when restricting ourselves to systems
with CeAtB ∈ Rk×m>0 for all t ≥ 0, our certificate does not
become a necessary condition as the following result shows.
Proposition 3. Let A∈R3×3 be such that λ1(A)∈R, λ1(A) 6=
ℜ(λ2(A)) and ℑ(λ2(A)) 6= 0. Then there exist B, CT, ∆C ∈R3
such that
1) ∀t ≥ 0 : CeAtB ≥ 0 and the only (A,B)-invariant cone
K ⊂ {x : Cx≥ 0} is K =Kr(A,B). Kr(A,B) is neither
polyhedral nor second-order.
2) ∀t ≥ 0 : (C+∆C)eAtB > 0 and no (A,B)-invariant cone
K ⊂ {x : (C+∆C)x≥ 0} is second-order.
A proof to Proposition 3 is stated in appendix C.
Remark 4. As pointed out in [12], if ∀t ≥ 0 : (C+∆C)eAtB >
0, then (A,B,C+∆C,D) has an internally positive realization.
However, as a consequence of Proposition 3, the dimension
of such a realization can still be made arbitrarily large by
choosing ∆C sufficiently small. Moreover, this also shows
that even with the additional restriction to internally positive
systems, our certificate remains only sufficient.
C. First order optimization
Even though the numerical tractability of our certificate is
guaranteed by semi-definite programming, conventional SPD-
solvers rely on interior point methods, which is why the cost
per iteration for checking Theorem 1 grows unfavorably with
n [39, 40]. In order to reduce this cost, we will show how
proximal splitting methods can be used as alternative solvers
[57, 58]. For simplicity, we will restrict this discussion to
minimal SISO systems (A,B,C,D), where λ1(A) 6=ℜ(λ2(A)),
but it is easy to adopt it to the general case.
We begin, by rewriting (15a), (15b), and (15d) as the
following optimization problem, where we use τ1 = 1:
min
K1,K2,R
IC (K1)︸ ︷︷ ︸
=: f1(K1)
+ IL (K2,R)︸ ︷︷ ︸
=: f2(K2,R)
+ IP(K1,K2,R)︸ ︷︷ ︸
=: f3(K1,K2,R)
(18)
with
C := {K1 : BTK1B≤ 0}
L := {(K2,R1) : ATK2+K2A+2γK2+R1 = 0}
P := {(K1,K2,R) : K1 = K2, K1+CTC  εIn, R 0}
for some small ε > 0. As we choose Douglas-Rachford split-
ting [57, 59] to solve (18), we need to compute the proximal
mappings of
prox fi(Z) := argmin
X
{
fi(X)+
1
2
‖X−Z‖2F
}
for i = 1,2,3.
Whereas, prox f3 amounts to simple averaging with eigenvalue
thresholding (see Algorithm 1), we can use Lagrange duality
[56] to derive
prox f1(ZK) = ZK−max
(
0,
BTZKB
(BTB)2
)
BBT, (P1)
as well as (ZK − A¯Λ−ΛA¯T,ZR−Λ) = prox f2(ZK ,ZR), where
Λ solves the Lyapunov-like equation
Λ+ A¯T(A¯Λ+ΛA¯T)+(A¯Λ+ΛA¯T)A¯ =W, (P2)
with A¯ := A+ γIn and W := A¯TZK +ZKA¯+ZR. The complete
algorithm is outlined in Algorithm 1.
If A is diagonal, then (P2) can be solved with cost O(n2).
Thus, for diagonalizable A, we conclude that each iteration in
Algorithm 1 costs at most O(n3). A fully optimized numerical
discussion of (P2) is out of the scope of this paper.
Algorithm 1 Evaluate Theorem 1 by Douglas-Rachford
1: Input: Asymptotically stable minimal SISO system
(A,B,C,D) with CB > 0 and γ ∈ (−ℜ(λ2(A)),λ1(A))
2: Set e1 = e2 = e3 = 0
3: ZK1 = ZK2 = In and ZR = 0
4: While e1+ e2+ e3 >−ε:
5: Proximal mappings of f1 and f2:
XK1 = prox f1(ZK1), see (P1)
(XK2 ,XR) = (ZK2 −AΛ−ΛAT,ZR−Λ), Λ solves (P2)
6: Proximal mapping of f3:
SK =
∑2i=1(2XKi−ZKi )
2 +C
TC = ∑ni=1λi(SK)vivTi
SR = 2XR−ZR = ∑ni=1λi(SR)uiuTi
YK = ∑ni=1 max{ε,λi(SK)}vivTi −CTC
YR = ∑ni=1 max{0,λi(SR)}uiuTi
7: Update ZKi and ZR:
ZKi = ZKi +YK−XKi , i = 1,2
ZR = ZR+YR−XR
8: Update ei:
e1 = max{0,CK−1CT+ ε}, e2 = max{0,BTKB},
e3 = λ1(ATK+KA+2γK)
9: Output: K
5IV. CONE BALANCED TRUNCATION
In general, neither balanced truncation nor other model
reduction methods preserve a dominant real pole as required
in Remark 1, unless the system is reduced to order one [30].
In the following, we modify generalized balanced truncation
(BT) [53] such that exponential invariance with respect to
a second-order cone is preserved. This procedure will be
independent of the chosen cone, so it will also allow us to
preserve (A,B)-invariance, as well as the requirements of our
external positivity certificate. Moreover, as for generalized
balanced truncation, it is possible to incorporate additional
LMI-representable conditions, e.g., to preserve passivity.
We begin by introducing the concepts of cone-balanced
realization and truncation. For notational convenience, we
restrict ourselves to minimal realization, but the readers should
convince themselves that everything can be adopted to a non-
minimal setting. Subsequently, we show how to transform a
minimal system into cone-balanced form and conclude with
an algorithmic discussion.
Definition 5 (Cone-balanced realization). A minimal linear
system realization (A˜, B˜,C˜,D) is called cone-balanced, if there
exists diagonal K˜ with int(K˜)= (n−1,0,1), diagonal P˜, Q˜ 0
and γ > 0 such that
A˜TK˜+ K˜A˜+2γK˜  0, (19a)
A˜P˜+ P˜A˜T −B˜B˜T, (19b)
A˜TQ˜+ Q˜A˜−C˜TC˜, (19c)
p˜11 = q˜11 ≥ ·· · ≥ p˜nn = q˜nn and k˜11 < 0 (19d)
.
The following result is proven in appendix D.
Theorem 2 (Cone-balanced truncation). Suppose (A˜, B˜,C˜,D)
is an asymptotically stable, cone-balanced realization of the
transfer function G(s) with K˜, γ and
P˜ = blkdiag
(
σ˜1, σ˜2Il2 . . . , σ˜pIlp
)
as in (19a) and (19b), where σ˜2 > · · ·> σ˜p.
Then, for any 1 ≤ r < p, (A˜(1:R:1:R), B˜(1:R,:),C˜(:,1:R),D) with
R := 1+∑ri>1 li and transfer function GR(s), is an asymptoti-
cally stable, controllable, cone-balanced system fulfilling
‖G−GR‖∞ ≤ 2
p
∑
i=r+1
σ˜i. (E)
Further, the following are preserved:
1) λ1(A˜(1:R:1:R))≤ γ .
2) If KK˜ is (A˜, B˜)-invariant, then KK˜(1:R,1:R) is
(A˜(1:R:1:R), B˜(1:R,:))-invariant
3) If (A˜, B˜,C˜,D) fulfills Theorem 1 with K = K˜, then the
same holds for (A˜(1:R:1:R), B˜(1:R,:),C˜(:,1:R),D) with K =
K˜(1:R,1:R).
A. Cone-balancing
Next we will discuss how to compute a cone-balanced
realization. We start with the first step that yields a state-space
transformation such that (19a) and (19b) are fulfilled.
Proposition 4. Given (A,B) and N  0, assume that there
exists γ > 0, K = KT with ι(K) = (n−1,0,1) and P 0 such
that
ATK+KA+2γK  0 (20a)
trace(NK)≤ 0 (20b)
AP+PAT =−N (20c)
Then there exists T ∈Rn×n such that
P˜ := T−1PT−T = blkdiag(σ1,σ2Il2 , . . . ,σsIls)
K˜ := TTKT = blkdiag(−σ1,σ2Il2 , . . . ,σsIls)
where σ1 > · · ·> σs > 0, l2+ · · ·+ ls = n−1 and
σ21 ≥∑
i>1
liσ2i . (21)
In particular, if N  BBT, then (A˜, B˜) = (T−1AT,T−1B) fulfills
(19a) and (19b) with diagonal K˜ and P˜.
Proposition 4 is proven in appendix E. Observe that T in
Proposition 4 is determined in the same way as a balancing
transformation in BT. The difference is that the Gramians
are replaced by P and |K|. In order to decide for which
states truncation causes the least error, we need another
transformation of our system such that also (19c) and (19d)
are fulfilled.
Proposition 5. Let (A˜, B˜,C˜,D) and N˜  0 be such that there
exist diagonal K˜ and P˜ with P˜ = |K˜|, trace(N˜K˜) < 0, P˜  0,
ι(K) = (n−1,0,1), KK˜ being eA˜t -invariant and
A˜P˜+ P˜A˜T −N˜.
Then, there exists diagonal ∆ 0 such that
A˜T∆+∆A˜−C˜TC˜.
In particular, (T˜−1A˜T˜ , T˜−1B˜,C˜T˜ ,D) is cone-balanced with
respect to KT˜TK˜T˜ , if N˜  B˜B˜T and k˜11 < 0, where
T˜ := blkdiag
(
1,
p˜22
δ22
, . . . ,
p˜nn
δnn
) 1
4
Π
and Π is a permutation matrix according to (19d).
A proof of this result can be found in appendix F. Since
for given K, we can always find N  BBT and N˜  B˜B˜T as in
Propositions 4 and 5, we have shown that (20a) is necessary
and sufficient for the existence of a cone-balanced realization.
Further, if KK is (A,B)-invariant, then
trace(BBTK) =∑
j
BT(:, j)KB(:, j) ≤ 0 (22)
i.e., we can choose N = BBT and receive equality in (19b).
Corollary 1. Let (A,B,C,D) be such that KK is (A,B)-
invariant. Then there exists a transformation T such that
(A˜, B˜,C˜,D) := (T−1AT,T−1B,CT,D) is cone-balanced with
respect to KTTKT and equality holds in (19b).
Finally note that Propositions 4 and 5 are intentionally pre-
sented based on N and N˜, respectively. In this way, it is easy to
see how other LMI-representable properties (see e.g. [42, 43])
can be incorporated.
6B. Error-bound minimization
Let us now discuss the question of choosing P˜ and ∆ such
that the error-bound (E) is small. We only consider the case
where we also want to preserve external positivity through
Theorem 1. In this case, Corollary 1 applies and we can fix
P˜ to be the controllability Gramian. Indeed, this is the best
possible choice, since the eigenvalues of P˜ are always at least
as large as those of the controllability Gramian [30]. Then for
finding ∆, we can minimize the low-rank promoting nuclear
norm [60] of P˜∆. Alternatively, any other low-rank promoting
norms [61, 62] may also be considered. A summary of the
algorithm is outlined in Algorithm 2.
Finally note that since K˜ is not unique, its choice may
be of considerable importance. Our experiments indicate that
computing K˜ with respect to a balanced realization gives
satisfactory results.
Algorithm 2 (Positive) cone balanced truncation
1: Input: Asymptotically stable minimal (A,B,C,D) and and
K that fulfills (15a)–(15c) for cone balanced truncation
and additionally (15d) and (15e) for positive cone bal-
anced truncation.
2: Compute P˜ and T in Proposition 4 with N = BBT and
(A˜, B˜,C˜,D) := (T−1AT,T−1B,CT,D).
3: Minimize ∑i>1 δii p˜ii subject to
A˜T∆+∆A˜−C˜TC˜, ∆ := blkdiag(δ11, . . . ,δnn) 0.
4: Find a cone-balanced realization (A˜, B˜,C˜,D) as
in Proposition 5 with generalized singular values
σ˜i :=
√
p˜iiδii, i > 1.
5: Choose a reduced order R according to (E).
6: Output: (A˜(1:R,1:R), B˜(1:R,:),C˜(:,1:R),D).
V. NUMERICAL EXAMPLES
In our first example, we will see how our approach over-
comes the conservatism of [30], if one only seeks to preserve
external positivity. In addition, the second example will an-
alyze how our approach performs, when balanced truncation
does not retain a dominant real pole.
Note that by [30, 63] and [47] it follows, that even a reduced
model of order one often outperforms the methods in [44–47].
Therefore, it suffices to compare our reduction approaches to
symmetric balanced truncation (SBT) [63] as well as balanced
truncation (BT).
Our comparison will always start from a minimal realiza-
tion, which can be considered a pre-reduction. In order to
make our solutions comparable, we will add to minimize
trace(Q+ τCTC) in case of positive cone balanced trunca-
tion (PCBT), which turned out to even improve the results.
For cone balanced truncation (CBT) we use the same γ as
determined by PCBT and K is given by
AT K+KA+2γK =−CTC.
2 4 6 8 10 12 14
10−15
10−10
10−5
100
Reduced order R
‖G
−
G
R
‖ ∞
‖G
‖ ∞
Fig. 2. Normalized H∞-error for discretized heat equation:
BT: standard balanced truncation
CBT: cone preserving balanced truncation, γ = 0.2961
PCBT: positivity preserving CBT, γ = 0.2961
A. Discretized heat equation
We begin with the two-dimensional heat equation on a
square
T˙ =4T = ∂
2
∂x2
T +
∂ 2
∂y2
T (23)
with control of the Dirichlet boundary conditions of the four
edges. Discretization on a uniform grid leads to the following
normalized linear internally positive system:
T˙ = AT +Bu with u ∈R4 and T ∈RN2 (24)
where A := (ai j) ∈ RN2×N2 and and B := (bi j) ∈ RN2×4 are
zero except for
aii :=−4, for i = 1,2, . . . ,N2
ai,i+1 = ai+1,i := 1, for i = 1, . . . ,N2−1
ai,N+i = aN+i,i := 1, for i = 1, . . . ,N(N−1)
and
bi1 := 1, for i = 1,2, . . . ,N
bi2 := 1, for i = N,2N, . . . ,N2
bi3 := 1, for i = N(N−1)+1,N(N−1)+2, . . . ,N2
bi4 := 1, for i = 1,N+1, . . . ,N(N−1)+1.
In our example with N = 10, we will use the second and the
fourth input, i.e., u1 ≡ u3 ≡ 0. Furthermore, we split the unit-
square into 5 equally spaced vertical stripes and let y represent
the average temperature in each of these zones, i.e.
C = blkdiag
(
1TN2
5
,1TN2
5
,1TN2
5
,1TN2
5
,1TN2
5
)
,
where 1 N2
5
∈RN
2
5 stands for the vector of all ones. Since the
minimal balanced system is not symmetric, SBT will return
an approximation of order 1 with the same error as BT, but
cannot achieve any higher order approximation. In contrast,
the normalized errors shown in Figure 2 show that PCBT and
CBT perform fairly close to BT.
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Fig. 3. Normalized H∞-error for the example, where BT fails to
preserve a dominant real pole for reduced orders 2 and 4:
BT: standard balanced truncation
CBT: cone preserving balanced truncation, γ = 1.0033
PCBT: positivity preserving CBT, γ = 1.0033
B. Balanced truncation without dominant real pole
Next, let us have a look at an externally positive system,
where have not computed an internally positive realization and
where BT does not preserve a dominant real pole and thus
neither external positivity. Our system of order 11 is defined
by (A,B,C) := (Aa − 2I11,Ba,Ca), where (Aa,Ba,Ca) is the
MATLAB canonical companion form of
Ga(s) =
(s+1)10
(s−1)∏3k=2(s2−2cos(
√
kpi)+1)∏9k=4(s+
1
k )
.
Using Theorem 1, we can verify that this system is externally
positive with γ = 1.0033. However, BT does not preserve the
dominant real pole property for the reduced models of order
two and four. A comparison of the normalized errors of BT,
CBT and PCBT is presented in Figure 3 and we can see that
the later two perform generally well. Nevertheless, we can ob-
serve a large error of PCBT for order two. Moreover, for larger
orders we observe that CBT and PCBT increasingly deviate
from BT. However, in these cases we can use Theorem 1 to
verify that BT preserves external positivity, which is why we
don not have to employ either of these methods here.
Finally note that this example was constructed such that
other well established model reduction methods, e.g., [64]
and [65], also do not preserve a dominant real pole for this
example.
VI. CONCLUSION
In this work, we have formally derived solutions to the
following problems:
1) External positivity certificate based on exponentially in-
variant second-order cones.
2) Modified balanced truncation to preserve a dominant real
pole.
3) Modified balanced truncation to preserve external posi-
tivity when our certificate applies.
Our certificate has the advantage that it is tractable through
semi-definite programming, has fixed computational cost in
contrast to computing internal positive realization and allows
us to certify external positivity, where no other invariant would
work. Nevertheless, this certificate is still only a sufficient test
as we constructed systems that do not fulfill its requirements.
In particular, we have seen that there exist systems where
our test as well as the attempt of finding an internal positive
realization fail. Thus, showing the need for more general
cones, which can be tractability shown to be exponentially
invariant. Moreover, despite the introduced first order opti-
mization methods, our certificate does not scale well to large
systems. Therefore, it would be interesting to see if Theorem 1
can be solved analytically with a sparse K for a class of sparse
A.
Based on the examples, we can see that our modified
balanced truncation methods have can yield approximations
that are qualitatively close to traditional balanced truncation.
Thus, indicating that these approaches only imposes a mild
conservatism and outperforms methods that intend to preserve
internal positivity [44, 47]. However, it remains to understand
how one can systematically choose a second-order cone that
gives small truncation errors/error bounds.
Finally note that it is straightforward to extend all results to
discrete-time linear systems, see e.g. [4] for invariant second-
order cones. Moreover, since our reduction methods preserves
the concept of 1-dominance [27], it can also be modified to
preserve p-dominance.
APPENDIX
A. Proof to Lemma 1
Proof. We start with the equivalence of Items 1 and 2. For
KQ,c = KQ,p to hold true, c must fulfill (6), which by the
definition of the dual cone (1a) is the case if and only if c ∈
int(K ∗Q,p). In order to see the equality, note that there exists
T ∈Rn×n such that TTQT =Qn := diag(1, . . . ,1,−1) and T−1
maps KQ,c onto the self-dual cone KQn,en [56, Example 2.25],
where en is the n-th canonical unit vector. Hence,
(T−1KQ,p) =KQn,en = (T
−1KQ,p)∗ = TTK ∗Q,p,
showing that K ∗Q,p = KT QnTT,Ten = KQ−1,Ten . As before, it
follows that all the normals to strictly separating hyperplanes
of KQ−1 are given by int(KQ,p) = int((K
∗
Q,p)
∗).
Then Item 3 just makes explicit Item 2. Further, c ∈
int(K ∗Q,p) if and only if there exists τ > 0 such that
∀x ∈KQ,p \{0} : xTQx+ τxTccTx > 0,
which is equivalent to Q+ τccT  0.
B. Proof to Lemma 3
Proof. Without loss of generality, let
A =
0 0 00 0 β
0 −β 0

Then for all b ∈ R3 with b1 6= 0, the set {eAtb : t ≥ 0} is
an ellipse, which implies that Kr(A,b) =KQb,cb with Qb =
diag(− b22+b23
b21
,1,1) and cb = sign(b1)(1,0,0)T. Hence, any eAt -
invariant proper convex cone K can be written as
K = cone(
⋃
b∈K
KQb,cb) =KQbmax ,cbmax , (25)
8where bmax = argmaxb∈K
b22+b
2
3
b21
.
C. Proof to Proposition 3
Proof. Without loss of generality, let
A =
 α β 0−β α 0
0 0 0
=: blkdiag(A1,0)
where α < 0 and β 6= 0. Further, let B= (1,0,1)T and x(t) :=
eAtB. Since {(x1(t),x2(t)) : t ≥ 0} ⊂ {x ∈R2 : x21+x22} is not a
closed contour, there exists a tangent hyperplane T 2 := {x ∈
R2 : cT x≥ c1} to C 2 := cl(conv({(x1(t),x2(t)) : t ≥ 0})) such
that
1) C 2 ⊂T 2
2) ∃t? > 0 : c1x1(t?)+ c2x2(t?) = c1
and therefore T := {x : Cx ≥ 0} with C := (c1,c2,−c1) is a
tangent hyperplane to Kr(A,B) = cl(cone({1}×C 2)). Thus,
CeAtB ≥ 0 for all t ≥ 0 and CB = CeAt?B = 0. In particu-
lar, for all B˜2 /∈ cl(conv(S )) there exists t˜ ≥ 0 such that
CeAt˜(B˜2,1)T< 0 and thusKr(A,B) is the only (A,B)-invariant
cone that is contained in T . Moreover, since conv(C 2) is
neither a polygon nor an ellipse, Kr(A,B) can neither be
polyhedral nor second-order.
Finally, note that for arbitrary ε > 0 and ∆C := (0,0,εc1),
it holds that (C+∆C)eAtB > 0 for all ∀t ≥ 0. Assume that
for all ε > 0, there exists an (A,B)-invariant proper second
order cone KQ,p ⊂ {x : (C+∆C)x≥ 0}. Then KQ,p∩{x : x3 =
1}= E := {x : (x− k)TP(x− k)≤ 1} for some P 0 and k ∈
R2 with conv({x(t?),(1,0)T}) ⊂ E ⊂ {x : cTx ≥ (1− ε)c1}.
However, as ε → 0, this requires that either λ1(P)→ ∞ or
λ2(P)→ 0. Thus the area of E can be made arbitrarily small
or large, which either contradicts thatKQ,p is (A,B,)-invariant
or KQ,p ⊂ {x : (C+∆C)x≥ 0}.
D. Proof to Theorem 2
Proof. The first part and the error bound follows as for
generalized balanced truncation [53, 54]. Item 2 follows by
B˜T(:, j)KB˜(:, j) ≥ B˜T(1:R, j)K(1:R,1:R)B˜(1:R, j) for all j
which implies that if (15a)–(15c) are fulfilled for (A˜,B,C,D),
K and some γ , then the same applies to (A˜(1:R:1:R), B˜(1:R,:). If
additionally (15d) and (15e) hold, as assumed in Item 3, then
Lemma 1 yields that
(B˜T(1:R, j) 0)
T ∈KK,e1 =KK,C(i,:) for all i, j
0 > C˜(i,:)K
−1C˜T(i,:) ≥ C˜(i,1:R)K−1(1:R,1:R)C˜T(i,1:R) for all i,
which shows that (15d) and (15e) also hold for
(A˜(1:R:1:R), B˜(1:R,:),C˜(:,1:R),D). Finally, Item 1 is obvious.
E. Proof to Proposition 4
Proof. Let P and K be as in the claim. We perform a singular
value decomposition P = UΣPUT and define L := UΣ
1
2
P . By
another singular value decomposition of LT KL into LT KL =
VΣ2V T , we define T := LVΣ−
1
2 . Thus, P˜ := T−1PT−T and
k˜ := T T QT fulfill
P˜ = Σ
1
2 V T L−1LLT L−TVΣ
1
2 = Σ,
|K˜|= |Σ− 12 V T LT QLVΣ− 12 |= Σ,
with Σ = blkdiag(σ1Il1 , . . . ,σsIls), σ1 > · · · > σs > 0 and l1 +
· · ·+ ls = n. By [66, Theorem 4.5.8], ι(T T KT ) = ι(K), which
is why P˜ and K˜ are equal up to a sign-change on one of the
diagonal entries.
Next, we will see that trace(K˜)< 0, which is why the sign-
change occurs at σ1 and l1 = 1. To this end, assume without
loss of generality that P = In and |K|= Σ2, i.e.
A˜T K+KA˜+2γK  0, (26)
trace(NK)≤ 0 (27)
A˜+ A˜T =−N. (28)
By substitution of A˜ =−N− A˜T in (26) we get
−(N+ A˜)K−K(N+ A˜T )−2γK −4γK. (29)
Taking the trace over (29) and using
• trace(NK) = trace(KN)
• trace(A˜K+KA˜T +2γK) = trace(A˜T K+KA˜+2γK)≤ 0
yields
2γtrace(K)≤ trace(NQ)≤ 0 (30)
Therefore, by the inertia of K and the assumption that σ1 >
· · · > σs > 0, we conclude that the largest magnitude in K is
negative. The last part it simply a state-space transformation.
F. Proof to Proposition 5
Proof. Let (A˜,C˜) and N˜ = LLT be as in the assumptions. Since
trace(NK˜) = ∑ j LT(:, j)K˜L(:, j), we can assume without loss of
generality that LT(:,1)K˜L(:,1) < 0. Thus, by Lemmas 1 and 2
there exists a sufficiently large ε > 0 such that
A˜TK˜+ K˜A˜+2γK˜  0, (31a)
A˜P˜+ P˜A˜T −L(:,1)LT(:,1), (31b)
K˜−1+ εL(:,1)LT(:,1)  0, (31c)
2γε p11− p−111 > 0, (31d)
Multiplying (31a) with K˜−1 from the right and the left yields
A˜K˜−1+ K˜−1A˜T+2γK˜−1  0 (32)
and multiplying (31b) by 2γε gives
2γεA˜P˜+2γεP˜A˜T+2γεL(:,1)LT(:,1)  0, (33)
Adding up (32) and (33) results in
A˜∆−1+∆−1A˜T+2γ
(
K˜−1+ εL(:,1)LT(:,1)
)
 0
9with ∆ := (2γεP˜+ K˜−1)−1  0. Finally, a proper scaling of ∆
gives a diagonal solution to
A˜T∆+∆A˜−C˜TC˜. (34)
The last implication follows by Proposition 4.
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