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RESUMO
A partir da de´cada de 70 tivemos um grande avanc¸o na teoria de C*-
a´lgebras e a´lgebra de operadores. No artigo (HALMOS, 1976), Paul
Halmos perguntou se matrizes auto-adjuntas que quase comutam es-
tavam pro´ximas de matrizes auto-adjuntas que comutam. Durante 20
anos esta pergunta ficou sem resposta. Contudo, variac¸o˜es do problema
original surgiram, e muitos trabalhos foram publicados.
Huaxin Lin respondeu afirmativamente a` pergunta de Paul Halmos em
seu artigo (LIN, 1995) e o objetivo deste trabalho e´ demonstrar esse
teorema e, tambe´m, apresentar uma variac¸a˜o do problema original.
Palavras-chave: Teorema de Huaxin Lin. Matrizes que quase co-
mutam.

ABSTRACT
From the decade of 1970 forward we had great advances in the theories
of C*-algebras and operator algebras. In the article (HALMOS, 1976),
Paul Halmos asked if almost commuting self-adjoint matrices were close
to self-adjoint matrices that commute. For 20 years this question went
unanswered. However, variations of the original problem arose and
many papers have been published.
Huaxin Lin answered affirmatively the question of Paul Halmos in his
article (LIN, 1995) and the objective of this work is to demonstrate this
theorem and also to present a variation of the original problem.
Keywords: Huaxin Lin theorem. Almost commuting matrices.
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1 INTRODUC¸A˜O
No ano de 1976, o famoso matema´tico Paul Halmos publicou um
trabalho, (HALMOS, 1976), no qual fazia uma pergunta que demoraria
aproximadamente 20 anos para ser respondida. A pergunta, resumida-
mente, era a seguinte: sera´ que dado ε > 0, existe um δ > 0 e um par
de matrizes auto-adjuntas A, B que quase comutam, a menos de δ, que
esta˜o ε-pro´ximas de matrizes auto-adjuntas que comutam?
No decorrer desses 20 anos muita matema´tica foi publicada acerca
da pergunta feita, inclusive contra-exemplos para variac¸o˜es do pro-
blema, mas a pergunta em si na˜o havia sido respondida. Foi enta˜o que,
no ano de 1995, o matema´tico Huaxin Lin respondeu a pergunta afir-
mativamente e, a partir da´ı, muitas publicac¸o˜es envolvendo aplicac¸o˜es
e outros resultados surgiram. O Teorema que Huaxin Lin provou foi o
seguinte:
Teorema 1. (Teorema de Huaxin Lin) Para qualquer ε > 0 existe
um δ > 0 tal que para qualquer n ∈ N e qualquer par de matrizes
auto-adjuntas A,B ∈ Mn(C) com ‖A‖, ‖B‖ ≤ 1 e ‖AB − BA‖ < δ,
existe um par de matrizes auto-adjuntas, A′, B′ ∈Mn(C), tal que A′, B′
comutam e
‖A−A′‖+ ‖B −B′‖ < ε.
Ainda nos anos 70 os matema´ticos Lawrence Gerald Brown, Ro-
nald George Douglas e Peter Fillmore publicaram o trabalho (BROWN;
DOUGLAS; FILLMORE, 1973) no qual foram inseridas va´rias te´cnicas
para tratar de C*-a´lgebras e toda sua teoria. Ale´m desse trabalho,
Brown, Douglas e Fillmore publicaram outros artigos nos anos 70 os
quais mostraram novas maneiras para tratar C*-a´lgebras, entre elas a
a´lgebra homolo´gica. Com as te´cnicas aprendidas para demonstrar o te-
orema de Huaxin Lin, podemos desenvolver as ferramentas necessa´rias
para provar o Corola´rio 11.2 que esta´ no trabalho citado acima.
Este trabalho esta´ dividido em quatro cap´ıtulos. O segundo deles
ira´ nos mostrar que ao trocarmos a palavra auto-adjunta por unita´ria
na pergunta feita por Paul Halmos em (HALMOS, 1976), conseguiremos
uma resposta negativa, isto e´, dada uma toleraˆncia matrizes unita´rias
que quase comutam, a menos dessa toleraˆncia, esta˜o longe de matrizes
que comutam e, por consequeˆncia, de matrizes auto-adjuntas que co-
mutam. Essa parte do nosso trabalho esta´ baseado no artigo publicado
por (EXEL; LORING, 1989).
No terceiro cap´ıtulo finalmente iremos responder a pergunta feita
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por Paul Halmos em (HALMOS, 1976) afirmativamente. Essa resposta
foi dada por Huaxin Lin em (LIN, 1995) e este cap´ıtulo esta´ baseado
em uma parte do artigo publicado por Mikael Rørdam e Peter Friis
em (FRIIS; RØRDAM, 1996). Neste cap´ıtulo iremos desenvolver as fer-
ramentas necessa´rias para provar o Teorema de Huaxin Lin citado an-
teriormente. Uma dessas ferramentas e´ o seguinte teorema:
Teorema 2. Para todo ε > 0 existe δ > 0 tal que para quaisquer
n ∈ N e para todo x ∈ Mn(C) com ‖x‖ ≤ 1 e ‖xx∗ − x∗x‖ < δ, existe
um elemento y ∈Mn(C) normal tal que ‖x− y‖ < ε.
Esse teorema, grosso modo, nos diz que: dado ε > 0 existe δ > 0
tal que toda matriz que e´ quase normal, a menos de δ, esta´ ε-pro´xima
de matrizes normais.
Para demonstrar o teorema acima iremos precisar de uma sequeˆncia
de lemas que sera˜o provados ao longo do cap´ıtulo. Enta˜o, quando o lei-
tor estiver neste cap´ıtulo, tenha em mente que iremos provar primeiro
uma sequeˆncia de lemas, depois o Teorema 2 e, por u´ltimo, o Teorema
de Huaxin Lin.
Os matema´ticos Lawrence Gerald Brown, Ronald George Dou-
glas e Peter Fillmore nos anos 70 publicaram um trabalho o qual clas-
sificaram elementos normais da a´lgebra de Calkin por equivaleˆncia
unita´ria, aplicando te´cnicas de a´lgebra homolo´gica. Brow-Douglas-
Fillmore usaram os resultados obtidos para decidir, entre outras coisas,
quando um elemento normal da a´lgebra de Calkin pode ser levantado
por um elemento normal. Recentemente, viu-se que e´ poss´ıvel resol-
ver o mesmo problema sobre levantamento obtido por Brow-Douglas-
Fillmore, usando o problema descrito por Paul Halmos. O quarto
cap´ıtulo ira´ justamente mostrar essa relac¸a˜o.
Para facilitar a leitura deste trabalho, recomendamos que o lei-
tor possua conhecimentos ba´sicos de a´lgebra de operadores, a´lgebra
linear, ana´lise funcional e topologia geral. Logo abaixo esta´ uma lista
de notac¸o˜es e definic¸o˜es que iremos utilizar ao longo do trabalho:
 Dado n ∈ N denotaremos por Mn(C) o conjunto das matrizes
n× n com coeficientes complexos;
 Seja V um espac¸o vetorial de dimensa˜o finita e B base de V . Dado
um operador T : V → V denotaremos a matriz [T ]BB simplesmente
por [T ]B , que e´ a matriz que com relac¸a˜o a` base B representa o
operador T ;
 Dado X espac¸o topolo´gico e U ⊆ X, iremos denotar o fecho do
conjunto U por U ;
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 Dado X espac¸o topolo´gico, denotaremos como C(X) o conjunto
das func¸o˜es cont´ınuas de X em C;
 Dado H um espac¸o de Hilbert, denotaremos por B(H) o conjunto
dos operadores lineares limitados no espac¸o de Hilbert H;
 K(H) e´ o conjunto dos operadores compactos de B(H), o qual
sabemos ser um ideal de B(H);
 Q(H) = B(H)/K(H) e´ a a´lgebra de Calkin;
 A func¸a˜o quociente pi : B(H) → Q(H), a qual sabe-se que e´
sobrejetiva;
 Seja T ∈ Q(H). Dizemos que S ∈ B(H) e´ um levantamento do
operador T ∈ Q(H) se pi(S) = T ;
 Dada uma C*-a´lgebra A e um elemento a ∈ A, denotaremos o
espectro de a por σ(a) = {λ ∈ C |x − λ1A na˜o e´ invers´ıvel} e,
denotaremos o resolvente do elemento a por ρ(x) = {λ ∈ C |x −
λ1A e´ invers´ıvel};
 Dado ε > 0, diremos que duas matrizes A e B quase comutam, a
menos de ε, se ‖AB −BA‖ < ε;
 Seja a um elemento normal de uma C*-a´lgebra unital A e supo-
nha que f : σ(a) → C e´ a inclusa˜o, f(z) = z,∀z ∈ σ(a). Enta˜o
existe um u´nico *-homomorfismo unital, ϕ : C(σ(a))→ A, tal que
ϕ(f) = a. Ademais, ϕ e´ isome´trico e Im(ϕ) e´ a C*-suba´lgebra
de A gerada por 1A e a, em outras palavaras, ϕ(C(σ(a))) =
C∗({1A, a});
O *-homomorfismo ϕ acima e´ chamado de ca´lculo funcional cont´ınuo
para a. Denotamos o elemento ϕ(f) por f(a) e, pelo ca´lculo fun-
cional cont´ınuo, sabe-se que o elemento f(a) e´ normal;
 Seja X espac¸o topolo´gico localmente compacto Hausdorff. Deno-
taremos por B∞(X) a C*-a´lgebra das func¸o˜es de X em C que sa˜o
limitadas e Borel mensura´veis.
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2 MATRIZES UNITA´RIAS QUE QUASE COMUTAM
O objetivo deste cap´ıtulo e´, atrave´s do exemplo dado por (VOI-
CULESCU, 1983), e reescrito por (EXEL; LORING, 1989), mostrar que se
trocarmos a palavra auto-adjunto por unita´ria no Teorema de Huaxin
Lin, citado anteriormente, tal teorema na˜o sera´ mais va´lido.
Sejam n ∈ N e considere wn = e 2piin , uma raiz n-e´sima da uni-
dade. Defina as seguintes matrizes em Mn(C), em que espac¸os vazios
sa˜o zeros:
Sn =

0 1
1 0
1 0
. . .
. . .
1 0
 , Ωn =

wn
w2n
w3n
. . .
wnn
 .
De agora em diante neste cap´ıtulo, considere Cn como espac¸o
normado sobre C com norma induzida do produto interno usual, e seja
E = {e1, . . . , en} a base canoˆnica ortonormal de Cn. Vejamos quais
sa˜o os operadores sobre Cn que com respeito a` base canoˆnica E sa˜o
representados pelas matrizes Sn e Ωn.
Primeiro, vamos encontrar o operador T ∈ B(Cn) que com
relac¸a˜o a` base canoˆnica E e´ representado pela matriz Sn:
[T (e1)]E = Sn[e1]E = Sn

1
0
...
0
 =

0
1
...
0
 = [e2]E ∴ T (e1) = e2,
[T (e2)]E = Sn[e2]E = Sn

0
1
...
0
 =

0
0
1
...
0
 = [e3]E ∴ T (e2) = e3.
Prosseguindo assim, conclu´ımos que T (ek) = ek+1, ∀k < n.
Agora, se k = n, temos o seguinte:
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[T (en)]E = Sn[en]E = Sn

0
0
...
1
 =

1
0
...
0
 = [e2]E ∴ T (en) = e1.
Portanto, o operador T ∈ B(Cn) que com relac¸a˜o a` base canoˆnica
E e´ representado pela matriz Sn, tem a seguinte caracter´ıstica:
T (ek) =
{
ek+1, se k < n
e1, se k = n.
(2.1)
Isto significa que o operador T faz apenas uma permutac¸a˜o
c´ıclica dos vetores da base canoˆnica E.
Por outro lado, vejamos quem e´ o operador R ∈ B(Cn) que com
relac¸a˜o a` base canoˆnica E e´ representado pela matriz Ωn:
[R(e1)]E = Ωn[e1]E = Ωn

1
0
...
0
 =

wn
0
...
0
 = [wn]E ,
[R(e2)]E = Ωn[e2]E = Ωn

0
1
0
...
0
 =

0
w2n
0
...
0
 = [w2n]E .
Prosseguindo desta maneira, podemos concluir que, para todo
k = 1, . . . , n, o operador R ∈ B(Cn), que com relac¸a˜o a` base canoˆnica
E e´ representado pela matriz Ωn, tem a seguinte caracter´ıstica:
R(ek) = w
k
nek. (2.2)
Observac¸a˜o 3. O operador T que com relac¸a˜o a` base canoˆnica E e´
representado pela matriz Sn, leva base ortonormal em base ortonormal
(apenas permuta os vetores da base canoˆnica E). Portanto, T e´ um
operador unita´rio e, por conseguinte, sua matriz com relac¸a˜o a qualquer
base ortonormal e´ unita´ria. Em particular, a matriz Sn e´ unita´ria.
A matriz Ωn e´ diagonal e, com relac¸a˜o a` base canoˆnica E, re-
presenta o operador R. Sendo assim, o operador R e´ unitariamente
diagonaliza´vel e, portanto, R e´ normal. Ale´m disso, temos que o espec-
tro do operador R sa˜o justamente os elementos da diagonal da matriz
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Ωn, todos com mo´dulo igual a 1. Isto significa que σ(R) ⊆ S1, em que
S1 e´ o c´ırculo unita´rio. Assim, R e´ normal e seu espectro esta´ total-
mente contido no c´ırculo unita´rio, portanto R e´ unita´rio. Segue que a
matriz Ωn que com relac¸a˜o a` base canoˆnica representa o operador R e´
unita´ria.
Nosso pro´ximo passo sera´ mostrar uma proposic¸a˜o que, entre
outras coisas, nos dira´ de fato que as matrizes Sn e Ωn sa˜o matrizes
que quase comutam, a menos de uma toleraˆncia.
Proposic¸a˜o 4. As seguintes afirmac¸o˜es sa˜o va´lidas:
(i) ‖ΩnSn − SnΩn‖ = |1− wn|.
(ii) det(Ωn) = det(Sn) = (−1)n+1.
(iii) SnΩnS
∗
n = wnΩn.
Demonstrac¸a˜o. (i) Comec¸amos observando que:
ΩnSn =

wn
w2n
. . .
wnn


0 . . . 0 1
1 0 . . . 0
...
. . .
. . .
...
0 . . . 1 0

=

0 0 . . . wn
w2n 0 . . . 0
...
. . . . . .
...
0 . . . wnn 0
 .
SnΩn =

0 . . . 0 1
1 0 . . . 0
...
. . .
. . .
...
0 . . . 1 0


wn
w2n
. . .
wnn

=

0 0 . . . wnn
wn 0 . . . 0
...
. . . . . .
...
0 . . . wn−1n 0
 .
Assim, temos que:
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ΩnSn − SnΩn =

0 . . . 0 wn − wnn
w2n − wn 0 . . . 0
0
. . .
...
0 . . . wnn − wn−1n 0
 .
Para calcularmos a norma da matriz ΩnSn − SnΩn, considere
T ′ ∈ B(Cn), tal que [T ′]E = ΩnSn − SnΩn. Note que:
[T ′(e1)]E = (ΩnSn − SnΩn)[e1]E
= (ΩnSn − SnΩn)

1
0
...
0

=

0
w2n − wn
...
0

= [(w2n − wn)e2]E .
[T ′(e2)]E = (ΩnSn − SnΩn)[e2]E
= (ΩnSn − SnΩn)

0
1
...
0

=

0
0
w3n − w2n
...
0

= [(w3n − w2n)e3]E .
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[T ′(en)]E = (ΩnSn − SnΩn)[en]E
= (ΩnSn − SnΩn)
 0...
1

=
 wn − w
n
n
...
0

= [(wn − wnn)e1]E .
Seja v ∈ Cn tal que ‖v‖ = 1 e escreva v =
n∑
i=1
αiei, αi ∈ C. Como E e´
base ortonormal de Cn e´ fato simples de a´lgebra linear que
‖v‖2 = |α1|2 + |α2|2 + . . .+ |αn|2. (2.3)
Agora,
T ′(v) = T ′
(
n∑
i=1
αiei
)
=
n∑
i=1
αiT
′(ei)
= α1T
′(e1) + . . .+ αnT ′(en)
= α1(w
2
n − wn)e2 + . . .+ αn−1(wnn − wn−1n )en + αn(wn − wnn)e1.
Da´ı, pelo que fizemos no para´grafo anterior, temos:
‖T ′(v)‖2 = |α1(w2n − wn)|2 + . . .+ |αn−1(wnn − wn−1n )|2 + |αn(wn − wnn)|2
= |α1|2|(w2n − wn)|2 + . . .+ |αn−1|2|(wnn − wn−1n )|2+
+ |αn|2|(wn − wnn)|2. (2.4)
Perceba que
|w2n − wn| = |wnn − wn−1n | = |wn − wnn| = |1− wn|. (2.5)
De fato: sabemos que wn e´ uma raiz n-e´sima da unidade. Portanto,
calcular |w2n−wn|, . . . , |wnn−wn−1n |, |wn−wnn| e´ o mesmo que saber qual
a distaˆncia entre dois ve´rtices do pol´ıgono regular de n lados inscrito
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na circunfereˆncia unita´ria no plano complexo.
Como o pol´ıgono e´ regular, basta calcularmos a distaˆncia entre
quaisquer dois ve´rtices. Assim,
|wn − wnn| = |wn − e
2piin
n |
= |wn − e2pii|
= |1− wn|.
Portanto, a igualdade (2.5) e´ va´lida.
Agora, usando (2.3), (2.4) e (2.5), temos:
‖T ′(v)‖2 ≤ |α1|2|1− wn|2 + . . .+ |αn|2|1− wn|2
= (|α1|2 + . . .+ |αn|2)|1− wn|2
= ‖v‖2|1− wn|2 = |1− wn|2.
Ou seja, temos ‖T ′(v)‖ ≤ |1 − wn|. Finalmente, como ‖en‖ = 1 e
T ′(en) = (wn − wnn)e1, obtemos
‖T ′(en)‖ = ‖(wn − wnn)e1‖
= |(wn − wnn)|‖e1‖
= |(wn − wnn)|
= |1− wn|.
Segue da´ı que ‖T ′‖ = sup
v∈Cn
‖v‖=1
‖T ′(v)‖ = |1− wn|.
Portanto, ‖ΩnSn − SnΩn‖ = |1− wn|.
(ii) Para verificarmos a igualdade afirmada, basta calcular o de-
terminante de cada uma das matrizes Sn e Ωn. Comecemos calculando
o determinante da matriz Sn. Vamos fazer isso utilizando o teorema
de Laplace para primeira linha e a n-e´sima coluna:
23
det(Sn) =
∣∣∣∣∣∣∣∣∣
0 0 . . . 1
1 0 . . . 0
...
. . .
. . .
...
0 . . . 1 0
∣∣∣∣∣∣∣∣∣
(n×n)
= (−1)n+1 · 1 ·
∣∣∣∣∣∣∣∣∣
1 0 . . . 0
0 1 . . . 0
...
. . .
...
0 . . . 0 1
∣∣∣∣∣∣∣∣∣
(n−1×n−1)
= (−1)n+1.
Agora como a matriz Ωn e´ diagonal, basta calcularmos o produtos dos
elementos da diagonal principal:
det(Ωn) =
∣∣∣∣∣∣∣∣∣
wn 0 . . . 0
0 w2n . . . 0
...
. . .
...
0 . . . 0 wnn
∣∣∣∣∣∣∣∣∣
= wnw
2
n . . . w
n
n
= (wnn)
1+2+...+n
= (wn)
n(n+1)
2
= (e
2pii
n )
n(n+1)
2
= (epii)n+1
= (−1)n+1.
Logo, det(Sn) = det(Ωn) = (−1)n+1, concluindo o que quer´ıamos.
(iii) Ja´ sabemos pela Observac¸a˜o 3 que as matrizes Sn e Ωn sa˜o
unita´rias.
Considere T ∈ B(Cn) e R ∈ B(Cn) os operadores descritos
em (2.1) e (2.2), respectivamente, que descrevemos atrave´s da base
canoˆnica E pelas matrizes Sn e Ωn, respectivamente. Sabemos que T
e R sa˜o operadores unita´rios, portanto T ∗ = T−1 e R∗ = R−1. Assim,
T ∗(ek) = T−1(ek) = ek−1, se k > 1 e T ∗(e1) = T−1(e1) = en, se k = 1.
Sendo assim, para provar que SnΩnS
∗
n = wnΩn basta provarmos
que TRT ∗ = wnR. Para isso, e´ suficiente verificar que a identidade
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vale para os vetores da base E, isto e´, TRT ∗(ek) = wnR(ek) para todo
k = 1, . . . , n. Observe que se k > 1, enta˜o
TRT ∗(ek) = TR(T ∗(ek))
= T (R(ek−1))
= T (wk−1n ek−1)
= wk−1n T (ek−1)
= wk−1n ek.
E se k = 1, enta˜o
TRT ∗(e1) = TR(T ∗(e1))
= T (R(en))
= T (wnnen)
= wnnT (en)
= wnne1.
Por outro lado temos que:
wnR(ek) = wnw
k
nek
= e
−2pii
n e
(2pii)k
n ek
= e
(2pii)(k−1)
n ek
= wk−1n ek ,∀k = 1, . . . , n.
Mas, note que quando k = 1 temos:
wk−1n ek = w
0
ne1 = e
(2pii)0
n e1 = e
0e1 = 1e1 = e
2piie1 = w
n
ne1.
Assim, temos que TRT ∗(ek) = wnR(ek) para todo k = 1, . . . , n.
Segue que TRT ∗ = wnR e, portanto, SnΩnS∗n = wnΩn. 
Observac¸a˜o 5. Pela Observac¸a˜o 3 temos que as matrizes Sn e Ωn sa˜o
unita´rias. Pelo item (i) temos que ‖ΩnSn − SnΩn‖ = |1 − wn|. Sabe-
se que, para cada n ∈ N, wn e´ uma raiz n−e´sima da unidade, logo
|wn − wnn| = |1− wn| significa o tamanho do lado do pol´ıgono regular,
com ve´rtices wn, inscrito na circunfereˆncia unita´ria do plano complexo.
Sendo assim, dado ε > 0 e n suficientemente grande, temos que
|1−wn| < ε, isto e´, que o lado do pol´ıgono regular com ve´rtices wn fica
menor do que ε. Isto significa que ‖ΩnSn − SnΩn‖ < ε.
Logo, para o ε > 0 dado, existe n ∈ N grande o suficiente tal
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que as matrizes Sn e Ωn quase comutam, a menos de ε.
Em seguida, iremos mostrar um lema que nos sera´ de grande
utilidade mais para frente.
Definic¸a˜o 6. Seja X um espac¸o topolo´gico. Dados x, y ∈ X, um
caminho em X que liga x a y e´ uma func¸a˜o cont´ınua f : [0, 1]→ X, tal
que f(0) = x e f(1) = y.
Lema 7. Seja V espac¸o normado e u, v ∈ V quaisquer.
Enta˜o, µ : [0, 1] → V dada por µ(t) = u + t(v − u),∀t ∈ [0, 1], e´
um caminho que liga u a v.
Demonstrac¸a˜o. Para mostrarmos que µ e´ um caminho, precisamos mos-
trar que a func¸a˜o µ : [0, 1] → V e´ cont´ınua. Note que dado t ∈ [0, 1] a
func¸a˜o µ(t) e´ soma e multiplicac¸a˜o por escalar no espac¸o normado V e
ambas as operac¸o˜es sa˜o cont´ınuas em V .
Agora, considere (tn)n uma sequeˆncia convergente no intervalo
[0, 1], isto e´, tn → s ∈ [0, 1]. Assim, temos que µ(tn) = u + tn(v − u),
e como mencionamos acima, a soma e multiplicac¸a˜o por escalar em V
sa˜o operac¸o˜es cont´ınuas e, como assumimos tn → s, temos que µ(tn) =
u+tn(v−u)→ u+s(v−u) = µ(s). Portanto, µ e´ uma func¸a˜o cont´ınua,
provando que µ e´ um caminho.
Por fim, claro que µ e´ um caminho que liga u a v, pois µ(0) = u
e µ(1) = v. 
Agora, vamos comentar um pouco sobre o ı´ndice de caminhos
fechados no plano complexo e sua invariaˆncia por homotopia. Para os
comenta´rios abaixo, estamos assumindo que caminhos sa˜o de classe C1
((LANG, 1999) cap´ıtulo IV, p. 133).
Definic¸a˜o 8. Dados α ∈ C e γ um caminho fechado em C que na˜o
passa por α, definimos o ı´ndice de γ com respeito ao ponto α, denotado
por W (γ;α), como sendo o nu´mero complexo
W (γ;α) =
1
2pii
∫
γ
1
z − αdz. (2.6)
Observac¸a˜o 9. Denotamos apenas por ı´ndice de um caminho fechado
γ, o ı´ndice de γ com respeito ao ponto 0.
Tambe´m, se γ e´ um caminho fechado definido em um intervalo
fechado [a, b] enta˜o a integral (2.6) pode ser escrita como:∫
γ
1
z − αdz =
∫ b
a
γ′(t)
γ(t)− αdt. (2.7)
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Sabe-se tambe´m que se γ e´ um caminho fechado a integral de-
finida em (2.6) e´ um nu´mero inteiro (ver (LANG, 1999) cap´ıtulo IV,
Lema 1.1). O nu´mero inteiro W (γ;α) nos diz quantas vezes o caminho
γ gira em torno do ponto α, e o sinal positivo (negativo) do nu´mero
nos diz que ele faz esse percurso no sentido anti-hora´rio (hora´rio).
Definic¸a˜o 10. Sejam γ e η caminhos fechados cujas imagens esta˜o
contidas em um aberto U ⊆ C. Dizemos que γ e η sa˜o homo´logos se
W (γ;α) = W (η;α), para todo ponto α ∈ UC .
Definic¸a˜o 11. Sejam γ, η : [a, b] → U dois caminhos em U e U um
conjunto aberto. Dizemos que γ e η sa˜o homoto´picos em U se existe
uma func¸a˜o cont´ınua ψ : [a, b] × [c, d] → U tal que ψ(t, c) = γ(t) e
ψ(t, d) = η(t), para todo t ∈ [a, b].
Por fim, o teorema abaixo, que pode ser visto com detalhes em
((LANG, 1999) cap´ıtulo IV, Teorema 2.1, (i)), nos diz sobre a invariaˆncia
do ı´ndice de caminhos fechados no plano complexo por homotopia.
Teorema 12. Se γ e η sa˜o caminhos fechados em um aberto U ⊆ C e
homoto´picos em U , enta˜o γ e η sa˜o homo´logos em U .
Nosso pro´ximo passo e´ mostrar que existe uma toleraˆncia d > 0
tal que na˜o existe nenhum par de matrizes que comutam que esta˜o
pro´ximas de Sn e Ωn, a menos de d. Ou seja, seX,Y ∈Mn(C) comutam
enta˜o ‖X−Ωn‖ ≥ d ou ‖Y −Sn‖ ≥ d. Faremos isso usando o Teorema
12.
Teorema 13. Se n ∈ N, n ≥ 7 e se X,Y ∈ Mn(C) sa˜o matrizes que
comutam, enta˜o max{‖X − Ωn‖, ‖Y − Sn‖} ≥
√
2− |1− wn| − 1.
Demonstrac¸a˜o. Note que a hipo´tese de que n ∈ N e n ≥ 7 e´ necessa´ria
para que o nu´mero |1 − wn| seja menor do que 2, ou seja, para que
o lado do pol´ıgono regular inscrito na circunfereˆncia unita´ria no plano
complexo da raiz n−e´sima da unidade seja menor do que 2.
Sejam X,Y ∈Mn(C) matrizes que comutam.
Defina d = max{‖X − Ωn‖, ‖Y − Sn‖}.
Vamos supor, por absurdo, que d <
√
2− |1− wn| − 1.
Vamos mostrar que existe um caminho que liga as matrizes Ωn
a X e Sn a Y .
Seja µ : [0, 1] → Mn(C) dada por µ(t) = Ωn + t(X − Ωn) e
β : [0, 1] → Mn(C) dada por β(t) = Sn + t(Y − Sn). Sabemos que
Mn(C) e´ um espac¸o vetorial normado. Pelo Lema 7, temos que µ e β
sa˜o caminhos. Tambe´m temos que µ liga Ωn a X, pois µ(0) = Ωn e
µ(1) = X e, analogamente, que β liga Sn a Y .
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Defina, para todo t ∈ [0, 1], At = µ(t) e Bt = β(t).
Agora, para cada t ∈ [0, 1], defina Ct : [0, 1]→ Mn(C) dada por
Ct(r) = AtBt + r(BtAt − AtBt). Novamente pelo Lema 7, temos que
Ct e´ um caminho que liga AtBt a BtAt.
Agora, para cada t ∈ [0, 1], seja γt : [0, 1] → C, r ∈ [0, 1], dada
por γt(r) = det(AtBt + r(BtAt −AtBt)).
Perceba que γt(r) e´ cont´ınua, pois e´ composic¸a˜o das func¸o˜es
determinante e Ct(r), ambas cont´ınuas. Portanto, γt e´ um caminho.
Vamos mostrar que, para t ∈ [0, 1] qualquer, a imagem de γt e´
um caminho fechado no plano complexo. Para isso, precisamos mostrar
que γt(0) = γt(1):
γt(0) = det(AtBt + 0(BtAt −AtBt))
= det(AtBt)
= det(At) det(Bt)
= det(Bt) det(At)
= det(BtAt)
= det(AtBt + 1(BtAt −AtBt))
= γt(1).
Concluindo assim que γt e´ um caminho fechado no plano com-
plexo.
Vamos provar que γt(r) 6= 0, para todo r. Para isso, e´ suficiente
provar que a matriz AtBt + r(BtAt −AtBt) e´ invert´ıvel, para todo t e
r, pois assim teremos que γt(r) = det(AtBt + r(BtAt −AtBt)) 6= 0.
Vamos mostrar que a distaˆncia entre AtBt + r(BtAt − AtBt) =
(1− r)AtBt + rBtAt e a matriz unita´ria ΩnSn e´ menor do que 1.
Iremos provar isso, pois como o conjunto dos elementos invers´ıveis
de uma a´lgebra de Banach unital e´ aberto e a matriz ΩnSn e´ unita´ria (e
portanto invers´ıvel), todo elemento que tem distaˆncia menor do que 1
dessa matriz tambe´m sera´ um invers´ıvel (ver (MURPHY, 1990) Teorema
1.2.3).
Lembre que Mn(C) e´ uma a´lgebra de Banach unital. Como
‖[(1 − r)AtBt + rBtAt] − ΩnSn‖ < 1, iremos concluir que a matriz
(1 − r)AtBt + rBtAt = AtBt + r(BtAt − AtBt) e´ invers´ıvel e, por
conseguinte, que γt(r) 6= 0, para todo r.
Provemos enta˜o que ‖[(1− r)AtBt + rBtAt]− ΩnSn‖ < 1:
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‖[(1− r)AtBt + rBtAt]− ΩnSn‖ =
= ‖(1− r)AtBt + rBtAt + rΩnSn − rΩnSn − ΩnSn‖ =
= ‖(1− r)(AtBt − ΩnSn) + r(BtAt − ΩnSn)‖ ≤
≤ ‖(1− r)(AtBt − ΩnSn)‖+ r‖BtAt − ΩnSn‖ =
= (1− r)‖(AtBt −AtSn +AtSn − ΩnSn)‖+
+r‖BtAt − SnAt + SnAt − SnΩn + SnΩn − ΩnSn‖ ≤
≤ (1− r)[‖AtBt −AtSn‖+ ‖AtSn − ΩnSn‖]+
+r[‖BtAt − SnAt‖+ ‖SnAt − SnΩn‖+ ‖SnΩn − ΩnSn‖] =Prop.2(i)
= (1− r)[‖At(Bt − Sn)‖+ ‖(At − Ωn)Sn‖]+
+r[‖(Bt − Sn)At‖+ ‖Sn(At − Ωn)‖+ |1− wn|] ≤
≤ (1− r)[‖At‖‖Bt − Sn‖+ ‖At − Ωn‖‖Sn‖]+
+r[‖Bt − Sn‖‖At‖+ ‖Sn‖‖At − Ωn‖+ |1− wn|].
Assim, temos que:
‖[(1− r)AtBt + rBtAt]− ΩnSn‖ ≤
≤ (1− r)[‖At‖‖Bt − Sn‖+ ‖At − Ωn‖‖Sn‖]+
+r[‖Bt − Sn‖‖At‖+ ‖Sn‖‖At − Ωn‖+ |1− wn|]. (2.8)
Agora, ‖At‖ ≤ 1 + d, ‖At − Ωn‖ ≤ d e ‖Bt − Sn‖ ≤ d, pois:
‖At‖ = ‖Ωn + t(X − Ωn)‖
≤ ‖Ωn‖+ ‖t(X − Ωn)‖
≤ 1 + d.
‖At − Ωn‖ = ‖Ωn + t(X − Ωn)− Sn‖
= ‖t(X − Ωn)‖
≤ d.
‖Bt − Sn‖ = ‖Sn + t(Y − Sn)− Sn‖
= ‖t(Y − Sn)‖
≤ d.
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Logo, a desigualdade (2.8) fica:
‖[(1− r)AtBt + rBtAt]− ΩnSn‖ ≤
≤ (1− r)[(1 + d)d+ d] + r[d(1 + d) + d+ |1− wn|] =
= (1 + d)d+ d− r[(1 + d)d+ d] + r[(1 + d)d+ d] + r|1− wn| ≤
≤ d2 + 2d+ |1− wn|.
Ou seja,
‖[(1− r)AtBt + rBtAt]− ΩnSn‖ ≤ d2 + 2d+ |1− wn|. (2.9)
Por hipo´tese, sabemos que d <
√
2− |1− wn| − 1.
Assim, d+ 1 <
√
2− |1− wn|. Elevando ambos os membros da
desigualdade ao quadrado e fazendo algumas contas ba´sicas, obtemos
d2 + 2d+ |1− wn| < 1. (2.10)
Por (2.9) e (2.10), temos que:
‖[(1− r)AtBt + rBtAt]− ΩnSn‖ < 1.
Portanto, γt(r) = det(AtBt + r(BtAt −AtBt)) 6= 0.
Note que, quando t = 1 temos:
γ1(r) = det(A1B1 + r(B1A1 −A1B1)))
= det(XY + r(Y X −XY ))
(X e Y comutam) = det(XY − rXY + rY X)
= det(XY − rXY + rXY )
= det(XY ).
Isto significa que, para t = 1, o caminho fechado γ1(r) na˜o de-
pende de r e sempre atribui o valor constante na˜o nulo det(XY ). Logo,
temos que γ
′
1(r) = 0.
Assim, γ1(r) e´ um caminho fechado constante no plano complexo
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e tem ı´ndice igual a 0, pois usando (2.7), temos:∫
γ1
dz
z − 0 =
∫ 1
0
γ
′
1(t)
γ1(t)
dt
=
∫ 1
0
0
γ1(t)
dt
= 0.
Para t = 0 temos que A0 = Ωn e B0 = Sn, logo:
γ0(r) = det((1− r)ΩnSn + rSnΩn)
(Sn e´ unita´ria) = det((1− r)ΩnSn + rSnΩnS∗nSn)
= det(((1− r)Ωn + rSnΩnS∗n)Sn)
= det((1− r)Ωn + rSnΩnS∗n) · det(Sn)
= det((1− r)Ωn + rwnΩn)(−1)n+1
= (−1)n+1 det([(1− r) + rwn]Ωn)
= (−1)n+1(1− r + rwn)n det(Ωn)
= (−1)n+1(1− r + rwn)n(−1)n+1
= (−1)2(n+1)(1− r + rwn)n
= (1− r + rwn)n.
Agora, vamos mostrar que o caminho fechado γ0(r) gira em torno
do 0 uma u´nica vez no sentido hora´rio.
Para isso, vamos mostrar que seu ı´ndice em relac¸a˜o ao ponto 0
e´ igual a` −1:
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W (γo(r), 0) =
1
2pii
∫
γ0(r)
1
z − 0dz
=
1
2pii
∫ 1
0
γ′0(r)
γ0(r)
dr
=
1
2pii
∫ 1
0
n(wn − 1)(1− r + rwn)n−1
(1− r + rwn)(1− r + rwn)n−1 dr
=
n(wn − 1)
2pii
∫ 1
0
1
1− r + rwn dr
=
n(wn − 1)
2pii
(
ln(r(wn − 1) + 1)
wn − 1
)∣∣∣∣1
0
=
n(wn − 1)
(2pii)(wn − 1)(ln(wn)− ln(1))
=
n
2pii
(ln(e
−2pii
n )− 0)
=
n
2pii
−2pii
n
= −1.
Segue que γ0(r) e´ um caminho fechado que gira em torno do zero
uma u´nica vez no sentido hora´rio.
Seja γ : [0, 1] × [0, 1] → C\{0} dada por γ(r, t) = γt(r). Note
agora que os caminhos γ0(r) e γ1(r) sa˜o homoto´picos em C\{0}, pois a
func¸a˜o γ definida acima e´ uma func¸a˜o cont´ınua tal que γ(r, 0) = γ0(r)
e γ(r, 1) = γ1(r),∀r ∈ [0, 1].
Perceba que tudo que fizemos anteriormente foi mostrar que os
ı´ndices dos caminhos fechados γ0(r) e γ1(r), em relac¸a˜o ao 0, sa˜o iguais
a −1 e 0, respectivamente.
Como o ı´ndice de caminhos fechados no plano complexo sem
a origem e´ invariante por homotopia, isso contradiz o Teorema 12.
Absurdo.
Segue que d ≥√2− |1− wn| − 1. 
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3 MATRIZES AUTO-ADJUNTAS QUE QUASE
COMUTAM - UMA BREVE DEMONTRAC¸A˜O DE
UM TEOREMA DE HUAXIN LIN
Neste cap´ıtulo iremos trabalhar com somas diretas de C*-a´lgebras
de matrizes. Vamos comec¸ar provando que dadas duas C*-a´lgebras A
e B sua soma direta sera´ uma C*-a´lgebra definindo uma norma ade-
quada. Sabemos que definindo as operac¸o˜es de soma, multiplicac¸a˜o e
involuc¸a˜o entrada-a-entrada, o conjunto
A⊕B = {(a, b) | a ∈ A, b ∈ B}
e´ uma *-a´lgebra. Ademais, definindo a norma de um elemento (a, b) ∈
A⊕B como
‖(a, b)‖ = max{‖a‖, ‖b‖},
queremos provar que A⊕B e´ uma *-a´lgebra normada. Para isso, pre-
cisamos mostrar que dados (a, b) ∈ A e (c, d) ∈ B teremos
‖(a, c)(b, d)‖ ≤ ‖(a, b)‖‖(c, d)‖.
Sejam (a, b) ∈ A e (c, d) ∈ B. Note que
‖(a, b)(c, d)‖ = ‖(ac, bd)‖ = max{‖ac‖, ‖bd‖}.
Como A e B sa˜o *-a´lgebras normadas, temos que ‖ac‖ ≤ ‖a‖‖c‖
e ‖bd‖ ≤ ‖b‖‖d‖. Da´ı,
max{‖ac‖, ‖bd‖} ≤ max{‖a‖‖c‖, ‖b‖‖d‖}.
Agora, observe que:
‖a‖ ≤ max{‖a‖, ‖b‖} = ‖(a, b)‖ e ‖c‖ ≤ max{‖c‖, ‖d‖} = ‖(c, d)‖.
Logo, temos que
‖a‖‖c‖ ≤ ‖(a, b)‖‖(c, d)‖.
Analogamente, ‖b‖‖d‖ ≤ ‖(a, b)‖‖(c, d)‖.
Assim, temos que max{‖a‖‖c‖, ‖b‖‖d‖} ≤ ‖(a, b)‖‖(c, d)‖.
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Logo,
‖(a, b)(c, d)‖ = ‖(ac, bd)‖
= max{‖ac‖, ‖bd‖}
≤ max{‖a‖‖c‖, ‖b‖‖d‖}
≤ ‖(a, b)‖‖(c, d)‖
provando que A⊕B e´ uma *-a´lgebra normada.
Tambe´m, A ⊕ B e´ uma *-a´lgebra de Banach, pois A e B o sa˜o.
Finalmente, sabendo que A e B sa˜o C*-a´lgebras, a norma definida
acima satisfaz a identidade C*, pois:
‖(a, b)∗(a, b)‖ = ‖(a∗a, b∗b)‖
= max{‖a∗a‖, ‖b∗b‖}
= max{‖a‖2, ‖b‖2}
= max{‖a‖, ‖b‖}2
= ‖(a, b)‖2.
Concluindo assim que A⊕B e´ uma C*-a´lgebra. Ademais, A⊕B
e´ unital se, e somente se, A e B sa˜o unitais e, neste caso, a unidade de
A⊕B sera´ dada por 1A⊕B = (1A, 1B).
Note tambe´m que dado um conjunto finito de C*-a´lgebras, diga-
mos {A1, . . . , An}, podemos generalizar o que fizemos acima e provar
que, definindo as operac¸o˜es entrada-a-entrada e a norma da mesma
maneira que fizemos acima, o conjunto ⊕ni=1Ai e´ uma C*-a´lgebra.
Vamos agora generalizar esta ideia para uma famı´lia qualquer de
C*-a´lgebras, adotando uma norma adequada. Seja {Sα |α ∈ Λ}, em
que Λ e´ um conjunto de ı´ndices, uma famı´lia de C*-a´lgebras.
Sabemos que o produto cartesiano,
∏
α∈Λ
Sα e´ uma *-a´lgebra defi-
nindo as operac¸o˜es entrada-a-entrada. Considere o seguinte conjunto:
⊕
α∈Λ
Sα =
{
(sα)α ∈
∏
α∈Λ
Sα | sup
α∈Λ
‖sα‖ <∞
}
.
Vamos provar que
⊕
α∈Λ
Sα e´ uma sub-*-a´lgebra de
∏
α∈Λ
Sα. Para
isso, precisamos mostrar que
⊕
α∈Λ
Sα e´ uma sub-a´lgebra auto-adjunta
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de
∏
α∈Λ
Sα.
Claro que
⊕
α∈Λ
Sα e´ uma sub-a´lgebra de
∏
α∈Λ
Sα pois,
∏
α∈Λ
Sα e´
uma *-a´lgebra com operac¸o˜es definidas entrada-a-entrada e pela de-
finic¸a˜o dos elementos de S. Tambe´m temos que
⊕
α∈Λ
Sα e´ auto adjunta,
pois dado (sα)α ∈
⊕
α∈Λ
Sα, temos que ‖s∗α‖ = ‖sα‖ e, portanto,
sup
α∈Λ
‖s∗α‖ = sup
α∈Λ
‖sα‖ <∞.
Segue que
⊕
α∈Λ
Sα e´ uma sub-*-a´lgebra de
∏
α∈Λ
Sα. Agora, na
sub-*-a´lgebra
⊕
α∈Λ
Sα, defina a norma de um elemento (sα)α ∈
⊕
α∈Λ
Sα
por:
‖(sα)α‖ = sup
α∈Λ
{‖sα‖}.
Note tambe´m que
⊕
α∈Λ
Sα e´ uma *-a´lgebra normada, pois dados
(sα)α, (rα)α ∈
⊕
α∈Λ
Sα, temos que:
‖(sα)α(rα)α‖ = sup
α∈Λ
{‖sαrα‖}
≤ sup
α∈Λ
{‖sα‖‖rα‖}
≤ sup
α∈Λ
{‖sα‖} sup
α∈Λ
{‖rα‖}
= ‖(sα)α‖‖(rα)α‖.
Logo,
⊕
α∈Λ
Sα e´ uma *-a´lgebra normada. Vamos mostrar agora
que
⊕
α∈Λ
Sα e´ uma a´lgebra de Banach.
Para isso, precisamos mostrar que toda sequeˆncia de Cauchy em⊕
α∈Λ
Sα e´ convergente. Note que dada uma sequeˆncia de Cauchy (un)n
em
⊕
α∈Λ
Sα, para cada n ∈ N, temos que un = (snα)α.
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Sejam ε > 0 e ((snα)α)n uma sequeˆncia de Cauchy em
⊕
α∈Λ
Sα.
Como ((snα)α)n e´ uma sequeˆncia de Cauchy em
⊕
α∈Λ
Sα, existe
n0 ∈ N tal que ∀k, l ≥ n0, temos ‖(skα)α− (slα)α‖ < ε. Da´ı, para aquele
n0 ∈ N, k, l ≥ n0 e α ∈ Λ, temos:
‖skα − slα‖ ≤ sup
α∈Λ
{‖skα − slα‖}
= ‖(skα)α − (slα)α‖ < ε.
Isto significa que, para cada α ∈ Λ, a sequeˆncia (snα)n e´ uma sequeˆncia
de Cauchy em Sα.
Mas, para cada α ∈ Λ, Sα e´ uma a´lgebra de Banach. Logo, (snα)α
converge para algum bα ∈ Sα.
Seja b = (bα)α. Novamente, como ((s
n
α)α)n e´ uma sequeˆncia de
Cauchy, existe N ∈ N tal que ∀k, l ≥ N temos que ‖(skα)α−(slα)α‖ < ε,
isto e´, ‖skα − slα‖ < ε para todo α.
Agora, quando l → ∞ temos que ‖skα − slα‖ < ‖skα − bα‖ < ε e,
enta˜o, ‖(skα)α − (bα)α‖ < ε,∀k ≥ N . Isso significa que (bα)α ∈ S e que
((snα)α)n → (bα)α em
⊕
α∈Λ
Sα. Logo,
⊕
α∈Λ
Sα e´ uma a´lgebra de Banach.
Pelo que fizemos acima, temos que
⊕
α∈Λ
Sα e´ uma *-a´lgebra de
Banach. Falta agora mostrarmos apenas a identidade C* para que⊕
α∈Λ
Sα seja uma C*-a´lgebra. Dado (sα)α ∈
⊕
α∈Λ
Sα, temos:
‖(sα)∗α(sα)α‖ = ‖(s∗α)α(sα)α‖
= ‖(s∗αsα)α‖
= sup
α∈Λ
{‖s∗αsα‖}
(para cada α, Sα e´ uma C*-a´lgebra) = sup
α∈Λ
{‖sα‖2}
= (sup
α∈Λ
{‖sα‖})2
= ‖(sα)α‖2.
Segue que vale a identidade C* e, portanto,
⊕
α∈Λ
Sα e´ uma C*-a´lgebra.
Definimos
⊕
α∈Λ
Sα como sendo a C*-soma direta da famı´lia de
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C*-a´lgebras {Sα |α ∈ Λ}.
Agora, seja {Sn |n ∈ N} uma famı´lia de C*-a´lgebras indexadas
pelo conjunto dos nu´meros naturais. Como fizemos acima, considere
a C*-soma direta desta famı´lia de C*-a´lgebras, denotada por S, e o
seguinte subconjunto de S:
I = {(ai)i ∈ S | lim
i→∞
‖ai‖ = 0}.
Note que, dado (ai)i ∈ I, dizer que lim
i→∞
‖ai‖ = 0, e´ o mesmo
que dizer que para todo ε > 0, existe apenas uma quantidade finita de
ı´ndices i ∈ N para os quais ‖ai‖ ≥ ε.
Vamos mostrar que I e´ um ideal de S. Para isso, como S e´ uma
C*-a´lgebra, precisamos mostrar que I e´ um ideal fechado de S.
Vamos comec¸ar mostrando que I e´ um ideal de S.
Para isso, dados (ai)i, (bi)i ∈ I e (si)i ∈ S precisamos mostrar
que (ai)i − (bi)i ∈ I e que (ai)i(si)i, (si)i(ai)i ∈ I.
Para mostrarmos que (ai)i − (bi)i ∈ I, precisamos mostrar que
lim
i→∞
‖ai − bi‖ = 0. Note que para cada i ∈ N, 0 ≤ ‖ai − bi‖ ≤
‖ai‖ + ‖bi‖. Como lim
i→∞
‖ai‖ = lim
i→∞
‖bi‖ = 0 e, a adic¸a˜o em S e´
conjuntamente cont´ınua, temos que lim
i→∞
‖ai − bi‖ existe e e´ igual a
zero. Logo, (ai)i − (bi)i ∈ I.
Tambe´m temos que, para cada i ∈ N, 0 ≤ ‖aisi‖ ≤ ‖ai‖‖si‖,
pois S e´ uma C*-a´lgebra. Como lim
i→∞
‖ai‖ = lim
i→∞
‖si‖ = 0 e, a mul-
tiplicac¸a˜o em S e´ conjuntamente cont´ınua, temos que limi→∞ ‖aisi‖
existe e e´ igual a zero. Logo, (ai)i(si)i ∈ I.
Analogamente, prova-se que (si)i(ai)i ∈ I.
Portanto, I e´ um ideal de S.
Para mostrarmos que I e´ fechado, considere a sequeˆncia ((ani )i)n
em I tal que ((ani )i)n → a ∈ S. Precisamos mostrar que a ∈ I.
Dado ε > 0, como ((ani )i)n → a temos que existe N1 ∈ N tal que,
∀m ≥ N1, ‖aim − a‖ <
ε
2
. Ale´m disso, como (aN1i )i e´ uma sequeˆncia
em I temos que existe N2 ∈ N tal que, ∀l ≥ N2, ‖ali‖ <
ε
2
.
Seja N = max{N1, N2}. Da´ı, temos que ∀k ≥ N
‖a‖ = ‖a− aki + aki ‖
≤ ‖a− aki ‖+ ‖aki ‖
≤ ε
2
+
ε
2
= ε.
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Logo, a ∈ I. Segue que I e´ fechado.
Segue que I e´ um ideal fechado de S.
Note que tudo que fizemos ate´ aqui foi mostrar que dada uma
famı´lia de C*-a´lgebras, indexadas por um conjunto de ı´ndices qualquer,
podemos definir uma nova C*-a´lgebra, que denotamos por
⊕
α∈Λ
Sα, to-
mando certos cuidados. Em seguida, definimos a C*-soma direta S de
uma famı´lia de C*-a´lgebras indexada pelos naturais e mostramos que o
subconjunto I, que e´ o conjunto de todas as sequeˆncias que convergem
para zero, e´ um ideal de S.
Agora, considere uma sequeˆncia de C*-a´lgebras de matrizes in-
dexadas por n ∈ N, isto e´, (Mxn(C))n. Seja M a sua C*-soma direta
como fizemos acima:
M =
⊕
n∈N
Mxn(C) = {(an)n ∈
∏
n∈N
Mxn(C) | sup
n∈N
‖an‖ <∞}.
Seja A o ideal de M como visto anteriormente, isto e´,
A = {(an)n | (an)n ∈M, ‖an‖ → 0}.
Como A e´ um ideal de M , podemos considerar o quociente M/A
e a func¸a˜o quociente pi : M →M/A.
O lema abaixo nos diz que todo elemento em M/A possui uma
decomposic¸a˜o polar unita´ria.
Lema 14. Seja x ∈ M/A. Enta˜o x = u|x|, em que u e´ um elemento
unita´rio de M/A.
Demonstrac¸a˜o. Primeiramente lembre que toda matriz com coeficien-
tes complexos possui uma decomposic¸a˜o polar unita´ria, em outras pala-
vras, se A ∈Mn(C) enta˜o A = U1|A| em que U1 e´ uma matriz unita´ria e
|A| = (A∗A) 12 . Sendo assim, se (an)n ∈M enta˜o an ∈Mxn(C),∀n ∈ N,
e assim podemos descrever essa sequeˆncia como uma sequeˆncia de de-
composic¸o˜es polares unita´rias, digamos an = un|an| em Mxn(C). Que-
remos provar que (an)n = (un)n(|an|)n.
Para isso, vamos provar que (un)n, (|an|)n ∈M , (un)n e´ unita´rio
de M e que |(an)n| = (|an|)n.
Note que (un)n ∈M , pois cada entrada dessa sequeˆncia de ma-
trizes e´ uma matriz unita´ria e, portanto, sup
n∈N
‖un‖ < ∞. Tambe´m,
como (an)n ∈ M e M e´ uma C*-a´lgebra, sabemos que ak e |ak| pos-
suem mesma norma, ∀k.
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Tomando o supremo para todo n ∈ N teremos que
sup
n∈N
‖|an|‖ = sup
n∈N
‖an‖
<∞.
Isto significa que (|an|)n ∈M .
Note agora que (un)n(un)
∗
n = (un)n(u
∗
n)n = (unu
∗
n)n = (idn)n,
pois para cada n ∈ N, un e´ uma matriz unita´ria.
Analogamente, prova-se que (un)
∗
n(un)n = (idn)n.
Falta provarmos que |(an)n| = (|an|)n. Para isso, lembre que
|(an)n| = ((an)∗n(an))
1
2 .
Denote ((an)
∗
n(an)n)n por (bn)n. Perceba que para todo n ∈ N,
bn e´ um elemento positivo de Mxn(C), pois a
∗
nan o e´. Note tambe´m que
dado um polinoˆmio com coeficientes complexos na varia´vel z, digamos
p(z), temos que
p((bn)n) = (p(bn))n.
Sabe-se tambe´m que para toda f ∈ C(σ((bn)n)), f e´ limite uni-
forme de polinoˆmios, e portanto temos que f((bn)n) = (f(bn))n, pois
para todo k o espectro do elemento bk esta´ contido no espectro de (bn)n.
Usando que o elemento bn e´ positivo para todo n (e assim, (bn)n e´ po-
sitivo em M) e que a raiz quadrada e´ uma func¸a˜o cont´ınua, conclu´ımos
que
|(an)n| = ((an)∗n(an)n)
1
2
= ((a∗nan)n)
1
2
= ((a∗nan)
1
2 )n
= (|an|)n.
Portanto, (an)n = (un)n(|an|)n, com (un)n unita´rio, ou seja,
todo elemento em M possui uma decomposic¸a˜o polar unita´ria.
Seja pi : M → M/A a func¸a˜o quociente. Sabemos que pi e´
cont´ınua e sobrejetora, portanto dado x ∈ M/A existe y′ ∈ M tal
que pi(y′) = x. Como y′ ∈ M enta˜o, pelo que discutimos no para´grafo
anterior, y′ = v|y′|, para algum elemento unita´rio v ∈M .
Ale´m disso, sabemos que pi e´ um *-homomorfismo cont´ınuo e
a func¸a˜o mo´dulo e´ cont´ınua, portanto pi(|y′|) = |pi(y′)| = |x|. Logo,
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temos que:
x = pi(y′)
= pi(v|y′|)
= pi(v)pi(|y′|)
= pi(v)|x|.
Sabendo que pi e´ um *-homomorfismo e v e´ um unita´rio em M ,
temos que pi(v) e´ um unita´rio de M/A.
Portanto, basta tomar u = pi(v) que podemos escrever x = u|x|
em que u e´ um unita´rio de M/A. 
Antes de comec¸armos o pro´ximo lema vamos relembrar o teo-
rema do mapeamento espectral, pois iremos utiliza´-lo daqui em diante
inu´meras vezes. Para uma demonstrac¸a˜o deste teorema, consulte por
exemplo (MURPHY, 1990) Teorema 2.1.14.
Teorema 15. Sejam A uma C*-a´lgebra unital e a ∈ A normal. Se
f ∈ C(σ(a)) enta˜o σ(f(a)) = f(σ(a)).
O pro´ximo lema vai nos dizer que todo elemento normal de M/A
pode ser aproximado por um elemento normal e invert´ıvel de M/A.
Lema 16. Seja N(M/A) = {x ∈ M/A |x e´ normal}. Enta˜o, o con-
junto dos elementos normais e invert´ıveis de M/A e´ denso em N(M/A).
Demonstrac¸a˜o. Seja x ∈ N(M/A) e ε > 0. Precisamos mostrar que
existe y ∈M/A normal e invert´ıvel tal que ‖x− y‖ ≤ ε. Pelo Lema 14
podemos escrever x = u|x| com u unita´rio de M/A. Como x e´ normal,
temos que x∗x = xx∗. Da´ı, temos que:
(u|x|)∗u|x| = u|x|(u|x|)∗
|x|u∗u|x| = u|x||x|u∗
|x|2 = u|x|2u∗.
Logo, |x|2 = u|x|2u∗ = u|x||x|u∗ = u|x|u∗u|x|u∗ = (u|x|u∗)2.
Como a func¸a˜o raiz quadrada e´ cont´ınua, podemos concluir que
|x| = (|u|x|u∗|). Mas, como |x| e´ positivo existe um elemento positivo
s tal que |x| = ss∗. Da´ı, temos que:
|x| = ss∗
u|x|u∗ = uss∗u∗
u|x|u∗ = (us)(us)∗.
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Portanto, u|x|u∗ e´ positivo. Logo, |x| = (|u|x|u∗|) = u|x|u∗.
Dessa igualdade, temos que:
|x| = u|x|u∗
|x|u = u|x|u∗u
|x|u = u|x|.
Isto significa que u comuta com |x|. Segue tambe´m da igualdade
acima que u∗|x| = |x|u∗.
Defina y = u(|x|+ ε1M/A). Note que y e´ normal, pois:
yy∗ = [u(|x|+ ε1M/A)][u(|x|+ ε1M/A)]∗
= [u(|x|+ ε1M/A)][(|x|+ ε1M/A)∗u∗]
= [u|x|+ uε][|x|u∗ + εu∗]
= u|x||x|u∗ + u|x|εu∗ + uε|x|u∗ + uεεu∗
= |x|uu∗|x|+ uu∗ε|x|+ ε|x|+ ε2uu∗
= |x|2 + 2ε|x|+ ε1M/A.
y∗y = [u(|x|+ ε1M/A)]∗[u(|x|+ ε1M/A)]
= [|x|u∗ + εu∗][u|x|+ uε]
= |x|u∗u|x|+ |x|u∗uε+ εu∗u|x|+ εu∗uε
= |x|2 + ε|x|+ ε|x|+ ε21M/A
= |x|2 + 2ε|x|+ ε1M/A.
Note que |x|+ ε1M/A e´ auto-adjunto, pois e´ a soma de dois ele-
mentos auto-adjuntos. Agora, como |x| e´ positivo, sabe-se que σ(|x|) ⊆
[0,+∞). Assim, pelo teorema do mapeamento espectral, temos que
σ(|x|+ε1M/A) ⊆ [ε,+∞). Isto significa que 0 na˜o pertence ao espectro
de |x|+ ε1M/A.
Portanto, |x|+ ε1M/A ∈ Inv(M/A).
Tambe´m ,temos que u e´ invert´ıvel, pois e´ unita´rio. Como y e´
igual ao produto de dois invert´ıveis, segue que y e´ invert´ıvel.
Finalmente, lembrando que x = u|x|, temos:
‖x− y‖ = ‖u|x| − u|x| − uε1M/A‖
= ‖ − εu1M/A‖
≤ |ε|‖u‖ = ε.
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Ou seja, provamos que y e´ normal e invert´ıvel e ‖x − y‖ ≤ ε,
como quer´ıamos. 
Observac¸a˜o 17. No Lema acima provamos que todo elemento normal
pode ser aproximado por um elemento normal e invert´ıvel. Sabemos
que Inv(M/A) e´ um conjunto aberto de M/A (veja (MURPHY, 1990),
Teorema 1.2.3). Assim, N(M/A) ∩ Inv(M/A) e´ um conjunto relativa-
mente aberto de N(M/A), pois e´ a intersecc¸a˜o do subespac¸o topolo´gico
N(M/A) e de um conjunto aberto de M/A, respectivamente.
Seja F ⊆ C um subconjunto finito ou enumera´vel. Para o
pro´ximo lema, dado λ ∈ C, defina os seguintes conjuntos:
B = {y ∈M/A | y e´ normal e σ(y) ∩ F = ∅}.
Bλ = {y ∈M/A | y e´ normal e λ 6∈ σ(y)}.
Lema 18. Seja F ⊆ C um subconjunto finito ou enumera´vel. O con-
junto B definido acima e´ denso em N(M/A).
Demonstrac¸a˜o. Note que:
B = {y ∈M/A | y e´ normal e σ(y) ∩ F = ∅}
=
⋂
λ∈F
{y ∈M/A | y e´ normal e λ 6∈ σ(y)}
=
⋂
λ∈F
{y ∈M/A | y e´ normal e y − λ1M/A e´ invert´ıvel}
=
⋂
λ∈F
Bλ.
Assim, temos que:
B0 = {y ∈M/A | y e´ normal e y − 0.1M/A e´ invert´ıvel}
= {y ∈M/A | y e´ normal e invert´ıvel}
= N(M/A) ∩ Inv(M/A).
Note que no Lema 16 provamos que B0 e´ denso e, pela Observac¸a˜o 17,
relativamente aberto em N(M/A). Portanto, B0 e´ denso e relativa-
mente aberto em N(M/A).
Nosso pro´ximo passo sera´ mostrar que para cada λ ∈ F , λ 6= 0,
Bλ e´ denso e relativamente aberto em N(M/A). Em seguida, mostrare-
mos que nosso conjunto B e´ uma intersecc¸a˜o enumera´vel de conjuntos
densos e relativamente abertos em N(M/A). Feito isso precisaremos
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apenas mostrar que N(M/A) e´ um espac¸o de Baire, pois sabemos que
num espac¸o de Baire a intersecc¸a˜o enumera´vel de conjuntos densos e re-
lativamente abertos e´ densa1, concluiremos que B e´ denso em N(M/A).
Considere a func¸a˜o ϕ : N(M/A) → N(M/A) dada por ϕ(x) =
x + λ1M/A. Vamos mostrar que ϕ e´ um homeomorfismo, ou seja, que
ϕ e´ uma func¸a˜o bijetora,cont´ınua e sua inversa tambe´m e´ cont´ınua.
Temos:
(i) Injetividade: sejam x1, x2 ∈ N(M/A) tais que ϕ(x1) = ϕ(x2).
Da´ı,
x1 − λ1M/A = x2 − λ1M/A ⇒ x1 = x2.
(ii) Sobrejetividade: seja y1 ∈ N(M/A). Considere x1 = y1−λ1M/A.
Note que x1 e´ normal, pois y1 e´ normal. Da´ı, temos que:
ϕ(x1) = ϕ(y1 − λ1M/A)
= y1 − λ1M/A1 + λ1M/A
= y1.
(iii) Continuidade da ϕ: Seja (xn)n uma sequeˆncia em N(M/A) tal
que xn → x. Precisamos mostrar que ϕ(xn) → ϕ(x). Note que
ϕ((xn)n) = (xn+λ1M/A)n e que ϕ(x) = x+λ1M/A. Sabendo que
a soma de sequeˆncias e´ feita entrada-a-entrada e como xn → x,
temos que xn+ (λ1M/A)n → x+λ1M/A. Segue que ϕ e´ cont´ınua.
(iv) Continuidade da ϕ−1: Como ϕ : N(M/A) → N(M/A) e´ dada
por ϕ(x) = x + λ1M/A, temos que ϕ
−1 : N(M/A) → N(M/A) e´
dada por ϕ−1(y) = y − λ1M/A.
Seja (yn)n uma sequeˆncia em N(M/A) tal que yn → y. Pre-
cisamos mostrar que ϕ−1(yn) → ϕ−1(y). Novamente, note que
ϕ−1(yn) = (yn−λ1M/A)n e que ϕ−1(y) = y−λ1M/A. Novamente,
sabendo que a soma de sequeˆncias e´ feita entrada-a-entrada e
como yn → y, temos que yn − λ1M/A → y − λ1M/A. Segue que
ϕ−1 e´ cont´ınua.
Por (i), (ii), (iii) e (iv), segue que ϕ e´ um homeomorfismo.
Agora, mostremos que ϕ(B0) = Bλ.
Note que dado y ∈ B0 qualquer, ϕ(y) = y+λ1M/A. Pelo teorema
do mapeamento espectral, temos que σ(ϕ(y)) = ϕ(σ(y)) e ϕ(σ(y)) =
{µ+ λ |µ ∈ σ(y)}.
1Veja (NARICI; BECKENSTEIN, 2011) Teorema 11.6.6.
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Sendo assim, para mostrarmos que ϕ(B0) = Bλ, pelo modo que
definimos os conjuntos B0 e Bλ, precisamos mostrar que 0 6∈ σ(y) ⇔
λ 6∈ σ(ϕ(y)).
Agora,
λ 6∈ σ(ϕ(y))⇔ λ 6= µ+ λ, ( para todo µ ∈ σ(y))
⇔ µ 6= 0, ( para todo µ ∈ σ(y))
⇔ 0 6∈ σ(y).
Portanto, ϕ(B0) = Bλ.
Como B0 e´ relativamente aberto e denso em N(M/A) e ϕ e´ um
homeomorfismo em N(M/A), temos que para cada λ ∈ F , ϕ(B0) = Bλ
e´ relativamente aberto e denso em N(M/A). Mas, sabemos que B =⋂
λ∈F
Bλ e que intersecc¸a˜o enumera´vel de abertos e´ um aberto. Logo, B
e´ relativamente aberto e denso em N(M/A).
Ale´m disso, sabemos que N(M/A) e´ fechado em M/A e, por-
tanto, e´ um espac¸o me´trico completo. Por conseguinte, temos que
N(M/A) e´ um espac¸o de Baire.
Segue que B e´ denso em N(M/A).

Note que os Lemas 16 e 18 nos dizem que dado ε > 0, um
elemento normal de M/A e um subconjunto finito/enumera´vel de C,
podemos encontrar um outro elemento normal de M/A de tal modo
que o espectro desse novo elemento na˜o tera´ os pontos do conjunto
finito/enumera´vel e estara´ pro´ximo do elemento original, a menos de ε.
Sendo assim, temos o seguinte lema:
Lema 19. Para cada elemento normal x ∈ M/A, F ⊆ C subconjunto
finito ou infinito enumera´vel e ε > 0, existe um elemento normal y ∈
M/A tal que ‖x− y‖ ≤ ε e σ(y) ∩ F = ∅.
Demonstrac¸a˜o. Segue diretamente dos Lemas 16 e 18. 
Em seguida definiremos o que e´ uma retrac¸a˜o, pois iremos utilizar
tais func¸o˜es no nosso pro´ximo lema.
Definic¸a˜o 20. Sejam X,Y espac¸os topolo´gicos e Y ⊆ X. Uma re-
trac¸a˜o de X em Y e´ uma func¸a˜o cont´ınua f : X → Y tal que f(y) =
y,∀y ∈ Y .
Nesse caso, dizemos que Y e´ um retrato de X.
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Exemplo 21. X = Rn, f : Rn → {~0}, dada por f(~x) = ~0 e´ uma
retrac¸a˜o.
Exemplo 22. Sejam X a bola fechada unita´ria sem a origem na norma
∞ em R2, ou seja, X = [−1, 1]2\{~0} e Y = {v ∈ R2 | ‖v‖∞ = 1}.
Vamos mostrar que existe uma retrac¸a˜o g : X → Y .
Lembrando que dado (x, y) ∈ R2, ‖(x, y)‖∞ = max{|x|, |y|},
defina g : X → Y por g(v) = v‖v‖∞ . Claro que g e´ cont´ınua, pois e´
composic¸a˜o de func¸o˜es cont´ınuas. Logo, g e´ uma retrac¸a˜o.
Observe que a retrac¸a˜o definida acima, resumidamente, leva pon-
tos de X para sua borda da seguinte maneira: dado v ∈ X, o ponto
g(v) e´ dado pela intersecc¸a˜o de Y com a reta que passa pela origem e
por v.
Vamos agora definir dois conjuntos que sera˜o usados no pro´ximo
lema. Para cada ε > 0 considere a ε-malha Γε em C e o reticulado
correspondente Σε que sa˜o os centros dos quadrados determinados por
Γε, definidos por:
Γε = {x+ iy ∈ C |x ∈ εZ ou y ∈ εZ},
Σε = {x+ iy ∈ C |x ∈ ε
(
Z+
1
2
)
e y ∈ ε
(
Z+
1
2
)
}.
O pro´ximo lema ira´ nos dizer que, dado ε > 0, todo elemento
normal de M/A pode ser aproximado por outro elemento normal com a
propriedade de que o espectro desse novo elemento estara´ inteiramente
contido no conjunto Γε definido acima.
Lema 23. Para cada elemento normal x ∈ M/A e ε > 0 existe um
elemento normal y ∈M/A com σ(y) ⊆ Γε e ‖x− y‖ < ε.
Demonstrac¸a˜o. Pela definic¸a˜o do conjunto Σε, temos que Σε e´ enu-
mera´vel. Pela hipo´tese, ε > 0 e x ∈M/A e´ normal.
Logo, pelo Lema 19, existe um elemento normal x1 ∈ M/A tal
que ‖x− x1‖ < (1−
√
2
2 )ε e σ(x1) ∩ Σε = ∅.
Agora queremos uma func¸a˜o f : C\Σε → Γε tal que essa func¸a˜o
distribua todo elemento de C\Σε para a ε-malha Γε. Para isso, iremos
utilizar a ideia do exemplo 22: f e´ a func¸a˜o que faz, em cada quadrado
da malha, o mesmo que a func¸a˜o g do exemplo 22. Para ver que a
func¸a˜o f e´ cont´ınua, basta provarmos que para toda bola aberta2 B de
2Lembre que define-se a bola aberta em C da seguinte forma: dado ε > 0 e
x ∈ C, definimos a bola aberta de centro x e raio ε como sendo o conjunto B =
B(x, ε) = {z ∈ C | |x− z| < ε}
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C, f |B\Σε o e´.
Dado z ∈ B\Σε, escolha um quadrado da ε-malha ao qual z
pertenc¸a. Translade o quadrado para ate´ ele ficar com centro na ori-
gem, use uma transformac¸a˜o de escala para transforma´-lo no intervalo
[−1, 1]2 e aplique a func¸a˜o g do exemplo 22 no elemento deste quadrado
que corresponde ao elemento original z. Em seguida, desfac¸a a trans-
formac¸a˜o de escala e translade o quadrado de volta. Nesse instante
teremos um novo elemento f(z) que estara´ na fronteira do quadrado
da ε-malha.
Note que a func¸a˜o f |B\Σε e´ cont´ınua, pois e´ uma composic¸a˜o de
processos cont´ınuos.
Agora, a func¸a˜o f restrita a cada quadrado de B\Σε e´ cont´ınua
e o valor de f em z ∈ Γε independe da escolha do quadrado. Por isso,
f |B\Σε e´ cont´ınua. Como B e´ arbitra´rio, segue que f e´ cont´ınua.
Assim, f : C\Σε → Γε como acima e´ tal que |f(z) − z| <√
2
2 ε,∀z ∈ C\Σε, pois
√
2
2 ε e´ a metade da diagonal de cada quadrado
da ε-malha.
Assim, como x1 e´ normal e σ(x1) esta´ contido no domı´nio da f ,
podemos falar do ca´lculo funcional cont´ınuo para o elemento normal
x1. Seja y = f(x1) ∈ M/A. Considere tambe´m a func¸a˜o inclusa˜o f1 :
σ(x1)→ C tal que f1(z) = z,∀z ∈ σ(x1). Novamente, usando o ca´lculo
funcional cont´ınuo para o elemento normal x1, temos f1(x1) ∈M/A.
Note que pelo modo que definimos a func¸a˜o f , podemos concluir
que ‖f1 − f‖ ≤
√
2
2 ε. Logo, sabendo que o ca´lculo funcional cont´ınuo e´
um *-homomorfismo unital isome´trico, temos:
‖x1 − f(x1)‖ ≤
√
2
2
ε.
Note tambe´m que, pelo teorema do mapeamento espectral, σ(y) =
σ(f(x1)) = f(σ(x1)) ⊆ Γε.
Assim, temos que:
‖x− y‖ = ‖x− f(x1)‖
= ‖x− x1 + x1 − f(x1)‖
≤ ‖x− x1‖+ ‖x1 − f(x1)‖
< ε−
√
2
2
ε+
√
2
2
ε = ε.
Ou seja, ‖x− y‖ < ε.
Segue que σ(y) ⊆ Γε e ‖x− y‖ < ε, como quer´ıamos. 
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Seja A uma C*-a´lgebra com unidade. Sejam p, q 6= 0 projec¸o˜es
em A tais que p + q = 1A. Sabemos que os subconjuntos pAp =
{pap | a ∈ A} e qAq = {qaq | a ∈ A} sa˜o sub-C*-a´lgebras de A. Note
que na sub-C*-a´lgebra pAp, p e´ uma unidade de pAp. Agora, se x ∈ A
e x comuta com p, enta˜o pxp = p2x = px = xp. De forma ana´loga,
podemos fazer qxq = xq = qx.
Ale´m disso, se x ∈ A e´ normal enta˜o x = 1x = (p + q)x =
px+ qx = pxp+ qxp. Tambe´m, xp e´ normal pois:
(xp)(xp)∗ = xppx∗
= xpx∗
= pxx∗
= px∗x
= x∗px
= x∗ppx
= px∗(xp)
= (xp)∗(xp).
Afirmamos que σ(x) = σ(pxp+ qxq) ⊆ σpAp(pxp) ∪ σqAq(qxq).
De fato, basta mostrar que ρpAp(pxp)∩ ρqAq(qxq) ⊆ ρ(x). Dado
λ ∈ ρpAp(pxp)∩ρqAq(qxq), sabemos que existem pbp ∈ pAp e qcq ∈ qAq
tais que:
(pxp− λp)pbp = pbp(pxp− λp) = p,
(qxq − λq)qcq = qcq(qxq − λq) = q.
Precisamos mostrar que existe um elemento em A que e´ o inverso
do elemento x− λ1A. Considere d = pbp+ qcq.
Note que:
(x− λ1A)d = (x− λ1A)(pbp+ qcq)
= (x− λ1A)pbp+ (x− λ1A)qcq
( p e q sa˜o projeco˜es) = (x− λ1A)p2pbp+ (x− λ1A)q2qcq
= (xp2 − λp2)pbp+ (xq2 − λq2)qcq
(p e q comutam com x) = (pxp− λp)pbp+ (qxq − λq)qcq
= p+ q = 1A.
Logo, (x− λ1A)d = 1A.
Analogamente, prova-se que d(x− λ1A) = 1A.
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Segue que x− λ1A e´ invers´ıvel e, portanto, λ ∈ ρ(x).
Dado X espac¸o topolo´gico compacto Hausdorff, seja B∞(X) a
C*-a´lgebra das func¸o˜es de X em C que sa˜o limitadas e Borel men-
sura´veis. Para o pro´ximo lema precisaremos do ca´lculo funcional de
Borel de um operador normal. O leitor que quiser saber mais a res-
peito deste ca´lculo funcional pode consultar, por exemplo, (MURPHY,
1990) p.66 Sec¸a˜o 2.5.
Todos os fatos citados anteriormente sera˜o utilizados no nosso
pro´ximo lema.
Lema 24. Seja x ∈ M/A normal. Suponha que V e´ relativamente
aberto de σ(x) e que V e´ homeomorfo ao intervalo aberto (0, 1). Enta˜o,
para cada λ0 ∈ V e ε > 0, existe y ∈ M/A normal tal que σ(y) ⊆
σ(x)\{λ0} e ‖x− y‖ < ε.
Demonstrac¸a˜o. Seja x ∈M/A normal.
Como V e´ homeomorfo ao intervalo (0, 1), podemos tomar um
aberto U de V tal que λ0 ∈ U ⊆ U ⊆ V , em que U e´ o fecho do
conjunto U relativo a V , e diam(U) ≤ ε. Como V e´ homeomorfo ao
intervalo (0, 1), V e´ homeomorfo ao c´ırculo unita´rio menos um ponto.
Sendo assim, escolha um homeomorfismo f0 : V → T\{−1}, em que T
e´ o c´ırculo unita´rio em C.
Estenda f0 para uma func¸a˜o cont´ınua f : σ(x) → T tomando
f(z) = −1,∀z ∈ σ(x)\V . Como x e´ normal, podemos falar do ca´lculo
funcional cont´ınuo para x, digamos, u = f(x) ∈ M/A. Observe que u
e´ unita´rio, pois σ(u) = σ(f(x)) = f(σ(x)) ⊆ T e u e´ normal.
Lembrando da func¸a˜o quociente pi definida antes do Lema 19,
tome a ∈ M tal que pi(a) = u, e seja a = v|a| sua decomposic¸a˜o polar
unita´ria com v ∈ M unita´rio. Como pi(|a|) = |u| = 1M/A, temos que
u = pi(v), pois:
u = pi(a)
= pi(v|a|)
= pi(v)pi(|a|)
= pi(v)1M/A
= pi(v).
Agora, como v e´ normal, pois v e´ unita´rio, podemos falar do
ca´lculo funcional de Borel para v, digamos, g(v) ∈M/A,∀g ∈ B∞(σ(v)).
Como U e´ relativamente aberto de V e f0 e´ um homeomorfismo, f0(U) =
W e´ relativamente aberto de T\{−1} (e esse e´ relativamente aberto de
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T). Portanto, W e´ relativamente aberto de T. Note que:
W = f0(U)
= f(U)
⊆ f(σ(x))
= σ(f(x))
= σ(pi(v))
(pi contrai espectro) ⊆ σ(v).
Ou seja, temos que W ⊆ σ(v). Mas, sabemos que v e´ unita´rio,
portanto v e´ normal e σ(v) ⊆ T e, como W e´ relativamente aberto de
T, temos que W e´ relativamente aberto de σ(v).
Logo, W e´ boreliano em σ(v). Assim, a func¸a˜o caracter´ıstica
1W , dada por
1W (z) =
{
1, se z ∈W
0, se z ∈ σ(v)\W. (3.1)
e´ mensura´vel e limitada.
Logo, faz sentido fazermos ϕ̂(1W ) = 1W (v), em que ϕ̂ e´ o *-
homomorfismo isome´trico ϕ̂ : B∞(σ(v)) → M . Como 1W e´ uma
projec¸a˜o em B∞(σ(v)) e ϕ̂ e´ um *-homomorfismo isome´trico, temos
que 1W (v) e´ uma projec¸a˜o em M .
Defina e := pi(1W (v)) ∈M/A.
Suponha agora que ϕ : σ(x)→ C e´ uma func¸a˜o cont´ınua tal que
ϕ|σ(x)\V ≡ 0. Assim, a func¸a˜o ϕ′ : T→ C dada por
ϕ′(z) =
{
ϕ ◦ f−10 (z), se z ∈ T\{−1}
0, se z = −1. (3.2)
satisfaz ϕ = ϕ′ ◦f : de fato, como ϕ e´ uma func¸a˜o que restrita a σ(x)\V
e´ zero, precisamos considerar dois casos:
(1) Se z ∈ σ(x)\V .
Nesse caso, temos que ϕ(z) = 0 e, por outro lado,
(ϕ′ ◦ f)(z) = ϕ′(f(z))
= ϕ′(−1)
= 0.
(2) Se z ∈ V .
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Nesse caso, temos:
(ϕ′ ◦ f)(z) = ϕ′(f(z))
= ϕ′(f0(z))
= ϕ ◦ f−10 (f0(z))
= ϕ(f−10 f0(z))
= ϕ(z).
Logo, ϕ(z) = (ϕ′ ◦ f)(z),∀z ∈ σ(x), portanto ϕ = ϕ′ ◦ f . Assim,
com as notac¸o˜es adotadas acima, temos que
ϕ(x) = (ϕ′ ◦ f)(x) = ϕ′(f(x)) = ϕ′(u).
Agora, considere f1 : σ(v)→ C a inclusa˜o, isto e´, para z ∈ σ(v)
temos f1(z) = z. Note que 1W (v) e v comutam, pois:
1W (v)v = ϕ̂(1W )ϕ̂(f1)
= ϕ̂(1W f1)
= ϕ̂(f11W )
= ϕ̂(f1)ϕ̂(1W )
= v1W (v).
Logo, e = pi(1W (v)) comuta com u = pi(v).
Note que ϕ′ ∈ C(T), portanto podemos aproximar ϕ′ uniforme-
mente por uma sequeˆncia de polinoˆmios nas varia´veis z e z. Isto sigifica
que existem polinoˆmios pi, i ∈ N, em z e z tal que
ϕ′(z) = lim
i∈N
pi(z, z).
Usando o ca´lculo funcional cont´ınuo, temos ϕ′(u) = limi pi(u, u∗).
Sabemos que e comuta com u e, portanto, com u∗ tambe´m. Sendo as-
sim, temos que e comuta com pi(u, u
∗), para todo i ∈ N. Assim,
eϕ′(u) = e lim
i∈N
pi(u, u
∗)
= lim
i∈N
epi(u, u
∗)
= lim
i∈N
pi(u, u
∗)e
= ϕ′(u)e.
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Portanto, ϕ′(u) = ϕ(x) comuta com e.
Perceba que se ϕ e´ constante igual a 1 em U e ϕ|σ(x)\V ≡ 0,
lembrando que ϕ = ϕ′ ◦f , enta˜o ϕ′ ◦f e´ constante igual a 1 em U . Isto
nos diz que ϕ′ e´ constante igual a 1 em W (= f0(U)), logo, ϕ(x)e =
eϕ(x) = e.
Perceba tambe´m que se ϕ se anula em X\U , lembrando que
ϕ = ϕ′ ◦f , enta˜o ϕ′ ◦f se anula em X\U . Isto significa que ϕ′ se anula
em T\W , logo, ϕ(x)e = eϕ(x) = ϕ(x).
Sabemos que σ(x) e´ um espac¸o compacto Hausdorff, logo e´ nor-
mal. Portanto, pelo Lema de Urysohn, existe uma func¸a˜o cont´ınua
h : σ(x) → [0, 1] tal que h|U ≡ 1 e h|σ(x)\V ≡ 0. Novamente, como
x e´ normal podemos falar do ca´lculo funcional cont´ınuo para x. Seja
h(x) ∈M/A. Pelo que discutimos no para´grafo anterior e, sabendo que
h|U ≡ 1, temos que h(x)e = eh(x) = e.
Agora, como a func¸a˜o h′ : σ(x)→ C, definida por h′(z) = zh(z),
se anula em σ(x)\V , temos:
xe = xh(x)e
= exh(x)
= eh(x)x
= ex.
Ou seja, e comuta com x.
Vamos mostrar agora que
σ(xe)e(M/A)e ⊆ U e σ(x(1− e))(1−e)(M/A)(1−e) ⊆ σ(x)\U.
Para isso, e´ suficiente mostrar que para todo par de func¸o˜es
cont´ınuas φ, ψ : σ(x) → C, tais que φ se anula em U e e´ igual a 1 em
σ(x)\U e ψ se anula em σ(x)\U , temos que φ(xe) = 0 e ψ(x(1−e)) = 0.
E´ suficiente, pois: suponha que σe(M/A)e(xe) ( U .
Isto significa que, existe λ ∈ σe(M/A)e(xe) tal que λ 6∈ U . Preci-
samos provar que se λ ∈ σe(M/A)e(xe) enta˜o λ ∈ σ(x).
Dado β ∈ ρ(x) temos que x− β1M/A e´ invers´ıvel em M/A. Seja
b o inverso de x− β1M/A.
Afirmamos que ebe e´ o inverso do elemento xe−βe em e(M/A)e:
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de fato, usando que e comuta com x, temos
(xe− βe)(ebe) = xe2be− βe2be
= xebe− βebe
= exbe− eβbe
= e[(x− β1M/A)b]e
= e.
(ebe)(xe− βe) = ebexe− ebeβe
= ebex− ebeβ
= ebxe− ebβe
= e[b(x− β1M/A)]e.
Ou seja, (xe − βe)(ebe) = (ebe)(xe − βe) = e, provando o afir-
mado.
Segue que ρ(x) ⊆ ρ(xe) e, portanto, σe(M/A)e(xe) ⊆ σ(x).
Sabemos que σ(x) e´ um espac¸o compacto Hausdorff, logo e´ nor-
mal. Portanto, pelo Lema de Urysohn, existe uma func¸a˜o cont´ınua
ϕ : σ(x)→ [0, 1] tal que ϕ|U ≡ 0 e ϕ|σ(x) ≡ 1.
Pelo que vimos acima, temos que ϕ(xe) = 0. Agora, pelo teo-
rema do mapeamento espectral, temos que
σe(M/A)e(ϕ(xe)) = ϕ(σe(M/A)e(xe)).
Logo, 1 = ϕ(λ) ∈ σe(M/A)e(ϕ(xe)). Mas isso e´ um absurdo, pois
ϕ(xe) = 0.
Sendo assim, vamos mostrar agora que φ(xe) = 0 e ψ(x(1−e)) =
0.
Para a C*-a´lgebra e(M/A)e temos:
φ(exe) = φ(xe)
(aproximando φ por polinoˆmios) = φ(x)e
= e− (1− φ(x))e
= e− e
= 0.
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Ja´ para a C*-a´lgebra (1− e)(M/A)(1− e), temos:
ψ((1− e)x(1− e)) = ψ(x(1− e))
(aproximando ψ por polinoˆmios) = ψ(x)(1− e)
= ψ(x)− ψ(x)e
= ψ(x)− ψ(x)
= 0.
Segue que φ(xe) = 0 e ψ(x(1 − e)) = 0. Logo, σ(xe)e(M/A)e ⊆
U e σ(x(1− e))(1−e)(M/A)(1−e) ⊆ σ(x)\U .
Escolha λ1 ∈ U\{λ0} e seja y = λ1e+ (1− e)x.
Como e comuta com x e x∗, temos que (1− e) comuta com x e
x∗. Sendo assim, temos:
yy∗ = (λ1e+ (1− e)x)(λ1e+ (1− e)x)∗
= (λ1e+ (1− e)x)(λ1e+ (1− e)x∗)
= λ1eλ1e+ λ1e(1− e)x∗ + (1− e)xλ1e+ (1− e)x(1− e)x∗
= λ1λ1e+ λ1ex(1− e) + x(1− e)x∗
= λ1λ1e+ x(1− e)x∗.
y∗y = (λ1e+ (1− e)x)∗(λ1e+ (1− e)x)
= λ1eλ1e+ λ1e(1− e)x+ (1− e)x∗λ1e+ (1− e)x∗(1− e)x
= λ1λ1e+ λ1ex(1− e) + x(1− e)x∗
= λ1λ1e+ x(1− e)x∗.
Isto prova que y e´ normal.
Note que y e´ escrito como a soma de elementos das C*-a´lgebras
e(M/A)e e (1−e)(M/A)(1−e). Pelo que discutimos antes de iniciarmos
este lema, temos:
σ(y) = σ(λ1e+ (1− e)x) ⊆
⊆ σe(M/A)e(λe) ∪ σ(1−e)(M/A)(1−e)((1− e)x)
⊆ {λ1} ∪ σ(x)\U
⊆ σ(x)\{λ0}.
Novamente usando a func¸a˜o inclusa˜o f1 : σe(M/A)e(xe) → C e o
ca´lculo funcional cont´ınuo, temos que xe−λ1e = (f1−λ11e(M/A)e)(xe).
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Logo,
‖x− y‖ = ‖x− λ1e− x+ ex‖
= ‖xe− λ1e‖
= ‖f1 − λ11e(M/A)e‖C(σe(M/A)e(xe))
= sup
z∈σe(M/A)e(xe)
|f1(z)− λ11e(M/A)e(z)|
= sup
z∈σe(M/A)e(xe)
|z − λ1|
≤ sup
z∈U
|z − λ1|
≤ sup
z,w∈U
|z − w|
= diam(U)
= diam(U)
≤ ε.
Segue que y e´ normal, σ(y) ⊆ σ(x)\{λ0} e ‖x− y‖ ≤ ε. 
Nosso u´ltimo lema, antes de provarmos um dos teoremas de Hu-
axin Lin, nos diz que todo elemento normal de M/A que, para algum
δ > 0, possui seu espectro contido em Γδ pode ser aproximado por um
elemento normal de M/A com espectro finito.
Lema 25. Sejam ε > 0 e x ∈ M/A normal tal que σ(x) ⊆ Γδ, para
algum δ > 0. Enta˜o existe y ∈ M/A normal tal que σ(y) e´ finito e
‖x− y‖ < ε.
Demonstrac¸a˜o. Suponha que x ∈M/A e´ normal, e que δ > 0 e´ tal que
σ(x) ⊆ Γδ. Seja ε > 0 qualquer.
Como σ(x) e´ compacto, temos que σ(x) e´ limitado e, por hipo´tese,
σ(x) ⊆ Γδ. Com isso, temos que σ(x) esta´ contido na unia˜o de uma
quantidade finita de segmentos de reta em C, digamos C.
Observe que e´ poss´ıvel retirar de C uma quantidade finita de
pontos, todos no interior de abertos relativos de C homeomorfos ao
intervalo (0, 1), de modo que as componentes conexas do conjunto res-
tante tenham todas diaˆmetros menores que ε2 . (Intuitivamente, estamos
tirando pontos do interior dos segmentos que formam C, de tal modo
que os pedac¸os restantes sejam pequenos).
Como σ(x) ⊆ C, podemos fazer o mesmo com espectro de x:
e´ poss´ıvel retirar de σ(x) uma quantidade finita de pontos, todos no
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interior de abertos relativos de σ(x) homeomorfos ao intervalo (0, 1), de
modo que as componentes conexas do conjunto restante tenham todas
diaˆmetros menores que ε2 . Chamaremos estes pontos de µ1, . . . , µn.
(Note que na˜o estamos dizendo que ha´ apenas uma quantidade finita
de componentes conexas em σ(x), pois σ(x) pode ter uma infinidade
de componentes conexas; pore´m, apenas uma quantidade finita delas
tem diaˆmetros maiores ou iguais a ε2 . Isto e´ forc¸ado pelo fato de que
σ(x) ⊆ Γδ e pela caracter´ıstica de Γδ.)
Usando o Lema 24 para x ∈M/A e µ1 ∈ σ(x) como no para´grafo
anterior, temos que existe um elemento normal x1 ∈ M/A tal que
‖x− x1‖ < ε2n e σ(x1) ⊆ σ(x)\{µ1}.
Seja i2 ∈ {2, . . . , n} o menor tal que µi2 ∈ σ(x1). Temos enta˜o
dois casos para analisar:
(1) Se µi2 esta´ no interior de um aberto relativo de σ(x1) ho-
meomorfo ao intervalo (0, 1), use novamente o Lema 24, agora para os
elementos x1 ∈ M/A e µi2 ∈ σ(x1), para obter um elemento normal
x2 ∈M/A tal que ‖x1 − x2‖ < ε2n e σ(x2) ⊆ σ(x1)\{µi2}.
(2) Se for o caso em que µi2 na˜o esteja no interior de um aberto
relativo de σ(x1) homeomorfo ao intervalo (0, 1), enta˜o na˜o podemos
usar o Lema 24 para obter um novo elemento pro´ximo de x1 ∈ M/A,
removendo µi2 de seu espectro; pore´m, lembrando que queremos ob-
ter um elemento normal pro´ximo de x com componentes conexas de
diaˆmetros menores que ε2 , vemos que este caso na˜o e´ problema, pois:
na˜o conseguiremos retirar µi2 do espectro desse novo elemento, mas no
passo anterior acabamos removendo todo um pedac¸o do espectro de
x que tem µi2 na sua fronteira, ao criar σ(x1) (de modo que µi2 na˜o
esteja mais no interior de um aberto relativo de σ(x1) homeomorfo ao
intervalo (0, 1)).
A partir de agora, basta repetirmos o processo: seja i3 ∈ {i2 +
1, . . . , n} o menor tal que µi3 ∈ σ(x2) (ou σ(x1), caso na˜o tenhamos
constru´ıdo x2 ∈ M/A). Novamente, temos dois casos para analisar.
Prosseguimos assim ate´ o final (ij esta´ limitado por n, logo o processo
deve parar eventualmente), obtendo elementos normais x0, x1, . . . , xk ∈
M/A, com k ≤ n, tais que, denotando x = x0, ‖xj − xj−1‖ < ε2n , para
todo j ∈ {1, . . . , k}, satisfazendo σ(xk) ⊆ σ(xk−1) ⊆ . . . ⊆ σ(x1) ⊆
σ(x). Ale´m disso, por construc¸a˜o, note que para cada i ∈ {1, . . . , n}
temos que ou µi 6∈ σ(xk), ou µi ∈ σ(xk) mas em σ(xk) falta um pedac¸o
de segmento(s) com xk em sua fronteira relativa (ou seja, xk na˜o esta´
no interior de um aberto relativo de σ(xk) homeomorfo ao intervalo
(0, 1)).
Como σ(xk) ⊆ σ(x), temos que isso e´ suficiente para garantir
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que as componentes conexas de σ(xk) teˆm todas diaˆmetros menores
que ε2 .
Seja w = xk. Enta˜o w e´ normal e, por construc¸a˜o,
‖x−w‖ ≤ ‖x−x1‖+‖x1−x2‖+. . .+‖xk−1−xk‖ < ε2n+. . .+ ε2n =
k ε2n ≤ ε2 .
Nosso pro´ximo passo e´ mostrar que σ(w) pode ser particionado
em uma quantidade finita de conjuntos simultaneamente abertos e fe-
chados com diaˆmetros menores do que ε2 . Para cada componente conexa
de σ(w) (lembrando que pelo que fizemos acima, cada uma dela tem
diaˆmetro menor do que ε2 ), considere um aberto relativo V de σ(w) com
diaˆmetro menor do que ε2 de modo que nenhuma componente compo-
nente conexa de σ(w) intersecte a fronteira relativa de V ; em outras
palavras, queremos que cada componente conexa de σ(w) esteja intei-
ramente contida em V , ou no interior de σ(w)\V . Na˜o e´ dif´ıcil ver que
e´ poss´ıvel obter tais abertos, pois σ(w) ⊆ σ(x) ⊆ Γδ.
Os abertos obtidos acima formam uma cobertura para σ(w), que
e´ compacto, e portanto podemos extrair dessa cobertura uma subcober-
tura finita. Ale´m disso, como as componentes conexas na˜o intersectam
as fronteiras relativas destes abertos, podemos usar intersecc¸o˜es e in-
teriores para criar uma colec¸a˜o finita de abertos disjuntos que cobre
σ(w) (por exemplo, se tive´ssemos apenas dois abertos originais, U1
e U2, com intersecc¸a˜o na˜o vazia, criar´ıamos novos abertos dados por
V1 = int(U1\U2), V2 = U1 ∩ U2 e V3 = int(U2\U1). A ideia pode ser
generalizada para uma quantidade finita de abertos).
Assim, temos uma cobertura finita de σ(w) por abertos V1, . . . , Vl
que sa˜o disjuntos dois a dois, e cada aberto tem diaˆmetro menor do
que ε2 . Ademais, cada um destes abertos tambe´m e´ fechado, ja´ que e´
o complementar em σ(w) da reunia˜o dos demais abertos. Isto significa
que V1, . . . , Vl sa˜o abertos e fechados simultaneamente.
Agora, para cada i ∈ {1, . . . , l} escolha um λi ∈ Vi, e defina a
func¸a˜o f : σ(w) → C por f(z) = λi se z ∈ Vi. Por construc¸a˜o, f e´
constante em cada componente conexa de σ(w), sendo portanto uma
func¸a˜o cont´ınua. Ale´m disso, para cada z ∈ σ(w), digamos z ∈ Vi,
temos que |z − f(z)| = |z − λi| ≤ diam(Vi) < ε2 , e portanto, tomando
o supremo sobre todos z ∈ σ(w), ‖f1 − f‖ ≤ ε2 , em que f1 e´ a func¸a˜o
inclusa˜o.
Como w e´ normal, podemos usar o ca´lculo funcional cont´ınuo.
Seja y = f(w). Pelo ca´lculo funcional cont´ınuo sabemos que y ∈ M/A
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e´ normal e, ale´m disso,
σ(y) = σ(f(w))
(teorema do mapeamento espectral) = f(σ(w))
= {λ1, . . . , λl},
‖x− y‖ ≤ ‖x− w‖+ ‖w − y‖
<
ε
2
+ ‖f1(w)− f(w)‖
(ca´lculo funcional cont´ınuo e´ isome´trico) =
ε
2
+ ‖f1 − f‖
≤ ε
2
+
ε
2
.
Ou seja, provamos que y ∈M/A e´ normal, possui espectro finito
e ‖x− y‖ < ε, como quer´ıamos. 
Em seguida, um teorema que e´ uma consequeˆncia direta dos
Lemas 23 e 25.
Teorema 26. Seja NF (M/A) o conjunto dos elementos normais com
espectro finito em M/A. Enta˜o NF (M/A) e´ denso em N(M/A).
Demonstrac¸a˜o. Precisamos mostrar que dado ε > 0 e x ∈ N(M/A),
existe y ∈ NF (M/A) tal que ‖x− y‖ ≤ ε.
Seja ε > 0 e x ∈ N(M/A). Pelo Lema 23 existe y1 ∈ N(M/A)
tal que σ(y1) ⊆ Γε e ‖x− y1‖ < ε2 .
Agora, usando o Lema 25 no elemento y1, conseguimos um ele-
mento normal y ∈ NF (M/A) e tal que ‖y − y1‖ < ε2 .
Assim, temos que y ∈ NF (M/A) e
‖x− y‖ = ‖x− y1 + y1 − y‖
≤ ‖x− y1‖+ ‖y1 − y‖
<
ε
2
+
ε
2
= ε.
Portanto, y ∈ NF (M/A) com ‖x − y‖ < ε. Concluindo assim
que NF (M/A) e´ denso em N(M/A). 
Nosso pro´ximo objetivo e´ demonstrar um teorema que nos auxi-
liara´ a provar o principal teorema deste cap´ıtulo.
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Teorema 27. Para todo ε > 0 existe δ > 0 tal que para quaisquer
n ∈ N e para todo x ∈ Mn(C) com ‖x‖ ≤ 1 e ‖xx∗ − x∗x‖ < δ, existe
um elemento y ∈Mn(C) normal tal que ‖x− y‖ < ε.
Demonstrac¸a˜o. Suponha que o teorema e´ falso. Enta˜o, existe ε > 0
tal que para todo δ > 0 existe n ∈ N, tal que existe x ∈ Mn(C), com
‖x‖ ≤ 1 e ‖xx∗ − x∗x‖ < δ, pore´m ‖x− y‖ ≥ ε, para todo y ∈ Mn(C)
normal.
Tome uma sequeˆncia (δn)n tal que, para todo n ∈ N, δn > 0 e
δn → 0. Pelo para´grafo anteior, isto significa que existe uma sequeˆncia
(nj)j de nu´meros naturais e uma sequeˆncia (xj)j de matrizes, (xj)j ∈
Mnj (C) com ‖xj‖ ≤ 1 e ‖xjx∗j − x∗jxj‖ < δj , pore´m ‖xj − y‖ ≥ ε, para
todo y ∈Mnj (C) normal.
Sejam M e A as C*-a´lgebras definidas no comec¸o deste cap´ıtulo.
Seja x = (xj)j . Como ‖xj‖ ≤ 1, ∀j, temos que (xj)j = x ∈ M .
Seja ainda y = pi(x) ∈M/A.
Note que x∗x−xx∗ ∈ A, pois, pela hipo´tese, ‖x∗jxj−xjx∗j‖ → 0.
Da´ı, temos que:
yy∗ − y∗y = pi(x)pi(x∗)− pi(x∗)pi(x)
= pi(xx∗)− pi(x∗x)
= pi(xx∗ − x∗x)
= 0.
Ou seja, yy∗ − y∗y = 0, concluindo que yy∗ = y∗y. Isto significa
que y e´ normal.
Pelo Teorema 26, existe um elemento normal y′ ∈ M/A com
espectro finito tal que ‖y − y′‖ < ε4 .
Seja y′ como definido acima. Afirmamos que existe um elemento
normal x′ = (x
′
j)j ∈M tal que pi(x′) = y′.
De fato, sabemos que o espectro do elemento y′ e´ finito enta˜o,
por interpolac¸a˜o polinomial, podemos escolher polinoˆmios complexos
em uma varia´vel, digamos p e q, tais que p(σ(y′)) ⊆ R e (q ◦ p)(λ) = λ,
para todo λ ∈ σ(y′).
Note que p(y′) e´ auto-adjunto, pois p(y′) e´ normal e, pelo teo-
rema do mapeamento espectral, σ(p(y′)) = p(σ(y′)) ⊆ R. Tambe´m,
usando o ca´lculo funcional cont´ınuo, para o elemento normal y′, temos
que y′ = q(p(y′)).
Seja z um elemento em M tal que pi(z) = p(y′). Perceba que
z+z∗
2 e´ auto-adjunto, pois
(
z+z∗
2
)∗
= z
∗+z
2 . E tambe´m, temos que
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pi( z+z
∗
2 ) = p(y
′), pois
pi
(
z + z∗
2
)
= pi
(z
2
)
+ pi
(
z∗
2
)
=
p(y′)
2
+
p(y′)∗
2
= p(y′).
Deste modo, x′ = q
(
z+z∗
2
)
satisfaz o que queremos:
pi(x′) = pi
(
q
(
z + z∗
2
))
= q
(
pi
(
z + z∗
2
))
= q(p(y′))
= y′.
Sabemos que se m ∈ M/A enta˜o ‖m‖ = inf{m − a | a ∈ A}, em
que m e´ tal que pi(m) = m. Sendo assim, pela definic¸a˜o de norma na
a´lgebra quociente M/A, temos que dado ε > 0 existe (aj)j = a ∈ A tal
que ‖(x− x′)− a‖ − ‖y − y′‖ ≤ ε4 .
Assim,
‖(x− x′)− a‖ ≤ ‖y − y′‖+ ε
4
<
ε
4
+
ε
4
=
ε
2
.
Isto nos diz que ‖(x− x′)− a‖ < ε2 . (I)
Como (aj)j ∈ A, escolha l tal que ‖al‖ < ε2 . Da´ı, temos que
para esse l:
‖(x− x′)− a‖ ≥ ‖(xl − x′l)− al‖
≥ ‖(xl − x′l)‖ − ‖al‖
≥ ‖(xl − x′l)‖ −
ε
2
.
Utilizando (I) e a desigualdade acima, temos:
ε
2
> ‖(xl − x′l)‖ −
ε
2
.
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Isto significa que ‖xl − x′l‖ < ε. Mas isso contradiz a hipo´tese,
pois para todo j, (xj)j tem distaˆncia pelo menos ε dos elementos nor-
mais de Mnj (C).
Segue que o teorema e´ verdadeiro. 
Por fim enunciaremos um teorema de Huaxin Lin que juntamente
com o teorema anterior nos dira´ que, dado ε > 0 existe δ > 0 e pares de
matrizes complexas auto-adjuntas que quase comutam, a menos de δ,
sempre esta˜o pro´ximas de pares de matrizes auto-adjuntas complexas
que comutam, a menos de ε.
Teorema 28. (Huaxin Lin) Para todo ε > 0 existe δ > 0 tal que
para quaisquer n ∈ N e a, b ∈ Mn(C) matrizes auto-adjuntas, com
‖a‖, ‖b‖ ≤ 1 e ‖ab− ba‖ < δ, existe um par de matrizes auto-adjuntas
a′, b′ ∈Mn(C) que comutam tal que ‖a− a′‖+ ‖b− b′‖ < ε.
Demonstrac¸a˜o. Seja ε > 0 qualquer. Pelo Teorema 27, usando ε4 , temos
que existe um δ > 0 tal que para quaisquer n ∈ N e para todo x ∈
Mn(C) com ‖x‖ ≤ 1 e ‖xx∗−x∗x‖ < δ, existe um elemento y ∈Mn(C)
normal tal que ‖x− y‖ < ε4 .
Dado n ∈ N qualquer, tome duas matrizes auto-adjuntas a, b ∈
Mn(C) tais que ‖a‖ ≤ 1, ‖b‖ ≤ 1 e ‖ab− ba‖ < δ, ou seja, as matrizes
a e b quase comutam a menos de δ. Defina a seguinte matriz
x =
1
2
(a+ ib).
Note que ‖x‖ = 12‖a+ ib‖ ≤ 12 (‖a‖+ ‖b‖) ≤ 1 e
‖x∗x− xx∗‖ = ‖1
4
[(a− ib)(a+ ib)− (a+ ib)(a− ib)]‖
= ‖1
4
[a2 + iab− iba+ b2 − (a2 − iab+ iba+ b2)]‖
= ‖1
4
[iab− iba+ iab− iba]‖
= ‖2i1
4
(ab− ba)‖
<
1
2
δ
< δ.
Ou seja, ‖x‖ ≤ 1 e ‖x∗x− xx∗‖ < δ. Portanto, pelo Teorema 27
existe uma matriz normal y ∈Mn(C) tal que ‖x− y‖ < ε4 .
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Defina a′ = Re(2y) e b′ = Im(2y). Note que a′ e b′ sa˜o matrizes
auto-adjuntas que comutam (pois sa˜o a parte real e imagina´ria de uma
mesma matriz normal y). Ademais,
‖a− a′‖ = ‖Re(2x)− Re(2y)‖
= 2‖Re(x− y)‖
≤ 2‖x− y‖
< 2
ε
4
=
ε
2
,
‖b− b′‖ = ‖Im(2x)− Im(2y)‖
= 2‖Im(x− y)‖
≤ 2‖x− y‖
< 2
ε
4
=
ε
2
.
Ou seja, temos que ‖a− a′‖ < ε2 e ‖b− b′‖ < ε2 .
Segue que ‖a− a′‖+ ‖b− b′‖ < ε2 + ε2 = ε, como quer´ıamos. 
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4 UM TEOREMA DE BROW-DOUGLAS-FILLMORE
A teoria dos matema´ticos Lawrence Gerald Brown, Ronald Ge-
orge Douglas e Peter Fillmore e´ cla´ssica em A´lgebra de Operadores e
aborda a classificac¸a˜o de operadores essencialmente normais a menos
de equivaleˆncia unita´ria mo´dulo operadores compactos, veja (BROWN;
DOUGLAS; FILLMORE, 1973).
Brow-Douglas-Fillmore usaram a teoria desenvolvida para, entre
outras coisas, resolver o seguinte problema de levantamento1: dado
S ∈ Q(H) normal, existe T ∈ B(H) normal tal que pi(T ) = S?
Considere o espac¸o B(H), em que H = l2(N) (que e´ o conjunto
das sequeˆncias quadrado soma´veis). Seja S : l2(N) → l2(N) o shift
unilateral. Sabe-se que S e´ um operador de Fredholm, ind(S) = −1 e
que S = pi(S) e´ normal em Q(H)2. Contudo, na˜o existe levantamento
normal para S em B(H), pois caso existisse T ∈ B(H) normal tal
que T = pi(S), os ı´ndices dos operadores S e T seriam iguais (pois
estes operadores sa˜o da mesma classe, ja´ que diferem apenas por um
operador compacto, e a func¸a˜o ı´ndice e´ invariante por perturbac¸o˜es
compactas3). Mas, isto e´ um absurdo, pois sabemos que o ı´ndice de
Fredholm de um operador normal e´ igual 04.
Ou seja, nem todo operador normal na a´lgebra de Calkin Q(H)
pode ser levantado por um elemento normal de B(H).
Contudo, Brow-Douglas-Fillmore encontraram uma soluc¸a˜o para
este problema envolvendo teoria de ı´ndice de Fredholm. Vamos relem-
brar um pouco algumas definic¸o˜es:
Definic¸a˜o 29. Seja T : H → H. Dizemos que o operador T e´ essenci-
almente normal se T ∗T − TT ∗ ∈ K(H).
Note que dizer que o operador T ∈ B(H) e´ essencialmente nor-
mal, e´ o mesmo que dizer que o elemento pi(T ) e´ normal em Q(H).
Vamos falar agora um pouco sobre operadores de Fredholm.
Definic¸a˜o 30. Seja T ∈ B(H). Dizemos que o operador T e´ Fredholm
se ker(T ) tem dimensa˜o finita e T (H) tem codimensa˜o finita.
Muitas vezes decidir se um operador e´ ou na˜o Fredholm torna-se
uma tarefa a´rdua apenas tendo a definic¸a˜o como guia. Por isso, temos
1Lembre, dado S ∈ Q(H) dizemos que um elemento T ∈ B(H) e´ um levanta-
mento de S se pi(T ) = S.
2veja (MURPHY, 1990) p.30 Exemplo 1.4.4.
3veja (MURPHY, 1990) Teorema 1.4.18.
4(SUNDER, 1998) Observac¸a˜o 4.4.8.
64
um importante teorema que nos auxilia com uma caracterizac¸a˜o para
os operadores de Fredholm atrave´s da a´lgebra de Calkin: o Teorema de
Atkinson. Para uma demonstrac¸a˜o deste fato, o leitor pode consultar,
por exemplo, (SUNDER, 1998) Teorema 4.4.4.
O resultado abaixo e´ uma consequeˆncia direta do Teorema de
Atkinson citado no para´grafo acima:
Teorema 31. Seja H um espac¸o de Hilbert separa´vel de dimensa˜o
infinita e T ∈ B(H). Enta˜o T e´ Fredholm se, e somente se, pi(T ) e´
invers´ıvel na a´lgebra quociente Q(H).
Seja F o conjunto dos operadores de Fredholm. Denotaremos o
ı´ndice de um operador de Fredholm T ∈ B(H) por ind(T ). Lembrando
da func¸a˜o ı´ndice ind : F → Z, sabemos que essa func¸a˜o e´ cont´ınua
(para uma demonstrac¸a˜o deste fato, veja (MURPHY, 1990) Teorema
1.4.17). Portanto, o ı´ndice de Fredholm de um operador e´ uma func¸a˜o
cont´ınua que associa a cada operador de Fredholm um nu´mero inteiro.
Definic¸a˜o 32. Seja T ∈ B(H). Definimos o espectro essencial de T
como o conjunto σe(T ) = {λ ∈ C |T − λI 6∈ F}, em que I e´ o operador
identidade.
Novamente pelo Teorema de Atkinson podemos caracterizar o
espectro essencial de um operador T como sendo o espectro do elemento
pi(T ) na a´lgebra de Calkin Q(H). Defina agora a seguinte func¸a˜o ı´ndice
para T , que denotaremos por indT :
indT : C\σe(T ) → Z
λ 7→ ind(T − λI)
Diremos que o operador T possui func¸a˜o ı´ndice trivial quando
indT = 0 em todo o domı´nio de T .
O Teorema que nos responde a`quela pergunta afirmativamente
e´ o seguinte:
Teorema 33. (Brow-Douglas-Fillmore5) Um operador essencial-
mente normal num espac¸o de Hilbert e´ uma perturbac¸a˜o compacta de
um operador normal se, e somente se, possui func¸a˜o ı´ndice trivial.
Observe que a primeira vista o teorema acima na˜o parece ser um
problema de levantamento. Contudo, se olharmos com bastante cui-
dado, conseguimos perceber que na verdade e´ justamente uma condic¸a˜o
necessa´ria e suficiente para que um operador normal em Q(H) possa ser
5(BROWN; DOUGLAS; FILLMORE, 1973) Corola´rio 11.2.
65
levantado por um elemento normal em B(H), pois: sabemos que se um
operador T ∈ B(H) e´ essencialmente normal enta˜o pi(T ) e´ normal em
Q(H). Sendo assim, o teorema acima nos diz que dado T ∈ Q(H) nor-
mal, podemos escrever T = T+K, com T ∈ B(H) normal e K ∈ K(H)
se, e somente se, indT = 0.
Esse teorema na verdade e´ um corola´rio no artigo (BROWN; DOU-
GLAS; FILLMORE, 1973) mas, como tem bastante importaˆncia nesse
problema de levantamento, resolvemos coloca´-lo como Teorema. A de-
monstrac¸a˜o original envolve a teoria que Brow-Douglas-Fillmore desen-
volveram.
Pore´m, Peter Friis e Mikael Rørdam no artigo (FRIIS; RØRDAM,
2001) provaram o resultado acima com um teorema semelhante ao Lema
25. O Teorema e´ o seguinte:
Teorema 34. Seja T ∈ Q(H) normal. Enta˜o T e´ o limite na norma
de uma sequeˆncia de elementos normais em Q(H) com espectro finito
se, e somente se, T possui func¸a˜o ı´ndice trivial.
Por fim, perceba dois pequenos detalhes: o primeiro e´ de que no
lema 25 provamos que todo elemento normal no quociente M/A pode
ser aproximado por um outro elemento de M/A com espectro finito.
Pode-se provar que o conjunto M definido no cap´ıtulo anterior e´ a
a´lgebra de multiplicadores do conjunto A, tambe´m definido no cap´ıtulo
anterior. Ou seja, provamos que todo elemento normal pode ser apro-
ximado por outro com espectro finito no quociente, M(A)/A, em que
M(A) e´ a a´lgebra de multiplicadores do conjunto A.
Ja´ o segundo e´: sabemos que a a´lgebra de Calkin Q(H) e´ o quo-
ciente B(H)/K(H). Sabe-se tambe´m que a a´lgebra de multiplicadores
de K(H) e´ justamente B(H). Percebendo esta sutileza, e denotando
a a´lgebra de multiplicadores de K(H) por M(K(H)), o teorema de-
monstrado por Brow-Douglas-Fillmore nos fornece uma condic¸a˜o ne-
cessa´ria e suficiente sobre levantamento de elementos normais no quo-
ciente M(K(H))/K(H).
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