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Abstract
We develop a systematic algorithm to construct, classify and study exact solutions of
type II A/B supergravity which are time–dependent and homogeneous and hence repre-
sent candidate cosmological backgrounds. Using the formalism of solvable Lie algebras
to represent the geometry of non–compact coset manifolds U/H we are able to reduce the
supergravity field equations to the geodesic equations in U/H and rephrase these latter
in a completely algebraic setup by means of the so called Nomizu operator representation
of covariant derivatives in solvable group manifolds. In this way a systematic method
of integration of supergravity equations is provided. We show how the possible D = 3
solutions are classified by non–compact subalgebras G ⊂ E8(8) and their ten–dimensional
physical interpretation (oxidation) depends on the classification of the different embed-
dings G →֒ E8(8). We give some preliminary examples of explicit solutions based on the
simplest choice G = A2. We also show how, upon oxidation, these solutions provide a
smooth and exact realization of the bouncing phenomenon on Weyl chamber walls en-
visaged by the cosmological billiards of Damour et al. We also show how this physical
phenomenon is triggered by the presence of euclidean D–branes possibly interpretable at
the microscopic level as S–branes. We outline how our analysis could be extended to a
wider setup where, by further reducing to D = 2, 1, more general backgrounds could be
constructed applying our method to the infinite algebras E9,10.
† This work is supported in part by the European Union RTN contracts HPRN-CT-2000-00122 and HPRN-
CT-2000-00131. The work of M. T. is supported by an European Community Marie Curie Fellowship under
contract HPMF-CT-2001-01276.
1 Introduction
In view of the new observational data in cosmology that appear to confirm the inflationary
scenario and provide evidence for a small but positive cosmological constant [1, 2], there has
been wide interest in the context of M–theory/string theory and extended supergravities for
the search of de Sitter like vacua (see for instance [3]–[6] and references therein) and more gen-
erally for the analysis of time–dependent backgrounds [7]–[16]. This has been done in various
approaches and at different levels, namely both from the microscopic viewpoint, considering
time–dependent boundary states and boundary CFTs (see for instance [17, 18] and references
therein) and from the macroscopic viewpoint studying supergravity solutions. In this latter con-
text, great attention has been devoted to the classification of gaugings [19, 41, 42, 43, 44] their
relation to compactifications with fluxes [20] and the ensuing cosmological solutions [3, 4, 5].
Indeed de Sitter like or anti de Sitter like backgrounds require an effective cosmological con-
stant, or better a scalar potential that is typically produced by the gauging procedure.
As it is well known, gauged supergravities apparently break the large symmetry groups
of ungauged supergravities encoding those perturbative and non perturbative dualities which
are responsible for knitting together the five consistent perturbative superstrings into a single
non–perturbative theory. Yet the interpretation of gaugings as compactifications with suitable
fluxes and branes restores the apparently lost symmetries.
Notwithstanding this fact it is, to begin with, very much interesting to study cosmological
backgrounds of superstring theory in the context of pure ungauged supergravity where the role
of duality symmetries is more direct and evident.
In this setup a very much appealing and intriguing scenario has been proposed in a series of
papers [21]–[31]: that of cosmological billiards. Studying the asymptotic behaviour of super-
gravity field equations near time (space–like) singularities, these authors have envisaged the
possibility that the nine cosmological scale factors relative to the different space dimensions of
string theory plus the dilaton could be assimilated to the lagrangian coordinates of a fictitious
ball moving in a ten–dimensional space. This space is actually the Weyl chamber associated
with the E10 Dynkin diagram and the cosmological ball scatters on the Weyl chamber walls
in a chaotic motion. There is a clear relation between this picture and the duality groups of
superstring theories. Indeed it is well known that compactifying type II A or type II B super-
gravity on a T r−1 torus, the massless scalars which emerge from the Kaluza-Klein mechanism
in dimension D = 10− r + 1 just parametrize the maximally non–compact coset manifold
Mscalar = Er(r)
Hr
(1.1)
where Hr is the maximally compact subgroup of the simple Lie group Er(r) [32]. Furthermore
the restriction of Er(r) to integers is believed to be an exact non–perturbative symmetry of
superstring theory compactified on such a torus [33]. Since compactification and truncation to
the massless modes is an alternative way of saying that we just focus on field configurations
that depend only the remaining :
10− r + 1 coordinates
it follows that cosmological backgrounds, where the only non trivial dependence is just on one
coordinate, namely time, should be related to compactifications on a T 9 torus and hence linked
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Figure 1: Time–dependent homogeneous supergravity backgrounds in D = 10 can be obtained
by first dimensionally reducing to D = 3, solving the differential equations of the sigma model
and then oxiding back the result to D = 10. This procedure defines also the action of the
hidden symmetry group E8(8) on the ten dimensional configurations.
to the E10 algebra [34]–[38]. Furthermore the Cartan generators of the Er(r) algebra are dual
to the radii of the T r−1 torus plus the dilaton. So it is no surprise that the evolution of the
cosmological scale factor should indeed represent some kind of motion in the dual of the Cartan
subalgebra of E10. Although naturally motivated, the E10 billiard picture was so far considered
only in the framework of an approximated asymptotic analysis and no exact solution with such
a behaviour was actually constructed. This originates from two main difficulties. Firstly, while
up to r = 8, which corresponds D = 3 dimensions, the Lie algebras Er(r) are normal finite
dimensional simple algebras, for r = 9, 10 they become infinite dimensional algebras whose
structure is much more difficult to deal with and the corresponding coset manifolds need new
insight in order to be defined. Secondly, the very billiard phenomenon, namely the scattering
of the fictitious ball on the Weyl chamber walls requires the presence of such potential walls.
Physically they are created by the other bosonic fields present in the supergravity theory,
namely the non diagonal coefficients of the metric and the various p–form field strengths.
In this paper we focus on three–dimensional maximal supergravity [39]–[43], namely on the
dimensional reduction of type II theories on a T7 torus, instead of going all the way down
to reduction to one–dimension, by compactifying on T9. The advantage of this choice is that
all the bosonic fields are already scalar fields, described by a non–linear sigma model without,
however, the need of considering Kacˇ–Moody algebras which arise as isometry algebras of scalar
manifolds in D < 3 space–times. In this way we are able to utilize the solvable Lie algebra
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approach to the description of the whole bosonic sector which enables us to give a completely
algebraic characterization of the microscopic origin of the various degrees of freedom [45, 46].
Within this framework the supergravity field equations for bosonic fields restricted to only
time dependence reduce simply to the geodesic equations in the target manifold E8(8)/SO(16).
These latter can be further simplified to a set of differential equations whose structure is
completely determined in Lie algebra terms. This is done through the use of the so called
Nomizu operator. The concept of Nomizu operator coincides with the concept of covariant
derivative for solvable group manifolds and the possibility of writing covariant derivatives in
this algebraic way as linear operators on solvable algebras relies on the theorem that states
that a non–compact coset manifold with a transitive solvable group of isometries is isometrical
to the solvable group itself.
The underlying idea for our approach is rooted in the concept of hidden symmetries. Cos-
mological backgrounds of superstring theory, being effectively one–dimensional fill orbits under
the action of a very large symmetry group, possibly E10 that necessarily contains E8(8), as the
manifest subgroup in three dimensions. Neither E10 nor E8(8) are manifest in 10–dimensions
but become manifest in lower dimension. So an efficient approach to finding spatially homo-
geneous solutions in ten dimensions consists of the process schematically described in fig.1.
First one reduces to D = 3, then solves the geodesic equations in the algebraic setup provided
by the Nomizu–operator–formalism and then oxides back the result to a full fledged D = 10
configuration. Each possible D = 3 solution is characterized by a non–compact subalgebra
G ⊂ E8(8) (1.2)
which defines the smallest consistent truncation of the full supergravity theory within which
the considered solution can be described. The inverse process of oxidation is not unique
but leads to as many physically different ten dimensional solutions as there are algebraically
inequivalent ways of embedding G into E8(8). In this paper we will illustrate this procedure
by choosing for G the smallest non abelian rank two algebra, namely G = A2 and we will see
that the non abelian structure of this algebra reflects interaction terms that are present in the
ten dimensional theory like, for instance, the Chern–Simons term. The solvable Lie algebra
formalism allows us to control, through the choice of the G–embedding, the physical ten–
dimensional interpretation of any given σ–model solution. In this paper we choose a particular
embedding for the subalgebra A2 which leads to a type II B time dependent background
generated by a system of two euclidean D-branes or S-branes [7, 8]: a D3 and a D1, whose
world volumes are respectively four and two dimensional. This physical system contains also
an essential non trivial B–field reflecting the three positive root structure of the A2 Lie algebra,
one root being associated with the RR 2–form C [2], a second with the RR 4–form C [4] and
the last with the NS 2–form B[2]. In the time evolution of this exact solution of type II B
supergravity we retrieve a smooth realization of the bouncing phenomenon envisaged by the
cosmic billiards of [21]–[31]. Indeed the scale factors corresponding to the dimensions parallel to
the S–branes first expand and then, after reaching a maximum, contract. The reverse happens
to the dimensions transverse to the S–branes. They display a minimum approximately at
the same time when the parallel ones are maximal. Transformed to the dual CSA space this
is the bouncing of the cosmic ball on a Weyl chamber wall. This is not yet the full cosmic
billiard, but it illustrates the essential physical phenomena underlying its implementation. We
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shall argue that in order to obtain a repeated bouncing we need to consider larger subalgebras
and in particular extend our analysis to the Kacˇ–Moody case where the dual CSA becomes
a space with lorentzian signature. Such an extension is postponed to future publications, yet
we stress that the main features of the key ingredients for this analysis have been laid down
here. Moreover it is worth emphasizing that the same A2 solution presented in this paper can
be oxided to different ten–dimensional configurations corresponding to quite different physical
systems. In particular, as we explain in later sections, it can be lifted to a purely gravitational
background describing some sort of gravitational waves. In the present paper we give the
general scheme, but the detailed study of these alternative oxidations is also postponed to
future publications.
It is also worth mentioning that our approach to cosmological backgrounds makes it clear
how, at least on the subspace of time dependent homogeneous configurations, the hidden
symmetry E8(8) or its further Kacˇ–Moody extensions, can be made manifest directly in ten
dimensions. Indeed it suffices to follow the diagram of fig.1. Reducing first to D = 3, acting
with the group and then oxiding back the result to ten dimensions defines the group action in
ten dimensions.
Our paper is organized as follows. In section 2 after showing how three dimensional gravity
can be decoupled from the sigma model, we recast the equations of motion of the latter into
the geodesic equations for the manifold E8(8)/SO(16) by using the Nomizu operator formal-
ism. This leads to a system of first order non linear differential equations whose structure is
completely encoded in the E8(8) positive root system. In the same section we also outline an
algorithm, valid for any maximally non compact homogeneous manifold U/H, which allows
to find the general solution of the geodesic differential system by means of compensating H–
transformations. Actually the original differential system is transformed into a new one for the
parameters of the compensating H–rotations which has the advantage of being integrable in
an iterative way, namely by substituting at each step the solution of one differential equation
into the next one.
In section 3 we apply the general method to an abstract A2–model, namely to the manifold
SL(3,R)/SO(3). We derive explicit solutions of the differential equations which provide a
paradigma to illustrate our method but also interesting examples which in a later section we
oxide to ten dimensions.
In section 4 we construct the mathematical framework, based on the solvable Lie algebra
formalism, which allows us to oxide any given solution of the three–dimensional theory to ten
dimensions by choosing an embedding of the Lie algebra G into E8(8).
In section 5 we consider the explicit oxidation of the A2 solutions previously found. First we
classify the different available embeddings, which are of eight different types. Then, choosing
the fourth type of embedding in our classification list, we show how it leads to a type II
B supergravity solution which describes the already mentioned system of interacting S3 and
S1 branes. We illustrate the physical properties of this solution also by plotting the time
evolution of relevant physical quantities like the scale factors, the energy densities and the
pressure eigenvalues. In this plots the reader can see the bouncing phenomenon described
before.
Finally section 6 contains our conclusions and perspectives.
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2 Geodesics on maximally non compact cosets U/H and
differential equations
We have recalled how both maximally extended supergravities (of type A and B) reduce,
stepping down from D = 10 to D = 3 to the following non linear sigma model coupled to
D = 3 gravity:
Lσ−model =
√
−det g [ 2R[g] + 1
2
hIJ (φ) ∂µφ
I∂νφ
J gµν
]
(2.1)
where hIJ , I, J = 1, . . . , 128, is the metric of the homogeneous 128-dimensional coset manifold
M128 = E8(8)
SO(16)
(2.2)
The above manifold falls in the general category of manifolds U/H such that U (the Lie
algebra of U) is the maximally non-compact real section of a simple Lie algebra UC and
the subgroup H is generated by the maximal compact subalgebra H ⊂ U. In this case the
solvable Lie algebra description of the target manifold U/H is universal. The manifold U/H is
isometrical to the solvable group manifold:
Md = exp [Solv (U/H) ] (2.3)
where the solvable algebra Solv (U/H) is spanned by all the Cartan generators Hi and by
the step operators Eα associated with all positive roots α > 0 (on the solvable Lie algebra
parametrization of supergravity scalar manifolds see [45, 46]). On the other hand the maximal
compact subalgebra H is spanned by all operators of the form Eα − E−α for all positive roots
α > 0. So the dimension of the coset d, the rank r of U and the number of positive roots p are
generally related as follows:
dim [U/H ] ≡ d = r + p ; p ≡ #positive roots = dimH ; r ≡ rankU (2.4)
In the present section we concentrate on studying solutions of a bosonic field theory of type
(2.1) that are only time-dependent. In so doing we consider the case of a generic manifold
U/H and we show how the previously recalled algebraic structure allows to retrieve a complete
generating solution of the field equations depending on as many essential parameters as the
rank of the Lie algebra U. These parameters label the orbits of solutions with respect to
the action of the two symmetries present in (2.1), namely U global symmetry and H local
symmetry.
The essential observation is that, as long as we are interested in solutions depending only on
time, the field equations of (2.1) can be organized as follows. First we write the field equations
of the matter fields φI which supposedly depend only on time. At this level the coupling of the
sigma-model to three dimensional gravity can be disregarded. Indeed the effect of the metric
g00 is simply that the field equations for the scalars φ
I have the same form as they would have
in a rigid sigma model with just the following proviso. The parameter we use is proper time
rather than coordinate time. Next in the variation with respect to the metric we can use the
essential feature of three–dimensional gravity, namely the fact that the Ricci tensor completely
determines also the Riemann tensor. This means that from the stress energy tensor of the
sigma model solution we reconstruct, via Einstein field equations, also the corresponding three
dimensional metric.
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2.1 Decoupling the sigma model from gravity
Since we are just interested in configurations where the fields depend only on time, we take
the following ansatz for the three dimensional metric:
ds23D = A
2(t) dt2 − B2(t) (dr2 + r2dφ2) (2.5)
where A(t) and B(t) are undetermined functions of time. Then we observe that one of these
functions can always be reabsorbed into a redefinition of the time variable. We fix such a
coordinate gauge by requiring that the matter field equations for the sigma model should be
decoupled from gravity, namely should have the same form as in a flat metric. This will occur
for a special choice of the time variable. Let us see how.
In general, the sigma model equations, coupled to gravity, have the following form:
✷cov φ
I + ΓIJK∂µφ
J ∂νφ
K gµν = 0 (2.6)
In the case we restrict dependence only on time the above equations reduce to:
1√−detg
d
dt
(√
−detg g00 d
dt
φI
)
+ ΓIJK
d
dt
φJ
d
dt
φK g00 = 0 (2.7)
We want to choose a new time τ = τ(t) such that with respect to this new variable equations
(2.7) take the same form as they would have in a sigma model in flat space, namely:
φ¨I + ΓIJK φ˙
J φ˙K = 0 I, J, K = 1, . . . , dimM (2.8)
where ΓIJK are the Christoffel symbols for the metric hIJ . The last equations are immediately
interpreted as geodesic equations in the target scalar manifold.
In order for equations (2.7) to reduce to (2.8) the following condition must be imposed:√
−detg g00 d
dt
=
d
dτ
⇒ dt =
√
−detg g00 dτ (2.9)
Inserting the metric (2.5) into the above condition we obtain an equation for the coefficient
A(t) in terms of the coefficient B(t). Indeed in the new coordinate τ the metric (2.5) becomes:
ds23D = B
4(τ) dτ 2 − B2(τ) (dr2 + r2dφ2) (2.10)
The choice (2.10) corresponds to the following choice of the dreibein:
e0 = B2(τ) dτ ; e1 = B(τ)dr ; e2 = B(τ) r dφ (2.11)
For such a metric the curvature 2-form is as follows:
R01 =
2B˙2(τ)− B(τ) B¨(τ)
B6(τ)
e0 ∧ e1
R02 =
2B˙2(τ)− B(τ) B¨(τ)
B6(τ)
e0 ∧ e2
R12 = −B˙
2(τ)
B6(τ)
e1 ∧ e2 (2.12)
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The Einstein equations, following from our lagrangian (2.1) are the following ones, in flat
indices:
2Gab = Tab ; Gab ≡ Ricab − 12 Rηab ; a, b = 0, 1, 2 (2.13)
With the above choice of the vielbein, the flat index Einstein tensor is easily calculated and
has the following form:
G00 =
B˙2(τ)
2B6(τ)
; G0i = 0 ; Gij =
2 B˙2(τ)−B(τ) B¨(τ)
2B6(τ)
δij ; i, j = 1, 2 (2.14)
On the other hand, calculating the stress energy tensor of the scalar matter in the background
of the metric (2.10) we obtain (also in flat indices):
T00 =
1
2B4(τ)
(
φ˙Iφ˙JhIJ
)
; T0i = 0 ; Tij =
1
2B4(τ)
(
φ˙I φ˙JhIJ
)
δij ; i, j = 1, 2
(2.15)
where
φ˙Iφ˙JhIJ = ̟
2 (2.16)
is a constant independent from time as a consequence of the geodesic equations (2.8). To prove
this it suffices to take a derivative in τ of ̟2 and verify that it is zero upon use of eq.s (2.8).
Hence in order to satisfy the coupled equations of gravity and matter fields it is necessary
that:
2
B˙2(τ)
2B6(τ)
= 2
2 B˙2(τ)− B(τ) B¨(τ)
2B6(τ)
=
1
2B4(τ)
̟2 (2.17)
The first of the above equalities implies:
B˙ = k B ⇒ B(τ) = exp[k τ ] (2.18)
where k is some constant. The second equality is satisfied if:
k = ± 1√
2
|̟| = ± 1√
2
√
φ˙I φ˙JhIJ (2.19)
In this way we have completely fixed the metric of the three–dimensional space as determined
by the solution of the geodesic equations for the scalar matter:
ds23D = exp [4k τ ] dτ
2 − exp [2k τ ] (dx21 + dx22) (2.20)
with the parameter k given by eq.(2.19).
2.2 Geodesic equations in target space and the Nomizu operator
Having clarified how the three dimensional metric is determined in terms of the solutions of the
sigma model, we concentrate on this latter. We focus on the geodesic equations (2.8) and in
order to study them, we rely on the solvable Lie group description of the target manifold going
to an anholonomic basis for the tangent vectors to the geodesic. Since gravity is decoupled
from the scalars, we deal with a rigid sigma-model where the fields depend only on time
Lσ−model ∝ hIJ(φ)φ˙Iφ˙J (2.21)
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As was mentioned before, the equations of motion in this case reduce to the geodesic equations
for the metric hIJ(φ) and time plays the role of a parameter along the geodesics (see eq.(2.8)).
Since hIJ(φ) is the metric of a scalar manifold which is a maximally non-compact coset M =
U/H, we can derive this metric from a coset representative L(φ) ∈ U
hIJ(φ) = Tr(PKIL
−1∂IILIL
−1∂J IL) (2.22)
PK being a projection operator on the coset directions of the Lie algebra U to be discussed in
a moment. To this effect we introduce the following general notation. We make the orthogonal
split of the U Lie algebra:
U = H⊕K (2.23)
where H ⊂ U is the maximal compact subalgebra and K its orthogonal complement. We adopt
the following normalizations for the generators in each subspace:
U = Span{Hi, Eα, E−α}
K = Span{KA} = Span{Hi, 1√2(Eα + E−α)} (2.24)
H = Span{tα} = Span{(Eα − E−α)}
The U Lie-algebra valued left invariant one-form
Ω = L−1dL = V AKA + ω
αtα (2.25)
is in general expanded along all the generators of U (not only along K) and V = V AKA
corresponds to the coset manifold vielbein while ω = ωα tα corresponds to the coset manifold
H–connection.
As it is well known neither the coset representative L(φ), nor the one-form Ω are unique.
Indeed L is defined up to multiplication on the right by an element of the compact subgroup
h ∈ H . This is a gauge invariance which can be fixed in such a way that the coset representa-
tive lies in the solvable group Solv(U/H) obtained by exponentiating the solvable subalgebra
Solv(U/H)
L (φ) = exp (Solv(U/H) · φ) (2.26)
In the case of U/H being maximally non compact Solv(U/H) coincides with the Borel subal-
gebra and therefore it is spanned by the collection of all Cartan generators and step-operators
associated with positive roots, as we already stated, namely:
Solv(U/H) = Span {TA} = Span {Hi, Eα} (2.27)
If the coset representative L is chosen to be a solvable group element, as in eq. (2.26), namely
if we are in the solvable parametrization of the coset, we can also write:
Ω = L−1dL = V˜ iHi + V˜ αEα = V˜ A TA (2.28)
since Ω is contained in the solvable subalgebra Solv(U/H) ⊂ U. Eq.s (2.25) and (2.28) are
compatible if and only if:
V α =
√
2ωα (2.29)
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In this case we can identify V˜ i = V i and V˜ α =
√
2 V α; eq.(2.29) is the solvability condition for
a coset representative.
Hence we can just rewrite the metric of our maximally non–compact manifold U/H as
follows:
ds2U/H =
dimU∑
A=1
V A ⊗ V A = V˜ i ⊕ V˜ i + 1
2
V˜ α ⊕ V˜ α (2.30)
It is interesting to discuss what are the residual H–gauge transformations that remain available
after the solvable gauge condition (2.29) has been imposed. To this effect we consider the
multiplication
L 7→ Lh = L (2.31)
where
h = exp [θα tα] (2.32)
is a finite element of the H subgroup singled out by generic parameters theta. For any such
element we can always write:
h−1 tα h = A(θ) βα tβ
h−1KA h = D(θ) BA KB (2.33)
where the matrix A(θ) is the adjoint representation of h and D(θ) is the D–representation of
the same group element. We obtain:
Ω ≡ L−1 dL = h−1dh+ h−1Ωh
= h−1 dh+ h−1 ω h︸ ︷︷ ︸
= ω
+ h−1 V h︸ ︷︷ ︸
= V
(2.34)
where
ωα =
1
tr(t2α)
tr
(
h−1 dh tα
)
+ ωβ A(θ) αβ
V
α
= V β D(θ) αβ + V
iD(θ) αi (2.35)
Suppose now that the coset representative L is solvable, namely it satisfies eq.(2.29). The coset
representative L will still satisfy the same condition if the h-compensator satisfies the following
condition:
√
2
tr(t2α)
tr
(
h−1(θ) dh(θ) tα
)
= V β
(
A(θ) αβ − D(θ) αβ
)
+ V iD(θ) αi (2.36)
The above equations are a set of n = #roots = dimH differential equations on the parameters
θα of the h–subgroup element (compensator). In the following we will use such set of equations
as the basis of an algorithm to produce solutions of the geodesic equations (2.8).
Given these preliminaries, we can establish a new notation. We introduce tangent vectors
to the geodesics in the anholonomic basis:
ΦA = V˜ AI (φ) φ˙
I (2.37)
9
which are functions only of time: ΦA = ΦA(t). In this basis the field equations reduce to
Φ˙A + ΓABCΦ
BΦC = 0 (2.38)
where now ΓABC are the components of the Levi-Civita connection in the chosen anholonomic
basis. Explicitly they are related to the components of the Levi Civita connection in an
arbitrary holonomic basis by:
ΓABC = Γ
I
JKV
A
I V
J
B V
K
C − ∂K(V AJ )V JBV KC (2.39)
where the inverse vielbein is defined in the usual way:
V AI V
I
B = δ
A
B (2.40)
The most important point here is that, the connection ΓABC can be identified with the Nomizu
connection defined on a solvable Lie algebra, if the coset representative L from which we
construct the vielbein via eq.(2.25), is solvable, namely if and only if the solvability condition
(2.29) is satisfied. In fact, as we can read in [47], once we have defined over Solv a non
degenerate, positive definite and symmetric form:
〈 , 〉 : Solv ⊗ Solv −→ R
〈X , Y 〉 = 〈Y , X〉 (2.41)
whose lifting to the manifold produces the metric, the covariant derivative is defined through
the Nomizu operator:
∀X ∈ Solv : LX : Solv −→ Solv (2.42)
so that
∀X, Y, Z ∈ Solv : 2〈Z , LXY 〉 = 〈Z, [X, Y ]〉 − 〈X, [Y, Z]〉 − 〈Y, [X,Z]〉 (2.43)
while the Riemann curvature 2-form is given by the commutator of two Nomizu operators:
RWZ (X, Y ) = 〈W ,
{
[LX ,LY ] − L[X,Y ]
}
Z〉 (2.44)
This implies that the covariant derivative explicitly reads:
LX Y = Γ
Z
XY Z (2.45)
where
ΓZXY =
1
2
(〈Z, [X, Y ]〉 − 〈X, [Y, Z]〉 − 〈Y, [X,Z]〉) 1
< Z,Z >
∀X, Y, Z ∈ Solv (2.46)
In concrete, the non degenerate, positive definite, symmetric form on the solvable Lie
algebra which agrees with equation (2.30) is defined by setting:
〈Hi , Hj〉 = 2 δij
〈Hi , Eα〉 = 0
〈Eα , Eβ〉 = δα,β (2.47)
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∀Hi, Hj ∈ CSAE8(8) and ∀Eα, step operator associated to a positive root α of E8(8). Then the
Nomizu connection (which is constant) is very easy to calculate. We have:
Γijk = 0
Γiαβ =
1
2
(−〈Eα, [Eβ, H i]〉 − 〈Eβ, [Eα, H i]〉) = 12 αiδαβ
Γαij = Γ
α
iβ = Γ
i
jα = 0
Γαβi =
1
2
(〈Eα, [Eβ, Hi]〉 − 〈Eβ, [Hi, Eα]〉) = −αi δαβ
Γα+βαβ = −Γα+ββα = 12Nαβ
Γαα+β β = Γ
α
β α+β =
1
2
Nαβ
(2.48)
where Nαβ is defined by the commutator:
[Eα , Eβ] = Nαβ Eα+β (2.49)
which has to be worked out in the algebra. 1 Notice that ΓZXY 6= ΓZY X since its expression
consists of the first term which is antisymmetric in (X, Y ) and the sum of the last two which
is symmetric. The component Γαβi consists of the sum of two equal contributions from the
antisymmetric and symmetric part, the same contributions cancel in Γαiβ which indeed vanishes.
By substituting the explicit expression of the Nomizu connection in (2.38) and introducing for
the further convenience new names for the tangent vectors along the Cartan generators χi ≡ Φi
we have the equations:
χ˙i + 1
2
∑
α∈∆+
αiΦ2α = 0
Φ˙α +
∑
β∈∆+
NαβΦ
βΦα+β − αi χiΦα = 0 (2.50)
Eq.s (2.50 ) encode all the algebraic structure of the D = 3 sigma model and due to our
oxidation algorithm of the original supergravity in ten dimensions.
All this means that, thanks to the solvability of the algebra (and also to the fact that we
know the explicit form of the connection via the Nomizu operator), we have reduced the entire
problem of finding time dependent backgrounds for either type II A or type II B superstrings or
M-theory to the integration of a system of differential equations firmly based on the algebraic
structure of E8(8). This is a system of non-linear differential equations, and from this point of
view it might seem hopeless to be solved. Yet, due to its underlying algebraic structure, one can
use its isometries to generate the complete integral depending on as many integration constants
as the number of equations in the system. This is the compensator algorithm we alluded to
above, which we shortly outline. To this effect we discuss the role of initial conditions for the
tangent vectors to the geodesics. There exist a number of possibilities for such conditions that
can truncate the whole system to smaller and simpler ones. The simplest choice is to put all
1The values of the constants Nαβ, that enable to construct explicitly the representation of E8(8), used in
this paper, are given in the hidden appendix. To see it, download the source file, delete the tag end{document}
after the bibliography and LaTeX .
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root-vectors to zero in the origin. This will ensure that root-vectors will remain zero at all
later times and the system will reduce to
χ˙i = 0 (2.51)
The solution of such a reduced system is trivial and consists of a constant vector V˜ A = (χi, 0).
If we apply an H–rotation to this tangent vector
V
A
= V BD(θ) AB (2.52)
we produce a new one, yet, for generic H–rotations we will break the solvable gauge, so that
the result no longer produces a solution of eq.s(2.50). However, if we restrict the θα parameters
of the rotation to satisfy condition (2.36), then the solvable gauge is preserved and the rotated
tangent vector V
A
is still a solution of eq.s(2.50). Hence a general algorithm to solve the
differential system (2.50) has been outlined. One starts from the trivial solution in eq.(2.51)
and then tries to solve the differential equation for the theta parameter corresponding to one
particular H–generator tα = Eα−E−α. Applying this rotation to the trivial solution we obtain
a new non trivial one. Then starting from such a new solution we can repeat the procedure and
try to solve again the differential equation for the theta parameter relative to a new generator.
If we succeed we obtain a further new solution of the original system and we can repeat the
procedure a third time for a third generator, iteratively. Indeed, considering eq.(2.36) we see
that if h(t) is just a general element of the subgroup H, the system is rather difficult to solve,
yet if we choose a rotation around a single axis hα0 = e
θα0 (t)tα0 , then 1
Tr(t2α0 )
Tr(h−1dhtα0) = ˙θα0
and, if all the other equations for α 6= α0 are identically satisfied, as it will turn out to be the
case in the examples we consider, then the system reduces to only one first order differential
equation on the angle θα0(t).
We name such an algorithm the compensator method and we will illustrate it in the next
section with specific examples.
3 The A2 toy model as a paradigma
In this section we consider explicit examples of solutions of the geodesic problem in the case
of an A2 simple algebra. Later we will consider the possible embeddings of such an algebra
into the E8 algebra, so that the solutions we construct here will be promoted to particular
solutions of the full E8(8)/SO(16) sigma model. The diverse embeddings will correspond to
diverse oxidations of the same three dimensional configuration to D = 10 configurations. In
other words there exist various non abelian solvable subalgebras S5 ⊂ Solv(E8/SO(16)) of
dimension 5 which by means of a linear transformation can be identified as the solvable Lie
algebra of the simple Lie algebra A2, namely the solvable Lie algebra description of the coset
manifold:
M5 ≡ exp [Solv(A2)] ∼= SL(3,R)
SO(3)
(3.1)
The detailed study of this model provides our paradigma for the general solution of the complete
theory based on the coset manifold E8(8)/SO(16). We emphasize that the possibility of choosing
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a normal form for the initial tangent vector to the geodesic allows to reduce the system of first
order equations to a much simpler set, as we started to discuss in the previous section in
general terms. Such a normal form can be chosen in different ways. In particular it can
always be chosen so that it contains only Cartan generators. When this is done the system is
always exactly solvable and in terms of pure exponentials. The solution obtained in this way
provides a representative for the orbit of geodesics modulo isometries. We can then generate
new solutions of the differential system (2.50) by the compensator method we described in
the previous section. In this section we illustrate such an algorithm in the case of the toy A2
model. The resulting solutions have not only a tuitional interest, rather they provide examples
of solutions of the full E8(8) system and hence of full supergravity. It suffices to embed the A2
Lie algebra in the full algebra E8(8). We will discuss such embeddings and the corresponding
oxidations of our sigma model solutions in later sections.
3.1 Structure of the A2 system
Our model consists of 5 scalar fields, which parametrize a coset manifold M5 = SL(3)/SO(3).
Our chosen conventions are as follows. The two simple roots of SL(3) are:
β1 =
{√
2 , 0
}
, β2 =
{
− 1√
2
,
√
3
2
}
(3.2)
and the third positive root, which is the highest is:
β3 = β1 + β2 =
{
1√
2
,
√
3
2
}
(3.3)
Furthermore the step operator Eβ3 is defined through the commutator:
Eβ3 = [Eβ1 , Eβ2 ] (3.4)
and this completely fixes all conventions for the Lie algebra structure constants.
The three generators of the maximally compact subgroup are defined as:
t1 = Eβ1 −E−β1 , t2 = Eβ2 − E−β2 , t3 = Eβ3 − E−β3 (3.5)
and they satisfy the standard commutation relations:
[ti , tj ] = ǫijk tk (3.6)
In the orthogonal decomposition of the Lie algebra:
A2 = SO(3) ⊕ K5 (3.7)
the 5-dimensional subspace K5 is identified with the tangent space to M5 and corresponds to
the j = 2 representation of SO(3)
[tβ , KA] = Y
B
βAKB (3.8)
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This subspace is spanned by the following generators:
K5 = Span
{
H1 , H2 ,
1√
2
(Eβ1 + E−β1) ,
1√
2
(Eβ2 + E−β2) ,
1√
2
(Eβ3 + E−β3)
}
(3.9)
Applying to this case the general formulae (2.50) based on the Nomizu connection (2.48)
we obtain the differential system:
χ˙1(t) +
1√
2
Φ21(t)− 12√2Φ22(t) + 12√2Φ23(t) = 0
χ˙2(t) +
√
3
2
√
2
Φ22(t) +
√
3
2
√
2
Φ23(t) = 0
Φ˙1(t) + Φ2(t) Φ3(t)−
√
2Φ1(t)χ1(t) = 0
Φ˙2(t)− Φ1(t) Φ3(t) + 1√2Φ2(t)χ1(t)−
√
3
2
Φ2(t)χ2(t) = 0
Φ˙3(t)− 1√2Φ3(t)χ1(t)−
√
3
2
Φ3(t)χ2(t) = 0 (3.10)
In order to solve this differential system of equations we recall their geometrical meaning. They
are the geodesics equations for the manifold (3.1) written in flat indices, namely in an anholo-
nomic frame. Any geodesics is completely determined by two data: the initial point p0 ∈ M5
and the initial tangent vector
−→
t 0 ∈ T (M5) at time t = 0. Since our manifold is homogeneous,
all points are equivalent and we can just choose the origin of the coset manifold. Since we are
interested in determining the orbits of geodesics modulo the action of the isometry group, the
relevant question is the following: in how many irreducible representations of the tangent group
SO(3) does the tangent space decompose? The answer is simple: the 5 dimensional tangent
space is irreducible and corresponds to the j = 2 representation of SO(3). The next question
is: what is the normal form of such a representation and how many parameters does it contain.
The answer is again simple. A spin two representation is just a symmetric traceless tensor gij
in three dimensions. By means of SO(3) rotations we can reduce it to a diagonal form and the
essential parameters are its eigenvalues, namely two parameters, since the third eigenvalue is
minus the sum of the other two, being the matrix traceless. So by means of SO(3) rotations
a generic 5-dimensional tangent vector can be brought to contain only two parameters. This
argument is also evident from the consideration that 5− 3 = 2, namely by means of the three
SO(3) parameters we can set three components of the 5-dimensional vector to zero.
We can also analyze the normal form of the 5–dimensional representation from the point
of view of eigenstates of the angular momentum third component t3. This latter has skew
eigenvalues ±2,±1 and 0. The transformation of the matrix g = {gij} under any generator t
of the SO(3) Lie algebra is
δ g = [t , g] (3.11)
so that the pair of skew eigenstates of the generator t3, as given in eq. (3.31), pertaining to
the skew eigenvalues ±2 is provided by the symmetric matrices of the form:
g(±2) =

a 0 b
0 0 0
b 0 −a
 (3.12)
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which can be diagonalized through SO(3) rotations (actually SO(2) in this case) and brought
to the normal form:
g2 =

√
a2 + b2 0 0
0 0 0
0 0 −√a2 + b2
 (3.13)
which is just one of the two in the pair of skew eigenstates. On the other hand the symmetric
traceless matrix that corresponds to the null eigenstate of t3 is:
g(0) =

s 0 0
0 −2s 0
0 0 s
 (3.14)
A superposition g2+g(0) provides the most general diagonal traceless symmetric matrix, namely
the normal form to which any state in the j = 2 irreducible representation can be brought by
means of SO(3) rotations.
Alternatively, since the j = 2 representation is provided by the tangent space to the M5
manifold, spanned by the coset generators of SL(3,R) not lying in the compact SO(3) subal-
gebra, we can identify the normal form of a 5–dimensional vector as one with non vanishing
components only in the directions of the Cartan generators. Indeed, by means of SO(3) rota-
tions any vector can be brought to such a form and the counting of independent parameters
coincides, namely two. This is a completely general statement for maximally non compact
coset manifolds. The rank of the coset is equal to the number of independent parameters in
the normal form of the H representation provided by the coset subspace K.
Relying on these considerations, let us consider the explicit representation of the group
SO(3) on the tangent space to our manifold M5 and how, by means of its transformation we
can bring the initial tangent vector to our geodesic to our desired normal form. Indeed our
aim is to solve the geodesic equations (3.10) fixing initial conditions:
{χ1(0) , χ2(0) , Φ1(0) , Φ2(0) , Φ3(0)} = V˜ =
{
V˜1, V˜2, . . . , V˜5
}
(3.15)
where V˜ is the normal form of the 5 vector. To this effect it is convenient to inspect the
representative matrices of SO(3) on the tangent space. The three generators of the maximally
compact subgroup were defined in (3.5) and in the basis of K5 provided by the generators (3.9)
the 5× 5 matrices representing SO(3) are:
t
[5]
1 =

0 0 −2 0 0
0 0 0 0 0
2 0 0 0 0
0 0 0 0 1
0 0 0 −1 0
 , t[5]2 =

0 0 0 1 0
0 0 0 −√3 0
0 0 0 0 −1
−1 √3 0 0 0
0 0 1 0 0
 (3.16)
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t
[5]
3 =

0 0 0 0 −1
0 0 0 0 −√3
0 0 0 −1 0
0 0 1 0 0
1
√
3 0 0 0

These matrices have the expected skew eigenvalues:
(±2, ±1, 0) (3.17)
For the generator t
[5]
3 the corresponding eigenvectors are:
eigenvalue 0 ⇒ {−√3, 1, 0, 0, 0}
eigenvalues ±1 ⇒
{
{0, 0, 1, 1, 0}
{0, 0,−1, 1, 0}
eigenvalues ±2 ⇒
 {
1√
2
,
√
3
2
, 0, 0,
√
2}
{− 1√
2
,−
√
3
2
, 0, 0,
√
2}
(3.18)
So reduced to normal form the 5-vector of initial condition is a linear combination of the vectors
−→g ±2 = {± 1√2 ,±
√
3
2
, 0, 0,
√
2} with the vector −→g 0 = {−
√
3, 1, 0, 0, 0}. In particular writing:
V˜normal form = a
−→g 0 + b
(−→g +2 −−→g −2)
=
(
−
√
3 a +
√
2 b, a +
√
6 b, 0, 0, 0
)
(3.19)
we obtain an initial tangent vector that has non vanishing components only in the directions
of the Cartan generators. 2 For reasons of later convenience we parametrize the initial normal
tangent vector as follows:
V˜normal form =
(
ω − κ
4
√
2
,
3ω + κ
4
√
6
, 0, 0, 0
)
(3.20)
and we conclude that we can find a generating solution of the geodesic equations if we solve
the first order system for the tangent vectors (eq.s (3.10)) with the initial conditions given by
eq.(3.20). With such conditions the differential system (3.10) is immediately solved by:
Φ
(gen)
1 (t) = 0, Φ
(gen)
2 (t) = 0, Φ
(gen)
3 (t) = 0
χ
(gen)
1 (t) =
ω − κ
4
√
2
, χ
(gen)
2 (t) =
3ω + κ
4
√
6
(3.21)
From this generating solution we can obtain new ones by performing SO(3) rotations such that
they keep the solvable parametrization of the coset stable. In particular by rotating along the
three possible rotation axes we can switch on the root fields Φβ(t), one by one. This procedure
is discussed in section 3.3.
2Indeed, starting from the Cartan subalgebra, we can generate the whole K space by applying the adjoint
action of the H subalgebra AdhHi = h
α[Hi, tα] =
√
2αih
αKα.
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3.2 Scalar fields of the A2 model
In order to find the solutions for the scalar fields φI , we have to construct explicitly the
SL(3,R)/SO(3) coset representative L. First, we fix the parametrization of the coset represen-
tative as follows
L = exp
[
ϕ3(t)E3
]
exp[ϕ1(t)E1 + ϕ
2(t)E2] exp
[
h1(t)H1 + h
2(t)H2
]
(3.22)
Note that here we have ordered the exponentials by height grading, first the highest root of
level two, then the simple roots of level one, finally the Cartan generators of level zero. As
we will appreciate in eq.s (5.21), this is crucial in order to interpret the scalar fields ϕi as the
components of the corresponding p-forms, in oxidation. Choosing the following normalizations
for the generators of the fundamental defining representation of the group SL(3,R):
H1 =
 1√2 0 00 − 1√
2
0
0 0 0
 , H2 =

1√
6
0 0
0 1√
6
0
0 0 −
√
2
3
 (3.23)
and
E1 =
 0 1 00 0 0
0 0 0
 , E2 =
 0 0 00 0 1
0 0 0
 , E3 =
 0 0 10 0 0
0 0 0
 (3.24)
we construct a coset representative L ∈ SL(3,R)/SO(3) explicitly as the following upper tri-
angular matrix:
L =
 e
h1(t)√
2
+
h2(t)√
6 e
−h1(t)√
2
+
h2(t)√
6 ϕ1(t) e
−
√
2
3
h2(t)(1
2
ϕ1(t)ϕ2(t) + ϕ3(t))
0 e
−h1(t)√
2
+
h2(t)√
6 e−
√
2
3
h2(t)ϕ2(t)
0 0 e−
√
2
3
h2(t)
 (3.25)
Then we calculate the vielbein components through the formula:
V I = Tr
[
L
−1 d
dt
LKI5
]
(3.26)
where KI5 are the generators of the coset defined in eq.(3.9). The vielbein V
A can be found
explicitly as a function of time, recalling that in the solvable gauge it is connected with the
solutions of the eq.s (3.10) by the formula V˜ i = V i , V˜ β = Φβ =
√
2V β. We obtain the
following equations:
V 1 = h˙1(t) = χ1(t)
V 2 = h˙2(t) = χ2(t)
V 3 = e−
√
2h1(t) 1√
2
ϕ˙1(t) =
1√
2
Φ1(t)
V 4 = e
h1(t)−
√
3 h2(t)√
2 1√
2
ϕ˙2 (t) =
1√
2
Φ2(t)
V 5 = e
−h1(t)+
√
3h2(t)√
2 1
2
√
2
(ϕ2(t) ϕ˙1 (t)− ϕ1(t) ϕ˙2 (t) + 2 ϕ˙3 (t)) = 1√2Φ3(t)
(3.27)
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where in the last column we are supposed to write whatever functions of the time t we have
found as solutions of the differential equations (3.10) for the tangent vectors. For future use
in the oxidation procedure it is convenient to give a name to the following combination of
derivatives:
W (t) = ϕ2(t)ϕ1
′(t)− ϕ1(t)ϕ2 ′(t) + 2ϕ3 ′(t) (3.28)
and rewrite the last of equations (3.27) as follows:
Φ3(t) =
1
2
e
−h1(t)+
√
3h2(t)√
2 W (t) (3.29)
In particular, the generating solution for the tangent vectors (inserting χ1 = ω−κ
4
√
2
, χ2 = 3ω+κ
4
√
6
,
Φ1 = 0, Φ2 = 0, Φ3 = 0) gives, up to irrelevant integration constants, the following scalar
fields:
h1(t) =
(ω − κ)t
4
√
2
, h2(t) =
(3ω + κ)t
4
√
6
,
ϕ1(t) = 0, ϕ2(t) = 0, ϕ3(t) = 0 (3.30)
3.3 Differential equations for the H-compensators and the genera-
tion of new solutions
Non trivial solutions of the system (3.10) can now be obtained from the generating solution
(3.21) by means of a suitable H-subgroup compensating transformation, applying to the present
case the general procedure of the compensator method outlined at the end of section 2. In pre-
vious paragraphs we have already collected all the ingredients which are necessary to construct
the explicit form of eq.s (2.36). Indeed from eq.s (3.23), (3.24), by recalling the definition
(3.5), we immediately obtain the three generators ti of the compact subgroup SO(3) in the
3–dimensional representation which is also the adjoint:
t
[3]
1 =

0 1 0
−1 0 0
0 0 0
 , t[3]2 =

0 0 0
0 0 1
0 −1 0
 , t[3]3 =

0 0 1
0 0 0
−1 0 0
 (3.31)
On the other hand in eq. (3.16), we constructed the generators ti in the 5–dimensional j = 2
representation, spanned by the vielbein. Hence introducing a compensating group element
h ∈ SO(3), parametrized by three time dependent angles in the following way:
h = exp [θ3(t) t3] exp [θ2(t) t2] exp [θ1(t) t1] (3.32)
we immediately obtain the explicit form of the adjoint matrix A(θ) and of the matrix D(θ),
by setting:
A(θ) = exp
[
θ3(t) t
[3]
3
]
exp
[
θ2(t) t
[3]
2
]
exp
[
θ1(t) t
[3]
1
]
D(θ) = exp
[
θ3(t) t
[5]
3
]
exp
[
θ2(t) t
[5]
2
]
exp
[
θ1(t) t
[5]
1
]
(3.33)
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Inserting the normal form vector (3.20) and the above defined matrices A(θ) and D(θ) into the
differential system (2.36) we obtain the following explicit differential equations for the three
time dependent θ-parameters:
θ˙3(t) =
1
4
ω sin 2 θ3(t)
θ˙2(t) =
1
8
[κ+ ω cos 2 θ3(t)] sin 2 θ2(t)
θ˙1(t) = − 116 [κ + κ cos 2 θ2(t) + ω[cos 2θ2(t)− 3] cos 2θ3(t)] sin 2 θ1(t) +
+1
2
ω sin2 θ1(t) sin θ2(t) sin 2 θ3(t) (3.34)
At the same time the rotated tangent vector reads as follows in terms of the chosen angles:
Vrot ≡ −→v n.f.D(θ)
V 1rot =
1
16
√
2
{− cos 2θ1 [2κ+ 2κ cos 2θ2 + ω cos 2(θ2 − θ3)
−6ω cos 2θ3 + ω cos 2(θ2 + θ3)] + 8ω sin 2θ1 sin θ2 sin 2θ3}
V 2rot =
1
16
√
6
{−2 κ+ 6 κ cos 2 θ2 + 3ω cos 2 (θ2 − θ3)
+6ω cos 2 θ3 + 3ω cos 2 (θ2 + θ3)}
V 3rot =
1
16
√
2
{− [2 κ+ 2 κ cos 2 θ2 + ω cos 2 (θ2 − θ3)− 6ω cos 2 θ3
+ω cos 2 (θ2 + θ3)] sin 2 θ1 − 8ω cos 2 θ1 sin θ2 sin 2 θ3}
V 4rot =
1
4
√
2
{cos θ1 (κ+ ω cos 2 θ3) sin 2 θ2 + 2ω cos θ2 sin θ1 sin 2 θ3}
V 5rot =
1
4
√
2
{− (κ+ ω cos(2 θ3)) sin θ1 sin 2 θ2
+2ω cos θ1 cos θ2 sin 2 θ3} (3.35)
In this way finding solutions of the original differential system for tangent vectors is reduced to
the problem of finding solutions of the differential system for the compensating angles (3.34).
The main property of this latter system is that it can be solved iteratively. By inspection we see
that the first of eq.s (3.34) is a single differential equation in separable variables for the angle
θ3. Inserting the resulting solution into the second of eq.s (3.34) produces a new differential
equation in separable variables for θ2 which can also be solved by direct integration. Inserting
these results into the last equation produces instead a non–linear differential equation for θ1
which is not with separable variables and reads as follows:
p1(t) sin 2 θ1(t) + p2(t)sin
2 θ1(t) + θ1
′(t) = 0 (3.36)
In eq.(3.36) pi(t) are two functions of time determined by the previous solutions for θ2,3(t).
Explicitly they read:
p1(t) =
1
32
{2 κ+ 2 κ cos 2 θ2(t) + ω cos 2 [θ2(t)− θ3(t)]
−6ω cos 2 θ3(t) + ω cos 2 [θ2(t) + θ3(t)]}
p2(t) = −12ω sin θ2(t) sin 2θ3(t) (3.37)
and we can evaluate them using the general solutions of the first two equations in (3.34),
namely:
θ3(t) = − arcsin
[
e
t ω
2√
et ω + eω λ3
]
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θ2(t) = − arcsin e
t(κ+ω)+λ2
4√
etω + eωλ3 + e
t(κ+ω)+λ2
2
(3.38)
where λ2,3 are two integration constants. Equation (3.36) is actually an integrable differential
equation. Indeed multiplying (3.36) by 1/ sin2 θ1 and introducing the new depending variable
y(t) = cot θ1, (3.36) becomes actually the following linear differential equation for y(t)
2y(t)p1(t) + p2(t)− y(t)′ = 0 (3.39)
which can easily be solved. Hence the general integral of (3.36) reads as follows:
θ1(t)→ −arccot
[
e2
∫
p1(t) dt
(
−
∫
p2(t)
e2
∫
p1(t) dt
dt+ λ1
)]
(3.40)
where λ1 is a third integration constant.
In this way the system of eq.s (3.34) has obtained a fully general solution containing three
integration constants. By inserting this general solution into equation (3.35) one also obtains a
complete general solution of the original differential system for the tangent vectors containing
five integration constants ω, κ, λ1, λ2, λ3, as many as the first order equations in the system.
Let us consider for instance the choice λ2 = λ3 = 0. In this case the solution (3.38) for the
rotation angles θ3,2 reduces to:
θ3(t) →֒ − arcsin e
tω
2√
1 + et ω
θ2(t) →֒ − arcsin e
t (κ+ω)
4√
1 + et ω + e
t (κ+ω)
2
(3.41)
and by replacing this result into the integrals we get:
2
∫
p1(t) dt =
t (κ− ω) + 4 log(1 + et ω)− 2 log(1 + et ω + e t (κ+ω)2 )
4
(3.42)
and
−
∫
p2(t)
e2
∫
p1(t) dt
dt =
1
1 + et ω
(3.43)
Substituting the above explicit integrations into eq.(3.40) we obtain:
θ1 →֒ arccot
e t (κ−ω)4 (1 + (1 + et ω) λ1)√
1 + et ω + e
t (κ+ω)
2
 (3.44)
that together with eq.s (3.41) provides an explicit solution of equations (3.34). We can replace
such a result in eq.(3.35) and obtain the tangent vectors after three rotations. Yet as it is
evident form eq.(3.35) the first two rotations are already sufficient to obtain a solution where
all the entries of the 5–dimensional tangent vector are non vanishing and hence all the root
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fields are excited. In the sequel we will consider the two solutions obtained by means of the
first rotation and by means of the first plus the second. They will constitute our paradigma of
how the full system can be eventually solved. These solutions however, as we discuss in later
sections, are not only interesting as toy models and examples. Indeed through oxidation they
can be promoted to very interesting backgrounds of ten dimensional supergravity that make
contact with the physics of S–branes.
3.3.1 Solution of the differential equations for the tangent vectors with two Car-
tan and one nilpotent field
Let us consider the system (3.34) and put
θ1 = θ2 = const = 0 (3.45)
This identically solves the last two equations and we are left with the first whose general
integral was already given in eq.(3.38). By choosing the integration constant λ3 = 0 we can
also write:
θ3(t) = arccos
1√
1 + etω
(3.46)
By inserting (3.46) and (3.45) into (3.35) we obtain the desired solution for the tangent vectors:
χ1(t) = −
κ + ω tanh t ω
2
4
√
2
, χ2(t) =
κ− 3ω tanh t ω
2
4
√
6
,
Φ1(t) = 0, Φ2(t) = 0, Φ3(t) =
ω√
(1 + e−tω)(1 + etω)
(3.47)
where one root field is excited.
Next we address the problem of solving the equations for the scalar fields, namely eq.s(3.27),
which are immediately integrated, obtaining:
h1(t) = −
tκ + 2 log(cosh t ω
2
)
4
√
2
, h2(t) =
tκ− 6 log(cosh t ω
2
)
4
√
6
,
ϕ1(t) = 0, ϕ2(t) = 0, ϕ3(t) =
√
2
1 + et ω
(3.48)
We can now insert eq.s (3.48) into the form of the coset representative (3.25) and we obtain
the geodesic as a map of the time line into the solvable group manifold and hence into the
coset manifold depending on your taste for interpretation:
Rt →֒ exp [Solv(A2)] ≃ SL(3,R)
SO(3)
(3.49)
In section (5.2.1) the oxidation of this sigma–model solution to a full fledged supergravity
background in D = 10 is studied.
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3.3.2 Solution of the differential equations for the tangent vectors with two Car-
tan and three nilpotent fields
Then we continue the hierarchical solution of the (3.34) differential system by considering the
next rotation θ2. We set θ1 = const = 0 and we replace in eq.s (3.34) the solution (3.46) for θ3,
with λ3 = 0. The first and the last differential equations are identically satisfied. The second
equation was already solved in eq.(3.38). By choice of the irrelevant integration variable λ2 = 0
a convenient solution of the above equation is provided by the following time dependent angle:
θ2(t) = − arcsin e
t (κ+ω)
4√
1 + et ω + e
t (κ+ω)
2
(3.50)
Inserting (3.46) and (3.50) into (3.35) we obtain :
χ1(t) =
−(1 + et ω)2 κ− (−1 + et ω)
(
1 + et ω + 2 e
t (κ+ω)
2
)
ω
4
√
2 (1 + et ω)
(
1 + et ω + e
t (κ+ω)
2
)
χ2(t) =
(
1 + et ω − 2 e t (κ+ω)2
)
κ− 3 (−1 + et ω) ω
4
√
6
(
1 + et ω + e
t (κ+ω)
2
)
Φ1(t) = − e
t (κ+3ω)
4 ω
(1 + et ω)
√
1 + et ω + e
t (κ+ω)
2
Φ2(t) =
e
t (κ+ω)
4 (κ+ et ω (κ− ω) + ω)
2
√
1 + et ω
(
1 + et ω + e
t (κ+ω)
2
)
Φ3(t) =
e
t ω
2 ω√
(1 + et ω)
(
1 + et ω + e
t (κ+ω)
2
) (3.51)
Integrating eq.s(3.27) with this new choice of the left hand side we obtain:
h1(t) =
t (−κ+ ω)− 4 log(1 + et ω) + 2 log(1 + et ω + e t (κ+ω)2 )
4
√
2
h2(t) =
t (κ+ 3ω)− 6 log(1 + et ω + e t (κ+ω)2 )
4
√
6
ϕ1(t) =
1
1 + et ω
ϕ2(t) = − (1 + e
t ω)
1 + et ω + e
t (κ+ω)
2
ϕ3(t) = − 1
2
(
1 + etω + e
1
2
t(κ+ω)
)
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W (t) =
2 et ω ω
(1 + et ω)
(
1 + et ω + e
t (κ+ω)
2
) (3.52)
In section 5.2.2 we will see how this σ-model solution can be oxided, among other choices, to
an interesting S3/S1-brane solution of type II B supergravity.
4 The E8 Lie algebra: Reduction, Oxidation and subal-
gebra embeddings
We come now to a close examination of the E8 Lie algebra and we show how the hierarchical
dimensional reduction/oxidation [48]–[50] of supergravity backgrounds is algebraically encoded
in the hierarchical embedding of subalgebras into the E8 algebra. Similarly the structure of the
bosonic lagrangians of type II A/B supergravities in D = 10 [51, 52] is encoded in the decom-
position of the solvable Lie algebra Solv(E8(8)/SO(16)) according to irreducible representations
of two GL(7,R) subgroups which we shall denote by GL(7,R)A/B ⊂ E8(8), respectively asso-
ciated with the moduli space of flat metrics on a torus T 7 in compactified type II A or type
II B theory [45, 46, 53]. Although these two GL(7,R) subalgebras are equivalent, namely it is
possible to map one into the other by an E8(8) automorphism (a Weyl transformation), they
can be extended to two inequivalent GL(8,R)A/B subalgebras by adding the seven roots corre-
sponding to dualized Kaluza–Klein vectors in the Type II A and II B settings, their negative
counterparts and a further Cartan generator.
In order to carry out our programme we begin by spelling out the E8 Lie algebra in our
chosen conventions.
Using the Cartan–Weyl basis the Lie algebra can be written in the standard form:
[Hi , Hj ] = 0
[Hi , Eα] = αiEα ∀α ∈ ∆+
[Hi , E−α] = −αiE−α
[Eα , Eβ ] = Nαβ Eα+β if α + β ∈ ∆+
[Eα , Eβ ] = 0 if α + β /∈ ∆+
[Eα , E−β ] = δαβ αiHi (4.1)
where Hi are the 8 Cartan generators, Eα are the 120 step operators associated with the
positive roots α ∈ ∆+.3
Our choice of the simple roots as vectors in an Euclidean R8 space is the following one
α1 = {0, 1,−1, 0, 0, 0, 0, 0}
α2 = {0, 0, 1,−1, 0, 0, 0, 0}
α3 = {0, 0, 0, 1,−1, 0, 0, 0}
3The values of the constants Nαβ, that enable to construct explicitly the representation of E8(8), used in
this paper, are given in the hidden appendix. To see it, download the source file, delete the tag end{document}
after the bibliography and LaTeX .
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Figure 2: There are two different ways of embedding the SL(7,R) Lie algebra in E8(8) which
correspond to the type II A and type II B interpretation of the same sigma model. This can
also be seen as a different way of painting the same Dynkin diagram with blobs that are either
associated with the metric (white) or with the B–field (gray) or with the Ramond–Ramond
field (black). Furthermore the T–duality transforming the A painting into the B one is just
the change in sign of the ǫ7 vector in Euclidean space. Indeed this corresponds, physically to
inverting one of the torus radii R9 → α′/R9.
α4 = {0, 0, 0, 0, 1,−1, 0, 0}
α5 = {0, 0, 0, 0, 0, 1,−1, 0}
α6 = {0, 0, 0, 0, 0, 1, 1, 0}
α7 = {−12 ,−12 ,−12 ,−12 ,−12 ,−12 ,−12 ,−12}
α8 = {1,−1, 0, 0, 0, 0, 0, 0}
The Dynkin diagrams corresponding to GL(7,R)A/B are defined by the following simple roots:
GL(7,R)A ↔ {α1, α2, α3, α4, α6, α8}
GL(7,R)B ↔ {α1, α2, α3, α4, α5, α8} (4.2)
These two choices are illustrated in fig.2 where the roots belonging to the SL(7,R) ⊂ GL(7,R)
subgroup of the metric group are painted white. The roots eventually corresponding to a B–
field are instead painted black, while the root eventually corresponding to a RR state are
painted gray. As one sees the difference between the A and B interpretation of the same
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Dynkin diagram, named by us a painting of the same, resides in the fact that in the first case
the RR root is linked to a metric, while in the second it is linked to a B–field.
In order to motivate the above identifications, let us start recalling that the T 7 metric–
moduli parametrize the cosetMA/Bg = GL(7,R)A/B/SO(7) in the type II A or B frameworks.
If we describeMA/Bg as a solvable Lie group generated by the solvable Lie algebra Solv(MA/Bg )
[53, 22] then its coset representative Lpqˆ (in our notation the hatted indices are rigid, i.e. are
acted on by the compact isotropy group) will be a solvable group element which, in virtue
of the Iwasawa decomposition can be expressed as the product of a matrix N−1T , which is
the exponent of a nilpotent matrix, times a diagonal one H−1: L = N−1T H−1. Indeed the
matrix N−1T is the exponential of the subalgebra A of Solv(MA/Bg ) spanned by the shift
operators corresponding to the GL(7,R)A/B positive roots, while H−1 is the exponential of the
six–dimensional GL(7,R)A/B Cartan subalgebra. The vielbein Ep
qˆ corresponding to the T 7
metric gpq will have the following expression :
E = L−1T = N H ,
g = E ET = N HHT N T . (4.3)
The matrix N is non–trivial only if T 7 has off–diagonal metric–moduli. In the case of a straight
torus, namely when gpq = e
2σp δpq = R
2
p δpq the diagonal entries of H are just the radii Rp:
Hpqˆ = Rp δpqˆ.
The decomposition of Solv(E8(8)/SO(16)) = Solv8 with respect to Solv(GL(7,R)/SO(7)) =
Solv
A/B
7 has the following form:
Solv8 = Solv
A/B
7 + o(1, 1)
A/B +A[1] +B[1] +B[2] +
∑
k
C
[k]
A/B (4.4)
where o(1, 1)A/B denote the Cartan generators Hα[7]+ǫ7, Hα[7], which are parametrized by the
ten dimensional dilaton φ in the Type II A and II B settings respectively, B[2] = B2+p , 2+qB
p q
is the subspace parametrized by the internal components of the Kalb–Ramond field and
C
[k]
A/B = C2+p1 ... 2+pk C
p1 ... pk the subspace spanned by the internal components of the R–R
k–form (in our conventions C2+p1,...2+pk for k > 4 are the dualized vectors C2+q1 ... 2+q7−k,µ,
with ǫp1...pkq1...q7−k 6= 0). Finally the nilpotent spaces A[1] and B[1] are parametrized by
the dualized Kaluza–Klein and Kalb–Ramon vectors: gpµ, B2+p, µ. The nilpotent subspaces
{A[1], B[1], C[k]A/B} define order–k antisymmetric tensorial representations T[k] = {Tp1...pk}
with respect to the adjoint action of GL(7,R)A/B:
E ∈ GL(7,R)A/B : E ·Tp1...pk · E−1 = Ep1q1 . . . EpkqkTq1...qk (4.5)
From the definitions (4.2) we see that the shift generators in Solv8 − SolvA7 branch with re-
spect to GL(7,R)A into the subspaces A[1], B[1], B[2] and C[k]A , k = 1, 3, 5, 7 and those in
Solv8 − SolvB7 branch with respect to GL(7,R)B into A[1], B[1], B[2] and C[k]B , k = 0, 2, 4, 6.
As far as the R–R scalars are concerned, these representations correspond indeed to the ten-
sorial structure of the type II A spectrum C2+p, C2+p , 2+q , 2+r, Cµ, C2+p , 2+q , µ and type II B
spectrum C, C2+p,2+q, C2+p,2+q,2+r,2+s, C2+p,µ. We can now define a one-to-one correspondence
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Figure 3: The Dynkin diagrams of E3(3)) ⊂ E4(4) ⊂ E5(5) and the labeling of simple roots
between axions and E8(8) positive roots. The T
7 moduli space is SO(7, 7)T/[SO(7)× SO(7)] =
Exp(SolvT ) parametrized by the scalars g2+p , 2+q and B2+p , 2+q, where:
SolvT = Solv
A/B
7 +B
[2] (4.6)
In three dimensions the scalar fields deriving from the dualization of gpµ and Bp µ together with
the dilaton φ enlarge the manifold SO(7, 7)T/[SO(7)× SO(7)] to SO(8, 8)/[SO(8)× SO(8)] =
Exp(SolvNS) where now:
SolvNS = Solv
A/B
7 + o(1, 1) +A[1] +B[1] +B[2] , (4.7)
This manifold is parametrized by the 64 NS scalar fields. If we decompose Solv8 with re-
spect to SolvNS we may achieve an intrinsic group–theoretical characterization of the NS and
R–R scalars. From this point of view the R–R scalar fields span the 64–dimensional subalge-
bra Solv8/SolvNS which coincides with a spinorial representation of SO(7, 7)T with a definite
chirality. Therefore the corresponding positive roots have grading one with respect to the
SO(7, 7)T spinorial root α[7]. Finally the higher–dimensional origin of the three dimensional
scalar fields can be determined by decomposing Solv8 with respect to the solvable algebra
Solv11−D generating the scalar manifold E11−D(11−D)/H of the D–dimensional maximal super-
gravity. This decomposition is defined by the embedding of the higher–dimensional duality
groups E11−D(11−D) inside the three dimensional one. The Dynkin diagrams of the E11−D(11−D)
nested Lie algebras are arranged according to the the pictures displayed in Fig. 3 and Fig. 4.
Let us now comment on the geometrical relation between the Type II A and II B represen-
tations. The two SL(7,R)A/B Dynkin diagrams are mapped into each other by the SO(8, 8)
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Figure 4: The Dynkin diagrams of E6(6)) ⊂ E7(7) ⊂ E8(8) and the labeling of simple roots
outer authomorphism ǫ7 → −ǫ7 which corresponds, in the light of our parametrization of the
E8(8) Cartan generators, to a T–duality along the direction x
9. This transformation defines the
correspondence between the two inequivalent SL(8,R)A/B inside which SL(7,R)A/B are embed-
ded. To show that this operation is indeed a T–duality (see [54] and also [55] for a geometrical
definition of T–duality in the solvable Lie algebra formalism) let us recall the parametrization
of the Cartan subalgebra in our setup:
Type II B:
~h · ~H =
7∑
p=1
σp (ǫp − ǫ8)− φ
2
α7 =
7∑
p=1
σ˜p (ǫp − ǫ8) + 2φ ǫ8
Type II A:
~h · ~H =
7∑
p=1
σp (ǫ
′
p − ǫ′8)−
φ
2
(α7 + ǫ7) =
7∑
p=1
σ˜p (ǫ
′
p − ǫ′8) + 2φ ǫ′8 (4.8)
ǫ′w = ǫw , w 6= 7 , ǫ′7 = −ǫ7
where, in the case of a compactification on a straight torus, σp = log (Rp) and σ˜p = log (R˜p),
Rp and R˜p being the T
7 radii in the ten–dimensional Einstein– or string–frame respectively.
Let us consider a T–duality along directions xi1 , . . . , xik : R˜ir → 1/R˜ir (r = 1, . . . , k, α′ = 1).
The transformation ǫir → −ǫir in the expression of ~h· ~H can be absorbed by the transformation
σ˜ir → −σ˜ir and φ → φ−
∑k
r=1 σ˜ir which is indeed the effect of the T–duality.
As a result of this analysis the precise one–to–one correspondence between axions and
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positive roots can now be given in the following form:
Type II B:
C2+p1 ... 2+pk ↔ α7 + ǫp1 + . . . ǫpk , (k = 2, 4) ,
C2+p , µ ↔ α7 + ǫq1 + . . . ǫq6 , (ǫpq1...q6 6= 0) ,
B2+p , 2+q ↔ ǫp + ǫq ,
B2+p , µ ↔ −ǫp − ǫ8 ,
γ2+p
2+q ↔ ǫp − ǫq
γµ
2+q ↔ ǫq − ǫ8
Type II A:
C2+p1...2+pk ↔ α7 + ǫ7 + ǫ′p1 + . . . ǫ′pk , (k = 1, 3) ,
C2+p1 , 2+p2 , µ ↔ α7 + ǫ7 + ǫ′q1 + . . . ǫ′q5 , (ǫp1p2q1...q5 6= 0) ,
Cµ ↔ α7 + ǫ7 + ǫ′1 + . . . ǫ′7 ,
B2+p , 2+q ↔ ǫ′p + ǫ′q ,
B2+p , µ ↔ −ǫ′p − ǫ′8 ,
γ2+p
2+q ↔ ǫ′p − ǫ′q
γµ
2+q ↔ ǫ′q − ǫ′8
(4.9)
where γ2+p
2+q are the parameters entering the matrix N and which determine the off–diagonal
entries of the T 7 vielbein Ep
qˆ:
N ≡ exp (γ2+p2+qAqp) (4.10)
for a precise definition of the above exponential representation see [53]. The fields γµ
q denote
the scalars dual to the Kaluza–Klein vectors.
5 Oxidation of the A2 solutions
In this section, as a working illustration of the oxidation process we derive two full fledged
D = 10 supergravity backgrounds corresponding to the two A2 sigma model solutions derived
in previous sections. As we already emphasized in our introduction the correspondence is not
one-to-one, rather it is one-to-many. This has two reasons. First of all we can either oxide to a
type II A or to a type II B configuration. Secondly, even within the same supergravity choice
(A or B), there are several different oxidations of the same abstract sigma model solution, just
as many as the different ways of embedding the solvable Solv(A2) algebra into the solvable
Solv(E8/SO(16)) algebra. This embeddings lead to quite different physical interpretations of
the same abstract sigma model solution.
Our first task is the classification of these inequivalent embeddings.
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5.1 Possible embeddings of the A2 algebra
In order to study the possible embeddings it is convenient to rely on a compact notation and
on the following graded structure of the Solvable Lie algebra Solv(E8/SO(16)) characterized
by the following non vanishing commutators:
[A , A] = A[A , A[1]] = A[1][A , B[1]] = B[1][A , B[2]] = B[2][A , C[k]] = C[k][
B[2] , B[1]
]
= A[1][
B[2] , C[k]
]
= C[k+2][
C[k] , C[6−k]
]
= B[1][
C[k] , C[8−k]
]
= A[1] (5.1)
In eq. (5.1) A[1], B[2], B[1] and C[k] are the spaces of nilpotent generators defined in the
previous section, while A is the SolvA/B7 Lie algebra. In view of the above graded structure
there are essentially 10 physically different ways of embedding the A2 algebra into E8(8).
1 Every root β1,2,3 is a metric generator A. In this case the A2 Lie algebra is embedded
into the SL(7,R) subalgebra of E8(8) and the corresponding oxidation leads to a purely
gravitational background of supergravity which is identical in the type II A or type II B
theory.
2 The root β1 corresponds to an off–diagonal element of the internal metric, namely belongs
to A, while β2,3 correspond to scalars dual to the Kaluza–Klein vectors g2+p , µ namely
belong to A[1]. This commutation relation follows from the fact that the A[1] generators
transform in the 7 of SL(7,R).
3 The two simple roots β1,2 are respectively associated with a metric generator A and a B-field
generator B[1] corresponding to the dualized vector field deriving from the Kalb–Ramond
two form. The composite root β3 is associated with a second B-field generator B
[1]. This
is so because the B[1] transform in the 7 of SL(7,R). In this case oxidation leads to a
purely NS configuration, shared by type II A and type II B theories, involving the metric,
the dilaton and the B-field alone.
4 The two simple roots β1,2 are respectively associated with a metric generator A and a B-field
generator B[2] parametrized by a Bpq scalar field. The composite root β3 is associated
with a second B-field generator B[2]. This follows from the fact that B[2] defines a
representation 21 of SL(7,R). In this case oxidation leads to a purely NS configuration,
shared by type II A and type II B theories.
5 The two simple roots β1,2 are respectively associated with a metric generator A and with
a RR k–form generator C[k]. The composite root β3 is associated with a second RR
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generator C[k] in the same [k]–representation. This follows again from the fact that the
C[k] generators span an order –k tensor representation of SL(7,R). In this case oxidation
leads to different results in type II A and type II B theories, although the metric is the
same for the two cases and it has non trivial off-diagonal parts.
6 The root β1 is contained in B
[2], namely it describes an internal component of the B–field.
The root β2 ∈ B[1] namely it corresponds to a B–field with mixed indices. The root
β3 ∈ A[1] is associated with a Kaluza–Klein vector.
8 The simple roots β1,2 are respectively associated with a RR k-form generator C
[k] and with
a B-field generator B. The composite root β3 is associated with a k + 2 form generator
Ck+2. In this case the metric is purely diagonal and we have non trivial B-fields and RR
forms. Type II A and type II B oxidations are differ just in this latter sector. The NS
sector is the same for both.
9 The two simple roots β1,2 are respectively associated with a RR generator C
[k] and a RR
generator C[6−k]. The composite root β3 is associated with a B[1] generator. The oxida-
tion properties of this case are just similar to those of the previous case. Also here the
metric is diagonal.
10 In type II B theory the roots β1,2 belong to C
[k] and C [8−k] namely are associated with the
internal components of two different R–R forms, while β3 ∈ A[1] describes a Kaluza–
Klein vector.
5.2 Choice of one embedding example
As an illustration, out of the above list we choose one example of embedding that has an
immediate and nice physical interpretation in terms of a brane system. We consider the case
4, with a RR generator C[2] and a B-field generator respectively associated with β1,2 and a C
[4]
generator associated with the composite root β3. In particular we set:
β1 → B34
β2 → C89
β3 → C3489 ∼ Cµ567 (5.2)
More precisely this corresponds to identifying β1,2,3 with the following roots of E8(8) according
to their classification given in the appendix:
β1 →֒ α[69] = ǫ1 + ǫ2 ↔ B34
β2 →֒ α[15] = α[7] + ǫ6 + ǫ7 ↔ C89
β3 →֒ α[80] = α[7] + ǫ1 + ǫ1 + ǫ6 + ǫ7 ↔ C3489 ∼ Cµ567
(5.3)
where α[7] =
{−1
2
,−1
2
,−1
2
,−1
2
,−1
2
,−1
2
,−1
2
,−1
2
}
is the spinorial simple root of E8(8).
Next given the explicit form of the two roots β1 →֒ α[69] and β2 →֒ α[15] we construct
the 2–dimensional subspace of the Cartan subalgebra which is orthogonal to the orthogonal
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complement of α[69] and α[15] in R8. We immediately see that this subspace is spanned by all
8 vectors of the form: −→
h = {x, x, y, y, y,−y,−y, y} (5.4)
so that we find: −→
h · −→α [69] = 2x ; −→h · −→α [15] = −(x+ 3y) (5.5)
Then we relate the fields x and y to the diagonal part of the ten dimensional metric.
To this effect we start from the general relations between the ten-dimensional metric in the
Einstein frame and the fields in three-dimensions evaluated in the D = 3 Einstein frame, then
we specialize such relations to our particular case.
General relations in dimensional reduction The Einstein frame metric in D = 10 can
be written as:
G
(Einstein)
MN =
(
exp[4φ3 − 12φ] g(E,3)µν +Gij AiµAiν GikAkµ
GjkAkν Gij
)
(5.6)
where g
(E,3)
µν is the three dimensional Einstein frame metric (2.10) determined by the solution
of the D = 3-sigma model via equations (2.17) and (2.18,2.19). On the other hand Gij is the
Einstein frame metric in the internal seven directions. It parametrizes the coset:
GL(7,R)
SO(7)
= O(1, 1) × SL(7,R)
SO(7)
(5.7)
In full generality, recalling eq.s(4.3) we can set ([53, 22]):
G = E ET ; E = N H (5.8)
where, in this case:
Nij = δij (5.9)
since there are no roots associated with metric generators, while the diagonal matrix:
Hij = exp[σi] δij (5.10)
parametrizes the degrees of freedom associated with the Cartan subalgebra of O(1, 1)×SL(7,R).
The relation of the fields σi with the dilaton field and the Cartan fields of E8(8) is obtained
through the following general formulae:
−→
h =
7∑
p=1
(
σp +
1
4
φ
) −→ǫ p + 2φ3−→ǫ 8
φ3 =
1
8
φ− 1
2
7∑
p=1
σp (5.11)
φ being the dilaton in D = 10 and φ3 its counterpart in D = 3. The above formula follows
immediately from eq.(4.8)
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We also stress the following general property of the parametrization (5.6) for the D = 10
metric: √−detGG00 =
√
−detg g00 (5.12)
having denoted G the full Einstein metric in ten dimension and g the Einstein metric in three
dimension.
Specializing to our example Hence, in our example the ansatz for Gij is diagonal
Gij = exp [2σi] δij ; i = 1, . . . , 7 (5.13)
and we obtain the following relation between the fields x and y and the diagonal entries of the
metric and the dilaton:
φ = −−→h · −→α [7] = x+ y
σ1,2 =
3x− y
4
σ3,4,5 =
3y − x
4
σ6,7 = −5y + x
4
(5.14)
Calling h˜1,2 the Cartan fields in the abstract A2 model discussed in section 3, we have:
h˜ · β1 =
√
2 h˜1 ; h˜ · β2 = − 1√2 h˜1 +
√
3
2
h˜2 (5.15)
so that we can conclude:
x = 1√
2
h˜1 ; y = − 1√6 h˜2 (5.16)
We can also immediately conclude that:
Q2 =
d
dt
h · d
dt
h =
d
dt
h˜ · d
dt
h˜ = |χ1|2 + |χ2|2 (5.17)
On the other hand the interpretation of Q2 is the following. Consider the parameter ̟2 appear-
ing in the three-dimensional metric determined from the sigma model by Einstein equations.
It is defined as:
̟2 = hIJ φ˙
I φ˙J =
8∑
i=1
|χi|2 +
120∑
α=1
|Φ|2 (5.18)
If we calculate ̟2 using the generating solution or any other solution obtained from it by
compensating H-transformations, its value, which is a constant, does not change. So we have:
̟2 =
8∑
i=1
|χ(gen.sol.)i |2 (5.19)
and in the lifting of our A2 solutions we can conclude that Q
2 = ̟2. Let us calculate this
crucial parameter for the case of the non trivial A2 solutions discussed above. By means of
straightforward algebra we get:
̟2 = |χ(gen.sol.)1 |2 + |χ(gen.sol.)2 |2 = 124
(
κ2 + 3ω2
)
(5.20)
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Next we turn to the identification of the p-forms. As we will explicitly verify by checking type
II B supergravity field equations, the appropriately normalized identifications are the following
ones:
B[2] = ϕ1(t) dx3 ∧ dx4
C[2] = ϕ2(t) dx8 ∧ dx9
C[4] = ϕ3(t) dx3 ∧ dx4 ∧ dx8 ∧ dx9 + U (5.21)
where U is the appropriate 4–form needed to make the corresponding field strength self dual.
In this way recalling the normalizations of type II B field strengths as given in appendix
we get:
FNS[3]034 =
1
6
ϕ1
′(t)
FRR[3]089 =
1
6
ϕ2
′(t)
FRR[5]03489 =
1
240
W (t)
FRR[5]12567 =
1
240
W (t)
√
−detg 1
g00 g33 g44 g88 g99
(5.22)
and we recognize that the combination W (t) defined in eq.(3.28) is just the self-dual 5-form
field strength including Chern-Simons factors.
5.2.1 Full oxidation of the A2 solution with only one root switched on
Let us now focus on the A2 solution involving only the highest root (similar solutions were
obtained in [56]-[60],[8]), namely on eq.s (3.47) and (3.48). Inserting the explicit form of the
Cartan fields in eq.s(5.16) and then using (5.14) we obtain the complete form of the metric
ds2 = −r2[0](t) dt2 + r2[1|2](t)
(
dx21 + dx
2
2
)
+ r2[3|4](t)
(
dx23 + dx
2
4
)
+r2[5|6|7](t)
(
dx25 + dx
2
6 + dx
2
7
)
+ r2[8|9](t)
(
dx28 + dx
2
9
)
(5.23)
which is diagonal and it is parametrized by five time dependent scale factors
r2[0](t) = e
t
√
κ2
3
+ω2
√
cosh
t ω
2
r2[1|2](t) = e
t
√
κ2
3 +ω
2
2
√
cosh
t ω
2
r2[3|4](t) =
1
e
t κ
6
√
cosh t ω
2
r2[5|6|7](t) =
√
cosh
t ω
2
r2[8|9](t) =
e
t κ
6√
cosh t ω
2
(5.24)
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We also obtain the explicit form of the dilaton, which turns out to be linear in time:
φ = −1
6
κ t (5.25)
Calculating the Ricci tensor of the metric (5.23) we find that it is also diagonal and it has five
independent eigenvalues respectively given by:
Ric00 =
(κ2 + 9ω2 + κ2 cosh t ω) sech2( t ω
2
)
288
Ric11 = Ric22 =
ω2 sech2( t ω
2
)
32 e
t
√
κ2
3 +ω
2
2
Ric33 = Ric44 =
ω2sech2( tω
2
)
32 e
t
√
κ2
3 +ω
2
2
Ric55 = Ric66 = Ric77 =
−ω2sech3( tω
2
)
32 e
t
(
κ+6
√
κ2
3 +ω
2
)
6
Ric88 = Ric99 =
−ω2sech3( tω
2
)
32 e
t
(
κ+6
√
κ2
3 +ω
2
)
6
(5.26)
On the other hand inserting the explicit values of scalar fields (3.48) into equations (5.21) we
obtain:
FNS[3] = 0
FRR[3] = 0
FRR[5] =
ω dt ∧ dx3 ∧ dx4 ∧ dx8 ∧ dx9
1 + cosh t ω
+
ω dx1 ∧ dx2 ∧ dx5 ∧ dx6 ∧ dx7
2
(5.27)
Considering eq.s(5.27) and (5.25) together the physical interpretation of the parameters ω and
κ labeling the generating solution, becomes clear. They are respectively associated to the
charges of the D3 and D5 branes which originate this classical supergravity solution. Indeed,
as it is obvious from the last of eq.s (5.27), there is a dyonic D3-brane whose magnetic charge is
uniformly distributed on the Euclidean hyperplane 12567 while the electric charge is attached
to the Minkowskian hyperplane 03489. The magnetic charge per unit volume is ω/2. With
our choice of the A2 subalgebra, there should also be a D5-brane magnetically dual to an
Euclidean D-string extending in the directions 89. In this particular solution, where ϕ1,2 = 0
the FRR[3] vanishes, yet the presence of the D5 brane is revealed by the dilaton. Indeed in a
pure D3 brane solution the dilaton would be constant. The linear behaviour (5.25) of φ, with
coefficient −κ/6 is due to the D5 brane which couples non trivially to the dilaton field. Such an
interpretation will become completely evident when we consider the oxidation of the solution
obtained from this by a further SO(3) rotation which switches on all the roots. This we do
in the next subsection. Then we will discuss how both oxidations do indeed satisfy the field
equations of type II B supergravity and we will illustrate their physical properties as cosmic
backgrounds.
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5.2.2 Full oxidation of the A2 solution with all three roots switched on
Let us then turn to the A2 solution involving all the three nilpotent fields, namely to eq.s (3.51)
and (3.52). Just as before, by inserting the explicit form of the Cartan fields in eq.s(5.16) and
then using (5.14) we obtain the complete form of the new metric, which has the same diagonal
structure as in the previous example, namely
ds2 = −r2[0](t) dt2 + r2[1|2](t)
(
dx21 + dx
2
2
)
+ r2[3|4](t)
(
dx23 + dx
2
4
)
+r2[5|6|7](t)
(
dx25 + dx
2
6 + dx
2
7
)
+ r2[8|9](t)
(
dx28 + dx
2
9
)
(5.28)
now, however, the scale factors are given by:
r2[0](t) = e
t
(
−ω
4
+
√
κ2
3
+ω2
) (
1 + et ω
) 1
4
(
1 + et ω + e
t (κ+ω)
2
) 1
4
r2[1|2](t) = e
t(−3ω+2
√
3
√
κ2+3ω2)
12
(
1 + et ω
) 1
4
(
1 + et ω + e
t (κ+ω)
2
) 1
4
r2[3|4](t) =
e
−(t κ)
6
+ t ω
4
(
1 + et ω + e
t (κ+ω)
2
) 1
4
(1 + et ω)
3
4
r2[5|6|7](t) =
(1 + et ω)
1
4
(
1 + et ω + e
t (κ+ω)
2
) 1
4
e
t ω
4
r2[8|9](t) =
e
t (2κ+3ω)
12 (1 + et ω)
1
4(
1 + et ω + e
t (κ+ω)
2
) 3
4
(5.29)
and the dilaton is no longer linear in time, rather it is given by:
φ =
− (t κ)− 3 log(1 + et ω) + 3 log(1 + et ω + e t (κ+ω)2 )
6
(5.30)
Calculating the Ricci tensor of the metric (5.28,5.29) we find it diagonal with five different
eigenvalues, just as in the previous case, but with a modified time dependence, namely:
Ric00 =
1
576 (1 + et ω)2
(
1 + et ω + e
t (κ+ω)
2
)2 ((1 + et ω)2 (4 + 8 et ω + 4 e2 t ω + 23 e t (κ+ω)2
+ et (κ+ω) + 23 e
t (κ+3ω)
2
)
κ2 − 6 e t (κ+ω)2 (−1 + e2 t ω) (7 + 7 et ω + e t (κ+ω)2 ) κω
+9
(
8 et ω + 16 e2 t ω + 8 e3 t ω + 3 e
t (κ+ω)
2 + et (κ+ω) + 10 et (κ+2ω)
+17 e
t (κ+3ω)
2 + et (κ+3ω) + 17 e
t (κ+5ω)
2 + 3 e
t (κ+7ω)
2
)
ω2
)
Ric11 = Ric22
=
1
64 (1 + et ω)2
(
1 + et ω + e
t (κ+ω)
2
)2
(
e
t
(
ω−
√
κ2
3 +ω
2
)
2
(
e
t (κ+6ω)
2 (κ− ω)2
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+8 e
t ω
2 ω2 + 16 e
3 t ω
2 ω2 + 8 e
5 t ω
2 ω2 + 4 et (κ+
3ω
2 ) ω2
+e
t κ
2 (κ+ ω)2 + e
t (κ+4ω)
2
(
3 κ2 − 2 κω + 11ω2)
+e
t κ
2
+t ω
(
3 κ2 + 2 κω + 11ω2
)))
Ric33 = Ric44
=
1
64 e
t
(
κ−6ω+6
√
κ2
3 +ω
2
)
6 (1 + et ω)3
(
1 + et ω + e
t (κ+ω)
2
)2
(
e
t (κ+6ω)
2 (κ− ω)2
−8 e t ω2 ω2 − 16 e 3 t ω2 ω2 − 8 e 5 t ω2 ω2 − 12 et (κ+ 3ω2 ) ω2
+e
t κ
2 (κ+ ω)2 + e
t (κ+4ω)
2
(
3 κ2 − 2 κω − 21ω2)
+e
t κ
2
+t ω
(
3 κ2 + 2 κω − 21ω2))
Ric55 = Ric66 = Ric77
=
1
64 (1 + et ω)2
(
1 + et ω + e
t (κ+ω)
2
)2
(
e
t
(
ω−2
√
κ2
3 +ω
2
)
2
(
e
t (κ+6ω)
2 (κ− ω)2 + 8 e t ω2 ω2+
16 e
3 t ω
2 ω2 + 8 e
5 t ω
2 ω2 + 4 et (κ+
3ω
2 ) ω2 + e
t κ
2 (κ+ ω)2
+e
t (κ+4ω)
2
(
3 κ2 − 2 κω + 11ω2)+ e t κ2 +t ω (3 κ2 + 2 κω + 11ω2)))
Ric88 = Ric99
=
−1
64 (1 + et ω)2
(
1 + et ω + e
t (κ+ω)
2
)3
(
e
t
(
κ+6ω−6
√
κ2
3 +ω
2
)
6
(
3 e
t (κ+6ω)
2 (κ− ω)2
+8 e
t ω
2 ω2 + 16 e
3 t ω
2 ω2 + 8 e
5 t ω
2 ω2 − 4 et(κ+ 3ω2 ) ω2 + e t (κ+4ω)2 (−3 κ+ ω)2
+3 e
t κ
2 (κ + ω)2 + e
t κ
2
+t ω (3 κ+ ω)2
))
(5.31)
On the other hand inserting the explicit values of scalar fields (3.52) into equations (5.21) we
obtain:
FNS[3] = −14ωsech2(
t ω
2
)dt ∧ dx3 ∧ dx4
FRR[3] =
e
t (κ+ω)
2 (κ + et ω (κ− ω) + ω)
2
(
1 + et ω + e
t (κ+ω)
2
)2 dt ∧ dx8 ∧ dx9
FRR[5] =
et ω ω dt ∧ dx3 ∧ dx4 ∧ dx8 ∧ dx9
(1 + et ω)
(
1 + et ω + e
t (κ+ω)
2
) − ω dx1 ∧ dx2 ∧ dx5 ∧ dx6 ∧ dx7 (5.32)
This formula completes the oxidation also of the second sigma model solution to a full fledged
D = 10 type II B configuration. As expected in both cases the ten dimensional fields obtained
by oxidation satisfy the field equations of supergravity as formulated in the appendix (see
eq.s(B.4)-(B.9)). We discuss this in the next section.
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5.2.3 How the supergravity field equations are satisfied and their cosmological
interpretation
Taking into account that the Ramond scalar C0 vanishes the effective bosonic field equations
of supergravity reduce to:
d ⋆ dφ = 1
2
(
e−φ FNS3 ∧ ⋆FNS3 − eφ FRR3 ∧ ⋆FRR3
)
(5.33)
0 = FNS3 ∧ ⋆FNS3 (5.34)
d
(
e−φFNS3
)
= −FRR3 ∧ ⋆FRR5 (5.35)
d
(
eφFRR3
)
= FNS3 ∧ ⋆FRR5 (5.36)
d
(
⋆FRR3
)
= −FNS3 ∧ FRR3 (5.37)
−2RicMN = TˆMN (5.38)
where the reduced stress energy tensor TˆMN is the superposition of two contributions that we
respectively attribute to the D3 brane and to the D5-brane, namely:
TˆMN = Tˆ
[D3]
MN + Tˆ
[D5]
MN (5.39)
Tˆ
[D3]
MN ≡ 150F[5]M ····F ····[5]N (5.40)
Tˆ
[D5]
MN ≡
1
2
∂Mϕ∂Nϕ+ 9
(
e−ϕFNS[3]M ·· F
NS ··
[3]N + e
ϕFRR[3]M ··F
RR ··
[3]N
)
−3
4
gMN
(
e−ϕFNS[3]···F
NS···
[3] + e
ϕFRR[3]···F
RR···
[3]
)
(5.41)
By means of laborious algebraic manipulations that can be easily performed on a computer
with the help of MATHEMATICA, we have explicitly verified that in both cases, that of
section 5.2.1 and that of section 5.2.2 the field eq.s(5.33)-(5.38) are indeed satisfied, so that
the oxidation procedure we have described turns out to be well tuned and fully correct. In
order to enlighten the physical meaning of the type II B superstring backgrounds we have
eventually constructed it is worth to analyze the structure of the stress energy tensor. First,
reintroducing the missing traces we define:
T
[D3]
MN = Tˆ
[D3]
MN − 12 gMN Tˆ [D3]RS gRS
T
[D5]
MN = Tˆ
[D5]
MN − 12 gMN Tˆ [D5]RS gRS
T totMN = T
[D3]
MN + T
[D5]
MN (5.42)
It turns out that the stress energy tensors are diagonal, just as the metric, and have the form
of a perfect fluid, but with different pressure eigenvalues in the various subspaces. Indeed we
can write:
T tot, D3,D500 = g00 ρ
tot, D3, D5
T tot, D3,D5iαjα = −giαjα P tot, D3, D5α (5.43)
where α denotes the four different submanifolds extending in directions:
α = 1|2 , 3|4 , 5|6|7 , 8|9 (5.44)
We can now analyze the specific properties of the two example of solutions.
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5.2.4 Properties of the solution with just one root switched on
In the case of the time dependent background described in section (5.2.1) and obtained by
oxiding the solution (3.48) we obtain for the energy densities :
ρtot =
(1 + et ω)
2
κ2 + 9 et ω ω2
36 et
√
κ2
3
+ω2 (1 + et ω)2
√
cosh t ω
2
ρd3 =
ω2
16 et
√
κ2
3
+ω2 cosh
5
2 t ω
2
ρd5 =
κ2
36 et
√
κ2
3
+ω2
√
cosh t ω
2
(5.45)
for the total pressures :
P tot1|2 = −
κ2 + 9ω2 + κ2 cosh tω
144et
√
κ2
3
+ω2 cosh
5
2 tω
2
P tot3|4 = −
e
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(
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√
κ2
3
+ω2
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(κ2 − 9ω2 + κ2 cosh tω)
36(1 + etω)2
√
cosh tω
2
P tot5|6|7 = −
κ2 + 9ω2 + κ2 cosh tω
144et
√
κ2
3
+ω2 cosh
5
2 tω
2
P tot8|9 = −
e
t
(
ω−
√
κ2
3
+ω2
)
(κ2 − 9ω2 + κ2 cosh tω)
36 (1 + etω)2
√
cosh tω
2
(5.46)
for the pressures associated with the D3 brane:
PD31|2 =
−ω2
16 et
√
κ2
3
+ω2 cosh
5
2 tω
2
PD33|4 =
ω2
16 et
√
κ2
3
+ω2 cosh
5
2 tω
2
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+ω2 cosh
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2 t ω
2
PD38|9 =
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√
κ2
3
+ω2 cosh
5
2 t ω
2
(5.47)
and for the pressures associated with the D5 brane:
PD51|2 =
−κ2
72 et
√
κ2
3
+ω2
√
cosh t ω
2
38
PD53|4 =
−κ2
72 et
√
κ2
3
+ω2
√
cosh t ω
2
PD55|6|7 =
−κ2
72 et
√
κ2
3
+ω2
√
cosh t ω
2
PD58|9 =
−κ2
72 et
√
κ2
3
+ω2
√
cosh t ω
2
(5.48)
As we see from its analytic expression the total energy density is an exponentially decreasing
function of time which tends to zero at asymptotically late times (t 7→ ∞). What happens
instead at asymptotically early times (t 7→ −∞) depends on the value of κ. For κ = 0 we have
limt7→−∞ ρtot(t) = 0, while for κ 6= 0 we always have limt7→−∞ ρtot(t) = ∞. This is illustrated,
for instance, in figs.(8) and (10). This phenomenon is related to the presence or absence of a
D5 brane as it is evident from eq.s (5.45) which shows that the dilaton-(D5) brane contribution
to the energy density is proportional to κ2 and it is always divergent at asymptotically early
times, while the D3 brane contribution tends to zero in the same regime.
We also note, comparing eq.s(5.48) with eq.s(5.47) that the pressure contributed by the
dilaton–D5–brane system is the same in all directions 1–9, while the pressure contributed by
the D3–brane system is just opposite in the direction 3489 and in the transverse directions
12567. This is the origin of the cosmic billiard phenomenon that we observe in the behaviour
of the metric scale factors. Indeed the presence of the D3-brane causes, at a certain instant
of time, a switch in the cosmic expansion. Dimensions that were previously shrinking begin
to expand and dimensions that were expanding begin to shrink. It is like a ball that hits a
wall and inverts its speed. In the exact solution that we have constructed through reduction
to three dimensions this occurs in a smooth way. There is a maximum and respectively a
minimum in the behaviour of certain scale factors, which is in relation with a predominance of
the D3–brane energy density with respect to the total energy density. The cosmic D3–brane
behaves just as an instanton. Its contribution to the total energy is originally almost zero, then
it raises and dominates for some time, then it exponentially decays again. This is the smooth
exact realization of the potential walls envisaged by Damour et al.
To appreciate such a behaviour it is convenient to consider some plots of the scale factors,
the energy densities and the pressures. In order to present such plots we first reduce the metric
(5.23) to a standard cosmological form, by introducing a new time variable τ such that:
r[0](t) dt = dτ (5.49)
Explicitly we set:
τ =
∫ T
0
r[0](t) dt (5.50)
and inserting the explicit form of the scale factor r[0](t) as given in eq.(5.24) we obtain:
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(5.51)
which expresses τ in terms of hypergeometric functions and exponentials. In fig.(5) we observe
the billiard phenomenon in a generic case where both parameters ω and κ are non vanishing.
Since the value of ω can always be rescaled by a rescaling of the original time coordinate t,
we can just set it to 1 and what matters is to distinguish the case ω 6= 0 where the D3 brane
is present from the case ω = 0 corresponding to its absence. Hence fig.(5) corresponds to
the presence of both a D3–brane and a dilaton–D5–brane system. A very different behavior
occurs in fig.(6) where ω = 0. In this case there is no billiard and the dimensions either shrink
or expand uniformly. On the other hand in fig.(7) we observe the pure billiard phenomenon
induced by the D3-brane in the case where no dilaton-D5–brane is present, namely when we
set κ = 0. In this case, as we see, the parallel directions to the Euclidean D3–brane, namely
3489 have exactly the same behaviour: they first inflate and then they deflate, namely there
is a maximum in the scale factor. The transverse directions to the D3 brane 567 have the
opposite behaviour. They display a minimum at the same point where the parallel directions
display a maximum. In all cases the directions 12 corresponding to the spatial directions of
the three dimensional sigma model world suffer a uniform expansion.
Let us now consider the behavior of the energy densities. In fig.(8) we focus on the mixed
case ω = 1, κ = 0.5 characterized by the presence of both a D3 brane and dilaton-D5–brane
system. As we see the total energy density exponentially decreases at late times and has a
singularity at asymptotically early times. This is like in a standard Big Bang cosmological
model with an indefinite expansion starting from an initial singularity. Yet the ratio of the D3
energy with respect to the total energy has a maximum at some instant of time and this is the
cause of the billiard phenomenon in the behaviour of the scale factors respectively parallel and
transverse to the D3 brane itself. The two contributions to the energy density from the D3–
brane and from the dilaton have the same sign and the plot of their ratio displays a maximum
in correspondence with the billiard time. With the same choice of parameters ω = 1, κ = 0.5
the physical behavior of the system can be appreciated by looking at the plots of the pressure
eigenvalues. They are displayed in fig.(9). We observe that the pressure is negative in the
directions transverse to the D3 brane 12 and 567. Slowly, but uniformly it increases to zero in
these directions. In the directions parallel to the brane the pressure is instead always positive
and it displays a sharp maximum at the instant of time where the billiard phenomenon occurs.
For a pure D3 brane system, namely for κ = 0 and ω = 1 the energy density starts at zero,
develops a maximum and then decays again to zero. This can be seen in fig.(10). The plot of
the pressures is displayed, for this case in fig.(11). In this case the pressure in the directions
transverse to the brane, i.e. 12567 is negative and it is just the opposite of the pressure in the
directions parallel to the brane, namely 3489. This behavior causes the corresponding scale
factors to suffer a minimum and a maximum, respectively.
5.2.5 Properties of the solution with all roots switched on
Let us now discuss the properties of the second solution where all the roots have been excited.
In section 5.2.2 we considered the oxidation of such a sigma model solution and we constructed
the corresponding D = 10 supergravity background given by the metric (5.28, 5.29) and by the
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field strengths (5.32). Looking at eq.s (5.32) we see that the interpretation of the parameter
ω is still the same as it was before, namely it represents the magnetic charge of the dyonic
D3-brane. At ω = 0 the D3–brane disappears. Yet it appears from eq.s (5.32) that there is
no obvious interpretation of the parameter κ as a pure D5-brane charge. Indeed there is no
choice of κ which suppresses both the NS and the RR 3–form field strengths.
Following the same procedure as in the previous case we calculate the energy density and
the pressures and we separate the contributions due to the D3–brane and to the dilaton–D5–
brane system. After straightforward but lengthy algebraic manipulations, implemented on a
computer with MATHEMATICA we obtain:
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We see from the above formulae that the energy density contributed by the D3–brane system is
proportional to ω2 as before and vanishes at ω = 0. However there is no choice of the parameter
κ which suppresses the dilaton–D5–contribution leaving the D3–contribution non–zero.
The pressure eigenvalues can also be calculated just as in the previous example but the
resulting analytic formulae are quite messy and we do not feel them worthy to be displayed.
It is rather convenient to consider a few more plots.
Just as in the previous case we define the cosmic time through the formula (5.50). In this
case, however, the integral does not lead to a closed formula in terms of special functions and
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we just have an implicit definition:
τ(T ) ≡
∫ T
0
e
t
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) 1
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2
) 1
8
dt (5.53)
Let us now observe from eq.s (5.29), (5.32) that there are the following critical values of the
parameters:
1 For ω = 0 and κ 6= 0 there is no D3–brane and there is just a D–string dual to a D5–brane.
2 For κ = ±3
2
ω the scale factor in the directions 34 tends to a finite asymptotic value respec-
tively at very early or very late times.
The plot of the scale factors for the choice ω = 0, κ = 3/2 is given in fig.(12) As already
stressed, this a pure D-string system and indeed the billiard phenomenon occurs only in the
directions 89 that correspond to the euclidean D–string world–sheet. In all the other directions
there is a monotonous behavior of the scale factors. The D-string nature of the solution is best
appreciated by looking at the behavior of the pressure eigenvalues, displayed in fig.(13)
As we see the positive bump in the pressure now occurs only in the D–string directions 89,
while in all the other directions the pressure is the same and rises monotonously to zero from
large negative values. The pressure bump is in correspondence with the billiard phenomenon.
The energy density is instead a monotonously decreasing function of time (see fig.(14)). An
intermediate case is provided by the parameter choice ω = 1, κ = 0.8 < 3/2. The plots of
the scale factors are given in fig.(15) The mixture of D3 and D5 systems is evident from the
pictures. Indeed we have now a billiard phenomenon in both the directions 34 and 89 as we
expect from a D3–brane, but the maximum in 34 is much sharper than in 89. The maximum
in 89 is broader because it takes contribution both from the D3 brane and from the D–string.
The phenomenon is best appreciated by considering the plots of the pressure eigenvalues (see
figs. (16)) and of the energy density (see figs. (17)). In the pressure plots we see that there is
a positive bump both in the directions 34 and 89, yet the bump in 89 is anticipated at earlier
times and it is bigger than the bump in 34, the reason being the cooperation between the D3–
brane and D-string contributions. Even more instructive is the plot of the energy densities.
In fig.(17) we see that the energy density of the D3–brane has the usual positive bump, while
the energy density of the dilaton–D–string system has a positive bump followed by a smaller
negative one, so that it passes through zero.
At the critical value κ = 3
2
ω something very interesting occurs in the behaviour of the scale
factors. As we see from fig.(18), the scale factor in the direction 34, rather than starting from
zero as in all other cases starts from a finite value and then always decreases without suffering
a billiard bump. The bump is only in the scale factor 89. Essentially this means that the
positive energy of the D3 brane and the negative one of the D-string exactly compensate at
the origin of time for these critical value of the parameters.
5.2.6 Summarizing the above discussion and the cosmological billiard
Summarizing what we have learned from the numerical analysis of the type II B cosmological
backgrounds obtained by a specific oxidation of the A2 sigma model solutions we can say what
follows.
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The expansion or contraction of the cosmological scale factors in the diagonal metric is
driven by the presence of euclidean D–branes which behave like instantons (S-branes). Their
energy–density and charge are localized functions of time. Alternatively we see that these
branes contribute rather sharp bumps in the eigenvalues of the spatial part of the stress–
energy tensor which we have named pressures. Typically there are maxima of these pressures
in the space directions parallell to the euclidean brane world–volume andminima of the same in
the directions transverse to the brane. These maxima and minima in the pressures correspond
to maxima and minima of the scale factors in the same directions. Such inversions in the
rate of expansion/contraction of the scale factors is the cosmological billiard phenomenon
originally envisaged by Damour et al. In the toy A2 model we have presented, we observe just
one scattering, but this is due to the insufficient number of branes (roots in the Lie algebra
language) that we have excited. Indeed it is like we had only one wall of a Weyl chamber. In
subsequent publications we plan to study the phenomenon in more complex situations with
more algebraic roots switched on. What is relevant in our opinion is that we were able to see
the postulated bumping phenomenon in the context of exact smooth solutions rather than in
asymptotic limiting regimes.
6 Conclusions and Perspectives
The main purpose of our analysis was to develop a convenient mathematical framework within
three dimensional (ungauged) maximal supergravity where to study homogeneous cosmologi-
cal solutions of type II A or II B theories. Our approach exploits the correspondence between
homogeneous time–dependent solutions in ten and three dimensions. This mapping is realized
through toroidal dimensional reduction from D = 10 to D = 3 or through oxidation from
D = 3 to D = 10. The starting point of our study was the E8(8) orbit described by three di-
mensional homogeneous solutions and we defined the precise method for constructing a generic
representative of the orbit from the generating solution which is defined only by the radii of
the internal seven–torus and the dilaton. Exploiting the solvable Lie algebra (or Iwasawa)
representation of the scalar manifold in the three dimensional theory it was possible to control
the ten dimensional interpretation of the various bosonic fields. This allows for instance to
construct a ten dimensional solution characterized by certain (off–diagonal) components of the
metric or of the tensor fields by oxiding a three dimensional solution in which the scalar fields
associated with the corresponding E8(8) roots are switched on. As an example we have worked
out in three dimensions the general homogeneous time–dependent solution of an A2 model in
which the scalar fields span a SL(3,R)/SO(3) submanifold of E8(8)/SO(16). It was shown that,
depending on the embedding of SL(3,R) within E8(8) the ten dimensional solution obtained
upon oxidation of the three dimensional one can have radically different physical interpreta-
tions in terms of ten dimensional fields. We have then focused on one particular embedding for
which the axionic fields are interpreted as the components B34, C89 and C3489 of the type II B
tensor fields, and accomplished the oxidation of the solution to ten dimensions. Its behavior,
which has been described in detail in the previous section, is characterized by an exchange of
energy between the tensor fields and the gravitational field which results in consecutive phases
of expansion and contraction of the cosmological scale factors along the directions defined by
the non vanishing components of the tensor fields (the “bouncing” behavior of the scale factors
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in this kind of solutions was also analyzed by Emparan and Arriga in a different perspective
[8]). This background could be interpreted microscopically in terms of a system of space–like or
S–branes (or SD–branes) [7, 8] along the directions 89 and 3489, coupled to the Kalb–Ramond
field.
It is interesting to make contact with the cosmological billiard phenomenon describing the
behavior of solutions to Einstein equations near space–like singularities. In this limit the
evolution of the scale–factors/dilatons is described by a null trajectory in a hyperbolic space
which is reflected by walls or hyper–surfaces where the energy density of the axionic fields
diverges. Although ours is a different kind of analysis which aims at the construction of exact
smooth cosmological solutions, we may retrieve a similar qualitative description of the evolution
of the scale–factors/dilaton in relation to the evolution of the axionic fields. In our formalism
the logarithm σi of the scale factors associated with the internal directions together with the ten
dimensional dilaton φ are described by the vector h(t) in the Euclidean eight–dimensional space
of the E8(8) Cartan subalgebra. The kinetic term of an axion χ associated with the positive
E8(8) root α contains the characteristic exponential factor exp (−2α · h). The corresponding
wall in the space of h is defined by the equation α · h = 0 and the billiard region by α · h ≥ 0.
As it can be inferred from our solution, the evolution of h(t) is such that, if we denote by h‖
the component of h along α and by h⊥ its projection on the hyperplane perpendicular to α
(the wall), as the energy density of χ reaches its maximum (this temporal region corresponds
to the thickness of the S–branes in the A2 solution) h undergoes a reflection. This is most
easily illustrated for example in the A2 solution with just one root switched on (namely α[80]).
In this case the component of h˙ parallel to α[80] undergoes a continuous sign inversion from
negative values to positive ones while |h˙⊥| is constant and proportional to the time derivative
of the dilaton :
h˙‖ → −h˙‖ ; |h˙⊥| = k
2
√
6
∝ φ˙ = const. (6.1)
The roots in the A2 system are not enough to define a finite volume billiard which would result
in an oscillatory behavior of the solution. Indeed, using for h the parametrization in terms
of the variables x, y, namely h = {x, x, y, y, y,−y,−y, y}, the billiard region is defined by the
dominant walls α[69] · h = 0, α[15] · h = 0:
x ≥ 0 ; y ≤ −x
3
(6.2)
which is an open region. This explains the Kasner–like (non–oscillatory) behavior of our
solution for t→ +∞.
As a possible direction for future investigations, it would be interesting to extend the
solution–constructing technology developed in the present paper to one dimensional theories, in
which the symmetry group is E10(10) [34]–[38] and the Cartan fields h evolve in a ten dimensional
Lorentzian space. In this setting a system of axions can be chosen so as to define through their
roots a finite billiard, yielding an oscillatory ten dimensional cosmological solution with chaotic
behavior.
In perspective it would be also interesting to analyze more general ten dimensional homo-
geneous solutions deriving from the coupling of gravity to various other combinations of tensor
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fields and with a non–diagonal metric. We leave for instance to future investigations the con-
struction of backgrounds related to the other classes of A2 embeddings outlined in section 5.
These backgrounds can provide cosmological settings where to analyze interesting braneworld
scenarios, in which the dynamics of the universe expansion/contraction along directions par-
allel to the braneworld (our four–dimensional universe) and transverse to it would in general
be different.
Of course any microscopic interpretation of these homogeneous backgrounds will bring
about the issue of α′ corrections (as far as S–brane supergravity solutions are concerned see
[61, 62, 63]) and the possibility of constructing exact string solutions. This is in general not
the case for standard cosmological backgrounds, on which stringy corrections have a relevant
effect.
An other direction for future research would be to generalize our solution–constructing tech-
nique to ansaetze which are inomogeneous/anisotropic with respect to the three–dimensional
space–time and to analyze the behavior of these solutions in relation for instance to the sin-
gularity theorem discussed in [8].
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A Listing of the E8 positive roots
A.1 Listing according to height
In this listing we present the roots of the E8 Lie algebra, giving their definition both in terms
of the simple roots and in the eucledian basis. The notation ai|j is introduced to denote the
height of the root (i). The number (j) is introduced to distinguish the roots of the same height
a1|1 = α[1] = {1, 0, 0, 0, 0, 0, 0, 0} = {0, 1,−1, 0, 0, 0, 0, 0}
a1|2 = α[2] = {0, 1, 0, 0, 0, 0, 0, 0} = {0, 0, 1,−1, 0, 0, 0, 0}
a1|3 = α[3] = {0, 0, 1, 0, 0, 0, 0, 0} = {0, 0, 0, 1,−1, 0, 0, 0}
a1|4 = α[4] = {0, 0, 0, 1, 0, 0, 0, 0} = {0, 0, 0, 0, 1,−1, 0, 0}
a1|5 = α[5] = {0, 0, 0, 0, 1, 0, 0, 0} = {0, 0, 0, 0, 0, 1,−1, 0}
a1|6 = α[6] = {0, 0, 0, 0, 0, 1, 0, 0} = {0, 0, 0, 0, 0, 1, 1, 0}
a1|7 = α[7] = {0, 0, 0, 0, 0, 0, 1, 0} = { − 12 ,−12 ,−12 ,−12 ,−12 ,−12 ,−12 ,−12}
a1|8 = α[8] = {0, 0, 0, 0, 0, 0, 0, 1} = {1,−1, 0, 0, 0, 0, 0, 0}
a2|1 = α[9] = {1, 1, 0, 0, 0, 0, 0, 0} = {0, 1, 0,−1, 0, 0, 0, 0}
a2|2 = α[10] = {1, 0, 0, 0, 0, 0, 0, 1} = {1, 0,−1, 0, 0, 0, 0, 0}
a2|3 = α[11] = {0, 1, 1, 0, 0, 0, 0, 0} = {0, 0, 1, 0,−1, 0, 0, 0}
a2|4 = α[12] = {0, 0, 1, 1, 0, 0, 0, 0} = {0, 0, 0, 1, 0,−1, 0, 0}
a2|5 = α[13] = {0, 0, 0, 1, 1, 0, 0, 0} = {0, 0, 0, 0, 1, 0,−1, 0}
a2|6 = α[14] = {0, 0, 0, 1, 0, 1, 0, 0} = {0, 0, 0, 0, 1, 0, 1, 0}
a2|7 = α[15] = {0, 0, 0, 0, 0, 1, 1, 0} = { − 12 ,−12 ,−12 ,−12 ,−12 , 12 , 12 ,−12}
a3|1 = α[16] = {1, 1, 1, 0, 0, 0, 0, 0} = {0, 1, 0, 0,−1, 0, 0, 0}
a3|2 = α[17] = {1, 1, 0, 0, 0, 0, 0, 1} = {1, 0, 0,−1, 0, 0, 0, 0}
a3|3 = α[18] = {0, 1, 1, 1, 0, 0, 0, 0} = {0, 0, 1, 0, 0,−1, 0, 0}
a3|4 = α[19] = {0, 0, 1, 1, 1, 0, 0, 0} = {0, 0, 0, 1, 0, 0,−1, 0}
a3|5 = α[20] = {0, 0, 1, 1, 0, 1, 0, 0} = {0, 0, 0, 1, 0, 0, 1, 0}
a3|6 = α[21] = {0, 0, 0, 1, 0, 1, 1, 0} = { − 12 ,−12 ,−12 ,−12 , 12 ,−12 , 12 ,−12}
a3|7 = α[22] = {0, 0, 0, 1, 1, 1, 0, 0} = {0, 0, 0, 0, 1, 1, 0, 0}
a4|1 = α[23] = {1, 1, 1, 1, 0, 0, 0, 0} = {0, 1, 0, 0, 0,−1, 0, 0}
a4|2 = α[24] = {0, 1, 1, 1, 1, 0, 0, 0} = {0, 0, 1, 0, 0, 0,−1, 0}
a4|3 = α[25] = {0, 1, 1, 1, 0, 1, 0, 0} = {0, 0, 1, 0, 0, 0, 1, 0}
a4|4 = α[26] = {1, 1, 1, 0, 0, 0, 0, 1} = {1, 0, 0, 0,−1, 0, 0, 0}
a4|5 = α[27] = {0, 0, 1, 1, 0, 1, 1, 0} = { − 12 ,−12 ,−12 , 12 ,−12 ,−12 , 12 ,−12}
a4|6 = α[28] = {0, 0, 1, 1, 1, 1, 0, 0} = {0, 0, 0, 1, 0, 1, 0, 0}
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a4|7 = α[29] = {0, 0, 0, 1, 1, 1, 1, 0} = { − 12 ,−12 ,−12 ,−12 , 12 , 12 ,−12 ,−12}
a5|1 = α[30] = {1, 1, 1, 1, 1, 0, 0, 0} = {0, 1, 0, 0, 0, 0,−1, 0}
a5|2 = α[31] = {1, 1, 1, 1, 0, 1, 0, 0} = {0, 1, 0, 0, 0, 0, 1, 0}
a5|3 = α[32] = {0, 1, 1, 1, 0, 1, 1, 0} = { − 12 ,−12 , 12 ,−12 ,−12 ,−12 , 12 ,−12}
a5|4 = α[33] = {0, 1, 1, 1, 1, 1, 0, 0} = {0, 0, 1, 0, 0, 1, 0, 0}
a5|5 = α[34] = {0, 0, 1, 1, 1, 1, 1, 0} = { − 12 ,−12 ,−12 , 12 ,−12 , 12 ,−12 ,−12}
a5|6 = α[35] = {1, 1, 1, 1, 0, 0, 0, 1} = {1, 0, 0, 0, 0,−1, 0, 0}
a5|7 = α[36] = {0, 0, 1, 2, 1, 1, 0, 0} = {0, 0, 0, 1, 1, 0, 0, 0}
a6|1 = α[37] = {1, 1, 1, 1, 0, 1, 1, 0} = { − 12 , 12 ,−12 ,−12 ,−12 ,−12 , 12 ,−12}
a6|2 = α[38] = {1, 1, 1, 1, 1, 1, 0, 0} = {0, 1, 0, 0, 0, 1, 0, 0}
a6|3 = α[39] = {0, 1, 1, 1, 1, 1, 1, 0} = { − 12 ,−12 , 12 ,−12 ,−12 , 12 ,−12 ,−12}
a6|4 = α[40] = {0, 1, 1, 2, 1, 1, 0, 0} = {0, 0, 1, 0, 1, 0, 0, 0}
a6|5 = α[41] = {0, 0, 1, 2, 1, 1, 1, 0} = { − 12 ,−12 ,−12 , 12 , 12 ,−12 ,−12 ,−12}
a6|6 = α[42] = {1, 1, 1, 1, 1, 0, 0, 1} = {1, 0, 0, 0, 0, 0,−1, 0}
a6|7 = α[43] = {1, 1, 1, 1, 0, 1, 0, 1} = {1, 0, 0, 0, 0, 0, 1, 0}
a7|1 = α[44] = {1, 1, 1, 1, 1, 1, 1, 0} = { − 12 , 12 ,−12 ,−12 ,−12 , 12 ,−12 ,−12}
a7|2 = α[45] = {1, 1, 1, 2, 1, 1, 0, 0} = {0, 1, 0, 0, 1, 0, 0, 0}
a7|3 = α[46] = {0, 1, 1, 2, 1, 1, 1, 0} = { − 12 ,−12 , 12 ,−12 , 12 ,−12 ,−12 ,−12}
a7|4 = α[47] = {0, 1, 2, 2, 1, 1, 0, 0} = {0, 0, 1, 1, 0, 0, 0, 0}
a7|5 = α[48] = {1, 1, 1, 1, 1, 1, 0, 1} = {1, 0, 0, 0, 0, 1, 0, 0}
a7|6 = α[49] = {0, 0, 1, 2, 1, 2, 1, 0} = { − 12 ,−12 ,−12 , 12 , 12 , 12 , 12 ,−12}
a7|7 = α[50] = {1, 1, 1, 1, 0, 1, 1, 1} = {12 ,−12 ,−12 ,−12 ,−12 ,−12 , 12 ,−12}
a8|1 = α[51] = {1, 1, 1, 2, 1, 1, 1, 0} = { − 12 , 12 ,−12 ,−12 , 12 ,−12 ,−12 ,−12}
a8|2 = α[52] = {1, 1, 2, 2, 1, 1, 0, 0} = {0, 1, 0, 1, 0, 0, 0, 0}
a8|3 = α[53] = {0, 1, 1, 2, 1, 2, 1, 0} = { − 12 ,−12 , 12 ,−12 , 12 , 12 , 12 ,−12}
a8|4 = α[54] = {0, 1, 2, 2, 1, 1, 1, 0} = { − 12 ,−12 , 12 , 12 ,−12 ,−12 ,−12 ,−12}
a8|5 = α[55] = {1, 1, 1, 2, 1, 1, 0, 1} = {1, 0, 0, 0, 1, 0, 0, 0}
a8|6 = α[56] = {1, 1, 1, 1, 1, 1, 1, 1} = {12 ,−12 ,−12 ,−12 ,−12 , 12 ,−12 ,−12}
a9|1 = α[57] = {1, 1, 1, 2, 1, 2, 1, 0} = { − 12 , 12 ,−12 ,−12 , 12 , 12 , 12 ,−12}
a9|2 = α[58] = {1, 1, 2, 2, 1, 1, 1, 0} = { − 12 , 12 ,−12 , 12 ,−12 ,−12 ,−12 ,−12}
a9|3 = α[59] = {1, 2, 2, 2, 1, 1, 0, 0} = {0, 1, 1, 0, 0, 0, 0, 0}
a9|4 = α[60] = {0, 1, 2, 2, 1, 2, 1, 0} = { − 12 ,−12 , 12 , 12 ,−12 , 12 , 12 ,−12}
a9|5 = α[61] = {1, 1, 2, 2, 1, 1, 0, 1} = {1, 0, 0, 1, 0, 0, 0, 0}
a9|6 = α[62] = {1, 1, 1, 2, 1, 1, 1, 1} = {12 ,−12 ,−12 ,−12 , 12 ,−12 ,−12 ,−12}
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a10|1 = α[63] = {1, 1, 2, 2, 1, 2, 1, 0} = { − 12 , 12 ,−12 , 12 ,−12 , 12 , 12 ,−12}
a10|2 = α[64] = {1, 2, 2, 2, 1, 1, 1, 0} = { − 12 , 12 , 12 ,−12 ,−12 ,−12 ,−12 ,−12}
a10|3 = α[65] = {1, 2, 2, 2, 1, 1, 0, 1} = {1, 0, 1, 0, 0, 0, 0, 0}
a10|4 = α[66] = {1, 1, 2, 2, 1, 1, 1, 1} = {12 ,−12 ,−12 , 12 ,−12 ,−12 ,−12 ,−12}
a10|5 = α[67] = {0, 1, 2, 3, 1, 2, 1, 0} = { − 12 ,−12 , 12 , 12 , 12 ,−12 , 12 ,−12}
a10|6 = α[68] = {1, 1, 1, 2, 1, 2, 1, 1} = {12 ,−12 ,−12 ,−12 , 12 , 12 , 12 ,−12}
a11|1 = α[69] = {2, 2, 2, 2, 1, 1, 0, 1} = {1, 1, 0, 0, 0, 0, 0, 0}
a11|2 = α[70] = {1, 1, 2, 3, 1, 2, 1, 0} = { − 12 , 12 ,−12 , 12 , 12 ,−12 , 12 ,−12}
a11|3 = α[71] = {1, 2, 2, 2, 1, 2, 1, 0} = { − 12 , 12 , 12 ,−12 ,−12 , 12 , 12 ,−12}
a11|4 = α[72] = {1, 2, 2, 2, 1, 1, 1, 1} = {12 ,−12 , 12 ,−12 ,−12 ,−12 ,−12 ,−12}
a11|5 = α[73] = {1, 1, 2, 2, 1, 2, 1, 1} = {12 ,−12 ,−12 , 12 ,−12 , 12 , 12 ,−12}
a11|6 = α[74] = {0, 1, 2, 3, 2, 2, 1, 0} = { − 12 ,−12 , 12 , 12 , 12 , 12 ,−12 ,−12}
a12|1 = α[75] = {2, 2, 2, 2, 1, 1, 1, 1} = {12 , 12 ,−12 ,−12 ,−12 ,−12 ,−12 ,−12}
a12|2 = α[76] = {1, 1, 2, 3, 2, 2, 1, 0} = { − 12 , 12 ,−12 , 12 , 12 , 12 ,−12 ,−12}
a12|3 = α[77] = {1, 2, 2, 3, 1, 2, 1, 0} = { − 12 , 12 , 12 ,−12 , 12 ,−12 , 12 ,−12}
a12|4 = α[78] = {1, 2, 2, 2, 1, 2, 1, 1} = {12 ,−12 , 12 ,−12 ,−12 , 12 , 12 ,−12}
a12|5 = α[79] = {1, 1, 2, 3, 1, 2, 1, 1} = {12 ,−12 ,−12 , 12 , 12 ,−12 , 12 ,−12}
a13|1 = α[80] = {2, 2, 2, 2, 1, 2, 1, 1} = {12 , 12 ,−12 ,−12 ,−12 , 12 , 12 ,−12}
a13|2 = α[81] = {1, 2, 2, 3, 2, 2, 1, 0} = { − 12 , 12 , 12 ,−12 , 12 , 12 ,−12 ,−12}
a13|3 = α[82] = {1, 2, 2, 3, 1, 2, 1, 1} = {12 ,−12 , 12 ,−12 , 12 ,−12 , 12 ,−12}
a13|4 = α[83] = {1, 2, 3, 3, 1, 2, 1, 0} = { − 12 , 12 , 12 , 12 ,−12 ,−12 , 12 ,−12}
a13|5 = α[84] = {1, 1, 2, 3, 2, 2, 1, 1} = {12 ,−12 ,−12 , 12 , 12 , 12 ,−12 ,−12}
a14|1 = α[85] = {2, 2, 2, 3, 1, 2, 1, 1} = {12 , 12 ,−12 ,−12 , 12 ,−12 , 12 ,−12}
a14|2 = α[86] = {1, 2, 2, 3, 2, 2, 1, 1} = {12 ,−12 , 12 ,−12 , 12 , 12 ,−12 ,−12}
a14|3 = α[87] = {1, 2, 3, 3, 2, 2, 1, 0} = { − 12 , 12 , 12 , 12 ,−12 , 12 ,−12 ,−12}
a14|4 = α[88] = {1, 2, 3, 3, 1, 2, 1, 1} = {12 ,−12 , 12 , 12 ,−12 ,−12 , 12 ,−12}
a15|1 = α[89] = {2, 2, 2, 3, 2, 2, 1, 1} = {12 , 12 ,−12 ,−12 , 12 , 12 ,−12 ,−12}
a15|2 = α[90] = {2, 2, 3, 3, 1, 2, 1, 1} = {12 , 12 ,−12 , 12 ,−12 ,−12 , 12 ,−12}
a15|3 = α[91] = {1, 2, 3, 3, 2, 2, 1, 1} = {12 ,−12 , 12 , 12 ,−12 , 12 ,−12 ,−12}
a15|4 = α[92] = {1, 2, 3, 4, 2, 2, 1, 0} = { − 12 , 12 , 12 , 12 , 12 ,−12 ,−12 ,−12}
a16|1 = α[93] = {2, 2, 3, 3, 2, 2, 1, 1} = {12 , 12 ,−12 , 12 ,−12 , 12 ,−12 ,−12}
a16|2 = α[94] = {2, 3, 3, 3, 1, 2, 1, 1} = {12 , 12 , 12 ,−12 ,−12 ,−12 , 12 ,−12}
a16|3 = α[95] = {1, 2, 3, 4, 2, 2, 1, 1} = {12 ,−12 , 12 , 12 , 12 ,−12 ,−12 ,−12}
a16|4 = α[96] = {1, 2, 3, 4, 2, 3, 1, 0} = { − 12 , 12 , 12 , 12 , 12 , 12 , 12 ,−12}
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a17|1 = α[97] = {2, 2, 3, 4, 2, 2, 1, 1} = {12 , 12 ,−12 , 12 , 12 ,−12 ,−12 ,−12}
a17|2 = α[98] = {2, 3, 3, 3, 2, 2, 1, 1} = {12 , 12 , 12 ,−12 ,−12 , 12 ,−12 ,−12}
a17|3 = α[99] = {1, 2, 3, 4, 2, 3, 1, 1} = {12 ,−12 , 12 , 12 , 12 , 12 , 12 ,−12}
a17|4 = α[100] = {1, 2, 3, 4, 2, 3, 2, 0} = { − 1, 0, 0, 0, 0, 0, 0,−1}
a18|1 = α[101] = {2, 2, 3, 4, 2, 3, 1, 1} = {12 , 12 ,−12 , 12 , 12 , 12 , 12 ,−12}
a18|2 = α[102] = {2, 3, 3, 4, 2, 2, 1, 1} = {12 , 12 , 12 ,−12 , 12 ,−12 ,−12 ,−12}
a18|3 = α[103] = {1, 2, 3, 4, 2, 3, 2, 1} = {0,−1, 0, 0, 0, 0, 0,−1}
a19|1 = α[104] = {2, 2, 3, 4, 2, 3, 2, 1} = {0, 0,−1, 0, 0, 0, 0,−1}
a19|2 = α[105] = {2, 3, 3, 4, 2, 3, 1, 1} = {12 , 12 , 12 ,−12 , 12 , 12 , 12 ,−12}
a19|3 = α[106] = {2, 3, 4, 4, 2, 2, 1, 1} = {12 , 12 , 12 , 12 ,−12 ,−12 ,−12 ,−12}
a20|1 = α[107] = {2, 3, 3, 4, 2, 3, 2, 1} = {0, 0, 0,−1, 0, 0, 0,−1}
a20|2 = α[108] = {2, 3, 4, 4, 2, 3, 1, 1} = {12 , 12 , 12 , 12 ,−12 , 12 , 12 ,−12}
a21|1 = α[109] = {2, 3, 4, 4, 2, 3, 2, 1} = {0, 0, 0, 0,−1, 0, 0,−1}
a21|2 = α[110] = {2, 3, 4, 5, 2, 3, 1, 1} = {12 , 12 , 12 , 12 , 12 ,−12 , 12 ,−12}
a22|1 = α[111] = {2, 3, 4, 5, 2, 3, 2, 1} = {0, 0, 0, 0, 0,−1, 0,−1}
a22|2 = α[112] = {2, 3, 4, 5, 3, 3, 1, 1} = {12 , 12 , 12 , 12 , 12 , 12 ,−12 ,−12}
a23|1 = α[113] = {2, 3, 4, 5, 3, 3, 2, 1} = {0, 0, 0, 0, 0, 0,−1,−1}
a23|2 = α[114] = {2, 3, 4, 5, 2, 4, 2, 1} = {0, 0, 0, 0, 0, 0, 1,−1}
a24|1 = α[115] = {2, 3, 4, 5, 3, 4, 2, 1} = {0, 0, 0, 0, 0, 1, 0,−1}
a25|1 = α[116] = {2, 3, 4, 6, 3, 4, 2, 1} = {0, 0, 0, 0, 1, 0, 0,−1}
a26|1 = α[117] = {2, 3, 5, 6, 3, 4, 2, 1} = {0, 0, 0, 1, 0, 0, 0,−1}
a27|1 = α[118] = {2, 4, 5, 6, 3, 4, 2, 1} = {0, 0, 1, 0, 0, 0, 0,−1}
a28|1 = α[119] = {3, 4, 5, 6, 3, 4, 2, 1} = {0, 1, 0, 0, 0, 0, 0,−1}
a29|1 = α[120] = {3, 4, 5, 6, 3, 4, 2, 2} = {1, 0, 0, 0, 0, 0, 0,−1}
A.2 Listing the roots according to the dimensional filtration
Roots in D[ 1 ] and D[ 2 ]
label root number Dynkin label type II B type II A
d1|1 = α[7] = {0, 0, 0, 0, 0, 0, 1, 0} ρ C9
d2|1 = α[6] = {0, 0, 0, 0, 0, 1, 0, 0} B8 9 γ 98
d2|2 = α[5] = {0, 0, 0, 0, 1, 0, 0, 0} γ89 γ89
d2|3 = α[15] = {0, 0, 0, 0, 0, 1, 1, 0} C8 9 C8
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Roots in D[ 3 ], D[ 4 ] and D[ 5 ]
label root number Dynkin label type II B type II A
d3|1 = α[22] = {0, 0, 0, 1, 1, 1, 0, 0} B7 8 γ 87
d3|2 = α[4] = {0, 0, 0, 1, 0, 0, 0, 0} γ78 γ78
d3|3 = α[14] = {0, 0, 0, 1, 0, 1, 0, 0} B7 9 γ79
d3|4 = α[13] = {0, 0, 0, 1, 1, 0, 0, 0} γ79 B7 9
d3|5 = α[29] = {0, 0, 0, 1, 1, 1, 1, 0} C7 8 C7 8 9
d3|6 = α[21] = {0, 0, 0, 1, 0, 1, 1, 0} C7 9 C7
d4|1 = α[36] = {0, 0, 1, 2, 1, 1, 0, 0} B6 7 B6 7
d4|2 = α[3] = {0, 0, 1, 0, 0, 0, 0, 0} γ67 γ67
d4|3 = α[28] = {0, 0, 1, 1, 1, 1, 0, 0} B6 8 B6 8
d4|4 = α[12] = {0, 0, 1, 1, 0, 0, 0, 0} γ68 γ68
d4|5 = α[20] = {0, 0, 1, 1, 0, 1, 0, 0} B6 9 γ69
d4|6 = α[19] = {0, 0, 1, 1, 1, 0, 0, 0} γ69 B6 9
d4|7 = α[41] = {0, 0, 1, 2, 1, 1, 1, 0} C6 7 C6 7 9
d4|8 = α[34] = {0, 0, 1, 1, 1, 1, 1, 0} C6 8 C6 8 9
d4|9 = α[27] = {0, 0, 1, 1, 0, 1, 1, 0} C6 9 C6
d4|10 = α[49] = {0, 0, 1, 2, 1, 2, 1, 0} C6 7 8 9 C6 7 8
d5|1 = α[47] = {0, 1, 2, 2, 1, 1, 0, 0} B5 6 B5 6
d5|2 = α[2] = {0, 1, 0, 0, 0, 0, 0, 0} γ56 γ56
d5|3 = α[40] = {0, 1, 1, 2, 1, 1, 0, 0} B5 7 B5 7
d5|4 = α[11] = {0, 1, 1, 0, 0, 0, 0, 0} γ57 γ57
d5|5 = α[33] = {0, 1, 1, 1, 1, 1, 0, 0} B5 8 B5 8
d5|6 = α[18] = {0, 1, 1, 1, 0, 0, 0, 0} γ58 γ58
d5|7 = α[25] = {0, 1, 1, 1, 0, 1, 0, 0} B5 9 γ59
d5|8 = α[24] = {0, 1, 1, 1, 1, 0, 0, 0} γ59 B5 9
d5|9 = α[54] = {0, 1, 2, 2, 1, 1, 1, 0} C5 6 C5 6 9
d5|10 = α[46] = {0, 1, 1, 2, 1, 1, 1, 0} C5 7 C5 7 9
d5|11 = α[39] = {0, 1, 1, 1, 1, 1, 1, 0} C5 8 C5 8 9
d5|12 = α[32] = {0, 1, 1, 1, 0, 1, 1, 0} C5 9 C5
d5|13 = α[53] = {0, 1, 1, 2, 1, 2, 1, 0} C5 7 8 9 C5 7 8
d5|14 = α[60] = {0, 1, 2, 2, 1, 2, 1, 0} C5 6 8 9 C5 6 8
d5|15 = α[67] = {0, 1, 2, 3, 1, 2, 1, 0} C5 6 7 9 C5 6 7
d5|16 = α[74] = {0, 1, 2, 3, 2, 2, 1, 0} C5 6 7 8 C3 4µ
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Roots in D[ 6 ]
label root number Dynkin label type II B type II A
d6|1 = α[59] = {1, 2, 2, 2, 1, 1, 0, 0} B4 5 B4 5
d6|2 = α[1] = {1, 0, 0, 0, 0, 0, 0, 0} γ45 γ45
d6|3 = α[52] = {1, 1, 2, 2, 1, 1, 0, 0} B4 6 B4 6
d6|4 = α[9] = {1, 1, 0, 0, 0, 0, 0, 0} γ46 γ46
d6|5 = α[45] = {1, 1, 1, 2, 1, 1, 0, 0} B4 7 B4 7
d6|6 = α[16] = {1, 1, 1, 0, 0, 0, 0, 0} γ47 γ47
d6|7 = α[38] = {1, 1, 1, 1, 1, 1, 0, 0} B4 8 B4 8
d6|8 = α[23] = {1, 1, 1, 1, 0, 0, 0, 0} γ48 γ48
d6|9 = α[31] = {1, 1, 1, 1, 0, 1, 0, 0} B4 9 γ49
d6|10 = α[30] = {1, 1, 1, 1, 1, 0, 0, 0} γ49 B4 9
d6|11 = α[100] = {1, 2, 3, 4, 2, 3, 2, 0} B3µ B3µ
d6|12 = α[96] = {1, 2, 3, 4, 2, 3, 1, 0} C3µ C3 9µ
d6|13 = α[64] = {1, 2, 2, 2, 1, 1, 1, 0} C4 5 C4 5 9
d6|14 = α[58] = {1, 1, 2, 2, 1, 1, 1, 0} C4 6 C4 6 9
d6|15 = α[51] = {1, 1, 1, 2, 1, 1, 1, 0} C4 7 C4 7 9
d6|16 = α[44] = {1, 1, 1, 1, 1, 1, 1, 0} C4 8 C4 8 9
d6|17 = α[37] = {1, 1, 1, 1, 0, 1, 1, 0} C4 9 C4
d6|18 = α[57] = {1, 1, 1, 2, 1, 2, 1, 0} C4 7 8 9 C4 7 8
d6|19 = α[63] = {1, 1, 2, 2, 1, 2, 1, 0} C4 6 8 9 C4 6 8
d6|20 = α[70] = {1, 1, 2, 3, 1, 2, 1, 0} C4 6 7 9 C4 6 7
d6|21 = α[76] = {1, 1, 2, 3, 2, 2, 1, 0} C4 6 7 8 C3 5µ
d6|22 = α[71] = {1, 2, 2, 2, 1, 2, 1, 0} C4 5 8 9 C4 5 8
d6|23 = α[77] = {1, 2, 2, 3, 1, 2, 1, 0} C4 5 7 9 C4 5 7
d6|24 = α[81] = {1, 2, 2, 3, 2, 2, 1, 0} C4 5 7 8 C3 6µ
d6|25 = α[83] = {1, 2, 3, 3, 1, 2, 1, 0} C4 5 6 9 C4 5 6
d6|26 = α[87] = {1, 2, 3, 3, 2, 2, 1, 0} C4 5 6 8 C3 7µ
d6|27 = α[92] = {1, 2, 3, 4, 2, 2, 1, 0} C4 5 6 7 C3 8µ
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Roots in D[ 7 ]
Electric with respect to the electric subgroup SL(8) ⊂ E7(7) ⊂ E8(8)
label root # Dynkin label q-vector type II B type II A
d7|1 = α[50] = {1, 1, 1, 1, 0, 1, 1, 1} ⇒ {1, 1, 1, 1, 0, 1, 1} C3 9 C3
d7|2 = α[99] = {1, 2, 3, 4, 2, 3, 1, 1} ⇒ {1, 2, 3, 4, 2, 3, 1} C4µ C4 9µ
d7|3 = α[101] = {2, 2, 3, 4, 2, 3, 1, 1} ⇒ {2, 2, 3, 4, 2, 3, 1} C5µ C5 9µ
d7|4 = α[105] = {2, 3, 3, 4, 2, 3, 1, 1} ⇒ {2, 3, 3, 4, 2, 3, 1} C6µ C6 9µ
d7|5 = α[108] = {2, 3, 4, 4, 2, 3, 1, 1} ⇒ {2, 3, 4, 4, 2, 3, 1} C7µ C7 9µ
d7|6 = α[110] = {2, 3, 4, 5, 2, 3, 1, 1} ⇒ {2, 3, 4, 5, 2, 3, 1} C8µ C8 9µ
d7|7 = α[84] = {1, 1, 2, 3, 2, 2, 1, 1} ⇒ {1, 1, 2, 3, 2, 2, 1} C3 6 7 8 C4 5µ
d7|8 = α[86] = {1, 2, 2, 3, 2, 2, 1, 1} ⇒ {1, 2, 2, 3, 2, 2, 1} C3 5 7 8 C4 6µ
d7|9 = α[91] = {1, 2, 3, 3, 2, 2, 1, 1} ⇒ {1, 2, 3, 3, 2, 2, 1} C3 5 6 8 C4 7µ
d7|10 = α[95] = {1, 2, 3, 4, 2, 2, 1, 1} ⇒ {1, 2, 3, 4, 2, 2, 1} C3 5 6 7 C4 8µ
d7|11 = α[97] = {2, 2, 3, 4, 2, 2, 1, 1} ⇒ {2, 2, 3, 4, 2, 2, 1} C3 4 6 7 C5 8µ
d7|12 = α[102] = {2, 3, 3, 4, 2, 2, 1, 1} ⇒ {2, 3, 3, 4, 2, 2, 1} C3 4 5 7 C6 8µ
d7|13 = α[106] = {2, 3, 4, 4, 2, 2, 1, 1} ⇒ {2, 3, 4, 4, 2, 2, 1} C3 4 5 6 C7 8µ
d7|14 = α[93] = {2, 2, 3, 3, 2, 2, 1, 1} ⇒ {2, 2, 3, 3, 2, 2, 1} C3 4 6 8 C5 7µ
d7|15 = α[89] = {2, 2, 2, 3, 2, 2, 1, 1} ⇒ {2, 2, 2, 3, 2, 2, 1} C3 4 7 8 C5 6µ
d7|16 = α[98] = {2, 3, 3, 3, 2, 2, 1, 1} ⇒ {2, 3, 3, 3, 2, 2, 1} C3 4 5 8 C6 7µ
d7|17 = α[103] = {1, 2, 3, 4, 2, 3, 2, 1} ⇒ {1, 2, 3, 4, 2, 3, 2} B4µ B4µ
d7|18 = α[104] = {2, 2, 3, 4, 2, 3, 2, 1} ⇒ {2, 2, 3, 4, 2, 3, 2} B5µ B5µ
d7|19 = α[107] = {2, 3, 3, 4, 2, 3, 2, 1} ⇒ {2, 3, 3, 4, 2, 3, 2} B6µ B6µ
d7|20 = α[109] = {2, 3, 4, 4, 2, 3, 2, 1} ⇒ {2, 3, 4, 4, 2, 3, 2} B7µ B7µ
d7|21 = α[111] = {2, 3, 4, 5, 2, 3, 2, 1} ⇒ {2, 3, 4, 5, 2, 3, 2} B8µ B8µ
d7|22 = α[114] = {2, 3, 4, 5, 2, 4, 2, 1} ⇒ {2, 3, 4, 5, 2, 4, 2} γµ9 B9µ
d7|23 = α[8] = {0, 0, 0, 0, 0, 0, 0, 1} ⇒ {0, 0, 0, 0, 0, 0, 0} γ34 γ34
d7|24 = α[10] = {1, 0, 0, 0, 0, 0, 0, 1} ⇒ {1, 0, 0, 0, 0, 0, 0} γ35 γ35
d7|25 = α[17] = {1, 1, 0, 0, 0, 0, 0, 1} ⇒ {1, 1, 0, 0, 0, 0, 0} γ36 γ36
d7|26 = α[26] = {1, 1, 1, 0, 0, 0, 0, 1} ⇒ {1, 1, 1, 0, 0, 0, 0} γ37 γ37
d7|27 = α[35] = {1, 1, 1, 1, 0, 0, 0, 1} ⇒ {1, 1, 1, 1, 0, 0, 0} γ38 γ38
d7|28 = α[43] = {1, 1, 1, 1, 0, 1, 0, 1} ⇒ {1, 1, 1, 1, 0, 1, 0} B3 9 γ39
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Roots in D[ 7 ]
Magnetic with respect to the electric subgroup SL(8) ⊂ E7(7) ⊂ E8(8)
d7|29 = α[112] = {2, 3, 4, 5, 3, 3, 1, 1} ⇒ {2, 3, 4, 5, 3, 3, 1} C9µ Cµ
d7|30 = α[75] = {2, 2, 2, 2, 1, 1, 1, 1} ⇒ {2, 2, 2, 2, 1, 1, 1} C3 4 C3 4 9
d7|31 = α[72] = {1, 2, 2, 2, 1, 1, 1, 1} ⇒ {1, 2, 2, 2, 1, 1, 1} C3 5 C3 5 9
d7|32 = α[66] = {1, 1, 2, 2, 1, 1, 1, 1} ⇒ {1, 1, 2, 2, 1, 1, 1} C3 6 C3 6 9
d7|33 = α[62] = {1, 1, 1, 2, 1, 1, 1, 1} ⇒ {1, 1, 1, 2, 1, 1, 1} C3 7 C3 7 9
d7|34 = α[56] = {1, 1, 1, 1, 1, 1, 1, 1} ⇒ {1, 1, 1, 1, 1, 1, 1} C3 8 C3 8 9
d7|35 = α[94] = {2, 3, 3, 3, 1, 2, 1, 1} ⇒ {2, 3, 3, 3, 1, 2, 1} C3 4 5 9 C3 4 5
d7|36 = α[90] = {2, 2, 3, 3, 1, 2, 1, 1} ⇒ {2, 2, 3, 3, 1, 2, 1} C3 4 6 9 C3 4 6
d7|37 = α[85] = {2, 2, 2, 3, 1, 2, 1, 1} ⇒ {2, 2, 2, 3, 1, 2, 1} C3 4 7 9 C3 4 7
d7|38 = α[80] = {2, 2, 2, 2, 1, 2, 1, 1} ⇒ {2, 2, 2, 2, 1, 2, 1} C3 4 8 9 C3 4 8
d7|39 = α[78] = {1, 2, 2, 2, 1, 2, 1, 1} ⇒ {1, 2, 2, 2, 1, 2, 1} C3 5 8 9 C3 5 8
d7|40 = α[73] = {1, 1, 2, 2, 1, 2, 1, 1} ⇒ {1, 1, 2, 2, 1, 2, 1} C3 6 8 9 C3 6 8
d7|41 = α[68] = {1, 1, 1, 2, 1, 2, 1, 1} ⇒ {1, 1, 1, 2, 1, 2, 1} C3 7 8 9 C3 7 8
d7|42 = α[82] = {1, 2, 2, 3, 1, 2, 1, 1} ⇒ {1, 2, 2, 3, 1, 2, 1} C3 5 7 9 C3 5 7
d7|43 = α[88] = {1, 2, 3, 3, 1, 2, 1, 1} ⇒ {1, 2, 3, 3, 1, 2, 1} C3 5 6 9 C3 5 6
d7|44 = α[79] = {1, 1, 2, 3, 1, 2, 1, 1} ⇒ {1, 1, 2, 3, 1, 2, 1} C3 6 7 9 C3 6 7
d7|45 = α[69] = {2, 2, 2, 2, 1, 1, 0, 1} ⇒ {2, 2, 2, 2, 1, 1, 0} B3 4 B3 4
d7|46 = α[65] = {1, 2, 2, 2, 1, 1, 0, 1} ⇒ {1, 2, 2, 2, 1, 1, 0} B3 5 B3 5
d7|47 = α[61] = {1, 1, 2, 2, 1, 1, 0, 1} ⇒ {1, 1, 2, 2, 1, 1, 0} B3 6 B3 6
d7|48 = α[55] = {1, 1, 1, 2, 1, 1, 0, 1} ⇒ {1, 1, 1, 2, 1, 1, 0} B3 7 B3 7
d7|49 = α[48] = {1, 1, 1, 1, 1, 1, 0, 1} ⇒ {1, 1, 1, 1, 1, 1, 0} B3 8 B3 8
d7|50 = α[42] = {1, 1, 1, 1, 1, 0, 0, 1} ⇒ {1, 1, 1, 1, 1, 0, 0} γ39 B39
d7|51 = α[119] = {3, 4, 5, 6, 3, 4, 2, 1} ⇒ {3, 4, 5, 6, 3, 4, 2} γµ4 γµ4
d7|52 = α[118] = {2, 4, 5, 6, 3, 4, 2, 1} ⇒ {2, 4, 5, 6, 3, 4, 2} γµ5 γµ5
d7|53 = α[117] = {2, 3, 5, 6, 3, 4, 2, 1} ⇒ {2, 3, 5, 6, 3, 4, 2} γµ6 γµ6
d7|54 = α[116] = {2, 3, 4, 6, 3, 4, 2, 1} ⇒ {2, 3, 4, 6, 3, 4, 2} γµ7 γµ7
d7|55 = α[115] = {2, 3, 4, 5, 3, 4, 2, 1} ⇒ {2, 3, 4, 5, 3, 4, 2} γµ8 γµ8
d7|56 = α[113] = {2, 3, 4, 5, 3, 3, 2, 1} ⇒ {2, 3, 4, 5, 3, 3, 2} B9µ γµ9
Roots in D[ 8 ]
label root number Dynkin label type II B type II A
d8|1 = α[120] = {3, 4, 5, 6, 3, 4, 2, 2} γµ3 γµ3
53
B Bosonic Field Equations of type II B supergravity
The bosonic part of the equations can be formally obtained through variation of the following
action 4:
SIIB =
1
2κ2
{∫
d10x
[
−2
√
− det g R
]
− 1
2
∫ [
dϕ∧ ⋆dϕ + e−ϕFNS[3] ∧ ⋆FNS[3] + e2ϕ FRR[1] ∧ ⋆FRR[1]
+ eϕ FRR[3] ∧ ⋆FRR[3] +
1
2
FRR[5] ∧ ⋆FRR[5] − C[4] ∧ FNS[3] ∧ FRR[3]
]}
(B.1)
where:
FRR[1] = dC[0]
FNS[3] = dB[2]
FRR[3] = dC[2] − C[0] dB[2]
FRR[5] = dC[4] − 12
(
B[2] ∧ dC[2] − C[2] ∧ dB[2]
)
(B.2)
It is important to stress though that the action (B.1) is to be considered only a book keeping
device since the 4-form C[4] is not free, its field strength F
RR
[5] being subject to the on-shell
self-duality constraint:
FRR[5] = ⋆F
RR
[5] (B.3)
From the above action the corresponding equations of motion can be obtained:
d ⋆ dϕ− e2ϕ FRR[1] ∧ ⋆FRR[1] = −12
(
e−ϕFNS[3] ∧ ⋆FNS[3] − eϕFRR[3] ∧ ⋆FRR[3]
)
(B.4)
d
(
e2ϕ ⋆ FRR[1]
)
= −eϕ FNS[3] ∧ ⋆FRR[3] (B.5)
d
(
e−ϕ ⋆ FNS[3]
)
+ eϕ FRR[1] ∧ ⋆FRR[3] = −FRR[3] ∧ FRR[5] (B.6)
d
(
eϕ ⋆ FRR[3]
)
= −FRR[5] ∧ FNS[3] (B.7)
d ⋆ FRR[5] = −FNS[3] ∧ FRR[3] (B.8)
− 2RMN = 1
2
∂Mϕ∂Nϕ+
e2ϕ
2
∂MC[0]∂NC[0] + 150F[5]M ····F
····
[5]N
+9
(
e−ϕFNS[3]M ·· F
NS ··
[3]N + e
ϕFRR[3]M ··F
RR ··
[3]N
)
−3
4
gMN
(
e−ϕFNS[3]···F
NS···
[3] + e
ϕFRR[3]···F
RR···
[3]
)
(B.9)
It is not difficult to show, upon suitable identification of the massless superstring fields, that
this is the correct set of equations which can be consistently obtained from the manifestly
SU(1, 1) covariant formulation of type II B supergravity [52].
C A useful integral∫
exp[a x] (cosh[b x])1/4 =
27/4
4a− b exp[(a− b)x] 2F1
(−1
8
+ a
2b
,−1
4
, 7
8
+ a
2b
; −e2bx) (C.1)
4Note that our R is equal to − 12Rold, Rold being the normalization of the scalar curvature usually adopted
in General Relativity textbooks. The difference arises because in the traditional literature the Riemann tensor
is not defined as the components of the curvature 2-form Rab rather as −2 times such components.
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Figure 5: Plots of the scale factors r2[α], α = 1|2 , 3|4 , 5|6|7 , 8|9 as functions of the cosmic time
t = τ(T ) in the case of the choice of parameters ω = 1, κ = 0.5 and for the A2 solution with
only the highest root switched on.
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Figure 6: Plots of the scale factors r2[α], α = 1|2 , 3|4 , 5|6|7 , 8|9 as functions of the cosmic time
t = τ(T ) in the case of the choice of parameters ω = 0, κ = 1 and for the A2 solution with
only the highest root switched on.
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Figure 7: Plots of the scale factors r2[α], α = 1|2 , 3|4 , 5|6|7 , 8|9 as functions of the cosmic time
t = τ(T ) in the case of the choice of parameters ω = 1, κ = 0 and for the A2 solution with
only the highest root switched on.
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Figure 8: Plots of the energy densities in the case of the choice of parameters ω = 1, κ = 0.5
and for the A2 solution with only the highest root switched on. The first picture plots the
total density ρtot(τ). The second picture plots the ratio ρd3(τ)/ρtot(τ) and the third plots the
ratio ρd3(τ)/ρd5(τ)
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Figure 9: Plots of the pressure eigenvalues P[α], α = 1|2 , 3|4 , 5|6|7 , 8|9 as functions of the
cosmic time t = τ(T ) in the case of the choice of parameters ω = 1, κ = 0.5 and for the A2
solution with only the highest root switched on.
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Figure 10: Plot of the energy density as function of the cosmic time t = τ(T ) in the case of a
pure D3 brane system, namely for the the choice of parameters ω = 1, κ = 0 and for the A2
solution with only the highest root switched on.
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Figure 11: Plots of the pressure eigenvalues P[α], α = 1|2 , 3|4 , 5|6|7 , 8|9 as functions of the
cosmic time t = τ(T ) in the case of the choice of parameters ω = 1, κ = 0 and for the A2
solution with only the highest root switched on. This case corresponds to a pure D3 brane
system.
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Figure 12: Plots of the scale factors r2[α], α = 1|2 , 3|4 , 5|6|7 , 8|9 as functions of the cosmic
time t = τ(T ) with the parameter choice ω = 0, κ = 3/2 and for the A2 solution with all the
roots switched on.
67
-2 2 4 6 8
t
-0.175
-0.15
-0.125
-0.1
-0.075
-0.05
-0.025
P1¨2
-2 2 4 6 8
t
-0.175
-0.15
-0.125
-0.1
-0.075
-0.05
-0.025
P3¨4
-2 2 4 6 8
t
-0.175
-0.15
-0.125
-0.1
-0.075
-0.05
-0.025
P5¨6¨7
-2 2 4 6 8
t
-0.03
-0.02
-0.01
0.01
0.02
P8¨9
Figure 13: Plots of the pressure eigenvalues P [α], α = 1|2 , 3|4 , 5|6|7 , 8|9 as functions of the
cosmic time t = τ(T ) with the parameter choice ω = 0, κ = 3/2 and for the A2 solution with
all the roots switched on.
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Figure 14: Plot of the energy density as function of the cosmic time t = τ(T ) with the
parameter choice ω = 0, κ = 3/2 and for the A2 solution with all the roots switched on.
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Figure 15: Plots of the scale factors r2[α], α = 1|2 , 3|4 , 5|6|7 , 8|9 as functions of the cosmic
time t = τ(T ) with the parameter choice ω = 1, κ = 0.8 and for the A2 solution with all the
roots switched on.
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Figure 16: Plots of the pressure eigenvalues P [α], α = 1|2 , 3|4 , 5|6|7 , 8|9 as functions of the
cosmic time t = τ(T ) with the parameter choice ω = 1, κ = 0.8 and for the A2 solution with
all the roots switched on.
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Figure 17: Plots of the energy densities as functions of the cosmic time t = τ(T ) with the
parameter choice ω = 1, κ = 0.8 and for the A2 solution with all the roots switched on. The
first picture plots the behaviour of the total energy density. The second plots the ratio of
the D3–brane contribution to the energy density with respect to the total density. The third
plots the ratio of the D3–brane contribution with respect to the contribution of the dilaton
D5–brane system. The fourth and the fifth picture plot the energy density of the D3–brane
and of the dilaton–D–string systems, respectively.
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Figure 18: Plots of the scale factors r2[α], α = 1|2 , 3|4 , 5|6|7 , 8|9 as functions of the cosmic
time t = τ(T ) with the critical choice of parameters ω = 1, κ = 3/2 and for the A2 solution
with all the roots switched on.
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