ABSTRACT Aiming at the problem of slow convergence speed and ease of falling into local optimum when solving high dimensional problems, this paper proposes an improved chicken swarm optimization algorithm. The improved chicken swarm optimization includes four aspects, namely, cock position update mode, hen position update mode, chick position update mode, and population update strategy, so it is abbreviated as ICSO-RHC. On the basis of algorithm improvement, the influence of the number of retained elite individuals and control parameters on the convergence speed of the algorithm is discussed. The calculation results of the test function show that when the number of elite individuals in the population is 1, and the control parameters is a random number uniformly distributed between [0, 1], the algorithm has a faster convergence speed. In addition, in order to verify the performance of ICSO-RHC, 30 test functions and CEC 2005 benchmark functions were selected. The calculation results of these test functions show that the success rate of ICSO-RHC is significantly higher than other algorithms, both for low-dimensional and highdimensional optimization problems. The average iteration number and average running time are significantly lower than other algorithms. Finally, ICSO-RHC and other improved algorithms in the literature are used to optimize the parameters of four practical engineering problems. The optimization results show that the statistical results obtained by ICSO-RHC are significantly better than other algorithms. The calculation results of the test functions and the actual engineering problems show that the performance of ICSO-RHC proposed in this paper is significantly better than other algorithms.
I. INTRODUCTION
In 2014, Meng et al. [1] proposed a new intelligent optimization algorithm, called chicken swarm optimization (CSO), which simulates the relationship between swarm and the food search behavior between groups. It is an intelligent bionic algorithm. Because CSO has the characteristics of a simple mathematical model, few parameters, fast convergence speed and high convergence precision, it has been applied to many applications, such as microgrid optimization operation [2] - [4] , flexible job shop scheduling [5] , [6] , reservoir optimization scheduling [7] , environment and disaster assessment [8] , [9] , image recognition processing [10] , [11] , process control and orbit optimization [12] - [14] , communication optimization [15] , [16] , social network construction and detection [17] .
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In recent years, CSO has attracted people's attention with its unique and excellent performance, and many scholars have conducted in-depth research on CSO. Research on CSO algorithms can be grouped into the following categories: (1) improvement of rooster position update method [18] - [22] ; (2) improvement of hen position update method [18] , [20] , [23] , [24] ; location update method [6] , [9] , [12] , [20] , [22] , [8] , [17] , [25] - [27] ; (4) adjustment of algorithm parameters [18] , [25] ; (5) introducing other algorithmic operators [19] , [24] , [28] - [31] ; (6) convergence analysis of algorithm [25] . The progress with these algorithms has improved the computational speed and promoted the development of CSO theory with new applications.
The CSO algorithm's rooster position update method is a method of simulating the rooster to search for food sources in the swarm. The method generates a new route location by continuously searching for food sources, thereby making the CSO algorithm have a strong global search capability. It can be said that the position update of the rooster plays a crucial role in expanding the solution space, and obtaining the global optimal solution. The location update methods of hen and chick can enhance the local search ability of the CSO algorithm, and accelerate the convergence of the algorithm, towards the optimal solution. Therefore, many scholars have focused on studying rooster position update, hen position update and chick position update [6] , [9] , [12] , [8] , [17] - [31] . In 2015, Chen et al. [23] improved the hen's position update method when dealing with complex constrained optimization problems, and proposed a new constrained optimization method. The variances of solutions, worst solutions, average solutions, and optimal solutions were all significantly improved. In 2016, Liang et al. [28] introduced the location update method in cuckoo search (CS) algorithm into the CSO algorithm, and proposed a hybrid CSCSO algorithm, which uses chaos theory to generate the initial population. The simulation results showed that compared with the basic chicken swarm optimization (BCSO), CS and particle swarm optimization (PSO), the accuracy and convergence speed of CSCSO are significantly better. In 2016, Chen and Yan [32] proposed a boundary-based improved chicken swarm optimization. The simulation results showed that the improved chicken swarm optimization is better than BCSO, PSO and genetics algorithm (GA). In 2016, Wu et al. [25] proposed an improved chicken swarm optimization method that adds the learning part of the rooster to its own group in the chick position update formula, making the algorithm easier to find the global optimal solution when solving high-dimensional optimization problems.
In 2017, Qu et al. [18] proposed an improved chicken swarm optimization, which gives a rooster position update method that dynamically adjusts the search step size and an elite reverse learning hen position update. The method is used to update the optimal solution in the population using the greedy and dimensional search method. The simulation results showed that the improved chicken swarm optimization has notable improvement in the optimal solution, the worst solution, the average solution and the variance of the solution. In 2017, Wang et al. [22] proposed an improved chicken swarm optimization, which gives a rooster position update method with nonlinear dynamic decrement weights and a chick with Gaussian mutation operation. The location update method makes the results of the solution significantly improved in the optimal solution, the worst solution and the average solution. In 2017, Irsalinda et al. [33] proposed a multi-stage chicken swarm optimization for global optimization, which reduces some parameter settings and reconstructs the flow of the chicken swarm optimization. The improved chicken swarm optimization converges faster than CS, PSO, GA and BCSO algorithms.
In 2018, Liu et al. [8] proposed an improved chicken swarm optimization, which gives a chick position update method with adaptive inertia weight. The simulation results showed that compared with other algorithms, the improved chicken swarm optimization has a faster convergence rate. In 2018, Han [19] proposed a chicken swarm optimization method with a mixture of dissipative structure and differential variability. This method introduced the dissipative structure into the updated formula of the position of the rooster, which expands the search space of the rooster and enhances the search ability of the algorithm. At the same time, the convergence performance of the algorithm was enhanced by performing differential mutation operations on randomly selected individuals.
In summary, a good intelligent optimization method should fulfill the following conditions: (1) both the global search ability of the algorithm and the local search ability of the algorithm should be considered; (2) the calculations should be as few as possible; (3) the loop statement should be avoided in programming to increase the speed of computation; (4) Both in the low-dimensional and high-dimensional optimization problems, it should converge to the global optimal solution and achieve high accuracy.
The improved chicken swarm optimization methods proposed in the above literature, do not often converge to the global optimal solution. Even if the global optimal solution is reached, the accuracy of the optimal solution is usually not high with low rate of convergence or when the dimension is over 100. In response to the above problems, this paper proposes ICSO-RHC. The results with 30 test functions and CEC 2005 benchmark functions show that the ICSO-RHC is effective and feasible in solving constrained optimization problems with high and low dimensions. Finally, the ICSO-RHC is used in the application of parameter optimization of four practical engineering problems, and better optimization results are obtained as compared to the other methods used.
II. PENALTY FUNCTION METHOD FOR CONSTRAINED OPTIMIZATION
The mathematical model of a constrained optimization problem can be generally expressed as follows:
where s.t. is the abbreviation of 'subject to', n is the population size,h i (X ) = 0 is the i th equation constraint, p is the number of equation constraints,g j (X ) ≥ 0 is the j th inequality constraint, q is the number of inequality constraints, and X k is a m-dimensional vector X k = (x k1 , x k2 , . . . , x km ). Eq. (1) can be expressed as
58054 VOLUME 7, 2019 Letting X * be the optimal solution to the constrained optimization problem means ∀X ∈ R: f (X * ) ≤ f (X ). In addition, if g j (X * ) = 0, the constraint is referred to as active constraint. Under this concept, all the equation constraints h i (X ) = 0 (i = 1, 2, ... ,p) are active at X * .
The penalty function method can be used to convert a constrained optimization problem to an unconstrained optimization problem. For this purpose, the penalty function is constructed by [34] 
where M 1 and M 2 are the penalty factors, generally chosen as large enough positive constants; the second and third terms on the right are the penalty terms, and P(X ,M ) is the penalty function.
In Eq. (3), when X ∈ R, there should be no penalty to the feasible points, thus P(X , M ) = f (X ); when X / ∈ R, for the non-feasible points, M 1 and M 2 should be big, therefore, the value of the second and third terms in equation (3) are large, which is equivalent to the 'penalty' for the infeasible point. Moreover, when X gets farther away from the feasible region, the penalty should be larger. When M 1 and M 2 become sufficiently large, the minimal point X (M ) of the unconstrained optimization problem of Eq. (3) is close enough to the minimum point of the original constrained optimization problem. When X (M ) ∈ R, it becomes the minimal point of the original constraint problem.
The minimum value of Eq. (3) is given by
which is equivalent to the minimum value of Eq. (1).
III. BASIC CHICKEN SWARM OPTIMIZATION
The assumptions for the basic chicken swarm optimization algorithm are as follows [1] : 1) In the chicken swarm, there exist several groups. Each group comprises a dominant rooster, a couple of hens and chicks. 2) According to the fitness values calculated for the individuals in the chicken swarm, several individuals with good fitness values are used as roosters, several individuals with poor fitness values are used as chicks, and the remaining individuals are used as hens. 3) Let the number of roosters in the chicken swarm be RN, the number of hens be HN, the number of chicks be CN, and the number of chick's mothers be MN. A single hen is randomly selected as a chick's mother in each group. 4) After every G iteration of the algorithm, based on the fitness values of the individuals, re-determine which individuals are used as roosters, which individuals are used as hens, and which individuals are used as chicks. 5) Within each group of the population, the hen follows the rooster to find food, and randomly compete with other individuals for food. Individuals with better fitness values in the population are more likely to get food. The rooster, hen and chick in the chicken swarm use different position update formulas. The corresponding position update formula for the rooster is as follows:
where R indicates that the individual is a rooster, N 0, σ 2 is a Gaussian distribution with mean 0 and variance σ 2 .
The formula for calculating the variance σ 2 is as follows:
where ε is used to avoid zero-division-error, and ε is the smallest constant in the computer. Both i and k ∈ [1, 2, . . . , RN], are rooster's indices, randomly selected from the rooster groups, and i is not equal to k. The f i and f k represent the fitness values of thei-th and k-th roosters, respectively. The corresponding position update formula for the hens is as follows:
where rand is a uniform random number in is an index of the chicken (rooster or hen), which is randomly chosen from the swarm. r1 is not equal to r2. The corresponding position update formula for the chicks is as follows:
where m is chick's mother's index in the i-th group, C indicates that the individual is chick, H indicates that the individual is hen, and FL is a uniform random number in [0,2].
IV. IMPROVED CHICKEN SWARM OPTIMIZATION A. A NEW ROOSTER POSITION UPDATE METHOD
In low-dimensional search space (D = 20) [1] , the BCSO and PSO, bat algorithm (BA) and differential evolution (DE) algorithm were tested experimentally for comparison. The experimental results show that the BCSO algorithm has higher optimization precision and faster optimization speed than the other three algorithms. However, the literature does not consider the high-dimensional situation and further analysis. For the case that the rooster tends to fall into local optimum when the position is updated, [18] applied the t distribution to the position update formula of the rooster. This method VOLUME 7, 2019 is only applicable in the low-dimensional optimization problem. In [29] , an improved chicken swarm optimization algorithm is proposed, which simulates the low-dimensional and high-dimensional problems to be optimized. The simulation results show that the method reduces the probability of the algorithm to fall into a local optimum. According to the principle of BCSO [1] , in the process of algorithm optimization, the roosters with a small number of populations play a leading role in the optimization of the whole population. Whether the rooster individual can avoid falling into a local optimum is the key for the whole optimization process. In the position update formula of BCSO, the position update of the rooster adopts a Gaussian random search strategy, which does not consider the information exchange with other individuals in the population [1] . That is, the location update of other individuals is not related to the location update of the rooster. Once the position of the rooster is partially optimal, the hens and chicks in the group also fall into a local optimum.
In view of the lack of information about the position information of hens and chicks during the position update process, this paper proposes a feedback adjustment method for rooster position update by hen position information. When the rooster in a group is far from the center of the hen in the group, the rooster individual will conduct a random search in a larger step, thereby enhancing the ability of global search. When the rooster individual is closer to the hen center, the rooster individual will conduct a Gaussian random search in a smaller step, which enhances the local exploration ability of the algorithm and improves the probability of finding the optimal solution.
In order to imitate the feedback behavior of hens on rooster foraging in the same group, the proposed method adds the feedback adjustment operation of hens to rooster foraging behavior in each group. Therefore, the formula for the rooster position update is improved as follows:
where R indicates that the individual is a rooster.
is a Gaussian distribution with mean −1 and variance σ 2 . The calculation formulas for variance and coefficient S are as follows:
where r is the distance between the center position of all hens in the i-th group and the position of the rooster. Both i and k ∈ [1, 2, . . . , RN] are rooster's indices, randomly selected from the roosters groups, and i is not equal to k. f i and f k represent the fitness values of thei-th and k-th roosters, respectively. ε, used to avoid zero-division-error, is the smallest constant in the computer.β is a proportional coefficient, generally chosen as 1.
The distance r from the center position of all hens in the i-th group to the rooster in the i-th group is calculated as follows:
where x H i (t) is the center position of the hens in the i-th group, and D is the search dimension of the algorithm. The calculation formula for the central position x H i (t) of the hens in the i-th group is as follows:
where
is the h-th hen in the i-th group. Equations (11)- (16) show that, at the beginning of the iterations, the positions between the hens in the group are scattered, and the center position of the hens in the group is far from the rooster. Hence, the values of the distance r is relatively large, and the value of the coefficient S is also relatively large. Therefore, the rooster's global search ability is stronger at this time. At the end of the iterations, the center position of the hen in the group is closer to the rooster. Hence, the value of the distance r is relatively small, and the value of the coefficient S is also relatively small. Therefore, the local search ability of the rooster is strong at this time.
B. A NEW HEN POSITION UPDATE METHOD
In the BCSO algorithm [1] , there are both competition and cooperation between different groups, which means that there is information exchange between different groups. The hen's individual foraging behavior is affected not only by the roosters in the group, but also by roosters or hens in the other groups. By analyzing the hen position update formula of the BCSO algorithm, it can be seen that the effect of the hen's foraging behavior being affected by other individuals is unpredictable, and may have a good influence or a bad influence. In order to minimize the possibility of the hen's foraging process deviating from the food source, it is necessary to guide the hens in the group through the elite individuals in the chicken swarm. Since the optimal individual in the population is most likely to be close to the optimal solution, it is argued that the optimal solution is likely to be near the optimal individual in the population [35] . As is used in [35] , the hen's position update formula increases the learning process of hens to the elite individuals in the population.
P best individuals are selected with good fitness values from the population, and then one individual from the selected P best individuals is randomly selected as the elite individual of the population. The value of P best is artificially set. Generally, the value of P best is smaller than the number of roosters in the population. During the foraging process, the hen's learning object is the elite individual of the population. Therefore, the position update formula of the hen based on the elite learning strategy is as follows:
where rand is a uniform random number over (8) and (9). It is observed in equation (17) that the method of hen position update adds a portion of learning to the elite individuals in the population based on the BCSO. Compared with BCSO, the improved hen position update method guides the hen to move to a better position in the population, thereby improving the convergence speed of the algorithm.
C. A NEW CHICK POSITION UPDATE METHOD
In equation (9), the position update of the chick is only affected by the chicks' mother in the group, regardless of the position of the roosters in the group. In fact, the position of the rooster in the group has an effect on both the location update of the hen and the location update of the chick in the group. That is to say, there is information exchange between the rooster, the hen and the chick in the group. However, the effect of the position of the rooster on the position update of the chick is not considered in equation (10) , that is, the information exchange between the rooster and the chick is not considered. Therefore, the influence of the position of the rooster on the position update of the chick can be increased. The method of updating the chick position is as follows: (18) where m is chick's mother's index, which is the i-th chick's group-mate. R indicates that the individual is a rooster. H indicates that the individual is a hen. C indicates that the individual is a chick. r1∈ [1, 2, . . . , RN] is an index of the rooster, which is the i-th chick's group-mate. FL and w are learning factors, and they are calculated by
where w 0 is the control parameter, t is the current iteration numbers in the algorithm, and T max is the maximum number of iterations set for the algorithm. It is observed in equations (19) and (20) that the value of FL generally oscillates with the increase of the number of iterations, and the value of w also shows a downward trend of oscillation as the number of iterations increases. Therefore, in the initial stage of iterations, the chick's global search ability is strong. As the number of iterations increases, the global search ability is gradually weakened, and the local search ability is gradually enhanced, thereby improving the convergence speed of the algorithm.
D. INDIVIDUAL UPDATE STRATEGY IN POPULATION
In optimization problems with multiple extrema, when some individuals in the population are located near the local extremum, other individuals in the population will VOLUME 7, 2019 continually move closer to this local extremum. Therefore, the same or similar individuals may be present in the population. As the number of iterations increases, the number of identical individuals or similar individuals in the population gradually increases, and it is even possible that all individuals in the population are identical, and the diversity of the population becomes worse, thereby reducing the probability of convergence of the algorithm to the global optimum. As improved chicken swarm optimization given in [18] , [23] , [25] , [29] , and [32] , this situation makes the algorithms unable to converge to the global optimal solution. In order to maintain the diversity of the population and avoid this situation, we give an update strategy for the individuals in the population as follows:
where x i (t) is the i-th individual in the population at the tth generation, x LB and x UB are the lower and upper limits of the value of the variable. Both rand and RR i are a uniform random number in [0,1]. P d is the elimination probability, usually chosen as P d = 0.1.
E. THE PSEUDO CODE OF ICSO-RHC ALGORITHM
The four phases of the ICSO-RHC algorithm are described in detail above, and the pseudo code of the ICSO-RHC algorithm given in this paper is outlined in 
V. AIGORITHM TESTING AND ANALYSIS
In order to verify the performance of the ICSO-RHC algorithm, it is compared with several intelligent optimization methods, including the following: (1) improved chicken swarm optimization algorithm [8] , [18] , [19] , and [25] ; (2) other intelligent algorithms [42] - [44] .
A. ITERATIVE TERMINATION CONDITION
The iteration termination condition for the ICSO-RHC algorithm can be defined as
t ≤ T max (23) where f * i is the global optimal value of the i-th test function in theory, f i is the optimal value of the i-th test function obtained by ICSO-RHC, εE i is the precision for the i-th test function,p is the total number of selected test functions, t is the current number of iterations of the algorithm, and T max is the maximum number of iterations set for the algorithm.
B. ALGORITHM PERFORMANCE EVALUATION INDEX
Definition 1: Each algorithm satisfies the iteration termination condition once during the running process, which is called statistics once.
Definition 2: The sum of the number of times that satisfies equation (22) or both equations (22) and (23) is called the total number of successes, abbreviated as sucnumber.
In order to obtain a fair performance comparison, the initial population of each algorithm is the same, and each algorithm is run 100 times. In addition, the three indicators, average iteration number, average running time and success rate are selected as indicators to measure the performance of VOLUME 7, 2019 
E. ANALYSIS OF THE INFLUENCE OF IMPROVED ROOSTER POSITION UPDATING METHOD ON ALGORITHM PERFORMANCE
The improved rooster position update method based on the BCSO algorithm is abbreviated as ICSO-R. In order to verify the effectiveness of the ICSO-R algorithm, six test functions are selected, namely f 1 , f 3 , f 5 , f 7 , f 9 and f 11 . Let N = 100, RN= 20, HN= 60, CN= 20, MN= 10, G = 2, T max = 2000, M = 10 8 ,ε i = 10 −8 (i = 1, 3, 9, 11),ε i = 10 −1 (i = 5, 7). The iterative termination conditions of the algorithm satisfy equation (22) or (23) . The results are shown in TABLES 4 and 5. It is observed in TABLES 4 and 5 that the average iteration number, average running time and success rate of the ICSO-R algorithm with improved rooster position update method are obviously better than BCSO for both low-dimensional and high-dimensional optimization problems.
F. ANALYSIS OF THE INFLUENCE OF IMPROVED HEN POSITION UPDATING METHOD ON ALGORITHM PERFORMANCE
The improved hen position update method based on the BCSO algorithm is abbreviated as ICSO-H. In order to analyze the influence of the number of retained elites on the performance of the algorithm and to verify the effectiveness of the improved hen position update method, six test functions were selected, namely f 1 , f 3 , f 5 , f 7 , f 9 and f 11 . The parameter settings and iteration termination conditions are detailed in Section V. E. The results are shown in TABLE 6.
It is observed in TABLE 6 that when the number of retained elite individuals is 1, the algorithm has the least number of iterations, the fastest convergence rate, and the highest success rate.
G. ANALYSIS OF THE INFLUENCE OF IMPROVED CHICK POSITION UPDATING METHOD ON ALGORITHM PERFORMANCE
The improved chick position update method based on the BCSO algorithm is abbreviated as ICSO-C. In order to verify the effectiveness of the ICSO-C algorithm, four test functions were selected, namely f 1 , f 2 , f 3 and f 4 1, 2, 3, 4) . The iterative termination conditions of the algorithm satisfy equation (22) or (23) . The results when the control parameter w 0 takes different values are shown in TABLES 7 and 8.
It is observed in TABLES 7 and 8 that, whether it is a highdimensional or low-dimensional problem to be optimized, when the control parameter w 0 = rand, the average iteration number and the average running time of the algorithm are significantly reduced, and the success rate of the algorithm is significantly improved. 
H. ANALYSIS OF TEST RESULTS
The comprehensive improved chicken swarm optimization algorithm in this paper is abbreviated as ICSO-RHC. The improved chicken swarm optimization algorithm in [8] is abbreviated as ICSO-1. The improved chicken swarm optimization algorithm in [19] is abbreviated as MDCSO. The improved chicken swarm optimization algorithm in [18] is abbreviated as EOCSO. The improved chicken swarm optimization algorithm in [25] is abbreviated as ICSO-2. The algorithm in [42] is abbreviated as OBL-PSOGD. The algorithm in [43] is abbreviated as ICS. The algorithm in [44] is abbreviated as GA-aDExsps. 30 test functions were divided into two categories. The first category of test functions is f 1 -f 22 , and the dimension of the test functions is variable; The second category of test functions is f 23 -f 30 , and the dimension of the test functions is fixed. The iterative termination conditions and parameter settings of the algorithms are shown in Section V. A. and Section V. D., respectively. Test results are shown in TABLES 9-13.
It is observed in TABLES 9-13 that, whether it is a lowdimensional or high-dimensional, simple constraint or complex constraint optimization problem, the average iteration time and the average number of iterations of the ICSO-RHC algorithm are significantly reduced, and the success rate of the ICSO-RHC algorithm is significantly improved compared with other methods.
I. TEST ON CEC 2005 BENCHMARK FUNCTIONS
We further test the performance of the proposed approach on a set of 10 CEC 2005 optimization problems. TABLE 14 shows these test problems, the detail of which can be seen in [45] . Tables 13 and 14 It is observed in TABLES 15 and 16 that the average iteration time and the average number of iterations of the ICSO-RHC algorithm are significantly reduced, and the success rate of the ICSO-RHC algorithm is significantly improved compared with other methods. It can be seen that ICSO-RHC has the best performance than other methods on CEC2005 Benchmark Functions.
J. ICSO-RHC FOR CLASSICAL ENGINEERING PROBLEMS
In this section four constrained engineering design problems, speed reducer [39] , cantilevered beam design [40] , tension/compression spring [39] and pressure vessel design [41] , are discussed. The detailed mathematical models of examples can be found in the [39] - [41] , and the descriptions of the problems are as follow.
Problem 1 (The Speed Reducer Design Problem): Golinski's speed problem is one of the most well-studied problems of the NASA Langley multidisciplinary design optimization test suit. The main purpose of the speed reducer design is to minimize its weight. About seven variables are used for describing the problem, they are the face width (x 1 ), the module of teeth (x 2 ), the number of teeth in the pinion (x 3 ), the length of the first shaft between bearings (x 4 ), the length of the second shaft between bearings (x 5 ), the diameter of the first shaft (x 6 ) and the diameter of the second shaft (x 7 ). The third variable is an integer, and the rest of variables are consecutive real numbers. The structure of the speed reducer is shown in FIGURE 1. active coils N. The tension/compression spring is shown in FIGURE. 3.
Problem 4: (The Pressure Vessel Problem):
The cylindrical pressure vessel design problem is hybrid constrained optimization problem. The purpose of the design is to minimize the costs of welding, materials and forming. About four variables are used for describing the problem, which are the thickness of the cylindrical skin (T s ), the thickness of the spherical head (T h ), the inner radius (R) and the length of the cylindrical segment of the vessel (L). Thicknesses can only take discrete values which are integer multiples of 0.0625 in. The pressure vessel is shown in FIGURE 4 .
To ensure the fairness of the experiment, every practical problem is run 100 times independently under the In TABLES 17 and 18, Best represents the best fitness value among the 100 independent running results of each algorithm. Worst represents the worst fitness value of 100 independent runs of each algorithm. Mean represents the average fitness value of 100 independent runs of each algorithm. SD represents the standard deviation of fitness values in 100 independent runs of each algorithm.
It is observed in TABLES 17 and 18 that the means of the optimal solutions obtained by ICSO-RHC are the best, and the indicators of standard deviation is also relatively good. Therefore, the search ability of ICSO-RHC is better than those of the other algorithms when solving actual engineering optimization problems. 
VI. CONCLUSION
The improved chicken swarm optimization algorithm proposed in the literature has a slow convergence speed and is easy to fall into a local optimum when solving high-dimensional optimization problems. This paper proposed the ICSO-RHC algorithm. The ICSO-RHC algorithm has four main aspects: (1) improved rooster's position update formula, (2) improved hen's position update formula, (3) improved chick's position update formula, (4) improved algorithm update strategy. In the improved rooster position update formula, the position information of the hen is fully utilized. At the beginning of the algorithm iterations, the rooster is relatively far from the center of the hen in the group. At this time, the step size is larger and the algorithm has a stronger global search ability. In the late stage of the algorithm iterations, the rooster is relatively close to the center position of the hen in the group. At this time, the step size is small, and the local search ability of the algorithm is strong, thereby significantly improving the convergence speed of the algorithm. In the hen's position update formula, the learning process of the hen to the elite individuals in the population is increased, so that the hen can approach the elite individuals in the population, thereby improving the convergence speed of the algorithm. In the position update formula of the chick, the part of the chick learning from the rooster in the group is added, and a dynamically adjusted learning factor is given. The adjusted learning factor has a nonlinear trend of decreasing oscillations, so that the algorithm has strong global search ability in the early stage of iterations, and has strong local search ability in the late iterations, which improves the convergence speed of the algorithm. In the update strategy of the algorithm, the individual update elimination mechanism is added, and each individual has the possibility of being eliminated, which reduces the probability that the algorithm falls into a local optimum so that the algorithm probably converges to the global optimal solution.
In the process of hen learning from elite individuals in the population, in order to explore the influence of the number of elite individuals on the convergence speed of the algorithm, six test functions were selected. The test results show that when the number of elite individuals is 1, the convergence speed of the algorithm is the fastest.
In order to investigate the influence of the control parameter w 0 on the convergence speed of the algorithm, four test functions were selected. The test results show that when the control parameter w 0 is chosen as a uniform random number between [0,1], the convergence speed of the algorithm is significantly improved.
In order to verify the performance of the ICSO-RHC algorithm, 30 test functions and CEC 2005 benchmark functions were selected, and the ICSO-RHC algorithm was compared with various improved algorithms in the literature. The test results with the 30 test functions and CEC 2005 benchmark functions show that for both low-dimensional and high-dimensional optimization problems, the success rate of the ICSO-RHC algorithm is significantly higher than other algorithms, and the average iteration number and average running time are significantly lower than other methods.
Finally, the ICSO-RHC algorithm and various improved algorithms in the literature are comparatively used to optimize the parameters of four practical engineering problems. 23 
The optimal solution of f 23 is located at X * = (2.246826, 2.381865), f 23 (X * ) = 13.59085.
The optimal solution of f 24 s.t. The optimal solution of f 25 is located at X * = (679.945, 1026.067, 0.119, −0.396), f 25 (X * ) = 5126.4981.
The optimal solution of f 26 27 
The optimal solution of f 27 is located at X * = (1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 3, 3, 1) , f 27 (X * ) = −15. 
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