Abstract-Factorizing large matrices by QR with column pivoting (QRCP) is substantially more expensive than QR without pivoting, owing to communication costs required for pivoting decisions. In contrast, randomized QRCP (RQRCP) algorithms have proven themselves empirically to be highly competitive with high-performance implementations of QR in processing time, on uniprocessor and shared memory machines, and as reliable as QRCP in pivot quality.
I. INTRODUCTION

A. QR factorizations with column pivoting
A QR factorization of a matrix A ∈ R m×n is A = QR where Q ∈ R m×m is orthogonal and R ∈ R m×n is upper trapezoidal. In LAPACK [1] and ScaLAPACK [2] , the QR factorization can be computed by xGEQRF and PxGEQRF, respectively, where x indicates the matrix data type.
In practical situations where either the matrix A is not always known to be of full rank or we want to find representative columns of A, we compute a full or partial QR factorization with column pivoting (QRCP) of the form
for a matrix A ∈ R m×n , where Π ∈ R n×n is a permutation matrix and Q ∈ R m×m is an orthogonal matrix. A full QRCP, with R ∈ R m×n being upper trapezoidal, can be This paper has been accepted by 2017 IEEE 24th International Conference on High Performance Computing (HiPC) and awarded the best paper prize.
computed by either xGEQPF or xGEQP3 in LAPACK [1] , and either PxGEQPF or PxGEQP3 in ScaLAPACK [2] . xGEQP3 and PxGEQP3 are Level 3 BLAS versions of xGEQPF and PxGEQPF respectively. They are considerably faster, while maintaining same numerical behavior.
Given a target rank 1 ≤ k ≤ min (m, n) in partial QRCP, equation (1) can be written in a 2 × 2 block form as
with upper triangular R 11 ∈ R k×k . If Π is chosen appropriately, the partial QRCP can separate linearly independent columns from dependent ones, yielding a low-rank approximation A ≈ Q 1 R 11 R 12 Π T . Efficient and reliable low-rank approximations are useful in many applications including data mining [3] and image processing [4] .
B. Randomization in numerical linear algebra
Traditional matrix algorithms are prohibitively expensive for many applications where the datasets are very large. Randomization allows us to design provably accurate algorithms for matrix problems that are massive or computationally expensive. Randomized matrix algorithms have been successfully developed in fast least squares [5] , sketching algorithms [6] , low-rank approximation problems [7] , etc.
The computational bottleneck of QRCP is in searching pivots, which requires updating all the column norms in the trailing matrix. While the number of floating point operations (flops) is relatively small, column norm updating incurs excessive communication costs and is at least as expensive as QR. [8] develops a randomized QRCP (RQRCP), where random sampling is used for column selection, resulting in dramatically reduced communication costs. They also introduce updating formulas to reduce the cost of sampling. With their column selection mechanism they obtain approximations that are comparable to those from the QRCP in quality, but with performance near QR. They demonstrate strong parallel scalability on shared memory multiple core systems using an implementation in Fortran with OpenMP.
C. Contributions
• Reliability analysis: We show, with a rigorous probability analysis, that RQRCP algorithms can be as reliable as QRCP up to failure probabilities that exponentially decay with oversampling size.
• Distributed memory implementation: We extend RQRCP shared memory implementation of [8] to distributed memory machines. Based on ScaLAPACK, our implementation is significantly faster than QRCP routines in ScaLAPACK, yet as effective in quality.
• Spectrum-revealing QR factorization: We propose a novel variant of the QR factorization for lowrank approximation: spectrum-revealing QR factorization (SRQR). We prove singular value bounds and residual error bounds for SRQR, and develop RQRCPbased efficient algorithms for its computation. We also propose SRQR based CUR and CX matrix decomposition algorithms. SRQR based algorithms are as effective as other state-of-the-art CUR and CX matrix decomposition algorithms, while significantly faster.
II. INTRODUCTION TO QRCP
Algorithm 1 QR with column pivoting (QRCP)
Inputs:
Find j = argmax i≤s≤n r s Swap r i and r j , A (1 : m, i) and A (1 : m, j) Update permutation with last swap
QRCP is introduced in Algorithm 1. In each loop, QRCP swaps the leading column with the column in the trailing matrix with the largest column norm. It is a very effective practical tool for low-rank matrix approximations, but may require additional column interchanges to reveal the rank for contrived pathological matrices [9] , [10] .
To find a correct pivot in the (i + 1) th loop, trailing column norms must be updated to remove contributions from row i. This computation, while relatively minor flop-wise, requires accessing the entire trailing matrix, and is primary cause of significant slow-down of QRCP over QR. LAPACK subroutines xGEQPF and xGEQP3 are based on Algorithm 1. The difference is that xGEQP3 re-organizes the computations to apply Householder reflections in blocks to the trailing matrix, partly with Level 3 BLAS instead of Level 2 BLAS, for faster execution. ScaLAPACK subroutines PxGEQPF and PxGEQP3 are the parallel versions of xGEQPF and xGEQP3 in distributed memory systems, respectively, with PxGEQP3 being the more efficient.
III. RANDOMIZED QRCP
A. Introduction to RQRCP
Algorithm 2 Randomized QRCP (RQRCP)
Determine block size b and oversampling size p ≥ 0
end for Q is the product of Q, R = upper trapezoidal part of A RQRCP applies a random matrix Ω of independent and identically distributed (i.i.d.) random variables to A to compress A into B = ΩA with much smaller row dimension, where the block size b and oversampling size p are chosen with b + p ≪ m. QRCP and RQRCP make pivot decisions on A and B, respectively. Since B has much smaller row dimension than A, RQRCP can choose pivots much more quickly than QRCP. RQRCP repeatedly runs partial QRCP on B to pick b pivots, computes the QR factorization on the pivoted columns, forms a block of Householder reflections, applies them to the trailing matrix of A with Level 3 BLAS, and then updates the remaining columns of B. RQRCP exits this process when it reaches a target rank k.
The RQRCP algorithm as described in Algorithm 2 computes a low-rank approximation with a target rank k. While it can be modified to compute a low-rank approximation that satisfies an error tolerance, our analysis will be on Algorithm 2. The block size b is a machine-dependent parameter experimentally chosen to optimize performance; whereas oversampling size p is chosen to ensure the reliability of Algorithm 2. In practice, a value of p between 5 and 20 suffices. At the end of each loop, matrix B is updated, via one of several updating formulas, to become a random projection matrix for the trailing matrix. In Section III-C we will justify Algorithm 2 with a rigorous probability analysis.
B. Updating formulas for B in RQRCP
We discuss updating formulas for B and their efficiency differences. Consider partial QRs on AΠ and BΠ = ΩAΠ,
where A ∈ R m×n . We describe two different updating formulas introduced in [8] and [11] , respectively.
For the first updating formula [8] , partition (2) implies
leading to the updating formula of Algorithm 2,
where only the upper part of updating formula (4) requires computation, at a total flop cost of O (n k b).
For the second updating formula [11] , partition
leading to an updating formula,
The approach in [11] decomposes Q and is mathematically equivalent to but computationally less efficient than (5), which requires totaling O ((b + p) (m + n) k) flops. Both updating formulas are numerically stable in practice. Since Ω = Q
T Ω, the updating formula (5) differs from formula (4) only by a pre-multiplied orthogonal matrix Q. Consequently, both updating formulas produce identical permutations and thus identical low-rank approximations. However, updating formula (4) requires 50% fewer flops than (5) and is much faster in numerical experiments.
C. Probability analysis of RQRCP
In this section, we show that RQRCP is as reliable as QRCP up to negligible failure probabilities. Since QRCP chooses the column with the largest norm as the pivot column in each loop, QRCP satisfies the following property.
Lemma 1 (QRCP pseudo-diagonal dominance): Let A ∈ R m×n . Perform a k-step partial QRCP on A,
A similar property holds for RQRCP with target rank k.
with probability at least 1 − ∆. We prove Theorem 2 in two stages. Firstly, we prove that the updating formulas for B are indeed products of i.i.d. Gaussian matrices and the trailing matrix of A, conditional on Π. Secondly, we use Johnson-Lindenstrauss Theorem [12] and the law of total probability to establish Theorem 2.
1) Correctness of Updating formulas for B:
For correctness, we show that the matrices Ω 2 and Ω 2 in updating formulas (4) and (5) remain i.i.d. Gaussian given permutation matrix Π. Consider s-step partial QRs of AΠ and BΠ in equation (2) with R 11 , R 11 ∈ R s×s . Recall that
Given Π, Q is an orthogonal matrix decorrelated with Ω so Ω = ΩQ remains i.i.d. Gaussian. From equation (2),
The orthogonal matrix Q is completely determined by its first s columns, which in turn are completely determined by Ω 1 , which is decorrelated with Ω 2 . It now follows that Ω 2 = Q T Ω 2 must remain i.i.d. Gaussian given Π. The matrices Ω 2 and Ω 2 in updating formulas (4) and (5) correspond to the special case s = b, and thus must remain i.i.d. given permutation matrix Π.
Applying above argument on each loop in RQRCP, we conclude that, with both updating formulas, the remaining columns of B in each loop are always a product of an i.i.d.
Gaussian matrix and the trailing matrix of A, conditional on Π.
Additionally, equation (3) implies that Ω must be a 2 × 2 block upper triangular matrix since R 11 is invertible for any 0 ≤ s ≤ b − 1:
which allows us to write from equation (3)
Thus every trailing matrix in B is a matrix product of an i.i.d. Gaussian matrix with b + p − s ≥ p + 1 rows and the trailing matrix of A, given Π. Together with above argument on updating formulas, we conclude that every pivot computed by Algorithm 2 is based on choosing the column with the largest column norm of the matrix product of an i.i.d. Gaussian matrix and a trailing matrix of A, conditional on the corresponding column permutation matrix Π.
2) Probability analysis of reliability of RQRCP: Our probability analysis is based on the Johnson-Lindenstrauss Theorem [12] . We say a vector x ∈ R d satisfies the Johnson−Lindenstrauss condition for given ε > 0 under i.
The Johnson−Lindenstrauss Theorem states that a vector x satisfies the Johnson−Lindenstrauss condition with high probability
Before we prove Theorem 2, we need Lemma 3. Lemma 3: Suppose that RQRCP computes an s-step partial QRCP factorization AΠ = QR with R = (r i,j ), then for any ε ∈ (0, 1),
with probability at least 1 − ∆ s where
Proof of Lemma 3:
Let Π be a random permutation in equation (2) with R 11 , R 11 ∈ R (s−1)×(s−1) , let E sj be the event where R 22 (:, j) satisfies the Johnson−Lindenstrauss condition. Therefore E s = n−s+1 j=1 E sj is the event where all columns of R 22 satisfy the Johnson−Lindenstrauss condition. By correctness of RQRCP, the event E sj for any given Π satisfies the Johnson−Lindenstrauss condition, therefore
We now remove the condition Π by law of total probability,
Denote columns of R 22 as r s , r s+1 , . . . , r n , columns of R 22 as r s , r s+1 , . . . , r n after the s th column pivot, then r s 2 ≥ r j 2 for s + 1 ≤ j ≤ n. With probability at least 1 − ∆ s , event E s holds so that
equivalent to inequality (6) after one-step QR.
Proof of Theorem 2:
Denote E as the event where all column lengths used in comparison satisfy the Johnson−Lindenstrauss condition so that E = k s=1 E s , with E s being the event where all columns of R 22 satisfy the Johnson−Lindenstrauss condition in s th step. By Lemma 3,
which is at least 1 − ∆ for the choice of p in Theorem 2.
Theorem 2 suggests that p needs only to grow logarithmically with n, k and 1/∆ for reliable column selection. For illustration, if we choose n = 1000, k = 200, ε = 0.5, ∆ = 0.05, then p ≥ 508. However, in practice, p values like 5 ∼ 20 suffice for RQRCP to obtain high quality low-rank approximations.
IV. SPECTRUM-REVEALING QR FACTORIZATION
A. Introduction
Before we introduce spectrum-revealing QR factorization (SRQR), we need Lemma 4 for partial QR factorizations with column interchanges. Let σ j (X) be the j th largest singular value of any matrix X, and let λ j (H) be the j th largest eigenvalue of any positive semidefinite matrix H.
Lemma 4: Let A ∈ R m×n , with 1 ≤ l ≤ min(m, n). For any permutation Π, consider a block QR factorization
We introduced a new parameter l, in Lemma 4. It will become clear later on that an l-step partial QR with properly chosen Π for an l somewhat larger than k can lead to a much better rank-k approximation than a k-step partial QR.
Proof of Lemma 4:
where R def = 0 R 22 .
B. Spectrum-revealing QR
We exhibit the properties of equation (7) in more detail.
Additionally,
(10) By the Cauchy interlacing property,
Relations (8)(9)(10) show that we can reveal the leading singular values of A in R well by computing a Π that ensures
Indeed, equation (10) further ensures that such permutation Π would make all the leading singular values of R very close to those of A if the singular values of A decay relatively quickly. Finally, equation (8) guarantees that such a permutation would also lead to a high quality approximation measured in 2-norm. In summary, for a successful SRQR, we only need to find a Π that satisfies equation (11) . For most matrices in practice, both QRCP and RQRCP compute high quality SRQRs, with RQRCP being significantly more efficient. We will develop an algorithm for computing an SRQR in 3 stages: 1) Compute an l-step QRCP or RQRCP. 2) Verify condition (11).
3) Compute an SRQR if condition (11) does not hold.
In next section, we develop a rather efficient scheme to verify if a partial QR factorization satisfies (11).
C. SRQR verification
Given a QRCP or RQRCP, we discuss an efficient scheme to check whether it satisfies condition (11). We define
where X 1,2 is the largest column norm of any X and
where we do one step of QRCP or RQRCP on R 22 . Then
where
While τ depends on A and Π, it can be upper bounded as
≤ g 1 g 2 (l + 1)(n − l).
On the other hand,
(16) It is typical for the first two ratios in equations (14) and (16) to be of order O(1), and the last ratio o(1). Thus, even though the last upper bounds in equations (14) and (16) grow with matrix dimensions, τ is small to modest in practice.
For notational simplicity, we further define τ
Plugging equation (15) into equation (9), we obtain
Plugging both equations (13) and (15) into equation (10),
Combining the last equation with (17), for 1 ≤ j ≤ k,
Equation (18) shows that, under definition (12) and with R, we can reveal at least a dimension dependent fraction of all the leading singular values of A and indeed approximate them very accurately in case they decay relatively quickly.
Finally, plugging equation (13) into equation (8),
(19) Equation (19) shows that we can compute a rank-k approximation that is up to a factor of 1 + τ 2 σ l+1 (A) σ k+1 (A) 2 from optimal. In situations where singular values of A decay relatively quickly, our rank-k approximation is about as accurate as the truncated SVD with a choice of l such that
D. Spectrum-revealing bounds of QRCP and RQRCP
We develop spectrum-revealing bounds of QRCP and RQRCP. It comes down to estimating upper bounds on g 1 and g 2 . We need Lemma 5, presented below without a proof:
Lemma 5: Let W = (w i,j ) ∈ R n×n be an upper or lower triangular matrix with w i,i = 1 and |w ij | ≤ c (i = j). Then
For QRCP, g 1 = 1 since |α| is the largest column norm in the trailing matrix R 22 . For g 2 , decompose R = DW where D is the diagonal of R and W satisfies Lemma 5 with c = 1.
For RQRCP, we find upper bounds for g 1 and g 2 . According to our probability analysis of RQRCP, the following inequalities are valid with probability 1 − ∆ for given ε.
We decompose R 11 = DW where D is the diagonal of R 11 and W satisfies Lemma 5 with c = 
, and
It follows that
In summary,
E. An algorithm to compute SRQR
The parameter g 1 is always modest in equation (20) . Despite the exponential nature of the upper bound on the parameter g 2 in equation (21), g 2 has always been known to be modest with real data matrices. However, it can be exceptionally large for contrived pathological matrices [10] . This motivates Algorithm 3 for computing SRQR. Algorithm 3 computes a partial QR factorization with RQRCP. It then efficiently estimates g 2 , and performs additional column interchanges for a guaranteed SRQR only if g 2 is too large.
After RQRCP, Algorithm 3 uses a randomized scheme to quickly and reliably estimate g 2 and compares it to a userdefined tolerance g > 1. Algorithm 3 exits if the estimated g 2 ≤ g. Otherwise, it swaps the ı th and (l + 1) st columns of A and R. Each swap will make the ı th column out of the upper-triangular form in R. A round robin rotation is applied to the columns of A and R, followed by a quick sequence of Givens rotations left multiplied to R to restore its uppertriangular form. The while loop in Algorithm 3 will stop, after a finite number of swaps, leading to a permutation that ensures g 2 ≤ g with high probability.
The cost of estimating g 2 is O(d l 2 ), and the cost for one extra swap is O(n l). Matrix R can be SVD-compressed into a rank-k matrix optionally, at cost of O(n l 2 ). There is no practical need for extra swaps for real data matrices, making Algorithm 3 only slightly more expensive than RQRCP in general. At most a few swaps are enough, adding an insignificant amount of computation to the cost of RQRCP, for pathological matrices like the Kahan matrix [10] .
V. EXPERIMENTAL PERFORMANCE
Experiments in sections V-A, V-B and V-D were performed on a laptop with 2.7 GHz Intel Core i5 CPU and 8GB of RAM. Experiments in section V-C were performed on multiple nodes of the NERSC machine Edison, where
Algorithm 3 Spectrum-revealing QR factorization (SRQR)
A is m × n matrix, l ≥ k, the target rank, 1 ≤ k ≤ min (m, n) g > 1 is user defined tolerance for g 2 Outputs:
Q is m × m orthogonal matrix R is m × n upper trapezoidal matrix Π is n × n permutation matrix such that AΠ = QR Algorithm:
Compute Q, R, Π with Algorithm 2 Compute squared 2-norm of the columns of B(:, l + 1 :
Approximate squared 2-norm of the columns of A(l + 1 :
while g 2 > g do ı = argmax 1≤i≤l+1 {ith column norm of Ω R −T } Swap ı-th and (l+1)-st columns of A and Π in a Round Robin rotation Givens-rotate R back into upper-trapezoidal form r l+1 = R 2 l+1,l+1 
end while each node has two 12-core Intel processors. Codes in sections V-A, V-B were in Fortran and based on LAPACK. Codes in section V-C were in Fortran and C and based on ScaLAPACK. Codes in section V-D were in Matlab.
Codes are available at https://math.berkeley.edu/∼jwxiao/.
A. Approximation quality comparison on datasets
In this section we compare the approximation quality of the low-rank approximations computed by SRQR, QRCP and QR on practical datasets. We only list the results on two of them: Human Activities and Postural Transitions (HAPT) [13] and the MNIST database (MNIST) [14] , while similar performance can be observed on others. We choose block 
size b = 64, oversampling size p = 10, tolerance g = 5.0 and set l = k in our SRQR implementation. We compare the residual errors in figures 1 and 3 , where QR is not doing a great job, while QRCP and SRQR are doing equally well. We compare the run time in figures 2 and 4, where SRQR is much faster than QRCP and close to QR.
In other words, SRQR computes low-rank approximations comparable to those computed by QRCP in quality, yet at performance near that of QR.
B. Comparison on a pathological matrix: the Kahan matrix
In this section we compare SRQR and QRCP on the Kahan matrix [10] . For the Kahan matrix, QRCP won't do any columns interchanges so it's equivalent to QR. We choose c = 0.285, s = √ 0.9999 − c 2 , n = 96, 192, 384 and k = n − 1. We choose block size b = 64, oversampling size p = 10, tolerance g = 5.0 and set l = k in our SRQR implementation. From the relative residual errors summarized in table I, we can see that SRQR is able to compute a much better low-rank approximation.
The singular value ratios σj (R11) σj (A) never exceeds 1 for any approximation, but we would like them to be close to 1 for a reliable spectrum-revealing QR factorization. For the Kahan matrix where n = 192 and k = 191, table II demonstrates that QRCP failed to do so for the index 191 singular value, whereas SRQR succeeded for all singular values.
The additional run time required to compute g 2 is negligible. In our extensive computations with practical data in machine learning and other applications, g 2 always remains modest and never triggers subsequent SRQR column swaps. Nonetheless, computing g 2 serves as an insurance policy against potential SRQR mistakes by QRCP or RQRCP.
C. Run time comparison in distributed memory machines
In this section we compare run time and strong scaling of RQRCP against ScaLAPACK QRCP routines (PDGEQPF and PDGEQP3), ScaLAPACK QR routine PDGEQRF on distributed memory machines. PDGEQP3 [15] is not yet incorporated into ScaLAPACK, but it's usually more efficient than PDGEQPF, so is also included in the comparison.
The way the data is distributed over the memory hierarchy of a computer is of fundamental importance to load balancing and software reuse. ScaLAPACK uses a block cyclic data distribution in order to reduce overhead due to load imbalance and data movement. Block-partitioned algorithms are used to maximize local processor performance and ensure high levels of data reuse. Now we discuss how we parallelize RQRCP on a distributed memory machine based on ScaLAPACK. After we distribute A to all processors, we use PDGEMM to compute B = ΩA. In each loop, we use our version of PDGEQPF to compute a partial QRCP factorization of B, meanwhile we swap the columns of A according to the pivots found on B. In our implementation, A and B share the same column blocking factor NB, therefore we don't introduce much extra communication costs since the same column processors are sending and receiving messages while doing the swaps on both A and B. After we swap the pivoted columns to the leading position of the trailing matrix of A, we use PDGEQRF to perform a panel QR. Next, we use PDLARFT and PDLARFB to apply the transpose of an orthogonal matrix in a block form to the trailing matrix of A. At the end of each loop, we update the remaining columns of B using updating formula (4) . See algorithm 4.
We choose block size b = 64 and oversampling size p = 10 in our RQRCP implementation. For all routines, we use an efficient data distribution by setting distribution block size MB = NB = 64 and using a square processor grid, i.e., P r = P c , as recommended in [2] . Since the run time is only dependent on the matrix size but not the actual magnitude The run time of RQRCP is always much better than that of ScaLAPACK QRCP routines and relatively close to that of ScaLAPACK QR routine. For very large scale low-rank approximations with limited number of processors, distributed RQRCP is likely the method of choice.
However, RQRCP remains less than ideally strong scaled. There are two possible ways to improve our parallel RQRCP algorithm and implementation in our future work.
• One bottleneck of our RQRCP parallel implementation is communication cost incurred by partial QRCP on the compressed matrix B. These communication costs are negligible on share memory machines or in distributed memory machines with a relatively small number of nodes. On distributed memory machines with a large number of nodes, many of them will be idle during partial QRCP computations on B, causing the gap between RQRCP and PDGEQRF (QR) run time lines in figures 7 and 9. The communication costs on B can be possibly reduced by using QR with tournament pivoting [6] in place of partial QRCP.
• Another possible improvement of our RQRCP parallel implementation is to replace PDGEQRF (QR) with Tall Skinny QR (TSQR) [16] in the panel QR factorization.
The parallelization of SRQR in ScaLAPACK is also in our future work.
D. SRQR based CUR and CX matrix decomposition
The CUR and CX matrix decompositions are two important low-rank matrix approximation and data analysis techniques, and have been widely discussed in [17] - [19] . A CUR matrix decomposition algorithm seeks to find c columns of A to form C ∈ R m×c , r rows of A to form R ∈ R r×n , and an intersection matrix U ∈ R c×r such that A − CU R F is small. One particular choice of U is C † AR † , which is the solution to min X CXR − A 2 F . A CX decomposition algorithm seeks to find c columns of A to form C ∈ R m×c and a matrix X ∈ R c×n such that A − CX F is small. One particular choice of X is C † A, which is the solution to min X CX − A 2 F . GitHub repository [20] provides a Matlab library for CUR matrix decomposition. These CUR matrix decomposition algorithms can be modified to compute a CX matrix decomposition. Since the crucial component of CUR and CX matrix decompositions is column/row selection, we can use SRQR to find the pivots and hence compute these decompositions. In this experiment, we compare SRQR against the state-ofthe-art CUR and CX matrix decomposition algorithms. We compare the approximation quality and run time on a kernel matrix A of size 4177 × 4177 computed on Abalone Data Set [21] , for target rank k = 200 = l with different numbers of columns and rows used. In Figures 11, 12, 13 and 14, the x-axis stands for the number of columns and rows we choose for the CUR or CX matrix decomposition. The most efficient and effective method in the Matlab library is the near optimal method [17] . The near-optimal algorithm consists of three steps: the approximate SVD via random projection [19] , [22] , the dual set sparsification algorithm [19] , and the adaptive sampling algorithm [23] . We can see that SRQR and the near optimal method are obtaining much better low-rank approximations than all the other methods, while SRQR is much faster than the near optimal method.
VI. CONCLUSION
In this work, we showed that RQRCP is as reliable as QRCP with failure probabilities exponentially decaying in oversampling size. We developed spectrum-revealing QR factorizations (SRQR) for low-rank matrix approximations, and analyzed RQRCP as a reliable tool for such approximations. Most importantly, we report results from our distributed memory RQRCP implementations that are significantly better than QRCP implementations in ScaLAPACK, potentially making RQRCP a method of choice for large scale low-rank matrix approximations on distributed memory systems. We also developed SRQR based CUR and CX matrix decomposition algorithms, which are comparable to other state-of-the-art CUR and CX matrix decomposition algorithms in quality, while much more efficient in run time.
