Abstract. The Haagerup approximation property for a von Neumann algebra equipped with a faithful normal state ϕ is shown to imply existence of unital, ϕ-preserving and KMSsymmetric approximating maps. This is used to obtain a characterisation of the Haagerup approximation property via quantum Markov semigroups (extending the tracial case result due to Jolissaint and Martin) and further via quantum Dirichlet forms.
L 2 -space becomes subtler. The rich choice of embeddings of M into L 2 (M) plays a fundamental role in [OT 2 ], where the authors also connect the Haagerup property of the von Neumann algebra to the analogous property for the associated L p -spaces.
In the current article we show that in the case of a von Neumann algebra M equipped with a faithful normal state ϕ, which has the Haagerup approximation property, one can always choose the approximating maps to be unital and ϕ-preserving (in other words Markov ). This is perhaps surprisingly rather technical, and the most difficult part of the proof is showing that the maps can be chosen to be contractive (Lemma 3.10) . Keeping the question of quantum Markov semigroup characterisation in mind, we work in the context of symmetric embeddings, closer in spirit to that of [OT 1 ] than to that of [CS] . Note that the correspondence between different choices of embeddings was studied in detail in [OT 2 ], but only under the assumptions that the approximating maps are contractive from the beginning. We would also like to recall that the possibility of choosing approximation built of Markov maps was earlier obtained in [OT 1 ] under the additional assumption that M has the modular Haagerup property (see Section 4).
The fact that the approximating maps can be chosen Markov, and in fact also KMSsymmetric, has several applications. First it implies that the Haagerup property of von Neumann algebras with faithful normal states is stable under taking von Neumann algebraic free products, the fact due to F. Boca [Boc] in the tracial case and to R. Okayasu and R. Tomatsu [OT 1 ] for the modular Haagerup property. Further it allows us to follow the path (and techniques -although we promote the Hilbert space point of view) of [JM] and show that M has the Haagerup approximation property if and only if it admits an immediately L 2 -compact KMS-symmetric Markov semigroup. Here the inspiration comes again from the quantum group world, where [DFSW] shows that the von Neumann algebra of a discrete quantum group with the Haagerup property admits approximating maps forming a semigroup of Schur multipliers (associated to a certain convolution semigroup of states on the dual compact quantum group). We then take one further step and characterise in Theorem 6.7 the Haagerup approximation property by the existence of suitable quantum Dirichlet formsà la S. Goldstein and J.M. Lindsay ([GL 1 ]) and F. Cipriani ([Cip] ). This on one hand opens the perspective towards constructing natural derivations on the von Neumann algebras with the Haagerup approximation property, using the techniques of [CiS] , and on the other once again connects us to the recent quantum group studies, this time those conducted in by Cipriani, U. Franz and A. Kula in [CFK] , where convolution semigroups of states and related Dirichlet forms were used to construct certain Dirac operators. Finally note that, pursuing the discrete group analogy and remembering that a Dirichlet form may be viewed as an incarnation of the generator of the associated Markov semigroup, we can interpret quantum Dirichlet forms satisfying conditions of Theorem 6.7 as abstract von Neumann algebraic counterparts of proper conditionally negative definite functions.
The plan of the article is as follows: in Section 1 we recall the relevant facts concerning crossed products and Haagerup L p -spaces and introduce the necessary notation. Section 2 contains a quick introduction of the symmetric Haagerup property of a von Neumann algebra (soon to be shown to be equivalent to the one studied in [CS] ), which provides a more convenient framework for the study of quantum Markov semigroups. In Section 3, the most technical part of the paper, we show that the approximating maps for the pair (M, ϕ), where M is a von Neumann algebra with the Haagerup property and ϕ is a faithful normal state on M, can be chosen to be Markov. Section 4 explains the equivalence between various possible notions of the Haagerup property (Markovian or not) for von Neumann algebras and discusses briefly its modular version. Here we also mention the free product result. Section 5 is devoted to characterising the Haagerup property via existence of immediately L 2 -compact KMS-symmetric Markov semigroups and Section 6 to characterising the Haagerup property via the existence of quantum Dirichlet forms of particular type.
As in [CS] we assume that all the von Neumann algebras considered in the paper have separable preduals.
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Preliminaries regarding Haagerup L p -spaces and related embeddings
We briefly recall basic facts and fix notational conventions regarding the Haagerup noncommutative L p -spaces. For details, see [Te 1 ]; we will also use some notations of [GL 1 ] and [GL 2 ]. Consider a von Neumann algebra M with normal, semifinite, faithful weight ϕ. Let σ ϕ be the modular automorphism group of ϕ and let N = M ⋊ σ ϕ R be the corresponding crossed product. As usual, N is generated by operators π(x), x ∈ M and λ t , t ∈ R. In this section we shall omit π and identify M with its image in N. Let D ϕ be the generator of the left regular representation, i.e. a self-adjoint, positive densely defined operator affiliated to N such that D it ϕ = λ t , t ∈ R. Letφ be the dual weight of ϕ, which is a weight on N, and let θ be the dual action of R on N. There exists a unique normal, semifinite faithful trace τ on N such that we have (Dφ/Dτ ) t = λ t , t ∈ R (the cocycle derivative). The Haagerup non-commutative L p -space L p (M, ϕ) (for p ∈ [1, ∞]) is now defined as the collection of all τ -measurable operators x affiliated with N such that θ s (x) = e −s/p x, s ∈ R. We denote by
In fact such elements form a dense subset. From this point we will simply write D ϕ for infinite ϕ we refer to Section 2 of [GL 1 ], where it is denoted by i (p) ). Note that when ϕ is a normal, faithful
and we are dealing with the standard product of τ -measurable operators. We will in fact be mainly concerned with the situation p = 2. In particular J ϕ (or simply J) will denote the modular conjugation acting on L 2 (M, ϕ) and Λ ϕ (or Λ) the corresponding GNS embedding, so that Λ(x) = xD 1 2 ϕ for x ∈ M such that ϕ(x * x) < ∞. The following result for the state case is Theorem 5.1 of [HJX] . It can be extended to the case of a normal semifinite faithful weight without much difficulty, see also Remark 5.6 of [HJX] . 
The above statement (suitably reformulated) holds also for other values of p. The key steps in the proof are formed by a Radon-Nikodym type result (see for example Proposition 3.2 of [GL 2 ]), the fact that the L 1 -norm can be expressed via positive elements (Lemma 5.2 of [HJX] ) and interpolation.
In the remainder of the preliminaries assume that ϕ is a normal faithful state. Given a completely positive normal map Φ : M → M which is ϕ-reducing (i.e. ϕ • Φ ≤ ϕ) we can consider its GNS L 2 -implementation T ∈ B(H ϕ ), where H ϕ is the GNS Hilbert space for (M, ϕ), given by the formula
where Ω ϕ ∈ H ϕ is the GNS vector of ϕ (note that such implementations were employed in [CS] ).
The Haagerup space L 2 (M, ϕ) is of course naturally isometrically isomorphic to H ϕ , so that in the Haagerup picture the GNS L 2 -implementation is given by the formula
It is easy to see that if Φ commutes with the modular automorphism group of ϕ then both L 2 -implementations coincide. Definition 1.2. Let (M, ϕ) be a pair of a von Neumann algebra with a faithful normal state. We will say that a map Φ : M → M is Markov, if it is σ-weakly continuous (i.e. normal), unital, completely positive and ϕ-preserving (note that in fact a variety of versions of this definition appears in literature, often requiring only that for example Φ(1) ≤ 1).
The following result can be read out for example from Section 2 of [GL 1 ] (specifically the discussion before Proposition 2.3 in [GL 1 ] and also Section 4 of [GL 2 ]) -note that the complete positivity follows from the result for usual positivity, as when we consider the matrix lifting M n ⊗ M with the faithful normal state tr ⊗ ϕ we obtain (id n ⊗ Φ) † = (id n ⊗ Φ † ).
ϕ . The map Φ † , uniquely determined by (1.2), is called the KMS-adjoint of Φ. Using the language of the KMS-implementations the formula (1.2) means simply, by density of
ϕ guarantees the existence of a positive map Φ on M such that T = Φ (2) , see the proof of Theorem 4.8 in [OT 1 ]. The map Φ (which is Φ n in [OT 1 ]) is constructed in the first paragraph of the proof of that theorem via Lemma 4.1 of [OT 1 ]. Recall that since T is self-adjoint, Φ is KMS-symmetric. The complete positivity of T allows us to transport this argument to all matrix levels.
The operators on L 2 (M, ϕ) satisfying the assumptions of the above lemma will be called KMS-symmetric L 2 -Markov operators.
Finally note that for Markov maps (Φ n ) ∞ n=1 and another Markov map Φ the convergence Φ n n→∞ −→ Φ point-σ-weakly coincides with the weak convergence Φ (2) n n→∞ −→ Φ (2) -this follows as then the maps Φ (2) n and Φ (2) are contractions. One can also achieve strong convergence of the L 2 -implementations, passing, if necessary, to convex combinations of the original maps (see Theorem II 2.6 (IV) in [Ta 1 ]). Further using once more contractivity of the maps in question we see that for Markov maps the point-σ-weak convergence Φ n n→∞ −→ Φ is equivalent to the following:
ϕ , x, y ∈ M.
Definition of the symmetric Haagerup property
The aim of this section is a short introduction of the symmetric Haagerup property. We will see later in the paper that it is equivalent to the Haagerup property of [COST] (see also [OT 2 ]). We refer to Section 1 for conventions on the Haagerup non-commutative L 2 -space L 2 (M, ϕ). 
The difference with the Haagerup property studied in [CS] is that Definition 2.1 uses the symmetric injection of non-commutative L 2 -spaces [Kos] instead of the right injection (KMS embeddings instead of the GNS embeddings). The usage of KMS embeddings is more suitable for the applications in Section 6. It is clear that the two possibilities coincide if ϕ is a tracial weight; in fact the two approaches turn out to be equivalent, as follows from results in this paper and [CS] (see Section 4). It is important to note that in [OT 1 ] also the symmetric correspondence between the L 2 -an L ∞ -level was used to establish a suitable notion of the Haagerup approximation property in terms of the standard form of a von Neumann algebra. However, the approach of [OT 1 ] starts from completely positive maps (with respect to a positive cone) acting on the standard form Hilbert space L 2 (M, ϕ) and reconstructs the maps Φ k on the von Neumann algebra level from it. It is not clear if the maps Φ k behave well with respect to the weight ϕ, that is if ϕ • Φ k ≤ ϕ and if the maps Φ k can always be chosen contractive. These properties turn out to be crucial in Section 6 and justify a short redevelopment of the theory of [CS] for the symmetric Haagerup property.
Markov property of the approximating maps and weight independence
In this section we prove that the symmetric Haagerup property is in fact equivalent to the 'contractive' symmetric Haagerup property, and deduce from this fact that in the case of a state the approximating maps may be chosen as Markov. Along the same line we prove that the Haagerup property is independent of the choice of the weight. Let us first recall the following theorem describing the situation in the tracial case, due to Jolissaint [Jol] .
Theorem 3.1 ( [Jol] Proof. Let {e n } n∈N be a sequence of τ -finite projections in M converging strongly to 1. Let Φ k be the approximating cp maps witnessing the Haagerup property of (M, τ ). Then e n Φ k ( · )e n are cp maps witnessing the Haagerup property of (e n Me n , e n τ e n ). Theorem 3.1 shows that we may replace these maps by contractive maps Φ ′ k witnessing the Haagerup property of (e n Me n , e n τ e n ). Then for suitable k, n the maps Φ ′ k,n (e n · e n ) will form a net of contractive cp maps witnessing the Haagerup property of (M, τ ).
Quite importantly, Theorem 3.1 implies in particular that one can achieve a uniform bound for operators Φ k = Φ k (1) (specifically these operators may be assumed to be all dominated by 1). We can now prove the following lemma which is the key, most technical step in the proof of Theorem 3.13. Proof. We split the proof into two steps.
Step 1: Firstly, suppose that Φ k are the completely positive maps witnessing the symmetric Haagerup property of (M, ϕ). Then,
witnesses the symmetric Haagerup property for the pair (M, τ ) (we leave the details to the reader). Then since we know that (M, τ ) has the symmetric Haagerup property, Theorem 3.1 implies that the approximating maps, say this time Ψ ′ k , may be taken unital and τ -preserving. This implies that, Φ
witnesses the Haagerup property for (M, ϕ) (again the details are for the reader). The important conclusion is that this means that we may assume that there is a uniform bound in k for the completely positive maps Φ ′ k that witness the symmetric Haagerup property for (M, ϕ). Note that indeed an explicit bound is given by ( h −1 h ) 2 .
Step 2: Let again Φ k be the approximating cp maps witnessing the Haagerup property of (M, ϕ) and by Step 1 assume that Φ k is uniformly bounded in k. We shall now prove the lemma, that is that we can take completely positive maps with Φ k (1) ≤ 1. In order to do so set,
Because h is boundedly invertible the mapping t → h it is norm continuous as follows from the continuous functional calculus. This implies that (3.1) is in fact a Bochner integral and hence T l k is compact. Moreover, approximating the integral in norm with suitable step functions it follows from a 3ǫ-argument that for every l ∈ N we have T l k → 1 strongly. Define,
Then g l k is analytic for σ ϕ and we have,
We claim that we have,
Moreover, this convergence is uniform in k. Indeed, let ǫ > 0 be arbitrary. Choose δ > 0 such that for every t ∈ (−δ, δ) we have |1 − e it/2 | < ǫ. Since,
Then we find the following estimates,
By our assumptions, the integral on the last line is smaller than ǫ(2 + ǫ) Φ k (1) . The integral before the last line is smaller than Φ k (1) times the maximum over t ∈ [−δl, δl] of |e −(it/2−1/16)/l − 1| ≤ |e −it/2l (e 1/16l − 1)| + |e −it/2l − 1|, which by assumption can be estimated from above by 2ǫ Φ k (1) . This proves that (3.2) holds. Note that the convergence is uniform in k because we assumed that the maps Φ k were uniformly bounded. With some trivial modifications of the argument above we can also prove the following convergence result, which holds uniformly in k ∈ N:
Next, let F n (z) = e −n(z−1) 2 with z ∈ C. In particular F n is holomorphic. Set f
. From holomorphic functional calculus applied to the Banach algebra of M-valued functions on the strip S = {z ∈ C | −1/2 ≤ Im(z) ≤ 0} that are analytic on the interior and normcontinuous on its boundaries we see that z → σ
) must extend to a function that is analytic on the interior of S and continuous on its boundaries.
We are now ready to prove that there exists a sequence of completely positive maps Ψ j : M → M that witness the symmetric Haagerup property of M and such that Ψ j (1) ≤ 1. Let ǫ j = 1 2 j and let {F j } j∈N be an increasing sequence of finite sets in the square of the Tomita algebra T 2 ϕ such that the union over
If this property holds for n, then it automatically holds for n ′ ≥ n. Let C n be a constant such that,
(an elementary check of the derivatives of these functions at λ = 1 implies that such a constant indeed exists). The spectrum Σ(g l k ) of g l k ∈ M is real and the union ∪ k,l Σ(g l k ) is contained in a compact set since g l k is uniformly bounded in k and l. From (3.2), (3.3) and the fact that the invertible elements form an open set in M it follows that for each δ > 0 we may find l ∈ N such that for every k ∈ N the imaginary parts of the spectra Σ(σ
The limits (3.2) and (3.3) together with continuity of (the power series of) F n imply that there exists an l := l(j) ∈ N such that for every k ∈ N,
. By (3.4) we have Ψ j (1) ≤ 1+ǫ j (1+ǫ j ) 2 ≤ 1. Also, for x ∈ M + the estimate (3.6) yields the following estimate, which uses in the first inequality a standard application of Tomita-Takesaki theory (see [HJX, Lemma 2 .5] for a proof),
The KMS L 2 -implementation of Ψ j is given by
which is compact and its norm is uniformly bounded in j (this follows from Ψ j (1) ≤ 1 and the Kadison-Schwarz inequality). We shall now prove that S j → 1 strongly. We estimate,
The first summand on the right hand side converges to 0 as j → ∞, since T
) are all bounded in j and 1 (1+ǫ j ) 2 → 1. Also, the second summand converges to 0 by our choice of k(j). It remains to estimate the latter two summands.
By the assumption (3.5) we have (f
(3.9)
We have,
(3.10)
And in turn,
(3.11)
Combining (3.9), (3.10) and (3.11) we find that,
This shows that the third term in (3.8) tends to 0 as j → ∞. Lastly, we estimate the fourth summand in (3.8). We have,
Combining the previous three estimates, this proves that the fourth summand of (3.8) converges to 0. In all, (Ψ j ) ∞ j=1 forms a sequence of completely positive maps with Ψ j (1) ≤ 1 that witnesses the symmetric Haagerup property for (M, ϕ).
Proposition 3.4. Let (M, ϕ) be a von Neumann algebra equipped with normal, semifinite, faithful weight ϕ. Let {e n } n∈N be a sequence of projections in the centralizer of ϕ strongly convergent to the identity. If (M, ϕ) has the symmetric Haagerup property then for every n ∈ N (e n Me n , e n ϕe n ) has the symmetric Haagerup property. Conversely, if for every n ∈ N (e n Me n , e n ϕe n ) has the symmetric Haagerup property with contractive approximating cp maps then (M, ϕ) has the symmetric Haagerup property with contractive approximating cp maps.
Proof. Let Φ k be completely positive maps for (M, ϕ) witnessing the symmetric Haagerup property with KMS L 2 -implementations
is completely positive with (e n ϕe n ) • Ψ k,n ≤ e n ϕe n (see [CS, Lemma 2.3] ) and its KMS L 2 -implementation T k,n is given by
The latter mapping is clearly compact. Let F ⊆ m ϕ be a finite set. Let n ∈ N be such that for every x ∈ F we have e n D ϕ 2 ≤ 2ǫ. This proves that T k,n → 1 strongly in k by a 3ǫ-estimate and the fact that T k,n is uniformly bounded in k by construction.
Next we prove the converse. So suppose that every (e n Me n , e n ϕe n ) has the symmetric Haagerup property. Let Φ k,n be the corresponding completely positive maps which by assumption may be taken contractive. Set Ψ k,n ( · ) = Φ k,n (e n · e n ). Then Ψ k,n is a contractive, completely positive map with ϕ • Ψ k,n ≤ ϕ (see [CS, Lemma 2.3] ) and its KMS L 2 -implementation is given by ϕ 2 ≤ 2ǫ. The lemma follows then from a 3ǫ-argument and the fact that Ψ k,n being contractive implies through the Kadison-Schwarz inequality that T k,n is contractive for every k, n ∈ N. Proof. Let (Φ k ) ∞ k=1 be completely positive maps witnessing the symmetric Haagerup property of (M, ϕ). Suppose first that h is bounded and boundedly invertible. Then set Ψ k ( · ) = hΦ k (h −1 · h −1 )h. The maps Ψ k are completely positive, τ • Ψ k ≤ τ and their KMS L 2 -implementations are given by hJhJT k h −1 Jh −1 J, so are compact and converge to 1 strongly as k tends to infinity.
In the case of a general h consider e n = χ ( 1 n ,n) (h). Then (M, τ ) has the symmetric Haagerup property if and only if (M, τ ) has the symmetric Haagerup property with contractive approximating cp maps (Lemma 3.2) if and only if for every n ∈ N, (e n Me n , e n τ e n ) has the symmetric Haagerup property with contractive approximating cp maps (Proposition 3.4) if and only if for every n ∈ N, (e n Me n , e n ϕe n ) has the symmetric Haagerup property with contractive approximating cp maps (first paragraph and Lemma 3.3) if and only if (M, ϕ) has the Haagerup property with contractive approximating cp maps (Proposition 3.4 and its proof).
jt 2 . Take x ∈ T 2 ϕ . As j → ∞ we have,
ϕ 2 → 0. Proof. Note that λ(f j ) ≥ 0 since the Fourier transform of f j is a positive function. We have, using [Ta 2 , Theorem 1.17] and [HaK, Lemma 3.5] ,
The identification of the limit follows from the fact that for x, y ∈ T 2 ϕ the mapping
At this point we recall some basic facts regarding crossed products. We use the same notational conventions as [CS] . In particular, let M be a von Neumann algebra with normal, semifinite, faithful weight ϕ. Let again σ ϕ : R → Aut(M) be the modular automorphism group. Let N = M ⋊ σ ϕ R be the corresponding crossed product, also called the core of M. By T : N + → M + ext we denote the canonical operator valued weight, so thatφ = ϕ • π −1 • T is the dual weight of ϕ. We let π : M → N be the natural embedding and for f ∈ L 1 (R), we let λ(f ) be the left regular representation of f in the crossed product N. Finally T ϕ denotes the Tomita algebra inside M. Recall that it consists of all x ∈ M that are analytic for σ ϕ and such that σ ϕ z (x) ∈ n ϕ ∩ n * ϕ with z ∈ C. Let θ : R → Aut(N) be the dual action. Then N ⋊ θ R is isomorphic to M ⊗ L 2 (R) and the double dual weightφ can be identified with ϕ ⊗ Tr. We shall regard N as a subalgebra of M ⊗ L 2 (R) (the embedding being canonical). Let S : (M ⊗ L 2 (R)) + → N + ext denote the canonical operator valued weight, so thatφ =φ • S is the double dual weight of ϕ. For more details we refer to Section 5 of [CS] . 
. We see from Proposition 3.5 together with the fact that N is semifinite and Lemma 3.2 that (N,φ j ) has the symmetric Haagerup property and that the approximating maps may be chosen contractive. Let Φ (j) k be the completely positive contractive maps witnessing this with T
k is completely positive and ϕ•Ψ (j) k ≤ ϕ (see [CS, Lemma 5.2] ). We need to show that the corresponding KMS L 2 -implementations S (j) k are compact and converge to the identity strongly for a suitable choice of a sequence in j and k. Let
ϕ . It follows from Lemma 1.1 and [HaK, Lemma 3.5 ] that these are well-defined contractive maps. Indeed, for example: let x ∈ M + , thenφ j (x) = ϕ • π −1 • T (λ(f j )xλ(f j )) = ϕ(x). Then Lemma 1.1 yields that U j is contractive. A similar argument holds for V j . Now consider the composition V j T (j) k U j . We have,
ϕ .
This proves that S (j)
k is compact. Let F ⊆ T 2 ϕ be a finite set and let ǫ > 0. First choose j ∈ N such that for every x ∈ F we have,
ϕ 2 ≤ ǫ. This is possible by Lemma 3.6. Then choose k ∈ N such that for every x ∈ F we have,
In all this gives,
This proves the claim since the S (j) k 's are bounded uniformly in k, j ∈ N. We now prove the converse. The proof is essentially the same and we indicate the main differences. Firstly, since (M, ϕ) has the symmetric Haagerup property so does (M⊗L 2 (R), ϕ⊗ Tr). Recall that ϕ ⊗ Tr equals the double dual weightφ. Let
has the symmetric Haagerup property, say with cp maps Φ k , so does (e j (M ⊗ B(L 2 (R)))e j ,φ j ) and we may take cp maps Φ (j) k ( · ) = e j Φ k ( · )e j (the proof is straightforward and uses that e j = |F j | 1/2 ν(f j ) is in the centralizer ofφ). Then put Ψ (j)
k (e j · e j )ν(f j )). As in the first part of the proof one can check that these maps witness the symmetric Haagerup property for (N,φ). At the places where Lemma 3.6 and [HaK, Lemma 3.5] are used one uses the computations made in [CS, Lemma 6 .1 and Proposition 6.4] instead. The proof is similar to the considerations in [CS, Section 6] . Proof. This follows from Proposition 3.5 since we may assume that ψ is a trace and then ϕ( · ) = ψ(h · h) for some positive selfadjoint operator h as in Proposition 3.5. Now we can conclude the following main result. Proof. The proof is now a mutatis mutandis copy of [CS, Theorem 5.6] . Note that it requires that B(H) has the symmetric Haagerup property, which follows from (the proof of) [CS, Proposition 3.4] . Also the proof of [CS, Lemma 3 .5] remains valid.
In the next lemma crossed product duality arguments are applied to show that Lemma 3.3 can be extended to arbitrary weights. Proof. Assume that (M, ϕ) has the symmetric Haagerup property. Let σ ϕ be the modular automorphism group of ϕ. Let N = M ⋊ σ ϕ R be the crossed product. We have M ⊗ B(L 2 R) = N ⋊ θ R where θ is the dual action on N. Since M has the symmetric Haagerup property, so has M ⊗ B(L 2 R) (the proof is the same as [CS, Proposition 3.4 and Lemma 3.5]) and therefore N has the symmetric Haagerup property by Proposition 3.7. If we can prove that the completely positive maps witnessing this for N can be chosen contractive, then also M has the symmetric Haagerup property with contractive completely positive maps by the proof of Proposition 3.7.
Let h affiliated with N be the generator of the left regular representation, i.e. h it = λ t ∈ N. Set p n = χ [1/n,n] (h). N is well-known to be semifinite and carries a normal semifinite faithful trace τ such that τ (h 1 2 · h 1 2 ) =φ. It follows from [Te 1 , Lemma 5] that we have τ (p n ) < ∞. This means that the restrictions of both τ andφ to p n Np n are states and we have τ (p n h 1 2 · h 1 2 p n ) =φ(p n · p n ). From Proposition 3.4 we know that (p n Np n ,φ(p n · p n )) has the symmetric Haagerup property and by Lemma 3.3 we see that the completely positive maps ofφ(p n · p n ) may be taken contractive. From Proposition 3.4 it follows that (N,φ) has the Haagerup property with contractive maps. We conclude the lemma by the first paragraph.
We now focus on the state case, beginning with a technical lemma, whose proof relies on ideas of [ We are ready to show that the approximating maps in the state case can be chosen to be Markov. Proof. Since ϕ • Φ k ≤ ϕ Lemma 3.11 yields that there exits a 0 ≤ c k ≤ 1 such that,
If Φ k (1) = 1 then we set Ψ k = Φ k . Note that in this case ϕ(c k ) = ϕ(1) so that ϕ(1 − c k ) = 0 and since 1 − c k is positive this implies that 1 − c k = 0. So c k = 1 and ϕ • Φ k = ϕ. Else, define,
Here the third last equality can be derived from [Te 2 , Corollary 12]. Clearly, the KMS L 2 -implementation of Ψ k is compact. Finally, let S k be the KMS L 2 -implementation of Ψ k and T k of Φ k . Then, for x ∈ M + we see that,
ϕ 2 , and the second term goes to 0. So it remains to estimate,
This concludes the proof, since every element in M can be written as the sum of four positive elements.
The next theorem was one of the aims of this section. Note that for modular Haagerup property (see the discussion after Theorem 4.1) a corresponding fact was shown in [OT 1 ]. Proof. The result follows by combining Lemma 3.10 with Proposition 3.12.
Haagerup property for arbitrary von Neumann algebras revisited
In this section we summarise the equivalence between various definitions of the Haagerup property for von Neumann algebras, collecting and building on the results of [CS] , [OT 1 ], [COST] and [OT 2 ], and focusing on the situation where we work with a faithful normal state. We make also some comments on the modular Haagerup property and the possible extensions to the weight case and finish by formulating the free product result. Proof. Implications (iii)=⇒(i) and (iv)=⇒(v)=⇒(ii) are trivial. The equivalence (i)⇐⇒(vi) was noticed in [OT 1 ] (see also [COST] ). The implication (ii)=⇒(v) is Theorem 3.13. The equivalence (v)⇐⇒(iii) was was shown in [OT 2 ] (the latter paper proves also that the equivalence remains true if we consider completely contractive, ϕ-reducing maps). The equivalence (i)⇐⇒(ii) follows from the arguments of Section 2 -specifically from the fact that M has the symmetric Haagerup property if and only if its core algebra has the symmetric Haagerup property, that the same fact is true for the Haagerup property of [CS] and that the two versions of the Haagerup property are clearly equivalent for semifinite von Neumann algebras (as neither depends on the choice of the state).
Thus it remains to comment on the implication (v)=⇒(iv). Let (Φ n ) ∞ n=1 be a sequence of approximating Markov maps on M, as defined in (iv). Consider the sequence (Φ † n ) ∞ n=1 : it consists of Markov maps, their KMS implementations are compact (as (Φ † n ) (2) = (Φ (2) n ) * ), and obviously (Φ † n ) (2) converge in the wo-topology to
is a sequence of approximating Markov maps on M, and so is (
The latter are obviously KMS-symmetric.
Naturally from now on we will simply say that a von Neumann algebra M with a separable predual has the Haagerup approximation property if any/all conditions listed in the above theorem hold. In [OT 1 ] the authors consider also the case where one can find the approximating maps (in the sense of condition (vi) of Theorem 4.1) commuting with the action of the modular group, and show that in that case they can be in addition assumed to be Markov (see Theorem 4.11 of that paper). If such maps exist, we will say that M has the modular Haagerup property. In general the Haagerup property of Theorem 4.1 is not equivalent to the modular Haagerup property, see Corollary 5.8. Note however the following result, observed also by R. Tomatsu. Proof. This is effectively a corollary of (the proofs of) Theorem 7.4 and Proposition 7.17 of [DFSW] . We sketch the argument: as G has the Haagerup property, there exists a net of states (µ i ) i∈I ∈ S(C u ( G)) such that the net F(µ i ) ∈ c b (G) (see the notation in Section 6 of [DFSW] ) is in fact an approximate unit in c 0 (G). The proof of Proposition 7.17 in [DFSW] shows that one can in addition assume that the states µ i are invariant under the action of the universal scaling group ( τ u t ) t∈R (see [Ku 1 ]) -effectively one uses the fact that L ∞ (R) admits an invariant mean and averages with respect to the action, the only non-trivial piece of the argument is showing that we still get an approximate unit in c 0 (G) -this is however proved in the proposition mentioned above. Now Theorem 7.4 of [DFSW] shows that each of the unital, normal, Haar state preserving completely positive maps (
Note that abusing the notation we can viewσ t simply as an automorphism of B(L 2 ( G)), so it makes sense to consider (σ t ⊗τ u t )( W). But (4.1) (σ t ⊗τ u t )( W) = W, as follows from the formulas in Section 9 of [Ku 1 ] -in particular note that Proposition 9.1 in the language of W means that
and the latter is equal to (
The equation (4.1) however means that
which ends the proof.
As mentioned before, the above fact was also observed by R. Tomatsu, who mentioned to us the following proof of the above result (see also Corollary 5.8): the modular operator ∇φ acting on L 2 ( G) is diagonalizable, in fact the eigenvectors can be chosen among the entries of irreducible representations ofĜ. Thus Lemme 3.7.3 of [Con] implies that the action of the modular group {σ t : t ≥ 0} factorises through a compact group. This means that one can use the approximating maps constructed in Theorem 7.4 of [DFSW] and average them with respect to the action of the modular group to obtain the modular Haagerup property.
We do not know if Theorem 4.1 (specifically the implication (i)=⇒(iii) can be extended to the case of faithful normal semifinite weights. In fact even the very special case of existence of Markov maps yielding suitable approximations for (B(ℓ 2 ), Tr) remains open.
Finally we observe that the results of the last section allow us to improve on [OT 1 , Theorem 4.12], establishing that the free product of von Neumann algebras with the modular Haagerup property has the (modular) Haagerup property by removing the modularity assumption. Proof. The proof is now the same as [Boc, Proposition 3.9 ] (or [OT 1 , Theorem 4.12]) since by Theorem 3.13 we may choose the completely positive maps witnessing the Haagerup property to be Markov.
Haagerup property via KMS symmetric Markov semigroups
The main result of this section is Theorem 5.7, describing the Haagerup property via Markov semigroups. We follow quite closely [Sau] and [JM] , at the same time clearly separating the purely Hilbert space-theoretic arguments from von Neumann algebraic considerations.
Definition 5.1. A Markov semigroup {Φ t : t ≥ 0} on a von Neumann algebra M equipped with a faithful normal state ϕ is a semi-group of Markov maps on M such that for all x ∈ M we have Φ t (x) t→0 + −→ Φ 0 (x) = x σ-weakly. It is said to be KMS-symmetric if each Φ t is KMS symmetric, and immediately L 2 -compact if each of the maps Φ (2) t with t > 0 is compact. The following extension of Lemma 1.5 is straightforward.
Proof. Follows from Lemma 1.5 and the considerations ending Section 1.
As mentioned in the beginning of this section, we intend to separate the Hilbert space arguments from the von Neumann algebra setup, as is clearly possible via Lemma 5.2. Thus we first formulate the key statement purely in the Hilbert space language (see Proposition 5.5). We will need some straightforward lemmas from the semigroup theory. The first one is Proposition 9.1.2 of [Are] (or Proposition 2.1 of [Ouh] ).
Lemma 5.3. Let X be a Banach space, let −A be the generator of a contractive C 0 -semigroup {P t : t ≥ 0} on X and let C ⊂ X be a closed convex set. Then the following conditions are equivalent:
The second result shows that in some cases the conditions above are very easy to check.
Lemma 5.4. Let H be a Hilbert space, C ⊂ H a closed convex set, n ∈ N and let T 1 , . . . , T n ∈ B(H) be selfadjoint contractions such that
and let
Proof. It suffices to consider the case n = 1 (putting T = 1 n n i=1 T i ). Note also that by Lemma 5.3 the last statement in the lemma will follow once we prove the rest. Denote by P the orthogonal projection onto C, and recall its action on ξ ∈ H is characterised by the following conditions: P ξ ∈ C and for all η ∈ C we have Re ( η − P ξ, ξ − P ξ ) ≤ 0.
We will use the following quadratic form fact (Theorem 9.1.5 of [Are] or Theorem 2.2 of [Ouh] -in the context of quantum Dirichlet forms the Hilbert space projection language was introduced in [Cip] ): it suffices to prove that for all ξ ∈ H we have Re Q(P ξ, ξ − P ξ) ≥ 0, where Q(ξ, η) := ξ, Aη for all ξ, η ∈ H (see the discussion in Section 6). We have however Re Q(P ξ, ξ − P ξ) = Re P ξ, (I − T )(ξ − P ξ) = Re P ξ − T P ξ, ξ − P ξ ≥ 0,
The following proposition is key for the main theorem of this section.
Proposition 5.5. Let H be a separable Hilbert space, (C i ) i∈I a family of closed convex sets in H, and (T n ) ∞ n=1 a family of operators on H satisfying the following conditions:
adjoint contractions leaving each of the sets C i -invariant. Moreover if each of the original T n is compact we can assume that {S t : t ≥ 0} is immediately compact (recall this means that S t is compact for each t > 0)
Proof. The proof follows very closely these of [JM] and [Sau] , so we just indicate the main steps. We will also assume that the family (C i ) i∈I consists of a single set C (it will be clear that the same proof applies in general) and write I for I H .
In the first step one shows (as in Theorem 1 of [JM] ) that without loss of generality we may assume that all maps T n mutually commute (replacing them by a family ( T n ) n∈N satisfying the same conditions plus the commutation requirement). To that end we first choose a dense subset (ξ l ) ∞ l=1 in the unit ball of H and, by passing to a subsequence if necessary, assume that for all n ∈ N and ξ ∈ Lin {T k j (ξ l ) : j, l = 1, . . . , n − 1, k = 0, 1, . . . , n 2 } we have T n ξ−ξ ≤ 2 −n ξ . Then define (again for each n ∈ N) θ n := 1 n (T 1 +· · ·+T n ), ∆ n := n(I −θ n ). Lemma 5.4 implies that for each λ > 0 the element R n,λ := λ(λI + ∆ n ) −1 ∈ B(H) is a selfadjoint contraction with R n,λ (C) ⊂ C. Further we show by explicit estimates that for each l ∈ N and λ > 0 the sequence (R n,λ ξ l ) ∞ n=1 converges. This follows exactly as on pages 43-44 of [JM] . The density argument allows us to define for each λ > 0 a self-adjoint contraction ρ λ ∈ B(H) as a strong limit:
It is obvious that ρ λ (C) ⊂ C. Again explicit calculations using the resolvent formula (p.44 of [JM] ) show that for each ξ ∈ H, µ, ν > 0
so putting T n = ρ 1 n for each n ∈ N we obtain the required mutually commuting maps satisfying the assumptions (i)-(iii). We still need to argue that if the original maps T n were compact, the same will be true for T n . To that end, we define for all n, m ∈ N, n < m the operator ∆ n,m = ∆ m − ∆ n , and follow the arguments on page 45 of [JM] to obtain the following statements: for each n ∈ N, λ > 0 and ξ ∈ H the sequence (
converges, so that we can define a new operator, say γ λ,n ∈ B(H) as the strong limit of the sequence ((I + λ nλ+1 ∆ n,m ) −1 ) ∞ m=n+1 . Finally putting (n ∈ N, λ > 0)
we observe that if each T n is compact, so is θ n , and thus also, by the above formula ψ n,λ . Finally, by the computations on pages 45-46 of [JM] we obtain (n ∈ N, λ > 0)
This suffices to conclude that each ρ λ (and thus also each T n ) is compact. The second part of the proof follows the lines of Lemma 2 of [JM] . We begin with a sequence (T n ) ∞ n=1 of mutually commuting maps satisfying (i)-(iii) above. Fix a dense set (ξ l ) ∞ l=1 in the unit ball of H. Possibly passing to a subsequence, we can assume this time that for each l ∈ N we have n=1 T n (ξ l ) − ξ l < ∞. Define once again for n, m ∈ N, n < m, the maps
Further for each n ∈ N, t ≥ 0 let S t,n = exp(−t∆ n ). Then each {S t,n : t ≥ 0} is a family of self-adjoint contractions and Lemma 5.4 implies that S t,n (C) ⊂ C. As T n are assumed to mutually commute, so do ∆ n , so that we have for m > n, t ≥ 0 the equality S t,m = exp(−t∆ n,m )S t,n . It is then easy to check that for each l ∈ N the sequence (S t,n ξ l ) ∞ n=1 is convergent, so that further by a density argument we can define for t ≥ 0 a self-adjoint contraction S t as a strong limit of (S t,n ) ∞ n=1 . It is clear that S t (C) ⊂ C. Further, as the arguments on page 40 of [JM] show, {S t : t ≥ 0} is a C 0 -semigroup.
It remains thus to observe that if each of the original T n is compact, so are S t for t > 0. This follows from the estimates obtained in [JM] (pages 41-42): there exists K > 0 such that for each t > 0, n ∈ N
so S t = lim n→∞ θ n S t , and the latter maps are clearly compact (as each θ n is).
For an operator T on a Hilbert space H and k ∈ N we denote by T (k) the natural matrix type lifting (which can be viewed also as tensoring) of T to an operator on M k (H) ≈ H ⊗ M k , where M k is viewed as the Hilbert space formed by Hilbert-Schmidt operators on C k . The following generalization of the last proposition is now straightforward.
Proposition 5.6. Let H be a separable Hilbert space, let (k i ) i∈I be a collection of positive integers and for each i ∈ I let
n=1 be a family of operators on H satisfying the following conditions:
Then there exists a C 0 -semigroup {S t : t ≥ 0} of self-adjoint contractions leaving each of the sets C i -invariant (by which we mean S
Moreover if each of the original T n is compact we can assume that {S t : t ≥ 0} is immediately compact.
Proof. It remains to observe that all the constructions (and norm estimates, for a fixed k) do not change under passing to under tensoring/matrix lifting to M k ⊗ H.
We are ready for the main result of this section. The implication (ii)=⇒(i) in the theorem below is immediate, the point lies in the possibility of constructing the approximating semigroup out of the approximating sequence. Note that this is precisely the situation in the case of L ∞ ( G), where G is a discrete quantum group with the Haagerup property, as can be deduced from Theorem 7.18 of [DFSW] -the approximating semigroup of maps can in that case be built of multipliers associated to states on C u ( G) forming a convolution semigroup of states. Proof. As mentioned above, the implication (ii)=⇒(i) is clear. Assume then that (M, ϕ) has the Haagerup property and let (Φ n ) n∈N be the approximating KMS-symmetric Markov maps, which are L 2 -compact, whose existence is guaranteed by Theorem 4.1 (iv). Apply Proposition 5.6 to the Hilbert space L 2 (M, ϕ), the family of maps (Φ
n ) n∈N , and the closed convex sets We end this section by stating the following corollary, which is essentially based on a remark of S. Neshveyev. Recall that a faithful normal state ϕ on a von Neumann algebra is called almost periodic if and only if the associated modular operator ∇ ϕ on L 2 (M, ϕ) is diagonalizable. Proof. The backward implication, based on Lemme 3.7.3 in [Con] and described already after Proposition 4.2, is Theorem 4.14 in [OT 1 ]. Assume then that (M, ϕ) has the modular Haagerup property. It is easy to see that the construction in this Section preserve the commutation with the modular group, so a 'modular' version of Theorem 5.7 yields the existence of an immediately L 2 -compact KMS-symmetric Markov semigroup {Φ t : t ≥ 0} such that each Φ t commutes with the modular group. Passing to the L 2 -picture we obtain an immediately compact semigroup {Φ : t ≥ 0} has finite dimensional eigenspaces (V n ) n∈N such that L 2 (M, φ) = n∈N V n (see Theorem 6.1 in the following section) and each ∇ it ϕ must preserve every V n . This clearly implies that ∇ ϕ is diagonalizable.
Haagerup property via Dirichlet forms
In this section we reformulate the statements obtained in Section 5. Begin by quoting the following standard/folklore result, whose detailed proof is available for example in Section 1.4 of [Are] (we formulate a slightly different version, suited directly for our purposes). 
Proof. We sketch the proof: the implication (ii)=⇒(i) is immediate, as then we get an explicit spectral decomposition, T t = n∈N exp(−tλ n )|e n e n |. The other implication is based on the following steps: first it is easy to see that (i) implies that the resolvent of −A must be compact (Lemma 4.28 in [EnN] ). Then we just use the standard spectral theorem for a self-adjoint compact operator to one of the operators R λ = λ(λI + A) −1 in the resolvent (note that the resolvent consists of self-adjoint operators), and use the fact that it determines A uniquely.
For the general theory of closed quadratic forms we refer for example to [Ouh] , and for quantum Dirichlet forms to [GL 1 ] and [GL 2 ]. We recall here the main results. Definition 6.2. A non-negative closed densely defined quadratic form on a complex Hilbert space H is a map Q : Dom Q → R + such that Dom Q is a dense subspace of H, Q is a quadratic form (i.e. there exists a sesquilinear form Q : Dom Q × Dom Q → C such that for all ξ, η ∈ Dom Q we have Q(ξ, η) = Q(η, ξ) and Q(ξ) = Q(ξ, ξ)) and the space Dom Q equipped with the norm ξ Q := ξ 2 + Q(ξ) is complete.
The following is a symmetric version of theorems in Section 1.5 of [Ouh] . 
The above theorem and Theorem 6.1 yield immediately the following corollary. 
Before we define (quantum) Dirichlet forms, we need to introduce some notations. For a selfadjoint ξ ∈ L 2 (M, ϕ) h we denote by ξ + the positive part of ξ and further write ξ ∧ = ξ − (ξ − D 1 2 ϕ ) + (note that the operations ξ → ξ + and ξ → ξ ∧ correspond to taking orthogonal projections from L 2 (M, ϕ) h respectively onto the positive cone and onto the set
Definition 6.5. A non-negative closed densely defined quadratic form Q on L 2 (M, ϕ) is called a conservative, Dirichlet form, if it satisfies the following conditions:
(i) Q is real, i.e. Dom Q is * -invariant and Q(ξ) = Q(ξ * ) for ξ ∈ Dom Q;
. It is called completely Dirichlet, if the counterparts of conditions in (i)-(iii) are also satisfied for each n ∈ N by the natural matrix lifting of Q, i.e. the quadratic forms
The following result is contained in [GL 1 ] in the context of the Haagerup L 2 -space. It was independently obtained in [Cip] in the context of an arbitrary standard form; it can be viewed as a non-commutative version of the Beurling-Deny criteria and can be deduced from the interplay between semigroups, their generating forms, and closed convex sets (see Chapter 2 of [Ouh] ). Note that in fact [Cip] shows also in Proposition 4.10 that the first property in condition (iii) above (the one related to ξ + ) follows automatically from the second (the one related to ξ ∧ ).
Theorem 6.6. Let (M, ϕ) be a von Neumann algebra with a faithful normal state ϕ. There is a one-to-one correspondence between KM S-symmetric Markov semigroups on M and conservative completely Dirichlet forms on L 2 (M, ϕ).
The bijection above arises in the expected way: the quadratic form in question is the generating form (in the sense of Theorem 6.3) for the relevant semigroup of operators on L 2 , connected to the semigroup on M via Lemma 5.2.
We are ready to formulate the main result of this section. Note that once again quantum groups may be viewed as a guiding example: convolution semigroups of states on the algebra of functions on a compact quantum group G on one hand yield multipliers which can be used to prove the Haagerup property for the von Neumann algebra L ∞ (G), and on the other hand lead to interesting quantum Dirichlet forms, studied recently in [CFK] . Proof. It is a consequence of Theorem 5.7, Theorem 6.6 and Corollary 6.4. The first two show that the Haagerup property for M is equivalent to the existence of a conservative completely Dirichlet form Q on L 2 (M, ϕ) such that the C 0 -semigroup of Hilbert space contractions associated to Q is immediately L 2 -compact and the last one interprets the immediate compactness of the semigroup directly in terms of Q.
6.1. Example. We finish the article with an explicit description of a Dirichlet form with the properties of Theorem 6.7 on a non-injective (finite) von Neumann algebra with the Haagerup approximation property. The example is based on the results of [CFK] and related to the observations in [FV] .
Let N ∈ N, N ≥ 2 and denote by O + N the quantum orthogonal group of Wang (see [Wan] , and also [Bra] and references therein). The universal group C * -algebra of O + N is the universal unital C * -algebra C(O [Ban] and [BMT] that L ∞ (O + N ) is non-injective as soon as N ≥ 3. Explicit convolution semigroups of states on C(O + N ) were studied in Section 10 of [CFK] ; in [FV] it was observed explicitly that one of them has a 'proper' generating functional and thus witnesses the Haagerup property of the dual of O + N . This is the basis of Proposition 6.8 below. Before we formulate it we we need to introduce some more notations.
In [Ban] T. Banica showed that the (equivalence classes of) irreducible representations of O + N are indexed by non-negative integers; more explicitly he proved there (see also for example Section 10 of [CFK] ) that if we denote for each s ∈ N by U s the Chebyshev polynomial of the second kind, and put n s := U s (N ), then there exists a linearly independent dense set {1, v Corollary 10.3 of [CFK] shows that it is a generating functional on O + N (it corresponds to b = 1 and ν = 0 in that corollary). An elementary check shows that on its domain L = L † •S, where S is the antipode of O + N , so that by Corollary 4.6 it is a KM S-symmetric functional. Further Theorem 7.1 of [CFK] implies that the formula (6.1) defines a Dirichlet form corresponding to the KMS-symmetric Markov semigroup of convolution operators/Schur multipliers associated with L -an apparent difference in comparison with the formulation there is related to the fact that we work with normalised eigenvectors.
The fact that the respective eigenvalues grow to infinity follows from explicit estimates: for N = 2 we have ) s∈N is bounded (Lemma 4.4 of [FV] ).
Note that as h is tracial the choice of the embedding of
does not play any role in the above considerations.
