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Abstract 
This paper gives a prototype application which can provide 
person location service on the IrisNet. Two crucial tech-
nologies – face detection and face recognition underpin-
ning such image and video data mining service are ex-
plained. For the face detection, authors use 4 types of sim-
ple rectangles as features, Adaboost as the learning algo-
rithm to select the important features for classification, and 
finally generate a cascade of classifiers which is extremely 
fast on the face detection task. As for the face recognition, 
the authors develop Adaptive Principle Components Analy-
sis (APCA) to improve the robustness of Principle Compo-
nents Analysis (PCA) to nuisance factors such as lighting 
and expression. APCA also can recognize faces from single 
face which is suitable in a data mining situation 
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1   INTRODUCTION 
 
Multimedia data, such as speech, music, images and video   
are becoming increasingly prevalent on the internet and 
intranets as bandwidth rapidly increases due to continuing 
advances in computing hardware and consumer demand.  
An emerging major problem is the lack of accurate and 
efficient tools to query these multimedia data directly, so 
we are usually forced to rely on available metadata such as 
manual labeling. This is already uneconomic or, in an in-
creasing number of application areas, quite impossible be-
cause these data are being collected much faster than any 
group of humans could meaningfully label it. Some driver 
applications are emerging from heightened security de-
mands in the 21st century, postproduction of digital interac-
tive television, and the recent deployment of a planetary 
sensor network overlaid on the internet backbone. 
 
2   FAST FACE DETECTION 
 
2.1   Face Detection 
 
Face detection is a challenging and valuable work and has 
attracted much attention in recent years. Face detection is a 
necessary first-step in face recognition system, with the 
purpose locating the face from the cluttered background. It 
also can be used in wide areas such as human-computer 
interaction, content-based image retrieval, and intelligent 
surveillance. The survey paper [2] by E. Hjelmas and B. K. 
Low classify the previous work on face detection into two 
categories: feature-based approaches and image-based ap-
proaches. 
 
Feature-based approaches such as using edges [3, 4], skin 
color [5], motion [6] etc, are applicable for real-time sys-
tems due to their fast feature extraction but suffer from their 
low detection rate. Image-based such as PCA [7], Neural 
Networks [8], support vector machine [9] generally achieve 
a good performance, but most of them are computationally 
expensive and not suitable for real-time applications. In 
recent years, Viola and Jones[10] proposed a real-time face 
detection system. The main idea of the method is to com-
bine weak classifiers based on simple features which can be 
computed extremely fast. In their work, simple rectangle 
Haar-like features are extracted; face and non-face classifi-
cation is done by using a cascade of successively more 
complex classifiers which are trained by AdaBoost learning 
algorithm. Our face detection system is based on their work. 
 
2.2   Feature 
 
Each weak classifier is constructed based on a simple rec-
tangle feature.  Four types of rectangle features are used, as 
shown in Fig. 1 
 
 
 
 
        (A)                        (B)                      (C)                      (D) 
Fig. 1. The four types of rectangle features defined in a 
sub-window: the sum of the pixels which lie within the 
white rectangles are subtracted from the sum of pixels 
in the grey rectangles. 
 
Given the base resolution of the sub-window is 24*24, the 
exhaustive set of rectangle features is 116,300 (86,400 for 2 
rectangle features, 27,600 for 3 rectangle features, and 
2,300 for 4 rectangle features), which is overcomplete. 
 
Rectangle features can be computed very fast using integral 
image. The integral image at location x, y contains the sum 
of pixels above and to the left of x, y, inclusive: 
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where II(x, y) is the integral image and I(x’, y’) is the origi-
nal image. 
 
Using the integral image any rectangular sum can be com-
puted in four array references (Fig. 2). More clearly, two-
rectangle features can be computed in six references, eight 
for the three-rectangle features and nine for four-rectangle 
features. 
 
2.3 Learning Algorithm – Adaboost 
 
Adaboost algorithm was mainly developed by Freund and 
Schapire [11]. They proved that the training error of the 
strong classifier approaches zero exponentially in the num-
ber of rounds.  
 
The weak classifier is designed to select the single rectangle 
feature which can best separate the positive and negative 
examples.  A weak classifier jh contains a feature if  a 
threshold iθ and a direction iρ  
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Fig. 2 AdaBoost algorithm for classifier learning. 
 
In our system, each classifier is trained with the 4916 train-
ing faces samples and 7872 non-face samples (both of them 
have the size 24*24 pixels) using the Adaboost learning 
algorithm. 
 
2.4 Cascade Classifier 
 
The goal of a cascade of classifiers is to enhance the classi-
fication rate which reduces the computing time. A positive 
result from the first classifier will trigger the second classi-
fier which is more complex than the first one, a positive 
result from the second classifier will trigger a third classi-
fier, and so on. A negative result at any stage will lead to 
the immediate rejection to the sub-window. In this way, the 
detection process is extremely fast.  
 
3   NEED FOR FACE RECOGNITION FROM 
SINGLE FACE 
 
3.1   Robust Face Recognition 
 
Robust face recognition is a challenging goal because of the 
gross similarity of all human faces compared to large dif-
ferences between face images of the same person due to 
variations in lighting conditions, view point, pose, age, 
health, and facial expression. Most systems work well only 
with images taken under constrained or laboratory condi-
tions where lighting, pose, and camera parameters are 
strictly controlled. 
 Recent research has been focused on diminishing the im-
pact of nuisance factors on face recognition. Many ap-
proaches have been proposed for illumination invariant 
recognition [12][13] and expression invariant recognition 
[14][15]. But these methods suffer from the need to have 
large numbers of example images for training, which is of-
ten impossible in many data mining situations when only 
few sample images are available such as in recognizing 
people from surveillance videos from a planetary sensor 
web or searching historic film archives. 
Table 1. Data mining applications for face recognition 
 
 
3.2 Principle Component Analysis 
 
Principal Components Analysis (PCA), also known as "ei-
genfaces," is originally popularized by Turk and Pentland 
[16]. PCA is a second-order method for finding a linear 
representation of faces using only the covariance of the 
data.  It determines the set of orthogonal components (fea-
ture vectors) which minimizes the reconstruction error for a 
given number of feature vectors.  Consider the face image 
set ],,,[ 21 nIIII = , where iI  is a qp ×  pixel im-
age, +∈∈ Znqpni ,,],1[  , the average face of the 
image set is defined by the matrix: 
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Normalizing each image by subtracting the average face, 
we have the normalized difference image matrix: 
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~
. (2) 
Unpacking iD
~
 row-wise, we form the )( qpNN ×=  
dimensional column vector id .  We define the covariance 
matrix C  of the normalized image set 
],,[ 21 ndddD =  corresponding to the original face 
image set I by: 

=
==
n
i
TT
ii DDddC
1
. (3) 
An eigen decomposition of C  yields eigenvalues iλ  and 
eigenvectors iu  which satisfy: 
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The eigenvectors of C  are often called the eigenfaces and 
are shown as images in Figure 3. Generally, we select a 
small subset of nm <  eigenfaces to define a reduced di-
mensionality facespace that yields highest recognition per-
formance on unseen examples of faces.  For good recogni-
tion performance the required number of eigenfaces, m , is 
typically chosen to be of the order of 6 to 10. 
 
 
Fig.3  Typical set of eigenfaces as used for face recog-
nition. Leftmost image is average face. 
 
3.3 Robust PCA Recognition 
 
The authors have developed Adaptive Principal Component 
Analysis (APCA) to improve the robustness of PCA to nui-
sance factors such as lighting and expression [17][18].  In 
the APCA method, we first apply PCA.  Then we rotate and 
warp the facespace by whitening and filtering the eigen-
faces according to overall covariance, between-class, and 
within-class covariance to find an improved set of eigenfea-
tures.  Figure 4 shows the large improvement in robustness 
to lighting angle.  The proposed APCA method allows us to 
recognize faces with high confidence even if they are half in 
shadow.  Figure 5 shows significant recognition perform-
ance gains over standard PCA when both changes in light-
ing and expression are present.  
 
Person recognition and location services on a 
planetary wide sensor net 
Recognizing faces in a crowd from video surveil-
lance 
Searching for video or images of selected persons 
in multimedia databases 
Forensic examination of multiple video streams to 
detect movements of certain persons 
Automatic annotation and labeling of video 
streams to provide added value for digital interac-
tive television 
  
Fig.4 Contours of 95% recognition performance for the 
original PCA and the proposed APCA method against 
lighting elevation and azimuth. 
 
Fig.5 Recognition rates for APCA and PCA versus 
number of eigenfaces with variations in lighting and 
expression from Chen and Lovell (2003). 
 
4 EXPERIMENTAL RESULTS 
 
We present some experimental results here. There are 15 
people (each person has one orientated face image) in our 
face database. The demo video shows the progress of de-
tecting and recognizing of multiple persons from “un-
known” to “confident”. Some selected frames are shown on 
Fig.6 
 
 
 
 
 
 
Fig.6 Selected frames from application demo video 
Red rectangle: Unknown person 
Yellow rectangle: Not confident enough to recognize, 
person’s name is under the rectangle with a “?” 
Green rectangle: Very confident to recognize, person’s 
name is under the rectangle 
 
5 CONCLUSION AND FUTURE WORK 
 
It has been argued that by the end of the 20th century com-
puters were very capable of handling text and numbers and 
that in the 21st century computers will have to able to cope 
with raw data such as images and speech with much the 
same facility.  The explosion of multimedia data on the 
internet and the conversion of all information to digital 
formats (music, speech, television) is driving the demand 
for advanced multimedia search capabilities, but the pattern 
recognition technology is mostly unreliable and slow.  Yet, 
the emergence of handheld computers with built-in speech 
and handwriting recognition ability, however primitive, is a 
sign of the changing times.  The challenge for researchers is 
to produce pattern recognition algorithms, such as face de-
tection and recognition, reliable and fast enough for de-
ployment on data spaces of a planetary scale. 
 
In our application, currently face detection module can de-
tect faces with rotated angles very well, but APCA can’t 
recognize well on the rotated faces. Our future work will be 
focused on dealing with this problem. Some potential solu-
tions include detect the positions of eyes or nose, and rotate 
the face back to orientation position depends on the face 
component geometry. 
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