design of vehicles, such as those developed by Barrett et al. (1999) , Fish et al. (2003) , and Epps et al. (2009), can be significantly improved with detailed quantitative analysis of the momentum transfer between the fish and the fluid during swimming behaviors. Fish swimming behavior is inherently three-dimensional (3D), with multifarious fin and body motions and fin-wake interactions. The complexity of these swimming behaviors suggests that 3D rendering, with sufficient spatial and temporal resolution, is necessary to simultaneously capture the relevant kinematics and hydrodynamics to facilitate the quantification of propulsive performance.
Early work on fish swimming hydrodynamics employed qualitative shadowgraphy techniques, suggesting a series of linked 3D vortex rings in the wake of a steadily swimming fish, as well as during a "push and coast" swimming mode (McCutchen, 1977) . Looking to quantify wake hydrodynamics behind swimming fish, researchers turned to non-invasive techniques such as Particle Image Velocimetry (PIV). PIV allows for nonintrusive measurements of the velocity field in a fluid by imaging, and then tracking, the motion of reflec-tive flow tracers over time. Fundamental details on the implementation of and algorithms used in PIV can be found in Raffel et al. (1998) .
PIV measurements taken behind steadily swimming fish along the horizontal mid-plane of the body reveal clear reverse Kármán street vortex configurations in the fish wake (e.g., Stamhuis and Videler (1995) , Wolfgang et al. (1999) , and Müller et al. (2000) ). Using multiple planes of 2D PIV measurements behind the pectoral fin of a steadily swimming bluegill sunfish, Drucker and Lauder (1999) reconstruct the wake of this fin revealing a series of staggered and interconnected vortex rings.
Along the horizontal center plane of these linked vortex rings, the telltale reverse Kármán street of a propulsive thrust wake is present.
Striving to quantify swimming performance with only wake velocimetry has led researchers to analyze predominately 2D PIV data for a better understanding of the forces generated by swimming fish. The fluid impulse is one measure of the momentum in a vortex.
Using an ideal vortex ring model for the fish wake, the impulse of the wake can be compared to the change in momentum of the fish body (Müller et al. 1997; Epps and Techet 2007) . Impulse can be determined for an ideal vortex ring from the vortex ring circulation and diameter as
where ρ is the fluid density and D is the vortex ring diameter measured core to core in a 2D slice. This model assumes an axisymmetric vortex ring for all behaviors and requires accurate circulation Γ measurements. Γ for a vortex ring is calculated by taking the line integral of tangential velocity on a closed contour around the vortex
which minimizes error in calculation. Alternate methods for calculating circulation involve applying Stokes' theorem and integrating vorticity over area, which requires first calculating vorticity as the curl of the velocity field, thus propagating unnecessary uncertainty (error) into the calculation of circulation. Epps and Techet (2007) introduce an additional contribution to the fluid impulse model that results due to the thickness of a finite vortex core:
where D 0 is the diameter of the finite vortex core. This additional impulse must be considered for a complete formulation of the wake vortex dynamics. Dabiri (2005) and Peng et al. (2007) further suggest frameworks for analyzing PIV data within the constraints of available measurement data taking into account added mass effects, which ultimately cannot be neglected.
The ideal vortex ring framework is the simplest wake model available that can be applied to the calculation of hydrodynamic impulse from PIV data. However it does not take into account the effect of the vortex ring linking that is seen in steady forward swimming cases.
2D PIV vorticity measurements taken along a horizontal midplane of the fish wake contain the signature reverse Kármán vortex street described above. The vorQuantitative Wake Analysis of a Freely Swimming Fish 3 tices seen in this reverse vortex street contain combined circulation from the two linked rings. Using the linked cores could lead to over estimation of the thrust produced by the swimming fish, further making a case for investigations using 3D PIV methods.
The case for 3D data has also been made through many studies that acknowledge the limitations of using planar measurements to study swimming hydrodynamics (e.g., Tytell 2006; Tytell et al. 2008) . Lauder (2009) further cites three-dimensional interactions as some of the most critical aspects of swimming analysis for engineers and biologists to consider as instrumentation develops. Three-dimensional considerations must also be extended to the development of biomimetic robots and vehicles (Lauder and Madden 2006) , particularly in determining the importance of secondary fin and propulsor configurations.
The rise of advanced 3D imaging techniques and the fall of hardware costs make it feasible to study fish in their natural environments and measure most aspects of their behavior with non-invasive 3D imaging methods:
from gross body kinematics to detailed wake hydrodynamics. Accurate analysis of swimming hydrodynamics requires synchronized knowledge of the fish behavior along with the fluid kinematics. Ideally, the fish swims in a natural manner unperturbed by external disturbances, such as bright flashing lasers, rapid movements outside the tank and large ambient flow disturbances (e.g., Stamhuis et al. (2002) ). In particular, the green wavelengths of laser light (λ = 527-532 nm), typically used during PIV in water, can disturb fish and provoke unnatural swimming behavior. Near-infrared illumination (λ = 808-810 nm) is invisible to fish and appears not to adversely affect their behavior. Near-IR has been successfully used to visualize unsteady fish maneuvering (Epps and Techet 2007) , feeding (Adhikari and Longmire 2013) , and plankton flow (Murphy et al. 2012 ).
The evolution of volumetric near IR lasers now facilitates non-invasive 3D imaging as well.
Three-dimensional PIV measurements can be obtained using a number of imaging and reconstruction techniques, including tomographic PIV, stereo PIV, and defocusing digital PIV. Kitzhofer et al. (2011) and Scarano (2013) provide detailed reviews of these methods and their advantages. Using stereoscopic PIV, Sakakibara et al. (2004) resolves substantial out-of-plane velocity during rapid fish turning and proves the need to consider three-dimensionality in maneuvering applications.
The first volumetric PIV on fish, taken using defocusing digital PIV (DDPIV) by Flammang et al. (2011a) , provides complete visualization of three-dimensional vortex rings shed by the caudal fins of bluegill sunfish and cichlid fish swimming in a flume. Results also show smaller vortices generated by the dorsal and anal fins interacting with the caudal fin wake, further emphasizing the need for volumetric measurements over planar ones. DDPIV is employed for the study of the caudal fin wake of a dogfish shark by Flammang et al. (2011b) , revealing a novel, highly three-dimensional, dual-linked vortex ring structure that is far more complex than any 2D slice through the flow would suggest. Such findings further accentuate that biological flow structures are more complex than how they are often modeled in 2D. Volumetric techniques are well-suited to study behaviors where the organism cannot be constrained to a single motion plane. Adhikari and Longmire (2013) use tomographic PIV to study predator-prey dynamics in zebrafish feeding. The authors introduce a visual hull method for object reconstruction, which facilitates accurate fish body reconstruction, and masking that enables 3D PIV to resolve near-body flows as well as wake features. 
Materials and Methods

Experiment Setup
To further understand the fully three dimensional wake of a swimming fish, Giant Danio (Danio aequipinnatus)
are studied using three-dimensional synthetic aperture PIV. Anderson (1996) , Wolfgang et al. (1999) , and Epps with the cameras at a constant interframe time ∆t = 0.033 s or used in a frame-straddling mode with an interpulse time ∆t = 0.020 s. Both laser timings ensure particle displacements of at least a focal plane in the Zdirection. At shorter interframe times, the SAPIV system will successfully resolve X-Y velocities, but not register particle displacement or velocity in the Z-direction.
The laser pulse duration is set to 50 µs to eliminate any motion blur in the images and maximize particle illumination.
The SAPIV methods used in this study are vali- Synthetic aperture refocusing simulates the effects of a camera with a narrow depth of field scanning through the light field. By spatially relating all the cameras to a global coordinate system (divided into finely-spaced focal planes throughout the measurement volume), combining images and determining where features are in focus, the 3D location of a particle can be determined.
Image refocusing is performed using a modified version of the additive map-shift-average algorithm introduced by Belden et al. (2010) . Since imaging is performed through the tank wall and water (and thus through media with two different refractive indices), the camera array is mapped using a calibration procedure that compensates for refractive effects to determine an accurate homography at any depth in the tank (Belden , where ∆X c is the distance between camera centers and s 0 is the distance from the cameras to the scene (in this case the center of the measurement volume). The ratio of δZ to δX, the size of a single voxel in physical units (mm for this study) in the Z and X-Y directions, is given by
To prevent the formation of excessively elongated particles in the Z direction, which in turn reduces Z velocity resolution, the baseline spacing must be sufficiently large. In this study, D = 0.33, δX = 0.0619 mm, and the focal plane spacing is resultantly set to δZ ∼ = 0.2 mm.
In order to achieve the high baseline spacing required for optimum resolution of particle displacements in the Z-direction, the camera array is positioned close to the tank with relatively wide baseline spacing between cameras. Due to the camera locations, the fish takes up a large portion of the field of view.
Before refocusing, raw images are preprocessed to remove reflections off the fish body, enhance contrast, reduce ghosting, and improve reconstruction quality. 
where N is the number of cameras, and I F P ki is the transformed image from each camera on the k th focal plane.
After refocusing, SAPIV methods typically filter each reconstructed focal plane separately to retain only particles with intensities above a certain threshold, determined by a Gaussian fit to the focal plane intensity distribution. This process is relatively inefficient because every reconstructed focal plane must be thresholded separately. Additionally the thresholding is inconsistent across focal planes when no single global threshold level is used, thus the original SAPIV thresholding method in Belden et al. (2010) requires substantial computational time. In this paper, additive refocusing of weighted images is introduced as a lower-cost alternative.
Weighted refocusing is achieved by applying a weighting function to each sequence of raw camera images separately for each camera, after the preprocessing steps but before the volumetric reconstruction is performed.
The average value of each of the preprocessed images is used as a threshold value, below which all intensity levels are set to the maximum intensity value times −1. To evaluate reconstruction quality using the cost function method, a nine camera array is simulated to image 14,000 particles seeded over a 50 mm × 40 mm × 40 mm volume such that the image density N is 0.015 particles/pixel. Reconstruction quality, as defined in Elsinga et al. (2006) , is classically used to determine how well synthetic images are reconstructed into 3D
volumes. Using the refocusing cost function described above, the reconstruction quality is 0.98 for the simulated particle field. This level of reconstruction quality indicates very successful reconstruction of almost all of the synthetic particles and is comparable to reconstruction qualities obtained using the original SAPIV thresholding methods. The validation experiment on mechanically generated vortex rings is also performed using weighted refocusing to provide experimental validation of this reconstruction method.
Fish Body Reconstruction
Numerous studies have shown the importance of masking PIV data to obtain an accurate velocity field near a solid body. Since the fish is arbitrarily moving, it is also necessary to reconstruct the fish body to under- Intensity profile of a single synthetic particle refocused using the cost function over focal planes with spacing δZ = 0.15 mm. The particle center lies at Z = 20.00 mm. The particle can be represented by a 3D Gaussian kernel in voxel space and localized using this intensity distribution, analogous to a 2D PIV particle image in pixel space.
tions present in the SAPIV images of the danio could not be similarly separated. Edge detection procedures and morphological operations also can be used to remove objects (e.g., Adhikari and Longmire (2012) −1 (40% of maximum) and velocity vectors in the mechanically-generated vortex ring. The velocity field is displayed at each slice through the vortex ring used to determine circulation. Every other vector along the Y-axis is shown for clarity. Off-axis slice planes are chosen to align with the measurement grid of the experiment. Slice locations are θ = 0
• , 15
• , and 180
• . b Circulation calculated by integrating tangential velocity on each of the slice planes. Error bars show one standard deviation in the circulation value for each enclosed area. The mean maximum circulation is 61.7 cm 2 /s. This value is nearly constant at integration areas of 5.0 and 6.5 cm 2 , suggesting that the actual peak circulation falls between the two contours.
Results and Discussion
Vortex Ring
The mechanically-generated vortex ring is used to validate the momentum analysis procedures described above in section 2.6 and evaluate the uncertainty of measuring circulation, vortex geometry, and impulse in slices taken from the volumetric velocity field. As seen in fig.   5a , slices of the ring velocity field taken at several angles about the center axis show an azimuthally-uniform velocity field around a circular vortex core. The circulation slices are taken about an axis that is parallel to the peak velocity in the center jet, which is aligned with the Y-axis of the measurement volume. The ring's overall shape is illustrated by the isovorticity surface. Example of misalignment between the vortex ring and the measurement volume coordinate system. Depending on the plane through which the vortex ring is sliced, the observed size, shape, and strength of the vortex cores varies substantially.
Forward Swimming
Single Ring
Impulse analysis of the wake behind the fish is first per- Since the fish body velocity is not parallel to the tank, it is necessary to perform momentum analysis in a Table 1 summarizes the values for diameters, circulation, and impulse in the vortex ring. The mean ring diameter is 1.66 cm, with a maximum variation from the mean of 11%, which is within the uncertainty limits determined using the mechanically-generated vortex ring. The mean vortex core diameter is 0.72 cm.
The radius of the vortex core normalized by the body Using slices analogous to a 2D PIV measurement to determine circulation inherently assumes that the vor- Table 1 Diameter, circulation and impulse measured in the fish wake during forward swimming at U = 0.9 BL/s. The two vortex cores in each slice plane are identified by the sign (+ or -by right hand rule) of the vorticity component normal to the slice plane. The ring diameters range from 1.47 cm to 1.80 cm on all the slices taken. Core diameters range from 0.68 cm to 0.97 cm. The circulation about each core ranges from 4.08 to 5.36 cm 2 /s. Measured circulation and core diameter are uncorrelated. The impulse as estimated from each plane is calculated using the mean of the two circulations in the slice. The dot product of the vorticity vector and the slice normal is used as a metric for alignment between the vortex core and the slice, with a value of 1 indicating perfect alignment. In cases where vorticity is misaligned with the plane, measurements may underestimate circulation and thus impulse. As a measure of alignment, we consider the dot product of the normalized 3D vorticity vector in each slice through the vortex core and the normal of the plane used to define the slice. In the case of the second slice, defined using the ring's axial jet, there is substantial misalignment between the vortex core and the slice plane, a consequence of asymmetries in the fish wake that the axisymmetric vortex ring model does not account for. Using only the axial jet to define the path for circulation analysis does not guarantee that the contour is well-aligned with the vortex core in that particular plane. However, it is not possible to completely decouple asymmetry from measurement uncertainty on the basis of alignment alone.
Slice Location
D (cm) D 0 + (cm) D 0 -(cm) Γ + (cm 2 /s) Γ − (cm 2 /s) I (gcm/s)
Multiple Vortex Rings
Steady forward fish swimming hydrodynamics within a range of optimal Strouhal numbers are characterized by a series of linked vortex rings (e.g., Triantafyllou et al. (1993) and Borazjani and Sotiropoulos (2008) ).
Here classical vortex ring linking is seen in the wake of a danio swimming at a speed U = 1.5 BL/s ( fig. 9a ). In this case, the danio tailbeat frequency f = 3.0 Hz, double amplitude of the caudal fin A = 6.8 mm, and speed U yield St = 0.24, which is within the optimal range presented by Triantafyllou et al. (1993) . The unit tangent of the mean body velocity is −0.65, 0.60, −0.47 .
To assess the use of the axisymmetric vortex ring model when linked rings are present, the circulation and ring geometry must be considered in both the linked and unlinked cores of each vortex ring. In a slice parallel to the mean body velocity, taken through the motion plane of the caudal fin ( fig. 9b ), the velocity field is comprised of the flow about the linked cores and resembles the reverse Kármán street. When only the velocity tangent to the plane is visualized, the axial jets in rings 1 and 3 are parallel and have a component in the -X' direction (opposite the body velocity of the fish and thus contributing forward thrust). The jet in ring 2, however, is strongest near the shared core of rings 2 and 3 (instead of in the center of the ring) and is oriented toward the +X' direction with minimal contribution to the forward thrust of the fish. The profiles in fig. 9c Fig. 9 a Linked wake vortex rings observed at a swimming speed of U = 1.5 BL/s. The swimming direction of the fish is indicated by U fish , the solid orange trace is the trajectory of the top tip of the caudal fin, and the solid brown trace is the path of the bottom tip of the caudal fin. The isovorticity contour is drawn at 4 s −1 . The velocity and vorticity fields of the shaded slice are shown in b. b A single slice taken parallel to the motion plane of the caudal fin illustrates the reverse Kármán street formed by the conjoined cores. The vorticity contours show the magnitude of the full three-dimensional vorticity vector. The blue axes X' (parallel to the body velocity) and Y' (parallel to the caudal fin motion) denote the coordinate system for the velocity profiles seen in c. c Velocity profiles between the first two cores in the vortex street plotted in the reference frame shown in b. The components parallel and perpendicular to the body velocity are v (along Y') and u (along X'), while w is the out of plane component (positive out of the page).
show the velocity components on the slice plane with respect to the two linked cores (u,v) formed is shorter than the timescale over which the change in diameter due to vortex breakdown would be observed. The impulse derived using Γ 1,2 ranges from 13.8 gcm/s to 16.0 gcm/s for all times measured. The impulses derived using Γ 1 and Γ 2 range from 7.7 gcm/s to 11.9 gcm/s and 5.8 gcm/s to 8.1 gcm/s respectively. Identifying a plane for circulation and geometric analysis is complicated by several factors in this case.
First the axial jet is misaligned with both the initial and final body velocities. Secondly the resultant vortex loop ( fig. 13 ) is more elliptical than observed during forward swimming, which produced more axisymmetric rings.
These two factors make it difficult to define the center and orientation of analysis slices that are both coupled to the fish's kinematics and aligned with the vorticity vector.
To perform impulse analysis using the full vortex geometry, it is first necessary to characterize that geometry without any assumption of symmetry. The vortex core line can be defined as a line representing the center of a vortex filament and is readily detected using algorithms to identify the local maxima of vorticity in a plane normal to the vorticity vector (e.g., Strawn et al. (1999) ). At each point along the core line, a slice is taken through the point with the normal parallel to the vorticity vector at that location. The circulation and vortex core diameter are measured on each of these slice planes. Fig. 13 shows the core line at t = 0.65 s and a sample slice through the vortex at one point along the core line. Fig. 11 a Circulation over time measured for the linked cores seen in the motion plane of the caudal fin (Γ 1,2 and Γ 2,3 ) and in slices of each individual ring taken normal to the mean fish body velocity (Γ 1 and Γ 2 ). b Vortex core diameters over time. The linked vortex core diameters are measured in the caudal motion plane, while individual core diameters are measured using the slices normal to the mean body velocity.
Statistics from all circulation cuts can be used to better define a representative circulation for the entire vortex filament. To approximate impulse based off the results from the core line, the median circulation, which is less sensitive to outliers than the mean, is used in conjunction with the projected area of the vortex filament onto a plane normal to the axial jet. Upper and lower bounds on the impulse can be set by using the minimum and maximum circulation seen anywhere along the core instead of the median. Given the truncation of the vortex filament, the actual enclosed area will be even larger. Table 2 Table 2 Impulse estimated from the median and maximum circulations of the vortex filament at three instances in time. Upper bound and lower bounds on the impulse are also set by the maximum circulation value determined along the core line. A lower bound is not provided at t = 0.45 s because the vortex filament is still attached to the body and the lower bound is clearly not representative of the vortex filament.
