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Abstract 
Lamken, E.R. and S.A. Vanstone, Existence results for doubly near resolvable (v, 3,2)-BIBDs, 
Discrete Mathematics 120 (1993) 1355148. 
Let V be a set of u elements. A (1,2; 3,v, I)-frame F is a square array of side v which satisfies the 
following properties. We index the rows and columns of F with the elements of V, V= {x Ir x2,, ,x,}. 
(1) Each cell is either empty or contains a 3-subset of V. (2) Cell (xi. xi) is empty for i= 1,2, . , u. 
(3) Row xi of F contains each element of V- {xi} once and column xi of F contains each element of 
V- {xi} once. (4) The collection of blocks obtained from the nonempty cells of F is a (u, 3,2)-BIBD. 
A (1,2; 3, v, I)-frame is a doubly near resolvable (v,3,2)-BIBD. In this paper, we first present a survey 
of existence results on doubly near resolvable (v, 3,2)-BIBDs and (1,2; 3, a, I)-frames. We then use 
frame constructions to provide a new infinite class of doubly near resolvable (v,3,2)-BIBDs by 
constructing (1,2,3,u, I)-frames. 
1. Introduction 
A balanced incomplete block design (BIBD) D is a collection B of subsets (blocks) 
taken from a finite set V’ of u elements with the following properties: 
(1) Every pair of distinct elements from V is contained in precisely 2 blocks of B. 
(2) Every block contains exactly k elements. 
We denote such a design as (v, k, il)-BIBD. 
A (v, k, I,)-BIBD D is said to be near resolvable if the blocks of D can be partitioned 
into classes (resolution classes) RI, R,, . , R, such that for each element x of D there is 
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Fig. 1. DNR(13,3,2)-BIBD. 
precisely one class which does not contain x in any of its blocks and each class 
contains precisely v- 1 distinct elements of the design. The classes RI, R2, . . . , R, form 
a resolution of D and D is denoted by NR(v, k, %)-BIBD. Two necessary conditions for 
the existence of a NR(v, k, %)-BIBD are u = 1 (mod k) and 2 = k - 1. It is easy to see that 
these conditions are sufficient for k = 2. In the case k = 3, Hanani has shown that these 
are also sufficient [S]. 
Let R and R’ be two resolutions of a NR(u, k, A)-BIBD. R and R’ are said to be 
orthogonal if lRinRj[ < 1 for all RiER, R~ER’. If a NR(v, k,A)-BIBD has a pair of 
orthogonal resolutions, it is called doubly resolvable (or doubly near resolvable) and 
is denoted by DNR(v, k, %)-BIBD. We can associate a v x v array with a DNR(v, k, A)- 
BIBD as follows. We index the rows and columns of the array with the orthogonal 
resolutions R and R’. In the cell labeled (Ri, Ri), we place Rin RI. The array in Fig. 1 
displays a pair of orthogonal resolutions for a DNR(13,3,2)-BIBD. For convenience, 
we will often refer to such an array as a DNR(v, k, A)-BIBD. 
Let V be a set of u elements. Let G1, Gz, . . . , G, be a partition of V into m sets. 
A { Gi, G2, . . , G,)-frame F with block size k, index 3. and latinicity p is a square array 
of side v which satisfies the properties listed below. We index the rows and columns of 
F by the elements of V. 
(1) Each cell is either empty or contains a k-subset of V. 
(2) Let Fi be the subsquare of F indexed by the elements of Gi. Fi is empty for 
i=l,2 ,..., m. 
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(3) Let jEGi. Row j of F contains each element of V- Gi p times and column j of 
F contains each element of V- Gi p times. 
(4) The collection of blocks obtained from the nonempty cells of F is a 
GDD(u;k;G1,GZ,... , G,; 0, A). (See [14] for the notation for group divisible designs 
(GDD).) 
If IGil=h for i-l,2 ,..., m, we call F a (p, ;1; k, m, h)-frame. An example of 
a (1,2; 3,16,1)-frame appears in Fig. 2. 
The rows of a (1, %; k, u, 1)-frame form one resolution of a (u, k, I)-BIBD and the 
columns form an orthogonal resolution. Thus, a (1, 2; k, u, 1)-frame is a DNR(v, k, A)- 
BIBD. However, it is not always possible to permute the rows and columns of an 
array constructed from a pair of orthogonal resolutions of a DNR(v, k, A)-BIBD to 
form a (1, 2; k, u, 1)-frame. For example, we cannot construct a (1,2; 3,13, 1)-frame from 
the pair of orthogonal resolutions displayed in Fig. 1. The additional property that we 
need to construct a (l,& k,u, 1)-frame from a DNR(u, k,A)-BIBD is that under an 
appropriate ordering of the resolution classes of the orthogonal resolutions R and R’, 
Ri u R: contains precisely u - 1 distinct elements of the design for all i. This distinction 
between (1, & k, u, 1)-frame and DNR(u, k, A)-BIBDs is important in recursive 
constructions. 
The existence question for DNR(u,2,1)-BIBDs was settled by constructing 
(1,l; 2, u, 1)-frames. The existence of these frames is equivalent to the existence of 
Room squares. A solution to the Room square problem was completed in 1975 by 
Mullin and Wallis [12]. 
Theorem 1.1 ([ 121). For n a positive inteyer, there exists a Room square of side 2n + 1 if 
and only if2n+ 1 f3 or 5. 
In this paper, we investigate the existence of DNR(u, 3,2)-BIBDs and (1,2; 3, u, l)- 
frames . We recall that a necessary condition for the existence of these designs is v = 1 
(mod 3). In the next section, we present a survey of previously known existence results 
and constructions for DNR(v, 3,2)-BIBDs and (1,2; 3, u, 1)-frames. Recent existence 
results and recursive constructions for frames provide additional techniques for 
finding DNR(u, 3,2)-BIBDs by constructing (1,2; 3, u, 1)-frames. In Section 3, we 
describe frame constructions and apply these to construct some new infinite classes of 
DNR(u, 3,2)-BIBDs. 
2. Survey of previous results 
Starters and adders are used to provide direct constructions for DNR(u, 3,2)- 
BIBDs and (1,2; 3, u, 1)-frames. 
Let G be an additive abelian group of order 3t + 1. Let G’ = G- {x} for some XEG 
and let G* = G - (0). If T is a subset of G and a is an element of G, then T+ a is the set 
obtained by adding a to each element in T. 
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A starter S of order 2 is a partition of G’ into t 3-subsets S1, Sz, . . , S, such that every 
element in G* occurs precisely twice in U f= 1 Ai where Ai = (u-v 1 U, VESi}. An adder 
A(S) for the starter S is a set of t distinct elements (al,u2, . . . ,a,) of G such that 
Uf= 1 Si+ ai contains 3t distinct elements of G. 
A frame starter of order 2 is a partition of G* into t 3-subsets Si, Sz, . . . , S, such that 
every element in G* occurs precisely twice in Uf= 1 Ai where Ai= {u--v/u, vESi}. An 
adder ,4(S) for the starter S is a set oft distinct elements (aI, a2, . . . , a,) of G* such that 
IJ:=iSi+ai=G*. 
Theorem 2.1 ([1 5,3,4]). Let G be an ubeliun group of order 3t + 1. 
(i) If there is a starter S of order 2 and an adder A(S), then there exists 
a DNR(3t + 1,3,2)-BIBD. 
(ii) If there is a frame starter S of order 2 and an udder A(S), then there exists 
a (1, L; 3,3t + 1, 1)-frame. 
There are two basic techniques for constructing starter-adder pairs for DNR(v, 3,2)- 
BIBDs and (1, i; 3, v, 1)-frames. One is to use the algebraic structure of G to produce 
a starter and adder. The other is to use computer searches to find starters and adders, 
usually over Z,,, i. 
Algebraic constructions for starters and adders for (1,1; k, v, 1)-frames are described 
in detail in 1151. We state the two main results from [15] for (l,& 3, v, l)-frames. 
Theorem 2.2 ([ 151). Let q = 3t + 1 where q is a prime power and let F = GF(q). Let T be 
the multiplicative subgroup of order t in F* = F - (0) and let x be a primitive element 
of F. Let M be a 3-set whose elements form a system of distinct representatives for 
the cosets of T and whose differences are evenly distributed over the cosets of T. 
Then, S = (M, Mx 3, Mx3” , . . . , Mx”-“~) is a starter of order 2. Furthermore, 
A(S)=(X~,X~+~, . . . ,x(‘-~)~+~) is an adderfor S ifund only ifthe elements of (a + x”I aEM) 
lie in distinct cosets of T. 
Theorem 2.3 ([ 151). Let q = 3t + 1 where q is a prime power, (3, t) = 1 and let F = GF(q). 
Let x be a primitive element of F. Let M and T be the subgroups of order 3 and 
t respectively. The cosets of M form a starter S = (M, Mx3, Mx6, . . . , Mx~‘-~) of order 
2. T=(x0,x3,x6 )...) x3t-3 ), a permutation of subgroup T, is an udder tfund only tf 2 is 
a cube in F, that is JET. 
These two results can be used to provide several small frames. 
Lemma 2.4 ([15]). There exist (1,2; 3, v, 1)-f rumes for 21~{19,31,37,43,157,223,229, 
277,283,439,457,499}. 
We note that with the exceptions of 19 and 37 these are produced by Theorem 2.3. 
We can extend this list using Theorem 2.2. 
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Table 1 
(1,2; 3,v, 1)-frames for 11~{61,64,73,79,97,331} 
” x M xn 
61 2 20 2’ 2l’ 2l 
64 x satisfies x6+x5+1=0 x0 x1 x5 X3 
67 2 2O 2’ 25 2O 
73 5 50 5’ 52 516 
79 3 30 3’ 32 3O 
97 5 5O 5l 52 56 
331 3 1 3 10 81 
Lemma 2.5. There exist (1,2; 3, II, 1)-f rames for u~{49,61,64,73,79,97,331}. 
Proof. A (1,2; 3,49, I)-frame is constructed in [ll]. Table 1 contains a list of the 
information we need to apply Theorem 2.2 for u~{61,64,73,79,97,331}. 0 
Computer searches for starter-adder pairs for DNR(o, 3,2)-BIBDs and (1,2; 3, u, l)- 
frames are usually done over Z,. A design which is generated by a starter-adder pair 
over Z, is called cyclic [a]. Before we list the cyclic DNR(u, 3,2)-BIBDs and 
(1,2; 3, u, 1)-frames which are known to exist, we state two non-existence results for 
these cyclic designs. 
Lemma 2.6 ([lS]). There does not exist a cyclic (1,2; 3,13,l)+ame. 
Theorem 2.7 (Cl]). Cyclic DNR(u, 3,2)-BZBDs do not exist whenever u E 10 (mod 12). 
The next two results provide the existence of some cyclic DNR(u, 3,2)-BIBDs. 
Lemma 2.8 ([4]). There exist cyclic DNR(u, 3,2)-BIBDsfor UE{ 13,16,19,25,28}. 
We note that all of these designs except the DNR(13,3,2)-BIBD are also 
(1,2; 3, 0, 1)-frames. 
Lemma 2.9. There exist cyclic (1,2; 3, u, l)-frames for u = 40 and u = 52. 
Proof. We list starters and adders for these frames. 
(i) u=40 
S 1312 2 11 13 59 17 16 24 28 8 14 21 25 32 38 
A 1 3 16 34 20 38 
31 36 10 20 34 39 26 29 4 15 30 33 18 19 35 6 22 23 27 37 7 
28 12 31 22 8 25 2 . 
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(ii) u= 52 
141 
S 1 3 15 2 14 16 4 8 19 6 17 21 12 18 28 24 34 40 
A 1 3 2 8 20 9 
51322 263543 384511 234148 37429 25 44 49 
22 10 48 51 30 21 
36 39 7 27 47 50 29 30 51 10 31 32 20 33 46 
44 28 31 32 4 . q 
Although it is not possible to construct cyclic DNR(u, 3,2)-BIBDs or (1,2; 3, u, l)- 
frames for u- 10 (mod 12), it is possible to find bicyclic designs [4]. In order to 
describe a starter for a bicyclic (1,2; 3, v, 1)-frame, we will need some definitions. Let 
V=Z3n+z x {O,l}. An element VX~EV will be written vi. Define Vi-wj=(V-w)ij 
for Ui,wjeV. Let dM={ior, ilo I i~Z3~+2) be the set of mixed differences and let 
d={ioo, irrli~Z3~+2-{0}) be the set ofpuredifferences. IfaeZ3,,+z anduieV, we 
define ai + a = (v + a)i where v + a is taken modulo 3n + 2. If T is a set of elements in I’, 
then the set of differences in Tis d(T)={vi-WjIvi,wjET}. 
A starter for a bicyclic (1,2; 3,6n + 4,1)-frame is a collection S of 4n + 2 3-subsets of 
I/ such that: 
(i) S= Ufn:iSrj~U$:~Szj where Ufg:‘Srj= V-(0,} and Uj”!:lS2j= 
v-{%I. 
(ii) Every element in A,uA occurs precisely twice in Uj’~:‘(A(S~j)UA(S~j)). 
Define S:=Ujk_lSlj,S:=U3”::1Slj)S:=U:=1Szj and S:=UflT:rS2j. 
We define an adder for S as follows. Let A : = (a 1 1, a 12, . . . , a J be a set of k distinct 
elements of Z3” + 2 -{0} andlet Ai=(u2,1+1,... , u2, 2n + 1) be a set of 2n + 1 - 1 distinct 
elements of Z3n+2-{0}. Let A:=(u~,~+~,... ,u~,~,,+~) be a set of 2n+l-k distinct 
elements of Z3n+2 and let A:=(u~~,u~~,... ,u2J be a set of 1 distinct elements of 
Z 3n+2. A=A:uAfuA:uA$ is an adder for S if: 
(i) U~=1(Slj+U,j)uUf=~(S2j+a2j)=V-{O~} and 
(ii) iJ~~!!~l(S~j+U~j)UiJ~!!~~1(S2j+U~j)=V-{O~}. 
Theorem 2.10. If there is a starter for a bicyclic (1,2; 3,6n + 4, l)-j?ume with a corres- 
ponding udder A, then there is a (1,2; 3,6n +4,1)-frame. 
Proof. We use the four starter-adder pairs, (S:, A:), (Sf, A:), (S:, A:) and 
(S$, A$), to construct four 3n +2 x 3n+2 arrays. The arrays are labeled respectively 
C, D,E, F. Then it is straightforward to verify that the following array is 
a (1,2; 3,6n + 4,1)-frame. 
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413 042 301 
110 000 1 10 
024 0 12 
110 
10 3 
110 000 
130 023 
110 
214 
110 000 
Fig. 3. (1,2; 3,10, I)-frame. 
An example of this construction is the (1,2; 3,10,1)-frame in Fig. 3. This frame and 
the bicyclic construction are described in [4]. Attempts to use this construction for 
v=22 have not yet been successful. 
The last construction in this section is a very recent construction which uses odd 
balanced tournament designs to construct DNR(v, 3,2)-BIBDs. It does not produce 
(1,2; 3, v, 1)-frames. We state the result and two applications of it. The construction 
requires some very special types of designs and is too complex to explain here. We 
refer to [8] for all the necessary definitions and the details of the proof. 
Theorem 2.11 ([S]). If there is an OBTD(3n + 1) with a pair oforthogonal resolutions 
and a KS3(6n + 3; 1,1) with a complementary (1,2; 3,3n + 1, l)-frame (or a complement- 
ary DNR(3n + 1,3,2)-BZBD), then there is a DNR(9n + 4,3,2)-BIBD. 
Two applications of Theorem 2.11 are the following. 
Theorem 2.12 ([S]). For i a positive integer, there exists a DNR(3. 19’+ 1,3,2)-BIBD. 
Theorem 2.13 ([6,8]). For i a positive integer, there exists a DNR(3.31’+ 1,3,2)- 
BIBD. 
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Table 2 
DNR(v, 3,2)-BIBDs for v= 1 (mod 3), lO<v< 100 except v~{22,34,55,70,85,88) 
V Construction Comment U Construction Comment 
10 2.10 
13 2.8 
16 2.8 
19 2.8 
25 2.8 
28 2.8 
31 2.4 
37 2.4 
40 2.9 
43 2.4 
46 c71 
49 2.5 
52 2.9 
58 2.12 Not a frame 
Not a frame 61 2.5 
64 2.5 
67 2.5 
73 2.5 
76 3.6 
79 2.5 
82 C71 
91 3.6 
94 2.13 Not a frame 
97 2.5 
100 3.1 
The smallest case for each of these theorems produces a previously unknown design 
in the class u = 10 (mod 12), a DNR(58,3,2)-BIBD and a DNR(94,3,2)-BIBD. 
We conclude this section with a summary of existence results known for 
DNR(q 3,2)-BIBDs when vb 100. 
Theorem 2.14. There exist DNR(u, 3,2)-BIBDs for u E 1 (mod 3), 10 < u < 100, except 
possibly for UE {22,34,55,85, SS}. There exist (1,2; 3, u, l)-frames for u= 1 (mod 3), 
10 <u < 100, except possibly for UE { 13,22,34,55,58,85,88,94). 
Proof. There cannot exist DNR(u, 3,2)-BIBDs for u = 4 and u = 7. Table 2 contains 
a list of the constructions for u= 1 (mod 3), 10~ v < 100, and v# {22,34,55,85, SS}. Cl 
3. Frame constructions 
In this section, we use recursive constructions for frames to provide a new infinite 
class of (1,2; 3, v, 1)-frames or DNR(v, 3,2)-BIBDs. 
The first construction is the frame singular direct product. 
Theorem 3.1 ([3,11]). Zf there is a (p, A; k, m, h)-frame containing a (p, 1; k, n, h)-frame 
(n>O), a (p, A; k, s, h’)-frame and three mutually orthogonal Latin sqaures of side 
h(m-n)/h’, then there is a @,A; k,s(m-n)+n, h)-frame. 
There is also a frame singular indirect product. Before describing the construction, 
we recall the definition of an IA(n, k, s). Let V be a finite set of size n. Let K be a subset 
of size k of V. An incomplete orthogonal array IA(n, k,s) is an (n* - k’) x s array 
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written on the symbol set V such that every ordered pair of symbols in (V x V) - 
(K x K) occurs in any ordered pair of columns from the array. We may think of an 
IA(n, k, s) as a set of s-2 mutually orthogonal Latin squares of order II which are 
missing a subsquare of order k. We need not be able to fill in the k x k missing 
subsquares with Latin squares of side k. 
Theorem 3.2. Let u, v and w be non-negative integers such that 0 d u < w < v. Suppose 
that v-u ~0 (mod h) and w-u = 0 (mod h). If there exists a (p, A; k, m, h)-frame, an 
IA(v-u)h/h’, (w-u)h/h’, k+2), a (p, A; k, v+ 1, h)-frame which contains as a subarray 
a (,u, 1,; k, w + 1, h)-frame, and a (p, 1”; k, m(w - u) + u + 1, h)-frame, then there exists 
a (p,A;k,m(v-u)+u+l,h)-frame. 
Proof. Let 
V={xf,xl; ,..., xt,li=1,2 ,..., m], 
W={l,2 ,..., (y)h}, 
Wl={l,2 ,..., (y)h], 
W,={1,2 ,..., h), 
Let Gi= {x’,,xi, . . . ,xl,}. 
Let F be a (p, A; k, m, h’)-frame defined on F’ such that F is a { Gr, G2, . . . , G,}-frame. 
We use an IA((v-u)h/h’,(w-u)h/h’, k+2) to construct a set of k mutually ortho- 
gonal Latin squares of order (v - u)h/h’ defined on W which are missing subsquares of 
order ((w - u)/h’) h defined on WI in the upper left hand corners of the arrays. Let I be 
the (v-u)h/h’ x (v-u)h/h’ array of k-tuples formed by the superposition of these 
k squares. The array Zi,i,,,,i, will be the array formed by replacing each k-tuple 
(z1,z2, . . . ,zk) in I with the k-tuple (z:~,z~~, . . . ,zfJ where zjje Wx {ij}. 
Next, we construct an mh(v - u) square array from F by replacing each k-tuple in 
F by the h((v-u)/h’) x h((v-u)/h’) array li,i,,,,i,. (Empty cells in F are replaced by 
(v - u) h/h’ x (v - u) h/h’ empty arrays.) Call the resulting array H’. H’ contains a diag- 
onal of m(v - u)h x (v -u) h empty arrays. We can partition H’ into m2 (v-u) h x (v - u)h 
arrays. Denote these arrays by H{j for i, j= 1,2, . . . ,m. We can permute the rows and 
columns of H’ so that each subarray Hij contains an empty (w-u) h x (w - u)h array in 
the upper left hand corner. Call this array H. H also contains a diagonal of m(v-u)h 
square empty arrays. H is defined on W x V. 
B1= I 
(v. 3,2)-BIBDs 
E E RI E R2 ... E R, 
E E S1 
CI TI GI H 
E E Sz 
c2 T2 G2 
E E S, 
Cl T, G, 
Fig. 4. 
145 
Let Fi be a (p, A.; k, v + 1, h)-frame defined on ( WX Gi)U( W2 x U) such that the 
subarray (p, A; k, w + 1, h)-frame Ff is defined on (WI x Gi)u( W2 x U). We can parti- 
tion Fi as follows: 
Fi = 
(w+ 1)h 
(v- w)h 
We construct an (m(v--u)+u+ 1)h square array using the Fi’S and H. This array 
will be called B1 and has the form as shown in Fig. 4. 
The arrays labelled E in B1 are empty. They form an m(w-u)h+ hu+ h square 
empty subarray. Place a (p, A; k, m(w - u) + u + 1, h)-frame defined on (WI x V)u( W2 x U) 
in this array. It is straightforward to verify that the resulting array is 
a(~,~;k,m(v-u)+u+1,h)-framedefinedon(W2xV)u(W2xU). 0 
In order to apply these results, we need some existence results for frames with holes 
of size larger than 1. 
Theorem 3.3 ([3]). There exist (1,2; 3, m, 3)-frames for m 2 5 except possibly for 
m~{6,10,14,16,18,20,22,24,26,28,30,32,34,38,39,42,44,47,51, 
52,59,118,123}. 
Theorem 3.4 ([4]). There exist (1,2; 3, m, 6)-frames for m 2 5 except possibly for 
me{ 10, 11,14,15,17,18, 19,20,23,24, 27,28,32,34,39}. 
We will also use some frames with holes of size 2. 
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Lemma 3.5. There exist (1,2; 3, n, 2)-jkames for n = 10 and n = 19. 
Proof. (i) The starter-adder pair used to construct a doubly resolvable (21,3,2)-BIBD 
in [4] can be used to construct a (1,2; 3,10,2)-frame. 
(ii) Let D’ be a KSj(39; 1,1) defined on Vu{co}, [lo, 133. Delete the triples which 
contain co from D’ and call the resulting array D. Then the array [:$I is 
a (1,2; 3,19,2)-frame where 0 is a 19 x 19 empty array. 0 
We can now construct a new class of DNR(u, 3,2)-BIBDs. 
Theorem 3.6. For 1 a positive integer, there exists a (1,2; 3,151+ 1, l)-frame. 
Proof. Let N1={10,14,16,18,24,26,42,44,52,118}, N2 = {6,28,30,32,34,43), 
N,={39,46,51), N,={47,59,123}, N,=(20,38} and N,={22}. Let N=up=,Ni. 
(1,2; 3,151+ 1, 1)-frames have been constructed using starters and adders for I= 1,2 
and 4 (Lemmas 2.4,2.5,2.8). A (1,2; 3,15.3 + 1, 1)-frame is constructed in [7]. 
Since there exist (1,2; 3,13)-frames for 13 5, l$N, we can apply the frame singular 
direct product, Theorem 3.1. We use it with h= 1, h’= 3, m= 16 and it= 1. Since there 
exist three mutually orthogonal Latin squares of side 5 and a (1,2; 3,16,1)-frame 
which contains as a subarray a (1,2; 3,1,1)-frame, there exist (1,2; 3,151+ 1, 1)-frames 
for 125, l$N. 
We consider six cases. 
(i) 1~Ni. 
Let h’ = 6, h = 1, m = 31 and n = 1 in Theorem 3.1. Since there exist three mutually 
orthogonal Latin squares of side 5 and a (1,2; 3,31,1)-frame which contains as 
a subarray a (1,2; 3,1,1)-frame (Lemma 2.4), there is a (1,2; 3,3Os + 1, 1)-frame when- 
ever there is a (1,2; 3, s, 6)-frame. (1,2; 3, s, 6)-frames exist for s~{5,7,8,9,12, 
13,21,22,26,59} (Theorem 3.4). This will provide (1,2; 3,151+ 1, 1)-frames for HEN,. 
(ii) kN,. 
Let h = h’ = 1. There exist (1,2; 3, v, 1)-frames for UE{ 10,16,19,25, 
Theorem 2.14. We apply Theorem 3.1 with the following parameters. 
m n 3 MOLS s 1 
10 1 9 10 6 
16 1 15 28 28 
16 1 15 43 43 
19 1 18 25 30 
31 1 30 16 32 
52 1 51 10 34 
(iii) 1~ N3. 
28,31,43,52}, 
There is a (1,2; 3,40,1)-frame which contains as a subarray a (1,2; 3,1,1)-frame, 
Lemma 2.9. We will also need two frames which contain as subarrays (1,2; 3,16, l)- 
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frames. We apply the singular direct product (Theorem 3.1) with h= h’= 1, m= 16, 
n= 1 and s= 10 to construct a (1,2; 3,151,1)-frame which contains a (1,2; 3,16,1)- 
frame. Since 166 = 15 .l 1 + 1 and 11 $ N, we have already constructed a (1,2; 3,166,1)- 
frame which contains a (1,2; 3,16,1)-frame. We now apply Theorem 3.1 with the 
following parameters. 
m n h s h’ 3MOLS 1 
151 16 1 5 3 45 46 
166 16 1 5 3 50 51 
40 1 1 5 3 13 39 
(iv) IEN,. 
We use the singular indirect product for IEN~. 
(a) 1=47. We apply Theorem 3.2 with h’=2, m=lO, h=l, v=75, u=5 and w=15. 
There exists a (1,2; 3,10,2)-frame by Lemma 3.5 and it is easy to construct an 
IA(35,5,5) using the direct product for Latin squares. We also need a (1,2; 3,76,1)- 
frame which contains as a subarray a (1,2; 3,16,1)-frame and a (1,2; 3,106,1)-frame. 
Since 76= 15.5 + 1 and 106= 15.7+ 1, these frames exist. 
(b) 1= 59. We will need a (1,2; 3,190,1)-frame which contains as a subarray 
a (1,2; 3,19,1)-frame. To construct this design we apply Theorem 3.1 with h= h’ = 1, 
m=19,n=Oands=lO. Let m=5, h’=3,v=189, h=l,w=18andu=15. Since there 
exists a (1,2; 3,5,3)-frame, an IA(58,1,5), a (1,2; 3,190,1)-frame containing 
a(1,2;3,19,1)-frame and a(1,2;3,31,i)-frame, thereis a(1,2;3,5(174)+16,1)-frame. 
(c) 1= 123. We will use Theorem 3.2 with m= 19, h= h’= 1, v=99, w =9 and u=2. 
This construction requires the existence of a (1,2; 3,100,1)-frame, which contains as 
a subarray a (1,2; 3,10,1)-frame, a (1,2; 3,136, l)-frame and an IA(90,7,5). To con- 
struct the frames, we use the singular direct product (Theorem 3.1) with (1) s = 10, 
h’=2, m=lO, n=O and h=l and (2) s=5, h’=3, m=28, n=l and h=l. The 
IA(90,7,5) is constructed in [16]. 
(v) IEN,. 
Let h= 1 and h’=2. We apply Theorem 3.1 with the following parameters. 
(Lemma 3.5 and Theorem 2.14 provide the frames required by the construction.) 
m n 3MOLS s 1 
16 1 15 10 20 
16 1 15 19 38 
(vi) /EN,. 
A starter-adder pair can be used to construct a (1,2; 3,15.22+ 1, 1)-frame 
(Lemma 2.5). 0 
We note that Theorem 3.6 determines one fifth of the possible spectrum of 
DNR(v, 3,2)-BIBDs. 
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