Holonomy of supermanifolds by Galaev, Anton S.
ar
X
iv
:m
at
h/
07
03
67
9v
3 
 [m
ath
.D
G]
  8
 M
ay
 20
08
Holonomy of supermanifolds
Anton S. Galaev∗
September 11, 2018
Abstract
Holonomy groups and holonomy algebras for connections on locally free sheaves over
supermanifolds are introduced. A one-to-one correspondence between parallel sections
and holonomy-invariant vectors, and a one-to-one correspondence between parallel locally
direct subsheaves and holonomy-invariant vector supersubspaces are obtained. As the
special case, the holonomy of linear connections on supermanifolds is studied. Examples
of parallel geometric structures on supermanifolds and the corresponding holonomies are
given. For Riemannian supermanifolds an analog of the Wu theorem is proved. Berger
superalgebras are defined and their examples are given.
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1 Introduction
The holonomy groups play a big role in the study of connections on vector bundles over smooth
manifolds. They link geometric and algebraic properties. In particular, they allow us to find
parallel sections in geometric vector bundles associated to the manifold, such as the tangent
bundle, tensor bundles, or the spin bundle, as holonomy-invariant objects, see [2, 3, 7, 9, 10, 12].
In the present paper we introduce holonomy groups for connections on supermanifolds.
In Section 2 some necessary preliminaries on supermanifolds are given. Section 3 is an intro-
duction to the theory of holonomy for connections on vector bundles over smooth manifolds. In
Section 4 we define the holonomy for connections on locally free sheaves over supermanifolds.
First we define the holonomy algebra, for this we generalize the Ambrose-Singer theorem and
use the covariant derivatives of the curvature tensor and parallel displacements. Then we define
the holonomy group as a Lie supergroup. In Section 5 we define the infinitesimal holonomy al-
gebra and show that in the analytic settings it coincides with the holonomy algebra. In Section
6 we study parallel sections of sheaves over supermanifolds. It is shown that any parallel section
is uniquely defined by its value at any point, in spite of the fact that generally the sections of
sheaves over supermanifolds are not defined by their values at all points. After this we obtain a
one-to-one correspondence between parallel sections and holonomy-invariant vectors, as in the
case of vector bundles over smooth manifolds. The definition of the holonomy was motivated by
this correspondence. In Section 7 a one-to-one correspondence between parallel locally direct
subsheaves and holonomy-invariant vector supersubspaces is obtained. Then we turn to study
holonomy of linear connections on supermanifolds. In Section 8 a one-to-one correspondence
between parallel tensors on a supermanifold and holonomy-invariant tensors at one point is
obtained. We consider examples of parallel structures on supermanifolds and give the equiva-
lent conditions in terms of holonomy. In Section 9 Berger superalgebras are introduced. These
superalgebras generalize the usual Berger algebras and they can be considered as candidates to
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holonomy algebras of linear torsion-free connections on supermanifolds. In Section 10 holonomy
of locally symmetric supermanifolds is considered. In Section 11 the case of the Levi-Civita
connections on Riemannian supermanifolds is studied. Ka¨hlerian, special Ka¨hlerian, hyper-
Ka¨hlerian and quaternionic-Ka¨hlerian supermanifolds are characterized by their holonomy. It
is shown that special Ka¨hlerian supermanifolds are Ricci-flat and, conversely, Ricci-flat simply
connected Ka¨hlerian supermanifolds are special Ka¨hlerian. A generalization of the Wu theorem
is proved. In Section 12 we give examples of complex Berger superalgebras.
Thus holonomy of supermanifolds that is introduced in the present paper is an appropriate
generalization of the usual holonomy of smooth manifolds, as many properties are preserved.
2 Supermanifolds
In this section we give some necessary preliminaries on supermanifolds. An introduction to
linear superalgebra and to the theory of supermanifolds can be found in [6, 14, 15, 13, 22].
A real smooth (analytic) supermanifold M of dimension n|m is a pair (M,OM), where M is
a real smooth (analytic) manifold of dimension n, OM is a sheaf of superalgebras over R such
that locally
OM(U) ≃ OM(U)⊗ Λξ1,...,ξm.
Here OM(U) is the algebra of smooth (analytic) functions on U ⊂ M and Λξ1,...,ξm is the
Grassmann algebra of m generators. If m = 0, then M = M . The sections of the sheaf
OM are called superfunctions (or just functions) on M. There exists the canonical projection
∼: OM → OM , f 7→ f˜ , where OM is the sheaf of smooth functions on M . The value of a
superfunction f at a point x is f˜(x).
We will use the following convention about the ranks of the indices i, j, k = 1, ..., n, α, β, γ =
1, ..., m and a, b, c = 1, ..., n + m. We will use the Einstein rule for sums. Let U ⊂ M be as
above and let xi be local coordinates on U , then the system (U, xi, ξα) is called a system of
local coordinates on M over U . We will denote such system also by (U, xa), where xn+α = ξα.
For any f ∈ OM(U) we get
f =
m∑
r=0
∑
α1<···<αr
fα1...αrξ
α1 · · · ξαr , (1)
where fα1...αr ∈ OM(U) and f∅ = f˜ . For any α1 < · · · < αr and permutation σ : {α1, ..., αr} →
{α1, ..., αr} we assume that fσ(α1)...σ(αr) = signσ fα1...αr . If two of the numbers α1, ..., αr are
equal, we assume that fα1...αr = 0.
Denote by TM the tangent sheaf, i.e. the sheaf of superderivatives of the sheaf OM. If (U, x
i, ξα)
is a system of local coordinates, then the vector fields ∂xi , ∂ξα form a basis of the supermodule
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TM(U) over the superalgebra OM(U). The vector fields ∂xi and ∂ξα act on a function f of the
form (1) by the rule
∂xif =
m∑
r=0
∑
α1<···<αr
∂xifα1...αrξ
α1 · · · ξαr , (2)
∂ξαf =
m∑
r=1
r∑
s=1
∑
α1<···<αs−1<αs=α<αs+1···<αr
(−1)s−1fα1...αrξ
α1 · · · ξαs−1ξαs+1 · · · ξαr . (3)
We will denote the vector field ∂xa just by ∂a.
Let M = (M,OM) be a supermanifold and E a locally free sheaf of OM-supermodules on M,
e.g. TM. Let p|q be the rank of E , then locally there exists a basis (eI , hΦ)I=1,...,p;Φ=1,...,q of
sections of E . We denote such basis also by eA, where ep+Φ = hΦ. We will always assume that
A,B,C = 1, ..., p+ q. For a point x ∈M consider the vector space Ex = E(V )/(OM(V )xE(V )),
where V ⊂ M is an open subset and OM(V )x is the ideal in OM(V ) consisting of functions
vanishing at the point x. The vector space Ex does not depend on choice of V ; it is a real vector
superspace of dimension p|q. For any open subset V ⊂ M we have the projection map from
E(V ) onto Ex. For example, if E = TM, then (TM)x is the tangent space TxM to M at the
point x.
A connection on E is an even morphism ∇ : TM ⊗R E → E of sheaves of supermodules over R
such that
∇fYX = f∇YX and ∇Y fX = (Y f)X + (−1)
|Y ||f |f∇YX
for all homogeneous functions f , vector fields Y onM and sections X of E , here |·| ∈ Z2 = {0¯, 1¯}
denotes the parity. In particular, |∇YX| = |Y | + |X|. Locally we get the superfunctions Γ
A
aB
such that ∇∂aeB = Γ
A
aBeA. Obviously, |Γ
A
aB| = |a|+ |A|+ |B|, where |a| = |∂xa | and |A| = |eA|.
The curvature tensor of the connection ∇ is given by
R(Y, Z) = [∇Y ,∇Z ]−∇[Y,Z], (4)
where Y and Z are vector fields on M. Let ∇¯ be a connection on TM. Define the covariant
derivatives of R with respect to ∇¯ as follows
∇¯rYr,...,Y1R(Y, Z)X =∇Yr(∇¯
r−1
Yr−1,...,Y1
R(Y, Z)X)− ∇¯r−1
∇¯YrYr−1,...,Y1
R(Y, Z)X
− (−1)|Yr||Yr−1|∇¯r−1
Yr−1,∇¯YrYr−2,...,Y1
R(Y, Z)X
− · · · − (−1)|Yr|(|Yr−1|+···+|Y2|)∇¯r−1
Yr−1,...,Y2,∇¯YrY1
R(Y, Z)X (5)
− (−1)|Yr|(|Yr−1|+···+|Y1|)∇¯r−1Yr−1,...,Y1R(∇¯YrY, Z)X
− (−1)|Yr|(|Yr−1|+···+|Y1|+|Y |)∇¯r−1Yr−1,...,Y1R(Y, ∇¯YrZ)X
− (−1)|Yr|(|Yr−1|+···+|Y1|+|Y |+|Z|)∇¯r−1Yr−1,...,Y1R(Y, Z)∇YrX,
4
here r ≥ 1, Yr, ..., Y1, Y, Z ∈ TM(M) are homogeneous and X ∈ E(M). We assume that
∇¯0R = R. It holds |∇¯rYr,...,Y1R(Y, Z)| = |Yr| + · · · + |Y1| + |Y | + |Z|. If E = TM and ∇¯ = ∇,
then we get the usual covariant derivatives of R.
Let r ≥ 0. Define the components ∇¯rar ,...,a1R
A
Bab of ∇¯
rR by the condition
∇¯r∂ar ,...,∂a1R(∂a, ∂b)eB = ∇¯
r
ar ,...,a1
RABabeA.
Then, |∇¯rar ,...,a1R
A
Bab| = |ar|+ · · ·+ |a1|+ |a|+ |b|+ |A|+ |B|. It is easy to show the following
RABab = ∂aΓ
A
bB + (−1)
|a|(|b|+|B|+|C|)ΓCbBΓ
A
aC − (−1)
|a||b|(∂bΓ
A
aB + (−1)
|b|(|a|+|B|+|C|)ΓCaBΓ
A
bC) (6)
and
∇¯rar ,...,a1R
A
Bab =∂ar(∇¯
r−1
ar−1,...,a1
RABab) + (−1)
|ar |(|ar−1|+···+|a1|+|a|+|b|+|B|+|C|)∇¯r−1ar−1,...,a1R
C
BabΓ
A
arC
− Γ¯carar−1∇¯
r−1
c,ar−2,...,a1
RABab − (−1)
(|c|+|ar−2|)|ar−1|Γ¯carar−2∇¯
r−1
ar−1,c,ar−3,...,a1
RABab
− · · · − (−1)(|c|+|a1|)(|ar−1|+···|a2|)Γ¯cara1∇¯
r−1
ar−1,...,a2,c
RABab (7)
− (−1)(|c|+|a|)(|ar−1|+···+|a1|)Γ¯cara∇¯
r−1
ar−1,...,a1
RABcb
− (−1)(|c|+|b|)(|ar−1|+···+|a1|+|a|)Γ¯carb∇¯
r−1
ar−1,...,a1
RABac
− (−1)(|C|+|B|)(|ar−1|+···+|a1|+|a|+|b|)ΓCarB∇¯
r−1
ar−1,...,a1
RACab.
3 Holonomy of smooth manifolds
In this section we recall some standard facts about holonomy of connections on vector bundles
over smooth manifolds, see e.g. [12, 2].
Let E be a vector bundle over a connected smooth manifold M and ∇ a connection on E. It is
known that for any smooth curve γ : [a, b] ⊂ R→ M and any X0 ∈ Eγ(a) there exists a unique
section X of E defined along the curve γ and satisfying the differential equation ∇γ˙(s)X = 0
with the initial condition Xγ(a) = X0. Consequently, for any smooth curve γ : [a, b] ⊂ R→ M
we obtain the isomorphism τγ : Eγ(a) → Eγ(b) defined by τγ : X0 7→ Xγ(b). The isomorphism τγ
is called the parallel displacement along the curve γ. The parallel displacement can be defined in
the obvious way also for piecewise smooth curves. Let x ∈M . The holonomy group Hol(∇)x of
the connection∇ at the point x is the subgroup of GL(Ex) that consists of parallel displacements
along all piecewise smooth loops at the point x ∈M . If we consider only null-homotopic loops,
we get the restricted holonomy group Hol(∇)0x. Obviously, Hol(∇)
0
x ⊂ Hol(∇)x is a subgroup. If
the manifold M is simply connected, then Hol(∇)0x = Hol(∇)x. It can be proved that the group
Hol(∇)x is a Lie subgroup of the Lie group GL(Ex) and the group Hol
0
x is the connected identity
component of the Lie group Hol(∇)x. The Lie algebra hol(∇)x of the Lie group Hol(∇)x (and of
Hol(∇)0x) is called the holonomy algebra of the connection ∇ at the point x. Since the manifold
M is connected, the holonomy groups of ∇ at different points of M are isomorphic.
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Remark that by the holonomy group (resp. holonomy algebra) we understand not just the Lie
group Hol(∇)x (resp. Lie algebra hol(∇)x), but the Lie group Hol(∇)x with the representation
Hol(∇)x →֒ GL(Ex) (resp. the Lie algebra hol(∇)x with the representation hol →֒ gl(Ex)).
These representations are called the holonomy representations.
The theorem of Ambrose and Singer states that the holonomy algebra hol(∇)x coincides with
the vector subspace of gl(Ex) spanned by the elements of the form
τ−1γ ◦Ry(Y, Z) ◦ τγ ,
where R is the curvature tensor of the connection ∇, γ is any curve in M beginning at the point
x; y ∈M is the end-point of the curve γ and Y, Z ∈ TyM .
Note that if E = TM is the tangent bundle of M , then
τ−1γ ◦ ∇
r
Yr ,...,Y1
Ry(Y, Z) ◦ τγ ∈ hol(∇)x,
where Y, Z, Y1, ..., Yr ∈ TyM .
A section X ∈ Γ(E) is called parallel if ∇X = 0. This is equivalent to the condition that X is
parallel along all curves in M , i.e. for any curve γ : [a, b]→M holds τγXγ(a) = Xγ(b).
The following theorem is one of the main applications of the holonomy.
Theorem 3.1 Let M be a smooth manifold, E a vector bundle over M and ∇ a connection
on E. Then the following conditions are equivalent:
(i) there exists a non-zero parallel section X ∈ Γ(E);
(ii) for any point x ∈M the holonomy group Hol(∇)x preserves a non-zero vector Xx ∈ Ex.
To prove the inclusion (i)⇒(ii) in Theorem 3.1 it is enough to take the value Xx ∈ Ex. Since
X is invariant under the parallel displacements, the vector Xx is invariant under the parallel
displacements along the loops at the point x, i.e. under the holonomy representation. Con-
versely, for a given vector Xx ∈ Ex define the section X ∈ Γ(E) such that at any point y ∈M
holds Xy = τγXx, where γ is any curve beginning at x and ending at y. From condition (ii) it
follows that Xy does not depend on the choice of the curve γ. 
A vector subbundle F ⊂ E is called parallel if for all Y ∈ Γ(TM) and all X ∈ Γ(F ) holds
∇YX ∈ Γ(F ). This is equivalent to the condition that F is parallel along all curves in M , i.e.
for any curve γ : [a, b]→ M holds τγFγ(a) = Fγ(b).
Theorem 3.2 Let M be a smooth manifold, E a vector bundle over M and ∇ a connection
on E. Then the following conditions are equivalent:
(i) there exists a parallel vector subbundle F ⊂ E of rank p;
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(ii) for any point x ∈M the holonomy group Hol(∇)x preserves a vector subspace Fx ⊂ Ex of
dimension p.
4 Definition of the holonomy for a connection on a sheaf
over a supermanifold
Let (M,OM) be a supermanifold, E a locally free sheaf of OM-supermodules of rank p|q on
M and ∇ a connection on E . Consider the vector bundle E over M defined as E = ∪x∈MEx.
The rank of E is p + q. Define the subbundles E0¯ = ∪x∈M(Ex)0¯ and E1¯ = ∪x∈M(Ex)1¯ of E.
Obviously, the restriction ∇˜ = (∇|Γ(TM)⊗Γ(E))
∼ : Γ(TM)⊗Γ(E)→ Γ(E) is a connection on E.
Since ∇ is even, the subbundles E0¯, E1¯ ⊂ E are parallel. Let γ : [a, b] ⊂ R → M be a curve
and τγ : Eγ(a) → Eγ(b) the parallel displacement along γ. Since the subbundles E0¯, E1¯ ⊂ E are
parallel, we have τγ(E0¯)γ(a) = (E0¯)γ(b) and τγ(E1¯)γ(a) = (E1¯)γ(b). We get the even isomorphism
τγ : Eγ(a) → Eγ(b)
of vector superspaces. We call this isomorphism the parallel displacement in E along γ.
Remark 4.1 In [8] a parallel displacement in TM along supercurves γ : R1|1 → M is intro-
duced. The proof of the existence of the parallel displacement (p. 14) shows that the parallel dis-
placements in TM along a supercurve γ : R1|1 →M and along the underlying curve γ˜ : R→M
coincide and they coincide with our definition for the case E = TM.
Definition 4.1 Let (M,OM) be a supermanifold, E a locally free sheaf of OM-supermodules
on M and ∇ a connection on E . The holonomy algebra hol(∇)x of the connection ∇ at a point
x ∈ M is the supersubalgebra of the Lie superalgebra gl(Ex) generated by the operators of the
form
τ−1γ ◦ ∇¯
r
Yr ,...,Y1
Ry(Y, Z) ◦ τγ : Ex → Ex,
where γ is any curve in M beginning at the point x; y ∈ M is the end-point of the curve γ,
r ≥ 0, Y, Z, Y1, ..., Yr ∈ TyM and ∇¯ is a connection on TM|U for an open neighbourhood U ⊂M
of y.
Proposition 4.1 The definition of the holonomy algebra hol(∇)x does not depend on the choice
of the connection ∇¯.
Proof. Let γ be a curve in M beginning at the point x and ending at a point y ∈ M . Let
U ⊂ M be an open neighbourhood of the point y. For any connection ∇ˆ on TM|U and any
integer t ≥ 0 define the vector space
L(∇ˆ)t = span{∇ˆ
r
Yr,...,Y1
Ry(Y, Z)|0 ≤ r ≤ t, Y, Z, Y1, ..., Yr ∈ TyM}.
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Clearly, L(∇ˆ)t does not depend on the choice of U . Let (U, xa) be a system of local coordinates
such that y ∈ U . Let ∇¯ be a connection on TM|U . Denote by ~∇ the connection on TM|U
such that ~∇∂a = 0. To prove the proposition it is enough to show that for any t ≥ 0 we have
L(∇¯)t = L(~∇)t. This will follow from the following lemma.
Lemma 4.1 For any t ≥ 0 it holds
∇¯t∂at ,...,∂a1R(∂a0 , ∂a−1) =
~∇t∂at ,...,∂a1R(∂a0 , ∂a−1)+
t−1∑
s=0
∑
(bs,...,b−1)
Bat...a−1,bs...b−1 ~∇
s
∂bs ,...,∂b1
R(∂b0 , ∂b−1),
where Bat...a−1,bs...b−1 ∈ OM(U).
Proof. We will prove the lemma by the induction over t. For t = 0 there is nothing to prove.
Fix t > 0. Suppose that the lemma is true for all r < t and prove it for r = t.
Using (7) and the induction hypothesis, we get
∇¯r∂ar ,...,∂a1R(∂a0 , ∂a−1)
=[∇∂r , ∇¯
r−1
∂ar−1 ,...,∂a1
R(∂a0 , ∂a−1)]
−
r−1∑
l=−1
(−1)(|c|+|al|)(|ar−1|+···+|al+1|)Γ¯caral∇¯
r−1
∂ar−1 ,...,∂al+1,∂c,∂al−1 ,...,∂a1
R(∂a0 , ∂a−1)
=[∇∂r , ~∇
r−1
∂ar−1 ,...,∂a1
R(∂a0 , ∂a−1) +
r−2∑
s=0
∑
(bs,...,b−1)
Bar−1...a−1,bs...b−1 ~∇
s
∂bs ,...,∂b1
R(∂b0 , ∂b−1)]
−
r−1∑
l=−1
(−1)(|c|+|al|)(|ar−1|+···+|al+1|)Γ¯caral∇¯
r−1
∂ar−1 ,...,∂al+1,∂c,∂al−1 ,...,∂a1
R(∂a0 , ∂a−1)
=[∇∂r , ~∇
r−1
∂ar−1 ,...,∂a1
R(∂a0 , ∂a−1)] +
r−2∑
s=0
∑
(bs,...,b−1)
∂ar(Bar−1...a−1,bs...b−1)~∇
s
∂bs ,...,∂b1
R(∂b0 , ∂b−1)
+
r−2∑
s=0
∑
(bs,...,b−1)
(−1)|ar ||Bar−1...a−1,bs...b−1 |Bar−1...a−1,bs...b−1[∇∂ar ,
~∇s∂bs ,...,∂b1R(∂b0 , ∂b−1)]
−
r−1∑
l=−1
(−1)(|c|+|al|)(|ar−1|+···+|al+1|)Γ¯caral∇¯
r−1
∂ar−1 ,...,∂al+1,∂c,∂al−1 ,...,∂a1
R(∂a0 , ∂a−1)
=~∇r∂ar ,...,∂a1R(∂a0 , ∂a−1) +
r−2∑
s=0
∑
(bs,...,b−1)
∂ar(Bar−1...a−1,bs...b−1)~∇
s
∂bs ,...,∂b1
R(∂b0 , ∂b−1)
+
r−2∑
s=0
∑
(bs,...,b−1)
(−1)|ar ||Bar−1...a−1,bs...b−1 |Bar−1...a−1,bs...b−1 ~∇
s+1
∂ar∂bs ,...,∂b1
R(∂b0 , ∂b−1)
−
r−1∑
l=−1
(−1)(|c|+|al|)(|ar−1|+···+|al+1|)Γ¯caral∇¯
r−1
∂ar−1 ,...,∂al+1,∂c,∂al−1 ,...,∂a1
R(∂a0 , ∂a−1).
The proof of the lemma follows from the induction hypothesis applied to the last term. 
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The proposition is proved. 
The next proposition simplifies the expression for the holonomy algebra. In particular it shows
that it is not necessary to take the covariant derivatives of the curvature tensor in the directions
of the vectors tangent to M .
Proposition 4.2 The holonomy algebra hol(∇)x coincides with the supersubalgebra of the Lie
superalgebra gl(Ex) generated by the operators of the form
τ−1γ ◦Ry(∂i, ∂j) ◦ τγ and τ
−1
γ ◦ ∇¯
r
∂γr ,...,∂γ1
Ry(∂γ , ∂a) ◦ τγ ,
where γ is any curve starting at the point x; y is the end-point of the curve γ, r ≥ 0, γr >
· · · > γ1, xa are local coordinates on M over an open neighbourhood U of the point y and ∇¯ is
a connection on TM|U .
Proof. Let g be the supersubalgebra of gl(Ex) generated by the operators as in the formulation
of the proposition without the assumption γr > · · · > γ1. We will prove that hol(∇)x = g. Fix
a curve γ starting at the point x. Let y be the end-point of γ, U ⊂M an open neighbourhood
of y, xa local coordinates on M over U and ∇¯ a connection on TM|U . It is enough to show
that any element η = τ−1γ ◦ ∇¯
r
∂ar ,...,∂a1
Ry(∂a, ∂b) ◦ τγ ∈ hol(∇)x belongs to g. We will prove
this statement by the induction over r. By Lemma 4.1, we may assume that the connection
∇¯ is flat such that ∇∂a = 0. For r = 0 there is nothing to prove. Fix t > 0 suppose that the
statement is true for all r < t and prove it for r = t.
Lemma 4.2 Let r ≥ 2 and Y1, ..., Yr, Y, Z ∈ TM(U) be matually commuting homogeneous
parallel vector fields. Then
∇¯rYr ,...,Y1R(Y, Z) = (−1)
|Ys||Ys−1|∇¯rYr,...Ys+1,Ys−1,Ys,Ys−2,...,Y1R(Y, Z)
+
∑
I⊂{s+2,...,r}
(−1)S(I)
[
∇¯[I]Yi1 ,...,Yi[I]
R(Ys+1, Ys), ∇¯
r−2−[I]
Yi′1
,...,Yi′
[I′]
,Ys−1,...,Y1
R(Y, Z)
]
, (8)
where I = {i1, ..., i[I]} ⊂ {s + 2, ..., r} is a subset with i1 > · · · > i[I], [I] is the number of
elements in I, I ′ = {i′1, ..., i
′
[I′]} = {s + 2, ..., r}\I, i
′
1 > · · · > i
′
[I′] and S(I) is the sign of the
permutation (i1, ..., i[I], s+ 1, s, i
′
1, ..., i
′
[I′]) of the numbers r, ..., 1.
Proof. Using (5), the assumptions of the lemma and the Jacobi super identity, we get
∇¯rYr,...,Y1R(Y, Z) =[∇Yr , [∇Yr−1, ..., [∇Ys+1, [∇Ys, ∇¯
s−1
Ys−1,...,Y1
R(Y, Z)]]...]]
=[∇Yr , [∇Yr−1, ..., [[∇Ys+1,∇Ys], ∇¯
s−1
Ys−1,...,Y1
R(Y, Z)]...]]
+ (−1)|Ys||Ys−1|[∇Yr , [∇Yr−1, ..., [∇Ys, [∇Ys+1 , ∇¯
s−1
Ys−1,...,Y1
R(Y, Z)]]...]]
=[∇Yr , [∇Yr−1, ..., [R(Ys+1, Ys), ∇¯
s−1
Ys−1,...,Y1
R(Y, Z)]...]]
+ (−1)|Ys||Ys−1|∇¯rYr,...Ys+1,Ys−1,Ys,Ys−2,...,Y1R(Y, Z).
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Applying the Jacobi super identity r− s times to the first term of the last equality, we get the
proof of the lemma. 
Note that for a curve µ(t) in M such that µ(0) = y it holds
∇¯rµ˙(0),∂ar−1 ,...,∂a1Ry(∂a, ∂b) =
d
dt
∣∣∣
t=0
((τµ)
t
0)
−1 ◦ ∇¯r−1∂ar−1 ,...,∂a1Rµ(t)(∂a, ∂b) ◦ (τµ)
t
0, (9)
where (τµ)
t
0 is the parallel displacement along the curve µ|[0,t]. Fix an element η = τ
−1
γ ◦
∇¯r∂ar ,...,∂a1Ry(∂a, ∂b) ◦ τγ ∈ hol(∇)x. If ar ≤ n, then there exists a curve µ(t) with µ(0) = y
and µ˙(t) = ∂ar(µ(t)). From (9) and the induction hypothesis it follows that η ∈ g. Suppose
that there exists s such that r − 1 ≥ s ≥ 1 and as ≤ n. Let s be maximal with this property.
Applying to η several times (8) and using the induction hypothesis, we get η − (−1)r−sτ−1γ ◦
∇¯r∂as ,∂ar ,...,∂as+1,∂as−1 ,...,∂a1Ry(∂a, ∂b) ◦ τγ ∈ g. By the above argumentation, η ∈ g. Now we may
assume that ar, ..., a1 > n. If a ≤ n or b ≤ n, then using the second Bianchi super identity
we get η = −(−1)|a1||a|τ−1γ ◦ ∇¯
r
∂ar ,...,∂a2,∂a
Ry(∂b, ∂a1) ◦ τγ − τ
−1
γ ◦ ∇¯
r
∂ar ,...,∂a2,∂b
Ry(∂a1 , ∂a) ◦ τγ ∈ g.
Thus, hol(∇)x = g. Equality (8) shows that g coincides with the supersubalgebra of gl(Ex)
generated by the operators as in the formulation of the proposition. 
Let E be the vector bundle over M and ∇˜ the connection on E as above. Then the holonomy
algebra hol(∇˜)x is contained in (hol(∇)x)0¯, but these Lie algebras must not coincide, this shows
the following example.
Example 4.1 Consider the supermanifold R0|1 = ({0},Λξ). Define the connection ∇ on TR0|1
by ∇∂ξ∂ξ = ξ∂ξ. Then, hol(∇˜)0 = {0} and (hol(∇)0)0¯ = hol(∇)0 = gl(0|1).
Now we define the holonomy group. Recall that a Lie supergroup G = (G,OG) is a group object
in the category of supermanifolds. The underlying smooth manifold G is a Lie group. The Lie
superalgebra g of G can be identified with the tangent space to G at the identity e ∈ G. The
Lie algebra of the Lie group G is the even part g0¯ of the Lie superalgebra g.
Any Lie supergroup G is uniquely given by a pair (G, g) (Harish-Chandra pair), where G is a
Lie group, g = g0¯ ⊕ g1¯ is a Lie superalgebra such that g0¯ is the Lie algebra of the Lie group G
and there exists a representation Ad of G on g that extends the adjoint representation of G on
g0¯ and the differential of Ad coincides with the Lie superbracket of g restricted to g0¯ × g1¯, see
[6, 8].
Denote by Hol(∇)0x the connected Lie subgroup of the Lie group GL((Ex)0¯) × GL((Ex)1¯) cor-
responding to the Lie subalgebra (hol(∇)x)0¯ ⊂ gl((Ex)0¯) ⊕ gl((Ex)1¯) ⊂ gl(Ex). Let Hol(∇)x be
the Lie subgroup of the Lie group GL((Ex)0¯)×GL((Ex)1¯) generated by the Lie groups Hol(∇)
0
x
and Hol(∇˜)x. Clearly, the Lie algebra of the Lie group Hol(∇)x is (hol(∇)x)0¯. Let Ad
′ be the
representation of the connected Lie group Hol(∇)0x on hol(∇)x such that the differential of Ad
′
coincides with the Lie superbracket of hol(∇)x restricted to (hol(∇)x)0¯ × (hol(∇)x)1¯. Define
10
the representation Ad′′ of the Lie group Hol(∇˜)x on hol(∇)x by the rule
Ad′′τµ(τ
−1
γ ◦ ∇¯
r
Yr ,...,Y1
Ry(Y, Z) ◦ τγ) = τµ ◦ τ
−1
γ ◦ ∇¯
r
Yr,...,Y1
Ry(Y, Z) ◦ τγ ◦ τ
−1
µ .
Note that Ad′ |Hol(∇)0x∩Hol(∇˜)x = Ad
′′ |Hol(∇)0x∩Hol(∇˜)x . Consequently, we get a representation Ad
of the group Hol(∇)x on hol(∇)x. It is obvious that Hol(∇)0x ∩Hol(∇˜)x = Hol(∇˜)
0
x and if M is
simply connected, then Hol(∇˜)x ⊂ Hol(∇)0x and Hol(∇)x = Hol(∇)
0
x.
Definition 4.2 The Lie supergroupHol(∇)x given by the Harish-Chandra pair (Hol(∇)x, hol(∇)x)
is called the holonomy group of the connection ∇ at the point x. The Lie supergroup Hol(∇)0x
given by the Harish-Chandra pair (Hol(∇)0x, hol(∇)x) is called the restricted holonomy group of
the connection ∇ at the point x.
5 Infinitesimal holonomy algebras
In this section we define the infinitesimal holonomy algebra and show that in the analytic case
it coincides with the holonomy algebra.
Definition 5.1 Let (M,OM) be a supermanifold, E a locally free sheaf of OM-supermodules on
M and ∇ a connection on E . The infinitesimal holonomy algebra hol(∇)infx of the connection
∇ at a point x ∈ M is the supersubalgebra of the Lie superalgebra gl(Ex) generated by the
operators of the form
∇¯rYr,...,Y1Rx(Y, Z),
where r ≥ 0, Y, Z, Y1, ..., Yr ∈ TxM and ∇¯ is a connection on TM|U for an open neighbourhood
U ⊂M of x.
Lemma 4.1 shows that the definition of hol(∇)infx does not depend on the choice of the connec-
tion ∇¯.
Theorem 5.1 Let M = (M,OM) be an analytic supermanifold, E a locally free sheaf of OM-
supermodules on M and ∇ a connection on E . Then
hol(∇)x = hol(∇)
inf
x .
Proof. First we prove the following lemma.
Lemma 5.1 If γ : [0, 1] ⊂ R→ M is a piecewise analytic curve starting at x ∈M and ending
at y ∈M , then
τ−1γ ◦ hol(∇)
inf
y ◦ τγ = hol(∇)
inf
x .
11
Proof. Consider some partition 0 = t0 < t1 < · · · < tk = 1. Obviously, if the statement of the
lemma holds for each curve γ|[ti,ti+1], then the lemma is true. Consequently we may assume
that the image of γ is contained in some coordinate neighbourhood U ⊂ M . Fix a connection
∇¯ on TM|U .
Fix an element ∇¯r
Y¯r,...,Y¯1
Ry(Y¯ , Z¯) ∈ hol(∇)infy . It is enough to prove that τ
−1
γ ◦∇¯
r
Y¯r,...,Y¯1
Ry(Y¯ , Z¯)◦
τγ ∈ hol(∇)infx . Let Y, Z, Y1, ..., Yr ∈ TxM be the vectors such that Y¯ = τγY, Z¯ = τγZ, Y¯1 =
τγY1, ..., Y¯r = τγYr. For any s, t ∈ [0, 1] with s ≤ t denote by (τγ)ts : Eγ(s) → Eγ(t) the parallel
displacement along the curve γ|[s,t]. Consider the endomorphism
F (t) = ((τγ)
t
0)
−1 ◦ ∇¯r(τγ )t0Yr,...,(τγ)t0Y1Rγ(t)((τγ)
t
0Y, (τγ)
t
0Z) ◦ (τγ)
t
0 : Ex → Ex.
We must prove that F (1) ∈ hol(∇)infx . Fix a basis of Ex. Without loss of generality we my
assume that the elements FAB (t) of the matrix of F (t) are analytic functions of t, i.e. F
A
B (t) =∑∞
k=0 F
A
Bkt
k for some real numbers FABk. For each k ≥ 0 denote by Fk the endomorphism of Ex
with the matrix FABk. Since F
A
B0 = F
A
B (0), we have F0 = F (0) = ∇¯
r
Yr ,...,Y1
Rx(Y, Z) ∈ hol(∇)infx .
Further,
d
dt
F (t) = lim
s→0
F (t+ s)− F (t)
s
= ((τγ)
t
0)
−1 ◦ ∇¯r+1
(τγ )t0Yr+1,(τγ)
t
0Yr ,...,(τγ)
t
0Y1
Rγ(t)((τγ)
t
0Y, (τγ)
t
0Z) ◦ (τγ)
t
0,
where Yr+1 = ((τγ)
t
0)
−1γ˙(t). Consequently, F1 =
d
dt
F (0) ∈ hol(∇)infx . Similarly for each k > 1
Fk =
dk
(dt)k
F (0) ∈ hol(∇)infx . Thus, F (1) =
∑∞
k=0 Fk ∈ hol(∇)
inf
x . The lemma is proved. 
Let now τ−1γ ◦∇¯
r
Yr,...,Y1
Ry(Y, Z)◦τγ ∈ hol(∇)x, where γ is any piecewise smooth curve beginning
at x ∈ M and ending at y ∈ M . Let µ be a piecewise analytic curve beginning at x ∈ M and
ending at y ∈M such that the loop γ ∗ µ−1 is null-homotopic. We have
τ−1γ ◦ ∇¯
r
Yr ,...,Y1
Ry(Y, Z) ◦ τγ = τ
−1
µ ◦
(
(τµ ◦ τ
−1
γ ) ◦ ∇¯
r
Yr ,...,Y1
Ry(Y, Z) ◦ (τγ ◦ τ
−1
µ )
)
◦ τµ
= τ−1µ ◦
(
Ad′′τµ∗γ−1 ∇¯
r
Yr ,...,Y1
Ry(Y, Z)
)
◦ τµ.
Here τµ∗γ−1 ∈ Hol(∇˜)
0
y acts on the element η = ∇¯
r
Yr,...,Y1
Ry(Y, Z) ∈ hol(∇)infy ⊂ hol(∇)y
as it was defined above. Note that the connection ∇˜ is analytic. By the classical result,
the group Hol(∇˜)0y coincides with the infinitesimal holonomy group Hol(∇˜)
inf
y . Consequently,
τµ∗γ−1 = exp ξ for some ξ ∈ hol(∇˜)
inf
y ⊂ hol(∇)
inf
y . Finally,
Ad′′exp ξ η = (exp(dAd
′′)ξ)η = (exp adξ)η =
∞∑
k=0
adkξ
k!
η ∈ hol(∇)infy .
By the above lemma, τ−1γ ◦ ∇¯
r
Yr ,...,Y1
Ry(Y, Z) ◦ τγ ∈ hol(∇)infx . Thus, hol(∇)x ⊂ hol(∇)
inf
x . The
inverse inclusion is trivial. The theorem is proved. 
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6 Parallel sections
Let (M,OM) be a supermanifold, E a locally free sheaf of OM-supermodules on M and ∇ a
connection on E . A section X ∈ E(M) is called parallel if ∇X = 0. Let E be the vector bundle
on M and ∇˜ the connection on E as above. For the section X˜ ∈ Γ(M) we get ∇˜X˜ = 0. Hence
for any curve γ : [a, b] ⊂ R → M we have τγX˜γ(a) = X˜γ(b). Consequently, τγXγ(a) = Xγ(b),
where τγ : Eγ(a) → Eγ(b), i.e. X is parallel along curves in M .
Consider a system of local coordinates (U, xa) and a basis eA of E(U). Let X ∈ E(U), then
X = XAeA, ∇∂aX = ∂aX
AeA + (−1)
|a||XA|XAΓBaAeB.
1
Thus the condition ∇X = 0 is equivalent to the following condition in local coordinates
∂aX
A + (−1)|a||X
B |XBΓAaB = 0 (10)
or to the conditions
∂iX
A +XBΓAiB = 0, (11)
∂γX
A + (−1)|X
B |XBΓAγB = 0. (12)
Equations (11) and (12) are equivalent to
(∂γr ...∂γ1(∂iX
A +XBΓAiB))
∼ = 0, (13)
(∂γr ...∂γ1(∂γX
A + (−1)|X
B |XBΓAγB))
∼ = 0, (14)
where 0 ≤ r ≤ m. These equations can be written as
∂iX
A
γ1...γr
+ signγ1,...,γr
r∑
l=0
∑
{α1,...,αr}={γ1,...,γr}
α1<···<αl,αl+1<···<αr
signα1,...,αr X
B
α1...αl
ΓAiBαl+1...αr = 0, (15)
XAγγ1...γr + signγ1,...,γr
r∑
l=0
∑
{α1,...,αr}={γ1,...,γr}
α1<···<αl,αl+1<···<αr
signα1,...,αr(−1)
lXBα1...αlΓ
A
γBαl+1...αr
= 0. (16)
Using this, we can prove the following proposition.
Proposition 6.1 LetM = (M,OM) be a supermanifold, E a locally free sheaf of OM-supermodules
on M and ∇ a connection on E . Then a parallel section X ∈ E(M) is uniquely defined by its
value at any point x ∈ M .
1We assume that (−1)|a||X
A|
X
AΓBaA = (−1)
|a|
X
A
0¯
ΓBaA − (−1)
|a|
X
A
1¯
ΓBγA, where X
A = XA
0¯
+ XA
1¯
is the
decomposition of XA in the sum of the even and odd parts.
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Proof. Let ∇X = 0, x ∈ M and Xx be the value of X at the point x. Since X is parallel
along curves in M , using Xx, we can find the values of X at all points of M . Consider the local
coordinates as above. As we know the values of X at all points, we know the functions X˜A.
Using (16) for r = 0, we can find the functions XAγ . Namely, X
A
γ = −X˜
BΓ˜AγB. Using (16) for
r = 1, we get XAγγ1 = −X˜
BΓAγBγ1 +X
B
γ1
Γ˜AγB. In the same way we can find all functions X
A
γγ1...γr
,
i.e. we know the functions XA and we reconstruct the section X in any coordinate system.
The proposition is proved. 
Theorem 6.1 LetM = (M,OM) be a supermanifold, E a locally free sheaf of OM-supermodules
on M and ∇ a connection on E . Then the following conditions are equivalent:
(i) there exists a non-zero paralel section X ∈ E(M);
(ii) for any point x ∈ M there exists a non-zero vector Xx ∈ Ex annihilated by the holonomy
algebra hol(∇)x and preserved by the group Hol(∇˜)x.
Proof of Theorem 6.1. Suppose that a section X ∈ E(M) is parallel, i.e. ∇X = 0. Let
U ⊂M be an open subset and ∇¯ a connection on TM|U . From (5) it follows that
∇¯rYr ,...,Y1R(Y, Z)X = 0 (17)
for any vector fields Y, Z, Y1, ..., Yr ∈ TM(U). Since X is parallel, for any curve γ inM beginning
at the point x ∈ M and ending at a point y ∈ M , we have Xy = τγXx. Hence to prove the
implication (i)⇒(ii) it is enough to consider (17) at the point y.
Let us prove the implication (ii)⇒(i). Let x ∈M be any point and suppose there exists a non-
zero vector Xx ∈ Ex annihilated by the holonomy algebra hol(∇)x and preserved by the group
Hol(∇˜)x. From Theorem 3.1 it follows that there exists a section X0 ∈ Γ(E) such that ∇˜X0 = 0
and (X0)x = Xx. Fix a coordinate neighborhood (U, x
a) on M and a local basis eA of E(U).
Then e˜A is a local basis of Γ(U,E) and we get the functions X
A
0 ∈ OM(U) such that X0 = X
A
0 e˜A
on U . Using (16) and XA0 , as in the proof of Proposition 6.1, define functions X
A
γγ1...γr
∈ OM (U)
for all γ < γ1 < · · · < γr, 0 ≤ r ≤ m − 1. This gives us functions XA ∈ OM(U) such that
X˜A = XA0 . Consider the section X = X
AeA ∈ E(U). We claim that ∇X = 0. To prove this it
is enough to show that the functions XA satisfy (13) and (14) for all γ1 < · · · < γr, 0 ≤ r ≤ m
and any γ, then XA will satisfy (13) and (14) for all γ1, ..., γr and γ. Note that, by construction,
the functions XA satisfy (14) for γ < γ1 < · · · < γr.
For the proof we use the induction over r. Parallel to this we will prove that
(∂ar ...∂as+1((−1)
(|A|+|B|)|XB|∇¯s−1as,...,a2R
A
Ba1a
XB))∼ = 0 for all r ≥ 1 and 1 ≤ s ≤ r. (18)
For r = 0 (13) follows from the fact that ∇˜X0 = 0; (14) follows from the definition of functions
XAγ . Fix r0 > 0. Suppose that (13) and (14) hold for all r < r0 and check this for r = r0.
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Lemma 6.1 It holds
(∂γr ...∂γ1(∂iX
A +XBΓAiB))
∼ = (∂γr ...∂γ2((−1)
(|A|+|B|)|XB|RABγ1iX
B))∼, (19)
(∂γr ...∂γ1(∂γX
A + (−1)|X
B|XBΓAγB))
∼ =

0, if γ < γ1;
(−1)s−1 1
2
(∂γr ...∂γs+1∂γs−1 ...∂γ1((−1)
(|A|+|B|)|XB|RABγsγsX
B))∼, if γ = γs for some s, 1 ≤ s ≤ r;
(∂γr ...∂γ2((−1)
(|A|+|B|)|XB |RABγ1γX
B))∼, if γs < γ < γs+1 for some s,
1 ≤ s ≤ r.
(20)
Proof. We have
(∂γr ...∂γ1(∂iX
A +XBΓAiB))
∼
=(∂γr ...∂γ2(∂i∂γ1X
A + (∂γ1X
B)ΓAiB + (−1)
|XB|XB∂γ1Γ
A
iB))
∼
=(∂γr ...∂γ2(∂i(−(−1)
|XB |XBΓAγ1B)− (−1)
|XC |XCΓBγ1CΓ
A
iB + (−1)
|XB |XB∂γ1Γ
A
iB))
∼
=(∂γr ...∂γ2(−(−1)
|XB |(∂iX
B)ΓAγ1B − (−1)
|XB |XB∂iΓ
A
γ1B
− (−1)|X
C |XCΓBγ1CΓ
A
iB + (−1)
|XC |XC∂γ1Γ
A
iC))
∼
=(∂γr ...∂γ2((−1)
|XB|XCΓBiCΓ
A
γ1B
− (−1)|X
C |XC∂iΓ
A
γ1C
− (−1)|X
C |XCΓBγ1CΓ
A
iB + (−1)
|XC |XC∂γ1Γ
A
iC))
∼
=(∂γr ...∂γ2((−1)
|XC |+|B|+|C|XCΓBiCΓ
A
γ1B
− (−1)|X
C |XC∂iΓ
A
γ1C
− (−1)|X
C |XCΓBγ1CΓ
A
iB + (−1)
|XC |XC∂γ1Γ
A
iC))
∼
=(∂γr ...∂γ2((−1)
|XC |XCRACγ1i))
∼ = (∂γr ...∂γ2((−1)
|XC |(|A|+|C|)RACγ1iX
C))∼
=(∂γr ...∂γ2((−1)
(|A|+|B|)|XB|RABγ1iX
B))∼.
Here we used the induction hypotheses, (6) and the fact that the induction hypotheses imply
(∂γr ...∂γ2(−(−1)
|XB |∂iX
B))∼ = (∂γr ...∂γ2((−1)
|XB |XCΓBiC))
∼ = (∂γr ...∂γ2((−1)
|XC |+|B|+|C|XCΓBiC))
∼.
This proves (19).
Let us prove (20). First, if γ < γ1, then (∂γr ...∂γ1(∂γX
A + (−1)|X
B |XBΓAγB))
∼ = 0 by the
definition of XA. As above, using the induction hypotheses, for any t, 1 ≤ t ≤ r we get
(∂γr ...∂γ1((−1)
|XB|XBΓAγB))
∼ = (−1)t−1(∂γr ...∂γt+1∂γt−1 ...∂γ1∂γt((−1)
|XB |XBΓAγB))
∼
= (−1)t−1(∂γr ...∂γt+1∂γt−1 ...∂γ1((−1)
(|A|+|B|)|XB|(−(−1)|B|+|C|ΓCγtBΓ
A
γC + ∂γtΓ
A
γB)X
B))∼. (21)
Further, if γ = γs for some s, 1 ≤ s ≤ r, then ∂γr ...∂γ1∂γX
A = 0 and
(∂γr ...∂γ1(∂γX
A + (−1)|X
B|XBΓAγB))
∼
= (−1)s−1(∂γr ...∂γs+1∂γs−1 ...∂γ1((−1)
(|A|+|B|)|XB|(−(−1)|B|+|C|ΓCγsBΓ
A
γsC
+ ∂γsΓ
A
γsB
)XB))∼
= (−1)s−1
1
2
(∂γr ...∂γs+1∂γs−1 ...∂γ1((−1)
(|A|+|B|)|XB|RABγsγsX
B))∼,
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where we used (21) for t = s and (6).
In the remaining case γs < γ < γs+1 for some s, 1 ≤ s ≤ r. Then,
(∂γr ...∂γ1∂γX
A)∼ = (−1)s(∂γr ...∂γs+1∂γ∂γs ...∂γ1X
A)∼
= (−1)s(∂γr ...∂γs+1∂γ∂γs ...∂γ2(−(−1)
|XB |XBΓAγ1B))
∼ = (∂γr ...∂γ2∂γ((−1)
|XB |XBΓAγ1B))
∼
= (∂γr ...∂γ2((−1)
|XB |∂γX
BΓAγ1B +X
B∂γΓ
A
γ1B
))∼
= (∂γr ...∂γ2(−(−1)
|XB |(−1)|X
C |XCΓBγCΓ
A
γ1B
+XB∂γΓ
A
γ1B
))∼
= (∂γr ...∂γ2(−(−1)
|C|+|B|+(|A|+|B|)|XB|ΓCγBΓ
A
γ1C
XB + (−1)(|A|+|B|)|X
B|∂γΓ
A
γ1B
XB))∼,
where we used the definition of XA and the induction hypotheses. Combining this with (21)
for t = 1 and (6), we get
(∂γr ...∂γ1(∂γX
A + (−1)|X
B |XBΓAγB))
∼ = (∂γr ...∂γ2((−1)
(|A|+|B|)|XB|RABγ1γX
B))∼.
The lemma is proved. 
Since ∇˜X0 = 0, for any curve γ in U beginning at the point x ∈ M and ending at a point
y ∈ U , we have Xy = τγXx. From this and (ii) it follows that
(∇¯sYs,...,Y1R(Y, Z))
∼X˜ = 0 (22)
for all s ≥ 0 and Y, Z, Y1, ..., Yr ∈ TM(U). Consequently,
(∇¯t−1at,...,a2R
A
Ba1a
XB)∼ = 0 for all t ≥ 1. (23)
Lemma 6.1 and (23) prove (13), (14) and (18) for r = 1. Suppose now that (18) holds for all
r < r0 and check it together with (13) and (14) for r = r0.
Lemma 6.2 It holds
(∂ar ...∂as+1((−1)
(|A|+|B|)|XB|∇¯s−1as,...,a2R
A
Ba1a
XB))∼ = (∂ar ...∂as+2((−1)
(|A|+|B|)|XB|∇¯sas+1,...,a2R
A
Ba1a
XB))∼
for all s, 1 ≤ s ≤ r.
Proof. We have
(∂ar ...∂as+1((−1)
(|A|+|B|)|XB|∇¯s−1as,...,a2R
A
Ba1a
XB))∼
= (∂ar ...∂as+2((−1)
(|A|+|B|)|XB |(∂as+1(∇¯
s−1
as,...,a2
RABa1a)X
B
+ (−1)|as+1|(|as|+···+|a1|+|a|+|A|+|B|)∇¯s−1as,...,a2R
A
Ba1a
∂as+1X
B)))∼.
Using (7) and the induction hypotheses, we get
(∂ar ...∂as+2((−1)
(|A|+|B|)|XB|∂as+1(∇¯
s−1
as,...,a2
RABa1a)X
B))∼
= (∂ar ...∂as+2((−1)
(|A|+|B|)|XB|∇¯sas+1,...,a2R
A
Ba1a
XB
+ (−1)(|A|+|B|)|X
B|(−1)(|C|+|B|)(|ar |+···|a1|+|a|)ΓCas+1B∇¯
s−1
as,...,a2
RACa1aX
B))∼.
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Furthermore,
(∂ar ...∂as+2((−1)
(|A|+|B|)|XB|(−1)|as+1|(|as|+···+|a1|+|a|+|A|+|B|)∇¯s−1as,...,a2R
A
Ba1a
∂as+1X
B))∼
= −(∂ar ...∂as+2((−1)
(|A|+|B|)|XB |(−1)|as+1|(|as|+···+|a1|+|a|+|A|+|B|)∇¯s−1as,...,a2R
A
Ba1a
(−1)|as+1||X
C |XCΓBas+1C)
∼
= −(∂ar ...∂as+2((−1)
(|A|+|B|)(|XC |+|B|+|C|)+|as+1|(|as|+···+|a1|+|a|+|A|+|B|)+|as+1||XC |∇¯s−1as,...,a2R
A
Ba1a
XCΓBas+1C))
∼
= −(∂ar ...∂as+2((−1)
(|A|+|C|)(|XB |+|C|+|B|)+|as+1|(|as|+···+|a1|+|a|+|A|+|C|)+|as+1||XB|∇¯s−1as,...,a2R
A
Ca1a
XBΓCas+1B))
∼
= −(∂ar ...∂as+2((−1)
σ∇¯s−1as,...,a2R
A
Ca1a
XBΓCas+1B))
∼
= −(∂ar ...∂as+2((−1)
σ(−1)(|C|+|as+1|+|B|)(|as|+···+|a1|+|a|+|C|+|X
B|)ΓCas+1B∇¯
s−1
as,...,a2
RACa1aX
B))∼,
= −(−1)(|A|+|B|)|X
B|(−1)(|C|+|B|)(|ar |+···|a1|+|a|)ΓCas+1B∇¯
s−1
as,...,a2
RACa1aX
B))∼.
Here we used the fact that by the induction hypotheses
(∂ar ...∂as+2(∂as+1X
B))∼ = −(∂ar ...∂as+2((−1)
|as+1||XC |XCΓBas+1C))
∼
and that (−1)|as+1||X
C |XCΓBas+1C = (−1)
|as+1|(|XB |+|B|+|C|)XCΓBas+1C .
Thus,
(∂ar ...∂as+1((−1)
(|A|+|B|)|XB|∇¯s−1as,...,a2R
A
Ba1a
XB))∼ = (∂ar ...∂as+2((−1)
(|A|+|B|)|XB|∇¯sas+1,...,a2R
A
Ba1a
XB))∼.
The lemma is proved. 
Using Lemma 6.2, (23) and the fact that if for a function f ∈ OM(U) holds |f | = 1, then f˜ = 0,
we get
(∂ar ...∂as+1((−1)
(|A|+|B|)|XB|∇¯s−1as,...,a2R
A
Ba1a
XB))∼
= ((−1)(|A|+|B|)|X
B |∇¯r−1ar ,...,a2R
A
Ba1a
XB)∼ = (∇¯r−1ar ,...,a2R
A
Ba1a
XB)∼ = 0.
Further,
(∂γr ...∂γ1(∂iX
A +XBΓAiB))
∼ = (∂γr ...∂γ2((−1)
(|A|+|B|)|XB|RABγ1iX
B))∼
= ((−1)(|A|+|B|)|X
B|∇¯r−1γr ,...,γ2R
A
Bγ1i
XB)∼ = (∇¯r−1γr ,...,γ2R
A
Bγ1i
XB)∼ = 0.
Similarly, (∂γr ...∂γ1(∂γX
A + (−1)|X
B |XBΓAγB))
∼ = 0.
Thus the functions XA satisfy (13) and (14). Consequently, ∇X = 0. From Proposition 6.1 it
follows that X does not depend on the choice of coordinates over U . Hence for each coordinate
neighbourhood U ⊂ M we have a unique parallel section X ∈ E(U). Thus we get a parallel
section X ∈ E(M). The theorem is proved. 
Recall that the connection ∇ is called flat if E admits local bases of parallel sections.
Corollary 6.1 LetM = (M,OM) be a supermanifold, E a locally free sheaf of OM-supermodules
on M and ∇ a connection on E . Then the following conditions are equivalent: (i) ∇ is flat;
(ii) R = 0; (iii) hol(∇)x = 0.
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7 Parallel subsheaves
Let M = (M,OM) be a supermanifold, E a locally free sheaf of rank p|q of OM-supermodules
on M. For fixed integers 0 ≤ p1 ≤ p and 0 ≤ q1 ≤ q we assume that
A¯, B¯, C¯ = 1, ..., p1, p+ 1, ..., p+ q1 and Aˆ, Bˆ, Cˆ = p1 + 1, ..., p, p+ q1 + 1, ..., q.
Recall that a subsheaf F ⊂ E of OM-supermodules (of rank p1|q1) is called a locally direct
subsheaf if locally there exists a basis eA of E(U) such that eA¯ is a basis of F(U). For example,
a locally direct subsheaf of TM is called a distribution on M.
Let ∇ be a connection on E . A locally direct subsheaf F ⊂ E is called parallel if for any open
subset U ⊂M and any Y ∈ TM(U) and X ∈ F(U) it holds ∇YX ∈ F(U).
The following theorem is a generalization of Theorem 3.2.
Theorem 7.1 LetM = (M,OM) be a supermanifold, E a locally free sheaf of OM-supermodules
on M and ∇ a connection on E . Then the following conditions are equivalent:
(i) there exists a parallel locally direct subsheaf F ⊂ E of rank p1|q1;
(ii) for any point x ∈ M there exists a vector supersubspace Fx ⊂ Ex of dimension p1|q1
preserved by hol(∇)x and Hol(∇˜)x.
Proof of Theorem 7.1. Let F ⊂ E be a parallel locally direct subsheaf of rank p1|q1. Fix a
point x ∈ M . Consider the vector subbundle F = ∪y∈MFy ⊂ E. Since F ⊂ E is parallel, the
subbundle F ⊂ E is parallel. In particular, F is invariant under the parallel displacements in
M and for any curve γ in M beginning at the point x ∈ M and ending at a point y ∈ M , we
have Fy = τγFx. Let U ⊂ M be an open subset. Since F ⊂ E is parallel, for any X ∈ F(U)
and any Y, Z, Y1, ..., Yr ∈ TM(U) we have
∇¯rYr ,...,Y1R(Y, Z)X ∈ F(U).
Consequently, (∇¯rYr ,...,Y1R(Y, Z))yX ∈ Fy for all X ∈ Fy and Y, Z, Y1, ..., Yr ∈ TyM. This and
the fact that F is invariant under the parallel displacements prove the implication (i)⇒(ii).
Let us prove the implication (ii)⇒(i). Suppose that for a point x ∈ M there exists a vec-
tor supersubspace Fx ⊂ Ex preserved by hol(∇)x and Hol(∇˜)x. Then Hol(∇˜)x preserves the
vector subspaces (Fx)0¯, (Fx)1¯ ⊂ Ex, where (Fx)0¯ and (Fx)1¯ are the even and odd parts of Fx,
respectively. Consequently, we get parallel vector subbundles F0¯, F1¯ ⊂ E on M . Recall that
E0¯, E1¯ ⊂ E are also parallel. Let U, x
a be a system of local coordinates on M and let eA be
a basis of Γ(U,E) such that e1, ..., ep1; ep+1, ..., ep+q1; e1, ..., ep and ep+1, ..., ep+q are bases of
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Γ(U, F0¯), Γ(U, F1¯), Γ(U,E0¯) and Γ(U,E1¯), respectively. In particular, eA is a basis of E(U).
Since the vector subbundle F ⊂ E is parallel, we get
Γ˜BˆiA¯ = 0. (24)
Let f Bˆ
A¯
∈ OM(U) be functions. Consider the sections
fA¯ = eA¯ + f
Bˆ
A¯ eBˆ ∈ E(U).
We will prove the existence and uniqueness of functions f Bˆ
A¯
under the conditions f˜ Bˆ
A¯
= 0,
|f Bˆ
A¯
| = |Bˆ|+ |A¯| and the condition that there exist functions X B¯
aA¯
∈ OM(U) such that
∇∂afA¯ = X
B¯
aA¯fB¯. (25)
Then the supersubmodule
F(U) = OM(U)⊗ spanR{fA¯} ⊂ E(U)
will be parallel, i.e. for all Y ∈ TM(U) and X ∈ F(U) it holds ∇YX ∈ F(U). Equation (25)
is equivalent to the following two equations
ΓB¯aA¯ + (−1)
|a|(|A¯|+|Cˆ|)f CˆA¯Γ
B¯
aCˆ
= X B¯aA¯, (26)
ΓBˆaA¯ + ∂af
Bˆ
A¯ + (−1)
|a|(|A¯|+|Cˆ|)f CˆA¯Γ
Bˆ
aCˆ
= XD¯aA¯f
Bˆ
D¯ . (27)
Combining (26) and (27), we get
ΓBˆaA¯ + ∂af
Bˆ
A¯ + (−1)
|a|(|A¯|+|Cˆ|)f CˆA¯Γ
Bˆ
aCˆ
− (ΓD¯aA¯ + (−1)
|a|(|A¯|+|Cˆ|)f CˆA¯Γ
D¯
aCˆ
)f BˆD¯ = 0. (28)
We will show that Equation (28) has a unique solution f Bˆ
A¯
satisfying the conditions f˜ Bˆ
A¯
= 0 and
|f Bˆ
A¯
| = |Bˆ| + |A¯|, then (25) will hold for the functions X B¯
aA¯
given by (26). Equation (28) can
be written as
(∂γr ...∂γ1(Γ
Bˆ
iA¯ + ∂if
Bˆ
A¯ + f
Cˆ
A¯Γ
Bˆ
iCˆ
− (ΓD¯iA¯ + f
Cˆ
A¯Γ
D¯
iCˆ
)f BˆD¯ ))
∼ = 0, (29)
(∂γr ...∂γ1(Γ
Bˆ
γA¯ + ∂γf
Bˆ
A¯ + (−1)
|A¯|+|Cˆ|f CˆA¯Γ
Bˆ
γCˆ
− (ΓD¯γA¯ + (−1)
|A¯|+|Cˆ|f CˆA¯Γ
D¯
γCˆ
)f BˆD¯ ))
∼ = 0, (30)
where 0 ≤ r ≤ m. The further proof is similar to the proof of Theorem 6.1. As in Section
6, we can use (30) to define functions f Bˆ
A¯γγ1...γr
(γ < γ1 < · · · < γr, 0 ≤ r ≤ m − 1) and f BˆA¯
using the condition f˜ Bˆ
A¯
= 0. Then these functions satisfy |f Bˆ
A¯
| = |Bˆ|+ |A¯|. We must prove that
f Bˆ
A¯
satisfy (29) and (30) for γ1 < · · · < γr, 0 ≤ r ≤ m and all γ. We will prove this by the
induction over r. Parallel to this we will prove that
(∂ar ...∂as+1(∇¯
s−1
as,...,a2
RBˆA¯a1a + (−1)
|A¯|+|Cˆ|f CˆA¯ ∇¯
s−1
as,...,a2
RBˆ
Cˆa1a
− ∇¯s−1as,...,a2R
D¯
A¯a1a
f BˆD¯ − (−1)
|A¯|+|Cˆ|f CˆA¯ ∇¯
s−1
as,...,a2
RDˆ
Cˆa1a
f BˆD¯ ))
∼ = 0 (31)
for all r ≥ 1 and 1 ≤ s ≤ r. For r = 0 Equation (29) follows from (24) and the condition
f˜ Bˆ
A¯
= 0; Equation (30) follows from the definition of the functions f Bˆ
A¯γ
.
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Lemma 7.1 For r ≥ 1 it holds
(∂γr ...∂γ1(Γ
Bˆ
iA¯ + ∂if
Bˆ
A¯ + f
Cˆ
A¯Γ
Bˆ
iCˆ
− (ΓD¯iA¯ + f
Cˆ
A¯Γ
D¯
iCˆ
)f BˆD¯ ))
∼
= (∂γr ...∂γ2(R
Bˆ
A¯γ1i
+ (−1)|A¯|+|Cˆ|f CˆA¯R
Bˆ
Cˆγ1i
− RD¯A¯γ1if
Bˆ
D¯ − (−1)
|A¯|+|Cˆ|f CˆA¯R
Dˆ
Cˆγ1i
f BˆD¯ ))
∼.
A similar holds for (∂γr ...∂γ1(Γ
Bˆ
γA¯
+ ∂γf
Bˆ
A¯
+ (−1)|A¯|+|Cˆ|f Cˆ
A¯
ΓBˆ
γCˆ
− (ΓD¯
γA¯
+ (−1)|A¯|+|Cˆ|f Cˆ
A¯
ΓD¯
γCˆ
)f Bˆ
D¯
))∼
(see Lemma 6.1).
The proof is similar to the proof of Lemma 6.1. 
Lemma 7.2 For r ≥ 1 it holds
(∇¯r−1ar ,...,a2R
Bˆ
A¯a1a
)∼ = 0.
The proof follows from the facts that the holonomy algebra hol(∇)x preserves the vector sub-
space Fx ⊂ Ex and that the distribution F ⊂ E is parallel along all curves in M . 
Lemma 7.2 proves (29), (30) and (31) for r = 1. Fix r0 ≥ 2. Suppose that (29), (30) and (31)
hold for all r < r0 and check this for r = r0.
Lemma 7.3 It holds
(∂ar ...∂as+1(∇¯
s−1
as,...,a2
RBˆA¯a1a + (−1)
|A¯|+|Cˆ|f CˆA¯ ∇¯
s−1
as,...,a2
RBˆ
Cˆa1a
− ∇¯s−1as,...,a2R
D¯
A¯a1a
f BˆD¯ − (−1)
|A¯|+|Cˆ|f CˆA¯ ∇¯
s−1
as,...,a2
RDˆ
Cˆa1a
f BˆD¯ ))
∼
= (∂ar ...∂as+2(∇¯
s
as+1,...,a2
RBˆA¯a1a + (−1)
|A¯|+|Cˆ|f CˆA¯ ∇¯
s
as+1,...,a2
RBˆ
Cˆa1a
− ∇¯sas+1,...,a2R
D¯
A¯a1a
f BˆD¯ − (−1)
|A¯|+|Cˆ|f CˆA¯ ∇¯
s
as+1,...,a2
RDˆ
Cˆa1a
f BˆD¯ ))
∼
for all s, 1 ≤ s ≤ r.
The proof is similar to the proof of Lemma 6.2. 
Now Equations (29), (30) and (31) follow from the above lemmas and the induction hypotheses.
We have proved that the supersubmodule F(U) = OM(U) ⊗ spanR{fA¯} ⊂ E(U) is parallel.
We claim that F(U) does not depend on the choice of the basis eA. Suppose that we have
another basis e′A of Γ(U,E) with the same property as above. Then there exist functions
H B¯
A¯
, HB
Aˆ
∈ OM(U) such that e′A¯ = H
B¯
A¯
eB¯ and e
′
Aˆ
= HB
Aˆ
eB. Furthermore,
f ′A¯ = e
′
A¯ + f
′Bˆ
A¯e
′
Bˆ
= H B¯A¯ eB¯ + f
′Bˆ
A¯H
B
Bˆ
eB = (H
B¯
A¯ + f
′Cˆ
A¯H
B¯
Cˆ
)eB¯ + f
′Cˆ
A¯H
Bˆ
Cˆ
eBˆ.
Since (H B¯
A¯
+ f ′CˆA¯H
B¯
Cˆ
)∼ = H B¯
A¯
is an invertible matrix, the matrix H B¯
A¯
+ f ′CˆA¯H
B¯
Cˆ
is also invertible.
Denote by Y B¯
A¯
its inverse matrix. Then, Y A¯
C¯
f ′
A¯
= eC¯ + Y
A¯
C¯
f ′CˆA¯H
Bˆ
Cˆ
eBˆ. Moreover,
∇∂a(Y
A¯
C¯ f
′
A¯) = (∂aY
B¯
C¯ +(−1)
|a||Y A¯
C¯
|Y A¯C¯ X
′B¯
aA¯)f
′
B¯ = (∂aY
B¯
C¯ +(−1)
|a||Y A¯
C¯
|Y A¯C¯ X
′B¯
aA¯)(H
D¯
B¯+f
′Cˆ
B¯H
D¯
Cˆ
)(Y A¯D¯ f
′
A¯).
From the uniqueness of the functions f Bˆ
C¯
it follows that f Bˆ
C¯
= Y A¯
C¯
f ′CˆA¯H
Bˆ
Cˆ
. Consequently, fC¯ =
Y A¯
C¯
f ′
A¯
. Similarly, there exist functions Y ′A¯C¯ such that f
′
C¯
= Y ′A¯C¯fA¯. This proves that F(U) does
not depend on the choice of the basis eA. Note that the sections fA¯, eAˆ form a basis of E(U).
Thus we get a parallel locally direct subsheaf F ⊂ E of rank p1|q1. The theorem is proved. 
20
8 Holonomy of linear connections over supermanifolds
Let M = (M,OM) be a supermanifold of dimension n|m. In this section we consider a
connection ∇ on the tangent sheaf TM of M. Then in Definition 4.1 of the holonomy al-
gebra hol(∇)x we may choose ∇¯ = ∇. If we put E = TM, then in the above notation,
E = ∪y∈MTyM = TM. In particular, E0¯ = TM is the tangent bundle over M . We get the
connections ∇˜ and ∇˜|TM on the vector bundles TM and TM , respectively. We identify the
holonomy algebra hol(∇)x and the group Hol(∇˜)x with a supersubalgebra hol(∇) ⊂ gl(n|m,R)
and a Lie subgroup Hol(∇˜) ⊂ GL(n,R)×GL(m,R), respectively.
On the cotangent sheaf T ∗M = HomOM(TM,OM) of M we get the connection ∇
∗ defined as
follows
(∇∗Xϕ)Y = Xϕ(Y )− (−1)
|X||ϕ|ϕ(∇XY ),
where U ⊂ M is an open subset, X, Y ∈ TM(U) and ϕ ∈ T ∗M(U) are homogeneous. The
curvature tensor R∗ of the connection ∇∗ is given by
(R∗(Y, Z)ϕ)X = −(−1)|ϕ|(|Y |+|Z|)ϕ(R(Y, Z)X),
where U ⊂ M is an open subset, X, Y ∈ TM(U) and ϕ ∈ T ∗M(U) are homogeneous. Let
γ : [a, b] ⊂ R → M be a curve, τγ : Tγ(a)M → Tγ(b)M and τ ∗γ : T
∗
γ(a)M → T
∗
γ(b)M be the
parallel displacements of the connections ∇ and ∇∗, respectively. Then,
(τ ∗γϕ)X = ϕ(τ
−1
γ X),
where ϕ ∈ T ∗γ(a)M and X ∈ Tγ(b)M.
Consider the sheaf of tensor fields of type (r, s) over M,
T r,sM = ⊗
r
OM
TM
⊗
OM
⊗sOMT
∗
M.
Define the connection ∇r,s on this sheaf by
∇r,sX (X1 ⊗ · · · ⊗Xr ⊗ ϕ1 ⊗ · · · ⊗ ϕs)
=
r∑
i=1
(−1)|X|(|X1|+···+|Xi−1|)X1 ⊗ · · · ⊗Xi−1 ⊗∇XXi ⊗Xi+1 ⊗ · · · ⊗Xr ⊗ ϕ1 ⊗ · · · ⊗ ϕs
+
s∑
j=1
(−1)|X|(|X1|+···+|Xr|+|ϕ1|+···+|ϕj−1|)X1⊗· · ·⊗Xr⊗ϕ1⊗· · ·⊗ϕj−1⊗∇
∗
Xϕj⊗ϕj+1⊗· · ·⊗ϕs,
where U ⊂ M is an open subset , X,X1, ..., Xr ∈ TM(U) and ϕ1, ..., ϕr ∈ T ∗M(U) are homoge-
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neous. For the curvature tensor Rr,s of this connection we get
Rr,s(Y, Z)(X1 ⊗ · · · ⊗Xr ⊗ ϕ1 ⊗ · · · ⊗ ϕs)
=
r∑
i=1
(−1)(|Y |+|Z|)(|X1|+···+|Xi−1|)X1 ⊗ · · · ⊗Xi−1 ⊗R(Y, Z)Xi⊗Xi+1 ⊗ · · · ⊗Xr ⊗ ϕ1 ⊗ · · · ⊗ ϕs
+
s∑
j=1
(−1)(|Y |+|Z|)(|X1|+···+|Xr|+|ϕ1|+···+|ϕj−1|)X1⊗· · ·⊗Xr⊗ϕ1⊗· · ·⊗ϕj−1⊗R
∗(Y, Z)ϕj⊗ϕj+1⊗· · ·⊗ϕs,
where U ⊂M is an open subset, Y, Z,X1, ..., Xr ∈ TM(U) and ϕ1, ..., ϕs ∈ T ∗M(U) are homoge-
neous. For the parallel displacement τ r,sγ of the connections ∇
r,s along a curve γ : [a, b] ⊂ R→
M it holds τ r,sγ (X1⊗· · ·⊗Xr⊗ϕ1⊗· · ·⊗ϕs) = (τγX1⊗· · ·⊗ τγXr⊗ τ
∗
γϕ1⊗· · ·⊗ τ
∗
γϕs), where
X1, ..., Xr ∈ Tγ(a)M and ϕ1, ..., ϕs ∈ T
∗
γ(a)M.
Thus we see that the holonomy algebra hol(∇r,s)x of the connection ∇r,s at a point x ∈M and
the group Hol(∇˜r,s)x coincide with the tensor extension of the representation of the holonomy
algebra hol(∇)x and with the tensor extension of the representation of the group Hol(∇˜)x,
respectively. From Theorem 6.1 we immediately read the following.
Theorem 8.1 Let M = (M,OM) be a supermanifold and ∇ a connection on TM. Then the
following conditions are equivalent:
(i) there exists a non-zero paralel tensor P ∈ T r,sM (M);
(ii) for any point x ∈ M there exists a non-zero tensor Px ∈ T r,sx M annihilated by the tensor
extension of the representation of the holonomy algebra hol(∇)x and preserved by tensor
extension of the representation of the group Hol(∇˜)x.
Example 8.1 In Table 1 we give equivalent conditions for existance of some parallel tensors on
supermanifolds and inclusions of the holonomy. The supersubalgebras of gl(n|m,R) that appear
in the table are exactly the supersubalgebras annihilating the corresponding tensor at one point.
Table 1 Examples of parallel structures and the corresponding holonomy
parallel structure on M hol(∇) is Hol(∇˜) is restriction
contained in contained in
Riemannian supermetric, osp(p0, q0|2k) O(p0, q0)× Sp(2k,R) n = p0 + q0, m = 2k
i.e. even non-degenerate
supersymmetric metric
even non-degenerate ospsk(2k|p, q) Sp(2k,R)×O(p, q) n = 2k,m = p+ q
super skew-symmetric metric
complex structure gl(k|l,C) GL(k,C)×GL(l,C) n = 2k, l = 2m
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odd complex structure, q(n,R)
{(
A 0
0 A
)∣∣A ∈ GL(n,R)} m = n
i.e. odd automorphism
J of TM with J2 = − id
odd non-degenerate pe(n,R)
{(
A 0
0 A
)∣∣A ∈ GL(n,R)} m = n
supersymmetric metric
odd non-degenerate super pesk(n,R)
{(
A 0
0 A
)∣∣A ∈ GL(n,R)} m = n
skew-symmetric metric
The torsion of the connection ∇ is given by the formula
T (X, Y ) = ∇XY − (−1)
|X||Y |∇YX − [X, Y ], (32)
where U ⊂ M is open and X, Y ∈ TM(U) are homogeneous. If the connection ∇ is torsion-free,
i.e. T = 0, then the curvature tensor R satisfies the Bianchi identity
R(X, Y )Z + (−1)|X|(|Y |+|Z|)R(Y, Z)X + (−1)|Z|(|X|+|Y |)R(Z,X)Y = 0 (33)
for U ⊂M open and all homogeneous X, Y, Z ∈ TM(U).
Recall that a distribution on M is a locally direct subsheaf F ⊂ TM. The distribution F is
called involutive, if [F(U),F(U)] ⊂ F(U) for all open subsets U ⊂ M . Theorem 7.1 gives us
a one-to-one correspondence between parallel distributions on M and vector supersubspaces
F ⊂ TxM preserved by hol(∇)x and Hol(∇˜)x. From (32) it follows that if ∇ is torsion-free,
then any parallel distribution on M is involutive.
9 Berger superalgebras
Let V be a real or complex vector superspace and g ⊂ gl(V ) a supersubalgebra. The space of
algebraic curvature tensors of type g is the vector superspace R(g) = R(g)0¯ ⊕R(g)1¯, where
R(g) =
{
R ∈ V ∗ ∧ V ∗ ⊗ g
∣∣∣∣∣R(X, Y )Z + (−1)
|X|(|Y |+|Z|)R(Y, Z)X + (−1)|Z|(|X|+|Y |)R(Z,X)Y = 0
for all homogeneous X, Y, Z ∈ V
}
.
Obviously, R(g) is a g-module with respect to the action
A ·R = RA, RA(X, Y ) = [A,R(X, Y )]−(−1)
|A||R|R(AX, Y )−(−1)|A|(|R|+|X|)R(X,AY ), (34)
where A ∈ g, R ∈ R(g) and X, Y ∈ V are homogeneous. If M is a supermanifold and ∇
is a linear torsion-free connection on TM, then applying covariant derivatives to (33), we get
that (∇rYr ,...,Y1R)x ∈ R(hol(∇)x) for all r ≥ 0 and Y1, ..., Yr ∈ TxM . Moreover, |(∇
r
Yr,...,Y1
R)x| =
|Y1|+ · · ·+ |Yr|, whenever Y1, ..., Yr are homogeneous.
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Define the vector supersubspace
L(R(g)) = span{R(X, Y )|R ∈ R(g), X, Y ∈ V } ⊂ g.
From (34) it follows that L(R(g)) is an ideal in g. We call a supersubalgebra g ⊂ gl(V ) a
Berger superalgebra if L(R(g)) = g.
Proposition 9.1 Let M be a supermanifold of dimension n|m with a linear torsian-free con-
nection ∇. Then its holonomy algebra hol(∇) ⊂ gl(n|m,R) is a Berger superalgebra.
Proof. The proof follows from Definition 4.1 and (33). 
Consider the vector superspace
R∇(g) =
{
S ∈ V ∗ ⊗R(g)
∣∣∣∣∣SX(Y, Z) + (−1)
|X|(|Y |+|Z|)SY (Z,X) + (−1)|Z|(|X|+|Y |)SZ(X, Y ) = 0
for all homogeneous X, Y, Z ∈ V
}
.
IfM is a supermanifold and∇ is a linear torsion-free connection on TM, then applying covariant
derivatives to the second Bianchi identity, we get that (∇rYr ,...,Y2,·R)x ∈ R
∇(hol(∇)x) for all
r ≥ 1 and Y2, ..., Yr ∈ TxM . Moreover, |(∇rYr,...,Y2,·R)x| = |Y2| + · · · + |Yr|, whenever Y2, ..., Yr
are homogeneous.
10 Holonomy of locally symmetric superspaces
Let M be a supermanifold of dimension n|m with a linear connection ∇. The supermanifold
(M,∇) is called locally symmetric if ∇ is torsion-free and ∇R = 0. Note that in this situation
the underlying manifold (M, ∇˜|TM) is locally symmetric as well. Let x ∈ M . Theorem 8.1
implies that hol(∇)x annihilates the value Rx ∈ R(hol(∇)x) and Hol(∇˜)x preserves Rx. We get
that hol(∇)x = span{Rx(X, Y )|X, Y ∈ TxM}.
More generally, let V be a vector superspace and suppose that g ⊂ gl(V ) is a subalgebra that
annihilates an R ∈ R(g). Consider the Lie superalgebra h = g+ V with the Lie brackets
[x, y] = −R(x, y), [A, x] = Ax, [A,B] = A ◦B − (−1)|A||B|B ◦ A,
where x, y ∈ V and A,B ∈ g. We get that h = g + V is a symmetric decomposition of the Lie
superalgebra h [5]. All such decompositions for h simple are described in [21]. In particular, this
allows to find all possible irreducible holonomy algebras of locally symmetric supermanifolds.
A Berger superalgebra g is called symmetric if R∇(g) = 0.
Proposition 10.1 Let M be a supermanifold with a torsian free connection ∇. If hol(∇) is a
symmetric Berger superalgebra, then (M,∇) is locally symmetric.
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Proof. We need to prove that ∇R = 0. Since R∇(hol(∇)y) = 0 for all y ∈ M , we get
(∇rYr ,...,Y1R)
∼ for all r ≥ 0 and all vector fields Y1, ..., Yr on M. Using this, (7) and double
induction over r and s it is easy to get that (∂ar · · ·∂as+1∇
s+1
as,...,a1,f
Rdcab)
∼ = 0 for all r and s
such that r ≥ s ≥ 0. In particular, (∂γr · · ·∂γ1∇fR
d
cab)
∼ = 0 for all r ≥ 0. Thus, ∇R = 0. 
The proof of the following proposition is as in [20].
Proposition 10.2 Let g ⊂ gl(V ) be an irreducible Berger superalgebra. If g annihilates the
module R(g), then g is a symmetric Berger superalgebra.
11 Holonomy of Riemannian supermanifolds
A Riemannian supermanifold (M, g) is a supermanifoldM of dimension n|m, m = 2k endowed
with an even non-degenerate supersymmetric metric g [4]. In particular, the value gx of g at a
point x ∈ M satisfies: gx|(TxM)0¯,(TxM)1¯ = 0, gx|(TxM)0¯×(TxM)0¯ is non-degenerate, symmetric and
gx|(TxM)1¯×(TxM)1¯ is non-degenerate, skew-symmetric. The metric g defines a pseudo-Riemannian
metric g˜ on the manifold M . Note that g˜ is not assumed to be positively defined. The
supermanifold (M, g) has a unique linear connection ∇ such that ∇ is torsion-free and ∇g =
0. This connection is called the Levi-Civita connection. We denote the holonomy algebra
of the connection ∇ by hol(M, g). As we have already noted, hol(M, g) ⊂ osp(p0, q0|2k) and
Hol(∇˜) ⊂ O(p0, q0)×Sp(2k,R), where (p0, q0) is the signature of the pseudo-Riemannian metric
g˜.
The Ka¨hlerian, hyper-Ka¨hlerian and quaternionic-Ka¨hlerian supermanifolds are defined in the
natural way, see e.g [4]. We define special Ka¨hlerian or Calabi-Yau supermanifolds by the
condition from Table 2.
Example 11.1 In Table 2 we give equivalent conditions for special geometry of (M, g) and
inclusion of the holonomy.
Table 2 Special geometries of Riemannian supermanifolds and the corresponding holonomies
type of (M, g) hol(M, g) is Hol(∇˜) is restriction
contained in contained in
Ka¨hlerian u(p0, q0|p1, q1) U(p0, q0)×U(p1, q1) n = 2p0 + 2q0,
m = 2p1 + 2q1
special Ka¨hlerian su(p0, q0|p1, q1) C∗(SU(p0, q0)× SU(p1, q1)) n = 2p0 + 2q0,
m = 2p1 + 2q1
hyper-Ka¨hlerian hosp(p0, q0|p1, q1) Sp(p0, q0)× Sp(p1, q1) n = 4p0 + 4q0,
m = 4p1 + 4q1
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quaternionic- sp(1)⊕ hosp(p0, q0|p1, q1) Sp(1)(Sp(p0, q0)× Sp(p1, q1)) n = 4p0 + 4q0 ≥ 8,
Ka¨hlerian m = 4p1 + 4q1
Define the Ricci tensor Ric of the supermanifold (M, g) by the formula
Ric(Y, Z) = str(X 7→ (−1)|X||Z|R(Y,X)Z), (35)
where U ⊂ M is open and X, Y, Z ∈ TM(U) are homogeneous.
Proposition 11.1 Let (M, g) be a Ka¨hlerian supermanifold, then Ric = 0 if and only if
hol(M, g) ⊂ su(p0, q0|p1, q1). In particular, if (M, g) is special Ka¨hlerian, then Ric = 0; if
M is simply connected, (M, g) is Ka¨hlerian and Ric = 0, then (M, g) is special Ka¨hlerian.
Proof. If R is an algebraic curvature tensor of type u(p0, q0|p1, q1), then Ric(R) is defined by
(35). The following formula can be proved as in the usual case up to additional signs
Ric(R)(Y, Z) =
1
2
str(J ◦R(JY, Z)), (36)
where J is the complex structure. Recall that
su(p0, q0|p1, q1) = {ξ ∈ u(p0, q0|p1, q1)| str(J ◦ ξ) = 0}. (37)
Combining (5) and (7) and using the equality
(−1)|ar |(|ar−1|+···+|a1|+|a|+|b|+|d|+|c|)+|b|(|d|+1)∇r−1ar−1,...,a1R
c
dabΓ
b
arc
− (−1)(|c|+|b|)(|ar−1|+···+|a1|+|a|)+|b|(|d|+1)Γcarb∇¯
r−1
ar−1,...,a1
Rbdac = 0,
we get
Ric(∇s∂as ,...,∂a1R)(∂a, ∂d) =∂as(Ric(∇
s−1
∂as−1 ,...,∂a1
R)(∂a, ∂d))− Ric(∇
s−1
∇∂as∂as−1 ,...,∂a1
R)(∂a, ∂d)
− (−1)|as||as−1|Ric(∇s−1∂as−1 ,∇∂as∂as−2 ,...,∂a1
R)(∂a, ∂d)
− · · · − (−1)|as|(|as−1|+···+|a2|)Ric(∇s−1∂as−1 ,...,∂a2,∇∂as ∂a1
R)(∂a, ∂d) (38)
− (−1)|as|(|as−1|+···+|a1|)Ric(∇s−1∂as−1 ,...,∂a1R)(∇∂as∂a, ∂d)
− (−1)|as|(|as−1|+···+|a1|+|a|)Ric(∇s−1∂as−1 ,...,∂a1R)(∂a,∇∂as∂d).
Suppose that Ric = 0. Using (38) and induction it is easy to prove that Ric(∇s∂as ,...,∂a1R)(∂a, ∂d) =
0 for all s ≥ 0. Consequently, (Ric(∇s∂as ,...,∂a1R)(∂a, ∂d))
∼ = 0 for all s ≥ 0. This, (36) and (37)
yield hol(M, g) ⊂ su(p0, q0|p1, q1).
Suppose that hol(M, g) ⊂ su(p0, q0|p1, q1). Then (Ric(∇s∂as ,...,∂a1R)(∂a, ∂d))
∼ = 0 for all s ≥ 0.
Using this, (38) and double induction over r and s, it is easy to show that
(∂ar · · ·∂as+1(Ric(∇
s
∂as ,...,∂a1
R)(∂a, ∂d)))
∼ = 0.
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for all r and s such that r ≥ s ≥ 0. In particular, (∂γr · · ·∂γ1(Ric(∂a, ∂d)))
∼ = 0 for all r ≥ 0,
i.e. Ric = 0. The proposition is proved. 
Corollary 11.1 Let (M, g) be a quaternionic-Ka¨hlerian supermanifold, then Ric = 0 if and
only if hol(M, g) ⊂ hosp(p0, q0|p1, q1). In particular, if (M, g) is hyper-Ka¨hlerian, then Ric = 0;
if M is simply connected, (M, g) is quaternionic-Ka¨hlerian and Ric = 0, then (M, g) is hyper-
Ka¨hlerian.
We call a supersubalgebra g ⊂ osp(n|2k) weakly-irreducible if it does not preserve any non-
degenerate vector supersubspace of Rn ⊕ Π(R2k).
Let M and N be supermanifolds. Recall the definition of the product M × N = (M ×
N,OM×N ). Let U ⊂ M and V ⊂ N be open subsets, and (U, x1, ..., xn, ξ1, ..., ξm) and
(V, y1, ..., yp, η1, ..., ηq) coordinate systems on M and N , respectively. Then by definition,
OM×N (U × V ) = OM×N(U × V ) ⊗ Λξ1,...,ξm,η1,...,ηq and this condition defines the sheaf OM×N
uniquely [14, 15]. Let (M, g) and (N , h) be Riemannian supermanifolds and let ∇g and ∇h
be the corresponding Levi-Civita connections. Then g + h is a Riemannian supermetric on
M×N and, obviously, hol(M×N , g+h)(x,y) = hol(M, g)x⊕hol(N , h)y and Hol(∇˜
g+h)(x,y) =
Hol(∇˜g)x × Hol(∇˜h)y, where x ∈ M and y ∈ N . The following theorem generalizes the Wu
theorem [23].
Theorem 11.1 Let (M, g) be a Riemannian supermanifold such that the pseudo-Riemannian
manifold (M, g˜) is simply connected and geodesically complete. Then there exist Riemannian
supermanifolds (M0, g0), (M1, g1), ..., (Mr, gr) such that
(M, g) = (M0 ×M1 × · · · ×Mr, g0 + g1 + · · ·+ gr), (39)
the supermanifold (M0, g0) is flat and the holonomy algebras of the supermanifolds (M1, g1),...,(Mr, gr)
are weakly-irreducible. In particular,
hol(M, g) = hol(M1, g1)⊕ · · · ⊕ hol(Mr, gr). (40)
For general (M, g) decomposition (39) holds locally.
Proof. The proof of the local version of this theorem is similar to the proof of the local version
of the Wu theorem. Let x ∈ M . Suppose that hol(M, g)x is not weakly-irreducible, then
hol(M, g)x preserves a non-degenerate vector supersubspace F1 ⊂ TxM. Let F2 ⊂ TxM be
its orthogonal complement. Then hol(M, g)x preserves the decomposition F1 ⊕ F2 = TxM.
By Theorem 7.1, there exist parallel distributions F1 and F2 over on M defined over an open
neighbourhood U of the point x (at the moment we do not assume that M is simply connected
and that Hol(∇˜)x preserves F1 and F2). As we have noted, the distributions F1 and F2 are
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involutive. Hence, there exist maximal integral submanifoldsM1 andM2 ofM passing through
the point x and corresponding to the distributions F1 and F2, respectively [13]. Moreover,
there exist local coordinates x1, ..., xn, ξ1, ..., ξm (resp., y1, ..., yn, η1, ..., ηm) on M such that
x1, ..., xn1 , ξ1, ..., ξm1 (resp., y1, ..., yn−n1, η1, ..., ηm−m1) are coordinates on M1 (resp., on M2).
Consequently, x1, ..., xn1, y1, ..., yn−n1, ξ1, ..., ξm1 , η1, ..., ηm−m1 are coordinates onM and we see
that M is locally isomorphic to a domain in the product M1 ×M2. Since F1 and F2 are non-
degenerate, the restrictions g1 and g2 of g to F1 and F2, respectively, are non-degenerate. It is
easy to check that g1 and g2 do not depend on the coordinates y
1, ..., yn−n1, η1, ..., ηm−m1 and
x1, ..., xn1 , ξ1, ..., ξm1 , respectively. Thus, (M1, g1) and (M2, g2) are Riemannian supermanifolds
and g = g1 + g2. The local version of the theorem is proved.
Suppose that the pseudo-Riemannian manifold (M, g˜) is simply connected and geodesically
complete. Let F1, F2, F1, F2 M1 and M2 be as above. Obviously, the vector subspaces
(F0)0¯, (F1)0¯ ⊂ TxM are non-degenerate and preserved by the holonomy group Hol(M, g˜)x of
the pseudo-Riemannian manifold (M, g˜). By the Wu theorem, M is diffeomorphic to the
product M1×M2, where M1 and M2 are integral submanifolds passing through the point x and
corresponding to the parallel distributions defined by the vector subspaces (F0)0¯ ⊂ TxM and
(F1)0¯ ⊂ TxM , respectively. It is obvious that the underlying manifolds of the supermanifolds
M1 and M2 are M1 and M2, respectively. From the local part of the theorem it follows that
M =M1 ×M2 and g = g1 + g2. The theorem is proved. 
12 Examples of Berger superalgebras
In this section we give examples of complex Berger superalgebras. We use results and denota-
tions of [16, 17, 18, 19].
Let g−1 denote a complex vector superspace and let g0 ⊂ gl(g−1) be a supersubalgebra. The
k-th prolongation (k ≥ 1) gk of g0 is defined as for representations of usual Lie algebras up to
additional signs. Consider the Cartan prolong g∗ = g∗(g−1, g0) = ⊕k≥−1gk. Note that g∗ has a
structure of Lie superalgebra. By analogy with [20] we get the following exact sequence
0 −→ g2 −→ g
∗
−1 ⊗ g1 −→ R(g0) −→ H
2,2
g0
−→ 0, (41)
where H2,2
g0
is the (2, 2)-th Spencer cohomology group (note that this group is denoted in [20]
by H1,2g0 ). The second map in the sequence is given by
Rφ⊗α(x, y) = φ(x)α(y)− (−1)
|x||y|φ(y)α(x). (42)
In [16, 18, 19] examples of irreducible subalgebras g0 ⊂ gl(g−1) with g1 6= 0 are given and for
the most of them the groups H2,2
g0
are computed.
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Table 3 Examples of irreducible subalgebras g0 ⊂ gl(g−1) with g1 6= 0 and g2 = 0
g0 g0 : g−1 g0 : g1 g∗ restriction
c(sl(n− p|q)⊕ sl(p|m− q)) id∗⊗ id g∗−1 sl(n|m) n 6= m,n− p+ q ≥ 2,
m− q + p ≥ 2
sl(n− p|q)⊕ sl(p|n− q) id∗⊗ id g∗−1 psl(n|n) n ≥ 3, n− p+ q ≥ 2,
m− q + p ≥ 2
cosp(n|2k) id id osp(n + 2|2k)
gl(l|k) Λ2 id g∗−1 osp(2l|2k) (l, k) 6= (3, 0)
ps(q(p)⊕ q(n− p)) id∗⊗ id g∗−1 psq(n) n ≥ 3, n− 1 ≥ p ≥ 1
sl(p|n− p) Π(S2 id) Π(Λ2 id∗) spe(n) n ≥ 3, n ≥ p ≥ 0
gl(1|2) V(1+α)ε1 V−αε1 D(α)
gl(1|2) V 1+α
α
ε1
V− 1
α
ε1
D(α)
gl(1|2) V α
1+α
ε1 V 1
1+α
ε1
D(α)
cosp(2|4) V−ε1+δ1+δ2 V3ε1 ab(3)
Table 4 Examples of irreducible subalgebras g0 ⊂ gl(g−1) with g1 6= 0 and g2 6= 0
g0 g0 : g−1 g0 : g1 g0 : g2 g∗ restriction
cpe(n) id id∗ Π(C) pe(n+ 1) n ≥ 3
spe(n)⋊ 〈τ + nz〉 id id∗ Π(C) spe(n+ 1) n ≥ 3
Table 5 Examples of irreducible subalgebras g0 ⊂ gl(g−1) whose Caratan prolongs are vectorial
Lie superalgebras
g0 g0 : g−1 g∗ H
2,2
g0
restriction
gl(n|m) id vect(n|m) 0
sl(n|m) id svect(n|m) 0 (n,m) 6= (0, 2)
sl(0|2) id svect(0|2) Π(C)
ospsk(2n|m) id h(2n|m) 0
spesk(n) id sle(n) Π(C) n ≥ 3
Proposition 12.1 The following Lie superalgebras are Berger superalgebras:
1) c(sl(n−p|q)⊕sl(p|m−q)) and sl(n−p|q)⊕sl(p|m−q) if n 6= m,n−p+q ≥ 2, m−q+p ≥ 2,
sl(n − p|q) ⊕ sl(p|n − q) if n ≥ 3, n − p + q ≥ 2, n − q + p ≥ 2, cosp(n|2k), osp(n|2k),
ps(q(p)⊕ q(n− p)) and p(sq(p)⊕ sq(n− p)) with their standard representations;
2) gl(l|k) and sl(l|k) acting on Λ2(Rl ⊕Π(Rk));
3) sl(p|n− p) acting on both Π(S2(Rp ⊕Π(Rn−p))) and Π(Λ2(Rp ⊕Π(Rn−p)));
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4) gl(1|2) and sl(1|2) acting on each of V(1+α)ε1, V−αε1, V 1+α
α
ε1
, V− 1
α
ε1
V α
1+α
ε1 and V 1
1+α
ε1
;
5) cosp(2|4) and osp(2|4) acting on both V−ε1+δ1+δ2 and V3ε1;
Proof. For the proof we use Table 3. In all cases g∗ is simple. Hence, [g−1, g1] = g0. This
and the exact sequence (41) yield that g0 is a Berger superalgebra: take x, y ∈ g−1, α ∈ g1 and
φ ∈ g∗−1 such that α(x) 6= 0, φ(y) = 1 and φ(x) = 0, then Rφ⊗α(x, y) = α(x); on the other
hand, these elements span g0. Suppose that g0 is not semisimple and g0 6= ps(q(p)⊕ q(n− p)),
then g0 = gˆ0 ⊕ C for an ideal gˆ0 ⊂ g0. Let α ∈ (g1)0¯. Then there exists a non-zero x ∈ (g−1)0¯
such that (g−1)0¯ = Cx⊕ ker prC α|(g−1)0¯ . Take a non-zero φ ∈ (g−1)0¯ such that φ(x) = 0. Than
0 6= Rφ⊗α ∈ R(gˆ0). Consequently, if gˆ0 is simple then it is a Berger superalgebra. If gˆ0 is
not simple, then it is clear that all elements of R(gˆ0) can not take image in one of the simple
summands of gˆ0. The case g0 = ps(q(p)⊕ q(n− p)) is similar. 
Proposition 12.2 Let n ≥ 3. The Lie subalgebras spe(n), pe(n), cspe(n), cpe(n), spe(n)⋊ 〈τ +
nz〉, spe(n)⋊ 〈aτ + bz〉 (a, b ∈ C, b
a
6= n) of gl(n|n) are Berger superalgebras.
Proof. If g0 = spe(n), pe(n), cspe(n) or spe(n) ⋊ 〈aτ + bz〉, then g∗(g−1, g0) = 0. Moreover,
R(spe(n)) ≃ H2,2
spe(n) and there are the following non-split exact sequences
0 −→ Vε1+ε2 −→ H
2,2
spe(n) −→ Π(V2ε1+2ε2) −→ 0,
where n ≥ 4, and
0 −→ V −→ H2,2
spe(3) −→ Π(V3ε1) −→ 0,
where V is determined from the following non-split exact sequence
0 −→ Vε1+ε2 −→ V −→ Π(V2ε1+2ε2) −→ 0.
Since spe(n) is simple, it is a Berger superalgebra. For each of the last three values of g0 there is
an injective non-surjective map from H2,2
spe(n) to H
2,2
g0
. Since each of these three Lie superalgebras
has dimension dim spe(n) + 1, they are Berger superalgebras.
Further, if n ≥ 4, then H2,2
spe(n)⋊〈τ+nz〉 ≃ Π(V2ε1+2ε2) and there is the following non-split exact
sequence
0 −→ Π(V2ε1+2ε2) −→ H
2,2
spe(3)⋊〈τ+3z〉 −→ Π(V3ε1) −→ 0.
From this, (41) and the exact sequence
0 −→ Π(C) −→ S2g∗−1 −→ Vε1+ε2 −→ 0
it follows that R(spe(n)⋊ 〈τ +nz〉) 6= R(spe(n)). Hence spe(n)⋊ 〈τ +nz〉 is a Berger superal-
gebra. Finally, there is an injective non-surjective map from H2,2
spe(n)⋊〈τ+nz〉 to H
2,2
cpe(n). This and
the sequences (41) written for the both Lie superalgebras show that R(spe(n) ⋊ 〈τ + nz〉) 6=
R(cpe(n)). Since dim cpe(n) = dim spe(n) ⋊ 〈τ + nz〉 + 1, we get that cpe(n) is a Berger
superalgebra. 
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Proposition 12.3 The Lie subalgebras gl(n|m), sl(n|m), ospsk(n|2m) and spesk(k) (k ≥ 3)
with their standard representations are Berger superalgebras.
Proof. The proof follows from (41) and Table 5. 
Proposition 12.4 Let g0 be a simple complex Lie superalgebra, g−1 = Π(g0) and g0 act on
g−1 vie the adjoint representation. Then g1 = Cϕ1 and g2 = 0, where ϕ1 : Π(g0) = Π((g0)1¯)⊕
Π((g0)0¯) → g0 = (g0)0¯ ⊕ (g0)1¯, ϕ1(x) = (−1)
|x|Π(x) for all homogeneous x ∈ Π(g0). In
particular, for any simple complex Lie superalgebra g, the subalgebra g ⊂ gl(Π(g)) is a Berger
superalgebra.
Proof. We have
g1 = {ϕ ∈ Π(g0)
∗ ⊗ g0| [ϕ(x), y] = (−1)
|x||y|[ϕ(y), x], x, y ∈ Π(g0)}
= Π{ϕ ∈ g∗0 ⊗ g0| [ϕ(x), y] = (−1)
(|x|+1)(|y|+1)[ϕ(y), x], x, y ∈ g0}. (43)
Let us first find all ϕ ∈ g1 annihilated by g0. Suppose that 0 6= ϕ ∈ (g1)0¯ is annihilated by g0, i.e.
[x, ϕ(y)] = ϕ([x, y]) for all x, y ∈ g0. Consequently, the kernel of ϕ is an ideal in g0 and it must be
trivial, i.e. ϕ is injective. On the other hand, for x, y ∈ g0 we have ϕ([ϕ(x), y]) = [ϕ(x), ϕ(y)] =
−(−1)(|x|+1)(|y|+1)[ϕ(y), ϕ(x)] = −(−1)(|x|+1)(|y|+1)ϕ([ϕ(y), x]), since ϕ ∈ (Π(g0)∗ ⊗ g0)0¯ = (g
∗
0 ⊗
g0)1¯. Hence, ϕ([ϕ(x), y]) = 0. Since ϕ is injective, [ϕ(x), y] = 0. But this yields ϕ = 0 and we
get a contradiction. Let ϕ1 be as in the statement of the proposition. Obviously, ϕ1 ∈ (g1)1¯
and ϕ1 is annihilated by g0. From the above and the Schur Lemma it follows that the subset
of g1 annihilated by g0 coincides with Cϕ1.
If g1 is not equal to Cϕ1, then there exists a non-trivial g0-irreducible submodule W ⊂ g1.
Consider the Z-graded Lie superalgebra h = g−1⊕g0⊕W⊕W 2⊕W 3⊕· · · . By the construction
of h and a proposition from [11], h is simple. On the other hand, all simple Z-graded Lie
superalgebras of depth 1 are listed in [16] and the case g−1 = Π(g0) does not occur there. Thus,
g1 = Cϕ1. 
Remark. Note that Proposition 12.4 shows in particular that any simple vectorial Lie super-
algebra g acting on Π(g) is a Berger superalgebra. These examples have no analogs in the case
of the usual Berger algebras [20].
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