This paper considers the design of non-truthful mechanisms from samples. We identify a parameterized family of mechanisms with strategically simple winner-pays-bid, all-pay, and truthful payment formats. In general (not necessarily downward-closed) single-parameter feasibility environments we prove that the family has low representation and generalization error. Specifically, polynomially many bid samples suffice to identify and run a mechanism that is ϵ-close in Bayes-Nash equilibrium revenue or welfare to that of the optimal truthful mechanism.
INTRODUCTION
The classical theory of revenue-maximizing mechanism design requires knowledge of agents' value distributions. As a result, the sample complexity of revenue maximization has received significant attention in recent years. This work has placed Bayesian mechanism design on more practical footing by analyzing the amount of sampled data necessary to produce a nearly-optimal mechanism. A key assumption is that samples are agents' values; e.g. they are obtained from past runs of a truthful mechanism. Moreover, the mechanisms produced are themselves truthful, and hence generate data suitable for future inference.
For many applications, however, truthful data may not be available. Samples are often equilibrium bids, produced by mechanisms where agents are not incentivized to report their values. Moreover, practical constraints often require a designer to employ non-truthful payment formats like those of the first-price (i.e. winner-pays-bid) or all-pay auction. This paper develops a theory of non-truthful mechanism design from samples. We identify a family of non-truthful mechanisms that have nearoptimal revenue or welfare and require only polynomially many samples to design and implement. Our mechanisms' performance guarantees hold in equilibrium under standard non-truthful (or truthful) payment formats. We assume sampled data come from mechanisms within our family, and therefore need not be truthful. Our mechanisms may thus be redesigned as necessary when the environment changes.
Both practical and theoretical considerations necessitate the study of non-truthful mechanism design. In some common applications, outcomes are contracts, e.g., government procurement auctions, variable commission mechanisms of third-party listing agencies like Booking.com, and ad exchanges. For these applications, the theory of winner-pays-bid mechanisms is most appropriate. For games of effort -like crowdsourcing contests [e.g., Chawla et al. 2015] , forecasting [e.g., Osband
Problem Statement. We consider the problem of designing good mechanisms from samples in general single-parameter environments with independently distributed values in Bayes-Nash equilibrium where a general set system governs the subsets of agents that can be simultaneously served. Truthful mechanisms for this environment are well understood. The Vickrey-Clarke-Groves mechanism maximizes welfare, and a straightforward generalization of Myerson [1981] gives the truthful mechanism that maximizes expected revenue [e.g., . The sample complexity of truthful mechanisms of this setting was largely resolved by Devanur et al. [2016] and Gonczarowski and Nisan [2017] .
We generalize truthful sample complexity to non-truthful mechanisms in the following way. The problem of non-truthful sample complexity is to identify in a parameterized family of winner-paysbid (or all-pay) mechanisms and polynomials p design and p run such that with n-agent environments and desired loss ϵ:
C1. With m design = p design (n, 1/ϵ) design-time samples of profiles of Bayes-Nash equilibrium bids from any mechanism in the family, parameters of the designed mechanism can be selected. C2. With m run = p run (n, 1/ϵ) run-time samples of profiles of Bayes-Nash equilibrium bids in the selected mechanism, the selected mechanism can be run. C3. With probability in the m design design-time samples of at least 1 − ϵ, the expected performance, in agents' values and the m run run-time samples of the selected mechanism, is at most ϵ less than that of the Bayesian optimal mechanism. 1
The following story fits the above problem and is implicit in previous papers on mechanism design from samples. Per a standard interpretation of the Bayesian model for auctions, a designer aims to run a mechanism on agents drawn from one or several large populations. A mechanism is sought that performs well on a fresh draw of agents from each population. Our non-truthful mechanism designer fixes a large parameterized family of mechanisms and has independently drawn profiles of historical bids in one mechanism in the family. The designer uses these historical bid profiles as design-time samples to select new parameters of the mechanism. The agents adapt to the new equilibrium in the new mechanism. The designer collects historical samples in the new mechanism and uses them as run-time samples in its execution.
As is common in the literature on Bayes-Nash mechanism design, we consider runtime samples and agent strategies which follow a steady state equilibrium. While it is beyond the scope of this paper to model the adaptive process by which the agents might learn this equilibrium, we shall see that the mechanisms we produce have straightforward bidding problems for each agent. Similarly, we consider it beyond the scope of the paper to explicitly model the process by which runtime samples are obtained. For motivation, however, we note here several scenarios which justify their use. In practical applications such as ad auctions, agents bid in advance of the auction, and it is possible to batch the bid collection for many individual executions of the mechanism together. For these batched executions, the run-time samples can be from the other bid profiles that are collected within the same batch. If batching is infeasible, it may still be possible to produce run-time samples in an online manner by taking bid data from the most recent iterations of the mechanism.
Approach and Results. We solve the stated problem for general single-parameter environments and independent but non-identically distributed agents. With n agents, polynomial in n and 1/ϵ design-time samples are sufficient to identify a mechanism that, with polynomially many run-time samples, approximates the performance of the optimal mechanism to within precision ϵ in the following environments:
• (non-truthful) winner-pays-bid and all-pay mechanisms, additive welfare approximation, and bounded value distributions; 2 • (non-truthful) winner-pays-bid and all-pay mechanisms, additive revenue approximation, and bounded and regular value distributions; and • truthful mechanisms, multiplicative revenue approximation, and (unbounded) regular value distributions. 3 Regular distributions are ones that satisfy a natural convexity property; details are given in Section 2.
A key primitive in our results is the i.i.d. rank-based position auction, a model popularized in the study of ad auctions on search engines, cf. Jansen and Mullen [2008] . In such an auction agents are assigned to positions, with higher positions having higher allocation probabilities. In an i.i.d. position auction the agents' values are drawn from the same distribution. Equilibria in these auctions are unique and efficient [Chawla and Hartline 2013] , and are simple to compute using standard characterizations of Bayes-Nash equilibrium. One way to view our results is as a reduction from sample complexity in general single-parameter environments with non-identically distributed agents to inference and design in i.i.d. position auctions.
To implement this reduction, our mechanisms use run-time samples from their own bid distribution. Doing so effectively replaces competition between agents from distinct distributions with competition between agents with identical distributions (from the run-time samples). We show that to any agent, this is strategically equivalent to bidding in an i.i.d. position auction. Our mechanism therefore inherits the simple equilibrium structure of the latter mechanisms. We further show that mechanisms in our family exist that are approximately optimal, i.e., the representation error of our family is small, and we reduce the problem of analyzing the generalization error to the problem of estimating appropriate expected order statistics of design-time samples from bids in any i.i.d. position auction with the same agent distributions. For i.i.d. position auctions with standard payment formats like winner-pays-bid and all-pay, Chawla et al. [2017] solve this inference problem. For the truthful format, we give a straightforward solution and analysis.
Related Work. Typical welfare and revenue analyses of non-truthful mechanisms take standard auctions and analyze their welfare in worst-case equilibrium. Notable examples include Syrgkanis and Tardos [2013] , who prove that first-price and all-pay auctions have welfare within a constant fraction of optimal, and , who derive a similar result for revenue. See Roughgarden et al. [2017] for a complete survey. Unfortunately, except in settings such as i.i.d. position auctions, where equilibrium is efficient [Chawla and Hartline 2013] , asymmetries in the distributions and set of feasible allocations seem to guarantee a nontrivial fraction of welfare or revenue is lost in worst-case instances. In fact, Dütting and Kesselheim [2015] show that standard analysis techniques cannot prove near-optimal revenue results for non-truthful mechanisms in a variety of common settings. Notably, these results only apply to analyses which are agnostic to agents' distributions.
We consider mechanism design from data to circumvent these negative results. Design of truthful mechanisms from data has been studied extensively. For single-parameter mechanism design, this includes the learned finite support auctions of Elkind [2007] , the learned monopoly reserve of Dhangwatnotai et al. [2010] , and Cole and Roughgarden [2014] as well as followups [Devanur et al. 2016; Gonczarowski and Nisan 2017; Guo et al. 2019; Morgenstern and Roughgarden 2015; Roughgarden and Schrijvers 2016] . A robust literature on the sample complexity of multi-parameter mechanism design also exists. As we only consider single-parameter agents, this literature is beyond 2 Because of asymmetries in the value distributions of agents and the feasibility environment, welfare maximization subject to non-truthful payment sematics is not trivial. See Appendix A for more details.
3 These results are more general than the results of Devanur et al. [2016] , who require downward closure.
EC'19 Session 3d: Joint session with 51st ACM Symposium on the Theory of Computing (STOC) the scope of our discussion. Relatively little work exists on the design of non-truthful mechanisms from data. A notable exception is Chawla et al. [2014] , whose inference methodology for i.i.d. position auctions are used in our own framework. All papers mentioned above use only design-time samples.
Our design approach has close connections to the work on reducing Bayesian incentive compatible mechanism design to Bayesian algorithm design. This work relies on both design-time and run-time samples. The reductions of Hartline and Lucier [2015] , Hartline et al. [2011] , and Bei and Huang [2011] show that given an algorithm A and design-time sample access to agents' value distributions, one can construct an ϵ-Bayesian incentive compatible mechanism with at most ϵ less expected welfare than A in polynomial time. The constructed mechanisms can be implemented without reliance on additional samples, but fall short of exact incentive compatibility. For limited families of preferences, the former two papers show how to use run-time samples to achieve exact incentive compatibility, and Dughmi et al. [2017] recently showed how to use run-time samples to produce a fully general exactly incentive compatible reduction. Achieving exact incentive compatibility in blackbox reductions with only design-time samples is an open problem for even single-parameter agents. Indeed, eliminating the dependence on run-time samples in our setting would likely imply a breakthrough in this regard.
Organization. In Section 2, we lay out notation and preliminary results. We present our parametrized family of mechanisms, which we term surrogate-ranking mechanisms, in Section 3, and analyze their equilibria. In Section 4, we show that for any set of value distributions, there exists a surrogateranking mechanism that uses polynomially many run-time samples and obtains nearly-optimal welfare or revenue. Finally, in Section 5, we show how to learn such a mechanism using polynomially many design-time samples.
PRELIMINARIES
This work considers the single-parameter independent private value model of mechanism design. We describe this model in quantile space where the geometry of approximation mechanisms is more transparent [cf. . There are n agents drawn independently and uniformly at random from n populations. Agents are distinguished by their quantile with respect to their own population. The quantile q i of agent i is the measure of population i with higher values. The value function v i of population i maps agent i's quantile to her value as v i (q i ) and, with a uniformly drawn quantile, induces a value distribution. Profiles of agent values and quantiles are denoted by v = (v 1 , . . . , v n ) and q = (q 1 , . . . , q n ), respectively.
An allocation is x = (x 1 , . . . , x n ) where x i ∈ {0, 1} is an indicator for agent i being served. The space of feasible alloctions is given by X ⊂ {0, 1} n . (Notably, we do not require that X be downward closed.) Agent i can be assigned a non-negative payment denoted p i and her utility is linear in allocation and payment as v i (q i ) x i − p i .
A mechanism takes as input a profile of bids b = (b 1 , . . . , b n ) and outputs a feasible allocation x ∈ X and agent payments p. A mechanism consists of an allocation algorithmx(b), which maps bid profiles to a feasible allocation, and a payment rulep(b), which maps bid profiles to a non-negative payment for each agent. A standard allocation algorithm is highest-bids-win which is defined byx(b) ∈ argmax x ∈X i b i x i . We consider payment rules defined directly from the allocation algorithm according to standard payment formats. The winner-pays-bid format has payment rulẽ p i (b) = b ixi (b), and the all-pay format has payment rulep(b) = b i . Mechanisms with these payment formats do not have truth-telling as an equilibrium. The truthful payment format is defined according to the payment identity (below, Theorem 1) and can be implemented as an EC'19 Session 3d: Joint session with 51st ACM Symposium on the Theory of Computing (STOC) integral or with any of a number of unbiased estimators with expectation equal to the integral (see, e.g., Hartline and Lucier 2015) .
We analyze non-truthful mechanisms in Bayes-Nash equilibrium (BNE): each agent's report to the mechanism is a best response to the distribution of bids induced by other agents' strategies. The strategy of agent i is denoted s i and maps the agent's quantile to a bid and, with a uniformly drawn quantile, induces a bid distribution. The mechanism (x,p), the agents' strategies s, and the distribution over quantiles induce interim allocation and payment rules. Myerson [1981] characterized the interim allocation and payment rules that arise in BNE when agents' values are independently distributed.
Theorem 1 (Myerson 1981) . For independently distributed agents, interim allocation and payment rules are induced by a Bayes-Nash equilibrium with onto strategies if and only if for each agent i,
This paper studies the objectives of welfare and revenue. The welfare of a mechanism is
The optimal mechanism for welfare allocates the value-maximizing feasible set, which is monotone and therefore implementable with payments via Theorem 1. The revenue of a mechanism is given by
The revenue of a mechanism is easily analyzed in quantile space in terms of revenue curves and marginal revenue as follows.
Lemma 2 (Myerson 1981; Bulow and Roberts 1989) . In BNE, the expected payment of an agent i satisfies
(Note that the derivatitives of the allocation rule x ′ i (·) and value function v ′ i (·) are non-positive.)
The first equality follows from revenue equivalence and noting that the allocation rule x i is equivalent to offering a randomized posted price with price distributed according to the density function −x ′ i (·) with a pointmass of x i (1) at price v i (1). The second equality follows from integration by parts. The optimal mechanism can be easily identified from the second equality as maximizing the surplus of marginal revenue. The value distributions are called regular when the revenue curves are concave, or equivalently, the marginal revenues are monotonically non-increasing.
In many environments of interest, the additive terms R i (0) x i (0) and R i (1) x i (1) are zero. For example, when the strongest agent q i = 0 in the population has finite value v i (0), then the revenue when we post price v i (0) is R i (0) = 0 as only a zero measure of the population will buy at such a price. When the weakest agent in the population q i = 1 has value v i (1) = 0 then R i (1) = 0 as the revenue from posting price 0 is zero.
Position Auctions. I.i.d. rank-by-bid position auctions play a fundamental role in our analysis. In i.i.d. environments the agents' value functions are identical v i = v j for all agents i and j. An n-agent position auction is defined by n position weights w 1 ≥ . . . ≥ w n ∈ [0, 1] and an outcome is an assignment of agents to positions. If agent i is assigned to position j her allocation is x i = 1 with probability w j and zero otherwise, i.e., E[x i | agent i is assigned slot j] = w j . The rank-by-bid allocation algorithm assigns agents to positions assortatively by bid. The following theorem shows that Bayes-Nash equilibria in rank-by-bid position auctions are straightforward.
EC'19 Session 3d: Joint session with 51st ACM Symposium on the Theory of Computing (STOC) Theorem 3 (Chawla and Hartline 2013) . In i.i.d. position environments, the rank-by-bid winnerpays-bid and all-pay auctions have a unique and welfare-maximizing Bayes-Nash equilibrium (in which agents are assigned to positions in order of their true values), i.e., s i (·) = s j (·) for all agents i and j.
SURROGATE-RANKING MECHANISMS
In this section, we describe the parameterized family of mechanisms for which we demonstrate polynomial sample complexity. A mechanism in this family has run-time sample access to the equilibrium bid distribution of each agent. An agent's bid can be compared to these samples to estimate the agent's strength relative to their value distribution. The mechanism then allocates solely on the basis of the agents' ranks. The choice of parameters will determine the exact mapping between ranks and allocations. This approach can be paired with any of the standard payment formats: winner-pays-bid, all-pay, or truthful.
The input to the mechanism is a profile of bids. 1. A surrogate value is calculated for each agent i as:
(a) draw T − 1 run-time samples from the agent's bid distribution, (b) calculate the rank r i of the agent's bid relative to these samples, (c) select the agent's surrogate value ψ i = ψ r i i according to the agent's sample rank. 2. For space X of feasible allocations, the algorithm allocates to maximize the surrogate surplus argmax x ∈X i ψ i x i . 3. Payments are assigned according to any standard payment format, e.g., winner-pays-bid, all-pay, or truthful.
In the paper we will focus on surrogate ranking mechanisms as defined above where the allocation is chosen to maximize the surrogate surplus, i.e., i ψ i x i . Our methods extend in a straightforward manner to settings where computing such an allocation is intractable. For approximation algorithms where surrogate allocations is monotone in surrogate values, all analyses in this paper hold with an additional multiplicative performance loss equal to the approximation factor of the algorithm. Non-monotone algorithms can be made monotone via the methods of Hartline and Lucier [2015] or .
Subsequently in Section 5, we will show how to identify good surrogate values from design-time samples. The remainder of this section is devoted to characterizing equilibria in surrogate ranking mechanisms.
Equilibria of Surrogate-Ranking Mechanisms
We now analyze the equilibrium of winner-pays-bid and all-pay surrogate-ranking mechanisms. 4 To do so, we first give a natural generalization of Bayes-Nash equilibrium to mechanisms with run-time samples from its own bid distribution.
Definition 5. A stationary equilibrium (with samples) in a mechanism (with samples) is a strategy profile s where the strategy of each agent is in best response to distribution of bids induced by the strategies in the mechanism with sample access to the same bid distributions.
We will show that stationary equilibria of surrogate ranking mechanisms are easy to characterize. Each agent plays the unique Bayes-Nash equilibrium strategy of an i.i.d. position auction for their distribution in a position environment derived from the choice of surrogate values. Specifically, rather than competing with other agents in the mechanism, an agent i's bid competes with other bids from her bid distribution which gives an outcome which is equivalent to the equilibrium of a position auction with agents with values drawn only from population i, who share a distribution.
We begin by analyzing the distribution of assigned surrogate values in a stationary equilibrium. Recall, each agent's strategy s i , on a uniform quantile, induces a distribution over bids. Notice that, in the surrogate-ranking mechanism with sample access to this bid distribution, the surrogate value assigned to i will be uniformly distributed from the set Ψ i of i's surrogate values. This implies: Lemma 6. In any stationary equilibrium of a surrogate ranking mechanism, and any agent i and surrogate value ψ j i ∈ Ψ i , the ex ante probability agent i is assigned ψ j i is 1/T .
Lemma 6 implies that in a stationary equilibrium, the probability of allocation associated with a particular surrogate value is fully determined by the other agents' sets of surrogate values, and not by the form of the equilibrium bidding strategies, or even by the agents' value distributions. This characterization of outcomes can be formalized as follows. 
for agent i are defined by calculating the allocation probability associated with each surrogate when the surrogates of other populations are drawn uniformly at random, i.e., w j
We now show that from each agent's perspective, stationary equilibria in surrogate-ranking mechanisms look like a position auction among agents with the same value function. These agents compete for the characteristic weights of their population's surrogate values. Under the pay-yourbid or all-pay payment formats, they therefore inherit the equilibrium of rank-based position auctions, which is shown by Chawla and Hartline [2013] to be efficient (i.e., to rank agents by values) and unique.
Theorem 8. For any profile of value functions v, surrogate values Ψ, and characteristic weights W ; the unique stationary equilibrium of the winner-pays-bid (resp. all-pay) SRM is given by each agent i bidding according to the unique and efficient BNE s i of the i.i.d. winner-pays-bid (resp. all-pay) position auction with position weights W i and value function v i .
Proof. Assume an arbitrary stationary equilibrium and consider an agent i. By Lemma 6, the stationary equilibrium induces a uniform distribution over each other agent's assigned surrogate values. It follows that if agent i is assigned surrogate value ψ j i , then they are allocated with probability w j i . Moreover, since the surplus-maximizing allocation algorithm is monotone, characteristic weights for agent i are monotone as well. Hence, placing the jth highest bid among the run-time samples will cause i to be assigned the jth highest characteristic weight. Thus, agent i faces the same bidding problem as if they played in the equilibrium of the i.i.d. position auction with position weights w 1 i , . . . , w T i and value function v i . Thus, agent i bids according to the BNE of this i.i.d. position auction. This BNE is efficient, i.e., bids are in the same order as values, and unique.
Uniqueness of the stationary equilibrium follows by uniqueness of characteristic weights under any stationary equilibrium (Definition 7), which are determined only by the set of surrogate values Ψ, and the uniqueness of symmetric Bayes-Nash equilibrium in i.i.d. position auctions, which follows from revenue equivalence. □
One consequence of Theorem 8 is that the bidding problem faced by agents is strategically simple. Given accurate estimates of the characteristic weights, the symmetric equilibrium bids for the corresponding position environment for each population can be computed using Theorem 1.
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Equivalence of Surrogate Ranking Mechanisms
Surrogate ranking mechanisms are equivalent for revenue and welfare, irrespective of their payment format. It is helpful to relate this equivalence to the famous revenue equivalence result of Myerson [1981] . In the latter, two mechanisms with the same equilibrium outcome (and with the same expected payment of the agent with the lowest value in the support of the distribution, usually zero) have the same expected revenue. For instance, with i.i.d. distributions the single-item first-price and second-price auctions have the same equilibrium outcome, i.e., the highest valued agent wins, and thus, by revenue equivalence, the same expected revenue. With non-identical distributions, these auctions do not have the same equilibrium outcome and, thus, do not generally have the same expected revenue. Our equivalence result, in contrast, holds for surrogate-ranking mechanisms in asymmetric environments (distributions and feasibility constraints).
Theorem 9. For any fixed surrogate values and value functions, the expected welfare (resp. revenue) of the winner-pays-bid, all-pay, and truthful surrogate-ranking mechanisms in stationary equilibrium with samples are equal.
Proof. This theorem follows because each agent is playing the symmetric BNE of an i.i.d. position auction with characteristic weights that are independent of the payment format. Such BNE are welfare-equivalent for each agent. Welfare equivalence implies, by the usual argument, revenue equivalence. □ Theorem 9 gives a revelation principle for surrogate ranking mechanisms. Bounds on the revenue and welfare of the truthful surrogate ranking mechanism implies the same bounds on that of the non-truthful ones because their equilibrium outcomes are the same in expectation.
APPROXIMATION ANALYSIS
In this section, we state and briefly discuss our approximation analysis for surrogate ranking mechanisms. Condition C3 requires that there exist some choice of surrogate values which induces near-optimal expected performance. In the full version of the paper, we show how to construct a choice of surrogate values which proves the following guarantee:
Theorem 10. There exists a surrogate-ranking mechanism with winner-pays-bid, all-pay, or truthful payment semantics which attains a (1 − O( 3 n/T ))-fraction of the optimal welfare in stationary equilibrium. With regular distributions, there exists such a mechanism which attains a (1 − O( 3 n/T ))fraction of the optimal revenue in stationary equilibrium.
Theorem 10 implies that the representation error of SRMs is low. In Section 5, we show how to estimate a SRM which is nearly welfare-or revenue-optimal among all mechanisms in the family. This mechanism consequently inherits the guarantees of Theorem 10, up to error from estimation.
The proof of Theorem 10 is technically involved, and we defer details to the full verison of the paper. The high level approach involves two main steps. We first argue that there exists an approximately-optimal mechanism which coarsens quantile space into bins, and treats agents based solely on their bin. We then show that this bin-based mechanism can be transformed into a surrogate-ranking mechanism with only polynomial loss in performance.
A main challenge in proving approximation bounds in sample complexity is arguing that agents at the extremes, i.e., quantiles close to 0 and 1, are treated appropriately. For revenue, allocation to quantiles close to 0 could have high positive contribution to the revenue while allocation to quantiles close to 1 could have high negative contribution to the revenue. Our approach is to treat all agents that have quantile close to 0 as if they have quantile 0 and all who have quantile close to 1 as if they have quantile 1. The key step in the analysis is then to show that the loss from this EC'19 Session 3d: Joint session with 51st ACM Symposium on the Theory of Computing (STOC) change, which disrupts the allocation to other agents, is bounded. The subsequent analysis is then relatively straightforward.
A key lemma in the analysis bounds virtual surplus from allocation rules that are approximately similar and may be of independent interest. Recall the characterization of expected revenue in terms of revenue curves and marginal revenue from Lemma 2:
(1)
The first equality enables a geometric understanding of revenue. Given an fixed allocation rule x in quantile space, for two value functions v 1 and v 2 where R i (q) = q v i (q) satisfies R 1 (q) ≥ R 2 (q), then the revenue from v 1 on x is at least the revenue of v 2 on x. This follows from the first equality of equation (1), where the expressions for revenue of both value functions are weighted integrals over q ∈ [0, 1] with non-negative weights −x ′ i (q). Approximation bounds hold as well, specifically, if R 2 approximates R 1 at all q ∈ [0, 1] then the same approximation holds for the revenue of any fixed allocation rule x. Note however that a similar result, with a fixed distribution and similar allocation rules is not implied by the second equation, as the weights R ′ (q) are not generally all the same sign. Instead, the following lemma shows that two allocation rules with inverses that are approximately close have approximately the same revenue. We state the result for general virtual value functions ϕ(·) and cumulative virtual curves Φ(q) = ∫ q 0 ϕ(r ) dr . The assumption in the lemma on the cumulative virtual curve is that lines from the origin pass from below to above the curve. This assumption, for example, is satisfied by any revenue curve, specifically, it does not require regularity.
Lemma 11. For virtual value function ϕ(·) and cumulative virtual value Φ(q) = ∫ q 0 ϕ(r ) dr satisfying Φ(α q) ≥ α Φ(q) for all quantiles q and α ∈ [0, 1], and any two allocation rules x 1 and x 2 that satisfy
Proof. The virtual surplus of any allocation rule x can be rewritten as ∫ 1 0 ϕ(q) x(q) dq+Φ(0) x(0) = ∫ 1 0 Φ(x −1 (z)) dz. This follows by the first equality of equation (1) and a change of variables to integrate the vertical axis rather than the horizontal axis as follows:
Notice that the second line follows from the first line because x −1 (z) = 1 for z ∈ [0, x(1)]. Now consider two arbitrary quantiles q 1 and q 2 satisfying 1 α q 1 ≤ q 2 ≤ q 1 . By assumption, we have Φ(q 2 ) ≥ q 2 Φ(q 1 )/q 1 ≥ 1 α Φ(q 1 ). The assumption on the approximation of the two allocation rules, namely x −1 (z) ≥x −1 (z) ≥ 1 α x −1 (z) for all z ∈ [0, 1], and the expected virtual surplus written as rewritten in equation (2) both both x 1 and x 2 , then, suffice to prove the lemma. □
REDUCTION FROM SAMPLE COMPLEXITY TO RANK-BASED INFERENCE
We have shown that surrogate-ranking mechanisms possess a unique stationary equilibrium (Theorem 8), and that this equilibrium may be analyzed as if it was truthful (Theorem 9). In this section, we show how to use bid data to design a surrogate-ranking mechanism with near-optimal welfare or revenue in stationary equilibrium. Specifically, we reduce this design problem to an inference problem which is better-understood: estimating expected order statistics from bid data in i.i.d. position auctions. This inference problem was solved by Chawla et al. [2017] for first-price and all-pay mechanisms and is straighforward for truthful mechanisms. Before giving details, we describe the high-level approach. Recall from Section 4 that, for revenue with regular distributions or welfare with general distributions, polynomially many surrogate values T per agent suffice to obtain a (1 − ϵ)-fraction of the optimal revenue or welfare via a surrogate-ranking mechanism. Consider a surrogate-ranking mechanism with T surrogate values per agent. We first show in Section 5.1 that the revenue-or welfare-optimal choice of these nT surrogate values requires only knowledge of the expected order statistics of the value or virtual value distribution. In Section 5.2 we observe that this design approach is robust to error from inference: if one uses imperfect estimates of expected order statistics to design a SRM, then estimation error will propagate cleanly to revenue or welfare loss. Composing these three observations above yields the desired reduction.
Section 5.3 concludes by instantiating the reduction with an estimator for the requisite order statistics. Specifically, Chawla et al. [2017] show how to estimate expected order statistics using bid data from all-pay and winner-pays-bid position auctions with bounded distributions, and we show in Appendix C how to estimate expected order statistics with truthful data from unbounded regular distributions. These results imply polynomial sample complexity for winner-pays-bid, all-pay, and truthful mechanism design.
Optimal Surrogate-Ranking Mechanisms
Surrogate-ranking mechanisms are parametrized by nT surrogate values. Each choice of surrogate values induces a different allocation rule in stationary equilibrium, but by Theorem 9, this equilibrium allocation rule is the same under any of the standard payment formats. Hence the optimal surrogate values, by revenue equivalence, do not depend on the payment format and we may as well identify the optimal surrogate values for the truthful payment format. In this section, we characterize the welfare-and revenue-optimal choices of surrogate values. To choose our surrogate values optimally, we consider a relaxed problem of maximizing a generic virtual surplus quantity subject to the constraint that the allocation rule depend only on each agent's rank among T −1 other truthful run-time samples. The solution to this problem is straightforward given the observation that if the only information we have to make decisions on is the rank of an agent against samples from her value distribution, then decisions should be made based on expected order statistics. The right choice of surrogate values is the expected order statistics of the quantity of interest for the objective, i.e., for welfare maximization, it's order statistics for the value distribution for revenue maximization it's order statistics for the distribution of marginal revenues (via the characterization of expected revenue in Lemma 2). Formally, given T − 1 sampled quantiles for each agent, let r i denote the rank of the quantile q i of agent i among these samples. We have:
Theorem 12. The welfare-optimal surrogate-ranking mechanism uses surrogate values given by
For regular distributions, the revenue-optimal surrogate-ranking mechanism uses surrogate values ψ j
A formal proof of this theorem is in Appendix B. Because the welfare-and revenue-optimal surrogate ranking mechanisms are at least as good as any other surrogate ranking mechanism, it follows that they inherit the welfare and revenue guarantees of any other such mechanism. In particular, we obtain the following corollary to Theorem 10: EC'19 Session 3d: Joint session with 51st ACM Symposium on the Theory of Computing (STOC) Corollary 13. The welfare-(resp. revenue-) optimal surrogate ranking mechanism obtains a (1 − O( 3 n/T ))-fraction of the optimal welfare (resp. a (1 − O( 3 n/T ))-fraction of the optimal revenue with regular distributions) in stationary equilibrium.
Propagation of Error
The optimal surrogate ranking mechanism for welfare (resp. revenue) uses surrogate values equal to the expected order statistics of each agent's value (resp. virtual value) distribution. We now show that a designer can in fact use noisy estimates of these quantities, and the performance will degrade smoothly with the estimation error. As before, we present our result for an arbitrary monotonic virtual value function ϕ i for each agent.
For monotonic ϕ i , though the expected order statistics are monotone, estimates of these expected order statistics may not be. However, if the estimates of agent i's expected order statistics are within an agent-specific error ϵ i of being correct, then any natural method or making these estimates monotone will be similarly close, e.g., using the jth estimate of max j ′ ≤jψ j i instead ofψ j i . Of course, the recommended method is the standard approach of ironing, which for quantities like order statistics is formally described in Devanur et al. [2015] and Chawla et al. [2017] . In fact ironing is equivalent in this setting to isotonic regression. An advantage of ironing is that it is the correct approach when the original ϕ i is non-monotonic and, omitting the details and consequences, our results for revenue can be extended to tail regular distributions using this approach, cf. Devanur et al. [2015] . For the remainder of the discussion, without loss of generality, we assume that the error estimates are monotonic.
The following theorem shows that errors in estimated order statistics propagate in a well-behaved fashion in surrogate-ranking mechanisms.
Theorem 14. For all i and j, let ψ j i be the expected jth order statistic of agent i's virtual value distribution, and letψ j i be an estimate of ψ j i satisfying |ψ j i − ψ j i | < ϵ i , where ϵ i is an agent-specific error bound. The difference between the expected virtual surplus of the surrogate ranking mechanisms with the true expected order statistics and estimated order statistics is at most 2 i ϵ i .
Proof. Let x andx denote the allocation rule of the surrogate-ranking mechanism as a function of agents' ranks r among their run-time samples with optimal surrogate values Ψ and estimated and ironed surrogate valuesΨ, respectively. The theorem follows from:
The second and fifth lines follow from the assumption that |ψ j i − ψ j i | < ϵ i , and the fourth line follows from the fact thatx is the allocation rule that maximizes E r iψ r i ix i (r ) . The last line is the expected virtual surplus of the optimal surrogate-ranking mechanism x, which implies the result. □ EC'19 Session 3d: Joint session with 51st ACM Symposium on the Theory of Computing (STOC)
Sample Complexity of Non-Truthful Mechanisms
We can now formalize the reduction from non-truthful sample complexity to inference in rankbased position auctions. In Section 3, we observed that the data generated by an agent in a SRM is distributed according to the unique BNE of an i.i.d. position auction. In Section 4, we demonstrated the existence of SRMs with near-optimal welfare and revenue, and in Section 5.1 and Section 5.2, we showed that it was possible to construct such a mechanism from noisy estimates of expected order statistics. We have therefore reduced the problem designing a near-optimal non-truthful mechanism from data to the problem of estimating expected order statistics in an i.i.d. position auction. We now instantiate the reduction by noting that for bounded distributions, existing literature shows how to one use bid data from SRMs to infer these parameters efficiently. Chawla et al. [2017] study the problem of inferring order statistics from bid data in all-pay and winner-pays-bid i.i.d. position auctions. They show that for any non-trivial position weights, it is possible to efficiently infer order statistics for both the values and marginal revenues. We summarize their results below:
Theorem 15 (Chawla et al. 2017) . Consider a T -agent all-pay or winner-pays-bid i.i.d. position auction with arbitrary position weights and values in [0, 1]. There exists an estimatorV k for the expected kth order statistic of the value distribution V k such that with N ≥ O(T 4 (log 2 (1/δ + T ) + log 2 (1/ϵ +T ))ϵ −2 δ −2 ) sampled bids from the unique BNE, |V k −V k | ≤ ϵ with probability at least 1 − δ .
Theorem 16 (Chawla et al. 2017) . Consider a T -agent all-pay or winner-pays-bid i.i.d. position auction with arbitrary position weights and values in [0, 1]. There exists an estimatorΨ k for the expected kth order statistic of the virtual value distribution Ψ k such that with N ≥ O(T 4 (log 2 (1/δ ) + log 2 (1/ϵ))ϵ −2 δ −2 ) sampled bids from the unique BNE, |Ψ k − Ψ k | ≤ ϵ with probability at least 1 − δ .
We note that the above results combine with the incentive analysis of Section 3, approximation analysis of Section 4, and the analysis of error propagation in Section 5.1 and Section 5.2 to imply a solution to the non-truthful sample complexity problem for agents with values in [0, 1] and additive loss. We summarize below:
Theorem 17. For agents with bounded values in [0, 1], there are families of winner-pays-bid and all-pay mechanisms that satisfy C1, C2, and C3 with p run (n, 1/ϵ) =Õ(nϵ −3 ) and p design (n, 1/ϵ) = O(n 8 ϵ −20 ) for additive loss and the welfare objective. If the agents' distributions are regular and bounded, then the same result also holds for the revenue objective.
Our results have new implications for the truthful sample complexity literature as well. Specifically, we give polynomial sample complexity for revenue maximization with unbounded regular distributions and general feasibility settings. This extends the result of Devanur et al. [2016] by dropping the downward-closure requirement on the feasibility constraint. Details of this instantion of the reduction are in Appendix C.
Theorem 18. For agents with regularly distributed values (but potentially unbounded), there is a family of truthful mechanisms that satisfies C1, C2, and C3 with p run (n, 1/ϵ) =Õ(nϵ −3 ) and p design (n, 1/ϵ) =Õ(n 10 ϵ −22 ) for multiplicative approximation and the revenue objective.
We conclude by noting that the polynomials in the sample complexity guarantees of Theorem 17 and Theorem 18 are quite unwieldy. We leave the derivation of tight tradeoffs between run-time and design-time samples to future work.
A UNDOING THE REVELATION PRINCIPLE
Good first-price and all-pay mechanisms for a given environment can be found by undoing the revelation principle (ignoring computational complexity). This construction applies to any revelation mechanism M. For concreteness, imagine a applying this approach to a single-minded combinatorial auction problem where M is the Vickrey-Clarke-Groves (VCG) mechanism. We give the all-pay version of the construction which is slightly simpler, but exhibits the same issues.
Definition 19. The all-pay unrevelation mechanism for a revelation mechanism M is:
(1) For each agent i and value v i , calculate s i (v i ) as the expected payment in M when the agent's value is v i and other agents' values are drawn from the distribution.
(2) For each agent i, given bid b i in the un-revelation mechanism, calculate the agent's value as
(3) Serve the agents who are served by M on values v = (v 1 , . . . , v n ); all agents pay their bids.
The characterization of Bayes-Nash equilibrium (Theorem 1) implies that s i is the strategy that agents will employ in equilibrium of the constructed all-pay mechanism. Thus, the all-pay mechanism has the same equilibrium outcome.
From this definition we can see why symmetric and ordinal environments (i.e., IID position environments) are special. For these environments all agents will have the same strategy function, this strategy function will order higher valued bidders higher (by monotonicity), and the ordinal environment then implies that all that is needed to select an outcome is the order of values not their cardinal values. Thus, the mechanism simplifies to simply ordering the bids and the strategy function does not need to be calculated.
Even absent computational issues in estimating the strategy functions so as to implement this mechanism, it is clear that very detailed distributional information is needed to run the unrevelation mechanism. Moreover, the resulting outcomes may be very sensitive to small errors with the inversion of the strategy function. This unrevelation mechanism is not to be considered practical.
B PROOF OF Theorem 12
Proof. We define the rank-based allocation problem as follows: the designer must choose an allocation rulex which takes as input the rank r = (r 1 , . . . , r n ) of each agent among T − 1 runtime samples for their distributions and outputs a (possibly randomized) feasible allocationx(r ). As a constraint,x must be monotone in the ranks of each agent. The objective is to maximize E[ i ϕ i (q i )x i (r )] for some given virtual value function ϕ i (·), where the expectation is over agents' quantiles being uniformly distributed and over the runtime samples used to compute r . For example, ϕ i (q i ) = v i (q i ) corresponds to welfare maximization and ϕ i (q i ) = R ′ i (q i ) corresponds to revenue maximization.
The rank-based allocation problem can be solved by inspection. Fixing an allocation rule, the objective can be rewritten as i E[ϕ i (q i ) | r i ]x i (r ) by linearity of expectation. From this expression, it becomes clear that the optimal solution chooses the allocation which maximizes the quantity i E[ϕ i (q i ) | r i ]x i (r ). Note that if ϕ i (·) is monotone, then this allocation rule will be monotone EC'19 Session 3d: Joint session with 51st ACM Symposium on the Theory of Computing (STOC) as well, and therefore feasible. 5 Setting these expected order statistics as surrogate values, the surrogate-ranking mechanism (Definition 4) optimizes this quantity. □
C SAMPLE COMPLEXITY IN GENERAL FEASIBILITY ENVIRONMENTS
In this appendix, we show how to use polynomially many truthfully sampled values to estimate the revenue of the k-unit, T -buyer auction for all k from 1 to T − 1 simultaneously. We assume the value distribution is regular, but may have unbounded support. Formally, we prove the following guarantee:
Theorem 20. Let R * = max q R(q) be the monopoly revenue. For any δ, γ ∈ (0, 1), O(T 6 δ −4 log(T /γ ) samples suffice to estimate the expected revenue of a k-unit, T -bidder auction up to additive error δR * for all k ∈ {1, . . . ,T − 1} simultaneously with probability at least 1 − γ .
Theorem 20 gives a sample complexity result as follows. Since i R * i is at most n times the revenue of the optimal mechanism, the additive propagation of error guarantee of Theorem 14 also implies a multiplicative (1 − nϵ) guarantee, which can be composed with the multiplicative guarantee of Theorem 10. The result, restated from Section 5.3, is:
Theorem 18. Consider an arbitrary feasibility environment. Assume agents have regular (possibly unbounded value distributions). Then polynomially many sampled value profiles and polynomial run-time samples suffice to estimate a mechanism which obtains at least a (1 − ϵ) fraction of the revenue of the optimal mechanism with probability at least 1 − ϵ.
We first outline the high-level strategy for proving Theorem 20. First, for any j ∈ {0, . . . ,T }, let P j denote the expected revenue of a j-unit auction with T agents, and let ψ k denote the expected kth order statistic of the virtual value distribution. Then we may write: ψ k = P k − P k −1 . It follows that to estimate ψ k with additive error δR * , it suffices to estimate P k and P k −1 with error 2δR * .
To estimate the k-unit revenue P k , we will estimate the revenue contribution from a single agent, E q [p(q)]. Note that from an agent's perspective, playing in a k-unit auction is equivalent to facing a posted price distributed according to q k :T −1 ), where q k :T −1 denotes the kth lowest order statistic of T − 1 U [0, 1] random variables. Note that q k :T −1 is distributed according to Beta(k,T − k). Let f k :T −1 denote the density of q k :T −1 , and let R = v(q)q denote the price-posting revenue curve. We have:
In what follows, we will show how to estimate R(q) for all q ∈ [1/T 2 , 1 − 1/T 2 ]. We will further show that the loss from misestimating R(q) on [0, 1/T 2 ] ∪ [1 − 1/T 2 , 1] is minimal. This will immediately imply Theorem 20.
C.1 Estimation on a Grid
To create a skeleton for our estimated revenue curve, we first estimate R(q) for q ∈ {1/K, . . . , 1 − 1/K }, for some large K to be determined later. The concavity of R will imply that the rest of the revenue can be estimated with low error via interpolation.
Lemma 22. Let R * = max q R(q). For any 1 > δ > 0 and γ , O(K 2 δ −2 log(K/γ )) samples suffice to guarantee that Kv j /j ∈ [R(j/K) − δR * , R(j/K) + δR * ] for all j ∈ {1, . . . , K − 1} simultaneously with probability at least 1 − γ .
Consider drawing N = Km − 1 samples, for some positive integer m. Note that the jmth smallest sample has mean j/K. Letv j denote the value of this sample. We will usev j as an estimator for v(j/K), and Kv j /j as an estimator for R(j/K) = Tv(j/K)/j. The proof will proceed in two steps. First, we will use a Chernoff bound to show that with high probability, q(v j ) is close to j/K. We will then use the concavity of R to show thatv j is close to v(j/K).
Lemma 23. For any 1 > δ > 0 and γ , Km = O(Kδ −2 log(1/γ )) samples suffice to guarantee that q j ∈ [(1 − δ )j/K, (1 + δ )j/K] with probability at least 1 − γ .
Proof. We now bound the probability of significantly misestimating q(v j ). Let q j = q(v j ). Note that for any δ ∈ (0, 1), the number of samples with quantile at most (1 + δ )j/K is the sum of N iid Bernoulli random variables with mean (1 + δ )j/K. Moreover, note that q j > (1 + δ )j/K only if at most jm − 1 samples overall have quantile at most (1 + δ )j/K. Chernoff then gives us that
Similarly, the the number of samples with quantile at most (1−δ )j/K is the sum of N iid Bernoullis with mean (1 − δ )j/K. We have q j < (1 − δ )j/K only if at least jm samples have quantile at most (1 − δ )j/K. Chernoff then gives us:
Pr[q j ≤ (1 − δ )j/K] ≤ e −Ω(δ 2 mj)
It follows that as m = O(δ −2 j −1 log(1/γ )) suffices for suffices for q j ∈ [(1 − δ )j/K, (1 + δ )j/K] with probability at least 1 − γ . This bound is worst when j = 1. Hence mK = O(Kδ −2 log(1/γ )) samples suffice overall.
□
We next show that if q j is close to j/K, then Kv j /j will be a close estimate of R(j/K).
Lemma 24. Assume q j ∈ [(1 − δ )j/K, (1 + δ )j/K]. Then Kv j /j ∈ [(1 − δK)R(j/K), (1 + δK)R(j/K)].
Proof. We will show thatv j ∈ [(1 − δK)v(j/K), (1 + δK)v(j/K)]. The result follows from multiplying by K/j. We first argue the case where q j < j/K. That is,v j ≥ v(j/K). Concavity of the revenue curve implies that R(q j ) ≤ 1−q j 1−j/K R(j/K). In the event that q j ≥ (1 − δ )j/K, we have: v j q j ≤ 1 − q j 1 − j/K v(j/K)j K ≤ (1 + δK)v(j/K).
Dividing the inequality by q j and using the fact that q j ≥ (1 − δ )j/K yields:
A symmetric argument applies when q j > j/K. By concavity, we have R(q j ) ≥ 1−q j 1−j/K R(j/K). In the event that q j ≤ (1 + δ )j/K, we have v j ≥ (1 − (1 + δ )j/K) (1 − j/K)(1 + δ ) v(j/K) ≥ (1 − δK)v(j/K).
□ Lemma 22 follows from the above results by applying the union bound.
Proof of Lemma 22. Lemmas 23 and 24 imply that O(K 2 δ −2 log(K/δ )) samples suffice to guarantee that Kv j /j ∈ [(1 − δ )R(j/K), (1 + δ )R(j/K)] with probability at least 1 −γ /K. Applying the union bound, it follows that O(K 2 δ −2 log(K/δ )) samples suffice to guarantee that this guarantee holds for all j ∈ {1, . . . , K − 1} simultaneously with probability at least 1 − γ . Noting that R(j/K) ≤ R * implies the lemma. □ EC'19 Session 3d: Joint session with 51st ACM Symposium on the Theory of Computing (STOC)
C.2 Estimating The Interior Revenue Curve
In the previous section, we showed how to estimate R(j/K) up to an additive δR * . Pick some q ∈ [(j − 1)/K, j/K] with j ∈ {2, . . . , K − 1}. We may linearly interpolate between our estimates of R((j − 1)/K) and R(j/K) to estimate R(q). More formally, letR j denote the estimator for R(j/K) analyzed in the previous section. We will estimate R(q) aŝ R(q) = (q − j−1 K )KR j + ( j K − q)KR j−1 We will use concavity of R to bound the error from this estimate.
Lemma 25. Assume that for all j ∈ {1, . . . , K − 1}, Kv j /j ∈ [R(j/K) − δR * , R(j/K) + δR * ] for all j ∈ {1, . . . , K − 1}. Then for all q ∈ [1/K, 1 − 1/K]:
Proof. We bound the overestimation and underestimation error in turn. First, not that since R is concave, it must be that R(q) lies above the line between ((j − 1)/K,R j−1 − δR * ) and (j/K,R j − δR * ). It follows thatR(q) can only overestimate by at most δR * . Next, note that a lower bound onR(q) iŝ R(q) ≥ (q − j−1 K )KR( j−1 K ) + ( j K − q)KR( j K ) − δR * In other words, the worst-case underestimation is δR * , plus the worst-case underestimation of the piecewise linear curve through the points (j/K, R(j/K)) for all j ∈ {0, K }. Using the facts that R is concave, R(0) = 0, and R(1) = 0, this underestimation can be shown to be O(R * /K). The lemma follows. □
C.3 Proof of Theorem 20
We have shown how to estimate the revenue curve to low additive error for quantiles bounded away from 0 and 1. We now use this estimator to prove the main sample complexity result of this appendix: that O(T 6 δ −4 log(T /δ )) samples suffice to estimate estimate ψ k for all k ∈ {1, . . . ,T − 1} to within additive error δR * with probability at least 1 − γ . To do so, we will consider estimating P k for k ∈ {1, . . . ,T − 1} as T ∫ 1−δ /T 2 δ /T 2 f k :T −1 (q)R(q) dq.
First we show that ignoring the revenue contribution from the intervals [0, δ /T 2 ] and [1−δ /T 2 , 1] cannot hurt our estimate by much. Let F k :T −1 denote the CDF of the kth lowest order statistic of T − 1 U [0, 1] random variables. Then using properties of the Beta distribution, we have that F k:T −1 (δ /T 2 ) ≤ δ /T and 1 − F k :T −1 (1 − δ /T 2 ) ≤ δ /T for all k ∈ {1, . . . ,T − 1}. Since for q ∈ [0, δ /T 2 ] ∪ [1 − δ /T 2 , 1], R(q) ≤ R * , it follows from Lemma 21 that EC'19 Session 3d: Joint session with 51st ACM Symposium on the Theory of Computing (STOC)
