Introduction. Herman Rubin [5] showed that if v(t) is a real valued function which is monotone nondecreasing on the interval (0, a), where a is possibly +00, and if 0^i;(i)^l, then there exists a "pure" stochastic process {Xt : t e [0, 00)} (i.e. for t e (0, 00) the distribution function of Xt, denoted by Ft, is either absolutely continuous or continuous singular) with stationary independent increments such that if t<a, then Ft is continuous singular with the dimension of its support, denoted by dim supp Ft, being v(t); and if (5«, then Ft is absolutely continuous. This can be interpreted as saying that for a "pure" process with stationary independent increments, the only general properties the dimension of the support of Ft has to have as a function of /, are the obvious ones of being monotone nondecreasing and being bounded between 0 and 1.
Proof. Suppose not. Then clearly there exists a countable sequence {A^ of Borel sets such that dim(v4i)^a for each i, and G{A^)-ç> T.V.(G). By the continuity of measures we see that G(Ui ^¡)=T.V.(G). But by A.l. we see that dim (U At) ¿ ce which, by the definition of dim supp G, implies that dim supp G^ a, which is a contradiction.
For the rest of this section we adopt the following notation : Let {Xt : t e [0, oo)} be a stochastic process with independent increments. So if s, t e (0, e) and s > t, then Theorem. Let{Xt : t e [0, oo)} be a stochastic process with independent increments. Let d0 = \.\i.b. {x € [0, oo) : wd(x)#0}. Under these assumptions the function v(t) has the following properties :
1. v(t) is monotone increasing on (0, d0); 2. ifte(d0, oo) is such that m(t + 0) = m(t), then v(t)^lim infs^t+i;(s). 3. v(t) = lim infs_( v(s)for all but a countable number of points.
Proof. In order to establish property 1, we first show that if / e (0, d0) then md{t)^0. So suppose there exists te(0,d0) such that md(t) = 0. Let se (t,d0] . Then by R.3 we see that md(s) = 0. This contradicts the definition of d0 and establishes the fact that if t e (0, d0) then md(t)^0.
In order to complete the proof of property 1, we let *i, s2 e (0, dQ) with s1 >s2. By the definition of d0 we see that md(s2)=£Q and therefore by R.3 we see that mÁStoSd^O. Now recalling R.2, A.4 and A.5 we see that v(s2)>v(s1) which shows property 1 holds.
To establish property 2 we let / e (d0, oo) such that m(t + 0) = m(t). By the definition of d0 we see that md{t) = 0. So referring to R.2 we see that for A e Borels J -oo
The conclusion of the theorem not holding at t means that there exists a real number ß and a sequence of real numbers {s,} such that for every je I* we have v(s,) <ß<v(t) and s, j t. For y e / +, we see that by the definition of dim supp there exists a set A¡ such that Letting j -> oo on both sides of the inequality in (1.4) we see that, by the fact that m(t) = m(t + 0), m(t)Sm(t) -8i¡. But 8ß>0, which gives a contradiction and the completion of the proof of 2. Now to prove 3 of this theorem we note the following. R.3 and the fact that md(t,s)^l implies md(t) is nonincreasing for increasing /, and therefore md(t) is continuous from the right at all except possible countably many points t. R. 1 clearly implies that ma(t) is a monotone increasing function and therefore is continuous from the right for all except possibly countably many points t. But 1 -ma(t) -md(t) = m(t) and therefore m is continuous from the right for all except possibly countably many points t. So by 2 of this theorem
holds for all except possibly countably many points t.
Saks ([6] , page 261) shows that any real valued function F has the property that the set {x : lim inf(^x F(í)<lim¡^x+ F(t)} is at most denumerable. Therefore we see that v(t)^\im infs_( d(s) for all but a countable number of points /. Showing that this in turn implies that v(t)=lims^t v(s) at all but a countable number of points /is a standard argument and is therefore omitted. This then completes the proof of the theorem.
II. In this section we establish the following theorem :
Theorem. Let a function m(t) which maps, [0, oo) into [0, 1], be such that 1. m(t + d)^m(t)m(d)for t,de [0, oo), 2 . there exists t* e (0, oo) such that m(t*) = 0 or 1, and 3. on the interval {x e (0, oo) : m(x) ^ 0 and In m(t)/t ^ w'(0)}, In m(t)/t is a strictly increasing function.
Let a function v(t) which maps (0, oo) into [0, 1] be such that 1. v(t) = 0 on the interval B = {te (0, oo) : m(t) = 0}, 2. v(t) is monotone increasing on the interval A = {t e (0, oo) : m(t)/t = m(0)}, and 3. r(0^1ims^t+ v(s) if te (0,oo)-Band m(t) = m(t + 0).
Then there exists a stochastic process, {Xt : t e [0, oo)}, with stationary independent increments such that for t e (0, oo) : T.V.fF^c.s. =m(t) and dim supp (Ft)c.s. = v(t).
As a corollary to the above result we find that if a is a real extended number and if/is a function on (0, a) (or (0, a]) which is lower semicontinuous at all but a countable number of points and is bounded between 0 and 1, then there exists a stochastic process {Xt : t e [0, oo)}, with stationary independent increments such that/(f) = dim supp (FJc.s. for t e (0, a) (or (0, a]) and Ft is absolutely continuous for / 2: a (or t > a).
In the first two of the following eight lemmas, let {Mn} be a sequence of bounded negative functions such that Mn(s) increases with increasing x, 2n Mn(x) -M(x)> -oo for every xe(0, oo), and J¿ x dM(x)<oo. 
which clearly completes the proof of the lemma. The next three lemmas and the conditions on the ¿n's are taken from Herman Rubin's technical report [5] . The statements of lemmas three and four and the methods used in their proofs appear here essentially as they appear in his report, and are included here for two reasons: 1. for completeness, and 2. because the source is relatively obscure. The statement of lemma five is presented here as it is found in his report, except that I found I needed the additional hypothesis that lim sup" bjbn + i = 0. His proof appears to be incorrect, and I present here a proof which is probably what Rubin had in mind.
In the next three lemmas, let {bn}<=I + be such that for n sufficiently large: (1) bn + 3/bn>k>l, and (2) bn + 1 -bn^n. Also let N be an infinite collection of positive integers.
Let x e (-co, oo), let x be expanded into its binary form, and let 7r¡ map x onto the zero or the one appearing in the /th place to the right of the decimal. Let neI + , and let By an easy computation using assumption (1) on the èn's, we see there exists N3e I+ such that n^N3 implies bn^Hk% where H=max (bu b2, b3) and k0 = klli.
So if «^ max (Ni, N2, N3) then
By condition (1) on the ¿>n's, k0> 1, and therefore S 2*»-aa>n+l-t»'a» < 00 neN and the proof of lemma three is complete. Definition. We say a random variable X is of Rubin type with Poissons {An} and partition {cn} if We note in passing that, by a result due to Hartman and Wintner [4] , X has a pure distribution.
In lemmas four and five we assume X is of Rubin type with partition {bn} and Poissons {An} where 1 • 2™= i An = oo, a condition which by [4] implies Xhas a continuous distribution, and 2. \nin. So by Taylor's Theorem with remainder we see that
Now combining assumption 2 on the An's with the ratio test we see that our claim follows.
Using the Borel-Cantelli lemma again with the condition that ^neN exp (-An) = co, we see that Pr. But recall that w/íi>)^./v"'(<") and therefore
which by definition implies X(a>) e An/i<0). Now if one examines the proof that Bruckner and Ostrow give for this theorem, one sees that they really only use the continuity of/ at 0 and on some countable sequence of points which converges to 0. We have already shown that our function m is continuous at 0, and since m is monotone nonincreasing it is continuous at all but a countable set of points and therefore certainly continuous on a sequence of points converging to 0. But note that the function g is clearly continuous if m is, g is nonnegative since m(x)^ 1, g(0)= -In 1=0, and as was seen at the beginning of the proof, g satisfies the inequality in the theorem of Bruckner and Ostrow. So g has a derivative at 0, which in turn implies that m has a derivative at 0. Now \nm(x)¡x = I dt/t) x.
Therefore, by the mean value theorem for integrals, there exists t0, where 1 ^ t0 mix), such that
But m is continuous at 0 and m(0) = 1, so taking limits across the above inequalities, we see that lim In m(x)/x = w'(0)
x-0 + which completes the proof of this lemma.
Lemma 7. Let a function f(t) map (-oo, oo) into (-oo, oo). Then there exists a countable set D<=(-co, oo) such that if xe (-oo, oo), then there exists a sequence {xj} c D where x, ->■ x + and f{x,) ->f(x) as j -> oo.
Proof. Let r and s be two rational numbers, and let Dr., = {t:r< f{t) < s}.
Let TTyS be the set of all points of Dr s which are isolated from the right relative to Drs. Clearly this is a countable set. Now Drs is a subset of the real numbers, and therefore there exists a countable dense subset of Drs, call it D'rs. Let ETiS-TrtS u D'r s and let D= U Er,, r.seRa where Ra is the set of rational numbers. Now we will show that this set D is the set desired. Let x e (-oo, oo). If x e D, then let x¡ = x for every j e I+ and the conclusion to this lemma is proved. Let G(i, x) = Gt(x). Note that G(?, x) is a distribution function in x for fixed /*, and for fixed x it decreases with increasing t by assumption. Standard arguments imply then that G(t, x) is jointly measurable. Induction and Fubini's theorem quickly yield the lemma.
We now prove the theorem stated at the beginning of this section. Proof. We shall first prove this theorem for functions m(t) such that A and B are both empty, and then we shall indicate how to modify the definitions and arguments for the general case. The reason for this approach is that all the main ideas and arguments are used in this case, and yet we are not burdened down with superfluous cases and lengthy expressions which only tend to obscure what is really going on.
So let m(t) and v(t) be functions as assumed in the hypothesis with the added condition that A = B= 0. Let D1 be a countable set contained in ( 
Let A£=T.V.(A&c)), and therefore clearly A^=A(í'(n))-A(í(n)). Let {&(«)} be a sequence of positive integers such that k(n) f 00, and such that 2 KvkW,)/2n < oo. Proof. As noted before, -5fj=i Gx¡ * Vt is the distribution function of a random variable of Rubin type with Poissons {A^} and partition {bn} where A¡, = 2'=i K,zf + Xnt. Now reviewing the definition of the An('s and the AJ,it's we see that A; = (t/d¡) Inn if ne P" n ^ j[dj),, d¡ ^ t0, 2In« otherwise.
So if dj-¿T0<t, then í/í/,-S://t0 > 1 and therefore clearly 2n exp ( -A¡,)<oo. But a theorem due to Rubin [5] and easily accessible via Tucker [7] says that if Claim 9. F'(n*-i Uf-JU»«.« Ak) = m(t)for ¿C. r)* 0.
Proof. Assume t is such that A(t, t) =¡¿ 0. Now since m is continuous from the right at t, we see that A is continuous from the right at t. So letting / go to + co, the claim clearly follows.
Let t e (0, oo) such that A(t, then dim (E)^v(t). So let E be such a Borel set. Now by Lemma 8 and A.6 we see that G, * Vt(E) = 1 for almost all t e [t, vn] with respect to 2?=hi*+2 A'(t). 0.4. Let ru t2 e (0, oo) be such that T~^t^T2. If mass on [t, t + 8c). So therefore there exists t" e [t, t+8e) such that Gr * Vt(E) = \, and so dim (E) 2: dim supp Gr * Vt.
Choose t* e (t-Ss, t) ; then t\d¡ > t/r* > 1 for all d¡ < r* and therefore 2 2 l/ntld' < °°- Now let {vn} be a sequence of positive real numbers such that vn ^ a and vn f ß. For notational convenience we let v0=a. Now define Du D2 and D3 as before but now restrict them to (a, ß). Now let D± = {r e A : v is not continuous at t}.
Since by hypothesis v is monotone on Z)4, we see that Z)4 is countable. Now we modify D to be D=(j Dtu{a, ß}. i=i Again D is countable and we enumerate D as before with the restriction that cn<l+/3/n.
The only other modifications we need make is that in the definition of M" we restrict t e (a, ß) and U(x) is the distribution function whose induced measure puts mass one on {0}, and G" is the distribution function of a Rubin type random variable with Poissons {A£} and partition {bn} where A£ = 2 In n if n e F" d¡ ^ a, = 0 otherwise.
Corollary.
Let a e (0, +00]. Ifv(t) maps (0, «) into [0, 1] (or (0, a] if a< +00) such that t;(/)^lim inft-»t+ v(r) at all but possibly a countable number of points of (0, a), then there exists a stochastic process, {Xt : t e [0, 00)} with stationary independent increments such that (1) if te (0, a) (or t e (0, a]), then dim supp (F,)c.s. =v(t), and (2) if te [a, 00) (or t e (a, 00)), then Ft is absolutely continuous.
Proof. We prove the corollary for (0, a) ; then a clear modification of this proof will establish this corollary for (0,«]. Let X={xe(0, a) : y(;c)>lim infT^x+ v(x)} be countable and let {xj be an enumeration of X. Let {£} be a sequence of real numbers such that 2 ii<a0-Finally for t e (0, a) let a(o=(i+2^V- Now p'(r) and m(t) clearly satisfy the hypothesis of our theorem and the corollary follows.
All the conditions imposed on m(t) and v(t), with the exception that In (m(t))/t be strictly decreasing on (0, 00) -(A u B) are certainly necessary conditions in order that there exists a stochastic process, {Xt, t e [0, 00)}, with stationary independent increments such that T.V.(F¡)cs. = m(t), and v(t) = dim supp (F,)c.s.
The author has been unable to determine what happens if In m(t)/t is not strictly decreasing on (0, co) -(A u B). In fact, the author has not even been successful in finding a process {Xt : t e [0, 00)} with continuous distribution functions and with stationary independent increments such that In (T.V.(F()c.s.)/i increases over some interval (a, ß) where a, ß e (0, 00).
