Abstract-We first define the notion of approximation chain and then we use it to obtain, in polynomial time, asymptotic approximation ratio of min{κ/µ, [κ log(log ∆)]/∆} (where κ is a fixed positive constant, κ is a constant depending on κ, and ∆, µ are the maximum and the average degrees of the graph, respectively). This result essentially improves, from both complexity and approximation quality points of view, the best-known approximation ratio for maximum independent set. Keywords-Independent set, Approximation algorithm, Complexity, NP-complete problem, Graph.
STATE OF THE ART-DEFINITIONS
Let G = (V, E) be a graph of order n; an independent set is a subset V ⊆ V such that whenever {v i , v j } ⊆ V , v i v j / ∈ E, and the maximum independent set problem (IS) is to find an independent set of maximum size.
In what follows, we denote by α(G) the stability number (cardinality of a maximum independent set) of G, by Γ(v i ), v i ∈ V , the set of neighbours of v i , δ i = |Γ(v i )|, ∆ = max i {δ i }, and µ = ( i δ i )/n is the average degree of the graph; given an independent set S, δ S (v) = |Γ(v) ∩ S|, v ∈ V \ S. Given V ⊆ V , we denote by G[V ] the subgraph of G induced by V .
In this paper, we present polynomial time algorithms finding an approximation of guaranteed size. The quality of an approximation is expressed by the ratio of the size of the solution found by the approximation algorithm to the size of the maximum independent set; the smallest such ratio over all graphs constitutes the approximation ratio of the algorithm.
Recently, many and very interesting works have provided successive improvements for the approximation ratio of IS (seen as function of the maximum degree of the IS-instance), which for a long time has remained bounded below from 2/∆ (see, for example, [1, 2] ).
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Among these works, we quote here the ones of Halldórsson and Radhakrishnan [3, 4] , or the one of Berman and Fürer [5] . In [3] , by performing a very interesting and fine analysis of the natural greedy algorithm for IS, the authors improve its approximation performance from 1/(∆ − 1) to 3/(∆ + 2). Moreover, they study other types of ratio-functions where the main parameter is not the maximum but the average degree of the graph; the best existent result in this vein is the approximation ratio of the combination of the greedy algorithm with a linear programming preprocessing (inspired by the work of Nemhauser and Trotter; see [6] ) which is asymptotically equal to 5/(2µ). In [4] , two main results are presented. The first one is an approximation algorithm of complexity O(n∆ k−1 ) attaining, for a constant k, an approximation ratio bounded below by (6/∆) − (k) − η(∆), where (k) → 0 when k → ∞, and η(∆) → 0 when ∆ → ∞. This asymptotic ratio (∆ → ∞), for large values of k, is close to 6/∆, but in this case, the complexity of the algorithm becomes huge; in any case this result was, up to now, the best polynomial approximation result for IS. The second main result of [4] is an approximation algorithm attaining a ratio of O((log log ∆)/∆) for IS; even if this ratio is the first Ω(1/∆) ratio, the proposed algorithm has the inconvenience to be polynomial only if ∆ is bounded above. A ratio of [5/(∆ + 3)] − is obtained in [5] , but the proposed algorithm has the same drawback as the latter algorithm of [4] .
In this paper, we introduce the notion of the approximation chain and devise polynomial time approximation chains attaining asymptotic approximation ratios κ/∆ in time of O(n κ/2 ) and min{κ/µ, κ [log(log ∆)]/∆} in time of O(n κ ) for IS, where κ ∈ N is any fixed constant, and κ a constant depending on κ. Let us note that these chains are polynomial, without any constraint on the degrees of G. Let us remark that Definition 1 encapsulates some well-known notions in approximation theory, such as the one of the approximation algorithm, or, even, the one of the approximation schema.
A POLYNOMIAL TIME κ/∆ APPROXIMATION CHAIN
Our thought process is based upon the following theorem (originally proved by Ajtai et al. in [7] , and constructively proved in [4] ).
Theorem 1. [4,7]. There exists an absolute constant c such that, for every constant , there exists a polynomial time approximation algorithm (called AEKS( ) in [4]) such that, for every graph of order n without -cliques (cliques of order ), it provides an independent set of cardinality greater than, or equal to, cn[log[(log µ)/ ]]/µ.
The first approximation chain devised here is described by Algorithm 1 (providing a final IS-solution S); it is parametrized by ∈ N and by algorithm STABLE( ) which can be any independent-set-algorithm applied on -clique-free graphs. The repeat loop of Algorithm 1 is a method of local improvement of any maximal independent set by vertices exchanges, also studied by Khanna et al. [8] .
begin initialize S by any nonempty independent set; (ii) detecting a maximal collection of disjoint -cliques can be done in O(∆ −2 |E|); plainly, the worst case complexity of such a detection is
−2 |E| (in order that a vertex x belongs to an -clique, − 1 of its neighbours have form an ( − 1)-clique; if this is not true, then we can delete x and consider another vertex; this explains the expression
From (i) and (ii), the expression for the complexity of Algorithm 1 follows immediately.
Theorem 2. If there exists an algorithm STABLE( ) guaranteeing, for every ∈ N and every
-clique-free-graph, an approximation ratio ρ for IS, then, for every graph G, for every > 0, and for every λ > 0, Algorithm 1 guarantees an approximation ratio for IS, bounded below by
Proof. Let us denote by S * a maximum independent set of G, S * 1 = S * ∩ S (recall that S is the candidate IS-solution returned by the repeat loop of Algorithm 1), S *
Moreover, let us note that the set S returned by the repeat loop is maximal (for the inclusion), i.e., ∀s ∈ V \ S,
Let us fix λ and such that 0 < λ < 1, > > 0 and let
, we can associate every element x of S * 21 with an element σ(x) ∈ S, such that Γ(x) ∩ S = {σ(x)}. Furthermore, the mapping σ is oneto-one (repeat loop of Algorithm 1); this fact associated with the fact that, ∀x ∈ S * 21 , σ(x) ∈ S \ S * 1 (recall that S * 1 ∪ S * 21 is an independent set), allows us to establish that 
(G). (ii.2) α(G) ≥ |Ṽ |/( − ). Let us estimate the size of the set X constructed by Algorithm 1 (recall that G[X ] is -clique-free)
. This set is the set of vertices ofG not covered by the cliques of C . Since (a) no independent set ofG can share more than one vertex with each member of C , and
(G). By the hypothesis on algorithm STABLE( ), the candidate solution S verifies |S | ≥ ρ α(G[X ]) ≥ ρ (1 − λ)α(G).
By combining cases (i), (ii.1), and (ii.2), we immediately deduce that solution S admits the approximation ratio claimed by Theorem 2.
Let us now consider a constant κ such that = (κ/2) + 1; moreover, consider that algorithm STABLE( ) is algorithm AEKS( ) of [4] , guaranteeing, for a fixed constant , approximation ratio O(log log ∆/∆) in -clique-free graphs. This algorithm, as the authors of [4] observe (see [4, p. 6] ), just below the proof of Theorem 2 on the performance ratio of algorithm AEKS-CR(G)), has complexity at most O(n∆ −1 ). Furthermore, let us remark that in the proof of our Theorem 2 and in Algorithm 1, the constants and λ do not intervene, neither in the approximation chain, consequently, nor in its complexity. If, for example, we set λ = (κ + 2)/∆ and = 1 (which implies λ ≥ 2[( − )(1 − λ)]/(∆ + 2) and = 1/[ κ/2 ( κ/2 + 1)]), and consider Algorithm 1 parametrized by and AEKS( ), the application of Theorem 2 guarantees, in time bounded above by O(n κ/2 ), an approximation ratio bounded below by (κ/∆) − η, η → 0; we have so the following theorem (let us note that whenever ∆ is bounded above, every maximal-independent-set algorithm is a constant-ratio polynomial time approximation algorithm for IS). The result of Theorem 3 constitutes a radical improvement for the positive polynomial approximation results for IS. Up to now, the result of [4] , providing (for ∆ → ∞) an approximation ratio of 6/(∆ + 2) − was, to our knowledge, the best polynomial time approximation result. However, this algorithm has the drawback to be exponential in 1/ , in the sense that its complexity is of O(n 1/ ) (due to the construction of C 1/ ). Let us revisit Algorithm 1 and set = 3. Shearer [9, 10] has devised an algorithm which in O(|E|) guarantees, for the triangle-free-graphs, an approximation ratio of (µ log µ−µ+1)/(µ− 
FURTHER IMPROVEMENT OF THE APPROXIMATION RATIO
Let us now consider the approximation chain expressed by Algorithm 2, parametrized by and by two IS-algorithms, STABLE( ) and BSTABLE, where STABLE( ) is as in Algorithm 1, while algorithm BSTABLE may be any IS-algorithm. Proof. We consider the following two cases.
(i) α(G) ≤ n/( − ). Then, the call of algorithm BSTABLE guarantees an approximation ratio of ( − )f (G).
(ii) α(G) ≥ n/( − ). In this case, an analysis similar to the one of case (ii.2) of Theorem 2 gives
and the candidate solution S guarantees an approximation ratio of ρ (recall that G[X ] is -clique-free).
Finally, if we denote, as previously, by T ( , n) the complexity of algorithm STABLE( ) and by T B (n), the complexity of algorithm BSTABLE, the total complexity of Algorithm 2 is of O(max{T ( , n), T B (n), ∆ −1 n}).
Let us, in place of algorithm BSTABLE, use the natural greedy IS-algorithm (let us call it GREEDY); by Turán's Theorem [11] (see also [3] ), it guarantees a maximal independent set of size at least n/(µ + 1). Moreover, by considering algorithm AEKS( ) in place of STABLE( ), we obtain, applying Theorem 5 with = κ and = 1, the following concluding theorem (let us note that whenever µ is bounded above, GREEDY is a constant-ratio approximation algorithm for IS). The result of Theorem 6 further improves (sometimes quite largely) the result of Theorem 3 and constitutes, to our knowledge, the best-known polynomial approximation result for IS.
APPLICATION: AN APPROXIMATION CHAIN FOR THE MAXIMUM -COLORABLE INDUCED SUBGRAPH PROBLEM
Consider a graph G = (V, E) and a positive constant ; the problem of the maximum -colorable induced subgraph (denoted by C ) is to find a maximum-order subgraph
Let us note that we can assume < ∆, because, if not, then G = G (recall that the algorithm of [12] always guarantees a ∆-coloring of G, except for the case where G is a (∆ + 1)-clique).
Consider now, for ∈ {1, . . . , ∆ − 1}, the graph G = ( V, E) defined as follows:
Clearly, | V | = n and, moreover, if we denote by ∆ the maximum degree of G, ∆ = ∆+ −1 (in fact, for all (v k , i) ∈ V , v k ∈ V , i ≤ , the degree δ v k ,i of (v k , i) equals δ k + − 1; the same holds for the average degree µ of G, i.e., µ = µ + − 1).
Let us consider in G, an independent set S ⊂ V . The family S i = {v ∈ V : (v, i) ∈ S}, i = 1, . . . , , is a collection of mutually disjoint independent sets of G; so the graph G[∪ i S i ] is -colorable. Conversely, for every -colorable subgraph G = (V , E ) of G and for everycoloring (S 1 , . . . , S ) of G , the set S = {(v, i) : i ∈ {1, . . . , }, v ∈ S i } is an independent set of G. Consequently, every independent set (respectively, maximum independent set) of G corresponds to an -colorable induced (respectively, maximum-order) subgraph of G and vice versa.
By the previous discussion and the results of the previous sections, one can get the following concluding theorem. Finally, let us note that the results presented above are also obtained for some restricted weighted versions of both IS and C , where the weights are positive integer fixed constants.
