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Zusammenfassung
Es wird gezeigt, da sich Idealkristalle in nat

urlicher Weise als hauptpolarisierte Abelsche
Variet

aten darstellen lassen. Es existiert demzufolge auf    eine ganzzahlige schiefsym-
metrische Matrix E :     !Z, deren Elementarteiler s

amtlich gleich 1 sind, wobei  das
Translationsgitter des Idealkristalls im Phasenraum V ist. Bez

uglich derartiger Gitter kann die
Gitterdarstellung der Heisenberggruppe deniert werden oder mit anderen Worten: Auf einer
hauptpolarisierten Abelschen Variet

at kann nichtrelativistische Quantenmechanik betrieben
werden. Die Gitterdarstellung wird detailliert betrachtet. Der harmonische Oszillator wird
in der Gitterdarstellung berechnet und illustriert. Es zeigt sich, da die Eigenfunktionen des
harmonischen Oszillators in der Gitterdarstellung systematisch aus der mit einem Exponential-
faktor multiplizierten Riemannschen Thetafunktion f

ur die zugrundeliegende hauptpolarisierte
Abelsche Variet

at hervorgehen. Die vollst

andigen Eigenfunktionensysteme der Impuls{ sowie
der Ortsoperatoren werden in der Gitterdarstellung aufgestellt und f

uhren zu einer deutlichen
Verbesserung des Galerkinverfahrens f

ur die Berechnung der Bandstruktur des Kristallelek-
trons.
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A Die Bravaisgitter f






Die in der Festk

orperphysik, speziell in der Metall- und Halbleiterphysik betrachteten Kristalle
sind aus mathematischer Sicht hauptpolarisierte Abelsche Variet

aten. Der Abschnitt 2 der vor-
liegenden Arbeit enth

alt den Beweis dieser Aussage, die durch folgende Beobachtung motiviert
wird: Die Thetafunktion auf einer hauptpolarisierten Abelschen Variet

at und die Wellenfunkti-
on eines Elektrons im Idealkristall haben bestimmte Translationseigenschaften gemeinsam. Sei
g 2 N;a; b 2 Q
g
; z 2 C
g
sowie 



















 (n+ a) + 2i
t
(n+ a)(z + b)

(1)
die klassische Thetafunktion [21] mit rationalen Charakteristiken. Es handelt sich um eine holo-






















Das Bloch{Theorem [3] fordert von der Wellenfunktion  
k
(r) eines Elektrons mit den Quan-
tenzahlen k 2 R
3





(r +R) = exp(ikR)  
k
(r); R 2 
(2)
; r 2 R
3
:












urde die Unterschiede zwischen Funktionentheorie und Operatortheorie verkennen, er-
wartete man, da (3) geradezu eine Wellenfunktion, d. h. eine Eigenfunktion eines selbstadjun-
gierten Operators der nichtrelativistischen Quantenmechanik sei. Es mu also ein anderer Zusam-
menhang zwischen der nichtrelativistischen Quantenmechanik und hauptpolarisierten Abelschen
Variet

aten bestehen. Dieser Zusammenhang folgt aus einer Eigenschaft der Translationsgitter 





at ist, bedeutet auch, da  als maximal isotrope Untergrup-
pe des Phasenraumes V angesehen werden kann. Somit kann bez

uglich  die Gitterdarstellung





aquivalente Formulierung der nichtrelativistischen Quan-
tenmechanik vorliegt. Die Gitterdarstellung wird im Abschnitt 3 im Detail betrachtet. Sie geht
insofern

uber das Gebiet der Kristallphysik hinaus, als es gelingt, auch anderen physikalischen
Systemen Gitter zuzuordnen, die maximal isotrope Untergruppen im Phasenraum sind. Ein Bei-
spiel ist der harmonische Oszillator, der im Abschnitt 4 in der Gitterdarstellung durchgerechnet
wird. Dabei wird sichtbar, da das Gitter durch das Potential bestimmt ist. Im Abschnitt 5
wird das Kristallelektron in der Gitterdarstellung betrachtet. Es wird insbesondere ein einfaches
vollst

andiges orthonormiertes Funktionensystem { die Eigenfunktionen des Impulsoperators { f

ur
solche Probleme aufgestellt und zur Verbesserung des Galerkinverfahrens f

ur die Berechnung der
elektronischen Bandstruktur verwendet.
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uber R mit g 2 N; g < 1. Die Basis in V
(2)
sei







































= (0; : : : ; 0; 1; 0;
: : : ; 0) ein Zeilenvektor mit 1 an der j-ten Stelle und
t









Spalten und Elementen ausR;M(n;R) :=
M(n n;R). I
g






















ist ein Gitter [26, S. 32] in V
(2)




heien Gitterpunkte. Im Hinblick
auf die folgenden Darlegungen sei 
(2)
als Ortsgitter und V
(2)
als Ortsraum bezeichnet.
Man denke sich nun irgendeine starre Anordnung A
n
von n (1  n < 1) Atomen oder Mo-
lek

ulen. Man verhefte mit jedem Gitterpunkt aus 
(2)
ein identisches Exemplar von A
n
auf genau
dieselbe Art und Weise, wobei kein Bestandteil der starren Anordnung mit einem Gitterpunkt
zusammenfallen mu. Das derart entstandene Gebilde in V
(2)
besitzt die als Translationssymme-




. Diejenigen anen Transformatio-
nen von V
(2)
auf sich, die den Idealkristall invariant lassen, bezeichnet man als Raumgruppe des
Idealkristalls. Die Raumgruppe enth






oglichen Symmetriegruppen unterscheidet man verschiedene Gittertypen, die Bra-
vaisgitter [13, 3]. Es gibt 1 Bravaisgitter f

ur g = 1, 5 f

ur g = 2 und 14 f

ur g = 3. Die Bravaisgitter
f

ur g = 3 sind im Anhang A (S. 36) abgebildet.















































In der Natur (1  g  3) kommen bei Temperaturen > 0 Kelvin Realkristalle vor. Realkristalle sind von
endlicher r

aumlicher Ausdehnung, zeigen Schwingungen [2] der A
n
, Emission und Absorption von Teilchen sowie
Kristallbaufehler (Punktdefekte, Dislokationen, Disklinationen und Korngrenzen).
Idealkristalle als Abelsche Variet

aten 3






















den Impulsraum und be-

































































































[15, S. 78]. Man





















; ! 2M(g  2g; C); i = 1; 2; : : : ; 2g (9)
die Riemannsche Periodenmatrix ! (vgl. [6, S. 18], [12, S. 304], [18, S. 8] bzw. [26, S. 67]). Von
den Eigenschaften von ! h

angt es ab, ob der komplexe Torus M eine Abelsche Variet

at ist.
Denition 1. Ein komplexer Torus M heit Abelsche Variet

at , wenn er eine projektive algebrai-
sche Variet

at ist, d. h. wenn M algebraisch in den projektiven Raum eingebettet werden kann [12,
S. 301].
Ein Kriterium gibt der
Satz 1. Die Existenz einer positiv deniten hermiteschen Form H auf C
g
und einer ganzzahligen
schiefsymmetrischen Form E auf  mit E = Im H ist notwendig und hinreichend daf

ur, da auf
dem komplexen Torus C
g
= g algebraisch unabh

angige meromorphe Funktionen existieren. Wenn
solche Funktionen auf C
g
= existieren, dann l






n einbetten und ist somit eine projektive Variet

at [20, S. 60].
Es sei also E 2 M(2g;Z) mit
t
E =  E und detE 6= 0 die Matrix der schiefsymmetrischen
ganzzahligen Form E auf  und weiterhin J 2 M(2g;R) mit JJ =  I
2g
eine komplexe Struktur
auf V ; dann ist
H(x;y) := E(Jx;y) + iE(x;y) (10)
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[21, S. 171] die im Satz 1 geforderte positiv denite hermitesche Form genau dann, wenn
E(Jx; Jy) = E(x;y) 8x;y 2 R
2g
(11)
E(Jx;x) > 0 8x 2 R
2g
n f0g: (12)
































der R{lineare Isomorphismus r zwischen V und C
g







































ar. Die komplexe Struktur J auf V kann man mit folgender

Uberlegung berechnen: Man sehe V als die Reellizierung von C
g
an und betrachte nun die
















die komplexe lineare Erweiterung von E und P  W ein komplexer
g{dimensionaler Teilraum von W so, da
E
C





x) < 0 8x 2 P n f0g: (14)
Wegen (11) und (12) folgt P = fix   Jx j x 2 V g (vgl. [21, S. 171] und [23, S. 18]). Mit
z := ix  Jx 2 P; z 2 C
g
;x 2 V folgt
iz = i!x = !ix = !(z + Jx)
iz = i!x = !( ix) = !(










































































































































































































































































































Somit gilt (vgl. [6, S. 69], [12, S. 303], [26, S. 72] bzw. [18, S. 75]):
Korollar (Riemannsche Bedingungen). Der komplexe Torus M = C
g
= ist eine Abelsche
Variet











Nach einem Satz von Frobenius (vgl. [6, S. 75], [12, S. 304] oder [26, S. 65]) gibt es zu jeder
regul

aren ganzzahligen schiefsymmetrischen Matrix E 2M(2g;Z) eine unimodulare (detM = 1)











































j : : : jd
g
















 hermitesch positiv denit. Mit E =  Q hat (17) genau das





















sind die Elementarteiler von E [6, S. 76]. Im Falle D = I
g
liegt eine hauptpolarisierte Abelsche Va-
riet












allt. Im Lichte der Riemannschen Bedingun-
gen ist also ein komplexer Torus genau dann eine Abelsche Variet

at, wenn er eine Polarisation
zul

at [18, S. 72]; daraus folgt dann die Dekomposition des Gitters.
Der Begri des Idealkristalls f

uhrte a priori auf das dekomponierte Gitter (8), so da man
vermuten kann, da C
g
= eine Abelsche Variet

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so da sich der Idealkristall mit dem Gitter (8) ohne Anwendung des Frobeniusschen Satzes als
hauptpolarisierte Abelsche Variet

at erweist, da D = I
g
ist.
Man normalisiert die Periodenmatrix (20), indem man C
g










































































 ist symmetrisch und hat einen positiv deniten Imagin

arteil. Die komplexe Variable bez

uglich


























































































Bemerkung 1. Integriert man die holomorphen Dierentiale auf einer kompakten Riemann

ache
C vom Geschlecht g l

angs der Homologiebasis und faktorisiert C
g
mit dem Ergebnis dieser Integra-
tion, so erh

alt man ebenfalls eine hauptpolarisierte Abelsche Variet

at, die Jacobische Mannigfal-




aten Jacobische Mannigfaltigkeiten sind [20, 25]. Durch Z

ahlung der komple-
xen Parameter stellt man fest, da die g{dimensionalen hauptpolarisierten Abelschen Variet

aten
von g(g+ 1)=2 komplexen Parametern (den Matrixelementen von 
), die allgemeinen kompakten
Riemann

achen vom Geschlecht g > 1 von 3g   3 komplexen Parametern [12, S. 256] und die
hyperelliptischen Riemann











aten Jacobische Mannigfaltigkeiten, genauer gilt
Satz 3 (Kriterium von Matsusaka{Ran). Eine dreidimensionale (g = 3) hauptpolarisierte
Abelsche Variet

at ist entweder die Jacobische Mannigfaltigkeit einer glatten Kurve vom Geschlecht
3 oder das hauptpolarisierte Produkt einer Abelschen Fl

ache mit einer elliptischen Kurve bzw.
dreier elliptischer Kurven [18, S. 348].





oren, kann mittels eines Kriteriums vonMumford [22, x9] f

ur einige der Kristallgitter verneint
werden.
Bemerkung 2. Die allgemeine hauptpolarisierte Abelsche Variet























































vgl. [18, S. 246, Aufg. 10].














































in der Basis von V
(2)




















































































ur x = y das Quadrat der
euklidischen L

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3 Reelle Heisenberggruppe und Gitterdarstellung
Sei G das cartesische Produkt von C

1









G wird zu einer nichtabelschen Gruppe G, wenn als Multiplikation auf G
(;x)  (;y) = ((x;y);x+ y) ;  2 C

1
; x;y 2 V (26)
 : V  V  ! C

1
deniert wird. Damit die Assoziativit

at der Multiplikation auf G gesichert ist, mu  die Relation
(x;y)  (x+ y; z) = (x;y + z)  (y; z) x;y; z 2 V
erf































Denition 2. G heit Heisenberggruppe, wenn ' ein Isomorphismus ist [23, S. 2].
G sei im folgenden immer Heisenberggruppe, sie wird auch als Heis(V ) oder Heis(2g;R) be-
zeichnet.
V ist als Vektorraum auch eine lokalkompakte abelsche Gruppe.
Denition 3. Die abgeschlossene Untergruppe H  V heit isotrop, falls e
HH
 1 ist.
Ist H eine maximale abgeschlossene Untergruppe von V mit e
HH
 1, so heit H maxi-
mal isotrop. F






V j e(x;y) = 1 8y 2 Hg. Man kann zeigen [23, S. 2], da die beiden folgenden Eigenschaften
einer abgeschlossenen Untergruppe H  V

aquivalent sind:
i) H ist isotrop;
ii)  : G  ! V ist zerlegbar

uber H , d. h. es existiert ein Homomorphismus  : H  ! G, so
da    = 1
H
, wobei  die Projektion von G auf V ist.
Bez

uglich der Multiplikation in G ist eine Zerlegung von 

uber H durch eine Funktion
(x) = ((x);x) 8x 2 H (27)









ur die Betrachtung konkreter Darstellungen der Heisenberggruppe ist der fol-
gende
Satz 4 (Stone { von Neumann { Mackey). Sei G Heisenberggruppe. Dann
i) hat G eine eindeutige irreduzible unit

are Darstellung









ii) kann diese Darstellung U f

ur alle maximal isotropen Untergruppen H  V und Zerlegungen
(x) = ((x);x) von 










mebare Funktionen f : V  ! C mit
























iii) sind alle Darstellungen (U;H) mit U

=   id.; 8 2 C

1










Bemerkung 4. Der vorstehende Satz kann wesentlich allgemeiner formuliert und bewiesen werden
[23]. Andere Beweise sind in [10, S. 35] und in [19, S. 276 - 278] zu nden. Die vorliegende
Formulierung von Satz 4 ist eine auf den f









direkte Wiedergabe von [23, S. 1 - 4].
Bemerkung 5. Zur nichtrelativistischen Quantenmechanik gelangt man, wenn man V mit einer
alternierenden nichtausgearteten Bilinearform E versieht und als Phasenraum, d. h. als symplek-
tischen Vektorraum betrachtet sowie eine Beziehung zwischen e(x;y) und E(x;y) herstellt. Das
Auftreten von Funktionalgleichungen auf den maximal isotropen Untergruppen H  V ist das we-
sentliche Ph






ur die innitesimalen Operatoren der Darstellung U
(;y)
.
Bemerkung 6. Die verschiedenen Darstellungen der nichtrelativistischen Operator{Quantenme-
chanik entsprechen der Wahl verschiedener maximal isotroper Untergruppen H  V .
Sei V wieder der Vektorraum aus Abschnitt 2 mit der in Satz 2 zusammengefaten Geometrie.




arer linearer Transformationen von einem Kristallgitter
 auf irgendein anderes Kristallgitter 
0




e(x;y) := exp(2iE(x;y)); x;y 2 V: (29)
Daraus folgt (x;y) = exp(iE(x;y)) und die Heisenberggruppe Heis(V )  Heis(2g;R) ist als
Menge der Paare (;x);  2 C

1
; x 2 V mit der Multiplikation
(;x)  (;y) = ( exp(iE(x;y));x+ y) (30)
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von (;y) 2 Heis(2g;R) folgt aus der Funktionalgleichung nach Satz 4
f






























































































































(vgl. [23, S. 16]).
F






)) = 1; (31)
weil die Form E auf  ganzzahlig ist
4
. Folglich ist  isotrop in V bez

uglich (29).  ist sogar
maximal isotrop in V , weil es kein Gitter
~



























nm);) 8 2 
4





































































































(vgl. [23, S. 17]).
H

wird auch als L
2













alt sie, indem man die
























































































































































































Feagin [8, Kap. 12] bezeichnet die diskrete Approximation der Wellenfunktion in der Orts{ bzw. der Impuls-
darstellung als Gitterdarstellung der Wellenfunktion. Das hat nat

urlich nichts mit der folgenden Denition zu tun.
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ergibt, d. h. Funktionen der Impulsdarstellung '(x
(1)
) sind die Fouriertransformierten der Funk-
tionen der Ortsdarstellung (x
(2)
) [7, x24]. Bei dieser Rechnung ist zu ber

ucksichtigen, da alle
Koordinaten Kristallkoordinaten sind und m 2Z
g





diejenigen eines Gittervektors aus 
(1)
bedeuten.
Neben (34) und (36) gibt es eine weitere Methode [23, S. 28] zur Bildung von Funktionen aus
L
2
(V==). Sei g 2 S(R
2g
































(V==), wie man in direkter Rechnung best

atigt.
Die Heisenberggruppe Heis(V ) ist eine Lie{Gruppe und hat als dierenzierbare Mannigfal-





LieHeis(V ) ist exp(t
~












f 2 H (39)
als innitesimale Operatoren der Darstellung U auf dem Hilbertraum H. Der Denitionsbereich
des Grenzwertes (39) wurde von Cartier [4] untersucht
6

















































exp(tC) = (exp(2it); 0)
6
Vgl. auch [10, Ch. 1].
7
Der Vektor A ist nicht mit der Matrix A des Kristallkoordinatensystems zu verwechseln.
14 U. Krause










































































als Ortsvektor und x
(1)




als die Ortsoperatoren und die U
B
j











































Um die #{Funktionen als Matrixelemente darstellen zu k

onnen, betrachtenMumford et al.
[23, S. 22] f

ur beliebiges 























i = 1; 2; : : : ; g









= 0 i = 1; 2; : : : ; g: (46)




















i = 1; 2; : : : ; g
















ur k 6= l im allgemeinen nicht miteinander kommutieren. Sie werden daher
in dieser Arbeit nicht als Vernichter bzw. Erzeuger bezeichnet.
Trotzdem lohnt es sich, die L

osung von (46) in der Orts{ wie auch in der Impulsdarstellung
zu berechnen und beide L

osungen in die Gitterdarstellung zu transformieren. Aus physikalischer
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Auf den ersten Blick sehen (47) und (48) nicht wie h












alt nun mit Hilfe




















































































































; j = 1; 2; : : : ; g derselbe Zustand in der Gitterdarstellung erreicht. Dies
wirft ein gewisses Licht auf die Gitterdarstellung. In der Orts{ bzw. der Impulsdarstellung sind 







Funktionen von Ort und Impuls und m



































nur zu Aussagen modulo des Gitters  herangezogen werden.




p in der Gitterdarstellung erfordert
zwei Standarddenitionen [1, 14, 27]:
Denition 4. Zwei Punkte x;y 2 V heien kongruent bez





 V heit Fundamentalbereich von V bez

uglich , wenn F

zu jedem Punkt





ist weder abgeschlossen noch oen. Der einfachste Fundamentalbereich in V f

ur das Gitter





; i = 1; 2 die Abbildung eines Vektors aus V
(i)




























































































































; i = 1; 2 als beliebigen Gittervektoren.






















































































































































































































in V= ist oensichtlich.




p liegen bekanntlich weder in der Ortsdarstellung














urlich gebliebenen Gittervektoren 
(i)
; i = 1; 2 kann in Abh

angigkeit
von dem betrachteten Problem verf

ugt werden. Dies geschieht in Abschnitt 5.
4 Der harmonische Oszillator in der Gitterdarstellung
Ein harmonischer Oszillator ist ein einzelner Massepunkt, der sich in einem Potential bewegt, das
durch eine reelle symmetrische positiv denite quadratische Form der Ortsoperatoren gegeben





Vektoroperatoren in den Kristallkoordinaten. Da man zur Betrachtung der Gitterdarstellung ein
beliebiges, aber xiertes Kristallgitter  (vgl. die Abschnitte 2 und 3) ben

otigt, wird man zun

achst































































Man kann nachrechnen, da der Hamiltonoperator (55) in der Ortsdarstellung und in cartesischen




























gegeben ist. Man sieht, da mit dieser Konstruktion alle Kristallgitter denselben Hamiltonoperator
erzeugen. Das ist v

ollig korrekt, denn durch die Benutzung von E (J(); ()) wird gar kein Potential
auf dem Gitter vorgegeben, sondern es werden nur Abst

ande im Gitter gemessen.




























































Der Ansatz M = N
t















































Man hat jetzt zwei Schritte zu unternehmen, um das Eigenwertproblem zu l

osen: (1) Transfor-








, die auch symmetrisch und positiv
denit ist; (2)

Ubergang zu dimensionslosen Variablen.
Dabei kommt es zu Transformationen zwischen verschiedenen Kristallgittern. Solche Trans-










































detB 6= 0; B 2M(g;R)

























































































Diese Formeln sind oensichtlich unabh

angig von der gew













































































auf der Hauptdiagonalen; Q enth










. Im Falle der Entartung einiger Eigenwerte werden die Eigenvektoren in Q als






















































































































































a eine Diagonalmatrix mit strikt positiven Hauptdiagonalelementen.
p
D
ist dann einfach diejenige Diagonalmatrix, auf deren Hauptdiagonale die positiven Wurzeln der




































































































































































































ist eine Funktion j0i aus dem Darstellungsraum ausgezeichnet, aus der sich wegen (60) { (62) das





























; : : : ; n
g




























































































Diesen gut bekannten Tatsachen kann man eine andere Nuance abgewinnen, wenn man die
Rechnungen nun in der Gitterdarstellung durchf

uhrt. Der (nicht normierte) Grundzustand in der


























































































































































































gesetzt. Die angeregten Zust

ande des harmonischen Oszillators kann man direkt in der Gitterdar-
stellung berechnen und mit dem Programm aus Anhang B.1 (S. 40) den Absolutbetrag angeregter
Zust

ande graphisch darstellen. Mit der Eingabe plotanfT6D[f12; 9;0g;4Pi
^
2 IdentityMatrix[3]]







uberein, man kann daher Abb. 1 auch als Darstellung des Absolutbetrages des zw

olften,
neunten und nullten angeregten Zustandes eines r

aumlich eindimensionalen harmonischen Oszil-
lators in der Gitterdarstellung auassen.






























ist der Grundzustand dieses r




























































































ande eines harmonischen Oszillators in der Gitterdarstellung. jf
0
















j ist x die reziproke Ortsvariable und y die Ortsvariable. Das kleine Dreieck in der Ecke
legt die Orientierung fest.
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lationsinvarianz in der Tat die in Abb. 1 sichtbare vierz

ahlige Symmetrie.
Bemerkung 9. Der harmonische Oszillator ist eine Aufgabe der nichtrelativistischen Quantenme-
chanik ohne translationssymmetrisches Potential. Das
"
Kristallgitter\  in V wurde durch die
Eigenvektoren der Potentialmatrix festgelegt. Es war dann m

oglich, in V= die Eigenfunktionen
und Eigenwerte des harmonischen Oszillators in der Gitterdarstellung zu berechnen. Diese Darstel-
lung ist

aquivalent zu den anderen Darstellungen der Quantenmechanik und man kommt zu dem
Schlu, da es zur Berechnung eines Quantensystems gen

ugt, dieses im Fundamentalbereich eines
geeignet gew






ur das Quantensystem in Betracht kommen.
5 Das Kristallelektron in der Gitterdarstellung
Ein Kristallelektron ist ein einzelner Massepunkt, der sich in einem Potential bewegt, das durch
eine periodische Funktion der Ortsoperatoren gegeben ist. Sei m die Masse des Elektrons. Der
Hamiltonoperator f
















p + V (
^
q): (63)
Denition 6. V (
^




(vgl. Satz 2), falls V (
^











ublich die Koordinaten eines Gittervektors aus 
(2)
bezeichnet.
(63) ist in der Festk















ordnet, die auf den Funktionen des Darstellungsraums der Heisenberggruppe operieren. Explizit










ur Translationen um Vektoren aus 
(1)














ur Translationen um Vektoren aus 
(2)





ur Rechnungen mit den Translationsoperatoren ben
































B] = ,  eine Konstante und f(
^











































q) eine analytische Funktion von
^



































































































(m) ein simultanes System von Eigenfunktionen haben.
Unter den Eigenfunktionen von ^
(2)
(m) sind die Eigenfunktionen von
^
p, welche hier darstel-
lungsunabh

angig mit  
(1)














ur die Impulseigenfunktionen. Wegen der Simultanit


































gelten. Die Gleichung (70) heit in der Festk

orperphysik Blochtheorem und wird in der Funktio-




ur die Wellenfunktion  () als
L

osung des Eigenwertproblems (69) m

ussen so beschaen sein, da (70) erf

ullt wird. Daraus folgt
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Das Blochtheorem (70) stellt nur in der Ortsdarstellung eine neue Aussage dar; in der Gitter-

















































































Deniert man 8 f 2 L
2




































































Diese Gleichung kann zur Denition von ^
(1)



























War das Blochtheorem in der Gitterdarstellung im wesentlichen eine Folge der Denition, so ist
die folgende Aussage in der Ortsdarstellung trivial, jedoch f

ur die Gitterdarstellung sehr wichtig,
weil
^
q hier einen Dierentialoperator (42) enth

alt:
Satz 6. Sei V (
^
q) eine analytische Funktion von
^































Beweis. Nach Voraussetzung ist V (
^




, so da V (
^
q) in eine Fourierreihe mit
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Bemerkung 10. Der vorstehende Satz wurde zuerst von Zak (vgl. [32]) aufgestellt und bewiesen.
In vollst




































periodische analytische Funktion und f 2 L
2
(V==) sei.
Obwohl man aus physikalischer Sicht bei V (
^
q) = V (x
(2)
)  0 nicht mehr wei, welches Kri-
stallgitter vorliegt, sei ein Kristallgitter  xiert und V (
^



















p wird jetzt aus den Impulseigenfunktionen (51) ein
vollst






















































































angen auer von x
(1)




ab. Erwartet werden in der
Festk















) 8 2 N (73)
erf

ullen. In Anbetracht von (72) bedeutet die Forderung (73), mit Hilfe der Gittervektoren 
(1)
aus
dem parallelepipedischen Fundamentalbereich von 
(1)
unendlich viele neue, durch  indizierte
Fundamentalbereiche so zusammenzubauen, da (73) erf

ullt wird.
Fundamentalbereiche (Def. 5, S. 16) sind weder abgeschlossen noch oen. Die Bedingung (73)
legt die folgende Denition [14] nahe:












zu jedem Punkt x 2 V einen kongruenten Punkt enth

alt;
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Das einfachste Beispiel einer Fundamentalzone f

ur  in V ist das Parallelepiped mit Kristallko-
ordinaten aus [0; 1]
2g
















































































































































































































































Man xiert ein  2 N und betrachtet die Ungleichungen (77) f

ur alle Indices  <  sowie f

ur






















































































































 =  + 1;  + 2; : : :




































































































 =  + 1;  + 2; : : : (82)
erf



































































) ist also eine Hyperebene in V
(1)
, die den Gittervektor 
(1)
halbiert. Die Hyperebene  (
(1)
)
ist zu dem Gittervektor 
(1)


















nf0g durch seine Hyperebene  (
(1)
) vom Ursprung




















vom Ursprung abschirmen, w

































, dann liegt y
(1)
auf mindestens einer der Hyperebenen, die zu den in (79) und
(80) auftretenden Gittervektoren geh













oer oder gleich  1 ist, wobei S(y
(1)
) die Anzahl der Hyperebenen bedeutet,
die y
(1)
vom Ursprung abschirmen und M(y
(1)
) die Anzahl der Hyperebenen, auf denen y
(1)
liegt.

































) ist die Anzahl der Hyperebenen, auf denen y
(1)
liegt











ur die die Ungleichungen
0  S(y
(1)
)     1 und

















sind die Brillouinzonen [1, 14, 17, 27, 28]. Sie wurden diesmal nicht {
wie

ublich { aus Nachbarschaftsbeziehungen im reziproken Gitter [1, 14, 27] oder aus der Beu-
gungstheorie von Elektronen in Kristallen [17, 28] abgeleitet, sondern zur Ordnung der von den
























tung [27]: Sei M(x
(1)0
) = m, d. h. x
(1)0
































































































{kongruenten Punkte auf allen Hyperebenen  (
(1)










ur, da die Brillouinzonen in der Tat Fundamentalzonen sind, ndet










































































































, der Fundamentalbereiche b

und der Funktionen B

(86) gestattet es, die Eigenfunktionen des Impulsoperators
^
p in der Gitterdarstellung parameterfrei
aufzuschreiben.
Satz 7. Der Impulsoperator
^

















































































und 8 2 N:























































































































































Man sieht leicht ein, da f













(vgl. (86)) mit der Menge aller Gittervektoren aus 
(1)



























































urde der Punkt x
0
(1)
















) geben, die x
(1)





im Widerspruch zur Konstruktion 
(1)
{kongruente Punkte enthielte. Schlielich gibt



































beweisen. Das geschieht mit Hilfe eines Argumentes vonMumford [21, x2], welches auch f

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Bemerkung 12. Auch die Ortseigenfunktionen (52) auf Seite 16 k

onnen umgeschrieben werden,




uglich des Gitters 
(2)




, die Fundamentalbereiche b
























uhren. Diese Eigenfunktionen von
^
q
























;  2 N: (88)
Im Ortsraum V
(2)
ist die Bezeichnung Brillouinzone nicht

ublich, obschon es sich geometrisch
um dieselbe Konstruktion wie im Impulsraum V
(1)
handelt. Die erste Brillouinzone im Orts-
raum heit in der Festk

orperphysik Wigner{Seitz{Zelle, in der Theorie der Zahlengitter Dirichlet{
oder Voronoi{Zelle. Um einer Verwechselungsgefahr vorzubeugen, sollte man die Funktionen (88)
endg























;  2 N; (89)






























































(k) das k-te Randst
























p sind. Dies ergibt sich nat

urlich unmittelbar aus dem Vergleich von (87)





q zeichnen oensichtlich innerhalb von L
2
(V==) je einen Hilbertraum










































Beim Beweis von Satz 7 (S. 29) wurde die Eigenschaft (90) wesentlich benutzt.








q) danach unterschieden werden,
ob ihr Eigenfunktionensystem in L
2





























q) als Operator mit periodischem Potential V (
^





















































lauten. Diese Funktionen gen










orperphysik anscheinend unbekannt und werden auch von Skriganov nicht in der
klaren Form (92) geschrieben.













benutzen, um mit einem Galerkin-











und diese Berechnung mit der gewohnten Entwicklung nach ebenen Wellen zu vergleichen.















































































































































l = 1; 2; : : : (93)




. Man kann voraussetzen, da das
Potential beschr












ugend groes l (und beliebiges
























damit nehmen die Eigenwerte von (93) f






















an. Bei solchen Werten kann man das Galerkinverfahren (93) abbrechen und ein endliches Problem
erhalten, weil dann auch die Eigenfunktionen (87) bekannt sind.
Im Gegensatz dazu entwickelt man gew

ohnlich in der Ortsdarstellung (vgl. [17, S. 100], [28,





































































osung des Eigenwertproblems (71).
Die Unterschiede zwischen (93) und (94) sind die folgenden:
 (93) geht bei hohen Energien und beschr

ankten Potentialen klar in den potentialfreien Fall









ur beliebige Dimensionen g 2 N nur von einem
Index j 2 N ab.







von g Indices aus Zab.




achtigt, da die Ermitt-
lung der Brillouinzonen f

ur g > 2 kompliziert ist.
Die Ersetzung von (71) durch (93) entspricht dem

ublichen Vorgehen in der St

orungstheorie





























































































































































































































































q) des direkten Integrals liefert
und kann nun einige S

atze aus [24] heranziehen, um den

Ubergang von (71) zu (93) zu rechtferti-

















q) { beide Operatoren in der








) { je ein vollst

andiges orthonormiertes Eigenfunk-





orungsreihe [24, S. 5], [16, x38] zur Berechnung der St

orung eines




) infolge des periodischen Potentials. Die St

orungs-
reihe konvergiert, wenn man zus



































































Sei als Beispiel das Eigenwertproblem (71) mit dem Potential V (q^) = #(q^; iY ) f

ur g = 1


























































(   1)=2  ungerade;
dabei ist oor(x) die gr

ote ganze Zahl, die nicht gr

oer als x 2 R ist.
Das Programm aus Anhang B.2 (S. 43) erzeugt aus der Eingabe plotBandS[f1; 2;3g;10;1=7]







Herrn Prof. Dr. H. Gajewski (WIAS) danke ich sehr herzlich f

ur die meinerseits als Gl

ucksfall
empfundene Gelegenheit, die vorliegende Arbeit in seiner Forschungsgruppe anzufertigen.
Herrn Prof. Dr. J. Frehse (Rheinische Friedrich{Wilhelms{Universit






utzung der Arbeit in den Jahren 1994 und 1995.
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aumlich eindimensionalen Kristalls mit dem
Potential aus Abb. 3


















A Die Bravaisgitter f

ur g = 3
Zur Veranschaulichung der Bravaisgitter im dreidimensionalen Raum V
(2)
zeigen die Abbildungen
4 bis 17 die konventionellen Einheitszellen
8
und die Basisvektoren der Elementarzellen dieser Git-
ter [13]. In den Bildunterschriften bezeichnen a; b bzw. c die Kantenl

angen der konventionellen
Einheitszelle. Der Einfachheit halber wurde stets eine Kante der konventionellen Einheitszelle par-
allel zu e
01

































oer als Null sind. Die Matrix A
enth

alt dann jeweils zeilenweise die Basisvektoren von 
(2)
. Durch geeignete Parallelverschiebun-
gen dieser Vektoren erh

alt man die Elementarzelle des jeweiligen Gitters 
(2)
, die nach Konstruk-
tion eine Fundamentalzone dieses Gitters ist.
Abbildung 4: triklin  
r






















Abbildung 5: monoklin einfach  
m














Das monoklin zentrierte Gitter (Abb. 6) kann auch monoklin basiszentriert aufgestellt werden.
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Abbildung 7: orthorhombisch einfach  
v
































































































Abbildung 11: tetragonal einfach  
q











































Abbildung 13: hexagonal  
h
a = b, c beliebig,  =  = 90

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Abbildung 14: trigonal (rhomboedrisch)  
rh




















Abbildung 15: kubisch einfach  
c








































































Die Programme sind in Mathematica [31] geschrieben.
B.1 Harmonischer Oszillator
BeginPackage["holr`", "Utilities`FilterOptions`"]
a0fT::usage = "a0fT[x1, x2, dj] berechnet den Wert der Wellenfunktion des
Grundzustandes eines raeumlich eindimensionalen harmonischen
Oszillators mit der einreihigen Periodenmatrix T = I dj/(2 Pi) an der
Stelle (x1, x2) unter Benutzung von EllipticTheta[3, ...]."
a1fT::usage = "a1fT[x1, x2, dj] := _a_ a0fT[x1, x2, dj], wobei _a_ der
Erzeugungsoperator eines raeumlich eindimensionalen harmonischen
Oszillators mit der einreihigen Periodenmatrix T = I dj/(2 Pi)
sei. Zur Berechnung werden die Standardfunktionen
EllipticTheta[3, ...] und EllipticThetaPrime[3, ...] benutzt."
anfT::usage = "anfT[n, x1, x2, dj] := (_a_)^n anfT[0, x1, x2, dj] berechnet den
Wert der Wellenfunktion des n-ten angeregten Zustandes eines raeumlich
eindimensionalen harmonischen Oszillators mit der einreihigen
Periodenmatrix T = I dj/(2 Pi) an der Stelle (x1, x2). Fuer n = 0, 1
werden die elliptischen Thetafunktionen von Mathematica nicht genutzt."
testa0fT::usage = "testa0fT[k] berechnet k mal an zufaellig gewaehlten Stellen
(x1, x2) mit zufaelligem dj den Wert der Wellenfunktion des
Grundzustandes auf zwei unterschiedliche Weisen: anfT[0, x1, x2, dj]
und a0fT[x1, x2, dj]."
testa1fT::usage = "testa1fT[k] berechnet k mal an zufaellig gewaehlten Stellen
(x1, x2) mit zufaelligem dj den Wert der Wellenfunktion des ersten
angeregten Zustandes auf zwei unterschiedliche Weisen:
anfT[1, x1, x2, dj] und a1fT[x1, x2, dj]."
testqpS::usage = "testqpS[n, k, opts] berechnet k mal an zufaellig gewaehlten
Stellen (x1, x2) mit zufaelligem dj die Werte anfT[n, x1, x2, dj] und
Sqrt[-2 Pi I/dj] I^n Exp[Pi I/4] anfT[n, x2, -x1, 4 Pi^2/dj].
Diese beiden Werte muessen uebereinstimmen. Die Optionen opts werden
gefiltert an NSum uebergeben."
plotanfT::usage = "plotanfT[n, dj, {x1min, x1max, x2min, x2max}, opts]
zeichnet den Absolutbetrag der Wellenfunktion des n-ten angeregten
Zustandes eines raeumlich eindimensionalen harmonischen Oszillators
mit der einreihigen Periodenmatrix T = I dj/(2 Pi) im Gebiet
[x1min, x1max] x [x2min, x2max]. Die Optionen opts werden gefiltert
global an NSum und an Plot3D uebergeben."
finit::usage = "finit -> True ist Default fuer plotanfT. anfT wird dann
mit endlichen, gebietsabhaengigen Grenzen aufgerufen."
plotanfT6D::usage = "plotanfT6D[{n1, n2, n3}, V] zeichnet den Absolutbetrag
der Wellenfunktion des {n1, n2, n3}-ten angeregten Zustandes eines
raeumlich dreidimensionalen harmonischen Oszillators mit der positiv
definiten symmetrischen Potentialmatrix V im Gebiet
[0, 1] x [0, 1] x [0, 1] x [0, 1] x [0, 1] x [ 0, 1] in dem
Koordinatensystem, in dem sich die Veraenderlichen trennen lassen.
Zu diesem Zweck wird V mit einer Aehnlichkeitstransformation
diagonalisiert. Die dreireihige Periodenmatrix T in den neuen
Koordinaten ist T = I DiagonalMatrix[Sqrt[Eigenvalues[V]]]/(2 Pi).
Wegen der Trennung der Veraenderlichen lae3t sich eine besondere
Darstellungsweise waehlen, bei der der Absolutbetrag je eines der
drei Faktoren der Wellenfunktion ueber einer der drei sichtbaren
Seiten eines Wuerfels abgetragen wird."




Options[plotanfT] = {finit -> True};
SetOptions[NSum, Method -> Fit];
a0fT[x1_, x2_, (dj_)?Positive] := Exp[-x2 (Pi I x1 + dj x2/2)]*\
EllipticTheta[3, (I dj x2/2 - Pi x1), Exp[-dj/2]] // N
a1fT[x1_, x2_, (dj_)?Positive] := Exp[-x2 (Pi I x1 + dj x2/2)]*\
(2 I dj x2 EllipticTheta[3, (I dj x2/2 - Pi x1), Exp[-dj/2]] + \
dj EllipticThetaPrime[3, (I dj x2/2 - Pi x1), Exp[-dj/2]])/Sqrt[2 dj] // N





Simplify[(-I*D[#, v2] + Pi*v1*# - dj/(2 Pi)*(D[#, v1] - Pi*I*v2*#))]&,
E^(-((v2 + 2 n) (Pi I v1 + dj v2/2) + n^2 dj/2)), j]\
/Sqrt[j! (2 dj)^j]) //. {v1 -> x1, v2 -> x2}],
{n, s0, s1}]
] /; j < 16
anfT[(j_Integer)?NonNegative, x1_, x2_, (dj_)?Positive,
s0_:DirectedInfinity[-1], s1_:DirectedInfinity[1]] :=
Module[{n, v1, v2, localWP = Options[NSum, WorkingPrecision][[1, 2]], iP, nE},
iP = N[Pi, localWP];
nE = N[E, localWP];
NSum[Evaluate[
(Nest[
Simplify[(-I*D[#, v2] + Pi*v1*# - dj/(2 Pi)*(D[#, v1] - Pi*I*v2*#))]&,
E^(-((v2 + 2 n) (Pi I v1 + dj v2/2) + n^2 dj/2)), j]\
/Sqrt[j! (2 dj)^j]) //. {v1 -> x1, v2 -> x2, E -> nE, Pi -> iP}],
{n, s0, s1}]
] /; j > 15
affineT[(m_List)?MatrixQ, (t_List)?VectorQ, (v_List)?VectorQ] :=
m . v + t /; Length[Transpose[m]] == Length[v] && Length[m] == Length[t]
testa0fT[n_Integer] :=
Module[{i, v1, v2, v3, iP, r1, r2, r3,
localWP = Options[NSum, WorkingPrecision][[1, 2]]},
iP = N[Pi, localWP];
For[i = 1, i < n + 1, i++,
{v1, v2, v3} = Random[Real, #, localWP]& /@ {{-10, 10}, {-10, 10},
{iP/10, 10 iP}};
{r1, r2, r3} = Rationalize[{v1, v2, v3}, 0];
Print[i, ". x1 = ", v1, " x2 = ", v2, " dj = ", v3];
Print[" a0fT = ", a0fT[v1, v2, v3]];
Print[" a^0 fT = ", anfT[0, r1, r2, r3]]
]
] /; n > 0
testa1fT[n_Integer] :=
Module[{i, o1, o2, o3, v1, v2, v3, jf, r1, r2, r3,
localWP = Options[NSum, WorkingPrecision][[1, 2]]},
iP = N[Pi, localWP];
jf = Function[{o1, o2, o3}, Evaluate[anfT[1, o1, o2, o3]]];
For[i = 1, i < n + 1, i++,
{v1, v2, v3} = Random[Real, #, localWP]& /@ {{-10, 10}, {-10, 10},
{iP/10, 10 iP}};
{r1, r2, r3} = Rationalize[{v1, v2, v3}, 0];
Print[i, ". x1 = ", v1, " x2 = ", v2, " dj = ", v3];
Print[" a1fT = ", a1fT[v1, v2, v3]];
Print[" a^1 fT = ", jf[r1, r2, r3]]
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]
] /; n > 0
testqpS[(j_Integer)?NonNegative, n_Integer, opts___Rule] :=
Module[{i, o1, o2, o3, v1, v2, v3, jf, oldOptsNSum, localWP, iP, r1, r2, r3},
oldOptsNSum = Options[NSum];
SetOptions[NSum, Method -> Fit, FilterOptions[NSum, opts]];
localWP = Options[NSum, WorkingPrecision][[1, 2]];
iP = N[Pi, localWP];
jf = Function[{o1, o2, o3}, Evaluate[anfT[j, o1, o2, o3]]];
Print[StringJoin[" W1 := anfT[", ToString[j], ", x1, x2, dj]"]];
Print[StringJoin[" W2 := Sqrt[-2 Pi I/dj] I^", ToString[j],
" Exp[Pi I/4] anfT[", ToString[j], ", x2, -x1, 4 Pi^2/dj]"]];
For[i = 1, i < n + 1, i++,
{v1, v2, v3} = Random[Real, #, localWP]& /@ {{-10, 10}, {-10, 10},
{iP/10, 10 iP}};
{r1, r2, r3} = If[j < 16,
Rationalize[{v1, v2, v3}, 0],
{v1, v2, v3}];
Print[i, ". x1 = ", v1, " x2 = ", v2, " dj = ", v3];
Print[" W1 = ", jf[r1, r2, r3]];
Print[" W2 = ",
Sqrt[-2 iP I/r3] (I^j) Exp[iP I/4] jf[r2, -r1, 4 Pi^2/r3]
]
];
(SetOptions[NSum, #]& /@ oldOptsNSum);
Null
] /; n > 0;
(* g = 1: T = I dj/(2 Pi) *)
plotanfT[(j_Integer)?NonNegative, (dj_)?Positive, ll_List, opts___Rule] :=
Module[{xu, xo, yu, yo, s0, s1, jf, x1, x2, y1, y2, localWP},
{xu, xo, yu, yo} = ll;
s0 = Floor[-yu - N[Sqrt[yu^2 - 2 Log[$MachineEpsilon]/dj]]];
s1 = Floor[-yo + N[Sqrt[yo^2 - 2 Log[$MachineEpsilon]/dj]]] + 1;
SetOptions[NSum, Method -> Fit, FilterOptions[NSum, opts]];
localWP = Options[NSum, WorkingPrecision][[1, 2]];
SetOptions[Plot3D,
BoxRatios -> {1, 1, 1}, PlotPoints -> 73,
FaceGrids -> {{0, 0, -1}},
AxesLabel -> {"Impuls/hPlanck", "Ort", None},
ClipFill -> None, PlotRange -> All,
AxesEdge -> {Automatic, {1, -1}, Automatic},
PlotLabel -> StringJoin["|a^", ToString[j], " f_[",
ToString[I N[dj/(2 Pi)]], "]|"],
DisplayFunction -> $DisplayFunction,
FilterOptions[Plot3D, opts]];
If[finit /. {opts} /. Options[plotanfT],
jf = Compile[{{x1, _Real}, {x2, _Real}},
Evaluate[anfT[j, x1, x2, N[dj, localWP], s0, s1]]],
jf = Compile[{{x1, _Real}, {x2, _Real}},
Evaluate[anfT[j, x1, x2, N[dj, localWP]]]]
];
Plot3D[Abs[jf[y1, y2]] // N, {y1, xu, xo}, {y2, yu, yo}]
] /; VectorQ[ll] && Length[ll] == 4 && Apply[And, OrderedQ /@ Partition[ll, 2]]
plotanfT6D[reiz_List, mm_List] :=
Module[{ev, ll, picz, picy, picx, label},
ev = {}; ll = {0, 1, 0, 1};
ev = Sqrt[Eigenvalues[mm]];
picz = Graphics3D[plotanfT[reiz[[1]], ev[[1]], ll,
PlotPoints -> 43, DisplayFunction -> Identity]];
picy = If[reiz[[2]] == reiz[[1]] && ev[[2]] == ev[[1]], (*then*) (*else*)
picz, Graphics3D[plotanfT[reiz[[2]], ev[[2]], ll,
PlotPoints -> 43, DisplayFunction -> Identity]]];
picx = If[reiz[[3]] == reiz[[2]] && ev[[3]] == ev[[2]], (*then*) (*else*)
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picy, Graphics3D[plotanfT[reiz[[3]], ev[[3]], ll,
PlotPoints -> 43, DisplayFunction -> Identity]]];
label = StringJoin["|a^{", ToString[reiz[[1]]], ", ",
ToString[reiz[[2]]], ", ", ToString[reiz[[3]]],
"} f_[I diag[", ToString[N[ev[[1]]/(2 Pi)]], ", ",
ToString[N[ev[[2]]/(2 Pi)]], ", ",
ToString[N[ev[[3]]/(2 Pi)]], "]]|"];
pseudoPlot6Space[{picz, picy, picx}, label]
] /; (VectorQ[reiz, NonNegative] && Length[reiz] == 3 &&
MatrixQ[mm] && mm - Transpose[mm] == DiagonalMatrix[{0, 0, 0}] &&
VectorQ[Eigenvalues[mm], Positive])
pseudoPlot6Space[gl_List, bla_String] :=
Module[{gz, gy, gx, hx, hy, hz, wuerfel, mx, my},
mx = {{0, 0, 1}, {0, 1, 0}, {-1, 0, 0}};
my = {{1, 0, 0}, {0, 0, -1}, {0, 1, 0}};
wuerfel = {{Thickness[0.001], Line[{{0, 0, 0}, {1, 0, 0}}],
Line[{{0, 0, 0}, {0, 1, 0}}], Line[{{0, 0, 0}, {0, 0, -1}}],
Line[{{1, 1, -1}, {0, 1, -1}}], Line[{{1, 1, -1}, {1, 0, -1}}],
Line[{{1, 1, -1}, {1, 1, 0}}], Line[{{1, 0, 0}, {1, 1, 0}}],
Line[{{1, 1, 0}, {0, 1, 0}}], Line[{{0, 1, 0}, {0, 1, -1}}],
Line[{{0, 1, -1}, {0, 0, -1}}], Line[{{1, 0, 0}, {1, 0, -1}}],
Line[{{1, 0, -1}, {0, 0, -1}}]},
{Polygon[{{0.9, 0, 0}, {1, 0, 0}, {1, 0.1, 0}}],
Polygon[{{0.9, 0, -1}, {1, 0, -1}, {1, 0, -0.9}}],
Polygon[{{1, 0, -0.9}, {1, 0, -1}, {1, 0.1, -1}}]},
{AbsoluteThickness[2], Line[{{0, 0, 0}, {0.2, 0, 0}}]},
{AbsoluteThickness[2], AbsoluteDashing[{2, 3}],
Line[{{0, 0, 0}, {0, 0.2, 0}}]}
};
{gz, gy, gx} = gl;
{hz, hy, hx} = (FullOptions[#, PlotRange][[3, 2]])& /@ gl;
Show[Graphics3D /@ {Identity @@ Take[gz, 1],
MapAt[affineT[my, {0, 0, -1}, #]&, Apply[Identity, Take[gy, 1]],
Position[Apply[Identity, Take[gy, 1]], {_, _, _}]],
MapAt[affineT[mx, {1, 0, 0}, #]&, Apply[Identity, Take[gx, 1]],
Position[Apply[Identity, Take[gx, 1]], {_, _, _}]],
wuerfel},
PlotLabel -> bla,
BoxRatios -> {1 + hx, 1 + hy, 1 + hz},
Axes -> True,
AxesEdge -> {{-1, -1}, {-1, 1}, {1, 1}},
Ticks -> {Table[{j0, ToString[N[j0 - 1]]},
{j0, 1, 1 + Floor[2 hx]/2, 1/2}],
Table[{j0, ToString[N[-j0]]}, {j0, -Floor[2 hy]/2, 0, 1/2}],






(* Bemerkung zu testqpS:
Bei hoeheren angeregten (n > 7) Zustaenden muss man die NSum-Optionen
WorkingPrecision, NSumTerms und NSumExtraTerms mit der Quantenzahl n





b1::usage = "b1[ny, x1] weist der Impulsvariablen x1 (g = 1) ihre bezueglich
des Impulsgitters (in Kristallkoordinaten sind das die ganzen Zahlen Z)
kongruente Stelle in der ny-ten Brillouinzone zu."
w1::usage = "w1[ny, x2] weist der Ortsvariablen x2 (g = 1) ihre bezueglich des
Ortsgitters (in Kristallkoordinaten sind das die ganzen Zahlen Z)
kongruente Stelle in der ny-ten (Orts)Brillouinzone zu."
electronM1DT::usage = "electronM1DT[n, Y, x1] stellt fuer das in
Kristallkoordinaten gegebene Potential EllipticTheta[3, Pi x2,
Exp[-Pi Y]] die n-reihige Matrix fuer das Eigenwertproblem der
raeumlich eindimensionalen Schroedingergleichung in der
Gitterdarstellung an der Stelle x1 in atomaren Einheiten auf."
plotBandS::usage = "plotBandS[bal, n, Y] zeichnet die Eigenwerte bal der
Matrix electronM1DT ueber der ersten Brillouinzone."
Begin["`uk`"]
b1[ny_Integer, x1_] := Module[{xs = x1 - Floor[x1 + 1/2]},
If[Ceiling[x1] - Floor[x1] == 0,
(-1)^(ny + 1) Floor[ny/2],
xs - (-1)^ny Sign[xs] Floor[ny/2]
]
] /; ny > 0
w1[ny_Integer, x2_] := Module[{xs = x2 - Floor[x2 + 1/2]},
If[Ceiling[x2] - Floor[x2] == 0,
(-1)^(ny + 1) Floor[ny/2],
xs - (-1)^ny Sign[xs] Floor[ny/2]
]
] /; ny > 0
electronM1DT[n_Integer, Y_, x1_] := (* n := MatrixGroe3e *)
Module[{y0},
Table[If[j == l,
1 + 4 Pi^2 Y b1[j, x1]^2,
E^(-Pi Y (b1[j, x1] - b1[l, x1])^2)],
{j, n}, {l, n}]
] /; n > 0 && Y > 0





{x, -1/2, 1/2}, DisplayFunction -> Identity,
PlotStyle -> AbsoluteThickness[0.0001]
], {i, Length[bal]}];
Show[lpic, DisplayFunction -> $DisplayFunction,
PlotLabel -> "Y = " <> ToString[N[Y]],
Frame -> True, FrameLabel -> {"x1", "E"}
]
] /; Y > 0 && VectorQ[bal, IntegerQ] && n > Max[bal] && Min[bal] > 0
End[ ]
(* Protect[ ] *)
EndPackage[ ]
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