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CHAPTER I
INTRODUCTION

1.1

Meiotic Recombination
Meiotic recombination, the exchange of genetic material between homologous chromosomes

during meiosis, plays an important role in generating and maintaining the diversity of life on Earth.
Crossover events generate new combinations of alleles not present in parental genomes, diversifying
offspring, and the rate at which they occur is an important determinant of the efficacy of selection
[21, 33]. In concert with mutation, intra-genomic variation in recombination rate shapes major
features of the genomic landscape, including nucleotide diversity, codon bias, base composition,
and repetitive element density [30]. In addition to these evolutionary implications, recombination
is also a vital cellular process. In most eukaryotes, at least one crossover per chromosome is
necessary for proper chromosomal pairing and segregation during gametogenesis [19]. Improper
segregation results in aneuploid gametes that typically do not produce fertile offspring.

1.2

Recombination Rate
Although meiotic recombination is a fundamental evolutionary parameter and is a necessary

process during gametogenesis, the rate of recombination is not evolutionarily conserved [44]. Recombination rate, measured as crossovers per chromosome, varies between species [43], between
populations of a given species [9, 39], between sexes [28, 41], between individuals of a population
1

[17, 26], and between the gametes of an individual [5, 22, 25, 31, 42]. Importantly, this observed
variation is heritable [7, 17], indicating that recombination rate can evolve. Genome-wide association studies (GWAS) demonstrate that recombination rate is a moderately complex quantitative
trait with a substantial component of environmental variance [8, 11, 27, 25]. In humans, at least 13
autosomal loci contribute to variation in recombination rate [25] and narrow-sense heritability is
estimated to be between 0.18 to 0.3, in males and females respectively [17]. Though, this is likely
an underestimate, as GWAS is limited by statistical power to find all loci that influence a trait.

1.3

Errors in Recombination
While any trait with heritable variation may evolve, selection can only act if this variation

impacts fitness. Understanding how selection may act on recombination rate is notoriously tricky
because recombination rate may experience both direct selection, due to its impact on gamete
viability [19], and indirect selection, due to its impact on genotypic variability among offspring
[2, 29]. Theoretical and empirical studies have identified a suite of potential selective pressures that
stem from the direct and indirect consequences of recombination rate and can favor both higher
and lower rates [14, 18, 19, 37]. While recent studies suggest this variation in recombination
rate may be adaptive [12, 34, 40], no conclusion has been reached on which selective pressures
predominantly shape the observed variation.
Aneuploidy represents the most dramatic and direct fitness consequence of variation in recombination rate. In humans, this fitness cost manifests, in most cases, as the spontaneous abortion of
aneuploid embryos [20]. The requirement of at least one crossover per chromosome, coupled with
the evolution of genome size and structure, has been proposed to explain the broad, taxonomic
2

patterns of variation in the trait [30]. On the other hand, excessively high recombination rates may
also elicit direct fitness costs. Recombination involves damaging DNA, then repairing the damage
using its homologous chromosome as a template [10], which can lead to mutations [1, 18, 32].
Most mutations in humans are neutral or deleterious [13], and those produced by errors in recombination should be no different. While it is clear that recombination rates below one crossover per
chromosome experience strong fitness consequences, generating a discrete lower fitness bound on
the trait, it is much less clear how much recombination is too much.

1.4

Modeling Evolution of Recombination
Theoretical models demonstrate that pressure to decrease or increase recombination rate may

also arise from indirect selection, the pressure exerted on recombination rate due to its impact on the
evolution of other traits. Recombination generates new combinations of alleles, allowing beneficial
alleles to escape an otherwise suboptimal genetic background [21, 33]. If a population is in a rapidly
changing environment, higher recombination rates may increase the efficacy of selection on other
traits [2, 3, 6, 24, 35, 36, 38]. On the other hand, recombination can also break apart beneficial
allele combinations, and can introduce deleterious variants into an otherwise highly fit genetic
background [2]. Under stable environmental conditions, this fitness cost of recombination results
in selection against recombination, a concept known as the Reduction Principle [14, 15, 16, 37].
The intensity and direction of selective pressure generated by these indirect effects is determined
by environmental (i.e., heterogeneity in selection) and genetic features (i.e., sign and magnitude of
epistasis) that are difficult to accurately measure, limiting our ability to make explicit, empirical
predictions.
3

Each of the selective hypotheses described above makes predictions about the fitness landscape
of variation in recombination rate within populations. To test these predictions, we simulated
the evolution of recombination rate as a moderately heritable, quantitative trait under a broad
range of fitness landscapes. We compare the resulting distribution of trait values in our simulated
populations to the distribution of recombination rates measured in a single human population [18]
to ask: (1) Is selective pressure to ensure one crossover per chromosome sufficient to explain
observed variation in recombination rate in a human population? (2) Is there evidence of fitness
costs to high rates of recombination? (3) If so, at what recombination rate do we predict to observe
significant fitness costs for each sex? We show that selective pressure to ensure one crossover per
chromosome is insufficient to explain the observed variation in human recombination rate. We find
that assuming additional fitness consequences of high recombination rate is necessary to simulate
populations that are consistent with empirical data, providing evidence for fitness hosts of high
rates of recombination in humans. From our simulated data, we identify a discrete range at which
high rates of recombination are predicted to have negative fitness consequences in humans. In
summary, we provide strong evidence that while pressure to ensure one crossover per chromosome
is a component of the evolution of recombination rate, it likely exists in conjunction with pressure
to maintain recombination rate below some maximum threshold.

4

CHAPTER II
METHODS

2.1

Overview
We modeled evolution of recombination rate as a quantitative trait using forward-in-time

simulations with a modified version of the publicly available software forqs (Forward-in-time
Simulation of Recombination, Quantitative Traits, and Selection) [23]. We matched parameters as
closely to human population estimates as possible and simulated the evolution of recombination
rate under a range of fitness landscapes, focusing on two broad sets of scenarios: (1) fitness costs
are associated only with low rates of recombination and (2) fitness costs are incurred by individuals
with recombination rates that are either too high or too low. We did not simulate fitness landscapes
with only costs to high rates of recombination, because this scenario is inconsistent with known
costs of low rates of recombination. Due to the observed sexual dimorphism in recombination rate
in humans, we simulated male and female populations independently. To determine how robust our
results are to changes in key parameters, we explored a range of heritability estimates and starting
allele frequencies.

2.2

Selection on Recombination Rate
Fitness landscapes are functions that describe an individual’s likelihood of reproducing (W)

as a function of their phenotype or trait value (z). To model fitness landscapes that are consistent
5

with existing hypotheses on the evolution of recombination rate, we added a new fitness function to
forqs that meets three important criteria: (1) it allows the user to apply truncation selection based
upon an individual’s absolute trait value (rather than their trait value relative to other individuals
in the population), (2) it allows the user to set the curvature (width) of a fitness bound such that
slight deviations from the center of the bound affect fitness as gradually as necessary, and (3) it
allows the user to flexibly specify both upper and lower fitness bounds separately, allowing them to
be asymmetrical. To accommodate these requirements, we selected the double hyperbolic tangent
function (Eq. 1) as our fitness function. The width of the curve (a) controls how sharply fitness
decreases as the trait value nears each bound (b) and can be set separately for the upper and lower
bound. If the width is near zero, slight changes in trait values near each bound have dramatic
fitness consequences. As the width parameter increases, fitness drops off more gradually as trait
values cross each bound. This fitness landscape may also be applicable to other traits responding
to stabilizing selection, allowing our model to be used to study the evolution of these traits. The
inflection point (b) of the curve determines the center of the boundary (W(b) = 0.5). The toggle Pu
can be set to zero (default one) to remove the upper fitness boundary.

𝑊 = 1/2 ∗ (𝑃𝑙 ∗ 𝑡𝑎𝑛ℎ((𝑧 − 𝑏 𝑙 )/𝑎 𝑙 ) − 𝑃𝑢 ∗ 𝑡𝑎𝑛ℎ[((𝑧 − 𝑏 𝑢 )/𝑎 𝑢 )])

(2.1)

Eq. 2.1 describes the relative fitness of an individual (W) as a function of their recombination
rate (z) given the position (bl = lower bound; bu = upper bound) and width (al = lower bound; au
= upper bound) of each bound. Pu is a binary variable (0 or 1) that are used to toggle the upper
bound on (1) or off (0).

6

Figure 2.1
Relative Fitness Landscapes

Figure 2.1 illustrates how fitness changes as a function of recombination rate under three
selective scenarios. A) All individuals are equally fit, i.e. no selection. B) Individuals with
recombination rate greater than al are most fit, i.e. selection to increase recombination rate. C)
Individuals with recombination rate between al and au are most fit, i.e. selection to maintain
intermediate recombination rate.

2.3

Empirical Dataset
To determine which selective scenarios are most consistent with that observed in humans, we

compared each simulated trait distribution to that observed in a human population. The most robust
dataset containing recombination rate data to date was generated by Halldorsson et al. (2019) on
an Icelandic population of humans. These data were collected by sequencing 126,407 parent-child
pairs using SNP-chip genotyping. This produced 70,086 and 56,321 maternal and paternal meiosis,
respectively. Data were first separated by sex. For each set, we determined the first four moments
about the mean (mean, variance, skewness, and kurtosis) and found that the means of the male and
7

female datasets (2.38 and 3.80, respectively) were significantly different (p < 2.2e-16) using a two
sample t-test.

2.4

Simulations
For each set of parameters, we completed 100 replicate simulations that each ran for 10,000

generations. To determine how long to run each simulation, we measured how long it took for
all simulations to reach an equilibrium trait value (t = 5000) to ensure we did not miss ongoing
evolutionary change due to selection. To match the effective population size of Iceland, we set
the effective population size as 5,000 for all simulations [4]. Within a population, we modeled
20 additive loci on separate chromosomes. Each locus was mapped to a distinct chromosome
to simplify analysis. At each locus, we modeled two alleles, one that does not contribute to
recombination rate (z + 0) and another that increases recombination rate additively (z + a), such
that heterozygosity at a locus contributes half has much to recombination rate as homozygosity for
the contributing allele. The contribution of this allele to an individual’s trait value (a) was assumed
to be equal for each locus. For our results, we track the frequency of the allele that increases
recombination rate.
We started each simulation as close to the empirical observations as possible. Due to the
significant levels of heterochiasmy in humans, we modeled the evolution of recombination rate by
sex. For each sex, we started with environmental variance consistent with empirical estimates of
the heritability of recombination rates in humans (0.18 and 0.3 for males and female respectively)
[17]. This translates to an environmental variance (VE ) of 0.13 and 0.41 in forqs for males and
females, respectively. We calculated the starting allele frequency, tracked as the frequency of
8

the contributing allele in the population, and allele contribution that produced the distribution
of traits values most closely matching the empirical population. We used 0.38 and 0.25 as the
starting frequency and allele contribution, respectively, for females and 0.4 and 0.15 as the starting
frequency and allele contribution, respectively, for males. To address the primary goal, which is to
determine whether fitness costs of high rates of recombination are necessary to explain the variation
in recombination rate seen in humans today, we further split the simulations. We performed the
simulations under two separate boundary categories: those with a “Lower Bound” in which the Pu
is zero and those with a “Double Bound” which have an upper and lower bound. For the lower
bound simulations, we varied the position and width of the lower fitness bound. For the double
bound simulations, the upper bound and upper width varied and the lower bound was held constant
(bl = 1, al = 0.1). The width of lower bounds were varied from 0.1-0.6 while upper bounds were
varied from 0.1-0.9 as described and 0.1-0.6 for each modification listed below, each by increments
of 0.1 To find an appropriate lower bound for both the male and female data, we varied the lower
bound from 0 to 1.2 by increments of 0.1. For the female double bound simulations, we varied the
upper bound from 6 to 8 by increments of 0.5. For the male double bound simulations, because the
male empirical recombination rate is much lower than that of females, we varied the upper bound
from 3.5 to 5.5 by increments of 0.5. We also performed one set of simulations for both male and
female datasets with no bounds to simulate drift alone. These sets of simulations were considered
a null case, and the cutoff of equilibrium used to determine simulation durations was set based on
this null case.

9

2.5

Testing Simulation Results
After running each simulation, we determined whether the resulting population was consistent

with the empirical distribution of recombination rates. For each simulation, we recorded the mean,
variance, skewness, and kurtosis of the final distribution of recombination rates (n=5,000). To
determine the similarity between the final population of each trial and the empirical data, we
compared a normal curve corresponding to the empirical dataset to a normal curve with mean and
variance corresponding to the final population. We calculated similarity in R by integrating the
overlapping region to find the area between the curves. The assumption of normality was assessed
using the skewness and kurtosis of each trial since the sample sizes were too large for an accurate
assessment using the Shapiro test. The skewness of every trial was between -1 and 1, while the
excess kurtosis was between -2 and 2 in most trials. High kurtosis should not significantly impact
the use of overlap between distributions because kurtosis is a statistic related to outliers, which
produce almost no area under the density curve. Further, errors due to the assumption of normality
would bias results toward less overlap, indicating a more stringent test of similarity. We also
calculated the average mean and average variance of the 100 replicates of each set of parameters.
Finally, we determined at what percentile the empirical mean would fall in each set of 100 replicate
means and how many standard deviations the empirical mean was from the mean of simulated
means. The criteria to determine if a simulation’s results are consistent with the empirical data
was two-fold: (1) Is the empirical mean less than one standard deviation away from the mean of
simulated means? (2) Do at least 50% of the simulations produce results that overlap at least 90%
with the empirical distribution?

10

2.6

Heritability
Current estimates of environmental variance of recombination rate in humans are based on

measurements of recombination rate with respect to pedigree. The dataset used to generate these
estimates was reasonably large, but because each nuclear family size is very small, the estimates are
imprecise [17]. We modeled the evolution of recombination rate under a range of environmental
variances to account for possible inaccuracies in the estimates used. We performed the same
simulations with different environmental variances (0.2 and 0.3 for males, and 0.3, 0.5, 0.8, and 1.0
for females) to determine how errors in current estimates of environmental variance might impact
the direction and magnitude of the response to selective pressures. These modifications also allow
us to test the robustness of our model and determine how heritability impacts our results.

2.7

Starting Allele Frequencies
The previous simulations used starting allele frequencies of 0.4 and 0.38 for males and females,

respectively. These values produced a starting population that most closely matched the empirical
data. These simulations provide evidence for maintaining the current distribution of recombination
rates, but do not aide in predicting changes in the population toward the empirical data. To this
end, we used different allele frequencies, 0.05 and 0.5, while holding all other parameters constant.
This allows us to assess the robustness of our model to changes in starting allele frequencies, and
sheds light on the impact of total genetic variation, which is maximal as allele frequency 0.5, on
the direction and magnitude of evolutionary pressure. Using these simulations, we can predict if
selective pressure are expected to shift population recombination rates toward empirical estimates.

11

CHAPTER III
RESULTS

3.1

Lower Bound
We found that neither the male nor female simulations produced a parameter space in which

the simulated data is consistent with the empirical data when only acted on by selective pressure
to increase (Table 3.1, Figure 3.1).
To determine whether selective pressure to ensure one crossover per chromosome is sufficient to
explain observed variation in a human population, we simulated the evolution of recombination rate
in males and females under a wide range of lower fitness bounds (bl = 0 - 1.2, al = 0.1 – 0.9). In every
case we examined, our simulated results predicted the evolution of higher rates of recombination
than observed in a human population (Figure 3.1A, B). For example, when we simulated a sharp
decrease in fitness when an individual’s recombination rate decreased below one crossover per
chromosome (bl = 1, al = 0.1), our simulations predicted a mean recombination rate 1.9 standard
deviations above that observed among human females (mean of the mean recombination rates in
simulated populations equals approximately 4.99 crossover events per chromosome pair (XO/chr)
vs. an average of 3.8 XO/chr observed among females in Iceland) and 2.7 above that observed
among human males (mean of the mean recombination rates in simulated populations equals
approximately 3.33 XO/chr vs. an average of 2.38 XO/chr observed among males in Iceland).

12

To determine the likelihood of observing a trait distribution similar to that observed among
humans under each fitness landscape, we made three statistical comparisons: (1) we asked how
often the mean recombination rate in our simulated populations exceeded the mean recombination
rate observed in humans, (2) we measured the percentage overlap of the simulated and empirical
distributions, and (3) we found the difference in simulated means and the empirical mean in units
of standard deviations. Under most of the parameter space we investigated, we found that the
mean of the empirical data was lower than the mean of all simulated populations (percentile =
0, Figure 3.1A, B). We did identify a small region of parameter space in which more than 5%
of the simulated populations had mean recombination rates equal to or less than that observed in
the human dataset (bl = 0 – 0.7 (females), bl = 0 – 0.5 (males); Figure 3.1A, B). However, we do
not categorize these fitness landscapes as consistent with empirical data because they do not meet
both of our two additional conditions: (1) the empirical mean falls within one standard deviation
of the mean of simulated means and (2) at least 50% of simulated distributions have at least 90%
overlap with the empirical distribution (Table 1). These statistical approaches capture additional
differences between the variance in the trait distribution between the simulated and empirical data.
Our simulations consistently predicted higher rates of recombination in females than males.
For example, using the same lower bound as above (bl = 1, al = 0.1), our simulations predicted
a recombination rate of 5 XO/chr among females and 3.4 XO/chr among males. To accurately
capture the genetic architecture of recombination rate in humans, our simulations incorporated
the differences in estimated heritability of recombination rate between the sexes (VE = 0.13 and
0.41, male and female respectively). We also modified the starting allele frequency (0.4 and 0.38,
male and female respectively) and the additive contribution of each allele (0.25 and 0.15, male
13

and female respectively) such that the starting trait distribution closely matched the empirical trait
distribution.
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Figure 3.1
Lower Bounds for Females and Males
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Figure 3.1 shows the resulting percentile heatmaps for females (A) and males (B). These
heatmaps contain the number of simulated means (out of 100) that are greater than the empirical
sex-specific mean, or the percentile of the empirical mean in the distribution of simulated means.
(C) and (D) show the mean of simulated means under each lower bound and width of lower bound
for females and males, respectively. (E) and (F) are the means of simulated variances under each
lower bound and width of lower bound for females and males, respectively. The horizontal lines in
C-F are the sex-specific empirical values.

3.2

Upper and Lower Bounds
However, applying selective pressure to maintain recombination rate between two thresholds,

both male and female datasets produced results consistent with empirical data (Table 1). Under
the set of assumptions that most closely match human population estimates, our model shows no
selective pressure to increase recombination rate is expected to produce a population consistent
with the Icelandic population without also including selective pressure to decrease recombination
rate. As the upper bound increases, larger widths are needed to produce results consistent with
empirical data, as seen in Figure 3.2A, B. When an upper bound below and/or a width above this
parameter space is used, the mean of simulated results falls below the empirical mean. Conversely,
when using an upper bound above and/or a width below this parameter space, the mean of simulated
results is above the empirical mean. The latter of these cases is similar to having no upper bound,
as the upper bound is high enough to exert negligible selective pressure.
Although the observed trends in parameter spaces are similar between female and male datasets,
the upper bounds at which results are consistent with empirical data are different. For example,
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upper bound 7.0 with width 0.5 resulted in 70% of simulations overlapping 90% or more with
the empirical data (Figure A2A) and the empirical mean was only 0.4 standard deviations away
from the mean of simulated means (Figure A2C) for the female dataset. However, the male dataset
with this upper bound, while outside the scope of simulations, is expected to result in 100% of
simulations with higher means than the empirical mean. An example of a corresponding male
upper bound is bu =4.5, au =0.5, which produced 94% of simulations with at least 90% overlap
(Figure A2B) and the empirical mean was only 0.1 standard deviations higher than the mean of
simulated means (Figure A2D). This difference in sexes suggests the sum of selective pressures on
recombination rate may be different for males and females, which, while important, is unsurprising
given the differences in gametogenesis between human males and females. Our results suggest the
upper bounds within this parameter space may represent the recombination rate at which significant
fitness cost is incurred, above which individuals are highly unfit.
The trend of the parameter space producing results consistent with empirical data, as seen in
the middle white region of Figure 3.2A and B, is expected to continue. While we did not explore
upper bounds greater than 5.5 XO/chr for males and 8.0 XO/chr for females, we expect at higher
upper bounds, results may be consistent with empirical data with sufficiently large widths.
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Figure 3.2
Double Bounds for Females and Males
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Figure 3.2 shows the resulting percentile heatmaps for females (A) and males (B). These
heatmaps contain the number of simulated means (out of 100) that are greater than the empirical
sex-specific mean, or the percentile of the empirical mean in the distribution of simulated means.
The red region is the parameter space producing results greater than empirical data, white is
consistent with empirical data, and blue is less than empirical data. (C) and (D) show the mean
of simulated means under each lower bound and width of lower bound for females and males,
respectively. (E) and (F) are the means of simulated variances under each lower bound and width
of lower bound for females and males, respectively. The horizontal lines in C-F are the sex-specific
empirical values.

3.3

Modified Environmental Variance
The estimates of human populations, particularly the heritability of recombination rate, may

not be precise or consistent across all populations. When varying environmental variance while
holding other parameters constant, the means in the parameter space consistent with empirical data
are very similar. However, the resulting populations when using bounds that were not previously
found to fit the empirical data did change in response to different environmental variances. For
simulations with only a lower bound, decreasing environmental variance leads to higher percentiles
of the empirical mean in the distribution of simulated means. Increasing environmental variances
leads to lower empirical mean percentiles. When simulating both upper and lower bounds on
recombination rate, most of the difference is in the very high upper bounds. In the case of
upper bounds that are higher than the parameter space producing results consistent with empirical
data, the means are similar across environmental variances, however as environmental variance
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increases, higher upper bounds produce results such that the empirical mean is a higher percentile
of the simulated means (Figures A11-A18).
When the environmental variance was set lower than population estimates in the female dataset
(VE =0.3), we did not find any set of parameters that produced results consistent with empirical
data using either a lower bound only or a combination of lower and upper bounds on recombination
rate (Table 3.2). When setting environmental variance higher than estimated in the female dataset
(VE =0.5) using a lower bound only model, we did not find a lower bound that produced results
consistent with empirical data. However, when using a model of both upper and lower bounds on
recombination rate, the parameter space producing results consistent with empirical data was very
similar to that of the simulations using population estimates of environmental variances (Tables
3.1, 3.2, Figures 3.2A, A12A). These results suggest the estimated heritability of recombination
rates for females is likely accurate or overestimated but unlikely to be underestimated.
In the male dataset, when setting environmental variance slightly above the population estimate
(VE =0.2) and using a lower bound only model, no lower bounds produced results consistent with
empirical data (Table 3.2). When using a model of both upper and lower bounds on recombination
rate, one upper bound produced results consistent with empirical data (Table 3.2), a much narrower
parameter space than we observed when using the population estimate of heritability. When using
an even higher environmental variance (VE =0.3), no parameters produced results consistent with
environmental variance (Table 3.2). This suggests the current population estimate of heritability
of recombination rate in human males is either accurate or an underestimate and unlikely to be an
overestimate.

20

3.4 Modified Allele Starting Frequency
3.4.1 Starting Frequency 0.05
To simulate low frequency alleles rising in the population we used the empirically-estimated
heritabilities and starting allele frequencies of 5%. When using only a lower bound, the means
were lower than in the standard case (starting allele frequency = 0.38 and 0.4 for females and males,
respectively). This corresponded with the empirical mean falling closer to the 50th percentile at
slightly higher lower bounds (bl = 0.1 and 0.2 for females and males, respectively). Although the
means aligned with the empirical data more closely, we did not find a lower bound that produced
data consistent with the empirical data for either females or males (Table 3.3).
When including an upper bound on recombination rate, the parameter space producing results
consistent with empirical data was narrower than in the standard case but was still present for both
female and male data (Table 3.3). These results suggest new alleles arising in the population may
lead to a distribution of recombination rates consistent with those observed in the Iceland human
population if recombination rate is acted on by selective pressure to increase above some lower
bound while decrease below some upper bound, but not when subjected to a lower bound alone.

3.4.2

Starting Frequency 0.5

To simulate maximum genetic variation, where selection is strongest, we set the starting allele
frequency to 50%. When we only apply a lower bound on recombination rate, lower bounds
greater than 0.5 produced results similar to simulations with the typical starting allele frequencies
for both females and males. However, for lower bounds less than 0.5, the means were greater than
those with typical starting frequencies, making the final results further from the empirical data. No
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Table 3.1
Parameter space producing results consistent with empirical data using population derived
estimates of environmental variance and starting allele frequency.
Starting Allele Environmental
Sex
Bound Type
Frequency
Variance
0.38
0.41
Female
Lower
0.38
0.41
Female
Double

0.40
0.40

0.13
0.13

Male
Male

Lower
Double

Bound

Width

None
6.5
7.0
7.5
8.0*
None
4.0*
4.5
5.0
5.5*

None
0.1-0.2
0.3-0.5
0.6-0.8
0.7-0.9*
None
0.2-0.3
0.5
0.7
0.8-0.9*

parameter space was found for the lower bound case that produced results consistent with empirical
data (Table 3.3); all cases produced recombination rates greater than those observed in human.
When we simulated evolution in response to an upper and lower bound, we found results that
were similar in both mean and variance to the case of typical starting allele frequency (0.38 for
female and 0.4 for male) for both females and males. The parameter space producing results
consistent with empirical data was similar to the typical starting allele frequency case and can be
found in Table 3.3.
These results suggest that even under the maximum genetic variation (when selective pressure
is at its strongest), the parameter spaces we have identified still produce results consistent with
empirical data. Further, even with maximal genetic variation, selection to only increase recombination rate does not produce results consistent with the empirical data regardless of the position or
width of the lower bound.
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Table 3.2
Parameter space producing results consistent with empirical data with varying environmental
variance.
Starting Allele
Frequency
0.38
0.38
0.38
0.38

Environmental
Variance
0.3
0.3
0.5
0.5

Sex

Bound Type Bound

Female
Female
Female
Female

Lower
Double
Lower
Double

0.40
0.40
0.40
0.40

0.2
0.2
0.3
0.3

Male
Male
Male
Male

Lower
Double
Lower
Double

None
None
None
6.5
7.0
7.5*
None
4.0
None
None

Width
None
None
None
0.1-0.2
0.3-0.6
0.6*
None
0.4
None
None

Table 3.3
Parameter space producing results consistent with empirical data with varying starting allele
frequency.
Starting Allele Environmental
Sex
Bound Type
Frequency
Variance
0.05
0.41
Female
Lower
0.05
0.41
Female
Double

0.05
0.05

0.13
0.13

Male
Male

Lower
Double

0.5
0.5

0.41
0.41

Female
Female

Lower
Double

0.5
0.5

0.13
0.13

Male
Male

Lower
Double
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Bound

Width

None
6.5
7.0
7.5*
None
4.0
4.5*
None
6.5
7.0
7.5*
None
4.0
4.5*

None
0.1-0.2
0.3-0.5
0.5-0.6*
None
0.2-0.3
0.5*
None
0.1-0.3
0.1-0.6
0.6*
None
0.2-0.3
0.5*

CHAPTER IV
DISCUSSION

These results constitute a novel use of forward-in-time simulation to assess the possible selective
pressures acting on the evolution of recombination rate as a quantitative trait in humans. We show
that when recombination rate is acted on only by selective pressure to increase the rate, the empirical
mean is consistent with mean recombination rates only when the lower bound is set to 0.7 or below
for female datasets and 0.5 or below for the male datasets. These bounds are less than the lower
bound of one recombination event per chromosome suggested by the hypothesis of selection to
increase recombination rate. Further, there was no parameter space in which a lower bound only
produced more than 50% of replicates with more than 90% overlap with the empirical distribution.
Under a selective pressure to increase recombination rate above one crossover per chromosome, the
mean recombination rate after 10,000 generations is greater than the empirical mean recombination
rate in all cases. Our results suggest selective pressure to increase recombination rate (as a measure
of crossovers per chromosome) above one crossover per chromosome without pressure to decrease
recombination rate would result in a greater average recombination rate than has been observed.
When we simulate recombination rate responding to fitness costs of both too low and too
high rates of recombination, we find sets of selective pressures that produce distributions of
recombination rate consistent with those observed in a human population. When using parameters
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consistent with empirical estimates of the human population, we see a parameter space in which the
empirical mean falls within one standard deviation of the mean of simulated mean recombination
rates. We also see a parameter space which, when used to simulate the human population, produces
more than 50% of replicates with more than 90% overlap with the empirical distribution. Further,
these parameter spaces are consistent with each other, resulting in a parameter space which satisfies
both criteria.
We find that selection to increase recombination rate above one crossover per chromosome
is insufficient to explain observed variation in recombination rate. Including an upper bound on
recombination rate, however, explains this variation. This suggests selection against high recombination rates exists in human populations. These selective pressures may be due to excessively
high mutation, chromosomal non-disjunction with many crossovers, or indirect selection to avoid
breaking apart beneficial alleles. The parameter spaces we found are possible recombination rates
above which significant fitness costs may be incurred. For example, this fitness cost may be
incurred in human females when recombination rate exceeds 6.5-8.0 (Table 1).
Interestingly, when increasing the environmental variance slightly, both in the male and female datasets, the resulting populations are more consistent with the empirical distribution of
recombination rate than when environmental variance is based on the estimates of Fledel-Alon et
al. (2011). These estimates were based on measures of recombination rate in humans and their
associated pedigree. Because humans tend to only produce a small number of offspring, these
estimates may not be precise. Our results suggest the environmental variance may be greater than
estimated by Fledel-Alon et al. (2011), indicating a lower than predicted broad-sense heritability
of recombination rate.
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When simulating populations starting with maximum genetic variation, allele starting frequencies of 0.5, a parameter space producing results consistent with the empirical dataset is still present
when assuming both a lower and upper bound on recombination rate. This indicates that increasing the strength of selection still produces consistent results. The same is seen when using a low
starting genetic variation, allele starting frequencies of 0.05.
In our modelling of the evolution of recombination rate in humans in response to selective
pressures, we make several key assumptions that deviate from reality. First, we simulated male and
female populations independently. This means in each simulation, all individuals in the population
were generated with the parameters associated with either male or female. Parents are pulled at
random from the population, such that an individual may produce multiple offspring and be paternal
to some and maternal to others. Two factors could cause bias due to separation of simulations by
sex: (1) genes on sex chromosomes and (2) shared genetic architecture between the sexes. If the
loci influencing recombination rate are on autosomes, as is currently thought [8, 11, 27, 25], the
absence of sex chromosomes should not significantly bias results. Shared genetic architecture may
bias results if selective pressure on one sex influences change in allele frequencies for the other
sex. Male recombination rate may be lower than predicted in simulations because selection for
higher female recombination rate on loci that are also found in males may subsequently increase
male recombination rate. If we were able to simulate this bias, we would expect the resulting male
population to have higher recombination rates than were shown here. Under the lower bound only
simulations, male recombination rates were higher than empirical estimates, so bias to increase
these results would provide further evidence that a lower bound alone is insufficient to explain the
observed variation. In the case of lower and upper bounds on recombination rates, we may expect to
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find increased upper bounds. For females, we expect selection in males to decrease recombination
rate in females only if male recombination rate is lower due to selection against high recombination
rates. Therefore, we do not expect bias due to genetic architecture to change our conclusion that an
upper bound is necessary to explain observed variation in recombination rate for both males and
females. For females, we expect the upper bound to be decreased if this bias exists.
We also assume each generation is composed exclusively of the offspring of the previous
generation (i.e. the previous generation is not included in the next generation). This assumption
should not have a substantial impact on the results because humans do not often produce offspring
across multiple generations. The parameter space produced by subjecting recombination rate to
both an upper and lower bound assumed the lower bound is 1.0 with width 0.1. This assumption may
limit the parameter space substantially, but this limitation does not change the principle that some
parameter space can be found when recombination rate is acted on by both pressures to increase
and decrease. The assumption may, however, influence which sets of parameters (i.e. changes in
environmental variance and/or starting allele frequencies) produce results most consistent with the
empirical data.
The genetic architecture of recombination rate as a quantitative trait has not been fully defined.
While 13 loci have been found to contribute to recombination rate, we do not yet know how much
the different alleles at the loci affect recombination rate. In these simulations, we assumed 20
loci influence recombination rate and that these loci have no linkage disequilibrium. Further, we
assume no epistasis occurs and that each of the loci contribute equally to the total trait value.
Small subsets of simulations were performed with 10 and 100 loci, but neither of these changes
affected the conclusions. We also used varying allele contributions, such that five loci contributed
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very little (10% of total variation) and five contributed substantially more (90% of total variation)
to recombination rate. The results of these simulations did not differ substantially from other
simulations. Given these two tests, we do not expect our assumptions of genetic architectures,
while likely not precise, to have significant impact on the response to selective pressures.
Another limitation of this study is the use of the Icelandic dataset as an estimate for human
recombination rate. Recombination rates in this dataset were calculated by genotyping parentoffspring pairs. Only gametes and embryos which led to living offspring can be included in this
experimental design, meaning gametes with less than one crossover per chromosome may exist
but may not produce offspring, leading to an imprecise estimation of recombination rate. This can
be seen in the data, as no individual is recorded with a recombination rate less than one crossover
per chromosome for either sex. With this assumption in mind, the measured recombination
rate could be an overestimate if an individual’s recombination rate is near the lower bound or
could be an underestimate if the individual’s rate is near the upper bound. Both the female and
male datasets are normally distributed with means closer to the lower bound than their predicted
upper bounds, therefore it is more likely that the population estimates of recombination rate are
overestimates. However, because the bounds are not fully described nor are they necessarily
symmetrical, both possibilities should be considered. Further, because the tails of the distributions
are more likely to be affected by this imprecision than the center, the variation in both male
and female recombination rates are likely underestimated. If the average recombination rate was
overestimated, the hypothesis of only selection to increase recombination rate would be further
rejected, as it already produced higher rates than was observed. The hypothesis of pressures to both
increase and decrease recombination rate would likely remain consistent, simply with a decreased
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upper bound on recombination rate than we found here. If the empirically described recombination
rates were underestimated, this would seem to support the hypothesis of only a lower bound acting
on recombination rate. However, this underestimation should only occur if gametes with high
recombination rate were less likely to lead to offspring, which is itself an assumption of selection
against high recombination rate.
The results we present are consistent with the hypothesis that recombination rate evolves in
response to selective pressure to both increase above one threshold and decrease below a different
threshold. We present evidence suggesting it is unlikely that the distribution of recombination rates
observed in the Icelandic population quantified by Halldorsson et al. (2019) arose only from a
selective pressure to increase recombination rate above one crossover per chromosome. We further
provide a parameter space of upper bounds on recombination rate in Table 3.1 at which fitness
costs are likely to be incurred.

29

CHAPTER V
CONCLUSION

We simulated the evolution of recombination rate in humans with a modified version of the
software forqs [23]. Our simulations and analyses were guided by empirically derived estimates
of recombination rate by Halldorsson et al. (2019). We found no lower bounds on recombination
rate that produced results consistent with empirical data. All lower bounds instead produced
higher recombination rates than observed. When using both a lower bound at one crossover per
chromosome and varying upper bounds on recombination rate, we found several upper bounds
that produced results consistent with empirical data. This parameter space represents potential
recombination rates above which significant fitness costs are incurred. We provide evidence against
the hypothesis that a lower bound on recombination rate is sufficient to explain the observed
variation in recombination rate and instead provide evidence supporting the hypothesis that both a
lower and an upper bound on recombination rate are necessary to explain this variation.
Future studies should incorporate estimates of recombination rate based on gametes directly
rather than parent-offspring pairs. These studies could also simulate evolution while tracking
sex of individuals instead of separating simulations by sex. To better define the parameter space
producing results consistent with the empirical data, future studies should include varying lower
bounds while also varying upper bounds on recombination rate, and these variations should be
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more fine scale than were used here (increments of less than 0.1). These studies could also be
performed in animal models as long as a recombination rate can be estimated for a sufficiently
large sample of the population.
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APPENDIX A
SUPPLEMENTARY INFORMATION
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Figure A.1 describes the statistical tests to determine which parameters are consistent with
empirical data when using parameters based on population estimates under selective pressure from
a lower bound on recombination rate. (A) and (B) show the number of standard deviations between
the empirical mean and the mean of simulated means for female (A) and male (B). (C) and (D)
show the number of simulations (out of 100) that had more than 90% overlap with the empirical
distribution for females (C) and males (D).
Figure A.2 describes the statistical tests to determine which parameters are consistent with
empirical data when using parameters based on population estimates under selective pressure from
both lower and upper bounds on recombination rate. (A) and (B) show the number of standard
deviations between the empirical mean and the mean of simulated means for female (A) and male
(B). (C) and (D) show the number of simulations (out of 100) that had more than 90% overlap with
the empirical distribution for females (C) and males (D).
Figure A.3 provides mean and variance information about the simulations with starting frequency 0.5 responding to selective pressure from a lower bound on recombination rate. (A) and
(B) show the percentile of the empirical mean in the distribution of simulated means for females
(A) and males (B). (C) and (D) show the means of the simulations as the bound and bound width
change for females (C) and (D). (E) and (F) show the variations of the simulations as the bound
and bound width change for females (E) and (F).
Figure A.4 describes the statistical tests to determine which parameters are consistent with
empirical data when using starting frequency 0.5 under selective pressure from a lower bound on
recombination rate. (A) and (B) show the number of standard deviations between the empirical
mean and the mean of simulated means for female (A) and male (B). (C) and (D) show the number
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of simulations (out of 100) that had more than 90% overlap with the empirical distribution for
females (C) and males (D).
Figure A.5 provides mean and variance information about the simulations with starting frequency 0.5 responding to selective pressure from both lower and upper bounds on recombination
rate. (A) and (B) show the percentile of the empirical mean in the distribution of simulated means
for females (A) and males (B). (C) and (D) show the means of the simulations as the bound and
bound width change for females (C) and (D). (E) and (F) show the variations of the simulations as
the bound and bound width change for females (E) and (F).
Figure A.6 describes the statistical tests to determine which parameters are consistent with
empirical data when using starting frequency 0.5 under selective pressure from both lower and
upper bounds on recombination rate. (A) and (B) show the number of standard deviations between
the empirical mean and the mean of simulated means for female (A) and male (B). (C) and (D)
show the number of simulations (out of 100) that had more than 90% overlap with the empirical
distribution for females (C) and males (D).
Figure A.7 provides mean and variance information about the simulations with starting frequency 0.05 responding to selective pressure from a lower bound on recombination rate. (A) and
(B) show the percentile of the empirical mean in the distribution of simulated means for females
(A) and males (B). (C) and (D) show the means of the simulations as the bound and bound width
change for females (C) and (D). (E) and (F) show the variations of the simulations as the bound
and bound width change for females (E) and (F).
Figure A.8 describes the statistical tests to determine which parameters are consistent with
empirical data when using starting frequency 0.05 under selective pressure a lower bound on
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recombination rate. (A) and (B) show the number of standard deviations between the empirical
mean and the mean of simulated means for female (A) and male (B). (C) and (D) show the number
of simulations (out of 100) that had more than 90% overlap with the empirical distribution for
females (C) and males (D).
Figure A.9 provides mean and variance information about the simulations with starting frequency 0.05 responding to selective pressure from both lower and upper bounds on recombination
rate. (A) and (B) show the percentile of the empirical mean in the distribution of simulated means
for females (A) and males (B). (C) and (D) show the means of the simulations as the bound and
bound width change for females (C) and (D). (E) and (F) show the variations of the simulations as
the bound and bound width change for females (E) and (F).
Figure A.10 describes the statistical tests to determine which parameters are consistent with
empirical data when using starting frequency 0.05 under selective pressure from both lower and
upper bounds on recombination rate. (A) and (B) show the number of standard deviations between
the empirical mean and the mean of simulated means for female (A) and male (B). (C) and (D)
show the number of simulations (out of 100) that had more than 90% overlap with the empirical
distribution for females (C) and males (D).
Figure A.11 describes the statistical tests to determine which parameters are consistent with
empirical data and provides mean and variance information for environmental variance 0.3 under
selective pressure from a lower bound on recombination rate for females. (A) shows the percentile of
the empirical mean in the distribution of simulated means. (B) shows the means of the simulations
as the bound and bound width change. (C) shows the variations of the simulations as the bound and
bound width change. (D) shows the number of standard deviations between the empirical mean
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and the mean of simulated means. (E) shows the number of simulations (out of 100) that had more
than 90% overlap with the empirical distribution.
Figure A.12 describes the statistical tests to determine which parameters are consistent with
empirical data and provides mean and variance information for environmental variance 0.3 under
selective pressure from both lower and upper bounds on recombination rate for females. (A) shows
the percentile of the empirical mean in the distribution of simulated means. (B) shows the means of
the simulations as the bound and bound width change. (C) shows the variations of the simulations
as the bound and bound width change. (D) shows the number of standard deviations between the
empirical mean and the mean of simulated means. (E) shows the number of simulations (out of
100) that had more than 90% overlap with the empirical distribution.
Figure A.13 describes the statistical tests to determine which parameters are consistent with
empirical data and provides mean and variance information for environmental variance 0.5 under
selective pressure from a lower bound on recombination rate for females. (A) shows the percentile of
the empirical mean in the distribution of simulated means. (B) shows the means of the simulations
as the bound and bound width change. (C) shows the variations of the simulations as the bound and
bound width change. (D) shows the number of standard deviations between the empirical mean
and the mean of simulated means. (E) shows the number of simulations (out of 100) that had more
than 90% overlap with the empirical distribution.
Figure A.14 describes the statistical tests to determine which parameters are consistent with
empirical data and provides mean and variance information for environmental variance 0.5 under
selective pressure from both lower and upper bounds on recombination rate for females. (A) shows
the percentile of the empirical mean in the distribution of simulated means. (B) shows the means of
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the simulations as the bound and bound width change. (C) shows the variations of the simulations
as the bound and bound width change. (D) shows the number of standard deviations between the
empirical mean and the mean of simulated means. (E) shows the number of simulations (out of
100) that had more than 90% overlap with the empirical distribution.
Figure A.15 describes the statistical tests to determine which parameters are consistent with
empirical data and provides mean and variance information for environmental variance 0.2 under
selective pressure from a lower bound on recombination rate for males. (A) shows the percentile of
the empirical mean in the distribution of simulated means. (B) shows the means of the simulations
as the bound and bound width change. (C) shows the variations of the simulations as the bound and
bound width change. (D) shows the number of standard deviations between the empirical mean
and the mean of simulated means. (E) shows the number of simulations (out of 100) that had more
than 90% overlap with the empirical distribution.
Figure A.16 describes the statistical tests to determine which parameters are consistent with
empirical data and provides mean and variance information for environmental variance 0.2 under
selective pressure from both lower and upper bounds on recombination rate for males. (A) shows
the percentile of the empirical mean in the distribution of simulated means. (B) shows the means of
the simulations as the bound and bound width change. (C) shows the variations of the simulations
as the bound and bound width change. (D) shows the number of standard deviations between the
empirical mean and the mean of simulated means. (E) shows the number of simulations (out of
100) that had more than 90% overlap with the empirical distribution.
Figure A.17 describes the statistical tests to determine which parameters are consistent with
empirical data and provides mean and variance information for environmental variance 0.3 under
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selective pressure from a lower bound on recombination rate for males. (A) shows the percentile of
the empirical mean in the distribution of simulated means. (B) shows the means of the simulations
as the bound and bound width change. (C) shows the variations of the simulations as the bound and
bound width change. (D) shows the number of standard deviations between the empirical mean
and the mean of simulated means. (E) shows the number of simulations (out of 100) that had more
than 90% overlap with the empirical distribution.
Figure A.18 describes the statistical tests to determine which parameters are consistent with
empirical data and provides mean and variance information for environmental variance 0.3 under
selective pressure from both lower and upper bounds on recombination rate for males. (A) shows
the percentile of the empirical mean in the distribution of simulated means. (B) shows the means of
the simulations as the bound and bound width change. (C) shows the variations of the simulations
as the bound and bound width change. (D) shows the number of standard deviations between the
empirical mean and the mean of simulated means. (E) shows the number of simulations (out of
100) that had more than 90% overlap with the empirical distribution.
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Figure A.1
Lower Bounds with Standard Conditions
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Figure A.2
Double Bounds with Standard Conditions
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Figure A.3
Lower Bounds with High Starting Frequency (0.5) Summary Statistics
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Figure A.4
Lower Bounds with High Starting Frequency (0.5) Conditions of Similarity
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Figure A.5
Double Bounds with High Starting Frequency (0.5) Summary Statistics
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Figure A.6
Double Bounds with High Starting Frequency (0.5) Conditions of Similarity
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Figure A.7
Lower Bounds with Low Starting Frequency (0.05) Summary Statistics
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Figure A.8
Lower Bounds with Low Starting Frequency (0.05) Conditions of Similarity
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Figure A.9
Double Bounds with Low Starting Frequency (0.05) Summary Statistics
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Figure A.10
Double Bounds with Low Starting Frequency (0.05) Conditions of Similarity
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Figure A.11
Female Lower Bounds with Decreased Environmental Variance (0.3)
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Figure A.12
Female Double Bounds with Decreased Environmental Variance (0.3)
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Figure A.13
Female Lower Bounds with Increased Environmental Variance (0.5)
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Figure A.14
Female Double Bounds with Increased Environmental Variance (0.5)
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Figure A.15
Male Lower Bounds with Slightly Increased Environmental Variance (0.2)
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Figure A.16
Male Double Bounds with Slightly Increased Environmental Variance (0.2)
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Figure A.17
Male Lower Bounds with Increased Environmental Variance (0.3)
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Figure A.18
Male Double Bounds with Increased Environmental Variance (0.3)
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