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Knowledge with Less Data from Pretrained
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Thanh Nguyen-Duc, He Zhao, Jianfei Cai and Dinh Phung
Abstract— Deep neural network based image classifica-
tion methods usually require a large amount of training data
and lack interpretability, which are critical in the medical
imaging domain. In this paper, we develop a novel knowl-
edge distillation and model interpretation framework for
medical image classification that jointly solves the above
two issues. Specifically, to address the data-hungry issue,
we propose to learn a small student model with less data
by distilling knowledge only from a cumbersome pretrained
teacher model. To interpret the teacher model as well as
assisting the learning of the student, an explainer module
is introduced to highlight the regions of an input medical
image that are important for the predictions of the teacher
model. Furthermore, the joint framework is trained by a
principled way derived from the information-theoretic per-
spective. Our framework performance is demonstrated by
the comprehensive experiments on the knowledge distilla-
tion and model interpretation tasks compared to state-of-
the-art methods on a fundus disease dataset.
Index Terms— Knowledge distillation, Model interpreta-
tion, Feature selection, Weakly supervised learning.
I. INTRODUCTION
Recently, advanced machine learning methods such as Con-
volutional Neural Networks (CNNs) [1] have shown remark-
able performance in the medical imaging domain such as U-
net [2] for image segmentation, ResNet [3] for image classifi-
cation and medical image reconstruction [4]. In this paper, we
consider a practical scenario of medical image classification
applications, where a hospital consists of a central headquarter
and multiple local branches. Suppose the headquarter has
developed a large CNN model for disease classification trained
on a large set of data, which is the global model to be
distributed to the branches. A branch often needs to develop a
customized smaller model on its local data and it usually does
not have the access to the large data of the headquarter that
is used to train the global model, due to privacy, sensitivity
or bandwidth concerns. To assist the development of the local
model, a typical way is to learn the knowledge from the global
model [5]. Moreover, for medical applications, an explainable
model is paramount. Thus, it is highly desirable to have a local
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branch with two capabilities: explaining the teacher model and
transferring the knowledge of the global model to the local
model with only the local data.
Explaining a CNN-based image classification model has
been studied before. A common way is to use top-down
neural saliency such as CAM [6], [7] to locate feature that
contributes the most to the classification output. Another
way is through feature selection or attention [8]–[11] to
generate different weights for different features. Both ways
can be used to identify image regions that are important
to the prediction of the classifier. However, they are not
designed for explaining a pretrained global model. The recent
Learning-to-Explain (L2X) method [8] trains an explainer to
explain a pretrained teacher model by maximizing the mutual
information between selected instance-wise features and the
teacher outputs. However, L2X does not address the issue of
lack of large training data and has not been reported to have
impressive results for image classification. Thus, in this paper,
we propose an end-to-end framework to address the above
two requirements simultaneously, i.e. we aim to learn a small
medical image classification model with less training data but
better interpretability. Here we define the interpretability as
the ability to identify the areas of an input image that are
important to the prediction of the classifier.
Fig. 1(a) gives an overview of the proposed framework,
which consists of a teacher T that is the pretrained globe
model, a learnable “student” S that is the local model extract-
ing the teacher’s knowledge, and an explainer E that explains
the teacher. The student is expected to be significantly smaller
than the teacher to reduce the computational cost. Specifically,
given an input image, the explainer highlights the important
pixels for the decision of the teacher and suppresses the
unimportant pixels, which addresses the interpretability aim.
Then, the explainer facilitates the learning of the student by
providing it a simplified input image. In this way, the student
does not need to learn from the scratch, but focuses on the
important regions that the explainer explains, and at the same
time the teacher’s knowledge is transferred to the student,
which address the aim of training a small model. Interestingly,
the above two aims can be jointly achieved by optimizing a
joint training objective derived from an information-theoretic
perspective by pushing the output of the last layer and inter-
mediate layers of the student close to those of the teacher (see
Section III-B).
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It is noteworthy that since the explainer selects important
image regions, our work appears to be similar to weakly
supervised image segmentation with only image-level anno-
tations [12]–[15]. The fundamental difference is that weakly
supervised image segmentation is for the purpose of generating
best segmentation with only image-level labels, while our
partial goal is to identify the most important image regions
w.r.t the teacher’s prediction, with the other aim on learning a
small student model.
Our contributions can be summarised as follows:
• We propose a new end-to-end MEDical Transferring and
EXplaining framework (MED-TEX) from a pretrained
gloabl model, which combines knowledge distillation and
model interpretation. To our knowledge, our approach is
novel on solving two important issues in medical imaging
in a joint framework: the lack of training data and the lack
of interpretation. Existing methods only focus on either
of them. See Section II for more discussion.
• We develop a joint training objective for our frame-
work, derived from an information-theoretic perspective.
Specifically, we introduce to maximize the mutual infor-
mation between not only the output layers but also the
intermediate layers of the student and the teacher, which
is both theoretically and practically appealing.
• Extensive experimental results demonstrate that our pro-
posed method achieve better performance on the eval-
uations of both knowledge distillation and model in-
terpretability. Our approach outperforms many others
on identifying important image regions, including soft
attention [10], [11], hard attention [9], learning to explain
[8], and Grad-CAM [7].
The rest of this paper is organized as follows. We review
the related work in Section II. Section III introduces our
proposed MED-TEX framework in detail. We demonstrate the
performance of our framework in Section IV. Finally, we give
a conclusion in Section V.
II. RELATED WORK
In this section, we review related work, including knowledge
transferring (or knowledge distillation), model interpretation
by feature selection, and image segmentation with only image-
level annotations.
Knowledge distillation (KD): This is a process of transfer-
ring knowledge from a complicated pretrained model (teacher)
to a smaller lighter-weighted one (student). The student is
particularly useful in the cases where computational resources
and deployment cost need to be significantly reduced at the
inference stage. KD was introduced originally by Hinton et
al. [5] to extract knowledge from the distribution of class
probabilities predicted by the teacher model. Romero at el.
[16] then proposed to distill information from intermediate
layers of the teacher to the corresponding layers of the student.
More works [17]–[19] introduced the relaxation using the reg-
ularization to carefully choose what information to distill from
the teacher to the student, e.g., attention maps [18]. Recently,
Ahn et al. [20] exploited the information-theoretic perspective
as maximizing the mutual information between the teacher
and the student in order to transfer knowledge. There are also
some attempts to apply KD in the medical imaging domain.
For example, Wang et al. [21] used KD to train a student model
that speeds up the inference time of a 3D neuron segmentation
model. The work of [22] leveraged KD for brain lesion
segmentation with soft labels by dilating mask boundaries.
Transferring knowledge from multiple sources to promote
lung pattern analysis was introduced by Christodoulidis et al.
[23]. KD was also explored for improving unpaired multi-
modal segmentation in [24]. Compared with these existing
KD methods, our framework can not only transfer knowledge
from the teacher, but also interpret the teacher’s behaviours by
introducing the explainer, which is critical to medical imaging
applications.
Model interpretation: The rapid growing of machine
learning in many applications leads to a strong requirement
for model interpretation, especially in the medical imaging
domain. One common way to provide visual explanability
is using feature localization to locate most relevant features
in terms of contributions to model prediction/classification,
given an input image. Class Activation Maps (CAM) [7], [25]
is the most representative feature localization method, which
maps a predicted class to the regions in the feature domain
corresponding to locations in the input image. Although CAM
can be used to highlight meaningful image locations, its map
is very coarse because the spatial size is usually significantly
reduced during feature extraction process of neural networks.
Another common way for model interpretation is via feature
selection or attention. Feature selection or attention is to
automatically generate different weights according to feature
content and assign the weights to different feature regions.
In general, attention can be divided into “soft” attention
and “hard” attention, where the former involves differentiable
functions and generates continuous attention weights while
the latter involves non-differentiable functions and generates
binary weights. Soft attention is often used in feature domain
and has been applied in many applications. For example, Xu
et al. exploited soft attention [10] for natural image captioning
and Yang et al. [26] introduced the guided soft attention for
histopathology breast cancer detection. Soft attention can also
be applied for weakly supervised image segmentation [12].
For hard attention, which usually involves back-propagation
through discrete variables, several tricks can be applied to
make the model differentiable suck as REINFORCE [27] and
Gumbel-softmax trick [9], [28], [29].
Although attention can highlight semantic regions, it is
usually trained for the purpose of maximizing the classi-
fication accuracy, not for explaining the pretrained teacher
model in our setting. The recent Learning-to-Explain (L2X)
approach [8] is the most relevant one. It trains an explainer to
explain the pretrained teacher model by maximizing mutual
information between selected instance-wise features and the
teacher outputs. Its feature selection is based on hard attention
with Gumbel-softmax trick. Compared with [8], our method
generates soft attention in the pixel domain instead of the
feature domain of input images. Moreover, our method also
learns a smaller student model with only local data, with
information distillation from intermediate layers, which is not
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considered in L2X.
Image segmentation with only image-level annotation:
Our pixel selection for model explanation essentially generates
some segmentation results. This is related to weakly super-
vised image segmentation with only image-level annotations.
Both CAM and attentions have been applied for weakly
supervised image segmentation in medical imaging domain.
For example, Izadyyazdanabadi et al. [13] applied CAM for
diagnostic brain tumor segmentation in confocal laser endomi-
croscopy glioma images and the work from Feng et al. [14]
introduced a coarse image segmentation followed by a fine
instance-level segmentation. Rajpurkar et al. [15] also used
CAM for chest X-ray segmentation. In the work [30], both
“hard” and “soft” attentions are used for robust brain magnetic
resonance image segmentation for hydrocephalus patients. In
contrast, our method is mainly designed to identify the most
important regions of an input image to the teacher’s prediction
but not to generate best segmentation, although those impor-
tant regions are highly overlapped with segmentations because
of the well trained teacher’s behaviors. For example, when
the teacher predicts a certain disease, our method is trained
to detect which parts of the image that cause the disease
based on the prediction of the teacher. Moreover, our goal
is to train a smaller student model that can achieve similar
classification performance as the teacher with only local data,
while simultaneously be able to explain the teacher via pixel
selection, which is expected to match segmentation to a certain
extent.
III. TRANSFERRING AND EXPLAINING KNOWLEDGE FROM
MEDICAL PRETRAINED MODELS (MED-TEX).
In this section, we introduce the details of our framework
MED-TEX which includes a fixed pretrained teacher and two
trainable modules called explainer and student, as illustrated in
Fig. 1(a). Recalling the hosptial example in the introduction,
suppose that a CNN-based classifier (teacher, T ) is pretrained
to classify images which is usually a cumbersome model in
order to adapt to large-scale dataset from the headquarter.
The student S is another CNN-based classifier that can be
more than a hundred times smaller to significantly reduce
computational complexity. It is noteworthy that the dataset
used for training the teacher may not be accessible to us
due to sensitivity or privacy. With a raw input image, X ∈
RC×H×W (C,H,W are the channels, height, and width of the
image, respectively), the explainer E inspired by the U-net [2]
architecture produces selection scores Θ, which give high
scores for the important pixels for the decision of the teacher
and low scores for the unimportant ones. In our framework,
Θ has the same size to X and is element-wise multiplied by
X to get a simplified the input image, denoted by X′. This X′
then is input to the student S to perform predictions. Our goal
is training the student to mimic the behaviors of the teacher
by pushing teacher’s outputs from the last and intermediate
layers close to student’s outputs while the explainer makes
use of Θ guide the student by simplifying input X into X′, as
illustrated in Fig. 1. The architecture details of teacher, student
and explainer will be elaborated on later in Section IV.
A. Proposed framework
Here we denote the teacher’s and student’s predicted dis-
tributions over the labels as yT ∈ ∆L and yS ∈ ∆L,
respectively, where L is the number of labels and ∆L denotes
the L dimensional simplex. We assume there are M layers of
the CNNs of the teacher and the student, where the first to
(M − 1)th layers are convolutional layers (or block convolu-
tion layers) and the last one is a fully connected layer. These
predicted distributions are from the output (M th) layers of the
teacher and the student. We further have yT = T (X) (i.e.,
p(yTl | X) ∝ T (X)l), X′|X = E(X), and yS |X′ = S(X′)
(i.e., q(ySl | X′) ∝ S(X)l). With these notations, we can
formulate our preliminary goals of explaining and extracting
the teacher’s knowledge to the student as the following loss de-
rived from mutual information (See the derivation in Eq. (10)).
LM = min
E,S
−EX
[
EX′|X
[
EyT |X′ [log q(yT |X′)]
]]
, (1)
where q corresponds to our student, acting as the variational
distribution in the deviation of mutual information in Sec-
tion III-B.
Essentially, Eq. (1) can be understood as minimizing the
cross-entropy loss between the outputs of the teacher and
the student and generate X′ by element-wise multiplication
between X and Θ, aiming to push the predictions of the
student close to those of the teacher, with the help from the
explainer:
LM = min
E,S
−EX
[
EX′|X
[
L∑
l
p(yTl | X) log q(ySl | X′)
]]
.
(2)
Next, we introduce the detailed construction of the ex-
plainer. Specifically, given an input image X, the explainer
generates an importance score for each of its pixels. The
higher the important score is, the more important the cor-
responding pixel is to the prediction of the teacher. All the
importance scores form the importance map1, denoted as
Θ ∈ [0, 1]C×H×W . In this way, the output of the explainer
can be expressed as
X′ = ΘX, (3)
where  is the element-wise multiplication.
We construct the explainer E with a neural network inspired
by Unet [2], which can output a high resolution probability
map (typically same size as input), denoted as Θ|X = UE(X).
Specifically, the explainer produces Θ scores for both channels
and spatial locations of X. The channel selection is via a fully
connected layer with sigmoid activation function, which takes
the output of the explainer’s encoder. The channel selection
component is especially beneficial for medical images with
multiple channels. The spatial selection is the output from the
decoder of the explainer, where the last layer is a 1× 1 con-
volution layer with sigmoid activation, as shown in Fig. 1(b).
Note that in the loss of Eq. (2), the student only learns
from the predictions (i.e., the final output layer) of the teacher.
1For each pixel, we consider its position as well as its channels to be with
different importance scores.
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Fig. 1: (a) An overview of our framework, which consists of a fixed pretrained teacher, a learnable explainer and a learnable
student. The explainer explains to the student by producing a simplified X′ from input X. The knowledge from teacher is
transferred to the student by maximizing the mutual information (MI). (b) The detailed architecture of our framework.
Although our ultimate goal is to let the student generate
the same predictions of the teacher, the knowledge in the
intermediate layers of the teacher can also be informative
to the learning of the student [16]. Inspired by the idea of
knowledge distillation in [5], [16], [20], we therefore introduce
an additional loss to maximize the mutual information between
the outputs of each ith intermediate layer of the teacher
(T i(X)) and the student (Si(X′)):
Li = min
E,S
−EX
[
EX′|X
[
log r(T i(X)|Si(X′))]] , (4)
where r(T i(X)|Si(X′)) is a variational distribution used for
approximating p(T i(X) | Si(X′)), which is derived from
information-theoretic perspective (see Eq. (12)).
Recall that the output of the ith layer of the teacher is a
Ci × Hi × W i feature map (note that the output of the ith
layer of the student is of the same spatial dimension but with a
smaller number of channels). Following [20], we model T i(X)
as the following Gaussian distribution conditioned on Si(X′):
r
(T i(X)|Si(X′)) ∼ Ci,Hi,W i∏
c=1,h=1,w=1
N
(
µi(Si(X′))c,h,w, σi2c
)
,
(5)
where µi is a subnetwork with 1 × 1 convolutional layers to
match the channel dimensions between T i(X) and Si(X′),
µic,h,w is a single output unit, and σ
i2
c is the learnable pa-
rameter specific to each channel at the ith layer. For σi
2
c , we
exploit the softplus function σi
2
c = log(1 + e
αic) +  where αic
is a learnable parameter and  is used for numerical stability.
With Eq. (5), we can write Eq. (4) as:
Li = min
E,S
EX
[
EX′|X
[
Ci,Hi,W i∑
c=1,h=1,w=1
log σic+
(T i(X)c,h,w − µi(Si(X′))c,h,w)2
2σi2c
+ const.
]]
.
(6)
Finally, the overall loss function of our framework can be
written as
L = LM + λ
M−1∑
i=1
Li, (7)
where λ is the weight of the losses of the intermediate layers.
B. Derivation from information-theoretic perspective
Previously, we have shown that the objective function of
our proposed framework has intuitive interpretations. Here we
additionally demonstrate that the objective function can be
derived in a theoretical way with mutual information, which
is a widely-used measure of the dependence between two
random variables and captures how much knowledge of one
random variable reduces the uncertainty about the other [31].
In particular, we note: minimizing the training losses in Eq. (2)
and Eq. (4) are equal to maximizing the following mutual
information: I(X′;yT ) and I(T i(X);Si(X′)), respectively.
max
E,S
I(X′;yT ) + λ
M−1∑
i=1
I(T i(X);Si(X′)). (8)
Given the definition of mutual information, the first term of
Eq. (8) can be derived as:
I(X′;yT ) = H(yT )−H(yT |X′)
= EXEX′|XEyT |X′ [log p(yT |X′)] + Const.
(9)
In general, it is impossible to compute expectations under
the conditional distribution of p(yT |X′). Hence, we define a
variational distribution q(yT |X′) that approximates p(yT |X′):
EyT |X′ [log p(yT |X′)]
= EyT |X′ [ log q(yT |X′)]
+ DKL[q(yT |X′)||p(yT |X′)]
≥ EyT |X′ [ log q(yT |X′)],
(10)
where DKL is the KullbackLeibler divergence and equality
holds if and only if q(yT |X′) and p(yT |X′) are equal in
distribution. Note that it is not hard to show that our student
corresponds to the variational distribution q.
For the second term of Eq. (8), we have:
I(T i(X);Si(X′)) = H(T i(X))−H(T i(X)|Si(X′))
=EXEX′|XET i|X,Si|X′ [log p(T i(X)|Si(X′))] + Const
(11)
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Fig. 2: An example in fundus dataset. Fine-grained lesion
regions are inside the contour of the three images in the 2nd
row, which are the zoom-in versions of the three lesion regions
identified in the 3rd column of the 1st row.
TABLE I: Teacher and student model architecture.
Teacher Student
3×3 conv, 32, pad=1; ReLU [b1] 3×3 conv, 2, pad=1; ReLU [b1]
2×2 max pooling 2×2 max pooling
3×3 conv, 64, pad=1; ReLU [b2] 3×3 conv, 4, pad=1; ReLU [b2]
2×2 max pooling 2×2 max pooling
3×3 conv, 128, pad=1; ReLU [b3] 3×3 conv, 8, pad=1; ReLU [b3]
2×2 max pooling 2×2 max pooling
3×3 conv, 256, pad=1; ReLU [b4] 3×3 conv, 16, pad=1; ReLU [b4]
fully connected layer fully connected layer
softmax softmax
Given Eq. (11), we can derive the following formula, similar
to Eq. (10):
ET i|X,Si|X′ [log p(T i(X)|Si(X′))]
≥ET i|X,Si|X′ [log r(T i(X)|Si(X′))],
(12)
where r is the variational distribution to approximate the
conditional distribution.
By using the two variational distributions q and r, the
problem (8) can be relaxed to Eq. (13), i.e. maximizing the
variational lower bounds.
max
E,S
E[log q(yT |X′)] + λ
M−1∑
i=1
E[log r(T i(X)|Si(X′))].
(13)
IV. EXPERIMENTS
In this section, we present the experiments conducted on
real-world datasets to exam the performance of the proposed
MED-TEX against the state-of-the-art methods.
A. Architectures and settings of MED-TEX
For the teacher and student, we adopt a deep architecture
with 4 block CNN layers, shown in Table I. It is important to
note that with less number of filters, the size of the student
model is much (226 times) smaller than the teacher, i.e., 1.7k
TABLE II: Explainer model architecture.
Encoder
2× (3×3 conv, 32, pad=1; Batch Norm; ReLU) [e0]
2×2 max pooling;
2× (3×3 conv, 64, pad=1; batch norm; ReLU) [e1]
2×2 max pooling;
2× (3×3 conv, 128, pad=1; batch norm; ReLU) [e2]
2×2 max pooling;
2× (3×3 conv, 256, pad=1; batch norm; ReLU) [e3]
2×2 max pooling;
2× (3×3 conv, 512, pad=1; batch norm; ReLU) [e4]
2×2 max pooling;
2× (3×3 conv, 512, pad=1; batch norm; ReLU) [e5]
Decoder
2×2 nearest upsample;
2× (3×3 conv, 512, pad=1; Batch Norm; ReLU) [d4]
concatenate [d4, e4]; 2×2 nearest upsample;
2× (3×3 conv, 256, pad=1; Batch Norm; ReLU) [d3]
concatenate [d3, e3]; 2×2 nearest upsample;
2× (3×3 conv, 128, pad=1; Batch Norm; ReLU) [d2]
concatenate [d2, e2]; 2×2 nearest upsample;
2× (3×3 conv, 128, pad=1; Batch Norm; ReLU) [d1]
concatenate [d1, e1]; 2×2 nearest upsample;
2× (3×3 conv, 64, pad=1; Batch Norm; ReLU) [d0]
1×1 conv, 3, pad=1; sigmoid [output]
TABLE III: Abbreviation of the compared methods
Method Abbreviation
Resnet18 + hard attention using
Gumbel-softmax [9] Hard attention
Resnet18 + soft attention using [10], [11] Soft attention
Resnet18 + patch-based image selection
using Gumbel-softmax [8] L2X
Resnet18 + grad class activation map [6],
[7] Grad-CAM
Our student without explainer Student (only)
Our Transfer and EXplain framework
using only explain LM (Eq. 1) loss MED-EX
Our full Transfer and EXplain framework MED-TEX
parameters of the student versus 390.5k parameters of the
teacher. We pretrained the teacher on the training set, which
achieves 96.33% accuracy, 0.964 precision, 0.963 recall and
0.96 F1 score on the testing data.
For the explainer, we adopt the Unet architecture [2], which
takes an image X as input and outputs the selection score
Θ, shown in Table II. Note that of Θ ∈ RC×H×W can be
decomposed into a 1×H ×W tensor that models the spatial
selection and a C×1 tensor that models the channel selection.
The spatial selection tensor is the output from the decoder and
the channel selection tensor is generated by passing the output
of the encoder (i.e., [e5] in Table II) through a fully connected
neural network with sigmoid activation function. Finally, Θ
is obtained by matrix multiplication between the spatial and
channel selection tensors.
There are four Li losses for the intermediate layers of
the teacher and student, i.e., convolutional blocks b1, b2, b3
and b4 in Table I. Each Li consists of a subnetwork µi and
learnable scalar αic. The subnetwork of µ
i consists of a 1×1
convolutional layer (with 16, 32, 64 and 128 numbers of filters
respectively), ReLU activation, and a 1×1 convolutional layer
(with 32, 64, 128 and 256 numbers of filters respectively). We
empirically set λ = 0.001.
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TABLE IV: Post-hoc evaluation on the fundus dataset.
Fundus-25% Fundus-50% Fundus-100%
Method Accuracy Precision Recall F1 Accuracy Precision Recall F1 Accuracy Precision Recall F1
Hard attention 0.895 0.984 0.849 0.912 0.918 0.974 0.896 0.934 0.928 0.955 0.933 0.944
Soft attention 0.895 0.982 0.852 0.912 0.915 0.937 0.93 0.933 0.948 0.975 0.943 0.959
L2X 0.863 0.839 0.974 0.901 0.931 0.964 0.927 0.945 0.94 0.94 0.981 0.961
Grad-CAM 0.891 0.959 0.867 0.911 0.921 0.964 0.911 0.937 0.921 0.918 0.963 0.940
Student (only) 0.863 0.903 0.813 0.856 0.90 0.916 0.879 0.897 0.927 0.960 0.890 0.923
MED-EX 0.908 0.958 0.894 0.925 0.938 0.978 0.924 0.950 0.951 0.994 0.93 0.961
MED-TEX 0.915 0.961 0.904 0.933 0.955 0.984 0.946 0.964 0.975 0.989 0.972 0.98
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Fig. 3: Average IoU evaluation among various methods at different topKs.
TABLE V: Average IoU evaluation when topK is equal to
the number of ground-truth lesion pixels for every individual
image.
Fundus-100% Fundus-50% Fundus-25%
MED-EX 0.091 0.06 0.058
MED-TEX 0.405 0.313 0.304
B. Datasets
We conducted our experiment on a fundus dataset collected
from two sources: Baidu iChallenge2 and Cao Thang Inter-
national Eye Hospital (CTEH)3. The dataset consists of two
kinds of fundus images: the ones with pathological myopia4
(abnormal images) and the normal ones without the disease.
Fig. 2 shows the data processing procedure. Given a raw
image with pathological myopia, it was firstly preprocessed by
cropping off the background. Next, the lesion regions of the
image were identified and segmented by medical experts. For
normal images, they were collected from the CTEH electronic
health record. Finally, we have 1873 images in total, which
consists of 1073 normal and 800 abnormal images. For the
abnormal images, there are 200 of them with fine-grained
lesion segmentations.
Originally, these images are in various sizes, so we rescaled
all of them to 3×256×256 (3 is the number of channels) and
normalized their values in the range between 0 and 1. We split
the dataset into the training (773 normal and 500 abnormal
images) and testing (300 normal and 300 abnormal images)
2https://ichallenge.baidu.com
3http://cteyehospital.com
4It is an eye disease that causes distant objects to be blurry.
sets. It is noteworthy that all the 200 images with lesion
segementaions are in the testing set. To mimic the case where
we have less data to learn from and explain the teacher, we
further reduce the number of training images for MED-TEX,
i.e., 25%, 50% and 100% training images are used, denoted
as Fundus-25%, Fundus-50% and Fundus-100%, respectively.
In addition to the fundas dataset, we also conduct our
experiments on the Tiny ImageNet dataset5, whose settings
are shown in the Appendix.
C. Compared methods
There is no existing method with the same problem setting
as ours. So we compare our MED-TEX with the representative
model interpretation methods that can be adapted to our
scenario, including “hard” attention using Gumbel-softmax
trick [9], “soft” attention [10], [11], Grad-CAM [6], [7] and
L2X [8]. In particular, for all the compared methods, we
leveraged ResNet18 [3] without fully connected layers for
feature extraction, which are further input into those meth-
ods to generate model interpretations. The “hard” attention
using Gumbel-softmax trick [9] discretely samples the feature
domain extracted by ResNet18, followed by a fully connected
layer with softmax to produce predictions. In the same context,
“soft” attention [10], [11] and Grad-CAM [6], [7] also perform
feature selection on the feature domain. All these three models
are trained by the cross-entropy loss with the labels being
generated by the teacher model. We adapt L2X [8], which has
not been carefully studied for image classification, by using
ResNet18 for the explainer and a similar student architecture
5https://www.kaggle.com/c/tiny-imagenet
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Fig. 4: Visualization results of topK highlighted image regions of different methods trained on Fundus-100%, compared with
the ground-truth lesion segmentation (specified by the green contour). While hard attention [9], soft attention [10], [11], Grad-
CAM [7], and L2X [8] output patch-based region selection maps, our MED-EX and MED-TEX give pixel-level selection
scores which is more accurate and fine-grained than others.
as ours. Note that L2X is trained by minimizing LM only,
without the intermediate losses.
To demonstrate the effectiveness of knowledge transforma-
tion of the intermediate layers, we compare MED-TEX with
its variant without information transfer losses (Eq. 4), denoted
as MED-EX. The loss for training MED-EX is the same to
L2X, but the ways of constructing the explainer are totally
different in the two models. To illustrate the importance of
explainer, we also consider another variant, i.e., the student
without the explainer, which was trained on the raw input
image X . We summarize all these comparison methods and
their abbreviations in Table III. All models are trained by using
Adam with 0.001 learning rate and a batch size of 64 on an
NVIDIA RTX Titan GPU with 24GB memory.
D. Evaluation metrics
Post-hoc metric: To evaluate our MED-TEX, we use post-
hoc metric [8] which compares the predictive distributions
of the student given X′ and the teacher given X. In other
words, we compute accuracy, precision, recall and F1 score
of the outputs from different methods against the output of
the pretrained teacher on the testing dataset.
Intersection over Union (IoU): We compare Intersection
over Union (IoU) between the highlighted image regions and
the ground-truth lesion segmentation of abnormal images.
Note that hard attention, soft attention, Grad-CAM, and L2X
output patch-based region selection maps (the ResNet18 fea-
ture extraction outputs a feature map of 8×8 spatial size
each of which is corresponding to a 32×32 region in image
domain), while our MED-EX and MED-TEX give pixel-level
selection scores. For a better comparison, we rank feature
scores and select the number of pixels corresponding to the
top K highest scores (e.g., topK ∈ {k × 32 × 32 | k =
1, 2, 3, 4, 5, 6}):
IoUtopK = 2
ΘtopK
⋂
Xlesion
ΘtopK
⋃
Xlesion
, (14)
where ΘtopK indicates the selected pixels corresponding to the
topK feature scores and Xlesion denotes ground-truth lesion
segmentation pixels.
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Fig. 5: Visualization results of topK highlighted image regions of different methods with different number of training data,
compared with the ground-truth lesion segmentations (specified by the green contours). Feature selection scores Θ are plot in
heatmaps on the right.
E. Results
In order to compare our MED-TEX to other methods,
we first use post-hoc metric [8]. Our method consistently
outperforms hard attention using Gumbel-softmax trick [9],
soft attention [10], [11], Grad-CAM [6], [7], and learning to
explain [8] in term of both accuracy and F1 score, as shown in
Table IV. Especially, for our proposed method, MED-TEX, it
achieves reasonably good results on approximating the teacher
with only 25% data. In addition, when the full dataset is
used, MED-TEX reaches 0.98 F1 score, meaning that the
student can perform nearly as well as the teacher on the image
classification task.
If we compare MED-TEX with its variant, Student (only),
it can be observed that Student (only) trained directly from
raw input images cannot perform well. This suggests that the
explainer with feature selection at pixel-level plays a central
role to guide the student to achieve better performance.
Fig. 3 shows the IoU results in bar charts. We can see
that our MED-TEX achieves significantly higher IoU than
others on fundus dataset. Specifically, MED-TEX performs
approximately 2× better than MED-EX and Grad-CAM and
more than 4× better than others. We also observe that even our
approach is trained with small amount data of fundus dataset,
the IoU is still remaining relatively high (e.g., when topK is
equal to 1024, MED-TEX achieves 0.118 IoU in fundus-25%).
In addition, we further evaluate the performance of MED-
EX and MED-TEX when topK is equal to the number of
ground-truth lesion pixels for each individual image. Table V
reports the average IoU results, where MEX-TEX achieves 0.4,
0.31 and 0.3 for Fundus-100%, Fundus-50% and Fundus-25%,
respectively.
Fig. 4 shows the visualization results of topK highlighted
image regions of different methods. Hard attention [9], soft
attention [10], [11], Grad-CAM [6], [7], and L2X [8] can only
give patch-based region selection maps, while our MED-EX
and MED-TEX produces pixel-level selection scores. It can
be seen from Fig. 4 that our method on an abnormal fundus
image highlights the regions that well match the ground-truth
lesion segmentations. In general, MED-EX and MED-TEX
produce more accurate and fine-grained lesion segmentations
on the pixel level than those segmentations on the feature
level in the other methods. Moreover, MED-TEX clearly
outperforms MED-EX due to the use of the intermediate
knowledge distillation losses.
We also qualitatively evaluate our method with different
proportions of the training data in Fig. 5, where the example
fundus image has multiple lesion regions (red, blue and yellow
regions). We can see that MED-TEX is able to precisely point
out these regions, even trained with less data. With more
training data used, our method gradually improves the quality
and accuracy of identifying the lesion regions. Finally, we
also evaluate MED-TEX using Tiny ImageNet dataset with
the same settings, whose results are shown in the appendix. It
can also observed the same trend that our method consistently
outperforms the other compared approaches.
V. CONCLUSION
In this paper, we have introduced our novel framework
MED-TEX, which is a joint knowledge distillation and model
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TABLE VI: Post-hoc evaluation on the Tiny ImageNet dataset
25% 50% 100%
Method Acc F1 Acc F1 Acc F1
Hard attention 0.92 0.923 0.907 0.901 0.966 0.968
Soft attention 0.913 0.91 0.935 0.94 0.953 0.955
L2X 0.833 0.828 0.86 0.859 0.87 0.87
Grad-CAM 0.90 0.906 0.92 0.918 0.953 0.953
Student (only) 0.686 0.711 0.80 0.779 0.826 0.839
MED-EX 0.913 0.912 0.933 0.932 0.953 0.955
MED-TEX 0.927 0.928 0.94 0.943 0.967 0.969
Average IoU of Tiny-ImageNet-25%
1 2 3 4 5 6
Selected topK pixels (x1024)
0
0.02
0.04
0.06
0.08
0.1
0.12
Io
U
Hard Attention
Soft Attention
L2X
Grad-CAM
MED-EX
MED-TEX
Fig. 6: Average IoU evaluation among various methods.
interpretation framework that learns the significantly smaller
student (compared to the teacher) and explainer models by
leveraging the knowledge only from the pretrained teacher
model. With the proposed framework, we can tackle two
important issues in medical imaging: the lack of training
data and the lack of interpretation. Specifically, the student
is trained with less data to learn from the knowledge of
pretrained teacher with the assistance of the explainer de-
signed to highlight the important image areas to the teacher’s
predictions. The output of the explainer can also be used as
low-level strong annotations trained by high-level weak ones
(teacher’s knowledge). In addition, to train the framework, we
have proposed to maximize the mutual information between
the intermediate and output layers of the student and teacher,
which forms a novel training objective of our framework. In
our experiment, we show that MED-TEX outperforms several
widely-used knowledge distillation and model interpretation
techniques, including: soft attention [10], [11], hard attention
[9], L2X [8], Grad-CAM [6], [7] on the fundus dataset in
terms of both quantitative and qualitative evaluations. In the
future work, we would like to apply our framework to COVID-
19 analysis, aiming to identify the most important regions of
lung X-ray images that are related to COVID-19.
APPENDIX
In this section, we demonstrate that our framework works
not only on medical imaging datasets but also on natural
H
ar
d 
Sa
lie
nc
y
So
ft 
Sa
lie
nc
y
L2
X
M
ED
-E
X
M
ED
-T
EX
1 2 3 4 5 6
Selected topK
pixels (x1024)
G
ra
d-
C
AM
Fig. 7: Visualization results on the example golden fish image.
H
ar
d 
Sa
lie
nc
y
So
ft 
Sa
lie
nc
y
L2
X
M
ED
-E
X
M
ED
-T
EX
1 2 3 4 5 6
Selected topK
pixels (x1024)
G
ra
d-
C
AM
Fig. 8: Visualization results on the example jelly fish image.
imaging datasets. We select 500 golden fish images (425 for
training and 75 for testing) and 500 jellyfish images (also 425
for training and 75 for testing). All the images are with labeled
bounding boxes identifying the regions of the fishes. Examples
of the images are shown in Fig. 7 and 8. The teacher model
is then trained by 850 images and tested with 250 images
that reaches 95.4% accuracy (0.947 precision, 0.956 recall and
0.954 F1 score). In the post-hoc evaluation, MED-TEX gives
higher F1 score and accuracy than the other methods. There is
also a significant improvement of IoU with less data as shown
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in Fig. 6. We qualitatively evaluate MED-TEX by visualizing
the demo images (golden fish and jelly fish) and highlighted
the regions with different topKs trained by Tiny ImageNet
100%, as shown in Fig. 7 and 8, respectively. It can be seen
than our approaches are able to locate the fishes more precisely
than other methods.
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