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Abstract
In this paper we are concerned with 3nding an upper bound on Nq(n), the maximum number
of Latin squares of order n in a mutually quasi-orthogonal set. In doing so, we make use
of relationships with orthogonal frequency squares, equidistant permutation arrays and Room
squares. We improve upon the best-known bound for Nq(n), n¿8, by showing that Nq(n)6R(n),
where R(n) is the maximum number of rows in an equidistant permutation array with n columns
and index 1. Much improved bounds are found for special cases. c© 2001 Elsevier Science B.V.
All rights reserved.
Keywords: Latin square; Quasi-orthogonal; Equidistant permutation array; Room square; Ortho-
gonal frequency square
1. Introduction
A Latin square of order n is an n×n array de3ned on a symbol set S with every ele-
ment of S occurring precisely once in each row and column. In [2], Bedford generalised
the concept of a set of mutually orthogonal Latin squares (MOLS). Two Latin squares
of the same order, written on the same symbol set, are said to be quasi-orthogonal
if, when superimposed so as to form an array of unordered pairs, each unordered pair
of the form {x; x} occurs precisely once whilst unordered pairs of distinct symbols
occur precisely twice. The Latin squares displayed in Fig. 1 are quasi-orthogonal. A
set of Latin squares {L1; L2; : : : ; Lk} is a set of mutually quasi-orthogonal Latin squares
(MQOLS) if for i = j, Li and Lj are quasi-orthogonal.
Quasi-orthogonality was 3rst explicitly introduced in [2] though a summary of some
of the results of [2] was published earlier in [6]. However, quasi-orthogonal Latin
squares are in fact related to many long-established designs including Room squares,
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Fig. 1. Quasi-orthogonal Latin squares of order 7.
r-orthogonal Latin squares, semi-Latin squares and orthogonal Steiner triple systems.
A detailed discussion of these relationships is contained in [11]. In [2,3] emphasis
was given to determining lower bounds on the number of Latin squares in a mutu-
ally quasi-orthogonal set. In this paper we address the problem of determining Nq(n),
the maximum number of Latin squares of order n in a mutually quasi-orthogonal
set.
For MOLS it is easy to show that N (n)6n−1, where N (n) is the maximum number
of MOLS of order n. An easy proof of this fact is to take any set of MOLS of order n
and permute the symbols of each Latin square so that their 3rst rows coincide. Now,
the 3rst entries of the second rows must be distinct and not equal to the 3rst entry of
the 3rst rows, giving at most n−1 Latin squares. This argument does not apply to sets
of MQOLS because permuting the symbols of one Latin square from a set of MQOLS
does not necessarily preserve quasi-orthogonality. For example the quasi-orthogonal
Latin squares in Fig. 1 have the property that when they are superimposed so as to
form an array of ordered pairs, each ordered pair of distinct symbols occurs either
twice or not at all. It follows that any non-identity permutation of the symbols of L1
results in a Latin square which is not quasi-orthogonal to L2, because at least one pair
of non-distinct symbols then appears twice.
We have made progress in 3nding an upper bound for Nq(n) by using a variety of
approaches. These include identifying relationships between MQOLS, other generalisa-
tions of MOLS, equidistant permutation arrays and Room squares.
2. Orthogonal frequency squares
Denition 1. Let S={a1; a2; : : : ; am} and let L be an n×n array where m6n. Suppose
that for each i, i= 1; 2; : : : ; m the element ai occurs precisely i times (i¿1) in each
row and column of L. Then L is called a frequency square (or F-square) of order n
on the symbol set S with frequency vector (1; 2; : : : ; m).
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BrieGy, we say that the array L is an F(n; 1; 2; : : : ; m) and abbreviate notation
further by letting the powers of i denote repeated occurrences of diHerent symbols to
the same multiplicity. For example, F(n; 1; 1; 1) = F(n; 31).
Denition 2. Let F1(n; 1; 2; : : : ; m) be de3ned on the set S1 = {a1; : : : ; am} and let
F2(n; 1; 2; : : : ; m) be de3ned on the set S2 = {b1; : : : ; bm}. These two squares are
orthogonal if, when superimposed so as to form an array of ordered pairs, each ordered
pair (ai; bj) occurs precisely ij times.
Observe that a pair of orthogonal Latin squares of order n is a pair of orthogonal
F(n; 1n)’s. In [5] Hedayat, Raghavaro and Seiden showed that the maximum num-
ber, t, of pairwise orthogonal F-squares of type F(n; m), where n = m, satis3es
t6(n− 1)2=(m− 1). Their argument is of particular interest since it does not involve
permuting symbols. The following result is implicit in [5].
Lemma 3. Let S = {L1; L2; : : : ; Lt} be a set of Latin squares of order n; each writ-
ten on the same alphabet. For each Latin square Lh; de<ne an n2 × n matrix Nh =
(nh(i; j); k); where n
h
(i; j); k = 1 if the element k occurs in the (i; j)th cell of Lh and is
zero otherwise (i; j = 1; 2; : : : ; n). Let M denote the matrix (N1|N2| · · · |Nt). Then
rank(MTM)6min((n− 1)2 + 1; tn).
We now generalise the approach used by Hedayat, Raghavaro and Seiden. The fol-
lowing de3nition will be of use to us.









Bt1 Bt2 · · · Btt

 :
Then X is an (n; t)-concurrence matrix if:
• Bii = nI where I is the n× n identity matrix.
• If i = j, then:
(1) the leading diagonal entries of Bij are 1’s and all other entries are 0,1 or 2;
(2) Bij = BTji;
(3) Bij + Bji = 2J where J is the n× n matrix of 1’s;
(4) the sum of entries from each row and column of Bij is n.
If in the statement of Lemma 3, S is a set of MQOLS then MTM is an (n; t)-
concurrence matrix. Note that if the MQOLS are de3ned on {0; 1; : : : ; n − 1}, then
the (i; j)th entry of MTM is the number of times (; ′) occurs on superimposing L
and L′ , where i = n+ , 06¡n, and j = ′n+ ′, 06′ ¡n.
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Theorem 5. Let S={L1; L2; : : : ; Lt} be a set of t MQOLS of order n. If the dimension
of the nullspace of an (n; t)-concurrence matrix is at least ; then t6((n−1)2+1+)=n.
Proof: From S construct the matrix M as in Lemma 3. Then MTM is an (n; t)-con-
currence matrix. Assume that the nullity of this matrix is at least . By the rank-nullity
theorem, rank(MTM)¿tn−. From Lemma 3, rank(MTM)6min((n−1)2+1; tn), and
so tn− 6(n− 1)2 + 1 which implies that t6((n− 1)2 + 1 + )=n.
In [5] it has been shown that when S is a set of MOLS, the (n; t)-concurrence
matrix de3ned by MTM has nullity t − 1 and consequently t6n − 1. At the 16th
British Combinatorial Conference in 1997 we asked whether every (n; t)-concurrence
matrix has nullity t − 1 (Problem BCC16.22). Subsequently, Preater [10] proved the
result for t=2 (Theorem 6) but the following counterexample to the general statement
was found by Liebeck [7]. Consider the matrix X , such that
X =

 3I B BTBT 3I BT
B B 3I

 ; where B=





Then X has nullity 4, {(−1;−1;−1; 1; 1; 1; 0; 0; 0), (−1;−1;−1; 0; 0; 0; 1; 1; 1),
(−1;−1;−4; 3; 0; 0; 0; 3; 0), (−4;−1;−1; 0; 3; 0; 0; 0; 3)} is a basis for the nullspace.
A non-negative real matrix is full if all entries are non-zero, and doubly stochastic
if all rows and columns sum to 1. The following proof relies on the result from the
Markov Chain theory that if a matrix P is full and doubly stochastic then I − P has
nullity 1, and (I − P)x= 0 ⇒ x= c1, for some real number c (see, for example, [1]).
Theorem 6. (n; 2)-concurrence matrices have nullity 1.







where B + BT = 2J (I is the n × n identity matrix, J is the n × n matrix of 1’s).
Let (x=y) be a vector in the nullspace of M , then M (x=y) = 0 which implies that
nx + By = 0 and ny + BTx = 0. Therefore, x = (−1=n)By and y = (−1=n)BTx and so
y = (1=n2)BTBy. It follows that (I − (1=n2)BTB)y = 0. Now (1=n2)BTB is full since
the (i; j)th entry of BTB is the inner product of the ith and jth columns of B; this is
clearly non-zero for i= j and for i = j, we observe that at least one of the (i; j)th and
(j; i)th entries of B is non-zero whilst the (i; i)th and (j; j)th entries of B are both 1.
Moreover, (1=n2)BTB is doubly stochastic since B has row and column sums equal to
n. It follows that (I − (1=n2)BTB)y= 0 if and only if y= c1, for some real number c,
and x=−c1. Therefore, M has nullity 1 as required.
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Fig. 2. The EPA de3ned by 0 in the MQOLS of Fig. 1. Fig. 3. R(n) and Nq(n) for n67.
3. Equidistant permutation arrays
The following result, due to Wild [12], was the 3rst attempt at bounding the number
of MQOLS of order n.
Theorem 7 (Wild [12]). Nq(n)6(n− 1)(n− 2).
Proof: Let M = {L1; L2; : : : ; Lk} be a set of MQOLS of order n¿3. We count ordered
triples of cells containing the same element in Li. For each Latin square Li, this number




n2(n− 1)(n− 2) = (n− 1)(n− 2):
The argument used in the above proof considers the occurrence of unordered pairs
of distinct elements upon superimposition of two quasi-orthogonal Latin squares. We
improve on this bound by considering the occurrence of pairs of the form {x; x}. We
require the following de3nition.
Denition 8. An equidistant permutation array (EPA) of index !, is a k × n array
such that every row is a permutation of a symbol set S, of size n, and any two rows
agree in precisely ! places.
Throughout we assume that ! = 1. One of the outstanding problems in the study of
EPA’s is the determination of the maximum number R(n) of rows an EPA with n
columns can have. This problem is linked with the determination of Nq(n) since k
MQOLS of order n de3ne a k×n EPA. Let M ={L1; L2; : : : ; Lk} be a set of k MQOLS
of order n de3ned on S = {0; 1; : : : ; n − 1}. For x ∈ S, we de3ne a k × n array " as
follows: let the (i; j)th cell of " contain k if and only if the (k; j)th cell of Li contains x.
Then the ith row of " is a permutation since in Li, no two cells containing x occur on
the same row. Furthermore, any two rows i; i′ of " agree in precisely 1 place since
upon superimposition of Li and Li′ , the pair {x; x} occur precisely once. Therefore "
is an EPA (see Fig. 2).
The MQOLS-EPA relationship has been employed in a computer search to determine
all sets of MQOLS of order n for n66; the corresponding values of Nq(n) are presented
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in Fig. 3, for more details see [3,11]. Another useful aspect of the MQOLS-EPA
relationship is that it immediately provides us with an upper bound for Nq(n). If an
EPA with n columns can have at most R(n) rows, then necessarily, Nq(n)6R(n). The
determination of R(n) is by no means complete, for further details see Mahmoodi et al.
[8]. Exact values of R(n) are known only for n67 and are given in Fig. 3. Currently,


















This is an improvement on Theorem 7 although both provide bounds on Nq(n) of
order n2.
4. Generalised room squares
The concept of a generalised Room square provides us with another way of con-
sidering an EPA which will allow us to improve on the results of the previous section
for certain extreme cases.
Denition 9. Let X be a set of cardinality v. A generalized Room square (GRS) of
order n and index 1 de3ned on X is an n× n array F having the following properties:
• every cell of F contains a subset (possibly empty) of X ,
• each symbol of X occurs once in each row and once in each column,
• any two distinct symbols of X occur together in exactly 1 cell of F .
We denote such a GRS by GRS(n; v).
We may use the concept of a GRS to determine the maximum size of a set of MQOLS
with particular properties. In [4] it was shown that a v× n EPA, A, is equivalent to a
GRS(n; v); S, where the (x; j)th cell of S contains i if and only if the (i; j)th entry of
A is x.
Let M = {L1; : : : ; Lk} be a set of MQOLS written on the symbol set S. Since each
symbol x ∈ S de3nes an EPA, it follows that each x ∈ S also de3nes a GRS X .
This correspondence is given by cell (i; j) of X contains  if and only if cell (i; j) of
L ∈ M contains x. We proceed by analysing the way in which the non-empty cells of
a GRS can be 3lled. Assume that a GRS S(n; v) is written on the set M = {1; : : : ; v}.
Then let us consider each non-empty cell of the S(n; v) as a set of elements from M ,
and call each such set a block. Notice that from the de3nition of a GRS, each pair
of distinct elements from M occurs in precisely one block. In fact if we disregard the
row and column structure of a GRS, then the set of blocks remaining forms a pairwise
balanced design (where we disregard blocks of size 1).
For a GRS de3ned from a set of v MQOLS of order n we have that the number of
cells, b, containing more than one element satis3es 16b6v(v − 1)=2. In the extreme
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cases, b = 1 and b = v(v − 1)=2 we are able to show that v6n − 1 and v6n + 1,
respectively.
Theorem 10. Let M ={L1; L2; : : : ; Lv} be a set of MQOLS of order n. If there exists
a symbol x such that the GRS de<ned by x; Sx; has a cell containing at least v− 1
elements; then v6n− 1.
Proof: (i) If the (r; c)th cell of Sx contains all symbols except v∗, then there is a cell
in column c containing v∗ only. Now consider the v − 1 cells containing v∗ and one
other symbol. Since v∗ occurs only once in each row we have that v − 16n − 2 as
required.
(ii) If the (r; c)th cell of Sx contains all of the symbols, then consider a column
c′ = c. Every symbol occurs in this column but no two symbols may lie in the same
cell and cell (r; c′) is empty, hence v6n− 1.
Theorem 11. Let M = {L1; L2; : : : ; Lv} be a set of MQOLS of order n. Suppose that
for a symbol x; no triple of squares from M have a common cell containing x. Then
v6n+ 1.
Proof: Let Sx denote the GRS de3ned by the symbol x. Consider pairs of the form
{x; } in Sx. There are v− 1 such pairs, and no two occur in the same row or column.
It follows that v− 16n, and hence v6n+ 1.
It remains an interesting open question whether Nq(n)¿n− 1 for any n.
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