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Re´sume´
L’appariement de formes est un sujet important dans la vision par ordinateur, il e´tudie
la mesure de similarite´ entre les formes, il repre´sente un composant essentiel dans la
recherche de formes, la reconnaissance, la classification et le recalage. Dans ce travail,
nous avons essaye´ d’aborder l’appariement de formes comme un proble`me d’optimisation,
a` l’aide des algorithmes e´volutionnaires quantiques qui ont de´montre´ le pouvoir d’eˆtre
une ame´lioration majeure par rapport aux algorithmes e´volutionnaires classiques. Nous
proposons de combiner le descripteur shape context avec les algorithmes ge´ne´tiques quan-
tiques afin de de´finir une nouvelle approche d’appariement et de recherche de formes.
L’appariement de formes avec shape context est base´ sur l’ide´e de trouver la meilleure
correspondance entre deux ensembles de points e´chantillonne´s a` partir des deux formes.
Notre approche propose´e utilise les algorithmes ge´ne´tiques quantiques pour trouver la
meilleure configuration de points afin d’obtenir le meilleur appariement possible entre les
deux formes. Notre algorithme propose´ (Quantum Shape Context) est e´galement utilise´
pour re´soudre une des faiblesses de shape context, sa faible invariance a` la rotation et
le retournement, ou` nous utilisons les algorithmes ge´ne´tiques quantiques pour estimer la
meilleure orientation de la forme cible qui permet d’obtenir le meilleur appariement pour
les formes avec des rotations et retournements. Les re´sultats expe´rimentaux ont montre´
la supe´riorite´ de notre algorithme propose´ dans les taˆches d’appariement et de recherche
de formes par rapport au shape context et d’autres me´thodes d’appariement de formes
contre divers types de tests.
Mots cle´s : appariement de formes, recherche de formes, shape context, descripteur de




Shape matching is an important subject in computer vision, it studies the similarity mea-
sure between shapes, it represent an essential component in shape retrieval, recognition,
classification and registration. In this work, we tried to solve the shape matching as an
optimization problem, using the quantum evolutionary algorithms which demonstrated to
be a major improvement over the classical evolutionary algorithms. We propose to com-
bine the well known shape context descriptor with quantum genetic algorithms in order to
define a new shape matching and retrieval method. The shape context matching method
is based on the idea of finding the best correspondence between two points sets sampled
from the two shapes. Our proposed method uses the quantum genetic algorithms to find
the best configuration of sample points in order to achieve the best possible matching
between the two shapes. Our proposed Quantum Shape Context algorithm is also used
to solve one of the weaknesses of shape context, its weak rotation and flipping invariance,
where we use the quantum genetic algorithms to estimate the best orientation of the target
shape that allows obtaining the best matching result for rotated and flipped shapes. The
experimental results shows the superiority of our proposed algorithm in shape matching
and shape retrieval tasks comparing to shape context and some other shape matching
methods against various forms of tests.
Keywords : shape matching, shape retrieval, shape context, shape descriptor, similarity
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’information visuelle joue un roˆle tre`s important dans notre vie quotidienne, plu-
sieurs domaines comme le journalisme, la publicite´, l’architecture et la me´decine
utilisent des applications base´es principalement sur l’information visuelle. L’exploi-
tation de cette grande quantite´ d’images ne´cessite des me´canismes efficaces pour l’analyse,
la classification et l’indexation. La vision par ordinateur est la branche en informatique
qui prend en charge l’acquisition, le traitement et l’analyse de l’information visuelle. Le
but essentiel des recherches dans ce domaine est le de´veloppement d’un syste`me capable
de reproduire les capacite´s de la vision humaine, de percevoir et de comprendre une
image. L’appariement de formes repre´sente un ingre´dient essentiel dans l’interpre´tation
de l’information visuelle, dont l’objectif est de mesurer la similarite´ entre les formes.
L’appariement de formes est un proble`me central dans la vision par ordinateur, la recon-
naissance d’objets et la robotique. Il e´tudie la transformation et la mesure de similarite´
entre deux formes [Vel01]. La repre´sentation de formes et la mesure de similarite´ entre
les formes repre´sentent les e´le´ments les plus importants de l’appariement de formes. Une
mesure de similarite´ est une fonction de distance qui associe une valeur nume´rique a` deux
descripteurs de forme, cette distance est faible si les deux formes sont similaires, et plus
importante si ces formes sont dissimilaires.
Dans la litte´rature, plusieurs me´thodes d’appariement de formes sont de´crites, parmi
celles-ci, nous avons les me´thodes base´es sur les descripteurs de forme globale comme,
CSS (Curvature Scale Space) [MAK96], Transforme´e de Hough [Bal81], le descripteur
de Fourier [Lon98], la distance de Hausdorff [Ruc96], ces me´thodes ne sont pas robustes
a` l’occultation et a` l’articulation, et l’appariement partiel n’est pas possible. Les tech-
niques d’appariement de formes doivent eˆtre robustes aux transformations ge´ome´triques
(translation, rotation, mise a` l’e´chelle, etc.) et les de´formations non-line´aires (bruit, ar-
ticulation, occultation). Par rapport aux transformations ge´ome´triques, les de´formations
non-line´aires sont beaucoup plus difficiles. Les me´thodes base´es sur l’ensemble fini de
points sont plus robustes, Shape Context (SC) [BMP00] est parmi ces me´thodes, c’est
un descripteur riche et robuste face a` la plupart des transformations ge´ome´triques. Inner-
Distance Shape Context (IDSC) [LJ07] est une ame´lioration de shape context afin d’eˆtre
plus robuste aux articulations. D’autres descripteurs ont e´te´ propose´s pour ame´liorer




Dans ce me´moire, nous proposons une nouvelle approche d’appariement de formes base´e
sur les concepts de l’informatique quantique et le descripteur shape context de´note´e par
(QSC)[MMF14]. L’informatique quantique est base´e sur les principes de la me´canique
quantique comme la superposition d’e´tats et la mesure probabiliste. La diffe´rence essen-
tielle entre l’informatique classique et l’informatique quantique repose dans la repre´sentation
de bit, qui peut avoir une des deux valeurs 0 ou 1 en informatique classique, alors qu’un
bit quantique peut avoir la valeur 0 ou 1, mais il peut eˆtre aussi dans une superposition
des deux e´tats en meˆme temps. En conse´quence, un registre quantique de n qubits peut
contenir 2n valeurs distinctes en superposition quantique, donc il serait capable de cal-
culer a` la fois les 2n re´sultats correspondants a` toutes les valeurs d’entre´es en une seule
ope´ration, ce qui repre´sente des capacite´s de traitement et de stockage exponentiel.
Les concepts de l’informatique quantique purs sont encore loin d’eˆtre applique´s tant que
des vrais ordinateurs quantiques ne sont pas encore re´alise´s. Dans notre travail, nous allons
nous baser sur une approche hybride, qui consiste a` combiner les concepts inspire´s de l’in-
formatique quantique avec les algorithmes e´volutionnaires, nous appelons cette technique
les algorithmes e´volutionnaires inspire´s du quantique (AEQ).
Dans ce travail, nous avons opte´ d’aborder le proble`me de l’appariement de formes comme
un proble`me d’optimisation par les algorithmes e´volutionnaires quantiques. Notre ap-
proche combine l’appariement de forme avec le descripteur shape context et les AEQs
pour obtenir les meilleurs re´sultats d’appariement de formes possibles. L’appariement avec
shape context repose sur l’ide´e de trouver la meilleure correspondance entre les points ex-
traits du contour des deux formes, alors que notre algorithme e´volutionnaire quantique
essaie plusieurs configurations de points afin de trouver l’ensemble le plus ade´quat ou`
chaque configuration de points repre´sente une version diffe´rente de shape context.
Notre approche quantique d’appariement de formes est fonde´e sur une repre´sentation
quantique de l’espace de recherche a` l’aide d’un ensemble d’individus quantiques, chaque
individu repre´sente une solution possible, qui peut eˆtre vue comme une configuration de
points capable de construire le descripteur shape context. La population quantique sera
e´value´e ensuite selon une fonction objectif (fitness) qui consiste au couˆt d’appariement
minimum entre les deux formes. L’exploration de l’espace de recherche est re´alise´e par un
ope´rateur de mise a` jour quantique qui permet de guider la population vers les bonnes
solutions jusqu’a` la convergence de l’algorithme.
Les expe´rimentations avec notre approche propose´e sont re´alise´es sur des bases d’images
connues comme : MPEG-7 CE-shape-1 [LLE00], KIMIA25 [SCTK98], KIMIA99 [SKK04]
et COIL-100 [NNM96]. Les re´sultats d’appariement et la recherche d’images obtenus sont
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tre`s prometteurs vis-a`-vis de SC et de IDSC et graˆce aux concepts de la the´orie quan-
tique, la convergence peut eˆtre atteinte avec moins d’ite´rations et en utilisant une petite
population compose´e de quelques individus.
Le travail pre´sente´ dans ce me´moire est organise´ en cinq chapitres :
Dans le premier chapitre, nous introduisons l’informatique quantique, nous pre´sentons ses
de´buts a` partir de la me´canique quantique et quelques concepts principaux. Ensuite, nous
pre´sentons le calcul quantique, les circuits quantiques, les algorithmes quantiques et deux
exemples des algorithmes quantiques ce´le`bres (Shor [Sho94] et Grover [Gro96]). Enfin,
nous exposons les diffe´rents axes de recherche active dans la re´alisation d’un ordinateur
quantique.
En deuxie`me chapitre, nous pre´sentons les divers types d’algorithmes e´volutionnaires et le
principe de fonctionnement de ces algorithmes. Ensuite, nous pre´sentons les algorithmes
e´volutionnaires inspire´s du quantique, la structure ge´ne´rale de ces algorithmes, la manie`re
de repre´sentation des individus quantiques ainsi que les ope´rateurs de mise a` jour utilise´s.
Enfin, nous citons les diffe´rents types des algorithmes e´volutionnaires quantiques et leurs
avantages par rapport aux algorithmes e´volutionnaires classiques.
Le troisie`me chapitre est consacre´ a` la pre´sentation de l’appariement de formes, sa de´finition,
son objectif et son utilite´ dans un syste`me de vision par ordinateur. Ensuite, nous pre´sentons
les diffe´rentes techniques de repre´sentation de formes et les parame`tres de formes, ainsi que
les mesures de similarite´ utilise´es. Enfin, nous citons quelques transformations ge´ome´triques
les plus connues.
Notre approche e´volutionnaire quantique pour l’appariement de formes est pre´sente´e dans
le quatrie`me chapitre. Nous commenc¸ons par une introduction a` l’appariement avec shape
context. Ensuite, nous expliquons la repre´sentation quantique qui nous permet d’utiliser
ce descripteur pour notre approche ainsi que la strate´gie de recherche applique´e. Enfin,
nous exposons le fonctionnement de´taille´ de notre algorithme.
L’e´valuation de la performance de notre approche propose´e est expose´e dans le cinquie`me
chapitre ou` nous pre´sentons quelques re´sultats expe´rimentaux obtenus par notre approche




Dans ce chapitre, nous pre´sentons l’informatique quantique, en commenc¸ant par une in-
troduction a` la me´canique quantique. Nous exposons ensuite les concepts de base de l’in-
formatique quantique et quelques exemples d’applications possibles. Enfin, nous cloˆturons
le chapitre par une pre´sentation des diffe´rents axes de recherche active dans la re´alisation
d’un ordinateur quantique.
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Chapitre 1. Informatique quantique
1.1 Introduction
Selon la loi de Moore le cofondateur d’Intel [M+65], qui pre´dit le doublement du nombre
des transistors dans une puce tous les deux ans, par conse´quent avant l’anne´e 2025 les
transistors auront la taille d’un atome, Moore lui-meˆme en 2007 a annoncer que la tech-
nologie actuelle base´e sur les transistors approche de ses limites physiques, et ne serait
plus valide dans dix a` quinze ans.
La transition de la microe´lectronique aux nanotechnologies est devenue ine´vitable, d’ici
les lois de la physique classique ne seront plus valables, et les lois de la physique quantique
prennent place. La physique quantique nous permet d’entrer a` un monde infiniment petit
et e´trange, le monde des photons et atomes, qui se comportent d’une manie`re contredit
toutes les lois de la physique classique.
L’informatique quantique est fonde´e sur les lois de la me´canique quantique, be´ne´ficier
des concepts et principes puissants de cette the´orie comme la superposition d’e´tats, l’en-
cheveˆtrement et l’interfe´rence. L’informatique quantique est encore a` ses de´buts, cepen-
dant elle pre´sente un domaine de recherche tre`s prometteur.
1.2 Me´canique quantique
La me´canique quantique est une des the´ories scientifiques les plus re´volutionnaires du
vingtie`me sie`cle, c’est la branche de la physique qui sert a` de´crire la structure et l’e´volution
dans le temps et l’espace des phe´nome`nes physiques a` l’e´chelle de l’atome. Les e´tudes sur
le comportement des atomes et les photons ont mene´ a` la de´couverte de cette the´orie
fascinante [Gro02].
Les travaux de Planck et Einstein sur les e´changes d’e´nergie lumineuse [BM09] et les
tentatives pour re´soudre le proble`me de rayonnement du corps noir ont marque´ le de´but
de la me´canique quantique. Deux the´ories sont apparues, la me´canique ondulatoire de
Broglie et Schro¨dinger et la me´canique matricielle de Heisenberg, Born et Jordan. Ces deux
the´ories ont e´te´ unifie´es par Dirac [Dir58] qui a de´fini une repre´sentation mathe´matique
pour la me´canique quantique base´e sur un ensemble d’axiomes.
Les concepts de la me´canique quantique sont un peu e´trange et difficile a` comprendre
comme la superposition quantique ou` une particule peut-eˆtre dans deux e´tats en meˆme
temps, ou l’encheveˆtrement des particules ou` deux particules dans deux endroits physi-
quement se´pare´s sont de´pendantes. Tous ces phe´nome`nes sont inexplicables par les lois
de la physique classique, ce qui nous donne une ide´e sur la puissance de la me´canique
quantique.
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1.2.1 Espace de Hilbert
Les diffe´rences, entre la physique classique repre´sente´e par l’espace euclidien et la phy-
sique quantique, me`nent a` l’introduction d’un nouveau formalisme mathe´matique qui peut
prendre en charge les concepts de la me´canique quantique, ce formalisme repose sur les
notions de l’espace de Hilbert.
L’espace de Hilbert est la version de dimension infinie de l’espace euclidien ou hermitien,
un espace de Hilbert est un espace vectoriel pourvu d’un produit scalaire qui donne la
possibilite´ de mesurer des longueurs et des angles. L’origine des espaces de Hilbert est la
the´orie de de´veloppement des fonctions arbitraires en se´ries des fonctions orthogonales.
Les espaces de Hilbert fournissent la base mathe´matique pour la me´canique quantique
[Che01].
L’e´tat d’un syste`me physique est une description globale de ce syste`me, en me´canique
quantique l’e´tat est repre´sente´ par un vecteur norme´ dans l’espace de Hilbert H [Sch99].
1.2.2 Notation de Dirac
La notation bra-ket introduite par Dirac [Dir58] utilise´e par les physiciens en me´canique
quantique afin de faciliter l’e´criture des e´quations, et la repre´sentation du vecteur d’e´tat
quantique, cette notation appele´e bra-ket qui provient du mot anglais bracket qui signifie
crochet, Bra 〈| et Ket |〉.
Par exemple, on prend les valeurs de l’e´tat de bit {0, 1}, la base orthonorme´ {|0〉 , |1〉}
peut eˆtre exprime´e en tant que {( 01 ) , ( 10 )}. Notons bien que :
• |x〉 est un vecteur utilise´ pour de´crire un e´tat quantique, alors que 〈x| est le vecteur
transpose´ de |x〉.
• La composition de |x〉 avec |y〉 en 〈x| |y〉 ou 〈x | y〉, de´note le produit interne de |x〉
, |y〉.
• La combinaison de |x〉 avec 〈y| de´note le produit externe des deux vecteurs |x〉 ,
〈y|.
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1.2.3 Postulats de la me´canique quantique
Mathe´matiquement la me´canique quantique est tre`s bien de´finie, sur la base de la no-
tation bra-ket de Dirac [Dir58], qui permet la repre´sentation des ope´rations sur les es-
paces de Hilbert [Pou02]. Cette formulation mathe´matique est le re´sultat des travaux de
Dirac et John von Neumann [VH+58]. L’e´tat d’un syste`me quantique peut eˆtre de´crit
mathe´matiquement par les postulats de la me´canique quantique.
Postulat 1 : (l’e´tat quantique) a` un instant t0, l’e´tat d’un syste`me physique est
de´fini par un vecteur d’e´tat |ψ(t0)〉 appartenant a` l’espace des e´tats H
de Hilbert [BF92].
Postulat 2 : (description d’une grandeur physique) toute grandeur physique me-
surable O est de´crite par un ope´rateur Oˆ agissant dans H, cet ope´rateur
est appele´ observable.
Postulat 3 : (mesures des grandeurs physiques) la mesure d’une grandeur phy-
sique O ne peut donner comme re´sultat qu’une des valeurs propres de
l’observable Oˆ correspondante.
Postulat 4 : (de´composition spectrale) lorsqu’on mesure une grandeur physique O
sur un syste`me dans l’e´tat |ψ(t0)〉 norme´, la probabilite´ Pr(an) d’obtenir




| 〈φjn ∣∣ψ〉 |2
Ou` gn est la de´ge´ne´rescence de la valeur propre an et les |φjn〉 sont les
vecteurs propres norme´s de Oˆ associe´s a` la valeur propre an.
Postulat 5 : (re´duction du paquet d’ondes) si la mesure de la grandeur physiqueO
sur le syste`me dans l’e´tat |ψ〉 donne le re´sultat an, donc l’e´tat du syste`me
apre`s la mesure est la projection norme´e de |ψ〉 sur le sous-espace propre
associe´ a` an.
Pˆn |ψ〉√〈ψ |Pn |ψ〉
Ou` Pˆn est l’ope´rateur projecteur.
Postulat 6 : (l’e´volution des syste`mes) L’e´volution du vecteur d’e´tat |ψ(t)〉 avec




|ψ(t)〉 = Hˆ(t) |ψ(t)〉
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Ou` H(t) est l’observable associe´ a` l’e´nergie totale du syste`me [SSS94].
1.3 Notions de l’informatique quantique
1.3.1 Bit quantique
En informatique classique, un bit peut prendre une des deux valeurs 0 ou 1, ce qui
repre´sente la pre´sence ou non du courant e´lectrique. En informatique quantique, on trouve
le bit quantique ou qubit qui correspond aux syste`mes quantiques a` deux e´tats 0 et 1 (pho-
ton, atome, etc.).
Le terme qubit a e´te´ introduit par Schumacher [Sch95], un qubit peut prendre une des va-
leurs 0 ou 1. Cependant, le bit quantique peut prendre les deux valeurs en meˆme temps ou
une superposition des deux e´tats. Les deux e´tats sont repre´sente´s par |0〉 et |1〉. L’e´tat d’un
syste`me quantique est repre´sente´ par un vecteur dans l’espace de Hilbert de dimension 2,
cet e´tat peut eˆtre exprime´ comme suit :
|ψ〉 = α |0〉+ β |1〉 (1.2)









Figure 1.1: La sphe`re de Bloch
Le qubit est dans l’e´tat 0 avec une probabilite´ |α2| et dans l’e´tat 1 avec une probabilite´
|β2|. Il faut bien noter que l’ope´ration de la mesure va de´truire l’e´tat initial de qubit, apre`s
la mesure l’e´tat va correspondre au re´sultat de la mesure. Un qubit peut eˆtre repre´sente´
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L’e´tat d’un qubit peut eˆtre repre´sente´ aussi ge´ome´triquement par la sphe`re de Bloch
(Figure 1.1).
Bit Classique Bit Quantique
Un bit classique a toujours une valeur
de´finie
On ne peut pas savoir la valeur de l’e´tat
d’un qubit sans mesure
Un bit peut avoir la valeur 1 ou 0
Un qubit peut eˆtre dans une superpo-
sition de 1 et 0 en meˆme temps
Le bit peut eˆtre copie´ sans de´truire son
e´tat initial
Impossible de copier sans erreur un qu-
bit dans un e´tat inconnu
Un bit peut eˆtre lu sans affecter sa va-
leur
Lire un qubit dans une superposition
changera sa valeur
Lire un bit n’affecte pas un autre
Lire un qubit affectera l’autre, si le qu-
bit lu est encheveˆtre´ avec un autre qu-
bit
Tableau 1.1: Comparaison entre le bit classique et le bit quantique
1.3.2 Re´alisation physique d’un bit quantique
1.3.2.1 E´tats internes d’un atome
La re´alisation d’un qubit en utilisant un atome est faite en associant chaque niveau
d’e´nergie de l’atome par un e´tat de qubit [Ler13]. Dans la figure 1.2 on remarque les
deux niveaux de l’atome :
• Le niveau fondamental : le niveau de basse e´nergie Eg, l’e´tat quantique pour ce
niveau est note´ par |g〉 (ground state).
• Le premier niveau excite´ : le niveau d’e´nergie de l’atome en e´tat excite´ Ee,
l’e´tat quantique pour ce niveau est note´ par |e〉.
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Ee 
Eg 
Ee - Eg 
Figure 1.2: Atome a` deux niveaux
1. Pour que l’atome passe de l’e´tat fondamental a` l’e´tat excite´ |g〉 → |e〉, nous envoyons
vers l’atome un photon d’une e´nergie e´gale a` Ee−Eg, le photon est ensuite absorbe´
par l’atome.
2. Apre`s une dure´e dans l’e´tat excite´ l’atome revient a` l’e´tat fondamental |e〉 → |g〉 en
e´mettant un photon d’une e´nergie de Ee − Eg, la dure´e de vie de l’e´tat excite´ est
ge´ne´ralement de quelques nanosecondes.
3. Si nous envoyons un photon a` un atome dans le niveau excite´, l’atome revient a`
l’e´tat fondamental |e〉 → |g〉 en e´mettant un photon d’une e´nergie de Ee − Eg.
Si on re´pe`te d’une manie`re continue 1 et 3 avec une radiation re´sonante, l’e´tat de l’atome
va balancer entre |g〉 et |e〉, a` un instant t l’e´tat sera dans une superposition des deux
e´tats |g〉 et |e〉.
|ψ〉 = cos(wt/2) |g〉+ sin(wt/2)eiφ |e〉 (1.5)
Nous remarquons que par l’association des e´tats |g〉 et |e〉 avec les e´tats |0〉 et |1〉 res-
pectivement, on peut placer l’atome dans n’importe quel e´tat en changeant le temps de
radiation. L’ope´ration de la mesure est faite par la me´thode suivante, on envoie une im-
pulsion laser sur l’atome, si le photon est absorbe´ alors l’e´tat de l’atome est |g〉 sinon
l’atome est dans l’e´tat |e〉 [Ler13].
1.3.2.2 Polarisation d’un photon
La lumie`re est l’ensemble des ondes e´lectromagne´tiques visibles par l’œil humain, dont
les longueurs d’ondes sont entre 380 nm (violet) et 780 nm (rouge) [CoI87]. La lumie`re
peut eˆtre repre´sente´e mathe´matiquement par un champ vectoriel transverse [Ler13], sur
le re´fe´rentiel (o, ex, ey, ez) de coordonne´s (x, y, z), tel que le sens de propagation des ondes
est sur z.
La polarisation repre´sente le caracte`re vectoriel des vibrations lumineuses. Elle peut eˆtre
remarque´e a` l’aide des cristaux ayant la proprie´te´ de bire´fringence, et l’envoi d’un faisceau
d’intensite´ I sur une lame bire´fringente polarise´e line´airement suivant une direction qui
fait un angle θ avec l’axe du cristal. Le re´sultat est la division du faisceau en un faisceau
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polarise´ suivant Ox d’intensite´ Icos2θ et un autre faisceau polarise´ suivant Oy d’intensite´
Isin2θ.
En me´canique quantique, la lumie`re est un flot discret de photons. Un photon repre´sente
un objet quantique, donc on peut associer un e´tat quantique a` un vecteur de base de
polarisation, |x〉 pour l’e´tat de polarisation selon l’axe Ox, et |y〉 pour l’e´tat de polarisation
selon l’axe Oy.
|θ〉 = cos(θ) |x〉+ sin(θ) |y〉 (1.6)
Selon le postulat de la mesure, si N est le nombre total des photons qui traverse la lame
bire´fringente, le nombre de photons sortants polarise´s suivant Ox est Nx = Ncos
2θ et le










Figure 1.3: De´composition de la polarisation par une lame bire´fringente
Nous pouvons associer les e´tats de qubit |0〉 et |1〉 a` chacun des deux e´tats de polarisation
du photon |x〉 et |y〉 respectivement. On peut avoir n’importe quel e´tat de superposition
quantique par le changement de type de polarisation et l’emplacement du polariseur.
1.3.3 Registre quantique
Un registre quantique est un syste`me quantique compose´ d’un ensemble de qubits, une
superposition arbitraire de n qubits [Bla02]. Nous pouvons de´crire l’e´tat d’un registre





Ou` Cx repre´sente les amplitudes de l’e´tat de base |X〉 satisfont la proprie´te´ :
2n−1∑
x=0
|Cx|2 = 1 (1.8)
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Un registre classique de n bits repre´sente une seule valeur parmi les 2n valeurs possibles,
en revanche graˆce au phe´nome`ne de la superposition d’e´tats un registre quantique peut
contenir les 2n valeurs possibles en meˆme temps.
On peut constater a` partir de tableau 1.2 la puissance de l’informatique quantique qui
de´passe exponentiellement l’informatique classique.
Nombre de qubits
Nombre de bits classique ne´cessaires pour
obtenir la meˆme puissance
10 1024
20 1 048 576
30 1 073 741 824
300 Plus que le nombre d’atomes dans l’univers visible
Tableau 1.2: Comparaison entre le nombre de qubits et le nombre e´quivalent des bits
classiques
1.3.4 Principes de l’informatique quantique
L’informatique quantique est fonde´e sur cinq principes de base he´rite´s de la me´canique
quantique : la superposition d’e´tats, l’interfe´rence, l’encheveˆtrement, le non-de´terminisme
et la non-duplication.
• Superposition : Un bit quantique peut eˆtre dans l’e´tat 0 ou 1, mais il peut eˆtre
aussi dans les deux e´tats en meˆme temps, c’est la proprie´te´ de superposition qui
caracte´rise les syste`mes quantiques. De la meˆme manie`re un registre quantique de
n qubits peut eˆtre dans une superposition de 2n e´tats a` la fois [Fit07], ce qui donne
une grande capacite´ de calcul et stockage aux ordinateurs quantiques.
• Interfe´rence : Le phe´nome`ne d’interfe´rence en informatique quantique, est l’ope´ration
d’augmenter (interfe´rence constructive) ou diminuer (interfe´rence destructive) l’am-
plitude d’un e´tat, et par conse´quent la probabilite´ de mesure [NC10].
• Encheveˆtrement : Une des proprie´te´s les plus importantes dans l’informatique
quantique. Mathe´matiquement, l’e´tat global d’un syste`me quantique est dit en-
cheveˆtre´, s’il est impossible de le diviser en un produit tensoriel de syste`mes plus
simples.
|ΦAB〉 6= |ΦA〉 ⊗ |ΦB〉 (1.9)
Autrement dit, deux qubits sont encheveˆtre´s si on trouve une corre´lation entre les
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repre´sente une situation d’encheveˆtrement car si le premier qubit est mesure´ en i
alors le deuxie`me qubit est sans aucun doute i, ou` i = (0, 1).
Parfois, la modification d’une particule peut affecter en meˆme temps l’e´tat d’une
autre particule a` un autre endroit diffe´rent, c’est le principe de non-localite´ ou la
te´le´portation dans la the´orie quantique.
• Non-de´terminisme : La me´canique quantique est inde´terministe avec un com-
portement parfois ale´atoire et impre´visible, ou` les meˆmes causes ne produisent pas
force´ment les meˆmes re´sultats. En informatique quantique, la valeur d’un qubit
dans une superposition n’est pas connue avant l’observation, on ne peut jamais
pre´dire le re´sultat de la mesure, mais on peut augmenter la probabilite´ d’avoir un
e´tat en utilisant les portes quantiques.
• Non-clonage : Le clonage d’un e´tat n’est pas toujours possible en the´orie quan-
tique pour la raison que l’ope´ration de mesure quantique de´truit l’e´tat initial de
qubit, en conse´quence on ne peut pas connaˆıtre avec certitude cet e´tat, ce qui rend
impossible de copier cet e´tat inde´termine´.
1.3.5 Mesure quantique
En informatique quantique, un qubit peut prendre l’e´tat 0 ou 1, ou une superposition
des deux e´tats a` la fois [Pre98]. La mesure quantique est une e´valuation probabiliste d’un
qubit ou d’un registre quantique afin d’avoir comme re´sultat une des valeurs superpose´es.
L’observation de l’e´tat d’un qubit est le re´sultat de l’e´valuation de |α|2 et |β|2 , le qubit













Figure 1.4: L’observation (mesure) quantique
Mathe´matiquement, la mesure est une projection de l’e´tat d’un syste`me quantique sur une
des bases de l’espace de Hilbert. Selon le principe de non-de´terminisme de l’informatique
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quantique la mesure de la meˆme superposition d’e´tat ne donne pas toujours le meˆme
re´sultat [RP00].
1.3.6 Calcul quantique
Le calcul dans un ordinateur quantique est re´alise´ a` l’aide d’un ensemble des ope´rations
logiques dans un espace de Hilbert de 2 dimensions, le calcul quantique n’est qu’une
e´volution d’un syste`me quantique a` partir d’un vecteur d’e´tat initial |ψ(0)〉 par un ope´rateur
unitaire d’e´volution U(t), et a` la fin la mesure de l’e´tat de syste`me quantique pour obtenir
le re´sultat du calcul.
|ψ(t)〉 = U(t) |ψ(0)〉 (1.10)
Tout le processus d’e´volution est purement quantique dans l’espace de Hilbert, cette
e´volution unitaire est re´versible donc U−1(t, t0) = U(t0, t) [LB03].
La manipulation de syste`me quantique est re´alise´e par des ope´rateurs d’e´volutions uni-
taires (portes quantiques) ou par une combinaison des portes quantiques (circuits quan-
tiques).
1.3.7 Portes quantiques
Une porte quantique est une ope´ration unitaire agissant sur un ou plusieurs qubits afin de
permettre le traitement de l’information quantique. Il existe un nombre infini de portes
quantiques [Lac07], nous pre´sentons ici quelques exemples :
1.3.7.1 Portes quantiques de Pauli
Un ensemble des ope´rations quantiques simples applicables sur un seul qubit peut eˆtre
repre´sente´ par des matrices unitaires de 2x2 [Le´v04] :
• L’identite´ (I) :
|0〉 → |0〉
|1〉 → |1〉
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• La transformation de de´calage de phase (Z) :
|0〉 → |0〉
|1〉 → |1〉




• La combinaison (Y) de X et Z, tel que (Y ) = ZX :
|0〉 → |1〉
|1〉 → |0〉





En informatique quantique, on peut utiliser des actions qui garantissent le controˆle de
l’e´tat d’un ou plusieurs qubits, et ensuite suivant l’e´tat des qubits de controˆles, nous
pouvons effectuer ou non le changement sur les autres qubits. On appelle ΛkU U-controˆle´
a` k qubits de controˆles et n qubits de donne´es cibles (Figure 1.5).
U 
k qubits de contrôle 
n qubits de cible 
Figure 1.5: La porte quantique U-Controˆle´ ΛkU
• Porte Controlled-Not CNOT (Λ1X) : Une porte U-controˆle´ avec un qubit de
controˆle, si le premier qubit est 1, le deuxie`me qubit est inverse´, si le premier qubit
est 0, on ne fait rien. Dans la figure 1.6 le cercle noir repre´sente le qubit de controˆle,
et le cercle ouvert repre´sente la ne´gation conditionnelle, la porte Controlled-Not
15
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La matrice correspondante : 
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

|x˃ 
|x + y˃ 
|x˃ 
|y˃ 
Figure 1.6: La porte quantique Controlled-Not
• Porte de Toffoli Controlled-Controlled-Not (Λ2X) : Une porte logique avec
deux qubits de controˆles et une ne´gation conditionnelle, si les deux qubits de
controˆles sont a` 1 le troisie`me qubit est inverse´, sinon on ne fait rien. Cette porte
est re´versible et universelle (Figure 1.7).
|x˃ 





Figure 1.7: La porte quantique Toffoli
1.3.7.3 Porte racine-carre´-du-not
L’application de la porte U√NOT deux fois successivement donne l’ope´rateur UNOT , dans
l’informatique classique on ne trouve pas une porte pareille, en raison de l’absence d’un
e´tat interme´diaire entre les valeurs 0 et 1 (Figure 1.8).
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U√NOTU√NOT |0〉 = UNOT |0〉 = |1〉
U√NOTU√NOT |1〉 = UNOT |1〉 = |0〉























|entrée˃ |sortie˃ = NOT|entrée˃ 
Figure 1.8: La porte quantique racine-carre´-du-not
1.3.7.4 Porte Walsh-Hadamard
Une transformation unitaire qui permet d’effectuer une rotation a` l’e´tat d’un qubit :
UWH |0〉 = 1√
2
(|0〉+ |1〉)
UWH |1〉 = 1√
2
(|0〉 − |1〉)
Cette porte est utilise´e en ge´ne´ral pour cre´er des superpositions d’e´tats, elle permet de
cre´er 2n valeurs a` partir de n qubits.
1.3.8 Circuits quantiques
L’informatique quantique doit fournir les e´le´ments de base ne´cessaires pour la re´alisation
d’un ordinateur quantique, les circuits quantiques sont parmi les e´le´ments les plus impor-
tants. Un circuit quantique est une combinaison de plusieurs portes quantiques dont le
but est de remplir une fonction plus complique´e [Dum02].
Nous prenons ici un exemple (Figure 1.9) du circuit Λ5U qui est re´alise´ a` l’aide de 8 portes
Toffoli et une porte CNOT.
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U 
qubits de contrôle 










qubits de travail 
Figure 1.9: Le circuit quantique Λ5U
1.3.9 Cryptographie quantique
La transmission des messages secrets est parmi les plus anciens proble`mes. La solution est
de trouver une me´thode pour coder le message d’une manie`re que seulement un destina-
taire avec la cle´ puisse le de´chiffrer, ce qui rend impossible pour un espion qui ne posse`de
pas la cle´. Traditionnellement, on appelle Alice et Bob les deux parties de la communica-
tion et Eve comme l’espionne. Il y a typiquement deux me´thodes de codage[Ler13] :
• Le codage a` cle´ prive´e : La cle´ de codage et de´codage est partage´e entre Alice et
Bob pour qu’ils puissent e´changer leurs messages en toute se´curite´, alors que c’est
impossible pour Eve qui ne posse`de pas la cle´. Le proble`me avec cette me´thode
re´side dans l’e´change de la cle´ de codage sans qu’elle soit intercepte´e.
• Le codage a` cle´ publique : Alice transmet la cle´ de codage publiquement a` Bob,
mais ne lui transmet pas la cle´ de de´codage, donc Bob n’est capable que de coder
les messages, puis il transmet les messages a` Alice pour les de´chiffrer. Le point
faible de cette me´thode se situe dans la capacite´ d’un espion de trouver la cle´ de
de´codage a` partir de la cle´ de codage.
En cryptographie quantique, on utilise le premier protocole (le codage a` cle´ prive´e), elle
est fonde´e sur l’ide´e que l’ope´ration de mesure quantique va modifier l’e´tat de l’objet
quantique et en conse´quence le message, de ce fait il est impossible pour un espion d’in-
tercepter un message sans eˆtre de´tecte´, de cette fac¸on nous sommes suˆrs que la cle´ est
se´curise´e.
L’information va eˆtre transporte´e a` l’aide des photons et le codage des bits est re´alise´ par la
polarisation selon les deux bases ⊕ (polarisation horizontale-verticale) et ⊗ (polarisation
18
Chapitre 1. Informatique quantique
Alice Bits a` Envoyer 0 0 1 1 0 0
Alice Choix de base ⊕ ⊕ ⊗ ⊕ ⊕ ⊗
Alice Polarisation Envoye´e |→〉 |→〉 |↗〉 |↑〉 |→〉 |↘〉
Bob Choix de base ⊕ ⊗ ⊗ ⊕ ⊗ ⊕
Bob Polarisation mesure´e |→〉 |↗〉 |↗〉 |↑〉 |↘〉 |→〉
Bob Bits lus 0 1 1 1 0 0
Alice et
Bob
Bits accepte´s oui non oui oui non non
Alice et
Bob
Cle´ 0 1 1
Tableau 1.3: La composition d’un message secret





Notons bien que un photon polarise´ selon la base ⊕ est ensuite analyse´ selon la base ⊗
va eˆtre mesure´ par une probabilite´ de 1/2, alors que s’il est analyse´ selon la meˆme base il







Alice va coder le message en binaire en choisissant pour chaque bit une des deux bases de
polarisation des photons ⊕ et ⊗. Lors de la re´ception des photons, Bob analyse les photons
aussi sur une des deux bases d’une manie`re ale´atoire, et envoie publiquement a` Alice la
liste des analyseurs utilise´s. Alice compare cette liste avec la sienne et communique la liste
publiquement a` Bob, l’intersection des deux listes ou bien les bits avec les meˆmes valeurs
pour Alice et Bob repre´sente le message secret (Tableau 1.3).
Pour ve´rifier que le message n’a pas e´te´ e´coute´, il suffit de prendre un e´chantillon ale´atoire
de cle´ et communiquer publiquement, il doit eˆtre identique, une diffe´rence signifie que le
message a e´te´ intercepte´.
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1.3.10 Correction d’erreurs quantiques
La de´cohe´rence est le proble`me principal du calcul quantique [Zur03], ce proble`me re´side
dans l’interaction des qubits avec l’environnement exte´rieur, donc une perte de l’informa-
tion contenue dans le syste`me quantique vers l’environnement. Nous citons ici quelques
mode`les d’erreurs :
• Inversion de qubit (X) :
|0〉 → |1〉
|1〉 → |0〉
• Erreur de phase (Z) :
|0〉 → |0〉
|1〉 → − |1〉
• Inversion de qubit + erreur de phase (Y) :
|0〉 → −i |1〉
|1〉 → i |0〉
Exemple d’une erreur (XIZ) :
|011〉 = |0〉 ⊕ |1〉 ⊕ |1〉
X ⊕ I ⊕ Z |011〉 = (X ⊕ I ⊕ Z)(|0〉 ⊕ |1〉 ⊕ |1〉)
= (X |0〉)⊕ (I |1〉)⊕ (Z |1〉)
= − |1〉 ⊕ |1〉 ⊕ |1〉
= − |111〉
Les codes quantiques ou les codes correcteurs sont des me´thodes utilise´es pour prote´ger
l’information quantique contre les effets de la de´cohe´rence. L’e´tat de supposition (|ψ〉 =
α |0〉+ β |1〉) du syste`me quantique doit eˆtre prote´ge´, notons bien que la copie est impos-
sible dans l’informatique quantique, et que la mesure modifie l’e´tat de qubit.
Exemple d’un code correcteur d’erreurs a` trois qubits :
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La premie`re e´tape est le codage de l’information sur 3 qubits, en rajoutant deux qubits
redondants |ψ〉 = α |0〉+ β |1〉, apre`s le codage on obtient |ψ〉C = α |000〉+ β |111〉
Si il y a au plus une erreur de type (X) ou (bit-flip), il y aura trois possibilite´s :
X1 → |100〉+ |011〉
X2 → |010〉+ |101〉






Figure 1.10: Un code correcteur a` trois bits
Nous essayons de de´tecter l’erreur sans affecter l’e´tat, nous ajoutons deux qubits auxi-
liaires dans l’e´tat 0 comme dans le sche´ma (Figure 1.10), s’il y a une erreur, la mesure
des qubits auxiliaires indique le qubit errone´. La correction est re´alise´e en appliquant un
ope´rateur (X) sur le qubit en question.
1.3.11 Te´le´portation quantique
La te´le´portation quantique est une des applications les plus surprenantes de l’encheveˆtrement
quantique. On veut envoyer le contenu de l’e´tat d’un qubit |ψA〉 du site A au site B (l’e´tat
de qubit |ψA〉 est inconnu pour A), A et B sont lointains mais ils partagent deux qubits
|ψB〉 et |ψC〉 encheveˆtre´s. Le processus de la te´le´portation est comme suit :
Etape 1 : le site A applique un CNOT sur (|ψA〉, |ψB〉).
Etape 2 : l’envoi de qubit sur la porte de Hadamard, l’e´tat de qubit |ψC〉 est
de´termine´ par celui du couple (|ψA〉, |ψB〉) graˆce au phe´nome`ne de l’en-
cheveˆtrement de (|ψB〉, |ψC〉).
Etape 3 : le site A mesure´ l’e´tat de (|ψA〉, |ψB〉) pour transmettre les qubits.
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1.3.12 Crite`res de la re´alisation d’un ordinateur Quantique
Les crite`res ne´cessaires pour l’imple´mentation d’un ordinateur quantique sont de´finis par
DiVincenzo [D+00], ces crite`res de´finissent le standard dans les recherches sur l’imple´mentation
des ordinateurs quantiques.
• Qubits : l’ordinateur quantique doit avoir des qubits.
• Initialisation : l’initialisation du registre quantique dans un e´tat connu doit eˆtre
faisable, par exemple |0〉 = |000....000〉.
• Calcul : la possibilite´ de manipulation d’un registre quantique par un ensemble
universel de portes logiques.
• Cohe´rence : l’interaction des qubits avec l’environnement externe doit eˆtre mini-
mise´e pendant le calcul, afin d’e´viter les erreurs lie´es a` la de´cohe´rence.
• Mesure : chaque qubit doit pouvoir subir une mesure projective, et la valeur du
bit classique trouve´e doit eˆtre obtenue avec une grande efficacite´.
1.3.13 Algorithmes quantiques
Un algorithme quantique est une suite des ope´rations quantiques unitaires re´alise´es par
des portes logiques quantiques. La logique quantique permet de re´aliser les calculs de
fac¸on plus rapide par rapport a` l’informatique classique [Fey82]. Cette puissance vient
du principe de la superposition quantique ou` on a la possibilite´ de repre´senter 2n valeurs
dans un seul registre quantique de n qubits, et en conse´quence un traitement massivement
paralle`le.
L’exploitation du principe de la superposition et d’intrication de qubits nous permet de
rendre certains proble`mes classiques difficiles a` des proble`mes plus simples en utilisant
l’informatique quantique. Les algorithmes quantiques sont de ce fait plus efficaces que les
algorithmes classiques, be´ne´ficiant des capacite´s de l’informatique quantique.
Plusieurs algorithmes quantiques ont e´te´ de´veloppe´s afin de profiter de la puissance de
l’informatique quantique a` la re´solution des proble`mes complexes connus, parmi ses algo-
rithmes nous avons l’algorithme de Shor [Sho94] pour la factorisation de grands nombres,
et celui de Grover [Gro96] pour la recherche dans une base de donne´es non trie´e.
1.3.13.1 Algorithme de Shor
L’algorithme de Shor [Sho94] est un algorithme quantique pour factoriser un nombre
entier de n bits en O(N2lnNln(ln(N)) ope´rations, alors que le meilleur algorithme de
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3 ), cet algorithme repose sur la
transformation de Fourier quantique afin d’acce´le´rer le calcul.
L’algorithme est divise´ en deux parties, la premie`re partie consiste a` transformer le
proble`me de factorisation en un proble`me de recherche de pe´riode d’une fonction, ici
les me´thodes classiques peuvent eˆtre utilise´es, la deuxie`me partie consiste a` trouver la
pe´riode en utilisant la transforme´e de Fourier quantique pour acce´le´rer le traitement.
Les e´tapes de l’algorithme de Shor : les e´tapes 1, 2, 3 et 10 peuvent eˆtre exe´cute´es
sur un ordinateur classique.
Etape 1 : Si le nombre N est premier, pair ou un exposant d’un nombre premier,
dans ce cas nous utilisons les algorithmes classiques qui sont efficaces
pour re´soudre le proble`me.
Etape 2 : Choisir un entier q qui est une puissance de 2 tel que N2 ≤ q ≤ 2N2.
Etape 3 : Soit X un nombre ale´atoire, qui est co-premier avec N , on dit co-premier
si leur plus grand diviseur commun est 1.
Etape 4 : Diviser le registre quantique en deux, Reg1 et Reg2, afin de repre´senter
les nombres X et N sur Reg1 et Reg2 respectivement.
Etape 5 : Pre´parer le Reg1 dans une superposition des entiers de 0 a` q-1 de meˆme






Etape 6 : On utilise le principe de la superposition pour calculer X |a〉modN , et










ou` A est l’ensemble des a tel que XamodN = K et ||A|| le nombre
d’e´le´ments dans cet ensemble.
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Etape 9 : La mesure de l’e´tat de Reg1 donnera l’entier m, qui est avec une grande
probabilite´ un multiple de q
r
, ou` r est la pe´riode recherche´e.
Etape 10 : Calculer r en se basant sur m et q.
Etape 11 : Le facteur de N est calcule´ par le PGCD(Xr/2 +1, N) et PGCD(Xr/2−
1, N). Si le facteur de N est trouve´ alors on arreˆte, sinon on reprend a`
partir de l’e´tape 4.
L’algorithme de Shor peut e´chouer dans deux cas, le re´sultat de la transforme´e de Fourier
est 0, ou on obtient comme re´sultat de facteur la valeur 1 ou N .
1.3.13.2 Algorithme de Grover
L’algorithme de Grover [Gro96] permet de trouver les e´le´ments X satisfaisant une condi-
tion P dans une liste non structure´e de taille N , cet algorithme a` une complexite´ de
O(
√
N), alors que les me´thodes classiques ont une complexite´ de O(N). L’algorithme de
Grover peut eˆtre utilise´ pour la re´solution de certains proble`mes de type NP-complet.
Soit P (x) la fonction utilise´e par l’algorithme classique, Up l’ope´ration quantique qui
imple´mente la fonction classique (la fonction oracle).
Up : |x, 0〉 = |x, P (x)〉 (1.15)
Etape 1 : La cre´ation d’une superposition sur un registre de taille N initialise´ a`






Etape 2 : Pour chaque e´le´ment qui satisfait le crite`re P on applique un ope´rateur
shift (inverser la phase).
Etape 3 : L’algorithme applique ensuite une ope´ration d’augmentation d’ampli-
tude, le re´sultat est l’amplification de l’e´tat de la bonne solution, et
diminue les autres e´tats. L’algorithme de Grover utilise l’ope´rateur d’in-
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Etape 4 : Appliquer une ope´ration de mesure sur le registre quantique pour extraire
la bonne solution.
Chaque ite´ration augmente l’amplitude de la bonne solution et les amplitudes des autres
solutions seront diminue´es, le nombre d’ite´rations optimal est de pi
4
√
2N , la mesure du
registre quantique apre`s ce nombre d’ite´rations donne la bonne solution mais avec un taux
d’e´chec de 2−N .
1.3.14 Ordinateurs quantiques
1.3.14.1 Historique
L’ide´e derrie`re l’ordinateur quantique revient a` Richard Feynman [Fey67], dans les anne´es
70 Feynman a propose´ l’utilisation des concepts de l’informatique quantique, afin de pro-
duire un ordinateur plus puissant que l’ordinateur classique. Ce projet n’a pas retenu
l’attention, et pendant des de´cennies les physiciens ont doute´ qu’un ordinateur quantique
puisse exister.
En 1994 Peter Shor [Sho94], chercheur chez AT & T, de´veloppe un algorithme quantique
de factorisation des grands nombres, l’algorithme de Shor a apporte´ une ame´lioration
exponentielle par rapport aux me´thodes classiques.
En 1996, Lov Grover [Gro96], de Bell Labs, de´veloppe un algorithme quantique qui permet
de trouver un e´le´ment dans une liste non structure´e.
En 1996, Neil Gershenfeld et Isaac Chuang, inventent une nouvelle approche re´alisable
de l’ordinateur quantique, ou` l’information est repre´sente´e par les spins nucle´aires des
atomes controˆle´s par des techniques de re´sonance magne´tique nucle´aire.
En 1998, le premier ordinateur quantique de 2 qubits est pre´sente´ par IBM.
En 1999, la de´monstration de l’algorithme quantique de Grover sur un ordinateur quan-
tique a` 3-qbits de IBM.
En 2001, IBM cre´e un calculateur quantique de 7 qubits de mole´cules de chloroforme.
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La socie´te´ D-Wave a annonce´ officiellement le 13 fe´vrier 2007 avoir re´alise´ un calculateur
quantique a` base solide de 16 qubits.
En 2010, l’universite´ de Bristol annonce la cre´ation d’un processeur quantique optique,
en silicium, capable d’exe´cuter l’algorithme de Shor.
1.3.14.2 Re´alisation de l’ordinateur quantique
Le de´fi dans le de´veloppement d’un ordinateur quantique re´side dans la re´alisation phy-
sique des qubits. Le qubit est l’e´le´ment essentiel dans le traitement de l’information par
un ordinateur quantique. Le qubit est un e´le´ment quantique a` deux niveaux, qui peut
eˆtre dans une superposition des deux e´tats en meˆme temps selon les lois de la me´canique
quantique. Notons bien que les ope´rations sur les qubits doivent eˆtre faites en utilisant les
ope´rations quantiques aussi.
La de´cohe´rence repre´sente aussi un des plus grands proble`mes dans l’informatique quan-
tique. La de´cohe´rence quantique peut eˆtre de´finie par l’incapacite´ d’un qubit de pre´server
son e´tat quantique toute la pe´riode du calcul [Sch05], sans interagir avec l’environnement
exte´rieur. Le re´sultat de la de´cohe´rence est une perte de l’information de qubits [Sho95].
Il existe actuellement des me´thodes qui permettent la correction des erreurs engendre´es
par la de´cohe´rence, mais ces me´thodes ne sont efficaces que si le taux d’erreurs est faible.
Plusieurs me´thodes base´es sur la physique quantique ont e´te´ propose´es afin de re´aliser un
ordinateur quantique, nous citons ici quelques me´thodes :
• La re´sonance magne´tique nucle´aire : C’est le syste`me qui a prouve´ les meilleurs
re´sultats jusqu’a` ce jour (ordinateur quantique de 7 qubits de IBM en 2001), les
qubits sont les e´tats de spin nucle´aire d’atomes dans une mole´cule. La manipulation
des spins est effectue´e par la fre´quence de re´sonance qui est diffe´rente pour chaque
spin.
• Polarisation des photons : Les deux axes de polarisation des photons repre´sentent
les deux e´tats de qubit, les ope´rations quantiques sont effectue´es par les techniques
d’interfe´rome´trie.
• Les ions pie´ge´s : Dans cette technique, les deux niveaux d’e´nergie d’une particule
repre´sentent les e´tats d’un qubit, la modification de l’e´tat des qubits est re´alise´e a`
l’aide des impulsions laser.
• Ordinateur quantique de Kane : Utilise des spins nucle´aires d’atomes donneurs
de phosphore dans un cristal de silicium isotopique pur, le spin du noyau atomique
forme un syste`me a` deux niveaux donc les deux e´tats de qubit, un e´lectron pie´ge´
sur l’atome de phosphore est utilise´ pour controˆler la fre´quence de re´sonance du
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noyau.
• Les qubits solides : Base´ sur la physique du solide comme les ordinateurs actuels,
une puce en silicium utilise trois nanojonctions Josephson, deux jonctions servent
comme un qubit, la troisie`me est utilise´e comme un instrument de mesure.
1.4 Conclusion
Dans ce chapitre, nous avons commence´ par une pre´sentation de la me´canique quantique
et les principes de base de cette nouvelle the´orie, ainsi que le formalisme mathe´matique et
les lois qui controˆlent cette the´orie. Ensuite, nous avons pre´sente´ les notions de base et les
concepts de l’informatique quantique, ainsi que les applications possibles de cette tech-
nique. Enfin, nous avons expose´ les diffe´rentes me´thodes de la re´alisation de ces concepts
en utilisant les techniques de la physique quantique comme la polarisation de photons et
la re´sonance magne´tique nucle´aire.
L’informatique quantique est un domaine multidisciplinaire qui fait appel a` plusieurs do-
maines tels que la me´canique quantique, l’informatique et la mathe´matique, cette collabo-
ration interdisciplinaire a pour objectif la re´alisation d’un ordinateur quantique capable
de profiter de toute la puissance the´orique de l’informatique quantique.
Un ordinateur quantique fonctionnel est encore loin d’eˆtre re´alise´, cependant l’utilisation
de quelques concepts inspire´s de la the´orie quantique sur un ordinateur classique est pos-
sible. Dans le chapitre suivant nous allons pre´senter une des approches hybrides, nomme´e
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2.1 Introduction
Le domaine de l’informatique quantique est encore dans ses de´buts, mais il pre´sente de´ja`
beaucoup des possibilite´s et des ide´es innovantes graˆce a` sa the´orie solide, et ses concepts
extraordinaires, comme la superposition et l’observation probabiliste, mais l’exploitation
des vraies capacite´s de ce domaine ne sera possible qu’apre`s la re´alisation d’un ordinateur
quantique.
La mise en place d’un ordinateur quantique capable de re´aliser les diffe´rentes ope´rations
quantiques, et de pre´server sa cohe´rence pour une longue dure´e n’est pas encore possible,
et par conse´quence l’imple´mentation des algorithmes quantiques purs repre´sente une taˆche
tre`s difficile. Ce qui a mene´ les chercheurs de penser a` des alternatives pour faire face a`
ce proble`me.
Plusieurs algorithmes sont apparus dernie`rement, qui peuvent eˆtre applique´ sur des ordi-
nateurs classiques, mais en meˆme temps ils sont fonde´s sur les concepts de l’informatique
quantique, parmi ces algorithmes on trouve les algorithmes e´volutionnaires inspire´s du
quantique, que nous allons pre´senter dans ce chapitre afin d’illustrer leurs puissances et
leurs supe´riorite´s par rapport aux algorithmes e´volutionnaires classiques.
2.2 Algorithmes e´volutionnaires
En informatique, on est confronte´ a` des proble`mes que l’espace de recherche a une taille
et une complexite´ importante, que les me´thodes classiques de recherche d’une solution
optimale en un temps raisonnable est impossible. De la`, l’ide´e de trouver des techniques
permettant la localisation rapide des solutions sous-optimales en un temps raisonnable
est utile [Spa04].
Les algorithmes e´volutionnaires sont des me´thodes d’optimisation stochastique base´es sur
le concept de l’e´volution naturelle des populations (la the´orie Darwinienne)[Ber10]. Ils
peuvent eˆtre de´finis comme des techniques de programmation fonde´es sur le principe de
l’e´volution d’espe`ces, qui permettent aux individus les mieux adapte´es a` leur environ-
nement de se reproduire [Mit98], en utilisant les me´canismes de la se´lection naturelle
ge´ne´tique : croisement, mutation, se´lection, etc.
Le succe`s des algorithmes e´volutionnaires revient essentiellement a` la simplicite´ de la mise
en œuvre et leurs puissances dans la re´solution des proble`mes complexes [YSB08]. Ces
me´thodes de programmation donnent l’impression qu’on a rajoute´ la capacite´ d’innovation
et la cre´ativite´ a` l’informatique.
La difficulte´ dans le de´veloppement des algorithmes e´volutionnaires re´side dans le choix des
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parame`tres de l’algorithme, ce qui repre´sente une taˆche tre`s de´licate, de ce fait la re´ussite
de la mise en œuvre d’une solution ne´cessite une bonne compre´hension du proble`me a`
traiter.
2.2.1 Classes des algorithmes e´volutionnaires
L’ensemble des algorithmes e´volutionnaires est divise´ en quatre grandes familles (voir
figure 2.1). Ces classes ne sont diffe´rentes que sur quelques de´tails d’implantation des












Figure 2.1: Les classes des algorithmes e´volutionnaires
2.2.1.1 Strate´gies d’e´volution
Les strate´gies d’e´volution sont les premiers algorithmes e´volutionnaires, invente´es par
Rechenberg dans les anne´es 60 [Rec65], afin de re´soudre les proble`mes d’optimisations
nume´riques dans un espace de parame`tres re´els. C’est un algorithme ite´ratif qui manipule
un ensemble des variables re´elles, a` l’aide des ope´rateurs de mutation et de se´lection.
Les strate´gies d’e´volution sont les meilleurs algorithmes pour les proble`mes purement
nume´riques.
• Les strate´gies d’e´volution utilisent une codification des parame`tres du proble`me a`
re´soudre en nombres re´els.
• La mutation est ge´ne´ralement effectue´e par l’ajout d’une valeur ale´atoire, tire´e au
sein d’une distribution normale.
• La se´lection est effectue´e par une e´valuation de´terministe des meilleurs individus,
selon la valeur de la fonction objectif.
2.2.1.2 Programmation e´volutionnaire
Invente´e par Fogel, Owens et Walsh en 1965 [BFM97], de´veloppe´e au de´but pour la
de´couverte d’automates a` e´tats finis pour l’approximation des se´ries temporelles, en-
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suite elle a e´te´ utilise´e pour des espaces de recherches divers. Ce type d’algorithmes
e´volutionnaires est base´ sur l’utilisation de l’ope´rateur de mutation, en appliquant un taux
de mutation e´leve´ aux mauvais individus et un taux faible aux bons individus [Ter06]. La
repre´sentation des individus en programmation e´volutionnaire n’a pas la forme spe´cifique
du ge´nome.
2.2.1.3 Programmation ge´ne´tique
Invente´e par Koza en 1992 [Koz92], au de´but elle a e´te´ conside´re´e comme un sous-domaine
des algorithmes ge´ne´tiques, apre`s quelques avance´es dans les anne´es 2000, la programma-
tion ge´ne´tique est devenue une branche a` part. Le but de la programmation ge´ne´tique est
de trouver des programmes qui repre´sentent la meilleure solution a` une taˆche donne´e.
Elle permet l’apprentissage automatique en utilisant les algorithmes e´volutionnaires, afin
d’optimiser une population de programmes. La programmation ge´ne´tique cherche a` at-
teindre un des reˆves des de´veloppeurs, faire e´crire le programme par un autre programme.
Les individus de la population sont des programmes repre´sentant des solutions a` un
proble`me, qui seront exprime´s sous la forme d’arbre, afin d’appliquer les ope´rateurs
ge´ne´tiques [Cra85].
2.2.1.4 Algorithmes ge´ne´tiques
De´veloppe´s dans les anne´es 70 par Holland [Hol75] puis ame´liore´ par Goldberg [GH88],
les algorithmes ge´ne´tiques sont des me´thodes de recherche combinatoire, dont le but est
de trouver une solution optimale a` un proble`me d’optimisation [Mit98]. Les algorithmes
ge´ne´tiques sont la branche des algorithmes e´volutionnaires la plus connue et la plus uti-
lise´e.
• Les algorithmes ge´ne´tiques favorisent l’utilisation du croisement comme un ope´rateur
de recherche.
• Les algorithmes ge´ne´tiques utilisent la mutation, mais avec une faible probabilite´.
• Les algorithmes ge´ne´tiques utilisent une me´thode de se´lection de type probabiliste.
• Le codage des individus sous la forme de chaˆınes de bits, qui repre´sente une des-
cription d’un point dans l’espace d’e´tats.
2.2.2 Principes des algorithmes e´volutionnaires
Les algorithmes e´volutionnaires sont des techniques ite´ratives qui utilisent des ope´rateurs
de variation stochastiques sur un ensemble des individus formant une population. Les
individus de la population repre´sentent l’ensemble des solutions possibles (espace de re-
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cherche) d’un proble`me donne´.
i. La premie`re e´tape des algorithmes e´volutionnaires est la cre´ation de la population
initiale.
ii. L’e´valuation des individus, pour chaque individu dans la population, on associe une
valeur de fitness qui repre´sente la qualite´ de cette solution selon un ou plusieurs
crite`res donne´s.
iii. La se´lection, une ope´ration de se´lection permet aux individus avec les meilleures
valeurs de fitness de se reproduire afin d’assurer la pe´rennite´ des meilleures ca-
racte´ristiques, ces individus vont eˆtre recombine´s afin de cre´er a` chaque ge´ne´ration
de nouveaux individus mieux que les individus des ge´ne´rations pre´ce´dentes.
iv. A` chaque ite´ration de nouveaux individus sont ge´ne´re´s a` l’aide des ope´rations
ge´ne´tiques (croisement et mutation), en recombinant les caracte´ristiques des in-
dividus parents, ces individus repre´sentent les nouvelles solutions trouve´es.
v. L’e´valuation de nouveaux individus.
vi. Le remplacement des individus parents par les meilleurs individus descendants.
vii. La fin du processus e´volutionnaire apre`s un certain nombre d’ite´rations, ou si la











Figure 2.2: Le cycle d’un algorithme e´volutionnaire
2.2.2.1 Codage de l’information
Le codage d’un individu est une repre´sentation de ses caracte´ristiques, ou la de´finition
d’une convention qui permet de de´crire chaque individu sous la forme d’une chaˆıne de
caracte`res.
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Le codage doit eˆtre capable de tenir compte de toutes les caracte´ristiques principales du
proble`me, cette repre´sentation doit eˆtre aussi manipulable par les ope´rateurs ge´ne´tiques
tels que le croisement et la mutation. Aussi, pour chaque individu (solution possible) on
doit de´finir une valeur de fitness qui refle`te sa qualite´ [Ber10]. Il existe plusieurs types de
codage des individus, les plus connus sont le codage binaire et le codage re´el.
2.2.2.2 Principe de se´lection
L’ope´ration de se´lection permet d’identifier les meilleurs individus d’une population, se-
lon un ensemble de crite`res donne´s, seuls les individus se´lectionne´s seront autorise´s a` se
reproduire [Dur04]. On trouve dans la litte´rature plusieurs me´thodes de se´lection, chaque
technique est mieux adapte´e a` une cate´gorie de proble`mes. Les deux me´thodes de se´lection
les plus re´pandues sont :
• Se´lection par roulette : chaque individu de la population est repre´sente´ par
une section dans une roulette, cette section est proportionnelle a` sa fitness afin de
favoriser les individus avec les meilleures fitness [Ber10]. A` chaque lancement de la
roulette on se´lectionne un individu gagnant.
• Se´lection par tournoi : cette me´thode utilise la se´lection par roulette sur des
paires d’individus [Ter06], ensuite on se´lectionne parmi ces paires, l’individu qui a
la meilleure fitness.
2.2.2.3 Remplacement des individus
L’objectif de la proce´dure de remplacement consiste a` re´introduire les nouveaux individus
obtenus par les diffe´rents ope´rateurs ge´ne´tiques, en remplacent leurs parents. Le rapport
entre le nombre de descendants et le nombre d’individus parents est nomme´ generation
gap [Gre86]. Il existe plusieurs strate´gies de remplacement :
• Le remplacement syste´matique des plus mauvais individus.
• Le remplacement ale´atoire.
• Le remplacement d’un pourcentage des individus de l’ancienne ge´ne´ration par les
meilleurs enfants.
2.2.2.4 Ope´rateurs de variation
Les ope´rateurs de variation sont un ensemble des ope´rations stochastiques, c’est la phase
ou` les individus enfants seront cre´e´s a` partir des individus parents se´lectionne´s. Il y a deux
ope´rateurs principaux, l’ope´rateur de croisement et l’ope´rateur de mutation [CRP98].
A. Le croisement : Le croisement est un phe´nome`ne naturel, qui peut eˆtre re´sume´
dans l’e´change du mate´riel ge´ne´tique entre les parents en espe´rant que quelques
enfants recevront les meilleures caracte´ristiques de leurs parents [SP94a].
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Le croisement peut aussi augmenter la diversite´ de la population en manipulant
la structure des chromosomes, ce qui permet d’explorer l’ensemble des solutions
possibles. On distingue plusieurs types des ope´rateurs de croisement :
• Croisement a` un point : consiste a` se´lectionner une position de coupure ale´atoirement
dans les deux individus parents, afin de ge´ne´rer deux nouveaux individus en
permutant les parties droites dans les deux parents a` partir de point de coupure
(Figure 2.3).
• Croisement multi-points : consiste a` de´finir k points de coupure et a` permuter
ensuite les diffe´rentes parties comme pour le croisement a` un point.
0 1 1 0 0 0 1 1 
Le point de coupure 
1 1 0 1 0 1 0 1 
Enfant 1 
Enfant 2 
0 1 1 0 0 1 0 1 
1 1 0 1 0 0 1 1 
Parent 1 
Parent 2 
Figure 2.3: Le croisement
B. La mutation : Une modification ale´atoire a` un certain nombre des ge`nes dans un
individu, afin d’introduire la diversite´ dans la population. La mutation est utilise´e
ge´ne´ralement avec un faible taux de probabilite´ (Figure 2.4) [SP94b].
0 1 1 0 0 0 1 1 
Une mutation 
0 1 1 0 0 0 0 1 
Figure 2.4: La mutation
2.3 Principes des algorithmes e´volutionnaires quan-
tiques
Les algorithmes e´volutionnaires inspire´s du quantique repre´sentent le re´sultat de la com-
binaison entre les algorithmes e´volutionnaires et le calcul quantique. Les recherches dans
ce domaine ont commence´ durant les anne´es 90 [SBB+99] selon deux axes principaux, la
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premie`re approche base´e sur le calcul purement quantique, tandis que la deuxie`me ap-
proche utilise les algorithmes e´volutionnaires classiques avec les concepts de l’informatique
quantique tels que les qubits, la superposition d’e´tats, l’encheveˆtrement et l’observation
quantique.
Les AEQs ont e´te´ pre´sente´s pour la premie`re fois par Narayanan et Moore [NM96], afin de
re´soudre le proble`me du voyageur de commerce, ensuite Han et Kim [HK00] ont propose´ un
mode`le base´ sur l’utilisation des qubits avec l’observation probabiliste, la superposition et
l’utilisation de la porte quantique d’interfe´rence, ce mode`le a e´te´ applique´ sur le proble`me
de Knapsack d’optimisation combinatoire.
Plusieurs algorithmes ont vu le jour ces dernie`res anne´es, et les re´sultats obtenus suite a`
l’utilisation des algorithmes e´volutionnaires quantiques sont tre`s prometteurs.
2.3.1 Repre´sentation quantique dans les AEQs
Les individus dans les AEQs sont fonde´s sur une codification quantique, un chromosome
est repre´sente´ par un registre quantique ou une chaine de qubits, cette repre´sentation
probabiliste est base´e sur les concepts de la superposition et l’observation des qubits. En







Selon le principe de superposition, le qubit est dans l’e´tat 0 avec une probabilite´ de |α|2,
et dans l’e´tat 1 avec une probabilite´ de |β|2, ou` |α|2 + |β|2 = 1.
Un chromosome tel que de´crit par Han et Kim [HK00] est un registre quantique de m
qubits : (
α1 α2 · · · αm
β1 β2 · · · βm
)
(2.2)
Cette de´finition de l’individu ne repre´sente pas qu’une seule solution, mais une repre´sentation
de toutes les solutions possibles dans l’espace de recherche, c’est la puissance de la
de´finition probabiliste du qubit. The´oriquement, un seul individu est suffisant pour couvrir
comple`tement l’espace de recherche d’un proble`me donne´.
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Avec la repre´sentation classique, on peut avoir une solution par individu, mais avec cette
repre´sentation quantique on peut avoir (23 = 8) solutions possibles par individu, chaque
solution avec une probabilite´ diffe´rente.


























La probabilite´ pour chaque e´tat dans le syste`me est :
|000〉 = 1
16
, |001〉 = 3
16
, |010〉 = 1
16




, |101〉 = 3
16
, |110〉 = 1
16
, |111〉 = 3
16
Soit :
|000〉 = 6.25%, |001〉 = 18.75%, |010〉 = 6.25%, |011〉 = 18.75%
|100〉 = 6.25%, |101〉 = 18.75%, |110〉 = 6.25%, |111〉 = 18.75%
A partir de cet exemple nous pouvons constater qu’un seul chromosome quantique de 3
qubits peut couvrir le meˆme espace de solutions qu’une population de 8 chromosomes
classiques.
2.3.2 Observation dans les AEQs
L’objectif de l’ope´ration de mesure (observation) est d’obtenir un individu binaire a` partir
d’un individu quantique, elle consiste a` une e´valuation probabiliste des valeurs de |α|2 et
|β|2 pour chaque qubit du chromosome, par exemple :(
0.9877 0.4540 0.9998 0.0973




0 1 0 1
)
L’ope´ration de mesure dans les AEQs ne modifie pas la valeur de qubit contrairement aux
algorithmes quantiques sur un vrai ordinateur quantique. Un des mode`les d’observations
les plus re´pandus est celui de Han et Kim [HK00], la me´thode d’observation binaire de
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Han et Kim est comme suit :
de´but






Algorithme 1 : Observation binaire (Han et Kim)
2.3.3 Ope´rations de mise a` jour
Plusieurs ope´rateurs de variation sont utilise´s dans les AEQs, afin de diversifier l’ensemble
des solutions, ce qui permet de trouver de meilleures solutions, cette variation est re´alise´e
en modifiant les valeurs de α et β. Notons bien que la condition |α|2 + |β|2 = 1 doit eˆtre
toujours satisfaite [Mah06].
Le choix de la porte quantique a` utiliser est fait suivant la nature du proble`me a` traiter
[Mah06], parmi les portes quantiques on a par exemple : la porte Not, la porte Controled-
Not, la porte Hadamard et la porte de rotation.
2.3.3.1 Porte de rotation quantique
La porte de rotation (interfe´rence) quantique est la porte de mise a` jour la plus utilise´e
dans les AEQs, cette porte effectue une rotation a` l’e´tat de qubit, dont le but d’augmenter
la probabilite´ que le re´sultat de la prochaine ope´ration de mesure correspond a` la valeur










Ou` α′ et β′ repre´sentent le qubit produit de la rotation U(θ) avec le qubit de la ge´ne´ration
pre´ce´dente, U(θ) peut eˆtre repre´sente´e sous la forme matricielle suivante :
U(θ) =
(
cos θ − sin θ
sin θ cos θ
)
(2.4)
Ou` θ repre´sente l’angle de rotation. La valeur de θ de´termine la vitesse de la convergence de
l’algorithme, alors que le signe de´termine le sens de recherche dans l’espace de recherche.
Il faut bien noter qu’une grande valeur de θ peut guider l’algorithme vers un optimum
local, tandis qu’avec une petite valeur de θ l’e´volution de l’algorithme peut devenir tre`s
lente.
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± θ (Selon la valeur  
du bit de référence)  
Figure 2.5: La porte de rotation quantique
La relation entre l’angle et la direction de rotation par rapport aux valeurs de α et β et
le bit de re´fe´rence [TBD04] est donne´e dans le tableau 2.1 :
α β Valeur du bit de re´fe´rence Angle de rotation
> 0 > 0 1 +θ
> 0 > 0 0 −θ
> 0 < 0 1 −θ
> 0 < 0 0 +θ
< 0 > 0 1 −θ
< 0 > 0 0 +θ
< 0 < 0 1 +θ
< 0 < 0 0 −θ
Tableau 2.1: L’angle et la direction de rotation
2.3.3.2 Croisement quantique
D’une manie`re similaire aux algorithmes e´volutionnaires classiques, l’ope´rateur de croi-
sement quantique prend deux chromosomes parents et le re´sultat est deux chromosomes
enfants, qui ont quelques caracte´ristiques des deux parents. L’avantage de l’utilisation du
croisement quantique est qu’on peut avoir plus de diversite´ par rapport a` l’ope´rateur de
rotation (Figure 2.6)[TBD04].
0.9877   0.4540    0.9998   0.0973 
0.1564   0.8910    0.0175   0.9501 
0.3757   0.3368   0.7394   0.1644 
0.8588   0.8866   0.4534    0.8341 
0.9877   0.4540    0.7394   0.1644 
0.1564   0.8910    0.4534    0.8341 
0.3757   0.3368   0.9998   0.0973 
0.8588   0.8866   0.0175   0.9501 
Figure 2.6: Le croisement quantique
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2.3.3.3 Mutation quantique
La mutation quantique peut eˆtre de´finie par l’application d’un ope´rateur de ne´gation
quantique sur un certain nombre de qubits d’un individu, et en conse´quence le changement
de la probabilite´ de mesure de ce qubit (Figure 2.7)[Tal09].
0.9877   0.4540    0.9998   0.0973 
0.1564   0.8910    0.0175   0.9501 
0.9877   0.4540    0.0175   0.0973 
0.1564   0.8910    0.9998   0.9501 
0.9877   0.4540    0.9998   0.0973 
0.1564   0.8910    0.0175   0.9501 
0.9877   0.4540    0.0175   0.0973 
0.1564   0.8910    0.9998   0.9501 
Figure 2.7: La mutation quantique
2.3.3.4 Permutation quantique
La permutation quantique peut eˆtre re´sume´e a` un changement d’emplacement entre deux
qubits, elle peut jouer un roˆle important dans la recherche de la solution optimale (Figure
2.8) [Tal09].
0.9877   0.4540    0.9998   0.0973 
0.1564   0.8910    0.0175   0.9501 
0.0973   0.4540    0.9998   0.9877 
0.9501   0.8910    0.0175   0.1564 
Figure 2.8: La permutation quantique
2.3.4 Structure ge´ne´rale des AEQs
Un algorithme e´volutionnaire quantique tel que de´crit par Han et Kim en 2000 [HK00]
est compose´ des e´tapes suivantes (Algorithme 2) :
i). L’initialisation : c’est l’e´tape de cre´ation de la population quantique initiale de
n individus.
Q(t) = {qt1, qt2, · · · , qtn} (2.5)






2 · · · αtm
βt1 β
t
2 · · · βtm
)
, j = 1, 2, · · · , n (2.6)
Pour la premie`re ge´ne´ration t = 0, les valeurs de αti et β
t
i pour i = 1, 2, · · · ,m de
l’entie`re population sont initialise´s par la valeur 1√
2
, donc la population Q(0) est
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Ou` Sk est le k
eme e´tat repre´sente´ par la chaine binaire (x1, x2, · · · , xm) tel que xi
peut prendre une des deux valeurs 0 ou 1.
ii). L’observation : c’est l’e´tape de mesure comme de´crite dans la section pre´ce´dente,
c’est une ope´ration probabiliste ou` le re´sultat est une population binaire P (t) =
{X t1, X t2, · · · , X tn} obtenue a` partir des individus de la population quantique Q(t).
iii). L’e´valuation : dans cette e´tape, on associe a` chaque individu binaire (solution)
X tj de la population binaire P (t), une valeur de fitness qui repre´sente sa qualite´.
iv). La se´lection : les meilleures solutions seront stocke´es afin de les utiliser ensuite
dans les ope´rations de mise a` jour.
v). Similaire a` l’e´tape (ii).
vi). Similaire a` l’e´tape (iii).
vii). La mise a` jour : les ope´rations de mise a` jour U(t) sont un ensemble d’ope´rations
base´es sur les diffe´rentes portes quantiques, utilise´es pour diriger les individus de
la population vers les meilleures solutions.




(ii) Produire P(t) par l’observation de Q(t);
(iii) Evaluer P(t);
(iv) Stocker la meilleure solution de P(t);
tant que crite`re d’arreˆt non satisfait faire
t← t+ 1;
(v) Produire P(t) par l’observation de Q(t-1);
(vi) Evaluer P(t);
(vii) Mettre a` jour Q(t) en appliquant U(t);
(viii) Stocker la meilleure solution de P(t) ;
fin
fin
Algorithme 2 : La structure ge´ne´rale d’un AEQ
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2.3.5 Types des AEQs
Dans le de´but des anne´es 2000, apre`s le succe`s de l’algorithme de Han et Kim [HK00],
plusieurs variantes de ce type d’algorithmes sont apparues, de ce fait la classification et
la mesure de performance de chaque type de ces algorithmes est devenue ne´cessaire. Les
AEQs peuvent eˆtre classe´s selon plusieurs crite`res tels que le type d’observation utilise´e
(binaire, re´el), ou les ope´rations de mise a` jour applique´es par l’algorithme (rotation,
croisement, mutation). D’apre`s Zhang [Zha11] les algorithmes e´volutionnaires quantiques
peuvent eˆtre classe´s comme suit (Figure 2.9) [Ram13] :
Algorithmes évolutionnaires 
quantiques (QIEAs) 
QIEAs basé sur  
l’observation binaire 
QIEAs utilisant  
le croisement et la mutation 
QIEAs utilisant  
différentes portes quantiques 
QIEAs hybride 




Figure 2.9: Les types des AEQs
2.3.5.1 AEQs base´s sur l’observation binaire (bAEQ)
Parmi les premiers algorithmes e´volutionnaires quantiques, propose´s par Han et Kim en
2000 [HK00]. Les bAEQs sont base´s sur une ope´ration de mesure probabiliste binaire, et
pour la mise a` jour des chromosomes ils utilisent seulement la porte de rotation, d’apre`s
Han et Kim [HK00] les ope´rations de croisement et de mutation ont un effet ne´gatif sur
la convergence de l’algorithme.
2.3.5.2 bAEQs avec des ope´rations de croisement et de mutation (bAEQcm)
La version modifie´e de l’algorithme de Han et Kim, cette me´thode utilise le meˆme pro-
cessus d’observation binaire [Zha11], mais la porte de rotation est remplace´e par les
ope´rations de croisement et de mutation quantique pour la mise a` jour des chromosomes.
2.3.5.3 AEQs base´s sur l’observation re´elle (rAEQ)
Les rAEQs sont base´s sur le processus de mesure probabiliste re´el de Zhang et Rong
[ZR07] (Algorithme 3), et la porte de rotation quantique pour la mise a` jour des individus
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quantiques, les rAEQs ont e´te´ utilise´s dans la re´solution des proble`mes d’optimisations
nume´riques globales avec des variables continues.
de´but






Algorithme 3 : Observation re´elle (Zhang et Rong)
Il existe d’autres variantes des algorithmes e´volutionnaires quantiques, chaqu’un de ces
algorithmes utilise diffe´rentes techniques de mise a` jour et de mesure, ces algorithmes
peuvent eˆtre trouve´s dans [Zha11].
Une e´tude comparative a e´te´ faite par Zhang [Zha11] entre un algorithme ge´ne´tique clas-
sique est plusieurs variantes des algorithmes e´volutionnaires quantiques, l’e´tude a e´te´
re´alise´e sur le proble`me de Knapsack (sac a` dos) qui est un proble`me d’optimisation
combinatoire [MT90], dans le but de comparer la performance des diffe´rents algorithmes.
Les re´sultats obtenus par ces tests ont montre´ l’efficacite´ des algorithmes e´volutionnaires
quantiques par rapport aux algorithmes ge´ne´tiques classiques, et que la variante bAEQo
a` obtenue le meilleur re´sultat suivi par bAEQcm ensuite bAEQn et enfin l’algorithme
ge´ne´tique classique. Dans une autre comparaison entre les AEQs re´els et binaires, les
re´sultats illustrent que la variante rAEQ a donne´ de meilleurs re´sultats que les variantes
binaires bAEQo-H et bAEQo-R.
D’autres tests re´alise´s par Zhang [Zha11] ont montre´ la supe´riorite´ des algorithmes e´volutionnaires
quantiques avec toutes ses variantes par rapport aux algorithmes ge´ne´tiques classiques.
2.3.6 Caracte´ristiques des AEQs
Les algorithmes e´volutionnaires quantiques sont caracte´rise´s par les points suivants [Ram13] :
• La repre´sentation dans les AEQs est base´e sur les concepts de l’informatique quan-
tique, la population est compose´e d’un ensemble d’individus ou chromosomes.
• Chaque individu est repre´sente´ par un registre quantique, cette repre´sentation
quantique est base´e sur le principe de superposition d’e´tats et l’observation proba-
biliste binaire ou re´elle.
• La puissance d’un algorithme e´volutionnaire quantique re´side dans le fait qu’un
petit nombre d’individus permet de couvrir l’espace de recherche, the´oriquement
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avec un seul individu.
• La mise a` jour des individus dans les AEQs est re´alise´e a` l’aide d’un ensemble de
portes quantiques, afin de diriger la population vers les meilleures solutions, ainsi
que la bonne exploration de l’espace de recherche.
2.3.7 Renforcement et Diversification dans les AEQs
Un algorithme ge´ne´tique est un processus ite´ratif dans le but est de trouver la bonne
solution dans un espace de recherche, la convergence de l’algorithme peut eˆtre atteinte en
se basant sur deux principes, la diversification et le renforcement [Tal09].
• La diversification cherche a` explorer tout l’espace de recherche, pour trouver des
nouvelles solutions qui peuvent eˆtre ensuite des solutions optimales.
• Le renforcement permet de raffiner la recherche, en explorant les zones proches aux
meilleures solutions actuelles dans l’espace de recherche.
Pour que l’algorithme trouve la solution optimale, un bon e´quilibre entre les deux phe´nome`nes
doit eˆtre respecte´, le re´sultat d’un taux de diversification e´leve´ est une recherche ale´atoire,
alors qu’avec un taux de renforcement e´leve´ on ne peut pas explorer suffisamment l’es-
pace de recherche, et en conse´quence on risque de ne pas atteindre les zones des meilleures
solutions.
Dans les algorithmes e´volutionnaires quantiques le renforcement est assure´ par l’ope´rateur
de rotation quantique [TBD04], qui permet a` chaque ite´ration d’augmenter la probabilite´
que la prochaine ope´ration de mesure re´sultera une valeur similaire a` celle de la meilleure
solution actuelle.
Le proble`me si on ne trouve pas une nouvelle meilleure solution pour beaucoup d’ite´rations,
alors la probabilite´ sera tre`s e´leve´e que la valeur inverse ne se produira jamais, ce qu’on
appelle le proble`me d’optimum local.
Notons bien que le bon choix de l’angle de rotation a` un grand effet, une valeur e´leve´e
peut donner un optimum local, tandis que une petite valeur re´sultera une vitesse de
convergence tre`s lente.
En revanche, la diversification peut eˆtre assure´e par les ope´rateurs du croisement et de
mutation quantique, qui peuvent eˆtre utilise´s pour explorer tout l’espace de recherche, et
reme´dier le proble`me d’optimum local engendre´ par l’ope´rateur de rotation.
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2.3.8 Avantages des AEQs
Les algorithmes e´volutionnaires quantiques pre´sentent plusieurs avantages, parmi ces
avantages nous citons :
• Le principe de la superposition permet de re´duire e´norme´ment la taille de la popu-
lation a` quelques individus.
• La vitesse de convergence de l’algorithme peut eˆtre controˆle´e par l’angle de rotation.
• Les ope´rateurs quantiques utilise´s par les AEQs permettent une balance automa-
tique entre la recherche locale et la recherche globale.
• Les AEQs permettent un traitement massivement paralle`le.
• Avec les AEQs, l’historique des ite´rations successives sur un individu n’est pas
perdu graˆce a` sa nature probabiliste.
2.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ les algorithmes e´volutionnaires inspire´s du quan-
tique ou` nous avons montre´ comment les concepts de l’informatique quantique comme la
superposition d’e´tats, l’observation probabiliste et les portes quantiques sont applique´s,
et comment ils ont ame´liore´ la performance des algorithmes e´volutionnaires classiques.
Nous avons expose´ aussi les diffe´rentes techniques d’observation probabiliste, les ope´rations
quantiques de mise a` jour, ainsi que les divers types d’algorithmes e´volutionnaires quan-
tiques et quelques tests de performance entre ces algorithmes, et enfin nous avons discute´
les phe´nome`nes de renforcement et de diversification et leurs effets au comportement de
l’algorithme a` l’exploration de l’espace de recherche.
Depuis l’algorithme original de Han et Kim en 2000, les algorithmes e´volutionnaires quan-
tiques sont devenus populaires, ils ont e´te´ utilise´s pour re´soudre beaucoup de proble`mes
ou` ils ont montre´ de bons re´sultats tout en utilisant une population plus petite et moins
d’ite´rations, ce qui donne beaucoup d’espe´rances pour cette technique prometteuse.
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Decripteurs et mesures de similarite´
Ce chapitre est consacre´ a` la pre´sentation de l’appariement de formes. Nous exposons les
diffe´rentes techniques de repre´sentation de la forme, ainsi que les mesures de similarite´
entre les formes, et quelques mode`les de transformations ge´ome´triques.
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3.1 Introduction
L’importance de l’information visuelle est tre`s e´leve´e actuellement dans plusieurs do-
maines comme la me´decine, le journalisme et la publicite´, nous trouvons des milliers
d’images stocke´es, l’exploitation de ces images d’une manie`re efficace repre´sente un des
de´fis de l’informatique.
L’objectif principal des recherches dans le domaine de la vision par ordinateur est le
de´veloppement des techniques permettant le traitement et la reconnaissance automatique
des objets dans les images et les vide´os. L’appariement de forme repre´sente un sujet tre`s
important en vision par ordinateur, il est utilise´ pour re´soudre plusieurs proble`mes comme
la reconnaissance d’objets et la recherche d’images par le contenu.
Dans ce chapitre, nous allons pre´senter les diffe´rents concepts et techniques utilise´s dans
l’appariement de formes, comme les techniques de repre´sentation de formes et les mesures
de similarite´ entre les formes.
3.2 Quelques de´finitions
L’appariement de formes : Les bases d’images sont utilise´es dans plusieurs domaines
aujourd’hui, chaqu’une de ces bases d’images contient un nombre tre`s e´leve´ d’images. La
recherche classique par les descripteurs exte´rieurs, comme le texte associe, est devenue
insuffisante [VH01]. En revanche, l’utilisation des descripteurs base´s sur le contenu visuel
de l’image a attire´ plus d’attention les dernie`res anne´es.
L’appariement de formes (shape matching) est parmi les plus importants sujets dans le
domaine de la vision par ordinateur, il repre´sente un e´le´ment essentiel dans la recherche
d’images base´e sur la forme ge´ome´trique. L’appariement de formes traite le proble`me de
la mesure de similarite´ entre deux formes selon plusieurs techniques de mesure, ainsi que
le proble`me de la transformation entre ces deux formes [VH00].
L’appariement de formes peut eˆtre utilise´ dans d’autres applications en vision par ordi-
nateur comme le recalage d’images, la reconnaissance d’objets, etc.
Recalage d’images : (image registration) c’est une technique qui consiste de trouver la
transformation optimale permettant de superposer la plus grande partie commune entre
deux images [Bro92].
Reconnaissance d’objets : (object recognition) en vision par ordinateur, la reconnais-
sance d’objets est une technique qui consiste d’identifier des classes objets dans des images
ou vide´os [HAR11].
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La recherche d’images par le contenu : c’est une technique qui permet de trouver
les images a` partir de leurs caracte´ristiques visuelles, il existe deux approches principales,
la premie`re base´e sur l’intensite´ (couleur et texture), alors que la deuxie`me est base´e sur
la forme ge´ome´trique d’objets contenus dans l’image [Yan08] ; les e´tudes ont montre´ que
les utilisateurs sont plus inte´resse´s par les techniques base´es sur la forme que par celles
base´es sur l’intensite´ [SdLV99].
L’approximation de formes : construire une forme similaire a` l’originale, mais avec
moins d’e´le´ments (points, segments, etc.) [YKR+08].
3.3 Parame`tres de forme
Certaines caracte´ristiques ge´ome´triques simples peuvent eˆtre employe´es a` la mesure de
similarite´ entre les formes, ces caracte´ristiques ne peuvent ge´ne´ralement discriminer que
les formes clairement dissimilaires ou` la diffe´rence est importante. Pour cette raison, elles
sont ge´ne´ralement utilise´es comme des filtres pour e´liminer les faux re´sultats ou combine´es
avec d’autres descripteurs de forme [Yan08], elles ne sont pas capables d’eˆtre les seuls
descripteurs de forme. Une forme peut eˆtre de´crite par diffe´rents parame`tres, parmi ceci,
nous citons :
3.3.1 Centre de gravite´
Le centre de gravite´ (centro¨ıde) a une position fixe par rapport a` la forme, pour une forme













Ou` N repre´sente le nombre de points de la forme et (xi, yi) ∈ {(xi, yi)|f(xi, yi) = 1}
3.3.2 Axe de moindre inertie
L’axe de moindre inertie (Axis of least inertia) est unique a` la forme, il sert comme une
ligne de re´fe´rence unique pour pre´server l’orientation de la forme. L’axe de moindre inertie
d’une forme est de´fini comme la ligne pour laquelle l’inte´grale de carre´ des distances aux
points sur le contour de la forme est un minimum [Yan08]. L’axe de moindre inertie passe
ge´ne´ralement a` travers le centre de gravite´ de la forme.
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3.3.3 E´nergie de pliage







Ou` K(s) est la fonction de courbure, (s) est le parame`tre de longueur d’arc et N le nombre
de point du contour [Lon98].
3.3.4 Excentricite´
L’excentricite´ (eccentricity) est la mesure du rapport d’aspect. C’est le rapport de la
longueur du grand axe par la longueur de petit axe, elle peut eˆtre calcule´e par la me´thode
des axes principaux (principal axes) (Figure 3.1) ou par la me´thode de rectangle a` limite
minimum (minimum bounding rectangle) [PI97].
Figure 3.1: La me´thode des axes principaux
3.3.5 Rapport de circularite´
Le rapport de circularite´ (circularity ratio) repre´sente la fac¸on dont une forme est sem-
blable a` un cercle. Il est de´fini comme le rapport entre la surface de la forme et la surface





Ou` AS est la surface de la forme, et AC la surface d’un cercle ayant le meˆme pe´rime`tre
que la forme.
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3.3.6 Rectangularite´





Ou` AS est la surface de la forme, et AR est la surface de rectangle a` limite minimum
(minimum bounding rectangle).
3.3.7 Convexite´
La convexite´ est de´finie comme le rapport entre le pe´rime`tre de l’enveloppe convexe





Figure 3.2: Une enveloppe convexe
3.3.8 Solidite´
La solidite´ de´crit a` quel point la forme est convexe ou concave, la solidite´ d’une forme





Ou` AS est la surface de la forme, et H repre´sente la surface de l’enveloppe englobant de
la forme.
3.3.9 Nombre d’Euler
Le nombre d’Euler est la diffe´rence entre le nombre des parties contigue¨s et le nombre de
trous dans une forme. Soit S le nombre des parties contigue¨s et N le nombre de trous
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dans une forme, le nombre d’Euler est [Yan08] :
Nombre d′Euler = S −N (3.8)
Exemple :
3 B 9 
Nombre d’Euler e´gal a` 1, -1 et 0, respectivement.
3.3.10 Profils
Les profils repre´sentent la projection d’une forme sur l’axe x et l’axe y dans le syste`me de









3.3.11 Rapport de la surface du trou
Le rapport de la surface du trou (Hole area ratio) est de´fini comme suit :




Ou` AS est la surface de forme, et Ah la surface du trou.
3.3.12 Invariance aux transformations ge´ome´triques
L’invariance des parame`tres de forme contre les diffe´rents types de transformations ge´ome´triques
est re´sume´e dans le tableau 3.1.
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Caracte´ristiques ge´ome´triques Translation Mise a` l’e´chelle Rotation
L’e´nergie de pliage moyenne Oui Non Oui
Excentricite´ Oui Oui Oui
Rapport de circularite´ Oui Oui Oui
Nombre d’Euler Oui Oui Oui
Rectangularite´ Oui Oui Oui
Convexite´ Oui Oui Oui
Solidite´ Oui Oui Oui
Profils Oui Oui Non
Rapport de la surface du trou Oui Oui Oui
Tableau 3.1: L’invariance des parame`tres de la forme
3.4 Descripteurs de formes
La forme d’un objet physique est la ge´ome´trie de ses surfaces exte´rieures ou son contour
externe, les frontie`res entre l’inte´rieur et l’exte´rieur de l’objet. La forme est le contour ou
la surface d’un objet [Yan08]. Une forme peut eˆtre repre´sente´e par son contour, re´gion ou
un ensemble fini de points :
• Un contour peut eˆtre de´fini comme les frontie`res de l’objet, il s’agit d’une courbe
continue sur un plan. Dans ce type de repre´sentation, les frontie`res d’objet sont la
seule information de la forme exploite´e.
• Dans le cas de la repre´sentation par re´gion, tous les pixels de la forme sont pris
en compte, une forme peut eˆtre compose´e par une seule re´gion ou un ensemble des
re´gions, ainsi que des trous dans l’objet.
• La repre´sentation par un ensemble fini de points peut eˆtre conside´re´e comme des
points distincts sur les frontie`res d’objet, ces points sont pre´leve´s afin d’obtenir
une repre´sentation de la forme. Cette technique cible les points les plus importants
dans la forme et les plus sensibles a` la vision humaine.
Les descripteurs de forme base´s contour utilisent uniquement l’information des frontie`res
en ignorant le contenu inte´rieur de la forme. Exemples des descripteurs de forme base´s
sur le contour, nous avons le descripteur de Fourier [ZL+01], le descripteur d’ondelettes
[MO99], etc. Comme ils sont calcule´s en utilisant uniquement les pixels des frontie`res,
leurs complexite´s de calcul est ge´ne´ralement faible et leurs descripteurs sont compacts.
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Le contour peut eˆtre conside´re´ comme une courbe nume´rique, donc on a besoin d’appli-
quer plusieurs me´thodes ge´ome´triques pour son analyse. Cependant, ces descripteurs ne
peuvent pas repre´senter suffisamment la forme en se basent uniquement sur l’information
des frontie`res, par exemple : le proble`me d’objets avec des trous, les objets partiellement
occulte´s et les objets complexes compose´s de plusieurs re´gions se´pare´es, ainsi que leurs
faiblesses contre le bruit.
Les descripteurs de forme base´s re´gion exploitent a` la fois les frontie`res et les pixels
inte´rieurs de la forme. Exemples des descripteurs de forme base´s re´gion : le descripteur
Moments ge´ome´triques [CA05] et Matrice de forme [TS89], etc. Ces descripteurs utilisent
tous les pixels de la forme et en conse´quence, ils peuvent de´crire les diffe´rents types de
formes efficacement dans un seul descripteur. Ils sont e´galement robustes aux petites
de´formations sur les frontie`res d’objets. En plus, la segmentation de re´gions est beaucoup
plus facile que les techniques d’analyses utilise´es pour le contour [Yan08]. Toutefois, la
taille d’un descripteur base´ re´gion est ge´ne´ralement plus grande et ge´ne`re une complexite´
de calcul plus importante lors de l’extraction des caracte´ristiques et la mesure de similarite´.
La repre´sentation la plus naturelle d’une forme dans une image consiste a` une repre´sentation
par une image binaire comme suit :
f(i, j) = 0, si(i, j) /∈ objet (3.12)
= 1, si(i, j) ∈ objet (3.13)
Dans le cas de plusieurs objets, on utilise des e´tiquettes :
f(i, j) = k, si(i, j) ∈ objet k (3.14)
La technique de repre´sentation de forme base´e sur un ensemble fini de points repre´sente
le re´sultat d’une ope´ration d’e´chantillonnage applique´e a` un contour d’objet, exemples de
ce type des descripteurs : nous avons shape contexts [BMP00] et voting schemes [VH01],
etc.
L’ordre des points n’est ge´ne´ralement pas important pour ces descripteurs, ils peuvent
extraire les caracte´ristiques d’un objet avec plusieurs trous ou meˆme un objet complexe
avec plusieurs parties. L’ide´e cle´ de la mesure de similarite´ avec cette approche est de
trouver les meilleures correspondances de points entre les formes.
La figure 3.3 montre une repre´sentation de la forme base´e re´gion (droite), et une repre´sentation
base´e contour (centre), et une repre´sentation base´e sur l’ensemble fini de points (gauche).
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Figure 3.3: Les techniques de repre´sentation de forme
Selon Zhang [ZL04], les me´thodes de repre´sentation de formes sont divise´es en deux
classes : base´es contours et base´es re´gions. Ces deux classes peuvent eˆtre divise´es en deux
sous-classes : approches structurelles et approches globales (Figure 3.4) [Ric05][ZL04].
Forme 
Approches contours Approches régions 







Distance de Hausdorff 
Descripteur de Fourier 
Descripteur Ondelettes 









Moments de Zernike 
Pseudo Zernike 
Moments de Legendre 
Fourier générique 
ART 
Figure 3.4: La classification des descripteurs de forme
Les approches structurelles de´composent la forme a` des e´le´ments de base appele´s primi-
tives selon un crite`re donne´ ; une phase de segmentation est re´alise´e dans le but d’extraire
l’ensemble de primitives, ensuite la comparaison de ces primitives afin de mesurer la simi-
larite´ entre les formes. La forme peut eˆtre de´crite par les me´thodes structurelles comme
un graphe reliant les e´le´ments de base, la comparaison est re´alise´e entre les e´le´ments de
graphe. Ces me´thodes pre´sentent deux proble`mes majeurs : l’inexistence d’une de´finition
formelle de la forme et l’incapacite´ de de´terminer le nombre de primitives ne´cessaires.
Aussi, la mesure de similarite´ dans les approches structurelles est non me´trique. Un autre
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proble`me est leurs faiblesses contre l’apparition de bruit qui limite les domaines de leurs
utilisations [ZL04].
Les me´thodes globales font une analyse comple`te de la forme, les descripteurs de cette
technique repre´sentent l’inte´gralite´ de la forme, et la mesure de similarite´ est applique´e
directement sur les descripteurs, cette mesure de similarite´ est ge´ne´ralement me´trique.
3.4.1 Descripteurs base´s re´gion
3.4.1.1 Moments
Un objet dans une image peut eˆtre de´crit par un ensemble des moments mp,g, le moment












Les moments capturent l’information globale de l’image base´e re´gion, le moment d’ordre
ze´ro m00 est e´gal a` la surface de la forme en supposant que f(x, y) est la fonction de
silhouette. Les moments sont parmi les premiers descripteurs d’images dans la vision par
ordinateur.
A partir de l’e´quation de moments, plusieurs fonctions peuvent eˆtre de´finies pour ame´liorer
la de´finition classique des moments en rajoutant par exemple l’invariance a` certaines
transformations ge´ome´triques, par exemple Hu [Hu62] a de´crit un ensemble de moments
invariants a` la translation et a` la similitude.
3.4.1.2 Descripteur ART (Angular Radial Transform)
La technique ART est une transformation 2D complexe de´finie sur un disque unitaire
[ZP04], la me´thode ART est compacte et efficace dans la repre´sentation des re´gions dis-
jointes. La technique extrait un ensemble des coefficients ART fnm d’ordre n et m, de
chaque forme par la me´thode suivante :






V nm(p, θ), f(p, θ)p (3.18)
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Ou` f(p, θ) est la fonction d’intensite´ de l’image, et V nm(p, θ) la base de la fonction de´finie
sur le disque unitaire de fac¸on se´parable comme suit :




Rn(p) = 1 si n = 0, (3.20)
= 2cos(pinp) si n 6= 0 (3.21)
3.4.1.3 Enveloppe convexe (Convex hull)
Une re´gion R est dite convexe lorsque pour chaque deux points x1, x2 ∈ R, le segment
[x1, x2] qui les joint est entie`rement contenu [ZL04]. L’enveloppe convexe est de´finie comme
la plus petite re´gion convexe H qui satisfait la condition R ⊂ H. La diffe´rence H −R est
appele´e la carence convexe D de la re´gion R.
3.4.1.4 Matrice de forme (Shape matrix)
La plus part des approches base´es sur la matrice de forme place la forme dans une grille
rectangulaire pour e´chantillonner l’information globale de la forme afin de cre´er une ma-
trice binaire ou` chaque valeur dans la matrice repre´sente un e´le´ment de grille ; les me´thodes
base´es sur les grilles rectangulaires ne sont ge´ne´ralement pas invariantes a` la translation,
a` la rotation et a` la mise a` l’e´chelle, alors la normalisation est ne´cessaire.
Goshtasby [Gos85] a utilise´ le meˆme principe d’e´chantillonnage mais il a remplace´ la
grille rectangulaire par une grille polaire de cercles concentriques et de lignes radiales
positionne´e au centre de masse de la forme (Figure 3.5). La matrice est forme´e de telle sorte
que les cercles correspondent aux colonnes de la matrice et les lignes radiales correspondent
aux lignes de la matrice. Cette me´thode est invariante a` la translation, a` la rotation et a`
la mise a` l’e´chelle.
Figure 3.5: Une matrice de forme
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3.4.1.5 Transforme´e d’axe me´dian
La transforme´e d’axe me´dian repre´sente la forme par un graphe dont les caracte´ristiques
importantes de la forme sont pre´serve´es [Arı03]. Le graphe est base´ sur le squelette de
la forme. La premie`re e´tape est la construction du squelette, la manie`re la plus facile de
squelettisation est l’amincissement d’une forme jusqu’a` obtenir un ensemble des courbes
centre´es [Dav04]. Le squelette peut eˆtre de´fini comme un ensemble connexe de lignes
me´dianes (Figure 3.6) [ZL04]. Un des points faibles de la me´thode transforme´e d’axe
me´dian est sa sensibilite´ au bruit du contour.
Figure 3.6: La construction du squelette
3.4.2 Descripteurs base´s contour
3.4.2.1 Signatures de forme
Une signature de forme repre´sente la forme par une fonction unidimensionnelle obtenue
a` partir des points de contour. Il existe plusieurs signatures de forme comme, l’angle de
la tangente [ZL+01], courbure du contour [WLT99], etc. Les signatures de forme sont
ge´ne´ralement normalise´es afin d’eˆtre invariantes a` la translation et a` la mise a` l’e´chelle.
Cette technique a` deux proble`mes majeurs : le couˆt d’appariement e´leve´ et la sensibilite´
contre le bruit.
3.4.2.2 Moments de frontie`re (Boundary moments)
Cette me´thode peut eˆtre utilise´e pour re´duire les dimensions de la repre´sentation du
contour de la forme. Supposons que le contour de la forme est repre´sente´ par la signature
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Ou` N est le nombre de points du contour. L’avantage de cette technique qu’elle est facile a`
imple´menter, les moments normalise´s m¯r = mr/(µ2)
r/2 et µ¯r = µr/(µ2)
r/2 sont invariants
a` la translation, a` la rotation et a` la mise a` l’e´chelle. Pour avoir des descripteurs moins














3.4.2.3 L’appariement e´lastique (Elastic matching)
Selon cette me´thode, un mode`le de´forme´ peut eˆtre ge´ne´re´ a` partir de mode`le d’origine
t(s) et de la de´formation θ(s).
ϕ(s) = t(s) + θ(s) (3.27)
Ou` t = (tx, ty) est une spline de deuxie`me ordre et θ = (θx, θy) repre´sente la de´formation
[DBP97]. La similarite´ entre la forme originale du mode`le et la forme de l’objet dans
l’image est mesure´e par la fonction suivante :























Ou` IE est l’image d’objet, S est l’e´nergie de de´formation et B l’e´nergie de courbure et M
la mesure de degre´ de chevauchement entre les deux formes.
3.4.2.4 Espace d’e´chelle (Scale space)
Le proble`me de la sensibilite´ au bruit et les variations du contour dans la plupart des
me´thodes du domaine spatial, dirige vers l’utilisation de la me´thode de l’espace a` e´chelle.
La repre´sentation en espace a` l’e´chelle d’une forme est cre´e´e par le suivi des positions des
points d’inflexions dans le contour d’une forme filtre´e par des filtres passe-bas gaussien des
largeurs variables. Chaque fois que la largeur de filtre gaussien augmente, les inflexions
insignifiantes sont e´limine´es du contour et en conse´quence la forme devient plus lisse et plus
claire. Les points d’inflexion restant dans le contour sont les caracte´ristiques significatives
de l’objet.
Une des variantes de la technique espace a` l’e´chelle la plus utilise´e est la me´thode CSS
(Curvature Scale Space), nous avons le contour C parame´tre´ par la longueur d’arc s ,
C(s) = (x(s), y(s)) [Vel01], une convolution est applique´e sur la fonction de coordonne´es
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Avec l’augmentation de la valeur de σ le contour obtenu devient plus lisse (Figure 3.7).
Figure 3.7: L’effet d’augmentation de la valeur de σ
3.4.2.5 Descripteur de Fourier
Le descripteur de Fourier de´compose le contour de la forme en des fre´quences obtenues
par la transforme´e de Fourier, cette transforme´e est applique´e a` la fonction du contour
et les re´sultats sont des coefficients utilise´s pour la repre´sentation de la forme [Arı03]. La







Afin de re´aliser l’invariance a` la translation et a` la rotation, l’information de phase de an
est ignore´e et nous n’utilisons que l’amplitude |an|. Les amplitudes sont divise´es par |a0|
pour obtenir l’invariance a` la mise a` l’e´chelle.
3.4.3 Ensemble fini de points
3.4.3.1 Contexte de forme (Shape context)
Cette me´thode extrait une caracte´ristique globale de forme appele´e shape context. La
premie`re e´tape consiste a` la de´tection du contour et a` la se´lection d’un ensemble de n
points, pour extraire les caracte´ristiques en un point p, des vecteurs de p vers tous les
autres points sont trace´s, la longueur r et l’orientation θ de ces vecteurs sont quantifie´es
pour cre´er un histogramme de distribution spatiale qui est utilise´ pour repre´senter le point
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p.
L’ensemble d’histogrammes de tous les points dans la forme repre´sente le shape context.
L’appariement entre deux formes est re´alise´ en trouvant l’ensemble des correspondances
entre les points qui donne le couˆt d’appariement le plus faible [BMM06].
3.4.3.2 Contexte de forme a` distance inte´rieure (Inner-distance shape contexts)
La me´thode Inner-Distance Shape Contexts (IDSC) propose´e par Ling [LJ07] pour reme´dier
a` la faiblesse de shape context a` capturer les formes articule´es. La distance inte´rieure
(Inner-Distance) peut eˆtre de´finie comme la distance entre deux points de contour, dans
inte´rieur du contour de la forme (Figure 3.8), ensuite la distance inte´rieure est utilise´e
pour remplacer la distance euclidienne pour construire l’histogramme de shape context.
Figure 3.8: La distance inte´rieure entre deux points
3.4.4 L’invariance et la re´sistance des descripteurs de forme
L’invariance des descripteurs de forme contre les diffe´rents types de transformations
ge´ome´triques, et leur re´sistance contre l’occultation et le bruit, ainsi que leur complexite´
de calcul est re´sume´e dans le tableau 3.2 [Yan08].
3.5 Mesures de similarite´
La mesure de similarite´ est parmi les e´le´ments les plus importants dans l’appariement
de formes, il existe deux directions de recherche pour ce proble`me : la premie`re vise a`
obtenir les meilleurs re´sultats de recherche dans une base d’images en essayant de rendre
les mesures de similarite´ aussi riche que possible, tandis que l’objectif de la deuxie`me est
de de´velopper des mesures de similarite´ plus efficientes afin de rendre la recherche dans
les grandes bases d’images plus rapide.
Une mesure de similarite´ doit avoir les proprie´te´s suivantes :
• Elle doit eˆtre universelle afin de nous permettre d’identifier des formes arbitraires.
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Descripteur Translation l’e´chelle Rotation Bruit Occultation Complexite´
Enveloppe convexe Bon Bon Bon Moyen Mauvais e´leve´
Matrice de forme carre´ Bon Bon Bon Mauvais Moyen Moyen
Matrice de forme polaire Bon Bon Bon Mauvais Moyen faible
Shape context Bon Bon Bon Mauvais Moyen Moyen
IDSC Bon Bon Bon Mauvais Moyen Moyen
ART Bon Bon Bon Bon Mauvais e´leve´
CSS Bon Bon Bon Bon Bon Moyen
Shock graphs Bon Bon Bon Bon Bon e´leve´
Moments de frontie`re Bon Bon Bon Moyen Mauvais faible
Moments alge´brique Bon Bon Bon Moyen Mauvais Moyen
Moments de Zernike Bon Bon Bon Bon Mauvais e´leve´
Moments de Chebyshev Bon Bon Bon Bon Mauvais e´leve´
Fourier 1-D Bon Bon Bon Mauvais Mauvais Moyen
Fourier re´gion Bon Bon Bon Bon Moyen e´leve´
Signature syste`me complexes Mauvais Mauvais Mauvais Moyen Bon faible
Signature distance centrale Bon Bon Bon Moyen Bon faible
Signature tangente Bon Bon Bon Mauvais Bon faible
Signature courbure Bon Bon Bon Mauvais Bon faible
Signature surface Bon Bon Bon Bon Bon faible
Signature surface triangle Bon Bon Bon Bon Moyen faible
Signature longueur de corde Bon Bon Bon Mauvais Mauvais faible
Tableau 3.2: L’invariance et la re´sistance des descripteurs de forme
• Elle doit eˆtre capable d’identifier les objets perceptuellement similaires qui ne sont
pas mathe´matiquement identiques.
• Une mesure de similarite´ doit eˆtre robuste contre les diffe´rents types de distorsions.
• Elle doit eˆtre invariante aux diffe´rents types de transformations ge´ome´triques.
3.5.1 Distance me´trique
En vision par ordinateur, la mesure de similarite´ est effectue´e en calculant la distance
entre les caracte´ristiques de chaque forme, en attribuant une faible valeur de distance aux
objets similaires, une distance me´trique est de´finie comme suit :
Un espace RN est dit me´trique si pour chaque deux e´le´ments x et y, nous avons une
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distance d(x, y) qui satisfait les proprie´te´s suivantes [BBP00] :
• d(x, y) ≥ 0 (non ne´gative).
• d(x, y) = 0 seulement si x = y (identite´).
• d(x, y) = d(y, x) (syme´trie).
• d est continue.
• Une grande diffe´rence entre les formes doit ge´ne´rer une grande dissimilarite´.
• d(x, y) ≤ d(x, y) + d(y, z) (ine´galite´ triangulaire).
Un descripteur de forme est ge´ne´ralement repre´sente´ comme un ensemble de vecteurs, la
distance de similarite´ est la distance entre ces vecteurs, soit A = (a0, a1, · · · , aN−1) et
B = (b0, b1, · · · , bN−1), les descripteurs des deux formes a` comparer :
3.5.1.1 Distance Minkowski








Dans le cas ou` p = 1, d1(A,B) on l’appelle la distance de Manhattan dMan entre deux




|ai − bi| (3.35)





(ai − bi)2 (3.36)
si p→∞ on obtient la distance Chebyshev ou L∞.
L∞(A,B) = max
0≤i≤N−1
{|ai − bi|} (3.37)
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3.5.1.2 Distance cosinus
Cette distance permet de mesurer la similarite´ entre deux vecteurs (A,B) de N dimensions
en de´terminant le cosinus de l’angle entre eux (Figure 3.9.(c)).
dcos(A,B) = 1− cosθ = 1− A ·B
T





















(a) (b) (c) 
Figure 3.9: La repre´sentation des distances Manhattan, Euclidienne et Cosinus
3.5.1.3 Distance statistique du Chi carre´









3.5.1.4 Distance de Mahalanobis
La distance de Mahalanobis [Mah36] est base´e sur la corre´lation entre les variables afin de
de´terminer la similarite´ entre deux vecteurs. Contrairement a` la distance euclidienne, elle
prend en compte la covariance de la se´rie de donne´es. La distance de Mahalanobis donne
un poids moins significatif aux composantes les plus disperse´es. Elle est ge´ne´ralement
utilise´e pour de´tecter les donne´es aberrantes et de´terminer la cohe´rence de donne´es.
dM(A,B) =
√
(A−B) · C−1 · (A−B)T (3.40)
Ou` C est la matrice de covariance.
63
Chapitre 3. Decripteurs et mesures de similarite´
3.5.1.5 Distance de Hausdorff
La distance de Hausdorff [Ruc96] permet de mesurer l’e´loignement de deux ensembles
dans un espace me´trique. La distance de Hausdorff entre deux vecteurs A et B est la
plus longue distance entre un point arbitraire de A au point correspondant le plus proche
de B (Figure 3.10). Cette distance n’est pas invariante aux transformations ge´ome´triques



















Figure 3.10: La distance de Hausdorff
3.5.2 Distance non me´trique
Une distance est dite me´trique si elle remplit les conditions suivantes (non ne´gative,
identite´, syme´trie, continue, ine´galite´ triangulaire), dans la figure 3.11, l’homme et le
centaure sont partiellement similaire, donc la distance entre l’homme et le centaure est
petite, le meˆme cas avec le centaure et le cheval, mais la distance entre le cheval et l’homme
est grande : d(homme, centaure) + d(centaure, cheval) < d(homme, cheval), on voit que
l’ine´galite´ triangulaire n’est pas ve´rifie´e. Cet exemple montre que la perception humaine
de similarite´ est non me´trique.
L’ine´galite´ triangulaire n’est ge´ne´ralement pas ve´rifie´e pour les distances de similarite´ qui
sont robustes au bruit et les valeurs aberrantes, c’est pour cette raison que les distances
non me´triques sont plus puissantes et plus robustes par rapport aux distances me´triques,
elles sont utilise´es principalement pour les bases de donne´es multime´dia et la recherche
d’information.
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Figure 3.11: La perception humaine de similarite´
3.5.2.1 L’appariement e´lastique non line´aire
L’appariement e´lastique non line´aire (Nonlinear elastic matching distance) est une dis-
tance non me´trique qui ne respecte pas l’ine´galite´ triangulaire. Nous avons deux formes
qui sont similaires suivant la perception humaine, une de ces deux formes peut eˆtre une
transformation rigide (translation, rotation, mise a` l’e´chelle, etc.) de l’autre forme, dans
ce cas, cette transformation peut eˆtre repre´sente´e mathe´matiquement ou` les distances
me´triques peuvent eˆtre utilise´es, alors que dans les autres cas, cette transformation ne
peut pas eˆtre repre´sente´e mathe´matiquement (transformation non-rigide, bruit, occulta-
tion, etc.) dans lequel les me´thodes non me´triques comme l’appariement e´lastique sont
ide´ales.
On a A = {a1, a2, · · · , am}, B = {b1, b2, · · · , bn} deux ensembles de points ordonne´s
du contour, est f la correspondance entre tous les points de A et B de telle sorte qu’il
n’existe aucun a1 < a2 ou` f(a1) > f(a2). L’e´tendue s(ai, bi) de (ai, f(ai) = bj) est e´gale
a` 1 si f(ai−1) = bj ou f(ai) = bj−1, ou 0 autrement. L’appariement e´lastique non line´aire
NEM(A,B) est le minimum sur toutes les correspondances f de
∑
s(ai, bj) + d(ai, bj),
ou` d(ai, bj) repre´sente la diffe´rence entre les tangentes a` ai et bj [Vel01].
3.5.2.2 Distance k-me´diane
La distance k-me´diane entre deux vecteurs [JWG00](ou deux images repre´sente´es par des
vecteurs) A et B est de´finie par :
dk(A,B) = k −medianes{|a1 − b1|, · · · , |aN − bN |} (3.42)
Ou` l’ope´rateur k-me´diane donne comme re´sultat la k-ie`me valeur du vecteur de diffe´rence
ordonne´e.
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3.6 Transformations
L’appariement de formes e´tudie la transformation entre les formes, afin de trouver la
transformation qui minimise le couˆt de la mise en correspondance, et en conse´quence le
meilleur alignement entre les formes. Nous pre´sentons dans cette section quelques trans-
formations :
3.6.1 Translation
Une transformation a` deux degre´s de liberte´ [GS07], x et y les de´placements sur tx et ty
respectivement.
t(x) = Rx+ t (3.43)










La transformation rigide est une combinaison entre la translation et la rotation [Tal09],
ce type de transformation conserve les distances et les angles. La transformation rigide
peut eˆtre de´finie par la forme suivante :
t(x) = Rx+ t (3.45)










ou` t est un vecteur de translation, et R la matrice de rotation.
3.6.3 Similitude
En ge´ome´trie euclidienne, les similitudes sont des transformations a` 4 degre´s de liberte´
en 2D, c’est la combinaison entre les transformations rigides et la multiplication d’e´chelle
par un rapport fixe [Tal09]. Les similitudes ne conservent pas les distances, mais elles
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conservent les angles et les proportions de l’image.
t(x) = sRx+ t, s > 0 (3.47)
3.6.4 Transformation affine
Une transformation ge´ome´trique entre les espaces affines, cette transformation conserve
le paralle´lisme, elle est de´finie par :
t(x) = Ax+ t (3.48)
ou` A est une matrice qui repre´sente une transformation line´aire [Mah06]uv
1
 =







Les transformations projectives sont utilise´es ge´ne´ralement pour repre´senter le passage a`
partir des objets 3D vers les images 2D en utilisant une came´ra par exemple, en tenant
compte aux effets de perspective lors de la composition de l’image. La transformation
projective ajoute deux degre´s de liberte´ a` la transformation affine pour traiter les effets
de la projection, le re´sultat est alors une transformation non-line´aire de´finie comme suit :uv
1
 =







Dans ce chapitre, nous avons pre´sente´ quelques techniques utilise´es dans l’appariement
de formes, nous avons commence´ par la pre´sentation des me´thodes utilise´es pour la
repre´sentation et la description de forme comme les caracte´ristiques ge´ome´triques simples
et ensuite les descripteurs les plus complexes, et nous avons vu comment ces descripteurs
peuvent eˆtre classe´s en trois types : les techniques base´es contour, re´gion et l’ensemble
fini de points ou` nous avons cite´ pour chaque type quelques exemples des techniques les
plus utilise´es.
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Ensuite, nous avons pre´sente´ les diffe´rentes distances et mesures de similarite´ entre les
formes, et la diffe´rence entre les distances me´triques et non me´triques. Enfin, nous avons
expose´ quelques transformations ge´ome´triques qui peuvent eˆtre applique´es sur les formes.
Au chapitre suivant, nous allons introduire notre me´thode d’appariement de formes base´e





pour l’appariement de formes
Nous pre´sentons dans ce chapitre notre approche e´volutionnaire quantique pour l’apparie-
ment de formes. Cette approche est base´e sur l’appariement avec shape context et les al-
gorithmes e´volutionnaires quantiques. Nous exposons le fonctionnement de´taille´ de notre
algorithme, la repre´sentation quantique qui nous permet d’utiliser shape context, et la
strate´gie de recherche applique´e.
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Chapitre 4. Approche e´volutionnaire quantique pour l’appariement de formes
4.1 Introduction
L’appariement de formes est un proble`me central en vision par ordinateur, il est re-
quis dans plusieurs domaines tels que l’imagerie me´dicale, la robotique, etc. Dans la
litte´rature nous trouvons plusieurs techniques d’appariement de formes comme SC (Shape
Context) [BMP00], IDSC (Inner-Distance Shape Contexts) [LJ07] et HF (Height Func-
tions) [WBY+12], etc. Le descripteur shape context est une des techniques les plus po-
pulaires de l’appariement de formes graˆce a` sa puissance et sa robustesse. Des chercheurs
ont essaye´ d’ajouter des contributions a` ce descripteur afin de le rendre plus robuste a`
certains types de transformations et de de´formations.
Dans ce travail, nous proposons une nouvelle approche d’appariement de formes base´e
sur la combinaison des algorithmes e´volutionnaires quantiques et l’appariement par le
descripteur shape context [MMF14]. Notre algorithme quantique d’appariement de formes
(QSC) est fonde´ sur une repre´sentation quantique pour coder les solutions possibles et une
strate´gie de recherche e´volutionnaire quantique pour de´terminer le meilleur appariement
possible entre les formes.
Dans ce chapitre, nous commenc¸ons par une pre´sentation de l’appariement de formes
avec le descripteur shape context, les diffe´rentes e´tapes de sa construction, ses avantages,
et ses points faibles. Ensuite, nous proce´dons a` la pre´sentation de notre approche pro-
pose´e, la repre´sentation quantique du proble`me et la strate´gie de recherche utilise´e. Enfin,
nous pre´sentons notre algorithme quantique avec une description de chaque e´tape dans
l’algorithme.
4.2 Principes de l’algorithme e´volutionnaire quan-
tique pour l’appariement de formes
4.2.1 Descripteur de forme shape context
Shape context est un descripteur de forme tre`s puissant introduit par Belongie et al.
[BMP00], ce descripteur est parmi les me´thodes base´es sur un ensemble fini de points,
dans l’ide´e principale est de trouver la meilleure correspondance entre les points extraits
du contour des deux formes afin de minimiser le couˆt globale de l’appariement entre les
deux formes.
La premie`re e´tape consiste a` la de´tection du contour de la forme, ensuite l’e´chantillonnage
du contour et la se´lection d’un ensemble de s points (Figure 4.1 (b)). Pour construire
l’histogramme de la distribution spatiale des autres (s − 1) points par rapport au point
Pi, des vecteurs de Pi vers tous les autres points sont trace´s (Figure 4.1 (c)) dans un
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syste`me de coordonne´es polaires logarithmiques divise´ uniforme´ment par des cases pour
rendre le descripteur plus sensible aux points plus proches [BMM06] (Figure 4.1 (f)). La
longueur r et l’orientation θ de ces vecteurs sont quantifie´es pour cre´er l’histogramme hi
qui repre´sente le nombre de points appartenant a` chaque case (Figure 4.1 (d)). L’ensemble
des histogrammes de tous les s points de la forme repre´sente le descripteur shape context
(Figure 4.1 (e)).
hi(k) = #{Q 6= Pi : (Q− Pi) ∈ bin(k)} (4.1)
Le descripteur shape context est ensuite utilise´ pour trouver la correspondance entre les
points des deux formes. Pour ce faire, nous calculons d’abord le couˆt de l’appariement
Ci,j entre chaque point i de la premie`re forme, et le point j dans la deuxie`me forme en









Le re´sultat est une matrice qui contient le couˆt de l’appariement pour chaque paire de
points dans les deux formes. L’objectif maintenant est la recherche de l’ensemble des paires
qui minimise le couˆt total de l’appariement, alors le proble`me d’appariement devient un
proble`me d’affectation dans un graphe biparti qui peut eˆtre re´solu en temps polynomial
par l’algorithme hongrois.
Figure 4.1: Le descripteur shape context
Apre`s avoir obtenu les correspondances entre l’ensemble des points, le mode`le thin-plate-
splines (TPS)(Figure 4.2) [Boo89] est utilise´ ite´rativement pour estimer une transforma-
tion entre les deux formes. Enfin, la distance de dissimilarite´ entre les deux formes est
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donne´e par l’e´quation suivante :
D = aDac +Dsc + bDbe (4.3)
ou` Dsc est la distance de shape context, Dbe l’e´nergie de flexion (bending energy), Dac
distance de l’apparence (appearance distance), a et b sont des poids (a = 1.6, b = 0.3
dans [BMM06]).
Figure 4.2: La transformation thin-plate-splines (TPS)
Un algorithme d’appariement de formes doit eˆtre robuste aux transformations ge´ome´triques
comme la translation, la rotation et la mise a` l’e´chelle et les de´formations non-line´aires
comme le bruit, l’articulation, l’occultation. L’invariance a` la translation est obtenue di-
rectement dans shape context puisque la mesure de la distance entre les points est toujours
relative au point central pour chaque histogramme h(k). Pour atteindre l’invariance a` la
mise a` l’e´chelle nous normalisons toutes les distances radiales par la distance moyenne
entre les m2 paires de points dans la forme [BMP02].
La faiblesse de shape context re´side dans l’invariance a` la rotation [BAKS12], celle-ci
de´pend de la tangente en chaque point du contour ; pour pouvoir calculer la tangente en un
point, il faut que les points du contour sont organise´s dans l’ordre (le se´quencement dans
le contour) [YW07]. Ling et al.[LJ07] ont e´galement utilise´ la programmation dynamique
avec le se´quencement des points du contour et une nouvelle mesure de l’angle relatif entre
les points nomme´ (inner-angle) pour obtenir une meilleure invariance a` la rotation.
Imposer un ordre sur les points repre´sente une contradiction a` l’esprit fondamental de
shape context qui consiste a` choisir les points ale´atoirement et sans classement. Ce prin-
cipe est un avantage supple´mentaire de shape context qui lui permet d’eˆtre applique´ di-
rectement sur les points sans pre´traitement comme l’organisation perceptuelle des points
du contour [YW07].
L’organisation perceptuelle des points du contour empeˆche shape context d’eˆtre applique´
a` d’autres cas que la repre´sentation de forme base´e contour, par exemple la technique
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base´e sur un squelette des points [Yan05] [XHS08].
4.2.2 Repre´sentation quantique
L’appariement entre deux formes A et B est re´alise´ en trouvant la meilleure correspon-
dance entre les points A = {a1, a2, · · · , as} et B = {b1, b2, · · · , bs}. Pour obtenir de bons
re´sultats d’appariement avec la me´thode de shape context, il faut utiliser un grand nombre
de points pour chaque forme, ce qui conduit a` un temps de calcul plus important. Avec
notre approche nous avons besoin d’un nombre plus petit de points en essayant de trouver
la configuration des points la plus ade´quate a` partir d’un ensemble plus grand de points,
ce qui conduit aux meilleurs re´sultats d’appariement.
Chaque forme F est repre´sente´e par s points p1, p2, · · · , ps.
F =
(
x1 x2 · · · xs
y1 y2 · · · ys
)
(4.4)
Une repre´sentation binaire est utilise´e pour indiquer les points qui vont eˆtre se´lectionne´s
pour le calcul de shape context et les points qui vont eˆtre ignore´s pour chaque ite´ration.
Chaque entre´e dans le vecteur (voir figure 4.3) repre´sente un point du contour, si la valeur
de l’entre´e est 1 alors le point est se´lectionne´, sinon le point est ignore´.
1 0 0 1 … 1 
P1 P2 P3 P4 … Ps 
Selection 
(a) 
Tous les s points
P1 P2 P3 P4 … Ps 
Figure 4.3: La se´lection des points
Le descripteur shape context est tre`s robuste avec de tre`s bonnes proprie´te´s d’invariance,
il est fort contre la translation et la mise a` l’e´chelle, cependant son invariance a` la rotation
est encore faible [YW07]. Pour re´soudre ce proble`me, nous avons utilise´ les AEQs pour
estimer l’orientation qui optimise notre fonction objectif, ce qui conduit a` de bons re´sultats
d’appariement sur les formes avec des changements d’orientation.
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Pour chaque chromosome, nous utilisons 5 bits pour controˆler l’orientation de la forme
(Figure 4.4), le premier bit est utilise´ pour le retournement vertical, si la valeur du bit
est 1 alors nous allons appliquer un retournement mais si la valeur du bit est 0 alors nous
n’appliquons pas de retournement. De la meˆme manie`re, nous utilisons le deuxie`me bit
pour le retournement horizontal. Pour la rotation, nous utilisons 3 bits afin de controˆler
l’orientation sur [0, 2pi] divise´ par 23.







Figure 4.4: Controˆler l’orientation de la forme
La repre´sentation quantique est re´alise´e a` l’aide d’un registre quantique q de m qubits
ou` m = 2s + 5, chaqu’une des deux formes est repre´sente´e par s qubits (chaque qubit
repre´sente l’e´tat d’un point), et 5 qubits pour controˆler l’orientation de la forme.
q =
(
α1 α2 · · · αm
β1 β2 · · · βm
)
(4.5)
L’avantage de cette repre´sentation quantique est qu’elle ne repre´sente pas seulement une
solution, mais toutes les solutions possibles, graˆce au phe´nome`ne de la superposition
quantique, mais notons bien que la mesure donne seulement une seule solution.
Chaque registre quantique q repre´sente un individu (chromosome) dans notre population
quantique Q(t) tel que Q(t) = {qt1, qt2, · · · , qtn} ou` t repre´sente la ge´ne´ration actuelle de la
population et n le nombre d’individus.
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α1,1 α1,2 · · · α1,m
β1,1 β1,2 · · · β1,m
α2,1 α2,2 · · · α2,m





αn,1 αn,2 · · · αn,m
βn,1 βn,2 · · · βn,m

(4.6)
Le re´sultat de l’ope´ration de mesure de Q(t) est une population binaire P (t) tel que
P (t) = {X t1, X t2, · · · , X tn}, ou` X tj est un vecteur binaire de m bits qui repre´sente une









x1,1 x1,2 · · · x1,m





xn,1 xn,2 · · · xn,m
 (4.7)
4.2.3 Fonction objectif
Pour chaque deux formes A et B repre´sente´es par des points extraits du contour A =
{a1, a2, · · · , as} et B = {b1, b2, · · · , bs}. La matrice de couˆt (cost matrix) repre´sente le
couˆt de l’appariement Ci,j entre chaque point ai de la premie`re forme, et le point bj dans
la deuxie`me forme (Figure 4.5).
Le couˆt de l’appariement entre les deux formes est obtenu en trouvant les paires de points
qui minimisent le couˆt total de l’appariement, ce qu’est re´alise´ en trouvant la permutation





Chaque individu repre´sente une version diffe´rente de shape context, donc une matrice de
couˆt diffe´rente. Notre valeur de fitness est la valeur minimum de H dans tout l’espace de
recherche.
4.2.4 Strate´gie de recherche
Notre algorithme e´volutionnaire quantique est un processus ite´ratif dans l’objectif est de
trouver la meilleure solution dans un espace de recherche, la convergence de l’algorithme
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cij entre ai et bj
a1 a2 ... as
b1 c11 c12 c1s...
b2 c21 c22 c2s...
... ... ... ...cij
bs cs1 cs2 css...
Matrice de coût 
Figure 4.5: La matrice de couˆt
peut eˆtre atteinte en se basant sur deux principes : la diversification et le renforcent
[Tal09]. La diversification cherche a` explorer tout l’espace de recherche afin de trouver
des nouvelles solutions, tandis que le renforcement permet de raffiner la recherche, en
explorant les zones proches a` la meilleure solution actuelle. Un bon e´quilibre entre les
deux phe´nome`nes doit eˆtre respecte´ ; le re´sultat d’un taux de diversification e´leve´ est une
recherche ale´atoire, alors qu’avec un taux de renforcement e´leve´ on ne peut pas explorer
suffisamment l’espace de recherche (optimum local).
Selon Han et Kim [HK00] l’ope´rateur de rotation (interfe´rence) quantique U(θ) est suf-
fisant pour guider l’algorithme vers la convergence et que la diversite´ est assure´e par la











Ou` α′ et β′ repre´sentent le qubit produit de la rotation U(θ) avec le qubit de la ge´ne´ration




cos θ − sin θ
sin θ cos θ
)
(4.10)
Les ope´rateurs ge´ne´tiques (croisement, mutation) peuvent eˆtre utilise´s, mais ils ne sont pas
ne´cessaires, et si les probabilite´s de mutation et de croisement sont e´leve´es la performance
de l’algorithme peut eˆtre diminue´e notablement [HK00].
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(αi , βi) 
(αi’ , βi’) 1 
1 -1 0 
-1 
Figure 4.6: L’ope´rateur de rotation quantique
Dans notre algorithme, nous allons employer l’ope´rateur de rotation quantique comme le
seul ope´rateur de mise a` jour, nous nous basons sur la me´thode de´crite dans [HK02]. Le
tableau 4.1 montre la valeur de l’angle de rotation θ obtenue par rapport a` la valeur de
bit xi de l’individu X et la valeur de bit bi de la meilleure solution b, ou` f() repre´sente la
valeur de fitness de l’individu.
xi bi f(X) ≤ f(b) θ
0 0 faux θ1
0 0 vrai θ2
0 1 faux θ3
0 1 vrai θ4
1 0 faux θ5
1 0 vrai θ6
1 1 faux θ7
1 1 vrai θ8
Tableau 4.1: Le tableau de re´fe´rence
4.2.5 Algorithme QSC propose´
Dans cette section, nous pre´sentons un pseudo-code de notre algorithme quantique pour
l’appariement de formes, ensuite nous de´crivons de manie`re de´taille´e chaque e´tape de l’al-
gorithme.
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Donne´es : Les deux formes (requeˆte et cible)
Re´sultat : La distance d’appariement entre les deux formes
de´but
t ← 0;
(i) Extraire s points a` partir du contour de chaque forme;
(ii) Ge´ne´rer la population initiale Q(t) de n individus compose´ de m qubits;
tant que Non convergence faire
t ← t+1;
(iii) Produire P (t) par la mesure de la population quantique Q(t);
(iv) Re´parer les individus de la population binaire P (t);
(v) Se´lectionnez la configuration des points pour chaque individu;
(vi) Construire descripteur shape context pour chaque individu;
(vii) Calculer le couˆt de l’appariement entre les deux formes;
(viii) Sauvegarder la meilleure solution de P (t) dans B(t);
(ix) Mettre a` jour la population quantique Q(t);
fin
fin
Algorithme 4 : L’algorithme QSC
i). La premie`re e´tape consiste a` extraire s points a` partir du contour des deux formes,
ces points sont se´lectionne´s au hasard et ne repre´sentent pas des points cle´s dans
la forme, le descripteur shape context n’impose pas le tri des points, donc aucune
information relative a` l’ordre des points n’est ne´cessaire.
ii). Dans la phase d’initialisation, nous ge´ne´rons la premie`re population quantique Q(0)
qui est compose´e de n individus de m qubits, chaque qubit est initialise´ avec la
probabilite´ de (α0i,j = 1/
√
2 et β0i,j = 1/
√







iii). L’ope´ration de mesure prend la population quantique Q(t) et donne comme re´sultat
une population binaire P (t), cette ope´ration consiste a` e´valuer les probabilite´s de
| αti |2 et | βti |2 de chaque individu quantique qtj, j = {1, 2, · · · , n} ou` chaque
individu de la population binaire repre´sente une configuration de points ou une
solution, notons bien que nous utilisons la me´thode de mesure probabiliste de Han
et kim [HK00].
iv). Pour construire le descripteur shape context, le nombre de points doit eˆtre identique
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pour les deux formes, afin de cre´er ensuite une matrice de couˆt carre´, donc il faut
s’assurer que les solutions mesure´es a` partir des individus quantiques sont valides.
Pour cette raison, un processus de re´paration est employe´ sur chaque individu
binaire X tj qui consiste a` imposer un nombre fixe k ou` (k <= s) de points a` eˆtre
se´lectionne´s, ce qui est re´alise´ en controˆlant le nombre de bits avec la valeur de 1
a` chaque individu de la population P (t).
En ge´ne´ral, le re´sultat des ope´rations de mise a` jour ge´ne´tique quantique est un
nombre diffe´rent de points se´lectionne´s pour chaque individu, donc en rendant
leur nombre e´gal a` k on peut garantir d’avoir toujours le meˆme nombre de points
se´lectionne´s pour les formes que nous sommes en train de mettre en correspondance,
et que les re´sultats seront e´galement plus cohe´rents et uniformes sur tout l’espace
de recherche.
v). Le processus de se´lection consiste a` choisir les points qui seront utilise´s pour
construire le descripteur shape context en se basant sur les individus binaires
re´pare´s. Chaque bit de l’individu binaire repre´sente un point du contour, si la
valeur de bit est 1, alors le point correspondant sera utilise´ pour construire shape
context, mais si la valeur de bit est 0 alors le point correspondant ne sera pas choisi
pour cette ite´ration.
vi). Dans cette e´tape, nous passons a` la construction de descripteur shape context.
Chaque individu de la population binaire P (t) repre´sente une solution ou une
configuration diffe´rente de points, chaque configuration de points est ensuite uti-
lise´e pour construire une version diffe´rente de shape context pour les deux formes,
ensuite la matrice de couˆt (cost matrix) est calcule´e en utilisant le shape context
des deux formes.
vii). Notre algorithme essaie de trouver la configuration de points qui re´duit le couˆt
total d’appariement. Chaque version de shape context ge´ne´re´e a` l’e´tape pre´ce´dente
sera utilise´ pour trouver le couˆt d’appariement minimum entre les deux formes. Ce
couˆt d’appariement est conside´re´ comme la valeur de fitness qui sera utilise´e pour
e´valuer notre population quantique.
viii). La meilleure solution obtenue par chaque individu est enregistre´e dans btj tel que
B(t) = {bt1, bt2, · · · , btn}. La meilleure solution dans B(t) est se´lectionne´e, si cette
dernie`re repre´sente une ame´lioration par rapport a` b, la valeur de b est remplace´e
par celle de B(t). Notons bien que b est la meilleure solution globale (voire figure
4.7), elle sera utilise´e ensuite pour guider les futures mises a` jour de la population.
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Figure 4.7: La se´lection de la meilleure solution globale
ix). A la fin de chaque ite´ration, nous mettons a` jour notre population en utilisant
l’ope´rateur de rotation quantique.
Mesure 
α1 α2 α3 α4 α5 α6 … αs … 
β1 β2 β3 β4 β5 β6 … βs … 
1 0 0 1 0 1 … 1 … 




P1 P4 … Ps … 
Points sélectionnés 
Individu quantique : qj
t 
Individu binaire : xj
t 
Tous les s points 
Nouvelle configuration de points 
Coût d'appariement 
Construction de SC 
Figure 4.8: L’algorithme QSC
4.3 Conclusion
Nous avons pre´sente´ dans ce chapitre une nouvelle approche e´volutionnaire quantique pour
l’appariement de forme, notre approche est fonde´e principalement sur une combinaison
entre les notions riches de l’informatique quantique ainsi que la puissance et la robustesse
du descripteur shape context.
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Nous avons propose´ d’abord une repre´sentation quantique probabiliste de l’espace de re-
cherche par une population quantique qui permet de couvrir toutes les solutions e´ventuelles
(the´oriquement un seul individu quantique peut repre´senter toutes les solutions possibles).
Nous avons propose´ ensuite une fonction objectif (fitness) qui permet d’e´valuer la popu-
lation quantique, ainsi qu’une strate´gie de recherche base´e sur l’ope´rateur de rotation
quantique pour manipuler cette population quantique afin d’atteindre les meilleures solu-
tions en explorant tout l’espace de recherche.
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Evaluation de l’approche propose´e
Dans le chapitre pre´ce´dent, nous avons pre´sente´ notre approche e´volutionnaire quantique
pour l’appariement de formes. Dans ce chapitre, nous allons pre´senter quelques re´sultats
expe´rimentaux obtenus suite a` l’e´valuation des performances de notre approche propose´e.
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5.1 Introduction
Dans le chapitre pre´ce´dent, nous avons expose´ notre algorithme quantique pour l’appa-
riement de formes, qui est base´ sur la the´orie quantique et le descripteur shape context.
The´oriquement, cette combinaison posse`de de grands potentiels, cependant une e´valuation
rigoureuse doit eˆtre applique´e afin de connaitre son apport vis-a`-vis des autres me´thodes.
Dans ce chapitre, nous pre´sentons une e´tude expe´rimentale visant a` e´valuer la perfor-
mance de l’approche QSC que nous avons propose´e. Ces expe´rimentations sont faites en
imple´mentant notre approche QSC et d’autres approches classiques a` savoir SC et IDSC.
Ces approches sont tre`s connues et utilise´es dans le but de comparer avec notre approche
QSC.
Les bases d’images utilise´es dans nos tests et e´valuations sont tre`s connues et tre`s utilise´es
pour la validation des approches d’appariement de formes. Les re´sultats obtenus montrent
nette supe´riorite´ de notre approche QSC par rapport aux approches classiques ce qui
donne raison a` notre choix.
5.2 Expe´rimentations et re´sultats
Nous pre´sentons dans cette section, quelques re´sultats expe´rimentaux obtenus par notre
me´thode QSC et d’autre me´thodes connues d’appariement de formes.
5.2.1 Mate´riels et logiciels utilise´s
Notre algorithme a e´te´ imple´mente´ en utilisant Matlab R2013a sur la plate-forme de
Windows 8.1 64-bit avec un ordinateur de 6 Go de RAM et un processeur Intel Core i7
de 2.2 Ghz.
Nous avons opte´ pour l’utilisation de Matlab pour les raisons suivantes :
• Une librairie tre`s riche des algorithmes de vision par ordinateur.
• Une tre`s bonne documentation.
• Programmation plus rapide.
• La capacite´ de lire une large varie´te´ des formats d’images.
• La capacite´ d’appeler des bibliothe`ques externes.
• Une grande communaute´ d’utilisateurs.
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5.2.2 Protocole d’e´valuation
La recherche d’images est une des applications les plus importantes de l’appariement de
formes, afin d’e´valuer la performance de notre algorithme une mesure de performance
efficace est ne´cessaire. Les mesures de performance sont ge´ne´ralement base´es sur des
techniques statistiques, la combinaison du rappel (recall) et la pre´cision (precision) est
peut-eˆtre la mesure de performance la plus utilise´e dans la litte´rature [DG06].
Le rappel est le rapport entre le nombre des e´le´ments pertinents trouve´s et le nombre de
tous les e´le´ments pertinents de la base d’images, le rappel mesure la capacite´ de trouver




, ∈ [0, 1] (5.1)





, ∈ [0, 1] (5.2)
Ou` R est le nombre des e´le´ments pertinents de la base d’images, A l’ensemble des re´ponses
et Ra le nombre des e´le´ments pertinents dans l’ensemble des re´ponses.
Lorsque la pre´cision diminue le rappel augmente, en effet dans le processus d’essayer de
re´cupe´rer tous les e´le´ments pertinents a` une requeˆte, certains e´le´ments non pertinents
sont e´galement re´cupe´re´s. Le rappel et la pre´cision sont utilise´s ensemble pour indiquer
l’efficacite´ d’un algorithme de recherche d’images.
5.2.3 Etude de l’effet de theˆta sur la convergence de l’algorithme
Dans ce test, nous essayons d’e´tudier l’effet du changement de la valeur de theˆta a` la
convergence de l’algorithme. Pour ce test, nous utilisons la configuration suivante : une
population compose´e de 3 individus quantiques, 200 ite´rations, 80 points pour construire
le descripteur shape context et la transformation TPS n’a pas e´te´ utilise´e dans ce test. Les
valeurs moyennes, min et max sont calcule´es a` partir de 30 exe´cutions de notre algorithme.
Le test est applique´ sur deux images bat-1 et bat-2 (Figure 5.1) de la base d’image MPEG-
7 CE-shape-1 [LLE00] qui se compose de 1400 images binaires de 70 cate´gories, 20 images
par cate´gorie.
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Figure 5.1: Image bat-1 a` gauche et bat-2 a` droite




































(b) Les valeurs max, min et moyenne de fitness
Figure 5.2: Les re´sultats d’exe´cution avec θ= 0.04pi




































(b) Les valeurs max, min et moyenne de fitness
Figure 5.3: Les re´sultats d’exe´cution avec θ= 0.02pi
c) Expe´rience avec θ = 0.01 pi :
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(b) Les valeurs max, min et moyenne de fitness
Figure 5.4: Les re´sultats d’exe´cution avec θ= 0.01pi
Theˆta 0.04 pi 0.02 pi 0.01 pi
Meilleur re´sultat 19.36 18.69 18.74
Meilleur re´sultat (Moyenne) 21.63 20.11 19.82
Convergence (Moyenne) 55 95 164
E´cart type 2.56 1.35 0.53
Tableau 5.1: Les re´sultats de l’e´tude de l’effet de theˆta
On remarque, avec l’utilisation de la valeur 0.01pi comme angle de rotation, que nous avons
obtenu la meilleure performance de l’algorithme (meilleure valeur moyenne) ; la meilleure
valeur d’e´cart type est aussi obtenue avec 0.01pi, ce qui signifie que les re´sultats sont plus
homoge`nes. Avec la valeur d’angle de rotation 0.04pi, la convergence est plus rapide et
dans certains cas nous avons obtenu de tre`s bons re´sultats, mais dans plusieurs cas nous
avons rencontre´ des situations d’optimum local, ce qui me`ne a` des re´sultats he´te´roge`nes.
5.2.4 Etude de l’effet de nombre d’individus sur la convergence
de l’algorithme
Maintenant, nous essayons d’e´tudier l’effet du changement de nombre d’individus a` la
convergence de l’algorithme. Pour ce test, nous utilisons la configuration suivante : une
valeur de theˆta de 0.01 pi, 200 ite´rations, 80 points pour construire le descripteur shape
context et la transformation TPS n’a pas e´te´ utilise´e dans ce test. Les valeurs moyennes,
min et max sont calcule´es a` partir de 30 exe´cutions de notre algorithme. Le test est aussi
applique´ sur les deux images bat-1 et bat-2 de la base d’image MPEG-7 CE-shape-1.
a) Expe´rience avec 2 individus :
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(b) Les valeurs max, min et moyenne de fitness
Figure 5.5: Les re´sultats d’exe´cution avec 2 individus



































(b) Les valeurs max, min et moyenne de fitness
Figure 5.6: Les re´sultats d’exe´cution avec 4 individus



































(b) Les valeurs max, min et moyenne de fitness
Figure 5.7: Les re´sultats d’exe´cution avec 8 individus
Nombre d’individus 2 4 8
Meilleur re´sultat 19.13 18.78 18.77
Meilleur re´sultat (Moyenne) 19.97 19.73 19.45
Convergence (Moyenne) 142 151 121
E´cart type 0.41 0.54 0.42
Tableau 5.2: Les re´sultats de l’e´tude de l’effet de nombre d’individus
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Nous remarquons l’augmentation des performances de l’algorithme avec l’augmentation de
nombre des individus dans la population, cependant, cette ame´lioration reste insignifiante
ou` nous avons pu obtenir de bons re´sultats avec 2 et 4 individus, ce qui confirme le principe
de la superposition dans la the´orie quantique qu’un seul individu est capable de repre´senter
toutes les solutions possibles dans l’espace de recherche.
5.2.5 Recherche d’images
Dans cette section, nous pre´sentons une e´valuation de la performance de notre algo-
rithme QSC dans la re´cupe´ration de forme par rapport a` d’autres techniques connues de
re´cupe´ration de forme telles que SC, IDSC et CSS. Les tests sont re´alise´s sur plusieurs
bases d’images populaires comme MPEG-7, Kimia 25, Kimia 99 et COIL-100.
5.2.5.1 Expe´riences sur la base d’images MPEG-7
Ces tests sont applique´s sur la base d’images MPEG-7 CE-shape-1 [LLE00] qui contient
1400 images de 70 cate´gories, repre´sentant plusieurs types de transformation comme la
rotation, la mise a` l’e´chelle, la translation et le bruit. Ce test prend une forme requeˆte
et calcule le pourcentage des formes trouve´es qui appartiennent a` la meˆme classe que la
requeˆte (compris la forme requeˆte) dans les 40 premie`res formes les plus similaires, sur le
nombre total de formes par classe.
La configuration suivante est utilise´ pour ce test : une population compose´e de 3 individus
quantiques, 50 ite´rations, 40 points pour construire le descripteur shape context (pour SC,
IDSC et QSC) et la transformation TPS n’a pas e´te´ utilise´e dans ce test.
Figure 5.8: La base d’images MPEG-7 CE-shape-1
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Requête ALG Top 10 Top 40 
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Tableau 5.3: Les re´sultats de recherche de formes sur la base d’images MPEG-7
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Me´thode Score (%)
Curvature scale space 51.5
Shape context 50
Inner-distance shape context 61
Quantum shape context 77.5




















Figure 5.9: Le graphe de rappel-pre´cision sur la base MPEG-7
Les re´sultats re´sume´s dans le tableau 5.4 et le diagramme de rappel-pre´cision (Figure 5.9)
montrent l’efficacite´ de notre me´thode propose´e par rapport aux me´thodes : SC, IDSC et
CSS. Notre algorithme a re´ussi d’obtenir un bon taux de re´cupe´ration sur les diffe´rents
types de transformations, comme la rotation (bat-1 et hammer-4), le retournement (bird-
2), le bruit (device0-19) et la mise a` l’e´chelle (chicken-01).
5.2.5.2 Expe´riences sur la base d’images Kimia 25
Ces tests sont applique´s sur la base d’images Kimia 25 [SCTK98] qui contient 25 images
de 6 cate´gories.
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Figure 5.10: La base d’images Kimia 25
Ce test consiste a` compter le nombre des premie`res, deuxie`mes et troisie`mes plus proches
correspondances qui entrent dans la cate´gorie approprie´e pour chaque requeˆte. Cette
expe´rience a e´te´ teste´e par shape context [BMP02], Sharvit [SCTK98], Gdalyahu [GW99],
Inner-distance shape context [LJ07] et Chord context [MKJ08]. Pour ce test, nous avons
utilise´ la configuration suivante : une population compose´e de 3 individus quantiques, 10
ite´rations, 100 points pour construire le descripteur shape context (pour SC, IDSC et
QSC) et la transformation TPS n’a pas e´te´ utilise´e dans ce test. Les re´sultats obtenus
sont reporte´s dans le tableau 5.5.
Me´thode Top 1 Top 2 Top 3
Sharvit 23/25 21/25 20/25
Gdalyahu 25/25 21/25 19/25
Shape context 25/25 24/25 22/25
Inner-distance shape context 25/25 24/25 25/25
Chord context 25/25 25/25 23/25
Quantum shape context 25/25 25/25 24/25
Tableau 5.5: Les re´sultats de recherche de formes sur la base d’images Kimia 25
Les re´sultats obtenus dans ce test, montrent clairement que notre algorithme propose´ est
plus performant par rapport aux autres algorithmes.
5.2.5.3 Expe´riences sur la base d’images Kimia 99
Dans ces tests, nous avons utilise´ la base d’images Kimia 99 [SKK04] qui contient 99
images de 9 cate´gories, cette base consiste de plusieurs types de transformation comme la
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rotation, la de´formation et l’occultation partielle.
Figure 5.11: La base d’images Kimia 99
Ce test consiste de compter le nombre des correspondances qui entrent dans la cate´gorie
approprie´e pour chaque requeˆte dans les 15 plus proches formes. Nous allons appliquer
ce test sur shape context [BMP02], inner-distance shape context [LJ07] et sur notre al-
gorithme propose´. Le score de ce test est le pourcentage des formes trouve´es qui appar-
tiennent a` la meˆme classe que la requeˆte (compris la forme requeˆte) dans les 15 premie`res
formes les plus similaires, sur le nombre total de formes par classe.
Pour ce test, nous avons utilise´ la configuration suivante : une population compose´e de 3
individus quantiques, 20 ite´rations, 80 points pour construire le descripteur shape context
(pour SC, IDSC et QSC) et la transformation TPS n’a pas e´te´ utilise´e dans ce test. Les
re´sultats obtenus sont reporte´s dans le tableau 5.7.
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Tableau 5.6: Les re´sultats de recherche de formes sur la base d’images Kimia 99
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Me´thode Score (%)
Shape context 63.64
Inner-Distance shape context 79.09
Quantum shape context 92.73



















Figure 5.12: Le graphe rappel-pre´cision sur la base Kimia 99
Les re´sultats obtenus dans le tableau 5.7 et le diagramme de rappel-pre´cision (Figure
5.12) montrent la performance de notre me´thode ou` nous avons obtenu un tre`s bon taux
de re´cupe´ration sur plusieurs types de requeˆtes comme (hand et dude) qui repre´sentent
des formes articule´es, la rotation (tool et plane) et l’occultation (plane et rabbit).
5.2.5.4 Expe´riences sur la base d’images COIL-100
La base COIL-100 (Columbia Object Image Library) [NNM96] contient 7200 images en
couleurs prises a` partir de 100 objets 3D avec des positions diffe´rentes. Les objets utilise´s
dans COIL-100 sont montre´s dans la figure 5.13.
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Figure 5.13: La base COIL-100
Nous avons converti les images couleur en niveau de gris, puis vers des formes en utilisant
une ope´ration de seuillage binaire (Figure 5.14).
Figure 5.14: Des formes obtenues a` partir des images couleur
Ce test est utilise´ pour e´valuer la performance de notre algorithme contre les variations
de point de vue, nous avons choisi pour chaque objet 10 images repre´sentent 10 positions
(0˚, 15˚, 30˚, 45˚, 60˚, 75˚, 90˚, 105˚, 120˚, 135˚). Ce test consiste de compter
le nombre des correspondances qui repre´sentent le meˆme objet dans les 20 plus proches
formes. Nous allons appliquer ce test sur shape context [BMP02], inner-distance shape
context [LJ07] et sur notre algorithme propose´. Le score de ce test est le pourcentage des
formes trouve´es qui appartiennent au meˆme objet que la requeˆte dans les 20 premie`res
formes les plus similaires, sur le nombre total de formes par classe.
La configuration suivante est utilise´ pour ce test : une population compose´e de 3 individus
quantiques, 50 ite´rations, 40 points pour construire le descripteur shape context (pour SC,
IDSC et QSC) et la transformation TPS n’a pas e´te´ utilise´e dans ce test. Les re´sultats
obtenus sont reporte´s dans le tableau 5.9.
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Tableau 5.8: Les re´sultats de recherche de formes sur la base d’images COIL-100
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Me´thode Score (%)
Shape context 56
Inner-distance shape context 48
Quantum shape context 65



















Figure 5.15: Le graphe rappel-pre´cision sur la base COIL-100
Les re´sultats montre´s dans le tableau 5.9 et le diagramme de rappel-pre´cision (Figure
5.15) sont tre`s encourageants en raison de la difficulte´ de ce test et du fait que nous avons
utilise´ seulement l’information de la forme de l’image. Nous avons obtenu le meilleur taux
de re´cupe´ration sur la plus part des requeˆtes teste´es, ce qui prouve l’efficacite´ de notre
me´thode propose´e.
5.2.6 Temps de calcul
Dans cette section, nous pre´sentons une comparaison de temps de calcul entre SC et notre
algorithme QSC. Le premier test (Figure 5.16) consiste a` mesurer le temps de calcul de
l’appariement entre deux formes bat-1 et bat-2 de la base d’images MPEG-7. Le deuxie`me
test (Tableau 5.10) consiste a` mesurer le temps de calcul de la recherche d’une image dans
toute la base d’images Kimia 99 qui contient 99 images. Le temps de calcul pour chaque
test repre´sente la valeur moyenne de 10 exe´cutions. La configuration utilise´e pour chaque
test est comme suit :
• SC : 40 points pour construire le descripteur shape context et 3 ite´rations de la
transformation TPS [BMM06].
• QSC-1 : 40 points pour construire le descripteur shape context, une population
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compose´e de 1 individu quantique, 10 ite´rations, la transformation TPS n’a pas e´te´
utilise´e.
• QSC-2 : 40 points pour construire le descripteur shape context, une population
compose´e de 2 individus quantiques, 10 ite´rations, la transformation TPS n’a pas
e´te´ utilise´e.
• QSC-4 : 40 points pour construire le descripteur shape context, une population
compose´e de 4 individus quantiques, 10 ite´rations, la transformation TPS n’a pas
e´te´ utilise´e.
Les re´sultats dans la figure 5.16 et le tableau 5.10 montrent que le temps de calcul obtenu
par SC est meilleur que le temps obtenu par notre algorithme QSC et que cette diffe´rence
devient plus claire avec l’augmentation de nombre d’individus. Il est tout a` fait clair que
l’approche QSC propose´e qui est re´alise´e d’une manie`re se´quentielle prendre plus de temps
que l’approche SC, cette lourdeur est due a` la multiplication des calculs de l’algorithme
e´volutionnaire quantique. Le temps de calcul de notre approche QSC peut eˆtre ame´liore´
par l’utilisation d’une version paralle`le a` savoir Island Model [MAO06], ce qui est planifie´



























Figure 5.16: Une comparaison des temps de calculs pour SC et QSC





Tableau 5.10: les temps de calculs pour la recherche d’images sur la base Kimia 99
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5.3 Conclusion
Dans ce chapitre, les re´sultats de l’e´valuation expe´rimentale de notre approche ont e´te´
pre´sente´s, la performance de notre me´thode a e´te´ compare´e avec les me´thodes SC, IDSC
et CSS. Nous avons teste´ notre approche sur plusieurs bases d’images connues, comme
la base MPEG-7 CE-shape-1, KIMIA 99 et COIL-100. Les re´sultats obtenus sont tre`s
prometteurs et montrent la faisabilite´ de notre approche propose´e et sa capacite´ de trouver
la meilleure correspondance entre les formes. Notre noyau quantique peut eˆtre e´galement
e´tendu par d’autres descripteurs et mesures de similarite´ qui pre´sentent des possibilite´s
d’ame´liorations ainsi que la capacite´ d’aborder d’autres types de proble`mes.
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Au cours de ce travail de magister, nous avons propose´ une nouvelle approche d’apparie-
ment de formes base´e sur les algorithmes e´volutionnaires inspire´s du quantique.
La premie`re e´tape de notre travail a consiste´ a` l’e´tude des diffe´rents descripteurs de formes
et les diverses techniques d’appariement de formes existantes. Pour notre approche, nous
avons propose´ d’utiliser le descripteur shape context vue sa capacite´ discriminante et son
invariance aux diffe´rentes transformations ge´ome´triques et le temps de calcul raisonnable.
Ces avantages ont rendu shape context un des plus populaires descripteurs de formes.
Nous avons privile´gie´ d’approcher le proble`me de l’appariement de formes en tant qu’un
proble`me d’optimisation par le biais des me´thodes me´taheuristiques, dans ce sens nous
avons opte´ pour les algorithmes e´volutionnaires quantiques qui ont montre´ une ame´lioration
importante par rapport aux algorithmes e´volutionnaires classiques, graˆce aux concepts ins-
pire´s de la me´canique quantique comme la superposition, l’interfe´rence et l’observation
probabiliste.
Notre algorithme quantique d’appariement de formes est base´ sur une repre´sentation
quantique de l’espace de recherche. La nature probabiliste de la the´orie quantique per-
met d’avoir une strate´gie de recherche efficace, notre me´thode emploie l’ope´rateur d’in-
terfe´rence quantique (rotation gate) en tant qu’un ope´rateur de mise a` jour, ce qui permet
de diriger la population vers les meilleures solutions. Le comportement de cet ope´rateur
est controˆle´ via l’angle de rotation afin de choisir la vitesse et la direction de recherche la
plus ade´quate.
Les re´sultats expe´rimentaux montrent l’inte´reˆt de notre approche propose´e, les tests ont
e´te´ re´alise´s sur des bases d’images connues comme : la base MPEG-7, KIMIA et COIL-100,
ou` nous avons teste´ notre approche contre les transformations ge´ome´triques (translation,
mise a` l’e´chelle, rotation), le bruit, l’articulation et l’occultation.
L’avantage de notre approche e´volutionnaire quantique est qu’elle peut eˆtre e´tendue par
d’autres types de descripteurs pour faire face a` d’autres proble`mes, ce qui rend notre
approche ide´ale pour l’application a` des proble`mes spe´cifiques.
Certains points restent a` ame´liorer, comme le choix des parame`tres optimaux pour le
fonctionnement de l’algorithme, tel que l’angle de rotation, le nombre des individus, le
nombre d’ite´rations, ce choix est critique pour obtenir les meilleurs re´sultats. La possibilite´
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de conside´rer d’autres ope´rateurs pour la mise a` jour de la population quantique. Re´duire
le temps de calcul e´leve´ dans l’utilisation de notre algorithme quantique sur les grandes
bases d’images. Trouver des solutions permettant d’e´viter l’apparition d’optimum local
dans certaines situations.
A partir du travail re´alise´ dans le cadre de ce me´moire, quelques perspectives peuvent
eˆtre de´gage´es :
• Nous envisageons la re´alisation d’une version distribue´e de notre approche pour le
but d’ame´liorer le temps d’exe´cution de l’algorithme.
• L’extension de l’algorithme avec d’autres descripteurs et des mesures de similarite´
pour ame´liorer la performance de notre approche dans les taˆches de recherche de
formes.
• Notre noyau quantique peut eˆtre aussi utilise´ pour re´soudre d’autres proble`mes
d’optimisations.
• L’utilisation de notre noyau quantique pour re´aliser une approche d’appariement
de formes 3D a` l’aide de descripteur shape context 3D.
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