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Abstract 
This paper is about efficient and reliable vehicle routing in urban areas. We enforce customer-oriented tour generation by 
provision and integration of time-dependent information models. Information models represent typical states of the traffic 
network in terms of time-dependent travel time data sets. In recent years, large amounts of telematics based traffic data have 
become available. Common optimization models are not capable of processing such data. Thus, we refer to a Data Mining 
approach that generates time-dependent information models by sophisticated filtering and aggregation of telematics based traffic 
data. The main focus is on the integration of different types of time-dependent information models into optimization models. 
Several information models and time-dependent vehicle routing heuristics are introduced and compared regarding data 
processing, computational effort and their impact on efficiency and reliability of pickup and delivery tours in urban areas. 
Keywords: City logistics, vehicle routing, time-dependent travel times 
1. Introduction 
Recently, online stores offering a full range of e-groceries have appeared on the market, e.g., amazon.com, 
albert.nl or peapod.com. Consumers naturally expect a choice of narrow delivery time slots which are expected to be 
realized on time by cost-efficient delivery tours (Agatz et al. (2008)). In urban areas, however, logistics service 
providers compete against other road users for the scarce traffic space. Traffic infrastructure is regularly used to 
capacity, resulting in traffic jams. This leads to lower service quality and higher costs of delivery (Eglese et al. 
(2006)), which contrasts the business model of online retails such as e-groceries. 
In this paper, we enforce customer-oriented tour generation by provision and integration of time-dependent 
information models. Information models represent typical states of the traffic network in terms of time-dependent 
travel time data sets. In recent years, large amounts of telematics based traffic data have become available, building 
the ground for the generation of more reliable pickup and delivery tours in urban areas. However, common 
optimization models are not capable of processing such data. Thus, we refer to a Data Mining approach that 
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provides compact time-dependent information models by sophisticated filtering and aggregation of empirical traffic 
data. We briefly sketch the technology required for data collection and data aggregation. The main focus is on the 
integration of different types of time-dependent information models into optimization models. Common 
optimization procedures are enhanced in order to consider typical congestion by time-dependent optimization. 
A fictitious scenario of a city logistics service provider is investigated, considering large amounts of telematics 
based traffic data. Different information models and time-dependent optimization procedures are introduced and 
compared regarding data processing, computational effort and their impact on efficiency of tours. Computational 
experiments also illustrate the benefits of sophisticated data processing and extended vehicle routing regarding the 
reliability of itineraries in urban areas.  
2. Time-dependent information models 
In urban areas, road infrastructure is regularly used to capacity, resulting in temporarily congestion and varying 
travel times in the course of the day. Recently, information about typical traffic states can be raised from telematics 
based traffic data city-wide. Such information supports the determination of more reliable pickup and delivery tours, 
contrasting tour generation based on average travel times or distances. Time-dependent travel time data sets allow 
for the anticipation of congestion and hence lead to more reliable pickup and delivery tours. Thus, consumer 
promises can be fulfilled more reliably and more efficiently. 
2.1. Literature overview 
In recent years, only a few authors have come up with approaches for planning systems considering detailed 
information for the generation of more reliable pickup and delivery tours: 
x For city logistics, Fleischmann et al. (2004) design a traffic information system. Flow and speed data are 
collected in a field test with stationary measurement facilities and specially equipped vehicles in the metropolitan 
area of Berlin, Germany. The data is then aggregated and utilized in savings and insertion heuristics. However, 
underlying data collection methods have been surpassed by progress in technology meanwhile. 
x Eglese et al. (2006) refer to Floating Car Data (FCD) for time-dependent routing in a supra-regional road network 
in the UK. The FCD originate from a communication network consisting of trucks and coaches. Data is 
transmitted via text messages and stored as a “road timetable” in a central database. In urban areas, text messages 
are not appropriate for data collection. 
x Van Woensel et al. (2008) consider queuing theory to generate time-dependent travel times. They refer to a tabu 
search approach to solve the time-dependent, capacitated vehicle routing problem. Donati et al. (2008) refer to 
ant colonies as solution procedure. Both publications are more focused on large area networks. 
x Taniguchi et al. (2008) incorporate time-varying travel times by investigation of a probabilistic vehicle routing 
model for city logistics applications. Travel time distributions are derived from a dynamic traffic simulation. 
They apply their framework to a small test network consisting of 25 nodes and 40 links. Computational 
experiments show that the consideration of varying travel times leads to a lower risk of delay and a reduction of 
CO2 emissions. 
x Ehmke et al. (2009) analyze huge amounts of FCD for the determination of typical traffic states. They introduce a 
“data chain” in order to describe empirical traffic data collection and data analysis. Due to complex routing data 
sets, they cluster daily curves while keeping a certain level of reliability in vehicle routing. 
x Maden et al. (2010) present a case study for the distribution of goods by an electrical goods wholesaler. They 
introduce a tabu search heuristic aiming at the minimization of time-dependent travel times. The algorithm is 
used to schedule a fleet of vehicles operating in the South West of the United Kingdom. The results of the 
corresponding case study show savings in CO2 emissions of about 7% compared to planning methods based on 
constant speeds.  
In the following, we refer to telematics based data collection in terms of FCD. The approach by Ehmke et al. 
(2009) is extended by utilizing time-dependent information models in time-dependent optimization procedures.  
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2.2. Provision of information models by FCD and Data Mining 
Time-dependent information models require lots of empirical travel time data. FCD technology can provide this 
data at low costs. FCD originate from a vehicular wireless communication network consisting of a fleet of vehicles 
equipped with a GPS device. From each vehicle, empirical traffic data in terms of vehicle identification code, 
current position in the network and time of measurement is collected. Given a fleet of taxis operating in a certain 
metropolitan area (“Taxi-FCD”), it is possible to raise huge amounts of speed data for most of the links of the 
considered traffic network. The resulting speed data is usually used for the description, the analysis and the 
visualization of current travel times. In the context of travel time determination, FCD are supposed to enrich or 
substitute traditional sensor or census based traffic data (Brockfeld et al., 2007a,b). For the processing of the raw 
data, a general overview on Taxi-FCD and applications see Lorkowski et al. (2005) and Ehmke et al. (2010). 
In recent years, Taxi-FCD has become a popular data collection method, leading to the availability of huge 
amounts of historical traffic data. We derive information models from huge amounts of historical Taxi-FCD by 
means of a Data Mining process (Ehmke et al., 2009). Here, incorrect or questionable travel time data is filtered, 
e.g., in case of GPS shadowing effects or a link being only partly covered by a route. Historical Taxi-FCD is 
amended by infrastructure data, i.e., a common digital roadmap, and is then aggregated for planning and analysis 
purposes in terms of arithmetic means or medians (first level of aggregation). We refer to an aggregation in 24x7 
time buckets. For each link, an average speed value for each hour and each day of the week is derived. This 
comprehensive information model is referred to as “FH data” (Floating Car Hourly averages). 
FH data represents an information model which is so huge that more sophisticated consolidation is required in 
order to ensure efficient integration into optimization models. The main idea is to focus on typical variation of travel 
times instead of absolute travel times. Cluster analysis is applied in order to transform FH data into a compact time-
dependent information model (second level of aggregation). Links are clustered into homogeneous groups according 
to their relative variation of daily speeds. To this end, the 24 FH values of a link per weekday are normalized by 
their mean travel time, representing the deviation from the link’s average travel time. According to their daily speed 
variation, links are then clustered by k-means (MacQueen, 1967). 
An example result of clustering by k-means with k = 6 is given in Figure 1, depicting typical urban traffic patterns 
such as decreasing speeds during morning and evening rush hours at several levels of intensity. Each cluster 
represents a group of links in terms of 24 speed reduction factors (per weekday). Each link is associated with its 
groups’ vector of 24 speed reduction factors, which are used for weighting link specific average speeds. This 
information model is referred to as “FW data” (FCD Weighted averages). 
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Figure 1: Speed reduction factors for a typical working day (k = 6) 
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3. Time-dependent optimization 
Based on FH and FW information models, we describe the extension of a common digital roadmap to a time-
dependent topology of the road network. A time-dependent digital roadmap is constructed, considering FH and FW 
information models for the generation of time-dependent distance matrices. Tour generation occurs in terms of 
extended heuristics for the Time-Dependent Traveling Salesman Problem (TDTSP). 
3.1. Time-dependent topologies 
Common tour generation sets up on static optimization models representing customer and depot locations by 
vertices. The vertices are connected by edges representing costs in terms of distances or static travel time estimates, 
which have usually been determined based on a static topology of the underlying road network. In contrast to static 
tour generation, time-dependent vehicle routing requires the representation of dynamic costs for each edge.  
In particular, TDTSP solution sets up on time-dependent distance matrices representing varying routes and 
corresponding durations between customer and depot locations in the course of time. Time-dependent distance 
matrices result from shortest path calculation based on a time-dependent topology of the road network. The solution 
of TDTSP is strongly related to the structure of the topology, i.e., effort for and quality of solution depends on 
simplicity and accuracy of the time-dependent topology. In the following, a time-dependent topology is designed 
based on FH and FW data. In the literature, discrete as well as continuous approaches for the modeling of travel 
times exist (Dean, 2004). We apply a discrete approach that provides piecewise-linear travel time functions, 
supporting the calculation of time-dependent distance matrices. 
Efficient calculation of time-dependent shortest paths requires a network topology ensuring “First In, First Out” 
(FIFO) behavior. In FIFO consistent networks, vehicles are not able to “pass” each other, i.e., vehicles arrive in the 
order they commence an edge (“non-passing condition”, Kaufman and Smith (1993), Ichoua et al. (2003)). FIFO 
networks allow for time-dependent shortest path calculation in terms of a trivially-modified variant of any label 
setting or label correcting shortest path algorithm like Dijkstra’s algorithm (Dijkstra, 1959). This is due to the 
following properties, leading to a reduced complexity of the time-dependent topology (Dean, 2004):  
x In FIFO networks, waiting at nodes delays arrival. 
x In FIFO networks, one finds shortest paths which are acyclic. 
x In FIFO networks, one finds shortest paths whose sub paths are also shortest paths. 
The information models presented above lead to piecewise-linear travel time functions, possibly ignoring the 
FIFO condition. The FIFO condition may be violated if an interval of rather long travel time is followed by an 
interval of rather short travel time. The travel time function hence jumps between the two intervals, and passing may 
occur. Fleischmann et al. (2004) solve this problem by a “smoothed” travel time function that transforms non-FIFO 
travel time functions into FIFO consistent travel time functions. To this end, the jump between two intervals is 
linearized.  
In Figure 2, the derivation of travel times τli from average speeds vli is illustrated for an example link l. vl(t) 
depicts a speed function resulting from FH or FW data, whereas τl(t) depicts the corresponding travel time function. 
Function values depend on the starting time t on link l. The travel time function τl(t) features several jumps at zi. At 
z1, the speed changes from relatively low to relatively high, for example, inducing a rather long or rather short travel 
time, respectively. This change is not FIFO consistent; a vehicle starting shortly before z1 would be passed by a 
vehicle departing shortly after z1. Fleischmann et al. (2004) handle these jumps by linearizing the travel time 
function in the range [zi – δli; zi + δli]. δli determines the corresponding slope -s0, which is not allowed to become 
larger than s = 1, assuring the FIFO property. In case of increasing travel times, the slope can be chosen freely (here: 
δli = 1). 
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Figure 2: Derivation of a FIFO consistent travel time function 
FIFO consistent time-dependent topologies allow for the derivation of time-dependent distance matrices. 
However, TDTSP solution requires durations of shortest paths for every possible departure time. In order to limit the 
computational burden, we follow Maden et al. (2010) and calculate shortest paths for departures on every full 
quarter-hour only. Altogether, 4x24 distance matrices are provided per weekday, representing time-dependent 
variation of travel times as well as corresponding itineraries. 
3.2. Time-dependent heuristics 
In the following, time-dependent tour generation is exemplified by the solution of the TDTSP. Six well-known 
types of heuristics are enhanced, implemented and compared to each other within a subsequent city logistics case 
study. 
The TDTSP enhances the well-known Traveling Salesman Problem (Schneider (2002)). It is defined as 
follows: Let  be a directed, evaluated graph consisting of vertices  and edges 
. Vertex 0 represents the depot, whereas remaining vertices represent customers. A time-
dependent distance matrix  contains the costs  that arise when travelling from customer  to customer  
using the corresponding edge at time . The values of  represent time-dependent costs by time-dependent travel 
times. Then, the TDTSP aims at the determination of the optimal tour in terms of the minimization of travel times 
 resulting from visiting each customer exactly once, starting at the depot at a given time  and terminating the 
tour there. Travel times (and corresponding itineraries) between the customers and between the depot and a 
customer depend on the time of day. Capacity restrictions are omitted, since vehicles in city logistics may offer 
enough space for rather small, standardized cargo. The TDTSP belongs to the group of NP complete problems, for 
which it is unlikely that an algorithm with polynomial running times can be found. Thus, problems of practical size 
are usually solved by heuristics. In the following, well-known heuristics are adapted to the solution of the TDTSP. 
The  Time-Dependent Nearest Neighbor heuristic (TDNN) represents a very simple idea for the determination of 
time-dependent pickup and delivery tours. TDNN computes the order of customers by performing the relatively best 
decision. In particular, a tour is initialized by the depot node. Then, remaining customers are appended to the tour so 
that the distance of the current and the following node is minimized. The nearest neighbor can be determined easily 
applying the time-dependent distance matrix. Finally, the tour is completed by attaching the depot to the end of the 
tour. TDNN considers time-dependent travel times without noteworthy adaptations compared to the static variant, 
but suffers from its myopic strategy. “Expensive” customers which are positioned relatively far from the current 
(partial) tour are postponed until their inclusion becomes inevitable and costly. Results of the nearest neighbor 
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approach are commonly 13-17% below the optimal solution (Golden and Stewart (1985)). Thus, solutions are 
subject to improvement by 2-opt or, more generally, n-opt heuristics. Here, non-adjacent edges of an initial solution 
are exchanged until no improvement of the overall tour duration can be achieved any more. However, in the time-
dependent case, an exchange of edges may result in modified travel times beginning from the point of exchange 
until the end of the tour. Thus, usage of n-opt heuristics is more expensive than in the static case. 
Disadvantages of myopic processing can be alleviated by a Dynamic Programming Nearest Neighbor approach 
(TDNNDP). Malandraki and Dial (1996) incorporate the principle of TDNN and improve its solution quality. To 
this end, they intensify the search process and retain good solutions in terms of a Dynamic Programming approach. 
In order to limit exponential explosion of storage requirements and run times, they introduce a “restricted DP 
heuristic” that considers only an extract of the corresponding decision tree. Processing is as follows: Beginning with 
the start depot, partial tours to all customer nodes are initialized. Then, all tour variants resulting from amending the 
partial tours by one more customer are evaluated. To avoid exponential explosion of the number of partial tours, 
only the H most promising partial tours (derived from earliest arrival times) are followed up in each state. If H = 1, 
the approach corresponds to TDNN. In sum, TDNNDP does not only follow up the current best decision, but 
considers the H best tour alternatives. 
Another group of well-known TSP solution approaches is represented by insertion heuristics. Adapting 
Solomon (1987), we implement the time-dependent variant “TDIH” as follows. Beginning with the start depot, a 
pendulum tour to the currently farthest customer is constructed. The pendulum tour is then amended by that 
customer that extends the current tour only minimally. In every step, position of insertion as well as candidate of 
insertion is determined cost-minimally. For evaluation, travel times after the insertion point have to be recalculated, 
because an insertion might lead to significantly changing travel times below. Basically, TDIH leads to better 
solutions than TDNN, since “expensive” customers are handled from the beginning. 
As TDIH inserts customers by an intelligent mechanism, TDNNDP explores the search space more thoroughly. 
Thus, we introduce a combination named TDIHDP, which works as follows. Initially, pendulum tours from the 
depot are generated, i.e., tours delivering to one customer exclusively. The pendulum tours are amended by 
additional customers at the cost minimum position subsequently. In particular, all tour variations arising from 
insertion of one more customer at each position of each pendulum tour are investigated, resulting in a large number 
of alternative tours. If more than H partial tours arise, only the H most promising partial tours are retained, i.e., tours 
with minimal tour duration represent a choice of best alternatives being subject to further improvement. H has to be 
chosen carefully in order to avoid explosion of run times, since the number of possible insertion points increases 
exponentially. 
We also consider a time-dependent variant of the Savings algorithm (TDSAV), which has originally been 
introduced by Clarke and Wright (1964). Initially, every customer is served exclusively from the depot by a 
pendulum tour. Pendulum tours are then merged considering the most beneficial savings first. To this end, a savings 
list is precalculated, denoting the advantageousness of mergers. For time-dependent networks, a simply adapted 
version of original Savings is implemented. Here, average savings are considered, which in fact corresponds to a 
pseudo-static solution of the TDTSP. Average savings are calculated for an estimated planning horizon, which can 
be provided by a simple heuristic such as TDNN. However, in case of time-dependent travel times, values of the 
savings list should adapt to the time bin they are expected to be realized, i.e., they should be valid for the time bin 
when the corresponding merger is realized. But we do not know in advance when a merger finally occurs, since this 
is interlinked with the savings value itself. This might lead to the situation where a merger with an estimated high 
savings value is unlikely to be realized, preventing the determination of a more favorable tour. 
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Algorithm 1: LANTIME heuristic 
Start: Compute initial solution ݔ∗; 
 ݔ݊݋ ݓ ← ݔ∗; 
 Initialize tabu list, iteration counter, tally count; 
Processing: While termination criterion is not complied with 
  Randomly select a neighborhood operator; 
  ܰ ← list of moves resulting from the neighborhood of ݔ݊݋ݓ ; 
  ݔ݊݋ݓ ← InvestigateNeighborhood(ܰ); 
  Update tally count, tabu list and iteration counter; 
  if ݔ݊݋ݓ  is feasible and superior to ݔ∗ then 
   ݔ∗ ← ݔ݊݋ݓ ; 
Return: ݔ∗; 
 
 
Finally, we refer to a simplified version of the LANTIME heuristic by Maden, Eglese and Black (2010). 
LANTIME is a metaheuristic approach based on a tabu search, and is usually used for solution of the Time-
Dependent Vehicle Routing Problem. We adapt LANTIME for solution of the TDTSP, i.e., we only use Adapted 
Cross-Exchange, Swap and Insertion/Removal operators for improvement of TDTSP solutions. The main 
functionality of LANTIME is denoted in  Błąd! Nie można odnaleźć źródła odwołania.. An initial solution  is 
provided by a parallel insertion heuristic (Potvin and Rousseau, 1993). Then, a tabu list, a long term memory and an 
iteration count are initialized. During processing, the determination of a superior solution with respect to  is 
investigated as long as the termination criterion is not accomplished with. Therefore, a neighborhood operator is 
selected at random. It generates the neighborhood of , which is subject of subsequent investigation. As a result, 
 represents the best solution of the neighborhood, which may be infeasible. The applied move is set tabu on the 
tabu list and noticed in the long term memory. If  is feasible and superior to ,  is overridden.  
4. Case study 
In the following, a case study for a fictitious logistics service provider operating in the urban area of Stuttgart, 
Germany, illustrates the impact of time-dependent information models in tour generation. The case study is based on 
an optimization framework which comprises aggregated Taxi-FCD as well as heuristics introduced above. Efforts 
for data analysis, computational burden and solution quality of heuristics are discussed. As described above, we 
focus on the optimization of one single vehicle. 
Computational experiments are conducted for delivery to 30 customers. The depot is located within a commercial 
area in the suburbs, whereas locations of customers are spread throughout the entire city (20 inner city and 10 outer 
city customers). Customer service time is 10 minutes. Delivery tours are calculated based on FW data resulting from 
Taxi-FCD which have been collected by the German Aerospace Center (DLR) in the years 2003-2005. Collected 
FCD amount up to 230 million data records and refer to an area of 35x35 km² and about 100 000 links, respectively. 
For computational experiments, however, we limit the area of investigation to the city of Stuttgart in terms of 11 148 
links and 6 684 vertices. Here, most FCD measurements have been raised, and links within this area are featured by 
high relative standard deviations of speeds, implicating the necessity of time-dependent tour generation. 
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Figure 3: Evolution of overall travel times for different heuristics in the course of the week 
In order to demonstrate the impact of time-dependency, 7x24 tours are calculated, i.e., the departure time at the 
depot is varied in 1-hour steps, beginning with Monday, 00:30. Results are illustrated in Figure 3. Overall travel 
times of 168 departure times are depicted in the course of the week. Different solution quality of heuristics is 
reflected by three curves, denoting the best (LANTIME), second best (TDSAV) and worst results (TDNN). For 
instance, a departure on Saturdays at 2:30 leads to a tour with an overall travel time of 108 minutes, calculated by 
TDNN. This is contrasted by shorter overall travel times of 96 minutes (TDSAV) and 92 minutes (LANTIME). 
Addition of customer service time (30  10 minutes) would provide the overall tour duration. Since customer 
service time is fixed, it is omitted here. The dotted grey line denotes the best static solution based on weekday 
specific FA data. 
Depending on the departure time at the depot, temporal variations are clearly visible. Tour durations increase for 
departures until noon and decrease until departures in the evening and at night. At weekends, temporal variations are 
not that distinct as during working days. The weekly minimum arises from departing on Saturdays at 2:30 (92 
minutes), whereas the weekly maximum corresponds to departing on Wednesdays at 11:30 (126 minutes). The 
variation of tour durations is alike within weekdays; at weekends, a decrease in travel times as well as in travel time 
variations occurs. Static planning does not result in a huge variation of tour durations except for the weekend. The 
static estimation is approximately 109 minutes on weekdays, which underestimates tour durations during the day up 
to 14%. 
Table 1: Performance of heuristics 
algorithm best known  
solution found 
average deviation from  
best known solution 
average run  
time (sec) 
TDNN 0 % 13.3 % 0.0 
TDNNDP 4 % 4.8 % 223.6 
TDIH 2 % 6.7 % 0.1 
TDIHDP 1 % 6.8 % 212.3 
TDSAV 7 % 4.0 % 6.0 
LANTIME 88 % 0.2 % 10.0 
Table 1 provides an overview about overall solution quality and algorithmic performance of all algorithms. 
TDNN features relatively poor solution quality on a level well-known from the literature, whereas LANTIME is 
able to determine the best known solution in 88% of all tour calculations with only a small average deviation from 
the best known solution. Note that LANTIME results arise from the average of 10 runs with a fixed run time of 10 
----- 
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seconds each. TDNNDP and TDSAV provide average solution quality. Dynamic programming variants take much 
more computational effort than remaining algorithms. TDSAV, however, is much faster; the relatively long run time 
of 6 seconds results from the consecutive execution of TDNN and TDSAV and the time-consuming loading of time-
dependent data. 
5. Conclusion and outlook 
Cost-efficient as well as customer-oriented delivery of e-commerce products results in enormous challenges for 
vehicle routing in urban areas. In this paper, prerequisites for improvement of planning operations have been 
discussed with respect to the fulfillment of consumer promises as well as economic meaningful delivery concepts. 
Telematics based data collection and sophisticated analysis of telematics based traffic data by Data Mining allow for 
the provision of time-dependent information models, which represent typical phenomena of urban traffic flows. 
In particular, the focus has been on the modeling of time-dependent topologies based on Taxi-FCD being 
available city-wide. The derivation of time-dependent information models requires the provision of a FIFO 
consistent topology. An optimization framework using time-dependent distance matrices and a choice of well-
known heuristics has demonstrated time-dependent tour generation by solution of the TDTSP. 
In the future, the optimization framework will be enhanced to optimization of a fleet of vehicles (Time-
Dependent Vehicle Routing with Time Windows). Here, the impact of time-dependent travel times on the reliability 
of customer time windows will be investigated. Furthermore, structural quality of resulting tours regarding 
reliability of routes chosen as well as adaptability of heuristics regarding time-dependency will be discussed. 
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