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Abstract—Methods for distributed optimization have received
significant attention in recent years owing to their wide appli-
cability in various domains including machine learning, robotics
and sensor networks. A distributed optimization method typically
consists of two key components: communication and compu-
tation. More specifically, at every iteration (or every several
iterations) of a distributed algorithm, each node in the network
requires some form of information exchange with its neighboring
nodes (communication) and the computation step related to
a (sub)-gradient (computation). The standard way of judging
an algorithm via only the number of iterations overlooks the
complexity associated with each iteration. Moreover, various
applications deploying distributed methods may prefer a different
composition of communication and computation.
Motivated by this discrepancy, in this work we propose
an adaptive cost framework which adjusts the cost measure
depending on the features of various applications. We present
a flexible algorithmic framework, where communication and
computation steps are explicitly decomposed to enable algorithm
customization for various applications. We apply this framework
to the well-known distributed gradient descent (DGD) method,
and show that the resulting customized algorithms, which we
call DGDt, NEAR-DGDt and NEAR-DGD+, compare favorably
to their base algorithms, both theoretically and empirically. The
proposed NEAR-DGD+ algorithm is an exact first-order method
where the communication and computation steps are nested, and
when the number of communication steps is adaptively increased,
the method converges to the optimal solution. We test the
performance and illustrate the flexibility of the methods, as well
as practical variants, on quadratic functions and classification
problems that arise in machine learning, in terms of iterations,
gradient evaluations, communications and the proposed cost
framework.
Index Terms—Distributed Optimization, Communication, Op-
timization Algorithms, Network Optimization
I. INTRODUCTION
THE problem of optimizing an objective function byemploying a distributed procedure using multiple agents
in a connected network has gained significant attention over
the last years. This is motivated by its wide applicability to
many important engineering and scientific domains such as,
wireless sensor networks [1], [2], [3], [4], multi-vehicle and
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multi-robot networks [5], [6], [7], smart grids [8], [9] and
machine learning [10], [11]. In such problems, each agent
(or node) has access to a component of the overall objective
function and can only communicate with its neighbors in the
underlying network. The collective goal is to minimize the
summation of individual components. Formally, the system-
wide problem can be represented as
min
x∈Rp
h(x) =
n∑
i=1
fi(x), (I.1)
where n represents the number of agents in the network,
convex function h : Rp → R is the global objective function,
convex function fi : Rp → R for each i ∈ {1, 2, ..., n} is the
local objective function available only to node i, and vector
x ∈ Rp is the decision variable that the agents are optimizing
cooperatively. This setup naturally calls for distributed (op-
timization) algorithms, where the agents iteratively perform
local computations based on a local objective function and
local communications, i.e., information exchange with their
immediate neighbors in the underlying network, to solve the
system-wide problem (I.1).
In order to decouple the computation of individual agents,
problem (I.1) is often reformulated as the following consensus
optimization problem by introducing a local copy xi ∈ Rp for
each agent i ∈ {1, 2, ..., n} [12], [13],
min
xi∈Rp
n∑
i=1
fi(xi) (I.2)
s.t. xi = xj , ∀i, j ∈ Ni,
where Ni denotes the set of neighbors of agent i. In this
formulation, the local objective function of the ith agent only
depends on the local copy xi. An equality constraint, often
referred to as the consensus constraint, is imposed to enforce
that the local copies of neighboring nodes are equal. Since the
underlying network is connected and the consensus constraint
ensures that all local copies are equal, problems (I.1) and (I.2)
are equivalent.
While there is a proliferating literature on developing dis-
tributed optimization methods for the above problem, most
follow the conventional approach of tracking the number of
iterations to judge the efficiency of a distributed algorithm, i.e.,
the best algorithm achieves optimality in the minimal number
of iterations, and overlook the complexity associated with each
iteration. In this work, we propose an alternative metric, an
adaptive cost framework (in Section II) to account for the
different environments and hardware constraints of various
applications, where distributed optimization methods are used.
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2In this new cost framework, we consider communication and
computation costs separately and weigh them using param-
eters specific to the environment. This cost framework also
motivates our development of a class of flexible distributed
methods, where we decompose communication and computa-
tion steps. This new class of algorithms is then customizable
depending on the application.
A. Literature Review
Our work is related to the growing literature on distributed
algorithms for solving problem (I.2). We outline the various
lines of research next. One class of methods build upon the
seminal works [12], [14], which proposed a parallel compu-
tation framework. In [13], the authors introduced a first-order
primal iterative method, known as distributed (sub)-gradient
descent (DGD). In one step of DGD, each agent updates its
estimate of the solution via a linear combination of a gradient
descent step with respect to its local objective function and
a weighted average with local neighbors (also known as a
consensus step). A number of later contributions [15], [16],
[17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27],
[28], [29], [30] extended DGD to other settings, including
stochastic networks, constrained problems, and noisy environ-
ments. Coordinate descent type methods, in either primal or
dual space, have also been used in the distributed setting [31],
[32], [33]. Another line of research is based on Nesterov’s
dual averaging algorithm [34], whose distributed version was
proposed and analyzed in [10]. Dual decomposition based
methods have also recently gained much attention. This class
of methods includes augmented Lagrangian methods and Al-
ternating Direction Method of Multiplier (ADMM) [35], [36],
[37], [38], [39], [40], [41], [42], [3], [43], [44], [45], [46]. The
last category includes second-order methods, where Newton-
type methods are used to obtain faster rates of convergence
[47], [48], [49], [50]. All these methods adopt the standard
iteration count metric.
Closely related to our work are a few very recent contri-
butions that incorporate communication considerations in the
design of distributed algorithms [51], [52], [53], [54], [55],
[56]. In [52], [53], [55], [56], the goal was to develop one
particular method, where the number of communication steps
is reasonable compared to the iteration complexity. While
these methods are communication-efficient (with respect to
some metric), they lack the flexibility to adapt to different
environments. In [51], the authors consider how to design a
network topology that is communication-efficient, assuming
the network topology can be controlled. The closest work
to ours is [54]. In this recent work, the authors control
the frequency of communication steps and analyze the time
performance of a dual averaging based algorithm. The goal of
[54] was to show that speed-up is possible when the agents
communicate less frequently. While this work pioneers the
idea of adjusting the relative frequencies of communication
and computation, it focuses solely on reducing the runtime of
the algorithm and overlooks other important aspects, such as
energy consumption.
In this paper, in order to demonstrate our new cost frame-
work (II.1), we consider decoupling the communication and
computation steps of the well-studied DGD method and vary
the frequency of these steps. On this front, our work is
related to [57], [58], [17]. In [58], the authors propose to
increase the number of communication steps at rate k, where
k is the number of iterations, to ensure convergence with
a fixed stepsize (aka steplength) for proximal gradient-based
algorithms on composite nonsmooth convex problems. In [17],
the authors extended this idea to smooth problems and propose
to increase communication at rate log(k).
In [57], the author propose two algorithms for quadratic
problems: CTA (Combine-then-Adapt) and ATC (Adapt-then-
Combine). Both of these methods stem from a new way of
combining communication and computation steps and they
differ in the order that the consensus and gradient operations
are performed. While our method employs a similar way to de-
compose and combine communication and computation steps,
our method is not restricted to using exactly one consensus
step and one gradient step at each iteration. Hence, it is more
general and offers flexibility in how to combine these steps. In
particular, our convergence guarantee holds for many different
ways of increasing the frequency of communication including
k and log(k), as appeared in [58] and [17], respectively.
One major problem of the standard DGD method is that
it only converges to a neighborhood of the optimal solution
when a constant stepsize is employed. Recently, there have
been many new distributed algorithms [29], [59], [60], [61],
[62], [47] that can achieve exact convergence with a constant
stepsize. In [29], [61], [60], [47], the authors also show their
respective algorithms can achieve a linear rate of convergence.
Our work is also related to this line of literature as many
instances of our proposed class of algorithms achieve exact
convergence. Moreover, one instance of our method converges
linearly with respect to number of gradient computations,
and sublinearly with respect to number of communications
or our cost framework. While the proposed method has many
similarities with the existing algorithms, it also boasts unique
flexibility and adaptability.
B. Contributions
Our innovations in this paper are on two fronts: (i) the new
adaptive cost framework, and (ii) the proposed class of flexible
algorithms motivated by this framework. We next describe our
main contributions:
• We introduce a metric of performance based on the
weighted combination of costs of both communication
and computation steps. This metric is adaptive to, and
can accurately characterize, different features of the
application environments independent of the distributed
algorithms.
• We decompose the communication and computation steps
of DGD to enable algorithm customization. Based on this,
we propose three classes of related flexible algorithms,
which we call DGDt, NEAR-DGDt and NEAR-DGD+.
We can tune the instances in these classes to balance the
communication and computation costs according to the
application.
• We develop a class of exact first-order methods with
constant stepsize (NEAR-DGD+), based on nesting the
3communication and computation steps, and increasing the
number of consensus steps performed as the algorithm
evolves. When we increase the number of consensus steps
at rate k, where k is the number of iterations, then we
obtain an algorithm that achieves exact convergence at a
linear rate. In particular, to get an -accurate solution, we
need O(log(1/)) numbers of gradient computations and
O(log(1/)2) number of communication rounds.
• We illustrate the empirical performance of some instances
of the proposed class of methods on quadratic and logistic
regression problems as measured by our new cost frame-
work. We also demonstrate some practical instances of
the class of methods that perform very well in practice in
terms of iterations, number of communications, number
of gradients and combined cost.
In summary, our main contribution is the proposed cost
framework in conjunction with the decomposition of the com-
munication and computation steps. This allows for flexibility
in algorithmic design, for a class of theoretically sound and
efficient algorithms, and the first step towards harmonization
of the communication and computation costs.
The paper is organized as follows. In Section II we describe
in detail our proposed cost framework. Section III reviews
relevant distributed optimization preliminaries such as refor-
mulations of (I.2), and the DGD method. The variant of DGD
method with multiple consensus steps, which we call DGDt,
is introduced and analyzed in Section IV. In Section V, we
describe the new NEAR-DGDt and NEAR-DGD+ methods,
provide theoretical analysis of the variants and also present
numerical results. We provide some final remarks and future
directions of research in Section VI.
II. ADAPTIVE COST FRAMEWORK
A typical iteration of a distributed optimization method
consists of some local computation (typically gradient or
Hessian evaluation) and neighborhood communication. While
the amount of computation and communication per iteration
differs from one algorithm to another, all iterations are counted
blindly as equal in the traditional iteration counting metric.
Moreover, as distributed algorithms are deployed in various
contexts, the diverse range of scenarios calls for different
ways to account for the cost (in terms of time, energy, or any
other metric) of an algorithm. To illustrate this we discuss two
motivating examples. Consider first the problem of controlling
a swarm of battery powered robots, with low-energy com-
putation modules onboard, connected via an energy-intense
communication protocol. Since the robots have limited energy
supply, communication steps can be very expensive, while
longer task completion times may not be problematic. On
the other hand, we consider solving a large-scale machine
learning problem on a cluster of computers that are physically
connected or with shared memory access. In this case, the
cost of communication can be ignored (inexpensive in terms
of time), while the computational cost (time) can be expensive
depending on the size of the data set on each machine. Hence,
a desirable metric should not only count the total number of
communication and computation steps, it should also weigh
the two appropriately according to different environments.
We propose an adaptive cost framework to evaluate the
performance of distributed optimization methods which explic-
itly accounts for the cost of communication and computation,
and can be customized depending on the specific application.
In particular, we propose the following simple yet powerful
metric
Cost = #Communications× cc + #Computations× cg,
(II.1)
where cc and cg are exogenous application-dependent pa-
rameters reflecting the costs of communication and compu-
tation, respectively. For instance, when energy is the most
constraining resource of the environment, the parameters cc
and cg would reflect the energy consumed per step of com-
munication/computation. Similarly, when the runtime is of
concern, the parameters would correspond to the time needed
for a communication/computation step. This cost could also
represent some combination of time and energy. In the battery
powered robots example we would have cc > cg , and in the
machine learning example we would have cc < cg . We note
that if the cost of communication and computation of one
iteration is 1, then to design an algorithm with minimal cost
reduces to the standard problem of finding algorithm with the
least iteration count.
III. PRELIMINARIES
In this section, we introduce an equivalent compact refor-
mulation of problem (I.2) and review the basics of the DGD
method, both of which will be used to build our class of
flexible algorithms.
A. Equivalent Reformulations
For compactness, we express problem (I.2) as
min
xi∈Rp
f(x) =
n∑
i=1
fi(xi) (III.1)
s.t. (W⊗ Ip)x = x
where x ∈ Rnp is a concatenation of all local xi’s and W is
a matrix of size Rn×n, i.e.,
x =

x1
x2
...
xn
 , W =

w11 w12 · · · w1n
w21 w22 · · · w2n
...
...
. . .
...
wn1 wn2 · · · wnn
 .
Matrix Ip is the identity matrix of dimension p, and the
operator ⊗ denotes the Kronecker product operation, with
W ⊗ Ip ∈ Rnp×np. Moreover, matrix W has the following
properties: it is symmetric, doubly-stochastic, with diagonal
elements wii > 0 and off-diagonal elements wij > 0
(i 6= j) if and only if i and j are neighbors in the underlying
communication network. Matrix W is known as the consensus
matrix and it has the property that (W⊗ Ip)x = x if and only
if xi = xj for all i and j in the connected network [13], i.e.,
problems (I.2) and (III.1) are equivalent. We also have that
matrix W has exactly one eigenvalue equal to 1 and the rest
of eigenvalues have absolute values strictly less than 1. We use
4β, with 0 < β < 1, to denote the second largest magnitude of
the eigenvalues of W. For the rest of the paper, we focus on
developing methods to solve problem (III.1).
B. Distributed Gradient Descent
We now review the basic Distributed Gradient Descent
(DGD) method [13], which is the building block for our later
development of the DGDt, NEAR-DGDt and NEAR-DGD+
methods. The DGD method is a first-order method for solving
problem (III.1), where each agent updates its local estimate
iteratively using a gradient based on local information and
information exchanged with its neighbors in the network. The
kth iteration of the DGD method for any node i can be
expressed as
xi,k+1 =
∑
j∈Ni∪{i}
wijxj,k − α∇fi(xi,k), ∀i = 1, . . . , n,
where xi,k represents the local estimate of agent i at iteration k
and the positive scalar α denotes the stepsize. Effectively, the
ith agent computes a weighted average of its and its neighbors
local estimates, and takes a step in the negative gradient di-
rection obtained using only local information. Equivalently, in
the concatenated notation, the DGD method can be expressed
as
xk+1 = Zxk − α∇f(xk) (III.2)
where
∇f(xk) =

∇f(x1,k)
∇f(x2,k)
...
∇f(xn,k)
 ∈ Rnp
and the matrix Z = W⊗ Ip ∈ Rnp×np.
The DGD method can also be thought of as a gradient
method with unit steplength on the following convex problem
min
x∈Rnp
1
2
xT (I − Z)x + α
n∑
i=1
fi(xi). (III.3)
The theoretical properties of the DGD method have been
well established; see [12], [13], [63]. The convergence results
are typically established under the following standard assump-
tions:
Assumption III.1. Each local objective function fi has Li-
Lipschitz continuous gradients.
Assumption III.2. The objective function h (I.1) is µh-
strongly convex.
Assumption III.3. Each local objective function fi is µi-
strongly convex. Note, this Assumption implies Assumption
III.2.
These assumptions guarantee the existence of a unique
optimal solution. Under Assumption III.1, the DGD method
can be shown to converge at a sublinear rate with diminish-
ing stepsize (decrease stepsize α as the algorithm evolves).
The diminishing stepsize is effectively shrinking the penalty
parameter α of problem (III.3) and thus DGD recovers a
feasible and optimal solution of problem (III.1) in the limit.
If we further assume the conditions in Assumption III.3, then
with an appropriate constant stepsize, DGD converges at a
linear rate to the optimal solution of (III.3), which is in a
neighborhood of the optimal solution of (III.1) [63]. The limit
point of DGD with constant stepsize is often infeasible for the
equality constraint in problem (III.1).
Notation: For the rest of the paper, we follow the same nota-
tion as in this section. A boldface lower case letter indicates a
concatenated vector, i.e., v ∈ Rnp represents the concatenation
of local vectors vi ∈ Rp. Notation v¯ ∈ Rp denotes the average
of all local vectors vi ∈ Rp, i.e., v¯ = 1n
∑n
i=1 vi. The two
subscripts xi,k indicate the agent index i and iteration count
k.
IV. DGDt: A DISTRIBUTED GRADIENT DESCENT
VARIANT
A close inspection of the DGD iterate update Eq. (III.2)
reveals that the method performs a single round of commu-
nication and a single computation per iteration. However, a
natural question is whether this is optimal or even neces-
sary. Restating this question from a different angle: is there
flexibility in creating a whole class of methods based on
the components of the DGD method that perform different
number of communication and computation steps depending
on the application? Motivated by this question and our adaptive
cost framework (Section II), we decompose and rearrange the
communication and computation steps of DGD to construct
more flexible algorithms. We present two improved classes
of DGD-based algorithms in this and the following sections,
which we call DGDt and NEAR-DGD methods, respectively.
We also provide answers to the following questions: (i) what
the interpretation of these new methods are, and (ii) what
theoretical guarantees can be established. For simplicity, we
will focus on the constant stepsize implementations.
For the first class of algorithms, we consider scenarios in
which communication is much cheaper than computation, as
in the shared memory machine learning example. We note that
a major drawback of the DGD algorithm is that to obtain a
feasible solution we need to use diminishing stepsizes, which
results in slow convergence speed. With constant stepsizes,
the resulting solution of DGD is infeasible with respect to
the equality constraint of problem (III.1). In order to improve
the solution quality without sacrificing convergence speed,
we propose to perform t consensus steps at each iteration,
and consider the following constant stepsize iterate update
equation,
xk+1 = Ztxk − α∇f(xk), Zt = Wt ⊗ Ip, (IV.1)
which we call the DGDt method. The DGDt method can be
thought of as a gradient method with unit steplength on the
following convex problem
min
x∈Rnp
pf (x) =
1
2
xT (I − Zt)x + α
n∑
i=1
fi(xi). (IV.2)
5The intuition behind this method is that by increasing the
number of consensus steps from 1 to t per iteration, the result-
ing solution should be closer to being feasible. Alternatively,
we can view the DGDt method as a DGD method with a
different underlying graph (different weights in W). As we
will show next, the solution of DGDt is indeed closer to being
feasible compared to standard DGD. This is achieved at the
cost of more communication steps per iteration. Also, unlike
DGD, where the gradient computation and consensus can
happen simultaneously, the t communication steps in DGDt
have to happen sequentially. This method can be desirable
when communication is cheap, i.e., cc is much smaller than
cg .
A. Convergence Analysis of DGDt
We now provide a complete convergence analysis for the
DGDt method with constant stepsize. We should note again
that DGDt is a variant of DGD by replacing the weight matrix
W by W t. As such, our analysis follows a similar approach
as in [63], and so for brevity we have omitted the proofs. The
proofs can be found in [64].
For notational convenience, we introduce the following
quantities that are used in the analysis
x¯k =
1
n
n∑
i=1
xi,k, gk =
1
n
n∑
i=1
∇fi(xi,k),
g¯k =
1
n
n∑
i=1
∇fi(x¯k). (IV.3)
Vector x¯k ∈ Rp corresponds to the average of local estimates,
vector gk ∈ Rp represents the average of local gradients at
the current local estimates and vector g¯k ∈ Rp indicates the
average gradient at x¯k.
Lemma IV.1. (Bounded gradients) Suppose Assumption III.1
holds, and let the steplength satisfy
α ≤ 1 + λn(W
t)
L
(IV.4)
where λn(Wt) is the smallest eigenvalue of Wt and L =
maxi Li. Then, starting from xi,0 = 0 (1 ≤ i ≤ n), the
sequence xi,k generated by the DGDt method converges. In
addition, we also have
‖∇f(xk)‖ ≤ D =
√√√√2L( n∑
i=1
(fi(0)− f?i )
)
for all k = 1, 2, . . ., where f?i = fi(x
?
i ) and x
?
i =
arg minx fi(x).
Proof. Note that the DGDt iteration (IV.1) is equivalent to a
gradient descent iteration, with unit steplength on the quadratic
penalty function pf (IV.2). We first show that the function pf
has
[(
1− λn(Wt)
)
+ αL
]
-Lipschitz continuous gradients. By
definition of pf and the triangle inequality, we have
||∇pf (u)−∇pf (v)|| ≤
∣∣∣∣(I − Zt)(u− v)∣∣∣∣
+ α
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
∇fi(ui)−
n∑
i=1
∇fi(vi)
∣∣∣∣∣
∣∣∣∣∣ .
(IV.5)
By the Cauchy-Schwartz inequality, the first term satisfies∣∣∣∣(I − Zt)(u− v)∣∣∣∣ ≤ ∣∣∣∣I − Zt∣∣∣∣ ||u− v||
=
(
1− λn(Wt)
) ||u− v|| ,
where the last inequality follows from the fact that all eigen-
values of the matrix W lie in the interval (−1, 1]. The second
term in Eq. (IV.5) satisfies
α
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
∇fi(ui)−
n∑
i=1
∇fi(vi)
∣∣∣∣∣
∣∣∣∣∣ ≤ αL ||u− v|| ,
due to Assumption III.1. Thus, we have that the function pf
has Lipschitz continuous gradients with
Lpf ≤
(
1− λn(Wt)
)
+ αL.
From the classical analysis of gradient descent [12], we know
that these iterates will converge with unit stepsize if 1 ≤ 2Lpf ,
where Lpf is the Lipschitz constant of the gradients of pf .
Since α ≤ 1+λn(Wt)L from Eq. (IV.4), we have
Lpf ≤
(
1− λn(Wt)
)
+ αL
≤ (1− λn(Wt))+ 1 + λn(Wt)
L
L ≤ 2.
Hence when the condition in Eq. (IV.4) is satisfied, the iterates
xk will converge which implies that the individual iterates xi,k
converge.
We now show the bound on the gradients. Since the function
values obtained in the gradient descent method are non-
increasing and I −Wt is a positive semi-definite matrix, we
have,
n∑
i=1
fi(xi,k) ≤ 1
α
pf (xk) ≤ 1
α
pf (xk−1) ≤ . . .
· · · ≤ 1
α
pf (x0) =
n∑
i=1
fi(0). (IV.6)
By Theorem 2.1.5 in [66], any convex function φ with
L−Lipschitz gradient satisfies
φ(x) +∇φ(x)T (y − x) + 1
2L
||∇φ(x)−∇φ(y)||2 ≤ φ(y)
for all x, y in its domain. We apply this relation to each of fi
at respective x?i , and have
fi(x
?
i ) +
1
2Li
||∇fi(x)||2 ≤ fi(x) (IV.7)
for all x in Rp.
6Finally, we can bound ‖∇f(xk)‖2 by
‖∇f(xk)‖2 =
n∑
i=1
‖∇fi(xi,k)‖2 ≤
n∑
i=1
2Li (fi(xi,k)− f?i )
≤ 2L
(
n∑
i=1
(fi(0)− f?i )
)
.
where the first inequality follows from Eq. (IV.7) and the
second inequality uses the definition of L and Eq. (IV.6).
Lemma IV.1 shows that the iterates produced by the DGDt
method converge and have bounded gradients. A different
bound can be shown if xi,0 6= 0 for all i. For convenience, we
assume that xi,0 = 0, for all i for the rest of this section.
Lemma IV.2. (Bounded deviation from mean) If Assumptions
III.1-III.2 hold. Then, starting from xi,0 = 0, the total
deviation from the mean is bounded, namely,
‖xi,k − x¯k‖ ≤ αD
1− βt ,
and
‖∇fi(xi,k)−∇fi(x¯k)‖ ≤ αDLi
1− βt , (IV.8)
‖gk − g¯k‖ ≤ αDL
1− βt , (IV.9)
for all k = 1, 2, . . . and 1 ≤ i ≤ n.
Proof. By iteratively applying the DGDt iteration (IV.1) and
the definition of x, we obtain
xk = −α
k−1∑
s=0
(
Wt(k−1−s) ⊗ I
)
∇f(xs).
Let x¯k = [x¯k; x¯k; . . . ; x¯k] ∈ Rnp, it follows that
x¯k =
1
n
(
(1n1
T
n )⊗ I
)
xk.
As a result,
‖xi,k − x¯k‖ ≤ ‖xk − x¯k‖
=
∥∥∥∥xk − 1n ((1n1Tn )⊗ I) xk
∥∥∥∥
=
∥∥∥∥∥−α
k−1∑
s=0
(
Wt(k−1−s) ⊗ I
)
∇f(xs)
+ α
k−1∑
s=0
1
n
(
(1n1
T
nW
t(k−1−s))⊗ I
)
∇f(xs)
∥∥∥∥∥
=
∥∥∥∥∥−α
k−1∑
s=0
(
Wt(k−1−s) ⊗ I
)
∇f(xs)
+ α
k−1∑
s=0
1
n
(
(1n1
T
n )⊗ I
)∇f(xs)
∥∥∥∥∥ ,
where the third equality holds since Wt is doubly-stochastic,
which is a direct consequence of W being doubly-stochastic.
Thus we have,
‖xi,k − x¯k‖ ≤
∥∥∥∥∥−α
k−1∑
s=0
(
Wt(k−1−s) ⊗ I
)
∇f(xs)
+ α
k−1∑
s=0
1
n
(
(1n1
T
n )⊗ I
)∇f(xs)
∥∥∥∥∥
= α
∥∥∥∥∥
k−1∑
s=0
(
(Wt(k−1−s) − 1
n
1n1
T
n )⊗ I
)
∇f(xs)
∥∥∥∥∥
≤ α
k−1∑
s=0
∥∥∥∥Wt(k−1−s) − 1n1n1Tn
∥∥∥∥ ‖∇f(xs)‖
= α
k−1∑
s=0
βt(k−1−s)‖∇f(xs)‖,
where the inequality is due to Cauchy-Schwartz, and the last
equality follows from the definition of β, since the matrix
1
n1n1
T
n is the projection of W onto the eigenspace associated
with the eigenvalue equal to 1. Using Lemma IV.1 and the
fact that β < 1, it follows that
‖xi,k − x¯k‖ ≤ α
k−1∑
s=0
βt(k−1−s)‖∇f(xs)‖
≤ αD
k−1∑
s=0
βt(k−1−s) ≤ αD
1− βt . (IV.10)
The result (IV.8) is a direct consequence of (IV.10) and the
Lipschitz continuity of the individual gradients (Assumption
III.1). For the second result (IV.9), we have
‖gk − g¯k‖ =
∥∥∥∥∥ 1n
n∑
i=1
(∇fi(xi,k)−∇fi(x¯k))
∥∥∥∥∥
≤ 1
n
n∑
i=1
Li‖xi,k − x¯k‖ ≤ αDL
1− βt .
Lemma IV.2 shows that the distance between the local
iterates and the average is bounded. As a consequence of this,
the deviation in the gradients is also bounded.
We now look at the optimization error. We observe that due
to the doubly-stochastic nature of W,
x¯k+1 =
1
n
(
(1n1
T
n )⊗ I
)
xk+1
=
1
n
(
(1n1
T
n )⊗ I
) (
(Wt ⊗ I)xk − α∇f(xk)
)
=
1
n
(
(1n1
T
nW
t)⊗ I) xk − α
n
(
(1n1
T
n )⊗ I
)∇f(xk)
= [x¯k − αgk; x¯k − αgk; . . . ; x¯k − αgk].
Thus we have
x¯k+1 = x¯k − αgk. (IV.11)
7Recall that gk is the average of gradients at the current local
estimates [cf. Eq. (IV-A)] and thus the above equation can be
viewed as an inexact gradient descent step for the problem
min
x∈Rp
f¯(x) =
1
n
n∑
i=1
fi(x), (IV.12)
where g¯k is the exact gradient (at the average of the local
estimates). Consequently, if h has Lh-Lipschitz continuous
gradients, and is µh-strongly convex, then it can be shown
that the function f¯ has Lf¯ -Lipschitz continuous gradients and
is µf¯ strongly convex with
Lf¯ =
1
n
n∑
i=1
Li =
1
n
Lh, µf¯ =
1
n
n∑
i=1
µi =
1
n
µh.
Based on the above observations, we bound the distance to
the optimal solution.
Theorem IV.3. (Bounded distance to optimal solution) Sup-
pose Assumptions III.1-III.2 hold, and let the steplength satisfy
α ≤ min
{
1 + λn(Wt)
L
, c4
}
where λn(Wt) is the smallest eigenvalue of Wt, L = maxi Li
and c4 = 2µf¯+Lf¯ . Then, starting from xi,0 = 0 (1 ≤ i ≤ n),
for all k = 0, 1, 2, . . .
‖x¯k+1 − x?‖2 ≤ c21‖x¯k − x?‖2 +
c23
(1− βt)2 ,
where
c21 = 1− αc2 + αδ − α2δc2, c2 =
2µf¯Lf¯
µf¯ + Lf¯
,
c23 = α
3(α+ δ−1)L2D2, D =
√√√√2L( n∑
i=1
fi(0)− f?
)
,
x? is the optimal solution of (III.1) and δ > 0. In particular,
if we set δ = c22(1−αc2) such that c1 =
√
1− αc22 ∈ (0, 1),
then for k = 0, 1, 2, . . .
‖x¯k − x?‖ ≤ ck1‖x¯0 − x?‖+O
(
α
1− βt
)
.
Proof. Using the definitions of the x¯k, gk and (IV.11), we have
‖x¯k+1 − x?‖2 = ‖x¯k − x? − αgk‖2
= ‖x¯k − x? − αg¯k + α(g¯k − gk)‖2
= ‖x¯k − x? − αg¯k‖2 + α2‖g¯k − gk‖2
+ 2α(g¯k − gk)T (x¯k − x? − αg¯k)
≤ (1 + αδ)‖x¯k − x? − αg¯k‖2
+ α(α+ δ−1)‖g¯k − gk‖2, (IV.13)
where the last inequality follows from the fact that for any
vectors a and b, ±2aT b ≤ δ−1‖a‖2 + δ‖b‖2, for δ > 0.
We now bound the quantity ‖x¯k − x? − αg¯k‖2,
‖x¯k − x? − αg¯k‖2
= ‖x¯k − x?‖2 + α2‖g¯k‖2 − 2(x¯k − x?)T (αg¯k)
≤ ‖x¯k − x?‖2 + α2‖g¯k‖2 − αc4‖g¯k‖2 − αc2‖x¯k − x?‖2
= (1− αc2)‖x¯k − x?‖2 + α(α− c4)‖g¯k‖2
≤ (1− αc2)‖x¯k − x?‖2, (IV.14)
where the first inequality follows from [66, Theorem 2.1.12,
Chapter 2], and in the last inequality we dropped the term
α(α − c4)‖g¯k‖2, since α ≤ c4 and α(α − c4)‖g¯k‖2 ≤ 0. By
combining (IV.13) and (IV.14), and using (IV.9), we obtain
‖x¯k+1 − x?‖2 ≤ (1 + αδ)(1− αc2)‖x¯k − x?‖2
+ α3(α+ δ−1)
L2D2
(1− βt)2 . (IV.15)
Combining c4 < 1c2 , and α ≤ c4, we have (1 + αδ)(1 −
αc2) > 0. Now, using the definitions of c1 and c3, and
by recursive application of (IV.15), we have Now, using the
definitions of c1 and c3, and by recursive application of
(IV.15), we have
‖x¯k − x?‖2 ≤ c2k1 ‖x¯0 − x?‖2 +
c23
(1− c21)(1− βt)2
,
and so
‖x¯k − x?‖ ≤ ck1‖x¯0 − x?‖+
c3√
1− c21(1− βt)
.
If δ = c22(1−αc2) > 0, then
c21 = 1−
αc2
2
< 1
and
c3√
1− c21(1− βt)
= O
(
α
1− βt
)
.
which completes the proof.
Theorem IV.3 shows that the average of the iterates gener-
ated by the DGDt method converges to a neighborhood of the
solution that is defined by the steplength, the second largest
eigenvalue of W and the number of consensus steps.
Corollary IV.4. (Local agent convergence) Suppose Assump-
tions III.1-III.2 hold, and let the steplength satisfy
α ≤ min
{
1 + λn(Wt)
L
, c4
}
.
where L = maxi Li and c4 = 2µf¯+Lf¯ . Then, starting from
xi,0 = 0 (1 ≤ i ≤ n), for k = 0, 1, 2, . . .
‖xi,k − x?‖ ≤ ck1‖x?‖+
c3√
1− c21(1− βt)
+
αD
1− βt .
Proof. Using the results from Lemma IV.2, Theorem IV.3 and
the definition of c4, we have
‖xi,k − x?‖ ≤ ‖x¯k − x?‖+ ‖xi,k − x¯k‖
≤ ck1‖x?‖+
c3√
1− c21(1− βt)
+
αD
1− βt .
8The results of Theorem IV.3 and Corollary IV.4 are similar
in nature to the results for the standard DGD method. More
specifically, and not surprisingly, the DGDt method converges
to a neighborhood of the optimal solution of problem (III.1)
when a constant steplength is employed. Compared to the
DGD method, DGDt converges to a better (smaller) neigh-
borhood which is captured in the analysis
O
(
1
(1− β)2
)
v.s. O
(
1
(1− βt)2
)
.
Performing multiple communication steps is beneficial as it
improves the neighborhood of convergence, however, multiple
consensus alone cannot guarantee convergence of the DGDt
method to the solution. Namely, the error term that appears
in Theorem IV.3 cannot be eliminated by simply performing
multiple rounds of communication, since limt→∞ 1(1−βt)2 =
1 6= 0.
The results presented in Lemmas IV.1 and IV.2, Theorem
IV.3 and Corollary IV.4 are not surprising, nevertheless, the
results clearly illustrate the power of performing multiple
rounds of communication steps.
B. Numerical Results for DGDt
In this section, we provide some empirical evidence to sup-
port the theoretical results, and to ascertain that, in practice, the
benefits of performing multiple consensus steps are realized.
We chose a simple quadratic problem of the form
f(x) =
1
2
n∑
i=1
xTAix+ b
T
i x,
where each node i = {1, ..., n} has local information Ai ∈
Rp×p and bi ∈ Rp. The problem was constructed as described
in [65]; we chose a dimension size p = 10 and the condition
number (κ = Lfµf ) was set to 10
2. For this experiment, the
number of agents in the network (n) was 10, and we consid-
ered a 4-cyclic graph topology (i.e., each node is connected
to its 4 immediate neighbors).
We investigated the performance of four different variants
of DGDt, with t = 1 (standard DGD) and t = 2, 5, 10. Figure
1 illustrates the performance (relative error, ‖x¯k−x?‖2/‖x?‖2,
with x? 6= 0) of the four methods in terms of: (i) iterations, (ii)
cost (as described in Section II, with cc = cg = 1), (iii) number
of gradient evaluations, and (iv) number of communications.
Each of the four methods has a steplength parameter that needs
to be tuned in order to achieve the best performance. We
manually tuned the steplength for each method independently.
We mention in passing that similar behavior was observed
when we measured the performance of the methods in terms
of consensus error
(
1
n
∑n
i=1 ‖xi,k − x?‖2/‖x?‖2
)
.
Figure 1 clearly illustrates what was predicted by the
theory. Firstly, it shows that performing multiple rounds of
communication improves the neighborhood of convergence.
Secondly, it shows that there is a diminishing returns effect
of the number of communication rounds on the performance.
Namely, the neighborhood improves substantially when going
from 1 consensus step to 2 consensus steps, however, going
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Fig. 1. Performance of DGD, DGD2, DGD5 and DGD10 measured in
terms of relative error
(‖x¯k − x?‖2/‖x?‖2) with respect to: (i) number
of iterations, (ii) cost, (iii) number of gradient evaluations, and (iv) number
of communications, on a quadratic problem (n = 10, p = 10, κ = 102).
from 5 consensus steps to 10 consensus steps has a much
smaller effect. It is interesting to investigate that the perfor-
mance of the methods in terms of the cost. Given a fixed
cost budget, (e.g., 104) it appears that only one method (blue:
2 consensus steps per gradient step) is competitive with and
better than the baseline DGD method. Again, the reason for
this is the marginal returns effect of performing many more
consensus steps per iteration. We should, of course, mention
that our observation about the performance of the methods in
terms of the cost are highly dependent on the cost structure
that we chose for these experiments (cc = cg = 1). In Section
V-B, we show results for different cost structures.
Before proceeding forward we make one final remark. We
tested the performance of the four methods on quadratic
problems with different characteristic and different graph sizes.
While the absolute performance of the methods changed, the
relative performance of the methods did not. More specifically,
with the cost structure cc = cg = 1, similar behavior as that
displayed in Figure 1 was observed.
V. NEAR-DGD
Motivated by the improved results of the DGDt method and
the power of performing multiple consensus steps, we ask the
question whether a first-order distributed method can achieve
exact convergence to the optimal solution of problem (III.1)
by simply performing multiple rounds of communication.
The results from the previous section suggest that a simple
modification as in DGDt is not sufficient. To construct new
algorithms, we observe that each iteration of DGD [cf. Eq.
(III.2)] consists of two operators,
• Consensus Operator: W[x] = Zx,
• Gradient Operator: T [x] = x− α∇f(x).
Using these operators the DGD method can be expressed as
xk+1 = (T − I +W)[xk] = Zxk − α∇f(xk). (V.1)
We can view the consensus and gradient steps as two separable
operations. This enables a decomposition of the computation
and communication operations and allows for flexible cus-
tomization in view of our new cost framework. An alternative
9way to combine these two operators is by nesting them. Simply
alternating between these two operations leads to our first new
method, which we call the NEAR-DGD method – Nested
Exact Alternating Recursion method. The τ th iterate of the
method can be expressed as,
xτ = [W[T [· · ·
xk︷ ︸︸ ︷
[W [T [W[︸ ︷︷ ︸
yk
T [· · · [W[T [x0]]] · · · ]]]]] · · · ]]].
(V.2)
Each iteration of NEAR-DGD involves the same amount of
communication and computation as the standard DGD method.
The main difference is that the gradient is now computed at
the variable after the consensus step, i.e., the counterpart of
Eq. (V.1) is given by
xk+1 = Zxk − α∇f(Zxk).
Compared to the original DGD method (III.2), where the
gradient step and communication step can be done in parallel,
newer information is used to compute the gradient step in
NEAR-DGD, and thus it has two inherently sequential steps.
Alternatively, we can view the NEAR-DGD method as a
method that produces an intermediate iterate yk after the
gradient step (T ), and the iterate xk after the consensus step
(W). The iterates xk and yk can be expressed as
xk =W[yk] = Zyk
yk+1 = T [xk] = xk − α∇f(xk).
We assume here that the local iterates xi,0 are initialized to
be equal1. As a result, we can start with either the T or W
operation and have the same expression as Eq. (V.2), since an
initial consensus step would result in the same iterate (x0 =
Zy0 = y0).
As with the DGD method, we propose a variant of the
NEAR-DGD method that performs multiple consensus steps
per gradient step. This method–which we call the NEAR-
DGDt– can be expressed as
xτ = [Wt[T [· · ·
xk︷ ︸︸ ︷
[Wt [T [Wt[︸ ︷︷ ︸
yk
T [· · · [Wt[T [x0]]] · · · ]]]]] · · · ]]],
where Wt[x] denotes t nested consensus operations (steps),
Wt[x] =W[· · · [W[W︸ ︷︷ ︸
t operations
[x]]] · · · ].
In terms of the iterates xk and yk the NEAR-DGDt method
can be expressed as
xk =Wt[yk] = Ztyk (V.3)
yk+1 = T [xk] = xk − α∇f(xk). (V.4)
The NEAR-DGD method is a special case of the NEAR-
DGDt method, with t = 1. Given the flexibility in designing
algorithms, we note that the number of consensus steps does
1With slightly more complex notation and algebra, we can show that similar
results hold for either [T [W[x]] or [W[T [x]], in the case where the agents
initialize at different points.
not have to stay constant throughout the algorithm, hence we
also propose and analyze the NEAR-DGD+ method with time-
varying consensus steps,
xτ = [Wt(τ)[T [· · ·
xk︷ ︸︸ ︷
[Wt(k) [T [Wt(k−1)[︸ ︷︷ ︸
yk
T [· · ·
· · · [Wt(2)[T [Wt(1)[T [x0]]]]] · · · ]]]]] · · · ]]],
where Wt(k)[x] denotes t(k) nested consensus operations
(steps). In terms of the iterates xk and yk the NEAR-DGD+
method can be expressed as
xk =Wt(k)[yk] = Zt(k)yk (V.5)
yk+1 = T [xk] = xk − α∇f(xk). (V.6)
where at every iteration we change/increase the number of
consensus steps (t(k)).
A. Convergence Analysis of NEAR-DGDt and NEAR-DGD+
We first analyze the NEAR-DGDt method, and then illus-
trate the convergence properties of the NEAR-DGD+ method.
We adopt the same assumptions (III.1 & III.3) as in Section
III-B, and similarly to Section III-B, we define the average of
yi,k as
y¯k =
1
n
n∑
i=1
yi,k.
We note that the gradient step in the NEAR-DGD method,
and by extension the NEAR-DGDt and NEAR-DGD+ meth-
ods, can be viewed as a single step gradient iteration at the
point xk on the following unconstrained problem
min
xi∈Rp
n∑
i=1
fi(xi). (V.7)
We use this observation to bound the iterates xk and yk.
Lemma V.1. (Bounded iterates) Suppose Assumptions III.1
& III.3 hold, and let the steplength satisfy
α <
1
L
where L = maxi Li. Then, starting from xi,0 = s0 or yi,0 =
s0 (1 ≤ i ≤ n), the iterates generated by the NEAR-DGDt
method (V.3)-(V.4) are bounded, namely,
‖xk‖ ≤ D, ‖yk‖ ≤ D
for all k = 1, 2, . . ., where D = ‖y0 − u?‖ + ν+4ν ‖u?‖,
u? = [u?1;u?2; ...;u?n] ∈ Rnp, u?i = arg minui fi(ui), u? is
the optimal solution of (V.7), ν = 2αγ, γ = mini γi and
γi =
µiLi
µi+Li
.
Proof. Using standard results for the gradient descent method
[66, Theorem 2.1.15, Chapter 2], and noting that α < 1L <
2
µi+Li
, which is the necessary condition on the steplength, we
have for any i ∈ {1, 2, ..., n}
‖xi,k − α∇fi(xi,k)− ui?‖ ≤
√
1− 2αγi‖xi,k − ui?‖.
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From this, we have,
‖xk − α∇f(xk)− u?‖ =
√√√√ n∑
i=1
‖xi,k − α∇fi(xi,k)− ui?‖2
≤
√√√√ n∑
i=1
(1− 2αγi)‖xi,k − ui?‖2
≤
√
(1− ν)‖xk − u?‖. (V.8)
where the last inequality follows from the definition of ν.
Using the definitions of ν, yk+1 and Eq. (V.8), we have
‖yk+1 − u?‖ = ‖xk − α∇f(xk)− u?‖
≤
√
(1− ν)‖xk − u?‖
=
√
(1− ν)‖Ztyk − u?‖
≤
√
(1− ν) [‖Zt‖‖yk − u?‖+ ‖I − Zt‖‖u?‖] .
The eigenvalues of matrix Zt are the same as those of
matrix Wt. The spectrum property of W guarantees that the
magnitude of each eigenvalue is upper bounded by 1. Hence
‖Z‖ ≤ 1 and ‖I −Zt‖ ≤ 2 for all t. Hence the above relation
implies that
‖yk+1 − u?‖ ≤
√
(1− ν)‖yk − u?‖+ 2
√
(1− ν)‖u?‖.
Recursive application of the above relation gives,
‖yk+1 − u?‖
≤ (1− ν)(k+1)/2‖y0 − u?‖+ 2
k∑
j=0
(1− ν)(j+1)/2‖u?‖
≤ ‖y0 − u?‖+
2
√
1− ν
1−√1− ν ‖u
?‖
≤ ‖y0 − u?‖+
4
ν
‖u?‖.
Thus, we bound the iterate as
‖yk+1‖ ≤ ‖yk+1 − u?‖+ ‖u?‖
≤ ‖y0 − u?‖+
ν + 4
ν
‖u?‖.
We now show that the same result is true for the iterates
xk. Using the definition of xk Eq. (V.3)
‖xk+1‖ = ‖Ztyk+1‖
≤ ‖Zt‖‖yk+1‖
≤ ‖yk+1‖
≤ D,
which completes the proof.
Lemma V.1 shows that the iterates generated by the NEAR-
DGDt method are bounded. Since eigenvalues of Zt and I−Zt
are bounded above by 1 and 2, for any t, respectively, the same
analysis can be used to show that the iterates generated by the
NEAR-DGD+ method are also bounded.
Lemma V.2. (Bounded deviation from mean) If Assumptions
III.1 & III.3 hold. Then, starting from xi,0 = s0 or yi,0 = s0
(1 ≤ i ≤ n), the total deviation of each agent’s estimate (xi,k)
from the mean is bounded, namely,
‖xi,k − x¯k‖ ≤ βtD (V.9)
and
‖∇fi(xi,k)−∇fi(x¯k)‖ ≤ βtDLi (V.10)
‖gk − g¯k‖ ≤ βtDL (V.11)
for all k = 1, 2, . . . and 1 ≤ i ≤ n. Moreover, the total
deviation of the local iterates yi,k is also bounded,
‖yi,k − y¯k‖ ≤ βtD + 2D. (V.12)
Proof. Consider,
‖xi,k − x¯k‖ = ‖xi,k − y¯k‖
≤
∥∥∥∥xk − 1n ((1n1Tn )⊗ I) yk
∥∥∥∥
=
∥∥∥∥(Wt ⊗ I)yk − 1n ((1n1Tn )⊗ I) yk
∥∥∥∥
≤
∥∥∥∥(Wt − 1n ((1n1Tn ))⊗ I
)∥∥∥∥ ‖yk‖
≤ βt‖yk‖ ≤ βtD,
where the first equality is due to the fact that x¯k = Zty¯k = y¯k
and the last inequality is due to Lemma V.1.
The result (V.10) is a direct consequence of the (V.9) and
the Lipschitz continuity of individual gradients (Assumption
III.1). To establish the next result (V.11), we have
‖gk − g¯k‖ =
∥∥∥∥∥ 1n
n∑
i=1
(∇fi(xi,k)−∇fi(x¯k))
∥∥∥∥∥
≤ 1
n
n∑
i=1
Li‖xi,k − x¯k‖ ≤ βtDL.
Finally, for the local yi,k iterates in (V.12), consider
‖yi,k − y¯k‖ ≤ ‖xi,k − y¯k‖+ ‖yi,k − xi,k‖
≤ βtD + ‖yk − xk‖
= βtD +
∥∥yk − (Wt ⊗ I) yk∥∥
≤ βtD + ∥∥(I −Wt ⊗ I)∥∥ ‖yk‖
≤ βtD + 2D,
where the second inequality is due to (V.9) and the last
inequality is due to Lemma V.1.
Similar to Lemma IV.2, Lemma V.2 shows that the distance
between the local iterates xi,k and yi,k are bounded from their
means.
We now use an argument similar to that in the previous
section to investigate the optimization error of the NEAR-
DGDt method. For that we make the following observation,
due to the doubly-stochastic nature of W,
y¯k+1 =
1
n
(
(1n1
T
n )⊗ I
)
yk+1
=
1
n
(
(1n1
T
n )⊗ I
) (
(Wt ⊗ I)yk − α∇f(xk)
)
=
1
n
(
(1n1
T
nW
t)⊗ I) yk − αn ((1n1Tn )⊗ I)∇f(xk)
= [y¯k − αgk; y¯k − αgk; . . . ; y¯k − αgk],
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where gk is the average of local gradients as defined in (IV-A).
Thus we have
y¯k+1 = y¯k − αgk. (V.13)
The above equation can be viewed as an inexact gradient
descent step for the problem (IV.12), where g¯k is the ex-
act gradient. Before we proceed we should note again that
x¯k = Zty¯k = y¯k due to the nature of the matrix Z. We next
follow Theorem IV.3 to bound the distance of iterates to the
optimal solution.
Theorem V.3. (Bounded distance to minimum) Suppose
Assumptions III.1 & III.3 hold, and let the steplength satisfy
α ≤ min
{
1
L
, c4
}
where L = maxi Li and c4 = 2µf¯+Lf¯ . Then, starting from
xi,0 = s0 or yi,0 = s0 (1 ≤ i ≤ n), for all k = 0, 1, 2, . . .
‖x¯k+1 − x?‖2 ≤ c21‖x¯k − x?‖2 + c23β2t,
where
c21 = 1− αc2 + αδ − α2δc2, c2 =
2µf¯Lf¯
µf¯ + Lf¯
,
c23 = α(α+ δ
−1)D2L2, D = ‖y0 − u?‖+
ν + 4
ν
‖u?‖,
x? is the optimal solution of (III.1), u? is the optimal solution
of (V.7), ν = 2αγ, γ = mini γi, γi = µiLiµi+Li and δ > 0. In
particular, if we set δ = c22(1−αc2) such that c1 =
√
1− αc22 ∈
(0, 1), then for k = 0, 1, 2, . . .
‖x¯k − x?‖ ≤ ck1‖x¯0 − x?‖+
LDβt
c2
√
2(2− αc2).
Proof. Following the analysis of Theorem IV.3, and using the
definitions of the x¯k and gk, and (V.13), we have
‖x¯k+1 − x?‖2 = ‖x¯k − x? − αgk‖2
≤ (1 + αδ)‖x¯k − x? − αg¯k‖2
+ α(α+ δ−1)‖g¯k − gk‖2, (V.14)
where the last inequality follows from the fact that for any
vectors a and b, ±2aT b ≤ δ−1‖a‖2 + δ‖b‖2, for δ > 0.
We now bound the quantity ‖x¯k − x? − αg¯k‖2 as
‖x¯k − x? − αg¯k‖2
= ‖x¯k − x?‖2 + α2‖g¯k‖2 − 2(x¯k − x?)T (αg¯k)
≤ ‖x¯k − x?‖2 + α2‖g¯k‖2 − αc4‖g¯k‖2 − αc2‖x¯k − x?‖2
= (1− αc2)‖x¯k − x?‖2 + α(α− c4)‖g¯k‖2
≤ (1− αc2)‖x¯k − x?‖2, (V.15)
where the first inequality follows from [66, Theorem 2.1.12,
Chapter 2], and in the last inequality we dropped the term
α(α − c4)‖g¯k‖2, since α ≤ c4 and α(α − c4)‖g¯k‖2 ≤ 0.
Combining (V.14), (V.15) and using (V.11),
‖x¯k+1 − x?‖2 ≤ (1 + αδ)(1− αc2)‖x¯k − x?‖2
+ α(α+ δ−1)L2D2β2t. (V.16)
Using the definitions of c1 and c3, by recursive application
of (V.16), we have
‖x¯k − x?‖2 ≤ c2k1 ‖x¯0 − x?‖2 +
c23
(1− c21)
β2t,
and so
‖x¯k − x?‖ ≤ ck1‖x¯0 − x?‖+
c3√
1− c21
βt.
If δ = c22(1−αc2) , then
c21 = 1−
αc2
2
< 1,
and
c3√
1− c21
βt =
LDβt
c2
√
2(2− αc2),
which completes the proof.
Theorem V.3 show that the average of the iterates generated
by the NEAR-DGDt method converge to a neighborhood of
the optimal solution whose size is defined by the steplength,
the second largest eigenvalue of W and the number of consen-
sus steps. We now provide a convergence result for the local
agent estimates of the NEAR-DGDt method.
Corollary V.4. (Local agent convergence) Suppose Assump-
tions III.1 & III.3 hold, and let the steplength satisfy
α ≤ min
{
1
L
, c4
}
.
where L = maxi Li and c4 = 2µf¯+Lf¯ . Then, starting from
xi,0 = s0 or yi,0 = s0 (1 ≤ i ≤ n) for k = 0, 1, . . .
‖xi,k − x?‖ ≤ ck1‖x0 − x?‖+
c3√
1− c21
βt + βtD.
Moreover, the local iterates yi,k are bounded by
‖yi,k − x?‖ ≤ ck1‖x0 − x?‖+
c3√
1− c21
βt + βtD + 2D.
Proof. Using the results from Lemma V.2 and Theorem V.3,
‖xi,k − x?‖ ≤ ‖x¯k − x?‖+ ‖xi,k − x¯k‖
≤ ck1‖x0 − x?‖+
c3√
1− c21
βt + βtD.
Following the same approach for the local iterates yi,k, we
have
‖yi,k − x?‖ ≤ ‖y¯k − x?‖+ ‖yi,k − y¯k‖
= ‖x¯k − x?‖+ ‖yi,k − y¯k‖
≤ ck1‖x0 − x?‖+
c3√
1− c21
βt + βtD + 2D,
where the equality is due to x¯k = Zty¯k = y¯k.
The main takeaway of Theorem V.3 is that the iterates
generated by the NEAR-DGDt method converge at a linear
rate to a neighborhood of the optimal solution, where the
neighborhood is defined as,
c23β
2t.
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A natural question to ask is whether there is a way to increase
the number of consensus steps at every iteration in order to
eliminate the error term. In the next theorem, we show that this
can actually be achieved, and that the NEAR-DGD+ method
with an appropriate increase in the number of consensus steps
converges at an R-Linear rate to the solution. Before we
proceed, we should mention that the results of Lemmas V.1
and V.2 extend naturally to the case with increasing number
of consensus steps.
Theorem V.5. (Bounded distance to minimum) Suppose
Assumptions III.1 & III.3 hold, and let the steplength satisfy
α ≤ min
{
1
L
, c4
}
where L = maxi Li and c4 = 2µf¯+Lf¯ . Then, starting from
xi,0 = s0 or yi,0 = s0 (1 ≤ i ≤ n), for all k = 0, 1, 2, . . .
‖x¯k+1 − x?‖2 ≤ c21‖x¯k − x?‖2 + c23β2t(k),
where
c21 = 1− αc2 + αδ − α2δc2, c2 =
2µf¯Lf¯
µf¯ + Lf¯
,
c23 = α(α+ δ
−1)D2L2, D = ‖y0 − u?‖+
ν + 4
ν
‖u?‖,
x? is the optimal solution of (III.1), u? is the optimal solution
of (V.7), ν = 2αγ, γ = mini γi, γi = µiLiµi+Li and δ > 0.
Moreover, for any strictly increasing sequence {t(k)}k, with
limk→∞ t(k) → ∞, the iterates produced by the NEAR-
DGD+ algorithm converge to x?.
Proof. The proof of Theorem V.5 is exactly the same as that of
Theorem V.3, with the difference that the constant number of
consensus steps t is replaced by a varying number of consensus
steps t(k). The convergence result follows from the fact that
lim
k→∞
β2t(k) = 0,
for any increasing sequence {t(k)} with limk→∞ t(k) → ∞,
and thus the size of the error neighborhood O(β2t(k)) shrinks
to 0.
Theorem V.6. (R-Linear convergence of the NEAR-DGD+
method) Suppose Assumptions III.1 & III.3 hold, let the
steplength satisfy
α ≤ min
{
1
L
, c4
}
where L = maxi Li and c4 = 2µf¯+Lf¯ , and let t(k) = k. Then,
starting from xi,0 = s0 or yi,0 = s0 (1 ≤ i ≤ n), the iterates
generated by the NEAR-DGD+ method (V.5)-(V.6) converge
at an R-Linear rate to the solution. Namely,
‖x¯k − x?‖ ≤ Cρk (V.17)
for all k = 0, 1, 2, ..., where
C = max
{
‖x¯0 − x?‖, 2c3√
αc2
}
, ρ = max
{
β,
√
1− αc2
4
}
,
and c1, c2, c3 and c4 are given in Theorem V.5.
Proof. We prove the result by induction. By the definitions of
C and ρ the base case k = 0 holds. Assume that the result is
true for the kth iteration, and consider the (k+ 1)th iteration.
Using the result of Theorem V.5, we have
‖x¯k+1 − x?‖2 ≤ c21‖x¯k − x?‖2 + c23β2k
≤ c21
(
Cρk
)2
+ c23β
2k
=
(
Cρk
)2 [
c21 +
c23β
2k
(Cρk)2
]
≤ (Cρk)2 [c21 + c23C2
]
≤ (Cρk)2 [1− αc2
2
+
αc2
4
]
≤ (Cρk+1)2
where the third inequality is due to the fact that ρ ≥ β, the
fourth inequality is due to the definitions of c1, relations C ≥
2c3√
αc2
and αδ − α2δc2 ≤ 0, and the last inequality is due to
the definition of ρ, where ρ ≥√1− αc24 .
Theorem V.6 illustrates that when the number of consensus
steps is increased at an appropriate rate (t(k) = k) then
the NEAR-DGD+ method converges to the solution at an R-
Linear rate. Going back to Corollary V.4, the result implies
that the local iterates xi,k generated by NEAR-DGD+ method
converge to the optimal solution, whereas the local iterates yi,k
do not.
We now investigate the work complexity of the NEAR-
DGD+ method. By work complexity we mean the total amount
of work (gradient evaluations and communication steps) re-
quired to get an -accurate solution (‖x¯k − x?‖ ≤ ).
Corollary V.7. (Work Complexity) If the conditions in Theo-
rem V.6 are satisfied, then the work complexity (total number
of gradient evaluations τg and rounds of communications τc)
to get an -accurate solution, that is ‖x¯k − x?‖ ≤ , for the
NEAR-DGD+ algorithm are given as follows,
τg = O (log (1/)) ,
τc = O
(
(log (1/))
2
)
.
Proof. Due to the result of Theorem V.6, we require
O (log(1/)) iterations to get an -accurate solution, and so the
number of gradient evalutions (τg) is O (log(1/)). Since we
require k communications at the kth iterate, the total number
of communications (τc) required
τc =
k∑
i=1
i =
(k)(k + 1)
2
= O (k2) = O ((log(1/))2) .
Similar analysis can be done to show the work complexity
required to get an -accurate solution for the local iterates.
Note, that this can only be done for the local iterates xi,k, but
not the local iterates yi,k as these iterates do not converge.
These results can then be used in our cost framework (II.1) to
obtain the final cost of the algorithm.
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B. Numerical Results for NEAR-DGD and NEAR-DGD+
In this section, we present numerical results demonstrat-
ing the performance of the NEAR-DGDt and NEAR-DGD+
methods in practice on quadratic problems and classification
problems that arise in machine learning. The aim of this
section is to demonstrate that the theoretical results can be
realized in practice. More specifically, that the NEAR-DGDt
method converges to a neighborhood of the solution and
that the NEAR-DGD+ method converges to the solution, for
objective functions that are strongly convex.
We investigated the performance of 6 different variants
of the NEAR-DGD method and compared against the DGD
method. We define the variants of the NEAR-DGD method
as NEAR-DGD (a, b, c), where a is the number of initial
gradient steps, b is the number of initial consensus steps and
c describes if/how we increase the number of communication
steps. For example, (i) NEAR-DGD (10, 1,−) is the NEAR-
DGD method with 10 gradient steps for every 1 consensus
step with fixed number of consensus and gradient steps; (ii)
NEAR-DGD+ (1, 1, k) is the NEAR-DGD+ method with 1
gradient step and 1 consensus step initially, and where the
number of consensus steps is increased at every iteration
(at the kth iteration k consensus steps are performed for
every gradient step); and (iii) NEAR-DGD+ (1, 1, 500) is the
NEAR-DGD+ method with 1 gradient step and 1 consensus
step initially, and the number of consensus steps is doubled
every 500 iterations. The last class of methods are practical
implementations of NEAR-DGD+, which we found to perform
well in the numerical studies. While the theoretical analysis in
this paper does not apply to NEAR-DGD (10,1,-), a method
with multiple gradient steps at each iteration, we include it in
our numerical studies for comparison purposes.
1) Quadratic Problems: We first investigate the perfor-
mance of the methods on quadratic functions, similar to those
described in Section IV-B,
f(x) =
1
2
n∑
i=1
xTAix+ b
T
i x
where each node i = {1, ..., n} has local information Ai ∈
Rp×p and bi ∈ Rp. For these experiments we chose a
dimension size p = 10, the number of nodes was n = 10 and
the condition number was κ = 104. We considered a 4-cyclic
graph topology (each node is connected to its 4 immediate
neighbors). The markers in the figures in this section are
placed every 500 iterations. In this regard, one can clearly see
the effect of the cost per iteration for the different methods. For
example, in the NEAR-DGD+ (1, 1, k) method (dark green
lines) of Figure 2, in terms of iterations we have markers,
whereas in terms of cost there are no markers. Of course, this
is due to the high communication cost associated with each
iteration.
Figure 2 illustrates the performance of the methods; we
again plot relative error, (‖x¯k − x?‖2/‖x?‖2) in terms of: (i)
iterations, (ii) cost (as described in Section II, with cc = cg =
1), (iii) number of gradient evaluations, and (iv) number of
communications.
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Fig. 2. Performance of DGD, NEAR-DGD (1, 1,−), NEAR-DGD
(10, 1,−), NEAR-DGD (1, 10,−), NEAR-DGD+ (1, 1, k), NEAR-DGD+
(1, 1, 500), NEAR-DGD+ (1, 1, 1000) measured in terms of relative error
(‖x¯k − x?‖2/‖x?‖2) with respect to: (i) number of iterations, (ii) cost, (iii)
number of gradient evaluations, and (iv) number of communications, on a
quadratic problem (n = 10, p = 10, κ = 104).
Figure 2 shows the convergence rates of the methods. As
predicted by the theory, it is evident that the methods that do
not increase the number of consensus steps converge only to a
neighborhood of the solution, whereas methods that increase
the number of consensus steps converge to the solution. We
note in passing that the NEAR-DGD method (black line)
converges to a better neighborhood that the DGD method (red
line); this is not predicted by the theory, and is probably an
artifact of the specific problem.
The NEAR-DGD+ method converges to the solution as
predicted by the theory. In terms of number of iterations,
the fastest method is the NEAR-DGD+ (1, 1, k) method. This
is not surprising as the amount of work per iteration in this
method is higher than that of the of NEAR-DGD+ (1, 1, 500)
and NEAR-DGD+ (1, 1, 1000) (the practical variants). When
comparing the methods in terms of the cost or the number of
communications, the practical variants of the NEAR-DGD+
method perform significantly better. The cost metric in this
case is a better indication of the performance of the method. In
Figure 2 we assumed that the cost of a gradient evaluation and
the cost of communication was the same, namely cc = cg = 1.
In Figure 3 we show the performance of the methods for dif-
ferent cost structures: (i) cc = 1, cg = 10; (ii) cc = 1, cg = 1;
(iii) (i) cc = 10, cg = 1. The cost structures where cc 6= cg
arise in applications (problems) such as those described in
Section II. For example, the cost structure cc = 1, cg = 10 can
be found in applications such as large scale machine learning
problems on a cluster of physically connected computers,
and the cost structure cc = 10, cg = 1 can be in found in
applications such as controlling a swarm of battery powered
robots.
Figure 3 shows that the performance of the methods is
highly dependent on the specific cost structure of the ap-
plication. Although in all cases the practical variants of the
NEAR-DGD+ method perform the best in terms of the cost,
the benefit of doing multiple consensus steps varies. On the
left-most figure, the benefits are very apparent, whereas on the
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Fig. 3. Performance of DGD, NEAR-DGD (1,1,-), NEAR-DGD (10,1,-
), NEAR-DGD (1,10,-), NEAR-DGD+ (1,1,k), NEAR-DGD+ (1,1,500),
NEAR-DGD+ (1,1,1000) measured in terms of relative error (‖x¯k −
x?‖2/‖x?‖2) with respect to different cost structures, on a quadratic problem
(n = 10, p = 10, κ = 104). Left: cc = 1, cg = 10; Center: cc = 1,
cg = 1; Right: cc = 10, cg = 1.
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Fig. 4. Performance of DGD, NEAR-DGD (1, 1,−), NEAR-DGD
(10, 1,−), NEAR-DGD (1, 10,−), NEAR-DGD+ (1, 1, k), NEAR-DGD+
(1, 1, 500), NEAR-DGD+ (1, 1, 1000) measured in terms of relative error
(‖x¯k − x?‖2/‖x?‖2) with respect to: (i) number of iterations, (ii) cost,
(iii) number of gradient evaluations, and (iv) number of communications,
on a binary classification logistic regression problem (mushroom. n = 10,
p = 114, ni = 812).
right-most figure, the benefits are not as apparent. That being
said, of course, it is still the case that the methods that do not
increase the number of consensus steps cannot converge to the
solution.
2) Binary Classification Logistic Regression Problems:
We now show numerical results illustrating the performance
of the NEAR-DGDt and NEAR-DGD+ methods on binary
classification logistic regression problems that arise in machine
learning. The objective function can be expressed as
f(x) =
1
n · ni
n∑
i=1
log(1 + e−(bi)
T (Aix)) +
1
n · ni ‖x‖
2
2
where A ∈ Rn·ni×p and b ∈ {−1, 1}n·ni , (n denotes the
number of nodes, ni denotes the size of the local data and p
is the dimension of the problem) and each node i = 1, ..., n
has a portion of A and b, Ai ∈ Rni×p and bi ∈ Rni . We
report results for the mushrooms dataset (n = 10, p = 114,
ni = 812) [67], where the underlying graph is 4-cyclic. Similar
results were obtained for other standard machine learning
datasets. For this experiment we set cc = 1, cg = 1.
Figure 4 illustrates the convergence rates of the 7 methods.
The results are similar to those for the quadratic problem.
Namely, the variants that increase the number of consensus
steps converge to the optimal solution whereas the other
methods only converge to a neighborhood of the solution.
Interestingly, the NEAR-DGD (1,1,-) method is able to con-
verge to a significantly better neighborhood that the base DGD
method. Moreover, for a fixed budget (cost), it appears that the
NEAR-DGD (1,1,-) method is competitive with the NEAR-
DGD+ variants. We should note that the figure plotting the
error with respect to the cost does not show the outcome
of the full experiment but rather only till the point that
the DGD method terminated. However, looking at the per-
iterations plots, the performance of the NEAR-DGD (1,1,-
) method stagnates whereas the performance of the NEAR-
DGD+ methods does not.
VI. FINAL REMARKS AND FUTURE WORK
In this paper, we propose an adaptive cost framework to
evaluate the performance of distributed optimization methods.
Given a specific application, our framework incorporates the
costs associated with both communication and computation
in order to evaluate the efficiency of distributed optimization
methods. This work is a first step towards applying the
proposed general cost framework. In particular, we study
the well-known distributed gradient descent (DGD) method
and decompose its communication and computation steps
to construct three classes of more flexible methods: DGDt,
NEAR-DGDt and NEAR-DGD+.
The flexibility for each of these methods is illustrated by
the fact that multiple consensus steps can be performed per
gradient evaluation in environments where communication is
relatively inexpensive. We show both theoretically and em-
pirically that multiple consensus steps lead to better solution
quality. We also design NEAR-DGD+, an exact first order
method, which increases the number of consensus steps as the
algorithm progresses. As such, NEAR-DGD+ with a constant
steplength converges to the optimal solution, as opposed to the
standard DGD method that only converges to a neighborhood
of the optimal solution. Additionally, we show that for strongly
convex functions, the NEAR-DGD+ method converges at a
linear rate. Finally, through numerical experiments of different
instances of these methods on quadratic and (binary classifica-
tion) logistic regression problems, we illustrate the empirical
performance of the methods and demonstrate the flexibility
offered by our framework.
We should note that the same communication-computation
decomposition approach can be applied seamlessly to many
other distributed optimization methods, and this is a direction
of future research that we wish to explore. Moreover, we
plan to include other cost aspects into this framework, such
as memory access, quantization and dynamic environments.
Lastly, the question of how to automatically adjust the number
of communication and computation steps, in an algorithmic
way, depending on the environment, is a direction that we are
currently investigating.
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