2 The Margulis property of uniform expansion of conditional measures.
We also prove versions of the above theorems in "sectors", see Theorem 6.1 and Theorem 7.3 below.
1. F ss , whose leaves are sets of the form {q : η + (q) = const};
2. F uu , whose leaves are sets of the form {q : η − (q) = const}.
In other words, for q 0 ∈ Q g , a leaf of F ss is given by α ss (q 0 ) = {q ∈ Q g : η + (q) = η + (q 0 )}, and a leaf of F uu is given by α uu (q 0 ) = {q ∈ Q g : η − (q) = η − (q 0 )}.
Note that the foliations F ss , F uu are invariant under both g t and Γ; in particular, they descend to the moduli space Q g /Γ.
We also consider the foliation F u whose leaves are defined by α u (q) = t∈R g t α uu (q) and F s whose leaves are defined by α s (q) = t∈R g t α ss (q).
Denote by p : MF → PMF the natural projection from the space of measured foliations onto the space of projective measured foliations. Now we may write α s (q 0 ) = {q ∈ Q g : p(η + (q)) = p(η + (q 0 ))}; α u (q 0 ) = {q ∈ Q g : p(η − (q)) = p(η − (q 0 ))}.
The foliations F u and F ss form a complementary pair in the sense of Margulis [12] (so do F s and F uu , but the first pair will be more convenient for us). Note that the foliations F ss , F s , F u , F uu are, respectively, the strongly stable, stable, unstable, strongly unstable foliations for the Teichmüller flow in the sense of Veech [18] and Forni [3] .
Conditional measures. The main observation, lying at the center of our construction, is the following. Each leaf α + of the foliation F uu , as well as each leaf α − of the foliation F ss carries a globally defined conditional measure µ α + , invariant under the action the mapping class group, and having, moreover, the following property:
where h = 6g − 6 is the entropy of the flow g t on Q g /Γ with respect to the smooth measure µ.
The measures µ α ± may be constructed as follows. Let ν denote the Thurston measure on MF. Note that each leaf of F s is homeomorphic to an open subset of MF via the map η − . We can thus define the conditional measure on F s to be the pullback of ν. Similarly one can define the conditional measure on F u . Now to define the measures µ α ± we must restrict the conditional measure from a leaf of F s to a leaf of F ss (and also from a leaf of F u to a leaf of F uu ). This can be done explicitly in the following way: for a subset E ⊂ MF, let Cone(E) denote the cone based at the origin and ending at E (i.e. the union of all the line segments connecting the origin and points of E). We writē
In particular, if α 1 and α 2 are two leaves of the foliation F u and U 1 ⊂ α 1 and U 2 ⊂ α 2 are chosen in such a way that η + (U 1 ) = η + (U 2 ), then we have µ α1 (U 1 ) = µ α2 (U 2 ). The equality η + (U 1 ) = η + (U 2 ) is equivalent to the statement that U 1 may be taken to U 2 by holonomy along the leaves of the strongly stable foliation F ss ; the equality µ α1 (U 1 ) = µ α2 (U 2 ) thus means that the smooth measure µ has the property of holonomy invariance with respect to the pair of foliations (F u , F ss ).
This construction allows us to apply the argument of G.A. Margulis and to compute the asymptotics for the volume of a ball of growing radius in Teichmüller space as well as the asymptotics of the number of elements in the intersection of a ball with the orbit of the mapping class group. The approach is similar to that of [2] .
The Hubbard-Masur function.
Extremal lengths. Let x be a Riemann surface. Then the extremal length of a simple closed curve γ on x is defined by
where the supremum is taken over all metrics ρ conformally equivalent to x, and ℓ γ (ρ) denotes the length of γ in the metric ρ. The extremal length can be extended continuously from the space of simple closed curves to the space of MF of measured foliations, in such a way that Ext tβ (x) = t 2 Ext β (x).
The Hubbard-Masur Theorem. The Hubbard-Masur Theorem [5] states that given any point x ∈ T g and any measured foliation β ∈ MF, there exists a unique holomorphic quadratic differential q on x such that η + (q) = β. We also have the identity Area(q) = Ext β (x).
The Hubbard-Masur function. Let q ∈ Q g and let α u (q) be the leaf of the foliation F u . By the Hubbard-Masur Theorem, the projection π induces a smooth bijection between α u (q) and T g .
The globally defined conditional measure µ α u (q) on the fiber α u (q) projects onto a measure on the Teichmüller space, absolutely continuous with respect to the smooth measure m. We may therefore consider the corresponding Radon-Nikodym derivative. Introduce a function λ + : Q g → R by the
Similarly, we define λ − : Q g → R via the formula
(In the above definitions, the Radon-Nikodym derivatives are evaluated at π(q)). For x ∈ T g , we consider the unit (co)-tangent sphere S(x) = {q ∈ Q g : π(q) = x} at the point x. The conditional measure of µ on the sphere S(x) will be denoted by s x . We set
Note that the functions λ + , λ − , Λ are Γ-invariant. We call Λ the Hubbard-Masur function.
Note that by the Hubbard-Masur theorem, η − (or η + ) defines a homeomorphism the space of all quadratic differentials at x (with arbitrary area) and the space MF. This homeomorphism restricts to a homeomorphism between S(x) and the set
where Ext β (x) is the extremal length at x of the measured foliation β. Let δ ±
x : E x → S(x) denote the inverse of η ± . 
(ii) Λ(x) =ν(η − (S(x))) =ν(η + (S(x))).
Proof. The property (i) follows from the fact that dµ = dα u dα ss , the fact that η − * (dα ss ) =ν, and the fact that if we write for q ∈ Q g , q = (x, v) where x = π(q) and v ∈ S(x) then dµ(q) = dm(x)d sx (v). The property (ii) follows from (i) after making the change of variable q → η − (q) in the definition of Λ. The property (iii) follows from the fact that the image η − (S(x)) consists exactly of E x . Finally (iv) is easily seen to be equivalent to (iii).
The following is proved in §7:
For another interpretation of Λ in terms of asymptotics of the number of multicurves, see (13) below.
Flowboxes
Recall that p : MF → PMF stands for the natural projection map. Let q 0 ∈ Q g . Let x = π(q 0 ), and recall that η
Take an arbitrary ε > 0 and setW
The set V that we have constructed will be called a flowbox. We shall sometimes write
Also, from the definition of volume,
The Hodge distance. There is a distance called the Hodge distance d H defined on Q g . On compact subsets of Q g , the Hodge distance between two points on the same leaf of F s or F u is equivalent to the Teichmüller distance between their projections. The following lemma is due to Forni [3, §2].
Lemma 4.1 Suppose q 1 and q 2 are on the same leaf of F s . Then for all t ≥ 0,
Mixing.
Let ψ be a nonnegative compactly supported continuous function on T g /Γ, which we extend to a function ψ : Q g /Γ → R by making it constant on each sphere S(x). We can consider ψ to be a Γ-periodic function on T g (or Q g ).
In the following proposition we show that the integral of ψ on over the forward image of a flowbox can be approximated by an appropriately normalized integral of the function times the Hubbard-Masur function Λ. 
where W − ⊂ MF will be chosen below. We choose W 2 , ǫ 1 and ǫ 2 so that for any choice of
Let U ⊂ T g be an open set containing the support of ψ. We assume both U and V 2 ⊃ V 1 to be small enough so that each Γ-orbit intersects each of them at most at one point. For i = 1, 2, let ϕ i : Q g → R denote the characteristic function of V i , and letφ i (q) = γ∈Γ ϕ i (γq). (Then we may think ofφ i as a function from Q g /Γ to R).
(3) Note that by the mixing property of the geodesic flow, the left-hand side of (3) converges to
Recall that for y ∈ T g , we denote by s y the conditional measure on the sphere S(y), and that m stands for the smooth measure on T g . We thus have the integration formula: for any E ⊂ Q g and any integrable G :
Fix γ ∈ Γ. It is clear that the integral on the right-hand-side of (3) can be restricted to q
The right-hand-side of (3), after applying (5), may then be rewritten as I ii . Since V 1 ⊂ V 2 , I 11 ≤ I 12 ≤ I 22 , and by (4) we have
We now evaluate I 12 explicitly. 
satisfy the following: for any sufficiently large t > 0, any γ ∈ Γ and any
Proof of claim. Suppose (8) fails. Then there exists a sequence W − j of neighborhoods of η − (q 0 ) converging to {η − (q 0 )} and sequences t j → ∞, γ j ∈ Γ, ω j and ρ j ∈ V (W + 1 , W − j , ǫ 1 ) and q j ∈ V (W + 2 , W − j , ǫ 2 ) such that if we defineω j = γ −1 j g tj ω j ,ρ j = γ −1 j g tj ρ j andq j = γ −1 j g tj q j , the following holds: The inner box denotes g t V 1 and the outer g t V 2 . The circle represents S(y) for some y ∈ π(g t V 1 ). The assertion of the claim is that the projection along the horizontal (i.e. F u ) direction of the thickened arc, representing S(y) ∩ g t V 2 , contains the projection along the horizontal direction of the smaller flowbox g t V 1 . The horizontal line is a leaf of F u and the vertical line is a leaf of F ss . The circle denotes the sphere S(π(ω j )).
•ω j ∈ U
• p(η − (ρ j )) = p(η − (q j )).
•q j ∈ S(π(ω j ))
We note thatq j (and thus q j ) is determined by π(ω j ) and p(η − (ρ j )) via the Hubbard-Masur theorem. We can define θ j ∈ V (W + 1 , W − j , ǫ 1 ) so that η − (θ j ) = η − (ρ j ) and also θ j and ω j are in the same leaf of F ss . (See Figure 2 ). Since W − j converge to a single point, we have d H (θ j , ω j ) → 0. Let θ j = γ −1 j g tj θ j . Thenθ j is on the same leaf of F u asq j , and by Lemma 4.1, d H (θ j ,ω j ) → 0. By compactness of U we can assume after passing to a subsequence thatω j → ℓ for some ℓ ∈ U . Thenθ j → ℓ. Since the map implied by the Hubbard-Masur theorem is continuous, we haveq j → ℓ. In particular, d H (q j ,θ j ) → 0. Then by Lemma 4.1 applied to g −1
Note that by the construction of
Hence, in view of the claim,
where, as in §2, Cone(X) denote the union of all line segments connecting 0 to X. Now we may perform the change of variable q → η − (q) in the inner integral for I 12 . Recalling that the map η − is injective on S(y), we get, using Proposition 3.1 (i), that the inner integral is equal to Kν(g t W − ) = Ke −htν (W − ), where e −hǫ ≤ K ≤ e hǫ . Hence since the support of ψ is contained in U ,
where e −hǫ ≤ K ≤ e hǫ . Now the proposition follows from (7), the fact that I 11 ≤ I 12 ≤ I 22 and (2). Suppose x ∈ T g , and U is a subset of S(x). Let Sect U (x) ⊂ T g denote the set t≥0 π(g t U ), i.e. the sector based at x in the direction U.
denote the annulus of inner radius R 1 and outer radius R 2 centered at x. Proof sketch. Let E ⊂ Q g denote the subset given by −ǫ<t<ǫ g t U. Note that π(g t E) = A(R − ǫ, R + ǫ, x) ∩ Sect U (x). We approximate E by a disjoint union of small flowboxes such that Proposition 5.1 applies and also so that λ − is nearly constant on each flowbox. We now apply Proposition 5.1 to each flowbox, and multiply the resulting identity by λ − . Finally we sum over the flowboxes. Now the corollary follows from Proposition 5.1 and Proposition 3.1 (i) applied to λ − . By summing over shells of different radii, we get: 
In particular, i.e. e −hR F R (x, y) converges weakly to 1 h Λ(x)Λ(y). We would like to show that the convergence is pointwise on compact sets.
Let ǫ > 0 be arbitrary. Let ψ be supported on a ball of radius ǫ around y (in the Teichmüller distance), and satisfy Tg/Γ ψ dm = 1. By the triangle inequality, In fact, the same argument using (9) instead of (10) yields the following: Theorem 6.1 Suppose x ∈ T g , and U ⊂ S(x). Then for any y ∈ T g , we have, as R → ∞,
Remark. The above theorem implies that if one identifies PMF = ∂T g with S(x) via the visual map, then the Patterson-Sullivan measure is given by λ − (q) ds x (q) (see [11] ). These results are similar in spirit to those of [6] and [7] .
Volume Asymptotics
In this section we prove Theorem 1.2. Let F R (x, y) be as in §6. Fix ǫ 0 > 0. We need the following We multiply both sides by e −hR and take the limit at R → ∞. By Theorem 7.1 and Lemma 7.2 we can apply the dominated convergence theorem to take the limit inside the integral. Now the theorem follows from Theorem 1.1.
A similar argument yields the following: Theorem 7.3 Suppose x ∈ T g , and U ⊂ S(x). Then, as R → ∞,
In the rest of this section we prove Theorem 7.1. Along the way, we prove Theorem 3.2.
Notation.
• Let S g be the set of isotopy classes of integral multicurves on a surface of genus g..
• Given x, y ∈ T g define x, y) ).
The following result [8] relates the ratios of extremal lengths to the Teichmüller distance:
Theorem 7.4 (Kerckhoff) Given x, y ∈ T g , the Teichmüller distance between x and y is given by
Ext β (y) .
Estimating extremal length. We choose a constant C g depending only on g such that for any surface y ∈ T g there exists a pants decomposition P = {α 1 , . . . , α 3g−3 } of y such that the extremal lengths of the α i are bounded from above by C g . Consider the Dehn-Thurston parametrization [4] of the set of multicurves
, where tw(β, α i ) is the twisting parameter of β around α i . See [4] for more details.
The following result is proved in [14] (see Theorem 5.1, and equation 
up to a multiplicative constant depending only on C g and g.
Remark. The definition of the twist used in equation (4.3) in [14] is different from the definition we are using here. We follow the definition used in [4] . Given a connected simple closed curve α on S g , let h α ∈ Γ denote the right Dehn twist around α. Then in terms of our notation, tw(h r α (β), α) = tw(β, α) + r · i(β, α i ).
Estimating the number of multicurves. Define E(y, L) = #|{α ∈ S g | Ext α (y) ≤ L}| Using Theorem 7.5, we obtain the following:
Theorem 7.6 There exists a constant C > 0 such that for every y ∈ T g and L > 0 we have
Moreover, for any y, as L → ∞, E(y, L) ≤ CL 6g−6 .
Sketch of the proof. In order to use the bound given by equation (11), first we fix a pants decomposition P = {α 1 , . . . , α 3g−3 } on y such that s i = Ext αi (y) ≤ C g (depending only on g). In particular, this pants decomposition should include all small closed curves on y. Let m i = i(β, α i ) and t i = tw(β, α i ). So by equation (11) , Ext β (y) ≤ L 2 implies that mi si + |t i |s i = O(L). We use the following elementary lemma:
Then for any L > 0, |A s (L)| ≤ 4 max{s, 1/s} · L 2 . For L > max{s, 1 s }, we have A s (L) ≤ 4L 2 . Now applying the preceding lemma to the s i , and using the Dehn-Thurston parametrization of multicurves, we get
Proof of Theorem 3.2. This follows from the second part of Theorem 7.6. Recall that the extremal length can be extended continuously to a map Ext : T g × MF → R + such that Ext(x, tλ) = t 2 Ext(x, λ). Also the space MF has a piecewise linear integral structure, and elements of S g are in one to one correspondence with the integral points. Hence,
where to justify the last equality use the fact that for any reasonably nice set A, as L → ∞ the number of lattice points in the dilation LA is asymptotic to the volume of LA.
On the other hand, by the second assertion in Theorem 7.6 when L is big enough E(y, L) ≤ CL 6g−6 . Therefore, Λ(y) ≤ C, where the bound does not depend on y.
Notation. Fix a compact subset K ⊂ M g . For simplicity, we will also denote π −1 (K) ⊂ T g by K. Note that for any x ∈ K there exists a pants decomposition α = {α i } such that for any
where C K only depends on K. We call such a pants decomposition a bounded pants decomposition for x ∈ K.
We can show that for the elements in the thick part of the Teichmüller space, the Dehn-Thurston coordinates of a simple closed curve are bounded by its extremal length: Lemma 7.8 Let α = {α 1 , . . . , α n } be bounded pants decomposition of x ∈ K. Then there is a constant c 1 > 0, depending only on K, such that for any simple closed curve β on S g ,
Proposition 7.9 There exists a constant C 3 depending only on K such that for every x ∈ K, y ∈ T g and R > 0 we have
Our goal is to assign to any point z = γ ·y ∈ M R (x, y) a unique integral multicurve β z ∈ E(y, e R ). This would imply that
The most natural candidate for β z is γ −1 α where α is a fixed pants decomposition of x. However this correspondence is not one to one. Therefore, we need to modify the construction.
Given z = γ · y ∈ M R (x, y), and α ∈ S g we have
So by setting L = e R , and β = γ −1 (α) we have
Given z = γ · y ∈ M R (x, y), let α(z) i = γ −1 α i ∈ S g . Then from (14) we get
Moreover, for z 1 = γ 1 y, z 2 = γ 2 y ∈ Γ · y, we have α(z 1 ) = α(z 2 ) if and only if there are r 1 , . . . r 3g−3 ∈ Z such that γ 1 = h r1 α1 · · · h r3g−3 α3g−3 · γ 2 .
Lemma 7.10 Let α = {α 1 , . . . , α 3g−3 } be a bounded pants decomposition on x ∈ K and suppose
Here C 2 is a constant which only depends on K.
Sketch of the proof. Let s i = Ext αi (y 0 ), and L = e R . The key point in the proof is Lemma 6.3 in [14] . From this lemma, for any i, there exists a multicurve β i of extremal length b 2 i = Ext βi (y 0 ) such that i(β i , α i ) ≥ cs i · b i .
Since d(x, y 0 ) ≤ R, Ext βi (x) ≤ b i · L. Also the assumption
Then we have 1. Since Ext βi (x) ≤ b i · L, Lemma 7.8 implies that the twist and intersection coordinates of the curve β i are bounded by a multiple of b i · L; in particular | tw(β i , α i )| = O(b i · L). (15), applying Lemma 7.8 for h r1 α1 · · · h r3g−3 α3g−3 (β i ) on x with respect to
Similarly, by equation
3. On the other hand, by the definition (see equation (12)) we have
We remark that for any two disjoint simple closed curves η 1 and η 2 , and m 1 , m 2 > 0, we have, by the definition of extremal length, Ext m1·η1 (x) + Ext m2·η2 (x) ≥ Ext m1·η1+m2·η2 (x).
Corollary 1 If the assumption of Lemma 7.10 holds, then for α = 3g−3 i=1 |r i | · α i we have
Therefore, α also defines a multicurve of extremal length bounded by e 2R . This completes the proof of Proposition 7.9, and thus in view of Theorem 7.6 the proof of Theorem 7.1.
