We present an approach to response around arbitrary out-ofequilibrium states in the form of a fluctuation-response inequality (FRI). We study the response of an observable to a perturbation of the underlying stochastic dynamics. We find that the magnitude of the response is bounded from above by the fluctuations of the observable in the unperturbed system and the KullbackLeibler divergence between the probability densities describing the perturbed and the unperturbed system. This establishes a connection between linear response and concepts of information theory. We show that in many physical situations, the relative entropy may be expressed in terms of physical observables. As a direct consequence of this FRI, we show that for steady-state particle transport, the differential mobility is bounded by the diffusivity. For a "virtual" perturbation proportional to the local mean velocity, we recover the thermodynamic uncertainty relation (TUR) for steady-state transport processes. Finally, we use the FRI to derive a generalization of the uncertainty relation to arbitrary dynamics, which involves higher-order cumulants of the observable. We provide an explicit example, in which the TUR is violated but its generalization is satisfied with equality.
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response | transport | entropy | nonequilibrium thermodynamics L inear response theory is one of the most universal results in physics, from electrodynamics and solid-state physics to quantum mechanics and thermodynamics (1) (2) (3) (4) (5) . It provides the link between the measured response of a physical system to a small perturbation and the properties of the unperturbed system. For a system in thermal equilibrium, this link takes the form of the fluctuation-dissipation theorem (FDT) (6, 7) , which states that the response of the system can be characterized through its equilibrium fluctuations. The fluctuations are expressed through equilibrium correlations between the observable and the change in the system's energy induced by the perturbation. The FDT has since been generalized to out-of-equilibrium situations, most notably nonequilibrium steady states (2, (8) (9) (10) (11) (12) , where the response to a small time-dependent perturbation is expressed in terms of fluctuations in the steady state.
Another result of equally universal character is the second law of thermodynamics. During any operation on the system, the total entropy of a system and its environment can never decrease. This is a consequence of the lack of information about the precise microscopic state of the system and environment (13) . This lack of information can be made explicit by introducing randomness and describing the evolution of observables as a stochastic process. In this context, the increase in entropy is due to the irreversibility of the stochastic dynamics and the change in physical entropy is expressed as the relative entropy between the probabilities of the system following the time-forward and the time-reversed evolution (14) . The relative entropy (or KullbackLeibler divergence) makes explicit the connection between information and physical entropy; the increase of the latter is a consequence of the mathematical properties of the former.
In this article, we establish a connection between the response of a physical observable and relative entropy in the form of the Kullback-Leibler divergence. Our first main result is a fluctuation-response inequality (FRI) for arbitrary stochastic dynamics. The statement of the FRI is that the response of the observable is dominated by the Kullback-Leibler divergence between the perturbed and unperturbed probability densities. In particular, if the perturbation is weak enough that it allows for a linear response treatment, we obtain our second main result, the linear-response FRI (LFRI). This states that the response of any observable is bounded in magnitude from above by the product of the fluctuations of the observable in the unperturbed state and the Kullback-Leibler divergence. As our third main result, we show that the LFRI provides a strong constraint on particle transport: The magnitude of the differential mobility is bounded from above by the diffusivity. The LFRI thus predicts a universal relation between two physical observables. Another class of such such relations, the recently derived thermodynamic uncertainty relations (15) (16) (17) (18) (19) , arises naturally from the LFRI for a specific choice of the perturbation. Using the FRI, we generalize these uncertainty relations to arbitrary dynamics, which constitute our fourth main result, and discuss how to understand them from the point of view of symmetries of the observable.
Fluctuation-Response Inequality
We consider a general physical system, described by a probability density P a (ω), where ω denotes the degrees of freedom of the system. For example, we may take ω = x to be the coordinates of a diffusing particle and P a (ω) to be the probability density of the particle's position at time t. However, we may equally well take ω = {x(t)} t∈[0,T ] to be the path traveled by the particle during the time interval [0, T ], in which case P a (ω) is a path probability density. We further specify an observable r (ω). Depending on ω, such an observable may, e.g., be a function of the particle's position or the entropy production along the path. We denote the average of r (ω) by r a = d ω r (ω)P a (ω). Since ω is a random variable, the observable r (ω) will likewise fluctuate. We can characterize the fluctuations of r (ω) by its deviations from the Significance Inequalities play a central role in physics: They allow us to state universal relations between different quantities. Starting from information-theoretic concepts, we derive an inequality for stochastic dynamics, called fluctuation-response inequality (FRI). The FRI connects the response of a physical observable to a change in the dynamics and the fluctuations of the observable in a reference dynamic. We argue that the FRI can serve as a starting point to discover many previously unknown inequalities between different physical observables. To demonstrate this point, we derive a relation between mobility and diffusion in particle transport. We further rederive the thermodynamic uncertainty relation and use the FRI to extend it to a much broader class of dynamics. 
where K a r (h) is the cumulant-generating function of the observable h. The nth cumulant κn,r of the fluctuations is obtained as the nth derivative of this function with respect to h, κ a n,r = ∂ n h K a ∆r (h)| h=0 . The first cumulant is zero, while the second cumulant is the variance ∆r 2 a . We now perturb the system, e.g., by applying an external force. The perturbation changes the probability density P b (ω) and the average of the observable to r b . We refer to a and b as the reference and perturbed systems, respectively. Provided that P a (ω) and P b (ω) have the same support (i.e., P a (ω)/P b (ω) is finite for all ω), we can write the cumulant-generating function as
Since the logarithm is a concave function, we can apply the Jensen inequality to obtain
where D b a KL denotes the Kullback-Leibler (KL) divergence (20) between the probability distributions
The KL divergence is positive and vanishes only if the probability distributions describing the perturbed and reference system are identical almost everywhere. It can be regarded as an information-theoretic measure of distance between the two probability distributions; however, it is not a distance in the strict sense, since it is not symmetric and does not satisfy the triangle inequality. Defining σ = sign( r b − r a ), we can write this inequality as
where we can take the infimum since the inequality holds for all values of h for which the cumulant-generating function is defined. In general, the optimal value h * which yields the tightest bound depends on the explicit functional form of the cumulantgenerating function. However, the infimum may be computed explicitly if the distribution of r in the reference system a is Gaussian,
In this case, only the first two cumulants are nonzero and the cumulant-generating function of the fluctuations is given by
Minimizing the right-hand side of Eq. 5 with respect to h, we obtain
and thus the inequality
This inequality provides a simple relation between the response of the observable r to the perturbation, its fluctuations in the reference system, and the information-theoretic distance between the perturbed and the reference system. Even if the distribution of r is not Gaussian, Eq. 8 still captures the correct scale of the optimal value of h. Writing h = αh * , we obtain
[10]
The structure of the right-hand side becomes clearer when writing it explicitly in terms of the cumulants,
κ a n,r ∆r 2 a n 2
.
[
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The expression in square brackets is always positive. In the Gaussian case, the higher-order terms vanish and thus the infimum is realized for α = 1, yielding Eq. 9. The interpretation of the inequality Eq. 11 is the following: The KL divergence measures the distinguishability of the probability distributions of the reference system a and the perturbed system b. Thus, it is natural to expect that the change in the expectation of any observable from a to b should be dominated by the KL divergence. The inequality Eq. 11 expresses this expectation in quantitative form. The change in the expectation of r is bounded by a power series in the KL divergence, whose coefficients are the cumulants of r in the reference system a. Thus, the inequality Eq. 11 establishes a universal relation between the response of the observable r to the perturbation and the fluctuations of r in the reference system. Eq. 11 is our first main result and the most general form of our FRI. We remark that, even when the infimum on the righthand side of Eq. 11 cannot be evaluated explicitly, we still obtain an upper bound on the response by choosing an arbitrary value of α; e.g., α = 1 corresponding to the Gaussian case.
Linear Response. While the FRI Eq. 11 is valid for arbitrary systems a and b and thus arbitrarily strong perturbations, the right-hand side involves all cumulants of the observable r in the reference system. In many cases, the high-order cumulants are difficult to evaluate either from a theoretical model or from a measurement. However, if the perturbation is weak, such that the probability density of system b differs from the one of system a only by terms of order with 1, then the KL divergence is of order 2 . We can thus neglect the higher-order terms in Eq. 11 and obtain our second main result, the LFRI
We may use the condition D b a
as an informationtheoretic definition of the linear response regime. Whenever this condition is satisfied, Eq. 12 guarantees that the change in any observable is at most of order . In the linear response regime, the response of any observable to the perturbation is thus bounded from above by the variance of the observable in the reference system times the KL divergence between the perturbed and unperturbed probability densities. We remark that Eq. 12 is exactly the same as Eq. 9. Thus the linear response result Eq. 12 remains valid beyond linear response, provided that the distribution of r in the reference system is Gaussian.
Physical Interpretation of KL Divergence. In general, the KL divergence Eq. 4 is an information-theoretic quantity and its calculation requires knowledge of the explicit distributions P a (ω) and P b (ω). However, in specific situations, the KL divergence can be expressed in terms of physical observables. One such situation is when P a (ω) and P b (ω) represent the path probabilities of continuous-time Markov processes, for example a Markov jump or diffusion process. In the former case, we consider a set of N discrete states, with jumps from state j to state i occurring at a rate W a ij (t). In terms of the rates, the probability to jump from state j to state i in the infinitesimal time interval [t, t + dt] is given by W a ij (t)dt. The probability p a i (t) to be in state i at time t then evolves according to the master equation
with prescribed initial probabilities p a i (0). We consider a parameterization of the transition rates as
where Ei is the energy of state i, Bij = Bji is an energy barrier separating the states i and j , and β = 1/(k B T ) is the inverse temperature. We further set kij = kji = 1 if a transition between two states is possible and zero otherwise; in other words, kij is the adjacency matrix of the state space. f ν (t) represent a set of generalized forces that drive the system out of equilibrium, with the coefficients A ν ij = −A ν ji determining how the force ν impacts the transition rates. For f ν ≡ 0 for all ν, the steady state of the system is the Boltzmann equilibrium p eq i ∼ e −βE i , while for f ν = 0 the system is out of equilibrium. Note that the parameterization Eq. 14, with appropriate choices for the parameters, covers all possible cases of Eq. 13 which satisfy Wij = 0 ⇔ Wji = 0. We now perturb the dynamics Eq. 13 by changing the generalized forces according to f ν (t) + φ ν (t) while keeping the initial state fixed. This yields (see SI Appendix for the explicit calculation)
where we defined
The positive-semidefinite matrix L µν measures the response of the system to a change in the generalized forces and depends only on the unperturbed dynamics. We remark that the structure of Eq. 16 is similar to the Onsager matrix of an equilibrium system; however, in the present context, the unperturbed system does not need to be in an equilibrium state. Eq. 15 shows that the KL divergence between the path probabilities is expressed in terms of the change in the generalized forces and thus can be measured or calculated explicitly.
In the second case, a diffusion process, we have a set x(t) = (x1(t), . . . , xN (t)) of continuous stochastic variables. We assume that these stochastic variables represent the coordinates of a particle system in contact with a heat bath, whose time evolution is given by the Langevin equation (21) (22) (23) 
where f(x, t) is a force, M(x, t) is the (positive definite) mobility matrix, T is the temperature of the heat bath, and the superscript T denotes transposition. The fluctuations of the latter give rise to the set of mutually independent Gaussian white noises ξi (t)ξj (s) = δij δ(t − s), where the symbol · denotes the Ito product. The force f(x, t) may contain global potential forces, interactions between the particles, and also nonconservative driving forces. As in the Markov jump case, we perturb the system by changing the force to f(x, t) + φ(x, t). Then, the KL divergence between the perturbed and the reference system is given by (SI Appendix)
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Again, the KL divergence between the path probabilities is explicitly expressed in terms of the change in the forces acting on the system, with the mobility matrix characterizing the response of the system. Both for a Markov jump process and for a diffusion process, the KL divergence between the path probabilities between the perturbed and the reference system thus can be expressed as an observable, whose average is evaluated in the reference system. This gives the LFRI Eq. 12 additional physical meaning, as it provides a universal relation between different physical observables: On the one hand, we have the observable r , its response to the perturbation, and its fluctuations. On the other hand, we have the KL divergence expressed in terms of the magnitude of the perturbing generalized forces. Since the KL divergence is evaluated for the path probabilities of the process, we may choose any observable (including observables measured at a given time, correlation functions, and stochastic currents) that depends on the path and Eq. 12 remains valid. We stress that both the reference system and the perturbation are in principle arbitrary. The reference system is not restricted to equilibrium or even steady states, but we may also consider for example time-dependent perturbations of an already time-dependent reference system. Also, while the perturbation may represent a physical force, we may also choose a more general type of perturbation, which does not represent any force realizable in practice, but for which the KL divergence has a physical interpretation. We discuss examples of both kinds of perturbation in the next sections.
Mobility and Diffusion
As a direct application of the LFRI, we consider a diffusion process of N particles in contact with a heat bath (21) (22) (23) . For simplicity, we focus on the case where the mobility matrix in Eq. 17 does not depend on the coordinates or on time. We further assume that, for long times, the system exhibits an asymptotic drift velocity v d ,
This may be realized for example for particles diffusing in a periodic potential under the influence of an external force or time-periodic driving. We now act on the system with an additional small constant force, i.e., change the force to f(x, t) + φ. In general, this will change the drift velocity toṽ d . We then define the differential mobility matrix M viã
As the observable r , we choose the projection of x on some constant vector e, r = ex. Defining the diffusivities Dij = limT →∞ ∆xi ∆xj T /(2T ) and using the definition of the differential mobility Eq. 20, we then get from the LFRI Eq. 12 for long times
Since e and φ are arbitrary, we find the bound on any component of the differential mobility tensor
This inequality is our third main result and imposes a strong constraint on particle transport: The mobility in direction i in response to a force in direction j is bounded by the diffusion coefficient in direction i times the bare mobility in direction j . For a particle in a tilted, one-dimensional periodic potential, the equivalent of Eq. 23 was derived in ref. 24 . In particular we have for the diagonal components (Mii /Mii ) 2 ≤ Dii /Dii , where Dii = k B TMii is the free-space diffusivity in the absence of any force. Thus, enhancing the mobility beyond its bare value necessarily requires enhanced diffusivity. In equilibrium, there is a one-to-one correspondence between the diffusion coefficient and the mobility in the form of the fluctuation-dissipation theorem D eq ij = k B T M eq ij . This simple relation breaks down in out-of-equilibrium situations (22) . It is, however, useful to define effective temperatures in analogy to the equilibrium case via Dii = k B T eff i Mii (25, 26) . The bound Eq. 23 then translates into a lower bound for the effective temperatures
Since we have T = T eff i in an equilibrium system, the bound Eq. 24 tells us that we must have M eq ii ≤ Mii ; i.e., enhancing the mobility beyond its free-space value is possible only in a nonequilibrium situation. For nonequilibrium systems with enhanced mobility [e.g., a periodic potential close to critical tilt (27) ], the effective temperature is always higher than the physical temperature. On the other hand, if the effective temperature is lower than the physical one (28, 29) , Eq. 24 predicts that the mobility is reduced by at least a factor T eff /T . We remark that the bound Eq. 23 applies to equilibrium systems, nonequilibrium steady states, situations where the potential varies periodically in time or fluctuates, and also to underdamped dynamics.
Transformations and Thermodynamic Inequalities
Another example in which the KL divergence Eq. 4 acquires a physical meaning is when considering a stochastic process and its time reverse. Specifically, we choose P b (ω) to be the path probability density P(ω) of a stochastic process and P a (ω) as the probability density of the time-reversed trajectory ω † under appropriate time-reversed dynamics with path probability P † (ω); see refs. 14, 30, and 31 for a more detailed discussion. In this case, the KL divergence is equal to the total entropy production,
[25]
From the FRI Eq. 11 we then immediately obtain
where the superscript † denotes that the average is taken with respect to the time-reversed path probability density P † (ω † ). Thus the change in any observable under time reversal is dominated by the entropy production and the fluctuations of the observable in the time-reversed dynamics. In particular, if the observable is odd under time reversal, such that κ † n,r = (−1) n κn,r , then the above simplifies to
where we assumed r ≥ 0 without loss of generality. We note that the first factor on the right-hand side is reminiscent of the thermodynamic uncertainty relation (TUR) (15, 16)
which holds for time-integrated currents r in the steady state of continuous-time Markovian dynamics. Eq. 27 provides a generalization of the TUR to arbitrary dynamics and observables, as long as the latter are odd under time reversal. The trade-off is that, without specifying the dynamics, we generally need to take into account higher-order cumulants of the fluctuations. From this point of view, a natural question is why the TUR Eq. 28 does not involve higher-order cumulants, even though the distribution of the current is generally non-Gaussian. The answer is that Eq. 27 arises as a consequence of how the observable changes under a discrete transformation, namely time reversal. For this discrete transformation, the KL divergence in the FRI Eq. 11 is generally not small and we cannot neglect the higher-order terms. On the other hand, as we show in the following (see the discussion below Eq. 34), Eq. 28 is the consequence of a continuous transformation, for which the KL divergence in Eq. 11 is small and we thus can use the LFRI Eq. 12.
We remark that, from Eq. 27, we can infer that the TUR always holds irrespective of the dynamics if the distribution of the observable is Gaussian. This covers, for example, linear but nonMarkovian generalized Langevin dynamics (32) . Further, while Eq. 27 involves higher powers of the entropy production, in contrast to another recently derived bound, which is exponential in the entropy production (33),
it remains useful in the long-time or large-system limit. For nonequilibrium systems with short-range interactions and finite correlation time, both the entropy production and the cumulants of a stochastic current are generally extensive in both time and system size (34) . Consequently, while the bound Eq. 29 grows exponentially in time and system size, the term in square brackets in Eq. 27 remains of order 1 in these limits. Since Eqs. 27 and 29 both require only the observable to be odd under time reversal, we anticipate Eq. 27 to be more useful when applied to macroscopic systems at finite time.
Steady-State Thermodynamic Uncertainty Relation. We now want to derive the steady-state TUR Eq. 28 from the LFRI Eq. 12. We specialize the discussion to a diffusion process Eq. 17, which we describe in terms of its probability density p a (x, t), which obeys the Fokker-Planck equation
where ∇ is the gradient with respect to x. Note that this formulation is more general than Eq. 17, which is recovered for appropriate choices of the drift vector a = Mf + k B T ∇ T M and diffusion matrix B = Mk B T . For general diffusion dynamics of the type Eq. 30, the total entropy production in the system and its environment is given by (30)
where j a,irr is the irreversible probability current, corresponding to forces that are odd under time reversal. We now modify the drift vector to a(x, t) + α(x, t) with
This perturbation does not generally correspond to any physically realizable force; we thus refer to it as a "virtual" perturbation. For this choice, it is obvious that the KL divergence Eq. 18 corresponds to the entropy production Eq. 31. In the case of steady-state dynamics that are even under time reversal, j a = j a,irr , the effect of the perturbation Eq. 32 is simply a rescaling of the steady-state probability currents,
. Choosing a time-integrated generalized current as the observable (35), whose average is given by
with some vector-valued function χ, we then have r b = (1 + ) r a and thus obtain from the LFRI Eq. 12
where we suppressed the explicit reference to the dynamics a. This is precisely the finite-time uncertainty relation Eq. 28 proposed in ref. 17 and proved in refs. 18 and 19, for jump and diffusion processes, respectively. Surprisingly, comparing the dynamics of the reference system a to the dynamics of a system b with an appropriate virtual perturbation can reveal properties of the reference system itself, in this case that it obeys the thermodynamic uncertainty relation. In contrast to Eq. 27, which follows from the FRI by considering the discrete time-reversal transformation, the rescaling of the irreversible currents Eq. 32 leading to the TUR Eq. 28 is a continuous transformation involving the small parameter . In both cases, the KL divergence is proportional to the entropy production and current observables transform in a simple manner: They change sign under time reversal and acquire a constant factor under a rescaling of the currents. Because of this, we can use the FRI to obtain a bound on the current using either transformation, resulting in Eqs. 27 and 28, respectively.
In the overdamped case, both the drift vector a and the diffusion matrix B in Eq. 30 are proportional to the coupling of the system to the heat bath, i.e., the mobility matrix M. Consequently, rescaling the probability currents is equivalent to rescaling M → M(1 + ), which yields the TUR from the LFRI. Further, since the right-hand side of Eq. 28 is proportional to M, so is any timescale in the system. Thus, the coupling to the heat bath determines both the magnitude of the currents and the overall timescale of the dynamics. In more general settings (e.g., underdamped or explicitly time dependent), while rescaling M still yields the entropy production as the KL divergence, the currents no longer transform in a simple manner due to additional timescales in the dynamics. In these cases, the TUR can be violated and needs to be generalized (36, 37) .
Demonstration: Markov Chain Model. One important class of dynamics, which in general does not satisfy the TUR Eq. 28 even in the long-time limit, is a discrete-time Markov chain. Similar to Eq. 13, we consider a set of N states; however, the transitions between the states do not follow a rate process, but instead occur at discrete times t = 1, . . . , M . Consequently, the transition rates Wij are replaced by transition probabilities Qij from state j to state i,
where p t i is the probability to be in state i at step t, and the transition probabilities satisfy the normalization condition i Qij = 1. As a concrete example, we consider a discrete-time random walk on a ring of N sites. The random walker jumps with probabilities qp and q(1 − p) from site i to i + 1 and from i to i − 1, respectively, where p, q ∈ [0, 1]. The probability to remain at site i is 1 − q. The transition probabilities are then given by
where we identify N + 1 ↔ 1 and 0 ↔ N . This model has also been investigated for N = 3 in ref. 38 . We assume that the initial occupation probabilities are p 0 i = 1/N , which is the steady state of Eq. 35. We define the observable r such that it increases by 1/N whenever the walker jumps from i to i + 1 and decreases by 1/N upon a jump from i to i − 1. Thus, r counts the number of times the walker has gone around the ring in the positive direction. For this observable, it is easy to see that it is odd under time reversal. We further compute the cumulant-generating function explicitly,
where M is the number of steps. In this case, the linear scaling of the cumulant-generating function with the number of steps is explicit. Using these results, it is straightforward to obtain
We further have for the entropy production
In Fig. 1 , we plot the ratio 2 r 2 /( ∆r 2 ∆S ) as a function of the bias p for various jump probabilities q. For a system satisfying the TUR Eq. 28, this ratio is bounded by 1 (dotted line). It can be seen that, while for small jump probability the TUR is satisfied, the dynamics can violate the TUR for q > 1/3. This hints at the reason why the TUR holds for continuous-time dynamics but can be violated for a discrete-time one: In the continuous-time case, the probability to observe no transition at all (i.e., the staying probability) is close to 1 for short times. By contrast, the staying probability (in the present example 1 − q) for a single step can be significantly less than 1 in the discrete-time case. This prevents us from finding an infinitesimal transformation, which rescales the current and whose KL divergence is equal to the entropy production. While the TUR can thus be violated for discrete-time dynamics, the bound Eq. 27, which makes no assumptions on the nature of the dynamics, holds.
In this specific case, we actually obtain equality in Eq. 27, showing that the bound is tight. To understand this, we note that we have from Eqs. 3 and 25
and attaining equality is equivalent to equality in Eq. 27. In the present case, the ratio between the path probabilities can simply be written as
where δt+ (δt−) is 1 if a jump from i to i + 1 (i to i − 1) occurs in the step t − 1 → t and zero otherwise. The last term vanishes in the steady state, and the first term is just equal to N ln(p/(1 − p))r (ω), where r (ω) is the cycle-counting observable defined above. Thus, the observable r is up to a constant factor equal to the logarithmic ratio of the forward and the reverse path probability. In other words, the observable r contains all of the information about the irreversibility of the dynamics. For the choice h = N ln(p/(1 − p)), we have equality in Eq. 40 with our observable r and the corresponding choice of α leads to equality in Eq. 27.
Application of the FRI to Experiments
Finally, we remark on some potential applications of the FRI in concrete experimental situations. The most straightforward application comes from Eq. 23: For out-of-equilibrium particle systems with interactions and/or in a potential landscape, their mobility matrix M generally depends in a complicated manner on both the properties of the environment and the details of the forces acting on the particles; the same is true for the diffusivity matrix D, and both quantities can show a wide range of behaviors (27, (40) (41) (42) (43) (44) . One is thus presented with the challenge of relating the bare mobility matrix M and forces f entering the theoretical description Eq. 17 on the one hand and the experimentally accessible quantities M and D on the other hand. Establishing this relation is a formidable task, in particular for higher-dimensional situations (45) (46) (47) (48) (49) . Nevertheless, Eq. 23 implies a universal inequality relation between M, D, and M. This can be exploited to constrain the model parameters by experimentally accessible quantities,
Thus, measuring the mobility M and diffusion matrix D by observing the response and diffusion of the particles, we can immediately give a lower bound on the diagonal elements of the bare mobility matrix M, without the need for constructing and solving an explicit model. Models based on the master equation Eq. 13 have been employed to great lengths in the description of biological molecular motors (50) (51) (52) (53) . In this case, the generalized force driving the motion of the motor is the chemical free energy of reactants consumed by the motor molecule. By adjusting the concentration of reactants in the environment of the motor, the free energy can be changed. Since the generalized forces enter the FRI via Eq. 15, the resulting change in the motor's motion and its fluctuations may be used to estimate the response coefficient L and thus the microscopic transition rates in the motor. In this way, the FRI provides a relation between a measurable quantity (the motion of a molecular motor) and microscopic parameters of the model, which are generally not directly accessible in experiments.
Moreover, while many biological systems, including molecular motors (50) (51) (52) (53) and sensing (54, 55) , are described in terms of continuous-time models like Eq. 13 or Eq. 17, they are necessarily measured at discrete times. Because these systems involve fast chemical processes, the time step in the measurement cannot always be guaranteed to be short compared to their intrinsic timescales. In particular, as the length of the time step increases, many transitions may occur between any two data points and we need to describe the system in terms of the discrete-time Markov chain approach outlined above to obtain a valid lower bound on the entropy production; see Eq. 11.
Discussion
Information-theoretic concepts have mostly been employed in thermodynamics to account for Maxwell's demon and feedback (56) (57) (58) (59) . The LFRI Eq. 12 establishes a universal relation between the linear response of an observable, its fluctuations, and the KL divergence for arbitrary nonequilibrium states, evidencing that also the classical topic of linear response can be understood in terms of information. The KL divergence characterizes the information about the perturbation contained in the respective probability densities. This bounds the amount of information contained in any observable and thus puts a limit on the magnitude of the response.
The mathematical basis of the FRI is the bound Eq. 4. Similar bounds have previously been used in the context of large deviation theory (60, 61) , where the goal is to find an optimal tilted process P b that turns the bound into an equality. The present discussion shows that the bound remains useful when replacing the tilted process by a physical, perturbed process, yielding relations between physical observables.
The motivation of response theory is to infer the properties of a physical system by observing its response to perturbations. The FRI provides an intriguing way of applying this principle to obtain universal relations between observables. Instead of measuring the effect of a specific perturbation on the system, we tailor the perturbation such that the KL divergence can be expressed as a physical observable. For such a virtual perturbation, the FRI then yields an inequality between physical observables. In this article, we outlined two such applications of the FRI: a relation between mobility and diffusivity in particle transport and the rederivation of the thermodynamic uncertainty relation and its extension to arbitrary dynamics. Since the FRI holds for a wide range of dynamics, observables, and perturbations, we anticipate that it can serve as a starting point for the derivation of many more relations between physical quantities.
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