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Supplementary Figure S1
a 0 5 10 15 20 0.00 0.02 0.04 0.06 0.08 0.10 Figure S1 . The gamma distribution approximates the empirical null distribution of subnetwork heterogeneity χ 2 D better than the chi-square distribution. Two pairs of 9-node subnetworks were generated and data at the noise level of 0.3 were collected. Subnetworks in each pair are identical but have different levels of interaction dependency. (a) Interactions within each subnetwork are independent. The empirical null distribution (dotted line) is approximated well by both the gamma (solid line) and chi-square (dashed line) distributions. (b) The gamma approximation is considerably closer to the empirical null distribution than the chi-square approximation when interactions in the subnetworks are strongly dependent. Recall PrecisionChiNet: AUPR=0.955 GSCA: AUPR=0.310 GSNCA: AUPR=0.336 Recall PrecisionChiNet: AUPR=0.975 GSCA: AUPR=0.307 GSNCA: AUPR=0.327 Figure S8 . Deletion of transcription factor genes central in the rewired gene network resulted in loss of tolerance to toxic compounds furfural and HMF. For six transcription factor genes including YAP1, RPN4, MSN4, ROX1, SFP1, and CIN5 involved in the rewired gene network predicted by ChiNet, we tested their single-gene deletion mutation strains of Saccharomyces cerevisiae with a wild type parental yeast strain BY4742 as a control on a synthetic complete medium. Cells were incubated at 30 • C with agitation of 250 rpm. Cell growth response was measured at 0, 24h, 48h, and 72h by the mean OD600 values observed in duplicated experiments. (A) In the absence of any toxic compounds, cell grew normally in all mutant strains and comparably with the control. (B) In the presence of toxic chemical challenges at 10 mM each of furfural and HMF, cell growth was almost completely inhibited in five mutant strains when compared with the control. Supplementary Figure S9 . The histogram of estimated noise levels of 6004 quantized transcripts from the yeast microarray data. For noise estimation, we counted the most popular discrete value among replicates under the same condition for each gene; then obtained the noise level by maximum likelihood estimation on replicates. The average estimated noise level is 0.197.
Subnetwork heterogeneity distribution
Supplementary Figure S9
The null hypothesis for subnetwork rewiring states that no active interactions exist in the subnetworks. When nodes in a subnetwork are dependent, chi-square approximation of the null distributions can be inaccurate. We thus introduce the gamma distribution to offer more flexibility to approximate a null distribution. We use a bootstrap strategy by resampling to estimate the mean and variance of the null population. Resampling must maintain node dependencies but destroy active interactions. Thus, we randomly sample snapshots of an entire subnetwork, i.e., shuffling across condition, trajectory, and time of the sample data, but not the nodes.
With each bootstrap copy of data, we compute the null statistics. By resample many times, we estimate the mean and variance of a null distribution. Then we fit a gamma distribution with the same mean and variance to approximate the null distribution. The gamma distribution family Γ(k, θ) of shape parameter k and scale parameter θ is defined by the probability density function
where the gamma function Γ(k) is defined by
The chi-square distribution χ 2 ν is a special case of the gamma distribution Γ(k = ν/2, θ = 2) with one parameter ν, the degrees of freedom, equal to the mean or half of the variance. We estimate the meanμ and varianceσ 2 of the chi-square sum by bootstrapping. Then we estimate the shape and scale parameters byk =μ 2 /σ 2 ,θ =σ 2 /μ. Using the gamma distribution Γ(k,θ), we compute the statistical significance of the sum. When the shape parameter k is large, the gamma distribution converges to a normal distribution with mean kθ and variance kθ 2 by the central limit theorem. When large k arises for example in a large subnetwork, we compute the normalized versions of the subnetwork chi-square statistics
wherek D andθ D are the estimated shape and scale parameters for subnetwork heterogeneity chi-square χ 2 D ,k C andθ C for subnetwork homogeneity chi-square χ 2 C , andk T andθ T for subnetwork total activity chi-square χ 2 T . Beyond this increased accuracy in approximating the null distribution, the bootstrap method does not require individual interaction statistics be chi-squared, making it more generally applicable especially when the sample size is small. This approach is a semi-parametric approach and is expected to have smaller variance in the estimated distribution than a non-parametric permutation test. The bootstrap gamma approximation algorithm is given as Supplementary Algorithm S1. ChiNet-Gamma-Bootstrap.
When the Markovian order is zero and no temporal information is used, additional resampling strategy is needed to destroy active interactions. We artificially resample one more time point for each trajectory and append it to the end of the trajectory. Then we use Markovian order of 1 instead of 0 to run ChiNet on the resampled data. This satisfies the requirement for the null hypothesis.
Supplementary Algorithm S1. ChiNet-Gamma-Bootstrap
Input:
(a) Observed trajectories or perturbed steady-state data (b) Subnetwork topology (optional) Output: p-values of subnetwork statistics using gamma approximation 1. Infer subnetwork topologies for each condition from observed data, if topologies are not given Note: ChiNet can adapt to different topologies under each condition, as subgraphs of a given supergraph topology. This step should use a network inference method most relevant to input data.
Perform
ChiNet on observed data to calculate observed subnetwork statistics χ 2 D,obs , χ 2 C,obs , and χ 2 T,obs using a subnetwork topology from either input or Step 1 3. Resample the original data by shuffling across condition, trajectory, and time of the data but not nodes 4. Perform ChiNet on resampled data to calculate null subnetwork statistics χ 2 D , χ 2 C , and χ 2 T using a subnetwork topology from either input or Step 1
Repeat
Step 3-4 many times to estimate the means and variances of χ 2 D , χ 2 C , and χ 2 T 6. Estimate shape and scale parameters of the sampling gamma distributions from the resampled means and variances for χ 2 D , χ 2 C , and χ 2 T 7. Calculate three p-values p D , p C , and p T for the originally observed χ 2 D,obs , χ 2 C,obs , and χ 2 T,obs using the gamma distributions with the respectively estimated parameters 8. Return p D , p C , and p T
Supplementary Algorithm S2. Backtrack-Rewired-Subnetworks
The following algorithm identifies a collection of rewired upstream transcription subnetworks to a given list of downstream metabolic pathways. Each subnetwork includes shortest paths linking an upstream rewired interaction to each differentially expressed enzyme-coding gene in a given downstream metabolic pathway. (c) Apply ChiNet on dP(M) across the two strains to obtain heterogeneity, homogeneity, and total strength of subnetwork dP(M) and the corresponding p-values.
Supplementary
3. Return a rewired upstream transcription network {dP(M)} by joining all subnetworks associated with each metabolic pathway
In applying the above algorithm to comparative subnetwork analysis of the Y-50049 gene expression data, we used the following parameters: maximum number of parents 1 and Markovian order 0. We assumed a pair of rewired interactions to be of different strength among the same TF and target gene.
1 Supplementary Note S1. The house noise model Let Q denote the quantization level of a given discrete variable Y . Let Y ′ be a random discrete variable of Q levels representing the noisy version of Y . Let y and y ′ represent values for Y and Y ′ , respectively. We define the house noise model as a conditional probability function of Y ′ given Y and noise level θ ∈ [0, 1] by
In this noise model, the probability of y becoming y + ∆ decreases, or is constant, as the absolute value of ∆ increases. It can be proved that the conditional probability function is nonnegative and adds up to 1 over
is an impulse function implying no noise; at θ = 1, it is a uniform distribution implying the maximum possible noise. Evidently, a high noise level destroys association of Y with other variables. Supplementary Fig. S10 illustrates the house noise model and why we call it so. Supplementary Figure S10 . The house noise model. Random variable Y has 3 discrete levels and is observed at a noise level of θ = 0.5. The vertical axis is the conditional probability that a true value Y = y is perturbed to another value y ′ , plotted as the horizontal axis. The lines linking the probability values resemble a house with a peaked or flat roof.
Supplementary Note S2. Performance evaluation of ChiNet on in silico transcription-metabolic networks in yeast
We evaluated the performance of ChiNet in reference to GSCA and GSNCA, two differential-correlation based subnetwork rewiring methods, on simulated yeast transcription-metabolic networks. We obtained enzyme genes on each of the 60 yeast metabolic pathways in KEGG Pathway (Kanehisa et al., 2012) . Then we extracted 60 transcription-metabolic subnetworks from the topology of the known yeast transcription network to all enzymes on each metabolic pathway. Next we artificially created 60 pairs of rewired dynamic subnetworks by assigning random but different generalized logical rules to each node pair in each pair of subnetworks with the same topology. We created another 60 pairs of conserved subnetworks by assigning randomly generalized and identical logical rules to each node pair in each pair of subnetworks. These 120 pairs of subnetworks constitute the ground truth for performance evaluation. By simulation on these dynamic models, we generated 15 trajectories of 5 time points and added noise at various levels using the house noise model defined in Supplementary Eq. (S4) . The sample size design is consistent with the Y-50049 yeast gene expression data set. Each of the 120 trajectory file pairs constitutes input to one run of subnetwork rewiring detection by ChiNet, GSCA, and GSNCA. The output includes test statistics representing subnetwork rewiring strength and are thresholded across all possible values to plot receiver operating characteristic (ROC) curves with respect to the ground truth.
Extracting upstream transcription subnetworks for each metabolic pathway
For each of the 60 yeast metabolic pathways in KEGG Pathway (Kanehisa et al., 2012) , we find upstream TF-gene interactions regulating every enzyme on the pathway from YEASTRACT (Teixeira et al., 2014) . For each TF directly regulating enzymes, we also find its own regulatory TFs. The output is an upstream transcription subnetwork for each downstream metabolic pathway.
Integrating subnetworks into rewired and conserved generalized logical networks
We integrate all the 60 subnetworks into a single network topology. Then we attach various generalized logical rules to form rewired and conserved generalized logical networks (GLNs). We first build a pair of rewired GLNs. Each node in the GLN is assigned a random (and hence rewired) transition table based on parents of that node. Here the number of quantization levels of all nodes are set to 3, to be consistent with the Y-50049 gene expression data set. Then we can use a same GLN to form a pair of conserved GLNs.
Simulating trajectory collection files from generalized logical networks
To simulate data from conserved subnetworks, we generate a pair of trajectory collection files (TCFs) containing 15 trajectories of 5 time points each, using the pair of conserved GLNs above but with random initial states. Therefore, the trajectories from two conserved GLNs may appear different. To simulate data from rewired subnetworks, we also generate a pair of TCFs, each containing 15 trajectories of 5 time points, simulated from the rewired GLNs above. Using the house noise model defined in Supplementary Eq. (S4) , we add noise to the trajectories at 17 unequally spaced levels: 0, 0.1, 0.2, 0.25, 0.3, and starting from 0.3, at an increment of 0.125 until 0.45. At noise levels higher than 0.45, all methods are tantamount to random guessing.
Comparative subnetwork analysis using ChiNet, the GSCA cohort, and GSNCA ChiNet, the GSCA cohort, and GSNCA were identically set up as described in 3. At each noise level, for each pair of TCFs, we run each method 60 times, one for each of the 60 subnetworks. Since there are two pairs of TCFs, one from the rewired and another from the conserved pair of GLNs, we generate 120 subnetwork statistics after running each method at a given noise level. For ChiNet (with a maximum of 1 parent for each node), the subnetwork rewiring statistic is network heterogeneity p-value p D ; for the GSCA cohort, the statistic is the dispersion index (DI); and for GSNCA, the statistic is w GS N C A . For each method, we obtain a sequence of true positives and false positives by thresholding the statistics, which allow us to plot the ROC curves and calculate AUROC for performance evaluation. The results are discussed in the main text.
Supplementary Note S3. Benchmarking ChiNet by subnetwork characteristics over alternative methods
We benchmarked ChiNet, GSCA, and GSNCA under 459 simulation settings associated with four network characteristics: noise level, sample size, complexity of dynamics (number of quantization levels), and subnetwork sparsity (number of parents, or in-degree, per child node). At each setting, we generated 200 pairs of trajectory collection files (TCFs) from the ground truth: 100 from 100 pairs of truly conserved GLNs (true null) and 100 from 100 pairs of truly rewired GLNs (true alternative). The 200 pairs of TCFs give rise to 200 statistics for each method under each setting. By comparing each statistic with a given threshold, each method declares whether a pair of subnetworks is rewired (positive) or conserved (negative). Together with the ground truth, we determine if a decision is true positive, false positive, true negative, or false negative. Accumulating the types of decision over a range of thresholds, we produce ROC curves and areas under ROC curve (AUROC) for each of the four methods ChiNet, GSCA and its two variants, and GSNCA. Both GSCA and GSNCA are differential-correlation-based comparative network analysis approaches applicable to subnetwork rewiring analysis. They examine differential gene interactions, as measured by the sum of absolute differences in pair-wise linear correlation coefficients. The difference between the two approaches are that GSNCA weighs the differential correlation of hub genes more heavily than GSCA. ChiNet in contrast, employing network topology and measuring changes in gene interactions, is designed to overcome the limitations of these other approaches.
Random generation of paired subnetwork models as groundtruth
We randomly generated synchronous and deterministic generalized logical networks (GLNs). A GLN represents a discrete-value and discrete-time dynamical system and defines the transition of each node by a discrete function, which we call generalized truth table. We synthesized GLNs as abstraction of various biological subnetworks. A pair of GLNs across two conditions shares the same set of nodes but can differ in other aspects. A synthesized GLN contains 10 nodes of 3, 4, or 5 quantization levels. Each child node can have 1 to 3 parents in its generalized truth table without fictitious parent nodes. All quantization levels of each child must be used in its generalized truth table to circumvent pathological dynamics. The value of each child node at time point t is determined by the values of its parent nodes at t − 1 known as a Markovian order of 1. We randomly generated 100 pairs of conserved GLNs, each pair sharing a same GLN model but with two separately generated random initial states. Then we randomly generated another 100 pairs of rewired GLNs with the same topology but distinct generalized truth tables and random initial states.
Noisy trajectory simulation
Trajectory collection files (TCFs) were simulated using the GLN model for each subnetwork. Each TCF contains a number of trajectories. We simulated TCFs in three different sample sizes: 5 trajectories of 5 time points each (5*5), 7 trajectories of 7 time points each (7*7), and 10 trajectories of 10 time points each (10*10). Then we applied noise to each TCF using a house noise model we developed for ordered discrete random variables. We control the severity of noise by a parameter 0 ≤ θ ≤ 1. We used 17 unequally spaced noise levels: 0, 0.1, 0.2, 0.25, 0.3, and starting from 0.3, in increment of 0.125 until 0.45. At noise levels higher than 0.45, all methods are tantamount to random guessing in most simulation settings.
Settings and configurations for subnetwork rewiring analysis
Each of 459 simulation settings is associated with the following parameters: noise level, sample size, number of quantization levels for each variable, and number of parents per child node. At each setting, we generated 200 pairs of trajectory collection files from the groundtruth: 100 pairs from the 100 pairs of truly conserved GLNs (true null) and 100 pairs from 100 pairs of truly rewired GLNs (true alternative). Each pair of TCFs is input to each method for one run. Thus for each setting, we collect 200 statistics for each method. By comparing each statistic with a given threshold, each method declares whether a pair of subnetworks is rewired (positive) or conserved (negative). With the groundtruth, we determine if a decision is true positive, false positive, true negative, or false negative. Counting the types of decision over a range of thresholds, we produce ROC curves and AUC for three types of methods -ChiNet, the GSCA cohort, and GSNCA.
The setups of ChiNet and GSCA are as follows:
Setup of ChiNet: Input to one run of ChiNet includes a pair of TCFs and the topology of the GLNs that generated the TCFs. The output statistic of ChiNet is a network heterogeneity p-value p D . During each run, active parents for each child are selected under each condition based on the statistical significance of the chi-square statistic (Song et al., 2009) . A child node is allowed to have from no parent to the maximum number of parents equal to the number of parents of the child given on the input subnetwork topology. We set ChiNet to search for parents using a Markovian order of 1. When p D is less than a threshold, the two subnetworks are considered rewired.
Setup of the GSCA cohort:
We consider the original GSCA and its two variants GSCA-order1 and GSCA-Spearman. The two variants extend GSCA to use similar input with ChiNet and for a fair comparison. They are set up as follows:
• Original GSCA (Choi and Kendziorski, 2009 ). Input to one run of GSCA is a pair of TCFs. The output statistic is a dispersion index (DI), ranging from 0 to 1, a normalized sum of absolute differential correlation among all pairs of nodes regardless of existence of edges. The function singleDC.R from R package GSCA_1.1.11 computes DI. DI is equivalent to its p-value for ROC plotting, but avoids time consuming permutation tests. When 1 − DI is no greater than a threshold, the two subnetworks are considered rewired.
• GSCA-order1 is modified from the original GSCA to compute DI using the correlation coefficient between two variables with a time delay of 1 (Markovian order 1).
• GSCA-Spearman is modified from GSCA-order1, with an additional input of subnetwork topology. It only computes correlation between nodes of an edge on the subnetwork. To account for nonlinear interactions, it further uses the Spearman's correlation coefficient instead of the default GSCA Pearson's linear correlation coefficient.
Setup of GSNCA:
GSNCA is a recent differential-correlation based method for network analysis (Rahmatallah et al., 2014) . It uses the same input as GSCA but further weighs the difference in correlation between gene pairs. The method is implemented as function GSNCAtest in R package GSAR downloadable from Comprehensive R Archive Network (CRAN). We used GSAR version 1.0.0 and Pearson's correlation coefficients. A non-negative statistic w GS N C A and its p-value were computed for each pair of subnetworks. The larger the value of w GS N C A , the more subnetwork rewiring is implied.
1This package is not to be confused with the Gene Set Context Analysis package in Bioconductor which happens to have the same acronym. Instead the GSCA R package we used was downloaded from the web site maintained by the authors of (Choi and Kendziorski, 2009) at https://www.biostat.wisc.edu/~kendzior/GSCA/
Supplementary Note S4. Benchmarking ChiNet by rewired transcription subnetworks between C. albicans and S. cerevisiae
We evaluated ChiNet, GSCA, and GSNCA to identify specifically rewired subnetworks among mitochondria ribosome protein (MRP), cytoplasmic ribosome protein (RP), rRNA genes and their TFs in two yeast species fungus pathogen C. albicans and S. cerevisiae. We used known TF-gene interactions to construct ground-truth transcription subnetworks that are classified as either rewired or not rewired. Previous transcription network rewiring studies have successfully identified functional gene clusters with evolutionarily deleted regulatory elements (Ihmels et al., 2005a,b) . But specific transcription factor (TF)-gene rewiring in a subnetwork remains elusive. After studying heterogeneity in TF-gene interactions in subnetworks by ChiNet, we found both rewired and conserved transcription subnetworks between two yeast species. It also confirms that a lost regulatory element previously reported indeed elicits changed interaction patterns between mitochondria ribosome protein genes and their TFs in S. cerevisiae. The demonstrated effectiveness of ChiNet is even stronger than in silico simulation studies using yeast-like transcription networks. These findings suggest that one can prioritize subnetworks for potential genetic network rewiring by examining heterogeneous gene interaction patterns in a subnetwork.
Rewired and not-rewired genes between C. albicans and S. cerevisiae
Barkai and colleagues (Ihmels et al., 2005b) analyzed 600 base pairs upstream of each open reading frame for conserved and divergent sequence motifs in genes exhibiting consistent differential correlation in a microarray gene expression compendium of the two yeasts. The microarray gene expression compendium includes 1011 S. cerevisiae and 198 C. albicans microarray samples compiled by (Ihmels et al., 2005b) . The data set was normalized and log transformed using methods described in (Ihmels et al., 2002) . They identified diverged sequence motifs in the upstream of MRP genes between the two species. Specifically, the AATTTT sequence motif is over-represented in 39 MRP genes of C. albicans and was demonstrated to be a cis-regulatory element of MRP genes in C. albicans (Ihmels et al., 2005b) . On the other hand, no over-represented AATTTT motifs were identified with 72 MRP genes in the S. cerevisiae genome. Among these MRP genes, 23 are orthologs between the two species and constitute the rewired gene group in our study. Their expression patterns in the microarray samples are shown in Supplementary Fig. S11 and they are overall under-expressed in C. albicans relative to S. cerevisiae.
They also highlighted sequence motifs conserved between the two species. The PAC (GATGAG) sequence was associated with rRNA processing genes in both species. S. cerevisiae and C. albicans genomes carry 61 and 50 rRNA processing genes, respectively. The AATTTT motif is also over-represented in rRNA processing genes and RP gene (175 in S. cerevisiae and 90 in C. albicans). Among these genes, 100 are orthologous between the two species and are used in our study as the not-rewired gene group. Supplementary Fig. S12 compares the heat maps of the expression of these genes between the two yeasts, and in contrary to the rewired genes, they are over-expressed in C. albicans versus S. cerevisiae. Details of all genes in each aforementioned group are available in the supplemental file suppTable2.txt accompanying (Ihmels et al., 2005b) .
Meanwhile, we also selected all 162 known transcription factors of both the 23 rewired and 100 notrewired genes in S. cerevisiae from YEASTRACT (Teixeira et al., 2014) . The expression patterns of these transcription factors are shown in Supplementary Fig. S13 . They do not exhibit obvious under-or over-expression between the two yeasts.
The overall differential gene expression in terms of t-test statistics of not-rewired, rewired, TFs, and all gene groups are shown in Supplementary Fig. S14 . Expression of the rewired genes in S. cerevisiae microarray samples is shown in the left block and expression of the rewired genes in C. albicans microarray samples is shown in the right block. The expression of these transcripts is on average under-expressed in C. albicans as indicated by the expression pattern and also the histograms in the keys for the two yeasts.
Setup of the three comparative subnetwork analysis methods
On the C. albicans and S. cerevisiae gene expression compendium, we evaluate ChiNet, GSCA, and GSNCA for their performance on distinguishing the 30 conserved and 30 rewired subnetworks at five subnetwork rewiring heterogeneity. The full network contains 285 genes and 3693 directed edges from TFs to genes. Then we constructed subnetworks containing a mixture of rewired and not-rewired genes with their TFs. A subnetwork is considered rewired if it contains at least one rewired gene and its TFs; otherwise it is conserved or, equivalently, not rewired. To represent the null population of conserved subnetworks, we first created 30 conserved subnetworks. Each of these subnetworks includes randomly sampled 20 genes from the 100 not-rewired gene group and also their TFs. To represent the alternative population of rewired subnetworks, we also created five groups of subnetworks with 1/19, 5/15, 10/10, 15/5, and 20/0 rewired/not-rewired genes. We define their corresponding subnetwork rewiring heterogeneity as 5%, 25%, 50%, 75%, and 100%, respectively. Each group contains 30 random draws of subnetworks at a fixed subnetwork rewiring heterogeneity. This gives a total of 150 rewired subnetworks. Then we set up the three methods as follows to run on the same data from the subnetworks:
Setup of ChiNet:
For each gene, we discretized its continuous expression values from both C. albicans and S. cerevisiae to from 2 to 7 quantization levels. The actual number of quantization level is determined using R package mclust (Fraley et al., 2012) , which chooses the number of clusters by Bayesian information criterion with a Gaussian mixture model. In application of ChiNet, we allowed a subnetwork to have a different topology in each of the two yeast species from a super-topology that contains known TF-gene regulations from YEASTRACT. A maximum of two active TFs are allowed for each gene in each species. The normalized subnetwork heterogeneity chi-square χ 2 * D was used for performance evaluation, so that subnetworks with different degrees of freedom can be compared and p-value rounding errors can be avoided.
Setup of GSCA:
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Supplementary Figure S12. The expression of 100 genes not rewired between S. cerevisiae and  C. albicans. The green color represents decreased expression and the red color for increased expression. Expression of these genes in S. cerevisiae microarray samples are shown in the left block and expression of these genes in C. albicans microarray samples are shown in the right block. The expression of these transcripts is on average over-expressed in C. albicans relative to S. cerevisiae.
of its known TFs. The dispersion index was used for performance evaluation. Here we used only the original implementation using Pearson correlation coefficient, because the other two configurations in the GSCA cohort (described in Section 3) did not show improvement in the previous simulation Figure S13 . The expression of all 162 known TF genes of both rewired and not-rewired genes in S. cerevisiae and C. albicans. The green color represents decreased expression and red color for increased expression. The expression of these TF genes does not appear to be strongly differential across the two species. Expression of the TFs in S. cerevisiae microarray samples are shown in the left block and expression of the TFs in C. albicans microarray samples are shown in the right block. studies.
Setup of GSNCA:
GSNCA is a recent differential-correlation based method for network analysis (Rahmatallah et al., 2014) . It uses the same input as GSCA but further weighs the difference in correlation between gene pairs. We used function GSNCAtest() in R package GSAR implementing GSNCA downloadable from CRAN. We modified the source code of GSNCAtest() slightly to handle missing values in the real data set used in this study. We ignored missing values specific to each pair of genes in computing correlation coefficients. This strategy may still see missing correlation coefficients which are further replaced by zero. The missing correlation coefficients are only a very small portion (∼20 out of 181×181 pairs) and did not affect the result in any substantial way.
Limitations of previous approaches
The notable under-performance by GSCA and GSNCA (Main Text Fig. 5(b,c) ) suggests that differential correlation may be unable to capture complex shift in interaction patterns between the two species. For compendium data with hundreds to thousands of samples, comparing only correlation coefficients without inspecting the actual difference in interaction patterns would substantially decrease its statistical power. Supplementary Fig. S15 illustrates an inherent limitation with a gene set enrichment approach based on differential gene expression but not interaction, where genes with insignificantly changed expression levels across conditions are heavily discounted. For example, TYE7 did not show differential expression but apparently demonstrated a changed pattern for its interaction with MRP7. Such cases make differential expression based subnetwork analysis insensitive to subnetwork rewiring.
Quantization effect on ChiNet performance
To evaluate any potential quantization effect on ChiNet performance of detecting subnetwork rewiring, we varied the discretization levels and measured the corresponding AUROC and AUPR as a function of subnetwork heterogeneity. The result is shown in Supplementary Fig. S16 . The format of this figure is the same with Main Text Fig. 5(b,c) for comparison. Remarkably, the best performance in both AUROC Supplementary Figure S15 . A rewired interaction potentially missed by differential expression analysis. This interaction is between a gene MRP7 and its TF TYE7 between S. cerevisiae and C. albicans. Fundamental differences in the TYE7→MRP7 pattern between the two yeasts are indicated by the dashed ovals (a), (b), overlay (c), and also marked by '*' in the contingency tables (d) and (e). This interaction is indeed detected as rewired by ChiNet. By t-test, however, MRP7 is differentially expressed (P = 3.8 × 10 −8 ) but TYE7 is not (P = 0.94), and thus TYE7 will be most likely missed by differential gene expression based analysis. and AUPR is achieved by using the minimal quantization level of 2. In contrast, the maximal quantization level of 7 does not lead to the worst performance. Performance under all settings is similar except when the quantization level is 6. The performance of automatically selected quantization levels shown in Main Text Fig. 5(b,c) is consistent with the average performance. ChiNet performance of all quantization levels shown here is still substantially better than the two differential correlation methods (Main Text Fig. 5(b,c) ) that used the original continuous data. This result suggests that quantization despite sacrifice in data resolution does not necessarily lead to poor performance, and can be beneficial as this study has shown most likely due to removal of noise in the data.
Supplementary Note S5. Yeast Y-50049 microarray data preprocessing
Experimental design
An industrial yeast strain S. cerevisiae NRRL Y-12632 and its inhibitor-tolerant derivative NRRL Y-50049 obtained through evolutionary engineering (Agricultural Research Service Culture Collection, Peoria, IL, USA) were used in this study. Yeast cultures were cultivated in YM medium in a fleaker fermentation system at 30 • C with agitation, and furfural and HMF were added into the culture at a final concentration of 20 mM each using procedures as described previously (Liu et al., 2008 (Liu et al., , 2005 . Cell growth was monitored by absorbance at 600 nm and samples taken periodically at 18, 24, 28 and 42 h after the furfural and HMF treatment. Cells were harvested by centrifugation at 3645 g for 2 min at room temperature and pellets immediately frozen on dry ice and then stored at −80 • C until use. Two replicated experiments were carried out for each strain and condition. Total RNA was isolated using acid phenol:chloroform method as previously described (Liu and Slininger, 2007) and purified using RNeasy Mini Kit (QIAGEN, Alameda, CA, USA). RNA integrity was verified by gel electrophoresis and NanoDrop Spectrophotometer ND-100 (NanoDrop Technologies, Inc., Wilmington, DE).
Microarray gene expression
Genome microarray was fabricated by Microarray Inc (Huntsville, AL) at customer specified design with a set of universal RNA quality control references embedded in the target array with 48 replicates (Liu, 2012; Liu and Slininger, 2007) . RNA probes, together with incorporated mRNA reference, were labeled by reverse transcription reaction using an indirect dUTP Cy3 or Cy5 dye as described previously (Hegde et al., 2000) . Cy5 labeled RNA from Y-12632 at 0 h time point was designated as a reference and Cy3 was used to label test samples. An equal amount of at least 30 pmol Cy3 and Cy5 labeling reaction was applied for hybridization. Hybridization was performed based on (Hegde et al., 2000) with modifications using HS 4800 Hybridization station (TECAN, Research Triangle Park, NC, USA) as previously described (Ma and Liu, 2010) . Microarray slides were scanned using a GenePix 4000B scanner (Axon Instruments, Union City, CA, USA) and data acquisition was performed applying universal RNA controls using GenPix Pro Ver. 6.0 software (Molecular Devices, Sunnyvale, CA, USA). A pre-scan control mini-array was used to adjust PMT Gain against Cy3 and Cy5 channels and the ratios of signal intensities between Cy3 and Cy5 were balanced to 1.0 using the calibration control as described previously (Liu and Slininger, 2007) . Each spot was individually examined and adjusted or flagged as needed, and saturated spots were excluded. Median of foreground signal intensity subtracted by background for each dye channel was used for analysis. Raw data for each slide were normalized based on spike-in control gene CAB (CtrlGm_5).
Outlier replacement and normalization
Normalization procedures were applied to the transcriptome data set, so that the normalized data are comparable across all the microarray chips. For each spot on the chip, background compensation was applied by subtracting the background level from the median foreground to obtain the intensity of each of the red and green channels. Three replicates of each ORF are randomly located on each chip to account for space variability. We implemented outlier replacement by median, similar in spirit to (Cho et al., 2008) . We used local polynomial regression fitting by R function loess() to estimate the standard deviation as a smooth function of the sample median. A data point 3-standard-deviation away from the median was considered an outlier and replaced by the median. The red and green channels were processed separately. To remove dye biases, we applied again loess with the entire array as the reference. The intensity of any spot less than 1 was set to 1 for both the red and green channels. The nonparametric loess regression (R function loess()) was applied to estimate the log2 ratio of Cy3 (green) to Cy5 (red) channels as a function of the log product of two channels.
Data quantization and noise level estimation
Before applying ChiNet analysis, we quantize the expression levels of each gene from continuous to discrete values. The number of quantization levels for each gene was determined by the R package mclust (Fraley et al., 2012) , which selects the best Gaussian mixture model for observed data. It estimates the number of inherent clusters for each gene and we use that number for the number of quantization levels. As the distributions for each variable is different, we allowed a variable number of quantization levels from 3 to 7. We then applied the R package Ckmeans.1d.dp (Wang and Song, 2011) to quantize the continuous expression value of each gene to the specified number of quantization levels determined by mclust.
After quantization, we estimated the overall noise level for all 6004 ORFs on the microarray to be 0.197 by the maximum likelihood principle using the noise model defined in Eq. (S4). The histogram for the estimated noise levels for all quantized transcripts is shown in Supplementary Fig. S9 .
Gene selection by working zone change or differential expression
We select differentially expressed genes before ChiNet analysis. A gene is differentially expressed if and only if it changes in either working zone or time course between the two strains. Working zone change is determined by the chi-square test defined in Supplementary Eq. (S5) with p-value p z of no greater than 0.05. Differential expression over time and across strain is detected by two-way ANOVA with a Benjamini-Hochberg corrected p-value (≤ 0.05). A total of 5,189 genes were thus selected for comparative subnetwork analysis.
Supplementary Note S6. Subnetwork working zone change by comparative chi-square analysis
The response of a subnetwork can change due to either intrinsic modification or extrinsic input. There are situations where interactions seem to change significantly while one of the involved nodes did not change in abundance, which is most likely uninteresting. To decrease such false positive interaction change in ChiNet analysis, we introduce working zone change detection for molecules and subnetworks. Given abundance of molecules in a subnetwork, such as signaling, regulatory, and metabolic pathways, we achieve working zone change analysis by cumulating chi-square statistics on individual molecules in the subnetwork. Working zone change is shift in probability distribution of a molecule or a subnetwork, in contrast to differential gene expression analysis based on mean. Instead of relying on changes in mean, detecting change in probability distribution across conditions can improve sensitivity to subnetwork involvement, because the same mean in gene expression levels across all conditions does not necessarily imply the same distribution.
Single gene working zone change
We compare the empirical probability distributions of a variable across conditions to detect working zone change. Let X be a random discrete variable X of Q quantization levels across K conditions. The working zone chi-square statistic is defined by
where n k [z] is the number of observations for X taking value z andn k [z] is the expected frequency of X taking value z under the null hypothesis that there is no working zone change, defined bȳ n k [z] = n 1 [z] + . . . + n K [z] n 1 + . . . + n k · n k
where n k is the total number of observations under condition k.
Subnetwork working zone change
Subnetwork working zone change refers to changes in the empirical probability distribution cumulated for all nodes in a subnetwork. Let S be the node set for a given subnetwork. For each node j in the subnetwork node set S, we calculate χ 2 v z ( j) and v z ( j). Summing them up, we obtain subnetwork working zone change chi-square
which follows an asymptotic chi-square distribution with v Z degrees of freedom under the null hypothesis.
If the corresponding p-value p Z ≤ α, then working zone of the subnetwork has changed across conditions. The statistical significance of working zone change increases with χ 2 Z but decreases with the degrees of freedom v Z . This property overcomes the potential overfitting problem in other approaches pointed out in (Damian and Gorfine, 2004) . Additionally, our method measures the absolute working zone change of a subnetwork, while other methods evaluate relative working zone change among subnetworks. For example, Tintle et al. (2009) used chi-square statistics for gene association with phenotypes based on a weighted Kolmogorov-Smirnov-like rank sum.
