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Abstract
In this paper, we consider a one dimensional pursuit law with delay which is derived from traffic flow
modelling. It takes the form of an infinite system of first order coupled delayed equations. Each equation
describes the motion of a driver who interacts with the preceding one, taking into account his reaction
time. We derive a macroscopic model, namely a Hamilton-Jacobi equation, by a homogenization
process for reaction times that are below an explicit threshold. The key idea is to show, that below this
threshold, a strict comparison principle holds for the infinite system. In a second time, for well-chosen
dynamics and higher reaction times, we show that there exist some microscopic pursuit laws that do
not lead to the previous macroscopic model.
Keywords: Hamilton-Jacobi equations, infinite system, delay time, strict comparison principle, homoge-
nization.
1 Introduction
In the present paper we consider an infinite system of delay differential equations (DDEs). This form can
especially be derived from a one dimensional pursuit law on a straight road with a very simple model.
Such models, where we follow the time position of every driver are called microscopic models. The effect
of drivers’ reaction times on the stability of the corresponding systems of DDEs is studied in [1] and [14].
Presentations of some classical microscopic traffic flow models of first order or second order are made in
[3], [10] or [4]. Conversely, macroscopic models describe the time evolution of densities in global traffic
flow. We want to study if we can recover a macroscopic model from our microscopic one. Formally, it
corresponds to making the interdistance between drivers go to zero or to observe the pursuit law from a
height and time that go to infinity. When possible, the passage can be made rigorous by an homogenization
process that will be done here in the framework of viscosity solutions of Hamilton-Jacobi equations. The
interested reader is referred to the pionnering works [12] or [5] about homogenization of Hamilton-Jacobi
equations. He can see the works of [11] or [15] for the historical approach used to define and analyse
macroscopic traffic flow models and links with fluid mechanics. Several examples (and counter-examples)
will be exhibited throughout this paper to show that both the initial dynamics and reaction time values
will have a huge influence on the homogenization process.
This paper derives from Régis Monneau’s work [13] (see also [4]).
1.1 Description of the model and main results
The common velocity of each driver is supposed to be a Lipschitz continuous, bounded, nondecreasing
function, F say, of the distance that separates each driver from the preceding one (with F (0) = 0). Each
1
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driver has its own reaction time and we assume that the reaction times are uniformly bounded from above
and from below; we denote τ the upper bound and ξ > 0 the lower bound. Let us study the evolution of
the system during a time T ∈ (0,+∞] with T > τ .
Given a sequence (Xi)i∈Z of drivers’ positions on the road, the microscopic model then takes the form of
an infinite system of DDEs:
dXi
dt
(t) = F (Xi+1(t− τi)−Xi(t− τi)) (i, t) ∈ Z× (0, T ), (1)
where τi denotes the individual reaction time.
If we suppose that we know the dynamics of the cars during the initial time interval, we can define time
functions (x0i )i∈Z such that:
Xi(t) = x
0
i (t) ∀t ∈ [−2τ, 0]. (2)
The first step is to embed the microscopic system dynamics into a single PDE. In order to go from the
microscopic scale to the macroscopic one, we have to introduce a small parameter, ε > 0 say, so as to
rescale properly the function and to take into account the microscopic space and time oscillations with
high frequency.
Hence, by hyperbolic change of variables, we define the function uε as follows (the space variable will be
denoted as x):
uε(x, t) = εX⌊x
ε
⌋(
t
ε
). (3)
We suppose that there exists a Lipschitz continuous function u0 : R× [−2τ, 0] → R such that:
x0i (t) =
u0(iε, tε)
ε
(i, t) ∈ Z× [−2τ, 0],
and a function τ0 : R→ [ξ, τ ] such that:
τi = τ0(iε) ∀i ∈ Z.
The rescaled model can thus be embedded into the following equation:{
∂tu
ε(x, t) = F
(
uε(x+ε,t−ετ0(x))−uε(x,t−ετ0(x))
ε
)
(x, t) ∈ R× (0, T ),
uε(x, s) = u0(x, s) (x, s) ∈ R× [−2ετ, 0],
(4)
with the following assumptions on F , τ0 and u0:

F is a non-decreasing, bounded and CF − Lipschitz continuous function on R,
τ0(R) = [ξ, τ ],
u0 is a globally L− Lipschitz continuous function on R× [−2τ, 0].
(5)
As the argument of F in (4) converges towards a space derivative for vanishing ε, it is natural to introduce
the following dynamics in the form of a first-order Hamilton-Jacobi equation:{
∂tu
0(x, t) = F (∂xu
0(x, t)) (x, t) ∈ R× (0, T ),
u0(x, 0) = u0(x, 0) x ∈ R.
(6)
The first goal of the article is to prove that uε tends locally uniformly towards u0:
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Theorem 1.1 (Homogenization of the delay equation).
For τ ∈
(
0; 1
eCF
)
and under assumptions (5), the solution uε to (4) converges locally uniformly towards
the (unique viscosity) solution of (6).
The key idea of the convergence proof relies on a strict comparison principle. This one is stated for the
microscopic model for ε = 1:{
∂tu(x, t) = F (u(x+ 1, t− τ0(x))− u(x, t− τ0(x))) (x, t) ∈ R× (0, T ),
u(x, s) = u0(x, s) (x, s) ∈ R× [−2τ ; 0].
(7)
In contrast with the classical cases where it is sufficient to keep the initial order of the solutions, here,
because of the reaction time, those solutions (namely the vehicles in traffic flow modelling) must be
sufficiently spaced out at initial times in the sense made precise in the following theorem:
Theorem 1.2 (Strict comparison principle).
Under the assumptions (5), let v and u be respectively a supersolution and a subsolution of (7). Let us
assume that there exist δ > 0, t0 ∈ [0, T ), R ∈ [0,+∞), x0 ∈ R, and ρ a positive, non decreasing function
on R such that:
v(x, t) ≥ u(x, t) for R ≤ |x− x0| ≤ R+ 1, t ∈ [t0 − τ, T ) (8)
δ ≤ (v − u)(x, t− τ ′) ≤ ρ(τ ′)(v − u)(x, t) for τ ′ ∈ [0, τ ], (x, t) ∈ [x0 −R,x0 +R]× [t0 − τ, t0], (9)
where ρ is such that:
1 + CFρ(τ)
∫ τ ′
0
ρ(s)ds < ρ(τ ′) τ ′ ∈ [0, τ ]. (10)
Then we have:
0 < δe−CF ρ(τ)(t−t0) ≤ v(x, t) − u(x, t) for (x, t) ∈ [x0 −R,x0 +R]× [t0, T ). (11)
Remark 1.3. The theorem is still valid when R = +∞ (substituting [x0−R,x0+R] by R), (8) is defined
on ∅.
Remark 1.4. All the proofs involved in this paper remain the same when dealing with stochastic reaction
times provided those are uniformly bounded from above and from below.
The homogenization proof is different from the one performed in [7] on generalized Frenkel-Kontorova
models, concerning an infinite system of particles that interact with a finite number of neighbours and
that are subject to a periodic potential (this system takes the form of non-linear ODEs). The convergence
proof in [7] relies on the construction of hull functions in a periodic setting. The case where particles
interact with an infinite number of other particles is covered in [6]. Other homogenization results in traffic
flow modelling without considering the reaction time can be found in [9] when adding a junction condition
in the microscopic model and in [8] for a second order microscopic model.
The second goal of the article is to provide a “counter-example to homogenization” in the following sense:
we will display an explicit model for which uε does not converge locally uniformly towards u0 in the special
case where all the drivers have a common reaction time larger than the threshold:
Theorem 1.5 (A counter-example to homogenization).
In the special case τ0 ≡ τ , there exist a Lipschitz continuous F , an initial data, and τ >
1
eCF
such that the
solution uε to (4) does not converge locally uniformly towards the solution of (6).
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We derive such a counter-example by a small perturbation of a trivial but unstable case where the ho-
mogenization holds for all reaction times. This trivial case is a stationnary one where all the vehicles are
initially equally spaced. This also highlights the fact that the initial dynamics is at least as important as
the value of the reaction time from the homogenization perspective.
1.2 Organisation of the article
To get the homogenization result, we will first show the existence and uniqueness of solutions to (4) and
(6) in Section 2. We will then prove the strict comparison principle for (4) in Section 3 and we will show
that the restriction on τ in Theorem 1.1 is equivalent to the existence of functions ρ that verify (10). We
will also state and prove a direct corollary of Theorem 1.2 on drivers’ positions and give a counter-example
to Theorem 1.2 when the vehicles are not suitably spaced out at initial times, regardless of the threshold
on τ . We will give the explicit convergence proof in Section 4 and give the unstable example where
homogenization holds for all reaction times, provided the vehicles are perfectly spaced at initial times. In
section 5, we will give the explicit model and will prove Theorem 1.5.
2 Existence and uniqueness
This section is devoted to the study of the existence and uniqueness of solutions to (4) and (6). Studying
existence and uniqueness of solutions to (4) is stricly equivalent to studying (7).
Proposition 2.1. Under the assumptions (5), there exists a unique classical solution to (7).
Proof of Proposition 2.1. .
The proof is based on an explicit and incremental construction. Indeed, on the time interval (0; ξ] the
equation can be written as follows:
∂tu(x, t) = F (u0(x+ 1, t− τ0(x))− u0(x, t− τ0(x))) (x, t) ∈ R× (0, ξ].
Hence, it can be explicitly integrated and we get:
u(x, t) = u0(x, 0) +
∫ t
0
F (u0(x+ 1, s − τ0(x))− u0(x, s− τ0(x)))ds (x, t) ∈ R× (0, ξ].
This enables to define the function u1 which coincides with u0 at initial times and that is defined by the
previous expression in [0, ξ].
Hence, in the time interval (ξ; 2ξ], the equation can be written as follows:
∂tu(x, t) = F (u1(x+ 1, t− τ0(x)) − u1(x, t− τ0(x))) (x, t) ∈ R× (ξ; 2ξ].
Here again, it can be explicitly integrated:
u(x, t) = u1(x, ξ) +
∫ t
ξ
F (u1(x+ 1, s − τ0(x))− u1(x, s − τ0(x)))ds (x, t) ∈ R× [ξ, 2ξ].
The process can be iterated to obtain a function u defined piecewise which is, by construction, continuous
on R × [0,∞) and which solves equation (7) in each R × (kξ, (k + 1)ξ), k = 0, .., ⌊T
ξ
⌋ − 1. It remains to
prove that it solves the equation globally and so, that u is C1 in time on (0, T ). Indeed, at each kξ, the
left and right limits of the derivative coincide and verify the equation.
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The uniqueness also comes from the process as we see that on each time interval, the solution is completely
determined by its expression on the previous interval which implies global uniqueness for a given initial
condition u0.
Equation (6) is an Hamilton-Jacobi equation and is therefore studied in the viscosity solutions’ framework.
The existence and uniqueness are classical and are respectively given by Perron’s method and the usual
comparison principle, see [2] for instance.
3 Strict comparison principle
This section is first devoted to the proof of Theorem 1.2. We will then explain the restriction on τ . We
will also prove the conservation of initial order of the vehicles as a corollary when those are well spaced
out at initial times. Finally, we will finally present a counter-example to comparison principle for any
reaction time τ > 0. Indeed, the existence of ρ functions that verify (10) is equivalent to consider τ under
the threshold but both (10) and (9) are necessary for the strict comparison principle to hold and hence,
the restriction on τ is not a sufficient condition to ensure the result. The existence of ρ functions is not
enough, it has to be linked with the initial dynamics of the vehicles. Namely, we will show that if the
vehicles are not suitably spaced out at initial times (in the sense made precise in (9)), their initial order
can be disturbed even for reaction times that are below the threshold.
3.1 Proof of Theorem 1.2
Proof of Theorem 1.2. .
Let us consider d := v − u and define T ∗ as:
T ∗ = sup{S ∈ [0,+∞)/∀τ ′ ∈ [0, τ ],∀(x, t) ∈ [x0 −R,x0 +R]× [t0 − τ, S], d(x, t− τ
′) ≤ ρ(τ ′)d(x, t)}.
The set is not empty as it contains t0 so T
∗ is well-defined.
• We first claim that to establish (11), it is sufficient to prove that T ∗ ≥ T .
Thanks to (10) we have ρ(0) > 1. Taking τ ′ = 0 in the definition of T ∗, with T ∗ ≥ T , implies that:
d(x, t) ≥ 0 (x, t) ∈ [x0 −R,x0 +R]× [t0 − τ, T ). (12)
By combining with (8), we get:
d(x, t) ≥ 0 (x, t) ∈ [x0 −R− 1, x0 +R+ 1]× [t0 − τ, T ). (13)
Let us consider (x, t) ∈ [x0 −R,x0 +R]× (t0, T ). By definition of d, we have:
∂td(x, t) ≥ F (v(x+ 1, t− τ0(x))− v(x, t− τ0(x)))− F (u(x+ 1, t− τ0(x))− u(x, t− τ0(x))). (14)
By combining (13) with the fact that F is non-decreasing gives:
∂td(x, t) ≥ F (u(x+ 1, t− τ0(x))− v(x, t− τ0(x)))− F (u(x+ 1, t− τ0(x))− u(x, t− τ0(x))).
Using the fact that F is CF−Lipschitz, we get:
∂td(x, t) ≥ −CF d(x, t− τ0(x)).
Jérémy FIROZALY Homogenization of a 1D pursuit law with delay 6
If T ∗ ≥ T , then we have:
∂td(x, t) ≥ −CFρ(τ0(x))d(x, t).
By using the fact that ρ is non-decreasing, we get:
∂td(x, t) ≥ −CFρ(τ)d(x, t). (15)
Hence, d is a supersolution of the problem:{
∂tw(x, t) = −CFρ(τ)w(x, t),
w(x, t0) = δ.
(16)
We conclude (11) by a standard comparison principle for this ODE.
• Let us now show that T ∗ ≥ T .
By contradiction, if we suppose that T ∗ < T , then for all β ∈
(
0, inf
(
T−T ∗
2 , 1
))
, there exists τβ ∈ [0, τ ],
(xβ, tβ) ∈ [x0 −R,x0 +R]× (T
∗, T ∗ + β] such that:
d(xβ , tβ − τβ) > ρ(τβ)d(xβ , tβ). (17)
Let us notice that (15) holds true for all t ∈ [t0, T
∗] (and so does (11)).
As a preliminary result, let us first show that:
d(x, t− τ ′) ≤ ρ¯(τ ′)d(x, t) τ ′ ∈ [0, τ ], (x, t) ∈ [x0 −R,x0 +R]× [t0, T
∗], (18)
with ρ¯ given by:
ρ¯(τ ′) = 1 + CFρ(τ)
∫ τ ′
0
ρ(s)ds.
By remarking that ρ¯(0) = 1, we notice the equality for τ ′ = 0. For τ ′ ∈ [0, τ ], (x, t) ∈ [x0 − R,x0 + R] ×
[t0, T
∗], we have:
∂τ ′(ρ¯(τ
′)d(x, t)) = CFρ(τ)ρ(τ
′)d(x, t).
Let us remark that τ ′ 7→ d(x, t− τ ′) is a subsolution of this equation. Indeed:
∂τ ′
(
d(x, t− τ ′)
)
= −∂td(x, t− τ
′). (19)
We can use (15) as t− τ ′ ∈ [t0 − τ, T
∗]:
∂τ ′
(
d(x, t− τ ′)
)
≤ CF ρ(τ)d(x, t − τ
′). (20)
Finally, by definition of T ∗, we get:
∂τ ′
(
d(x, t− τ ′)
)
≤ CF ρ(τ)ρ(τ
′)d(x, t). (21)
The preliminary result is then obtained by a comparison principle on the equation ∂τ ′W = CF ρ(τ)ρ(τ
′)W .
Let us notice that (5) and (14) imply that:
∂td(x, t) ≥ −2||F ||∞. (22)
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By integrating it, we get:
d(x, t) ≥ d(x, s) − 2||F ||∞(t− s) (x, t) ∈ [x0 −R,x0 +R]× [t0, T ], s ∈ [t0, t]. (23)
Case 1: tβ − τβ ≤ T
∗.
In this case, by defining τ ′β := T
∗ − tβ + τβ ∈ [0, τ ] we get:
d(xβ, tβ − τβ) = d(xβ , T
∗ − τ ′β).
Hence, by (18) we get:
d(xβ , tβ − τβ) ≤ ρ¯(τ
′
β)d(xβ , T
∗).
Thanks to (23), we have:
d(xβ , tβ − τβ) ≤ ρ¯(τ
′
β)(d(xβ , tβ) + 2||F ||∞β). (24)
In order to get a contradiction with (17), it is sufficient to consider β < min(β1, β2) with:{
β1 :=
δ
2||F ||∞+1
e−CF ρ(τ)(T
∗−t0) > 0,
β2 :=
β1
2||F ||∞
inf [0,τ ](
ρ
ρ¯
− 1) > 0.
(25)
Indeed, for β < β1, thanks to (11) (which is still valid in [x0 −R,x0 +R]× [t0, T
∗]) and to (23), we have:
d(xβ, tβ) ≥ d(xβ , T
∗)− 2||F ||∞β ≥ δe
−CF ρ(τ)(T
∗−t0) − 2||F ||∞β1 = β1,
and for β < min(β1, β2) we have:
ρ¯(τ ′β)(d(xβ , tβ) + 2||F ||∞β) ≤ ρ(τ
′
β)d(xβ , tβ).
Together with (24), this implies:
d(xβ , tβ − τβ) ≤ ρ(τ
′
β)d(xβ , tβ).
Finally, as ρ is non decreasing and τ ′β ≤ τβ, we get a contradiction with (17).
Case 2: tβ − τβ > T
∗.
As we have tβ < T
∗ + β, this implies that τβ ∈ [0, β].
Then, thanks to (23) and (17) we have:
d(xβ , tβ) + 2||F ||∞β ≥ d(xβ, tβ) + 2||F ||∞τβ ≥ d(xβ, tβ − τβ) > ρ(τβ)d(xβ , tβ).
In particular, we have:
(ρ(τβ)− 1)d(xβ , tβ) < 2||F ||∞β.
Thanks to (23), this implies:
(ρ(τβ)− 1)d(xβ , T
∗) < 2||F ||∞ρ(τβ)β.
Thus,
0 < δe−CF ρ(τ)(T
∗−t0) <
ρ(τβ)
ρ(τβ)− 1
2||F ||∞β. (26)
For vanishing β this implies δe−CF ρ(τ)(T
∗−t0) = 0 which is false.
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3.2 Restriction on τ and existence of solutions to (10)
Condition (10) explains why we chose τ < 1
eCF
. In fact, we have the following proposition:
Proposition 3.1. (10) admits solutions if and only if τ < 1
eCF
.
We now give a proof of Proposition 3.1.
Proof of Proposition 3.1. We want to show that condition (10) implies τ < 1
eCF
.
Let us define:
R(τ ′) =
∫ τ ′
0
ρ(s)ds.
We have R(0) = 0. By defining α = R′(τ) = ρ(τ), condition (10) is equivalent for R to be a strict
supersolution of: {
y′ = CFαy + 1, in [0, τ ],
y(0) = 0.
(27)
As S : τ ′ 7→ e
CFατ
′
−1
CFα
is a solution of this Cauchy problem on [0, τ ], by Gronwall’s lemma or a standard
comparison principle, we deduce that R ≥ S or equivalently that:
1 + CFR(τ
′)R′(τ) ≥ eCFR
′(τ)τ ′ τ ′ ∈ [0, τ ].
Moreover, as R is a strict supersolution of (27), we deduce that: R′(τ ′) > eCFR
′(τ)τ ′ for all τ ′ ∈ [0, τ ]. By
considering this inequality for τ ′ = τ and taking the logarithm, we get:
CF τ <
lnR′(τ)
R′(τ)
≤ max
x>0
lnx
x
=
1
e
.
Let us now show that (10) admits solutions as soon as τ < 1
eCF
.
It is equivalent to find positive and non-decreasing solutions R of:{
R′(τ ′) > CFR
′(τ)R(τ ′) + 1 τ ′ ∈ [0, τ ],
R(0) = 0.
(28)
Let us consider λ ∈
(
1,
√
1
eτCF
)
.
The function h : γ 7→ ln γ − λγτCF is smooth on (0,+∞) and admits a maximum at γmax =
1
λτCF
. As
λ <
√
1
eτCF
, it is straightforward to check that lnλ < h(γmax) and so, there exists γ0 > 0 such that
h(γ0) = lnλ or equivalently that γ0 = λe
λγ0CF τ .
Let us define Uλ : τ
′ 7→ 1
γ0CF
(eλγ0CF τ
′
− 1). We have: U ′λ(τ) = λe
λγ0CF τ = γ0. As λ > 1, Uλ verifies:{
U ′λ(τ
′) = λγ0CFUλ(τ
′) + λ > γ0CFUλ(τ
′) + 1 = CFU
′
λ(τ)Uλ(τ
′) + 1 τ ′ ∈ [0, τ ],
Uλ(0) = 0.
For all λ ∈
(
1,
√
1
eτCF
)
, we can construct a solution Uλ to (28). Therefore, as soon as τ <
1
eCF
, there
exist infinitely many solutions.
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Remark 3.2. Condition (10) is reduced to:
ρCF τ
′ < 1−
1
ρ
,
if we consider ρ as a constant. If it is considered for τ ′ = τ , we get τ < 14CF because the condition tells
that the function x 7→ CF τx
2−x+1 has a negative part. Conversely, for all fixed τ < 14CF , we can always
find constant solutions.
3.3 Consequence on drivers’ positions and a counter-example
A very practical consequence of this strict comparison principle for the microscopic model derived from
traffic flow is the conservation of initial order for vehicles, provided they are suitably spaced out at initial
times.
Corollary 3.3 (Conservation of initial order). Let us consider (Xi)i∈Z a sequence of drivers’ positions
that evolve under the dynamics (1) with initial conditions given by (2) and for τ0 ≡ τ . We consider the
solution u to (7) such that:
u0(i, t) = x
0
i (t) (i, t) ∈ Z× [−τ, 0].
We suppose that there exist σ > 0, a time function ρp which verifies (10) such that:
σ ≤ u0(x+ 1, t− τ
′)− u0(x, t− τ
′) ≤ ρp(τ
′)(u0(x+ 1, t)− u0(x, t)), τ
′ ∈ [0, τ ], (x, t) ∈ R× [−τ, 0]. (29)
Then,
Xi+1(t) > Xi(t) (i, t) ∈ Z× [0, T ).
Proof of Corollary 3.3. .
By uniqueness, we have:
Xi(t) = u(i, t) (i, t) ∈ Z× [0, T ). (30)
We consider v : (x, t) 7→ u(x+ 1, t). In particular, we have:
Xi+1(t) = v(i, t) (i, t) ∈ Z× [0, T ). (31)
For d := v − u, thanks to (29), the conditions of Theorem 1.2 (and its remark) are fulfilled with δ = σ,
t0 = 0, R = +∞ and ρ = ρp. Therefore we have v > u on R× [0, T ) and in particular on Z× [0, T ). Using
(30) and (31) this is equivalent to have:
Xi+1(t) > Xi(t) (i, t) ∈ Z× [0, T ).
Remark 3.4. Our microscopic model is valid when the drivers always stay in the same order, otherwise
it is not adapted anymore to the physical situation. More explicitly, the behaviour of the driver at position
Xi does not depend anymore on the position Xi+1 if at some time the car i+1 is not in front of the car i.
In contrast with most Hamilton-Jacobi equations, it is not possible to state a classical comparison principle
because of the delay time. More accurately, it is compulsory to ensure that the vehicles are suitably spaced
out (this space is represented by the function ρ).
Jérémy FIROZALY Homogenization of a 1D pursuit law with delay 10
Example 3.5. We consider the case: τ0 ≡ τ . For any delay time τ > 0, it is straightforward to show
that the initial order of solutions is sometimes not conserved when the vehicles are not suitably spaced in
the sense made precise in Theorem 1.2. Let us consider n0 ∈ N
∗ such that τ > 2
n0
. Let us consider the
particular case for F being identically equal to the identity on [0; 1] (and that verifies (5) in R). Let us
consider two sets of drivers (Xi)i∈Z and (Yi)i∈Z that evolve under the same dynamics (1) and such that:
y0i (t) < x
0
i (t) (i, t) ∈ Z× [−τ, 0],
and there exists j ∈ Z such that for t ∈ [−τ, 0]:

y0j (t) = j − 1 +
n0
n0+1
en0t < x0j (t) = j,
y0j+1(t) = j +
n0
n0+1
en0t,
x0j+1(t) = y
0
j+1(t) +
1
n0+1
(32)
Those two sets of drivers do not see each other, that means that they do not evolve on the same physical
road but on two identical copies of the real line. We can integrate (1) on [0, τ ] for the two sets and we find
that:
(Yj −Xj)(τ) =
n0
n0 + 1
τ −
1
n0 + 1
−
∫ 0
−τ
en0udu =
n0
n0 + 1
τ −
1
n0 + 1
−
1− e−n0τ
n0 + 1
> 0.
Therefore, the initial order is disrupted even if:
1
n0 + 1
≤ x0i (t)− y
0
i (t) (i, t) ∈ Z× [−τ, 0].
4 Convergence
This section is mainly devoted to the proof of Theorem 1.1. The unstable stationnary case will be given
as the final remark of this section.
4.1 Proof of Theorem 1.1
Proof of Theorem 1.1. .
Let us first show that uε is globally Lipschitz continuous in space and time uniformly in ε.
In time: By looking at (4), we remark that uε ||F ||∞−Lipschitz continuous in time.
In space: The equation is translation invariant in space and invariant by addition of constants to the
solutions. Let h > 0.
The solution corresponding to the initial condition u1 : (x, t) 7→ u0(x + h, t) is the function w : (x, t) 7→
uε(x+ h, t).
The one associated to u2 : (x, t) 7→ u0(x, t) + 2Lh is v : (x, t) 7→ u
ε(x, t) + 2Lh.
We define ψ1 : (x, t) 7→
1
ε
w(εx, εt) and ψ2 : (x, t) 7→
1
ε
v(εx, εt).
ψ1 solves: {
∂tu(x, t) = F (u(x+ 1, t− τ0(εx)) − u(x, t− τ0(εx))) (x, t) ∈ R× (0, T ),
u(x, t) = 1
ε
u0(εx+ h, εt) (x, t) ∈ R× [−2τ ; 0].
(33)
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ψ2 solves: {
∂tu(x, t) = F (u(x+ 1, t− τ0(εx)) − u(x, t− τ0(εx))) (x, t) ∈ R× (0, T ),
u(x, t) = 1
ε
u0(εx, εt) +
2Lh
ε
(x, t) ∈ R× [−2τ ; 0].
(34)
By (5), ψ1 and ψ2 are L− Lipschitz continuous functions on R× [−2τ, 0].
Hence, d := ψ2 − ψ1 is a 2L− Lipschitz continuous function on R× [−2τ, 0]. Otherwise, we have:
d(x, t) =
1
ε
(u0(εx, εt)− u0(εx+ h, εt)) +
2Lh
ε
≥ −
Lh
ε
+
2Lh
ε
=
Lh
ε
(x, t) ∈ R× [−τ ; 0]. (35)
Let us now consider ρm any solution to (10) for τ <
1
eCF
(see Proposition 3.1). We recall that (10) implies
ρm ≥ ρm(0) > 1.
We have:
d(x, t− τ ′) ≤ d(x, t) + 2Lτ τ ′ ∈ [0, τ ], (x, t) ∈ R× [−τ, 0].
Therefore, to get:
d(x, t− τ ′) ≤ ρm(τ
′)d(x, t) τ ′ ∈ [0, τ ], (x, t) ∈ R× [−τ, 0],
it is sufficient to verify:
2Lτ ≤ (ρm(τ
′)− 1)d(x, t) τ ′ ∈ [0, τ ], (x, t) ∈ R× [−τ, 0].
As ρm is a non-decreasing function, and as d ≥ 0, it is finally sufficient to verify:
2Lτ
ρm(0)− 1
≤ d(x, t) τ ′ ∈ [0, τ ], (x, t) ∈ R× [−τ, 0].
Thanks to (35), this will be the case for ε small enough. The conditions of the strict comparison principle
are fulfilled with δ = Lh
ε
, t0 = 0, R = +∞ and ρ = ρm. Then, by Theorem 1.2 we have ψ2 − ψ1 > 0 in
R× [0, T ) and this implies for all (y, s) ∈ R× [0, T ):
uε(y + h, s) ≤ uε(y, s) + 2Lh.
Analogously, we can show that:
uε(y + h, s) ≥ uε(y, s)− 2Lh.
Hence, uε is 2L-Lipschitz continuous in space. Therefore, we can define the relaxed upper and lower
semi-limits u¯(x, t) = limε→0 sup
∗ uε(x, t) and u(x, t) = limε→0 inf∗ u
ε(x, t). By definition, we have u ≤ u¯.
Given ν > 0, for ε small enough, we can apply Theorem 1.2 on vb : (x, t) 7→
1
ε
(u0(εx, εt) + ν + (||F ||∞ + L)εt)
and on ub : (x, t) 7→
1
ε
uε(εx, εt) and we get:
uε(x, t) ≤ u0(x, t) + ν + (||F ||∞ + L)t (x, t) ∈ R× [−2ετ, T ),
which gives for vanishing ν:
uε(x, t) ≤ u0(x, t) + (||F ||∞ + L)t (x, t) ∈ R× [−2ετ, T ).
Similarly, we get:
uε(x, t) ≥ u0(x, t) − (||F ||∞ + L)t (x, t) ∈ R× [−2ετ, T ),
and so:
|uε(x, t)− u0(x, t)| ≤ (||F ||∞ + L)t (x, t) ∈ R× [−2ετ, T ).
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This implies:
u¯(0, x) = u(0, x) = u0(x, 0) x ∈ R.
To get the convergence, it is sufficient to show that u¯ and u are respectively a subsolution and a superso-
lution of (6). Indeed, by using a classical comparison principle we will then get:
u ≤ u¯ ≤ u0 ≤ u
Let us only show by contradiction that u¯ is a subsolution of (6) (the other one being very similar). Assume
that there exist (x¯, t¯), ϕ ∈ C1x,t, (r, θ, η) ∈ (0,+∞)
3 such that:


u¯(x¯, t¯) = ϕ(x¯, t¯),
u¯ < ϕ in B2r(x¯, t¯) \ {(x¯, t¯)},
u¯ ≤ ϕ− 2η in B2r(x¯, t¯) \Br(x¯, t¯),
∂tϕ(x¯, t¯) = 2θ + F (∂xϕ(x¯, t¯)),
∂tϕ(x, t) ≥ θ + F (∂xϕ(x, t)) in Br(x¯, t¯),
(36)
where we set Bs(p, q) := (p − s, p+ s)× (q − s, q + s).
As uε and ϕ are continuous, we can define:
Mε := max
B2r(x¯,t¯)
(uε − ϕ) := (uε − ϕ)(xε, tε). (37)
Mε ≥ −η for ε small enough and hence (xε, tε) ∈ Br(x¯, t¯).
Let us define: ϕε := ϕ+Mε. This function satisfies:{
ϕε(xε, tε) = u
ε(xε, tε)
∂tϕ
ε(x, t) ≥ θ + F (∂xϕ
ε(x, t)) in Br(x¯, t¯).
(38)
By regularity of ϕε and F , for ε small enough, we have in Br(x¯, t¯):
∂tϕ
ε(x, t) ≥ F
(
ϕε(x+ ε, t− ετ0(x)) − ϕ
ε(x, t− ετ0(x))
ε
)
+
θ
2
. (39)
Let us define: dε(x, t) = ϕε(x, t)− uε(x, t). In B2r(x¯, t¯) \Br(x¯, t¯) we have:
dε(x, t) = ϕ(x, t) − uε(x, t) +Mε ≥
3η
2
− η =
η
2
. (40)
Using the fact that uε is ||F ||∞−Lipschitz continuous in time and that ϕ is smooth, we remark that d
ε is
Lipschitz continuous in B2r(x¯, t¯). Let K denote its Lipschitz constant. Let us define:
d1 : (x, t) 7→
1
ε
dε(εx, εt).
d1 is K− Lipschitz continuous in B 2r
ε
(
x¯
ε
, t¯
ε
)
. Thanks to (40), we have in B 2r
ε
(
x¯
ε
, t¯
ε
)
\B r
ε
(
x¯
ε
, t¯
ε
)
:
d1(x, t) ≥
η
2ε
. (41)
Let us now consider ρ1 any solution to (10) for τ <
1
eCF
(see Proposition 3.1). We recall that (10) implies
ρ1 ≥ ρ1(0) > 1.
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We have:
d1(x, t− τ
′) ≤ d1(x, t) +Kτ τ
′ ∈ [0, τ ], (x, t) ∈ B 2r
ε
(
x¯
ε
,
t¯
ε
)
\B r
ε
(
x¯
ε
,
t¯
ε
)
.
Therefore, to get:
d1(x, t− τ
′) ≤ ρ1(τ
′)d1(x, t) τ
′ ∈ [0, τ ], (x, t) ∈ B 2r
ε
(
x¯
ε
,
t¯
ε
)
\B r
ε
(
x¯
ε
,
t¯
ε
)
,
it is sufficient to verify:
Kτ ≤ (ρ1(τ
′)− 1)d1(x, t) τ
′ ∈ [0, τ ], (x, t) ∈ B 2r
ε
(
x¯
ε
,
t¯
ε
)
\B r
ε
(
x¯
ε
,
t¯
ε
)
.
As ρ1 is a non-decreasing function, and as d1 ≥ 0, it is finally sufficient to verify:
Kτ
ρ1(0) − 1
≤ d1(x, t) τ
′ ∈ [0, τ ], (x, t) ∈ B 2r
ε
(
x¯
ε
,
t¯
ε
)
\B r
ε
(
x¯
ε
,
t¯
ε
)
.
Thanks to (41), this will be the case for ε small enough. We choose ε such that max(1, τ) < r8ε . The
previous inequalities enable us to apply the strict comparison principle with δ = η2ε , R =
3r
2ε , x0 =
x¯
ε
,
T = t¯
ε
+R and t0 =
t¯
ε
−R. Indeed, we have:

[x0 −R− 1, x0 +R+ 1]\]x0 −R,x0 +R[×[t0 − τ, T ) ⊂ B 2r
ε
(
x¯
ε
, t¯
ε
)
\B r
ε
(
x¯
ε
, t¯
ε
)
[x0 −R,x0 +R]× [t0 − τ, t0] ⊂ B 2r
ε
(
x¯
ε
, t¯
ε
)
\B r
ε
(
x¯
ε
, t¯
ε
)
.
(42)
Hence, by Theorem 1.2, we have d1 > 0 in [x0 − R,x0 + R] × [t0, T ) which is in contradiction with the
definition of (xε, tε) as we have:{ (
xε
ε
, tε
ε
)
∈ B r
ε
(
x¯
ε
, t¯
ε
)
⊂ [x0 −R,x0 +R]× [t0, T ),
d1
(
xε
ε
, tε
ε
)
= 0.
4.2 A special case: homogenization for any reaction time
A natural question arises. What happens for higher reaction times? Example 3.5 highlights the fact
that the initial dynamics is very important and that reaction times cannot be considered separately. The
answer to this question is not invariable and the following example shows that the expected macrosopic
model can be derived for any reaction time for a special initial condition.
Example 4.1. For T = +∞, let us consider the case where all drivers have the same reaction time
τ ∈ (0,+∞). Let L > 0 be the common interdistance between all the vehicles. We consider that the
vehicles do not move at initial times:
x0i (t) = Li, t ∈ [−τ, 0].
This corresponds to:
u0(x, t) = Lx, (x, t) ∈ R× [−τ, 0].
By incremental construction (or directly by uniqueness), we see that the solution uε to (4) for this initial
condition does not depend on ε and is given by:
uε(x, t) = Lx+ F (L)t, (x, t) ∈ R× [0,+∞).
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The unique solution u0 of (6) corresponding to this initial linear data is also given by the same expression.
Therefore we have:
uε(x, t) = u0(x, t) = Lx+ F (L)t, (x, t) ∈ R× [0,+∞).
5 A counter-example to homogenization
The goal of this section is to exhibit a counter-example derived from Example 4.1. We will first give the
explicit expressions of F , of the vehicles’ initial positions and the value of τ and give a list of lemmas that
will be useful to finally prove Theorem 1.5.
For simplicity, we fix T = +∞. Let us consider the same L > 0 and (k, β, α) ∈ (0,+∞)3 with the condition
α > 4βL. We consider the following F :
F (x) = k + β(x− L)2 + α(x− L) x ∈ [0, 2L],
and we continuously extend F to R by constants; hence F satisfies (5).
We here choose the common reaction time: τ = pi4α .
Let us consider A ∈ (0, L2 ). We now introduce the initial positions of the vehicles:
x0i (t) = iL+ (−1)
iA
2
sin(2αt) (i, t) ∈ Z× [−τ, 0]. (43)
Remark 5.1. We have x0i+2 − x
0
i = 2L but x
0
i+1 − x
0
i 6= L. We recover the initial data of Example 4.1 for
A = 0. This means that in this case, the vehicles alternatively oscillate around the previous stationnary
positions at initial times. Those oscillations will be essential in the construction of the counter-example:
they will last for all time and will raise the time velocity of the vehicles that will become striclty superior
to the value of the velocity function of the corresponding macroscopic space gradient.
The key relationship between τ and α will allow the periodic oscillations to remain for all times as expressed
in the following lemma:
Lemma 5.2. Under the previous initial conditions, we have:
Xi+1(t)−Xi(t) = L+A(−1)
i+1 sin(2αt) t ≥ 0.
Remark 5.3. We have Xi+2 −Xi = 2L for all time.
Proof. The proof is based on the incremental construction of the solutions and is thus an induction proof.
We show the result for each [nτ, (n + 1)τ ], n ∈ N. We only perform the first step as the next ones are
identical.
Let us define: di := Xi+1 −Xi.
For t ∈ [0, τ ], we have:
d′i(t) = F (Xi+2(t− τ)−Xi+1(t− τ))− F (di(t− τ)).
As t− τ ∈ [−τ, 0]:
d′i(t) = F (x
0
i+2(t− τ)− x
0
i+1(t− τ))− F (di(t− τ)).
Jérémy FIROZALY Homogenization of a 1D pursuit law with delay 15
Thanks to Remark 5.1, we get:
d′i(t) = F (2L− di(t− τ))− F (di(t− τ)).
With the expression of F , this equivalently gives for d¯i := di − L:
d¯i
′
(t) = −2αd¯i(t− τ).
Thanks to (43), we have:
d¯i
′
(t) = −2αA(−1)i+1 sin(2αt − 2ατ).
We remind that we have chosen τ = pi4α to get:
d¯i
′
(t) = 2αA(−1)i+1 cos(2αt).
We then integrate:
d¯i(t) = A(−1)
i+1 sin(2αt).
This gives the result for n = 0.
For ε > 0, we now consider uε associated to this initial data and we recall the relationship:
Xi(t) =
uε(iε, tε)
ε
(i, t) ∈ Z× [−τ,+∞). (44)
Thanks to the previous remark, we have:
uε((i+ 2)ε, tε) − uε(iε, tε)
2ε
= L (i, t) ∈ Z× [−τ,+∞),
or equivalently:
uε((i+ 2)ε, s)− uε(iε, s)
2ε
= L (i, s) ∈ Z× [−ετ,+∞).
For s = 0, this gives for the initial condition:
u0((i+ 2)ε, 0) − u0(iε, 0)
2ε
= L (i, ε) ∈ Z× (0,+∞). (45)
Moreover, thanks to (43), we have:
x00(0) = 0.
Thus, we also have:
u0(0, 0) = 0. (46)
This leads to the following lemma:
Lemma 5.4. The initial condition is given on the real line by: u0(x, 0) = Lx.
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Proof. Let us consider ε > 0, h > 0 and x ∈ R. We define:{
n := ⌊ h2ε⌋,
m := ⌊ x2ε⌋.
(47)
Let us now compute the rate of change:
u0(x+ h, 0) − u0(x, 0)
h
=
u0(x+ h, 0) − u0(2(m+ n)ε, 0)
h
+
u0(2(m+ n)ε, 0) − u0(2mε, 0)
h
+
u0(2mε, 0) − u0(x, 0)
h
. (48)
We introduce a telescopic sum for the second term:
u0(2(m+ n)ε, 0)− u0(2mε, 0)
h
=
n−1∑
i=0
u0(2mε+ 2(i+ 1)ε, 0) − u0(2mε+ 2iε, 0)
h
,
or equivalently:
u0(2(m+ n)ε, 0) − u0(2mε, 0)
h
=
2ε
h
n−1∑
i=0
u0(2mε + 2iε+ 2ε, 0) − u0(2mε + 2iε, 0)
2ε
.
Thanks to (45), we get:
u0(2(m+ n)ε, 0) − u0(2mε, 0)
h
=
2nε
h
L.
Thus, (48) becomes:
u0(x+ h, 0) − u0(x, 0)
h
=
u0(x+ h, 0) − u0(2(m+ n)ε, 0)
h
+
2nε
h
L+
u0(2mε, 0) − u0(x, 0)
h
. (49)
Let us remind that: {
|h− 2nε| ≤ 2ε,
|x− 2mε| ≤ 2ε.
(50)
The left-hand side of (49) does not depend on ε. By taking the limit when ε→ 0, using (50) and the fact
that u0 is a L−Lipschitz continuous function, we get:
u0(x+ h, 0) − u0(x, 0)
h
= L.
Thanks to (46), we obtain the desired result on [0,+∞):
u0(h, 0) = Lh h ≥ 0.
For h < 0, we define h′ := −h > 0, and we have for x = h:
u0(h+ h
′, 0) − u0(h, 0)
h′
= L,
and thus:
u0(h, 0) = −Lh
′ = Lh.
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Corollary 5.5. The solution of the macroscopic equation (6) corresponding to this initial data is:
u0(x, t) = Lx+ F (L)t (x, t) ∈ R× [0,+∞).
Proof. This is a classical solution and the solution is unique.
Remark 5.6. We see that we have:
∂tu
0(0, t) = k = F (L) t > 0.
That was also the case for uε in Example 4.1 but it is not true anymore for A > 0.
Indeed, we have for s > 0:
∂tu
ε(0, s) = F
(
uε(ε, s − ετ)− uε(0, s − ετ)
ε
)
Thanks to (44), we get:
∂tu
ε(0, s) = F
(
X1
(s
ε
− τ
)
−X0
(s
ε
− τ
))
.
From Lemma 5.2, we get for the velocity function F considered:
∂tu
ε(0, s) = F (L) + βA2 sin2
(
2α
(s
ε
− τ
))
− αA sin
(
2α
(s
ε
− τ
))
,
or equivalently, for τ = pi4α :
∂tu
ε(0, s) = F (L) + βA2 cos2
(
2α
s
ε
)
+ αA cos
(
2α
s
ε
)
. (51)
We are now ready to prove Theorem 1.5.
Proof of Theorem 1.5. By contradiction, we suppose that uε converges locally uniformly towards the so-
lution u0 of (6) whose expression is given in corollary 5.5.
Let us consider s > 0 and h > 0. We then have:
lim
ε→0
uε(0, s + h)− uε(0, s)
h
=
u0(0, s + h)− u0(0, s)
h
= F (L). (52)
Otherwise, we have for ε > 0:
uε(0, s + h)− uε(0, s)
h
=
1
h
∫ s+h
s
∂tu
ε(0, s′)ds′.
From (51), we get:
uε(0, s + h)− uε(0, s)
h
= F (L) + β
A2
2
+
βεA2
8αh
[
sin
(
4αs′
ε
)]s+h
s
+
εA
2h
[
sin
(
2αs′
ε
)]s+h
s
As | sin | ≤ 1, we immediately get:
lim
ε→0
uε(0, s + h)− uε(0, s)
h
= F (L) + β
A2
2
,
which is in contradiction with (52).
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