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INTERIOR ESTIMATES AND CONVEXITY FOR TRANSLATING
SOLITONS OF THE Qk-FLOWS IN R
n+1
JOSE´ TORRES SANTAELLA
Abstract. The main result of this paper is that a 2-convex Qk-translator
with principal curvatures in the cone Γk+1 is convex. This is analogous to the
theorems by Spruck-Xiao [SX17] and Spruck-Sun [SS19] on Mean Curvature
Flow.
In addition, we prove interior gradient and second order estimates for Qk-
flow and Qk-translators in R
n+1.
1. Introduction
Geometric evolution problems for hypersurfaces have had a remarkable devel-
opment over the last decades. Problems of this kind lead to interesting non-linear
PDE’s that have been used to solve important open questions in mathematics and
physics. In this paper, we are interested in a particular class of extrinsic flows,
where the speed of the flow is given by a 1-homogeneous function of the principal
curvatures.
More precisely, given a manifold Mn and an immersion F0 : M
n → Rn+1, one
wants to find a 1-parameter family of immersions F :M × [0, T )→ Rn+1 such that

(
∂F
∂t
)⊥
= f(λ), in M × (0, T ),
F (·, 0) = F0(·),
(1)
where (·)⊥ means the orthogonal projection onto the normal bundle of M and f(λ)
correspond to the speed function of the flow which is symmetric on the n variables,
monotone increasing in each variable and is evaluated at the principal curvatures
of Mt = F (M, t). For the purpose of this paper we restrict to a family of functions
f(λ) = Qk given by
Qk =
Sk+1
Sk
,
here Sk denotes the elementary symmetric polynomial in n variables of degree k,
Sk+1(λ) =
∑
1≤i1<i2<...ik+1≤n
λi1 . . . λik+1 .(2)
Note that by definition S0 = 1 and Q0 = H is the scalar mean curvature, which
has been widely studied in this century. We also note that for k > 0, the function
Qk is strictly concave over the cone
Γk+1 = {λ ∈ R
n : Sl(λ) > 0, l = 0, . . . , k + 1} .
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We remark that the PDE involved is fully non-linear and uniformly parabolic when
the principal curvatures belong to Γk+1. These type of functions are the simplest
case of geometric quotients of curvature 1-homogeneous.
The Qk-flow has been studied in the past, for instance, some work can be found
in [And07]. There classical results about existence and convergence to points
are shown for strictly convex compact initial hypersurfaces. Later, in [Die05]
the assumption about the convexity of the initial hypersurface was relaxed to
λ ∈ Γk ∩ {λ ≥ 0}. The main contribution was the construction of cylindrical bar-
riers that act as super solutions for (1). This allows to start the Qk-flow for initial
conditions as mentioned above and for which the evolution Mt becomes strictly
convex for t > 0. In both of those cases, after a parabolic rescaling Mt collapses to
a point. Finally, in [CD16] the authors construct non-compact complete solutions
(in the spirit of [EH89]).
In this paper we deal with eternal solutions1 for the Qk-flow which evolve by
translation, usually known as translating solitons or translators for short. These
type of solutions are immersion of the form
F (x, t) = F0(x) + tv,
where v ∈ Sn is a fixed direction. Since we are interested in the normal part,
Qk-translators can be also seen as hypersurfaces M0 ⊂ Rn+1 which satisfy
Qk(λ) = 〈ν, v〉 .(3)
These type of solutions have been studied by many authors in the case k = 0. The
interest on these examples arises mainly due to two reasons: they appear as a model
for type 2 singularities of the H-flow [HS99] and they are also minimal surfaces in
a weighted euclidean space [Ilm94].
We obtain several results for the Qk-flow and Qk-translators that we summarize
in what remains of this section. Firstly, we obtain a gradient estimate for graph so-
lutions. Since the involved PDE is fully non-linear we adapt the gradient estimates
from [SUW04] to (3) and we obtain,
Theorem 1.1. Let r > 0 and u ∈ C3 (B(0, r)) such that graph(u) is a Qk-translator.
Then it holds
|Du(0)| ≤ exp
(
CM
r
+
CM2
r2
)
,
where M = sup
B(0,r)
u and C = C(k, n).
On the other hand, due to the homogeneity of Qk and that the principal curva-
tures are in Γk+1, it suffices to estimate the maximal principal curvature of M0 to
establish second order estimates. Indeed we obtain,
Theorem 1.2. Let M = graph(u) be a Qk-translator. Then for any fixed constant
L > 0, there exist positive constants C˜(k, n) and β > 2 such that
λmax(u) ≤ C˜(k, n)
Lβ−2
(L− u)β
e2(L
2/r2+L/r).
Here λmax(u) = max {λi((x, u(x))) : x ∈ Q}, λi(p) denote the principal curvatures
at p and Q = B(0, r) ∩ {u < L}.
1Solution which exists for all time.
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Finally, the main result of this paper is in the spirit of [SX17] which has important
consequences in the classification of H-translators in R3. In that paper was proved
that a complete H-translator which is mean-convex (i.e: H > 0) is actually convex.
Then by a result of Halshofer in [Has15], the H-translator needs to be rotationally
symmetric and a piece of the bowl soliton. More recently in [SS19], it was shown
that complete H-translators which are mean-convex and 2-convex2 in Rn+1 are
also convex. This last assumption is in some sense important for the classification
scheme of H-translators, since it permits to use analytical tools like maximum
principles in their proof. In this paper we prove an analogous result for k > 0,
Theorem 1.3. Let k > 0 and M ⊂ Rn+1 be a complete 2-convex Qk-translator. If
Qk > 0, then M is convex.
We remark that our proof does not include the case k = 0, the reason is that Qk
is strictly concave for k > 0 over the cone Γk+1, which is a fundamental element of
our proof.
We also want to mention that in [TS] it has been shown the existence of com-
plete non-entire graphs which are rotatioanlly symmetric and strictly convex Qn−1-
translators in Rn+1 for n ≥ 2. This result shows that Theorem 1.3 is not about the
empty set.
The organization of this papers is as follows: In Section 2 we deal with proper-
ties for the Qk functions that we will use along the paper. In Section 3 we proves
gradient estimates for graph solutions to the Qk-flow and the Qk-translator equa-
tion. We also prove a non-existences theorem for linear growth solutions of the
graph Qk-translator equation. In Section 4 we prove second order estimate in the
above setting. Finally, the convexity results for Qk-translators are proved in Section
5.
Acknowledgments: The author would like to thank F. Mart´ın and M. Sa´ez for
bringing this problem to his attention and for all the support they have provided.
Furthermore, he would like to thank Pontificia Universidad Cato´lica de Chile and
Universidad de Granada for their facilities, seminars and doctoral schools on Dif-
ferential Geometry in which he participated.
2. Properties of Qk functions
In this section we list some properties of the Sk and Qk functions on R
n.
Definition 2.1. By setting S0 := 1, Sk := 0 for k > n and Sk as in the formula
(2) for k = 1, . . . , n. We define the open convex cones
Γk := {λ ∈ R
n : Si(λ) > 0, for i = 1, . . . , k} .
Example 2.2. The most common examples of Qk(µ) functions corespond to
Q0(λ) = λ1 + . . .+ λn and Qn−1(λ) =
(
1
λ1
+ . . .+
1
λn
)−1
,
when we consider these expressions in (1) we have the mean and inverse mean
harmonic curvature flow respectively.
2The sum of the last two principal curvatures is strictly positive.
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Notation 2.3. For now on we will denote by Sk,i(λ) and Sk;i,j(λ) the sum of all
terms of Sk(λ) which do not contain the factor λi and the factors λi, λj respectively.
Lemma 2.4. For any k ∈ {0, . . . , n}, i ∈ {1, . . . , n} and µ ∈ Rn we have
∂Sk+1
∂λi
= Sk,i,(4)
Sk+1 = Sk+1,i + λiSk,i,(5)
n∑
i=1
Sk,i = (n− k)Sk,(6)
n∑
i=1
λiSk,i = (k + 1)Sk+1,(7)
n∑
i=1
λ2iSk,i = S1Sk+1 − (k + 2)Sk+2,(8)
n∑
i=1
Sk,ij = (n− k − 1)Sk,j .(9)
Proof. For a proof of (4)-(8) we refer [HS99]. Note that the last one follows by
taking derivative with respect µj on (6). 
As an easy application of Lemma 2.4 we obtain,
Lemma 2.5. For any k ∈ {0, . . . , n}, i ∈ {1, . . . , n} and µ ∈ Rn we have
n∑
i=1
∂Qk
∂λi
= (n− k)− (n− k + 1)
Qk
Qk−1
,(10)
n∑
i=1
λi
∂Qk
∂λi
= Qk,(11)
n∑
i=1
λ2i
∂Qk
∂λi
= (k + 1)Q2k − (k + 2)Qk+1Qk.(12)
Another important result is the Newton inequality for the Sk polynomials,
Lemma 2.6. For any k ∈ {1, . . . , n− 1} and λ ∈ Rn we have
(k + 1) (n− (k − 1))Sk−1Sk+1 ≤ k(n− k)S
2
k .
Equality holds if and only if all λi are equal.
Proof. For a proof we refer to [HLP52]. 
Iterating Lemma 2.6 we also obtain,
Corollary 2.7. For any l, k ∈ {0, . . . , n− 1} such that l ≤ k and λ ∈ Rn we have
Qk ≤
(l + 1)(n− k)
(k + 1)(n− l)
Ql.(13)
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3. Gradient Estimates and applications
In this section we derive gradient estimates for graphical solution to the Qk-flow
and Qk-translator equation. To obtain both estimates, we choose to parameterize
locally the manifold by F (x, t) = (x, u(x, t)) and F0(x) = (x, u(x)) respectively. In
this setting equations (1) and (3) are
ut = Qk(Du,D
2u)
√
1 + |Du|2(14)
Qk(Du,D
2u) =
1√
1 + |Du|2
,(15)
respectively. We also consider the symmetrization of the Weingarten map to derive
the estimates, given by the matrix
Aij = w
−1
(
uij −
uiukukj
w(1 + w)
−
ujukuki
w(1 + w)
+
uiujukulukl
w2(1 + w)2
)
,(16)
where w =
√
1 + |Du|2 and the subindices denote derivatives with respect to the
corresponding variable. It is well know that the eigenvalues of this matrix corre-
spond to the principal curvatures of the graph the function u. This matrix was first
used in [CNS88] for deriving gradient estimates for Dirichlet curvature equations,
it was also used in [Hol14] for parabolic curvature equations and a result analogous
to Proposition 3.3 was announced in [CXZ17], but their proof is incomplete.
Remark 3.1. In Section 2 we deal with Sk functions over diagonal matrices. Al-
though we may evaluate the Sk function over a symmetric matrix B by the relation
det(tI +B) = tn + S1(B)t
n−1 + . . .+ Sn(B).
This relation permits to calculate Sk(B) as follows: Let α ⊂ {1, . . . , n} and |α| de-
notes its cardinality. Let B[α] be the principal submatrix of B in rows and columms
index by α, then we have
Sk(B) =
(
n
k
)−1 ∑
α⊂N,|α|=k
det(B[α]).
It is relevant to remark that the properties stated in Section 2 are valid for the
eigenvalues of a given matrix (or equivalently, for diagonal matrices).
The following lemma was inspired by [Sa´e] and it is due to the shape of matrix
(Aij) after a change of coordinates for which Sk(A) is easier to manipulate.
Lemma 3.2. If matrix (Aij) has the form,
A11 =
u11
w3
< 0, A1j =
u1j
w2
= Aj1, Ajj =
ujj
w
and Aij = Aji = 0 (for 2 ≤ i 6= j ≤ n).
6 J. TORRES SANTAELLA
at some point (x0, t0) or x0, then we have the following equations:
n∑
i=1
∂Qk
∂Aij
Aij = Qk,(17)
Sl(λ˜) > 0,
∂Sl
∂Ajj
(λ˜) = Sl−1(λ˜|j) > 0 for j = 2, . . . n and l = 1, . . . , k + 1,(18)
Sl(λ˜) = Sl(λ˜|j) +AjjSl−1(λ˜|j),(19)
Sl(λ˜) > Sl,(20)
Sl(A) = Sl(λ˜) +A11Sl−1(λ˜)−
∑
j>1
A21jSl−2(λ˜|j),(21)
Sl(a) = Sl(A|i) +AiiSl−1(A|i)−A
2
1iSl−2(A|1i),(22)
∂Qk
∂A11
≥
n
(k + 1)(n− k)
,
∂Qk
∂Aii
> 0 for i > 1,(23)
∂Qk
∂A11
≥
n
(n− k)2(k + 1)
∑
i≥1
∂Qk
∂Aii
.(24)
Here we are using the following notation: Sl,ij =
∂Sl
∂uij
, λ˜ = diag(A22, . . . , Ann),
Sk(B|i) or Sk(B|ij) means that the i-th row and i-th column resp. i, j-th row and
i, j-th column are omitted from a matrix B.
Proof. Under this setting we have
Qk,ij =
(
Sk+1
Sk
)
ij
=
Sk+1,ijSk − Sk+1Sk,ij
S2k
.
Then it follows,
Qk,11 =
∂Qk
∂A11
∂A11
∂u11
=
∂Qk
∂A11
1
w3
,
Qk,1i =
∂Qk
∂A1i
∂A1i
∂u1i
=
∂Qk
∂A1i
1
w2
= Qk,i1, i 6= 1
Qk,ii =
∂Qk
∂Aii
∂Aii
∂uii
=
∂Qk
∂Aii
1
w
Qk,ij =
∂Qk
∂Aij
∂Aij
∂uij
=
∂Qk
∂Aij
1
w
= 0 = Qk,ji (for 2 ≤ i 6= j ≤ n).
Note that by (11) together with the formula
∑
i,j
∂Sk
∂Aij
Aij = (k + 1)Sk+1 we obtain
(17). Furthermore, since A11 < 0, it follows that Sl(λ˜) > 0 for l = 1 which implies
that
∂Sl
∂Ajj
(λ˜) = Sl−1(λ˜|j) > 0. Note that iterating this process we can get the
same for cases j = 2, . . . n and l = 1, . . . , k + 1. Then equations (19)-(22) easily
follow by the shape of Aij matrix and properties from Lemma 2.4.
Now we analyze the diagonal terms
∂Qk
∂Aii
. For i = 1 we have,
∂Qk
∂A11
=
1
S2k
(
∂Sk+1
∂A11
Sk − Sk+1
∂Sk
∂A11
)
=
1
S2k
(
Sk(λ˜)Sk − Sk+1Sk−1(λ˜)
)
.
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Then by (19) we have,
∂Qk
∂A11
=
1
S2k

Sk(λ˜)2 − Sk−1(λ˜)Sk+1(λ˜) +∑
j>1
A21j(Sk−1(λ˜|j)
2 − Sk(λ˜|j)Sk−2(λ˜|j))

 .
Note that by Lemma 2.6 the term under the sum is non-negative and therefore we
may drop it. Then it by (20) follows,
∂Qk
∂A11
≥
n
(k + 1)(n− k)
(
Sk(λ˜)
Sk
)2
≥
n
(k + 1)(n− k)
.
Now we show that
∂Qk
∂Aii
≥ 0 for i > 1. Indeed by (22) we have,
∂Qk
∂aii
=
1
S2k
(
Sk(A|i)
2 − Sk+1(A|i)Sk−1(A|i)
)
+
A21i
S2k
[Sk−1(A|i)Sk−1(A|1i)− Sk(A|i)Sk−2(A|1i)] .
Now we use (21) on each Sl(a|i) to obtain,
∂Qk
∂Aii
=
1
S2k
(
Sk(A|i)
2 − Sk+1(A|i)Sk−1(A|i)
)
+
A21i
S2k
(
Sk−1(λ˜|i)
2 − Sk(λ˜|i)Sk−2(λ˜|i)
)
+
A21i
S2k
∑
j>1,j 6=i
A21j
[
Sk−2(λ˜|ij)Sk−2(λ˜|ij)− Sk−3(λ˜|ij)Sk−1(λ˜|ij)
]
.
We note that these three terms are non-negative by Lemma 2.6. Finally, for the
sum of the diagonal terms we have,
∑
i≥1
∂Qk
∂Aii
=
1
Sk

Sk(λ˜) +∑
i>1

Sk(λ˜|i) + a11Sk−1(λ˜|i)− ∑
j>1,j 6=i
a21jSk−2(λ˜|ij)




−
Qk
Sk

Sk−1(λ˜) +∑
i>1

Sk−1(λ˜|i) + a11Sk−2(λ˜|i)− ∑
j>1,j 6=i
a21jSk−3(λ˜|ij)



 .
Firstly we note that we can apply (6) on each term of the form,∑
i>1
Sl(λ˜|i) = (n− 1− l)Sl(λ˜), l = k − 2, k − 1, k
and we may also apply (9) on each term of the form,∑
i>1
Sl(λ˜|ij) = (n− 1− l − 1)Sl(λ˜|j), l = k − 3, k − 2.
Then it follows,
∑
i≥1
∂Qk
∂aii
=
(n− k)
Sk

Sk(λ˜) + a11Sk−1(λ˜)−∑
j>1
a21jSk−2(λ˜|j)


− (n− k + 1)
Qk
Sk

Sk−1(λ˜) + a11Sk−2(λ˜)−∑
j>1
a21jSk−3(λ˜|j)

 ,
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then by (21) we have∑
i≥1
∂Qk
∂aii
= (n− k)− (n− k + 1)
Qk
Qk−1
≤ (n− k).
Combining this with (23) we obtain (24). 
Proposition 3.3. Let u be a (k + 1)-convex solution of (14) in the region Ω =
Br(0)× (0, T ] where r < 1. Then, for t ∈ (0, T ], it holds that
|Du(0, t)| ≤ exp
(
K +
KMT
rt
+
KM2
tr2
+
KT
t
+
KTM2
tr4
)
,(25)
where M = sup
Ω
u and K depends only on k and n.
Proof. This proof is very similar to the respective one in [Hol14]. For this reason
we will use the same notation. Note that by translation on the xn+1-axis, we may
assume that u > 0. More precisely, we take the matrix A given in (16) and by a
slight abuse of notation we set,
Qk(A) =
Sk+1(A)
Sk(A)
,
where A = (Aij) and each function is evaluated on the eigenvalues of the matrix
A. With this equation (14) becomes
Qk(A) =
ut
w
,(26)
where w =
√
1 + |Du|2. Now we consider on Br(0) the test function given by
G(x, t, ξ) = tρ(x)ϕ(u) ln(uξ),
here ξ ∈ Sn−1 denote the direction derivative vector and
ρ(x) = 1−
|x|2
r2
and ϕ(u) = 1 +
u
M
,(27)
with M = sup
Ω
u. Since the function ρ vanishes at ∂Br(0), we may suppose that
the maximum of G is reached at some point (x0, t0) with t0 > 0 and |x0| < r and,
after a rotation, we may take ξ = ε1 where εi denotes the canonical euclidean base
of Rn. Then at this point we have the following equations at (x0, t0),
0 = (lnG)i =
ρi
ρ
+
ϕ′
ϕ
ui +
u1i
u1 lnu1
,(28)
0 ≥ (lnG)ij(29)
=
ρij
ρ
+
ϕ′
ϕ
uij +
ϕ′
ϕρ
(ρiuj + ρjui) +
uij1
u1 lnu1
−
(
1 +
2
lnu1
,
)
u1iu1j
u21 lnu1
,
0 ≤ (lnG)t =
ϕ′
ϕ
ut +
u1t
u1 lnu1
+
1
t
.(30)
In addition, we use another coordinate change to simplify the second derivatives,
ui(x0, t0) = 0, for i 6= 1; uij(x0, t0) = 0, for i 6= j and i, j ≥ 2;(31)
u22(x0, t0) ≥ . . . ≥ unn(x0, t0).
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Recall that to use Lemma 3.2 we need first to show that u11 < 0. Then it follows
at (x0, t0),
1−
u21
w(w + 1)
=
1
w
.
Which implies,
A11 =
u11
w3
, A1j =
u1j
w2
= Aj1, Ajj =
ujj
w
and Aij = Aji = 0 (for 2 ≤ i 6= j ≤ n).
On the other hand, by (28) we have,
u11
u1 lnu1
= −
ρ1
ρ
−
ϕ′
ϕ
u1,(32)
u1i
u1 lnu1
= −
ρi
ρ
(for i ≥ 2).(33)
In what follows all quantities are evaluated at (x0, t0) and also we may assume that
G(x0, t0) is big enough such that
G = tρϕ lnu1 ≥ 16
MT
r
.
With this we get,
u1 ≥
8M
rρ
and 16
MT
r
≥
8ϕt
ϕ′r
,(34)
which implies ∣∣∣∣ρjρ
∣∣∣∣ < 14 ϕ
′
ϕ
u1,(35)
for all j. Combining (32) and (35) we obtain,
u11 = u1 lnu1
(
−
ρ1
ρ
−
ϕ′
ϕ
u1
)
≤ −u21
ϕ′
2ϕ
lnu1 < 0,(36)
which in particular implies A11 < 0 and we may use equations from Lemma 3.2.
Then by (29),
0 ≥ Qk,ij(lnG)ij = Qk,ij
(
ρij
ρ
+
ϕ′
ϕ
uij +
ϕ′
ϕρ
(ρiuj + ρjui)
)
︸ ︷︷ ︸
=B
(37)
+Qk,ij
(
uij1
u1 lnu1
−
(
1 +
2
lnu1
)
u1iu1j
u21 lnu1
)
︸ ︷︷ ︸
=C
.
We first analyze term B in (37). By (31) we have,
B = Qk,11
(
ρ11
ρ
+
ϕ′
ϕ
u11 +
2ϕ′
ϕρ
ρ1u1
)
+
∑
i>1
Qk,ii
(
ρii
ρ
+
ϕ′
ϕ
uii
)
(38)
+ 2
∑
j>1
Qk,1j
(
ρ1j
ρ
+
ϕ′
ϕ
u1j +
ϕ′
ϕρ
ρju1
)
.
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First we note that by (17) the term
∑
i,j
Qk,ij
ϕ′
ϕ
uij in (38) satisfies,
ϕ′
ϕ
∑
i,j
Qk,ijuij =
ϕ′
ϕ
(
Qk,11u11 + 2
∑
i>1
Qk,1iu1i +Qk,iiuii
)
=
ϕ′
ϕ
ut
w
.(39)
for the last equality we use (26). On the other hand, for the last term of (38) we
may use (33) to obtain,
2
∑
j>1
Qk,1j
ϕ′ρj
ϕρ
u1 = −2
u21 lnu1
ρ
ϕ′
ϕ
∑
j>1
∂Qk
∂A1j
A1j
= 2
u21 lnu1
ρ
ϕ′
ϕ
Sk(Sk+1(A|1) +A11Sk(A|1)− Sk+1)− Sk+1(Sk(A|1) +A11Sk−1(A|1)− Sk)
S2k
= 2
u21 lnu1
ρ
ϕ′
ϕ
SkSk+1(λ) − Sk+1Sk(λ)
S2k
,
in the second inequality we use (21) and for the last line we use (20). Recall that
Sl(λ) denote the l-elemental symmetric polynomial evaluated in the diagonal matrix
λ = (Aii)i≥1. Then it follows,
2
∑
j>1
Qk,1j
ϕ′ρj
ϕρ
u1 = 2
u21 lnu1
ρ
ϕ′
ϕ
Sk(λ)
Sk
(Qk(λ) −Qk).
Following an idea of [Sa´e], we may use a first order Taylor expansion on Qk(λ)−Qk
around λ to see that,
Qk = Qk(λ) +
∑
j>1
∂Qk
∂A1j
(λ)A1j +
∑
j>1
∂2Qk
∂A1j∂a1j
(η)A21j ≤ Qk(λ),
where the inequality follows from
∂Qk
∂A1j
(λ) = 0 and the error term is non positive
by concavity of Qk. Therefore the whole term is non-negative and we may drop it
from (38).
On the other hand, for the term 2Qk,11
ϕ′ρ1
ϕρ
u1 we may use (23) and (32) to obtain,
2Qk,11
ϕ′ρ1
ϕρ
u1 = −2Qk,11
ϕ′
ϕ
(
u11
u1 lnu1
+
ϕ′
ϕ
u1
)
u1 ≥ −
ϕ′2u21
2ϕ2w3
∂Qk
∂A11
≥ −
u21
2M2w3
∑
i≥1
∂Qk
∂Aii
.
Finally for the term
∑
i,j
Qk,ij
ρij
ρ
we have,
∑
i,j
Qk,ij
ρij
ρ
= −
2
r2ρ
∑
i≥1
Qk,ii(40)
= −
2
r2ρ

 1
w3
∂Qk
∂a11
+
1
w
∑
i≥1
∂Qk
∂aii

 ≥ − 2
wr2ρ
∑
i≥1
∂Qk
∂aii
.
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Therefore,
B ≥
ϕ′
ϕ
ut
w
−
2
wr2ρ
∑
i
∂Qk
∂aii
−
u21
2M2w3
∑
i
∂Qk
∂aii
.(41)
Now we estimate the term C in (37). Differentiating (26) in the ε1-direction we
obtain,
ut1
w
−
ut
w3
u1u11 =
∂Qk
∂Aij
Aij,1
=
∂Qk
∂A11
A11,1 + 2
∂Qk
∂Ai1
Ai1,1 +
∂Qk
∂Aii
aii,1,
where Aij,1 denotes
∂Aij
∂x1
and
A11,1 =
u111
w3
−
3u1
w5
u211 −
2u1
w3(1 + w)
∑
j>1
u21j ,
A1i,1 =
u1i1
w2
−
2u1
w4
u11u1i −
u1
w2(1 + w)
u1iuii −
u1
w3(w + 1)
u11ui1,
Aii,1 =
uii1
w
−
u1
w3
u11uii −
2u1
w2(1 + w)
u21i.
Then we have,
Qk,ijuij1 =
∂Qk
∂A11
u111
w3
+ 2
∑
i
∂Qk
∂A1i
u1i1
w2
+
∑
i
∂Qk
∂A11
uii1
w
=
ut1
w
+
∂Qk
∂A11

2u1
w5
u211 +
2u1
w3(1 + w)
∑
j
u21j

+∑
i
∂Qk
∂Aii
2u1
w2(1 + w)
u21i
+ 2
∑
i
∂Qk
∂A1i
(
u1
w4
u11u1i +
u1
w2(1 + w)
u1iuii +
u1
w3(w + 1)
u11ui1
)
,
where in the last equality we use (17). After replacing the last equation on C and
using (32) we have,
C = Qk,ij
(
uij1
u1 lnu1
−
(
1 +
2
lnu1
)
u1iu1j
u21 ln u1
)
(42)
≥
ut1
wu1 lnu1
+
∂Qk
∂A11
(
2u21
w2
− 1−
2
lnu1
)
u211
w3u21 lnu1
+
2
w2(1 + w) ln u1
∑
i>1
∂Qk
∂A1i
u1iuii.
For the term third term in (42) we have,
∂Qk
∂A1i
u1iuii = −
Sk−1(A|1i)Sk − Sk−2(A|1i)Sk+1
S2k
A1iu1iuii
=
u21i
wS2k
(
−S2k
∂Qk
∂A11
+ SkSk(A|1i)− Sk+1Sk−1(A|1i)
)
,
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and we note that the difference of the last two terms is non-negative. Indeed, if we
consider
∂Qk
∂aii
(A|1) =
Sk(A|1i)Sk(A|1)− Sk+1(A|1)Sk−1(A|1i)
Sk(A|1)2
,
then it follows that
SkSk(A|1i)− Sk+1Sk−1(A|1i)
=
∂Qk
∂Ajj
(A|1)Sk(A|1)Sk +
Sk−1(A|1j)Sk+1(A|1)Sk
Sk(A|1)
− Sk+1Sk−1(A|1j)
≥ Sk−1(A|1j)Sk(Qk(A|1)−Qk),
which is non-negative from a11 < 0 and the concavity of Qk. Then, for the whole
term we have,
2
w2(1 + w) ln u1
∑
i
∂Qk
∂A1i
u1iuii ≥ −
2
w3(1 + w)
∑
i>1
u21i
lnu1
∂Qk
∂A11
(43)
≥ −2
u21 lnu1
w3(1 + w)
∑
i>1
ρ2i
ρ2
∑
j≥1
∂Qk
∂ajj
≥ −8
u21 lnu1
w3(1 + w)ρ2
∑
j≥1
∂Qk
∂ajj
.
Finally, for the second term in (42) we use (36) to obtain,
∂Qk
∂a11
(
2u21
w2
−
(
1 +
2
lnu1
))
u211
w3u21 lnu1
≥
∂Qk
∂a11
(
2u21
w2
−
(
1 +
2
lnu1
))
u21 lnu1
w3
ϕ′2
4ϕ2
≥
∂Qk
∂a11
(
2u21
w2
−
(
1 +
2
lnu1
))
u21 lnu1
w3
1
16M2
≥
C2(k, n)
64M2
u21 lnu1
w3
∑
i≥1
∂Qk
∂aii
,
where C2(k, n) is the constant in (24). Note that we have chosen a big enough
constant c0 such that u1 > c0 and lnu1 > 0.
Therefore we obtain,
C ≥
∑
i≥1
∂Qk
∂aii
(
C2(k, n)
64M2
u21 lnu1
w3
− C
u21 lnu1
w3(w + 1)
4
ρ2
)
+
ut1
wu1 lnu1
.(44)
Combining the lower bounds from (41) and (44) we get,
0 ≥
ut1
wu1 lnu1
+ ut
ϕ′
wϕ
+
∑
i
∂Qk
∂aii
(
−
4r
ρw3
u21
M
−
2
wr2ρ
+
C2(k, n)
64M2
u21 lnu1
w3
− C
u21 lnu1
w3(w + 1)
4
ρ2
)
.
Also by (30) we have,
ϕ′
ϕ
ut +
ut1
u1 lnu1
≥ −
1
t
.(45)
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Then after using (45) and multiplying by w2
(∑
i≥1
∂Qk
∂aii
)−1
we obtain,
M2
(
C
lnu1
(w + 1)
4
ρ
+
k + 1
n− k
w2ρ
u21t
+
4r
M
+
2w2
u21r
2
)
≥
C2
64
ρ lnu1.
Then by (34) we have,
M2
(
C
4r
M
+
(
1 +
r2
M2
)
1
c3t
+
4r2
M2
+
1
r2
(
1 +
r
M
))
≥
c2
64
ρ lnu1,
which implies
lnu1ρ ≤ K
(
Mr +
1
t
(M2 + r2) + r2 +
M2
r2
+
M
r
)
,
for a universal constant K = K(k, n) provided that c0 is big enough. Hence,
ln |Du(0, t)| ≤
t0
t
ϕ(u(x0, t0))
ϕ(u(0, t))
ρ(x0) lnu1(x0, t0)
ρ(0)
≤ K
(
MrT
t
+
M2
t
+
r2
t
+
Tr2
t
+
TM2
tr2
+
TM
tr
)
.
Since we assumed that u1 ≥ c0 and G(x0, t0) ≥ 16
MT
r
, we finally obtain
|Du(0, t)| ≤ exp
(
K +
KMT
rt
MrT
t
+
M2
t
+
(T + 1)r2
t
+
TM2
tr2
+
TM
tr
)
.

Recall that a Qk-translator is a surface that evolves by translations with unit
speed, hence we may use the same method to obtain a local gradient estimate for
graphical solutions to equation (15).
Corollary 3.4. Let r > 0 and u ∈ C3 (B(0, r)) such that graph(u) is a (k + 1)-
convex Qk-translator. Then it holds
|Du(0)| ≤ exp
(
CM
r
+
CM2
r2
)
,(46)
where M = sup
B(0,r)
u and C = C(k, n).
Proof. This proof is very similar from the given in Proposition 3.3 for this reason
we only point out the main differences from it. First we note that equation (15)
can be written as
Qk(A) =
1
w
,(47)
where A is the matrix given in (16). Secondly, we use the same test function G
(27) without time factor and we change the cut off function ρ by
ρ(x) = r2 − |x|2.
As before we may assume that the maximum of G is reached at some point x0 ∈
Br(0). We also apply the same change of coordinates to use the equations from
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Lemma 3.2. The only thing that we have to ensure is that u11 < 0 at x0. To do so
we assume that,
G = ρϕ lnu1 ≥ 16rM.
With this we have u1 ≥
8rM
ρ
and
ϕ′
ϕ
≥
1
2M
, which also implies
∣∣∣∣ρjρ
∣∣∣∣ < 2rρ ≤ ϕ
′
2ϕ
u1.
Then,
u11 = u1 lnu1
(
−
ρ1
ρ
−
ϕ′
ϕ
u1
)
≤ −u21
ϕ′
2ϕ
lnu1 < 0.
Note that we again get the B and C terms from (37), which we now analyze in this
configuration. We start with B and note that the only terms that change are (39)
and (40) for which we have,
Qk,ij
ϕ′
ϕ
uij =
ϕ′
ϕ
Qk =
ϕ′
wϕ
.
and
∑
i,j
Qk,ij
ρij
ρ
= −
2
ρ
∑
i≥1
Qk,ii = −
2
ρ

 1
w3
∂Qk
∂A11
+
1
w
∑
i≥1
∂Qk
∂Aii

 ≥ − 2
wρ
∑
i≥1
∂Qk
∂Aii
.
Therefore,
B ≥
ϕ′
ϕ
1
w
−
2
wρ
∑
i
∂Qk
∂Aii
−
u21
2M2w3
∑
i
∂Qk
∂Aii
.
For C we only need to estimate the therm Qk,ijuij1. We observe that
Qk,ijuij1 =
∂Qk
∂A11
u111
w3
+ 2
∑
i
∂Qk
∂A1i
u1i1
w2
∑
i
∂Qk
∂A11
uii1
w
= −
u1u11
w3
+
u1u11
w2
Qk︸ ︷︷ ︸
=0
+
∂Qk
∂A11

2u1
w5
u211 +
2u1
w3(1 + w)
∑
j
u21j

 +∑
i
∂Qk
∂Aii
2u1
w2(1 + w)
u21i
+ 2
∑
i
∂Qk
∂A1i
(
u1
w4
u11u1i +
u1
w2(1 + w)
u1iuii +
u1
w3(w + 1)
u11ui1
)
.
Using the same bounds from (42) it follows that,
C ≥
∂Qk
∂A11
(
2u21
w2
−
(
1 +
2
lnu1
))
u211
w3u21 lnu1
+
2
w2(1 + w) ln u1
∑
i
∂Qk
∂A1i
u1iuii.
Now from (43) we have,
2
w2(1 + w) ln u1
∑
i
∂Qk
∂a1i
u1iuii ≥ −
2u21 lnu1
w3(1 + w)
∑
i>1
ρ2i
ρ2
∑
j≥1
∂Qk
∂ajj
≥ −
8u21 lnu1
w3(1 + w)ρ
∑
j≥1
∂Qk
∂ajj
,
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and
∂Qk
∂a11
(
2u21
w2
−
(
1 +
2
lnu1
))
u211
w3u21 lnu1
≥
∂Qk
∂a11
(
2u21
w2
−
(
1 +
2
lnu1
))
u21 lnu1
w3
ϕ′2
4ϕ2
≥
∂Qk
∂a11
(
2u21
w2
−
(
1 +
2
lnu1
))
u21 lnu1
w3
1
16M2
≥
C2(k, n)
64M2
u21 lnu1
w3
∑
i≥1
∂Qk
∂aii
,
where C2(k, n) is the constant in (24). Therefore,
C ≥
∑
i≥1
∂Qk
∂aii
(
C2(k, n)
64M2
u21 lnu1
w3
−
8u21 lnu1
w3(w + 1)ρ
)
.
Then by adding the bounds from estimates of B and C we obtain,
0 ≥ B + A
≥
∑
i≥1
∂Qk
∂aii
(
C2(k, n)
64M2
u21 lnu1
w3
− 8
u21 lnu1
w3(w + 1)ρ
−
2
wρ
−
u1
2M2w3
)
,
or equivalently,
C2
64M2
lnu1ρ ≤ 8
lnu1
(w + 1)
+
2w2
u21
+
ρ
2M2u1
,
which leads to
ρ lnu1 ≤ C(k, n)
(
M2 +Mr
)
.
Finally,
ln |Du(0)| ≤
ϕ(u(x0))ρ(x0) lnu1(x0)
ϕ(u(0))ρ(0)
≤ C(k, n)
(
M2
r2
+
M
r
)
.

As a consequence from Corollary 3.4 we obtain a non-existence result for graph-
ical Qk-translator.
Theorem 3.5. There are no solutions u ∈ C3(Rn) to (15) with Qk > 0 such that
u(x) = o(|x|) as |x| → ∞.(48)
Proof. Let u be a solution to (14) that satisfies (48). This means that for all r ≥ 1,
max
Br
|u|
r
≤ C.
On the other hand, by Corollary 3.4 we have that
|Du(x)| ≤ C1, for all x ∈ R
n.
We claim that |Du| = 0 in Rn. We argue by contradiction, if it is not the case there
exists some positive δ such that |Du(0)| ≥ δ. Let r > 1 and we consider the test
function given by
G(x) = ρ(x)g(u)|∇u|,
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where ρ(x) = r2 − |x|2, g(u) =
(
1−
u
M
)β
for β < 0 and M = max
Br
u. Note
that G : Br → R attains its maximum at an interior point x0. We also choose a
coordinate system such that uij(x0) is a diagonal matrix for 2 ≤ i, j ≤ n,
u1(x0) = |∇u(x0)| and ui(x0) = 0, i ≥ 2.
Let δ1 > 0 such that
ρ(x0) ≥ δ1r
2 and u1(x0) ≥ δ1.(49)
Moreover, we have the following equations at x0,
0 = (lnG)i =
ρi
ρ
+
g′
g
ui +
u1i
u1
.(50)
0 ≥ Qk,ij(lnG)ij(51)
= Qk,ij
(
ρij
ρ
−
ρiρj
ρ2
+
g′
g
uij +
(
g′′
g
−
(
g′
g
)2)
uiuj +
u1ij
u1
−
u1iu1j
u21
)
.
Note that by (50) we have,
u11
u1
= −
ρ1
ρ
−
g′
g
u1 and
u1i
u1
= −
ρi
ρ
.
Furthermore, since β < 0 we may enlarge r such that u11(x0) ≤ 0 which allows us
to use Lemma 3.2.
Note that by (50) we have,
u1iu1j
u21
≤ 2
ρiρj
ρ2
+ 2
(
g′
g
)2
uiuj.
Then it yields,
0 ≥ Qk,ij
(
ρij
ρ
− 3
ρiρj
ρ2
+
g′
g
uij +
(
g′′
g
− 3
g′2
g2
)
uiuj
)
+Qk,ij
u1ij
u1
.(52)
First we estimate the first two terms in (52),
Qk,ij
(
ρij
ρ
− 3
ρiρj
ρ2
)
= −2
Qk,ii
ρ
− 12Qk,ij
xixj
ρ2
≥ −2
Qk,ii
ρ
− 12
Qk,ii
ρ2
|x|2
≥ −2
(
1
r2δ1
+
6
δ21r
2
)
1
w
∂Qk
∂Aii
,
in the last line we use (49).
Secondly we estimate the third and fourth term from (52). Since at x0 it holds
Qk,ijuij = Qk > 0 and
g′
g
= −
β
M
(
1−
u
M
)−1
,
g′′
g
=
β(β − 1)
M2
(
1−
u
M
)−2
,
we may drop the term Qk,ij
g′
g
uij . Furthermore, since we have
g′′
g
− 3
(
g′
g
)2
≥
−2β2 − β
M2
≥
3
32M2
,
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for β ∈
(
−
1
4
,−
1
8
)
. Then it yields at x0,
Qk,ij
(
g′
g
uij +
(
g′′
g
− 3
g′2
g2
)
uiuj
)
≥
−2β2 + β
M2
Qk,11u
2
1 ≥
C(k, n)
M2
u21
w3
∂Qk
∂Aii
,
in the last inequality we used (24). Finally, for the last term in (52) we may use
(43) to show that at x0,
Qk,ijuij1
u1
≥ −
2u1
w3(1 + w)
∂Qk
∂Aii
∑
j>1
u21j
u21
= −
2u1
w3(1 + w)
∂Qk
∂Aii
∑
j>1
ρ2j
ρ2
≥ −
8u1
w4
1
δ1r2
∂Qk
∂Aii
.
Combining all the estimates we obtain,
8u1
w4
1
δ1r2
∂Qk
∂Aii
+ 2
(
1
r2δ1
+
6
δ21r
2
)
1
w
∂Qk
∂Aii
≥
C(k, n)
M2
u21
w3
∂Qk
∂Aii
,
this implies that
u1(x0)
2 ≤ C(k, n)
M2
r2
.
In particular |Du(x0)| → 0 as r →∞ which contradict (49). Therefore u is constant
which contradicts that Qk > 0. 
4. Second order Estimates
In this section we derive interior local estimates for the maximum of the principal
curvatures λmax of solutions to the Qk-flow and for Qk-translators as in [SUW04].
To this end we consider local charts of the form F (x, t) = (Φ(x, t), u(Φ(x, t), t))
where Φ satisfies the flow equation (1), nevertheless we will suppress the map Φ
from our estimates.
We begin by deriving local equations which we will be using along this section.
Lemma 4.1. Let F (x, t) be a solution to the Qk-flow (1). Then at p ∈Mt we have
the following equations,
(∂t −k)u = 0,(53)
(∂t −k)hii =
∂2Qk
∂hcd∂hab
∇ihcd∇ihab + |A|
2
khii − 2Qkh
2
ii,(54)
(∂t −k) vn+1 = |A|
2
kvn+1.(55)
where u = 〈F, εn+1〉 is the height function, Qk,ij =
∂Qk
∂hij
, kf =
∑
i,j
Qk,ij∇i∇jf ,
|A|2k =
∑
i,j,l
Qk,ijhilhlj , vn+1 = 〈ν, εn+1〉 and εn+1 correspond to the canonical di-
rection of xn+1 in R
n+1.
Proof. Let p ∈Mt and we choose a normal frame around p with orthonormal base
{ei} of TpM . Also in these coordinates we have (∇iej)
⊤ = 0 and hij = λiδij at p
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where hnn(p) ≤ . . . ≤ h11(p). First we note that u = 〈F, εn+1〉 corresponds to the
height function. Then at p we obtain,
∇iu = 〈ei, εn+1〉 ,
∇j∇iu = ∇j 〈ei, εn+1〉 = 〈∇jei, ν〉 〈ν, εn+1〉 = hijvn+1.
Then after multiplying by
∂Qk
∂hij
we obtain,
ku = Qkvn+1.(56)
From the definition of u we have ∂tu = Qkvn+1, which implies
(∂t −k)u = 0.
It is a well know fact that the evolution equation for second fundamental form and
normal unit vector under the Qk-flow are given by
∂thij = ∇j∇iQk −Qkhilhlj ,(57)
∂tν = −∇Qk,(58)
for a proof we refer to [HP99]3. Then the evolution equation for vn+1 can be easily
calculated,
∂tvn+1 = 〈∂tν, εn+1〉 = −〈∇Qk, εn+1〉 .(59)
Also for vn+1 we have,
∇ivn+1 = 〈∇iν, εn+1〉 = 〈∇iν, el〉 〈el, εn+1〉 = −hil 〈el, εn+1〉
∇j∇ivn+1 = −∇jhil 〈el, εn+1〉 − hil 〈∇jel, εn+1〉
= −∇lhij 〈el, εn+1〉 − hil 〈∇jel, ν〉 〈ν, εn+1〉
= −〈∇hij , εn+1〉 − h
2
ijvn+1.
Therefore,
kvn+1 = −〈∇Qk, εn+1〉 − |A|
2
kvn+1(60)
= ∂tvn+1 − |A|
2
kvn+1.(61)
On the other hand, to obtain the evolution equation for hij we first need to calculate
∇i∇jQk. We first observe that,
∇iQk =
∂Qk
∂hab
∇ihab,
∇j∇iQk =
∂2Qk
∂hcd∂hab
∇jhcd∇ihab +
∂Qk
∂hab
∇j∇ihab.
We also use the relation,
∇j∇ihab = ∇a∇bhij + hijhamhmb − himhajhmb + hiahbmhmj − himhabhmj ,
3In [HP99] the coefficients of the Weingarten map are given by hij = −〈ν,∇iej〉 which has
the opposite sign from ours. Moreover, it is also used the outward orientation for the unit normal,
this explain why equations (57) and (58) have the opposite sign from ours.
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which can be found in [HP99]. Then,
∇j∇iQk =
∂2Qk
∂hcd∂hab
∇jhcd∇ihab +khij + |A|
2
khij(62)
−Qkh
2
ij +
∂Qk
∂hab
(hibhamhmj − himhajhmb) .
It follows,
∂thij =
∂2Qk
∂hcd∂hab
∇jhcd∇ihab +khij + |A|
2
khij
+ 2Qkh
2
ij +
∂Qk
∂hab
(hibhamhmj − himhajhmb) .
Note that when i = j the last term in second line vanishes. 
Proposition 4.2. Let Mt be a solution to (2) such that λ ∈ Γk+1 for t > 0. Let
u = 〈F, εn+1〉 be the height function and assume that u(x, t) → ∞ when |x| → ∞.
Fix any constant L > 0, and define the set
Q = Ωt × {t} ⊂ R
n × (0, TL),
where TL = sup {t : ∃ x s.t. u(x, t) ≤ L} and Ωt = {x ∈ R
n : u(x, t) ≤ L}. If TL <
∞, diam(Ωt) < ∞ for all t ∈ [0, TL) and Q 6= ∅, then there exist a constant C
depending only on n, k, L, TL and the constant appearing in Proposition 3.2 such
that
λmax(u) ≤ C(k, n, TL, L)e
4(C+C/t) L
β−2
(L− u(x, t))β
holds on Q. Here λmax(u) = max {λi((x, u(x))) : x ∈ Q}, where λi(p) denote the
principal curvature of graph(u(x, t)) at p, β(t) = 4(1 + 2a(t)−2) and
a(t) =
1
2
(
1 + exp
(
C +
C
t
))− 1
2
.
The constant C only depends on the constant of Proposition 3.3.
Proof. Since u → ∞ as |x| → ∞, we may assume by translation, that u(x, t) ≥ 0
for all (x, t). For any fixed positive constant L, we consider the set
Q = Ωt × {t} ⊂ R
n × (0, TL),
where TL = sup {t : ∃ x s.t. u(x, t) ≤ L} and Ωt = {x ∈ Rn : u(x, t) ≤ L}. Over Q
we consider the test function
G(x, t, ξ) = exp
(
−eC1/t
)
η(x, t)β(t) exp(φ(vn+1, t))hξξ,
where ξ ∈ Sn, hij are the components of the second fundamental form of the surface{
y ∈ Rn+1 : ∃ z s.t. y = (z, u(z, t))
}
(we refer to this hypersurface as the graph of
u) at the point (x, u(x, t)), and
η(x, t) = (L− u(x, t)) > 0 on Q,
β(t) = 4(1 + 2a(t)−2),
φ(vn+1, t) = − ln(vn+1 − a(t)).
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We have set
a(t) =
1
2
(
1 + exp2
(
C +
C
t
))− 1
2
,
vn+1 = 〈ν, εn+1〉 .
The constant C in a(t) is chosen so that 2a(t) ≤ vn+1 always holds, note that this
can be done by taking r →∞ on the gradient estimate from Proposition 3.3. With
this, C = C(M,TL) where L = sup
Q
u. Although the explicit dependence on these
terms will be suppressed.
On the other hand, we have that
lim
t→0
exp
(
eC1/t
)
η(x, t)β(t) exp(φ(vn+1, t)) = 0,
for any constant C1 > 0, since η < L and a(t) → 0 as t → 0+. Later on we will
choose this constant suitably.
Assuming that Q 6= ∅ and TL, diam(Ωt) < ∞ for all t ∈ (0, TL), we have that G
reaches its maximum over Q at some interior point (x0, t0, ξ0) ∈ Q × S
n−1 and,
after a rotation, in the ξ0 = ε1-direction. Then at (x0, t0) we consider a normal
frame for the graph of u which we denote by ei and for the standard coordinates of
R
n+1 we use εi. Recall that this frame satisfies (∇iej)⊤ = 0 and the matrix hij is
diagonal at (x0, t0), we also assume that hnn ≤ . . . ≤ h11 at (x0, t0).
In what follows all derivatives using the symbol ∇ are with respect the Riemannian
connection on Mt and all calculations will be done at (x0, t0). Then for the first
derivatives we have,
0 = ∇i ln(G) = β
∇iη
η
+ φ′∇ivn+1 +
∇ih11
h11
,(63)
0 ≤ (lnG)t =
C1C2e
C2/t
t2
+
∂th11
h11
+ φ′∂tvn+1 − φ
′∂ta+ β
∂tη
η
+ ∂tβ ln η.(64)
Then we conclude,
0 ≤ (∂t −k) ln(G)
=
C1C2e
C2/t
t2
− φ′∂ta+ ∂tβ ln η
+
∂th11
h11
−
kh11
h11
+Qk,ij
∇ih11∇jh11
h211
+ β
(
∂tη
η
−
kη
η
+Qk,ij
∇iη∇jη
η2
)
+ φ′(∂tvn+1 −kvn+1)− φ
′′Qk,ij∇ivn+1∇jvn+1.
We may simplify this expression by using Lemma 4.1,
0 ≤
C1e
C1/t
t2
− φ′∂ta+ ∂tβ ln η(65)
+Qk,ij
∇ih11∇jh11
h211
+
Qk,ab;cd
h11
∇1hcd∇1hab + |A|
2
k − 2Qkh11
+ βQk,ij
∇iη∇jη
η2
+ φ′|A|2kvn+1 − φ
′′Qk,ij∇ivn+1∇jvn+1.
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Furthermore, we may explicitly compute the first line of (65) since,
φ′∂ta = −
Ce2(C+C/t)
2t2(1 + e2(C+C/t))3/2(vn+1 − a(t))
and ∂tβ = −
16C
t2
e2(C+C/t).
Note that if we take L big enough and C1 small enough the term
C1e
C1/t
t2
− φ′∂ta+ ∂tβ ln η ≤ 0,
for all t > 0 and therefore we may omit it from the estimate. Then,
0 ≤Qk,ij
∇ih11∇jh11
h211
+
Qk,ab;cd
h11
∇1hcd∇1hab − 2Qkh11(66)
+ βQk,ij
∇iη∇jη
η2
+ (1 + φ′vn+1)|A|
2
k − φ
′′Qk,ij∇ivn+1∇jvn+1.
We claim that from (66) we may obtain the following,
2Qkh11 + C1(k, n)a
2h211(67)
≤
∑
iQk,ii
η2
e2(C+C/t)
(
4n(β + C0β
2) + (β + β2(1 + γ−1))
)
+ C0β
2(n− k)
e2(C+C/t)
η2
,
where γ > 0 satisfies (70) with ε = 214
a2
(a2+8) . The proof of this claim is rather
technical and we will complete it later.
Note that after rearranging (67) we have,
η2h11 ≤ C2(k, n)e
2(C+C/t)
(
4n(β + C0β
2) + (β + β2(1 + γ−1))
)
.
Since β < CeC+C/t and
(1 + γ−1) ≤ (1 + β−1)(1 + ε−1) ≤ (1 + β−1)C0 ≤
5
4
C0,
then it follows,
η2h11 ≤ C3(k, n)e
3(C+C/t).
In particular this bound implies,
G(x0, t0) ≤ C3(k, n)e
4(C+C/t) exp(C1e
C2/t0)Lβ(t0)−2
which is equivalent to
hξξ(x, t) ≤ Ce
4(C+C/t) L
β−2
(L− u(x, t))β
,
on Q for some constant C depending only on k, n, TL, L and the constants from the
estimates of |Du|. This ends the proof.
Now we prove estimate (67). To do this we will distinguish into two cases:
Case 1: hnn < −
h11
5
.
First we note that hnn < 0 and by the concavity of Qk we may discard the second
term in first line of (66). Also by (63), we may estimate
Qk,ij
∇ih11∇jh11
h211
= Qk,ij
(
β
∇iη
η
+ φ′∇ivn+1
)(
β
∇jη
η
+ φ′∇jvn+1
)
≤ (1 + γ−1)β2Qk,ij
∇iη∇jη
η2
+ (1 + γ)φ′2Qk,ij∇ivn+1∇jvn+1
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for any γ > 0. Also by Proposition 3.3 we have, |∇η| = |∇u| ≤ eC+C/t at (x0, t0).
Then it follows,
0 ≤Qk,iie
2(C+C/t) β
η2
(
1 + (1 + γ−1)β
)
(68)
+
(
(1 + γ)φ′2 − φ′′
)
Qk,ij∇ivn+1∇jvn+1 + (1 + φ
′vn+1)|A|
2
k − 2Qkh11
From the definition of vn+1 we have,
∇ivn+1∇jvn+1 = 〈∇iν, εn+1〉 〈∇jν, εn+1〉 = hilhjp 〈el, εn+1〉 〈ep, εn+1〉 ≤ hilhjl.
Since γ > 0, the term (1 + γ)φ′2 − φ′′ is positive. Then we may apply these
inequalities onto (68) to obtain,
0 ≤ Qk,iie
2(C+C/t) β
η2
(
1 + (1 + γ−1)β)
)
− 2Qkh11(69)
+
(
(1 + γ)φ′2 − φ′′ + (φ′vn+1 + 1)
)
|A|2k.
Now we write
(1 + γ) = (1 + ε)(1 + β−1),(70)
where ε = ε(t) > 0 is still to be chosen. Recall that 2a ≤ vn+1 and β−1 <
a2
8
in Q,
then we have
(1 + γ)φ′2 − φ′′ + (φ′vn+1 + 1) =
ε+ β−1 + εβ−1
(vn+1 − a)2
−
a
vn+1 − a
≤
a2
8
+ ε
(
1 +
a2
8
)
− a2
a2
≤ −
7a2
8
,
provided that ε <
7a2(1− a2)
a2 + 8
. For simplicity we choose ε =
21
4
a2
(a2 + 8)
since
a < 12 . Therefore by (12) and Lemma 2.5 it follows,
((1 + γ)φ′2 − φ′′ + (φ′vn+1 + 1))|A|
2
k ≤ −
7a2
8
(Q2k(k + 1)− (k + 2)Qk+1Qk)
≤ −
7a2
8
(k + 1)
(n− k)
Q2k.
On the other hand, by (12) and Corollary 2.7, we have
h2nnQk,nn ≤
∑
i
Qk,iih
2
ii ≤ (k + 1)Q
2
k,(71)
and by (5) and Lemma 2.6,
Qk,nn =
S2k,nn − Sk+1,nnSk−1,nn
S2k
≥
n+ 1
(k + 1)(n− k + 1)
(
Sk,nn
Sk
)2
≥ θ(k, n),(72)
where the last constant came from [LT94] since λ ∈ Γk+1 and hnn is the minimum
of the principal curvatures. Then it follows,
((1 + γ)φ′2 − φ′′ + (φ′vn+1 + 1))|A|
2
k ≤ −C1(k, n)a
2h211,(73)
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here we also use that hnn > −
h11
5
.
Applying (73) onto (69) it yields,
0 ≤ Qk,iie
2(C+C/t) β
η2
(
1 + (1 + γ−1)β)
)
− 2Qkh11 − C1(k, n)a
2h211.(74)
Case 2: hnn ≥ −
h11
5
.
Note that in this case we have hii ≥ −
h11
5
for every i. We consider the partition
set given by I = {j : Qk,jj ≤ 4Qk,11} and J = Ic. Then by (63) we have,
Qk,jj
|∇jh11|2
h211
= Qk,jj
(
φ′∇jvn+1 + β
∇jη
η
)2
≤ Qk,jj
(
(1 + ε)φ′2|∇jvn+1|
2 + (1 + ε−1)β2
|∇jη|2
η2
)
,
and since
∇jη
η
= −β−1
(
φ′∇jvn+1 +
∇jh11
h11
)
we have,
βQk,jj
|∇jη|2
η2
= β−1Qk,jj
(
φ′∇jvn+1 +
∇jh11
h11
)2
≤ β−1Qk,jj
(
(1 + ε)φ′2|∇jvn+1|
2 + (1 + ε−1)
|∇jh11|2
h211
)
for every ε > 0.
The idea of considering the above inequalities is to control (66) by the terms in-
volving |∇jh11| with j ∈ J . For doing this we divide the sums as follows,
β
∑
j≥1
Qk,jj
|∇jη|2
η2
+
∑
j≥1
Qk,jj
|∇jh11|2
h211
≤ β
∑
j∈I
Qk,jj
|∇jη|2
η2
+
∑
j∈J
β−1Qk,jj
(
(1 + ε)φ′2|∇jvn+1|
2 + (1 + ε−1)
|∇jh11|2
h211
)
+
∑
j≥1
Qk,jj
(
(1 + ε)φ′2|∇jvn+1|
2 + (1 + ε−1)β2
|∇jη|2
η2
)
≤ 4n(β + (1 + ε−1)β2)Qk,11
|∇η|2
η2
+ (1 + ε−1)β2(n− k)
e2(C+C/t)
η2
+ (1 + ε)(1 + β−1)φ′2
∑
j≥1
Qk,jj |∇jvn+1|
2 + (1 + ε−1)β−1
∑
j∈J
Qk,jj
|∇jh11|2
h211
.
Note that last line we have used our gradient estimate from Proposition 3.3. We
also remark that the factor (1 + ε)(1 + β−1) = (1 + γ
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After applying this onto (66) we have,
0 ≤ 4n(β + (1 + ε−1)β2)Qk,11
|∇η|2
η2
+ (1 + ε−1)β2(n− k)
e2(C+C/t)
η2
(75)
+ ((1 + ε)(1 + β−1)φ′2 − φ′ + φ′vn+1 + 1)|A|
2
k − 2Qkh11
+
Qk,ij;pl
h11
∇1hij∇1hpl + (1 + ε
−1)β−1
∑
j∈J
Qk,jj
|∇jh11|2
h211
.
Fixing ε = 21a
2
4a2+32 as in Case 1, we may omit the term (1+γ)φ
′−φ′′+(φ′vn+1+1)
from (75) since it is non-positive. Furthermore, after applying again the gradient
estimate into (75) we obtain,
0 ≤ −2Qkh11 + 4ne
2(C+C/t)(β + C0β
2)
Qk,11
η2
+ C0β
2(n− k)
e2(C+C/t)
η2
(76)
+
Qk,ij;pl
h11
∇1hij∇1hpl + C0β
−1
∑
j∈J
Qk,jj
|∇jh11|2
h211
.
Here we have used an upper bound for (1+ε−1) = 2524+
32
21a
−2 given by C0 = 1+2a
−2
since a < 12 .
On the other hand, we estimate the second line of (76) as follows. By the homo-
geneity 1 of Qk we have,
Qk,ij;pl∇1hij∇1hpl =
∑
i,j
Qk,ii;jj∇1hii∇1hjj +
∑
i6=j
Qk,ii −Qk,jj
hii − hjj
|∇1hij |
2.
Moreover, by the concavity of Qk we obtain,
Qk,ij;pl
h11
∇1hij∇1hpl ≤
2
h11
∑
j>1
Qk,11 −Qk,jj
h11 − hjj
|∇jh11|
2.
Note that by the concavity of Qk, the term
Qk,11 −Qk,jj
h11 − hjj
< 0 for j > 1.
We would be able to show that the second line of (76) is non-positive if we can
show that,
−
2(Qk,11 −Qk,jj)
h11(h11 − hjj)
≥ C0β
−1Qk,jj
h211
, for j ∈ J.(77)
Note that by our choice of β, we have that β−1C0 =
1
4 . Then proving (77) is
equivalent to showing that
7
4
Qk,jjh11 ≥ 2Qk,11h11 −
1
4
Qk,jjhjj , for j ∈ J.(78)
For hjj ≥ 0 with j ∈ J it is clear that (78) follows since
7
4
Qk,jjh11 ≥ 7Qk,11h11.
On the other hand, if hjj < 0, then |hjj | ≤
h11
5
. Then it yields,
2Qk,11h11 −
1
4
Qk,jjhjj ≤
1
2
Qk,jjh11 −
1
20
Qk,jjh11 ≤
9
20
Qk,jjh11,
and (78) follows as well. Therefore we obtain,
0 ≤ −2Qkh11 + 4n
e2(C+C/t)
η2
(β + C0β
2)
∑
i
Qk,ii + C0β
2(n− k)
e2(C+C/t)
η2
.(79)
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Then combining (74) and (79) we obtain (67). 
To obtain an analogous estimate for the Qk-translator equation (15), we first
need the equations that are contained in the next lemma.
Lemma 4.3. Let F : M → Rn+1 be a Qk-translator and let p ∈ M , then we have
the following equations:
ku = Q
2
k = 1− |∇u|
2, where u = 〈F, εn+1〉 ,(80)
khii +Qk,ab;cd∇ihab∇ihcd + |A|
2
khii + 〈∇hii, εn+1〉 = 0,(81)
kQk + 〈∇Qk, εn+1〉+ |A|
2
kQk = 0.(82)
Proof. Let p ∈ M and we choose a normal frame around p with orthonormal base
{ei} of TpM . Recall that in these coordinates we have (∇iej)⊤ = 0 and hij = λiδij
where hnn(p) ≤ . . . ≤ h11(p) at p.
For the height function u = 〈F, εn+1〉we may apply (56) to show that,
ku = Qkvn+1 = Q
2
k = | 〈ν, en+1〉 |
2 = 1− |v⊥|2 = 1− |∇u|2.
For showing (81), we first use (62) to see that,
∇j∇iQk =
∂2Qk
∂hcd∂hab
∇jhcd∇ihab +khij + |A|
2
khij
−Qkh
2
ij +
∂Qk
∂hab
(hibhamhmj − himhajhmb) .
We also may calculate ∇i∇jQk using equation (3). Indeed,
∇j∇iQk = −〈∇hij , εn+1〉 − h
2
ijQk.(83)
Then, after combining both equations for ∇j∇iQk, we obtain
khij = −
∂2Qk
∂hcd∂hab
∇jhcd∇ihab +Qkh
2
ij − |A|
2
khij
− 〈∇hij , εn+1〉 −
∂Qk
∂hab
(
hibhamhmj − h
i
mhajhmb
)
.
For the case i = j the last term vanishes and (81) follows.
Finally, we note that (64) can be easily obtained by multiplying (83) by
∂Qk
∂hij
. 
Theorem 4.4. Let M be a Qk-translator such that its principal curvatures belong
to Γk+1. Then for any fixed constant L > 0, there exist positive constants C˜(k, n)
and β > 2 such that
λmax(u) ≤ C˜(k, n)
Lβ−2
(L− u)β
e2(L
2/r2+L/r).
Here λmax(u) = max {λi((x, u(x))) : x ∈ Q}, λi(p) denote the principal curvatures
at p, Q = B(0, r) ∩ {u < L}.
Proof. This proof is very similar from the given in Proposition 4.2, for this reason
we only point out the main differences from it. First, we consider the test function
G : Q→ R given by
G(x, ξ) = ηβeφ(vn+1)hξξ,
that in contrast with Proposition 4.2 has no time dependence, the function φ and
the constant β are still to be fixed.
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As before {ei} denotes normal coordinates centered at x0 ∈ Q which is the point
where G reaches its maximum and {εi} denotes the canonical euclidean frame. For
simplicity of the notation all derivatives using the symbol ∇ are with respect the
Remannian connection on the graph of M at x0.
Then at x0 we have,
0 = ∇i ln(G) = β
∇iη
η
+ φ′∇ivn+1 +
∇ih11
h11
(84)
and for the second derivatives,
0 ≥ k ln(G) = β
(
kη
η
−Qk,ij
∇iη∇jη
η2
)
+ φ′′Qk,ij∇ivn+1∇jvn+1 + φ
′
kvn+1
+
kh11
h11
−Qk,ij
∇ih11∇jh11
h211
.
By equation (3) and Lemma 4.3 we have,
0 ≥ −β
(
Q2k
η
+Qk,ij
∇iη∇jη
η2
)
+ φ′′Qk,ij∇ivn+1∇jvn+1(85)
−
Qk,ab;cd
h11
∇1hab∇1hcd − (φ
′vn+1 + 1)|A|
2
k
−
〈
∇h11
h11
+ φ′∇vn+1, εn+1
〉
−Qk,ij
∇ih11∇jh11
h211
.
On the other hand, by (84) it follows,〈
∇h11
h11
+ φ′∇vn+1, εn+1
〉
= −β
〈
∇η
η
, εn+1
〉
Qk,ij
∇ih11∇jh11
h211
≤ Qk,ij
(
(1 + γ−1)β2
∇iη∇jη
η2
+ (1 + γ)φ′2∇ivn+1∇jvn+1
)
,
for all γ > 0. Combining these equation in (85) we have,
0 ≥ −β
(
Q2k
η
+ (1 + (1 + γ−1)β)Qk,ij
∇iη∇jη
η2
)
+ β
〈
∇η
η
, εn+1
〉
(86)
+ (φ′′ − (1 + γ)φ′2)Qk,ij∇ivn+1∇jvn+1 − (φ
′vn+1 + 1)|A|
2
k
−
Qk,ab;cd
h11
∇1hab∇1hcd.
Note that for the second term in first line of (86) we obtain,
−(β + (1 + γ−1)β2)Qk,ij
∇iη∇jη
η2
= −(β + (1 + γ−1)β2)Qk,ij
〈ei, εn+1〉 〈ej , εn+1〉
η2
≥ −(β + (1 + γ−1)β2)
Qk,ij
η2
.
Furthermore, for the first term in second line of (86) we get,
(φ′′ − (1 + γ)φ′2)Qk,ij∇ivn+1∇jvn+1 ≥ (φ
′′ − (1 + γ)φ′2)|A|2k,
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provided that (φ′′ − (1 + γ)φ′2) is non positive. After applying this onto (86) it
follows that,
0 ≥ −β
Q2k
η2
− (β + (1 + γ−1)β2)
Qk,ij
η2
+ β
〈
∇η
η
, εn+1
〉
(87)
+ (φ′′ − (1 + γ)(φ′)2 − (φ′vn+1 + 1))|Ak|
2 −
Qk,ab;cd
h11
∇1hab∇1hcd.
As in the proof of Proposition 4.2, we claim that from (87) we may obtain,
0 ≥ −β
Q2k
η2
− (β + (1 + γ−1)β2)
Qk,ij
η2
+
a2
2
C(k, n)h211(88)
− 4n(β + (1 + ε−1)β2)Qk,11
|∇η|2
η2
+ β
〈
∇η
η
, εn+1
〉
,
where a is function on |Du| of order −3. In particular (88) implies that,
η2h211 ≤
˜C(k, n)a−2
(
βL|∇η|+ 2β + (1 + γ−1)
)
,
and by the estimate from Corollary 3.4, there is a universal constant C˜(k, n) ,
G = eφ(vn+1)ηβh211 ≤ C˜(k, n)L
β−2e2(L
2/r2+L/r),
which proves Theorem 4.4.
Now we prove our estimate (88) by considering two cases:
Case 1: hnn < −
h11
5
.
Let φ(x) = − ln(x − a) where a depends only on sup
Q
|Du| and satisfy vn+1 ≥ 2a.
Then we pick γ < a2(1 + 2a− a2) such that
(φ′′ − (1 + γ)(φ′)2 − (φ′vn+1 + 1)) =
a(vn+1 − a)− γ
(vn+1 − a)2
≥
a2 − γ
(1− a)2
≥
a2
2
.
Then by (12) and Corollary 2.7 we have,
(φ′′ − (1 + γ)(φ′)2 − (φ′vn+1 + 1))|A|
2
k ≥
a2(k + 1)
2(n− k)
Q2k.
Since we are assuming that hnn < −
h11
5
, we may apply (71) and (72) to obtain,
Q2k ≥ C(k, n)h
2
11.
After applying this into (87) we have,
0 ≥ −β
Q2k
η2
− (β + (1 + γ−1)β2)
Qk,ij
η2
+
a2
2
C(k, n)h211 + β
〈
∇η
η
, εn+1
〉
,(89)
we also have discarded the term Qk,ab;cd∇1hab∇1hcd by the concavity of Qk.
Case 2: hnn ≥ −
h11
5
.
This case is analogous to the respective one in the proof of Proposition 4.2. There-
fore we obtain,
0 ≥ −β
Q2k
η2
−
(
4n(β + (1 + ε−1)β2) + C0β
2
)∑
i
Qk,ii
|∇η|2
η2
+ β
〈
∇η
η
, εn+1
〉
.
(90)
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
5. Proof of Theorem 1.3
In this section we prove Theorem 1.3 which is inspired by the proof of the The-
orem of Spruck-Xiao given in [HIMW19].
Let λn(p) = min {λi(p) : i = 1, . . . , n} where λi(p) are the principal curvatures at
p ∈ M . If M is convex then λn ≥ 0. Recall that by (71) and (72) from Section 4
it follows that, ∣∣∣∣ λnQk
∣∣∣∣ ≤ C(k, n),
where C(k, n) depends on the constant from [LT94, Theorem 1].
Now we start with the proof of Theorem 1.3. We argue by contradiction, suppose
that M is not convex. Then by the 2-convexity we have that λn < 0 < λi for
i = 1, . . . , n− 1 on p ∈M . Then we consider the function f :M → R given by
f = −
λn
Qk
.
Note that f is smooth since λn 6= λi for i 6= n and let
δ = inf
M
f > 0.(91)
We summarize the proof as follows: Since f is bounded it has a positive infimum
by the non-convexity assumption. We will prove that it cannot be reached at M .
Then it follows that it would be attained at infinity. In the latter case, we trans-
late M by pn, where pn is a sequence such that f(pn)→ δ. By the estimates from
Theorem 4.4 we may apply a standard compactness results to obtain a subsequence
of {M − pn} that converges to a Qk-translator M∞. Then we prove that the con-
nected component ofM∞ that contains the origin is a vertical hyperplane and from
the Omori-Yau maximum principle we get a contradiction with δ 6= 0.
Step 5.1. f can not attain its infimum in M .
Proof. Assume the opposite, let p ∈ M be such that f(p) = δ. To simplify the
calculations we use normal coordinates at p given by the orthonormal base {ei} of
TpM , which satisfies (∇iej)⊤ = 0, hij = hij = λiδij and hnn(p) = λn(p) at p. Then
it follows,
0 = ∇if = −
∇ihnn
Qk
−
f
Qk
∇iQk,(92)
0 ≤ kf = −
khnn
Qk
+ 2
〈∇hnn,∇Qk〉k
Q2k
+ 2f
||∇Qk||
2
k
Q2k
−
f
Qk
kQk,(93)
where 〈X,Y 〉k = Qk,ijXiYj . Then Eq. (81) implies,
−
khnn
Qk
=
1
Qk
(
Qk,ab;cd∇nhab∇nhcd + |A|
2
khnn −Qkh
2
nn + 〈∇hnn, εn+1〉
)
.
By (82) it follows that,
−
f
Qk
kQk =
f
Qk
(
|A|2kQk + 〈∇Qk, εn+1〉
)
.
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Combining the last equation with (93) we obtain,
0 ≤
Qk,ab;cd
Qk
∇nhab∇nhcd.
Since Qk is a strictly concave function, the maximum principle implies that f is
constant on M . In particular f = δ on M . Furthermore, we use that Qk is a
function homogeneous of degree 1 along with Eq. (81) to obtain,
0 = −Qk,ab;cd∇nhab∇nhcd
= −Qk,ij∇nhii∇nhjj −
∑
i6=j
Qk,ii −Qk,jj
λi − λj
|∇nhij |
2.
Note that by the concavity of Qk, the first term is non-negative and the second
term is positive, in particular |∇nhij | = 0 for all i, j. This implies that hnn is
constant as well as Qk. Finally by equation (82) we observe,
|A|2kQk = 0,
which implies that |A|k = 0, but since Qk,ij > 0, each principal curvature vanishes
on M , which contradicts that Qk > 0. 
As we mentioned in the summary, we now consider pn ∈ M such that f(pn) → δ
and define Mn = M − pn. By the second order estimates from Theorem 4.4, we
may use a standard Arzela-Ascoli compactness result to obtain a sub-sequence M ′n
ofMn that converges smoothly on compact subsets to a smooth Qk-translatorM∞,
possibly non-connected and with bounded principal curvatures. For these types of
arguments we refer the reader to [PR02] for details.
Step 5.2. Let M ′∞ be the connected component of M∞ which contains the origin,
then M ′∞ is vertical hyperplane.
Proof. For proving this claim, we first show that Qk vanishes in M
′
∞. Indeed,
suppose that Qk > 0 in M
′
∞. Then the infimum of f is attained at the origin which
contradict Step 5.1. In particular, Qk = 0 at some point p ∈ M ′∞. Note that this
corresponds to a vanishing minimum of Qk and by the strong maximum principle
Qk = 0 in M
′
∞.
Now we prove Step 5.2. Note that the 2-convexity implies that λn ≤ 0 ≤ λn−1
on M ′∞. Furthermore, since Qk → 0 and f → δ, we have that λn → 0 on M
′
∞.
Then we have two possibilities on M ′∞: Both Sk+1 and Sk vanish at M
′
∞. Then
by Lemma 2.6 we have that all the principal curvatures λi = λi+1 in M
′
∞. Since
λn = 0, we have thatM
′
∞ is vertical hyperplane since 〈ν, εn+1〉 = 0. The other case
corresponds to Sk+1 → 0 and Sk > c > 0 on M ′∞. We may apply again Lemma 2.6
which states that
Sk+2Sk ≤ c(k, n)S
2
k+1,
and note that in the limit we have an equality which means, as before, thatM ′∞ is a
vertical hyperplane. Note thatM ′∞ has bounded principal curvatures and therefore
the case Sk or Sk+1 going to infinity cannot occur. 
Now we apply the Omori-Yau maximum principle [ALMR16] to our proof. We may
obtain a sequence pi ∈M such that,
f(pi)→ δ,∇f(pi)→ 0 and kf → α.(94)
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Step 5.3. We conclude the proof by showing that δ = 0 contradicting (91).
Proof. First we claim that α from (94) is non-negative. Indeed, it is clear that
f ∈ C2,αloc since each Mn corresponds to a graph of a function un which satisfies
the estimates from Corollary 3.4 and Theorem 4.4, then by Krylov-Evans theory
[Kry87] each un ∈ C
2,α
loc and by Schauder estimates we may improve to C
l,α
loc for
every l > 0. Then α ≥ 0 since Qk,ij is a semi-definite positive matrix and kf =
Trace
(
Qk,ijD
2f
)
.
Now we apply Step 5.2 to the sequence pi, we may assume (up to a sub-sequence)
and after restricting to the connected component which contains the origin, that
Mi =M − pi converges to a Qk-translator M ′∞ which is a vertical hyperplane.
For the rest of the proof, any statement which contains a limit it refer to pi.
First we note that at pi it follows that,
∇f = −
∇λin
Qik
−
f
Qik
∇Qik.(95)
Then by scaling the second fundamental form Ai of Mi by
1
Qi
k
, we note that λn →
−δ as i→∞. On the other hand, since Mi is a Qk-translator we also have,
∇Qik = Ai(e
⊤
n+1, ·).(96)
Furthermore, since e⊤n+1 → en+1, we may combine this with (95) to obtain,
∇Qik
Qik
→ V,
for a non-zero vector V . In addition, we may applying the Omori-Yau maximum
principle to equation (95) to obtain,
∇λn
Qk
→ −δV.
Recall that at pi we have,
kf =
Qik,ab;cd∇nh
i
ab∇nh
i
cd
Qik
+
2
(Qik)
2
(〈
∇λn,∇Q
i
k
〉
k
+ f
∣∣∣∣∇Qik∣∣∣∣2k)− 〈∇f, εn+1〉 ,
and after taking limits, we note that the last two terms vanish. Then in the limit
it follows,
0 ≤ α =
Qk,ab;cd∇nhab∇nhcd
Qk
= Qk,ij∇nhii∇nhjj +
∑
i6=j
DiQk −DjQk
λi − λj
|∇nhij |
2.
Since both terms are non-positive, we have that ∇ahnb = 0 for all a, b, which in
particular implies that
∇λn
Qk
= 0 and therefore δ = 0. 
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