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The authors study the notion of independence in the noncommutative 
analogue of a probability space, namely, a finite W*-algebra with trace 7. Two 
definitions of independence, both generalizing the classical definition, are 
considered, and examples are given to illustrate that the definitions are in- 
equivalent. For one of these notions of independence, the structure of a finite 
W*-algebra generated by an independent family of subalgebras is determined. 
As a consequence, the authors obtain extensions of the Kolmogorov and Hewitt- 
Savage zero-one laws. 
1. INTRODUCTION 
It has long been recognized that WY-algebras may be viewed as a non- 
commutative generalization of measure algebras, and thus as a proper setting 
for an attempt at a noncommutative generalization of measure theory. It 
follows that the finite W*-algebras (see Section 2 for the definition) form a 
proper setting for a noncommutative generalization of probability theory. 
Many standard theorems of measure theory have been extended to W*- 
algebras (cf. [3,4, 8, lo]). Segal [S] proposed a noncommutative integration 
theory. Dixmier [3] extended the notion of the conditional expectation. 
Umegaki [lo] made an extensive study of the conditional expectation and 
martingales in W*-algebras. He applied it (cf. [6]) to von Neumann’s theory 
of measurements in quantum statistics, and to the theory of entropy and 
information. These extensions are not only interesting in themselves, but 
also provide powerful tools for the further investigation of W*-algebras. In 
this spirit, the authors undertook to extend to W*-algebras the notion of 
stochastic independence and to establish the noncommutative analogues of the 
Kolmogorov and Hewitt-Savage zero-one laws. Although the proofs of these 
laws are closely related to known results, we believe that our investigation 
is nevertheless of interest for two reasons: firstly, it leads to some new results 
and raises some open questions concerning the structure of certain finite 
W*-algebras; secondly, it hopefully illustrates the potential value of an 
attempt to extend some of the deeper theorems of probability theory to the 
context of finite W*-algebras. We intend to consider some of these deeper 
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theorems and the applications of the extended notion of independence in a 
future work. 
In Section 2 we present two definitions of independence in a W*-algebra 
both generalizing the classical notion, and discuss their relationship. In 
Section 3 we first determine the structure of a finite W*-algebra generated 
by a sequence of independent subalgebras, then indicate some open problems 
that arise out of the notion of independence, and finally prove the Kolmogorov 
zero-one law. In Section 4 we introduce the notion of identically distributed 
W*-algebras and symmetric operators, and establish the noncommutative 
extension of the Hewitt-Savage zero-one law in two ways. 
2. INDEPENDENCE IN FINITE W*-ALGEBRAS 
Recall that a W*-algebra (or a eon Neumann algebra) GZ is a weakly closed 
self-adjoint algebra, with identity, of bounded linear operators on a Hilbert 
space X. A normal truce T on a is a function r: GP ---f [0, co] satisfying: 
(i) if S, T E lZ+, 7(S + T) = ~(5’) + T(T), 
(ii) if T E 6Y+ and 01 3 0, T(~T) = NT(T), where 0 . 03 = 0, 
(iii) if T E @+, and U is unitary in GZ, then r( UTF) = T(T), 
(iv) If F C GY+ is an upward directed set with least upper bound 
T E 6??, then T(T) = supFEr T(F). 
7 is called a finite truce if T(T) < 00 for every T E a+, and is said to be 
normalized if in addition T(I) = 1. T is faithful if T E 6?+, T(T) = 0 implies 
T = 0. 
A normal trace is the noncommutative analogue of a positive measure 
(see below), and if in addition 7 is finite and normalized, then we have a 
noncommutative generalization of a probability measure. Throughout this 
article, by a trace 7 on 6l? we shall mean a normal, finite, normalized, faithful 
trace. A W*-algebra GZ is called$nite if and only if it has a trace. 
Let (Q, 7, Pi> be a probability space. Each CELL determines an 
operator il~‘~ , called the multiplication by f, on the Hilbert space &’ =,52(Q). 
Now, CY = {M, : f ELm(Q)} is a commutative W*-algebra with trace E(f) = 
.I-nf(4 dg(w). Th e projections in this W*-algebra are precisely the multi- 
plications by the indicator functions IA , A E 7, which we shall denote 
simply by M, . 
Recall that the events {A,}:=, are called independent if for any finite sub- 
collection Ai1 , Ai ,..., Ain , we have 
(2.1) 
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The sub-u-algebras {z}Er are said to be independent if every family {Ai)& , 
Ai E Yi , forms a collection of independent events. 
Since the definition of independence in the classical commutative case is 
given in terms of events (Bore1 sets) Ai , we would expect, in light of the 
above remarks, that independence in a finite W*-algebra #L with trace r be 
defined in terms of projections. In the commutative case there are two 
equivalent formulas relating Mrlal , the projection corresponding to a set 
intersection, to the separate MA ‘s. These are 2 
and 
J&A, = n Mai > (2.2) 
M n.+ = /j MA, , (2.3) 
respectively, where P A Q denotes the projection on the intersection of the 
ranges of the projections P and Q. It is well known that P A Q = PQ if and 
only if the projections P and Q commute. Thus, in the general noncom- 
mutative case we are led to consider two candidates as possible generalizations 
of the notion of independence to a finite W*-algebra CPI with trace r. 
DEFINITION 2.4. A family of projections {P,},‘“_l in r!Z are called m- 
independent if and only if for any finite subcollection Pi, , Pi2 ,..., Pi, , 
(2.4) 
DEFINITION 2.5. A family of projections {P,},& in 6E are called A- 
independent if and only if for any finite subcollection PiI , Pit ,..., Pi, , 
(2.5) 
We remark that these two definitions are inequivalent (see below), each 
having its own advantages and disadvantages. Though a product is a simple 
algebraic operation, a clear disadvantage of (2.4) is that by considering a 
product of projections we are no longer discussing solely projections. However, 
a simple linearity argument shows that if P and Q are r-independent, then 
(1) P’- and Q, (2) P and &I, and (3) PL and Q’ are all r-independent. Thus, 
the family of projections a-independent of a projection Q is closed under orthogonal 
complementation. 
Though (2.5) refers solely to projections it has the serious defect that 
two projections P and Q can be A -independent without P’- and Q being so, as the 
following example illustrates. 
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EXAMPLE 2.6. Let S = C4 and let &I = (e, , ea , es , e4} be a fixed 
orthonormal basis in 2. Operators 7’ on s+? will be represented in matrix 
form T = [t,J with respect to the basis g. Define 
Then, T is a trace on every operator algebra acting on S. Let P and Q be the 
projections on the subspaces panned by {e, , e2} and ((l/ 63) (e, + e2 + ea), 
(l/d/2) (es - e,)}, respectively. Then P and Q are represented by 
5 1 
6 3 -1 6 0 
11 and 5 3 f 0 
-+ 1 3 2 6'
00 00 
respectively, and thus 
T(P) = 4 = T(Q). 
Now P A Q is the projection on 
I 
x = eye, + Be, = -fT- ~Iiel+e3+e,)+~(e3--l)l. 
(2.7) 
A comparison of coefficients shows that 
and a = 2/3. 
Thus P A Q is the projection on {x = /3(2e, + e,)>, and this shows that 
P A Q has a one dimensional range and 
T(P AQ) = 4. 
Next, P'- A Q is the projection on 
12 = "e, + Pe4 = & (e, + e2 + e3) + -$=(e3 - el)l . 
Again, a comparison of coefficients yields 
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and hence Pl A Q = 0. Thus, 
whereas 
+‘l A Q) = 0 # $ . + = .(P’) T(Q). 
EXAMPLE 2.8. Two projections P and Q can be ~-independent without 
being n-independent. The projections P and Q of Example 2.6 are A-indepen- 
dent as seen above. But .(PQ) = 7/24 # 4 . 4 = T(P) T(Q). 
EXAMPLE 2.9. Two projections P and Q can be n-independent without 
being A-independent. (This example, combined with Example 2.8, shows that 
the two notions of independence, n-independence and ~-independence, are 
inequivakmt.) Let X = C2 with orthonormal basis {e, , e2}. Let A = [aJ be 
the matrix representation of an operator A with respect to this basis. Then, 
T(A) = *(all + a22) is a trace. Let 
p= [ 1 
0 
0 I 
0 
and Q = [f 
2 
$1 
2 
be the projections on e, and (e, + es)/ d2, respectively. Then T(P) = 8 =7(Q), 
and 
.(PQ) = 2 = 4 * & = ,(P).(Q). 
Since P and Q are projections on distinct one-dimensional subspaces, 
P A Q = 0 and thus P and Q are not ~-independent. 
DEFINITION 2.10. Let W be a finite W*-algebra with trace T. A family 
{c&}& of W*-subalgebras is n-independent (respectively A -independent) if 
and only if every family of projections {P,},“I , Pi E C& , is a-independent 
(respectively ~-independent). 
Note that the above definition of A-independence of subalgebras removes 
the defect (illustrated by the Example 2.6) in Definition 2.5. For, if Pi is a 
projection in G& so is PiL, and it is required now that both Pi and Pi” be 
~-independent of projections in &, i fj. 
THEOREM 2.11. If {LY~}~‘=l is a ~-independent family of W*-subalgebras of 
a finite W*-algebra 6Z, then the (PGi’s are mutually commuting and m-independent. 
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Proof. Let Pi (respectively Pj) b e any projection in G& (respectively G&), 
i # j. We shall show that Pi commutes with Pi. As 
and 
.(P, A Pj) = .(P,) T(Pj), 
it follows that 
.(P,’ A Pj) = .(P,‘) T(Pj), 
T(Pi A Pj) + .(P,” A Pj) = T(P,) .(Pj) + T(Pi’) T(Pj) 
= [T(P,) + T(Pil)] .(Pj) = T(Pj). (2.12) 
Now recall that for any trace 7 and any pair of projections R and S, we have 
T(R A s) + T(R v s) = T(R) + T(S), 
where, of course, R v S is the projection on the minimal closed subspace 
containing the ranges of R and S. Let R = Pi A Pj and S = PiA A Pj . Then, 
T(Pi A Pj) + T(P,’ A Pj) 
= .[(P, A Pi) A (P,’ A Pj)] + T[(P, A Pi) V (Pi’ A Pi)] 
= T(0) + T[(P, A Pj) V (Pi’ A P,)]. (2.13) 
From (2.12) and (2.13) it follows that 
T(Pj) = T[(P, A Pi) V (P,’ A Pj)]. 
Using the faithfulness of T and the fact that 
we have 
Pj > (Pi A Pj) V (P,’ A Pi), 
It follows that 
Pi = (Pi A Pi) V (Pi’ A Pj) 
= (Pi A Pj) @ (Pi’ A Pi). 
PiPi = P,[(P, A Pj) @ (P,’ A Pj)] 
= Pi(Pi A Pj) + P,(P,l A Pi) 
= Pi A Pj + 0 = Pi A Pi , 
and thus also that 
pjp, = (PiPj)* = (Pi A Pi)* = Pi A Pi. 
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Hence PiPj = PjP, . Since a W*-algebra is generated by its projections it 
follows that O& and & are mutually commuting. Noting that PiPj = Pi A Pi 
iff Pi and Pi commute, the n-independence follows. This completes the proof. 
Remark. 2.14. From Theorem 2.11 and Example 2.9 it follows that for 
*-algebras ~-independence is strictly stronger than r-independence. (Let 
GYi be the W*-algebra generated by P and 6l?a the W*-algebra generated by 
Q, P and Q as in Example 2.9. Clearly the only nontrivial projections in O/!r 
(respectively GZJ are P and PA (respectively Q and Q’). Since T(PQ) = 
.(P).(Q), G!i and OZa re n-independent by the linearity of trace. However, 
as Example 2.9 shows, they are not ~-independent.) 
Questions 2.15. We shall make the convention that, in the rest of the 
paper, independence will always refer to the A-independence. By Theorem 
2.11, independent subalgebras are always mutually commuting. It might be 
of interest to consider whether the zero-one laws can be extended to the case 
of n-independent (not necessarily mutually commuting) subalgebras. Also 
of interest is the question of what m-independence really means; for example, 
what is the structure of a finite W*-algebra G! that is generated by a family 
of n-independent subalgebras {G!~}~zD=l . We shall see in Section 3 that this 
question has a very nice answer if the subalgebras are ~-independent. 
3. SOME STRUCTURE THEORY AND THE 
KOLMOGOROV ZERO-ONE LAW 
Let O? be a finite W*-algebra with trace r and (G&),E”=, a family of indepen- 
dent W*-subalgebras which generate GZ. 
7 fi Ai = fi T(Ai). ( 1 i=l 61 (3.1) 
Proof. If all the Ai’s are projections, then (3.1) is simply part of the 
definition of independence. For general Ai’s, the result follows easily from 
the spectral theorem. To be precise, let 
i%$ = {A, E al : T(A,P,P, ‘.. P,) = T(A,) T(P2) T(P3) .” T(Pn), 
for all projections Pi E 6&, 2 < i < n>. 
5Yr contains the projections of I&, is closed under addition and scalar multi- 
plication by the linearity of 7, and is strongly closed. Thus, by spectral theory, 
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L?& contains all self-adjoint operators in Q!r , and hence, since 99r is a linear 
space, gr 1 GYr . Now let 
L2l2 = {A, E a2 : T(A1AzP3 ... P,) = T(A,) T(A,) T(P3) ..* T(P,), 
VA, E Q& and all projections Pi E 6& , 3 < i < n}. 
By the above discussion SYs contains all the projections in @a , and exactly 
as above it follows that SYa r> G$ . The remainder of the proof is now clear. 
By the above lemma, a family of subalgebras (QZ~}~==, of C!? are independent 
if and only if they are mutually commuting and ~(ny=, AJ = nyX, 7(Ai) 
for any finite collection of operators Ai E & . This is, of course, precisely 
the definition of independence to be found in [5]. Nakamura has established 
there a structure theorem for finite factors generated by a finite family of 
independent subalgebras, and makes a remark that the result generalizes to 
a finite algebra (not necessarily a factor) generated by a finite family of 
independent subalgebras. We shall now generalize the result of [5] to the 
case of a finite W*-algebra generated by an infinite family of independent 
subalgebras. Our proof uses the work of Bures [2], but the result seems not 
to have been noticed by him, and seems to be new. For the convenience of 
the reader, we recall some relevant definitions and results from Bures’ paper. 
DEFINITION 3.2. A W*-algebra GT is a tensor product of subalgebras 
{&}~=, if the following four conditions hold: 
(i) G$ commutes with C?$ , for i # j; 
(ii) the G&‘s generate @, 
(iii) the set YP of all product states on fl is separating, where by a 
product state one means a normal state TV on GZsuch that p(& Ai) = nIF p(AJ 
for any collection of operators A, E G& , with i E F a finite set of indices, and 
by separating it is meant that if A E 02+ and p(A) = 0 for all p E & , then 
A = 0; 
(iv) if p E YP and, for each i, Xi is a normal state on 0& with Xi = TV 1”; 
except for at most a finite number of indices, then there exists a normal state 
A E& such that A ldi = hi for all i. 
LEMMA 3.3. (Bures [2], Corollary 4.3). If condition (iv) in the Dejinition 
3.2 holds for all p in a separating subset of Yj, , then it holds for all p E X9 . 
THEOREM 3.4. If UZ is a finite W*-algebra with trace T and is generated 
by a family of independent subalgebras (O&}~zI , then GY is a tensor product 
of the Q&‘s. 
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Proof. From the definition of independence and Lemma 3.1, it follows 
that the conditions (i) and (ii) of Definition 3.2 hold, and also that 7 is a 
product state. As T is separating (recall that T is assumed to be faithful), 
it follows from Lemma 3.3 that we need only verify that T satisfies condition 
(iv) of Definition 3.2. 
If 01 is generated by a finite number of independent subalgebras G!r , 
Gr a ,..., 6& , then it is known (cf. [5]) (and in fact follows independently from 
Proposition 4.2 of [2]) that a = a1 @ 0& @ ... @ C!& . Hence for any 
choice of normal states hi on 0& , a product state @Xi exists on 0Y. 
In the general case, choose, for each i, a normal state hi on G& such that 
Xi = 7 Ini for all i except those in some finite set F of indices. Let 8, be the 
W*-algebra generated by (~~)i.F and .!& be the W*-algebra generated by 
WfeF . Clearly @r and gz are independent and generate 6Y. Hence csl = 
&?r @ gz . Note that T jl, is a trace on &‘a , and is clearly a product state with 
respect to the independent subalgebras (QZi}iBF of 3s . If there is a normal 
state X on 6?r with X In, = hi , i EF, then X @ 7 will be a product state on GY 
with h lc7. = & , Vi, and hence T on GZ will satisfy condition (iv) of Definition 
3.2. But l&r is itself a finite W*-algebra with trace T iI, , generated by the 
finitely many independent subalgebras {6Ti}iGF. Hence SYr = BisF OZi and 
@JiEF hi does indeed exist as a normal state on gr . 
OPEN PROBLEMS 3.5. 
Problem 1. Example 2.9 shows that in a finite W*-algebra GZ with trace T 
it is possible to have subalgebras fli satisfying 7(?rAi) = TT(&) for all finite 
products of Ai E 6& , without the &‘s being mutually commuting. Can one 
have mutually commuting 0~‘~‘s which are not independent ? Of course, one must 
look for such an example among 02’s which are not factors [5, Lemma 11. 
Problem 2. By considering a central decomposition of 6?’ and the cor- 
responding decomposition of T, one is led to conjecture that a family of 
subalgebras {G’&} is independent if and only if they are mutually commuting 
and their centers are independent. A modification of this problem is given in 
the next problem. 
Problem 3. If 0C is generated by independent subalgebras {&}, then 
GZ = @6Yi , and hence < = @&. , where < and t;{ are the centers of aand 6Yi 
respectively. In particular c is generated by ($}. Are there hypotheses weaker 
than independence guaranteeing that c is generated by {W ? More precisely, 
is it enough that the 0$‘s are mutually commuting and generate a? If not, 
Problem 2 should be revised as follows: If {O&} are mutually commuting and 
generate CY, and their centers (I&} are independent and generate <, does it follow 
that the 6Ti’s are independent ? 
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THEOREM 3.6. (Kolmogorov’s Zero-One Law). Let CZ be a Jinite W*- 
algebra generated by a family of independent subalgebras G& . For each Jinite 
subset F of indices, let gLF be the W*-algebra generated by {G?i}icF, and let 
Y = ng!, , where the intersection is taken over all Jinite subsets F of indices. 
Then, 
7 ={ciI:aEC}. 
Proof. By Proposition 1.7 of Bures [2], 
T(P) = [I]“, 
for all projections P E 9. Hence, 
7(P)=O or 1. 
Since 7 is faithful, 
P=O or I. 
As the W*-algebra 9 is generated by its projections, the result follows. 
4. HEWITT-SAVAGE ZERO-ONE LAW 
Throughout this section GZ! is a finite W*-algebra (with trace T) generated 
by a family of independent subalgebras & . Hence GY = @G& . 
DEFINITION 4.1. The subalgebras G& are said to be identically distributed 
if, for each pair (i, j) of indices with i # j, there exists a *-isomorphism 
ajji : Q&---f & which preserves the trace, that is, 
m&4,)1 = 4%), for all A, E G& . (4.1) 
Let G&‘s be identically distributed and o be a permutation of (1, 2,..., n). 
Since {G&i>, 1 < i < n, are identically distributed, we can associate with 
oa *-isomorphism (T* of 0& @ @a @ ... @ G$ into itself as follows: for 
Aig6&, 
u* 
f 
A, @ ... 0 An) = @l,,-~l~o-~, 0 ... 0 @n,o-&,-112. (4.2) 
More precisely, for each i, cD~,~-~~ is a *-isomorphism of GICJ--~i onto @ ; 
and it follows from [3, Proposition 2, p. 601 that &, Qi,,-li is a *- 
isomorphism of @z, @0-Ii onto @r=, G& . Let p be the canonical *- 
isomorphism of &, C& onto &, G&-ii which changes order, that is, 
p(&, Ai) = @y=, Am-Ii . Then U* is the map 
(4.3) 
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Now u* clearly extends to a *-isomorphism, also denoted by u*, of O? onto 
itself. For, if .G@a is the W*-algebra generated by (ai ,..., &} and a’z is the 
W*-algebra generated by {ol, , i > n}, then O! = 9Yr @ 8, (see Section 3). 
Now define, by abuse of notation, 
(J* = u* @ I. (4.4) 
Thus we have proved the following. 
LEMMA 4.5. Every$nitepermutation o of the integers induces a *-isomorphism 
o* of GZ onto itself. 
DEFINITION 4.6. Let 02 be a W*-algebra, with trace 7, generated by an 
identically distributed family {G&} of subalgebras. An operator A E a is said 
to be symmetric if u*A = A for all finite permutations D of the integers. 
Problem 4.7. In our definition of a symmetric operator we require that 
@‘i’s be identically distributed. In the classical setting of the Hewitt-Savage 
zero-one law, a symmetric set can be defined without an a priori assumption 
that the random variables Xi are identically distributed. What is a reasonable 
definition of a symmetric operator in the W*-algebra context which does not 
require the initial assumption of the identical distribution of the subalgebras 6& ? 
LEMMA 4.8. If Gsl is aJinite W*-algebra generated by a family of indepen- 
dent, identically distributed subalgebras 6& , then the trace 7 is symmetric, that is, 
T(a*B) = T(B), (4.9) 
for every B E G?, and every Jinite permutation CT of the integers. 
Proof. Let u be a permutation of (1, 2 ,..., n}. Because of the linearity and 
continuity, it suffices to check the a*-invariance of 7 on a generating family 
of operators of the form A, @ ... @ A, , Ai E &. Now, 
by independence, 
by identical distribution, = fi @o-,i), 
i=l 
= fi T(A~) = 7 (6 Ai). 
i=l 
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Finally we establish the noncommutative analogue of the Hewitt-Savage 
Zero-One law. 
THEOREM 4.10. (Hewitt-Savage Zero-One Law). If rX? is a Jinite W*- 
algebra generated by a family of independent, identically distributed subalgebras, 
then the only symmetric operators in 6T are the scalar multiples of the identity. 
Proof. 6Y is the strong closure of the increasing family of We-algebras 
Bn = rCZl @ ... @ 6Tn cj$ [ml]. H ence for A E 02, there exists B, E@~ , which 
we may assume uniformly bounded in norm by the Kaplansky density 
theorem (cf. [3]), so that B, + A strongly. Let A be symmetric. Noticing 
that (B, - A)* (B, - A) + 0 weakly, we have 
T[(B~ - A)* (B, - A)] --f 0. 
For each n, let Us be any finite permutation of integers. Then, 
I d(un*&J* &I - @*4 
d I d(un*Bn)* (B, - 411 + i 4(~*& - 4” All 
< T+[(u,*&)* (un*Bn)] +[(Bn - A)* (B, - A)] 
+ T”[{(u~*& - A)* (un*B, - A)}] T+[A*A] 
= +[B,*B,] +[(Blz -A)* (B, - ,4)] 
+ T*[(B, - A)* (B, - A)] T*[A*A], using 
a*-invariance of both A and 7, 
< KT”[(B~ - A)* (B, - A)] 
-+ 0. 
Hence, 
T(A*A) = li,m T[(u,*B,)* B,]. 
Now let u, be the permutation of { 1, 2,..., 2n) defined by 
%(l, z..., 2n) = (n + 1,. . . , 2n, 1,. . . , n). 
Clearly u~*B, E 0&+, @ *.. @ CYs, @ [OJ], and 
d(%*B,)* %I = ~[(%a*&)*] @,) 
= T(B,*) T(B,). 
Thus, 
r(A*A) = 1,” T(B,*) T(B,) 
= T(A *) T(A), 
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by the weak continuity of T. Hence, if A is a projection, we have 
T(A) = [T(A)]Z. 
In other words, 
T(A)=O or 1, and A=0 or I. 
As each u* is a weakly continuous *-isomorphism of @, the algebra of 
symmetric operators is a W*-subalgebra of 02, is thus generated by its 
projections, and hence trivial. This completes the proof. 
This theorem can also be established by using the work of Stormer (cf. [9, 
Theorems 2.7, 2.8 and 3.11). Stormer has shown that if ‘LI is a C*-algebra 
with identity and a = @$I is an infinite tensor product, then the states 
on @ of the form @p, with p a state on ‘$I, are ergodic under the natural action 
of the group of finite permutations on 8. Specifically our definition of 
independent, identically distributed subalgebras implies that a = @@‘, 
where 5Y is a certain fixed finite W*-algebra with trace 7. The W*-algebra 
@ can be viewed as the weak closure of the C*-tensor product ‘$I of the 
g’s, and the trace on G? is simply @-. Let P be a symmetric projection in a, 
and consider the state p on 91 defined by 
p(A) = @(PAP). 
We claim that p is a symmetric state on CLI and p < 0~. 
For a finite permutation 0, 
p(uA) = @T(PUAP) 
= @[u(PAP)], since UP = P, 
= @T(PAP), since @T is symmetric, 
= P(A)- 
Let A > 0. Then, 
P(A) = (‘?+) cpAp) 
= @T(PA), since @T is a trace, 
= @T(PA’A+) 
= @T(A& PA’) 
< @T(A), since A+ PA* < A. 
By the ergodicity of @ 7 it follows that 
p(A) = @T(pA) = Ct @ T(A), 
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for a fixed scalar 01. Letting A be the identity, we have @Q-(P) 
hence 
@(PA) = @T(P) @(A), VA E 2L 
This equality extends to all A E 02, by continuity. Now letting A 
recalling that @T is faithful, we obtain that P = 0 or I. 
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