We study continuity envelopes in spaces of generalized smoothness B
Introduction
This paper continues the study of sharp embeddings and continuity envelopes in spaces of generalized smoothness begun in [17] and [6] . Moreover, as we shall immediately explain, there also appear close connections to [5] and [7] dealing with growth envelopes in such spaces, also related to certain 'limiting' situations. In [17] and [6] we considered spaces of type B (s,Ψ) pq (R n ), F (s,Ψ) pq (R n ), with 0 < p, q ≤ ∞ (p < ∞ for F -spaces), n p < s ≤ 1 + n p , where Ψ is a so-called admissible function, typically of log-type near 0. Our present paper covers these results essentially.
The study of spaces of generalized smoothness has a long history, resulting on one hand from the interpolation side (with a function parameter), see [21] and [9] , whereas the rather abstract approach (approximation by series of entire analytic functions and coverings) was independently developed by GOL'DMAN and KALYABIN in the late 70's and early 80's of the last century; we refer to the survey [19] and the appendix [20] which cover the extensive (Russian) literature at that time. We rely on the Fourier-analytical approach as presented in [13] recently. There one can also find a reason for the revived interest in the study of such spaces: its connection with applications for pseudo-differential operators (as generators of sub-Markovian semi-groups). Plainly these latter applications and also the topic in its full generality are out of the scope of the present paper. Likewise we only want to mention that the increased interest in function spaces of generalized smoothness is also connected with the study of trace spaces on fractals, that is, so-called h-sets Γ.
Roughly speaking, spaces of generalized smoothness extend 'classical' spaces of Besov or Triebel-Lizorkin type in the sense that the partition of R n is not necessarily based on annuli, and, accordingly, the weight factor connected with the assumed smoothness of the distribution, can vary in a wider sense, that is, the 'classical' smoothness s ∈ R is replaced by a certain sequence σ = (σ j ) j∈N 0 . In the special case of sequences σ = (2 js ) j∈N 0 , s ∈ R and N = (2 j ) j∈N0 we have the coincidence B σ,N p,q (R n ) = B s p,q (R n ), but the new setting is by no means restricted to this case. We benefit in this paper from a result in [24] saying that under certain assumptions on the involved sequences, In contrast to the notion of spaces of generalized smoothness, the study of continuity envelopes has a rather short history; this new tool was developed only recently in [15, 16] and [27] , initially intended for a more precise characterization of function spaces. It turned out, however, that it leads not only to surprisingly sharp results based on classical concepts, but allows a lot of applications, too, e.g. to the study of compact embeddings. We return to this point later. Roughly speaking, a continuity envelope E C (X) of a function space X consists of a so-called continuity envelope function
together with some 'fine index' u X ; here ω(f, t) stands for the modulus of continuity, as usual. Forerunners of continuity envelopes in a wider sense are well-known for decades, we refer to [27] and [16] for further details and historical comments. In the context of spaces of generalized smoothness see also [18] (in addition to the very recent contributions mentioned above).
Denoting by A either B or F , the main objective is to characterize the above continuity envelopes (1) of spaces A σ,N p,q (R n ) when these spaces are not continuously embedded into the Lipschitz space Lip 1 (R n ); for that reason we shall first prove a criterion for this embedding to hold.
Moreover, when σ = (2 js Ψ(2 −j )) j∈N 0 , s ∈ R, Ψ an admissible function (that is, essentially of log-type, including, in particular, Ψ ≡ 1), and N = (2
p,q (R n ) and we proved in [17] and [6] that (suitably modified if u = ∞). In this paper we extend this result as follows. For 0 < p, q ≤ ∞, σ and N admissible sequences satisfying some further additional conditions, and a certain function Λ with
There is a parallel result for F -spaces. In fact, we can give even more precise characterizations leading to the concept of so-called continuity envelopes, where the continuity envelope function E X C is complemented by that fine index u X .
Moreover, we obtain sharp embedding results, namely -as already announced above -that
using the above abbreviation for u A again, and assuming for the lower Boyd index s(σN −n/p ) > 0. We also prove criteria for the embedding
in the limiting case s(σN −n/p1 ) = s(τ N −n/p2 ), complementing earlier outcomes in [5] , [7] , and extending [6] .
Having in mind [17] and [6] one can expect that our envelope results can also be applied to get (sharp) estimates for approximation numbers of embeddings of type A
where U stands for the unit ball in R n , but this will be out of consideration in this paper.
The paper is organized as follows. We collect the necessary background material in Section 2; in Section 3 we obtain criteria for sharp embeddings of type (4). This is not only needed afterwards, but also of some interest of its own. Our main result on continuity envelopes in spaces A σ,N p,q (R n ) can be found in Section 4, whereas Section 5 contains some applications : Hardy-type inequalities, and our main sharp embedding result (5).
Preliminaries

General notation
We shall adopt the following general notation: N denotes the set of all natural numbers, N 0 = N ∪ {0}, R n , n ∈ N, denotes the n-dimensional real Euclidean space and R = R 1 . We use the equivalence "∼" in
always to mean that there are two positive numbers c 1 and c 2 such that
for all admitted values of the discrete variable k or the continuous variable x, where (a k ) k , (b k ) k are non-negative sequences and φ, ψ are non-negative functions. If a ∈ R then a + := max(a, 0). If 0 < u ≤ ∞, the number u is given by 1/u :
Given two quasi-Banach spaces X and Y , we write X → Y if X ⊂ Y and the natural embedding of X in Y is continuous. All unimportant positive constants will be denoted by c, occasionally with additional subscripts within the same formula. If not otherwise indicated, log is always taken with respect to base 2.
We consider here only function spaces defined on R n ; so for convenience we shall usually omit the "R n " from their notation.
Sequences
In this subsection we explain the class of sequences we shall be interested in and some related basic results. A sequence γ = (γ j ) j∈N0 of positive real numbers is said to be admissible if there exist two positive constants d 0 and d 1 such that
Clearly, for admissible sequences γ and τ , γτ := (γ j τ j ) j∈N 0 and γ r := (γ r j ) j∈N 0 , r ∈ R, are admissible, too.
For an admissible sequence γ = (γ j ) j∈N 0 , let
Then clearly γ j γ k ≤ γ j+k ≤ γ k γ j , for any j, k ∈ N 0 . In particular, γ 1 and γ 1 are the best possible constants d 0 and d 1 in (6), respectively. The lower and upper Boyd indices of the sequence γ are defined, respectively, by
The above definition is well posed: the sequence (log γ j ) j∈N is sub-additive and hence the righthand side limit in (8) exists, it is finite (since γ is an admissible sequence) and it coincides with inf j>0 log γ j /j. The corresponding assertions for the lower counterpart s(γ) can be read off observing that log γ j = − log(γ −1 ) j . 
similarly for the lower counterpart. Observe that, given ε > 0, there are two positive constants c 1 = c 1 (ε) and c 2 = c 2 (ε) such that
From (10) it follows that for s(γ) > 0, then γ
Examples 2.2
We consider some examples of admissible sequences.
with arbitrary fixed real numbers s, b and c is a standard example of an admissible sequence with s(γ) = s(γ) = s.
(ii) Let Φ : (0, 1] → R be a slowly varying function (or equivalent to a slowly varying one) in the sense of [2] . Then, for s ∈ R the sequence γ = (2 sj Φ(2 −j )) j∈N 0 is an admissible sequence. Also here we have s(γ) = s(γ) = s.
(iii) In view of Proposition 1.9.7 of [3] , the case γ = (2 sj Ψ(2 −j )) j∈N 0 , where now Ψ is an admissible function in the sense of [11] (i.e., a positive monotone function defined on
, can be regarded as a special case of (ii). 
Function spaces of generalized smoothness
Let N = (N j ) j∈N 0 be an admissible sequence with N 1 > 1 (recall (7)). In particular N is a so-called strongly increasing sequence (cf. [13, Def. 2.2.1]) which guarantees the existence of a number l 0 ∈ N 0 such that
It should be noted that the sequence N = (N j ) j∈N0 plays the same rôle as the sequence For a fixed sequence N as above we define the associated covering
and
with l 0 according to (11) .
Definition 2.4
For a fixed admissible sequence N with N 1 > 1, and for the associated covering
for any ξ ∈ R n ; (iv) there exists a constant c ϕ > 0 such that
Before turning to the definition of the spaces of generalized smoothness let us recall that S denotes the Schwartz space of all complex-valued rapidly decreasing infinitely differentiable functions on R n equipped with the usual topology and by S we denote its topological dual, the space of all tempered distributions on R n . For ϕ ∈ S and f ∈ S we will use the notation 
with the appropriate modification if q = ∞. 
is the set of all tempered distributions f such that the quasi-norm
is finite.
Remark 2.6
Note that if 1 < p < ∞ one can consider a weaker assumption on the sequence N in the above definition. We refer to [13] for a discussion on this, as well as for some historical references to the subject and a systematic study of these spaces, including a characterization by local means and atomic decomposition. introduced by EDMUNDS and TRIEBEL in [11, 12] and also considered by MOURA in [22, 23] . Similarly for the F -counterpart.
Next we recall the definition of differences of functions. If f is an arbitrary function on R n , h ∈ R n and k ∈ N, then
Note that ∆ k h can also be defined iteratively via
For convenience we may write
We shall simply
where c is a positive constant which depends only on k and r, see [1, Ch. 5, eq. (4.7)].
The following result gives a characterization of the Besov spaces of generalized smoothness by means of the modulus of smoothness. We refer to [24] .
Remark 2.9 For any
a ∈ (0, ∞), f | B σ,N p,q (k) ∼ f | L p + a 0 Λ(t −1 ) ω k (f, t) p q dt t 1/q where Λ : (0, ∞) → (0, ∞) is an admissible function -according to [5, Def. 2.2] -such that Λ(z) ∼ Λ(N j ) = σ j , z ∈ [N j , N j+1 ], j ∈ N 0 .
Continuity envelopes
The concept of continuity envelopes has been introduced by HAROSKE in [15] and TRIEBEL in [27]. Here we quote the basic definitions and results concerning continuity envelopes. However, we shall be rather concise and we mainly refer to [16, 27] for heuristics, motivations and details on this subject.
Let C be the space of all complex-valued bounded uniformly continuous functions on R n , equipped with the sup-norm as usual. Recall that the classical Lipschitz space Lip 1 is defined as the space of all functions f ∈ C such that f |Lip
Definition 2.10
Let X → C be some function space on R n .
, and let µ H be the associated Borel measure. The number u X , 0 < u X ≤ ∞, is defined as the infimum of all numbers v,
(with the usual modification if v = ∞) holds for some c > 0 and all f ∈ X. The couple
is called continuity envelope for the function space X.
As it will be useful in the sequel, we recall some properties of the continuity envelopes. In view of (i) we obtain -strictly speaking -equivalence classes of continuity envelope functions when working with equivalent quasi-norms in X as we shall do in the sequel. However, for convenience we do not want to distinguish between representative and equivalence class in what follows and thus stick at the notation introduced in (i). Note that E X C is equivalent to some monotonically decreasing function; for a proof and further properties we refer to [16] . Concerning (ii) we shall assume that we can choose a continuous representative in the equivalence class [E X C ], for convenience (but in a slight abuse of notation) denoted by E X C again. It is obvious that (15) holds for v = ∞ and any X. Moreover, one verifies that 
, be some function spaces on R n with X 1 → X 2 . Assume for their continuity envelope functions
for some ε > 0. Then we get for the corresponding indices u Xi , i = 1, 2, that
Embeddings
In what follows we present some embedding results which will be useful when discussing continuity envelopes for spaces of generalized smoothness. We refer to [7, Lemma 4 .1] for the following: 
if
We return to this observation in Section 5 below.
For the embedding of the spaces under consideration into C, the space of complex-valued, bounded and uniformly continuous functions on R n endowed with the sup-norm, it is known that: Proposition 3.3 Let 0 < p, q ≤ ∞, σ and N be admissible sequences, the latter satisfying
One can replace C by L ∞ in the assertions above.
We refer to [5, Cor. 3.10 & Rmk. 3.11] and to [7, Prop. 4.4] concerning part (i) and part (ii), respectively, of the proposition above.
Regarding the embeddings into the classical Lipschitz space we have the following: Proposition 3.4 Let 0 < p, q ≤ ∞, σ and N be admissible sequences, the latter satisfying
Proof. We just prove here the sufficiency, as the necessity follows from our later results -cf. Remark 4.2, and we start with the proof of (i). Let
Then, B 
we conclude, using also Marchaud's inequality (13) , and Hölder's inequality that
where Υ is an admissible function with (14) and (21) imply f ∈ Lip 1 with
for 1 < q < ∞. The case q = ∞ (therefore q = 1) can be dealt analogously, with the obvious modifications. When 0 < q ≤ 1, so q = ∞, we have
, to (22) also in this case, which completes the proof of the sufficiency (i).
The sufficiency of (ii) immediately follows by the embedding
with τ as in (20) 
Taking into consideration Propositions 3.3 and 3.4 we shall be concerned with the investigation of the continuity envelopes of the spaces A σ,N p,q with
where 
and φ
Proof.
Step 1. From (21) and (23) we get, for any t ∈ (0, N
(with the usual modification if q = ∞, i.e., if 0 < q ≤ 1), with Υ an admissible function satisfying
Here we used the first assumption in (25) . Clearly, any admissible function Λ with
(with constants independent of j) which, in (28), immediately leads to
Step 2. In this step we shall prove that, for some positive constant c,
We take advantage of what has been done in [5] , where the so-called local growth envelope for B σ,N p,q has been studied. In the considerations below we follow the proof of Lemma 4.6 and Proposition 4.7 of [5] with the appropriate modifications to our purpose; see also [27, pp. 220-221].
Consider
where the coefficients ρ δ,L are uniquely determined by imposing that h δ,L shall obey the following set of conditions:
and b = (b j ) j∈N a sequence of non-negative numbers in q , let f b be given by
Since the functions a j (x) := σ 
for some positive constant c (independent of b). Moreover, for a fixed η ∈ (0, 1) and k ∈ N 0 , we have
, and hence h(z j,k ) ≥ c > 0 for some c which is independent of j and k, leading to
We now take advantage of some choices made in the proof of Proposition 4.8 of [5] . Let 1 < q ≤ ∞. For each J ∈ N denote by f J the function f b in (31) with b = (b j ) j∈N being the sequence defined by
otherwise.
Notice that b j ≥ 0, j ∈ N, b ∈ q and, moreover, b | q = 1, so that (32) and (33) allow us to write, with constants independent of J,
Now let, for each given t ∈ (0, N
J . Using the properties of E X C , (34) and the hypotheses on σ, N and Λ, we can derive that 
thus completing the proof of part (i).
Step 3. In this step we shall prove (ii). Let p 1 , p 2 be such that 0 < p 1 < p < p 2 ≤ ∞ and σ , σ be the admissible sequences defined, respectively, by
Let Λ be an admissible function with
, and let Λ and Λ be defined by Λ (z) := Λ(z) z n(
and Λ (z) := Λ(z) z n(
Those functions are also admissible and, moreover,
in both cases with equivalence constants independent of j, we refer to [7, Lemma 4.9] . Then, by Proposition 2.11(i), (36) and the previous steps, we obtain, for any t ∈ (0, N
and, on the other hand,
(with the appropriate modification if p = ∞, i.e., if 0 < p ≤ 1), which finishes the proof of (ii). 2
Remark 4.2
The necessity of the conditions of Proposition 3.4 are a consequence of the preceding proposition, due to Proposition 2.11(ii) and
(with the usual modification if u = ∞). 
(i) Then
E C B σ,N p,q = φ σ q (t), q . (ii) If p < ∞, then E C F σ,N p,q = φ σ p (t), p .
Proof. Due to Proposition 4.1 it remains to prove that u
Step 1. We want to show that u 
which implies, for some c > 0,
Consider now 0 < q < ∞. It is enough to prove that for some ε ∈ (0, N 
Using the properties of the measure µ 
with Υ as in the proof of Proposition 3.4. We remark that the last inequality follows as in the proof of Proposition 3.4, i.e., by means of Proposition 3.1 and Theorem 2.8.
We assume now that 0 < q ≤ 1 and we will prove (37). Note that, by (27), there are positive constants C 1 and C 2 such that
Due to the hypothesis (25), σ −1 N n p +1 / ∈ ∞ , which enables us to construct a strictly increasing sequence (t j ) j∈N 0 of natural numbers in the following way: (i) t 0 = 1; (ii) t j+1 , j ∈ N 0 , is the smallest integer satisfying
with C 1 , C 2 as in (39). Notice that then
Recalling the definition of the measure µ σ ∞ , using Marchaud's inequality (13) (with k ∈ N as in the proof of Proposition 3.4), (39), (40) and (41), we obtain, for any f ∈ B σ,N p,q ,
with Υ as before.
Step 2. Assume that for some v ∈ (0, ∞) there is a positive constant c(v) such that
where µ σ q is the Borel measure associated with − log φ
Due to the hypothesis (25), we can construct a strictly increasing sequence (t j ) j∈N 0 of natural numbers in the following way:
Given such a sequence (t j ) j∈N 0 , for each J ∈ N denote by f J the function f b in (31) with b = (b j ) j∈N being the sequence defined by (42), (33), (38), (43) and (44), allow us to write, with constants independent of J,
This being true for all J ∈ N implies v ≥ q. Now let 0 < q ≤ 1. We modify the preceding proof in an appropriate way. The sequence (t j ) j∈N 0 should satisfy (i), but instead of (43) we shall assume that it satisfies the inequality (40). The sequence b = (b j ) j∈N shall be defined by (42), (33) and the properties of the sequence (t j ) j∈N 0 , allow us to write,
with constants independent of J. This being true for all J ∈ N, implies v ≥ q. Then we have shown that u B σ,N p,q ≥ q, completing the proof of (i).
Step 3. Part (ii) is a direct consequence of part (i), taking into account the embeddings in (36) and Proposition 2.11(iii). 
Applications
As a first application of Theorem 4.3 and (16) we obtain some Hardy type inequalities. Here we consider the limiting case s σN −n/p1 = s τ N −n/p2 and refine the result of CAE-TANO and FARKAS in [5, Thm. 3.7] , see Remark 3.2, as follows. 
if, and only if,
where q * is given by
(ii) Let 0 < p 1 < p 2 < ∞, and assume (50) and (51). Then
(iii) Let 0 < p < ∞, and assume that (50) and (51) are satisfied with
where q * is given by (54).
Step 1. The sufficiency in (i) is covered by [5, Thm. 3.7] , it remains to prove the necessity of (53). First we use some lift argument: let ν be an admissible sequence, ϕ N a system of functions as in Definition 2.4, and the operator I ν be given by 
where
. This can be seen as follows. By our assumption (51), s σN
and we can choose some admissible sequence ν such that
The left-hand inequality of (61) leads to
and Remark 2.1 implies
Likewise the right-hand side of (61) 
Without loss of generality we shall thus assume that (60) holds with σ and τ replaced by σ and τ , respectively. Consequently, an application of Proposition 3.
view of (52) and (60). Hence both involved spaces B σ,N
,q 2 possess non-trivial continuity envelope functions, and (52) implies the existence of some c > 0 such that for all 0 < t < 1,
by Proposition 2.11(i). We apply Proposition 4.1(i),
see also (38).
Step 2. We prove that (52) necessarily implies σ −1 τ N n(
For that reason we construct a special sequence ν = (ν k ) k∈N 0 and use (62), (64) and (65). Choose ε such that
This is possible due to (51). We claim that ν, given by
satisfies (60). In order to show the right-hand side of (60) it is sufficient to note that
Concerning the left-hand assertion in (60) it follows from
We use (64), (65) for the lifted embedding (62) with the special setting σ = σν −1 , τ = τ ν −1 , and ν given by (66) now. Consequently,
for some c > 0 and all j ∈ N (appropriately modified for q 2 = ∞). The left-hand side can be further estimated from below by
) ∈ ∞ , completing the proof of (53) in case of q 1 ≤ q 2 .
Step 3. Let now q 1 > q 2 , then
. Assume first q 2 > 1, and put r :=
and (65) can be rewritten as
for some c > 0 and all j ∈ N. Let
for all j ∈ N. By the above lifting argument this is obviously true for all α k , β k (in adapted notation). We apply an inequality of Landau, see [14, Thm. 161, p. 120] , stating that whenever
for some c > 0 and all j ∈ N. We thus arrive at (53) with (54).
Let 0 < q 2 ≤ 1. In view of (51) we can choose some ε with
and, by (39), Proposition 4.1(i) and 0 < q 2 ≤ 1,
We use the example f b given by (an adapted version of) (31) with
where b = (b j ) j∈N is a sequence of non-negative numbers in q1 , and φ δ,L as in (30). According to (32) and (33) we have
Note that (52) implies (62). We apply Theorem 4.3(i) to B e τ ,N p 2 ,q 2 and can thus estimate (in a similar way to Step 2 in the proof of Theorem 4.3),
, where we used (69), (70), (71), and J ∈ N is chosen such that N (11) . Let a j ∈ C and e = (1, 0, . . . , 0) be given and put
a j e iλj e,x ψ(x).
We use a special partition of unity subordinated to Ω N (in the sense of Definition 2.4) based on one monotonically decreasing function ∈ C ∞ 0 (R) with 
Repeating the argument of Step 3 leads to (58) and finishes the whole proof. In case of the F -spaces the assumption p 1 < p 2 in (ii) is essentially used in our argument. Unlike in the B-case there is no interplay between the sequences σ, τ , and N and the fine indices q i , i = 1, 2; for Ψ 1 ≡ Ψ 2 ≡ 1 this was already known [26, Thm. 2.7.1 (ii)]. The situation changes essentially when approaching the case p 1 = p 2 in (iii); this was already studied in [6, Prop 
with the additional assumption (51) in case of equality in (82). 
(i)
Then
