Reachability analysis provides formal guarantees for performance and safety properties of nonlinear control systems. Here, one aims to compute the backward reachable set (BRS) or tube (BRT)-the set of states from which the system can be driven into a target set at a particular time or within a time interval, respectively. The computational complexity of current approaches scales poorly, making application to high-dimensional systems intractable. We propose a technique that decomposes the dynamics of a general class of nonlinear systems into subsystems which may be coupled through common states, controls, and disturbances. Despite this coupling, BRSs and BRTs can be computed efficiently using our technique without incurring additional approximation errors and without the need for linearizing dynamics or approximating sets as polytopes. Computations of BRSs and BRTs now become orders of magnitude faster, and for the first time BRSs and BRTs for many high-dimensional nonlinear control systems can be computed using the Hamilton-Jacobi formulation. In situations involving bounded adversarial disturbances, our proposed method can obtain slightly conservative results. We demonstrate our theory by numerically computing BRSs and BRTs for several systems, including the six-dimensional Acrobatic Quadrotor using the HJ formulation.
, biological [4] , [5] , and robotic systems, such as autonomous cars and unmanned aerial vehicles [6] , [7] . With the recent advancements of sophisticated system modeling in these areas, the dimensionality of system models has grown significantly. Many of these systems are also safety-critical, making their verification extremely important. As a result, computationally tractable tools for the analysis of these nonlinear, high-dimensional, and safety-critical systems are urgently needed.
Verification of systems is challenging for many reasons. First, all possible system behaviors must be accounted for. This makes most simulation-based approaches insufficient, and thus formal verification methods are needed. Second, many practical systems are affected by disturbances in the environment. In addition, the systems evolve in continuous time with complex, nonlinear dynamics. Finally, perhaps the most difficult challenge of all is that these systems often have high-dimensional state spaces.
Reachability analysis is an important formal verification method for guaranteeing performance and safety properties of systems. However, current methods do not simultaneously address all of the above challenges. For example, [8] , [9] excel in determining whether system trajectories from a small set of initial conditions could potentially enter a set of unsafe states, but do not provide the backward reachable set (BRS) or tube (BRT)-the set of all initial states from which entering some target set is inevitable. Due to the challenges of computing BRSs and BRTs, the state-of-the-art methods need to make tradeoffs on different axes of considerations, such as computational scalability, generality of system dynamics, existence of control and/or disturbance variables, and flexibility in representation of sets.
For example, the methods presented in [10] [11] [12] [13] have had success in analyzing relatively high-dimensional affine systems using sets of prespecified shapes, such as polytopes or hyperplanes. Other potentially less scalable methods are able to handle systems with the more complex dynamics [10] , [14] [15] [16] [17] . Computational scalability varies among these different methods, with the most scalable methods requiring that the system dynamics do not involve control and disturbance variables. The work in [18] accounts for both control and disturbances, but is only applicable to linear systems. Methods that can account for general nonlinear systems such as [19] also sometimes represent sets using simple shapes, such as polytopes, potentially sacrificing representation fidelity in favor of the other aspects mentioned earlier. Hamilton-Jacobi (HJ) formulations [20] [21] [22] [23] excel in handling general nonlinear dynamics, control and distur-bance variables, and flexible set representations via a grid-based approach; however, these methods are the least computationally scalable. Still other methods make a variety of other assumptions to make desirable tradeoffs [24] [25] [26] . In addition, under some special scenarios, it may be possible to obtain small computational benefits while minimizing tradeoffs in other axes of consideration by exploiting system structure [27] [28] [29] [30] [31] [32] .
In this paper, we present a system decomposition method for computing BRSs and BRTs of a class of nonlinear systems. Our method drastically reduces dimensionality without making any other tradeoffs. Our method first computes BRSs for lower-dimensional subsystems, and then reconstructs the full-dimensional BRS without incurring additional approximation errors other than those arising from the lower-dimensional computations. Crucially, the subsystems can be coupled through common states, controls, and disturbances. The treatment of this coupling distinguishes our method from others which consider completely decoupled subsystems, potentially obtained through transformations [33] , [34] . Since BRTs are also of great interest in many situations, we prove conditions under which BRTs can also be decomposed.
The theory we present in this paper is compatible with any methods that compute BRSs and BRTs, such as [10] , [14] , [15] , [27] , [30] and others mentioned earlier. In addition, when different decomposition methods are combined together, even more dimensionality reduction can be achieved. This paper will be presented as follows.
1) In Sections II and III, we introduce the basic concept of reachability, and all the definitions needed for our proposed decomposition technique. 2) In Sections IV and V, we present our theoretical results related to decomposing BRSs for systems involving a control variable, but not involving a disturbance variable. 3) In Section VI, we show how BRTs can be decomposed. 4) In Section VII, we demonstrate our decomposition method on a high-dimensional system. 5) In Section VIII, we discuss how the presence of disturbances affects the above theoretical results. 6) We will also present numerical results obtained through the HJ reachability formulation in [21] throughout the paper to validate our theory.
II. BACKGROUND
There are various formulations for computing the BRS and BRT when the system dimensionality is low. In this section, we give the basic mathematical problem setup to provide a foundation on which we build the new proposed theory.
A. System Dynamics
Let z ∈ R n be the system state, which evolves according to the ordinary differential equation
In general, the theory we present is applicable when some states are periodic dimensions (such as angles), but for sim-plicity we will consider R n . The control is denoted by u(s), with the control function u(·) ∈ U being drawn from the set of measurable functions.
The system dynamics, or flow field, f : R n × U → R n is assumed to be uniformly continuous, bounded, and Lipschitz continuous in 1 z for fixed u. Therefore, given u(·) ∈ U , there exists a unique trajectory solving (1) [35] . We will denote solutions, or trajectories of (1) starting from state z at time t under control u(·) as ζ(s; z, t, u(·)) : [t, 0] → R n . ζ satisfies (1) with an initial condition almost everywhere:
Since the dynamics (1) are time-invariant, the time variables in trajectories can also be shifted by some constant 2 τ :
B. Backward Reachable Sets and Tubes
We consider two different definitions of the BRS and two different definitions of the BRT.
Intuitively, a BRS represents the set of states z ∈ R n from which the system can be driven into some set T ⊆ R n at the end of a time horizon of duration |t|. We call T the "target set." First, we define the "Maximal BRS;" in this case, the system seeks to enter T using some control function. We can think of T as a set of goal states. The Maximal BRS represents the set of states from which the system is guaranteed to reach T . The second definition is for the "Minimal BRS;" in this case, the BRS is the set of states that will lead to T for all possible controls. Here, we often consider T to be an unsafe set such as an obstacle. The Minimal BRS represents the set of states that leads to violation of safety requirements. Formally, the two definitions of BRSs are the following 3 .
Definition 2: Minimal BRS
While BRSs indicate whether a system can be driven into T at the end of a time horizon, BRTs indicate whether a system can be driven into T at some time during the time horizon of duration |t|. Fig. 1 demonstrates the difference. BRTs are very important notions especially in safety-critical applications, in which we are interested in determining the "Minimal BRT:" The set of states that could lead to danger at some time within a specified time horizon. Formally, the two definitions of BRTs are as follows. Fig. 1 . Difference between a BRS and a BRT. The dashed trajectory starts at z 1 and passes through T during the period [t, 0], but exits T by the end of the time period. Therefore, the z 1 is in the BRT, but not in the BRS. The solid trajectory starting from z 2 is in T at the end of the time period. Therefore, z 2 is in both the BRS and the BRT.
Definition 4: Minimal BRT.
The terms "maximal" and "minimal" refer to the role of the optimal control [36] . In the maximal (or minimal) case, the control causes the BRS or BRT to contain as many (or few) states as possible-to have maximal (or minimal) size.
While BRSs and BRTs indicate sets of states of interest, from a practical implementation perspective controller synthesis based on the reachable sets is extremely important. Much of the prior work on reachable set computations also include controller synthesis, which is usually done by casting the reachability problem as an optimal control or optimization problem, often with a functional representation of BRSs and BRTs. The controller is given as decision variables in the optimization [16] , [20] , [21] , [23] , [37] , [38] . We will not delve into the details of controller synthesis, since the theory we present in this paper is agnostic to these details.
III. PROBLEM FORMULATION
In this paper, we seek to obtain the BRSs and BRTs in Definitions 1-4 via computations in lower-dimensional subspaces under the assumption that the system (1) can be decomposed into self-contained subsystems (SCS) (5) . Such a decomposition is common, since many systems involve components that are loosely coupled. In particular, the evolution of position variables in vehicle dynamics is often weakly coupled though other variables such as heading.
A. Definitions

1) Subsystem Dynamics:
Let the state z ∈ R n be partitioned as z = (z 1 , z 2 , z c ), with z 1 ∈ R n 1 , z 2 ∈ R n 2 , z c ∈ R n c , n 1 , n 2 > 0, n c ≥ 0, n 1 + n 2 + n c = n. Note that n c could be zero. We call z 1 , z 2 , z c "state partitions" of the system. Intuitively, z 1 and z 2 are states belonging to subsystems 1 and 2, respectively, and z c are states belonging to both subsystems.
Under the above notation, the system dynamics (1) becomė
In general, depending on how the dynamics f depend on u, some state partitions may be independent of the control.
We group these states into subsystems by defining the SCS states x 1 = (z 1 , z c ) ∈ R n 1 +n c and x 2 = (z 2 , z c ) ∈ R n 2 +n c , where x 1 and x 2 in general share the "common" states in z c . Note that our theory is applicable to any finite number of subsystems defined in the analogous way, with x i = (z i , z c ); however, without loss of generality (WLOG), we assume that there are just two subsystems.
Definition 5: Self-contained subsystem. Consider the following special case of (4):
We call each of the subsystems with states defined as x i = (z i , z c ) an SCS, or just "subsystem" for short. Intuitively (5) means that the evolution of each subsystem depends only on the subsystem states:ẋ i depends only on x i = (z i , z c ). Explicitly, the dynamics of the two subsystems are as follows:
Note that the two subsystems are coupled through the common state partition z c and control u. When the subsystems are coupled through u, we say that the subsystems have "shared control."
An example of a system that can be decomposed into SCSs is the Dubins car with constant speed v:
with state z = (p x , p y , θ) representing the x position, y position, and heading, and control u = ω representing the turn rate. The state partitions are simply the system states: z 1 = p x , z 2 = p y , z c = θ. The dynamics of the subsystems arė
where the overlapping state is θ, and the shared control is u itself. For another example of a system decomposed into SCSs, see (59) and (60). Although there may be common or overlapping states in x 1 and x 2 , the evolution of each subsystem does not depend on the other explicitly. In fact, if we for example entirely ignore the subsystem x 2 , the evolution of the subsystem x 1 is well defined and can be considered a full system on its own; hence, each subsystem is self-contained. 
2) Projection Operators:
For the projection operators, it will be helpful to refer to Fig. 2 . Define the projection of a state z = (z 1 , z 2 , z c ) onto a subsystem state space X i = R n i +n c as
This projects a point in the full-dimensional state space onto a point in the subsystem state space. Also define the backprojection operator to be
This back-projection lifts a point from the subsystem state space to a set in the full-dimensional state space. We will also need the ability to apply the back-projection operator on subsystems set to full-dimensional sets. In this case, we overload the back-projection operator 
3) Subsystem Trajectories:
Since each subsystem in (5) is self-contained, we can denote the subsystem trajectories ξ i (s; x i , t, u(·)). When needed, we will write the subsystem trajectories more explicitly in terms of the state partitions as ξ i (s; z i , z c , t, u(·)). The subsystem trajectories satisfy the subsystem dynamics and initial condition
, and the full system trajectory and subsystem trajectories are simply related to each other via the projection operator
where x i = proj i (z).
B. Goals of This Paper
We assume that the full system target set T can be written in terms of the subsystem target sets T 1 ⊆ X 1 , T 2 ⊆ X 2 in one of the following ways:
where the full target set is the intersection of the back-projections of subsystem target sets, or
where the full target set is the union of the back-projections of subsystem target sets. Fig. 2 helps provide intuition for these concepts: Applying (13) to S 1 and S 2 results in the black cube. Applying (14) would result in the cross-shaped set encompassing both proj −1 (S 1 ) and proj −1 (S 2 ).
In practice, this is not a strong assumption, since T 1 and T 2 share the common variables z c . Relatively complex shapes, for example those in Figs. 4 and 6, can be represented by an intersection or union of back-projections of lower-dimensional sets that share common variables. In addition, such an assumption is reasonable since the full system target set should at least be representable in some way in the lower-dimensional spaces.
Next, we define the subsystem BRSs R i , A i the same way as in Definitions 1 and 2, but with the subsystems in (5) and Summary of possible decompositions of the BRS, whether they are possible, and if so whether they are exact or conservative. Exact means that no additional approximation errors are introduced. Note that in the cases marked "no" for shared control (or shared disturbance), the results hold for both decoupled control (or disturbance) and for no control (or disturbance). All cases shown are for scenarios with shared states, with the shared states being z c in (5); in the case that there are no shared states this becomes a straightforward decoupled system. subsystem target sets T i , i = 1, 2, respectively,
Subsystem BRTs are defined analogouslȳ
Given a system in the form of (5) with target set that can be represented by (13) or (14), our goals are as follows.
1) Decomposition of BRSs: First, we would like to compute full-dimensional BRSs by performing computations in lower-dimensional subspaces. Specifically, we would like to first compute the subsystem BRSs R i (t) or A i (t), and then reconstruct the full system BRS R(t) or A(t). This process greatly reduces computation burden by decomposing the full system into two lower-dimensional subsystems. Formally, we would like to investigate the situations in which each of the following four cases is true:
. (17) Results related to BRSs are outlined for SCSs in Theorems 1 and 2. In the case that the subsystem controls are independent, Propositions 1 and 2 state stronger results. 2) Decomposition of BRTs: BRTs are useful since they provide guarantees over a time horizon as opposed to at a particular time. However, often BRTs cannot be decomposed the same way as BRSs. Therefore, our second goal is to propose how BRTs can be decomposed. These results are stated in Propositions 3 and 4, and Theorem 3. 3) Treatment of Disturbances: Finally, we investigate how the above theoretical results change in the presence of disturbances. In Section VIII, we will show that slightly conservative BRSs and BRTs can still be obtained using our decomposition technique. Tables I-III summarize our theoretical results and where details of each result can be found.
IV. SELF-CONTAINED SUBSYSTEMS
Suppose the full system (1) can be decomposed into SCSs in (5) , then the full-dimensional BRS can be reconstructed, without incurring additional approximation errors, from lowerdimensional BRSs in situations stated in Theorems 1 and 2. Summary of possible decompositions of the BRT, whether they are possible, and if so whether they are exact or conservative. Exact means that no additional approximation errors are introduced. Note that in the cases marked "no" for shared control (or shared disturbance), the results hold for both decoupled control (or disturbance) and for no control (or disturbance). All cases shown are for scenarios with shared states, with the shared states being z c in (5); in the case that there are no shared states this becomes a straightforward decoupled system. Remark 1: If T represents states the system aims to reach, then R(t) represents the set of states from which T can be reached. If the system goal states are the union of subsystem goal states, then it suffices for any subsystem to reach its subsystem goal states, regardless of any coupling that exists between the subsystems. Theorem 1 states this intuitive result.
Theorem 1: Suppose that the full system in (1) can be decomposed into the form of (5), then
Remark 2: If T represents the set of unsafe states, then A(t) is the set of states from which the system will be driven into danger. Thus outside of A(t), there exists a control for the system to avoid the unsafe states. For the system to avoid a target set T in the form of an intersection of subsystem target sets, it suffices to avoid the unsafe states in either subsystem, regardless of any coupling that exists between the subsystems. Theorem 2 (see [1] ) formally states this intuitive result.
Theorem 2: Suppose that the full system in (1) can be decomposed into the form of (5), then
These two theorems imply that the optimal closed-loop state feedback controller is decomposable: At any given (full) state, the optimal control depends only on either of the subsystem states, but not the full state. Therefore, BRSs for a system using a prespecified closed-loop controller can be decomposed if the control depends only on subsystem states at any given (full) state. It is also interesting to note that BRSs for a system using a prespecified open-loop controller can be decomposed, since augmenting the state space withṫ = 1 would maintain the structure of self-contained subsystems. The additional computational burden from the state augmentation can be eliminated through a time-varying formulation of reachability, for example, in [28] .
To prove the theorems, we need some intermediate results.
Proof of Lemma 1: Forward direction: Supposex i ∈ S i , then trivially ∃x i ∈ S i , proj i (z) = x i . By the definition of backprojection in (10), we havez ∈ proj −1 (S i ).
Backward direction. Supposez ∈ proj −1 (S i ), then by (10) we have ∃x i ∈ S i , proj i (z) = x i . Denote such an x i to bex i , and supposex i / ∈ S i . Then, we havex i =x i , a contradiction,
A. Proof of Theorem 1
We will prove the following equivalent statement:
Consider the relationship between the full system trajectory and subsystem trajectory in (12) . Definex i = proj i (z) and ξ i (0;x i , t, u(·)) = proj i (ζ(0;z, t, u(·))).
Backward direction: By Corollary 1, (21) is equivalent tō
WLOG, assumex 1 ∈ R 1 (t). By the subsystem BRS definition in (15) , this is equivalent to ∃u(·), ξ 1 (0;x 1 , t, u(·)) ∈ T 1 .
By Lemma 1, we equivalently havez ∈ proj −1 (R 1 (t) ). This proves the backward direction.
Forward direction:
We begin withz ∈ R(t), which by Definition 1 is equivalent to ∃u(·), ζ(0;z, t, u(·)) ∈ T . By Corollary 1, we then have ∃u(·), ξ 1 (0;x 1 , t, u(·)) ∈ T 1 ∨ ξ 2 (0;x 2 , t, u(·)) ∈ T 2 (24) Finally, distributing "∃u(·)" gives (22) .
B. Proof of Theorem 2
The above statement is equivalent tō
. From here, we can proceed in the same fashion as the proof of Theorem 1, with "R(t)" replaced with "A c (t),"
c ," and "T ,"
"T i " replaced with "T c ," "T c i ," respectively. The conditions for reconstruction the maximal BRS for an intersection of targets, as well as the minimal BRS for a union of targets, are more complicated and beyond the scope of this paper. A summary of the results from this section can be seen in Table I under Section IV.
C. Numerical Example: The Dubins Car
The Dubins car is a well-known system whose dynamics are given by (6) . This system is only three-dimensional (3-D), and its BRS can be tractably computed in the full-dimensional space, so we use it to compare the full formulation with our decomposition method. The Dubins car dynamics can be decomposed according to (7) . For this example, we computed the BRS from the target set representing positions near the origin in both the p x and p y dimensions:
Such a target set T can be used to model an obstacle that the vehicle must avoid. Given T , the interpretation of the BRS A(t) is the set of states from which a collision with the obstacle may occur after a duration of |t|. From T , we computed the BRS A(t) at t = −0.5. The resulting full formulation BRS is shown in Fig. 3 as the red surface which appears in the bottom subplots. To compute the BRS using our decomposition method, we write the unsafe set T as
From T 1 and T 2 , we computed the lower-dimensional BRSs A 1 (t) and A 2 (t), and then reconstructed the full-dimensional BRS A(t) using Theorem 2: A(t) = proj −1 (A 1 (t)) ∩ proj −1 (A 2 (t)). The subsystem BRSs and their back-projections are shown in magenta and green in the top left subplot of Fig. 3 . The reconstructed BRS is shown in the top left, top right, and bottom left subplots of Fig. 3 (black mesh) .
In the bottom left subplot of Fig. 3 , we superimpose the fulldimensional BRS computed using the two methods. We show the comparison of the computation results viewed from two different angles in Fig. 4 . The results are indistinguishable.
Theorem 2 allows the computation to be performed in lowerdimensional subspaces, which is significantly faster. Another benefit of the decomposition method is that in the numerical methods for solving the HJ PDE, the amount of numerical dissipation increases with the number of state dimensions. Thus, computations in lower-dimensional subspaces lead to a slightly more accurate numerical solution.
The computation benefits of using our decomposition method can be seen from 
V. SCSS WITH DECOUPLED CONTROL
In this section, we consider a special case of (5) in which the subsystem controls are independent. The results from Section IV still hold, and in addition we can state the results in Propositions 1 and 2. The special case of (5) is as follows:
where the subsystem controls are independent, so that we have u = (u 1 , u 2 ). Furthermore, we can define the trajectory of z c as η(s; z c , t)), which satisfies 
Note that since the trajectory η c (s; z c , t) does not depend on the control, we can treat η c (s; z c , t) as a constant when given z c and s. Therefore, given z c , the other state partitions also become self-contained, with dynamicṡ
and with trajectories η i (s; z i , z c , t, u i (·)) satisfying
Therefore, the subsystem trajectories can be written as
t) . (33)
Proposition 1: Suppose that the full system in (1) can be decomposed into the form of (29) . Then
Proposition 2: Suppose that the full system in (1) can be decomposed into the form of (29) . Then
Remark 3: Systems with fully decoupled subsystems in the form of x 1 = z 1 , x 2 = z 2 are a special case of (29).
A. Proof of Proposition 1
By Definition 1 (maximal BRS), we havē
Consider the relationship between the full system trajectory and subsystem trajectory in (12) . Definē x i = (z i ,z c ) = proj i (z), and ξ i (s;x i , t, u i (·)) = proj i (ζ(0;z, t, u(·))).
By (33), we can write η i (s;z i ,z c , t, u i (·)), η c (s;z c , t) = proj i (ζ(0;z, t, u(·))).
Since T = proj −1 (T 1 ) ∩ proj −1 (T 2 ), (37) is equivalent to ∃ (u 1 (·), u 2 (·)) η 1 (s;z 1 ,z c , t, u 1 (·)), η c (s;z c , t) ∈ T 1 ∧ η 2 (s;z 2 ,z c , t, u 2 (·)), η c (s;z c , t) ∈ T 2 (by Corollary 2)
⇔ ∃u 1 (·), η 1 (s;z 1 ,z c , t, u 1 (·)), η c (s;z c , t) ∈ T 1 ∧ ∃u 2 (·), η 2 (s;z 2 ,z c , t, u 2 (·)), η c (s;z c , t) ∈ T 2 (since subsystem controls do not share components) (39)
[by definition of subsystem BRS in (15) ]
(by Corollary 2).
B. Proof of Proposition 2
This proof follows the same arguments as 1, but with "R," "∩," "∃" replaced with "A," "∪," "∀," respectively.
Remark 4: When the subsystem controls are not independent, the control chosen by each subsystem may not agree with the other. This is the intuition behind why the results of Propositions 1 and 2 only hold true when the subsystem controls are independent. Note that the theorems hold despite the state coupling between the subsystems.
A summary of the results from this section can be seen in Table I under Section V.
VI. DECOMPOSITION OF REACHABLE TUBES
Sometimes, BRTs are desired; for example, in safety analysis, the computation of the BRTĀ(t) in Definition 2 is quite important, since if the target set T represents an unsafe set of states, thenĀ(t) contains all states that would lead to some unsafe state at some time within a duration of length |t|.
We now first discuss a special case where the full system BRT can be directly reconstructed from subsystem BRTs in Section VI-A, and then present a general method in which a BRT can be obtained via the union of BRSs in Section VI-B.
A. Full System BRTs From Subsystem BRTs
Intuitively, it may seem like the results related to BRSs outlined in Sections IV and V trivially carry over to BRTs, and the relationship between BRSs and BRTs are relatively simple; however, this is only partially true. The results related to BRSs presented so far in this paper only easily carry over for BRTs if T = proj −1 (T 1 ) ∪ proj −1 (T 2 ). This is formally stated in the following proposition:
Proposition 3: Suppose (14) holds, that is,
Then, the full-dimensional BRT can be reconstructed from the lower-dimensional BRTs without incurring additional approximation errors. For systems with SCSs as in (5), we havē
(40) This is proven by starting the proof of Theorem 1 with Definition 3 for the BRTR(t) instead of Definition 1 for the BRS R(t).
For systems with independent subsystem controls, we in addition havē
This can be proven by starting the proof of Proposition 2 from Definition 4 for the BRTĀ(t) instead of Definition 2 for the BRS A(t). Note that (41) does not necessarily hold for systems whose subsystem controls are not independent.
B. BRTs From Union of BRSs
If T = proj −1 (T 1 ) ∩ proj −1 (T 2 ), the BRT cannot be directly reconstructed from lower-dimensional BRTs because when computing BRTs, we lose information about the exact time that a trajectory enters a set. Instead, we provide an alternative method of obtaining the BRT: First compute BRSs, and then take their union over time. We show thatR(t) = s∈[t,0] R(s),
. These results related to the indirect reconstruction of BRTs are given in Proposition 4 and Theorem 3.
This method is independent of how the BRSs are obtained and whether subsystem controls are independent, since the union is taken over time of BRSs of the same dimensionality as the BRT. To take advantage of decomposition, one would compute BRSs via decomposition for the cases outlined in Sections IV and V, and then take the union over time of the BRSs to obtain the BRT.
Note that, as mentioned, this alternative method of computing the BRT is needed for the case where T = proj −1 (T 1 ) ∩ proj −1 (T 2 ); however, it is also applicable for the cases presented in Section VI-A, where T = proj −1 (T 1 ) ∪ proj −1 (T 2 ), as long as the BRSs can be computed via decomposition; thus, there is overlap of applicability between the two BRT computation methods we present.
Proposition 4: 
Proposition 4 and the first part of Theorem 3 are known [36] , but we present them in our paper in greater detail for clarity and completeness. The second part of Theorem 3 is the main new result related to obtaining the BRT from BRSs.
Remark 5:
The reason the theorems in Sections IV and V trivially carry over when T = proj −1 (T 1 ) ∪ proj −1 (T 2 ) is that in this case, any subsystem trajectory that reaches the corresponding subsystem target set implies that the full system trajectory reaches the full system target set.
In contrast, in the case T = proj −1 (T 1 ) ∩ proj −1 (T 2 ), both subsystem trajectories must be in the corresponding subsystem target sets at the same time. Mathematically, recall the definitions of subsystem BRTs in (16)
The set of "s" during which each subsystem trajectory is in T i may not overlap for the different subsystems. In this case, we can still first compute the BRSs in lower-dimensional subspaces, and then convert the BRSs to the BRT using Propositions 4 and Theorem 3.
C. Proof of Proposition 4
We start with Definition 1 (maximal BRS)
If some state z is in the union s∈[t,0] R(s), then there is some s ∈ [t, 0] such that z ∈ R(s). Therefore, the union can be written as 
Using (3), the time-invariance of the system, we can shift the trajectory time arguments by t − s to get ∃s ∈ [t, 0], ∃u(·) ∈ U , ζ(t − s; z, t, u(·)) ∈ T .
Since s ∈ [t, 0] ⇔ t − s ∈ [t, 0], we can equivalently write ∃s ∈ [t, 0], ∃u(·) ∈ U , ζ(s; z, t, u(·)) ∈ T .
We can swap the expressions ∃s ∈ [t, 0] and ∃u(·) ∈ U without changing meaning since both quantifiers are the same
which is equivalent to z ∈R(t) by Definition 3 (maximal BRT).
D. Proof of Theorem 3
We first establish s∈[t,0] A(s) ⊆Ā(t). Consider Definition 2 (minimal BRS)
If some state z is in the union s∈[t,0] A(s), then ∃s ∈ [t, 0] such that z ∈ A(s). Thus, the union can be written as (51)
Using (3), the time-invariance of the system, we can shift the trajectory time arguments by t − s to get
Let such an s ∈ [t, 0] be denoteds, then
By Definition 4, we have z ∈Ā(t).
First, observe that by the definition of minimal BRS, we have that if any statez ∈ A(t), then
since otherwise, we would have for somes ∈ [t, 0]
which contradictsz ∈ A(t).
Given z / ∈ A(t), there exists some controlū(·) such that ζ(0; z, t,ū(·)) / ∈ T = A(0). Moreover, we must have ∀s ∈ [t, 0], ζ(s; z, t,ū(·)) / ∈ T , since otherwise, we would have ∃ŝ such that ζ(ŝ; z, t,ū(·)) ∈ T = A(0)
which contradicts z / ∈ s∈(t,0) A(s). Using time-invariance of the system dynamics, we have ∀s ∈ [t, 0], ζ(0; z, t − s,ū(·)) / ∈ T , which is equivalent to ∀s ∈ [t, 0], ζ(0; z, s,ū(·)) / ∈ T . Therefore, ∃u(·) ∈ U , ∀s ∈ [t, 0], ζ (0; z, s,ū(·)) / ∈ T ⇔ z / ∈Ā(t). Remark 6: The way to compute the union of BRSs over a continuous time interval depends on the reachability formulation. In the case of HJ reachability, which is used to obtain numerical examples in this paper, time is discretized to satisfy the Courant-Friedrichs-Lewy condition, ensuring the underlying numerical methods are stable. We save sets at each time interval, resulting in a series of look-up tables of dimension n, where n is the number of states; the number of such look-up tables is the number of discrete time steps. As in [21] , sets are represented by the zero sublevel sets of functions, so taking the union of sets amounts to taking an element-wise minimum between a finite number of different look-up tables corresponding to each time interval. 
Remark 7:
When ∃s ∈ [t, 0], A(s) = ∅, it is currently not known whether the union of the BRSs A(s) will be equal to the BRTĀ(t) or a proper subset of the BRTĀ(t). Both are possibilities. Finding a weaker condition under which the union of BRSs equals to the BRT is an important future direction that we plan to investigate.
Remark 8: Note that Proposition 4 and Theorem 3 also hold for decoupled control.
A summary of the results from this section can be seen in Table II under Section VI-A, and Table III under Section VI-B.
E. Numerical Results
We now revisit the Dubins car, whose full system and subsystem dynamics are given in (6) and (7) , respectively. Using the target set T given in (27) and writing T in the form of (28), we computed the BRTĀ(t), t = −0.5 by first computing A(s), s ∈ [−0.5, 0], and then taking their union. Fig. 7 shows the BRTĀ(t), t = −0.5 computed directly in 3-D and via decomposition. Since A(s) = ∅ ∀s ∈ [−0.5, 0], reconstruction does not incur additional approximation errors.
VII. NUMERICAL RESULTS: 6-D ACROBATIC QUADROTOR
In this section, we show numerical results for the 6-D Acrobatic Quadrotor, a system whose BRSs and BRTs were intractable to compute with the HJ formulation to the best of our knowledge. In [39] , a 6-D quadrotor model used to perform backflips was simplified into a series of smaller models linked together in a hybrid system. The quadrotor has state z = (p x , v x , p y , v y , φ, ω), and dynamics
where x, y, and φ represent the quadrotor's horizontal, vertical, and rotational positions, respectively. Their derivatives represent the velocity with respect to each state. The control inputs T 1 and T 2 represent the thrust exerted on either end of the quadrotor, and the constant system parameters are m for mass, C v D for translational drag, C φ D for rotational drag, g for acceleration due to gravity, l for the length from the quadrotor's center to an edge, and I y y for moment of inertia. We decompose the system into the following subsystems:
For this example, we will compute A(t) andĀ(t), which describe the set of initial conditions from which the system may enter the target set despite the best possible control to avoid the target. We define the target set as a square of length 2 centered at (p x , p y ) = (0, 0) described by T = {(p x , v x , p y , v y , φ, ω) : |p x |, |p y | ≤ 1}. This can be interpreted as a positional box centered at the origin that must be avoided for all angles and velocities. From the target set, we define l(z) such that l(z) ≤ 0 ⇔ z ∈ T . This target set is then decomposed as follows:
The BRS of each 4-D subsystem is computed and then recombined into the 6-D BRS. To visually depict the 6-D BRS, 3-D slices of the BRS along the positional and velocity axes were computed. The left image in Fig. 8 shows a 3-D slice in (p x , p y , φ) space at v x = v y = 1, ω = 0. The yellow set represents the target set T , with the BRS in other colors. Shown on the right in Fig. 8 are 3-D slices in (v x , v y , ω) space at p x , p y = 1.5, φ = 1.5 through different points in time. The sets grow darker as time propagates backward. In the case of HJ reachability, time is discretized, and sets are represented via the zero sublevel set of an implicit surface function [21] . Thus, the union in Theorem 3 for obtaining the BRT is computed by taking the element-wise minimum between the stored BRSs at each discretized time step in the time interval. The BRT can be seen in Fig. 8 as the gray surface.
VIII. HANDLING DISTURBANCES
Under the presence of disturbances, the full system dynamics changes from (1) to
where d ∈ D represents the disturbance, with d(·) ∈ D drawn from the set of measurable functions.
In addition, we assume that the disturbance function d(·) is drawn from the set of nonanticipative strategies [21] , denoted Γ(t). We denote the mapping from u(·) to d(·) as γ[u](·) as in [21] . The subsystems in (5) are now written aṡ
In general, subsystem disturbances may be coupled. Whether this is the case is very important, as some of the results involving disturbances become stronger when the subsystem disturbances are independent. Trajectories of the system and subsystems are now denoted ζ(s; z, t, u(·), d(·)), ξ i (s; x i , t, u(·), d(·)), and satisfy conditions analogous to (2) and (11), respectively. We also need to incorporate the disturbance into the BRS and BRT definitions: 
Subsystem BRSs R i , A i , i = 1, 2 are defined analogously.
A. Self-Contained Subsystems
Under the presence of disturbances, the results from Section IV carry over with some modifications. Theorems 1 and 2 need to be changed slightly, and the reconstructed BRS is now an approximation conservative in the right direction.
Corollary 3: Suppose that the full system in (1) can be decomposed into the form of (62), then
To solve this, in the proof of Theorem 1, (24) becomes ∀γ[u](·), ∃u(·), ξ 1 (0;x 1 , t, u(·), d(·)) ∈ T 1 ∨ ξ 2 (0;x 2 , t, u(·), d(·)) ∈ T 2 .
The expression "∀γ[u](·), ∃u(·)" can no longer be distributed, thus making the reconstructed BRS a conservative approximation of the true BRS in the right direction. By conservative in the right direction, we mean that a state z in the reconstructed BRS is guaranteed to be able to reach the target.
Corollary 4: Suppose that the full system in (1) can be decomposed into the form of (62), then
The proof of Theorem 2 makes the same arguments except that it involves complements of sets instead. Again, the reconstructed BRS is a conservative approximation of the true BRS in the right direction, meaning that a state z outside of the reconstructed BRS is guaranteed to be able to avoid the target.
If the subsystem disturbances have no shared components, then (65) becomes
In this case, the expression "∀ (γ 1 [u](·), γ 2 [u](·)) , ∃u(·)" can be distributed. Therefore, in this case Theorems 1 and 2 still hold.
B. Subsystems With Decoupled Control
For systems with decoupled control, but coupled disturbance in the subsystems, results from Section VIII-A still hold since the system dynamics structure is a special case of that in Section VIII-A. In addition, results from Section V hold with some modifications. Propositions 1 and 2 need to be modified, and again the reconstructed BRS is now an approximation conservative in the right direction.
Corollary 5: Suppose that the full system in (1) can be decomposed into the form of (29) , with the addition of coupled disturbances. Then
To prove this, we modify Proposition 1 by changing (38) to
The expression "∀γ[u](·), ∃ (u 1 (·), u 2 (·))" cannot be distributed to lead to a statement analogous to (39) . Hence, the forward direction of Proposition 1 does not hold, and conservativeness is introduced. By the same reasoning, the result of Proposition 2 changes to the following.
Corollary 6:
In both cases, conservative approximations of the BRS can still be obtained. A summary of the results from this section can be seen in Table I under Sections VIII-A and VIII-B.
C. Decomposition of Reachable Tubes
Under disturbances, the results from Section VI carry over with modifications. For reconstruction from other BRTs, the arguments in Proposition 3 do not change. However, in the case where there is coupling in the subsystem disturbances, the reconstructed BRTs become conservative approximations.
Corollary 7: Suppose our system has coupled control and disturbance as in (62), then
Corollary 8: Suppose our system has independent subsystem controls, then
⇒Ā(t) ⊆ proj −1 (Ā 1 (t)) ∪ proj −1 (Ā 2 (t)).
(71)
For Proposition 4, the union of the BRSs now becomes an under-approximation of the BRT in general.
Corollary 9: Suppose our system has coupled control and disturbance as in (62), then
R(s) ⊆R(t).
(72)
To show this, all arguments in the proof of Proposition 4 remain the same, except (45) no longer implies (49). Instead, the implication is unidirectional ∃s ∈ [t, 0], ∀γ[u](·), ∃u(·), ζ(0; z, s, u(·), γ[u](·)) ∈ T ⇒ ∀γ[u](·), ∃u(·), ∃s ∈ [t, 0], ζ(s; z, t, u(·), γ[u](·)) ∈ T .
This is due to the switching of the order of the expressions "∃s ∈ [t, 0]" and "γ[u](·)." Therefore, the union of the BRSs becomes an under-approximation of the BRT, a conservatism in the right direction: A state in the under-approximated BRT is still guaranteed to be able to reach the target.
In contrast to Proposition 4, all the arguments of Theorem 3 hold, since there no change of order of expressions involving existential and universal quantifiers. A summary of the results from this section can be seen in Tables II and III under Section VIII-C.
D. Dubins Car With Disturbances
Under disturbances, the Dubins car dynamics are given by ⎡ where the overlapping state is θ = z c . We assume that each component of disturbance is bounded in some interval centered at zero: |d x | ≤d x , |d y | ≤d y , |d θ | ≤d θ . The subsystem disturbances b 1 and b 2 have the shared component d θ . Fig. 9 compares the BRTĀ(t), t = −0.5 computed directly from the target set in (27) , and using our decomposition technique from the subsystem target sets in (28) , wherein the union is taken over a discrete number of BRSs over the time interval. For this computation, we chosed x ,d y = 1,d θ = 5.
Since there is coupling in the disturbances, the BRT computed using our decomposition technique becomes an overapproximation of the true BRT. One can see the overapproximation by noting that the black set is not flush against the red set, as marked by the arrows in Fig. 9 . Fig. 10 shows the same computation withd θ = 0, so that subsystem disturbances are independent. In this case, one can see that the BRTs computed directly in 3-D and via decomposition in 2-D are the same.
IX. CONCLUSION AND FUTURE WORK
In this paper, we presented a general system decomposition method for efficiently computing BRSs and BRTs in several scenarios. By performing computations in lower-dimensional subspaces, computation burden is substantially reduced, allowing currently tractable computations to be orders of magnitude more faster, and currently intractable computations to become tractable. Unlike related work on computation of BRSs and BRTs, our method can significantly reduce dimensionality without sacrificing any optimality.
Under disturbances, the reconstructed BRSs and BRTs sometimes become slightly conservative approximations which are still useful for providing performance and safety guarantees. To the best of our knowledge, such guarantees for high-dimensional systems are now possible for the first time. Our decomposition technique can also be used in combination with other dimensionality reduction or approximation techniques, further alleviating the curse of dimensionality.
We are currently extending our decomposition technique to other scenarios, including more representations of fulldimensional sets in lower-dimensional subspaces and more families of system dynamics. In addition, we look forward to combining our technique with other related techniques, such as reinforcement learning and machine learning, automating the system decomposition process, and demonstrating our theory in hardware experiments.
