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Person reidentification, which aims to track people across nonoverlapping cameras, is a fundamental task in automated video
processing. Moving people often appear differently when viewed from different nonoverlapping cameras because of differences in
illumination, pose, and camera properties. The color histogram is a global feature of an object that can be used for identification.
This histogram describes the distribution of all colors on the object. However, the use of color histograms has two disadvantages.
First, colors change differently under different lighting and at different angles. Second, traditional color histograms lack spatial
information. We used a perception-based color space to solve the illumination problem of traditional histograms. We also used the
spatial pyramidmatching (SPM)model to improve the image spatial information in color histograms. Finally, we used the Gaussian
mixture model (GMM) to show features for person reidentification, because the main color feature of GMM is more adaptable for
scene changes, and improve the stability of the retrieved results for different color spaces in various scenes. Through a series of
experiments, we found the relationships of different features that impact person reidentification.
1. Introduction
As public security technology has become increasingly intel-
ligent, surveillance cameras have been set up in public places
such as airports and supermarkets. These cameras provide
huge amounts of nonoverlapping video data. It is often
necessary to track an object or person of interest that appears
on video frommultiple cameras under different illumination
conditions [1–3]. When searching for moving people in
surveillance video data, object retrieval systems for intelligent
video surveillance experience the following problems.
(1) Object retrieval results in video surveillance depend
on motion segmentation and video analysis. Digital
video is a series of images, constituted by frames that
contain rich information. If an image frame contains
moving objects, then object retrieval detection can be
used to segment a moving target [4]. Object retrieval
results depend on the object segmentation. If video
analysis cannot separate the foreground and moving
objects, the target object cannot be retrieved from the
many irrelevant foreground objects. A good object
retrieval system should adapt to various levels of
video quality for foreground detection, which could
eliminate unrelated objects and retrieve the target [5].
(2) Specific object retrieval in video surveillance faces
technical limitations. The moving objects of interest
in surveillance video are often persons and cars. Facial
features are the most distinctive elements for per-
son recognition, and relatively mature methods are
available for this process. However, low camera res-
olution often makes it difficult to extract perceivable
information about facial expression [6]. The mature
technology of video object retrieval based on facial
features should receive more technical exploration.
(3) External factors greatly influence objects appearance
under video surveillance. A robust object retrieval
system should be able to compensate for the following
factors.
(i) Person pose variation: a moving person may
have arbitrary poses (Figure 1(a)).
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Figure 1: Images showing the same person in different camera views: (a) pose change, (b) illumination change, (c) occlusion, and (d) low
resolution.
(ii) Varying illumination conditions: illumination
conditions usually differ between camera views
(Figure 1(b)).
(iii) Occlusion: a person body partsmay be occluded
by other subjects, such as a carried bag, in one
camera view (Figure 1(c)).
(iv) Low image resolution: due to surveillance cam-
era performance, images of a moving person
often have low resolution (Figure 1(d)).
The color histogram is a tool used to describe the color com-
position of an image [7].The histogram shows the appearance
of different colors and the number of pixels for each color
in an image. Colors possess better immunity to the noise
jamming of images and are robust against image degradation
and scaling. We selected a global color approach to body
features for person reidentification in surveillance video.
Extracting the color information of the person makes the
method clear and simple. Because color statistic features lose
information about color spatial distribution, we combined
this approach with the spatial pyramid matching (SPM)
model. We tested our method in the RGB, HSV, and UVW
color spaces using real video images.We present related work
on person reidentification and feature analysis in Section 2.
We offer details on our proposed method in Section 3. We
report and discuss the experimental results in Section 4,
and we give conclusions and suggestions for future work in
Section 5.
2. Related Works
For the past few years, object retrieval techniques using
content-based video retrieval have received significant the-
oretical and technological support. Many researchers have
examined person reidentification, and the related literature is
extensive [8, 9]. This section discusses feature modeling and
effective matching strategies, which are important methods
for person reidentification.
2.1. Color Feature. Color features are one of the low-level
feature types that have been widely used in content-based
image retrieval (CBIR). Compared with other features, color
exhibits little dependence on image rotation, translation,
scale change, and even the shape change. Color is thus
thought of as almost independent of the images dimensions,
direction, and view angles. Most representations in previous
approaches are based on appearance. Gray and Tao [10] used
a similarity function that was trained from a set of data.These
authors focused on the problems of unknown viewpoint and
pose. The method is robust to viewpoint change because
it is based on the ensemble of localized features (ELF).
Farenzena et al. [11] presented an appearance-based method
based on the localization of perceptually relevant human
parts. The information features contain three parts: overall
chromatic content, the spatial arrangement of colors into
stable regions, and the presence of recurrent local motifs with
high entropy. The method is robust to pose, viewpoint, and
illumination variations. Zhao et al. [12] transformed person
reidentification into a distance learning problem. Using the
relative distance comparison model to compute the distance
of a pair of views, these authors considered a likely true
match pair to have a smaller distance than that of a wrong
match pair. These authors also used a new relative distance
comparison model to measure the distance between pairs
of person images and judge the pairs of true matches and
wrong matches. Angela et al. proposed a new feature based
on the definition of the probabilistic color histogram and
trained fuzzy 𝑘-nearest neighbors (KNN) classifier based on
an ad hoc dataset. The method is effective at discriminating
and reidentifying people across two different video cameras
regardless of viewpoint change. Metternich et al. [13] used a
global color histogram and shape information to track people
in real-life surveillance data, finding that the appearance of
the subject impacted the tracking results. These authors also
focused on the performance of matching techniques over
cameras with different fields of view.
2.2. Metric Learning. Hirzer et al. [14] focused the match-
ing method of metric learning on person reidentification.
These authors accomplished metric learning from pairs of
samples from different cameras. The method benefits from
the advantages of metric learning and reduces the required
computational effort. Good performance can be achieved
even using less color and texture information. Khedher et
al. [15] proposed a new automatic statistical method that
could accept and reject SURF correspondence based on the
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Figure 2: Overview of the system.
likelihood ratio of two Gaussian mixed models (GMMs)
learned on a reference set. The method does not need to
select the matching SURF pairs by empirical means. Instead,
interest point matching over whole video sequences is used
to judge the person identity. Matsukawa et al. [16] focused
on the problem of overfitting and proposed a discrimina-
tive accumulation method of local histograms for person
reidentification. The proposed method jointly learns pairs
of a weight map for the accumulations and employs a
distance metric that emphasizes discriminative histogram
dimensions. This method can achieve better reidentification
accuracy than other typical metric learning methods on
various sizes of datasets.
3. System Description
3.1. An Overview of the Proposed System. The techniques of
moving person retrieval information from a video database
include shot segmentation, person detection, scene seg-
mentation, feature extraction, and similarity calculation. As
shown in Figure 2, shot segmentation refers to automatically
segmenting video clips into shots as the basic unit for
indexing. One second of video contains about 20–30 video
frames, andneighboring frames are very similar to each other.
There is no need to perform retrieval and matching for each
frame, and frame differentiation is used to detect and extract
themoving person. Frame differentiation relies on the change
of pixel value between neighboring key frames. A change
value greater than the established threshold value marks the
pixel position of the moving person.This step is important in
video parsing and directly affects the effectiveness of moving
person retrieval.
Themeasurementmethod for similarity calculation influ-
ences the results ranking of object retrieval. Essentially, image
similarity calculation computes the content of feature vectors
from the objects. Each feature attribute selection can employ
a different similarity computing method [17]. Frequently,
image features are extracted in the form of feature vectors
that can be regarded as points in multidimensional space.
The most common similarity measure method uses the
distance between two spots in feature space. We also use
distance measurement and correlativity calculation to scale
the comparability between images.
Our proposed method is presented in Figure 3. We use
traditional histogram and SPM histogram to retrieve the
object. The traditional histogram method contains three
parts, the color histogram feature extraction, color histogram
distance computing, and outputting. The difference between
SPM histogram and traditional histogram is the histogram
distance computing part. The sample image and matching
image are segmented into three parts, the upper, middle, and
lower part. The three parts then separately computed the
color histogram distance and use average distance to evaluate
the results. Then the system uses GMM model to filter the
top 20 results, extracts the GMM main color feature, and
computes the similarity of them. Finally, the system outputs
the rank of top 10 results.
3.2. Perception-Based Color Space Histogram Feature. Com-
putations in the RGB and HSV color spaces cannot solve
the problemof background illumination sensitivity.The color
spaces always affect the computing accuracy of the color
histogram [18]. We attempted to use perception-based color
space, which exhibits good performance in image processing
[19]. As the name suggests, the perception-based color space
associatedmetric approximates perceived distances and color
displacements, capturing relationships that are robust to
spectral changes in illumination [20]. RGB color space can
be transformed to perception-based color space through the
following steps.
RGB color space can be transformed to perception-based
color space through the following steps.
(1) Transform RGB to XYZ color space using the follow-
ing formula (1):
[[[
𝑋𝑌𝑍]]] = 10.177 (
0.49 0.361 0.200.177 0.0812 0.0110.00 0.01 0.99 )[[[
𝐺 (𝑅)𝐺 (𝐺)𝐺 (𝐵)]]] , (1)
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Figure 3: Overview of proposed method.
where 𝐺( ) is the gamma correction function and equals 2.0.
The gamma correction function addresses color distortion
and rediscovers the real environment to a certain extent.
(2) Transform XYZ to UVW color space. In UVW color
space, the influence of lighting conditions is simulated by the
tristimulusmultiplication values and scale factor, as shown in
the following formula (2):
[[[[[
𝑋𝑌𝑍
]]]]] 󳨀→
[[[[[
𝑈𝑉𝑊
]]]]] = 𝐵
−1𝐷𝐵[[[[[
𝑋𝑌𝑍
]]]]] , (2)
where 𝐷 is a diagonal matrix, accounting only for illumi-
nation, and independent of the material. 𝐵 is the transfer
matrix from the current color space coordinates to the
base coordinates. The nonlinear transfer uses the following
formula (3):
[[[[[
𝑈𝑉𝑊
]]]]] = 𝐴(l̂n(𝐵
[[[[[
𝑋𝑌𝑍
]]]]])), (3)
where 𝐴 and 𝐵 are invertible 3 × 3 matrices and denote the
component-wise natural logarithm. Matrix 𝐵 transforms the
color coordinates to the basis in which relighting best corre-
sponds to multiplication by a diagonal matrix, while matrix𝐴 provides degrees of freedom that can be used to match
perceptual distances. Based on similar color experiments in
P P11 Pnm
P21
P23
Level 1Level 0 Level N
P22
P24
P12
Level 2
Figure 4: The method of SPM.
the database,𝐴 and 𝐵matrix-value formulas are shown as (4)
and (5), respectively.
𝐴 = ( 27.07439 −22.80783 −1.806681−5.646736 −7.722125 12.86503−4.163133 −4.579428 −4.576049) , (4)
𝐵 = (0.9465229 0.2946927 −0.1313419−0.117917 0.9929960 0.0073715540.0923046 −0.046457 0.9946464 ) . (5)
3.3. SPM Model. Lazebnik et al. [21] proposed the Spatial
Pyramid Matching (SPM) in 2006. SPM model contains
broad space information, with which the color histogram
information will be encoded orderly in space. The model
divides the image into different levels, which can then be
further refined. The SPM model space is shown in Figure 4.
The level 0 image 𝑃 is based on the original image feature
information. But the image feature is based on the global
unordered color information. Level 1 shows image separated
as space geometry. 𝑃11 and 𝑃12 are expressed by a spatial
order that contains simple space information.
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P11 and P12, which also lack internal space information,
are in level 1. If internal space information is necessary in P11
and P12, they must be separated using the same process. The
level 𝑖 + 1 feature is divided by level 𝑖. The levels of division
are decided by the actual situation.
3.3.1. The SPM Histogram Feature. Image similarity is com-
puted by the levels corresponding to parts in SPMmodel. For
two images 𝑃 and 𝑄, the formula is as follows:𝑑 (𝑃, 𝑄) = ∑𝑘𝑖𝑗𝑑 (𝑝𝑖𝑗, 𝑞𝑖𝑗) , (6)
where 𝑃𝑖𝑗 is the image 𝑃 histogram feature of the part 𝑗 in
level 𝑖; 𝑑(𝑝𝑖𝑗, 𝑞𝑖𝑗) is the feature similarity degree images 𝑃 and𝑄; and 𝐾𝑖𝑗 is the weight of the similarity calculation. In this
case, we focus on part 𝑗 of level 𝑖. The weight of calculation
should be set high.
3.4. Gaussian Color Model. Gaussian color model (GMM)
is constantly used for color image segmentation according
to the classification and clustering of image characteristics
[22]. The image is divided into different parts based on
pixel classification. We considered the main part of person
identification to be based on minutia matching and ignored
details. The retrieval of similar objects in a video system
prioritizes the main part of similarity matching and does not
emphasize accurate detail matching, so we considered the
main colors as the features of the Gaussian color model.
3.4.1. Gaussian Distribution. The Gaussian distribution is a
parametric probability density function that is a mean value
and variance continuous distribution maximum information
entropy [23]. As shown in (7), when distributing a unit value
that fits the normal distribution random variable, the fre-
quency of the variable that follows the Gaussian distribution
is entirely determined by the mean value 𝜇 and variance𝜎2. As 𝑥 approaches 𝜇, probability increases. 𝜎 means the
dispersion, and the value of 𝜎 is a much greater degree of
dispersion.
𝑓 (𝑥) = 1𝜎√2𝜋𝑒−(𝑥−𝜇)2/2𝜎2 . (7)
For an image, the Gaussian distribution describes the
distribution of specific pixel brightness that reflects the
frequency of some gray numerical value [24]. A single-mode
Gaussian distribution cannot represent amulticolored image.
Therefore, we used a multiplicity of Gaussian models to
showdifferent pixel distributions that approximately simulate
a multicolored image. Theoretically, we could increase the
numbers of models to improve the descriptive ability.
Every pixel of the color image could be represented as
a d dimensional vector 𝑥𝑖 (color image 𝑑 = 3 and gray
image 𝑑 = 1). The whole image could be represented as𝑋 = (𝑥𝑇1 , 𝑥𝑇2 , . . . , 𝑥𝑇𝑁), where 𝑁 is the sum of all pixels in a
picture, 𝑋 is represented as𝑀 states in GMM, and the value
of𝑀 is usually restricted from 3 to 5. The linear stacking of
the 𝑀 Gaussian distributions could show the GMM of the
probability density function, as shown in (8): 𝑥 is the pixel
sampling of a picture.
𝑃 (𝑥) = 𝑀∑
𝑘=1
𝑝 (𝑘) 𝑝 (𝑥 | 𝑘) = 𝑀∑
𝑘=1
𝜋 (𝑘)𝑁 (𝑥 | 𝜇𝑘,∑𝑘) . (8)
𝑁(𝑥 | 𝜇𝑘, ∑ 𝑘) is the single Gaussian density function. As
shown in (8), 𝑘 = 1, . . . ,𝑀 indicates the Gaussian density
function of𝑁𝑜.𝑘. 𝜇𝑘 is the sample mean vector,∑𝑘 is sample
covariance matrix, and 𝜋𝑘 is the nonnegative coefficient of
weight that describes the proportion of𝑁𝑜.𝑘 data in the total
data.
3.5. Color Histogram Feature Extraction. Thehistogram of an
image is related to the probability distribution function of
the images pixel density. When this concept is extended to
a color image, it is necessary to obtain the joint probability
distribution value for multiple channels [25]. In general, a
color histogram is defined by the following equation (9):ℎ𝐴,𝐵,𝐶 = 𝑁 ∙ Prob (𝐴 = 𝑎, 𝐵 = 𝑏, 𝐶 = 𝑐) , (9)
where 𝐴, 𝐵, and 𝐶 indicate three color channels (𝑅, 𝐺, and 𝐵
or 𝐻, 𝑆, and 𝑉) and 𝑁 is the sum of all pixels in the image.
In terms of computing, the first step is to discretize the pixel
values of the image, creating statistics for the number of pixels
of each color for color histogram.
3.6. Histogram of Color Feature Similarity Measurement.
Several methods exist to calculate and weigh the similarity
measurement of the histogram. The distance formula of
the similarity measure between images is based on the
color content. Euclidean distance, histogram intersection,
and histogram quadratic distance are widely used in image
retrieval.
The Euclidean distance of the histogram between two
images is given by the following equation (10):𝑑2 (ℎ, 𝑔) = ∑
𝐴
∑
𝐵
∑
𝐶
(ℎ (𝑎, 𝑏, 𝑐) − 𝑔 (𝑎, 𝑏, 𝑐))2 , (10)
where ℎ and 𝑔 are two histograms and 𝑎, 𝑏, and 𝑐 are the color
channels. The formula subtracts the pixel value in the same
bin of histograms ℎ and 𝑔.
The formula for histogram intersection distance is as
follows:
𝑑 (ℎ, 𝑔) = ∑𝐴 ∑𝐵 ∑𝐶min (ℎ (𝑎, 𝑏, 𝑐) − 𝑔 (𝑎, 𝑏, 𝑐))
min (|ℎ| , 󵄨󵄨󵄨󵄨𝑔󵄨󵄨󵄨󵄨) , (11)
where |ℎ| and |𝑔| stand for the pixel values of image sampling
in histograms ℎ and 𝑔, respectively.
3.7. Evaluation Method. (1) We focused on the degree of
search result accuracy using evaluation parameters for pre-
cision. Precision reflects the capability of filtering irrelevant
content. These video retrieval system performance criteria
reference the evaluation method for information search
systems. For a retrieval object, the retrieval system returns a
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sort of search results.The precision rate expresses the number
of correct relevant retrieval results divided by the number of
total retrieval results.
Precision (%) = 𝐴𝐴 + 𝐵 × 100,
AveragePrecision (%) = 1𝑛 𝑛∑
𝑖=1
Precision (𝑖) . (12)
In formula (12), 𝐴 is the number of correct relevant
retrieval examples, 𝐵 is the number of irrelevant video
retrieval examples, and 𝐶 is the number of missing correct
relevant retrieval examples.
(2) Cumulative Match Characteristic (CMC) curve is
employed to evaluate the performance of the reidentification
system. The CMC curve is used when the full gallery is
available. It depicts the relationship between the accuracy
and the threshold of rank. Most of the existing pedestrian
reidentification algorithms use theCMCcurve to evaluate the
algorithm performance. Given a probe set and a pedestrian
gallery set, the experimental result of CMC analysis describes
what is the percentage of probe searches in the pedestrian
dataset that returns the probes gallery mate within the top
r rank-ordered results.
4. Experiment
We evaluate our reidentification method on three datasets,
that is, the multicamera video data, the VIPeR data, and the
SARC3D data. We examine our proposed SPM histogram
+ GMM main color method, the SPM histogram method,
and the traditional histogram method on three datasets and
further compare our method with the Symmetry-Driven
Accumulation of Local Features (SDALF) method on the
public VIPeR and SARC3D datasets. The code of SDALF
could be downloaded on https://github.com/lorisbaz/sdalf.
All the experiments are run on a desktop computer with an
i7-3.4GHz CPU.
4.1. Experiment on Multicamera Videos. We evaluated the
performance of different color spaces for real-life video
data. Uneven illumination distribution should affect person
reidentification results in color images. Therefore, we created
a video data set to test the validity and robustness of our
method. We recorded the video data on a school campus. Six
pedestrians walked from left to right in order under a surveil-
lance camera, as shown in Figures 5 and 6. Our real-life video
data consists of two videos that were recorded simultaneously
at different locations. Location 1 was bright and location 2
was dark. The videos were recorded at 25 frames per second.
Pictures of the side viewpoints of the six pedestrians were
used as the retrieval samples, as shown in Figure 7. The six
pedestrians were without a hat, bag, or other accessories.The
RGB results are based on machine vision, while the HSV
results are closer to human visual perception. As shown in
Table 1, our proposed method outperforms the traditional
histogram method and the SPM histogram method. We find
that although the RGB color space reflects all sorts of colors
from the images, the background color which is mixed in
Table 1: The average precision for persons retrieval in location 1.
Method RGB HSV UVWS
Histogram 75 73.33 80
SPM histogram 71.66 75 70
GMM 86.66 85 88.33
Table 2: The average precision for persons retrieval in location 2.
Method RGB HSV UVWS
Histogram 73.33 75 81.66
SPM histogram 83.33 85 80
GMM 81.66 83.33 85
these channels has affected the reidentification result. This
problem is even severe in the SPM method, in which the
lower part of the separated image contains a greater part of the
background color than the body color. As shown in Table 2,
the performance of UVW is better than HSV and RGB. The
reason is that the results were affected mostly by the color
transfer. In different illumination, the color histogramof one’s
clothes would be transferred to another color. For example,
the red color in a dark environment seems like a black or gray
color. The UVW color space is aimed at this problem. In the
GMM color modeling, to solve the color transfer problem
in low resolution images, we employ the primary colors of
red, blue, and green as the dominant colors. However, for the
dark background images, the GMMmethod generates a poor
result.
4.2. Experiment on VIPeR Dataset. We examine the appear-
ance model for person reidentification based on the VIPeR
dataset, which consists of 632 pedestrian image pairs taken
from arbitrary viewpoints under varying illumination condi-
tions. Each image is scaled to 128 × 48 pixels.
As shown in Figure 8, our proposed method outperforms
the histogram-based methods in the RGB color space, and
the traditional histogram and the SPM histogram methods
generate very similar results. We also observe that the
proposed method in the HSV space performs better than in
the RGB space, as shown in Figure 9. This is because that the
image illumination in the VIPeR dataset varies significantly.
The SDALF method renders a slightly better result than our
proposed method, while our method has a great advantage
on the calculation cost. Specifically, the SDALF takes about
3850 seconds to extract its features from 1264 images in the
VIPeR dataset, while our proposed method takes only 40
seconds to extract and calculate the color histogram features.
In addition, the SDALF method needs about 4260 seconds
to compare all 399424 pairs of images, while our method
needs only 610 seconds to calculate the GMM similarity for
comparison in 1264 images.This result suggests that in terms
of computational cost our approach significantly outperforms
the SDALF method.
4.3. Experiment on SARC3D Dataset. The SARC3D dataset
consists of short video clips of 50 people which have been
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Figure 5: Location 1.
Figure 6: Location 2.
#P1 #P2 #P3 #P4 #P5 #P6
Figure 7: Example of placing a figure with experimental results.
captured with a calibrated camera. We employ the SARC3D
dataset to effectively evaluate different person reidentifica-
tion methods. To simplify the image alignment process, we
manually select four frames for each clip which correspond
to the predefined positions and postures, that is, back, front,
left, and right, of these people. The selected dataset consists
of 200 snapshots with four views for each person. For person
reidentification, we randomly choose one of the four views
for each person, calculate the similarity scores with all other
images, and find themost similar images by sorting their sim-
ilaritieswith the chosen image.The images of the sameperson
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Figure 8: CMC curves on the VIPeR dataset for the proposed
method and histogram methods in RGB space.
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Figure 9: CMC curves on the VIPeR dataset for the proposed
method and the other methods in HSV space.
with different positions and postures should be ranked higher
than the other images. In the dataset, 6 people are not fully
visible in their images and 2 people are observed with the
same dressing, that is, colors and combinations, except for
the waling postures. We remove images of these people to
avoid the different size of their masks form in the original
images. All methods in the experiment are based on the RGB
color space. Figure 10 shows the average CMC curves for the
person reidentification under differentmethods.Ourmethod
significantly outperforms the SDALF method in recognition
rate because the backward information in GMM matching
has been filtered out given the people annotation template
in the dataset. In the meantime, our method significantly
outperforms the SDALF method in calculation cost, with
only 30 seconds for color histogram feature extraction and
image matching in 126 images, while the latter takes about
440 seconds for feature extraction and 70 more seconds for
image matching.
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Figure 10: CMC curves on the VIPeR dataset for the proposed
method and the other methods in RGB space.
5. Conclusion
Person reidentification in multicamera videos often has
some problems that contain person pose variation, varying
illumination, and low image resolution. We propose to solve
two common problems in person reidentification, which are
the varying illumination and low image resolution. Varying
illumination conditions usually occur because of the differ-
ence between camera views. For example, the same people in
different camera video have a color transfer. The low resolu-
tion image often contains high noise. It is difficult to extract
the robust feature from the low resolution image. In order to
improve the illumination problem in histogrammethods, we
introduce the perception-based color space which has been
successfully employed in the image segmentation research
into the person identification method. Secondly, for the low
resolution images we incorporate spatial pyramid matching
(SPM) method into the main color extraction method,
which has shown great improvement in our experiment. In
addition, our method has shown significant advantage in the
computation cost compared with the traditional methods.
In this paper we just extract the main color feature by the
GMM model. We did not analyse the feature information
from the mean value parameter and variance in the GMM.
The main color feature also used the global object color; we
could combine the SPM model with GMM main color local
feature to retrieve the object from the video data.
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