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Abstract
We prove monotonicity properties of certain combinations of complete elliptic integrals of the 4rst and
second kind, K and E. These results lead to sharp symmetrical bounds for K and E, which improve recently
discovered inequalities.
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1. Introduction
Legendre’s complete elliptic integrals of the 4rst and second kind are de4ned for real numbers
r ∈ (0; 1) by
K=K(r) =
∫ =2
0
(1− r2 sin2 t)−1=2 dt; K′ =K′(r) =K(r′)
and
E= E(r) =
∫ =2
0
(1− r2 sin2 t)1=2 dt; E′ = E′(r) = E(r′);
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respectively. Here and in what follows we set r′ =
√
1− r2. These integrals are special cases of
Gauss’ hypergeometric function
F(a; b; c; x) =
∞∑
n=0
(a; n)(b; n)
(c; n)
xn
n!
(−1¡x¡ 1);
where (a; n) =
∏n−1
k=0 (a+ k). Indeed, we have
K(r) =

2
F
(
1
2
;
1
2
; 1; r2
)
and E(r) =

2
F
(
− 1
2
;
1
2
; 1; r2
)
: (1.1)
These and other representations for K and E can be found in the monographs [13,21], which also
contain interesting historical remarks on elliptic integrals.
The complete elliptic integrals have many applications in several mathematical branches as well
as in physics and engineering. For example, they play an eminent role in geometry and in geometric
function theory, and also in the theory of mean values and in number theory. See
[6–9,17,22,24,33,38,41,42]. Numerical values and basic properties of these functions are given, for
instance, in [1,13,17,19,25,42,44].
In face of the importance of the complete elliptic integrals they have been studied intensively
from diJerent points of view. Motivated by problems in potential theory and in the theory of
quasiconformal mappings, various authors presented monotonicity and convexity theorems of cer-
tain combinations of K and E. These results lead to bounds for K and E in terms of elemen-
tary functions. Moreover, remarkable functional inequalities for K are given in the literature. See
[3–13,16,23,26,27,29,35–37].
This paper has been inspired mainly by four recent articles by Anderson et al., SKandor, Qiu et al.,
and Vuorinen, which contain several interesting new inequalities for K and E. In 1992, Anderson
et al. [11] discovered that K can be approximated by the inverse hyperbolic tangent function, arth.
For r ∈ (0; 1) we have

2
(
arth(r)
r
)1=2
¡K(r)¡

2
arth(r)
r
: (1.2)
In 1995, SKandor [39] proved that there exists a close connection between K and the arithmetic
and logarithmic means of 1 and r′,
A(1; r′) =
1 + r′
2
and L(1; r′) =
1− r′
log 1− log r′ :
Let c1 = 2= and c2 = 12=(5). Then we have for r ∈ (0; 1),

2
(
c1
L(1; r′)
+
1− c1
A(1; r′)
)
¡K(r)¡

2
(
c2
L(1; r′)
+
1− c2
A(1; r′)
)
: (1.3)
We note that (1.3) re4nes the elegant inequalities

2
1
A(1; r′)
¡K(r)¡

2
1
L(1; r′)
(0¡r¡ 1);
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which are due to Carlson et al. [41]. The identity (arth(r))=r = 1=L(1 + r; 1 − r) reveals that the
bounds in (1.2) can be expressed in terms of the logarithmic mean of 1 + r and 1− r.
The logarithmic mean has applications in mathematical physics, chemistry, meteorology, and eco-
nomics. Its properties have been investigated in many papers. In particular, there exists an extensive
literature on inequalities for the logarithmic mean. We refer to [20,28,31] and the references given
therein.
In 1998, Qiu et al. [37] presented the following bounds forK. Let c3==2−log 2, c4=3 log 2−=2,
and c5 = e=2 − 4. Then we have for r ∈ (0; 1),
c3 + log(1 + 1=r′)¡K(r)¡c3 + c4(1− r′) + log(1 + 1=r′) (1.4)
and
log(4=r′ + c5r′)¡K(r)¡ log(4=r′ + c5): (1.5)
If we denote by (1; r) the arc length of an ellipse with semiaxes 1 and r ∈ (0; 1), then we have
(1; r) = 2F
(
− 1
2
;
1
2
; 1; 1− r2
)
= 4E(r′):
Inspired by a result of Muir [30] (see also [2]), who pointed out in 1883 that (1; r) can be
approximated by 2((1+ r3=2)=2)2=3, Vuorinen [43] conjectured in 1997 that the following inequality
holds:

2
(
1 + r′3=2
2
)2=3
6E(r) (06 r6 1): (1.6)
This conjecture was proved in 1997 in [34] and a few months later, by using a diJerent method, in
[14]. Very recently, Barnard et al. [15] discovered an upper bound for E, which provides a striking
companion of (1.6). They proved
E(r)6

2
(
1 + r′2
2
)1=2
(06 r6 1): (1.7)
It is natural to look for re4nements of these inequalities. In this paper, we provide sharp sym-
metrical bounds for K and E, which are closely related to those given in (1.2)–(1.7). Actually, we
show that in each of the double-inequalities (1.2)–(1.5) one side can be improved and, moreover,
we present a sharpening of inequality (1.7). In order to establish our re4nements, we need several
new monotonicity properties of functions, which are de4ned in terms of K and E. These properties,
which might be of independent interest, are presented in Section 2. In Section 3, we prove sharp
inequalities for K and E. In all, we provide 22 new theorems in the following two sections. And,
4nally, in Section 4 we give some remarks and state an open problem.
To prove our theorems we had to compute the numerical values of several functions, which are
connected with K and E. In order to rule out numerical errors we employed two methods. We used
the 10-4gure tables for K(
√
r) and E(
√
r) given in [1, pp. 608–609], and we checked the accuracy
of our results by computer calculations carried out by “Maple V Release 5.1”.
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2. Monotonicity theorems
The 4rst two lemmas are helpful tools to prove the monotonicity of the ratio of two functions.
Lemma 1. Let g and h be real-valued functions, which are continuous on [a; b] and di>erentiable
on (a; b). Further, let h′ = 0 on (a; b). If g′=h′ is strictly increasing (resp. decreasing) on (a; b),
then the functions
x → [g(x)− g(a)]=[h(x)− h(a)] and x → [g(x)− g(b)]=[h(x)− h(b)]
are also strictly increasing (resp. decreasing) on (a; b).
A proof of Lemma 1 is given in [12].
Lemma 2. Let rn and sn (n= 1; 2; : : :) be real numbers, and let the power series
R(x) =
∞∑
n=1
rnxn and S(x) =
∞∑
n=1
snxn
be convergent for |x|¡ 1. If sn ¿ 0 for n = 1; 2; : : : , and if rn=sn is strictly increasing (resp. de-
creasing) for n= 1; 2; : : : , then the function R=S is strictly increasing (resp. decreasing) on (0; 1).
A detailed proof of an extended version of Lemma 2 can be found in [32]. In what follows we
often write K;K′;E, and E′ instead of K(r), K′(r), E(r), and E′(r).
Theorem 1. Let
f1(r) := E(r)− 12 r′
(√
9− 3r2 − r′
)
K(r): (2.1)
The function r → f1(r)=r4 is strictly increasing from (0; 1) onto (=96; 1). Moreover, f1 is convex
on (0; 1).
Proof. A simple calculation gives f1(0) = 0 and f1(1−) = 1. DiJerentiation yields
f′1(r) =
r
2
(
1− 3 r
′
√
9− 3r2
)(√
9− 3r2
r′
K− E
r2K
− 1
)
K: (2.2)
It is easy to verify that r → √9− 3r2=r′ is strictly increasing from (0,1) onto (3;∞). Since r →
(K−E)=(r2K) is strictly increasing from (0; 1) onto (12 ; 1) (see [35]), we conclude from (2.2) that
f′1 is positive and strictly increasing. We have
(d=dr)f1(r)
(d=dr)r4
=
3K
4
√
9− 3r2(3r′ +√9− 3r2)
(√
9− 3r2
r′
K− E
r2K
− 1
)
;
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so that l’Hoˆpital’s rule implies f1(r)=r4|r=0+==96. Moreover, since the expression on the right-hand
side is strictly increasing on (0,1), we conclude from Lemma 1 that r → f1(r)=r4 is also strictly
increasing on (0,1).
Theorem 2. The function
f2(r) := r(K(r))4=3=arth(r)
is strictly increasing from (0,1) onto ((=2)4=3;∞).
Proof. Let g1(r) := rK4=3 and h1(r) := arth(r). Then we have g1(0)=h1(0)=0, h′1(r)=1=(1−r2) =
0, and
3
g′1(r)
h′1(r)
=K1=3[4(E− r′2K) + 3r′2K]= : u(r); say: (2.3)
DiJerentiation gives
3rr′2K2=3u′(r) = 2f1(r)[2E+ r′(r′ +
√
9− 3r2)K]; (2.4)
where f1 is de4ned in (2.1). From Theorem 1 and (2.4) we conclude that u is strictly increasing on
(0,1), so that Lemma 1 and (2.3) imply that f2 = g1=h1 is also strictly increasing on (0,1). Clearly,
we have f2(0+) = (=2)4=3 and f2(1−) =∞.
Theorem 3. The function
f3(r) := (1 + r′)−2 − r−4r′[(2− r2)K(r)− 2E(r)] (2.5)
is strictly increasing and convex from (0,1) onto ( 14 − =16; 1).
Proof. Clearly, f3(0+) = 14 − =16 and f3(1−) = 1. We have
f′3(r) =
r
r′
[v1(r) + v2(r)]; (2.6)
where
v1(r) :=
2
(1 + r′)3
− 3
512
r2
and
v2(r) :=
(8− 9r2 + 2r4)K− (8− 5r2)E
r6
+
3
512
r2:
A simple calculation shows that v1 is strictly increasing from (0,1) onto (14 ; 2− 3=512). Using the
power series expansions (1.1) we get
v2(r) =

32
(
−1 + 2
∞∑
n=2
(
(2n+ 1)!!
2n(n+ 1)!
)2 (n+ 1)(2n− 3)
(n+ 2)(n+ 3)
r2n
)
: (2.7)
From (2.7) we conclude that v2 is strictly increasing from (0,1) onto (−=32;∞), so that (2.6)
implies that f′3 is positive and strictly increasing on (0,1).
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Theorem 4. Let a= =2− log 2. The function
f4(r) := [K′(r)− a− log(1 + 1=r)]=(1− r)
is strictly decreasing from (0,1) onto ((=4)− 12 ; 3 log 2− =2).
Proof. Let
g2(r) :=K′ − a− log(1 + 1=r); h2(r) := 1− r;
g3(r) :=
E′ − r2K′
r′2
− 1
1 + r
; h3(r) := r:
Then, g2(1) = h2(1) = 0, g3(0+) = h3(0) = 0. Further, we have
f4(r) =
g2(r)
h2(r)
;
g′2(r)
h′2(r)
=
g3(r)
h3(r)
; and
g′3(r)
h′3(r)
= f3(r′);
where f3 is de4ned in (2.5). From Theorem 3 we conclude that g′3=h′3 is strictly decreasing on
(0,1), so that Lemma 1 implies that f4 is also strictly decreasing on (0,1). Moreover, we have
f4(0+) = 3 log 2− =2 and f4(1−) = (=4)− 12 .
Theorem 5. The function
f5(r) := r′
2 (2− r2)K(r)− 2E(r)
r4
(
1− E(r)− r
′2K(r)
r2
)−1
(2.8)
is strictly increasing from (0,1) onto (=(16− 4); 2).
Proof. It is shown in [13] that the function r → (E− r′2K)=r2 is strictly increasing from (0,1) onto
(=4; 1), which implies that f5 is de4ned on (0,1). Let
g4(r) := r′
2 (2− r2)K− 2E
r4
; h4(r) := 1− E− r
′2K
r2
; (2.9)
g5(r) :=
(8− 7r2 + r4)K− (8− 3r2)E
r2
; h5(r) := (2− r2)K− 2E: (2.10)
Then we have
f5(r) =
g4(r)
h4(r)
and
g′4(r)
h′4(r)
=
g5(r)
h5(r)
:
From (1.1) we obtain
g5(r) =

16
r4
∞∑
n=0
anr2n and h5(r) =

8
r4
∞∑
n=0
bnr2n; (2.11)
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where
an =
4n+ 3
(n+ 1)(n+ 2)(n+ 3)
(
(2n+ 1)!!
2nn!
)2
and
bn =
1
(n+ 1)(n+ 2)
(
(2n+ 1)!!
2nn!
)2
: (2.12)
Since an=bn = 4 − 9=(n + 3) is strictly increasing for n = 1; 2; : : : , we conclude from Lemma 2 that
g5=h5 = g′4=h′4 is strictly increasing on (0,1). Since g4(1−) = h4(1−) = 0 and h′4(r) = −h5(r)=r3 =
0, we get from Lemma 1 that f5 = g4=h4 is also strictly increasing on (0; 1). Clearly, we have
f5(0+) = =(16− 4), and applying l’Hoˆpital’s rule we obtain f5(1−) = 2.
We recall that a function f : (a; b) → R is said to be strictly absolutely monotonic, if f∈C∞
((a; b)) and f(k)(x)¿ 0 for all x∈ (a; b) and k = 0; 1; : : :.
Theorem 6. The function
f6(r) :=
(8− 7r2)E(r)− (8− 3r2)r′2K(r)
r6
(2.13)
is strictly absolutely monotonic from (0,1) onto (3=32; 1).
Proof. Obviously, we have f6(1−) = 1. Applying (1.1) we get the series representation
f6(r) =
9
16
∞∑
n=0
cnr2n; cn =
1
(n+ 1)(n+ 2)(n+ 3)
(
(2n+ 1)!!
2nn!
)2
; (2.14)
which implies f6(0+) = 3=32 and f
(k)
6 (r)¿ 0 for r ∈ (0; 1) and k = 0; 1; : : :.
Theorem 7. The function
f7(r) :=
r2[(2− r2)K(r)− 2E(r)]
(8− 7r2)E(r)− (8− 3r2)r′2K(r) (2.15)
is strictly increasing from (0,1) onto ( 23 ;∞).
Proof. Clearly, f7(1−) =∞. Let h5; f6; bn, and cn be given in (2.10)–(2.14), respectively. Then we
have
f7(r) =
h5(r)
r4f6(r)
=
2
9
∑∞
n=0 bnr
2n∑∞
n=0 cnr
2n and
bn
cn
= n+ 3;
so that Lemma 2 implies that f7 is strictly increasing on (0,1). Moreover, we obtain f7(0+)= 23 .
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Theorem 8. There exists a number r0 ∈ (0:921; 0:922) such that the function
f8(r) :=
r′[(2− r2)K(r)− 2E(r)]
r4
(2.16)
is strictly increasing on (0; r0] and strictly decreasing on [r0; 1). Further, f8(0+)==16 and f8(1−)=
0.
Proof. DiJerentiation yields
f′8(r) =
r
r′
f6(r)(1− f7(r));
where f6 and f7 are de4ned in (2.13) and (2.15), respectively. Theorem 7 implies that 1 − f7 is
strictly decreasing from (0,1) onto (−∞; 13). Since f6 is positive we conclude that there exists a
number r0 ∈ (0; 1) such that f′8 is positive on (0; r0) and negative on (r0; 1). Further, since f′8(0:921)=
0:001 : : : and f′8(0:922)=−0:002 : : : , we get r0 ∈ (0:921; 0:922). Clearly, we have f8(0+)==16 and
f8(1−) = 0.
Theorem 9. The function
f9(r) := r′eK(r)
(
1− E(r)− r
′2K(r)
r2
)(
r′eK(r) − 4)−1 (2.17)
is strictly increasing from (0,1) onto ((1− =4)=(1− 4e−=2); 2).
Proof. The function r → r′eK is strictly decreasing from (0,1) onto (4; e=2) (see [36]). Hence, f9
is de4ned on (0,1). First, we prove that f9 is strictly increasing on (0; 0:98]. Let f5; h4, and f8 be
de4ned in (2.8), (2.9), and (2.16), respectively. Then we get
(r′eK − 4)2
reKf8(r)
f′9(r) =
4h4(r)
f5(r)
− (r′eK − 4)= : p1(r); say: (2.18)
Further, let f7 be given in (2.15). Then we obtain
r′2
rh4(r)
p′1(r) = r
′eK +
4
f5(r)
(
2− 1
f7(r)
)
− 8= : p2(r); say: (2.19)
Next, we apply Theorem 5, Theorem 7, and the monotonicity of r → r′eK . Then we get for
r ∈ [x; y] ⊂ (0; 1):
p2(r)6 x′eK(x) +
4
f5(x)
(
2− 1
f7(y)
)
− 8= : p3(x; y); say: (2.20)
We obtain p3(0+; 0:73)=−0:077 : : : , p3(0:73; 0:89)=−0:015 : : : , p3(0:89; 0:95)=−0:056 : : : , p3(0:95;
0:97)=−0:194 : : : , and p3(0:97; 0:98)=−0:216 : : :. Hence, (2.19), (2.20), and h4¿ 0 on (0,1) imply
p′1(r)¡ 0 for r ∈ (0; 0:98]. Since p1(0:98) = 0:005 : : : and f8¿ 0 on (0; 1), it follows from (2.18)
that f9 is strictly increasing on (0; 0:98].
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Next, we show that f9 is strictly increasing on (0:98; 1). We de4ne p4(r) := r′eKh4(r) and
p5(r) := r′eK − 4. Then, p4(1−) = p5(1−) = 0, p′5(r) =−rh4(r)eK=r′ = 0, and
f9(r) =
p4(r)
p5(r)
: (2.21)
Let p6(r) := (h4(r))2 + r′f8(r). Then we have h4(1−) = p6(1−) = 0, and
p′4(r)
p′5(r)
=
p6(r)
h4(r)
: (2.22)
Let h5 be given in (2.10). We obtain h′4(r) =−h5(r)=r3 = 0 and
p′6(r)
h′4(r)
= 2(1 + h4(r))− 1f7(r)= : p7(r); say: (2.23)
DiJerentiation gives
r
(f8(r))2
f6(r)
p′7(r) = 2(p8(r))
3p9(r)
r2
f6(r)
− 9 (f8(r))
2
f6(r)
+
E− r′2K
r2
= :p10(r); say; (2.24)
where
p8(r) :=
f8(r)
r′1=3
; p9(r) :=
r2
h5(r)f7(r)
− 1;
while f6 is de4ned in (2.13). It follows from (2.11), (2.12), and Theorem 7 that p9 is strictly
decreasing from (0,1) onto (−1;∞). Hence, (2.24) yields for r ∈ (0; 1),
p10(r)¿− 2 (p8(r))
3
f6(r)
− 9 (f8(r))
2
f6(r)
+
E− r′2K
r2
= : p11(r); say: (2.25)
By diJerentiation we get
r3r′4=3
(2− r2)K− 2E p
′
8(r) =
1
f7(r)
− 2
3
= : p12(r); say: (2.26)
Theorem 7 implies that p12 is strictly decreasing from (0,1) onto (− 23 ; 56). Since p12(0:98)=0:062 : : :
and p12(0:987)=−0:006 : : : , there exists a unique number r1 ∈ (0:98; 0:987) such that p12 is positive
on (0; r1) and negative on (r1; 1). Hence, we obtain from (2.26) that p8 is strictly decreasing on
[0:987; 1). Applying Theorems 6 and 8 we conclude that p11 is strictly increasing on [0:987; 1),
which implies
p11(r)¿p11(0:987) = 0:382 : : : for r ∈ [0:987; 1): (2.27)
From (2.24), (2.25), and (2.27) we obtain
p′7(r)¿ 0 for r ∈ [0:987; 1): (2.28)
The functions −p9 and r → r2=r′ are both strictly increasing on (0,1). Since p9(0:98)=−0:326 : : : ,
we conclude that p13(r) := p9(r)r2=r′ is strictly decreasing on [0:98; 1). We have
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p13(0:987) =−2:919 : : : , so that we get for r ∈ [0:98; 0:987],
r
(f8(r))2
f6(r)
p′7(r) = 2p13(r)
(f8(r))3
f6(r)
− 9 (f8(r))
2
f6(r)
+
E− r′2K
r2
¿−5:84 (f8(r))
3
f6(r)
− 9 (f8(r))
2
f6(r)
+
E− r′2K
r2
= : p14(r); say: (2.29)
Theorems 6 and 8 imply that p14 is strictly increasing on [0.98,0.987], so that p14(0:98) = 0:337 : : :
and (2.29) yield
p′7(r)¿ 0 for r ∈ [0:98; 0:987]: (2.30)
It now follows from (2.28) and (2.30) that p7 is strictly increasing on [0:98; 1), and hence we
conclude from (2.21)–(2.23) and Lemma 1 that f9 is also strictly increasing on [0:98; 1).
Clearly, we have f9(0+) = (1 − =4)=(1 − 4e−=2). And, from l’Hoˆpital’s rule and (2.21)–(2.23)
we get f9(1−) = 2.
Theorem 10. Let b= e=2 − 4. The function
f10(r) :=
log[eK(r) − 4=r′]− log b
log r′
is strictly increasing from (0,1) onto ((4− (=4)e=2)=(e=2 − 4); 1).
Proof. Let g6(r) := log b− log(r′eK − 4) and h6(r) := log(1=r′). Then, g6(0) = h6(0) = 0, h′6(r) =
r=r′2 = 0,
f10(r) =
g6(r)
h6(r)
− 1; and g
′
6(r)
h′6(r)
= f9(r);
where f9 is de4ned in (2.17). From Lemma 1 and Theorem 9 we conclude that f10 is strictly
increasing on (0,1). Applying l’Hoˆpital’s rule we obtain f10(0+)=f9(0+)−1=(4−(=4)e=2)=(e=2−4)
and f10(1−) = f9(1−)− 1 = 1.
Theorem 11. The function
f11(r) :=
(
1

K(r)− 1
1 + r′
)/(
log r′
r′ − 1 −
2
1 + r′
)
is strictly decreasing from (0,1) onto (1=; 38).
Proof. We de4ne for t ∈ (0; 1),
w(t) :=
(
1

K(t)− 1
2
)/(
1
t
arth(t)− 1
)
:
Then we have
w(t) =
( ∞∑
n=1
a˜nt2n
)/ ∞∑
n=1
b˜nt2n;
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where
a˜n =
1
2
(
(2n− 1)!!
2nn!
)2
and b˜n =
1
2n+ 1
:
Let c˜n = a˜n=b˜n. Then
c˜n+1
c˜n
= 1− 1
4(n+ 1)2
¡ 1
and, hence a˜n=b˜n is strictly decreasing for n=1; 2; : : :. From Lemma 2 we conclude that w is strictly
decreasing on (0,1), so that the identity f11(r)=w((1− r′)=(1+ r′)) yields the monotonicity of f11.
Clearly, f11(0+) = 38 and f11(1
−) = 1=.
Next, we prove the following technical lemma.
Lemma 3. Let a∗ = (1− =4)=(1− 4e−=2). Then we have for r ∈ (0; 1),
r′eK(r)
(
E(r)− r′2K(r)
r2
+ a∗ − 1
)
¡ 4a∗:
This inequality is asymptotically sharp as r tends to 0 or 1.
Proof. We establish that the function
h(r) := r′eK
(
E− r′2K
r2
+ a∗ − 1
)
− 4a∗ (2.31)
is negative on (0,1). Let f5 and h4 be de4ned in (2.8) and (2.9), respectively. DiJerentiation gives
r′e−K
rh4(r)
h′(r) = f5(r) + h4(r)− a∗= : z1(r); say: (2.32)
Since f5 and −h4 are strictly increasing on (0,1) we obtain for r ∈ [x; y] ⊂ (0; 1),
z1(r)6f5(y) + h4(x)− a∗= : z2(x; y); say: (2.33)
We have z2(0; 0:72)=−0:007 : : : , z2(0:72; 0:82)=−0:002 : : : , and z2(0:82; 0:85)=−0:002 : : : , so that
(2.33) leads to
z1(r)¡ 0 for r ∈ (0; 0:85]: (2.34)
Since h4 is positive on (0,1), we conclude from (2.32) and (2.34) that h is strictly decreasing on
(0,0.85]. This yields
h(r)¡h(0+) = 0 for r ∈ (0; 0:85]: (2.35)
Next, for r ∈ [x; y] ⊂ (0; 1) we get
z1(r)¿f5(x) + h4(y)− a∗= : z3(x; y); say: (2.36)
A computation gives z3(0:89; 0:9) = 0:013 : : : , z3(0:9; 0:94) = 0:004 : : : , and z3(0:94; 1) = 0:016 : : : , so
that (2.36) leads to z1(r)¿ 0 for r ∈ [0:89; 1). Hence, (2.32) implies that h is strictly increasing
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on [0:89; 1), and we obtain
h(r)¡h(1−) = 0 for r ∈ [0:89; 1): (2.37)
The functions R1(r) := −r′eK and R2(r) := a∗ − h4(r) are strictly increasing. Moreover, −R1 and
R2 are both positive on (0,1). Thus, we get: if r ∈ [0:85; 0:87], then
h(r)6−R1(0:85)R2(0:87)− 4a∗ =−0:005 : : : ; (2.38)
and, if r ∈ [0:87; 0:89], then
h(r)6−R1(0:87)R2(0:89)− 4a∗ =−0:002 : : : : (2.39)
From (2.35) and (2.37)–(2.39) we get h(r)¡ 0 for r ∈ (0; 1). Since h(0+)=h(1−)=0, this inequality
is asymptotically sharp as r tends to 0 or 1.
Theorem 12. The function
f12(r) := r′eK(r)
(
E(r)− r′2K(r)
r2
+ 1
)
− 8
is strictly decreasing from (0,1) onto (0; (1 + =4)e=2 − 8).
Proof. Let a∗= (1− =4)=(1− 4e−=2) = 1:273 : : : , and let h4 and z1 be de4ned in (2.9) and (2.32),
respectively. Then we get
r′
r
e−Kf′12(r) = h4(r)q1(r); (2.40)
where q1(r) := z1(r)− 2 + a∗. From (2.34) we conclude
q1(r)¡ 0 for r ∈ (0; 0:85]: (2.41)
Let f5 be given in (2.8). Then, (2.33) implies that for r ∈ [x; y] ⊂ (0; 1),
q1(r)6f5(y) + h4(x)− 2= : q2(x; y); say:
Since q2(0:85; 0:99) =−0:383 : : : , we obtain
q1(r)¡ 0 for r ∈ [0:85; 0:99]: (2.42)
If f6 and f8 denote the functions de4ned in (2.13) and (2.16), respectively, then we get
1
r
d
dr
(h4(r)q1(r)) = f6(r)− 2f8(r) h4(r)r′ = : q3(r); say: (2.43)
We have h4(1−) = r′|r=1− = 0, and
f8(r) =
d
dr
h4(r)
/
d
dr
r′;
so that Lemma 1 and Theorem 8 imply that r → −2f8(r)h4(r)=r′ is strictly increasing on [0.922,1).
Since f6 is strictly increasing on (0; 1), we conclude from (2.43),
q3(r)¿ q3(0:99) = 0:832 : : : for r ∈ [0:99; 1):
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Thus, h4q1 is strictly increasing on [0.99,1), which leads to
q1(r)¡
h4(1−)q1(1−)
h4(r)
= 0 for r ∈ [0:99; 1): (2.44)
From (2.40)–(2.42) and (2.44) we get that f12 is strictly decreasing on (0,1). Clearly, we have
f12(0+) = (1 + =4)e=2 − 8 and f12(1−) = 0.
Theorem 13. Let
Fc(r) := (r′eK(r) − 4)=r′c (c∈R):
(1) Fc is strictly decreasing on (0,1) if and only if c6 (1− =4)=(1− 4e−=2) = 1:2737 : : :.
(2) Fc is strictly increasing on (0,1) if and only if c¿ 2.
Proof. (1) Let a∗ = (1− =4)=(1− 4e−=2). First, we show: if c6 a∗, then Fc is strictly decreasing
on (0,1). Since 0¡r¡s¡ 1 and a6 b imply
Fb(r)=Fb(s)6Fa(r)=Fa(s);
it suSces to prove that Fa∗ is strictly decreasing. We have
F ′a∗(r) =
r
r′2+a∗
[
r′eK
(
E− r′2K
r2
+ a∗ − 1
)
− 4a∗
]
:
Applying Lemma 3 we get F ′a∗(r)¡ 0 for r ∈ (0; 1).
Next, we assume that Fc is strictly decreasing on (0,1). Then, F ′c(r)6 0 for r ∈ (0; 1), which leads
to
r′eK
(
E− r′2K
r2
+ c − 1
)
− 4c6 0:
We let r tend to 0 and obtain
e=2(=4 + c − 1)− 4c6 0; or; equivalently; c6 1− =4
1− 4e−=2 :
(2) In order to prove that Fc is strictly increasing on (0,1), if c¿ 2, it is enough to show that
F ′2(r)¿ 0 for r ∈ (0; 1): (2.45)
Since
F ′2(r) =
r
r′4
[
r′eK
(
E− r′2K
r2
+ 1
)
− 8
]
;
we conclude from Theorem 12 that (2.45) is valid.
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Let Fc be strictly increasing on (0,1). Then we obtain
F ′c(r)¿ 0 for r ∈ (0; 1): (2.46)
As shown in part (1) we get c¿ (1−=4)=(1−4e−=2)=1:273 : : :. We assume (for a contradiction)
that c¡ 2. If h(r) denotes the expression de4ned in (2.31) with c instead of a∗, then we obtain by
diJerentiation,
F ′c(r) = r
h(r)
r′2+c
: (2.47)
Clearly, h(1−) = 0. Applying l’Hoˆpital’s rule and (2.32) (with c instead of a∗) we get
lim
r→1−
h(r)
r′2+c
= lim
r→1−
h′(r)
−(2 + c)rr′c
= lim
r→1−
( −1
2 + c
r′eK
h4(r)
r′2+c
(f5(r) + h4(r)− c)
)
; (2.48)
where f5 and h4 are given in (2.8) and (2.9), respectively. Since
lim
r→1−
r′eK = 4; lim
r→1−
h4(r)
r′2+c
=∞; lim
r→1−
(f5(r) + h4(r)− c) = 2− c¿ 0;
we conclude from (2.47) and (2.48) that F ′c(1−) = −∞. This contradicts (2.46). Hence, we have
c¿ 2.
Remark. Theorem 13 extends a result given in [36], where it is proved that F0 is strictly decreasing
on (0,1).
Theorem 14. The function
f13(r) :=
(1 + r2)E′(r)− 2r2K′(r)
r′2(K′(r)− E′(r)) (2.49)
is strictly increasing from (0,1) onto (0; 34), while
f14(r) := f13(r)=r2 (2.50)
is strictly decreasing from (0,1) onto ( 34 ;∞).
Proof. Clearly, we have f13(0+) = 0. Using (1.1) we obtain
f13(r′) =
3
2
( ∞∑
n=0
c˜nr2n
)/ ∞∑
n=0
d˜nr2n ; (2.51)
where
c˜n =
n+ 1
(2n+ 1)(n+ 2)
[
(2n+ 1)!!
2n+1(n+ 1)!
]2
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and
d˜n =
n+ 1
2n+ 1
[
(2n+ 1)!!
2n+1(n+ 1)!
]2
:
Since c˜n=d˜n=1=(n+2) is strictly decreasing for n=0; 1; 2; : : : , we conclude from Lemma 2 that f13
is strictly increasing on (0,1). Moreover, (2.51) leads to f13(1−) = 34 .
From (2.51) we get
f14(r′) = 6
( ∞∑
n=0
c˜nr2n
)/(
1−
∞∑
n=1
d∗nr
2n
)
;
where
d∗n =
4n+ 1
(n+ 1)(2n− 1)
[
(2n− 1)!!
2nn!
]2
(n= 1; 2; : : :):
This implies the monotonicity of f14. Further, we have f14(0+)=∞ and f14(1−)=f13(1−)= 34 .
Theorem 15. Let
Hc(r) := r′
c(K(r)− E(r))=r2 (c∈R): (2.52)
(1) Hc is strictly decreasing on (0,1) if and only if c¿ 34 .
(2) Hc is strictly increasing on (0,1) if and only if c6 0.
Proof. DiJerentiation gives
rr′2−c
K− E H
′
c(r) = f13(r
′)− c; (2.53)
where f13 is de4ned in (2.49). From Theorem 14 and (2.53) we conclude that H ′c is negative on
(0,1) if and only if c¿ 34 , and H
′
c is positive on (0,1) if and only if c6 0.
Remark. Theorem 15 extends results presented in [11,36], where the monotonicity of Hc is proved
for the special cases c = 0 and 2.
In order to prove the next theorem we need the following lemma.
Lemma 4. Let b∗ = (log 2)=log(=2) and
f15(r) := (1 + rb
∗
)[(1 + r2)K′(r)− 2E′(r)]− (b∗ − 1)r′2[K′(r)− E′(r)]: (2.54)
Then there exists a number r0 ∈ (0:395; 0:396) such that f15(r) is positive on (0; r0) and negative
on (r0; 1).
Proof. Let g1(r) := f15(r′) and
g2(r) := b∗r′
b∗ K− E
E− r′2K + (b
∗ − 1)
[
r2E
E− r′2K + 2r
′2 K− E
E− r′2K
]
: (2.55)
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Then, by diJerentiation,
r′2
r(E− r′2K) g
′
1(r) = 1 + (b
∗ + 1)r′b
∗ − g2(r)= : g3(r); say: (2.56)
Let q(r) := r2=(E− r′2K) and let Hc be as in (2.52). Then,
pc(r) := r′
c K− E
E− r′2K = q(r)Hc(r) (c∈R):
Since q is strictly decreasing and positive on (0,1) (see [36]), we conclude from Theorem 15 that pc
is strictly decreasing on (0,1), if c¿ 34 . Hence, we obtain from (2.55) that g2 is strictly decreasing
on (0,1).
Let r ∈ [u; v) ⊂ (0; 1). Then we get from (2.56),
g3(r)¿ 1 + (b∗ + 1)v′
b∗ − g2(u)= : g4(u; v); say:
Computation gives
g4(0:91; 0:92) = 0:032 : : : ; g4(0:92; 0:93) = 0:046 : : : ;
g4(0:93; 0:94) = 0:062 : : : ; g4(0:94; 0:96) = 0:014 : : : ;
g4(0:96; 0:98) = 0:047 : : : ; g4(0:98; 1) = 0:057 : : :
and, hence, we have
g3(r)¿ 0 for r ∈ [0:91; 1): (2.57)
Next, let r ∈ (u; v] ⊂ (0; 1). Then, (2.56) implies
g3(r)¡ 1 + (b∗ + 1)u′
b∗ − g2(v)= : g5(u; v); say: (2.58)
By computation we have
g5(0; 0:26) =−0:003 : : : ; g5(0:26; 0:364) =−0:001 : : : ;
g5(0:364; 0:44) =−0:0007 : : : ; g5(0:44; 0:5) =−0:001 : : : ;
g5(0:5; 0:55) =−0:0006 : : : ; g5(0:55; 0:59) =−0:006 : : : ;
g5(0:59; 0:625) =−0:003 : : : ; g5(0:625; 0:655) =−0:003 : : : ;
g5(0:655; 0:68) =−0:005 : : : ; g5(0:68; 0:703) =−0:0005 : : : ;
g5(0:703; 0:722) =−0:003 : : : ; g5(0:722; 0:738) =−0:004 : : : ;
g5(0:738; 0:752) =−0:002 : : : ; g5(0:752; 0:764) =−0:002 : : : ;
so that (2.58) gives
g3(r)¡ 0 for r ∈ (0; 0:764]: (2.59)
From (2.56) and (2.59) we obtain
g1(r)¡g1(0+) = 0 for r ∈ (0; 0:764]:
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Let
g6(r) :=
g1(r)
r2(K− E) = (1 + r
′b∗)(1− f13(r′)) + 1− b∗; (2.60)
where f13 is de4ned in (2.49). From Theorem 14 we get for r ∈ [u; v] ⊂ [0:764; 0:91],
g6(r)6 (1 + u′
b∗)(1− f13(v′)) + 1− b∗= : g7(u; v); say: (2.61)
We have
g7(0:764; 0:8) =−0:006 : : : ; g7(0:8; 0:83) =−0:004 : : : ;
g7(0:83; 0:854) =−0:002 : : : ; g7(0:854; 0:868) =−0:005 : : : ;
g7(0:868; 0:883) =−0:0008 : : : ; g7(0:883; 0:894) =−0:0002 : : : ;
g7(0:894; 0:9) =−0:002 : : : ; g7(0:9; 0:905) =−0:001 : : : ;
g7(0:905; 0:908) =−0:001 : : : ; g7(0:908; 0:91) =−0:001 : : : ;
so that (2.60) and (2.61) imply
g1(r)¡ 0 for r ∈ [0:764; 0:91]:
Thus, g1 is negative on (0,0.91]. From (2.56) and (2.57) we conclude that g1 is strictly increasing
on [0.91,1). Since g1(0:91)=−0:003 : : : and g1(1−)=∞, it follows that there exists a unique number
r1 ∈ (0; 1) such that g1(r) is negative for r ∈ (0; r1) and positive for r ∈ (r1; 1). Thus, putting r0 = r′1,
we obtain f15(r)¿ 0 for r ∈ (0; r0) and f15(r)¡ 0 for r ∈ (r0; 1). Since f15(0:395) = 0:000009 : : :
and f15(0:396) =−0:0001 : : : , we conclude that r0 ∈ (0:395; 0:396).
Theorem 16. Let b∗ = (log 2)=log(=2). There exists a number r0 ∈ (0:395; 0:396) such that the
function
f16(r) :=
r2−b∗
r′2
(1 + rb
∗
)1−1=b
∗
(K′(r)− E′(r)) (2.62)
is strictly increasing on (0; r0] and strictly decreasing on [r0; 1). Moreover, we have f16(0+)=0 and
f16(1−) = 1. Further, there exists a number r1 ∈ (0:214; 0:215) such that f16(r)¡ 1 for r ∈ (0; r1)
and f16(r)¿ 1 for r ∈ (r1; 1).
Proof. Let f15 be de4ned in (2.54). DiJerentiation gives
r′4f′16(r) = r
1−b∗(1 + rb
∗
)−1=b
∗
f15(r):
From Lemma 4 we obtain that there exists a number r0 ∈ (0:395; 0:396) such that f′16(r) is positive
for r ∈ (0; r0) and negative for r ∈ (r0; 1).
We have f16(0+)=0 and f16(1−)=21−1=b
∗
=4=1. This implies that there exists a number r1 ∈ (0; 1)
such that f16(r)¡ 1 for r ∈ (0; r1) and f16(r)¿ 1 for r ∈ (r1; 1). Since f16(0:214) = 0:99995 : : : and
f16(0:215) = 1:0001 : : : , we obtain r1 ∈ (0:214; 0:215).
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Theorem 17. Let b∗ = (log 2)=log(=2). There exists a number r1 ∈ (0:214; 0:215) such that the
function
f17(r) :=

2
(
1 + rb
∗
2
)1=b∗
− E′(r)
is strictly increasing on (0; r1] and strictly decreasing on [r1; 1). Moreover, we have f17(0)=f17(1)=
0. Further, the functions
f18(r) := f17(r)=rb
∗
and f19(r) := f17(r)− rb∗=b∗
are strictly decreasing on (0; 1) with ranges (0; 1=b∗) and (−1=b∗; 0), respectively.
Proof. Clearly, we have f17(0) = f17(1) = 0. Further, we get
r1−b
∗
(1 + rb
∗
)1−1=b
∗
f′17(r) = 1− f16(r);
where f16 is de4ned in (2.62). From Theorem 16 we conclude that there exists a number r1 ∈ (0:214;
0:215) such that f′17(r) is positive for r ∈ (0; r1) and negative for r ∈ (r1; 1).
Clearly, f18(1) = 0. DiJerentiation gives
(d=dr)f17(r)
(d=dr) rb∗
=
1
b∗
(1 + rb
∗
)−1+1=b
∗
(1− f16(r)); (2.63)
so that Theorem 16 and Lemma 1 yield that f18 is strictly decreasing on (0; r1]. On the other hand,
rf′18(r) = (1 + r
b∗)−1+1=b
∗
(1− f16(r))− b∗f18(r): (2.64)
Theorem 16 implies that the right-hand side of (2.64) is negative for r ∈ [r1; 1). Thus, f18 is strictly
decreasing on [r1; 1), too. Applying l’Hoˆpital’s rule we conclude from (2.63) that f18(0+) = 1=b∗.
The representation
f19(r) =−rb∗[(1=b∗)− f18(r)]
reveals that f19 is strictly decreasing from (0,1) onto (−1=b∗; 0).
3. Inequalities
We are now in a position to present sharp upper and lower bounds for K and E. In the following
4ve theorems we determine the largest constants %i (i=1; 2; 3; 4; 5) and the smallest constants 'i (i=
1; 2; 3; 4; 5) such that the given inequalities for K and E hold for all r ∈ (0; 1).
Theorem 18. For all real numbers r ∈ (0; 1) we have

2
(
arth(r)
r
)%1
¡K(r)¡

2
(
arth(r)
r
)'1
(3.1)
with the best possible constants
%1 = 34 and '1 = 1:
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Proof. The second inequality of (3.1) with '1 = 1 is proved in [11]. From Theorem 2 we obtain(
2
)4=3
¡
r
arth(r)
K4=3 for r ∈ (0; 1);
which implies the left-hand side of (3.1) with %1 = 34 . The double-inequality (3.1) can be written as
%1¡G1(r)¡'1;
where
G1(r) :=
[
log
(
2

K
)]/
log
arth(r)
r
:
Since G1(0+) = 34 and G1(1
−) = 1, we conclude that the best possible constants in (3.1) are given
by %1 = 34 and '1 = 1.
Theorem 19. For all real numbers r ∈ (0; 1) we have

2
(
%2
L(1; r′)
+
1− %2
A(1; r′)
)
¡K(r)¡

2
(
'2
L(1; r′)
+
1− '2
A(1; r′)
)
(3.2)
with the best possible constants
%2 = 2== 0:6366 : : : and '2 = 34 : (3.3)
Proof. We de4ne for r ∈ (0; 1),
G2(r) :=
(
2

K− 2
1 + r′
)/(
log r′
r′ − 1 −
2
1 + r′
)
:
Then (3.2) is equivalent to
%2¡G2(r)¡'2: (3.4)
Theorem 11 implies that G2 is strictly decreasing from (0,1) onto (2=; 34). Thus, (3.4) holds with
the best possible bounds given in (3.3).
Theorem 20. For a= =2− log 2 = 0:8776 : : : and all real numbers r ∈ (0; 1) we have
a+ %3(1− r′) + log(1 + 1=r′)¡K(r)¡a+ '3(1− r′) + log(1 + 1=r′) (3.5)
with the best possible constants
%3 = =4− 12 = 0:2853 : : : and '3 = 3 log 2− =2 = 0:5086 : : : :
Proof. Let
G3(r) := [K− a− log(1 + 1=r′)]=(1− r′):
Then (3.5) can be written as
%3¡G3(r)¡'3: (3.6)
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From Theorem 4 we conclude that G3 is strictly increasing on (0,1) and that G3(0+) = =4 − 12 ,
G3(1−)=3 log 2−=2. Hence, (3.6) is valid with the sharp constants %3 ==4− 12 and '3 =3 log 2−
=2.
Theorem 21. For b= e=2 − 4 = 0:8104 : : : and all real numbers r ∈ (0; 1) we have
log(4=r′ + br′'4)¡K(r)¡ log(4=r′ + br′%4) (3.7)
with the best possible constants
%4 = (4− (=4)e=2)=(e=2 − 4) = 0:2737 : : : and '4 = 1: (3.8)
Proof. Inequalities (3.7) are equivalent to
%4¡G4(r)¡'4; (3.9)
where
G4(r) := (log[eK − 4=r′]− log b)=log r′:
Theorem 10 implies that (3.9) holds with %4 = (4− (=4)e=2)=(e=2 − 4) and '4 = 1, and that these
constants are both best possible.
The power mean of order t of 1 and r′ is de4ned by
Pt(1; r′) =
(
1 + r′t
2
)1=t
(t = 0); P0(1; r′) =
√
r′:
Using this notation, inequalities (1.6) and (1.7) can be written as

2
P3=2(1; r′)6E(r)6

2
P2(1; r′) (06 r6 1):
Since t → Pt(1; r′) is strictly increasing on R (see [20]), we ask whether the approximation of E
by power means can be improved.
Theorem 22. For all real numbers r ∈ (0; 1) we have

2
P%5(1; r
′)¡E(r)¡

2
P'5(1; r
′) (3.10)
with the best possible parameters
%5 = 32 and '5 = (log 2)=log(=2) = 1:5349 : : : :
Proof. A proof for the left-hand inequality of (3.10) with %5 = 32 is given in [14,34]. From Theorem
17 we obtain f17(r)¿ 0 for r ∈ (0; 1), which is equivalent to the second inequality of (3.10) with
'5 = (log 2)=log(=2).
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Let t1 and t2 be real numbers such that for all r ∈ (0; 1),

2
Pt1(1; r
′)¡E(r)¡

2
Pt2(1; r
′):
Then we obtain
0¡E(r)− 
2
Pt1(1; r
′) =

64
(
3
2
− t1
)
r4 + : : : ;
which implies t16 32 . Further, we get
1 = lim
r→1−
E(r)6

2
lim
r→1−
Pt2(1; r
′) =

2
(
1
2
)1=t2
:
Since t2¿ 0, we obtain t2¿ (log 2)=log(=2).
4. Concluding remarks
(1) The results of Theorem 13 lead to a new proof of Theorem 21. Indeed, let %= (1− =4)=(1−
4e−=2) and ' = 2. Since F%(0) = F'(0) = e=2 − 4, we conclude from Theorem 13 that
F%(r)¡ e=2 − 4¡F'(r) (0¡r¡ 1);
which yields (3.7) with %4 and '4 as given in (3.8).
(2) The classical arithmetic–geometric mean M (x; y) of two positive real numbers x and y is de4ned
as the common limit of the sequences (xn) and (yn), which are given by
x0 = x; y0 = y;
xn+1 =
xn + yn
2
; yn+1 =
√
xnyn (n= 0; 1; 2; : : :):
The Gauss identity
M (1; r′)K(r) =

2
(0¡r¡ 1) (4.1)
reveals the close relationship between the mean value M and the complete elliptic integral K
[13,17]. The mean M is used to evaluate numerically K(r). And, the sequences (xn) and (yn)
are often applied to estimate K(r). In view of (4.1), we conclude that the Theorems 18–21
provide sharp upper and lower bounds for the arithmetic–geometric mean in terms of the arth
and log functions and in terms of speci4c arithmetic and logarithmic means. Further inequalities
for M can be found in [18,39–41].
(3) The following companion of (3.1) is valid for r ∈ (0; 1).(
%˜+

2r
)
arth(r)¡K(r)¡
(
'˜ +

2r
)
arth(r); (4.2)
with %˜=1− =2 and '˜=0 (see [35]). Let G0(r) : =K=arth(r)− =(2r). Since G0(0+) = 0 and
G0(1−) = 1 − =2, we obtain that in (4.2) the constants %˜ = 1 − =2 and '˜ = 0 are both best
possible.
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(4) Sharp upper and lower bounds for K in terms of the logarithmic mean of 1 and r′ are provided
in [41].
1
L(1; r′)
¡K(r)¡

2
1
L(1; r′)
(0¡r¡ 1):
Since limr→0+K(r)L(1; r′) = =2 and limr→1−K(r)L(1; r′) = 1, we conclude that the constant
factors 1 and =2 are best possible. The related inequality

2
1
P1=2(1; r′)
¡K(r) (0¡r¡ 1);
is also given in [41].
(5) Trying to improve the exponents %1 = 34 and '1 = 1 in (3.1) we were led to the following
question: what is the largest constant %∗ and what is the smallest constant '∗ such that the
double-inequality

2
(
arth(r)
r
)3=4+%∗r
¡K(r)¡

2
(
arth(r)
r
)3=4+'∗r
(4.3)
is valid for all r ∈ (0; 1)? These inequalities are equivalent to
%∗¡ (G1(r)− 3=4)=r ¡'∗;
where G1(r) := [log(2K=)]=log([arth(r)]=r). Since limr→0+ (G1(r) − 34)=r = 0, we conclude
from Theorem 18 that %∗ = 0 is the best possible constant in the left-hand inequality of (4.3).
Moreover, since G1(1−)=1, we obtain '∗¿ 14 . We conjecture that G1 is strictly increasing and
strictly convex from (0,1) onto (34 ; 1). If this is true, then the second inequality of (4.3) holds
with '∗ = 14 .
(6) One of the referees communicated to us (without proof) the inequalities
1
L3=2(A;G)
¡
2

K(r)¡
1
L(A;G)
; (4.4)
where A and G denote the arithmetic and geometric means of r′ and 1, respectively, and L3=2
and L are the logarithmic means of order 32 and 1, respectively. He remarked that numerical
experiments suggest that (4.4) provides better bounds for K(r) than Theorems 18–21. For the
integral of the second kind he oJered (also without proof) the inequality
2

E(r)¡
1
2
(√
1− U%r2 +
√
1− U'r2
)
; (4.5)
where U%= (1− 1√
2
)=2 and U'= (1+ 1√
2
)=2, and pointed out that for 0¡r6 0:92 the bound in
(4.5) is tighter than the upper bound in (3.10).
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