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Abstract—The computational efficiency of the Finite-Difference
Time-Domain (FDTD) method can be significantly reduced by the
presence of complex objects with fine features. Small geometrical
details impose a fine mesh and a reduced time step, significantly
increasing computational cost. Model order reduction has been
proposed as a systematic way to generate compact models for
complex objects, that one can then instantiate into a main FDTD
mesh. However, the stability of FDTD with embedded reduced
models remains an open problem. We propose a systematic
method to generate reduced models for FDTD domains, and
embed them into a main FDTD mesh with guaranteed stability.
Models can be created for arbitrary domains containing inho-
mogeneous and lossy materials. The Courant-Friedrichs-Lewy
(CFL) limit of the final scheme is provided by the theory, and
can be extended with a simple perturbation of the coefficients
of the reduced models. Numerical tests confirm the stability of
the proposed method, and its potential to accelerate multiscale
FDTD simulations.
Index Terms—Finite-Difference Time-Domain method, model
order reduction, subgridding, CFL limit extension, stability,
passivity.
I. INTRODUCTION
The Finite-Difference Time-Domain (FDTD) method solves
Maxwell’s equations numerically using a staggered grid, where
the electric and magnetic fields are sampled at alternate
nodes [1], [2]. This configuration is particularly convenient
to discretize the curl operators in Maxwell’s equations. An
attractive feature of FDTD is the use of an explicit leap-frog
scheme to march in time. This approach significantly reduces
the cost per iteration over implicit alternatives, but makes
stability conditional to the well-known Courant-Friedrichs-
Lewy (CFL) condition [2]. In 2D, the CFL condition reads
∆t <
1
c
√
1
∆x2 +
1
∆y2
, (1)
where ∆t is time step, ∆x and ∆y are the cell dimensions
along the x and y axes, and c is the wave velocity in the
medium [2].
Unfortunately, in spite of its low cost per iteration, FDTD
can become quite time-consuming when applied to large mul-
tiscale problems with detailed objects. Two issues contribute
to the increase of FDTD’s cost:
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a) small details impose a refined mesh. This increases
memory consumption and cost per iteration;
b) a refined mesh implies a shorter time step because of
CFL limit (1).
Numerous solutions have been devised to increase FDTD’s
efficiency in handling complex objects. Subcell models have
been proposed for wires [3], wire bundles [4], sheets [5],
slots [6], and other common structures. In FDTD subgridding,
a fine mesh is used to resolve small objects, while a coarse grid
is used elsewhere [7], [8]. These models are typically efficient,
but restricted to specific objects. Subgridding reduces the
growth of the number of unknowns caused by mesh refinement
(issue a in the list above). However, it does not help with the
second issue, since the fine grid imposes its CFL limit on the
whole domain. While different time steps can be used in the
coarse and fine grids, ensuring the stability and accuracy of
the resulting scheme is quite challenging [9].
Model order reduction (MOR) has been proposed to gener-
ate compact FDTD models for complex objects [10], [11],
[12]. The underlying idea is to initially use a fine mesh
to resolve complex objects, and then compress the FDTD
equations using MOR. The reduced model is finally embedded
into the surrounding coarse grid [11]. Typically, the insertion
of the reduced model in the coarse grid reduces the CFL
limit. However, because of its low order, the reduced model
can be manipulated to extend the CFL limit, and enable the
use of a larger time step throughout the entire computational
domain [13], [14], [15]. Therefore, an MOR-based approach
can be used to tackle both issues a) and b) caused by mesh
refinement.
While MOR has clearly the potential to accelerate multi-
scale FDTD simulations, its use has been so far limited by
stability considerations. When a reduced model is embedded
into a main FDTD grid, it can easily lead to instability.
Unfortunately, this happens even if the reduced model, by
itself, is stable [11]. Kulas and Mrozowski [16] investigated the
stability of an FDTD scheme with macromodels, and derived
a reciprocity condition for stability. An expression for the
CFL limit of the resulting scheme is also provided. There
are two main limitations in this work. First, the derivation
is valid only for the lossless case. Second, the expression for
the CFL limit requires the norm of a very large matrix. For
realistic problems, such norm cannot be computed. An upper
bounds can be derived, but it leads to a conservative CFL
limit. Moreover, the estimation becomes more involved when
multiple reduced models are embedded into the main grid.
In this paper, we propose a systematic theory to generate
reduced models for FDTD regions, and couple them to a main
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FDTD grid with guaranteed stability. The method provides
a strict CFL limit of the final scheme, and is valid in the
general case of lossy inhomogeneous materials. The regions
with complex objects are first meshed with a refined grid.
The FDTD equations for those regions are written in the
form of a discrete-time dynamical system with inputs and
outputs, as described in Sec. II. The system is reduced with a
MOR method that preserves the structure of FDTD equations
(see Sec. III). A stable method to couple the reduced model
to the main coarse grid is proposed in Sec. IV. In Sec. V,
we prove that the obtained scheme is stable by construction
up to the CFL limit of the finest grid. The proof is based
on a novel stability theory for FDTD based on dissipative
systems [17]. Finally, we show that, with a simple perturbation
of the reduced model coefficients, the CFL limit of the final
scheme can be controlled and extended. There are several
novel aspects in this work. First, the proposed theory is
general, since it accounts for losses that were previously
neglected [16]. Second, the stability of the final scheme is
controlled by simple conditions imposed independently on
each reduced model. This feature is a significant advantage
over previous works [16], whose stability conditions involve
the whole domain (coarse grid plus all reduced models). As
a result, the proposed theory is straightforward to apply even
when numerous models are embedded into a main FDTD grid.
Third, the novel stability conditions provide a stringent CFL
limit for the whole scheme. The numerical examples in Sec. VI
confirm the stability of the proposed methodology, and its
ability to accelerate multiscale FDTD simulations.
II. FDTD EQUATIONS FOR THE FINE GRID AS A
DISCRETE-TIME DYNAMICAL SYSTEM
We consider a multiscale scenario where several objects
with fine features are present in a large two-dimensional
domain. As in subgridding, we use a fine mesh in the regions
with fine features. A coarse mesh is used in the rest of the
domain. Without loss of generality, we consider the case of a
single region with fine mesh. The extension to multiple regions
is straightforward since the same process can be independently
applied to each refined region. The cell dimensions in the
coarse grid are denoted as ∆x and ∆y. In the fine region,
the cell dimensions are
∆xˆ =
∆x
r
, ∆yˆ =
∆y
r
, (2)
where the refinement factor r > 1 is an integer. Throughout the
paper, we use symbols with a hat for the quantities associated
with the fine grid, and symbols with no hat for the quantities
associated with the coarse grid. In order to later apply MOR,
we cast the FDTD equations for the fine region in the form
of a discrete-time dynamical system, having the E and H field
tangential to the region boundaries as inputs and outputs [17].
These variables will allow us to reconnect the reduced model
of the fine grid to the main grid.
A. FDTD Update Equations for the Nodes of the Fine Mesh
We consider a rectangular fine mesh with Nˆx cells along x
and Nˆy cells along y. A graphical illustration of a simple 2×2
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Fig. 1. Graphical illustration of a simple 2 × 2 fine region. The solid
lines denote the primary grid. The green color denotes the hanging variables
introduced on the four boundaries.
region is provided in Fig. 1. We consider a TEz mode with
field components Ex, Ey and Hz . In addition to the standard
field samples used in FDTD, we also take as variable the
magnetic field on the four boundaries of the region, as shown
in Fig. 1. These samples are called hanging variables [18],
and serve two purposes. First, they allow us to write a self-
contained mathematical model for the region, which does not
involve any field sample beyond its boundaries [17]. Second,
hanging variables will facilitate the connection of the fine
region model to the surrounding coarse grid.
1) Update Equations for the Ex and Ey Nodes: For
the Ex nodes that are strictly inside the fine region, we write
a standard FDTD update equation [2]
∆xˆ∆yˆ
( εx
∆t
+
σx
2
)
Ex|n+1i+ 12 ,j = ∆xˆ∆yˆ
( εx
∆t
− σx
2
)
Ex|ni+ 12 ,j
+ ∆xˆHz|n+
1
2
i+ 12 ,j+
1
2
−∆xˆHz|n+
1
2
i+ 12 ,j− 12
, (3)
where εx and σx are, respectively, the average permittivity
and conductivity on the x-oriented edges of the primary grid1.
For the nodes on the South and North boundaries of the
region, a modified FDTD equation must be used [17]. A
conventional FDTD equation would otherwise involve mag-
netic fields beyond the region boundaries, that may not even
be available because of the different resolution used in the
surrounding coarse grid. This issue can be avoided by using
the hanging variables to approximate the spatial derivatives
of the magnetic field on the boundaries. For instance, the
following update equation is written for the Ex nodes on the
South boundary [17]
∆xˆ
∆yˆ
2
( εx
∆t
+
σx
2
)
Ex|n+1i+ 12 ,1 =
∆xˆ
∆yˆ
2
( εx
∆t
− σx
2
)
Ex|ni+ 12 ,1
+ ∆xˆHz|n+
1
2
i+ 12 ,1+
1
2
−∆xˆHz|n+
1
2
i+ 12 ,1
. (4)
A similar equation can be derived to update the Ex nodes on
the North boundary. The same approach is followed to write
the update equations for the Ey nodes. A conventional FDTD
equation is used for the Ey nodes that fall strictly inside the
region, while a modified equation involving hanging variables
1To keep expressions reasonably compact, we do not indicate explicitly the
dependence of εx, σx, εy , σy and µ from i and j.
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is used for the nodes on the West and East boundaries [17].
All together, the update equations for all Ex and Ey samples
can be written in a compact matrix form [17]
DˆlxDˆl′y
(
Dˆεx
∆t
+
Dˆσx
2
)
Eˆn+1x =
DˆlxDˆl′y
(
Dˆεx
∆t
− Dˆσx
2
)
Eˆnx − DˆlxGˆTy Hˆn+
1
2
z
+
[
DˆlxBˆS DˆlxBˆN
] [Hˆn+ 12S
Hˆ
n+ 12
N
]
, (5)
DˆlyDˆl′x
(
Dˆεy
∆t
+
Dˆσy
2
)
Eˆn+1y =
DˆlyDˆl′x
(
Dˆεy
∆t
− Dˆσy
2
)
Eˆny + DˆlyGˆ
T
x Hˆ
n+ 12
z
+
[
DˆlyBˆW DˆlyBˆE
] [Hˆn+ 12W
Hˆ
n+ 12
E
]
, (6)
where:
• Eˆx and Eˆy are column vectors collecting all Ex and Ey
samples in the fine region, respectively;
• Dˆlx , Dˆly are diagonal matrices containing the length ∆xˆ
and ∆yˆ of the primary edges along x and y, respectively;
• Dˆl′x and Dˆl′y are diagonal matrices. Their diagonal con-
tains the length of the x-directed and y-directed edges of
the secondary grid, respectively. The half-edges of length
∆xˆ/2 and ∆yˆ/2 that intersect the four boundaries are
included;
• Dˆεx and Dˆεy are diagonal matrices containing the av-
erage permittivity on the x- and y-directed edges, re-
spectively. Similarly, Dˆσx and Dˆσy contain the average
conductivity on the same edges;
• Matrices Gˆx and Gˆy are the discrete derivative operators
along x and y, respectively [17].
• BˆS , BˆN , BˆW and BˆE are the coefficient matrices that
map the boundary fields to the appropriate equations, and
are defined in [17].
2) Update Equation for the Hz Nodes: Since all magnetic
nodes fall strictly inside the fine region, we can use a standard
FDTD update for all of them [2]
∆xˆ∆yˆ
µ
∆t
Hz|n+
1
2
i+ 12 ,j+
1
2
= ∆xˆ∆yˆ
µ
∆t
Hz|n−
1
2
i+ 12 ,j+
1
2
−∆xˆEx|ni+ 12 ,j + ∆xˆEx|
n
i+ 12 ,j+1
+ ∆yˆEy|ni,j+ 12 −∆yˆEy|
n
i+1,j+ 12
, (7)
where µ denotes the average permittivity on the edge where
Hz|n+
1
2
i+ 12 ,j+
1
2
is sampled. The set of equations (7) can be cast
into matrix form
DˆA
Dˆµ
∆t
Hˆ
n+ 12
z = DˆA
Dˆµ
∆t
Hˆ
n− 12
z + GˆyDˆlxEˆ
n
x − GˆxDˆly Eˆny ,
(8)
where matrix DˆA is diagonal and contains the area of all
primary cells. The diagonal matrix Dˆµ is instead formed by the
average permittivity on each edge of the secondary grid [17].
B. Dynamical System Formulation
Update equations (5), (6) and (8) can be cast into the form
of a discrete-time dynamical system
(Rˆ+ Fˆ)xˆn+1 = (Rˆ− Fˆ)xˆn + Bˆuˆn+ 12 , (9a)
yˆn = LˆT xˆn . (9b)
The state vector xˆn consists of all samples of Ex, Ey and Hz
in the fine region, except for the hanging variables
xˆn =
 EˆnxEˆny
Hˆ
n− 12
z
 . (10)
The input uˆn+
1
2 and output yˆn of (9a)-(9b) contain all
magnetic and electric fields on the North, South, West and
East boundaries of the fine region
uˆn+
1
2 =

Hˆ
n+ 12
S
Hˆ
n+ 12
N
Hˆ
n+ 12
W
Hˆ
n+ 12
E
 , yˆn =

EˆnS
EˆnN
EˆnW
EˆnE
 . (11)
We can see that hanging variables are interpreted as the input
of the FDTD model for the region, and the co-located electric
fields are seen as the output. This input-output interpretation
of the fine region equations is needed to apply MOR and, more
importantly, to be able to reconnect the reduced model to the
coarse grid without losing stability. Finally, the coefficients
matrices in (9a)-(9b) can be written as [17]
Rˆ =
[
Rˆ11/∆t − 12Kˆ
− 12KˆT Rˆ22/∆t
]
, (12)
Fˆ =
[
Fˆ11 − 12Kˆ
1
2Kˆ
T 0
]
, (13)
Bˆ =
DˆlxBˆS DˆlxBˆN 0 00 0 DˆlyBˆW DˆlyBˆE
0 0 0 0
 , (14)
Lˆ =
−BˆS BˆN 0 00 0 BˆW −BˆE
0 0 0 0
 , (15)
where
Rˆ11 =
[
DˆlxDˆl′yDˆεx 0
0 DˆlyDˆl′xDˆεy
]
, Rˆ22 = DˆADˆµ ,
(16)
Fˆ11 =
[
DˆlxDˆl′y
Dˆσx
2 0
0 DˆlyDˆl′x
Dˆσy
2
]
, (17)
Kˆ =
[−DˆlxGˆTy
DˆlyGˆ
T
x
]
. (18)
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III. STRUCTURE-PRESERVING MODEL ORDER
REDUCTION
Because of the grid refinement, the size of xˆn can be quite
large, and significantly increase CPU time. To mitigate this is-
sue, system (9a)-(9b) can be compressed using MOR. Among
the many MOR methods available, we choose SPRIM [19],
since it will preserve the block structure of (9a)-(9b). Using
the robust Arnoldi iteration, SPRIM creates a projection matrix
V =
[
V1 0
0 V2
]
(19)
suitable to approximate the full state vector xˆn through a new
state vector x˜n of smaller size
xˆn ≈ Vx˜n . (20)
Matrix V consists of two blocks V1 and V2. The number of
rows of V1 is equal to the number of electric field samples in
Eˆnx and Eˆ
n
y . The number of rows in V2 is equal to the size
of Hˆn−
1
2
z . By substituting (20) into (9a)-(9b), and multiplying
the first equation by VT on the left, we obtain the reduced
model
(R˜+ F˜)x˜n+1 = (R˜− F˜)x˜n + B˜uˆn+ 12 , (21a)
y˜n = L˜T x˜n , (21b)
where
R˜ =
[
R˜11/∆t − 12K˜
− 12K˜T R˜22/∆t
]
, F˜ =
[
F˜11 − 12K˜
1
2K˜
T 0
]
, (22)
B˜ = VT Bˆ , L˜ = VT Lˆ , (23)
R˜11 = V
T
1 Rˆ11V1 , (24)
R˜22 = V
T
2 Rˆ22V2 , (25)
F˜11 = V
T
1 Fˆ11V1 , (26)
K˜ = VT1 KˆV2 . (27)
The size of reduced model (21a)-(21b) is typically much lower
than the size of (9a)-(9b). The size and accuracy of the reduced
model can be controlled through the choice of the number of
columns in the projection matrix V. Because of the block-
diagonal structure of (19), reduced model (21a)-(21b) inherits
the block structure of the original FDTD equations (9a)-(9b),
although its blocks are much smaller. The preservation of
the peculiar structure of the FDTD equations will enable the
extension of the CFL limit of the proposed scheme.
IV. INCORPORATION OF THE REDUCED MODEL INTO THE
MAIN COARSE GRID
The goal of this section is to couple the reduced model
to the coarse grid, while maintaining stability. An improper
connection between different domains is indeed a common
source of instability. Since the fields on the reduced model
boundaries are sampled at a fine resolution, different from the
resolution of the coarse grid, a suitable interpolation rule will
be introduced. For coupling the reduced model to the coarse
grid, we generalize the approach of [17] to handle reduced
models. To realize the coupling, we will combine three sets of
Reduced Model
Hˆz|ıˆ+ 1
2
,ˆ Hˆz|ıˆ+ 3
2
,ˆ
Hz|i+ 1
2
,j− 1
2
Hz|i+ 1
2
,j
Eˆx|ıˆ+ 1
2
,ˆ Eˆx|ıˆ+ 3
2
,ˆ
Ex|i+ 1
2
,j
(ˆı, ˆ)
(i, j)
Coarse Grid
x
y
z
∆xˆ = ∆x
2
∆y
2
∆x
Fig. 2. Connection scenario considered in Sec. IV for the case of r = 2. A
virtual gap has been inserted between the two subsystems for clarity.
equations: the update equations for the reduced model (21a)-
(21b), the update equation for the coarse grid nodes at the
interface with the reduced model, and an interpolation rule.
A. State Equations for the Coarse Fields at the Interface
We consider the interface shown in Fig. 2 between the
North boundary of the coarse grid, and the South boundary of
the reduced model. The other edges can be treated similarly.
For the Ex nodes of the coarse grid that fall at the interface
with the reduced model, we introduce a hanging variable to
facilitate the connection of the reduced model. The hanging
variable is the magnetic field collocated with the electric field
on the boundary. For example, in the case in Fig. 2, the
hanging variable is Hz|i+ 12 ,j . Using this variable, a modified
update equation analogous to (4) is written for Ex|i+ 12 ,j
∆x
∆y
2
( εx
∆t
+
σx
2
)
Ex|n+1i+ 12 ,j = ∆x
∆y
2
( εx
∆t
− σx
2
)
Ex|ni+ 12 ,j
+ ∆xHz|n+
1
2
i+ 12 ,j
−∆xHz|n+
1
2
i+ 12 ,j− 12
. (28)
In (28), εx and σx are the permittivity and conductivity
in the half coarse cell below the interface. The hanging
variable Hz|n+
1
2
i+ 12 ,j
can be considered as the input for the coarse
grid. The use of the hanging variable Hz|n+
1
2
i+ 12 ,j
is necessary
since a standard FDTD equation for Ex|n+1i+ 12 ,j would involve a
magnetic field sample inside the reduced model, which is not
available. We will also see in the next section that, through
hanging variables, we can systematically ensure stability.
For all edges at the boundary of the coarse grid, a hanging
variable and an equation analogous to (28) is defined. All these
update equations can be written in matrix form as
DlDl′
(
Dε
∆t
+
Dσ
2
)
yn+1 = DlDl′
(
Dε
∆t
− Dσ
2
)
yn+
DlG
THn+
1
2 −DlGTUn+ 12 , (29)
where yn collects all the coarsely-sampled electric fields at
the interfaces, and Dε and Dσ are the diagonal matrices
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containing the permittivity and conductivity values in the half
cells on the coarse grid boundary. Matrix Dl is diagonal
and contains the length of the coarse grid on the interface.
Diagonal matrix Dl′ contains the length of the half edges
of the coarse grid that intersect the interface. Matrix G is
diagonal and contains only −1 and +1. Vector Hn+ 12 contains
the magnetic fields in the coarse grid near the interface with
the reduced model. Input vector Un+
1
2 collects all the hanging
variables on the coarse side of the interface, such as Hz|n+
1
2
i+ 12 ,j
in Fig. 2.
B. Interpolation Rule
The fields at the boundaries of the coarse mesh and of the
reduced model need to be linked by a suitable interpolation
rule. This is necessary to satisfy boundary conditions, and
because they are sampled at different resolution. We use the
interpolation rule in [17], which will ensure stability, as we
shall see in the next section. Between the boundary electric
fields, we impose the following relation
y˜n = Tyn ∀n , (30)
where T is the transformation matrix that sets adjacent coarse
and fine grid electric fields to be equal. As discussed in [17],
a reciprocal constraint must be imposed on the magnetic fields
on the boundary in order to ensure stability
Un+
1
2 =
1
r
TT uˆn+
1
2 ∀n . (31)
C. Coupling of Reduced Model and Coarse Grid
The final update equations for the reduced model are derived
by combining the reduced model (21a)-(21b), update equa-
tion (29) for the boundary fields of the coarse grid, and inter-
polation rules (30) and (31). First, we substitute (31) into (29)
DlDl′
(
Dε
∆t
+
Dσ
2
)
yn+1 = DlDl′
(
Dε
∆t
− Dσ
2
)
yn+
DlG
THn+
1
2 − 1
r
DlG
TTT uˆn+
1
2 . (32)
Then, equation (30) is substituted into (21b)
Tyn+1 = L˜x˜n+1 . (33)
Equations (21a), (32), and (33) are combined in a linear system
A1z
n+1 = A2z
n +DlG
T
Hn+ 120
0
 , (34)
where
zn =
 ynuˆn− 12
x˜n
 , (35)
A1 =
DlDl′
(
Dε
∆t +
Dσ
2
)
1
rDlG
TTT 0
T 0 −L˜T
0 −B˜ (R˜+ F˜)
 ,
(36)
A2 =
DlDl′ (Dε∆t − Dσ2 ) 0 00 0 0
0 0 (R˜− F˜)
 . (37)
Multiplying (34) on the left by A−11 , we obtain
zn+1 = A−11 A2z
n +A−11 DlG
T
Hn+ 120
0
 . (38)
Equation (38) is explicit, and is used to update the state of the
reduced model x˜n, and the electric fields yn at the interface
with the coarse grid. The coefficient matrices in (38) can be
precomputed once before runtime. A sparse LU factorization
can be performed on A1 to efficiently compute its inverse
multiplied by A2 and DlGT . Ultimately, the proposed scheme
consists of conventional FDTD equations to update the coarse
grid, and (38) to update the reduced model state and the
interface. If multiple reduced models are present, equation (38)
is applied to each one of them.
V. STABILITY ANALYSIS AND CFL LIMIT EXTENSION
In this section, we analyse the stability of the FDTD scheme
with embedded reduced models. We derive the CFL limit of
the proposed scheme, and show how it can be extended. We
use the stability theory proposed in [17], which is based on the
concept of energy dissipation. This theory is particularly con-
venient to investigate the stability of advanced FDTD setups
where different meshes and models are coupled together.
A. Passivity of the Coarse Grid and the Interpolation Rule
From the perspective of system theory, the obtained scheme
can be seen as the connection of three subsystems: the coarse
mesh, the interpolation rule, and the reduced model. If all
subsystems are passive, i.e. unable to generate energy on their
own, the final scheme will be passive by construction, and
thus stable [17], [20]. As proved in [17], the coarse mesh
is passive for any time step satisfying its own CFL limit.
Interpolation rule (30)-(31) can be shown to be lossless for any
time step [17]. In order to establish the stability of the overall
scheme, we have to investigate when the reduced model is
passive.
B. Passivity Conditions for the Fine Grid
The reduced model has been derived from the fine grid
model (9a)-(9b). In order to be passive, this model must satisfy
the following three passivity conditions [17]
Rˆ = RˆT > 0 , (39a)
Fˆ+ FˆT ≥ 0 , (39b)
Bˆ = LˆSˆ , (39c)
where
Sˆ = LˆT Bˆ =

−∆xˆINˆx 0 0 0
0 ∆xˆINˆx 0 0
0 0 ∆yˆINˆy 0
0 0 0 −∆yˆINˆy
 . (40)
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Condition (39a) can be shown to be a generalization of the
CFL limit for a region with inhomogeneous materials [17].
Condition (39b) is satisfied if all conductivities σx and σy in
the fine region are non-negative, which is usually the case. It
can be shown, by direct substitution, that (39c) always holds.
In conclusion, the original model for the fine grid (9a)-(9b) is
passive under the CFL limit of the fine grid [17].
C. Passivity of the Reduced Model
We now investigate the passivity of the reduced
model (21a)-(21b) that has been produced for the fine grid.
The reduced model will be passive if [17]
R˜ = R˜T > 0 , (41a)
F˜+ F˜T ≥ 0 , (41b)
B˜ = L˜Sˆ . (41c)
The following theorem shows that, by construction, the pro-
posed reduction process preserves the passivity of the fine grid
model, which is a novel result.
Theorem 1. Reduced model (21a)-(21b) is passive for any ∆t
that satisfies the CFL limit (39a) of the fine grid.
Proof. Since V is full rank by construction, and R˜ = VT RˆV,
condition (39a) implies (41a). In the same way, since F˜ =
VT FˆV, condition (39b) implies (41b). Finally, by multiply-
ing (39c) on the left by VT , we obtain (41c).
D. Stability of the FDTD Scheme with Reduced Models
To summarize, we have shown that:
• the interpolation rule is lossless, and thus passive, for any
∆t;
• the coarse grid is passive for any ∆t under its own CFL
limit;
• the reduced model of the fine grid is passive for any ∆t
under the CFL limit of the fine grid.
The overall scheme, which results from the connection of
these three subsystems, will be passive and stable under the
most restrictive CFL limit, which is the one of the fine grid.
For larger time steps, the reduced model becomes active, and
destabilizes the whole scheme. We have provided a formal
proof of stability of the proposed FDTD scheme with reduced
models. The proof can be trivially extended to the case of
multiple reduced models, where one must simply require all
reduced models to be passive. The ability to handle an arbitrary
number of reduced models is a significant advantage previous
results [16].
E. Extension of the CFL Limit
As discussed in the previous section, the overall stability
limit is dictated by the most restrictive CFL limit of the
embedded models. This constrain can be relaxed by extending
the CFL limit of the reduced models prior to their connection
to the main grid. The extension can be achieved with a simple
perturbation of the model coefficients. For a time step beyond
the CFL limit of a given reduced model, conditions (41b)
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Fig. 3. Layout of the PEC cavity considered in Sec. VI-A. The dashed box
denotes the refinement region.
and (41c) will still hold, since they are independent from ∆t.
Condition (41a) will be violated, but can be restored with
a perturbation of K˜. We use the method proposed in [21].
Using the Schur’s compliment [22], one can show that (41a)
is equivalent to
sk ≤ 2
∆t
∀k . (42)
where sk are the singular values of R˜
− 12
11 K˜R˜
− 12
22 . Above the
CFL limit of the reduced model, some singular values will
exceed the threshold in (42). By perturbing K˜ with the method
in [21], condition (42) can be enforced. This enforcement
enables the use of a larger time step in the whole domain,
including the entire coarse grid, and results in a significant
saving of CPU time. Numerical tests in Sec. VI will show that
an extension of the CFL limit by 2X or 3X can be typically
achieved with minimal impact on accuracy. A remarkable
aspect is that we can enhance the stability limit of the entire
scheme by acting only on the reduced model. This is a main
novelty compared to [21], where MOR and singular value
perturbation had to be applied to the equations of the whole
system. This feature makes the proposed method more efficient
and scalable.
VI. NUMERICAL EXAMPLES
Several test cases are provided to numerically validate the
stability and performance of the proposed method, which
was implemented in Matlab with vectorized operations for
maximum efficiency. Simulations were run on a computer with
a 3.6 GHz CPU and 8 GB of memory.
A. 2D Cavity
In this section, the proposed method is applied to the empty
1 m × 1 m 2D cavity in Fig. 3. The cavity has perfect electric
conductor (PEC) walls. The whole region is discretized with
a coarse mesh with ∆x = ∆y = 2 mm, except for a central
0.2 m × 0.2 m area, discretized with a fine mesh (r = 5). The
purpose of this test is to verify the stability of the proposed
method. The cavity is excited by a Gaussian pulse source with
bandwidth of 0.5 GHz.
Using the proposed technique, a reduced model was created
from the FDTD equations of the fine region (9a)-(9b). MOR
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Fig. 4. Magnetic field at the probe for the the empty cavity of Sec. VI-A,
computed with the proposed method for 106 time steps.
Table I
EXECUTION TIME FOR THE 2D CAVITY IN SEC.VI-A. THE MOR TIME IS
INCLUDED IN THE RUNTIME. THE CFL NUMBER IS DEFINED AS THE RATIO
OF THE TIME STEP ∆t USED IN THE SIMULATION AND THE CFL LIMIT.
Method CFL number Runtime Speed-up
FDTD, all-coarse grid 0.99 9.0 s -
FDTD, all-fine grid 0.99 451.2 s -
Subgridding 0.99 95.3 s 4.7X
Proposed (MOR only) 0.99 131.1 s 3.4X
Proposed (CFL extension only) 1.98 340.1 s 1.3X
Proposed 1.98 58.6 s 7.7X
reduced their order from 7,600 to 1,200. The CFL limit of the
reduced model was extended by 2X, prior to its embedding
into the coarse mesh. The proposed method was run for 106
time steps. The computed magnetic field at the probe, shown
in Fig. 4, confirms the stability of the proposed method.
Table I gives the CPU time taken by the proposed method,
by standard FDTD with an all-coarse mesh, by standard FDTD
with an all-fine mesh, and by a subgridding method [17]. The
proposed method was also tested with MOR enabled but no
CFL limit extension, and vice versa. All methods were run
with a time step at 99% of their CFL limit which, for the
methods with CFL limit extension, corresponds to 1.98% of
the original CFL limit. In terms of accuracy, all methods are
in very good agreement, as shown in Fig. 5. Since, in this
case, the fine region does not contain any complex object, all
methods are expected to give comparable accuracy. In terms of
execution time, the proposed method provides a 7.7X speed-up
with respect to a complete refinement of the FDTD mesh, and
a 60% gain versus subgridding. We can see that both MOR and
the extension of the CFL limit of the reduced model contribute
to the computational gains of the proposed method.
B. Waveguide with Irises
We consider the 4 m × 0.7 m waveguide shown in Fig. 6.
The waveguide includes two thin PEC irises [13]. A coarse
mesh is used in most of the domain, with resolution ∆x =
∆y = 0.05 m. The two areas around the irises were instead
meshed with a refined grid (r = 3) in order to capture the
irregular fields caused by the discontinuity. The refined regions
are 0.5 m × 0.5 m wide, and are shown in Fig. 6. In the
proposed method, two reduced models were generated for
these regions and embedded into the coarse grid. The ends
of the waveguide are terminated with perfectly matched layer
which is 10 coarse cells deep. The waveguide is excited by a
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Fig. 5. Frequency response of the cavity of Sec. VI-A, obtained with FDTD
with an all-coarse mesh ( ), FDTD with an all-fine mesh ( ),
subgridding ( ), the proposed method with only MOR ( ), the
proposed method with only CFL extension ( ), and the proposed method
with both MOR and CFL extension ( ).
Current sources Probes
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  Z Y
10Δ y 10Δ y
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Fig. 6. Geometry of the waveguide with irises considered in Sec. VI-B. The
boxes indicate the regions replaced by a reduced model.
Gaussian pulse with 0.4 GHz bandwidth. A probe is located at
the other end. All methods were run at 0.99 times their CFL
limit. In the proposed method, the CFL limit was extended by
two times, and MOR reduced the size of each fine grid models
from 2,760 to 648.
Fig. 7 compares the frequency response obtained with
FDTD, subgridding [17] and the proposed method. We can
clearly see that a coarse mesh does not accurately capture
the frequency response of the system, due to its inability
to properly resolve the irregular fields around the apertures.
The other methods, which utilize a fine grid in the two
critical regions, are in very good agreement with an all-
fine FDTD simulation. In terms of runtime, Table II shows
that subgridding is only marginally faster than an all-fine
simulation, and that the proposed method provides the highest
speed up among the compared techniques. For this case, the
speed-up is more modest than in the previous example, due to
the presence of two refined regions and their size relative to
the overall problem.
C. Reflection Test
To further investigate the accuracy of the proposed scheme,
we analyse the reflections from a scatterer placed in a waveg-
uide. A 66 mm × 40 mm structure terminated with 15 mm-
thick perfectly matched layers on two sides is considered. The
layout of the structure is shown in Fig. 8. The scatterer is
comprised of four small copper rods with 1 mm radius. A
line source is used to excite the waveguide and a line probe
near the source position is chosen. The structure is uniformly
discretized with coarse cells with ∆x = ∆y = 1 mm. In the
proposed method, the region where the four rods are located
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Fig. 7. Frequency response of the waveguide of Sec. VI-B, obtained with
FDTD with an all-coarse mesh ( ), FDTD with an all-fine mesh
( ), subgridding ( ), proposed method with only MOR ( ),
proposed method with only CFL extension ( ), and proposed method
with both MOR and CFL limit extension ( ).
Table II
EXECUTION TIME FOR THE WAVEGUIDE STRUCTURE IN SEC.VI-B.
Method CFL number Runtime Speed-up
FDTD, all-coarse grid 0.99 28.9 s -
FDTD, all-fine grid 0.99 281.2 s -
Subgridding 0.99 222.0 s 1.26X
Proposed (MOR only) 0.99 245.4 s 1.15X
Proposed (CFL extension only) 1.98 484.3 s 0.58X
Proposed 1.98 118.5 s 2.37X
is refined with r = 6. All methods were run with a time
step equal to 0.99 times their CFL limit. In the proposed
method, MOR was used to reduce the number of variables
in the fine region from 7,008 to 1,920. The CFL limit of the
reduced model was extended by 3 times without incurring in
a significant reduction of accuracy.
The reflected power measured with all methods is shown
in the top panel of Fig. 9. A conventional FDTD run with a
coarse grid everywhere overestimates the reflections from the
rods across the entire frequency range, confirming the need
for a finer mesh around the scatterers. The proposed method
and subgridding are instead in very good agreement with the
reference simulation, which was performed with FDTD and
a fine mesh in the entire computational domain. In terms
of performance, the proposed method is 27.5 times faster
than an all-fine FDTD simulation, and 2.1 times faster than
subgridding, as reported in Table III. In order to further assess
the accuracy of the proposed method, we finally repeated the
analysis of the waveguide without the four rods. The purpose
of this test is to measure the level of reflections caused by
the transition from the coarse grid to the reduced model of
the fine grid. The reflections from the interface obtained with
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Jy current
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66 mm
40
m
m
∆x = 1 mm
∆y = 1 mm
20 mm
Scatterer
2 mm
2 mm
Fig. 8. Layout of the four-rod reflection test in Sec. VI-C. The dashed line
shows the area modeled with a fine grid, and replaced by a reduced model in
the proposed technique.
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Fig. 9. Reflected power with respect to the incident for the test in Sec. VI-C.
Top panel: reflections from the four-rod scatterer. Bottom panel: reflections
with no rods inside. Results were computed with an FDTD with an all-
coarse mesh ( ), an all-fine mesh ( ), subgridding ( ),
the proposed method with only MOR ( ), the proposed method with
only CFL extension ( ), and the proposed method with both MOR and
CFL limit extension ( ).
both subgridding and the proposed method are depicted in the
bottom panel of Fig. 9. The figure shows that the proposed
method can provide, for a given region, a reduced model with
enhanced CFL limit that can be seamlessly embedded into
an FDTD grid, without resulting in increased reflections or
stability issues.
VII. CONCLUSION
In this paper, we proposed a stable FDTD scheme which
supports the inclusion of reduced models to capture complex
objects with fine features. Initially, complex objects are dis-
cretized with a refined mesh, in order to properly capture their
geometry. Then, the FDTD equations for each refined region
are compressed with model order reduction. The reduced
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Table III
EXECUTION TIME FOR THE FOUR RODS SCATTERING TEST IN SEC. VI-C.
Method CFL number Runtime Speed-up
FDTD, all-coarse grid 0.99 4.0 s -
FDTD, all-fine grid 0.99 654.2 s -
Subgridding 0.99 50.5 s 12.9X
Proposed (MOR only) 0.99 68.4 s 9.6X
Proposed (CFL extension only) 2.97 537.2 s 1.2X
Proposed 2.97 23.8 s 27.5X
models are finally coupled to the surrounding coarse mesh.
The proposed method supports the embedding of multiple re-
duced models, losses and inhomogeneous material properties.
The stability and CFL limit of the resulting scheme can be
rigorously proved, which is a novel result. The CFL limit
can be also extended, with negligible accuracy loss, with a
simple perturbation of the model coefficients. Numerical tests
confirm the stability of the proposed method, and its potential
to increase FDTD’s efficiency for multiscale problems. Future
works will extend the proposed ideas to the three-dimensional
case.
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