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Abstract
In this paper, the rate-energy region is studied for the wireless sensor relay network (WSRN) with
energy harvesting in the presence of a jammer. In the model, a source communicates to a destination
equipped with a single antenna with energy harvesting constraint through a multi-antenna cooperative
relay under beamforming. Meanwhile, there is a jammer intended to disturb the communication. The
relay works in half-duplex mode and knows all the channel state information (CSI). When beamforming
is employed at the relay, the network can be modeled as an equivalent Gaussian arbitrarily varying
channel (GAVC). We characterize the achievable rate-energy region. Since the problem is non-convex,
we present three methods to transform it into a semi-definite programming problem (SDP), and the
closed-form expression for two special boundary points of the rate-energy region is obtained. Finally,
the simulations show the rate-energy region and the anti-jamming performance of the proposed scheme.
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I. INTRODUCTION
The lifetime of energy-constrained communication networks becomes one of the most chal-
lenging issues with the large-scale application of a smart city, especially for massive sensor net-
works. To extend the network lifetime, both aspects of improving network transmission efficiency
and harvesting energy might be considered. For the first point, collaborative beamforming (CB)
enhances the network utilization by employing the idle node and weighting received signals [1]–
[5]. It can effectively extend the signal transmission coverage, improve transmission efficiency
[2], save network resources, decrease jamming and strengthen security. Additionally, energy
harvesting (EH) provides long-term energy support for wireless sensor networks (WSNs) [6].
Significantly, energy harvesting WSNs (EHWSNs) harvest environmental energy sources such
as solar, wind, piezoelectric, and radio frequency signals [7]. Therefore, it is in line with the
concept of environmental protection. For this reason, it is presented as a green communication
method for prolonging the lifetime, and is attracting much attention in academia as well as
industry [8]–[12].
Naturally, since the energy harvesting node has higher channel quality requirements than the
target node, CB can be applied in EHWSNs. Under this circumstance, more gain will be obtained
when combining CB and EH, and some related works are done in [13]–[15]. Jianli Huang et
al. studied the optimization problem of beamforming under the constraints of relay transmission
power and EH [13]. Xuecai Bao et al. proposed a software-defined energy harvesting wireless
sensor network (EHWSN) architecture to maximize the signal-to-noise ratio (SNR) for CB with
sidelobe constraints by allocating the transmission power of sensor nodes [14]. However, both
of them did not consider the case with jamming source. In practice, the transmission in WSNs
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is easily attacked or interfered due to its shared property [16]. This will cause transmission
failures and retransmissions in which the later will degrade network performance and drain
the battery of the device rapidly [17]. Since jamming is an important active attack mode in
wireless networks, the anti-jamming problem is one of the aims that should be considered in the
designed model. The various anti-jamming strategies were proposed to eliminate the jamming
and improve the legitimate transmission rate for traditional WSNs [18]–[23], such as spreading
spectrum, beamforming and interference alignment (IA). However, there is less work on anti-
jamming beamforming scheme for WSNs with EH. Soheil et al. [15] investigated the problem
of joint EH time allocation and distributed beamforming in the presence of interference, which
is the special case of jamming when the transmission power is higher than the jamming power.
Besides, the multiple-antenna relay was missed. Given that large bandwidth is required for
spreading spectrum, and that all the channel state information (CSI) should be available for all
nodes in IA, we consider beamforming technology at multiple-antenna relay against the jammer
for WSN with EH.
In this paper, we consider a dual-hop relay network, which consists of a source node, a multi-
antenna cooperative relay, a legitimate receiver, an EH node and a jammer. The relay receives
the sum signal from the source and the jammer in one time-slot, and then forwards the received
signal to the destination in the next time-slot with beamforming. With the linear beamforming
scheme at the relay, this network can be modeled as an equivalent Gaussian arbitrarily varying
channel (GAVC). We mainly study the maximum achievable rate-energy region of EHWSN based
on cooperative beamforming at multi-antenna relay under the constraints of EH and sum power.
Specifically, we give the formulation of the optimization problem to maximize the transmission
rate, which truns out to be non-convex. We propose three methods to transform it into a semi-
definite programming based on the aspects of system stability, lower computational complexity,
and the combination of both. Then the closed-form expression for two special boundary points
of the rate-energy region is obtained. Finally, we present simulation results. Interestingly enough,
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the simulation results show that the achievable rate is positive even when the power of the jammer
is larger than that of the legitimate source by employing the optimal linear beamforming matrix.
The main contributions of this paper are listed as follows.
• Anti-jamming ability: Collaborative beamforming is effective to reduce the impact of jam-
ming attacks and makes full use of jamming information to improve the signal to interference
plus noise ratio (SINR).
• Prolonging the lifetime: The collaborative beamforming and energy harvesting networks
reduce the node energy consumption rate from the aspects of increasing the transmission
rate and harvesting energy, respectively.
• Variety of processing methods: We consider the processing scheme from non-convex prob-
lem to convex problem from three aspects, namely stability, complexity and combination
of the two.
The rest of this paper is organized as follows. We present the system model, the EH constraint
and the expression of capacity in Section II. Next, the optimization procedure schemes are shown
in Section III and the performance analysis is given in Section IV. Finally, Section V concludes
the entire paper.
Notation: Scalars are denoted by lower-case letters, e.g., x, and bold-face lower-case letters
are used for column vectors, e.g., x, and bold-face upper-case letters for matrices, e.g., X. (·)∗,
(·)T , (·)† and tr(·) denote the conjugate, transpose, Hermitian transpose and trace, respectively.
diag (x1, x2, ..., xn) denotes the diagonal square matrix with x1, x2, ..., xn as the diagonal ele-
ments and ‖·‖ denotes the Euclidean norm. In is the n-dimensional identity matrix and E (·) is
the expectation operation. The ⊗ denotes the Kronecker product.
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II. SYSTEM MODEL
Fig. 1: Multiple-antenna Relay Model
As illustrated in Fig.1, the system consists of an EHWSN with a source node S, a jammer J , an
energy harvesting node EH, an information receiver ID, and a multi-antenna relay node R which
is equipped with K antennas. This network model is developed with the following assumptions.
Firstly, the transferring scheme is assumed to be simultaneous wireless information and power
transfer (SWIPT). Secondly, the direct links between the source (or jammer) and the ID receiver
(or EH node) are sufficient to be ignored in the case that they are far away. Thirdly, the flat
fading channel is employed in this scene and the perfect synchronization is achieved before
the transmission. Finally, the accurate CSI of the network is available at the relay working in
half-duplex mode. The specific information transmission process is as follows.
In the first time-slot, the relay R receives the transmitted signals xS , xJ from the source node
S with power PS and the jammer J with power PJ , respectively. The signal received at the relay
node R can be formed as a K-dimensional column vector yR, given by
yR =
√
PShSxS +
√
PJhJxJ + zR. (1)
where, zR ∼ CN (0, σR2IK) ∈ CK×1 is the additive Gaussian noise at the relay R. Besides,
hS = [hS,1, hS,2, ..., hS,K ]
T ∈ CK×1 is the channel fading vector from the source node to the
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relay R, in which hS,k, k ∈ [1, K] stands for the channel fading coefficient from the source
node to the k-th antenna at the relay. Moreover, hJ = [hJ,1, hJ,2, ..., hJ,K ]T ∈ CK×1 denotes the
channel fading vector from the jammer to the relay, where hJ,k, k ∈ [1, K] indicates the channel
fading coefficient from the jammer to the k-th antenna at the relay.
In the second time-slot, the signal and wireless energy addressed via beamforming in the
relay R are transferred to the ID receiver and the EH receiver, respectively. Assuming that the
beamforming matrix is A, the retransmitted signal at the relay is given by
xR =
√
PSAhSxS +
√
PJAhJxJ + AzR. (2)
According to (2), the power of the signal transmitted by the relay R can be written as
E[|xR|2] = ‖AhS‖2PS + ‖AhJ‖2PJ + σR2tr(AA†). (3)
Given that the power of the relay R is upper bounded by PR,max, the following condition
should be satisfied by xR.
E[|xR|2] ≤ PR,max. (4)
The signal received by the receiver node ID is
yD = hD
TxR + zD
=
√
PShD
TAhSxS +
√
PJhD
TAhJxJ + hD
TAzR + zD. (5)
where, zD ∼ CN (0, σ2D) denotes the complex Gaussian noise received at the information receiver
ID, which is independent of zR.
Let xS,eq =
√
PShD
TAhSxS , xJ,eq =
√
PJhD
TAhJxJ , and zeq = hDTAzR + zD, then yD is
represented as
yD = xS,eq + xJ,eq + zeq. (6)
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Based on the symmetric condition of the GAVC [24], the capacity is
C(A) =

1
2
log(1 + SINR), E|xS,eq|2 > E|xJ,eq|2
0, others.
(7)
where, E|xS,eq|2 > E|xJ,eq|2 is the necessary condition to ensure that the deterministic coding
capacity of the Gaussian arbitrarily varying channel (GAVC) is nonzero.
The more specific expression of SINR in (7) is
SINR =
|hDTAhS|2PS
|hDTAhJ |2PJ + ‖hDTA‖2σR2 + σD2
. (8)
The harvested power at EH receiver in the second time-slot should meet the EH constraint as
follows
QE = E[|hETxR|2]
= |hETAhS|2PS + |hETAhJ |2PJ + ‖hETA‖2σR2
≥ Q. (9)
where, Q is the preset threshold of harvesting energy and the energy fading vector from the
relay to the energy harvesting node is presented as hE = [hE,1, hE,2, ..., hE,K ]T ∈ CK×1, where
hE,k, k ∈ [1, K] indicates the energy fading coefficient from the k-th antenna at the relay to the
energy harvesting node.
A main focus of our research is to obtain the maximum value of C(A) with EH and power
constraints. Thus, considering the formulas (4), (8), (9) and the monotonic increase of log x, the
optimization problem can be performed as
max
A
|hDTAhS|2PS
|hDTAhJ |2PJ + ‖hDTA‖2σR2 + σD2
s.t. ‖AhS‖2PS + ‖AhJ‖2PJ + σR2tr(AA†) ≤ PR,max
|hETAhS|2PS + |hETAhJ |2PJ + ‖hETA‖2σR2 ≥ Q
|hDTAhJ |2PJ
|hDTAhS|2PS
< 1. (10)
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III. THE OPTIMIZATION METHOD
In this section, several efficient strategies are proposed to simplify (10) by considering three
aspects, system stability, lower computational complexity and the combination. Meanwhile, we
discuss how to design an optimal beamforming matrix A to maximize the capacity C(A) from
the source to the ID receiver under the constraints of EH and sum power. Additionally, we study
the rate-energy region with a jammer in EHWSN.
1) System Stability: To make the calculation more convenient, considering the stability of the
Cartesian product and the formula vec(A1A2A3) = (A3T ⊗ A1) · vec(A2) [25], (10) can be
transformed into the following form
max
α
α†h1h1
†αPS
α†h2h2
†αPJ +α†H1H1†ασR2 + σD2
s.t. α†Σα ≤ PR,max
α†h3h3
†αPS +α†h4h4
†αPJ +α†H4H4†ασR2 ≥ Q
εα†h1h1
†αPS ≥ α†h2h2†αPJ . (11)
where, h1 = hS∗ ⊗ hD, h2 = hJ∗ ⊗ hD, h3 = hS∗ ⊗ hE , h4 = hJ∗ ⊗ hE , H1 = I ⊗ hD,
H2 = hS
∗ ⊗ I, H3 = hJ∗ ⊗ I, H4 = I ⊗ hE , vec(A) = α, Σ = H2H2†PS + H3H3†PJ +
σR
2I. In addition, when ε ∈ [0, 1) approaches 1, it does not affect global optimality. To avoid
|hDTAhJ |2PJ = |hDTAhS|2PS , which is contrary to the condition that the deterministic coding
capacity of the GAVC is non-zero, we may not set ε = 1. It is clear that when ε approaches 1,
the larger feasible domain of (11) is obtained, and it is more likely to acquire the global optimal
solution of the problem.
2) lower computational complexity: One of the advantages of this method is its lower com-
putational complexity obtained by adopting the optimal beamforming matrix structure. As-
suming that the singular value decomposition of matrix [hS,hJ ,hD,hE] can be written as
[hS,hJ ,hD,hE] = U
∗ΩV†, where Ω = diag(ω1, ω2, ..., ωr, 0, ..., 0) and U = [U1,U2]. ωi(i =
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1, 2, ..., r) is the positive singular value of the matrix [hS,hJ ,hD,hE], where r is the number of
non-zero values of the singular solution. Therefore, A = U1∗BU1† + U1∗CU2† is established,
where U1 and U2 represent the former r and the latter K − r columns of U, respectively.
Accordingly, (10) can be rewritten as
max
B,C
|g3TBg1|2PS
|g3TBg2|2PJ + ‖g3TB‖2σR2 + ‖g3TC‖2σR2 + σD2
s.t. |g4TBg1|2PS + |g4TBg2|2PJ + ‖g4TB‖2 + ‖g3TC‖2 ≥ Q
‖Bg1‖2PS + ‖Bg2‖2PJ + tr(BB†)σR2 + tr(CC†)σR2 ≤ PR,max
|g3TBg2|2PJ ≤ ε|g3TBg1|2PS. (12)
where, g1 = U1†hS , g2 = U1†hJ , g3 = U1†hD, g4 = U1†hE .
Because the calculation is based on vector, technically, it is feasible to transform (12) to the
optimization problem as follows
max
b,c
|hˆT1 b|2PS
|hˆT2 b|2PJ + ‖Hˆ3b‖2σR2 + ‖Hˆ3c‖2σR2 + σD2
s.t. |hˆT3 b|2PS + |hˆT4 b|2PJ + ‖Hˆ4b‖2σR2 + ‖Hˆ4c‖2σR2 ≥ Q
b†Φb + σR2c†c ≤ PR,max
|hˆT2 b|2PJ ≤ ε|hˆT1 b|2PS. (13)
where, vec(B) = b, vec(C) = c, hˆ1 = vec(g1g3T ) ∈ Cr2×1, hˆ2 = vec(g2g3T ) ∈ Cr2×1, hˆ3 =
vec(g1g4
T ) ∈ Cr2×1, hˆ4 = vec(g2g4T ) ∈ Cr2×1, Hˆ3 = g3T⊗Ir ∈ Cr2×r, Hˆ4 = g4T⊗Ir ∈ Cr2×r,
Θ = g1g1
†PS + g2g2†PJ +σR2Ir ∈ Cr×r. Since Φ is semi-definite, Φ = Ω†Ω is met, and it has
the following expression
Φ = diag
{
Θ, · · · ,Θ︸ ︷︷ ︸
r
}
∈ Cr2×r2 .
Theorem 1: The optimal beamforming matrix structure is that A = U1∗BU1† + U1∗CU2†.
Proof: The proof of this theorem can be seen in the appendix A.
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3) The Combination: Note that stability and lower complexity are two major factors to
estimate the model. Hence, combing all of the previous works should arouse our attention.
The relative form over this point can be presented as
max
b˜,c˜
b˜†h˜1h˜
†
1b˜PS
b˜†h˜2h˜
†
2b˜PJ + b˜
†H˜1H˜
†
1b˜σR
2 + c˜†H˜1H˜
†
1c˜σR
2 + σD2
s.t. b˜†h˜3h˜
†
3b˜PS + b˜
†h˜4h˜
†
4b˜PJ + b˜
†H˜4H˜
†
4b˜σR
2 + c˜†H˜4H˜
†
4c˜σR
2 ≥ Q
b˜†H˜2H˜
†
2b˜PS + b˜
†H˜3H˜
†
3b˜PJ + b˜
†b˜σR2 + c˜†c˜σR2 ≤ PR,max
b˜†h˜2h˜
†
2b˜PJ ≤ εb˜†h˜1h˜†1b˜PS. (14)
where, h˜1 = g1∗⊗g3, h˜2 = g2∗⊗g3, h˜3 = g1∗⊗g4, h˜4 = g2∗⊗g4, H˜1 = I⊗g3, H˜2 = g1∗⊗ I,
H˜3 = g2
∗ ⊗ I, H˜4 = I⊗ g4, vec(B˜) = b˜, vec(C˜) = c˜. Besides, when ε ∈ [0, 1) approaches 1,
it does not affect global optimality.
A. The optimal beamforming matrix design with EH constraint
In this subsection, we will discuss how to solve the above problems specifically. Obviously, the
problem (11) is a non-convex optimization problem which is difficult to solve in the polynomial
time. In the following, we show the transformation methods to convert it into a standard convex
SDP problem in detail.
To simplify the third constraint in (11), the auxiliary variables u and v are introduced. Given
that ρ0 = PJPS , ρ1 =
σ2R
PS
, ρ2 =
σ2D
PS
, and σ2R = σ
2
D = 1, the expression about u and v should be
u2 ≥ α†h2h2†α and v2 ≥ ρ0u2 + ρ1α†H1H1†α+ ρ2. It is worth noting that the third condition
given in (11) is addressed as the ratio of the equivalent jammer power to the equivalent source
power rather than the difference of them, since it is a more robust formulation regardless of the
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values of the equivalent powers. Based on the assumptions, (11) can be expressed as
max
α,v2,u2
α†h1h1
†α
v2
s.t. v2 ≥ ρ0α†h2h2†α+ ρ1α†H1H1†α+ ρ2
α†h1h1
†α ≥ ρ0u
2
ε
α†h2h2
†α ≤ u2 (15)
α†h3h3
†αPS +α†h4h4
†αPJ +α†H4H4†α ≥ Q
α†H2H2†αPS +α†H3H3†αPJ +α†α ≤ PR,max.
Furthermore, according to the basic definition of the convex optimization problem, both the
objective function and the constraint conditions are required to be convex. Thus, let β = a
v
,
b2 = 1
v2
and c2 = u2b2, so that there is no fraction in the optimization problem. Depending on
the previous process, (15) is transformed as
max
β,b2,c2
β†h1h1
†β
s.t. ρ0c2 + ρ1β†H1H1†β + ρ2b2 ≤ 1
β†h1h1
†β ≥ ρ0c
2
ε
β†h2h2
†β ≤ c2 (16)
β†h3h3
†βPS + β†h4h4
†βPJ + β†H4H4†β ≥ Qb2
β†H2H2†βPS + β†H3H3†βPJ + β†β ≤ PR,maxb2.
Observing (16), its form is similar to SDP problem. Thus, let X = ββ†, so (16) is equivalent
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to the following optimal problem
max
X,b2,c2
tr(h1h1
†X)
s.t. ρ0c2 + tr(ρ1H1H1†X) + ρ2b2 ≤ 1
tr(h2h2
†X) ≤ c2, tr(h1h1†X) ≥ ρ0c
2
ε
(17)
tr[(h3h3
†PS + h4h4
†PJ + H4H4†)X] ≥ Qb2
tr[(H2H2
†PS + H3H3†PJ + I)X] ≤ PR,maxb2
X  0, rank(X) ≤ 1.
Apparently, rank(X) ≤ 1 is non-convex. To eliminate this constraint, the semi-determined
relaxation method is employed. Further, (17) is changed to the following standard convex problem
max
X,b2,c2
tr(h1h1
†X)
s.t. ρ0c2 + tr(ρ1H1H1†X) + ρ2b2 ≤ 1,X  0
tr(h2h2
†X) ≤ c2, tr(h1h1†X) ≥ ρ0c
2
ε
(18)
tr[(h3h3
†PS + h4h4
†PJ + H4H4†)X] ≥ Qb2
tr[(H2H2
†PS + H3H3†PJ + I)X] ≤ PR,maxb2.
The problem (18) can be solved in the polynomial time using the standard interior point
method. Besides, the optimal solution in (18) may not meet the rank-1 constraint, which means,
it might not be the optimal solution in (17). The following theorem addresses this challenge.
Therefore, there is a conclusion that the optimal solution of the original optimization problem
does not change during this process.
Theorem 2: Assuming that (X, b, c) is the optimal solution for optimization problem (18),
then there is always a (X?, b?, c?) satisfying rank(X?) = 1 and we can find it in polynomial
time.
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Proof: The proof of this theorem is relegated to appendix B.
Likewise, (13) and (14) can be converted to relevant standard convex SDP problems, which
are similar to (18). Their specific forms can be shown as
max
X,b2,c2
tr(h˘1h˘
†
1X)
s.t. ρ0c2 + tr(ρ1H˘3H˘
†
3X) + ρ2b
2 ≤ 1,X  0
tr(h˘2h˘
†
2X) ≤ c2, tr(h˘1h˘†1X) ≥
ρ0c
2
ε
(19)
tr[(h˘3h˘
†
3PS + h˘4h˘
†
4PJ + H˘4H˘
†
4)X] ≥ Qb2
tr(Φ˘X) ≤ PR,maxb2.
where, h˘1 = (hˆ1, 0)T , h˘2 = (hˆ2, 0)T , h˘3 = (hˆ3, 0)T , h˘4 = (hˆ4, 0)T , H˘3 =
Hˆ3 0
0 Hˆ3
, H˘4 =Hˆ4 0
0 Hˆ4
, Φ˘ =
Φˆ 0
0 I
. Besides, the optimal problem of (14) can be represented as
max
X,b2,c2
tr(h´1h´
†
1X)
s.t. ρ0c2 + tr(ρ1H´1H´
†
1X) + ρ2b
2 ≤ 1,X  0
tr(h´2h´
†
2X) ≤ c2, tr(h´1h´†1X) ≥
ρ0c
2
ε
(20)
tr[(h´3h´
†
3PS + h´4h´
†
4PJ + H´4H´
†
4)X] ≥ Qb2
tr[(H´2H´
†
2PS + H´3H´
†
3PJ + I´)X] ≤ PR,maxb2.
where, h´1 = (h˜1, 0)T , h´2 = (h˜2, 0)T , h´3 = (h˜3, 0)T , h´4 = (h˜4, 0)T , H´1 =
H˜1 0
0 H˜1
, H´2 =H˜2 0
0 0
,H´3 =
H˜3 0
0 0
, H´4 =
H˜4 0
0 H˜4
, I´ =
 I˜ 0
0 I˜
.
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B. Achievable Rate-Energy Region with a jammer
Since that (18), (19) and (20) are equivalent, only (18) is used here as an example. The research
on the achievable rate-energy region is available to analyze the tradeoffs in the transmission of
signal and energy with the EH and sum power constraints [25]. In this scenario, the achievable
rate-energy region can be defined as
C ,

(R,Q) :0 ≤ R ≤ 1
2
log(1 + SINR), 0 ≤ Q ≤ Qmax,
E[|xR|2] ≤ PR,max
 . (21)
To characterize the rate-energy region, we examine three boundary points, denoted by (REH, Qmax),
(0, Qmax) and (Rmax, 0), where Rmax is the maximum allowable relay transmission rate regardless
of the work state of the EH receiver, Qmax refers to the maximum harvesting energy that the
EH node can be obtained regardless of the transmission rate and REH represents the maximum
transmission rate when Q = Qmax.
Calculating Rmax, by definition, the EH constraint can be removed, and we have that
max
α
α†h1h1
†αPS
α†h2h2
†αPJ +α†H1H1†ασR2 + σD2
s.t. α†Σα ≤ PR,max
εα†h1h1
†αPS ≥ α†h2h2†αPJ . (22)
Similar to the measure used in subsection A, let X = αα†, (22) can be converted to
max
X,b2,c2
tr(h1h1
†X)
s.t. ρ0c2 + tr(ρ1H1H1†X) + ρ2b2 ≤ 1, tr(h2h2†X) ≤ c2
tr[(H2H2
†PS + H3H3†PJ + σR2I)X] ≤ PR,maxb2
tr(h1h1
†X) ≥ ρ0c
2
ε
, rank(X) ≤ 1. (23)
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where, h1 = hS∗⊗hD, h2 = hJ∗⊗hD, H1 = I⊗hD, H2 = hS∗⊗ I, H3 = hJ∗⊗ I, and when
ε ∈ [0, 1) approaches 1, it does not affect global optimality. Clearly, as the proof procedure of
subsection A, the rank-1 constraint can be relaxed and (23) is equivalent to the original problem.
Regardless of the transmission rate, Qmax can be obtained by
max
α
α†h3
∗h3
TαPS +α
†h4
∗h4
TαPJ +α
†H4†H4ασR2
s.t. α†Σα ≤ PR,max. (24)
Meanwhile, let X = αα†, and we have the following optimal problem transformed from (24).
max
X
tr[(h3h3
†PS + h4h4
†PJ + H4H4†σR2)X]
s.t. tr(ΣX) ≤ PR,max
rank(X) ≤ 1
X  0. (25)
According to the literature [26], the rank-1 constraint can be relaxed. Therefore, the problem
is an SDP problem.
For the optimal problem of point (REH, Qmax), in the light of the preceding analysis, it can
be provided as
max
α
α†h1h1
†αPS
α†h2h2
†αPJ +α†H1H1†ασR2 + σD2
s.t. α†Σα ≤ PR,max
εα†h1h1
†αPS ≥ α†h2h2†αPJ
α†h3h3
†αPS +α†h4h4
†αPJ +α†H4H4†ασR2 ≥ Qmax. (26)
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In view of the work in subsection A, (26) can be transformed into the following SDP problem
max
X,b2,c2
tr(h1h1
†X)
s.t. ρ0c2 + tr(ρ1H1H1†X) + ρ2b2 ≤ 1
tr(h2h2
†X) ≤ c2, tr(h1h1†X) ≥ ρ0c
2
ε
(27)
tr[(h3h3
†PS + h4h4
†PJ + H4H4†)X] ≥ Qmaxb2
tr(ΣX) ≤ PR,maxb2,X  0.
C. Closed-form expression and suboptimal solution
In this subsection, in order to analyze the rate-energy region, the closed-form and subop-
timal solution of the two points, (Rmax, 0) and (0, Qmax), should be taken into consideration
accordingly.
1) (Rmax, 0): We consider the optimal problem (22) over Rmax at first. Since the second
constraint in (22) should be addressed as ratio to ensure the lower error, we discuss two cases,
hS ‖ hJ and hS ∦ hJ .
a) hS ‖ hJ : Suppose that hJ = ρhS , then, there is h2 = ρh1. Because E[|xJ,eq |
2]
E[|xS,eq |2] is
established as
E[|xJ,eq|2]
E[|xS,eq|2] =
|hD†AhJ |2PJ
|hD†AhS|2PS
=
|hD†AhS|2|ρ2PJ
|hD†AhS|2PS
=
|ρ|2PJ
PS
. (28)
considering (7), it is easy to know that when |ρ|
2PJ
PS
≥ 1, the deterministic coding capacity of the
equivalent GAVC(A) is zero.
For the same reason, when |ρ|
2PJ
PS
< 1, the second constraint in (22) holds. Hence, for the
basic definition of convex problem, the objective function of (22) which is non-convex should
be investigated. From the physical point of view, if α†Σα = PR,max is held and the energy
harvesting node is not working, the maximum value of the objective function is acquired.
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Substituting α
†Σα
PR,max
= 1 and h2 = ρh1 into optimization problem (22), it can be simplified as
max
α
α†h1
∗h1
TαPS
α†(h1
∗h1
T |ρ|2PJ + H3†H3 + ΣPR,max )α
. (29)
Given that the matrix h1∗h1T |ρ|2PJ + H3†H3 + ΣPR,max is a positive definite matrix, it can
be known from the existing conclusion that when f(a) = a
†hh†a
a†Pa , the maximum value of the
function f(a) can be expressed as h†P−1h, and the corresponding vector solution can be written
as a = κP−1h, where κ is an arbitrary constant [27]. Therefore, under hS ‖ hJ , the maximum
value of the objective function of (22) is as follows
P = [h1
∗h1
T |ρ|2PJ + H3†H3 + Σ
PR,max
]−1. (30)
SINR = h1TPh1∗PS. (31)
α = κPh1
∗PS. (32)
κ = ejθ
√
PR,max
‖Σ 12Ph∗1‖2
. (33)
where, θ is an arbitrary angle.
b) hS ∦ hJ : Assuming that hS ∦ hJ , then, there is h1 ∦ h2. Let W be a matrix of
eigenvectors corresponding to the zero eigenvalues of matrix h∗Jh
T
J . Since W is not full rank,
this solution is not optimal. If α = Wf is assumed, we have
α†h∗2h
T
2α = f
†W †h∗2h
T
2Wf = 0. (34)
α†h∗1h
T
1α = f
†W †h∗1h
T
1Wf > 0. (35)
Similar to the analysis at hS ‖ hJ , from the physical point of view, substituting α†ΣαPR,max = 1
and α = Wf into (22), it can be transformed into the following form
max
f
f †W †h∗1h
T
1Wf
f †W †(H†3H3 +
Σ
PR,max
)Wf
. (36)
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Evidently, the optimization problem can be equivalent to solve the optimal value of the
function. Considering that the matrix W †(H†3H3 +
Σ
PR,max
)W is a positive definite matrix, then
the solving method is similar to hS ‖ hJ . According to the existing conclusion of the positive
definite matrix, the suboptimal solution of the optimization problem is that
P = [W †(H†3H3 +
Σ
PR,max
)W ]−1. (37)
SINRsub = h1TWPW †h1∗. (38)
The corresponding vector of the solution is
f = κPW †h1
∗. (39)
κ = ejθ
√
PR,max
‖Σ 12PW †h1∗‖2
. (40)
where, θ is an arbitrary angle.
The suboptimal solution of the original optimization problem is Wf . The relative expression
of it can be presented as
α = Wf = κWPW †h1
∗. (41)
A = U1
∗(vec−1(b))TU1†. (42)
2) (0, Qmax): Similar to the measure used in (Rmax, 0), we again discuss two cases, hS ‖ hJ
and hS ∦ hJ . Technically, the optimal value of energy harvesting is achievable, if the power
of the relay is only used to transform energy. Based on this, the constraint of the transmission
rate is not considered. Then, the optimal problem over Qmax can be shown as (24). The detailed
process will be described in the following.
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a) hS ‖ hJ : Assuming that hJ = ρhS , then, h2 = ρh1 and h4 = ρh3 can be obtained. In
fact, if the constraint in (24) holds, the objective function in (24) can take the maximum value.
Substituting the conditions α
†Σα
PR,max
= 1, h2 = ρh1 and h4 = ρh3 into (24), thus, there is the
following expression
max
α
α†h3
∗h3
TαPS +α
†h3
∗h3
TαPJρ
2 +α†H4†H4ασR2
s.t. α†Σα = PR,max. (43)
Solving (43), several conclusions according to [13] can be given
Γ = h3
∗h3
T (PS + ρ
2PJ) + H4
†H4σR2. (44)
α =
√
PR,max(‖Σ 12Ψmax(Σ,Γ)‖)−1Ψmax(Σ,Γ). (45)
where, Ψmax(A,B) denotes the generalized eigenvector corresponding to the largest generalized
eigenvalue of the matrix pair (A,B). Thus, the optimal value Q of the object function can be
expressed as
Q = λmax(Σ
−1Γ)PR,max. (46)
where, λmax(D) denotes the largest eigenvalue of matrix D.
b) hS ∦ hJ : Let hS ∦ hJ , then, h1 ∦ h2 and h3 ∦ h4 can be gotten. Assuming that W is a
matrix of eigenvectors corresponding to the zero eigenvalues of matrix h1∗h1T , hence, we have
α†h∗1h
T
1α = f
†W †h∗1h
T
1Wf = 0 (47)
α†h∗2h
T
2α = f
†W †h∗2h
T
2Wf > 0 (48)
From the physical point of view, when α†Φα = PR,max, considering W is not full rank, the
objective function in (24) takes the suboptimal solution.
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Substituting α
†Σα
PR,max
= 1 and α = Wf into (24), then the optimization problem can be
formulated into the following form
max
f
f †W †[h3
∗h3
TPS + h4
∗h4
TPJ + H4
†H4σR2]Wf
s.t. f †W †ΣWf = PR,max (49)
By analyzing (49), the following conclusions can be drawn
T = h3
∗h3
TPS + h4
∗h4
TPJ + H4
†H4σR2 (50)
α =
√
PR,max(‖Σ 12Ψmax(Σ,T)‖)−1Ψmax(Σ,T) (51)
where, Ψmax(A,B) denotes the generalized eigenvector corresponding to the largest generalized
eigenvalue of the matrix pair (A,B). Thus, the optimal value Q of the object function can be
exhibited as
Q = λmax(Σ
−1T)PR,max (52)
where λmax(D) denotes the largest eigenvalue of matrix D.
IV. NUMERICAL RESULTS
In this section, we illustrate several numerical results to demonstrate the effectiveness of our
proposed scheme. All simulations are performed in MATLAB R2015b. We use CVX toolbox [28]
to solve the SDP problems. Suppose that channel coefficients hS , hJ , hD and hE are generated
by independent complex Gaussian random variables with the distribution CN ∼ (0, 1). The
variances of noise are σ2R = σ
2
D = 1. The transmission power at jammer is PJ = 15dBW in Fig.
3 and the relay has a power budget PRmax . In all simulations, we set ε = 0.99, and the number
of channel samples is set to 1000 so as to analyze the average performance of the proposed
schemes.
In Fig. 2, we compare the anti-jamming performance of some existing schemes and the scheme
proposed in this paper with the sum power constraint. 1) No jammer, we calculate the optimal
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Fig. 2: Comparison of the achievable rate with PJ under different schemes.
beamforming matrix in EHWSN without jammer; 2) Pseudo matched forwarding (PMF), the
beamforming matrix is chosen as A = µhD∗hS†, where µ =
√
PR,max
‖hD‖2(‖hS‖4PS+|hS†hJ |2PJ+‖hS‖2) ;
3) Zero-forcing (ZF) beamforming, the beamforming matrix is generated by A = τH⊥, where
τ =
√
PR,max
K(|h⊥hS |2+1) and H⊥ is a matrix in which each row is h⊥. h⊥ is randomly selected
from the null space of span(hJ); 4) Direct relaying (DR), the beamforming matrix is given by
A = ξIK , where ξ =
√
PR,max
‖hS‖2PS+‖hJ‖2PJ+K . Clearly, although the zero-forcing scheme has good
anti-jamming ability, it is still in a disadvantaged situation compared with the scheme proposed
in this paper. Other schemes gradually tend to zero as the jamming source power increases. For
this reason, the anti-jamming performance of the proposed scheme is better than others.
The trend for the transmission signal and energy is exhibited in Fig. 3. It can be seen that
the rate-energy region is expanding with the number of antennas at the relay. Moreover, given
the number of antennas at the relay, the rate-energy region is expanding when the transmission
power PS is increases.
As shown in Fig. 4, given PS and K, we discuss the effect of Q for achievable rate with
the increasing PJ . Obviously, when the value of Q is climbing, the distance between the model
with EH and NO-EH is growing. This phenomenon occurs due to that the power at the relay
transferred to the ID receiver is decreasing when the required energy is rising. For the same
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Fig. 3: Achievable rate-energy regions for the
AF relay network.
Fig. 4: Achievable rate with the increasing PJ
under different Q.
Fig. 5: Achievable rate with the increasing PJ
under different K.
Fig. 6: Achievable rate-energy regions for the
increasing PR,max.
reason, the achievable rate of the NO-EH model is higher than the EH model.
Fig. 5 demonstrates that the achievable rate increases with the relaxation of the jamming
power threshold PJ with different K. From the plot, it can be seen that the achievable rate is
significantly reduced if the jamming power is small because this kind of jamming signal can
be seen as noise. However, when the value of PJ is greater than a certain value, the achievable
rate remains constant since beamforming technology eliminates jamming signals, making the
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transmission rate less affected by jamming signals. Furthermore, the achievable rate improves
with the increasing antenna number K. For the addition of K, the spatial diversity is added, and
additional diversity gain is obtained, thus it improves the system transmission performance.
Fig. 6 shows the change of rate-energy for different relay power budget PR,max. Only the
stable values of PS , PJ and K are considered, i.e., PS = PJ = 6dB, K = 6. We observe from
Fig. 6 that the rate-energy is expanding when PR,max is increases, while if PR,max reaches a
certain value, the expansion rate tends to zero.
V. CONCLUSION
In this paper, we investigate the optimization of multi-antenna relay with a jammer based on an
EHWSRN architecture. To specific calculating process, we model this network as an equivalent
GAVC related to the beamforming matrix at the relay. Based on the previous hypothesis, the
optimization problem is formulated to maximize the SINR performance under the constraints
of EH, sum power and jammer. After further analysis, we showed that this problem is non-
convex which is difficult to solve in polynomial time. There are several strategies from three
aspects, which are system stability, lower computational complexity and the combination, to
change it from non-convex to SDP. The rank-1 constraint of the optimization problem is proved.
Simulation results are used to demonstrate the efficiency of the proposed strategy in terms of
the achievable rate performance at anti-jamming and energy consumption.
APPENDIX A
THE PROOF OF THE THEOREM 1
Assuming that the fading vectors of the channel are hS,hJ ,hD,hE . The singular value decom-
position of the constructed matrix [hS,hJ ,hD,hE] can be shown as [hS,hJ ,hD,hE] = UΩV†,
where U is a unitary matrix and Ω = diag(ω1, ω2, ..., ωr, 0, ..., 0). ωi(i = 1, 2, ..., r) are the
positive singular values of the matrix [hS,hJ ,hD,hE], where r is the number of non-zero
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singular values. Let U = [U1,U2], where U1 and U2 represent the former r and the latter
K−r columns of U, respectively. The beamforming matrix A of the optimization problem (10)
can be written as the following form
A = U1
∗BU1† + U1∗CU2†. (53)
where, B ∈ Cr×r, C ∈ Cr×(K−r).
Proof: Since U = [U1,U2] is a unitary matrix, the following conclusions can be drawn by
the definition of the unitary matrix: U1⊥U2, U1†U2 = 0, U1†U1 = Ir, and U2†U2 = IK−r. Let
A denote the following block matrix
A = U∗
B C
D E
U†
= [U1
∗,U2∗]
B C
D E

U1†
U2
†
 (54)
= U1
∗BU1† + U1∗CU2† + U2∗DU1† + U2∗EU2†.
where, B ∈ Cr×r, C ∈ Cr×(K−r), D ∈ C(K−r)×r, E ∈ C(K−r)×(K−r). Moreover, there is the
following formula
U†[hS,hJ ,hD,hE] = U†UΩV† = ΩV† =
Ωˆ
0
V† =
ΩˆV†
0
 . (55)
where Ωˆ is a matrix consisting of the first r rows of Ω. At the same time, there is another way
to write the above formula.
U†[hS,hJ ,hD,hE] =
U1†
U2
†
 [hS,hJ ,hD,hE] (56)
=
U1†hS,U1†hJ ,U1†hD,U1†hE
U2
†hS,U2†hJ ,U2†hD,U2†hE
 .
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By comparing formulas (55) and (56), there are several conclusions, which are U2†hS = 0,
U2
†hJ = 0, U2†hD = 0, and U2†hE = 0. Considering these conclusions, by reasoning, a
formula can be obtained as follows
|hDTAhS|2 = |hDT (U1∗BU1† + U1∗CU2†
+ U2
∗DU1† + U2∗EU2†)hS|2
= |hDTU1∗BU1†hS|2. (57)
The same as the above analysis, there are
|hDTAhJ |2 = |hDTU1∗BU1†hJ |2 (58)
|hETAhS|2 = |hETU1∗BU1†hS|2 (59)
|hETAhJ |2 = |hETU1∗BU1†hJ |2. (60)
Observing the above formulas, they are independent of C, D and E. Similarly, based on
previous equations, there is the following formula
‖AhS‖2 = ‖U1∗BU1†hS + U2∗BU1†hS‖2
= ‖BU1†hS‖2 + ‖DU1†hS‖2. (61)
Considering that U1†U2 = 0, U1†U1 = Ir and U2†U2 = IK−r are established, for the same
reason, there are the following equations
‖AhJ‖2 = ‖BU1†hJ‖2 + ‖DU1†hJ‖2 (62)
‖AhD‖2 = ‖BU1†hD‖2 + ‖DU1†hD‖2 (63)
‖hDTA‖2 = ‖hDTU1∗B‖2 + ‖hDTU1∗C‖2 (64)
‖hETA‖2 = ‖hETU1∗B‖2 + ‖hETU1∗C‖2 (65)
tr(AA†) = tr(BB†) + tr(CC†) + tr(DD†) + tr(EE†). (66)
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Based on the above analysis, we analyze optimization problem (10). Since the limited length
of this paper, let δ = |hDTU1∗BU1†hJ |2 + ‖hDTU1∗B‖2 + ‖hDTU1∗C‖2 + 1, then it can be
written as
max
A
|hDTU1∗BU1†hS|2
δ
s.t. PS‖BU1†hS‖2 + PS‖DU1†hS‖2 + PJ‖BU1†hJ‖2 + PJ‖DU1†hJ‖2 + tr(BB†)
+ tr(CC†) + tr(DD†) + tr(EE†) ≤ PR,max
|hETU1∗BU1†hS|2PS + |hETU1∗BU1†hJ |2PJ + ‖hETU1∗B‖2 + ‖hETU1∗C‖2 ≥ Q
|hDTU1∗BU1†hJ |2PJ
|hDTU1∗BU1†hS|2PS
< 1. (67)
Obviously, the second and third constraints and the objective function are independent of
the matrix D, E, and only related to the matrix B, C. Given matrices B, C, when D = 0,
E = 0, the second and third constraints remain unchanged, and the feasible domain determined
by the first constraint will expand. Therefore, the optimal solution for optimization problem
(10) is only related to the matrix B, C. For matrix A, the following equation exists, which is
A = U1
∗BU1† + U1∗CU2†.
APPENDIX B
THE PROOF OF THE THEOREM 2
Assuming that (X, b, c) is one of the optimal solutions for optimization problem (18), then
there is always a (X?, b?, c?) satisfying rank(X?) = 1 and we can find it in polynomial time.
Proof: The proof of the proposition will start from two aspects, hS ‖ hJ and hS ∦ hJ .
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1) hS ‖ hJ : Let h1 = t1h, h2 = t2h, h3 = m1hˆ, h4 = m2hˆ, H2 = r1H, H3 = r2H, where
t1, t2, m1, m2, r1, r2 are constants, then (17) can be rewritten as
max
X,b2,c2
tr(|t1|2hh†X)
s.t. ρ0c2 + tr(ρ1H1H1†X) + ρ2b2 ≤ 1, tr(|t2|2hh†X) ≤ c2
tr(|t1|2hh†X) ≥ ρ0c
2
ε
,X  0, rank(X) ≤ 1 (68)
tr[(|m1|2hˆhˆ†PS + |m2|2hˆhˆ†PJ + H4H4†σR2)X] ≥ Qb2
tr[(|r1|2HH†PS + |r2|2HH†PJ + σR2I)X] ≤ PR,maxb2
Observing (68), it is easy to know that the second and third constraints can be classified as
one constraint. Therefore, the problem reduces one constraint and becomes four constraints. It
can be seen that the SDP problem with four constraints satisfies the rank-1 constraint [26].
2) hS ∦ hJ : The K-K-T equation is used to study the properties of the rank of the optimal
solution obtained in (17). The Lagrangian function of (17) is as follows
L(µ, ν,m, n, ω,Y) = tr[((1 +m)h1h1† − µρ1H1H†1 + νh2h2† + n(PSh3h3† + PJh4h4†
+ H4H
†
4σR
2)− ω(PSH2H†2 + PJH3H†3 + σR2I) + Y)X]− µρ0c2 − µρ2b2 + µ− νc2
− ρ0mc
2
ε
− nQb2 + ωPR,maxb2 (69)
where, µ, ν,m, n, ω and Y are Lagrangian multipliers for the constraint of problem (17), re-
spectively. Since the constraint corresponding to ν is an equation, ν = 0 or ν > 0 is not
set for subsequent analysis. To obtain a finite value for L under the conditions of arbitrary
µ ≥ 0, ν,m ≥ 0, n ≥ 0, ω ≥ 0 and Y  0 , the following condition must be satisfied.
((1 +m)h1h1
† − µρ1H1H†1 + νh2h2† + n(PSh3h3† + PJh4h4† + H4H†4σR2)
− ω(PSH2H†2 + PJH3H†3 + σR2I) + Y = 0 (70)
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Through the strong duality theorem, X and Y can be obtained to satisfy the complementary
relaxation relationship
X?Y? = 0 (71)
Considering (70) and (71), there is a formula as
rank(X?) = rank[(µ?ρ1H1H
†
1 + ω
?(PSH2H
†
2 + PJH3H
†
3 + σR
2I))X?]
= rank[((1 +m?)h1h1
† + n?(PSh3h3
† + PJh4h4
† + H4H
†
4σR
2) + ν?h2h2
†)X?]
≤ rank[((1 +m?)h1h1† + n?(PSh3h3† + PJh4h4† + H4H†4σR2) + ν?h2h2†)] (72)
If the fourth constraint inequality is strictly established, the complementary relaxation rela-
tionship can be obtained
n?[tr[(h3h3
†PS + h4h4
†PJ + H4H
†
4σR
2)X]−Qb2] = 0 (73)
ν?[tr(h2h2
†X)− c2] = 0 (74)
Therefore, the optimal value of n?, ν? are n? = 0 and ν? = 0. When the first and fifth
constraints are strictly equal, the objective function has a better value. Thus, through the com-
plementary relaxation theorem, µ? and ω? are generally not zero. In this case, (72) can be
converted to
rank(X?) ≤ rank[(1 +m?)h1h1†] ≤ 1 (75)
Hence, the optimal solution X? satisfies the rank-1 constraint.
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