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Parametrization of Minimal Spectral Factors of
Discrete-Time Rational Spectral Densities
Giacomo Baggio, Augusto Ferrante
Abstract
In this paper, the problem of providing a complete parametrization of the minimal spectral factors of
a discrete-time rational spectral density is considered. The desired parametrization, given in terms of the
all-pass divisors of a certain all-pass function, is established in the most general setting: after several
partial results, mostly in the continuous-time case, this is indeed the first complete parametrization
obtained without resorting to any facilitating assumption. This result provides a positive answer to a
conjecture raised in [4].
Index Terms
Spectral factorization, stochastic realization theory, optimal filtering, acausal estimation, LQ opti-
mization.
I. INTRODUCTION AND PROBLEM DEFINITION
Spectral factorization problem is ubiquitous in systems and control theory. Some of its applica-
tions can be found in optimal estimation and filtering [1], stochastic realization theory [22], [20],
[21], robust and optimal control theory [34], [32], to cite just a few. Classical methodologies for
the solution of the spectral factorization problem were introduced by Kolmogorov and Wiener
in the early 40’s for the case of scalar spectral densities and generalized by Youla [33] to the
multivariate case. Many works have been focused on developing numerically reliable algorithms
for the computation of various important spectral factors, see e.g. [6], [24].
In [4], a general result on discrete-time spectral factorization was established and two con-
jectures were left to further investigation: one was answered in the affirmative in [5]. The other
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2concerns the parametrization of the set of minimal spectral factors (i.e. with minimal McMillan
degree) and it will be proven true in the present paper. The problem of parametrizing the set of
minimal spectral factors has a long history, see [14], [15], [11], [26], [8], [30], [9], [16], [27], [28],
[29], [10], to cite just a few contributions. In fact, as pointed out in [19], [21], this is a fundamental
step in stochastic realization theory. A stochastic realization is a representation of a second-order
discrete-time purely nondeterministic stationary process {y(t)} as the output of a linear state-
space model driven by white noise. Up to uninteresting changes of basis, stochastic realizations
of minimal complexity are in one-to-one correspondence with minimal spectral factors of the
spectral density Φ(z) of {y(t)}. For this reason, the problem of parametrizing the minimal
spectral factors of Φ(z) is crucial for the analysis and synthesis of different models of a given
stochastic process. However, to the best of our knowledge, all the available parametrizations
rely on some restrictive assumptions on the spectral density and a general result is still missing.
This paper is an attempt to fill this gap: we provide a parametrization of the set of minimal
spectral factors of a discrete-time rational spectral density in terms of the all-pass divisors of an
all-pass function, which we name conjugate phase function. In doing so, we do not require any
assumption on the considered spectral density. In particular, our result applies to spectral densities
that are rank-deficient and/or possess zeros/poles on the unit circle and/or are improper. The basis
of our parametrization is the conjugate phase function, an all-pass function that can be explicitly
computed from the minimum-phase spectral factor and the maximum phase unstable spectral
factor: these two “extremal spectral factors” can, in turn, be explicitly calculated as discussed in
[4] for the input-output representation and in the works by Oara˘ and co-workers [23], [25] for
the state-space representation. Therefore, thanks to these contributions, our abstract theoretical
parametrization result may indeed be used to explicitly provide all the minimal spectral factors of
a given spectral density and hence all the minimal representations of the corresponding process
{y(t)}.
Paper structure. The paper is organized as follows. In Section II, we collect some preliminary
definitions and results on the parametrization of minimal spectral factors. In Section III, we state
and prove the main result of the paper. In Section IV, we illustrate our main result by means of
a numerical example. Finally, in Section V, we draw some conclusive remarks.
Notation. We denote by R, C, Rm×n, R[z]m×n, and R(z)m×n the set of real numbers, complex
numbers, m× n real matrices, real polynomial m× n matrices, and m× n real rational matrix-
valued functions, respectively. Moreover, C := C ∪ {∞}. Given G ∈ Rm×n, we denote by
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3G⊤ its transpose, by G+ its Moore-Penrose pseudo-inverse, by G−L its left-inverse, by ker(G)
its kernel, and by im(G) its image. For G ∈ Rm×m, σ(G) denote the spectrum of G and
G−⊤ := [G⊤]−1. Given G(z) ∈ R(z)m×n, we let G∗(z) := G⊤(1/z). If G(z) ∈ R(z)m×m, we let
G−∗(z) := [G∗(z)]−1. Let G(z) ∈ R(z)n×m and let α ∈ C, we denote by δ(G;α) the degree of
the pole of G(z) at α , with the convention that δ(G;α) = 0 if α ∈ C is not a pole of G(z). We
recall that the normal rank of G(z), denoted by rk(G), is defined as the rank almost everywhere
in C. Finally, we denote by δM(G) the McMillan degree of G(z) and we recall that the latter is
equal to δM(G) =
∑
i δ(G;αi), where {αi} ⊂ C is the set of poles of G(z), see e.g. [18, pag.
466].
II. BACKGROUND DEFINITIONS AND RESULTS
Definition 1. A rational matrix G(z) ∈ R(z)m×m is said to be para-Hermitian if G(z) = G∗(z).
A para-Hermitian rational matrix Φ(z) ∈ R(z)m×m is said to be a spectral density if it is positive
semi-definite for all ϑ ∈ [0, 2π) for which Φ(ejϑ) is defined. A spectral density is said to be a
coercive if it is positive definite in the unit circle: Φ(ejϑ) > 0 for all ϑ ∈ [0, 2π).
Definition 2. G(z) ∈ R(z)m×m is said to be all-pass if
G∗(z)G(z) = G(z)G∗(z) = Im.
Given two all-pass functions Gℓ(z) and Gr(z), if δM(Gℓ(z)) + δM(Gr(z)) = δM(Gℓ(z)Gr(z)),
then Gℓ(z) and Gr(z) are said to be, respectively, left all-pass divisor and right all-pass divisor
of G(z) := Gℓ(z)Gr(z).
Consider a rational spectral density Φ(z) ∈ R(z)m×m of normal rank rk(Φ) = r ≤ m. We
recall that Φ(z) admits a factorization of the form [4]
Φ(z) =W (z)W ∗(z),
where W (z) ∈ Rm×r(z) is called a spectral factor of Φ(z). If W (z) is such that δM(W ) =
1
2
δM(Φ), then W (z) is called a minimal spectral factor of Φ(z). We can identify four “extremal”
minimal spectral factors of Φ(z), namely:
• W−(z) analytic with its inverse in {z ∈ C : |z| > 1} (minimum-phase or outer spectral
factor).
• W+(z) analytic in {z ∈ C : |z| > 1} with inverse analytic in { z ∈ C : |z| < 1 }.
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4• W−(z) analytic in {z ∈ C : |z| < 1} with inverse analytic in { z ∈ C : |z| > 1 }.
• W+(z) analytic with its inverse in {z ∈ C : |z| < 1} (conjugate outer spectral factor).
These four spectral factors are connected by suitable transformations as depicted in the
commutative diagram below where an arrow indicates post-multiplication with the labelled object,
e.g. W+(z) = W−(z)T1(z).
W− W+
W0
W− W+
T−
T
T1
T2
T+
T 1
T 2
In the next section, we will show that all minimal spectral factors are connected to W−(z) by
transformations which correspond to the left all-pass divisors of the all-pass function T (z) :=
W−L− (z)W+(z). We call T (z) conjugate phase function associated with the spectral density
Φ(z), since it can be regarded as the conjugate version of the well-known phase function
W
−L
+ (z)W−(z), which is of crucial importance in stochastic realization theory [22].
Our result provides a complete parametrization of all the minimal spectral factors of a spectral
density.
III. MAIN RESULT
Theorem 1. Let Φ(z) ∈ R(z)m×m be a spectral density of normal rank rk(Φ) = r ≤ m. Let
W−(z) be the outer spectral factor of Φ(z) and W+(z) be the conjugate outer spectral factor of
Φ(z). Let T (z) :=W−L− (z)W+(z). Let W be the set of minimal spectral factors of Φ(z). Then
W = {W−(z)Tℓ(z) : Tℓ(z) is a left all-pass divisor of T (z)}.
Proof. The proof is divided in three main parts:
I. First, we show that, without loss of generality, we can restrict the attention to spectral
densities that do not have poles/zeros at infinity (set of biproper spectral densities).
II. Then, we prove the statement of the theorem for the set of coercive spectral densities.
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5III. Finally, we show how the latter result can be extended to spectral densities that have
poles/zeros on the unit circle and/or are normal rank deficient.
Part I. As far as the first part is concerned, suppose that Φ(z) has a pole/zero at infinity and
consider a Mo¨bius transformation λ : C → C mapping z in λ(z) = z−a
1−az , where a ∈ R is such
that |a| < 1 and 1/a does not coincide with a pole/zero of Φ(z). The inverse of this map has
the same structure and maps λ 7→ z(λ) = λ+a
1+aλ
. We observe that:
1) |λ(z)| = 1 (resp. |λ(z)| > 1, |λ(z)| < 1) if and only if |z| = 1 (resp. |z| > 1, |z| < 1);
2) [λ(z)]−1 = λ(z−1);
3) λ(∞) = −1/a and λ(z) =∞ if and only if z = 1/a;
4) If F (z) ∈ R(z)k×h and G(λ) = F (z(λ)) then δM (F (z)) = δM(G(λ)) [2, Chap. 4];
As a consequence
1) Ψ(λ) := Φ(z(λ)) is a coercive spectral density;
2) since 1/a is not a pole/zero of Φ(z) then Ψ(λ) has no pole/zero at infinity;
3) the outer spectral factor V−(λ) (resp. conjugate outer spectral factor V +(λ)) of Ψ(λ) is
given by V−(λ) = W−(z(λ)) (resp. V +(λ) = W+(z(λ)));
4) the conjugate phase function T (λ) associated with Ψ(λ) is given by T (λ) = T (z(λ)) and
Tℓ(λ) is a left all-pass divisor of T (λ) if and only if Tℓ(λ) = Tℓ(z(λ)), where Tℓ(z) is a
left all-pass divisor of T (z);
5) V (λ) is a spectral factor of Ψ(λ) if and only if V (λ) =W (z(λ)) where W (z) is a spectral
factor of Φ(z). Moreover, in this case, δM(V (λ)) = δM(W (z)).
Due to these facts, we can apply the argument presented in what follows to Ψ(λ) and then
transform back λ(z) 7→ z to recover the desired parametrization for the original spectrum Φ(z).
Part II. We now proceed with the second part of the proof. In this part, we will show that
the theorem holds for the set of coercive spectral densities. To this end, assume that Φ(z) is
coercive. In the light of Part I, we can also assume that Φ(z) is biproper, i.e. it has no pole/zero
at infinity. We first show that if Tℓ(z) is a left all-pass divisor of T (z) then W (z) :=W−(z)Tℓ(z)
is a minimal spectral factor of Φ(z). To this end it is clearly sufficient to show that the McMillan
degree of W (z) := W−(z)Tℓ(z) equals the McMillan degree of W−(z) (which, in turn, is one
half of the McMillan degree of the spectral density Φ(z)). To prove this fact, we start from a
minimal realization of the outer spectral factor W−(z):
W−(z) = C(zI −A)−1B +D (1)
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6and we follow five steps:
1) We compute a realization of the all-pass function T1(z) := [W−(z)]−1W+(z) in terms of
the quadruple A,B,C,D.
2) We compute a realization of the all-pass function T2(z) := [W+(z)]
−1W+(z) in terms of
the quadruple A,B,C,D.
3) We compute a realization of the conjugate phase function T (z) = T1(z)T2(z) again in terms
of the quadruple A,B,C,D.
4) We use the results of [13] that provide an explicit expression parametrizing the all-pass
divisors of a given all-pass function; in this way, we have an expression of Tℓ(z) in terms
of the original data A,B,C,D and of a free parameter.
5) We compute the productW−(z)Tℓ(z) and show that its McMillan degree equals the McMil-
lan degree of W−(z).
1) Let us consider a minimal realization (1) of W−(z) and let n be the McMillan degree of
W−(z), i.e. the dimension of the matrix A. Let
Γ := A− BD−1C (2)
be the zero matrix of W−(z) and recall that Γ is non-singular and all its eigenvalues have
modulus smaller than 1. Moreover, it is worth noticing that the invertibility of D in (2) follows
from the fact that Φ(z) is assumed to have no pole/zero at infinity. We now show that
T1(z) := [W−(z)]
−1W+(z) = H1(zI − Γ)−1G1 + U1 (3)
where
H1 := D
−1C
U1 := [I +H1X
−1H⊤1 ]
1/2
G1 := ΓX
−1H⊤1 U
−1
1
(4)
and X is the solution of the Stein equation
Γ⊤XΓ = X +H⊤1 H1. (5)
Before proving (3), notice that: (i) (A,C) and hence (Γ, H1) is observable so that X is negative
definite. In view of (5), this implies that X + H⊤1 H1 is negative definite as well so that I +
H1X
−1H⊤1 > 0 and hence U1 and G1 are well defined. (ii) By direct computations we get
G1G
⊤
1 = ΓX
−1Γ⊤ − X−1 so that (3) is a minimal realization. To prove (3), we show that: (i)
the right-hand side of (3) is all-pass and (ii) the product W−(z)[H1(zI − Γ)−1G1 + U1] has a
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7realization with the same state matrix A of W−(z) and with zero matrix similar to Γ−⊤. As for
(i), it is a matter of direct computation to show that
H⊤1 U1 = Γ
⊤XG1, U
⊤
1 U1 = I +G
⊤
1 XG1. (6)
These conditions, together with (5), guarantee that the right-hand side of (3) is all-pass [13,
Theorem 2.1, point 3)]. As for (ii), by taking into account that BH1 = BD
−1C = A − Γ =
(zI−Γ)−(zI−A), we can easily see thatW−(z)[H1(zI−Γ)−1G1+U1] = C(zI−A)−1B++D+,
where
B+ := BU1 + ΓX
−1H⊤1 U
−1
1 ,
D+ := DU1.
(7)
Hence, its zero matrix is easily seen to be
Γ+ := A− B+D−1+ C
= Γ− ΓX−1H⊤1 [I +H1X−1H⊤1 ]−1D−1C
= Γ(X +H1H
⊤
1 )
−1X = X−1Γ−⊤X.
In conclusion, T1(z) is given by the right-hand side of (3) and
W+(z) = C(zI − A)−1B+ +D+. (8)
2) We now show that
T2(z) := [W+(z)]
−1W+(z) = H2(zI −A−⊤)−1G2 + U2 (9)
where H2 := B
⊤
+A
−⊤, U2 := [I +H2Y −1H⊤2 ]
1/2, G2 := A
−⊤Y −1H⊤2 U
−1
2 and Y is the solution
of the Stein equation
A−1Y A−⊤ = Y +H⊤2 H2. (10)
Notice that from stochastic minimality of W+(z) it follows that the realization (8) is minimal.
We can therefore use the same argument used in point 1) to see that: Y is positive definite, U2
and G2 are well defined, U2 is invertible and (9) is a minimal realization. To prove (9), we show
that: (i) the right-hand side of (9) is all-pass and (ii) the productW+(z)[H2(zI−A−⊤)−1G2+U2]
has a realization with state matrix given by A−⊤ and with zero matrix similar to Γ−⊤. As for
(i), it is a matter of direct computation to show that
H⊤2 U2 = A
−1Y G2, U
⊤
2 U2 = I +G
⊤
2 Y G2. (11)
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8These conditions, together with (10) guarantee that the right-hand side of (9) is all-pass [13,
Theorem 2.1, point 3)].
As for (ii), by taking into account that B+H2 = AH
⊤
2 H2 = A(A
−1Y A−⊤−Y ) = (zI−A)Y −
Y (zI − A−⊤), we can easily see that W+(z)[H2(zI − A−⊤)−1G2 + U2] = D+U2 + C+(sI −
A−⊤)G2 +N(z), where
C+ := CY +D+H2 (12)
and N(z) := C(zI −A)−1(B+U2−Y G2); it is now a matter of direct computation to show that
B+U2−Y G2 = 0 so that N(z) = 0. The zero matrix of the productW+(z)[H2(zI−A−⊤)−1G2+
U2] is thus
Γ+ := A
−⊤ −G2(D+U2)−1C+
= A−⊤(Y +H⊤2 H2)
−1Y
−Y −1(A+ AH⊤2 H2Y −1)H⊤2 U−22 U−11 D−1CY
= Y −1AY − Y −1AH⊤2 U22U−22 U−11 D−1CY
= Y −1(A−AH⊤2 U−11 D−1C)Y = Y −1Γ+Y.
In conclusion, T2(z) is given by the right-hand side of (9).
Before proceeding to the next point, we need to establish a formula linking X and Y . First
observe that taking the inverse of (5) and employing the Sherman-Morrison-Woodbury formula
we get
X−1 = ΓX−1Γ⊤ − ΓX−1H⊤1 (I +H1X−1H⊤1 )−1H1X−1Γ⊤. (13)
Moreover, equation (10) can be rewritten as
Y = AY A⊤ +B+B
⊤
+ . (14)
By direct computation, we get B+B
⊤
+ = BB
⊤+AX−1A⊤−X−1 which, plugged in (14), gives
the identity
Z = BB⊤ + AZA⊤, (15)
where Z := Y +X−1. Notice that by reachability of (A,B), Z is invertible.
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93) It is now immediate to compute the following realization of T (z) = T1(z)T2(z): T (z) =
C¯ (zI − A¯ )−1B¯ + D , where A¯ :=

 Γ G1H2
0 A−⊤

, B¯ :=

 G1U2
G2

, C¯ := [H1 | U1H2], and
D := U1U2. By direct computation it is easy to see that
− ΓX−1 +X−1A−⊤ +G1H2 = 0 (16)
so that we can perform a change of basis in the state space of T (z) induced by the transformation
T¯ =

 I −X−1
0 I

 in such a way that
T (z) = C (zI −A )−1B + D (17)
with
A := T¯−1A¯ T¯ =

 Γ 0
0 A−⊤

 , (18)
B := T¯−1B¯ =

 G1U2 +X−1G2
G2

 , (19)
and
C := C¯ T¯ = [H1 | U1H2 −H1X−1] = [H1 | B⊤A−⊤]. (20)
Thus, is apparent that (A ,C ) is observable. By using a dual argument it is not difficult to see
that (A ,B) is reachable so that (17) is a minimal realization.
Now define
P0 :=

 X
−1 +X−1Y −1X−1 X−1Y −1
Y −1X−1 Y −1

 (21)
and observe that P0 is invertible; in fact,
P
−1
0 =

 X −I
−I Y +X−1

 =

 X −I
−I Z

 . (22)
By long but direct computations, we see that the following relations hold

A P0A
⊤ −P0 = BB⊤
A P0C
⊤ = BD⊤
I + C P0C
⊤ = DD⊤
(23)
Similarly, we get
A
⊤
P
−1
0 A −P−10 = C ⊤C . (24)
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4) We are now in position to apply a result established in [13, Corollary 4.1, Corollary 3.2,
Remarks 3.1 and 3.2]. In fact, we have a minimal realization (17) of the all-pass function T (z)
and an explicit expression of the unique solution P0 of the corresponding linear matrix equation
(23). By [13, Corollary 4.1, Corollary 3.2, Remarks 3.1 and 3.2], Tℓ(z) is a left all-pass divisor
of T (z) if and only if it has the form
Tℓ(z) = [C (zI −A )−1BP + DP ]O (25)
where
B
P
:= A PC ⊤(I + C PC ⊤)−1/2,
D
P
:= (I + C PC ⊤)1/2,
(26)
O is an arbitrary orthogonal matrix and P is of the form
P = [ΠP−10 Π]
+ (27)
with Π (the parameter of the parametrization) varying among the orthogonal projectors on A -
invariant subspaces. Notice that A is block-diagonal and its blocks Γ and A−⊤ have disjoint
spectra: σ(Γ)∩σ(A−⊤) = ∅. Hence the invariant subspaces of A have the form im

 Vγ 0
0 Va


where im(Vγ) is a Γ-invariant subspace and im(Va) is a A
−⊤-invariant subspace. Notice that the
arbitrary orthogonal matrix O does not influence the McMillan degree of product W−(z)Tℓ(z)
so that, without loss of generality, from now on we set O = I.
Now, let V :=

 Vγ 0
0 Va

 be a matrix whose columns are a basis for an arbitrary A -invariant
subspace. Let T˜ := [V | W˜ ], where W˜ is such that T˜ is invertible. A change of basis on A
induced by T˜ elicit a block-triangular structure T˜−1A T˜ =

 F1 F˜12
0 F2

, where, in turn, F1 has
the block-diagonal structure
F1 =

 Γ1 0
0 A−⊤1

 . (28)
We partition now Q := (T˜−1P0T˜−⊤)−1 conformably as

 Q1 Q12
Q⊤12 Q2

. As shown in [13,
Lemma 4.1] Q1 is invertible so that we can set T¯ :=

 I 0
−Q⊤12Q−11 I

 and we have T¯QT¯⊤ =
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diag[Q1, Q2 −Q⊤12Q−11 Q12]. Therefore, by defining
T := T˜ T¯⊤ = [V |W ] =

 Vγ 0 W1
0 Va W2

 , (29)
(where W , partitioned conformably with V in two blocks, is a new completion of V to an
invertible matrix) we have that T−1P0T−⊤ has the following block diagonal structure:
T−1P0T
−⊤ =

 P1 0
0 P2

 . (30)
Moreover, the structure of T−1A T is easily seen to be
T−1A T =

 F1 F12
0 F2

 . (31)
Finally by using (27) and observing that in the new basis Π (the orthogonal projector on im(V ))
is given by Π =

 I 0
0 0

, we have
T−1PT−⊤ =

 P1 0
0 0

 . (32)
5) we are now ready to compute the spectral factor W (z) := W−(z)Tℓ(z) and show that its
McMillan degree is n. To this end, we first define nγ and na to be the number of columns
of Vγ and Va, respectively. By direct computation, we see that BC = [BH1 | BB⊤A−⊤] =
[BD−1C | ZA−⊤−AZ] or BC = [(zI−Γ)− (zI −A) | (zI−A)Z−Z(zI−A−⊤)]. Moreover,
DC = [C | DB⊤A−⊤]. It is now easy to see thatW (z) := W−(z)Tℓ(z) = DDP+W1(z)+W2(z)
where W1(z) := (CZ + DB
⊤A−⊤)(zI − A−⊤)−1[0 | I]B
P
and W2(z) := C(zI − A)−1([I |
−Z]B
P
+ BD
P
). Thus, δM(W (z)) = δM(W1(z)) + δM (W2(z)). To compute the McMillan
Thursday 30th August, 2018 DRAFT
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degree δM(W1(z)) of W1(z), consider the term
M := [0 | I]B
P
= [0 | I]A PC ⊤D−1
P
= [0 | Va |W2]T−1A TT−1PT⊤T−⊤C ⊤D−1
P
= [0 | Va |W2]

 F1 0
0 0



 P1 0
0 0

T−⊤C ⊤D−1
P
= [0 | VaA−⊤1 | 0]

 P1 0
0 0

T−⊤C ⊤D−1
P
= VaA
−⊤
1 E2,
where E2 is the second block rows in the partition of

 P1 0
0 0

T−⊤C ⊤D−1
P
in three block
rows, consistently with the partition [0 | VaA−⊤1 | 0]. From (28), (29) and (31), it immediately
follows that A−⊤Va = VaA
−⊤
1 so that (zI − A−⊤)−1Va = Va(zI − A−⊤1 )−1. Thus
W1(z) = (CZ +DB
⊤A−⊤)Va(zI − A−⊤1 )−1A−⊤1 E2.
Thus, δM(W1(z)) ≤ na = dim(A1).
To compute the McMillan degree of W2(z), we analyze the term N := [I | −Z]BP +BDP .
It can be rewritten as
N = [0 | −I]P−10 A PC ⊤D−1P +BDP
= [0 | −I](A −⊤P−10 + A −⊤C ⊤C )PC ⊤D−1P +BDP
where, for the last equality we exploited (24). By direct computation, we get [0 | −I]A −⊤C ⊤ =
−B, so that we easily obtain [0 | −I]A −⊤C ⊤C PC ⊤D−1
P
+BD
P
= −B(C PC ⊤D−1
P
−D
P
) =
−B(C PC ⊤ −D2
P
)D−1
P
= BD−1
P
= [0 | I]A −⊤C ⊤D−1
P
. Therefore,
N = [0 | I]A −⊤(I −P−10 P)C ⊤D−1P .
We now use the change of basis in (29) and observe that
I −P−10 P = T−⊤T⊤ − T−⊤T⊤P−10 TT−1PT−⊤T⊤
= T−⊤

 0 0
0 I

T⊤.
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Therefore
N = [0 | I]T−⊤T⊤A −⊤T−⊤

 0 0
0 I

T⊤C ⊤D−1
P
= [0 | I]T−⊤

 F
−⊤
1 0
⋆ F−⊤2



 0 0
0 I

T⊤C ⊤D−1
P
= [0 | I]T−⊤

 0 0
0 F−⊤2

T⊤C ⊤D−1
P
.
Partition now T−⊤ conformably with T as T−⊤ =

 K⊤11 K⊤21 K⊤31
K⊤12 K
⊤
22 K
⊤
32

 so that
N = [0 | K⊤32F−⊤2 ]T⊤C ⊤D−1P = K⊤32F−⊤2 [T⊤C ⊤D−1P ]2 (33)
where [T⊤C ⊤D−1
P
]2 denotes the second block rows of T
⊤C ⊤D−1
P
. From (31) it immediately
follows that AK⊤32 = K
⊤
32F
−⊤
2 so that (zI − A)−1K⊤32 = K⊤32(zI − F−⊤2 )−1. Thus
W2(z) = CK
⊤
32(zI − F−⊤2 )−1F−⊤2 [T⊤C ⊤D−1P ]2. (34)
Hence, δM(W2(z)) ≤ 2n− na− nγ = dim(F2). To reduce this bound consider the observability
matrix of realization (34):


CK⊤32
CK⊤32F
−⊤
2
CK⊤32(F
−⊤
2 )
2
...


=


C
CA
CA2
...


K⊤32 (35)
whose kernel (the un-observable subspace of the realization (34)) is the kernel of K⊤32. Hence
δM(W2(z)) ≤ 2n− na − nγ − dim(ker(K⊤32)).
To find dim(ker(K⊤32)), notice that K32 ∈ R(2n−na−nγ)×n and from T−1T = I we immediately
get K⊤32Va = 0. Let V˜a ∈ Rn×(n−na) be a matrix whose columns complete the columns of Va
to a basis of Rn so that [Va | V˜a] ∈ Rn×n is nonsingular. We have rank(K32) = rank(K32[Va |
V˜a]) = rank([0 | K32V˜a]) = rank(K32V˜a) ≤ n − na because K32V˜a ∈ R(2n−na−nγ)×(n−na). By
recalling that ker(K⊤32) = [im(K32)]
⊥, we have dim(ker(K⊤32)) = 2n−na−nγ−dim(im(K32)) =
2n−na−nγ−rank(K32) ≥ n−nγ . Thus, δM(W2(z)) ≤ 2n−na−nγ−dim(ker(K⊤32)) ≤ n−na.
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In conclusion, δM(W (z)) = δM (W1(z)) + δM(W2(z)) ≤ na + n − na = n, and hence
δM(W (z)) = n since n is the minimal degree for a spectral factor of Φ(z).
We now show the opposite direction, namely that ifW0(z) is a minimal spectral factor of Φ(z)
then T−(z) := [W−(z)]−1W0(z) is a left all-pass divisor of the conjugate phase function T (z).
Clearly T−(z) is all-pass and by defining the all-pass function T+(z) := [W0(z)]−1W+(z), we
have T (z) = T−(z)T+(z) Therefore, we only need to show that δM(T−(z)) + δM(T+(z)) =
δM(T (z)). Since we have already seen that (17) is a minimal realization of T (z), so that
δM(T (z)) = 2n, we need to show that δM(T−(z)) + δM (T+(z)) = 2n. But the McMillan degree
of the product of two rational function is no larger than the sum of the McMillan degrees of the
two factors, thus we only need to show that
δM(T−(z)) + δM(T+(z)) ≤ 2n. (36)
To this aim, let us consider a minimal realization
W0(z) = C0(zI −A0)−1B0 +D0 (37)
and let Γ0 := A0 −B0D−10 C0 be the corresponding zero matrix. Notice that by the assumptions
on Φ(z), A0,Γ0 and D0 are invertible and none of the eigenvalues of A0 and Γ0 have unitary
modulus. We consider two different basis in the state space of W0(z): one in which
Γ0 =

 Γu 0
0 Γs

 , (38)
and the other in which A0 =

 Au 0
0 As

 , where all the eigenvalues of Γu and Au have
modulus larger than 1 and all the eigenvalues of Γs and As have modulus smaller than 1. Let
γ1, γ2 = n − γ1, a1 and a2 = n − a1 be the dimensions of the matrices Γu,Γs, Au and As,
respectively. To conclude, we show that δM(T−(z)) ≤ γ1 + a1 and δM(T+(z)) ≤ γ2 + a2.
Let us consider (37) and the basis in which (38) holds. Partition C0 conformably as C0 =
[Cu | Cs]. Notice that observability of (A0, C0) implies observability of the pair (Γ0, C0) and, in
turn, observability of the pair (Γu, Cu). Thus, equation
Γ⊤uXuΓu = Xu + C
⊤
u D
−⊤
0 D
−1
0 Cu (39)
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admits a unique solution Xu that is positive definite and hence invertible. Hence, U− := [I +
D−10 CuX
−1
u C
⊤
u D
−⊤
0 ]
1/2 is well defined and invertible. Let X1 :=

 X−1u 0
0 0

 and consider the
function
T1−(z) := D
−1
0 C0(zI − Γ0)−1G− + U− (40)
whereG− := Γ0X1C⊤0 D
−⊤
0 U
−1
− . Notice that G− can be rewritten as G− =

 ΓuX
−1
u C
⊤
u D
−⊤
0 U
−1
−
0


so that T1−(z) may also be realized as T1−(z) := C−(zI−Γu)−1B−+U− where, C− := D−10 Cu
and B− := ΓuX−1u C
⊤
u D
−⊤
0 U
−1
− . It is now easy to see that T1−(z) is all-pass. In fact, by direct
computation we see that C⊤−U− = Γ
⊤
uXuB− and U
⊤
−U− = I + B
⊤
−XuB− which together with
(39) imply that T1−(z) is all-pass [13, Theorem 2.1, point 3)]. In addition, since we have derived
a realization whose state matrix is Γu, clearly δM(T1−(z)) ≤ γ1. Finally, since U− is invertible,
T−11− (z) is also a proper all-pass function with McMillan degree δM(T
−1
1− (z)) = δM(T1−(z)) ≤ γ1.
We now compute W0−(z) := W0(z)T1−(z) which is a spectral factor of Φ(z) because T1−(z)
is all-pass. By taking into account that B0D
−1
0 C0 = (zI −Γ0)− (zI −A0) a direct computation
yields
W0−(z) = C0(zI −A0)−1B0− +D0−, (41)
where B0− := B0U− +G− and D0− := D0U−. The zero matrix Γ− of W0−(z) is given by
Γ− = A0 −B0−D−10−C0 = Γ0 −G−U−1− D−10 C0
=

 Γu − ΓuX−1u C⊤u [D0D⊤0 + C0X1C⊤0 ]−1Cu 0
0 Γs


and, in view of (39),
Γ− =

 X−1u Γ−⊤u Xu 0
0 Γs

 .
Thus all the zeros of W0−(z) have modulus smaller than 1.
In conclusion, there exists a proper all-pass function T1−(z) with δM(T
−1
1− (z)) = δM(T1−(z)) ≤
γ1, such thatW0−(z) :=W0(z)T1−(z) is a spectral factor of Φ(z) having (i) the same state matrix
of W0(z) and (ii) all its zeros inside the unit disk.
Now we consider V0(z) := W
−∗
0− (z) which has a realization with state matrix similar to Γ
−⊤
−
and zero matrix of the form 
 A−⊤u 0
0 A−⊤s

 ,
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where Au has dimension a1 and all its eigenvalues have modulus larger than 1 and As has
dimension n − a1 and all its eigenvalues have modulus smaller than 1. We can apply to V0(z)
the same procedure that led from W0(z) to W0−(z) and we conclude that there exists a proper
all-pass function T2−(z) with δM(T
−1
2− (z)) = δM(T2−(z)) ≤ a1, such that V0(z)T2−(z) has (i) the
same state matrix of V0(z) and (ii) all its zeros outside the unit disk. Hence, W0−(z)T2−(z) =
[V0(z)T2−(z)]−∗ is a spectral factor of Φ(z) having both its poles and its zeros all inside the unit
disk. Hence W0(z)T1−(z)T2−(z) = W0−(z)T2−(z) = W−(z) so that T−(z) := W
−1
− (z)W0(z) =
[T1−(z)T2−(z)]−1 which proves that δM(T−(z)) ≤ γ1 + a1.
The same argument, this time referred to the lower blocks As and Γs, now yields δM(T+(z)) ≤
γ2 + a2 = 2n− (γ1 + a1) and hence (36).
Part III. In the last part of the proof, we will show that the result proved in Part II can be
extended to the case of general spectral densities. First, by virtue of Part I, we can suppose that
Φ(z) is biproper, i.e. it has no pole/zero at infinity.
In the remaining part of the proof, we will show that:
1) W (z) ∈ R(z)m×r is a minimal spectral factor of Φ(z) if and only if it can be written as
W (z) = Wo(z)V (z) where Wo(z) is an n× r fixed factor that is biproper with zeros/poles
in the unit circle and, possibly, in z = 0, and V (z) varies among the r×r biproper minimal
spectral factors of a given coercive r × r spectral density Ψ(z).
2) By letting V−(z) denote the minimum phase stable spectral factor of Ψ(z), any biproper
minimal spectral factor of Ψ(z) can be written as V (z) = V−(z)Tℓ(z) with Tℓ(z) being a
left all pass divisor of T (z) =W−L− (z)W (z)+.
With reference to point 1), we first notice that the spectral density Φ(z) can be written as
Φ(z) = F (z)D(z)C(z) where F (z) ∈ R[z]n×r and C(z) ∈ R[z]r×n are unimodular matrices
and D(z) ∈ R(z)r×r is the Smith–McMillan canonical form of Φ(z) [18]. The minimum-phase
spectral factor of Φ(z) has the form (up to post-multiplication by constant orthogonal matrices)
(see [4]) W−(z) = F (z)Θ(z)Λ−(z)P−(z), where Θ(z) ∈ R(z)r×r is diagonal and has finite
poles/zeros on the unit circle, Λ−(z) ∈ R(z)r×r is diagonal and has all the finite (strictly) stable
poles/zeros of Φ(z) in its diagonal, and P−(z) ∈ R[z, z−1]r×r is a suitable unimodular matrix.
Consider the product F (z)Θ(z) which has poles/zeros in the unit circle and in z = ∞. This
product can be factorized as
F (z)Θ(z) = G−(z)∆(z)G+(z),
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where G−(z) ∈ R(z)n×r is biproper and of full column normal rank, ∆(z) ∈ R(z)r×r is diagonal
with monomials of the form zκi , κi ∈ Z, in its diagonal, and G+(z) ∈ R[z, z−1]r×r is unimodular.
The previous factorization is known as a left Wiener–Hopf factorization at infinity [17]. Notice
that G−(z) must have poles/zeros in the unit circle or in z = 0 only. This follows from the
fact that (i) ∆(z)G+(z) can have poles/zeros in z = 0 and in z =∞ only, and (ii) the product
G−(z)∆(z)G+(z) = F (z)Θ(z) has poles/zeros in the unit circle and in z = ∞. We define
Wo(z) := G−(z), V˜ (z) := ∆(z)G+(z)Λ−(z)P−(z), and Ψ(z) := V˜ (z)V˜ ∗(z). Notice that Ψ(z)
has no zeros/poles in the unit circle and it has full normal rank, that is, it is coercive. Let {βi}qi=1
denote the poles in the unit circle of Φ(z) and {αi}pi=1 denote the remaining poles of Φ(z). Note
that, by construction, it holds
δ(Φ;αi) = δ(Ψ;αi), i = 1, . . . , p, (42)
δ(Wo; βi) =
1
2
δ(Φ; βi), i = 1, . . . , q. (43)
Observe also that, besides the poles {αi}pi=1, Ψ(z) can possess additional poles only in z = 0
and z =∞.
Now, let V (z) be any biproper minimal spectral factor of Ψ(z), and consider
W (z) :=Wo(z)V (z).
Since V (z) is taken to be minimal and biproper then, all its non-zero poles are in {αi}pi=1 and
they satisfy
∑p
i=1 δ(V ;αi) =
1
2
∑p
i=1 δ(Ψ;αi) [3, Sec. 9.1]. Now, notice that W (z) is a spectral
factor of Φ(z) that is again biproper, since Wo(z) and V (z) are so. Moreover W (z) has no
pole/zero in z = 0. This follows from the fact that (i) Φ(z) is biproper by assumption, and (ii)
W ∗(z) has no pole/zero in z = 0. In view of the previous observations and of (42),
δM(W ) =
p∑
i=1
δ(V ;αi) +
q∑
i=1
δ(Wo; βi)
=
1
2
p∑
i=1
δ(Ψ;αi) +
1
2
q∑
i=1
δ(Φ; βi)
=
1
2
p∑
i=1
δ(Φ;αi) +
1
2
q∑
i=1
δ(Φ; βi) =
δM(Φ)
2
,
i.e., W (z) is a minimal spectral factor of Φ(z).
Conversely, let W (z) be any minimal spectral factor of Φ(z) and let V−(z) be the stable
minimum-phase spectral factor of Ψ(z). As shown before, Wo(z)V−(z) is a minimal spectral
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factor of Φ(z), which in this case coincides with the stable minimum-phase one, that isW−(z) =
Wo(z)V−(z). It holds
W (z) = W−(z)U(z) = Wo(z)V−(z)U(z),
for a suitable all pass matrix U(z) ∈ R(z)r×r. Now observe that:
(i) W has poles only in {αi}pi=1 ∪ {βi}qi=1 since it is minimal,
(ii) U cannot have poles/zeros in the unit circle since U(ejϑ)U∗(ejθ) = Ir for every θ ∈ [0, 2π),
(iii) Wo has poles/zeros in the unit circle and in z = 0 only.
These three facts together imply that the non-zero poles of V−(z)U(z) belong to {αi}pi=1 and
they satisfy δ(W ;αi) = δ(V−U ;αi), i = 1, . . . , p. Moreover, we have that
p∑
i=1
δ(V−U ;αi) =
p∑
i=1
δ(W ;αi) =
1
2
p∑
i=1
δ(Φ;αi)
(42)
=
1
2
p∑
i=1
δ(Ψ;αi). (44)
Finally, we notice that U(z) cannot have poles/zeros in z = 0 and z = ∞ (i.e. U(z) must
be biproper), otherwise W (z) = W−(z)U(z) would have a pole in z = 0 or z = ∞ and
consequently, in view of the biproperness of Φ(z), it would not be minimal. This implies that
δ(V−U ; 0) = δ(Ψ; 0). The latter observation together with (44) yields
δM(V−U) =
p∑
i=1
δ(V−U ;αi) + δ(V−U ; 0)
=
1
2
p∑
i=1
δ(Ψ;αi) + δ(Ψ; 0) =
1
2
δM(Ψ),
i.e. the product V−(z)U(z) is a biproper minimal spectral factor of Ψ(z).
We now address point 2) We first notice that
T (z) =W−L− (z)W+(z) = V
−1
− (z)W
−L
o (z)Wo(z)V +,0(z)
= V −1− (z)V +,0(z), (45)
where V +,0(z) denotes the minimal biproper spectral factor of Ψ(z) having unstable poles/zeros
with the only exception for those in z = 0. Since Ψ(z) is coercive, we can apply Theorem 1 and
conclude that any minimal spectral factor Vℓ(z) of Ψ(z) (and in particular the biproper ones)
can be written in the form
Vℓ(z) = V−(z)Tℓ(z),
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with Tℓ(z) being a left all pass divisor of T (z) := V
−1
− (z)V +(z), i.e. T (z) = Tℓ(z)Tℓ,r(z) with
δM(T ) = δM (Tℓ) + δM(Tℓ,r), where in this case V +(z) denotes the unstable maximum-phase
spectral factor of Ψ(z). In particular, when applied to V +,0(z) the latter result reads as
V +,0(z) = V−(z)T (z),
where T (z), as defined in (45), must be a left all pass divisor of T (z), i.e. T (z) = T (z)Tr(z) with
δM(T ) = δM(T )+δM(Tr). We claim that Tr(z) can have poles/zeros in z = 0 and z =∞ only. To
prove this fact, we decompose Ψ(z) in its Smith–McMillan form Ψ(z) = F˜ (z)D˜(z)C˜(z), where
F˜ (z) and C˜(z) are r× r unimodular matrices and D˜(z) is the Smith–McMillan canonical form
of Ψ(z). In [4] it is shown that (up to post-multiplication by orthogonal matrices) V +,0(z) and
V +(z) have the form V +,0(z) = F˜ (z)Λ¯+,0(z)P+,0(z), V +(z) = F˜ (z)Λ¯+(z)P+(z), where Λ¯+,0(z)
and Λ¯+(z) are the diagonal parts of D˜(z) containing the zeros/poles in {z ∈ C : |z| > 1∪z = 0}
and in {z ∈ C : |z| > 1}, respectively, and P+(z) and P+,0(z) are unimodular matrices. In the
light of this fact, we have that
Tr(z) = V
−1
+ (z)V +,0(z) = P+(z)
−1Λ¯−1+ (z)Λ¯+,0(z)P+,0(z),
is a matrix whose poles are in z = 0 or z =∞ only.
Now, for every biproper minimal spectral factor Vℓ(z) of Ψ(z), we have
Vℓ(z) = V−(z)Tℓ(z), T (z) = Tℓ(z)Tr,0,ℓ(z),
where Tr,0,ℓ(z) := Tℓ,r(z)T
−1
r (z). Since Tℓ(z) and T (z) have no pole/zero in z = 0 and z =∞,
it follows that Tr,0,ℓ(z) must be biproper, so that all the zeros/poles in z = 0 and z = ∞ must
cancel out in the product Tℓ,r(z)T
−1
r (z). Let {γ}ti=1 be the poles of T (z) different from 0 and
∞. In view of the minimality of the factorization T (z) = Tℓ(z)Tℓ,r(z), we have δ(T ; γi) =
δ(Tℓ; γi) + δ(Tℓ,r; γi), i = 1, . . . , t, [3, Sec. 9.1]. Since T
−1
r (z) has poles only in z = 0 and in
z = ∞ and T (z), Tr,0,ℓ(z) are biproper, it follows that (i) T (z) = T (z)T−1r (z) has the same
poles (and polar degrees) of T (z) except for those in 0 and∞, and (ii) Tr,0,ℓ(z) := Tℓ,r(z)T−1r (z)
has the same poles (and polar degrees) of Tℓ,r(z) except for those in 0 and ∞. This implies
δM (T ) =
t∑
i=1
δ(T ; γi) =
t∑
i=1
δ(Tℓ; γi) + δ(Tℓ,r; γi)
=
t∑
i=1
δ(Tℓ; γi) + δ(Tℓ,r,0; γi) = δM(Tℓ) + δM(Tℓ,r,0).
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Therefore any minimal biproper spectral factor of Ψ(z) can be written as Vℓ(z) = V−(z)Tℓ(z)
with Tℓ(z) being a left all pass divisor of T (z). Eventually, by virtue of the one-to-one relation
between the biproper minimal spectral factors of Ψ(z) and the minimal spectral factors of Φ(z)
the latter result applies to the minimal spectral factors of Φ(z) as well.
IV. A NUMERICAL EXAMPLE
In this section, we apply our main result to a concrete example arising from stochastic realiza-
tion theory. To this end, consider a zero-mean purely nondeterministic second-order stationary
process {y(t)} whose spectral density is
Φ(z) =
1
z2 − 5
2
z + 1

3z2 +
17
8
z + 3 0
0 2
3
z2 − 20
9
z + 2
3

 .
We want to compute all the minimum “complexity” (i.e., with minimal McMillan degree)
dynamical models for the process y. One possible model is the following minimum phase model
that can be computed by standard procedures:

x(t + 1) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t),
where
A =
1
2
I2, B = I2, C =

1/4 0
0 1/6

 , D = I2,
and with {u(t)} being a white noise process. This is, however, just one possible choice: to obtain
all the models of minimum complexity we can apply our result as follows.
Building on the second part of the proof of Theorem 1, we compute the conjugate phase
function T (z) that admits the following minimal state space realization
T (z) = C (zI4 −A )−1B + D .
where
A =


1/4 0 0 0
0 1/3 0 0
0 0 2 0
0 0 0 2


, B =


−15/14 0
0 −16/15
−3/7 0
0 −3/10


,
C =

1/4 0 2 0
0 1/6 0 2

 , D =

1/2 0
0 2/3

 .
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From [13, Corollary 4.1], we know that there is a one-to-one correspondence between left
all-pass divisors of T (z) and invariant subspaces of A . The invariant subspaces of A can be
classified in four “classes”, namely
{0} ⊕ V , span

1
0

⊕ V , span

0
1

⊕ V , R2 ⊕ V ,
where V is any subspace of R2 and the symbol ⊕ denotes direct sum of subspaces. In view of
Theorem 1, to each element of these classes there corresponds an (essentially unique) minimal
spectral factor of Φ(z). Notice that, in this case, each class generates an infinite number of
(essentially unique) minimal spectral factors. We now explicitly compute the minimal spectral
factors belonging to each class.
Here, we focus only on the first class, the others being similar. Thus, we consider the class
of A -invariant subspaces
{0} ⊕ V .
We can further divide this class into three sub-classes:
1) {0} ⊕ {0}.
2) {0} ⊕ R2.
3) Wθ := {0} ⊕ span

c(θ)
s(θ)

, θ ∈ [0, π), where we let c(θ) := cos(θ) and s(θ) := sin(θ) to
simplify the notation.
In the first case, Tℓ = I2 and the corresponding spectral factor is the minimum-phase one, namely
W−(z). In the second and third case, we first compute P
−1
0 according to the expression (22)
derived in the proof
P
−1
0 =


1/15 0 −1 0
0 1/32 0 −1
−1 0 4/3 0
0 −1 0 4/3


.
Then, for the second case, we have
P =
[
Π2P
−1
0 Π2
]+
=


0 0 0 0
0 0 0 0
0 0 3/4 0
0 0 0 3/4


,
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where Π2 denotes the orthogonal projection onto {0} ⊕R2. This yields the (essentially unique)
all-pass divisor
T 1(z) = C1(zI2 −A1)−1B1 + D1,
with
A1 = 2I2, B1 =
3
2
I2, C1 = 2I2, D1 = 2I2.
To this all-pass divisor there corresponds the (essentially unique) unstable minimum-phase
spectral factor
W−(z) = W−(z)T 1(z) = C¯(zI2 − A¯)−1B¯ + D¯,
where
A¯ = 2I2, B¯ =

−4/5 8/5
−8/5 −4/5

 , C¯ =

−7/8 −7/4
5/3 −5/6

 , D¯ = 2I2.
In the third case, we have
Pθ =
[
ΠWθP
−1
0 ΠWθ
]+
=


0 0 0 0
0 0 0 0
0 0 3
4
c2(θ) 3
4
c(θ)s(θ)
0 0 3
4
c(θ)s(θ) 3
4
s2(θ)


,
where ΠWθ denotes the orthogonal projection onto Wθ. This yields an entire family of (essentially
unique) all-pass divisors parametrized by θ
Tθ(z) = C1,θ(z − 2)−1B1,θ + D1,θ,
with
B1,θ =

c(θ)
s(θ)


⊤
, C1,θ = 3

c(θ)
s(θ)

 ,
D1,θ =

1 + c2(θ) c(θ)s(θ)
c(θ)s(θ) 1 + s2(θ)

 .
As before, to this family of all-pass divisors there corresponds the family of (essentially unique)
minimal spectral factors
Wθ(z) = W−(z)Tθ(z) = Cθ(zI2 −Aθ)−1Bθ +Dθ, θ ∈ [0, π),
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where the matrices Aθ, Bθ, Cθ, and Dθ are defined as
Aθ =


8s2(θ)+2
s2(θ)+4
−3
√
5s(2θ)
c(2θ)−9
−3
√
5s(2θ)
c(2θ)−9 −11c(2θ)+212(c(2θ)−9)

 ,
Bθ =


3c(θ)s(θ)√
s2(θ)+4
3s2(θ)+2√
s2(θ)+4√
5
2
(c(2θ)+3)√
9−c(2θ)
√
5
2
c(θ)s(θ)
√
9−c(2θ)
s2(θ)+4

 ,
Cθ =


3c(θ)s(θ)√
s2(θ)+4
√
9−c(2θ)(23c(2θ)+33)
8
√
10(s2(θ)+4)
9s2(θ)+1
3
√
s2(θ)+4
7
√
5
2
c(θ)s(θ)
√
9−c(2θ)
6(s2(θ)+4)

 ,
Dθ =

1 + c2(θ) c(θ)s(θ)
c(θ)s(θ) 1 + s2(θ)

 .
Similarly, we can obtain a parametrization of each one of the other three classes of spectral factors
and in such a way we get four classes of spectral factors accounting for all the models of minimal
complexity for y. Notice, that each class contains infinitely many (essentially different) spectral
factors so that we have parametrized all the infinitely many models of minimal complexity for
y.
V. CONCLUSIONS
In this paper we provide a parametrization of the set of minimal spectral factors of a discrete-
time spectral density in terms of the all-pass divisors of an all-pass function (the conjugate
phase function). Remarkably, our main theorem applies to general spectral densities and gives
an answer to a conjecture of [4]. Moreover, this result is particularly interesting in the light of
the recent work [13]. In fact, in [13] the set of all-pass divisors of a given all-pass function is
parametrized both algebraically (in terms of solutions of a certain Algebraic Riccati Equation)
and geometrically (in terms of invariant subspaces of a certain matrix). These parametrizations are
therefore inherited by the set of spectral factors of a coercive spectral density. A final comment
on the fact that our theory applies to classical spectral factorization which, beside stochastic
realization, is relevant for H2 problems; however, as shown e.g. in [7], spectral factorization
can also be regarded as an intermediate step to compute J-spectral factors associated to H∞
problems.
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