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Abstract
We describe a C++ library for electromagnetics based on the Finite-Difference
Time-Domain method for transient analysis, and the Finite Element Method for
modal analysis. Both methods share the same core and also both methods are
optimized for CPU and GPU computing. The FEM method is applied for solving
Laplace’s equation and analyzes the relation between surface curvature and elec-
trostatic potential of a long cylindric conductor. The FDTD method is applied for
analyzing Thin Film Filters in optical wavelengths. Furthermore, the performance
of both CPU and GPU versions are analyzed as a function of the grid size simula-
tion. This approach allows to analyze a wide range of electromagnetic situations
taking advantage of the benefits of each numerical method and also of the modern
graphics processing units.
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1 Introduction
Graphics Processing Units (GPU) are of considerable importance in such areas as elec-
tromagnetics, optics, and acoustics. The architecture of the new Fermi family [1] has
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been fully designed for numerical computing and many researchers have been used
recently the GPUs in many different fields such as astronomy, soft tissue simulation,
image computing, and much more. The adaption of many computational methods is
still in progress and unfortunately, not all algorithms can be ported efficiently onto a
GPU architecture. Using a recent consumer graphics card, we accelerated the Finite
Element Method (FEM) and the Finite-Difference Time-Domain (FDTD) method for
electromagnetics. A highly optimized sequential implementation for Central Processor
Unit (CPU) was also developed in order to compare and contrast the performance be-
tween the GPU version and the CPU code. The optimization in the sequential code
is performed by programming strategies that benefits the auto-vectorization provided
by modern compilers, which are mainly focused on parallelize the main loops in the
algorithms [2]. Both implementations, CPU and GPU, requiere a previous analysis of
the operations and a rearrangement of the instructions in order to take advantage of
the CPU and GPU architectures. Due to the fact that the programming paradigm is
changed in great manner for GPU computing, we are focused on analyzing the degree
of improvement as a function of the size simulation between single CPU and GPU ap-
proaches.
On the other hand, the library implemented provides the possibility of using both FEM
and FDTD method for solving a wide range of electromagnetic experiences. Specifi-
cally, the FEM method is applied to analyze the relation between surface curvature
and electrostatic potential [3], whereas the FDTD method is used for analyzing optical
diffractive elements such as Thin Film Filters (TFF). The FEM method has been ap-
plied in many areas and nowadays is a reference in numerical methods. In this work,
it has been used for solving the Laplace’s equation in electrostatics. The aim of the
numerical analysis performed by the FEM is to compare the analytical expressions
developed in [3] for analyzing the relation between the the surface curvature of an
isolated charged conductor with uniform cross section and the resultant electrostatic
potential. An illustration showing this scheme is shown in Fig. 1a. Due to the fact
that FEM method is useful for static analysis, a well-known alternative for transient
analysis is the FDTD method [4, 5]. Specifically, it was applied at optical wavelengths
for analyzing the reflectance of High-Reflecting Coatings (HRCs’) [6]. HRC is a ba-
sic type of TFF and is composed by a stack of alternate high- and low-index films,
all one quarter wavelength thick as it has been illustrated in Fig. 1b. Light reflected
within the high-index layers not suffers any phase shift while that a change of 180 in
the low-index layers is produced. It is straightforward to see that the light produced
by reflection at successive boundaries throughout the assembly reappear at the front
surface all in phase so that they recombine constructively. Because of this behavior,
HRC’s have many applications such as photovoltaic cells and Micro-Electro-Mechanical
Systems (MEMS).
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Figure 1: (a) Long conductor with uniform cross section. (b) Scheme of a high-
reflectance coating [6].
2 Theory
This section gives a brief summary of the basis of the numerical methods implemented.
First, the theoretical basis of FEM method for solving Poisson’s equation is shown.
Second, the theory related with the FDTD method and its add-ons needed for our
specific applications are introduced.
2.1 FEM analysis of Laplace’s equation
In this section, we will apply the FEM to electroestatic problems. More specifically to
a infinite cylinder perturbed by a small cosine function,
r(θ) = a (1 + ε cos(nθ)) , (1)
where a is the radius of the cylinder, n is an integer parameter and # is an small
number [3]. The analytical expression developed by Neipp et al in [3] relates the
curvature of an infinite conductor and the electrostatic potential.
φ(r, θ) = φ0 + b0 ln
r
a
− εb0
(a
r
)n
cos(nθ), (2)
where r and θ are the cylindrical coordinates, φ0 is the potential at the surface of
the conductor and b0 is a constant coefficient defined in [3]. Therefore, the Laplace’s
equation ∇2φ = 0 is considered. In the FEM, the two-dimensional region in which
the potential distribution solution φ(x, y) is defined, is divided into a number of finite
elements as illustrated in Fig 2. The subdivision of the solution region into elements
is done by an automatic scheme able to provide uniform and nonuniform meshes by a
few parameters related with the geometry [7]. The approximate solution of the whole
region is
φ(x, y) ≈
N∑
e=1
φe(x, y), (3)
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Figure 2: Finite element discretization for the cross section of cylindrical conductor
perturbed by a cosine term. (a)ε = 0 and a = 1. (b)ε = 0.05, n = 6, a = 1.
where N is the number of elements into which the solution region is divided. Here
the approximation of φe within an element is the polynomial approximation for the
triangular element shown in Fig. 2b,
φe(x, y) = a+ bx+ cy. (4)
The constants a, b and c are to be determined. The potential Ve1, Ve2 and Ve3 at nodes
1, 2 and 3 are obtained from Eq. (4) as: φe1φe2
φe3
 =
 1 x1 y11 x2 y2
1 x3 y3
 =
 ab
c
⇒
 ab
c
 =
 1 x1 y11 x2 y2
1 x3 y3
−1  φe1φe2
φe3
 . (5)
Substituting this into Eq. (4) gives
φe =
3∑
i=1
αi(x, y)φei, (6)
where,
α1 =
1
2A
[(x2y3 − x3y2) + (y2 − y3)x+ (x3 − x2)y] , (7)
α2 =
1
2A
[(x3y1 − x1y3) + (y3 − y1)x+ (x1 − x3)y] , (8)
α3 =
1
2A
[(x1y2 − x2y1) + (y1 − y2)x+ (x2 − x1)y] , (9)
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with A being the area of the element e [7], and αi are linear interpolation functions
and are called the element shape functions.
The functional corresponding to Laplace’s equation is given by:
We =
1
2
∫
#|∇φe|2dS, (10)
Physically, the functional We is the energy per unit length associated with the element
e. Notice that the region is homogenous, thus # is a constant related with the electric
permittivity. From Eq. (6):
∇φe =
3∑
i=1
φei∇αi. (11)
Substituting Eq. (11) into (10) gives
We =
1
2
3∑
i=1
3∑
j=1
#φei
[∫
∇αi ·∇αjdS
]
φej . (12)
If the term in brackets is defined as C(e)ij , Eq. (12) can be rewritten in matrix form as
We =
1
2
#φe
tC(e)φe, (13)
where the t denotes the transpose of the matrix. All terms of C(e) are fully detailed
in [7].
The next step is to assemble all such elements in the solution region.
W =
N∑
e=1
We =
1
2
#φtCφ, (14)
where φ is a vector with n values related with the n nodes of the system, and N is
the number of elements. The matrix C is the global coefficient matrix, which is the
assemblage of individual element coefficient matrices and is fully defined in [7].
The Eq. (14) can be easily solved if the free nodes are numbered first and the fixed
nodes last
W =
1
2
#
[
φf φp
] [ Cff Cfp
Cpf Cpp
] [
φf
φp
]
, (15)
where subscripts f and p, respectively, refer to nodes with free and fixed potentials.
For solving this system of equations the partial derivatives of W with respect to each
nodal value of the potential be zero (∂W/∂φ1 = ∂W/∂φ2 = · · · = ∂W/∂φn = 0. Since
φp is constant, we only differentiate with respect φf .[
Cff Cfp
] [ φf
φp
]
= 0⇒ Cffφf = −Cfpφp. (16)
This equation can be rewritten as A · x = y where x is the unknown. Here, this equa-
tion system is solved applying the Conjugate Gradient Method (CGM) [8]. The CGM
is an iterative approach that basically uses matrix vector multiplications and inner
products (vTv). Therefore, these operators are critical because they are the main core
of the method and the objective of our optimization.
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2.2 FDTD analysis at optical wavelengths
Light propagation is described by means of Maxwell’s time-dependent curl equations:
∂D˜
∂t
=
1√
#0µ0
(
∇×H− σE˜
)
, (17)
D˜(ω) = #∗r(ω) · E˜, (18)
∂H
∂t
= − 1√
#0µ0
∇× E˜− σm
µ0
H, (19)
where #0 is the electrical permittivity in vacuum in farads per meter, #r is the medium’s
relative complex permittivity constant, that has been assumed real, µ0 is the magnetic
permeability in vacuum in henrys per meter. The flux density is denoted by D˜ and both,
D˜ and E˜ are normalized respect to the vacuum impedance η0 =
√
µ0/#0. The FDTD
algorithm used here is based on the Yee lattice [10]. The electrical field components E
and the magnetic field component H are defined in a bidimensional cell [4, 5, 10]. As a
result, the Maxwell’s curl equations can be discretized and solved by using the central-
difference expressions, for both the time and space derivatives. So, considering TM z
polarization and bidimensional analysis, the Eq. (17) can be reformulated as follows:
D˜z|n+1/2i,j = D˜z|n−1/2i,j +
∆t√
#0µ0
[
Hy|ni+1/2,j −Hy|ni−1/2,j
∆x
−
Hx|ni,j+1/2 −Hx|ni,j+1/2
∆y
]
(20)
where ∆x and ∆y are the spatial and time resolution respectively. In order to simulate
unbounded free space, it must be included a formalism in order to avoid the interfer-
ences produced by outgoing waves reaching the grid simulation limits. For this reason
a simplified version of the Perfectly Matched Layers (PML) developed by Berenger has
been implemented in this work [11].
The PML’s are a good technique for the absorption of electromagnetic waves by means
of a nonphysical absorbing medium adjacent to the outer FDTD mesh boundary. The
basic idea of this formalism is to create a medium that is lossy and minimize the
amount of reflection between vacuum and the PML region. Related with the illu-
mination method, note that the incidence is assumed to be from air to medium. In
connection with the propagation in the FDTD region, it must be said that the source
is introduced along the connecting boundary by using a Total Field/Scattered Field
(TF/SF) algorithm [4], where the linearity of Maxwells’s equations and their decom-
position of the electromagnetic field are assumed: (E;H)Total = (E;H)inc + (E;H)scat.
Where (E;H)inc are the values of the incident field, which are assumed to be known at
all space points in the FDTD grid and also at all time steps. (E;H)scat are the values
of the scattered wave fields, which are unknown and produced by the optical device in
our particular case. This method avoids the computation of the incident wave in the
whole bidimensional grid and only two one-dimensional arrays are needed.
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3 Computational optimization
In this section the approach followed for implementing both methods in an unified
C++ library are shown. The rearrangement of the instructions and memory alignment
strategies are explained for both numerical methods, the FEM and the FDTD methods.
The implementation and the application for GPU computing is also detailed. Whole li-
brary is implemented in C++ object oriented language. This type of language provides
several characteristics such as class definition, overloading or inheritance, that benefit
the development of a complex and big project. Nevertheless, here only classes and over-
loading were considered, since advanced inheritance directives are not already allowed
in Compute Unified Device Architecture (CUDA) [12] and in some cases can reduce
the performance of the application. Fig. 3 shows the class diagram of the library devel-
oped. As can be seen the class Array is common to both numerical methods. This class
implements an one-dimensional array that can store a matrix of dimensions n×m× p
in columns priority. This approach is more convenient because it makes easier physical
memory alignment, since all data is stored in a single column vector. This class also
implements several methods related with arithmetic operations such as matrix vector
multiplication, inner products, dot product, etc. Therefore, these methods can be used
in the FEM and the FDTD.
Figure 3: Class diagram of the C++ library implemented. As can be seen the class
Array is common to FEM and FDTD simulations
3.1 Instruction rearrangement for auto-vectorization in CPU
In this work the software runs under a Unix based platform with an Intel Core i7-
950 Processor with 8MB of cache, a clock speed of 3.06 GHz and 6 GB of global
DDRAM3. The auto-vectorization provided by modern compilers (with the flags O1,
O2 and O3) are based on predict which loops can be automatically vectorized, or
converted into Streaming SIMD (Singe Instruction Multiple Data) Extensions (SSE) [2].
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This vectorization is sensitive to the layout of the loop and the data structures used,
and the dependencies among the data accesses in each iteration and across iterations.
Once the compiler has made such a determination, it can generate vectorized code for
the loop, allowing the application to use the SIMD instructions. With this approach,
applications can theoretically achieve a full 4x performance gain. Although, 2x is the
realized gain on real applications in part because of latency during I/O instructions
and general issues related with the microarchitecture [9].
Therefore, the following strategies have been followed in order to take advantage of this
capability: memory alignment, use of arrays to make data contiguous and padding for
avoiding misalignment.
Due to the fact that matrix vector multiplication A ·b = c is one of the most common
operator in FEM, the optimization of this operation would improve the performance of
the method. For that purpose the matrix A can be redefined as A =
[
a1 . . .an
]
, where
ai is the i-th column of the matrix A. Therefore, the matrix vector multiplication
instructions can be rearranged as c = b1a1 + · · · + bnan. This rearrangement improves
the access to contiguous data, reducing the cache misses.
Due to the fact that the maximum number of nonzero elements per rows is 7, the
global coefficient matrix C is sparse. It means that the number of zeros is greater
than the number of nonzeros. For instance, for a matrix with n = 450 the matrix is
98.97 % sparse. Clearly, it makes little sense to store these zero entries. Therefore,
the Compressed Sparse Column (CSC) format was used for storing the values of the
nonzero matrix C by columns. This scheme stores all nonzero values in a single column
vector and uses a couple of pointers for indexing these values in C. Here, the number
of nonzero elements per column was padded for reducing misalignment in memory
accesses. This padding ensures that the number of nonzero elements per column is
multiple of 4.
Regarding FDTD optimization under CPU, it must be said that the same techniques
related with FEM method can be applied. Although, in this case to solve the FDTD
equations the leapfrog algorithm is used [5]. This method is an iterative approach
for solving the electromagnetic fields along each field component, thus a double loop
is needed for compute each field as a function of space. This procedure is repeated
as time simulations are defined. Therefore, each field component can be redefined as
follows:
D˜n+1/2z = D˜z|n+1/2i,j =
[
d˜0z d˜1z · · · d˜m−1z
]n+1/2
, (21)
where djz = [dz[0] dz[1] · · · dz[n− 1]]T with T denoting the hermitian transpose
matrix. If Eq. (20) is evaluated firstly by columns the performance of the method
is improved due to the fact that the cache misses are minimized and also the spatial
proximity of the data is ensured.
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3.2 GPU implementation
The Fermi architecture, released in the spring of 2010, is NVIDIAs next-generation
GPU. It is the successor of the GT200 architecture, and is the first in which NVIDIA
focussed on general-purpose computation performance. The memory hierarchy is one
of the most distinguish features of the NVIDIA GPUs. The addition of a cache hierar-
chy, consisting of a global L2 cache, as well as a per-Streaming Multiprocessors (SM)
L1 cache gives more flexibility in non-uniform memory accesses. The Fermi GTX470
features 448 Scalar Processors (SPs) organized in 14 SMs. Each SM has 32 Single Pre-
cision (SPs), 16 Double Precision (DPs), and 4 Specieal Functions Units (SFUs). Each
SM also has a block of local memory called shared memory visible to all threads within
a thread block, and a scheduling unit used to schedule warps. The basic computing
unit (called warp) consists of 32 threads. The GPU is capable of swapping warps into
and out of context without any performance overhead. This functionality provides an
important method of hiding memory and instruction latency on the GPU hardware.
To ease the mapping of data to threads, the threads identifiers may be multidimen-
sional and, since a very high number of threads run in parallel, CUDA groups threads
in blocks and grids. One of the crucial requirements to achieve a good performance on
the NVIDIA GPU is to hide the high latency of the global memory ensuring coalesced
memory accesses.
Therefore, to be concerned about the architecture of the GPU is mandatory to be
successful in GPU computing. For the FEM method the operator matrix vector mul-
tiplication has been implemented by means the CUSPARSE Library [13]. The inner
product needed for the product of two vectors is completed by means of the reduction
technique developed in [12].
Regarding FDTD implementation in the GPU it must be said that, a number of blocks
related with the number of columns is invoked by means of the kernels functions and
an array of 128×2 threads are launched per block. Each column of threads works along
one column of the simulation grid as many times as necessary to evaluate Eq. (21)
and those related with the magnetic field. Besides the potential of the CUDA kernel,
it is necessary to divide the whole computation process in several kernels focused on
compute each component of the electromagnetic field. This segmentation improves the
efficient use of the shared memory in the device and also the correct usage of the cache.
This effect is maximized in the new Fermi architecture, where each SM has 64 KB of
on-chip memory that can be configured as 48 KB of Shared memory with 16 KB of L1
cache or as 16 KB of Shared memory with 48 KB of L1 cache. Nonetheless, applications
that do not use Shared memory automatically benefit from the L1 cache, allowing high
performance CUDA programs to be built with minimum time and effort.
4 Results
Our first group of results shown in Fig. 4a-b are the comparison of the electrostatic
potential φ obtained by Eq. (2) and the FEM method. In Fig. 4b the charge density σ
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is shown and it has been obtained taking into account that σ ≈ |∇φ|. As can be seen
a good agreement between numerical an theoretical values is achieved, thus validating
our approach.
Fig. 4c-d illustrates the results for the analysis of the reflectance (∝ |E|2) for normal
incidence of alternating λ0/4 layers of high-(nH = 2.3) and low-index (nL=1.38) di-
electric materials on a transparent substrate (ns=1.52), which scheme is illustrated in
Fig. 1, as a function of the wavelength ratio λ0λ. Although, the FDTD is defined for
transient analysis, a singleton simulation in time domain can provide information that
easily can be transformed into the spectral domain. The parameters of the simulation
are: λ0 = 633 nm, ∆x = 0.32 m, ∆t = 4.74 · 10−6ns, and they were carefully chosen for
ensuring stability of the method and convergency of the solution. The Effective Medium
Theory EMT is related with the characteristic matrix of a layer detailed in [6]. Also
in this case a good agreement between the FDTD method and the matrix approach is
achieved.
The computational performance is given by means of the SpeedUp that is defined as
the ratio between the simulation times of the sequential and parallel codes. Therefore,
Fig 4e-f shows the improvments ratio of using the single CPU auto-vectorized by the
compiler and the GPU implementation. As can be seen in Fig. 4e, the benefit of using
GPU computing grows as the number of elements is increased, but there is a region
in which a single CPU with an auto-vectorized code is a better option. Regarding the
FDTD method, the SpeedUP of the GPU version is always greater than the single CPU
in all cases, because of FDTD algorithm is more suitable to take advantage of the GPU
programming model.
5 Conclusions
We have implemented an unified library for electromagnetic analysis based on the FEM
and FDTD method. The FEM method was used for compare the analytical expressions
obtained for the analysis of the surface curvature of an infinite cylinder in electrostatics,
whereas the FDTD method has been applied in optical wavelengths for analyzing the
reflectance of high-reflecting coatings. In both cases, the analytical and numerical
results are quite similar, thus validating our implementation.
Moreover, both methods have been developed following a set of rules that benefits the
auto-vectorization of modern compilers in order to take advantage of the SSE registers
in the CPU. This optimization has revealed that an improvement near of four is achieved
with this auto-vectorization in both cases. In addition, FEM and FDTD has been also
implemented in a GPU. The benefits of GPU computing in both methods are quite
different, since for FEM analysis the SpeeduUp increases with the number of elements,
whereas for FDTD computation behaves more constant and in all cases is higher than
the CPU auto-vectorized version.
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Figure 4: (a) Analytical and numerical potential for ε = 0.02 and n = 6.(b) Analytical
and numerical charge density for ε = 0.02 and n = 6. (c) and (d) reflectance of the
stack of homogeneous dielectric layers. (e) Comparison of sequential versus CPU auto-
vectorized and GPU codes for FEM method as a function of the number of triangular
elements. (f) Comparison of sequential versus CPU auto-vectorized and GPU codes
for the FDTD method as a function of the number cells considering square grids.
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