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Abstract
A set S of vertices of a graph G is exponentially independent if, for every vertex u in
S, ∑
v∈S\{u}
(
1
2
)dist(G,S)(u,v)−1
< 1,
where dist(G,S)(u, v) is the distance between u and v in the graph G − (S \ {u, v}). The
exponential independence number αe(G) of G is the maximum order of an exponentially
independent set in G. In the present paper we present several bounds on this parameter
and highlight some of the many related open problems. In particular, we prove that
subcubic graphs of order n have exponentially independent sets of order Ω(n/ log2(n)),
that the infinite cubic tree has no exponentially independent set of positive density, and
that subcubic trees of order n have exponentially independent sets of order (n+ 3)/4.
Keywords: Exponential independence, exponential domination
1 Introduction
Independent and dominating sets in graphs are among the most natural and well studied
concepts in graph theory. Inspired by the notion of exponential domination introduced by
Dankelmann et al. [7], Ja¨ger et al. [10] introduced exponential independence, where the influence
of vertices on each other decays exponentially with the pairwise distance, and vertices may block
each others influence. More precisely, for a set S of vertices of a graph G, and a vertex u of G,
let
w(G,S)(u) =
∑
v∈S
(
1
2
)dist(G,S)(u,v)−1
,
where dist(G,S)(u, v) is the distance between u and v in the graph G − (S \ {u, v}). Now, the
set S is exponentially independent in G if
w(G,S\{u})(u) < 1 for every vertex u in S,
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and the exponential independence number αe(G) of G is the maximum order of an exponentially
independent set in G. Dankelmann et al. [7] define S to be exponentially dominating in G if
w(G,S)(u) ≥ 1 for every vertex u of G, and the exponential domination number γe(G) of G as
the minimum order of an exponentially dominating set in G.
Exponential domination and exponential independence have been studied in a number of
papers [1–6,8,9] but many seemingly simple fundamental problems remain open. Even for trees
the largest possible value of the exponential domination number as well as its computational
complexity are unknown.
In the present paper we present several results on the exponential independence number
and highlight many open problems related to it. Our main results are that subcubic graphs
of order n have exponentially independent sets of order Ω(n/ log2(n)), that the infinite cubic
tree has no exponentially independent set of positive density, and that subcubic trees of order
n have exponentially independent sets of order (n + 3)/4. We consider simple and undirected
graphs, and use standard terminology. Unless we explicitly say otherwise, all graphs are finite.
All logarithms have base 2.
2 Results
For a connected subcubic graph G of order n, it is known [10] that
Ω(log(n)) ≤ αe(G) ≤
n+ 1
2
. (1)
While the upper bound in (1) is satisfied with equality for full binary trees, Ja¨ger et al. [10]
conjectured that the lower bound can be improved considerably. Our first result confirms this.
Theorem 1. If G is a subcubic graph of order n, then
αe(G) ≥
n
3 · 26 · log2(n)
.
Proof. Let G be a subcubic graph of order n. Clearly, we may assume that n > 3 · 26. Let
d∗ = ⌈log(log(n))⌉ + 2 ≤ log(log(n)) + 3.
Let S be a maximal set of vertices of G such that the distance distG(u, v) in G between any
two distinct vertices u and v from S is more than 2d∗. Since there are at most
1 + 3 · 20 + 3 · 21 + · · ·+ 3 · 22d
∗−1 = 3 · 22d
∗
− 2 ≤ 3 · 22 log(log(n))+6 = 3 · 26 · log2(n)
vertices at distance at most 2d∗ from any vertex of G, the set S has order at least
n
3 · 26 · log2(n)
.
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In order to complete the proof, we show that S is exponentially independent. Therefore, let u
be any vertex in S. For every vertex v in S \ {u} with dist(G,S\{u})(u, v) < ∞, fix a shortest
path Pv in G− (S \ {u, v}) between u and v. Let these paths Pv be chosen in such a way that
their union T has as few vertices and edges as possible. It follows easily that T is a subcubic
tree. We select u as the root of T . By construction, the leaves of T are exactly the vertices
in S \ {u} with dist(G,S\{u})(u, v) < ∞. For every positive integer i, let ni be the number of
vertices x of T of depth distT (u, x) = i, and let αi be the number of leaves of T of depth i.
Since
w(G,S\{u})(u) =
∞∑
i=1
2−i+1αi,
it remains to bound this quantity. Since T is a subcubic subtree of G rooted in u, we have
n1 ≤ 3, (2)
ni ≤ 2ni−1 for i ≥ 2, and (3)
∞∑
i=1
ni ≤ n− 1. (4)
By the choice of S, we have αi = 0 for i ≤ 2d
∗, and αi ≤ ni for every i. Furthermore, if v is a
leaf of T of depth i, that is, in particular, αi > 0, and, hence, i ≥ 2d
∗, and pv is the ancestor
of v of depth i− d∗, then the choice of S implies that v is the only descendant of pv of depth i
that is a leaf of T , that is, the function v 7→ pv is injective. This implies that
αi ≤ ni−d∗ ,
and, hence w(G,S\{u})(u) is at most
∞∑
i=d∗+1
2−i+1ni−d∗ . (5)
Now, choose the non-negative integers n1, n2, . . . (independently of G and T ) such that (2),
(3), and (4) are satisfied, and (5) is as large as possible subject to these conditions. Let D be
the largest integer with nD > 0. Suppose, for a contradiction, that D > log
(
n+1
3
)
+ 1. If the
inequalities (2) and (3) for 2 ≤ i ≤ D − 1 all hold with equality, then
n1 + n2 + · · ·+ nD−1 + nD ≥ 3 · 2
0 + 3 · 21 + · · ·+ 3 · 2D−2 + 1 = 3 · 2D−1 − 2
D>...
> n− 1,
contradicting (4). Hence, we have n1 < 3 or ni < 2ni−1 for some 2 ≤ i ≤ D − 1. Now,
• increasing n1 by 1 in the first case,
• increasing ni by 1 in the second case, and
• reducing nD by 1 in both cases
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yields a new choice for the non-negative integers n1, n2, . . . such that (2), (3), and (4) are
satisfied, but (5) is larger than before, which is a contradiction. This implies
D ≤ log
(
n+ 1
3
)
+ 1
n≥2
≤ log
(n
2
)
+ 1 = log(n).
The inequalities (2) and (3) clearly imply ni ≤ 3 · 2
i−1, and, hence,
w(G,S\{u})(u) ≤
∞∑
i=d∗+1
2−i+1ni−d∗
=
D+d∗∑
i=d∗+1
2−i+1ni−d∗
≤
D+d∗∑
i=d∗+1
2−i+1 · 3 · 2i−d
∗−1
= 3 ·D · 2−d
∗
≤ 3 · log(n) ·
1
22 · log(n)
< 1,
which completes the proof.
We believe that Theorem 1 can still be improved, but that connected subcubic graphs might
not have exponentially independent sets of linear order. More precisely, it seems possible that,
for every positive c, there is a connected subcubic graph G of order n with αe(G) < c · n; our
next result supports this possibility.
Let T∞ be the infinite cubic tree. For a vertex u of T∞ and some positive integer k, let
the ball Bk(u) of radius k around u be the set of vertices v of T∞ with distT∞(u, v) ≤ k, in
particular,
|Bk(u)| = 1 + 3 · 20 + · · ·+ 3 · 2k−1 = 3 · 2k − 2.
For a set S of vertices of T∞, let
f(u, S) = lim sup
k→∞
|S ∩ Bk(u)|
|Bk(u)|
,
which measures the asymptotic density of S within T∞.
Theorem 2. If S is a set of vertices of the infinite cubic tree T∞, and f(u
∗, S) > 0 for some
vertex u∗ of T∞, then S is not an exponentially independent set.
Proof. Suppose, for a contradiction, that S is an exponentially independent set. For brevity,
we write f(·) instead of f(·, S). For a vertex u and some positive integer k, let
fk(u) =
|S ∩Bk(u)|
|Bk(u)|
,
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that is, f(u) = lim sup
k→∞
fk(u). If u and v are two vertices in T∞ with distance d, then
S ∩ Bk(u) ⊆ S ∩ B(k+d)(v),
which implies
fk+d(v) ≥
3 · 2k − 2
3 · 2k+d − 2
fk(u),
and, hence, taking the limit superior,
f(v) ≥
1
2d
f(u).
Since f(u∗) > 0, it follows that f(u) > 0 for every vertex u of T∞. By definition, f(u) ≤ 1 for
every vertex u of T∞. Therefore, applying the following claim
⌊
log
(
1
f(u)
)⌋
+ 1 times to some
vertex u in S yields a contradiction, completing the proof.
Claim 1. For every vertex u in S, there is a vertex v in S with f(v) ≥ 2f(u).
Proof of Claim 1. We consider T∞ to be rooted in u. For a vertex x distinct from u and a
non-negative integer k, let ~Bk(x) be the set containing x and all descendants of x in Bk(x), in
particular, | ~Bk(x)| = 2k+1 − 1. Furthermore, let
~fk(x) =
|S ∩ ~Bk(x)|
| ~Bk(x)|
,
and
~f(x) = lim sup
k→∞
~fk(x).
Since S ∩ ~Bk(x) ⊆ S ∩Bk(x), we have
fk(x) ≥
2k+1 − 1
3 · 2k − 2
~fk(x).
Taking the limit superior, we obtain
f(x) ≥
2
3
~f(x).
For a positive integer i, let Xi be the set of vertices x in S with dist(T∞,S\{u})(u, x) = i. Let
X =
∞⋃
i=1
Xi. Note that, by definition, no element of X is a descendant of another element of
X . Since S is exponentially independent, we have
w(T∞,S\{u})(u) =
∞∑
i=1
∑
x∈Xi
2−i+1 < 1.
Let k be a positive integer. Since every vertex in S ∩Bk(u) distinct from u is either in X or is
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a descendant of exactly one vertex in X , we have
|S ∩ Bk(u)| = 1 +
k∑
i=1
∑
x∈Xi
|S ∩ ~B(k−i)(x)|,
and, hence,
fk(u) =
1
3 · 2k − 2
(
1 +
∞∑
i=1
∑
x∈Xi
(
2k−i+1 − 1
)
~fk−i(x)
)
,
where, for notational simplicity, we set ~fk(x) = 0 for negative integers k. By the subadditivity
of the limit superior, we obtain
f(u) ≤
1
3
∞∑
i=1
∑
x∈Xi
2−i+1 · ~f(x) (6)
Now, suppose, for a contradiction, that f(x) < 2f(u) for every x in X . Since f(x) ≥ 2
3
~f(x),
this implies
~f(x)
3f(u)
< 1 for every x in X , and we obtain
w(T∞,S\{u})(u) =
∞∑
i=1
∑
x∈Xi
2−i+1
>
∞∑
i=1
∑
x∈Xi
2−i+1 · ~f(x)
3f(u)
=
1
f(u)
(
1
3
∞∑
i=1
∑
x∈Xi
2−i+1 · ~f(x)
)
(6)
≥ 1,
which is a contradiction.
As observed before the claim, the proof is complete.
Intuitively speaking, the condition “f(u∗, S) > 0” in Theorem 2 expresses that the set S is
(asymptotically) well spread within T∞. A similar statement for finite graphs that can easily
be shown is the following: If p ∈ (0, 1], T (k) is the perfect binary tree of depth k, and S is a
random set of vertices of T (k) containing its root and containing every other vertex of T (k)
independently at random with probability p, then
lim
k→∞
P [S is exponentially independent in T (k)] = 0.
These statements suggest that a (proof) method that establishes the existence of exponentially
independent sets of linear order in general subcubic graphs should sometimes select sets that
are not well spread. In a perfect binary tree, for instance, the only optimum choice is to select
all leaves [10]. Note that the proof method of Theorem 1 tends to generate well spread sets S;
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the sets constructed there have the property that, for every vertex of the considered graph G,
some vertex from S is within distance O(log(log(n))).
Theorem 2 also indicates that it is the exponential expansion that is problematic. Variating
the proof of Theorem 1, our next result establishes a linear lower bound on the exponential
independence number of subcubic graphs whose expansion is only mildly restricted. Note
that, if G is a subcubic graph, u is a vertex of G, and d is some positive integer, then the
d-neighborhood NdG(u) of u in G, that is, the set
NdG(u) = {v ∈ V (G) : distG(u, v) = d},
contains at most 3 · 2d−1 vertices.
Theorem 3. For every positive integer d, there is a positive integer d∗ with the following
property: If G is a subcubic graph G of order n such that, for every vertex u of G, we have
|NdG(u)| ≤ 3 · 2
d−1 − 1,
and S is a set of vertices of G such that the distance in G between any two vertices from S is
more than 2d∗, then S is an exponentially independent set in G. In particular,
αe(G) ≥ cd · n
for some positive constant cd depending only on d.
Proof. Let ǫ > 0 be such that
(
22d − 1
) 1
2d = 2− ǫ. Let d∗ be such that ǫ · (2− ǫ)d
∗
> 3 · 22d+1.
Let u be any vertex in S. Define the tree T rooted in u, and the values ni and αi exactly as in
the proof of Theorem 1. Again, we need to show that
∞∑
i=1
2−i+1αi < 1.
Exactly as in the proof of Theorem 1, we obtain
ni ≤

3 for i = 1,2ni−1 for i ≥ 2,
αi ≤

0 for i ≤ 2d
∗, and
ni−d∗ for i ≥ 2d
∗ + 1.
Now, let i be some positive integer, and let v be a vertex at depth i in T that does not belong
to S. If v has 22d descendants in T at depth i+ 2d, and w is a descendant of u at depth i+ d,
then |NdG(w)| = 3 · 2
d−1, which is a contradiction. Hence, v has at most 22d − 1 descendants at
depth i+ 2d, which implies
ni+2d ≤
(
22d − 1
)
ni = (2− ǫ)
2dni.
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It follows that
ni ≤ n1 · 2
(i−1)−2d·⌊ i−1
2d
⌋ ·
(
22d − 1
)⌊ i−1
2d
⌋
≤ 3 · 22d · (2− ǫ)i−1.
By the choice of d∗, we obtain
∞∑
i=1
2−i+1αi ≤
∞∑
i=d∗+1
2−i+1ni−d∗
≤
∞∑
i=d∗+1
2−i+1 · 3 · 22d · (2− ǫ)i−d
∗−1
≤
3 · 22d
(2− ǫ)d∗
∞∑
i=0
(
2− ǫ
2
)i
=
3 · 22d+1
ǫ · (2− ǫ)d∗
< 1,
which completes the proof.
We briefly consider graphs of maximum degrees larger than 3. For integers ∆ ≥ 3 and
d ≥ 0, let T (∆, d) be the rooted tree in which every vertex that is not a leaf has degree ∆, and
all leaves have depth d.
Fact 4. There is no positive constant c such that αe(T (6, d)) ≥ c · n(T (6, d)) + 1 for every
positive integer d.
Proof. Suppose, for a contradiction, that such a value c exists. Let dc be such that
2−2dc+1 ·
( c
2
· 6 · 5dc−1 − 1
)
> 1,
and let Dc be such that
c
2
·
(
3
2
· 5Dc −
1
2
)
>
3
2
· 5dc −
1
2
.
Let d ≥ Dc. Let S be an exponentially independent set in T (6, d) of order at least
c · n(T (6, d)) + 1.
Let Si be the elements of S at depth i in T (6, d). Since there are exactly 6 · 5
i−1 vertices in
T (6, d) of depth i, the pigeonhole principle implies the existence of some positive integer k such
that
|Sk| ≥
c
2
· 6 · 5k−1.
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We choose k as large as possible, and suppose, for a contradiction, that k < dc. In this case,
|S| ≤
c
2
· n(T (6, d)) + n(T (6, dc))
=
c
2
·
(
3
2
· 5d −
1
2
)
+
(
3
2
· 5dc −
1
2
)
d≥Dc
< c ·
(
3
2
· 5d −
1
2
)
= c · n(T (6, d)),
which is a contradiction. If follows that k ≥ dc. As shown in [10], every subset of an expo-
nentially independent set is exponentially independent. Therefore, the set Sk is exponentially
independent. For a vertex u ∈ Sk though, we obtain
w(T (6,d),Sk\{u})(u) ≥ 2
−2k+1 · (|Sk| − 1)
≥ 2−2k+1 ·
( c
2
· 6 · 5k−1 − 1
)
k≥dc
≥ 2−2dc+1 ·
( c
2
· 6 · 5dc−1 − 1
)
> 1,
which is a contradiction. This completes the proof.
One might guess that Fact 4 also holds for T (4, d), that is, that already maximum degree
4 should suffice. This intuition is misleading though. In view of the following fact, it seems
even conceivable that trees of maximum degree at most 4 have exponentially independent sets
of linear order.
Fact 5. αe(T (4, d)) ≥
2
33
· (n(T (4, d)) + 1) for d ≥ 3.
Proof. For notational simplicity, we consider T (4, d+ 2) for some d ≥ 1. Let the set S contain
exactly one grandchild of every vertex of T (4, d+ 2) at depth d, that is, all elements of S have
maximum depth d+ 2, and
|S| = 4 · 3d−1 =
2
33
· 2 · 3d+2 =
2
33
· (n(T (4, d+ 2)) + 1) .
Our goal is to show that S is exponentially independent. For u ∈ S, we obtain
w(T (4,d+2),S\{u})(u) =
1
24
(
3d · 2−2d+1 + 2 · 3d−2 · 2−2(d−1)+1 + · · ·+ 2 · 30 · 2−2(d−(d−1))+1
)
≤
1
24
(
3d · 2−2d+1 + 3d−1 · 2−2(d−1)+1 + · · ·+ 31 · 2−2(d−(d−1))+1
)
=
1
8
·
d∑
i=1
(
3
4
)i
<
1
2
,
which completes the proof.
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A natural class of subcubic graphs with exponentially independent sets of linear order are
trees. In fact, Ja¨ger et al. [10] showed the linear lower bound
αe(T ) ≥
2n+ 8
13
(7)
for every subcubic tree T of order n. Even for the restricted class of subcubic trees, the smallest
possible value of the exponential independence number as well as its computational complexity
are unknown. Note that, in contrast to that, Bessy et al. [5] described a polynomial time
algorithm that determines the exponential domination number of a given subcubic tree.
Our next goal is to improve (7). Actually, we believe that αe(T ) ≥
n+O(1)
3
for every subcubic
tree T of order n. The trees Tk illustrated in Figure 1 show that such a bound would be best
possible up to the additive constant, cf. Fact 6.
r rr rr rr rr rr r
r rr rr rr rr rr r
r rr rr rr rr rr r
r r
r r
 
 
❅
❅
ViV1 VkVi+1Vi−1
. . . . . .
Figure 1: The illustrated tree Tk has order n(Tk) = 3k + 4.
Fact 6. αe(Tk) =
n(Tk)+2
3
.
Proof. Let S be a maximum exponentially independent set of Tk such that the number of
indices i with |Vi ∩S| = 0 is as small as possible, where the sets Vi are as indicated in Figure 1.
If |Vi∩S| ≥ 2 for some i with 2 ≤ i ≤ k−1, then S contains the endvertex as well as the vertex
ui of degree 3 from Vi. Since S is exponentially independent, it follows that |Vi−1 ∩ S| = 0
or |Vi+1 ∩ S| = 0. Removing ui and adding the endvertex from Vi−1 if |Vi−1 ∩ S| = 0, or the
endvertex from Vi+1 otherwise, yields an exponentially independent set contradicting the choice
of S. Similar arguments concerning V1 and Vk easily imply that the set of all endertices is a
maximum exponentially independent set, and, hence, we have αe(Tk) = k + 2 =
n+2
3
.
If T is a subcubic tree of order n that has no vertex of degree 2, then it is easy to see,
cf. [10], that the set of all but one of the endvertices of T is an exponentially independent set
in T of order n
2
. Therefore, we may assume that there is at least one vertex of degree 2.
Theorem 7. If T is a subcubic tree of order n that has at least one vertex of degree 2, then T
has an exponentially independent set S containing all endvertices of T such that
|S| ≥
n + 3
4
,
in particular, αe(T ) ≥
n+3
4
.
Proof. A set S of vertices of a subcubic tree T of order n is called good in T if S is exponentially
independent in T , contains all endvertices of T , and has order at least n+3
4
. Let T be a
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counterexample to the statement of the theorem that is of minimum order, in particular, T
has no good set. It is easy to see that T is not a path; in fact, the path of order 5 satisfies
αe(P5) = 2 =
5+3
4
.
Claim 1. No vertex is adjacent to two endvertices.
Proof of Claim 1. Suppose, for a contradiction, that the vertex v is adjacent to the two end-
vertices u1 and u2. Since T is not a path of order 3, the tree T
′ = T − {u1, u2} is a subcubic
tree that has at least one vertex of degree 2. By the choice of T , the tree T ′ has a good set S ′.
Clearly, v ∈ S ′. The set S = (S ′ \ {v}) ∪ {u1, u2} contains all endvertices of T , and has order
more than n+3
4
. Since S ′ is exponentially independent in T ′, we obtain
w(T,S\{ui})(ui) =
1
2
+
1
2
· w(T ′,S′\{v})(v) < 1 for i ∈ {1, 2}, and
w(T,S\{x})(x) = w(T ′,S′\{x})(x) < 1 for every vertex x in S \ {u1, u2} = S
′ \ {v},
that is, S is good in T , contradicting the choice of T .
Let P : w1w2 . . . wd be a longest path in T . Since T is not a path, there is a smallest index
k such that wk has degree 3 in T . Claim 1 implies k ≥ 3.
Claim 2. k ≤ 4.
Proof of Claim 2. Suppose, for a contradiction, that k ≥ 5. The tree T ′ = T − {w1, w2, w3}
is subcubic. If T ′ has no vertex of degree 2, then, since T is not a path, some vertex of T
is adjacent to two endvertices, which contradicts Claim 1. Hence, T ′ has at least one vertex
of degree 2. By the choice of T , the tree T ′ has a good set S ′. Clearly, w4 ∈ S
′. The set
S = (S ′ \ {w4}) ∪ {w1, w3} contains all endvertices of T , and has order more than
n+3
4
. Since
S ′ is exponentially independent in T ′, we obtain
w(T,S\{w1})(w1) =
1
2
< 1,
w(T,S\{w3})(w3) =
1
2
+
1
2
· w(T ′,S′\{w4})(w4) < 1, and
w(T,S\{x})(x) < w(T ′,S′\{x})(x) < 1 for every vertex x in S \ {w1, w3} = S
′ \ {w4},
that is, S is good in T , contradicting the choice of T .
Claim 3. k = 4.
Proof of Claim 3. Suppose, for a contradiction, that k = 3. Let w′2 be the neighbor of w3
distinct from w2 and w4. By the choice of P and Claim 1, the degree of w
′
2 is at most 2.
First, we assume that w′2 has degree 1. By Claim 1, w4 is not an endvertex, and the tree
T ′ = T − {w1, w2, w
′
2} has a vertex of degree 2. By the choice of T , the tree T
′ has a good set
S ′. Arguing as above, it follows that S = (S ′ \ {w3}) ∪ {w1, w
′
2} is a good set in T . Hence, we
may assume that w′2 has degree 2. By the choice of P , the neighbor w
′
1 of w
′
2 distinct from w3
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is an endvertex. The tree T ′ = T −{w1, w
′
1, w
′
2} has the vertex w3 of degree 2. By the choice of
T , the tree T ′ has a good set S ′. Arguing as above, it follows that S = (S ′ \ {w2}) ∪ {w1, w
′
1}
is a good set in T . This contradiction completes the proof of the claim.
Now, we are in a position to derive a final contradiction. Let w′3 be the neighbor of w4
distinct from w3 and w5. By the claims and symmetry, we may assume that the component K
of T − w4 that contains w
′
3 is a subtree of the path w
′
3w
′
2w
′
1 containing w
′
3. If n(K) = 3, then
let T ′ = T −{w1, w
′
1, w
′
2, w
′
3}, if n(K) = 2, then let T
′ = T −{w1, w2, w
′
2, w
′
3}, and if n(K) = 1,
then let T ′ = T −{w1, w2, w3, w
′
3}. In the first two cases, w4 has degree 2 in T
′ by construction,
and in the third case, Claim 1 implies that w5 is not an endvertex, and that T
′ has a vertex of
degree 2. Arguing as above for a good set in T ′ yields a good set in T . This final contradiction
completes the proof.
In order to obtain large exponentially independent sets in trees, it seems natural to give
preference to the endvertices. In fact, this is what happens for the trees in Figure 1. For the
proof of Theorem 7, it was actually technically important for the argument to consider only
exponentially independent sets containing all endvertices. Nevertheless, there are subcubic
trees T ′k of arbitrarily large order n, illustrated in Figure 2, that do not have exponentially
independent sets of order n+O(1)
3
containing all endvertices. The reason, why sometimes non-
endvertices are preferable over endvertices are blocking effects.
r rr rr r r
r rr rr r r
r rr rr r r
r rr rr r r
r rr rr r r
r rr rr r r
r rr rr r r
r rr rr r r
r rr rr r r
r rr rr r r
r rr rr r r
r rr rr r r
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Figure 2: The illustrated tree T ′k has order n(T
′
k) = 13k.
Fact 8. If S is an exponentially independent set in T ′k containing all endvertices of T
′
k, then
|S| ≤
4
13
n(T ′k) +O(1).
Proof. Let Li be the set of the four endvertices in Vi, and let Si = S ∩ Vi, where the sets Vi are
as indicated in Figure 2. Since Li ⊆ Si, it follows easily that Si \ Li ⊆ {ai, bi, ci}, and that Si
contains at most one vertex from {ai, bi, ci}, where the vertices ai, bi, and ci are as indicated in
Figure 2. This implies that, for i ≥ 2,
w(T ′
k
,Si)(bi−1) ≥ w(T ′k ,Li)(bi−1) =
11
32
,
12
and that, for i < k,
w(T ′
k
,Si)(ai+1) ≥ w(T ′k ,Li)(ai+1) =
23
64
.
Now, let i be such that 2 ≤ i ≤ k − 1. If ai ∈ Si, then
w(T ′
k
,S\{ai})(ai) ≥ w(T ′k ,Si−1)(ai) + w(T ′k,Li)(ai) + w(T ′k ,Si+1)(ai) ≥
23
64
+
11
16
+
1
2
·
11
32
> 1,
if bi ∈ Si, then
w(T ′
k
,S\{bi})(bi) ≥ w(T ′k,Si−1)(bi) + w(T ′k ,Li)(bi) + w(T ′k,Si+1)(bi) ≥
1
2
·
23
64
+
23
32
+
11
32
> 1,
and, if ci ∈ Si, then
w(T ′
k
,S\{ci})(ci) ≥ w(T ′k ,Si−1)(ci) + w(T ′k,Li)(ci) + w(T ′k,Si+1)(ci) ≥
1
4
·
23
64
+
7
8
+
1
8
·
11
32
> 1.
Since S is exponentially independent, it follows that Si = Li for every i with 2 ≤ i ≤ k − 1,
which implies the statement.
Using in each Vi the four vertices indicated by cycles in V1 in Figure 2, and adding in every
third Vi the vertex indicated by the square in V1 in Figure 2 yields an exponentially independent
set in T ′k of order
n(T ′
k
)+O(1)
3
.
3 Conclusion
Our results raise numerous questions; we summarize those that seem most interesting to us.
• Do subcubic graphs have exponentially independent sets of linear order? (We believe that
they do not.)
• Do trees of maximum degree at most 4 have exponentially independent sets of linear order?
(We believe that they do.)
• Do subcubic trees of order n have exponentially independent sets of order n/3 + O(1)?
(We believe that they do.)
• What is the computational complexity of the exponential independence number within the
class of subcubic trees? (We believe that the exponential independence number is NP-hard
for subcubic trees.)
It is a trivial observation that every maximal independent set is dominating, which implies that
the independence number of a graph is an upper bound on its domination number. While it
is easy to construct maximal exponentially independent sets that are not exponentially domi-
nating, it might still be true that the exponential independence number of a graph is an upper
bound on its exponential domination number.
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