ABSTRACT
INTRODUCTION
Suppose we observe the output sequence of a stochastic process {zn : n > l}, and that there exists an unknown parameter p such that $cr='=, z; ==+ p, as n -+ co, where '&a" denotes weak convergence.
The natural estimator of the parameter /J is evidently the sample mean, z(n) 3 ;C:,, Zi.
To assess i$ie accuracy of this estimator, typically, a con& dence interval is constructed. For single long run methodology, there are two general approaches to this construction; i.) through consistent estimation of another parameter of the process, which is called the variance parameter, or ii.) through a cancellation method, such as Schruben 's STS (1983) .
Conf?dence intervals constructed via consistent estimation of the variance parameter, were shown in Glynn and Iglehart (1988) , to have asymptotically shorter expected half-width, and smaller half-width variance. Furthermore, if the estimator is known to be strongly consistent (i.e. converging with probability one), then sequential procedures are asymptotically valid; see Chow and Robbins (1965) .
We will discuss here strong consistency for several meth- The assumption made on the process, is that it obeys a strong invariance principle; in Section 2, we discuss that it is a reasonable assumption in a simulation environment. The BM (resp. OBM, spectral, Area) method is taken up in Section 3 (resp. 4, 5, 6). Section 7 is the conclusion.
THE STRONG APPROXIMATION
Let S,, be the partial sum process, i.e. S, = C%r zi, and SO = 0. The strong invariance principle (or also strong approximation) states that the centered partial sum process S, -rap, is close to a Brownian motion, and this with probability one.
Using the tractability of the Brownian motion, one shows Srst the result sought for the Brownian motion, and then, by using the "closeness" from the strong approximation, infer the result for the original process.
From Philip a& Stout (1975) , strong approximation holds for a large class of processes; a brief discussion will be given below. Philip and Stout's conclusion is that for these processes, there exist constants 0 and X such that, S, -np = oB(n) + O(~-S~/*-~) W.P.1, with 0 < (T < co and 0 < X < l/2. The symbol "w.p.1" stands for "with probability one", while "0" denotes the classical big-Oh notation. The condition can be restated; there exist constants of the process 0 and X, such that for almost all sample paths w of the pocess, there exists a constant C(w) such that for all n,
The constant X will depend on the correlation of the process. The "nicer" the process is, in terms of correlation and moments, the closer it is to l/2. If the correlation is high however, it is closer to 0. A lenghty discussion can be found in Damerdji (1987) . Philip and Stout (1975) showed that, under some more restrictions on the process, the strong approximation holds for example for i.) regenerative processes (0 < X < l/4), ii.) stationary (o-mixing (0 < X < l/12), and iii.) Strong mixing (0 < X < l/264).
As mentioned in Glynn and Iglehart (1985) , the regenerative property holds for a large class of processes, and so does strong mixing. See the latter reference for definitions. Note that these two assumptions do not include stationarity.
In light of all this, the strong approximation assumption is then viable in a simulation context. We discussed above that the constant X is ideally closer to l/2 for low correlation processes. However, the bounds on X are very small for these processes. This is due to mathematical difficulties, and we believe the true upper-bounds for X are much closer to l/2 than these. In all the remaining of the paper, we will assume that the strong approximation holds for the stochastic process under study.
BATCH MEANS
Batch Means, as discussed in Glynn and Iglehart (1988) , is a cancellation method. The n observations are divided up into a fixed number k, of batches, of size m, each. The sample mean for each batch j = 0,. . . , k, -1, is computed, i.e.
If the process is well-behaved, then by some central limit theorem, Zi(m,,) will be asymptotically normal for a large batch size. Moreover, these values will also become asymptotically independent.
Here, we will let the number of batches k, grow Let us look at the condition of the theorem. For highly correlated processes, X is closer to 0. For the theorem to be true then, LY must be close to 1, and hence batches ought to be relatively large. On the other hand, for low correlation processes, X is closer to l/2, and hence Q is not so restricted. Therefore, batch size is not crucial to get consistency in the low correlation case.
We discussed above that for regenerative processes, the constant X for which the strong approximation holds, is smaller than l/4. Hence, for X = l/4, the condition of the theorem reduces to (r > l/2. The condition of the theorem suggests then, that in order to get strong consistency when applying BM for a "nice" regenerative stochastic process, one should take a number of batches very small compared to fi. We believe that one should take an even smaller number than that, as we discussed that the true X should be closer to l/2.
To give a flavor of how one uses the strong approximation assumption to carry out the proofs, we need to introduce some notation. Let, and,
The above quantities are the analogs of respectively, 3;j(ma), z(n), and I'*,(n), but for the Brownian motion process. The proof goes in two steps.
i. ) Show that m,Fb,(rz) -+ 1, zu.p.1, as n -+ co.
ii.) Using the strong approximation, show that
This of course implies that m"l?b,,,(n) -f a*, with probability one as the sample size gets larger. These proofs can be found 
In the next section, we generalize the OBM estimator include a large class of window kernels. Strong consistency the OBM estimator will then follow as a special case.
SPECTRAL METHODS
To use a spectral estimator, one must choose a threshold value m ,,, and a function w,(.) called window kernel. It is only approximate, due to some end-effects, aa explained in the OBM case for example, in Meketon and Schmeiser (1984) . Using this characterization, strong consistency of the general spectral estimator can be shown. See Damerdji (1987) for the proof& and for the exact end-effects.
As an example, for the spectral estimator associated with the modified Bartlett window, the condition on the batch size is that a > 1 -2X, and Q < I/2. The first condition forces the batches to be large if the correlation is high, while the second condition tries to keep the batches relatively small, so that the end-effects remain asymptotically negligible. See the latter reference for the general case.
THE AREA ESTIMATOR
By modifying Schruben's area estimator (Schruben, 1983) , AUTHOR'S BIOGRAPHY
