Solvable lattice model for (2+1)D bosonic topological insulator by Horinouchi, Yusuke
Solvable lattice model for (2+1)D bosonic topological insulator
Yusuke Horinouchi1
1RIKEN Center for Emergent Matter Science (CEMS), Wako, Saitama 351-0198, Japan∗
(Dated: February 6, 2020)
We construct an exactly sovable commuting projector Hamiltonian for (2+1)D bosonic topological
insulator which is one of symmetry-protected topological (SPT) phases protected by U(1) and time-
reversal ZT2 symmetry, where the symmetry group is U(1)oZT2 . The model construction is based on
the decorated domain-wall interpretation of the E∞-page of a spectral sequence of a cobordism group
that classifies the SPT phases in question. We demonstrate nontriviality of the model by showing
an emergence of a Kramers doublet when the system is put on a semi-infinite cylinder (−∞, 0]×S1
with an inserted pi-flux. The surface anomaly manifests itself as a non-onsite representation of
the U(1)oZT2 symmetry. Anomaly matching on a boundary is discussed within a simple boundary
theory.
I. INTRODUCTION
The discovery of the electronic Z2 topological insula-
tor [1–5] provides an enormous impetus to the subject
of symmetry-protected topological (SPT) phases, which
have been one of central issues in condensed matter
physics for a decade. The SPT phases are characterized
by a gapped short-range entangled ground state which
cannot be adiabatically deformed to a trivial product
state or an atomic insulator in the presence of a cer-
tain symmetry [6–8]. Consequently, if an SPT phase is
put on a space with a boundary, degenerate boundary
states emerge as long as the symmetry of the bulk is pre-
served. Many examples of SPT phases are discovered
for both bosonic [6–14] and fermionic systems [15–22]
through classification theories.
In this paper, we focus on the bosonic analog of the
electronic Z2 topological insulator in (2+1)-dimensional
spacetime. The bosonic topological insulator or the
bosonic quantum spin-Hall insulator, which is introduced
in Ref. [7], is a (2+1)D bosonic SPT phase protected by
U(1) and the time-reversal ZT2 symmetry, where the sym-
metry group is U(1)oZT2 and the time-reversal operator
squares to 1. For the the electronic Z2 topological in-
sulator in class AII (the class with Pinc˜+ structure, i.e.,
fermionic U(1)oZT2 symmetry), a simple lattice model
is available and various physical systems have shown to
support the phase [1–3, 5, 23, 24]. On the other hand, a
realization of the bosonic counterpart is still elusive even
though bulk topological response and surface anomaly
are extensively studied through the group-cohomology
classification [7, 25], the Chern-Simons K-matrix theory
[26], non-linear sigma models [27, 28], the bordism theory
[29], and a proposal for microscopic realization [30].
In light of this situation, we construct an exactly solv-
able interacting lattice model for the bosonic topological
insulator in the present papar as a starting point toward
realization of the phase. We note that the authors of
Ref. [7] discuss the construction of a lattice model for the
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bosonic topological insulator which is characterized by
the Dijkgraaf-Witten response action classified by the co-
homology group of H3(U(1)oZT2 ;U(1)T ). However, alge-
braic derivation of the 3-cocycle in H3(U(1)oZT2 ;U(1)T ),
which is crucial for construction of a concrete model, is
not explicitly performed in Ref. [7], and furthermore, the
model construction requires the group ring C[U(1)oZT2 ]
as a local Hilbert space for which we do not know cor-
responding physical degrees of freedom. Therefore, we
here take a different strategy which is an extension of the
Dijkgraaf-Witten theory: We employ decorated domain-
wall construction of an SPT phase [31], in which we dec-
orate a codimension-q symmetry-breaking domain wall
with (d-q)-dimensional SPT phases (see Sec. II for de-
tails). As we demonstrate in the subsequent sections,
the method of the decorated domain wall allows us to
construct an exactly solvable lattice model whose phys-
ical degrees of freedom are spins (hardcore bosons). To
show that the constructed model indeed realizes the
bosonic topological insulator phase, we examine a non-
trivial topological response which is predicted in Ref. [25].
Namely, we demonstrate an emergence of a Kramers dou-
blet on a boundary of the bosonic topological insulator,
if the system is put on a semi-infinite cylinder which is
penetrated by a pi-flux of the U(1)-gauge field. We also
explicitly derive a non-onsite representation of U(1)oZT2
symmetry on the boundary, which is a manifestation of
the surface anomaly.
We organize the paper in the following manner: In
Sec. II, we review the concept of the decorated domain-
wall interpretation of cohomology groups that classify the
SPT phases. In particular, we argue that the bosonic
topological insulator can be interpreted as decorated do-
main walls using a spectral-sequence approach to the
cobordism theory. Based on the decorated domain-
wall interpretation of SPT phases, we then construct in
Sec. III a commuting projector Hamiltonian that realizes
the bosonic topological insulator. The uniqueness of the
ground state follows naturally from the structure of the
constructed Hamiltonian. A idea behind the model con-
struction is discussed by using a toy model. In Sec. IV,
we show that the constructed lattice model indeed real-
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2izes the bosonic topological insulator by demonstrating
a non-trivial topological response of the model. We put
the constructed lattice model on a semi-infinite cylinder
with an inserted pi-flux, and show that the boundary of
the cylinder supports a Kramers doublet. We also argue
that the boundary of the semi-infinite cylinder exhibits
a ’t Hooft anomaly which manifests itself as a non-onsite
representation of the U(1)oZT2 symmetry. In Sec. V, we
discuss ’t Hooft anomaly matching of the model. Within
a simple surface theory, we show that the ground state
is either gapless or breaks time-reversal symmetry, which
indeed matches the anomaly of the U(1)oZT2 symmetry.
II. DECORATED DOMAIN WALL
INTERPRETATION
Our model construction is based on a physical dec-
orated domain-wall interpretation of the cohomology
group that classifies the SPT phases in question. In
this section, we first briefly review the concept of dec-
orated domain-wall construction with a simple example
of (1+1)D SPT with Z2×Z2 symmetry, i.e. the Haldane
phase. We then apply the scheme to the (2+1)D bosonic
topological insulator protected by U(1)oZT2 symmetry.
A. Warm up: (1+1)D SPT phase with Z2 × Z2
symmetry
We first consider the (1+1)D SPT phase with Z2×Z2
symmetry, which is classified by the cohomology group
H2(ZL2 × ZR2 ; U(1)) ' H1
(
ZL2 ;H1(ZR2 ; U(1))
)
(' Z2),
(1)
whose generator is the nontrivial SPT phase known as the
Haldane phase protected by the dihedral symmetry. Here
the labels L and R are introduced formally to distinguish
the two Z2 symmetries. A physical interpretation of the
cohomology group H1
(
ZL2 ;H1(ZR2 ; U(1))
)
on the right-
hand side of Eq. (1) is given in Ref. [31], which we review
in the following, where the generator of the cohomology
group H1
(
ZL2 ;H1(ZR2 ; U(1))
)
is directly related to the
wave function of the Haldane phase.
Recall first that the coefficient H1(ZR2 ; U(1)) in Eq. (1)
classifies the (0+1)D SPT phases protected by ZR2 sym-
metry. Namely, the two elements of H1(ZR2 ; U(1)) '
Z2 represent the trivial and non-trivial ZR2 -SPT phases
which are the charges 0CR and 1CR of the ZR2 symmetry,
respectively. We thus obtain
H1(ZR2 ; U(1)) ' Z2 ' {|0CR〉 , |1CR〉}, (2)
where the label CR refers to the charge of the ZR2 symme-
try. Then, according to the standard algebraic definition
of group cohomology, the generator of the cohomology
group H1
(
ZL2 ;H1(ZR2 ; U(1))
)
is the following homoge-
neous cocycle:
ω : ZL2 × ZL2 → H1(ZR2 ; U(1)) ' {|0CR〉 , |1CR〉}, (3)
ω(g0, g1) =
{ |1CR〉 if (g0,g1)=(1,0) or (0,1),
|0CR〉 if (g0,g1)=(0,0) or (1,1). (4)
To clarify the relation between the cocycle ω and the
SPT wave function of the Haldane phase, let us consider
a spin-1/2 chain, where we identify the eigenvalues 1 and
−1 of the Pauli matrix σz with the two elements 0 and 1
of the symmetry group ZL2 , respectively. Then the cocyle
Eq. (3) can be regarded as a function which maps nearby
two spins to ZR2 charges. Consequently, Eq. (4) signifies
that the ZR2 -charge |1CR〉 (|0CR〉) is assigned to a bond
of the spin chain if the two edges of the bond is occupied
with spins in the opposite (the same) direction. In short,
the nontrivial cocycle ω signifies that a nontrivial ZR2 -
charge |1CR〉 is decorated to each spin-domain wall. By
taking an equal-weight superposition of the domain-wall
configuration, we finally obtain the ZL2 × ZR2 -symmetric
SPT wave function.
An exactly solvable lattice model which realizes the
above decorated domain-wall wave function is the well-
known cluster Hamiltonian:
H = −
∑
j
Pj −
∑
j
Qj , (5)
Pj :=
1
2
(1 + σzj τ
x
j+1/2σ
z
j+1), (6)
Qj :=
1
2
(1 + τzj−1/2σ
x
j τ
z
j+1/2), (7)
where σ and τ are Pauli matrices which are defined
on vertices and links, respectively. The generators of
ZL2 ×ZR2 symmetry are given by the operators
∏
j σ
x
j and∏
j τ
x
j+1/2. In the lattice model, all terms {Pj , Qj}j are
projection operators satisfying P 2j = Pj and Q
2
j = Qj
and commute with one another. Therefore, every state
in the entire Hilbert space is labeled uniquely by eigen-
values of the mutually-commuting projection operators
{Pj , Qj}j and, in particular, the state on which the op-
erators {Pj , Qj}j take the value of 1 is the unique gapped
ground state |GS〉:
|GS〉 =
(∏
j Qj
)
|· · · →↑→↑ · · ·〉 (8)
=
(∏
j
1
2 (1 + τ
z
j−1/2σ
x
j τ
z
j+1/2)
)
|· · · →↑→↑ · · ·〉 , (9)
where |· · · →↑→↑ · · ·〉 represents the state with τxj+1/2 =
1 and σzj = 1 for all j. Due to the relation Q
2
j = Qj , we
can easily see that the right-hand side of Eq. (8) is the
eigenvector of the operators {Pj , Qj}j with the eigenval-
ues of 1.
The right-hand side of Eq. (9) directly leads to the
decorated domain-wall interpretation. We first note that
|→〉j+1/2 (|←〉j+1/2) is the trivial (nontrivial) (0+1)D
SPT phase protected by ZR2 symmetry which is gener-
ated by
∏
j τ
x
j+1/2. Therefore, when acted on the state
|· · · →↑→↑ · · ·〉, the second term τzj−1/2σxj τzj+1/2 of the
operator Qj flips the spin σ
z
j and decorates nearby bonds
j − 1/2 and j + 1/2 with the nontrivial (0+1)D SPT
3phases |←〉j−1/2 and |←〉j+1/2. The action of Qj ∝
1 + τzj−1/2σ
x
j τ
z
j+1/2 on the state thus creates a superposi-
tion of absence and presence of the spin domain at site j
with properly decorated ZR2 -SPT phases. Therefore, we
can conclude that the product
∏
iQi in Eq. (9) produces
an equal-weight superposition of all possible domain-wall
configuration where the domain walls are decorated with
the nontrivial (0+1)D ZR2 -SPT phases.
We note that Ref. [32] clarifies the relation between the
cluster Hamiltonian and the Haldane phase of the spin-1
chain.
B. Bosonic topological insulator as decorated
domain walls
Similarly to the (1+1)D Z2×Z2 SPT phase, we can un-
derstand the (2+1)D bosonic topological insulator, which
is an SPT phase protected by U(1)oZT2 symmetry, within
the decorated domain-wall interpretation. According to
the cobordism classification performed in Appendix A,
the bosonic topological insulator is identified with the
generator of the cohomology group of
H2(ZT2 ;H2(U(1);Z)) ' Z2, (10)
which agrees with the previously obtained classifica-
tion [7, 25, 29]. On the left-hand side, the coefficient
H2(U(1);Z) ' Z is nothing but the (0+1)D SPT pro-
tected by the U(1) symmetry, i.e., the U(1) charge
parametrized by an integer. According to a standard
algebraic definition of group cohomology, the generator
ν ∈ H2(ZT2 ;H2(U(1);Z)) is represented by the following
homogeneous cocycle:
ν : ZT2 × ZT2 × ZT2 → H2(U(1);Z) ' Z, (11)
ν(g0, g1, g2) =
{ |1C〉 if (g0,g1,g2)=(1,0,1) or (0,1,0),
|0C〉 otherwise,
(12)
where we introduce the label C to denote the U(1) charge,
i.e., 1C refers to the U(1) charge of +1.
Similarly to Sec. II A, the homogeneous cocycle ν can
be interpreted as decorated domain walls (or more pre-
cisely decorated ‘defects’). To see this, let us consider
a triangle on which ZT2 -values are assigned to the three
vertices which are labeled by the numbers i =0, 1 and
2. Then the map ν is graphically represented as the left
figure in Fig. 1, where the three ZT2 -values (g0, g1, g2)
assigned to vertices map to |nC〉 = ν(g0, g1, g2) at the
center of the triangle. On each vertex i ∈ {0, 1, 2}, we
then identify the two elements 0 and 1 of ZT2 with the
eigenvalues 1 and −1 of the Pauli matrix σzi as depicted
in the right figure of Fig. 1. Then the cocycle ν satisfying
Eq. (12) signifies that the center of the triangle should be
decorated with a nontrivial U(1)-charge |1C〉 if and only
if the spin configuration is (σz0 , σ
z
1 , σ
z
2) = (1,−1, 1) or
(−1, 1,−1). Similarly to Sec. II A, we can finally obtain
𝜈 𝑔#, 𝑔%, 𝑔& = |𝑛*⟩↑ 	or	 ↓↑ 	or	 ↓
↑ 	or	 ↓
𝜈 𝑔#, 𝑔%, 𝑔& = |𝑛*⟩𝑔&𝑔#
𝑔%
0
1
2 0 1 2
Figure 1. Graphical representation of the cocycle ν ∈
H2(ZT2 ;H2(U(1);Z)), which maps three ZT2 values {g0, g1, g2}
to a U(1) charge parametrized by an integer nC . As discussed
in the main text, we identify the ZT2 values on vertices with
the physical degrees of freedom of spin-up and -down states
{|↑〉 , |↓〉}.
the SPT wave function by taking a superposition of all
possible spin configuration with appropriately decorated
U(1) charges.
III. LATTICE MODEL FOR BOSONIC
TOPOLOGICAL INSULATOR
To construct an SPT phase from the cocycle in
Eq. (12), we consider the triangular lattice depicted in
Fig. 2. On the lattice, a hardcore boson α with U(1)
charge +1 is assigned to each up-pointing triangle and
a hardcore boson β with U(1) charge −1 is assigned to
each down-pointing triangle. For each vertex, we assign
a pseudo spin-1/2 σ. Here, σ represents the Pauli matri-
ces and α and β are annihilation operators of hardcore
bosons satisfying
{σx, σz} = 0, (13)
(σx)2 = (σz)2 = 1, (14)
{α, α†} = {β, β†} = 1, (15)
α2 = (α†)2 = β2 = (β†)2 = 0, (16)
[αi, α
†
j ] = [βi, β
†
j ] = [αi, αj ] = [βi, βj ] = 0 if i 6= j, (17)
where we note that a hardcore boson satisfies the
fermionic anti-commutation relation on a single site.
1. Symmetry
As the U(1)oZT2 symmetry protecting the bosonic
topological-insulator phase, we consider
U(θ) = exp
iθ
 ∑
up-pointing
triangles
α†α−
∑
down-pointing
triangles
β†β

 ,
(18)
T =
( ∏
vertices
σx
)
K, (19)
4where θ ∈ R/2piZ and the anti-unitary operator K is the
complex conjugation. We note that the minus sign in
front of
∑
β†β signifies that the hardcore boson β has
the U(1) charge of −1. It is straightforward to see that
the time-reversal operator T squares to 1 and that the
symmetry group is U(1)oZT2 , i.e., TU(θ) = U(−θ)T .
2. SPT wave function
According to the decorated domain-wall interpretation
of the bosonic topological insulator discussed in Sec. II B,
the SPT wave function on the triangular lattice can be
represented formally as
|SPT〉
=
∑
spin
configuration
∏
up-pointing
triangles ∆
ν(g0, g1, g2)
×
∏
down-pointing
triangles∇
[−ν(g′0, g′1, g′2)] |spins〉 , (20)
which signifies that the SPT wave function is an equal-
weight superposition of all possible spin configurations
|spins〉 with appropriately decorated U(1) charges ν in
accord with Eq. (12). We note that a down-pointing
triangle is decorated with U(1) charge −ν with an addi-
tional minus sign. The minus sign assigned to the triangle
with a reversed orientation is necessary so that the resul-
tant wave function is U(1) symmetric. The same minus
sign is needed for the Dijkgraaf-Witten theory developed
in Ref. [7].
3. Lattice model
What we have to do next is to construct a lattice
Hamiltonian whose ground state is given by Eq. (20).
We first explicitly write down the Hamiltonian on the
triangular lattice in Fig. 2:
H = −
∑
up-pointing
triangles ∆
P∆ −
∑
down-pointing
triangles∇
P∇ −
∑
vertices i
Vi,
(21)
where the operators P∆, P∇ and Vi are defined in Fig. 3.
The operators are written down as
P∆ :=
1− σz0σz1
2
1− σz1σz2
2
(
α†α− αα†)+ αα†, (22)
P∇ :=
1− σz0σz1
2
1− σz1σz2
2
(
β†β − ββ†)+ ββ†, (23)
Vi :=
(
1
2
+
σxi
2
LaLbLcLdLeLf
)
P a∇P
b
∆P
c
∇P
d
∆P
e
∇P
f
∆,
(24)
where the subscripts {0, 1, 2} in Eqs. (22) and (23) la-
bel the vertices of each triangle, or equivalently, refer to
Hard-core boson 𝛼 w/ U(1) charge +1
Hard-core boson 𝛽 w/ U(1) charge -1
Pseudo spin ½ 𝜎
0
1
2
0 2
1
Branching structure
Figure 2. The lattice on which we construct the bosonic
topological-insulator phase. A hardcore boson α with U(1)
charge +1 is assigned to each up-pointing triangle. For a
down-pointing triangle, we assign a hardcore boson β with
U(1) charge −1. For a vertex, we assign a pseudo spin-1/2 σ.
As noted in the main text, U(1) charge −1 is necessary so that
we construct a U(1)-symmetric SPT wave function. A spin
σ is called a ‘pseudo’ spin since we consider the time-reversal
operator T which does not flip σx. The right figure specifies
the labels 0, 1 and 2 assigned to the vertices of a triangle,
i.e., the branching structure in other words. The branching
structure is also represented by the arrows on the edges of a
triangle.
the branching structure. The subscripts {a, b, c, d, e, f} in
Eq. (24) label the six faces (triangles) sharing the vertex
i. Operators L are defined as
La =
1 + σz(a0)σ
z
(a2)
2
(
βa + β
†
a
)
+
1− σz(a0)σz(a2)
2
, (25)
Lb =
1− σz(b0)σz(b1)
2
(
αb + α
†
b
)
+
1 + σz(b0)σ
z
(b1)
2
, (26)
Lc =
1− σz(c0)σz(c1)
2
(
βc + β
†
c
)
+
1 + σz(c0)σ
z
(c1)
2
, (27)
Ld =
1 + σz(d0)σ
z
(d2)
2
(
αd + α
†
d
)
+
1− σz(d0)σz(d2)
2
, (28)
Le =
1− σz(e1)σz(e2)
2
(
βe + β
†
e
)
+
1 + σz(e1)σ
z
(e2)
2
, (29)
Lf =
1− σz(f1)σz(f2)
2
(
αf + α
†
f
)
+
1 + σz(f1)σ
z
(f2)
2
. (30)
Since the model is a bit complicated, let us first clarify
the role of the operators P∆, P∇ and Vi by considering a
toy model which is simple but shares an essential feature
with the Hamiltonian Eq. (21). As the toy model, we con-
sider a four-dimensional Hilbert space whose orthonor-
mal basis is given by {|0〉 , |1〉 , |2〉 , |3〉}. Here, the states
{|0〉 , |1〉} simulate spin configurations with appropriately
decorated U(1) charges on the lattice in Fig. 2 and the
states {|2〉 , |3〉} simulate the other states. Now, what we
would like to do is to have a Hamiltonian whose unique
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Figure 3. The operators appearing in the Hamiltonian
Eq. (21). The operator P∆(P∇) is defined for each up(down)-
pointing triangle, and the operator Vi is defined for each ver-
tex. The operational meaning of these operators are presented
in the main text. The operators are presented in Eqs. (22)-
(30).
ground state is given by an equal-weight superposition of
|0〉 and |1〉, which simulates the SPT wave function on
the lattice in Fig. 2. The states {|2〉 , |3〉}, which simulate
the inappropriately decorated domain walls, should not
be included in the ground state-wave function. For this
purpose, we consider the following Hamiltonian h:
h = − (|0〉+ |1〉) (〈0|+ 〈1|) , (31)
which indeed has a unique ground state of |0〉+ |1〉. An
important observation is that the Hamiltonian h can be
divided in two parts:
h = − (|0〉 〈0|+ |1〉 〈1|)− (|1〉 〈0|+ |0〉 〈1|) , (32)
where the first part |0〉 〈0|+|1〉 〈1| is a projection operator
to the sub-Hilbert space consisting only of |0〉 and |1〉, i.e.,
the appropriately decorated domain walls. The second
part |1〉 〈0|+ |0〉 〈1| causes a transition between different
decorated domain walls. In the original Hamiltonian in
Eq. (21), the operators P∆ and P∇ play the role of the
projection |0〉 〈0|+ |1〉 〈1|, and the operator Vi plays the
role of the transition |1〉 〈0| + |0〉 〈1|. In this way, the
Hamiltonian H is constructed so that the ground state of
H is an equal-weight superposition of spin configurations
with properly decorated U(1) charges.
Going back to the original Hamiltonian H in Eq. (21),
let us elaborate more on the physical meaning of the op-
erators {P∆, P∇, Vi}∆,∇,i. The projection operators P∆
and P∇ in Eqs. (22) and (23) are rewritten as
P∆ =
1− σz0σz1
2
1− σz1σz2
2
α†α
+
(
1− 1− σ
z
0σ
z
1
2
1− σz1σz2
2
)
αα†, (33)
P∆ =
1− σz0σz1
2
1− σz1σz2
2
β†β
+
(
1− 1− σ
z
0σ
z
1
2
1− σz1σz2
2
)
ββ†, (34)
which clarify the operational meaning of P∆ and P∇. If
σz0 = −σz1 and σz1 = −σz2 , the operator P∆ (P∇) reduces
to α†α (β†β) that projects the hardcore boson α (β) to
the state where the particle number equals 1. For the
other spin configurations, P∆ (P∇) reduces to αα† (ββ†)
that projects the hardcore boson α (β) to the state where
the particle number equals 0. In short, P∆ and P∇ are the
projection onto the states satisfying Eq. (12). Concerning
the operator Vi in Eq. (24), the term σ
x
i L
aLbLcLdLeLf
flips the spin at the vertex i and deforms the configu-
ration of U(1) charges surrounding the vertex i so that
the resultant configuration of U(1) charges correctly dec-
orate the spin configuration in accord with Eq. (12). For
example, when σz(a0) = σ
z
(a2), the operator L
a reduces to
βa + β
†
a which flips the presence and the absence of the
hardcore boson βa at the center of the triangle a, and
when σz(a0) = −σz(a2), the operator La reduces to 1 which
does not alter the configuration of βa. The role of the
term P a∇P
b
∆P
c
∇P
d
∆P
e
∇P
f
∆ in Eq. (24) is more subtle: The
term guarantees that the operator Vi is U(1) symmetric.
Namely, the term P a∇P
b
∆P
c
∇P
d
∆P
e
∇P
f
∆ in the operator Vi
recovers the U(1) symmetry, which is apparently broken
by the terms such as βa + β
†
a in L
a.
4. Uniqueness of the ground state
We finally discuss that the Hamiltonian H in Eq. (21)
has a unique gapped ground state. The uniqueness of the
ground state can be checked in the following manner:
1. Firstly, we can straightforwardly check that the op-
erators {P∆, P∇, Vi}∆,∇,i are mutually commuting
projection operators satisfying P 2∆ = P∆, P
2
∇ = P∇
and V 2i = Vi. Namely, there is a basis that diago-
nalizes the operators P∆, P∇ and Vi for all ∆, ∇
and i, and each eigenvalue of the operators is either
0 or 1.
2. Secondly, we can see that the number of the ba-
sis vectors equals to that of possible eigenvalues of
the operators {P∆, P∇, Vi}∆,∇,i due to the follow-
ing three equations:
(the number of bosons α)=(the number of P∆),
(the number of bosons β)=(the number of P∇),
(the number of spins σ)=(the number of Vi).
60 1 2 3 𝐿 − 1 𝐿(= 0)0 1 2 𝐿 − 1
0 1 2 𝐿 − 1
Figure 4. The semi-infinite cylinder on which we discuss the
topological response and the surface anomaly. The yellow-
colored curve is the boundary of the cylinder. Here L refers
to the system size of the boundary.
It then follows that each basis vector is uniquely labeled
by the eigenvalues of the operators {P∆, P∇, Vi}∆,∇,i
and, in particular, the unique ground state is the state in
which all the opeartors {P∆, P∇, Vi}∆,∇,i take the eigen-
value 1. The excitation gap above the ground state is
exactly 1 regardless of the system size since one of the
operators in {P∆, P∇, Vi}∆,∇,i takes on the value of 0 for
the first excited state.
IV. SURFACE ANOMALY AND TOPOLOGICAL
RESPONSE
In the last section, we construct a commuting-
projector Hamiltonian from the decorated domain-wall
interpretation of SPT phases. In this section, we argue
that the constructed model indeed realizes the bosonic
topological insulator. For this purpose, we consider the
lattice model put on a semi-infinite cylinder as depicted
in Fig. 4. According to Ref. [25], a Kramers doublet
emerges on the boundary of the cylinder if a pi-flux of
the U(1) gauge field is inserted to the cylinder [33]. We
thus examine the topological response within our lattice
model.
1. Surface degrees of freedom
For a later purpose, we first introduce ‘dressed’ spin
operators on the boundary of the semi-infinite cylinder
depicted in Fig. 4. Compared with the original boundary-
less model, the Hamiltonian H in Eq. (21) put on the
semi-infinite cylinder lacks the vertex terms Vi on the
boundary, since three triangles surrounding the vertex i
are absent. Therefore, the Hamiltonian H on the semi-
infinite cylinder exhibits 2L-fold degenerate ground states
which were originally labeled by the 2L eigenvalues of the
defunct vertex operators on the boundary. To label these
2L-fold degenerate ground states, we introduce dressed
spin operators τ depicted in Fig. 5, which are written
down as
τxj := σ
x
j L
aLbLfP a∇P
b
∆P
f
∆, (35)
τzj := σ
z
j , (36)
Face 𝑎𝑏 𝑓
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Figure 5. The dressed spin operator defined on the boundary
of the semi-infinite cylinder. Here j = 0, 1, · · · , L − 1 labels
the vertices on the boundary as in Fig. 4. The operators L
and P are defined in Eqs. (22)-(30) or in Fig. 3.
where the operators L and P are defined in Eqs. (22)-
(30) and the subscripts {a, b, f} label the faces (triangles)
sharing the vertex j. The operators τxj and τ
z
j indeed
represent a spin since they satisfy the algebra of the Pauli
matrices: {
τxj , τ
z
j
}
= 0, (37)(
τxj
)2
=
(
τzj
)2
= 1, (38)
where we note that
(
τxj
)2
= P a∇P
b
∆P
f
∆ = 1 holds since
we now focus on the 2L-fold degenerate ground states on
which P a∇ = P
b
∆ = P
f
∆ = 1. Other important proper-
ties of the dressed spin operators are that they commute
with the bulk Hamiltonian and that they are mutually
commuting for different vertices:[
τxj , H
]
=
[
τzj , H
]
= 0, (39)[
τxj , τ
x
l
]
=
[
τzj , τ
z
l
]
=
[
τxj , τ
z
l
]
= 0 if j 6= l. (40)
Therefore, the 2L-fold ground states are labeled uniquely
by the eigenvalues of
{
τzj
}
j
and τxj flips the eigenvalue of
τzj without going outside the 2
L-fold degenerate ground
states.
2. Anomalous representation of symmetry
Based on the effective boundary degrees of freedom τ ,
we deduce the representation of the U(1)oZT2 symmetry
on the boundary. For this purpose, we first consider the
action on τ of the symmetry generators T and U(θ) which
are defined in Eqs. (18) and (19):
Tτzj T
−1 = −τzj , (41)
Tτxj T
−1 = τxj , (42)
U(θ)τzj U(−θ) = τzj , (43)
U(θ)τxj U(−θ) = τxj exp
[
−iθ
2
(
τzj−1τ
z
j + τ
z
j τ
z
j+1
)]
, (44)
which can be obtained straightforwardly from Eqs. (35),
(36), (18) and (19). From these equations, we can deduce
that the operators T and U(θ) on the boundary can be
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Figure 6. The effect of the twisted boundary condition
Eqs. (47) and (48). While the periodic boundary condition
imposes α−1 = αL−1, the twisted boundary condition im-
poses α−1 = αL−1eipi. Consequently, αL−1 inside τ0x be-
comes αL−1 → αL−1eipi under the twisted boundary condi-
tion. Here, the spin degrees of freedom at the top-left vertex,
which appears in Eq. (49), is represented by the Pauli matrix
τR.
represented effectively as
T =
∏
j
τxj
K, (45)
U(θ) = exp
−iθ
2
∑
j
1− τzj τzj+1
2
 , (46)
up to a phase factor. It is interesting to note that the
representation Eq. (46) has a suggestive physical inter-
pretation. Since the factor
∑
j
1−τzj τzj+1
2 in U(θ) counts
the number NDW of the spin-domain walls, U(θ) is repre-
sented as e−i
θ
2NDW , where due to the factor − 12 in the ex-
ponent, each spin-domain wall has a fractionalized U(1)
charge of − 12 .
Anomaly of the symmetry representation can be seen
from the non-onsite nature of the operator U(θ) in
Eq. (46), i.e., U(θ) cannot be represented as a product of
operators each of which is defined on a single site. The
non-onsite nature prevents the U(1) symmetry on the
boundary to be gauged [7], since a conventional gauging
process requires an insertion of gauge fields on links be-
tween local degrees of freedom. Such an obstruction to
gauging a symmetry is the manifestation of the ’t Hooft
anomaly [34].
3. Topological response
We finally examine the effect of pi-flux insertion to the
semi-infinite cylinder. On the lattice in Fig. 4, the pi-
flux insertion can be implemented as a twisted boundary
condition along the tangential direction of the cylinder.
Since the U(1) gauge field couple only to the hardcore
bosons α and β (Eq. (18) consists of the hardcore bosons),
the twisted boundary condition can be represented as
αj+L = U(pi)αjU(−pi) = αj · e−ipi, (47)
βj+L = U(pi)βjU(−pi) = βj · eipi, (48)
where the subscripts j runs from 0 to L− 1 as in Fig. 4.
On the boundary of the cylinder, the twisted boundary
condition affects the effective surface degree of freedom
τx0 introduced in Eq. (35) which include α−1 in itself.
As summarized in Fig. 6, hardcore boson αL−1 included
in τx0 is twisted by the pi-flux, i.e., αL−1 → αL−1eipi.
Consequently, τx0 becomes
τx0 −−−−→
pi-flux
τ˜x0 =
(
τzL−1τ
z
R
)
τx0 , (49)
where τzR is the Pauli-z matrix of a reference spin inside
the bulk as depicted in Fig. 6.
Now we are ready to show the emergence of the
Kramers doublet under the twisted boundary condition.
Due to Eq. (49), the time reversal operator T introduced
in Eq. (45) becomes
T =
L−1∏
j=0
τxj
K
−−−−→
pi-flux
Ttwist = τ˜
x
0
L−1∏
j=1
τxj
K = (τzL−1τzR)T. (50)
While the original time-reversal operator T squares to 1,
the twisted time-reversal operator Ttwist squares to −1,
since on the right-hand side of Eq. (50), τxL−1 included
in T and τzL−1 anti-commute with each other. The equa-
tion T 2twist = −1 signifies that the pi-flux insertion to the
semi-infinite cylinder produces a Kramers doublet on the
boundary of the cylinder, which is the desired topological
response of the bosonic topological insulator.
V. SURFACE THEORY
Finally, we discuss the anomaly matching of a surface
theory which preserves the U(1)oZT2 symmetry. The ’t
Hooft anomaly matching of the U(1)oZT2 symmetry in-
dicates that the ground states of a surface Hamiltonian
Hb are either gapless or breaking U(1)oZT2 symmetry, as
long asHb commutes with the symmetry generators given
in Eqs. (45) and (46); however, we can not give a proof of
the general statement so far. Therefore, we here discuss
the anomaly matching in a more limited situation: As
a surface theory, we consider a translationally invariant
3-local Hamiltonian Hb which consists only of the terms
containing nearby three spins. A possible Hamiltonian is
given by
Hb =
∑
j
(
τxj − τzj−1τxj τzj+1
)− h∑
j
τzj τ
z
j+1. (51)
It is worth noting that the model is mapped to the
XX-chain with a uniform magnetic field by the Kramers-
Wannier transformation [35] in the thermodynamic limit.
It is then natural to consider that the model can be solved
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Figure 7. Phase diagram of the Hamiltonian Hb in Eq. (51).
Time reversal-symmetry breaking phases, which support 2-
fold degenerate ground states, emerge when h > 2 and h <
−2. A gapless phase emerges when −2 ≤ h ≤ 2.
analytically by means of the following Jordan-Wigner
transformation:
γj :=
(
j−1∏
l=0
τxl
)
τyj , (52)
ηj :=
(
j−1∏
l=0
τxl
)
τzj , (53)
where γj and ηj are Majorana fermion operators. Then
the Hamiltonian Hb in Eq. (51) becomes
Hb = −i
L−1∑
j=0
(γjηj + γjηj+2 + hγjηj+1) , (54)
where we impose γj+L = −γj and ηj+L = −ηj for
the Hilbert space with even fermion parity and impose
γj+L = γj and ηj+L = ηj for the Hilbert space with
odd fermion parity. Since Hb is now the model of a
free fermion, Hb can be diagonalized analytically and
we obtain the ground-state phase diagram as depicted in
Fig. 7. In the phase diagram, time reversal-symmetry-
breaking ferromagnetic and anti-ferromagnetic phases
emerge when h > 2 and h < −2, respectively, where
the ground-state energy is given by −|h|L. Here the fer-
romagnetic phase refers to the states in which the mag-
netization
∑
j τ
z
j takes on a nonzero value, and the anti-
ferromagnetic phase refers to the states in which the Neel
order parameter
∑
j(−1)jτzj takes on a nonzero value.
The parameter region of −2 ≤ h ≤ 2 supports a gap-
less phase where the dispersion relation of one-particle
excitation is given by k = 2 |2 cos k + h|, in which k rep-
resents the momentum variable. Since the ground states
are either gapless or break time-reversal symmetry, we
can conclude that the Hamiltonian Hb indeed matches
the ’t Hooft anomaly.
For a more generic Hamiltonian, we perform a numer-
ical simulation; see Appendix B.
VI. SUMMARY AND DISCUSSION
In the present paper, we construct an exactly solvable
lattice model for the (2+1)D bosonic topological insula-
tor which is an SPT phase protected by U(1)oZT2 symme-
try. The discussion in the main text is summarized in the
following. We first calculate the cobordism group that
classifies the SPT phases protected by U(1)oZT2 symme-
try by means of spectral sequence in algebraic topology.
We then physically interpret the E∞-page of the spectral
sequence as the decorated domain walls and construct
the wave function of the bosonic topological insulator.
An analysis of a toy model then enables us to construct
an exactly solvable lattice model that realizes the dec-
orated domain-wall wave function as the ground state.
The topological non-triviality of the constructed model is
then demonstrated by examining a topological response,
which refers to an emergence of a Kramers doublet when
the system is put on a semi-infinite cylinder penetrated
by a pi-flux. The surface anomaly of the U(1)oZT2 sym-
metry is shown by a non-onsite representation of the sym-
metry operators on a surface and the anomaly matching
is discussed within a simple surface theory.
Our results may offer a numerical tool in searching for
a system that realizes the bosonic topological insulator
phase. Since we construct the SPT-wave function of the
bosonic topological insulator on the lattice in Fig. 2, it is
possible to measure numerically the overlap between the
SPT-wave function and a numerically obtained ground-
state wave function for another Hamiltonian on the lat-
tice. By measuring the overlap, we may judge whether
the bosonic topological insulator phase is realized or not
as a ground state of a given Hamiltonian.
A similar construction of exactly solvable lattice mod-
els may be possible for other SPT phases in which time-
reversal defects are decorated with SPT phases in a lower
dimension. For example, the (3+1)D bosonic topologi-
cal insulator and the electric Z2 topological insulator in
class AII are candidates of this construction, which may
be addressed in a future publication.
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Appendix A: Classification of U(1)oZT2 SPT phases
Here we classify the SPT phases protected by U(1)oZT2
symmetry. For the classification, we employ the An-
derson dual DΩdOnU(1) of the bordism groups with
O(d)nU(1) structure [36]. A spectral sequence that con-
verges to the cohomology group is [37]
DΩdOnU(1) ⇐ Ep,q2 = Hp(S∞ ×Z2 CP∞;DΩqSO(pt)T ),
(A1)
where DΩqSO(pt)T
is the Anderson dual of the oriented
bordism group on which ZT2 acts nontrivially. Here S∞
9denotes the infinite sphere and CP∞ is the infinite union
of the complex projective spaces. The space S∞ ×Z2
CP∞ is the classifying space of U(1)oZT2 where on S∞
and CP∞, ZT2 acts as the antipodal map and complex
conjugation, respectively. As long as we are interested in
the (2+1)D system, we have only to consider the case of
q = 0, since the oriented cobordism groups DΩdSO = 0
for d = 1, 2, 3. We thus employ the following Leray-Serre
spectral sequence:
Hd
(
S∞ ×Z2 CP∞;DΩ0SO(pt)T
)
⇐ Ep,q2 = Hp
(
RP∞;Hq(CP∞;Z)
Tq
⊗Z DΩ0SO(pt)T
)
,
(A2)
where Tq means that ZT2 acts on Hq(CP∞;Z) nontriv-
ially (trivially) when q = 2 (q = 0, 4): The complex con-
jugation changes (preserves) the orientation when q = 2
(q = 0, 4). We summarize the E2 page in Table I. By com-
paring the obtained E2 page and the results in Ref. [38],
we can see that the E2 page survives up to the E∞-page.
We thus obtain
DΩ4OnU(1) ' H2(RP∞;H2(CP∞;Z)), (A3)
which agrees with Refs. [29, 38]. Due to the relations
RP∞ = BZ2 and CP∞ = BU(1), we finally obtain
DΩ4OnU(1) ' H2(Z2;H2(U(1);Z)). (A4)
As a consequence, the bosonic (2+1)D topological insu-
lator can be constructed by decorating a codimension-2
defect with a U(1) charge. We note that the bosonic
(3+1)D topological insulator can be constructed by dec-
orating a codimension-1 domain wall with a bosonic in-
teger quantum Hall system.
Appendix B: Anomaly matching in a more generic
Hamiltonian
This appendix complements the discussion in Sec. V.
In particular, we discuss the surface-anomaly matching
of a more generic translationally invariant 3-local Hamil-
tonian given by
Hb =
∑
j
(
τxj − τzj−1τxj τzj+1
)− h∑
j
τzj τ
z
j+1 +D
∑
j
τzj τ
z
j+2.
(B1)
5 0 0 0 0 0 0 0
4 0 Z2 0 Z2 0 Z2 0
3 0 0 0 0 0 0 0
2 Z 0 Z2 0 Z2 0 Z2
1 0 0 0 0 0 0 0
0 0 Z2 0 Z2 0 Z2 0
q
p
0 1 2 3 4 5 6
Table I. The E2 page of the Leray-Serre spectral sequence
Eq. (A2). p+ q corresponds to d.
For the Hamiltonian, we numerically calculate the energy
gap above a ground state, which is expected to be 0 in
the thermodynamic limit due to the anomaly. For the
purpose, we employ the density matrix-renormalization
group (DMRG) method which are performed using the
ITensor library [39]. We should note that the obtained
results do not convincingly show that the energy gap be-
comes 0 in the thermodynamic limit. However, we explic-
itly present the results in this appendix since the results
are suggestive enough.
Before we present the results, we here summarize the
details of the parameters used in the DMRG calculation.
For a fixed system size L and the parameters h and D of
the Hamiltonian, we calculate the energies of the ground
and the first excited states, where the number of sweeps
is 50, the maximum truncation error is 10−10 and the
bond dimension is at most 1200. To perform the DMRG
calculation under the periodic boundary condition, we
employ the prescription of mapping a periodic spin chain
to an open spin ladder: Site i is re-labeled as 2i+1 when
i ≤ L/2 and is re-labeled as 2(L− i− 1) when i > L/2.
With these setup, we obtain Fig. 8(a), where the en-
ergy gap is plotted against the parameters h and D of the
Hamiltonian in Eq. (B1) for an increasing system size L.
We can see a large plateau in the region of D . 0, where
2-fold degenerate ground states emerge. In this region,
the ground states spontaneously break the time-reversal
symmetry and exhibit the Neel order when h < 0 and
exhibit the ferromagnetic order when h > 0 as depicted
in Fig. 8(b). In the region of D & 0, we see a finite en-
ergy gap above a ground state which tends to decrease as
the system size L grows up; however, we could not per-
form a well-controlled extrapolation of the energy gap to
the thermodynamic limit in this parameter region. To
see this, we explicitly show in Fig. 9 the extrapolation of
the energy gap. As we can see, except for some points,
the energy gap is proportional to the inverse system size
1/L, which is expected for the gapless phase. The red line
shows the extrapolation without the exceptional points
and the extrapolation leads to the energy gap less than
10−2 in the thermodynamic limit. The result seems to
suggest that the system supports the gapless phase but
we can not reach the conclusion since we are not aware
of the origin of the exceptional points.
In summary, we obtain the result which suggests that
the energy gap in the thermodynamic limit is likely to be
0, but there appear some exceptional points obstructing
the extrapolation of the energy gap to the thermody-
namic limit. The origin of the exceptional points is not
clear.
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Figure 8. (a) Energy gap is plotted against the parameter h and D of the surface Hamiltonian Eq. (B1). Here L represents
the system size of the (1+1)D boundary of the semi-infinite cylinder. In the region of D . 0, we see a large plateau where
the energy gap is almost 0. In the region of D & 0, we see a finite energy gap above a ground state which tends to decrease
as the system size L grows up. (b) The Neel order parameter (blue-colored surface) and the ferromagnetic order parameter
(orange-colored surface) are plotted against the parameter h and D of the surface Hamiltonian. In the region of D . 0, where
the energy gap is almost 0, the ground states exhibit the Neel order when h < 0 and exhibit the ferromagnetic order when
h > 0.
0.02 0.04 0.06 0.08 0.10
1/L
0.05
0.10
0.15
0.20
0.25
0.30
0.35
Energy gap
0.02 0.04 0.06 0.08 0.10
1/L
0.05
0.10
0.15
0.20
0.25
0.30
Energy gap
0.02 0.04 0.06 0.08 0.10
1/L
0.05
0.10
0.15
0.20
0.25
0.30
Energy gapℎ = −0.21526D = 0.21516 ℎ = 0.631579D = 0.631579ℎ = −0.21526D = 0.631579
Figure 9. Energy gap is plotted against the inverse system size 1/L for some fixed parameters h and D of the surface Hamiltonian
Eq. (B1). We can see that the energy gap is proportional to 1/L except for some points. The red line shows the extrapolation
without the exceptional points and the extrapolation leads to the energy gap less than 10−2 in the thermodynamic limit.
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