In this paper we will present an algorithm for solving the Boolean satisfiability problem (SAT) or (K-SAT) on quantum computers, which runs in a constant number of steps; O(4), with any given number n of Boolean variables. We will show that in contrast to classical algorithms the ability of the algorithm to solve the problem increases as the number of variables increases.
Introduction
Quantum parallelism is considered as the magic key, which gives the quantum computers [3, 4, 6 ] the ability to do some types of computation more powerfully than any classical computer [7, 8] . Quantum parallelism is the ability to do processing simultaneously on many states because quantum systems can exist in a superposition of that states. Many quantum algorithms that have been presented recently use quantum parallelism. For example, Shor [13] presented a quantum algorithm for factorising a composite integer into its prime factors in polynomial time. Grover [11] presented an algorithm for searching unstructured list of n items that runs in O ( √ n), an enhanced version of Grover's algorithm was also presented [12] .
Recently, many researchers are trying to find quantum algorithms for NPcomplete problems [2] on quantum computers hoping that they can decrease the complexity class of those algorithms. The Satisfiability problem is a typical NP-complete problem gaining a lot of attention. People are trying to handle it on quantum computers as a search problem; Grover [11] showed that his algorithm can be used to solve the propositional satisfiability problems with O √ 2 n . Another quantum algorithm [17] for solving finite domain constraint satisfiability runs in O (⌈d/2⌉) n/2 , where d is the size of the domain of the variables and n is the number of variables. In [14] , a quantum algorithm for finding solutions of a constrained satisfiability problem was discussed, which needs O √ d α iterations where d is the dimension of search space and α < 1. Hogg [15] published a polynomial-time algorithm for solving some classes of highly constrained K-SAT problems.
In this paper, we will present a quantum algorithm for solving the general SAT problem which runs in a constant number of steps; O(4), with any given number n of Boolean variables in the expression. We will see that in contrast to classical search algorithms, the probability that the algorithm may succeed to find a solution increases as the number of variables increases.
Quantum Computers

Quantum Bits
In classical computers, a bit is considered as the basic unit for information processing; a bit can carry one value at a time (either 0 or 1). In quantum computers, the analogue of the bit is the quantum bit (qubit [10] ), which has two possible states encoded as |0 and |1 ; where the notation | is called Dirac Notation and is considered as the standard notation of states in quantum mechanics [1] . For quantum computing purposes, the states |0 and |1 can be considered as the classical bit values 0 and 1 respectively. An important difference between a classical bit and a qubit is that the qubit can exist in a linear superposition of both states (|0 and |1 ) at the same time. The ability of qubits to be in a superposition of states gives the hope that quantum computers can do computation simultaneously (Quantum Parallelism). If we consider a quantum register with n qubits all in superposition, we can have a superposition of 2 n values on that register, any operation applied on this register will be applied on the whole 2 n values simultaneously. A qubit |ψ in a superposition of both states (|0 and |1 ) can be thought of as a vector and can be written as,
where α and β are complex numbers called the amplitudes of the states and satisfy the condition |α| 2 + |β| 2 = 1.
Quantum Measurements
To read information from a quantum register (quantum system), we must apply a measurement on that register which will result in a projection of the states of the system to a subspace of the state space compatible with the values being measured, i.e. applying a measurement on a single qubit system will break the superposition to either the state |0 with probability |α| 2 or the state |1 with probability |β| 2 . For example, consider a two-qubit system |φ defined as follows:
where α, β, γ, and δ are complex numbers satisfy |α| 2 + |β| 2 + |γ| 2 + |δ| 2 = 1. If we measure the first qubit to be |0 , the state of the system after measurement; |φ ′ , is represented as follows:
The probability that the first qubit of |φ to be |0 is equal to |α| 2 + |β| 2 .
If for some reasons we need to have the value |0 in the first qubit after any measurement, we must try some how to increase its probability |α| 2 + |β| 2 before applying the measurement. Note that, the new state after applying measurement must be re-normalized so the total probability is still 1.
Quantum Gates
In general, quantum algorithms can be understood as follows: Apply a series of transformations (gates) then apply the measurement to get the desired result. According to the laws of quantum mechanics and to keep the reversibility condition required in quantum computation, the evolution of the state of the quantum system |ψ of size n by time t is described by a matrix U of dimension 2 n × 2 n [16] :
where U satisfies the unitary condition: U † U = I, where U † denotes the complex conjugate transpose of U and I is the identity matrix. In this section we will discuss some the gates, which will be used in the proposed algorithm.
Single-qubit Gates
This is the class of gates, which accepts a single input (single qubit) and produce a single output; it can be represented as a matrix of size 2 × 2. Unitary matrix representation,
and its circuit takes the form shown in Fig.1 . Notice that, from now on we will assume that a horizontal line used in a quantum circuit will represent a qubit and the flow of the circuit logic will be from left to right. For circuits with multiple qubits, qubits will be arranged according to the notation used on the figure. ii-Hadamard gate: (H gate)
The Hadamard gate is quantum gate with no classical equivalent; it produces a completely random output with equal probabilities of the output to be |0 or |1 on any measurements. Its truth table is as shown in Table. 2. Unitary matrix representation,
and its circuit takes the form shown in Fig.2 .
Figure 2: Hadamard gate quantum circuit, where x is any Boolean variable.
The General n-qubit Controlled-U Gate
Controlled-U gate [9] is the general case for any controlled gate with one or more control qubit(s) as shown in Fig.3 . It works as follows: If any of the control qubits |c i 's (1 ≤ i ≤ n − 1) is set to 0, then the quantum gate U will not be applied on target qubit |t ; i.e. U will be applied on |t if and only if all |c i 's are set to 1. The states of the qubits after applying the gate will be transformed according to the following rule:
where c If U in the general Controlled-U gate is replaced with gate X mentioned in Section 2.3.1, the resulting gate is called a Controlled-N OT gate [18] (shown in Fig.4 ). It works as follows: It inverts the target qubit if and only if all the control qubits are set to 1. Thus if we perform the Controlled-N OT operation on n-qubits system with the first n − 1 qubits x 1 , x 2 , ..., x n−1 controlling the last qubit x n , then the qubits x 1 , x 2 , ..., x n−1 , x n will be transformed according to the following rule:
where x 1 x 2 . . . x n−1 is the AN D-ing of the qubits x 1 , x 2 , . . . , x n−1 and ⊕ is the classical XOR operation.
. . . . . . 
Satisfiability Problem
Satisfiability problem (SAT) is one of the famous NP-complete problems of special interest in theory of compuation, artificial intelligence and the study of mathematical logic. It can be understood as follows: We have an n variable Boolean expression and we need to know if there are any possible variable assignments within the 2 n possible variable assignments that will make the expression evaluate to TRUE. [19] . This means that any Boolean expression that may be given in a SAT or K-SAT problem can be represented RM form. In [20] , we showed that any Boolean function represented in RM can be implemented as a reversible (9) and Eqn. (10) .
Boolean quantum circuit, we will use this technique to implement the oracle used in the proposed algorithm to evaluate the Boolean expression under inspection. For example, consider the following 3-SAT Boolean expression:
where + indicates the inclusive-OR, product of two Boolean variables indicates AN D operation and x i in the negation of x i , its positive polarity RM expression is as follows:
where ⊕ indicates the exclusive-OR operation, according to [19, 20] the Boolean quantum circuit that represents this expression is as shown in Fig.5. For the above expression shown in Eqn. (9) or Eqn.(10), we can show that there are 5 out of 8 possible variable assignments will make this expression evaluate to TRUE as follows:
4 The Algorithm
The algorithm we propose will make use of quantum parallelism by putting a quantum register of n qubits into a superposition of all possible inputs (2 n ) of the Boolean function f . We will use a Boolean quantum circuit according to methods shown in [19, 20] to evaluate f simultaneously and store the result in the extra working qubit, then we will apply two more steps to increase the probability of finding variable assignments that will make f evaluate to TRUE and finally we will apply the measurement on the first n qubits to get the desired variable assignments as shown in Fig.6 . The algorithm can be understood as follows:
1-Register Preparation. For an n variable Boolean expression, prepare a quantum register of n + 1 qubits all in state |0 , where the extra qubit will be used as a workspace for evaluating the Boolean function:
Stage3 Stage4
Measure n qubits 1 qubit workspace Figure 6 : Quantum circuit for the proposed algorithm.
2-Register Initialization. Apply Hadamard gates on the first n qubits so they contain the 2 n possible variable assignments of the Boolean expression, where i is the integer representation of the input Boolean configuration to the Boolean function f :
3-Boolean Function Evaluation. Apply the oracle U f constructed according to [19, 20] , which will evaluate the Boolean function f simultaneously for all possible variable assignments and put the result on the extra workspace qubit:
4-Completing Superposition and Changing Sign. Apply Hadamard gate on the workspace qubit. This will complete the superposition for the n + 1 qubits with the amplitudes of the desired states with negative sign as follows:
Let M be the number of possible assignment of variables, which will make the Boolean function f evaluate to TRUE (solutions); such that 0 ≤ M ≤ N ; (N = P /2). So, |W 3 will have two possible forms as follows:
i-For cases where at least one desired variable assignments of variables exists in the superposition (0 < M ≤ N ): Assume that i ′ indicates a sum over all i which are desired variable assignments of variables (2M states), and i ′′ indicates a sum over all i which are undesired variable assignments of variables. So, |W 3 can be re-written as follows: that will make f evaluate to TRUE (f (i) = 0; ∀i), |W 3 can be rewritten as follows:
5-Inversion About the Mean. Apply the Diffusion Operator D similar to that used in Grover's algorithm [11] on the n + 1 qubits to increase the probabilities of the amplitudes with negative signs and decrease the probabilities of the amplitudes with positive signs. The Diffusion operator D can be represented in diagonal form as follows:
where |ψ =
k=0 |k is an equally weighted superposition of states. The effect of applying D [16] on a general state
k=0 α k is the mean of the amplitudes of all states in the superposition; i.e. the amplitudes α k will be transformed according to the following relation:
In the case we have here, there are M states with amplitude ( 1 / √ P ) and P − M states with amplitude ( −1 / √ P ) as we saw before, so the mean α can be calculated as follows:
The effect of applying D on the system W 3j can be understood as follows:
i-For the case represented by |W 31 in Eqn. (16), where (0 < M ≤ N ):
a-The amplitudes of the M states with negative sign (solutions) will be transformed from ( −1 / √ P ) to a , where a can be calculated as follows: Substitute α k = −1 √ P and α as shown in Eqn. (20) in the relation shown in Eqn. (19) we get: 
We can see that a > b after applying D. The new state |W 41 can be written as follows:
such that,
ii-The case where M = 0 (no solution) represented by |W 32 shown in Eqn. (17) . Applying the Diffusion operator D on the system will not change the amplitudes of the states as follows:
in the relation shown in Eqn. (19) we get:
The state of the system |W 42 will be the same as |W 32 as follows:
6-Measurement. Measure the first n qubits, we will get the desired solution with probability given below:
i-Probability P s to find a solution out of the M possible solutions; taking into account that a solution |i will occur twice as: (|i ⊗ |0 ) with amplitude b and (|i ⊗ |1 ) with amplitude a as shown in Eqn. (23), can be calculated as follows:
ii-Probability P ns to find undesired result out of the states can be calculated as follows:
Notice that, using Eqn.(24)
5 Complexity of the Algorithm:
The proposed algorithm consists of a constant number of processing steps for any given n input variables to f ; (O(4)), and can be summarized as follows:
1-Preparation of the n qubits register.
2-Boolean function evaluation.
3-Completing the superposition and changing the sign. 
4-Inversion about the mean.
In general, the meaning of optimality of number of gates used in a quantum circuit is connected with practical constraints. For instance, the interactions between certain control qubits. Circuits depend on the physical implementation; it is sometimes difficult to take certain qubits as control qubits on the same Controlled-U gates (involved in the same operation) because the interaction between these qubits may be difficult to control. Another constraint is the number of control qubits for a single Controlled-U gate, at present it is not clear if the cost of implementation of multiple inputs Controlled-U gates is higher than that of a fewer input Controlled-U gates so it may be better to use fewer control qubits per Controlled-U gate. Another constraint is the total number of Controlled-U gates in the circuit, which should be kept to a minimum to be able to maintain coherence during the run of the circuit.
Considering the above, It is still important to find the number of elementary quantum gates required to build the quantum circuit that will implement this algorithm, although the gate complexity may be changed due to the rapid progress of research being made on the construction of quantum circuits. The number of gates can be calculated as follows: Preparation of the n qubits register (Initialization) will require O(n) Hadamard gates as shown in Fig.6 . Applying the oracle for calculating the Boolean function according to [19] will require O(2 n−1 ) Controlled-N OT gates, but according to [20] , implementing a quantum Boolean function as a RM can be optimised similarly to digital circuits represented as RM, so the gate complexity of the oracle can be much less that 2 n−1 and so can be written as O(λ); λ ≤ 2 n−1 . Completing the superposition and changing the sign of the amplitudes will require O(1) Hadamard gate. Applying Diffusion Operator D will require O(4n) gates as shown in Fig.7 . So, the total gate complexity can be calculated as follows:
6 Algorithm Performance
Considering Eqn.21, Eqn.22, Eqn.27 and Eqn.28, we can see that the probability to find a solution varies according to the number of possible desired variable assignments exists for the given Boolean expression. The algorithm has been tested for different number of variables in the Boolean expression and for all possible Boolean expressions (cases) for a given number of variables as shown in Table. 3. We can see from the table that the maximum probability will always be 1.0 and the average probability will increase as the number of variables increases. It means that the probability that the algorithm can find a solution increases as the number of variables increases in contrast with classical algorithms. Although the minimum probability (worst case) decreases as the number of variables increases, which is normal for small M because the number of states will increase and the probability shall distribute over more states, we can see that the percentages of cases with probability less that 0.5 will decrease as the number of variables increases, so the cases with probability less that 0.5 can be neglected as the number of variables increases.
To verify these results, we will calculate the average probability that the algorithm can find a solution; average(P s ), as follows:
where
! is the number of cases where we can find M desired variable assignments of variables and N = 2 n . And the average probability that the algorithm will not find solution; average(P ns ) can be calculated as follows:
we can see that as the number of variables increases (N → ∞), average(P s ) shown in Eqn.(31) tends to 1 and average(P ns ) shown in Eqn.(32) tends to 0. Classically, if we try to find a random guess of the solution, we may succeed to find a solution with probability P (classical) s = M/N ; where N = 2 n , n is the number of Boolean variables and M is the number of possible variable assignments that will make the expression evaluate to TRUE. The Average of probabilities over all the possible Boolean expressions for a given number of variables can be calculated as follows:
It means that we have an average probability 0.5 to find or not to find a solution by a random guess even with the increase in the number of variables, while in the proposed algorithm we have an average probability of finding a solution that tends to 1.0 as the number of variables increases.
In Notice that the success probability of the quantum algorithm is always above that of the classical. It is interesting to note that in the case where the Boolean function has exactly half of all variables assignments evaluating to TRUE (0.5 on the M N -axis) the quantum success probability is exactly one (it cannot fail) while in the classical case the probability of success is exactly one half.
Conclusion
In this paper we discussed how the NP-complete Boolean satisfiability problem could be solved with a constant complexity algorithm on quantum computers where we use quantum parallelism to load all possible variable assignments and then evaluate the function simultaneously over all possible variable assignments. We apply two more operations to increase the probabilities of finding a solution. We saw that the chance that the algorithm can solve the problem will increase as the number of variables increases. 
