Many standard stability robustness tests can be written as linear matrix inequalities (LMIs). Fundamentally, this is because they can be derived from quadratic dissipation inequalities. This paper investigates the use of linear tensor inequalities that are derived from fourth order (and higher) dissipation inequalities. The quartic dissipation concept is shown to exactly calculate the gain margin of a two-variable system with two real parametric uncertainties, for which a real analysis is arbitrarily conservative. However, evidence indicates that for more than two uncertainties the quartic dissipation relations are no less conservative than currently available real bounds. In fact, to obtain bounds which are less conservative, the order of the tensor may need to grow with the number of uncertainties, which makes the tensor inequality approach impractical for realistic systems.
Introduction
The stability robustness analysis problem is typically investigated using the structured singular value approach . 1 However, for systems of practical size, methods do not exist to exactly calculate . Instead, upper and lower bounds must be obtained. With complex perturbations, current analysis tools typically yield bounds which are within 15% of the actual answer. However, the calculation of for systems with a real parametric uncertainty have proven to be far less tractable.
The standard method for examining systems with a real uncertainty uses an extension of the com-plex structured singular value, called real . 2,3 For a scalar system, complex can be interpreted as requiring that the plant Nyquist plot be bounded by a centered circle. Real extends this criterion to include o {axis circles, which are designed to restrict the phase of the system. However, even with o {axis circles, it is known that systems exist for which theory stability bounds are arbitrarily conservative. Also, it is known that the solution to the problem may be discontinuous and that the problem is NP hard. 4 Therefore, the amount of time required for a non-conservative calculation of a stability robustness margin grows approximately exponentially with the number of variables under consideration. 5 This paper investigates new analysis tools for systems with real parametric uncertainties. These tools are examined for their ability to produce tighter stability robustness bounds than current tools while using reasonable computational power (i.e.polynomial cost).
Recent work has shown that theory may be understood in terms of absolute stability theory. 6,7 Absolute stability theory is typically used to predict the stability of systems containing known classes of nonlinear uncertainties. 8{10 In particular, the scaling matrices used in theory have been shown to be equivalent to the linear stability multipliers of absolute stability theory. This leads to the o -axis circle criterion interpretation of real . Equivalent bounds can be derived using a dissipation framework. 6 Such bounds can also be applied to multivariable systems. However, for systems with real uncertainties, dissipation-type bounds may still be conservative.
To reduce the conservatism in the previous frameworks requires analysis tools with additional degrees of freedom to bound the phase of the uncertain parameters. With this in mind, the octomorphic stability criterion has been proposed 11 for use with systems with uncertain real parameters. The criterion is a fourth order inequality 1 American Institute of Aeronautics and Astronautics constraint. In the scalar case, the graphical interpretation of the criterion is that, for stability, the Nyquist plot must be bounded by a curve which resembles a gure-eight, rather than a circle. This paper will investigate the utility of an equivalent octomorphic criterion, particularly as derived from a dissipation standpoint. The fourth order criterion on the Nyquist plot will be shown to be equivalent to using stability multipliers which are quadratic, rather than linear as are used in typical dissipation analysis.
To highlight the di culties that current analysis methods can have with real parametric uncertainties, in Section 2 we examine a system for which the bounds obtained by real analysis are arbitrarily conservative. This system will be used as a benchmark to evaluate potential new analysis techniques.
Then, in Section 3, dissipation theory is extended to include quartic, rather than quadratic inequalities. Uncertainties are bounded with slits rather than o -axis circles. This leads to stability criteria which are equivalent to the octomorphic criterion. 11 The criterion is shown to be tight for a SISO system but is conservative when naively applied to the benchmark problem.
A more sophisticated quartic analysis is developed in Section 4. This formulation allows the stability multipliers to have more degrees of freedom than linear multipliers and leads to fourth order tensor inequalities which are linear in their unknown parameters. When used in this more general form, the quartic dissipation relations provide a nonconservative robustness analysis for the benchmark problem. However, as system size increases, evidence indicates that the order of the tensors must correspondingly increase. This implies that higher order dissipation inequalities will not be useful for multivariable systems.
Throughout this paper, ( ) indicates complex conjugation, ( ) T indicates transpose, and ( ) is the complex conjugate transpose. Also, R and C denote the space of Real and Complex numbers, respectively.
A Benchmark Problem
The following system has been used by other researchers 12 as a system which demonstrates the potential conservatism of real analysis. We will utilize it frequently in this paper.
Consider the system shown in Figure 1 , in which z = Gw : The system is evaluated at a single frequency such 
The plant output is connected to the input via a feedback loop with a real uncertainty, w = z, i.e.,
where 2 R; j j 1 is an unknown perturbation, and k is the perturbation gain.
Notice that the system is stable for all values of k , i.e., it is robust to all possible perturbation gains, k. This is evident, because for the system to be unstable there must be a such that (I ?G ) is singular. However, det(I ?G ) = 1?jk 2 2 6 = 0; 8k.
An initial analysis of the robustness of the example system might use the small gain theorem (SGT). This only guarantees stability for k 1. However, because we know that the perturbations are real, we can attempt to establish a real bound for this system.
Using standard real tools, 5 we calculate an upper bound on using To explain why this is the case, we will give an argument which relies upon the small gain theorem. Using the system equations, the system can be redrawn as shown in Figure 2 . Stability via the SGT is guaranteed if kG 1 kkG 2 k < 1, or, equivalently, if
In the SISO case, this condition should be interpreted as the requirement that two concentric regions in the Nyquist plane do not intersect. For example, if kG 1 k (1=2), then kG 2 k < 2 guarantees stability. This can also be interpreted as a requirement that kG 1 (s)k remain inside the circle centered at the origin with radius 1=2, and that (1=kG 2 (s)k) remain outside the circle centered at the origin with radius 1=2. When kG 1 k 1 and kG 2 k < 1, the two regions collapse down to the area inside the unit circle and the area outside the unit circle. The two regions have no area overlapping and thus the system is stable. Mixed analysis augments the SGT analysis. E ectively, the N scales allow the aforementioned circles to be shifted o center. This is the o -axis circle criterion. The circles are, however, still constrained to touch the axes at points corresponding to the limits of the uncertain parameters (the circle radius increases to compensate). In our example, one circle must touch the imaginary axis at the perturbation limits of j. The second circle must touch the real axis at 1. Say the rst N scale is chosen as the unit circle, so it touches j and covers the region inside the unit disk. Then, the second N scale must be chosen so that the region outside its circle does not overlap the unit circle; however, it must also still touch the points 1 on the real axis. It can be seen that no amount of up{down shifting of the second circle will satisfy both conditions, thus this scaling is set to zero. In fact, the entire N matrix must be zero, which corresponds to a circle centered at the origin. Therefore, no information concerning the phase of the uncertainty has been incorporated into the analysis.
Since the quadratic dissipation analysis is equivalent to the mixed analysis, it leads to the same conclusion concerning the stability of this system. Thus, systems can be found such that mixed and quadratic dissipation analyses are arbitrarily conservative.
Quartic Dissipation Rates
The benchmark problem shows that we can construct a system for which mixed and, hence, quadratic dissipation formulations do not account for the phase of the perturbation. These methods fail because the Nyquist plot is constrained to lie in a circular region. Similarly, the uncertainty is only known to lie within a given, possibly o {axis, circular region. Of course, for real parametric perturbations, the uncertainty is known to lie exactly on the real axis. If the uncertainty could be bounded by a noncircular region, say a slit along the real axis, then this would have the potential to introduce more phase information to the analysis. Upper bounds on the worst case perturbation would therefore be less conservative. This is the same concept which motivated the development of the fourth-order octomorphic criterion. 11 Using dissipation arguments, we will develop stability criteria which are equivalent to a scalar octomorphic criterion and yield symmetric curves in the Nyquist plane. A detailed explanation of how standard quadratic dissipation arguments are used is found in Reference 6.
Consider a SISO system consisting of a complex, linear, scalar perturbation wrapped in a feedback loop with a scalar plant, G 
where p is a free parameter governing the height of the slit. The boundary of this region is plotted in Figure 3 . It should be noted that the slit is symmetric with respect to both axes. Using this region, we wish to form a supply rate for the perturbation. We multiply equation (7) by (k z) 2 (kz) 2 and substitute in the known, linear relation w = k z to nd r (w; z) ( ww) 2 ? k 4 ( zz) 2 +k 2 P ( wz ? w z) (w z ? wz) < 0 ; (8) 3 American Institute of Aeronautics and Astronautics where r (w; z) is de ned to be the supply rate for the perturbation. A su cient test for stability of the feedback system is that the supply rate of the plant, r G (w; z) must equal the negative of the supply rate of the perturbation, r (w; z). Thus, the test for stability of the plant is that r G (w; z) k 4 ( zz) 2 ? ( ww) 2 ?k 2 P ( wz ? w z) (w z ? wz) < 0 : (9) Recalling the system equation, z = Gw, we can rewrite equation (9) (10) The region de ned by equation (10) is shown in Figure 4. For stability, the Nyquist plot of G(s) must remain inside this two-lobed region, a so-called octomorph. Because the initial slit was symmetric about both axes, the octomorph is as well. For any value of p or k, the octomorph excludes the critical point (?1; 0) and intersects the imaginary axis at 1=(kp). It is apparent from the gure that for a scalar system this stability criterion is equivalent to the octomorphic criterion found in Reference 11. We can test how the quartic supply rate works for a SISO system. Take the case of G = j. This scalar system is robustly stable in the face of any real feedback perturbation. Proceeding with equation (10), the dissipation relations require that k 4 1 ? k 2 P 4 ? 1 < 0 :
Substituting equation (7) However, the factor of ? k 2 + p 2 is strictly greater than zero, so this implies that k 2 < 1=p 2 ; or, since both the gain, k, and the parameter p are positive k < 1=p : This last inequality shows the size of the perturbation against which the system is guaranteed to be robustly stable . However, p is a free parameter that we can choose. As p decreases to zero, the criterion reveals that the size of the allowable k approaches innity. Correspondingly, the uncertainty is restricted to a ner and ner slit, and the octomorphic region approaches all of R 2 . Thus, in the limit, the system is stable for any value of the perturbation gain. The quartic dissipation approach obtains the correct solution.
Application to the Benchmark Problem
We will now demonstrate a naive application of our quartic dissipation test to the two-variable benchmark example discussed earlier. In general, dissipation relations developed for a single scalar uncertainty block can be extended to the case of multiple, 4 American Institute of Aeronautics and Astronautics scalar uncertainty blocks by summing supply rates from each of the individual uncertainties. 6 Since the uncertainty block in this example consists of a diagonal matrix of scalars, this is equivalent to two distinct uncertainty blocks. Each block is described by a supply rate that has the form of equation (8) .
For stability, the system supply rate must again be the negative of the total uncertainty supply rate. In this case, it is e ectively the sum of two systems based on equation (9) 
where we note that all factors of ( j) happen to square out. Finally, we combine terms and nd that most of the cross-terms cancel, leaving If r G (w) is negative for all w, then the system is guaranteed to be stable for an uncertainty of magnitude k. Examining equation (13) in detail, we recognize that factors of ( w i w i ) are positive. However, we are concerned with the case when k > 1 (for k 1 we know the system is stable by the small gain theorem), which means that (k 4 ? 1) is positive, so r G is not negative de nite. The case of w 1 = 1; w 2 = 0 demonstrates this. Thus, the stability robustness test is inconclusive. The next section will indicate how to make e ective use of quartic inequalities.
Linear, 4th Order, Tensor Inequalities
The di culty with using octomorphs as was done in the previous section was that there were not enough degrees of freedom in the dissipation inequalities to account for the structure of the plant. Terms which contained useful information about the supply rates canceled upon addition.
To develop dissipation in a quartic framework, we start with standard quadratic dissipation relations and augment them. Thus, in the end, quadratic dissipation inequalities, and hence, real will be a special case of the quartic dissipation inequalities.
Quadratic supply rates have been developed for a variety of systems. 13,14 For instance, say the system in Figure 1 is MIMO, and w and z are vectors of size (n 1). A supply rate for testing the passivity of the plant would be r = w z. Of interest here is the standard supply rate for a bounded gain uncertainty, r = w w ? kz z < 0. To obtain the best possible bound, the supply rate is multiplied by another function, the stability multiplier, which contains information about the plant. A quadratic stability multiplier will lead to a quartic inequality. In order to preserve this inequality, the stability multipliers must be sign de nite. Thus, the dissipation relation has the form w Qw r(w w; k) < 0 ; (14) where w Qw is a quadratic stability multiplier with a positive de nite matrix Q. Note that it is assumed that the plant information has been incorporated into the expression, so that z no longer appears explicitly. Furthermore, if information is available concerning the phase or linearity (or non-linearity) of the uncertainty, it may be added to equation (14) . These additional terms must, of course, also be fourth order and may contain additional free parameters, such as Lagrange multipliers. Thus, we obtain an expression of the form w Qw r(w w; k) + R( ; (w w) 2 ) < 0 ; (15) where R is a linear function in both the Lagrange multiplier , and (w w) 2 . Finally, the variables, w i can be factored out, leaving (for i; j; r; s = 1; :::; n) T ijrs (Q; ; k) w i w j w r w s < 0 ; (16) where T ijrs is a fourth order hermitian tensor function of Q, , and k. The notation indicates an implied summation over repeated indices. A shorthand notation for the above equation is simply T ijrs (Q; ; k) < 0 :
This last expression is the analog of sign de niteness for a matrix. If T were a matrix quantity, then equation (17) would be referred to as a linear matrix inequality (LMI), which is well understood. However, it does not appear that the notion of positive deniteness for hermitian tensors has been investigated 5 American Institute of Aeronautics and Astronautics in the literature. References exist for low-order tensors of a specialized form with real elements, 15,16 but it is not clear whether this can be extended to our tensor, which has complex elements.
Typically, the tensor will have easily identi able symmetries due to the fact that the stability multipliers are hermitian matrices and that the R function has a known structure. The most important point to understand about equation (17) is that, like an LMI, the tensor is linear in the unknown parameters. For an LMI, the parameter space is convex. The parameter space for the fourth order tensor is still convex. This has a number of implications including the fact that a search in the parameter space should be polynomial-time and that if a cost function is minimized over the parameter space, then there will be no local minima. Because of their similarities to LMIs, we refer to tensors of form (17) as linear, fourth order, tensor inequalities (L4TIs).
L4TI analysis of the benchmark problem
We return now to the 2 2 system discussed earlier and apply our L4TI analysis. Previous analysis tools have only predicted that the system is robustly stable to real perturbations of magnitude less than or equal to unity, which is arbitrarily conservative. Although the uncertainty is real and parametric, we rst examine its input{output gain. Since the perturbation is bounded by k,
Using the system equation (1), these inequalities can be rewritten as 
and we note that the expressions on the left hand side of the above inequalities have the form of the supply rate for a bounded gain operator. Also, the perturbation is real, so the input to the perturbation must be the same phase as output from the perturbation. Two conditions which are satis ed by such signals are 
We note that these phase conditions are necessary but not su cient to guarantee that the uncertainty block is real and linear. Next, the phase conditions can be rewritten using the structure of G as w 1 w 2 ? w 1 w 2 = 0 (24) w 2 w 1 + w 2 w 1 = 0 :
(25) To construct a dissipation argument, we multiply equations (20) (26) and we emphasize that the direction of the inequality is preserved because the multiplier is positive de nite. We would like to add quartic terms to this expression which demonstrate that the only choice of variables which satisfy the inequality (26) is (w 1 ; w 2 ) = (0; 0). Thus, the closed{loop system is stable. To do this, we use the phase conditions. Eliminating the w 1 w 2 term between equations (24) and (25) yields w 1 w 2 = 0 : (27) Similarly, we can eliminate the w 1 w 2 terms from the same equations to nd that w 1 w 2 = 0 :
(28) Now, multiplying expressions (27) and (28) together yields a quartic expression which is identically equal to zero. This is an equality constraint which restricts the phase of the uncertainty. Adding the quartic constraint to equation (26) (30) However, the left hand side of the above inequality is certainly positive de nite, so the only valid solution is w 1 = 0 and w 2 = 0. The criterion is also independent of the perturbation gain, k. Thus the system must be stable for all values of k. This is the correct gain margin, so the L4TI analysis is superior to real and quadratic dissipation analysis techniques.
L4TI analysis of a larger system
Given the success that the L4TI methodology has with the two-variable example, it is logical to examine its usefulness for larger systems. The benchmark 6 American Institute of Aeronautics and Astronautics system is enlarged to have three inputs and three outputs. The system equations are now As before, the plant is wrapped in a feedback loop with a perturbation as shown in Figure 1 . The perturbation block is now a 3 3 a diagonal matrix of real, scalar unknowns. Like the two-variable example, when = I, this system is robustly stable for all k . This can be seen by noting that (I ? kG ) is non-singular for all k.
Analysis
We dispense with some of the algebraic details and proceed as before. Since the gain of the perturbations is bounded by k, then (37) Note that the last equation involves addition rather than subtraction because of a factor of (?j) has been canceled.
To form the dissipation inequalities, the gain relations (equations (32){(34)) must be multiplied by positive de nite, quadratic, stability multipliers which are functions of the w i . If we de ne w = w 1 ; w 2 ; w 3 ] T , then the most general forms of multipliers are w T Qw, where Q is a positive semi{ de nite matrix. Note that the multipliers used in the two-variable benchmark problem can be obtained from such a multiplier form.
Each gain relation is each multiplied by a stability multiplier (not necessarily equal) and they are summed to form a new scalar inequality Note that v is already quadratic in the w i . To obtain a quartic expression, v can be multiplied by any quadratic, possibly sign-inde nite, expression in the w i . One possible quartic is v T Rv, where R is a hermitian matrix. Note that the analysis of the previous two-variable example used this form of quartic with a diagonal R matrix. All other useful quartics can be formed by multiplying each of equations (35){ (37) by quadratics of the form, w S 1 w, w T S 2 w, or w S 3 w, where the matrices S i are symmetric.
An attempt to analytically derive multipliers which demonstrate stability will now be made. The method relies on separating equation (38) into its sign de nite terms and sign-inde nite terms. Phase information based on equation (39) must then be added to (38) to make it apparent that the only feasible point is (w 1 ; w 2 ; w 3 ) = (0; 0; 0).
Given the structure of the positive de nite Q i matrices, we know that separating equation (38) into its terms yields where f and g are linear functions of their given arguments. Note that the multipliers must be chosen such that f(w) will not contain terms containing w 2 i w 2 i because, for some k 1, these terms would make the fourth power terms have negative coecients.
The analytic procedure now requires that we cancel f(w) and g(w) using quartic functions formed from v and a quadratic stability multiplier. We claim that some meticulous algebra will convince the reader that this procedure will fail. Because of the sign change in the third element of v, none of the previously mentioned quadratic stability multipliers will produce the necessary terms. Most entries of the S 1 ; S 2 ; S 3 matrices yield sign inde nite terms which 7 American Institute of Aeronautics and Astronautics do not simplify equation (38) . If a term in f(w) or g(w) happens to be canceled, the corresponding complex conjugate term will be increased in magnitude, yielding no net bene t. Similarly, the use of v T Rv can only cancel terms at the price of increasing the size of a conjugate term.
For example, if we try the technique used in the two-variable case, then the stability multipliers for equations (32){(34) are, respectively, w 1 w 1 , w 2 w 2 , and w 3 w 3 . Then, the g(w) function does not exist, but the function f(w) is f(w) = k 2 ( w 1 w 1 w 2 w 2 + w 2 w 2 w 3 w 3 + w 1 w 1 w 3 w 3 ) : We want to cancel f(w) from expression (40), because these terms allow the inequality to have nontrivial solutions. However, quadratic functions of v will produce terms of the form fc 1 w i w i w j w j c 2 w i w i w j w j j i 6 = jg :
The rst term of the above expression can be used to cancel terms of f(w). However, the second term is extraneous and sign inde nite. If the above expression is used to cancel terms of f(w), then it will add additional terms which must then in turn be eliminated. This is true of any quartic expression in w which is formed from v. In fact, canceling any particular term of interest will lead to the addition of a corresponding, unwanted conjugate term. Thus, the extraneous, sign inde nite terms cannot be eliminated and the sign de niteness of expression (40) is not demonstrated. The analytical procedure using L4TIs to nd tight real bounds has failed.
Numerical Analysis
Though the analytical technique to solve the L4TI failed, this does not necessarily indicate that there is no solution. A numerical procedure was used to try and nd a set of stability multipliers which would demonstrate stability robustness. In the numerical procedure, the real parameter uncertainty information was expressed only using the v T Rv quartic term. This is a feasibility problem. The goal is to determine a set of matrices Q 1 = Q 1 > 0, 
