In this paper we analyze k-ary inclusion-exclusion logic, INEX[k], which is obtained by extending first order logic with k-ary inclusion and exclusion atoms. We show that every formula of INEX[k] can be expressed with a formula of k-ary existential second order logic, ESO[k]. Conversely, every formula of ESO[k] with at most k-ary free relation variables can be expressed with a formula of INEX[k]. From this it follows that, on the level of sentences, INEX[k] captures the expressive power of ESO[k].
Introduction
The origin of inclusion and exclusion logics lies in the notion of dependence and imperfect information in logic. One of the first approaches in this area was partially ordered quantifiers which were presented by Henkin [10] . This idea was developed further by Hintikka and Sandu [11] in so-called IF-logic (independence friendly logic). They defined the truth for this logic by using semantic games of imperfect information ( [12] ).
Later Hodges [13] presented a compositional truth definition for IF-logic. In this approach it is not sufficient to consider single assignments, but instead sets of assignments which are called teams. From the perspective of semantic games, teams can be seen as parallel positions of the game with different choices made by players. Teams have also been interpreted as information sets or as databases ( [17] ).
By using similar team semantics, Väänänen [17] introduced dependence logic which is a different approach to the same theme. In this logic the dependencies of the values of variables are interpreted on the level of atomic formulas with so-called dependence atoms. A similar approach is taken in independence logic presented later by Grädel and Väänänen [7] .
Dependence and independence logics have been recently studied a lot with an attempt to formalize the dependence and independence phenomena in different fields of science. There has been research and potential applications in several areas, such as database dependency theory ( [15] ), belief presentation ( [3] ) and quantum mechanics ( [14] ). Dependence atoms have also been adopted into modal logic ( [18, 9] ) to express dependencies between the truth values of propositions. There have also been new interesting semantical approaches, such as quantum teams ( [14] ) and double team semantics ([16] ).
Inclusion and exclusion logics were first presented by Galliani [4] . They extend first order logic with inclusion and exclusion atoms similarly as dependence atoms in dependence logic. Suppose that t 1 , t 2 are k-tuples of terms and X is a team. The k-ary inclusion atom t 1 ⊆ t 2 says that the values of t 1 are included in the values of t 2 in team X. The k-ary exclusion atom t 1 | t 2 analogously says that t 1 and t 2 get distinct values in X. These are simple and natural dependencies in database theory ( [4] ), and thus it is reasonable to add such atoms into a logic with team semantics.
One could ask why inclusion and exclusion operators have to be on atomic level; could it be possible to embed them into some existing logical operators instead? Similarly as dependencies are handled with quantification in IF-logic, an alternative approach would be to define inclusion and exclusion quantifiers. In subsection 3.2 we will introduce natural semantics for such quantifiers, and we will show that they can be expressed by using inclusion and exclusion atoms. In subsection 4.3 we will demonstrate how some basic properties of graphs can easily be defined by using these new operators.
Even though inclusion and exclusion atoms are not negations of each other, they have a dualistic relationship. Exclusion logic is known to be downwards closed ([4] ), i.e. if a team satisfies some formula then also all of its subteams satisfy it. Inclusion logic on the other hand is closed under unions ( [4] ), i.e. if each team in a set of teams satisfies a formula, then also their union satisfies it. However, neither of these logics is both downwards closed and closed under unions. Thus the combination of these logics, inclusionexclusion logic, has neither property.
Exclusion logic has been shown ( [4] ) to be equivalent with dependence logic which captures existential second order logic, ESO, on the level of sentences ( [17] ). Inclusion logic is not comparable with dependence logic in general ( [4] ), but captures positive greatest fixed point logic on the level of sentences, as shown by Galliani and Hella [6] . Hence exclusion logic captures NP, and inclusion logic captures PTIME over structures with linear order.
Inclusion-exclusion logic has been shown to be equivalent with independence logic ( [4] ). Galliani has also shown in [4] that with inclusion-exclusion logic it is possible to define exactly all those properties of teams which are definable in ESO. Thus we can say that inclusion-exclusion logic captures ESO on the level of formulas.
It is natural to ask how does the arity of atoms effect the expressive power of these logics. Hannula [8] has shown that inclusion logic has a strict arity hierarchy over graphs, but it is still open what is the exact fragment of ESO that corresponds to k-ary inclusion logic, INC [k] .
Durand and Kontinen [2] have shown that, on the level of sentences, k-ary dependence logic captures the fragment of ESO in which at most (k−1)-ary functions can be quantified. Galliani, Hannula and Kontinen [5] have shown that the same holds also for k-ary independence logic. The arity hierarchy of ESO is known to be strict, as shown by Ajtai [1] in 1983. From this it follows that both dependence and independence logics have a strict arity hierarchy over sentences. These results however, do not tell much about the expressive power of k-ary exclusion logic, EXC [k] , and kary inclusion-exclusion logic, INEX[k], since the translations from them to dependence and independence logics do not respect the arities of atoms.
We will show in subsection 4.1 that every formula of EXC[k] can be expressed with a formula of k-ary ESO, ESO [k] . The idea of this compositional translation is that for each occurrence of an exclusion atom t 1 | t 2 we quantify a separate k-ary relation variable that gives limits to the values that the tuple t 1 can get and t 2 cannot. We do a similar translation for INC [k] and combine these results to formulate a translation from INEX [k] to ESO[k] .
In subsection 4.2 we show that all formulas of ESO[k] with at most kary free relation variables can be expressed with a formula of INEX [k] . The translation we use here is compositional and very natural. The quantified k-ary relation variables P i are just replaced with k-tuples w i of quantified variables. Then we simply replace atomic formulas of the form P i t with inclusion atoms t ⊆ w i and formulas of the form ¬P i t with exclusion atoms t | w i . For this translation we also need a new operator called term value preserving disjunction which is introduced in subsection 3.3, and can be used freely in INEX[k].
From these results it follows that, on the level of sentences, INEX[k] captures the expressive power of ESO[k]. In particular, by using only unary inclusion and exclusion atoms we get the expressive power of existential monadic second order logic, EMSO.
Preliminaries
In this section we will first define the syntax and the semantics for first order logic. Instead of the usual Tarski semantics we will present team semantics which turns out to be an essentially equivalent way of defining the truth in the first order case. After that we present inclusion and exclusion logics and define team semantics for them.
Syntax and team semantics for first order logic
Let {v i | i ∈ N} be a set of variables. We use symbols {x, y, z, . . . } to denote meta variables ranging over the set of variables. A vocabulary L is a set of relation symbols R, function symbols f and constant symbols c. We denote the set of L-terms by T L .
If t = t 1 . . . t k and t i ∈ T L for each i ∈ {1, . . . , k} we write t ∈ T L . The set of variables occurring in a term t is denoted by Vr(t). For a tuple t = t 1 . . . t k of terms we write Vr t := Vr(t 1 ) ∪ · · · ∪ Vr(t k ).
Next we define the syntax for first order logic (FO):
Definition 2.1. The language FO L is the smallest set S satisfying the following conditions:
• If t ∈ T L is a k-tuple and R ∈ L is a k-ary relation symbol, then R t ∈ S and ¬R t ∈ S.
• If ϕ, ψ ∈ S, then (ϕ ∧ ψ) ∈ S and (ϕ ∨ ψ) ∈ S.
• If ϕ ∈ S and x is a variable, then ∃ x ϕ ∈ S and ∀ x ϕ ∈ S.
FO L -formulas of the form t 1 = t 2 , ¬t 1 = t 2 , R t and ¬R t are called literals.
Note that we only allow formulas in the negation normal form.
Let ϕ be a FO L -formula. We denote the set of subformulas of ϕ by Sf(ϕ) and the set of variables occurring in ϕ by Vr(ϕ). The set of free variables of the formula ϕ, denoted by Fr(ϕ), is defined in the standard way. If we have Fr(ϕ) = {x 1 , . . . , x n } we can emphasize this by writing ϕ as ϕ(x 1 . . . x n ).
Remark. When we say that x is tuple of fresh variables we mean that all variables in x are distinct and not occur in the variables of any formulas or terms that we have mentioned in the assumptions. An L-model M is a pair (M, I), where the universe M is a nonempty set and the interpretation I is a function whose domain is the vocabulary L. The interpretation I maps constant symbols to elements in M, k-ary relation symbols to k-ary relations in M and k-ary function symbols to functions M k → M. For all k ∈ L we write k M := I(k).
Let M = (M, I) be a model. An assignment s for M is a function that is defined in some set of variables and ranges over the universe M. The domain of s is denoted by dom(s). A team X for M is any set of assignments for M with a common domain, denoted by dom(X).
Note that we also allow the empty assignment s = ∅ and the empty team X = ∅. The empty assignment has empty domain and empty team is defined to have the set of all variables as its domain. The empty team is not to be confused with the team X = {∅} which has a special role with FO L -sentences.
Let s be an assignment and a ∈ M. The assignment s[a/x] is defined in dom(s) ∪ {x}, and it maps the variable x to a and all other variables as the assignment s. Let X be a team, A ⊆ M and F : X → P(M). We write
Next we generalize these notations for tuples of variables. Let s be an assignment, x := x 1 . . . x k a tuple of variables and a := (a 1 , . . . , a k ) ∈ M k . We use the notation s[ a/ x ] := s[a 1 /x 1 , . . . , a k /x k ]. For a set A ⊆ M k and for a function F : X → P(M k ) and we write
Remark. In the truth definition we introduced so-called lax semantics for the existential quantifier. In this definition the quantified variable can be given several witnesses. An alternative semantics, so-called strict semantics, would be to allow only a single witness for each assignment. In first the order case these two truth definitions are equivalent 1 ([4]), but the same does not hold when we extend first order logic with inclusion atoms.
By definition conjunction and disjunction are associative, and for FO
For tuples of L-terms t := t 1 . . . t k and t ′ := t ′ 1 . . . t ′ k we use the following abbreviations:
It is easy to see that the following equivalences hold:
For ϕ ∈ FO L and tuple x := x 1 . . . x k of variables we write:
By Definition 2.2, consecutive quantifications modify the team after the evaluation of each quantifier. Nevertheless, as shown by the following proposition, it is equivalent to quantify several elements in M one after another and to quantify a single vector in M.
Proof. Straightforward.
Note that with lax semantics for existential quantifier, when quantifying a k-tuple of variables, we can actually quantify a k-ary relation in M.
First order logic with team semantics has so-called flatness-property:
, Flatness). Let X be a team and ϕ ∈ FO L . Then
We use notations T s and T for truth in a model with standard Tarski semantics. The following proposition shows how team semantics is connected with Tarski-semantics. 
In particular, for all FO L -sentences we have
Note that by flatness, M X ϕ if and only if M T s ϕ for all s ∈ X. In this sense we can say that team semantics is a generalization of Tarski semantics.
By Proposition 2.3 it is natural to write M ϕ, when we mean that M {∅} ϕ. Note that M ∅ ϕ holds trivially for all FO L -formulas ϕ by Definition 2.2. In general we say that any logic L with team semantics has the empty team property if M ∅ ϕ holds for all L-formulas ϕ.
We say that a logic L is local, if the truth of formulas is determined only by the values of free variables in the team, i.e. following holds for all L-formulas:
FO is clearly local by Propositions 2.2 and 2.3. Also note that if logic L is local and has the empty team property, then the following holds for all L-sentences: M ϕ iff M X ϕ for all teams X.
Inclusion and exclusion logics
Inclusion and exclusion logics are obtained by adding inclusion and exclusion atoms to first order logic with team semantics. By allowing the use of both of these atoms we get inclusion-exclusion logic which is our main topic of interest in this paper. We first present the syntax and the semantics for inclusion logic (INC):
The language INC L is defined by adding the following condition to Definition 2.1.
• If t 1 , t 2 are tuples of L-terms of the same length, then t 1 ⊆ t 2 ∈ S.
Note that we do not allow negation to appear in front of inclusion atoms. For literals, connectives and quantifiers we use the same semantics as for FO with team semantics. Inclusion atoms have the following truth condition:
Inclusion-exclusion logic (INEX) is defined simply by combining inclusion and exclusion logics:
Definition 2.7. Language INEX L is defined by adding both inclusion and exclusion atoms to first order logic.
Note that the exclusion atom t 1 | t 2 is not the negation of the inclusion atom t 1 ⊆ t 2 , and that the former is symmetric while the latter is not. However, there is still a natural connection between these atoms, and exclusion atom can be seen as a dual operator for inclusion atom. For nonempty teams, contradictory negations of these atoms can be defined in INEX:
Let M be a model, X a nonempty team, t 1 , t 2 ∈ T L and x a tuple of variables. Now we have
INC and EXC have both been shown local 2 . By the truth definitions of inclusion and exclusion atoms it is easy to see that INC and EXC both also satisfy the empty team property. Hence also INEX satisfies these properties. In this paper we are particularly interested in how the arity of inclusion and exclusion atoms affects their expressive power. For this purpose we define k-ary fragments of these logics: 
Defining new operators for inclusion and exclusion logics
In this section we will define several useful operators for INEX[k]. First we will define constancy atoms and intuitionistic disjunction. Then we will introduce inclusion and exclusion quantifiers which present a new approach to inclusion and exclusion dependencies. In the end we will define term value preserving disjunction which will be necessary for the proofs in the next section.
Constancy atoms and intuitionistic disjunction
Constancy atom =(t) is a unary dependence atom ( [17] ). It simply says that the term t has a constant value in the team. Galliani [4] has shown that this atom can be defined by using unary exclusion atom. Thus we can introduce this atom as an abbreviation in INEX L [k] for any k ≥ 1.
Definition 3.1 ([4] ). Let t ∈ T L and x be a fresh variable. We define constancy atom =(t) as
Proposition 3.1 ([4] ). Let M be a model, X a team and t ∈ T L . Constancy atom has the following truth condition:
Intuitionistic disjunction ⊔ is obtained by lifting the Tarski semantics of disjunction from single assignments to teams. In other words a formula ϕ ⊔ ψ is true in a team X if either ϕ or ψ is true in X. Galliani [3] has shown that this operator can be defined with constancy atoms for any logic with the empty team property. We will define this operator in INEX in the same way -with the addition of the special case of single element models.
Definition 3.2 ([3]
). Let ϕ, ψ ∈ INEX L . We define intuitionistic disjunction ϕ ⊔ ψ in the following way:
where z 1 and z 2 are fresh variables and γ =1 is a shorthand for the sentence ∀ z 1 ∀ z 2 (z 1 = z 2 ).
Proposition 3.2 ([3]
). Let ϕ, ψ ∈ INEX L . Intuitionistic disjunction ϕ ⊔ ψ has the following truth condition:
Inclusion and exclusion quantifiers
In this subsection we will consider inclusion and exclusion operations from a new perspective. Instead of having atomic formulas, we define these operators embedded to quantifiers. By this approach we are aiming to get similar relationship to INC and EXC, as there is between IF-logic and dependence logic. We will define inclusion and exclusion versions for both existential and universal quantifiers and express them by using inclusion and exclusion atoms. Thus we can use them freely as abbreviations in INEX.
First we will introduce so-called storing operator that is needed in the definitions later. The idea for it is simply that we copy the values of given tuple t of terms into given tuple u of variables. This way it is possible to refer to the old values of t, even if they change later in quantifications. Definition 3.3. Let ϕ ∈ INEX L , t ∈ T L and let u be a tuple of variables of the same length as t. The t to u storing operator [ t ⊲ u ] is defined as:
For this operator to work as desired, we need to set the requirement that the variables in u do not occur in t, but naturally we allow them to be free variables in ϕ. The following lemma for storing operator is obvious:
We also have X( t ) = X ′ ( u ).
Existential inclusion and exclusion quantifiers
Now we are ready to start defining semantics for existential inclusion and exclusion quantifiers. A natural reading for existential inclusion quantifier (∃ x ⊆ t) is that "there exists an x within the values of t". This kind of quantification can be done simply by restricting the values given by the choice function F to the set X(t):
Similarly we read existential exclusion quantifier (∃ x | t) as "there exists an x outside the values of t". To achieve this, we simply restrict values given by the choice function F to the complement X(t) = M \X(t) of X(t):
Next we define these operators as abbreviations by using inclusion and exclusion atoms. We want their truth conditions to be as described above, but we give the definitions in a more general form by allowing quantification of tuples instead of just single variables.
and let x, u be tuples of variables of the same length as t, s.t. the variables in u are not in Vr( t ). We use the following notations:
Remark. Note that we did not want to put any restrictions on tuples x and t. In particular, we also allow the variables in x to occur in t. This is why we need to use the storing operator, since the values of t in the team might change after the quantification of x.
The next proposition presents the truth conditions given by Definition 3.4. These truth conditions might seem obvious, but we present the proof with all details also considering the use of storing operator [ t ⊲ u ].
x be a tuple of variables of the same length as t. For all teams X for which Fr( t ) ⊆ dom(X) we have:
Proof. We use the notation ran(F ) := {F (s) | s ∈ X} for any function F that is defined in some team X. By locality we may assume for this proof that the variables in u are not in dom(X).
Let F ′ (s) ∈ ran(F ′ ) for some s ∈ X ′ , and let a ∈ F ′ (s). Now the assignment
Thus ran(F ′ ) ⊆ P(X ′ ( u )), i.e. ran(F ) ⊆ P(X( t )).
Suppose then that there exists F :
Since ran(F ) ⊆ P(X( t )), by Lemma 3.3 also ran(F ′ ) ⊆ P(X ′ ( u )). In particular, a ∈ X ′ ( u), and thus there exists
We can define the function F as in a), and then we have M X[F / x ] ϕ. Showing that ran(F ) ⊆ P(X( t )) amounts to showing that ran(F ′ ) ⊆ P(X ′ ( u )).
For the sake of contradiction suppose that there exist s ∈ X ′ and a tuple
We can define the function F ′ as in a), and then we have
For the sake of contradiction suppose that there exist r,
This is a contradiction since ran(F
Example 3.1. Assume that c ∈ L is a constant symbol and f ∈ L is a unary function symbol. We write
The formulas ϕ and ψ are not logically equivalent since
Observation. We can also define inclusion and exclusion atoms with existential inclusion and exclusion quantifiers: Let t 1 , t 2 ∈ T L and let x be a tuple of fresh variables. It is easy to see that
Therefore if we extend FO with these quantifiers, we get equivalent logics with INC and EXC. We call these logics inclusion and exclusion friendly logics due their analogy with IF-logic. Also note that the arities of these operations match, since the use of existential inclusion (exclusion) quantifiers for k-tuples corresponds to the use of k-ary inclusion (exclusion) atoms. These properties affirm that the semantics we defined for these quantifiers are natural. This example was presented originally for inclusion logic in [6] .
Universal inclusion and exclusion quantifiers
Next we define semantics for universal inclusion and exclusion quantifiers.
For universal inclusion quantifier (∀ x ⊆ t) a natural reading would be: "for all x within the values of t". This restricted universal quantification is done by quantifying x over the set X(t) instead of the whole universe M:
A similar reading for universal exclusion quantifier (∀ x | t) is "for all x outside the values of t". This is done simply by quantifying x over the complement of the set X(t):
Next we define these operators as abbreviations in INEX, aiming for the truth conditions as described above. Again we give the definitions in a more general form by using tuples instead of just single variables.
x be some tuple of variables and let u, y, z be tuples of fresh variables. We use the following notations:
Proposition 3.5. With the same assumptions as in Definition 3.5 we get the following truth conditions:
The idea of the proofs for these truth conditions is that the trivial case when X( t ) = M k is dealt on left side of the intuitionistic disjunction. If X( t ) = M k we will first universally quantify x and then split the team into subteams Y, Y ′ so that Y ( x) = X( t ) and Y ′ ( x) = X( t ). Then we just say that ϕ holds on the corresponding side. We will first prove the following claim which shows how we can force the team X[M k / x ] to be split into subteams
x be a tuple of variables, and let y, z be tuples of fresh variables. We also assume that X( t ) = M k and that the variables in x are not in Vr( t ). Let
Now the following holds:
Proof. By locality we may assume for this proof that dom(X) = Fr(ξ).
Suppose first that we have M X ξ. Thus there exist F 1 : X 1 → P * (X 1 ( t )) and F 2 :
We may assume that X is nonempty, because otherwise the claim would hold trivially. Since now X( t ) = ∅ and by assumption X( t ) = M k , there exist a * ∈ X( t ) and b * ∈ X( t ). Let
Clearly ran(F 1 ) ⊆ P * (X 1 ( t )) and ran(F 2 ) ⊆ P * (X 2 ( t )). We define the
Clearly Y ∪Y ′ = X 3 and by the definitions of F 1 and
Now we are ready to prove Proposition 3.5. We have already done most of the work by proving Claim 1. We only need to consider the use of storing operator and the special case when X( t ) = M k . In this case universal inclusion quantifier becomes normal universal quantifier and universal exclusion quantifier becomes trivially true.
Suppose then that (⋆) holds. Note that since z can be quantified within the complement of u, it cannot be the case that X( u) = M k , and thus the assumptions for Claim 1 hold. By choosing ψ := ϕ and θ := ( x = x) we can apply the Claim 1 to get
Thus we may assume that X( t ) = M k . By Lemma 3.3 we have M X ′ [X ′ ( u )/ x] ϕ and thus by applying Claim 1 for ψ := ϕ and θ := ( x = x), we get that (⋆) holds. Hence
Suppose then that (⋆⋆) holds. Now the assumptions for Claim 1 hold, and by choosing ψ := ( x = x) and θ := ϕ we get
Hence we may assume that X( t ) = M k . By assumption we have M X ′ [X ′ ( u )/ x ] ϕ and thus by applying Claim 1 for ψ := ( x = x) and θ := ϕ, we get that (⋆⋆) holds. Hence we have M X (∀ x | t ) ϕ.
Remark. As with existential inclusion and exclusion quantifiers, we allow the variables in x to be in Vr( t). In particular, we allow quantifiers of the form (∀ x ⊆ x). This strange looking quantifier turns out be a rather useful operator in an another context not studied in this paper.
A natural idea for the truth definition for universal inclusion quantification is that "∀ x ∈ M k : ( x ⊆ t ⇒ ϕ)". This intuition would give us the following definition:
However, this simple idea does not work for two reasons. Firstly, there might be too many values chosen for x on the right side of the disjunction and INEX is not closed downwards. Secondly, the exclusion atom is evaluated after splitting the team and so some of the values for the t might be lost. This general problem regarding the "loss of information" when evaluating disjunctions will be considered more deeply in the next subsection.
Term value preserving disjunction
When evaluating disjunctions the team is split and usually some information is lost about the values of terms in the original team. Often this is desirable, since we want to shrink or distribute the values of some variables by giving conditions on the disjuncts.
However, sometimes we want that the values of some terms (or tuples of terms) are preserved on both sides after the evaluation of the disjunction. This is desirable especially when we are using variables to carry information about sets (or tuples of variables to carry information about relations). This method will be crucial in the proof of Theorem 4.5 later in this paper.
For this purpose we introduce term value preserving disjunction. This operator can be defined by using constancy atoms, intuitionistic disjunctions and inclusion atoms of the same arity as the lengths of those tuples whose values we want to preserve. Thus with this operator the values of single terms can be preserved in INEX [1] and k-tuples of terms can be preserved in INEX[k]. Definition 3.6. Let t 1 , . . . , t n be k-tuples of L-terms, ϕ, ψ ∈ INEX L and c l , c r , y fresh variables. We define
where z 1 , z 2 , c 1 , c 2 are k-tuples of variables, s.t. z 1 , z 2 consist of fresh variables, c 1 := c l . . . c l and c 2 := c r . . . c r .
Note that tuples t 1 , . . . , t n of terms could also be of different lengths (at most k) since we can always repeat the last term in a tuple several times to make it a k-tuple.
The next proposition gives the truth condition for this operator:
Proposition 3.6. Let t 1 , . . . , t n ∈ T L be k-tuples and ϕ, ψ ∈ INEX L . Now the following holds:
Before presenting the proof for this proposition, we explain its idea here briefly: We first check if the splitting can be done so that one of the sides is the empty team. In this case we don't set any requirements since all INEX L -formulas are true in the empty team and on the other side values are trivially preserved since it has to be the whole team X.
Otherwise we fix two constants c l , c r which correspond to the left hand and right hand sides of the disjunction. Then we attach a "label" y to each assignment in the team. This label can be either c l , c r or both depending on if the assignment in question will be placed on the left, on the right or both. Since these labels are attached before doing the actual splitting, we can check beforehand that the information will be preserved.
The formula θ i guarantees that values of term t i will be preserved on both sides for all values, expect possibly for the value of c 1 which is constant. The formula θ ′ i does the same, but it cannot make sure that the value for constant c 2 is preserved. But the truth of both θ i and θ ′ i guarantees that the values for t i are indeed preserved on both sides.
Proof. (Proposition 3.6)
In this proof we use the abbreviation ϕ ⊻ ψ := ϕ ∨ t 1 ,..., tn ψ.
If X = ∅ the claim holds trivially, and thus we may assume that X = ∅. By locality we may also assume that c l , c r , y / ∈ dom(X).
Suppose first that M X ϕ ⊻ ψ. By the truth condition of intuitionistic disjunction we have either M X ϕ ⊔ ψ or 
Now we have M X 2 (y = c l ∧ ϕ) ∨ (y = c r ∧ ψ), and thus there exist Z 1 , Z ′ 1 ⊆ X 2 , such that Z 1 ∪Z ′ 1 = X 2 , M Z 1 y = c l ∧ϕ and M Z ′ 2 y = c r ∧ψ. Now for each s ∈ Z 1 we have s(y) = s(c l ), and for each s ∈ Z ′ 1 we have s(y) = s(c r ). Since X 2 (c l ) = {a}, X 2 (c r ) = {b} and a = b, the following holds for each s ∈ X 2 :
We also have M Z 1 ϕ and M Z ′ 1 ψ. Let Y := Z 1 ↾ dom(X) and Y ′ := Z ′ 1 ↾ dom(X).
By assumption c l , c r , y / ∈ Fr(ϕ) ∪ Fr(ψ), and thus by locality M Y ϕ and M Y ′ ψ. Because Z 1 ∪ Z ′ 1 = X 2 and by assumption c l , c r , y / ∈ dom(X), we also have Y ∪ Y ′ = X.
Let i ∈ {1, . . . , n}. Now we have M X 2 θ i ∧ θ ′ i . In particular M X 2 θ i and thus there exist F 1 : X 2 → P * (M k ) and F 2 :
By using the fact that M X 2 θ ′ i we can analogously deduce that also
, and thus we have Y ( t i ) = X( t i ). By using symmetric argumentation we can show that also Y ′ ( t i ) = X( t i ).
Suppose then
If Y = ∅, then Y ′ = X and thus M X ψ. Therefore M X ϕ ⊔ ψ and thus M ϕ ⊻ ψ. And if Y ′ = ∅, then by similar argumentation we get M ϕ ⊻ ψ. Hence we may assume that Y, Y ′ = ∅, and thus we have
Suppose first that |M| = 1. Because X = ∅, it has to be that X = {s} for some assignment s. Since Y, Y ′ = ∅, we have Y = X and Y ′ = X. Therefore M X ϕ ⊔ ψ and thus we have M X ϕ ⊻ ψ.
Suppose then that |M| ≥ 2. Now there exist a, b ∈ M, such that a = b. We define the following functions:
. By the definitions of F 1 and F 2 , M X 1 =(c l ), M X 1 =(c r ) and M X 1 c l = c r . Let
We define the teams X 2 := X 1 [F 3 /y], Z 1 := {s ∈ X 3 | s(y) = a} and Z ′ 1 := {s ∈ X 3 | s(y) = b}. Now it clearly holds that Z 1 ∪ Z ′ 1 = X 2 , M Z 1 y = c l and M Z ′ 1 y = c r . By locality and the definition of F 3 , we have M Z 1 ϕ and M Z ′ 1 ψ. Therefore M X 2 (y = c l ∧ ϕ) ∨ (y = c r ∧ ψ). Let i ∈ {1, . . . , n}. We define a := (a, . . . , a) and
We define the teams X 3 :=
and by the definitions of
So we have shown that M X 3 t i ⊆ z 1 . Analogously we can show that M X 3 t i ⊆ z 2 and therefore M X 2 θ i . By similar argumentation M X 2 θ ′ i and thus M X 2 n i=1 (θ i ∧ θ ′ i ). Thus the following holds:
Therefore we have M X ϕ ⊻ ψ.
The expressive power of k-ary inclusion-exclusion logic
In this section we will analyze the expressive power 
Translation from INEX[k] to ESO[k]
For the language ESO L we also need a set of relation variables which are symbols not in the vocabulary L. These relation variables can appear in atomic formulas similarly as relation symbols in L and they can also be existentially quantified. We require all of these second order quantifiers to appear in front of the ESO L -formula, before its first order part.
In the language ESO L [k] we only allow existential quantification of at most k-ary relation variables, but free relation variables in a formula may have any arity. Hence ESO L [0]-fomulas are second order quantifier free, but may contain free relation variables. If an ESO L -formula Φ has free relation variables R 1 , . . . , R n we can emphasize this by writing Φ as Φ(R 1 . . . R n ). In this paper we will not consider ESO-formulas with free first order variables 3 and thus their first order part can be seen as FO-sentence.
Let Φ be an ESO L -formula. After evaluating all second order quantifications the truth of Φ depends only on the first order part of Φ. Thus by Proposition 2.3 we can apply team semantics for the first order part of Φ.
Let us first examine how to translate INEX L -formulas into ESO. Let L be any logic with team semantics and let ϕ( y ) be an L-formula. The truth of ϕ depends on a model M and a team X. If L is local it is sufficient to consider the team X ↾ Vr( y) that is determined by the relation X( y ). Therefore it is natural to compare ϕ with an ESO-formula Φ(R) and check whether the relations in M that satisfy Φ correspond to the relations X( y ), where X satisfies ϕ. Thus we say that ϕ and Φ are equivalent if we have
The L-formula ϕ( y) defines a class of models and teams that satisfy it. If ESO-formula Φ(R) is equivalent with ϕ, it defines exactly the same models and teams by defining the relations that correspond to those teams.
Translation from EXC[k] to ESO[k]
In the next theorem we formulate a translation from EXC[k] to ESO[k]. The idea of the proof is that we quantify a separate relation variable P for each occurrence of an exclusion atom t 1 | t 2 . The values quantified for P are the limit for the values that t 1 can get and t 2 cannot. Proof. Without loss of generality we may assume that each exclusion atom in ϕ is k-ary. We index these atoms by ( t 1 | t 2 ) 1 , . . . , ( t 1 | t 2 ) n . This is done so that each occurrence of an exclusion atom has a unique index. Let P 1 , . . . , P n be k-ary relation variables.
Let ψ ∈ Sf(ϕ). We define the formula ψ ′ recursively:
We can now define the formula Φ in the following way 4 :
Clearly Φ is an ESO L [k]-formula with the free relation variable R. We first need to prove the following claim:
. Now the following holds:
We prove this claim by structural induction on µ:
• If µ is a literal we can set A i := ∅ for each i. Now the claim holds trivially since µ ′ = µ and P i does not occur in µ for any i.
• Let ϕ = ( t 1 | t 2 ) j for some j ∈ {1, . . . , n}.
Suppose first that M X t 1 | t 2 . We define
For the sake of contradiction suppose that there exists s ∈ X for which
. But this is a contradiction since by assumption M X t 1 | t 2 . Therefore M ′ X ¬P j t 2 and thus M ′
Suppose then that there exist A 1 , . . . , A n ⊆ M k , such that we have
For the sake of contradiction suppose that there exist s, s ′ ∈ X, for which s(
This is a contradiction, and thus M X t 1 | t 2 .
Since none of P i can occur in both ψ ′ and θ ′ ,
• The cases µ = ∃ x ψ and µ = ∀ x ψ are easy to prove.
Let M ′ = M[ A/ P ], for some sets A 1 , . . . , A n ⊆ M k . Since Fr(ϕ ′ ) = Vr( y) by locality it is easy to see that the following holds for all teams X:
By combining this with Claim 2 we get that M X ϕ holds if and only if there exist A 1 , . . . , A n ⊆ M k such that
Equivalently we have that M X ϕ holds if and only if M[X( y )/R] Φ.
Translation from INC[k] to ESO[k]
In the next theorem we present a translation from INC[k] to ESO[k] . Again the idea is that we quantify a separate predicate symbol P for each inclusion atom t 1 ⊆ t 2 , and the values of t 1 must be included in the values chosen for P . But we must also show that each value of P is a value that tuple t 2 gets in the team. For this we need special formulas, ϕ ′ i ( u), which "find" the assignment that gets same values for u and t 2 -for any value of u that is in the values chosen for P . 
Proof. Without loss of generality we may assume that each inclusion atom in ϕ is k-ary. We index these atoms by ( t 1 ⊆ t 2 ) 1 , . . . , ( t 1 ⊆ t 2 ) n . Let u be a k-tuple of fresh variables and P 1 , . . . , P n be k-ary relation variables.
We can now define the formula Φ in the following way 5 :
Clearly Φ is an ESO L [k]-formula. To complete the proof we need the following claim:
The following holds for all µ ∈ Sf(ϕ):
Since the proof for this claim is rather long and technical, it is left in the appendix. Note that since formulas µ ′ and µ ′ i do not contain the relation variable R, we can replace the model M[ A/ P ] with the the model M[ A/ P , X( y )/R] in Claim 3.
We are now ready to prove the claim of this theorem:
Suppose first that M X ϕ. Now by Claim 3 there exist A 1 , . . . , A n ⊆ M k , s.t. M ′ X ϕ ′ , and for all i ∈ {1, . . . , n} and a ∈ A i there exists s ∈ X, s.t.
. . , n}. We define the following teams
We define the function:
Since M ′ {sr[r( u)/ u ]} ϕ ′ j for each r ∈ Y ′ , by locality and flatness it is easy to 
. Thus there exists a function 
Forming a translation from INEX[k] to ESO[k]
The next theorem shows that there is also a translation from INEX[k] to ESO[k] . This translation can be formulated by first eliminating exclusion atoms as in Theorem 4.1 and then inclusion atoms as in Theorem 4.2. 
Proof. Without loss of generality we may assume that each exclusion and inclusion atom in the formula ϕ is k-ary. We index the exclusion atoms by ( t 1 | t 2 ) 1 , . . . , ( t 1 | t 2 ) n . Let P 1 , . . . P n be k-ary relation variables.
We can prove the equivalence of Claim 2 for any µ ∈ Sf(ϕ) by structural induction on µ: Since inclusion atoms are left as they are, their step in the induction is trivial. Other steps can be proven identically as in the proof of Claim 2 within the proof of Theorem 4.1. Thus we have
Since ϕ ′ contains only inclusion atoms and Fr(ϕ) = Fr(ϕ ′ ) = Vr( y), we can apply Theorem 4.2 to get an ESO L -formula Ψ(R) for which we have
We can then define Φ := ∃ P 1 . . . ∃ P n Ψ. Now Φ is an ESO L -formula and 
Translation from ESO[k] to INEX[k]
When translating from ESO to INEX, we will replace the quantifications of k-ary relation variables simply with quantifications of k-tuples of first order variables. However we cannot simulate quantification of the empty set this way, since the first order variables must be given at least one value. But this problem is avoided since all ESO-formulas can be written in a form that is satisfied if and only if it is satisfied with nonempty interpretations for the quantified relation variables. This is shown in the following easy lemma. 
Proof. We prove the claim by induction on n: If n = 0, then Φ = γ and we can trivially choose δ := γ. Suppose then that the claim holds for n − 1, i.e. there exists ξ ∈ ESO L [0], s.t.
for all models M that have some interpretation for the relation variable P n . Let ψ ∈ Sf(ξ). We define ψ ′ recursively as ψ ′ = ψ if ψ is a literal and does not contain P n
Now clearly the formula ξ ′ is satisfied in if and only if ξ is satisfied when P n is interpreted as an empty set. Thus we can define δ := ξ ∨ ξ ′ , and then it is easy to see that the claim holds by induction hypothesis. Proof. Since Φ ∈ ESO L [k], Φ = ∃ P 1 . . . ∃ P n γ where P 1 , . . . , P n are relation variables and γ is the first order part of Φ. Without loss of generality we may assume that P 1 , . . . , P n , R 1 , . . . , R m are all distinct and k-ary. Let δ be the formula given by Lemma 4.4 for γ. Now we have
Let w 1 , . . . , w n be k-tuples of fresh variables. The formula ψ ′ is defined recursively for each ψ ∈ Sf(δ): ψ ′ = ψ if ψ is a literal and neither P i nor R j occurs in ψ for any i or j.
Now we can define the formula ϕ simply as:
Clearly ϕ is an INEX L [k]-formula and the set of free variables in ϕ is Vr( y 1 . . . y m ) 6 . Before proving the claim of this theorem need to prove the following two claims: Claim 4. Let µ ∈ Sf(δ) and let X a team such that variables w 1 , . . . , w n , y 1 , . . . , y m are in dom(X). Let
Now the following holds:
If
• If µ is a literal s.t. neither P i nor R j occurs in µ for any i or j, the claim holds trivially since µ ′ = µ.
• Let µ = P j t for some j (µ = R j t is analogous).
Suppose that M X (P j t ) ′ , i.e. M X t ⊆ w j , and let s ∈ X. Because M X t ⊆ w j there exists s ′ ∈ X, such that s ′ ( w j ) = s( t ). Now s( t ) ∈ X( w j ) = P M ′ j , and thus M ′ X P j t.
• Let µ = ¬P j t for some j (µ = ¬R j t is analogous).
• The case µ = ψ ∧ θ is straightforward to prove.
Because w i and y j have the same values in Y 1 and Y 2 as in X for each i and j, we have that M ′
Claim 5. Let µ ∈ Sf(δ) and assume that A 1 , . . . , A n , B 1 , . . . , B m ⊆ M k are nonempty sets. Let X be a team s.t. Vr( y 1 . . . y m ) ⊆ dom(X) and for each i ∈ {1, . . . , m} and r ∈ X ↾ Fr(µ) the following assumption holds:
We also assume that functions F 1 , . . . , F n are defined as:
where M ′ := M[ A/ P , B/ R ] and X ′ := X[F 1 / w 1 , . . . , F n / w n ].
• If µ is a literal s.t. neither P i nor R j occurs in µ, then the claim holds since µ ′ = µ and Fr(µ ′ ) does not contain any of the variables in Vr( w 1 . . . w n ).
• Let µ = P j t for some j (µ = R j t is similar).
• Let µ = ¬P j t for some j (µ = ¬R j t is similar).
Hence it has to be that r( t ) = s ′ ( w j ), and thus
• Let µ = ψ ∨ θ.
• Let µ = ∃ x ψ (µ = ∀ x ψ is proven similarly).
Suppose that we have M ′
X↾Fr(µ) ∃ x ψ. Hence there exists a function F : X ↾ Fr(µ) → P * (M), such that M ′ (X↾Fr(µ))[F/x] ψ. We define the functions Fr(µ) ).
Let X * := X[G/x]. Since (⋆) holds for X, by definition of G it also holds for the team X * . We define the function G i for each i ∈ {1, . . . , n}:
We define X ′′ := X * [G 1 / w 1 , . . . , G n / w n ]. Now by induction hypothesis M X ′′ ψ ′ . By the definitions of the functions G ′ and G i we have
We are now ready prove the claim of this theorem:
We define:
Suppose then that M[X( y 1 )/R 1 , . . . , X( y m )/R m ] Φ. Hence there exist nonempty sets A 1 , . . . , A n ⊆ M k , such that
Since by assumption X = ∅ and Vr( y 1 . . . y m ) ⊆ dom(X), we have X( y i ) = ∅ for each i. We define the function F i for each i ∈ {1, . . . , n} by
Let X ′ := X[F 1 / w 1 , . . . , F n / w n ]. Since X ↾ Fr(δ) = {∅}, the assumption (⋆) of Claim 5 holds for X and δ. We also have M ′ X↾Fr(δ) δ and thus by Claim 5 we get M X ′ δ ′ . Hence M X ∃ w 1 . . . ∃ w n δ ′ , i.e. M X ϕ. 
Without the requirement of non-empty teams and the arity restriction on R, this would be the converse of Theorem 4.3. But because of the empty team property of INEX, the left side of the equivalence is always true for the empty team and any formula of INEX. Thus when defining classes of relations with INEX, we can only define such classes that also include the empty relation.
The arity restriction is also necessary since it can be shown that for any k there are ESO[k]-definable properties of (k+1)-ary relation X( y) that cannot be defined in INEX [k] . A proof for this claim will be presented in a future work by the author. As a direct corollary from this we also get a strict arity hierarchy for INEX, since the arity hierarchy for ESO is strict as shown by Ajtai [1] . As mentioned in the introduction, k-ary dependence and independence logics capture the fragment of ESO where at most (k−1)-ary functions can be quantified. This fragment differs from ESO[k] at least when k is one or two -and presumably for any k. Hence it appears that INEX[k] does not correspond to l-ary independence logic for any k and l, even though without arity bounds these two logics are equivalent.
Examples of some INEX-definable properties
By Corollary 4.6 we know that, in particular, all EMSO-definable properties can be expressed by using only unary inclusion and exclusion atoms. In the next example we will show how two EMSO-definable properties of graphs can be defined in INEX [1] by using universal inclusion quantifiers. 
In (a) we first quantify two nonempty sets for the values of x 1 and x 2 . We use exclusion atom to guarantee that these sets are disjoint. The formula ∀ z (z ⊆ x 1 ∨ z ⊆ x 2 ) checks that the union of these sets covers the whole set of vertices (see Example 2.1). Finally we use universal inclusion quantifiers to confirm that for any pair of elements chosen within these sets, there is no edge between them.
In (b) we first check if |V | ≤ k, in which case the graph would be trivially k-colorable. If that is not the case we can quantify k nonempty disjoint sets which represent the coloring of the graph. Confirming that these sets are disjoint and cover all the vertices can be done similarly as in (a). Finally we confirm that the coloring is correct, by choosing any pair of vertices within a single colored set and checking that there is no edge between them.
In ESO[k+1] we can quantify a k-ary function by quantifying (k+1)-ary relation and giving conditions that it is a function. By Theorem 4.5 this is also possible in INEX[k+1]. The next example shows how this is done by using the translation that we presented in Theorem 4.5. 
and ϕ ′ is a formula obtained from ϕ by replacing all subformulas of the form F t with t ⊆ x and ¬F t with t | x. If we also want the quantified function to be injection, we can add the following formula inside the brackets:
This way we can define infinity of a model with the formula δ inf := ∃ x 1 x 2 ψ 1 (x 1 x 2 ) ∧ ψ 2 (x 1 x 2 ) ∧ ψ 3 (x 1 x 2 ) ∧ ∃ z ∀ y (yz | x 1 x 2 ) .
Note that this property cannot be expressed by using only unary atoms since it is not EMSO-definable.
Conclusion
In this paper we have studied the expressive power of inclusion and exclusion atoms. These two simple types of atoms make a natural pair by a having a dualistic relationship. Our main topic of interest was how does the arity of these atoms effect their expressive power. We showed that INEX has a strict arity hierarchy, and when restricted to INEX[k], there is a natural connection to ESO[k] on the level of both sentences and formulas.
When translating from ESO to INEX, atomic k-ary relations translate naturally into k-ary inclusion atoms and analogously negated atomic k-ary relations translate into k-ary exclusion atoms. It is also interesting how in this framework we can use quantified k-tuples of variables to simulate quantified k-ary relation variables.
Even though INEX is equivalent with independence logic in general, it turned out that the relationship is not so clear when restricting the arities of atoms. Despite being closely related, these logics are of somewhat different nature. It appears that inclusion and exclusion atoms are naturally connected with relations while dependence and independence atoms are with functions.
The translations we used between INEX[k] and ESO are very different from the ones used between k-ary dependence and independence logics and ESO on the level of sentences ( [2, 5] ). The methods in our proofs differ also from Galliani's translations ( [4] ) between INEX-formulas and ESOformulas (without the arity restriction). These earlier translations are not compositional in the sense that they work only for ESO-formulas in a special normal form. Our translations are all compositional and, particularly the ones in Theorems 4.1 and 4.5, very natural and do not increase the size of the formula significantly.
In the translation from ESO[k] to INEX[k], term value preserving disjunction played an important role. This is a useful operator for any logic with team semantics, since the splitting of the team when evaluating disjunctions tends to lose information. We also introduced natural semantics for inclusion and exclusion quantifiers and defined them in INEX. Existential inclusion and exclusion quantifiers turned out to be equivalent with inclusion and exclusion atoms, and this naturally lead to definition of inclusion and exclusion friendly logics. But it is still open what is the exact expressive power of universal inclusion and exclusion quantifiers and how do they relate to inclusion and exclusion logics.
Suppose first that ( t 1 ⊆ t 2 ) i occurs in ψ. Because now (ψ ∨ θ) ′ i = ψ ′ i , we have M X 2 ψ ′ i , and thus by induction hypothesis M Y 1 ∪X * 2 ψ ′ . Furthermore
Proof. We will first examine the special case X = ∅: Suppose first that M X µ. Let A 1 = · · · = A n = ∅ and M ′ = M[ A/ P ]. Because X = ∅, we have M ′ X µ ′ , and since A i = ∅ for each i, the rest of the claim holds trivially. The other direction is clear since M ∅ µ is always true. Hence we may assume that X = ∅.
We prove the claim by structural induction on µ:
• If µ is a literal we can choose A 1 = · · · = A n = ∅ for the other direction of the claim. The equivalence is then clear since µ ′ = µ and P i does not occur in µ for any i ∈ {1, . . . , n}.
• Let µ = ( t 1 ⊆ t 2 ) j , for some j ∈ {1, . . . , n}.
Suppose first that M X t 1 ⊆ t 2 . We define
Since X( t 1 ) = A j = P M ′ j , we have M ′ X P j t 1 , i.e. M ′ X ( t 1 ⊆ t 2 ) ′ . Let i ∈ {1, . . . , n} \ {j}, a ∈ A i . Since M ′ X P j t 1 we can choose any s ∈ X ( = ∅), and then by flatness M ′ {s} P j t 1 . By locality we have M ′ {s[ a/ u ]} P j t 1 , i.e. M ′ {s[ a/ u ]} ( t 1 ⊆ t 2 ) ′ i . Let then i = j and a ∈ A ′ j . Because now a ∈ X( t 1 ), there exists s ∈ X, such that s( t 1 ) = a. Since by assumption M X t 1 ⊆ t 2 , there exists s ′ ∈ X, s. Hence s( t 1 ) = s ′ ( t 2 ) and thus M X t 1 ⊆ t 2 .
• Let µ = ψ ∧ θ.
Suppose first that M X ψ∧θ. Hence M X ψ and M X θ. By induction hypothesis there exist sets B 
