In an unpublished note, Golomb proposed a family of "strange" recursions of metafibonacci type, parameterized by k, and, for each k, identified what he speculated was the unique increasing solution. We show that, to the contrary, there are many increasing solutions for each k, and we indicate explicitly how to construct them. We also provide some additional general results concerning the nature of the strictly increasing solutions for this unusual family of recursions.
Introduction
In an unpublished note [1] , Golomb considers a variety of sequences that satisfy "strange" recursions. Included among these are the well-known Hofstadter sequence [3] and the Newman-Conway sequence [5] .
Golomb writes the "simplest strange recursion" as u(u(n)) = u(n) and easily determines the general solution for it. Subsequently, he introduces a more complicated "strange" recursion (actually a family of recursions) b(b(n) + kn) = 2b(n) + kn (1) with initial conditions b(1) = 1 and b(2) = 3 for k = 1, and b(1) = 1 and b(2) = 2 for k > 1. Here k is assumed to be a positive integer. It is tempting to try a linear function in n for b(n). At the same time, it is necessary that b(n) is a positive integer, so that (b(n) + kn) is well-defined as an index for b. This appears to motivate the following solution given (without proof) by Golomb, who states that one strictly increasing sequence which satisfies this recursion is nα k , where x is the floor of x (the biggest integer less than or equal to x), and α k is the positive root of the equation
Golomb credits A. Fraenkel with suggesting the study of the sequences nα k in this context. 1 He also observes that no finite number of initial conditions is sufficient to uniquely specify the solution of the recurrence (1) for any given k. Golomb notes that the above solution for (1) is not unique, but suggests that "it appears to be the only monotonically increasing solution, however" [1, p. 14] . In what follows, we show that appearances deceive and that this supposition is false for every k. We also provide additional results concerning the nature of the increasing solutions for this recursion.
Increasing Solutions Abound
Consider the recursion (1) with initial condition b(1) = B, where k and B are any positive integers (note that we have not assumed anything about the value of b(2)). Together these determine the values b(n) for an infinite subsequence of the arguments of b.
which simplifies to
The first two arguments of b whose values are now set are (B +k) and {(k+2)B +(k +1)k}. Clearly we can continue in this manner indefinitely. We call this sequence of arguments, which derives from (1) and the initial condition b(1) = B, the descendant sequence of the argument 1. It is easy to see that this sequence is strictly increasing. The descendant sequence can be defined analogously for every argument at which the value of b is known, including arguments already contained in a descendant sequence.
For given k, the values of b are now uniquely determined at all of the arguments which appear as terms in the descendant sequence for 1. However, this still leaves the value of b undefined for all the arguments between successive values of the descendant sequence of 1. Golomb's conjecture amounts to the assertion that, in the case B = 1, for each positive integer k, there is an unique way of assigning the value of b at these arguments, given by the floor function noted above, so that b is strictly increasing and satisfies (1) .
In fact, it turns out that for any positive integer B there are many ways to extend the function b so that it meets these conditions. This is readily shown by induction. Let r be a positive integer. 
Analyzing the Descendant Sequence
From what we have already seen, it is evident that the domain of increasing functions b which satisfy (1) can be partitioned into two disjoint sets. The first consists of all those elements whose value under b can be specified arbitrarily, subject to the condition that b is increasing (call these seeds). For example, note that from the above derivation, every element from 1 to B + k − 1 is a seed. The second set consists of all the descendants under b of each of the seeds.
In fact, a second partition is more interesting. It contains an infinite number of sets, each of which consists of an unique seed, together with all of its descendants whose value under b is determined from the recursion (1) and the value of b at the seed. It seems reasonable that these sets must form a partition, since the descendants of any seed depend on the value of b at the seed, and the value of b at the seeds is completely arbitrary subject to the constraint that b is increasing. This suggests that no two distinct seeds can have any descendants in common.
To verify that this is the case, we determine first, for any given seed p, an explicit formula for all the descendants of p, together with their respective values under b. We focus first on the seed 1. We showed above that the first two such descendants of 1 are B + k and (k + 2)B + (k + 1)k, with values under b of 2B + k and 2b(B + k) + (B + k)k, respectively. It is easy to verify by induction that we can continue to apply (1) in the same way as we have just done for the first two arguments to define recursively polynomials x k (n), y k (n), f k (n) and g k (n) which satisfy equations of the form
for n = 1, 2, 3, · · ·. More precisely, by applying (1) to the argument x k (n)B +y k (n)k (which is the n th descendant of 1) we obtain
From (2), after some rearrangement of the terms, we have
the form of which is analogous to (2) and provides the basis for defining x k (n+1), y k (n+1), f k (n + 1) and g k (n + 1), respectively. As a result, we have the following four recursions:
From this we derive that for every positive integer n,
Further, the relations (3) and (5) yield
while (4) and (6) imply
Thus, x k (n), y k (n), f k (n) and g k (n) satisfy the same second order linear recursion. The initial conditions are (
But from this fact, together with (8), and (7), we conclude that for n > 2
Thus, from the above relations, we are readily able to generate recursively all four sequences. It is also easy to confirm by induction that x k (n), y k (n), f k (n) and g k (n) are polynomials in k of degree n − 1. From the relations among the initial conditions, and the fact that all these polynomials satisfy the same recursion which obviously generates an increasing sequence, it follows that for all positive integers n > 1,
In fact, the above argument can be applied to any seed p, where b(p) is specified arbitrarily to ensure that b is increasing. Then in the same way as above we can use the relation (1) together with the starting value b(p) to identify all the arguments which are the descendants of p and determine their respective values under b. We find that the kth descendant of p is given by x k (n)b(p) + y k (n)kp, and
where the same polynomials x k (n), y k (n), f k (n) and g k (n) as defined above appear once again. This characterizes completely the elements in each of the sets in the second partition which we described above. The relation (15) leads to a set of interesting identities among the polynomials which will prove useful. For any positive integers r and s,
The proof (by induction on s) of each of these identities is quite straightforward. For example, to prove (16), use (3) and the initial conditions defining the polynomials to observe that it holds for s = 1, 2. Assume (16) is true for all positive integers less than s. For s we have from (3) that We are now in a position to show that no two distinct seeds q and p have any descendants in common. For simplicity take q = 1, and suppose a seed p > 1 lies between the rth and (r + 1)th descendant of 1, that is, 
