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Truncated regression models arise in many applications where it is not possible to observe values of
the response variable that are above or below certain thresholds. In this paper we propose a Bayesian
truncated beta nonlinear mixed-effects model, assuming that the truncated response variable follows a
truncated beta distribution and that its location parameter is parametrized by a nonlinear continuous
and twice differentiable function of unknown fixed parameters and covariates and by random effects.
The proposed model is suitable for any response variable, y, bounded to an interval (a, b) without
the need to consider a rescaled variable y∗ = (y− a)/(b− a) to apply the well known beta regression
model and its extensions, which are primarily suitable for response variables in the unit interval
(0, 1). Bayesian estimates and credible intervals are computed based on draws from the posterior
distribution of parameters obtained using an MCMC procedure. Posterior predictive checks, Bayesian
standardized residuals and a Bayesian influence measures are considered to check model adequacy,
outliers and influential observations. For model selection, we consider the sum of log-CPO metric
and a Bayesian model selection criteria based on Bayesian mixture modeling. Simulated datasets are
used for prior sensitivity analysis and to assess frequentist properties of Bayesian estimates and a
real dataset on soil-water retention is analyzed.
Keywords: truncated beta distribution; nonlinear mixed-effects model; Bayesian inference;
Bayesian diagnostic; MCMC.
1. Introduction
Truncated data arise when the variable of interest is limited above, below or between
specified limits. Thus, in a truncated data, all values outside the truncation limits are
omitted and not even a record of the omitted cases is kept. Truncation limits can be fixed
known values, resulting from human intervention and controlled by the investigator (see
[1]), and they can also be random variables, i.e, the truncation itself can also be the result
of a random process, which is not controlled by the investigator but are the outcome of
the sampling process and thus, they can be represented by a stochastic process (see [29]).
Truncated linear and nonlinear regression models have been widely studied considering
both the parametric and the semi or non-parametric inferential approach. For some work
along these lines, see [1, 2, 6, 10]. In contrast to classical methods, Bayesian inference
procedures have the advantage of being computationally simple and readily applicable
to any sample size.
Therefore, in this work we propose a Bayesian randomly truncated beta nonlinear
mixed-effects model which is constructed based on the class of Bayesian nonlinear mixed-
effects models [11, 26]. This regression model is constructed assuming the truncated
response variable to follow a truncated beta distribution parameterized by a mean pa-
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rameter and a parameter related to the dispersion of the truncated variable, and by
considering its mean parameter to be associated with a nonlinear continuous function of
covariates and unknown parameters and with random effects. The mixed-effects model
framework allows to account for a possible correlated data structure of the observed data
caused by the presence of extra variability due to an unobserved effect. The truncation
limits of the response variable are assumed to be random variables themselves and this
information is also accounted for in the construction of the proposed model.
The parameters of the proposed Bayesian truncated beta nonlinear mixed-effects mod-
els are estimated by generating an MCMC sample from the posterior distribution. Pos-
terior predictive checks [17, 18] and Bayesian residuals are considered to check for model
adequacy, outliers and influential observations. The Kullback-Leibler (KL) divergence
calibration based on the conditional predictive ordinate (CPO) [7, 24] is used to asses in-
fluential cases. Bayesian model selection is performed using the sum of log-CPO, and we
also a criterion based on Bayesian mixture models. We provide results based on simulated
datasets to assess sensitivity to the choice of prior distribution, to verify the quality of
Bayesian estimates, and to investigate the effectiveness of the Bayesian model diagnostic
techniques addressed. To illustrate the proposed methodology, we analyze a soil-water
retention dataset from the Buriti Vermelho River Basin database of [27].
2. Motivating example: soil-water characteristic curves
We consider soil-water retention data which are useful for constructing soil-water char-
acteristic curves (SWCCs), a graphical representation which describes how a soil store
and release water. Usually, the data is obtained experimentally after applying different
tensions levels, x, to a given soil sample and observing y, the soil-water content (propor-
tion of water) in the soil sample. Tension levels may be measured in units of atmosphere
(atm) pressure.
Since water flow only occurs for soil-water contents measured between the saturation
value and the residual value, the observed soil-water content is limited from below by the
residual soil-water content and limited from above by the saturated soil-water content,
meaning that soil-water retention data is a proportion subjected to truncation. The
residual soil-water, a, is the amount of water that cannot be drained from the soil even
at high tension values and it is defined as the soil-water content at x = 15atm [28]. The
saturated soil-water content, b, is the maximum water content able to be held in the soil
before drainage takes place and it is defined as the water content at 0atm [28]. These two
characteristics of the soil vary among soil samples and are different across soil depths,
they shall be treated as being random variables themselves.
Several analytical nonlinear expressions, η (x,β), have been proposed in the literature
for representing SWCCs. Among the most widely used SWCCs expressions are Gard-
ner’s, van Genuchten’s and Fredlund-Xing’s [14, 15, 28]. In [21], the authors show that
Gardner’s, van Genuchten-Mualem’s and Fredlund-Xing’s expressions, among others, can
be derived from a single generic SWCC.
Gardner’s expression [15] is given by
η (x,β) = a+
b− a
1 + β1xβ2
, (1)
where β1 is related to the inverse air entry value of the soil and β2 is related to the slope
of the SWCC.
The van Genuchten-Mualem expression is obtained by applying Mualem’s restriction
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[23] β3 = 1− 1β2 to β3 in van Genuchten’s expression [28], thus
η (x,β) = a+
b− a[
1 + (β1x)
β2
]1− 1
β2
, (2)
where β1 > 0 is related to the inverse of the air entry value and β2 > 1 since β3 > 0.
Fredlund-Xing’s expression [14] is written as
η (x,β) = b
1− ln
(
1 + xxr
)
ln
(
1 + 10
6
xr
)
{ln[e+ ( x
β1
)β2]}−β3
, (3)
where β1 is related to the air entry value, β2 and β3 are related to the pore-size distri-
bution, e is the natural number and xr = 15atm is the soil suction in residual condition.
Accurate estimation of model parameters is a major concern in SWCCs studies since
interest rely on the estimated SWCC which has a number of applications. In agricul-
ture, the estimated SWCC may be used to determine field capacity, permanent wilting
point and total soil-water availability, which are important characteristics for establishing
proper strategies of irrigation management and water balance in the soil.
Traditionally, SWCC are estimated using the nonlinear least squares method. However,
under truncation, usual least squares estimates can be biased, inefficient, and inconsis-
tent, which can seriously affect the estimated SWCC. Moreover, soil-water retention data
is usually measured by collecting soil samples along a given region and, at each collec-
tion site, soil samples are obtained for different soil depths and the measurements on the
response variable are made in replicates. The reason why soil samples are collected from
different depths at the same collection site is because soil-water retention at different
layers of the same soil is subjected to different hydraulic properties and dynamics. Thus,
there is evidence of a possible variability in the data due to an unobserved effect of soil
depth and it is important to consider a mixed-effect model framework where the random
effects account for the unobserved effect that the different soil depth have in soil-water
retention. Therefore, we propose SWCCs to be estimated using the alternative models
constructed in Section 3.
3. Model formulation
We propose a Bayesian randomly truncated nonlinear beta mixed-effects model to address
data subject to both random truncation and unobserved sources of variation. We assume
the observed data to be measured in i = 1, . . . ,M groups, with j = 1, . . . , Ni replicates
and k = 1, . . . , nij observations each, and that the data is subjected to unobserved
variability due to group effect. Truncated beta models are suitable for response variables
bounded to an interval (a, b) without the need to consider a rescaled variable to apply
the well known beta regression model and its extensions, which are primarily suitable for
response variables in the unit interval (0, 1). Moreover, the truncated Beta distribution
(5) is a natural alternative for modeling proportions which are truncated to subsets of
(0, 1).
In [13], a Bayesian mixed-effects approach was proposed for the well known and widely
applicable beta regression model [12]. Although the model is primarily suitable for re-
sponse variables in the unit interval (0, 1), the authors suggested that the Bayesian beta
mixed-effects regression model can be applied to variables bounded to any interval (a, b)
by considering the transformation y∗ = (y− a)/(b− a). However, as noted in [12], trans-
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forming the response variable can make it difficult to interpret model parameters in terms
of the original variable. Furthermore, in [8], the author considers it to be more accurate
to state that truncation is a characteristic of the probability distribution from which the
sample data are drawn and [22] suggests that to account for the truncated nature of the
observed data we must consider a truncated probability distribution, which is the part
of a distribution that is above, below or between some specified value.
Therefore, we consider the truncated beta distribution as the model for the observed
data. We start with the definition and properties of this distribution, followed by the
definition of the likelihood and of the prior distribution.
3.1. Properties of truncated beta distribution
Let Y be a Beta (c, d) r.v., c, d > 0. Setting µ = c/ (c+ d) and eσ = c + d, we have
E (Y ) = µ and V ar (Y ) = µ (1− µ)/(1 + eσ). Thus, µ ∈ (0, 1) is the mean parameter,
and σ ∈ < is a parameter related to the dispersion of the r.v. Y and its p.d.f., denoted
by B (µ, σ), is rewritten as
f (y) =
yµe
σ−1(1− y)(1−µ)eσ−1
B (µeσ, (1− µ) eσ) . (4)
If Y is truncated to (a, b), then the p.d.f. of Y given a < Y < b, 0 < a < b < 1, denoted
by TB (µ, σ, a, b), is given by
f (y |a < y < b ) = y
µeσ−1(1− y)(1−µ)eσ−1
B (b;µeσ, (1− µ) eσ)−B (a;µeσ, (1− µ) eσ) , (5)
where B (κ, τ) =
∫ 1
0 y
κ−1(1− y)τ−1dy and B (t;κ, τ) = ∫ t0 yκ−1(1− y)τ−1dy are the beta
function and the incomplete beta function, respectively.
The expressions for the expectation and variance of a truncated beta r.v., which will
be used for computing posterior predictive checks (Section 4.1) and Bayesian residuals
(Section 4.3), are given by
E (Y |a < Y < b ) = B (a;µe
σ + 1, (1− µ) eσ)−B (b;µeσ + 1, (1− µ) eσ)
B (a;µeσ, (1− µ) eσ)−B (b;µeσ, (1− µ) eσ) , (6)
and
V ar (Y |a < Y < b ) = B (a;µe
σ + 2, (1− µ) eσ)−B (b;µeσ + 2, (1− µ) eσ)
B (a;µeσ, (1− µ) eσ)−B (b;µeσ, (1− µ) eσ)
−
[
B (a;µeσ + 1, (1− µ) eσ)−B (b;µeσ + 1, (1− µ) eσ)
B (a;µeσ, (1− µ) eσ)−B (b;µeσ, (1− µ) eσ)
]2
, (7)
respectively.
3.2. Nonlinear mixed-effects randomly truncated beta model
Consider Y to be a r.v. of interest subject to random truncation limits A and B,
A < B. Then, the distribution of the random vector (Y,A,B) | (A < Y < B), can
be defined as the product of the conditional distributions of Y | (A,B,A < Y < B),
A| (B,A < Y < B) d= A|B and B| (A < Y < B) d= B, where d= denotes equality
in distribution. In this paper, we consider Y |(A,B,A < Y < B) ∼ TB (µ, σ, a, b),
A |B ∼ TB (µA, σA, 0, b) and B ∼ Beta (µB, σB), µB ∈ (0, 1) and σB ∈ <.
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Let ui be a s-dimensional vector of unknown random effects and let Ui,jk be a nij × s
design matrix related to ui. Let u =
(
u
′
1, . . . ,u
′
M
)′
, and consider x =
(
x
′
1,1, . . . ,x
′
M,NM
)′
a vector of p covariates.
Assume Y |(A,B,A < Y < B,u) , A |B and B n-dimensional vectors whose el-
ements are Yi,jk |(Ai,jk, Bi,jk, Ai,jk < Yi,jk < Bi,jk,ui) , Ai,jk |Bi,jk and Bi,jk and let
y =
(
y
′
1,1, . . . ,y
′
M,NM
)′
, a =
(
a
′
1,1, . . . ,a
′
M,NM
)′
and b =
(
b
′
1,1, . . . , b
′
M,NM
)′
be
n-dimensional vectors of observed values of Y |(A,B,A < Y < B,u) , A |B and B,
i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij , n =
∑M
i=1
∑Ni
j=1 nij . Then, the randomly
truncated beta nonlinear mixed-effects model is defined as
Yi,jk |(Ai,jk, Bi,jk, Ai,jk < Yi,jk < Bi,jk,ui;β, σ) ∼ TB (µi,jk, σ, ai,jk, bi,jk) ,
µi,jk = η (xi,jk,β) +Ui,jkui,
Ai,jk |(Bi,jk;µA, σA) ∼ TB (µA, σA, 0, b) ,
Bi,jk |(µB , σB) ∼ Beta (µB , σB) ,
ui |Ψ ∼ Ns (0,Ψ) ,
i = 1, . . . ,M, j = 1, . . . , Ni, k = 1, . . . , nij .
(8)
Model (8) can be reduced for cases where only lower or upper truncation occurs by
assuming a distribution for the relevant r.v. of truncation (A, if the data is randomly
lower truncated and B if the data is randomly upper truncated) and considering the
other limit to be equal to +∞ or −∞ (as convenience). Moreover, model (8) can be
reduced to the case where there is no extra variability caused by an unobserved source
of variation by assuming ui = 0 for all i = 1, . . . ,M .
If the response variable is truncated within fixed known truncation limits, then a fixed
truncated beta nonlinear mixed-effects model could be written as a particular case of
model (8) with Ai,jk and Bi,jk fixed at ai,jk and bi,jk for each observation yi,jk. In this
scenario, we would only assume a truncated beta distribution (5) for the responses. It
could also be the that ai,jk = a and bi,jk = b for all i = 1, . . . ,M , j = 1, . . . , Ni,
k = 1, . . . , nij . If only lower truncation occurs, we set all bi,jk to +∞, and if only upper
truncation occurs, we set the ai,jk’s to −∞. Finally, this model can be reduced to the
case where there is no extra variability caused by an unobserved source of variation by
regarding the ui’s as zero.
3.3. Bayesian model
The likelihood function for the observed data D = (n,y,x,a, b), given
θ = (β, σ,Ψ,u)
′
, ωA = (µA, σA) and ωB = (µB, σB) under model (8) is written as
L (D |θ,ωA,ωB )
∝
M∏
i=1
Ni∏
j=1
nij∏
k=1
{
y
γi,jk(β,σ,u)−1
i,jk (1− yi,jk)λi,jk(β,σ,u)−1
Ci,jk (β, σ,u)
× a
µAe
σA−1
i,jk (1− ai,jk)(1−µA)e
σA−1
B (bi,jk;µAeσA , (1− µA) eσA)
bµBe
σB−1
i,jk (1− bi,jk)(1−µB)e
σB−1
B (µBeσB , (1− µB) eσB )
}
= L1 (D |θ )L2 (D |ωA )L3 (D |ωB ) , (9)
where
γi,jk (β, σ,u) = [η (xi,jk,β) +Ui,jkui] e
σ,
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λi,jk (β, σ,u) = {1− [η (xi,jk,β) +Ui,jkui]} eσ
and
Ci,jk (β, σ,u) = B (bi,jk; γi,jk (β, σ,u), λi,jk (β, σ,u))−B (ai,jk; γi,jk (β, σ,u), λi,jk (β, σ,u)) .
Note that the random effects model (8) already includes the prior distribution for
random effects u:
pi(u | Ψ) =
M∏
i=1
1
(2pi)s/2|Ψ| exp
[
−1
2
u
′
iΨ
−1ui
]
.
We assume that the fixed effects and the random effects are independent given σ which
is typical for a random effects model. For the considered data, s = 1 and Ui,jk = 1 for
all i and jk, i.e. we can write the mean as µi,jk = η (xi,jk,β) + ui. Therefore, we have
Ψ = σu.
We assume that the processes generating the soil-water retention values, the lower trun-
cation limits and the upper truncation limits are independent. This implies independent
priors for parameters θ, ωA and ωB, i.e. we can write
pi(θ, ωA, ωB) = pi(θ)pi(ωA)pi(ωB).
We choose noninformative or weakly informative prior distributions pi (θ), pi (ωA) and
pi (ωB) for θ, ωA and ωB, respectively. A detailed discussion with sensitivity analysis
for the choice of these priors is given in Section 5.1 which suggests the use of the prior
distributions given by (17) and (18).
Prior elicitation for the parameters of SWCC is an important issue. Current literature,
including prior elicitation, focuses on the parameters of the least squares model which
we aim to improve on by considering a more appropriate truncated model which also
includes modeling of truncations as random effects. Also, majority of the papers analyze
soil samples which differ from the Buriti Vermelho River Basin soil (the soil composi-
tion, which affects its hydraulic and dynamic properties influencing soil-water retention).
Therefore, to avoid using inaccurate priors and in absence of additional a priori infor-
mation that has to be specific to the Buriti Vermelho River Basin type of soil analyzed
here, we use a priori information to specify the structure of the Bayesian model, namely
conditional dependence of parameters, and the particular parametrizations of the distri-
butions (e.g. random effect models for truncation limits), and noninformative or weakly
informative priors on the hyperparameters. Once more information is available on this
soil, it can be incorporated in the Bayesian model by specifying more informative prior
distributions.
4. Bayesian analysis
Using Bayes’ theorem and the prior dependence structure of the parameters, the posterior
distribution of θ, ωA and ωB can be written as
pi (θ,ωA,ωB |D ) ∝ pi (θ,ωA,ωB)L (D |θ,ωA,ωB )
= pi (θ)pi (ωA)pi (ωB)L1 (D |θ )L2 (D |ωA )L3 (D |ωB )
= pi1 (θ |D )pi2 (ωA |D )pi3 (ωB |D ) , (10)
6
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Since θ, ωA and ωB are a posteriori independent, Bayesian analysis for (10) can be
partitioned into studying pi1 (θ |D ), pi2 (ωA |D ) and pi3 (ωB |D ), which are not available
analytically and may be approximated using Markov chain Monte Carlo (MCMC) meth-
ods [5]. Moreover, the full conditional distributions of the components of θ, ωA and ωB
are also not available analytically. Therefore, we use a Metropolis-Hastings algorithm to
sample from the joint posteriors pi1 (θ |D ), pi2 (ωA |D ) and pi3 (ωB |D ) and to perform
Bayesian inference on the marginal posterior distributions.
Bayesian estimates of θ, ωA and ωB are denoted by θ˜, ω˜A and ω˜B and are computed
from the MCMC samples of pi1 (θ |D ), pi2 (ωA |D ) and pi3 (ωB |D ), respectively. We com-
pute two types of credible intervals for θ˜, ω˜A and ω˜B: one given by the interquantile
range of the posteriors’ samples and the other given by the highest posterior density
(HPD) interval [5].
The MCMC sample from the posterior distribution pi1 (θ |D ) is obtained using a
Metropolis-Hastings within Gibbs type algorithm with each candidate of each model pa-
rameter being generated by random walk from a normal distribution with variances given
by the elements of the diagonal of the sample Fisher information matrix (the negative
Hessian matrix evaluated at the maximum likelihood estimator of the parameters). The
MCMC samples of the posterior distributions pi2 (ωA |D ) and pi3 (ωB |D ) are obtained
using a Metropolis-Hastings type algorithm with candidates generated by random walk
from a multivariate normal distribution with covariance matrix given by minus the sam-
ple Fisher information matrix for the corresponding parameters. The Gibbs-Metropolis
algorithm for each model was written in statistical software R [25].
We note that this Bayesian estimation procedure is applicable to the particular cases
of model (8). Under a fixed truncated beta nonlinear mixed-effects models the likelihood
function for the the observed data D = (n,y,x, a, b) corresponds to L1 (D |θ ) in (9),
with ai,jk = a and bi,jk = b for all i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij and we
only use the prior distribution of θ = (β, σ,Ψ,u)
′
. Under a randomly truncated beta
nonlinear model the likelihood corresponds to (9) with Ui,jkui = 0 for all i = 1, . . . ,M ,
j = 1, . . . , Ni, k = 1, . . . , nij and we only use the prior distributions for θ = (β, σ)
′
,
ωA and ωB. Under a fixed truncated beta nonlinear model the likelihood corresponds
to L1 (D |θ ) in (9), with ai,jk = a, bi,jk = b and Ui,jkui = 0 for all i = 1, . . . ,M ,
j = 1, . . . , Ni, k = 1, . . . , nij and we use the prior distribution for θ = (β, σ)
′
.
4.1. Posterior predictive checks
Posterior predictive checks [17, 18] are aimed to detect differences between the model
and observed data by generating replicated datasets, yrep, from the posterior predic-
tive distribution and comparing then to the observed dataset by means of discrepancy
variables, T , which can be any function of data and model parameters.
For a future observation y˜ of the response variable and assuming y˜ and y to be
conditionally independent given θ, the posterior predictive distribution is given by
pi (y˜ |D ) =
∫
Θ
pi (y˜ |θ )pi1 (θ |D ) dθ. (11)
Given an MCMC sample of size L of pi1 (θ |D ), the discrepancy variable may be com-
puted by the following procedure:
(1) for each θl, l = 1, . . . , L, sample y
rep
l from pi (y˜ |θl );
(2) compute the discrepancy variable T (y) for the observed data;
(3) compute the discrepancy variable T
(
yrepl
)
for each yrepl , l = 1, . . . , L.
7
September 16, 2016 Journal of Applied Statistics ”JAS - Bayes Manuscript - Revised - New”
If the discrepancy depends on both the data and parameters, then we should ob-
tain T (y,θ) and T (yrep,θ) for each draw of the posterior distribution, θ1, . . . ,θL. As
suggested by [18], the comparison can be displayed as a histogram of the differences
T (y,θ) − T (yrep,θ), which should contain 0, or as a scatter plot of T (y,θ) against
T (yrep,θ), which should be symmetric about a 45◦ line. In this paper we consider the
mean and variance of the response variable, and the model deviance as discrepancy vari-
ables.
The posterior predictive p-value is defined as p = P [T (yrep) > T (y) |y ], which based
on a MCMC sample of the posterior distribution and on the replicated datasets, is
estimated as
pˆ =
# {T (yrep) > T (y)}
L
. (12)
If the posterior predictive p-value is close to 0 or 1, it may suggest that the observed
data has an extreme discrepancy variable and the model may be inappropriate. Advice
on the interpretation of posterior predictive p-values, which should not be interpreted as
a probability that the considered model is true given the data, can be found in [18].
4.2. Prediction
The predicted value, y˜i,jk, of an observation, yi,jk, i = 1, . . . ,M , j = 1, . . . , Ni,
k = 1, . . . , nij , may be obtained based on an MCMC sample of size L, θ1, . . . ,θL, of
pi1 (θ |D ) using the following procedure which sample draws from the posterior predic-
tive distribution (11):
(1) for each θl, l = 1, . . . , L, sample y˜i,jkl from pi (y˜ |θl ), i = 1, . . . ,M , j = 1, . . . , Ni,
k = 1, . . . , nij ;
(2) for i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij , set y˜i,jk, the predicted value of the
(i, jk)th observation, as
y˜i,jk =
1
L
L∑
l=1
y˜i,jkl . (13)
4.3. Bayesian residuals
The posterior predictive residuals [30] may be used to check for model ade-
quacy. These residuals are given by yi,jk − y˜i,jk, where yi,jk is the observed
value of the (i, jk)th response and y˜i,jk is its predicted value given by (13).
The standardized posterior predictive residual, for i = 1, . . . ,M , j = 1, . . . , Ni,
k = 1, . . . , nij is written as
ri,jk =
yi,jk − y˜i,jk√
V ar
(
Yi,jk
∣∣∣Ai,jk, Bi,jk, Ai,jk < Yi,jk < Bi,jk;D, θ˜) , (14)
where θ˜ is the posterior mean of θ, y˜i,jk is the predicted value of yi,jk as given by
expression (13) and V ar (Yi,jk |Ai,jk, Bi,jk, Ai,jk < Yi < Bi,jk;D,θ ) is the expression of
the variance of the truncated beta distribution (7).
Values of ri,jk centered on zero indicate that the model is well fitted to the data.
8
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4.4. Influence
The conditional predictive ordinate (CPO) [7], defined as the predictive density of
the (i, jk)th case given the data without the (i, jk)th case, D(−i,jk), for i = 1, . . . ,M ,
j = 1, . . . , Ni, k = 1, . . . , nij , is given by
CPOi,jk =
∫
Θ
1
f (yi,jk |ai,jk, bi,jk, ai,jk < yi,jk < bi,jk;θ )pi1 (θ |D ) dθ
−1.
The KL divergence calibration based on CPO uses a Bayesian perspective to case
deletion diagnostic and evaluates the influence of a given observation in parameters
estimates. The KL divergence, for i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij , is given by
K
(
pi1 (θ |D ) , pi1
(
θ|D (−i,jk)
))
= − log (CPOi,jk) + Eθ {log f (yi,jk |ai,jk, bi,jkai,jk < yi,jk < bi,jk;θ ) |D} .
Following [24] and [7], the calibration, for i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij ,
is written as
pi,jk = 0.5
{
1 +
√
1− exp
[
−2Kˆ
(
pi1 (θ |D ) , pi1
(
θ|D (−i,jk)
))]}
, (15)
where
Kˆ
(
pi1 (θ |D ) , pi1
(
θ|D (−i,jk)
))
= log
{
1
L
L∑
l=1
1
f (yi,jk |ai,jk, bi,jk, ai,jk < yi,jk < bi,jk;θl )
}
+
1
L
L∑
l=1
log f (yi,jk |ai,jk, bi,jk, ai,jk < yi,jk < bi,jk;θl ),
is the Monte Carlo approximation of the KL divergence between the posterior distribution
with the complete data and the posterior distribution with the ith observation deleted
based on a MCMC sample of size L of pi1 (θ |D ).
Values of (15) substantially bigger than 0.5 may indicate that the observation is influ-
ential.
4.5. Model selection
The metric known as sum of log-CPO is defined as
log -CPO =
M∑
i=1
Ni∑
j=1
nij∑
k=1
log (CPOi,jk), (16)
is an estimator of the logarithm of the marginal likelihood and can be used as model
selection criterion. The model to be selected is the one providing the larger value of (16)
[4].
We also consider a Bayesian model selection methodology based on the Bayesian mix-
ture model framework.
Suppose we haveQ competing modelsM1, . . . ,MQ and let pi1 (θq |D ) denote the poste-
rior distribution of θ under each candidate model q, q = 1, . . . , Q. Then, the posterior dis-
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tribution of θ may be written as pi1 (θ |D ) =
∑Q
q=1 ρqpi1 (θq |D ), where ρ = (ρ1, . . . , ρQ)
are mixing probabilities, with 0 < ρq ≤ 1 and
∑Q
q=1 ρq = 1, q = 1, . . . , Q.
Associating latent variables zi,jk to each observation Di,jk = (yi,jk,xi,jk, ai,jk, bi,jk)
such that θ |(Di,jk;Zi,jk = q) ∼ pi1 (θq |D ) and P (Zi,jk = q) = ρq, the posterior prob-
ability that observation Di,jk was generated from the q
th candidate model is defined
as
P (zi,jk = q |Di,jk;θ,ρ) =
ρqpi1
(
θq|D i,jk
)
Q∑
q=1
ρqpi1
(
θq|D i,jk
) .
Consider the prior the distribution of ρ to be given by a Dirichlet distribu-
tion with known fixed hyperparameters δ1, . . . , δQ, i.e., ρ ∼ D (δ1, . . . , δQ). Let
z =
(
z
′
1,1, . . . ,z
′
M,NM
)′
be a n-dimensional vector of observed values of Z, composed
by the Zi,jk’s, n =
∑M
i=1
∑Ni
j=1 nij , i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij . Then,
the posterior probability distribution of ρ given D and z, denoted by pi (ρ |D,z ), is
a D
(
δ∗1 , . . . , δ∗Q
)
distribution, with δ∗q = δq + nq, nq = # {zi,jk = q},
∑Q
q=1 nq = n,
n =
∑M
i=1
∑Ni
j=1 nij , i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij .
Given MCMC samples of each candidate model Mq with posterior distribution
pi1 (θq |D ), the following Gibbs sampling procedure may be used to sample from the
posterior distribution pi (ρ |D,z ):
(1) compute the Bayesian estimates θ˜1, . . . , θ˜q under each candidate model Mq with
posterior distribution pi1 (θq |D ), q = 1, . . . , Q;
(2) for each Di,jk compute the posterior densities under each candidate model
pi1
(
θ˜q |Di,jk
)
, i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij ;
(3) set initial values ρ(0);
(4) for t = 1, . . .:
• generate z(t)i,jk from (q = 1, . . . , Q), with
P
(
z
(t)
i,jk = q
∣∣Di,jk;θ,ρ(t−1)) = ρ(t)q pi1(θq|D i,jk)Q∑
q=1
ρ
(t)
q pi1(θq|D i,jk)
;
• generate ρ(t) from D
(
δ∗1 , . . . , δ∗Q
)
, with δ∗q = δq + nq, nq = # {zi,jk = q},∑Q
q=1 nq = n, n =
∑M
i=1
∑Ni
j=1 nij , i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij .
The Bayesian estimate of ρ, denoted by ρ˜ and computed from the MCMC sample of
pi (ρ |D,z ), may be interpreted as the posterior probability that the observed data D
has been generated from the qth model and so, we set as the selected model the one with
higher value of ρ˜q, q = 1, . . . , Q.
5. Results based on simulated datasets
To illustrate Bayesian estimation and diagnostic under the proposed randomly truncated
beta nonlinear mixed-effects model (8) of Section 3, we simulate datasets mimicking the
characteristics of soil-water retention data: the response variable, Y |(A,B,A < Y < B) ,
is the soil sample water content, which is limited from below by the residual water content,
A |B , the soil-water content of the soil sample measured at 15atm and limited from above
by the saturated water content, B, the soil-water content of the soil sample measured at
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0atm. There is only one covariate, x, representing tension levels ranging from 0, 01atm
to 10atm, x = (0, 01; 0, 03; 0, 06; 0, 1; 0, 33; 0, 8; 4; 10), thus there are nij = 8 observations
in the jth replicate of the ith group, with k = 1, . . . , nij . The datasets are simulated
considering that soil samples were collected at three different soil depths, thus M = 3,
with i = 1, 2, 3.
Below we use τ and λ to denote large constants to denote large constants, IG(c, d) to
denote an inverse Gamma distribution and t+(ν,∆) to denote the t distribution with ν
degrees of freedom, scale ∆, centered at 0 and truncated to positive semiline. We take
τ = 104 and λ = 102.
Samples were generated in the statistical software R and MCMC samples of the poste-
rior distributions pi1 (θ |D ), pi2 (ωA |D ) and pi3 (ωB |D ) were obtained using the MCMC
procedures described in Section 4. Convergence was checked using Geweke’s criterion
[19], which performs as t-test of two sample means and compares the mean of the first
10% of the chain with the last 50% of the chain. When the to means are not significantly
different, Geweke’s diagnostic concludes that the posterior samples are drawn from the
stationary distribution. More on convergence diagnostics for MCMC algorithms can be
found in [3, 9]. Chain sizes were 700000 with burn-in periods of 20000 and a thinning
interval of size 200.
5.1. Prior sensitivity analysis
Prior sensitivity analysis is performed by comparing the posterior summaries obtained
for a simulated dataset under different choices of non-informative prior distributions for
model parameters. It is worthwhile mentioning that, although we present results for only
one simulated dataset, we have also performed prior sensitivity analysis for several other
datasets simulated in the same setting described here and we have found similar results
regarding the performance of the considered priors distributions.
Simulated data is obtained as follows: Bi,jk |(µB, σB) ∼
Beta (µB, σB), Ai,jk |(Bi,jk;µA, σA) ∼ TB (µA, σA, 0, bi,jk) and
Yi,jk |(Ai,jk, Bi,jk, Ai,jk < Yi,jk < Bi,jk, ui;β, σ) ∼ TB (µi,jk, σ, ai,jk, bi,jk), with
µi,jk = η (xi,jk,β) + ui where η (xi,jk,β) is Gardner’s SWCC expression given in
(1) and ui ∼ N (0, σu), i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij , M = 3, nij = 8,
Ni = 3, and n = 72.
For the remaining parameters, in absence of a priori information, we aim to have non-
informative priors. Firstly, we consider the following choice of prior distributions on the
parameters:
βk ∼ IG(τ−1, τ−1) for k = 1, 2; σ ∼ IG
(
τ−1, τ−1
)
, (17)
µk ∼ Beta (1/2, 1/2) & σk ∼ N (0, τ) , k ∈ {A,B},
For the model with link function (3), we also set β3 ∼ IG(τ−1, τ−1). Note that the priors
for σ, µA and µB are approximations to the Jeffreys priors as τ → ∞ [20], and priors
for σA and σB are approximations to the improper prior with a constant density. Since
positive parameters β1, β2 (and β3 in model (3)) have a broad interpretation of scale
(possibly under a reparameterization), we use an approximation of the Jeffreys prior for
a scale parameter, inverse gamma with small shape and scale parameters. For σu, we
consider two priors: IG
(
τ−1, τ−1
)
and the t+ (ν, τ) prior. The inverse Gamma prior is
a proper approximation to the improper Jeffreys prior for σu, and the folded t prior
is advocated by [16] which is more efficient at achieving non-informativeness than the
inverse-gamma distribution, especially when σu can be small. In this paper, we consider
the half-Cauchy distribution, which is a special case of the t+ (ν, λ) with ν = 1; thus, we
11
September 16, 2016 Journal of Applied Statistics ”JAS - Bayes Manuscript - Revised - New”
assume the reparameterization σru =
√|σu|, and the prior half-Cauchy distribution of σru
has density
pi (σru) ∝
[
(σru)
2 + λ2
]−1
(18)
with λ a known fixed hyperparameter.
Secondly, we consider the following reparameterization:
βrk = log (β1) , k = 1, 2
σru = log (σu) , (19)
µrk = log {µk/(1− µk)} , k ∈ {A,B},
and keep σA and σB unchanged. For this scenario, we set N (0, τ) as the prior distribution
of each model parameter.
Based on the results presented in Table 1, it is possible to note that the mean and
median of all model parameters, other than σu, as well as the 95% interquantile and HPD
credible intervals, are reasonably similar regardless the choice of prior (among the ones
considered). On the other hand, under the prior (17) with a half-Cauchy prior (18) for
parameter σu, the posterior summaries for this parameter outperform the ones obtained
under inverse Gamma prior for σu and under the reparametrized model (19), and it
is possible to note that using the half-Cauchy prior, parameter σu is more accurately
estimated. We also note that parameter σu seems to be less accurately estimated under
the reparameterized model (19). Therefore, for the reminder of this paper, we will work
with the prior (17) and a half-Cauchy prior (18) for σu. In addition to λ = 100, we
considered other values of λ < 100 however they did not affect the posterior distribution.
The results shown in Table 2 and Table 3, for parameter µA, σA, µB and σB, indicate
the two choices of prior scenarios as providing quite similar posterior summaries. There-
fore, we choose to work with the first scenario of prior distribution presented in Table 2
and Table 3 for the parameters related with the lower and upper truncation variables,
respectively.
[Table 1 about here.]
[Table 2 about here.]
[Table 3 about here.]
5.2. Frequentist properties of Bayesian estimates
In this section we present results based on simulated datasets to assess the frequentist
properties of Bayesian estimates obtained for the the randomly truncated beta nonlinear
mixed-effects model (8) of Section 3.
Simulated datasets are obtained as follows: Bi,jk |(µB, σB) ∼
Beta (µB, σB), Ai,jk |(Bi,jk;µA, σA) ∼ TB (µA, σA, 0, bi,jk) and
Yi,jk |(Ai,jk, Bi,jk, Ai,jk < Yi,jk < Bi,jk, ui;β, σ) ∼ TB (µi,jk, σ, ai,jk, bi,jk), with
µi,jk = η (xi,jk,β) + ui where η (xi,jk,β) is Gardner’s expression given in (1) and
ui ∼ N (0, σu), i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij , M = 3, nij = 8. Since
soil-water retention data are measure in replicates, we consider Ni = {1; 3; 30} replicates,
which amounts for n = {24; 72; 720} sample sizes in the corresponding group. A total of
200 datasets were simulated for each sample size.
We fit the nonlinear truncated beta model (8) with η (xi,jk,β) being Gardner’s SWCC
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(1) with the prior distributions for the model parameters given by (17) and (18).
Simulation results are displayed in Table 7, where the Posterior mean column refers to
the mean of the posterior means obtained for each simulated sample; the Bias-m column
presents the mean of the bias of the posterior means; the MSE-m column provides the
mean of the mean square error (MSE) computed for all posterior means; the Posterior
median column presents the median of the posterior medians obtained for each simulated
sample; the Bias-md column presents the median of the bias of the posterior medians;
the MSE-md column provides the median of the mean square error (MSE) computed
for all posterior medians; the Interquantile and the HPD columns provide the estimated
coverage probability of 95% interquantile and HPD credibility intervals, respectively. The
column Acceptance rate shows the acceptance rate of candidates for each parameter.
Based on the obtained results (Table 7), it can be argued that the Bayesian estimation
procedure provided quite precise estimates for the unknown fixed-effects parameters of
the nonlinear function η (xi,jk,β), β1 and β2, related to the mean of the responses, µi,jk.
Parameter σ, related with the dispersion of the responses, is also precisely estimated.
Moreover, for β1, β2 and σ, both the bias and MSE are very small and the estimated
coverage probability of interquantile and HPD credible interval correctly approaches the
nominal expected of 95%. On the other hand, we note that the Bayesian estimate of
the fixed-effect parameter σu associated with the random effects is not as precise as
it would be desired. This parameters seems to be underestimated and its estimated
standard deviation also seems to be small, causing the estimated credible intervals to be
small and, consequently the estimated coverage probabilities for this parameter do not
approach the nominal one of 95%. Nevertheless, the Bayesian estimates of the random
effects u1, u2 and u2 seem to be satisfactory and their estimated coverage probabilities
approach the expected nominal of 95%. Acceptance rates for model parameters across
simulated datasets are kept in a reasonable range between 0.3 and 0.7, with smaller
values (0.1-0.2) for σu which is the most difficult parameter to estimate.
[Table 4 about here.]
5.3. Posterior predictive checks
To asses if posterior predictive checks are capable of identifying model misspecifica-
tion in the regression structure assumed for the mean parameter, we consider simu-
lated datasets assuming Yi,jk |(a < Yi,jk < b, ui) ∼ TB (µi,jk, σ, a, b), where a = 0.31,
b = 0.55, and µi,jk = η (xi,jk,β) + ui, where η (xi,jk,β) is Fredlund-Xing’s SWCC
expression (3) and ui ∼ N (0, σu), i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij ,
M = 3, nij = 8, Ni = 3. Parameter values are set at β1 = 0.05, β2 = 2, β3 = 0.3,
σ = 4 and σu = 0.15. After simulating the data, the model is fitted considering
Yi,jk |(a < Yi,jk < b, ui) ∼ TB (η (xi,jk,β) + ui, σ, a, b), with η (xi,jk,β) Gardner’s SWCC
expression (1), with priors (17) and (18). A total of 100 datasets were simulated.
Figure 1 shows the histograms of estimated posterior predictive p-values (12) computed
across each simulated dataset using the mean and variance of the response variable, and
the model deviance as discrepancy variables. For all three considered discrepancies, we
note that the mean, variance and model deviance of the replicated datasets coincide with
the obtained values of mean, variance and model deviance of the observed data. This
is also supported by the median values of the estimated posterior predictive p-values,
which were 0.47, 0.46 and 0.50 for the mean, variance and model deviance, respectively.
There is also a high variability among estimated posterior predictive p-values based on
the variance discrepancy, which could indicate that this choice of discrepancy variable is
not a good choice for model checking under the proposed model and caution should be
taking when analyzing it.
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Figure 2 illustrate the histograms of the discrepancy variables computed for one sim-
ulated dataset. The histograms indicate that the mean, variance and model deviance
discrepancy variables are not capable of identifying a significant disagreement between
the observed (simulated) data and the replicated datasets.
Therefore, posterior predictive checks do not seem to be capable of correctly identifying
lack of fit in the proposed scenario, i.e, we are not able to detect that there is misspec-
ification of the function η (xi,jk,β). However, we note that, as mentioned in Section 2,
both (1) and (3) may be derived from a common generic expression proposed by [21]
and thus, these expressions may be be sufficiently similar as not to produce significantly
different results for the observed and replicated data. We note that similar results are
obtained when the other SWCCs are compared to each other.
[Figure 1 about here.]
[Figure 2 about here.]
5.4. Bayesian diagnostics
For outlier and influence diagnostic we take one dataset simulated from
Yi,jk |(Ai,jk, Bi,jk, Ai,jk < Yi,jk < Bi,jk, ui;β, σ) ∼ TB (µi,jk, σ, Ai,jk, Bi,jk), with
µi,jk = η (xi,jk,β) + ui, where η (xi,jk,β) is Gardner’s SWCC (1) and ui ∼ N (0, σu),
with Bi,jk |(µB, σB) ∼ Beta (µB, σB) the upper truncation variable and
Ai,jk |(Bi,jk;µA, σA) ∼ TB (µA, σA, 0, bi,jk) the lower truncation variable, i = 1, . . . ,M ,
j = 1, . . . , Ni, k = 1, . . . , nij , M = 3, nij = 8, Ni = 3. The true values of model
parameter are: β1 = 2.25, β2 = 0.5, σ = 6, σu = 0.1, µA = 0.25, σA = 5.2, µB = 0.6 and
σB = 4.6.
The perturbation in the dataset was induced by transforming observations #1, 15 and
#2, 16, into atypical ones by recalculating y1,15 and y2,16 by adding 2.5 times the stan-
dard deviation of y to their original values. The main idea is to assess the effectiveness
of the standardized posterior predictive residuals and of the calibration measure and
to illustrate their ability to detect influential outliers observation when the randomly
truncated beta nonlinear mixed-effects model is fitted to a dataset.
We fit the nonlinear truncated beta model (8) with η (xi,jk,β) being Gardner’s SWCC
(1) with the prior distributions for the model parameters given by (17) and (18).
Figure 3(a) show that both observation #1, 15 and #2, 16 are identified as outliers
by the standardized standardized posterior predictive residuals. From Figure 3(b) it is
possible to see that KL divergence calibration measure correctly identifies the disturbed
cases, #1, 15 and #2, 16, as influential observations.
Although we present results for only one simulated dataset, we note that all metrics
were computed to several other data simulated in the same setting for which we have
observed these same pattern of behavior.
[Figure 3 about here.]
5.5. Bayesian model selection
To illustrate the performance of the Bayesian model selection metrics, we con-
sider simulated datasets generated by assuming fixed known truncation limits and
Yi,jk |(a < Yi,jk < b, ui) ∼ BT (µi,jk, σ, a, b), i = 1, . . . ,M , j = 1, . . . , Ni, k = 1, . . . , nij ,
M = 3, nij = 8, Ni = 3. We set a = 0.3, b = 0.6 and assume µi,jk = η (xi,jk,β) + ui,
where η (xi,jk,β) is Gardner’s SWCC expression (1) and ui ∼ N (0, σu), i = 1, 2, 3. Pa-
rameter values were set as β1 = 2.25, β2 = 0.5, σ = 6 and σu = 0.1. A total of 100
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datasets were simulated.
After generating each dataset, two regression models were fitted:
Yi,jk |(a < Yi,jk < b, ui) ∼ BT (η (xi,jk,β) + ui, σ, a, b), with η (xi,jk,β) Gardner’s SWCC
(1), henceforth model M0; Yi,jk |(a < Yi,jk < b, ui) ∼ BT (η (xi,jk,β) + ui, σ, a, b), with
η (xi,jk,β) van Genuchten-Mualem’s SWCC expression (2), henceforth model M1.
Under model M0 prior distributions of parameters are given by (17) and (18). Under
model M1, we assume the same prior distributions for parameters β1, σ, σu, µA, µB,
σA, σB, but since β2 > 1 we consider an inverse gamma prior truncated at 1, which we
denote by TIG
(
τ−1, τ−1, 1 +∞).
In Figure 4(a) we present the histogram of the of ρ˜ = (ρ˜M0 , ρ˜M1) obtained across sim-
ulated datasets. Similarly, Figure 4(b) shows the histogram of log-CPO values obtained
for both model M0 and M1 across all simulated datasets. Table 5 displays the median
value of the Bayesian estimates of the vector of mixing probabilities ρ˜, the median value
of the sum of log -CPO, and the proportion of samples for which the true model M0
was selected according to both model selection criteria was 0.57 across the 100 simulated
datasets. From the obtained results, it is possible to notice that the truncated beta van
Genuchten-Mualem mixed-effects model is correctly indicated as the better fit for the
dataset by the two criteria. That is, the simulation results indicates that the selection
criteria are able to identify the correct model (from which the data were generated) as
the most appropriate for the dataset. We note, however, that the values of the mixing
probabilities for the two models are reasonably close. This is due to the fact that both
Gardner’s and van Genuchten-Mualem’s equation can be derived from a more general
expression, being very similar to each other and thus causing the proportion of of samples
for which the true model was selected to be arguably small.
[Table 5 about here.]
[Figure 4 about here.]
6. Application
We apply the proposed methodology ta a soil-water retention dataset from the Bu-
riti Vermelho River Basin, located in the eastern part of the Federal District in Brazil
[27]. In the Buriti Vermelho River Basin database, soil samples were collected at
depths of 0 − 5cm, 15 − 20cm, and 60 − 65cm and measured in eight tension levels
x = (0.01, 0.03, 0.06, 0.10, 0.33, 0.80, 4, 10) in units of atmosphere pressure (atm). At each
tension level, measurements were taken in triplicates. Therefore, the dataset features
M = 3 depth levels (groups), Ni = 3 replicates, and nij = 8 observations per replicate
per depth level, and thus n =
∑M
i=1
∑Ni
j=1 nij = 72, with i = 1, 2, 3 denoting the depth
levels, j = 1, 2, 3 denoting the replicates and k = 1, . . . ,= 8 denoting the observations per
replicate per depth level. For each soil sample, the residual water content was measured
at x = 15atm [28] and the saturated soil-water content was measured at 0atm [28].
Different structures of SWCCs were taken into account by fitting three differ-
ent randomly truncated beta nonlinear mixed-effects models (8), thus assuming the
randomly truncated responses Yi,jk |(Ai,jk, Bi,jk, Ai,jk < Yi,jk < Bi,jk, ui;β, σ) to fol-
low a TB (η (xi,jk,β) + ui, σ, ai,jk, bi,jk) distribution with random truncation limits
Bi,jk |(µB, σB) ∼ Beta (µB, σB) and Ai,jk |(Bi,jk;µA, σA) ∼ TB (µA, σA, 0, bi,jk), and
considering the three SWCCs expressions presented in Section 2: Gardner’s (1), van
Genuchten-Mualem’s (2) and Fredlund-Xing’s (3). Therefore, three models, namely, the
Bayesian randomly truncated beta Gardner mixed-effects model (M1), the Bayesian ran-
domly truncated beta van Genuchten mixed-effects model (M2) and the Bayesian ran-
domly truncated beta Fredlund-Xing mixed-effects model (M3).
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Under models M1 and M3 the prior distributions of parameters are given by (17) and
(18). Under model M2, the prior distribution of β2 > 1 is TN1(0, τ) - normal distribution
truncated at 1, and and the other priors are unchanged.
Values of log -CPO and ρ˜ where 689.65 and 0.48 for model M1, 648.2 0.46 for model
M2, and 506.72 and 0.06 for model M3. Therefore, both selection criteria indicate model
M1 as the best fit for the dataset, with model M2 being marginally second best. Posterior
summaries of model M1 parameters are shown in Table 6 where all fixed-effects param-
eters are indicated as significantly different from 0 at 95% credibility level. The random
effect u3, related to the unobserved variability associated with soil depth 60 − 65cm is
the only one indicated as significantly different from 0 at 95% credibility level.
Computed estimated posterior predictive p-values (12) for discrepancies based on the
mean and variance of the response variable and model deviance for the selected model M1
were 0.46, 0.44 and 0.5. Thus, based on estimated posterior predictive p-values, it could
be argued that model M1 seem to be a plausible modeling choices for these dataset, as no
extreme pˆ were observed, which indicates that the pattern of the observed data is more
likely to occur under these models. This conclusion is also attested by the histograms
presented in Figure 5. From Figure 5(a) it can be observed that the peak of the histogram
of the mean discrepancy coincide with the mean value of the responses. Figure 5(b) shows
that the variance of the observed responses is at the peak of the variance discrepancy
histograms. Finally, Figure 5(c) reveals that the replicated data is in agreement with the
observed data since the value zero is contained in the histogram.
In Figure 6(b) the standardized posterior predictive residuals do not indicate any
observation as outlier. Also, the standardized residuals are randomly clustered around
zero, which gives evidence of a good fit of the selected model 1. In Figure 6(c) the
calibration values do not indicate any case as influential.
Figure 6(a) shows the observed values of the responses and the estimated SWCCs at
each soil depth, where it is possible to notice that soil-water retention tends to be higher
at depth 15−20cm (dashed lines with circles) and at depth 60−65cm (dotted lines with
triangles). For both depth 15 − 20cm and 60 − 65cm we can see there is heterogeneity
in soil-water content measures among the replicates at each level. We also notice that
data from soil depth 0−5cm (dotted-dashed lines with diamonds) seems to present lower
heterogeneity and lower values of water retention. We also notice that Gardner’s equation
estimated using the proposed methodology provides a good fit for the representation of
the relationship between soil-water content and matric potential for the analyzed soil
profile.
Figure 7 shows the contour plot of the joint posterior distribution of β1 and β2, and
the marginal posterior distributions of β1, β2, σ and σu. The contour plot of the joint
posterior distribution of µA and σA and their marginal posterior distributions are shown
in Figure 8 and the contour plot of the joint posterior distribution of µB and σB and
their marginal posterior distributions are shown in Figure 9. The joint posterior contour
plots indicate a posteriori dependence between the model parameters β1 and β2, and that
each pair of the parameters of the truncated beta distribution, µk and σk for k ∈ {A,B},
are approximately a posteriori uncorrelated.
[Table 6 about here.]
[Figure 5 about here.]
[Figure 6 about here.]
[Figure 7 about here.]
[Figure 8 about here.]
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[Figure 9 about here.]
7. Conclusions
In this work we investigated a class of Bayesian truncated nonlinear beta regression model
to study datasets where the response variable is characterized by truncation, a situation
that can be observed in different practical applications of scientific knowledge. The trun-
cated nature of the data has been incorporated in the regression model by assuming the
response variable to follow a truncated beta probability distribution and the truncation
limits have been regarded as random variables themselves and this information was also
accounted for in the construction of the proposed model. Moreover, information con-
tained in covariates were incorporated into the model by assuming a nonlinear regression
structure for the the location parameter of the truncated responses. The proposed model
also accounts for a possible correlated data structure of the observed data caused by the
presence of extra variability due to an unobserved effect. The proposed Bayesian model
allows incorporation of expert prior knowledge in the analysis to obtain not only the
estimates of the unknown parameters but also their uncertainty.
A Bayesian estimation procedure to compute model parameter estimates was success-
fully applied to the proposed models and simulation results indicated good properties
of Bayesian parameter estimates obtained for the proposed truncated nonlinear model.
Moreover, diagnostic tools were used to check for model misspecification and to detect
outliers and influential observations.
The proposed methodology was applied to construct soil-water characteristic curves,
which are important to study the relationship between soil and water, a physical phe-
nomenon that affects soil use in many different purposes and which is of fundamental
interest in hydraulic resources management and agriculture. Three nonlinear regression
models were compared on the basis of their fit to the data. According to the sum of log-
CPO criterion, Gardner’s expression provided a better fit to the dataset and the selected
models was shown to be well fitted to the data by applying posterior predictive checks,
Bayesian residuals and a Bayesian influence diagnostic metric. We also performed model
selection between the three competing models by considering a mixture model frame-
work. The posterior distribution of the latent allocation variable for this mixture was
successfully used to decide which model fits the data best.
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Figure 1. Simulated data: histogram of estimated posterior predictive p-values based on the mean, variance and
deviance discrepancy variables.
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Figure 2. Simulated dataset: histogram of posterior predictive checks based on the mean discrepancy (a), variance
discrepancy (b) and model deviance discrepancy (c).
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Figure 3. Simulated data: (a) standardized posterior predictive residuals; (b) calibration measure.
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Figure 4. Simulated data: (a) histogram of the Bayesian estimates of the vector of mixing probabilities ρ˜ =
(ρ˜M0 , ρ˜M1 ); (b) histogram of log-CPO values (log−CPOM0 denotes the sum of log-CPO of model M0 and
log−CPOM1 denotes the sum of log-CPO of model M1).
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Figure 5. (a) Posterior predictive checks based on the mean discrepancy; (b) posterior predictive checks based
on the variance discrepancy; (c) posterior predictive checks based on model deviance.
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Figure 6. (a) Estimated Gardner’s SWCC; (a) standardized posterior predictive residuals; (b) calibration measure.
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Figure 7. (a) Contour plot of the log posterior density of β1 and β2; (b) marginal density distribution of β1; (c)
marginal posterior density of β2; (d) marginal density distribution of σ; (e) marginal density distribution of σu.
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Figure 8. (a) Contour plot of the log posterior density of µA and σA; (b) marginal posterior density of µA; (c)
marginal posterior density of σA.
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Figure 9. (a) Contour plot of the log posterior density of µB and σB ; (b) marginal posterior density of µB ; (c)
marginal posterior density of σB .
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Table 1. Prior sensitivity analysis: posterior summaries for β1, β2, σ, σu, u1, u2 and u3 under the for the randomly
truncated nonlinear beta mixed-effects model with Gardner’s SWCC.
True Posterior Posterior Std. 95% Credible intervals Acceptance
Parameter ∼ Prior value mean median dev. Interquantile HPD rate
β1 ∼ IG
(
τ−1, τ−1
)
2.25 1.8859 1.8634 0.2753 (1.4361, 2.4827) (1.3569, 2.3817) 0.33
β2 ∼ IG
(
τ−1, τ−1
)
0.5 0.5073 0.5071 0.0242 (0.4591, 0.5574) (0.4577, 0.5525) 0.63
σ ∼ N (0, τ) 6 6.1706 6.1699 0.1691 (5.8357, 6.4989) (5.8004, 6.4543) 0.71
σu ∼ IG
(
τ−1, τ−1
)
0.1 0.0639 0.0498 0.0509 (0.0201, 0.2302) (0.0156, 0.1681) 0.79
u1 ∼ N (0, σu) 0.0493 0.0271 0.0277 0.0101 (0.0078, 0.0457) (0.0071, 0.0447) 0.19
u2 ∼ N (0, σu) -0.0226 -0.0320 -0.0314 0.0105 (-0.0511, -0.0131) (-0.0509, -0.0129) 0.19
u3 ∼ N (0, σu) -0.0278 -0.0411 -0.0411 0.0102 (-0.0615, -0.0220) (-0.0614, -0.0220) 0.19
β1 ∼ IG
(
τ−1, τ−1
)
2.25 1.8899 1.8645 0.2598 (1.4473, 2.4893) (1.3681, 2.3825) 0.34
β2 ∼ IG
(
τ−1, τ−1
)
0.5 0.5078 0.5065 0.0248 (0.4584, 0.5630) (0.4559, 0.5587) 0.63
σ ∼ N (0, τ) 6 6.1597 6.1658 0.1804 (5.7675, 6.5248) (5.7417, 6.4702) 0.71
σru ∼ t+ (ν, τ) 0.1 0.1151 0.0813 0.1040 (0.0265, 0.4523) (0.0137, 0.3355) 0.59
u1 ∼ N (0, σu) 0.0493 0.0276 0.0276 0.0097 (0.0093, 0.0483) (0.0078, 0.0468) 0.20
u2 ∼ N (0, σu) -0.0226 -0.0322 -0.0313 0.0093 (-0.0527, -0.0155) (-0.0533, -0.0167) 0.20
u3 ∼ N (0, σu) -0.0278 -0.0415 -0.0414 0.0088 (-0.0583, -0.0247) (-0.0578, -0.0242) 0.20
βr1 ∼ N (0, τ) 2.25 1.9181 1.8905 0.2694 (1.4324, 2.5117) (1.3784, 2.3923) 0.34
βr1 ∼ N (0, τ) 0.5 0.5065 0.5056 0.0239 (0.4642, 0.5525) (0.4623, 0.5517) 0.62
σ ∼ N (0, τ) 6 6.1725 6.1823 0.1863 (5.8175, 6.4837) (5.8589, 6.5097) 0.70
σru ∼ N (0, τ) 0.1 0.0493 0.0407 0.0379 (0.0195, 0.1200) (0.0158, 0.1008) 0.71
u1 ∼ N (0, σu) 0.0493 0.0288 0.0289 0.0099 (0.0097, 0.0485) (0.0081, 0.0459) 0.19
u2 ∼ N (0, σu) -0.0226 -0.0303 -0.0301 0.0100 (-0.0503, -0.0117) (-0.0489, -0.0105) 0.19
u3 ∼ N (0, σu) -0.0278 -0.0397 -0.0390 0.0095 (-0.0593, -0.0235) (-0.0593, -0.0235) 0.19
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Table 2. Prior sensitivity analysis: posterior summaries for µA and σA under the for the randomly truncated nonlinear
beta mixed-effects model with Gardner’s SWCC.
True Posterior Posterior Std. 95% Credible intervals Acceptance
Parameter ∼ Priori value mean median dev. Interquantile HPD rate
µA ∼ Beta (1/2, 1/2) 0.25 0.2470 0.2467 0.0037 (0.2398, 0.2543) (0.2393, 0.2536) 0.56
σA ∼ N (0, τ) 5.2 5.1554 5.1573 0.1716 (4.8086, 5.4632) (4.8054, 5.4629) 0.56
µrA ∼ N (0, τ) 0.25 0.2474 0.2472 0.0039 (0.2405, 0.2552) (0.2405, 0.2552) 0.56
σA ∼ N (0, τ) 5.2 5.1773 5.1888 0.1747 (4.8332, 5.4978) (4.8337, 5.5000) 0.56
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Table 3. Prior sensitivity analysis: posterior summaries for µB and σB under the for the randomly truncated nonlinear
beta mixed-effects model with Gardner’s SWCC.
Real Posterior Posterior Std. 95% Credible intervals Acceptance
Parameter ∼ Priori value mean median dev. Interquantile HPD rate
µB ∼ Beta (1/2, 1/2) 0.6 0.5985 0.5985 0.0055 (0.5878, 0.6100) (0.5875, 0.6093) 0.56
σB ∼ N (0, τ) 4.6 4.7125 4.7314 0.1700 (4.3781, 5.0387) (4.3504, 5.0014) 0.56
µrB ∼ N (0, τ) 0.6 0.5990 0.5993 0.0052 (0.5883, 0.6101) (0.5899, 0.6111) 0.56
σB ∼ N (0, τ) 4.6 4.7258 4.7254 0.1676 (4.3975, 5.0383) (4.3977, 5.0386) 0.56
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Table 4. Simulation results for the randomly truncated beta Gardner mixed-effects model.
True Posterior Posterior Coverage probability Acceptance
n Parameter value mean Bias-m MSE-m median Bias-md MSE-md Interquantile HPD rate
β1 2.25 2.8249 5.75E-01 1.42E+00 2.3715 5.75E-01 7.10E-01 0.96 0.98 0.40
β2 0.50 0.5508 5.08E-02 6.57E-03 0.5335 5.08E-02 3.90E-03 0.90 0.93 0.65
σ 6.00 5.8761 -1.24E-01 1.26E-01 5.9152 -1.24E-01 1.13E-01 0.96 0.97 0.71
σu 0.10 0.2427 1.43E-01 4.58E-02 0.1318 1.43E-01 1.79E-02 1.00 1.00 0.69
u1 - 0.0149 2.83E-03 3.13E-03 0.0124 2.83E-03 3.08E-03 0.99 0.98 0.25
24 u2 - 0.0084 1.74E-03 2.73E-03 0.0032 1.74E-03 2.68E-03 0.98 0.96 0.25
u3 - 0.0045 1.14E-03 3.01E-03 0.0040 1.14E-03 2.96E-03 0.97 0.95 0.25
µA 0.25 0.2493 -7.38E-04 4.44E-05 0.2490 -7.38E-04 4.48E-05 0.95 0.96 0.56
σA 5.20 5.2022 2.18E-03 8.90E-02 5.1942 2.18E-03 8.88E-02 0.95 0.95 0.56
µB 0.60 0.6002 2.44E-04 9.99E-05 0.6002 2.44E-04 9.97E-05 0.96 0.95 0.56
σB 4.60 4.5827 -1.73E-02 1.23E-01 4.5969 -1.73E-02 1.23E-01 0.90 0.90 0.56
β1 2.25 2.3639 1.14E-01 2.35E-01 2.2457 1.14E-01 2.08E-01 0.95 0.95 0.32
β2 0.50 0.5093 9.30E-03 8.36E-04 0.5069 9.30E-03 7.79E-04 0.97 0.96 0.61
σ 6.00 5.9638 -3.62E-02 4.04E-02 5.9533 -3.62E-02 4.14E-02 0.94 0.94 0.70
σu 0.10 0.2017 1.02E-01 1.98E-02 0.1158 1.02E-01 2.39E-03 1.00 1.00 0.65
u1 - -0.0027 -4.00E-04 2.33E-03 -0.0035 -4.00E-04 2.32E-03 0.95 0.94 0.18
72 u2 - 0.0051 -6.03E-04 2.28E-03 0.0033 -6.03E-04 2.27E-03 0.95 0.95 0.18
u3 - 0.0062 1.04E-04 2.21E-03 0.0057 1.04E-04 2.20E-03 0.93 0.93 0.18
µA 0.25 0.2498 -1.91E-04 1.44E-05 0.2499 -1.91E-04 1.42E-05 0.93 0.93 0.56
σA 5.20 5.1965 -3.49E-03 3.03E-02 5.1822 -3.49E-03 3.07E-02 0.94 0.93 0.56
µB 0.60 0.5998 -1.71E-04 3.58E-05 0.5998 -1.71E-04 3.59E-05 0.94 0.93 0.56
σB 4.60 4.6050 4.97E-03 3.15E-02 4.6148 4.97E-03 3.15E-02 0.93 0.93 0.56
β1 2.25 2.2634 1.34E-02 1.75E-02 2.2605 1.34E-02 1.73E-02 0.92 0.92 0.29
β2 0.50 0.5012 1.18E-03 6.70E-05 0.5005 1.18E-03 6.61E-05 0.96 0.96 0.59
σ 6.00 5.9934 -6.65E-03 2.71E-03 5.9912 -6.65E-03 2.73E-03 0.97 0.97 0.70
σu 0.10 0.2015 1.02E-01 4.54E-02 0.1086 1.02E-01 3.79E-02 1.00 1.00 0.64
u1 - 0.0013 -7.80E-06 1.86E-03 -0.0021 -7.80E-06 1.85E-03 0.90 0.90 0.14
720 u2 - 0.0165 2.36E-04 2.14E-03 0.0226 2.36E-04 2.14E-03 0.92 0.92 0.14
u3 - 0.0125 -2.42E-04 1.91E-03 0.0164 -2.42E-04 1.91E-03 0.92 0.91 0.14
µA 0.25 0.2501 1.20E-04 1.46E-06 0.2501 1.20E-04 1.45E-06 0.94 0.95 0.55
σA 5.20 5.1991 -9.14E-04 2.70E-03 5.2024 -9.14E-04 2.70E-03 0.96 0.96 0.55
µB 0.60 0.6001 1.08E-04 3.47E-06 0.6001 1.08E-04 3.50E-06 0.96 0.97 0.55
σB 4.60 4.5967 -3.27E-03 2.71E-03 4.5947 -3.27E-03 2.72E-03 0.95 0.94 0.55
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Table 5. Median value of model selection criteria across simulated
datasets.
Model ρ˜ log -CPO
Truncated beta Gardner mixed-effects∗ (M0) 0.53 0.47
Truncated beta van Genuchten mixed-effects (M1) 225.58 220.07
Proportion of correct selection 0.61 0.61
∗simulated model.
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Table 6. Posterior summary of the randomly truncated beta Gardner mixed-effects model
(M1) fitted to the dataset.
Posterior Posterior Std. 95% credible intervals
Parameter mean median deviation Interquantile HPD
β1 4.7550 4.7032 0.6638 (3.6256, 6.2120) (3.5018, 6.0656)
β2 0.6932 0.6921 0.0299 (0.6371, 0.7555) (0.6329, 0.7511)
σ 7.1214 7.1265 0.1874 (6.7276, 7.4606) (6.7535, 7.4825)
σu 0.0706 0.0397 0.0846 (0.0106, 0.3492) (0.0062, 0.2506)
u1 0.0070 0.0071 0.0054 (-0.0033, 0.0171) (-0.0032, 0.0172)
u2 0.0176 0.0176 0.0056 (0.0066, 0.0288) (0.0070, 0.0290)
u3 0.0195 0.0194 0.0043 (0.0111, 0.0275) (0.0110, 0.0274)
µA 0.2370 0.2370 0.0010 (0.2350, 0.2391) (0.2349, 0.2390)
σA 7.7456 7.7514 0.1692 (7.3919, 8.0615) (7.3973, 8.0641)
µB 0.4907 0.4907 0.0049 (0.4810, 0.5004) (0.4813, 0.5007)
σB 4.9422 4.9454 0.1715 (4.5887, 5.2734) (4.6156, 5.2884)
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