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Introduction
Linear matrix inequality (LMI) problems are widely encountered in numerous science and engineering applications [1] . For example, in multi-agent team cooperation in game theory, to avoid a lower cost for each agent at the expense of requiring full information set, additional constraints are added to the structure of the controller by using the linear matrix inequality (LMI) formulation of the minimization problem [2] , where the following Lyapunov matrix inequality is involved, , 
is the time-varying unknown matrix to be solved.
In this paper, a recurrent neural network -Zhang neural networks (ZNN) model is studied for solving time-varying Lyapunov matrix inequality (1.2). And numerical simulations are presented to show the excellent performance of the ZNN approach for Lyapunov matrix inequality (1.1).
Lyapunov matrix inequality
In this section, solving Lyapunov matrix inequality is converted to solving a Lyapunov matrix equation by introducing a time-varying matrix whose elements are non-negative.
The time-varying LMI (1.2) can be reformulated as .
By introducing a time-varying matrix
whose elements are non-negative, the following time-varying matrix equation can be obtained, ,
where superscript 2 . denotes the square of the each element of a matrix. To solve (2.2), the following related definitions and lemmas are required. DEFINITION 2.1 [3] . Given matrices
, their Kronecker product (also termed, direct or tensor product) is denoted by G F ⊗ and is defined as the following block matrix,
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Neural networks model
In this section, the ZNN model is presented, developed and investigated for solving the time-varying Lyapunov matrix inequality (1.2).
The error function can be set as ).
where Γ could be simply 
From (3.1) and (3.2), with the time-derivative of E(t),
the Kronecker product and vectorization techniques, the following dynamic equation can be obtained, ))), 
Starting from a random initial state 
, such a Lyapunov matrix inequality can be converted to a matrix equation (2.2) . The proposed ZNN model (3.3) , with the state vector
, is used to solve the above Lyapunov matrix inequality as well as its converted matrix equation. The corresponding simulation results are shown in Figs. 1 and 2 . and using the power-sigmoid activation function array. Fig. 2 shows that the residual errors of (3.3) (corresponding to Fig. 1 ) converge to zero within around 4s. These simulation results demonstrate the efficiency of the proposed ZNN model for online Lyapunov matrix inequality.
Conclusions
In this paper, by introducing a time-varying matrix with non-negative elements, the time-varying Lyapunov matrix inequality (1.2) is converted to a time-varying matrix equation (2.2) . With the matrix-valued indefinite error function, the ZNN model (3.3) is established for the time-varying Lyapunov matrix inequality (1.2). Computer simulation results further demonstrate the efficiency and superiority of the proposed ZNN model (3.3) for solving Lyapunov matrix inequality (1.1).
