Abstract : This paper examines a method to reduce the implementation complexity of the RBF Bayesian equalizer by model selection. The selection process is based on nding a subset model to approximate the response of the full RBF model for the current input vector, and not for the entire input space.
Introduction
This paper examines a method to reduce the implementation complexity of the RBF network to realize the Bayesian equalizer [1, 2] for channel equalization problem. The communication system we consider is based on the transmission of binary data s 2 f61g across a linear nite impulse response (FIR) channel with 1 transfer function H(z) = P na i=0 a(i)z 0i [1, 3, 4] . Digital signals passing through such a channel is corrupted by noise and inter-symbol interference. The received signal r(k) observed at the equalizer is described by r(k) =r(k) + n(k) = n a 01 X i=0 a(i)s(k 0 i) + n(k) (1) wherer(k) is the noise-free received signal, n(k) is the additive Gaussian noise with zero mean and variance d will vary. Therefore, each center must be re-calculated before applying it into the decision function. As N s can be very large, such a requirement may not be practical for real-time applications [2] . To reduce complexity, we propose a computationally ecient approach to nd the signicant channel states from 2 the full model to implement a reduced-sized RBF equalizer.
Our proposal is to nd a subset RBF network which approximate the Bayesian decision function's response for the current input vector r(k). That is, to use only the centers which are near, in Euclidean distance sense, to the current input vector r(k) for the subset model. The reason of this approach is based on the assumption that a local approximation of the decision function response using centers within distance of r(k) is very similar to the full Bayesian RBF response when is suciently large. Our results show that in most cases, the number of centers required in the subset equalizer may only be as little as 5% to 10% of the full model when = 4 e , where e is the standard deviation of the additive noise.
To nd the centers near the current input vector r = r(k), we apply the following neighborhood criterion, N 1 (r; ) = fx j maxjx i 0 r i j g; i = 1; : : : ; m:
The selected centers are the channel states which fall within N 1 (r; ), i.e., U 1 = fc i 2 N 1 (r; )g:
The following notations are used to describe the selection procedure: Fast algorithm to select centers within N 1 (r; )
1. Estimate the channel coecients using an adaptive identication procedure [3, 4] . Assuming that the channel is identied correctly, nd the set of centers, U 1 , within N 1 (r; ) of r = r(k). 
Compute the subset equalizer's response f U1 (r).
If the value of is small, the number of selected centers in U 1 will be small, and therefore the resultant subset equalizer's complexity will also be small. However, if is too small, the above algorithm to select the centers may fail, i.e. no centers are found for the value. We call such a situation an exception in the search. In this case, re-tries must be carried out with larger epsilon values. In the simulation results presented in Sec 3, we have consistently found that 4 e to be sucient to reduce the number of exceptions to acceptable levels. The results also indicated that the number of centers found for using = 4 e can be as small as 5% to 10%
of the original number of centers. In addition, as the proposed search method can be realized very eciently, the total implementation complexity of the subset model is much lower than the full Bayesian implementation. 
Conclusions
A method to reduce the implementation complexity of RBF equalizer by using only centers within a local vicinity of the current input has been presented. For non-stationary channel equalization problem, such an approach allows for practical adaptation to the equalization problem as the realized subset equalizer can be much smaller than the original full model. Our simulation results also indicated that the performance of the subset equalizer is very similar to the full Bayesian equalizer.
List of Caption Table 1 : BER performance of the full Bayesian equalizer and subset equalizer for channel H1(z). 
