(1) *^±*>±*?*^ = ±β a "l- In a similar way £fce dβ la Vallee Poussin derivatives of odd order can be defined by replacing (1) as h-+0, with similar changes in (2) , (3) and (4) . If it is true that then proceeding as in (3) we define F ir) (x 0 ) and F {r) (x 0 ) . Further byrestricting h to be positive, or negative, in (5) , or (6) we can define one-sided Peano derivatives, written F (k) ,+(x 0 ), F {k)} _(x 0 ), F ik)>+ (x 0 ), etc. It is easily seen, [3] , that if F {k) (x Q ), 1 ^ k ^ r, exists then ( 7) F {r) ( 
x Q ) -lim -L Σ (-l) fc ( !" )^ + (r -k)h).
It is shown in [7] that the condition C n , n = 2r or 2r + 1, holds automatically for the Peano derivatives. If we say F (k)i 1^ k ^ r, exists in an (α, b) we will mean that F {k) exists in ]α, δ[ and that the appropriate one sided derivates exists at those of the points a and b that are in (α, 6) . Let x 0 , --•, x r be (r + 1) distinct points from [α, 6] then the rth divided difference of F at these (r + 1) points is defined by This last formula can be written differently as follows. Given the (r + 1) points P k , 0 < k ^ r, with coordinates (x k , F(x k )) 9 0 ^ k ^ r, respectively, there is a unique polynomial of degree at most r passing through these points given by π r (F; x; P k 
This formula (12) [15, p. 26] . If instead of (15) and (16) we have [12] .
The usual rth order derivative of F at x, x e (a, b), will be written If now we suppose that D\F(x) exists then the rest of the theorem follows using Lemma l(e).
A similar result obviously holds for lefthanded and two-sided derivatives; the latter is due to Den joy [6] and Corominas [4] , who give different proofs. The following results due to Bur kill [3] , Corominas [4] , and Olivier [14] should be noted. The definitions of the terms used in (c) can be found in [14] . 3* ^convex functions* A real-valued function F defined on the closed bounded interval [a, 6] is said to be n-convex on [α, 6] if and only if for all choices of (n + 1) distinct points, [4, 7, 15] . If -F is ^-convex then F is said to be nconcave. The only functions that are both π-convex and %-coneave are polynomials of degree at most n -1, (Lemma 1).
If n -l this is just the class of monotonic increasing functions and n = 2 is the class of convex functions; (the class n = 0 is just the class of nonnegative functions, but we will usually only be interested in % ^ 1). THEOREM 
5.
Let
be any n distinct points on the graph of the function F. Then F is n-convex if and only if for all such sets of n distinct points, the graph lies alternately above and below the curve y
This proves the necessity; the sufficiently is immediate by reversing the argument. The last remark follows in a similar way by considering x n < x Q < b, and a X
Q \ Xχ
This theorem generalizes the property that a convex function always lies below its chord. Proof. The following particular case suffices to prove this result.
Then, as in Theorem 5,
Hence, with this π n _ γ ,
That is = V n^( F; x r ), by (13) . 
) exists at all except a countable set of points.
Proof. Using Theorem 2, it is an immediate consequence of Theorem 6 that F {r)t+ exists in [α, b[, F {r) f _ exists in ]α, 6], 1 <^ r ^ n -1 and that (b) holds.
From (b) we get that both F (n -1)f+ , F {n^ί)t _ are continuous except on a countable set. Then, again from (b), we have that F {n _ ι)t+ = F ln -. 1)t -except on a countable set.
Then if we prove (a) and (c), (d) is immediate. Suppose a ^ x ι < < x n ^ b then repeated application of (10) . This proves (a). For the proof of (c) let x 0 < < x 2n -3 then repeated application of (10) gives
n ^ fc ^ 2n -3 then by Theorem 6 the limit on the left hand side exists, and the value limit on the right hand side follows from (a). Thus we get an expression of the form
(n --Δ)\
Now dividing and letting x n _ v -> ^0 we get (n -1)! lim iffe, x % _,) = (^~2 ) )' + W a simple application of (11) shows that the left hand side of this last expression is equal to F {n _ ί)>+ (x 0 ).
This completes the proof of the first part of (c), the rest follows using a similar argument. Formula (18) is due to James [7, Lemma 10.4] 
and F^1 )t+ (x) ^ 7 n^( F; y; k) . (18) we have that
Proof, (a) This is immediate from Theorem 7 (b). (b) From
from which (b) in the case k = n -1 is easily deduced. The rest follows by integration, using, (a). (c) Immediate using (18) , (11), (6) Theorems 2 and 4. The definition, (12) , of π r (x; P k ) can be extended to cover the case when not all of the P k are distinct. Thus if only s of these points are distinct then besides giving the values at the s points, a total of r + 1 -s derivatives must also be given-either r + 1 -s derivatives all at one point, or r + 1 -s first derivatives at r + 1 -s distinct points, (when r + 1 -s ^ s), etc. Theorem 5 can be extended, using Theorems 6, 7 and taking limits; thus as an example of many possible extensions we state 
However if n is even the graph of r lies below that of F, whereas if n is odd the graphs cross, r being above on the left of x ly and below on the right of x r .
Proof. It suffices to consider (a). But (a) is a simple consequence of Theorems 5, 7, (11) , and (14) . COROLLARY 
(a) // F is n-convex in [a, b] then (b) // F is n-convex in [α, b] and F in _ ι} exists in [a, b] then it is continuous. (c) If F is n-convex in [α, b] then F in _ 1)>+ is upper-semi continuous (u.s.c), F {n _ 1)t^ is lower semi-continuous (l.s.c.)
Proof, (a) Suppose in Theorem 10, for simplicity, that x L = 0. Then F lies above the right tangent polynomial at x = 0, i.e., (a) This is just Theorem 3.2 [3] , adapted to one sided derivatives.
F(x) -τ + (x)
The following theorem generalizes a result well known when n = l, [13, Corollary 32.3] and n = 2 [7, Th. 4] . THEOREM [α, 6] , a < a < β < 6, E k = {x; a ^ x ^ β and F (n) (x) ^ k} then (20) km*(E k ) ^ Proof. For simplicity we will ignore the countable set where -P(n-D may not exist and suppose that k > 0. Further let Ei be as E k but with F {n))+ instead of F {n) and suppose m*Eϊ > 0; with a similar definition for E k .
// F is n-convex on
If then ε> 0,xeEϊ there is an h > 0 such that
So, by [20] , there is a finite family of nonoverlapping intervals
and Σ ^ ^ m*^ -ε .
Thus Σ ^7,(F; x if hi) >(k-ε)(m*Ei -e)
i -ί but since ( 
21) hΎ n (F; x, h) -n{Ύ n^( F: x, h) -F {n^( x)}
we have that
*=i n
However by Corollary 8(c)
Adding the last four inequalities we get that
This together with a similar inequality for Eϊ, implies (20) .
A function that is the difference of two ^-convex functions will be called δ-n-convex; as in the cases n = 1 and n -2, [16] , such this quantity was introduced by Sargent [19] . THEOREM 
A function F defined on [α, b] is d-n-convex if and only if either of the following conditions is satisfied.
(
Proof. The discussion of (b) is similar to the case n = 2 in [16] but using Corollary 8(a).
If (a) is satisfied then F {n _ x) is of bounded-variation [19, Lemma 1] , and so by Corollary 8(a) F is <5-w-eonvex.
If F is ^-convex then by (21) From this it easily follows that if F is <5-w-convex then (a) holds.
4* Sufficient conditions for ^-convexity.
In this section we obtain some sufficient conditions for a function to be ^-convex. First we prove the following generalization of a well-known property of convex functions. 
Then by Theorem III [4] , (13), and Lemma 1(6), the coefficient of Let x k -+x 0 ,l ^k^n -3 then ττ % _ 2 (x; Q Λ ) becomes a polynomial of degree n -2 with its value and that of its first (n -3) derivatives at x 0 being zero; it's (n -2)nd derivative is nonpositive. Hence, by Theorem 9,
In a similar way G ^ 0.(^0) in some interval to the left of x Q when n is odd (even). Further in every such interval around x 0 there are points where these inequalities are strict. Now consider the (n + 1) points z 0 , , z n where
If then #!, ^w_ 1 tend to x 0 then iΓ-> 0 and we get
But whether n is even, or odd both terms on the l.h.s. of this expression can be chosen to be negative-which contradiction completes the proof of (a).
(b) The necessity is evident. Suppose then that F is not ^-convex. Then by Theorem 5 there exists a polynomial π n _ γ {x; P k ) such that the two curves y = F(x), y = τr Λ _ L (£c; P k ) do not intertwine correctly.
Consider G(x) = F(x) -π^x; P k ); then G{x x ) = ... = G(x n ) = 0 and G changes sign at most (n -2) times. Hence (? (% -2) has three zeros and so has a local maximum. This completes the proof.
Proof, (a) The case r = n -2 is just Theorem 14(b). In general F ik) , 1 ^ k ^ n -3, has a continuous derivative of order n -k -2 satisfying the hypotheses of Theorem 14(b), and hence F {k)
is convex this follows immediately from well known properties of convex functions.
Note that the case r = n -1 of Corollary 15(a) is just the last part of Theorem 7(b) .
We now wish to prove a converse of Corollary ll(a). Because of applications to symmetric Perron integral, [7] , this converse will be obtained in terms of de la Vallee Poussin derivatives and the results in terms of Peano derivatives will be simple corollaries. A direct proof could be constructed from the proof of the more general results. Given ε > 0, Γ, | T\ = 0, Te G δ , T Φ 0 let χ e , Γ -χ be a function on [α, b] such that (i) χ is absolutely continuous, (ii) χ is differentiate,
That such a function exists is well known, [21] . Then define
the (2m -l)sί integral of χ. Then Ψ {2m~ι) (x) = χ(x) and, using (2), we have on integrating by parts that If now E czT then we easily see that (i) Ψ is C 2m , and 2m-convex, (ii)
Hence if we write Ψ n = Ψ ε , with ε = 1/n, and put G n = F + Ψ n then G« satisfies the conditions of the theorem with E = S, and so by the above is 2m-convex. Letting n -> co we then get that J 7 is 2m-convex.
The case of m = l,jB= 0,iS countable is a classic result about convex functions, [22] . COROLLARY 17. If F, G are defined in [a, b] and
Proof. If ί 1 !, G,, denote the l.h.s., r.h.s., of (25) respectively then i^ -G λ is both 2m-convex and 2m-concave, by Theorem 16. So being a polynomial of degree at most 2m -1 and vanishing at x k , 1 ^ k g 2m, is identically zero.
This result is well known in the case m = 1 when it implies that if F -G is continuous, D 2 (F -G) = 0 then F, G differ by a linear function, [10] . Kassimatis [11] pointed out that the requirement F -G continuous is not sufficient in the general case; the condition required is that of Corollary 17. S scattered, then (25) holds. Proof. This is an immediate corollary of Theorem 16, Corollary 17, the analogous results for the odd-ordered derivatives and the remark made earlier that C n is satisfied.
This result generalizes the classic case, when n = 1, see for instance, [17, p. 203] . But this can be still further extended as follows.
THEOREM 19. Ifn^2, and
Proof. As in the proof of Theorem 16 we can assume that E = C and so suppose F {nU+ (x) ^ 0 except when x = x o ,x lf •••. We may assume that for all keN, x k φb. Adopting a procedure due to Bosanquet [1] and Sargent [18] we exhibit for each he N a monotonic ^-convex function Z k with the following properties
G {n)t+ {x) ^ 0 everywhere and so is π-convex, by usual arguments; but V n (G; y r ) = V n (F; y r ) + Σ V n (Z h ; y r ) keN and so V n (F; y r ) ^ -Kε, which implies F is w-convex.
It remains to define the function Z k . Since C n is satisfied, we have, by (4) and (6), Um n^o hΎ n (F; x k ; h) = 0 so we can find a sequence
. Now define the function z k in such a way as to be continuous and 
the (w -l)st integral of z k . Then Zi w~υ = ^ and using Theorem 7, and Corollary 8, Z k clearly has all properties wanted except possibly (ii). This we now check. First note that by (21) Proof. Let G(x) = F(x) -π^^F; χ 0 , .. , x^O -λP(a?) where P is a polynomial of degree r, λ a constant determined by requiring that G(x k ) -0, 0 < k ^ r and F r (F; α? f c ) = λ.
Then since G has at least (r + 1) zeros G (r~2) has at least 3 zeros and so has a nonnegative maximum; that is for some y V 2 {G {r~2) ;y lJ y, y 2 ) <g 0 for all τ/ 1? 2/ 2 near enough to y; that is 2 F 2 (G (ί -2) ; 2/ lf y, y 2 ) = 2V 2 (F^~2 ) ; Vι , y, y 2 ,) -rl λ ^ 0 .
The proof now follows that in [6] . Proof The case w = 2 and more is proved in [6, p. 9] . The proof of the general case is the same. Proof. Since the 2m-convex function Ψ of Theorem 16 is, using Lemma 20 , of type D 2m we can, as in Theorem 16, assume E -0. The result is then a trivial consequence of (26). It would be of interest to produce some reasonable conditions on F that ensure it is of type D r . It is known, [15] , that if F is continuous then F is of type D 2J but Kassimatis, [10] , has pointed out that if r > 2 this is false. One would expect the existence and continuity of F {r~2) to imply F is of type D r but this has not been proved. 
