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COMPARISON OF WEAK AND STRONG MOMENTS
FOR VECTORS WITH INDEPENDENT COORDINATES
RAFA L LATA LA AND MARTA STRZELECKA
Abstract. We show that for p ≥ 1, the p-th moment of suprema of linear
combinations of independent centered random variables are comparable with
the sum of the first moment and the weak p-th moment provided that 2q-th
and q-th integral moments of these variables are comparable for all q ≥ 2. The
latest condition turns out to be necessary in the i.i.d. case.
1. Introduction and Main Results
In many problems arising in probability theory and its applications one needs
to study variables of the form S = supt∈T |
∑n
i=1 tiXi|, where X1, . . . , Xn are inde-
pendent random variables and T is a non-empty subset of Rn. In particular it is
of interest to estimate tails of S. Such estimates are strictly related to bounds for
Lp-norms of S (i.e. ‖S‖p := (E|S|p)1/p) for p ≥ 1 (see Corollary 1.3 and its proof
in Section 4 below). There is a trivial lower estimate:
(1.1)
(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≥ max{E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣, sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p}.
It turns out that in some situations this obvious lower bound may be reversed, i.e.
there exist numerical constants C1 and C2 such that
(1.2)
(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ C1E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣+ C2 sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p.
This is for example the case (with C1 = 1), when Xi are normally distributed.
This is an easy consequence of the Gaussian concentration (cf. Chapter 3 of [11]).
Dilworth and Montgomery-Smith [3] established the inequality (1.2) for Xi be-
ing symmetric Bernoulli random variables. This result was generalized in [6] to
symmetric variables with logarithmically concave tails and in [9, Theorem 2.3] to
symmetric random variables such that ‖Xi‖q ≤ C pqα‖Xi‖p for all q ≥ p ≥ 2.
The main result of this paper is the following.
Theorem 1.1. Let X1, . . . , Xn be independent mean zero random variables with
finite moments such that
(1.3) ‖Xi‖2p ≤ α‖Xi‖p for every p ≥ 2 and i = 1, . . . , n,
where α is a finite positive constant. Then for every p ≥ 1 and every non-empty
set T ⊂ Rn we have
(1.4)
(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ C(α)
[
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣+ sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p
]
,
where C(α) is a constant which depends only on α.
Date: 7.12.2016.
The research of RL was supported by the National Science Centre, Poland grant
2015/18/A/ST1/00553 and of MS by the National Science Centre, Poland grant
2015/19/N/ST1/02661.
1
2 RAFA L LATA LA AND MARTA STRZELECKA
It turns out that Theorem 1.1 may be reversed in the i.i.d. case.
Theorem 1.2. Let X1, X2, . . . be i.i.d. random variables. Assume that there exists
a constant L such that for every p ≥ 1, every n and every non-empty set T ⊂ Rn
we have
(1.5)
(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ L
[
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣+ sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p
]
.
Then
(1.6) ‖X1‖2p ≤ α(L)‖X1‖p for p ≥ 2,
where α(L) is a constant which depends only on L ≥ 1.
It will be clear from the proof of Theorem 1.2 that it suffices to assume (1.5) for
T = {±ej : j ∈ {1, . . . , n}} only, where {e1, . . . , en} is the canonical basis of Rn.
The comparison of weak and strong moments (1.4) yields also a deviation in-
equality for supt∈T |
∑n
i=1 tiXi|.
Corollary 1.3. Assume X1, X2, . . . satisfy the assumptions of Theorem 1.1. Then
for any u ≥ 0 and any non-empty set T in Rn,
(1.7) P
(
sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣ ≥ C1(α)
[
u+ E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣])
≤ C2(α) sup
t∈T
P
(∣∣∣ n∑
i=1
tiXi
∣∣∣ ≥ u),
where constants C1(α) and C2(α) depend only on the constant α in (1.3).
Another consequence of the main theorem is the following Khintchine-Kahane
type inequality.
Corollary 1.4. Assume Xi, 1 ≤ i ≤ n satisfy the assumptions of Theorem 1.1.
Then for any p ≥ q ≥ 2 and any non-empty set T in Rn we have,(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ C3(α)
(
p
q
)max{1/2,log2 α}(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣q)1/q
where a constant C3(α) depend only on the constant α in (1.3).
We postpone proofs of the above results and first present a number of remarks
and open questions.
Remark 1.5. Exponent max{1/2, log2 α} in Corollary 1.4 is optimal.
Indeed, since ‖g‖p ∼
√
p/e as p → ∞ one cannot go below 1/2 by the central
limit theorem.
To see that log2 α term cannot be improved it is enough to consider α >
√
2. Let
r = 1/ log2 α ∈ (0, 2) and let X be a symmetric random variable given by P(|X | ≥
t) = e−t
r
(with 2 > r > 0), i.e. X = |E|1/r sgn E , where E has the symmetric
exponential distribution. By Stirling’s formula Γ(x + 1) = (xe )
x
√
2πxef(x) with
f(x) ∈ (0, 1/12) for x ≥ 1, so for p ≥ 2,
‖X‖2p
‖X‖p =
Γ
(
2p
r + 1
)1/(2p)
Γ
(
p
r + 1
)1/p ≤ 21/r
(
r
πp
)1/(4p)
e1/(24p) ≤ 21/r = α.
Moreover, ‖X‖p ∼ ( per )1/r for p → ∞, so the assertion of Corollary 1.4 cannot
hold with any exponent better than log2 α.
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Remark 1.6. If the variables Xi are symmetric then the term E supt∈T |
∑n
i=1 tiXi|
in (1.4) may be replaced by E supt∈T
∑n
i=1 tiXi.
Proof. Let s be any point in T . Then T ⊂ T − T + s, so by the triangle inequality(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ (E sup
t∈T−T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p+(E∣∣∣ n∑
i=1
siXi
∣∣∣p)1/p.
Estimate (1.4) applied to the set T − T yields(
E sup
t∈T−T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ C(α)
[
E sup
t∈T−T
∣∣∣ n∑
i=1
tiXi
∣∣∣+ sup
t∈T−T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p
]
.
The set T − T is symmetric, so
E sup
t∈T−T
∣∣∣ n∑
i=1
tiXi
∣∣∣ = E sup
t∈T−T
n∑
i=1
tiXi ≤ 2E sup
t∈T
n∑
i=1
tiXi,
where the last estimate follows, since (Xi)
n
i=1 and (−Xi)ni=1 are equally distributed.
Moreover,
sup
t∈T−T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ 2 sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p,
what finishes the proof of the remark. 
Remark 1.7. If the variables Xi are not centered then (1.4) holds provided that the
assumption (1.3) is replaced by
‖Xi − EXi‖2p ≤ α‖Xi − EXi‖p for p ≥ 2 and i = 1, . . . , n.
Proof. We have(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ (E sup
t∈T
∣∣∣ n∑
i=1
ti(Xi − EXi)
∣∣∣p)1/p + sup
t∈T
∣∣∣ n∑
i=1
tiEXi
∣∣∣.
Theorem 1.1 applied to centered variables Xi − EXi, i = 1, . . . , n, yields(
E sup
t∈T
∣∣∣ n∑
i=1
ti(Xi − EXi)
∣∣∣p)1/p
≤ C(α)
[
E sup
t∈T
∣∣∣ n∑
i=1
ti(Xi − EXi)
∣∣∣+ sup
t∈T
(
E
∣∣∣ n∑
i=1
ti(Xi − EXi)
∣∣∣p)1/p
]
.
To conclude it is enough to observe that
E sup
t∈T
∣∣∣ n∑
i=1
ti(Xi − EXi)
∣∣∣ ≤ E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣+ sup
t∈T
∣∣∣ n∑
i=1
tiEXi
∣∣∣,
sup
t∈T
(
E
∣∣∣ n∑
i=1
ti(Xi − EXi)
∣∣∣p)1/p ≤ sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p + sup
t∈T
∣∣∣ n∑
i=1
tiEXi
∣∣∣,
and
sup
t∈T
∣∣∣ n∑
i=1
tiEXi
∣∣∣ ≤ E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣.

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Open questions. For Gaussian random vectors (1.2) holds with C1 = 1. This
is also the case for Xi symmetric, independent with log-concave distributions [10,
Remark 3.16 and Corollary 2.19]. However, we do not know the general conditions
for the distributions of Xi which are sufficient for (1.2) to hold with C1 = 1.
It is of interest to study the comparison of weak and strong moments for random
vectors X = (X1, . . . , Xn) with dependent coordinates. A natural and important
class to investigate in this context are vectors with log-concave distributions (cf.
[2] for an up to date survey of properties of such vectors). Paouris [12] showed
that (1.2) holds for log-concave vectors and sets T being balls in Euclidean spaces
(see also [1]). This was generalized in [8] to balls in Lr-spaces with 1 ≤ r < ∞.
Unfortunately there are very few classes of log-concave vectors such that (1.2) is
known to be satisfied for all sets T – this includes vectors uniformly distributed on
lnr -balls (with 1 ≤ r ≤ ∞). [10, Remark 3.16 and Theorem 5.27], or more generally
vectors with densities of the form exp(−ϕ(‖x‖r)), where ϕ : [0,∞) → (−∞,∞] is
non-decreasing and convex, and 1 ≤ r ≤ ∞ [7, Proposition 6.5].
The organization of this paper is as follows. In Section 2 we prove Theorem 1.1
for unconditional sets T only. Using this result we generalize it to the case of an
arbitrary T in Section 3. In Section 4 we prove Corollaries 1.3 and 1.4. Finally, in
Section 5 we present the proof of Theorem 1.2.
Throughout this paper by a letter C we denote universal constants and by C(α)
constants depending only on the parameter α. The values of the constants C,
C(α) may differ at each occurrence. We will also frequently work with a Bernoulli
sequence εi of i.i.d. symmetric random variables taking values ±1. We assume that
variables εi are independent of other random variables.
2. The case of unconditional sets
In this section we show that Theorem 1.1 holds under additional assumptions
that the set T is unconditional and the variables Xi are symmetric. Recall that a
set T in Rn is called unconditional if it is symmetric with respect to the coordinate
axes, i.e. (ηiti)
n
i=1 ∈ T for any t = (ti)ni=1 ∈ T and any choice of signs η1, . . . , ηn ∈
{−1, 1}.
Proposition 2.1. Let r ∈ (0, 1) and L ≥ 1. Assume that variables Y1, . . . , Yn are
independent and symmetric and
(2.1)
(
E sup
t∈T
∣∣∣ n∑
i=1
tiYi
∣∣∣p)1/p ≤ L
[
E sup
t∈T
n∑
i=1
tiYi + sup
t∈T
(
E
∣∣∣ n∑
i=1
tiYi
∣∣∣p)1/p
]
for all p ≥ 1 and all unconditional sets T . Then variables Xi := |Yi|1/r sgnYi
satisfy
(2.2)
(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ (2L)1/r
[
E sup
t∈T
n∑
i=1
tiXi + sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p
]
for all p ≥ 1 and all unconditional sets T ⊂ Rn.
Proof. Definition of Xi and unconditionality of T yield
sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣ = sup
t∈T
∣∣∣ n∑
i=1
ti|Yi|1/r sgnYi
∣∣∣ = sup
t∈T
n∑
i=1
|ti||Yi|1/r.
Let s = (1− r)−1 and let Bns denote the unit ball of ℓns . Then 1/s+ r = 1 and by
Ho¨lder’s duality we have
sup
t∈T
∣∣∣ n∑
i=1
|ti||Yi|1/r
∣∣∣r = sup
t∈T
sup
u∈Bns
n∑
i=1
ui|ti|rYi = sup
t∈Tr
n∑
i=1
tiYi,
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where
Tr := {(ui|ti|r)ni=1 : t ∈ T, u ∈ Bns }
is unconditional in Rn. Therefore (2.1) applied with p/r and Tr instead of p and T
yields
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p ≤ Lp/r
[
E sup
t∈Tr
tiYi + sup
t∈Tr
(
E
∣∣∣ n∑
i=1
tiYi
∣∣∣p/r)r/p
]p/r
.
We have
E sup
t∈Tr
n∑
i=1
tiYi = E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣r ≤ (E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣)r.
Moreover,
sup
t∈Tr
(
E
∣∣∣ n∑
i=1
tiYi
∣∣∣p/r)r/p ≤ sup
t∈T
(
E sup
u∈Bns
∣∣∣ n∑
i=1
ui|ti|rYi
∣∣∣p/r)r/p
= sup
t∈T
(
E
∣∣∣ n∑
i=1
|ti||Xi|
∣∣∣p)r/p = sup
t∈T
(
E
∣∣∣ n∑
i=1
ti|Xi|
∣∣∣p)r/p.
Estimates above together with the inequality (a+ b)1/r ≤ 21/r−1(a1/r + b1/r) yield(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ 1
2
(2L)1/r
[
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣+ sup
t∈T
(
E
∣∣∣ n∑
i=1
ti|Xi|
∣∣∣p)1/p
]
.
Hence, in order to prove (2.2) it suffices to show that
(2.3) sup
t∈T
(
E
∣∣∣ n∑
i=1
ti|Xi|
∣∣∣p)1/p ≤ E sup
t∈T
n∑
i=1
tiXi + 2 sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p.
Let (X ′1, . . . , X
′
n) be an independent copy of (X1, . . . , Xn). By the triangle in-
equality for the p-th integral norm and Jensen’s inequality we get
sup
t∈T
(
E
∣∣∣ n∑
i=1
ti|Xi|
∣∣∣p)1/p ≤ sup
t∈T
(
E
∣∣∣ n∑
i=1
ti
(|Xi| − E|X ′i|)∣∣∣p
)1/p
+ sup
t∈T
∣∣∣E n∑
i=1
ti|Xi|
∣∣∣
≤ sup
t∈T
(
E
∣∣∣ n∑
i=1
ti
(|Xi| − |X ′i|)∣∣∣p
)1/p
+ E sup
t∈T
∣∣∣ n∑
i=1
ti|Xi|
∣∣∣
= sup
t∈T
(
E
∣∣∣ n∑
i=1
ti
(|Xi| − |X ′i|)∣∣∣p
)1/p
+ E sup
t∈T
n∑
i=1
tiXi,(2.4)
where the equation follows by the unconditionality of T .
Let (εi)
n
i=1 be the Bernoulli sequence, independent of all Xi and X
′
i. Then the
sequence (|Xi| − |X ′i|)ni=1 has the same distribution as (εi(|Xi| − |X ′i|))ni=1 and for
every t ∈ Rn,(
E
∣∣∣ n∑
i=1
ti(|Xi| − |X ′i|)
∣∣∣p)1/p = (E∣∣∣ n∑
i=1
tiεi(|Xi| − |X ′i|)
∣∣∣p)1/p
≤
(
E
∣∣∣ n∑
i=1
tiεi|Xi|
∣∣∣p)1/p + (E∣∣∣ n∑
i=1
tiεi|X ′i|
∣∣∣p)1/p
= 2
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p.(2.5)
Putting (2.4) and (2.5) together we get (2.3), what completes the proof of (2.2).

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Corollary 2.2. Let X1, . . . , Xn be independent symmetric random variables with
finite moments such that
(2.6) ‖Xi‖2p ≤ α‖Xi‖p for p ≥ 2 and i = 1, . . . , n,
where α is a finite positive constant. Then for every p ≥ 1 and every unconditional
set T ⊂ Rn we have
(2.7)
(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ C(α)
[
E sup
t∈T
n∑
i=1
tiXi + sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p
]
,
where C(α) is a constant, which depends only on α.
Proof. Let us first note, that the assumption (2.6) applied k times yields that
‖Xi‖2kp ≤ αk‖Xi‖p for p ≥ 2.
Therefore
‖Xi‖q ≤ α⌈log2(
q
p
)⌉‖Xi‖p ≤ α
(
q
p
)log2 α
‖Xi‖p for q ≥ p ≥ 2.
Let Yi := |Xi|1/ log2 α sgnXi. Then Xi = |Yi|1/r sgnYi with r := 1log2 α and
(2.8) ‖Yi‖q ≤ 2 q
p
‖Yi‖p for q ≥ p ≥ 2 log2 α.
If α ≤ 2 we have
(2.9) ‖Yi‖q ≤ 2 q
p
‖Yi‖p for q ≥ p ≥ 2.
Otherwise, take 2 log2 α ≥ q ≥ p ≥ 2. Then by Ho¨lder’s inequality and (2.8)
with exponents p(q−1)p−1 and q we get
‖Yi‖qq = E|Yi||Yi|q−1 ≤
(
E|Yi|p
) 1
p
(
E|Yi|
p(q−1)
p−1
) p−1
p ≤ ‖Yi‖p‖Yi‖q−1q
(
2
p(q − 1)
q(p− 1)
)q−1
.
Observe that (
2
p(q − 1)
q(p− 1)
)q−1
≤ 4q−1 ≤ 1
4
α4,
so
‖Yi‖q ≤ 1
4
α4‖Yi‖p for 2 log2 α ≥ q ≥ p ≥ 2.
Thus for any value of α we get
‖Yi‖q ≤ max
{
2,
1
2
α4
}
q
p
‖Yi‖p for q ≥ p ≥ 2.
Hence, by [9, Theorem 2.3] the variables Y1, . . . , Yn satisfy (2.1) (in fact for ar-
bitrary, not only unconditional sets T ) and the assertion follows by Proposition
2.1. 
3. Symmetrization argument
We will use the following proposition to prove that we may skip the uncondition-
ality assumption in Corollary 2.2.
Proposition 3.1. Let (Xi)
n
i=1 be a sequence of independent random variables
with finite second moments and let (εi)
n
i=1 be a Bernoulli sequence independent
of (Xi)
n
i=1. Then for any T ⊂ Rn and p ≥ 1,
(3.1)
EX sup
t∈T
(
Eε
∣∣∣ n∑
i=1
tiεiXi
∣∣∣p)1/p ≤ C
[
E sup
t∈T
n∑
i=1
tiεiXi + sup
t∈T
(
E
∣∣∣ n∑
i=1
tiεiXi
∣∣∣p)1/p
]
.
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Proof. Since this is only a matter of normalization we may and will assume that
EX2i = 1 for all i.
Let m be such an integer that 2m ≤ p < 2(m+ 1). Then, by the symmetry of
Xi, εi, and the independence of X1, . . . , Xn, ε1, . . . , εn we have∥∥∥∥
n∑
i=1
tiεiXi
∥∥∥∥
p
≥
∥∥∥∥
n∑
i=1
tiεiXi
∥∥∥∥
2m
=
( ∑
i1+...in=m
ci1,...,int
2i1
1 . . . t
2in
n EX
2i1
1 . . .EX
2in
n
)1/2m
≥
( ∑
i1+...in=m
ci1,...,int
2i1
1 . . . t
2in
n
)1/2m
=
( ∑
i1+...in=m
ci1,...,int
2i1
1 . . . t
2in
n Eε
2i1
1 . . .Eε
2in
n
)1/2m
=
∥∥∥∥
n∑
i=1
tiεi
∥∥∥∥
2m
,
where
ci1,...,in =
(2i1 + . . .+ 2in)!
(2i1)! . . . (2in)!
.
Moreover by the result of Hitczenko [4],∥∥∥∥
n∑
i=1
tiεi
∥∥∥∥
2m
≥ 1
C
[∑
i≤2m
t∗i +
√
2m
√∑
i>2m
|t∗i |2
]
,
where (t∗i )
n
i=1 denotes the non-increasing rearrangement of (|ti|)ni=1.
Therefore to establish (3.1) it is enough to show that
(3.2) E sup
t∈T
(
Eε
∣∣∣ n∑
i=1
tiεiXi
∣∣∣p)1/p ≤ C(E sup
t∈T
n∑
i=1
tiεiXi + pa
)
,
where
a :=
1
p
sup
t∈T
(∑
i≤p
t∗i +
√
p
(∑
i>p
|t∗i |2
)1/2)
.
To this end observe that since∥∥∥∥
n∑
i=1
uiεi
∥∥∥∥
p
≤ C√p‖u‖2,
∥∥∥∥
n∑
i=1
uiεi
∥∥∥∥
p
≤ ‖u‖1,
and
∥∥∥∥
n∑
i=1
uiεi
∥∥∥∥
p
=
∥∥∥∥
n∑
i=1
|ui|εi
∥∥∥∥
p
,
we have ∥∥∥∥
n∑
i=1
uiεi
∥∥∥∥
p
≤
n∑
i=1
(|ui| − a)+ + C√p
( n∑
i=1
min{u2i , a2}
)1/2
.
Thus
(3.3) EX sup
t∈T
(
Eε
∣∣∣ n∑
i=1
tiεiXi
∣∣∣p)1/p
≤ E sup
t∈T
n∑
i=1
(|tiXi| − a)+ + C√p
(
E sup
t∈T
n∑
i=1
min
{
(tiXi)
2, a2
})1/2
.
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To estimate the first term above observe that
E sup
t∈T
n∑
i=1
(|tiXi| − a)+
≤ sup
t∈T
E
n∑
i=1
(|tiXi| − a)+ + E sup
t∈T
n∑
i=1
((|tiXi| − a)+ − E(|tiX ′i| − a)+
)
,
where (X ′i)i is a copy of (Xi), independent of (εi) and (Xi).
Observe that for any u and i
E
(|uXi| − a)+ ≤ |u|E|Xi| ≤ |u|‖Xi‖2 = |u|
and, by the Cauchy-Schwarz inequality and the Markov inequality
E
(|uXi| − a)+ ≤ |u|E|Xi|I{|Xi|≥a/|u|} ≤ |u|‖Xi‖2(P(|Xi| ≥ a/|u|))1/2
≤ |u|‖Xi‖22
|u|
a
=
u2
a
.
Hence for any t ∈ T
n∑
i=1
E
(|tiXi| − a)+ ≤∑
i≤p
t∗i +
1
a
∑
i>p
(t∗i )
2 ≤ 2pa.
Moreover, by the Jensen inequality
E sup
t∈T
n∑
i=1
((|tiXi| − a)+ − E(|tiX ′i| − a)+
)
≤ E sup
t∈T
n∑
i=1
((|tiXi| − a)+ − (|tiX ′i| − a)+
)
= E sup
t∈T
n∑
i=1
εi
((|tiXi| − a)+ − (|tiX ′i| − a)+
)
≤ E sup
t∈T
n∑
i=1
εi
(|tiXi| − a)+ + E sup
t∈T
n∑
i=1
−εi
(|tiX ′i| − a)+
= 2E sup
t∈T
n∑
i=1
εi
(|tiXi| − a)+.
Function x 7→ (|x| − a)+ is 1-Lipschitz, so Talagrand’s comparison theorem for
Bernoulli processes [13, Theorem 2.1] yields
E sup
t∈T
n∑
i=1
εi
(|tiXi| − a)+ ≤ E sup
t∈T
n∑
i=1
tiεiXi.
Therefore
(3.4) E sup
t∈T
n∑
i=1
(|tiXi| − a)+ ≤ 2pa+ 2E sup
t∈T
n∑
i=1
tiεiXi.
Now we turn our attention to the other term in (3.3). We have
E sup
t∈T
n∑
i=1
min
{
(tiXi)
2, a2
}
≤ sup
t∈T
E
n∑
i=1
min
{
(tiXi)
2, a2
}
+ E sup
t∈T
n∑
i=1
(
min
{
(tiXi)
2, a2
}− Emin{(tiXi)2, a2}).
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We have
n∑
i=1
Emin
{
(tiXi)
2, a2
} ≤ n∑
i=1
min
{
a2, t2iEX
2
i
} ≤ pa2 +∑
i>p
(t∗i )
2 ≤ 2pa2.
Moreover, by the Jensen inequality
E sup
t∈T
n∑
i=1
(
min
{
(tiXi)
2, a2
}−Emin{(tiX ′i)2, a2})
≤ E sup
t∈T
n∑
i=1
(
min
{
(tiXi)
2, a2
}−min{(tiX ′i)2, a2})
= E sup
t∈T
n∑
i=1
εi
(
min
{
(tiXi)
2, a2
}−min{(tiX ′i)2, a2})
≤ 2E sup
t∈T
n∑
i=1
εimin
{
(tiXi)
2, a2
}
.
Function x 7→ min{x2, a2} is 2a-Lipschitz, so using the comparison theorem for
Bernoulli processes again we get
E sup
t∈T
n∑
i=1
εimin
{
(tiXi)
2, a2
} ≤ 2aE sup
t∈T
n∑
i=1
tiεiXi.
Thus
(3.5) pE sup
t∈T
n∑
i=1
min
{
(tiXi)
2, a2
} ≤ 2p2a2 + 4paE sup
t∈T
n∑
i=1
tiεiXi
≤
(
2pa+ E sup
t∈T
n∑
i=1
tiεiXi
)2
.
Estimate (3.2) follows by (3.3)-(3.5).

Proof of Theorem 1.1. Since it is enough to consider T ∪ (−T ) instead of T , we
may and will assume that the set T is symmetric, i.e. T = −T .
Assume first that the variables Xi are also symmetric. Let ε = (εi)
n
i=1 be a
Bernoulli sequence independent of (Xi)
n
i=1. Weak and strong moments of (εi)
n
i=1
are comparable(
E sup
s∈S
∣∣∣ n∑
i=1
siεi
∣∣∣p)1/p ≤ C
[
E sup
s∈S
∣∣∣ n∑
i=1
siεi
∣∣∣+ sup
s∈S
(
E
∣∣∣ n∑
i=1
siεi
∣∣∣p)1/p
]
.
Hence the symmetry of Xi yields(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p = (EXEε sup
t∈T
∣∣∣ n∑
i=1
tiXiεi
∣∣∣p)1/p
≤ 2C
[(
EX
(
Eε sup
t∈T
∣∣∣ n∑
i=1
tiXiεi
∣∣∣)p)1/p + (EX sup
t∈T
Eε
∣∣∣ n∑
i=1
tiXiεi
∣∣∣p)1/p
]
,(3.6)
since (a+ b)p ≤ 2p(ap + bp).
Since T is symmetric, we have for x ∈ Rn,
Eε sup
t∈T
∣∣∣ n∑
i=1
tixiεi
∣∣∣ = sup
t∈T1
n∑
i=1
tixi,
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where
T1 := {(Eεsi(ε)εi)ni=1 : s : {−1, 1}n → T }
is an unconditional subset of Rn. Estimate (2.7) applied for T1 instead of T yields
(
EX
(
Eε sup
t∈T
∣∣∣ n∑
i=1
tiXiεi
∣∣∣)p)1/p
≤ C(α)
[
EXEε sup
t∈T
∣∣∣ n∑
i=1
tiXiεi
∣∣∣+ sup
t∈T1
(
E
∣∣∣∑
i=1
tiXi
∣∣∣p)1/p
]
.
By the symmetry of Xi we have
EXEε sup
t∈T
∣∣∣ n∑
i=1
tiXiεi
∣∣∣ = E sup
t∈T
n∑
i=1
tiXi.
Moreover,
T1 ⊂ S(T ) := conv {(ηiti)ni=1 : η ∈ {−1, 1}n, t ∈ T } ,
hence
sup
t∈T1
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ sup
t∈S(T )
(
E
∣∣∣∑
i=1
tiXi
∣∣∣p)1/p = sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p.
Thus
(3.7)
(
EX
(
Eε sup
t∈T
∣∣∣ n∑
i=1
tiXiεi
∣∣∣)p)1/p
≤ C(α)
[
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣ + sup
t∈T
(
E
∣∣∣∑
i=1
tiXi
∣∣∣p)1/p
]
.
Let q = p/(p− 1) be the Ho¨lder’s dual of p. For x ∈ Rn we have(
sup
t∈T
Eε
∣∣∣ n∑
i=1
tixiεi
∣∣∣p)1/p = sup
t∈T2
n∑
i=1
tixi,
where
T2 = {Eεth(ε) : t ∈ T, h : {−1, 1}n → R,Eε|h(ε)|q ≤ 1}
is a unconditional subset of Rn. Estimate (2.7) applied for T2 instead of T yields(
EX sup
t∈T
Eε
∣∣∣ n∑
i=1
tiXiεi
∣∣∣p)1/p
≤ C(α)
[
EX
(
sup
t∈T
Eε
∣∣∣ n∑
i=1
tiXiεi
∣∣∣p)1/p + sup
t∈T2
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p
]
.
Proposition 3.1 and the symmetry of Xi gives
EX
(
sup
t∈T
Eε
∣∣∣ n∑
i=1
tiXiεi
∣∣∣p)1/p ≤ C
[
E sup
t∈T
n∑
i=1
tiXi + sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p
]
.
Since T2 ⊂ convT (recall that we assume the symmetry of T ) we have
sup
t∈T2
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p ≤ sup
t∈conv T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p = sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p.
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Thus
(3.8)
(
EX sup
t∈T
Eε
∣∣∣ n∑
i=1
tiXiεi
∣∣∣p)1/p
≤ C(α)
[
E sup
t∈T
n∑
i=1
tiXi + sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p
]
.
Estimate (1.4) follows (for symmetric Xi’s) by (3.6)-(3.8)
In the case when the variables Xi are centered, but not necessarily symmetric let
(X ′1, . . . , X
′
n) be an independent copy of (X1, . . . , Xn). ThenXi−X ′i are symmetric.
The Jensen inequality and the assumption on Xi imply that for any p ≥ 2 we have
‖Xi −X ′i‖2p ≤ 2‖Xi‖2p ≤ 2α‖Xi − EXi‖p ≤ 2α‖Xi −X ′i‖p.
Therefore, Theorem 1.1 applied to (X1 −X ′1, . . . , Xn −X ′n) implies(
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p
=
(
E sup
t∈T
∣∣∣ n∑
i=1
ti(Xi − EX ′i)
∣∣∣p)1/p ≤ (E sup
t∈T
∣∣∣ n∑
i=1
ti(Xi −X ′i)
∣∣∣p)1/p
≤ C(2α)
[
E sup
t∈T
∣∣∣ n∑
i=1
ti(Xi −X ′i)
∣∣∣+ sup
t∈T
(
E
∣∣∣ n∑
i=1
ti(Xi −X ′i)
∣∣∣p)1/p
]
≤ 2C(2α)
[
E sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣+ sup
t∈T
(
E
∣∣∣ n∑
i=1
tiXi
∣∣∣p)1/p
]
,
what finishes the proof in the general case. 
Remark 3.2. It follows by the proof of [9, Theorem 2.3] that if (Xi)
n
i=1 are symmet-
ric, independent and for any i moments of Xi grow β-regularly (i.e. (2.9) holds with
β instead of 2), then the comparison of weak and strong moments of suprema of
linear combinations of variables Xi holds with a constant C(β) = Cβ
11. Therefore,
we may follow the constants in the proofs above to obtain that Theorem 1.1 holds
with C(α) = C log
2
2 α.
4. From comparison of weak and strong moments
to comparison of weak and strong tails
In this Section we prove Corollary 1.3 and Corollary 1.4. To this end we need
the following lemma.
Lemma 4.1. Assume X1, X2, . . . satisfy the assumptions of Theorem 1.1. Then
for any t ∈ Rn,
(4.1)
∥∥∥∥
n∑
i=1
tiXi
∥∥∥∥
p
≤ C(α)
(
p
q
)max{1/2,log2 α}∥∥∥∥
n∑
i=1
tiXi
∥∥∥∥
q
for p ≥ q ≥ 2.
Proof. Let β := max{1/2, log2 α}. It is enough to show that for positive integers
k ≤ l we have ∥∥∥∥
n∑
i=1
tiXi
∥∥∥∥
2k
≤ Cα
(
k
l
)β∥∥∥∥
n∑
i=1
tiXi
∥∥∥∥
2l
.
A standard symmetrization argument shows that we may assume that the random
variables Xi are symmetric (see the proof of Theorem 1.1 in the non-symmetric
case).
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Using the hypercontractivity method [5, Section 3.3], it is enough to show that
for 1 ≤ i ≤ n,∥∥∥∥s+ t2√2eα
(
l
k
)β
Xi
∥∥∥∥
2k
≤
∥∥s+ tXi∥∥2l for all s, t ∈ R.
This reduces to the following claim.
Claim. Suppose that Y is a symmetric random variable such that ‖Y ‖2p ≤ α‖Y ‖p
for some α ≥ 1 and every p ≥ 2. Let k ≥ l be positive integers. Then
∥∥1 + σY ∥∥
2k
≤
∥∥1 + Y ∥∥
2l
, where σ :=
1
2
√
2eα
(
l
k
)β
.
To show the claim observe first that
(4.2) ‖Y ‖q ≤ α
(
q
p
)log2 α
‖Y ‖p ≤ α
(
q
p
)β
‖Y ‖p for q ≥ p ≥ 2.
Moreover we have
E
∣∣1 + σY ∣∣2k = 1 + k∑
j=1
(
2k
2j
)
E |σY |2j ≤ 1 +
k∑
j=1
(
ek
j
σ‖Y ‖2j
)2j
≤ 1 + sup
1≤j≤k
(√
2ek
j
σ‖Y ‖2j
)2j
,
so it is enough to show that
(4.3) 1 +
(
k1−βlβ
2jα
‖Y ‖2j
)2j
≤ ∥∥1 + Y ∥∥2k
2l
for j = 1, 2 . . . l.
To this end we will use the following deterministic inequality:
(4.4) (1 + u)p ≥
(
1 +
p
q
u
)q
≥ 1 +
(
p
q
u
)q
for p ≥ q ≥ 1 and u ≥ 0,
and a simple lower bound for ‖1 + Y ‖2l2l:
(4.5) E|1 + Y |2l = 1 +
l∑
r=1
(
2l
2r
)
E|Y |2r ≥ 1 +
l∑
r=1
(
l
r
‖Y ‖2r
)2r
.
Assume first that 1 ≤ j ≤ kl . Estimate (4.2) applied with p = 2j and q = 2
yields
k1−βlβ
2jα
‖Y ‖2j ≤ k
1−βlβ
j1−β
‖Y ‖2 ≤
√
kl
j
‖Y ‖2,
where the last inequality holds since β ≥ 12 and k ≥ jl. Inequalities (4.5) and (4.4)
(applied with p = k/l and q = j) yield
∥∥1 + Y ∥∥2k
2l
≥ (1 + (l‖Y ‖2)2)k/l ≥ 1 +
(√
kl
j
‖Y ‖2
)2j
so (4.3) holds for j ≤ kl .
If j ≥ kl we choose r = ⌈jl/k⌉, then jl ≤ kr ≤ 2jl. Since 1 ≤ r ≤ l, the estimate
(4.5) gives
∥∥1+Y ∥∥2k
2l
≥
(
1+
(
l
r
‖Y ‖2r
)2r)k/l
≥
(
1+
(
l
r
‖Y ‖2r
)2r)j/r
≥ 1+
(
l
r
‖Y ‖2r
)2j
,
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where to get the last two inequalities we used k/l ≥ j/r and j/r ≥ 1. Applying
estimate (4.2) with 2j and 2r instead of p and q we get
k1−βlβ
2jα
‖Y ‖2j ≤ k
1−βlβ
2j
(
j
r
)β
‖Y ‖2r ≤ k
2j
‖Y ‖2r ≤ l
r
‖Y ‖2r,
which completes the proof of the claim in the remaining case.

Proof of Corollary 1.3. Let
S := sup
t∈T
∣∣∣ n∑
i=1
tiXi
∣∣∣.
By the Paley-Zygmund inequality and (4.1) we have for t ∈ T ,
P
(∣∣∣ n∑
i=1
tiXi
∣∣∣ ≥ 1
2
∥∥∥∥
n∑
i=1
tiXi
∥∥∥∥
p
)
= P
(∣∣∣ n∑
i=1
tiXi
∣∣∣p ≥ 2−pE∣∣∣ n∑
i=1
tiXi
∣∣∣p)
≥ (1− 2−p)2
( ∥∥∑n
i=1 tiXi
∥∥
p∥∥∑n
i=1 tiXi
∥∥
2p
)2p
≥ e−C4(α)p.(4.6)
In order to show (1.7) we consider 3 cases.
Case 1. 2u < supt∈T ‖
∑n
i=1 tiXi‖2. Then by (4.6)
sup
t∈T
P
(∣∣∣ n∑
i=1
tiXi
∣∣∣ ≥ u) ≥ e−2C4(α)
and (1.7) obviously holds if C2(α) ≥ exp(2C4(α)).
Case 2. supt∈T ‖
∑n
i=1 tiXi‖2 ≤ 2u < supt∈T ‖
∑n
i=1 tiXi‖∞. Let us then define
p := sup
{
q ≥ 2C4(α) : sup
t∈T
∥∥∥ n∑
i=1
tiXi
∥∥∥
q/C4(α)
≤ 2u
}
.
By (4.6) we have
sup
t∈T
P
(∣∣∣ n∑
i=1
tiXi
∣∣∣ ≥ u) ≥ e−p.
By (4.1) we have supt∈T ‖
∑n
i=1 tiXi‖p ≤ C(α)u, so by Theorem 1.1 and Cheby-
shev’s inequality we have
P(S ≥ C1(α)(ES + u)) ≤ P(S ≥ e‖S‖p) ≤ e−p
for C1(α) large enough. Thus (1.7) holds in this case.
Case 3. u > supt∈T ‖
∑n
i=1 tiXi‖∞ = ‖S‖∞. Then P(S ≥ u) = 0 and (1.7)
holds for any C1(α) ≥ 1. 
Proof of Corollary 1.4. The result is an immediate consequence of Theorem 1.1,
(4.1) and (1.1) used with q instead of p. 
5. Comparison of weak and strong moments of suprema
implies comparison of moments p and 2p
Proof of Theorem 1.2. We will use the assumption (1.5) for T containing all vectors
of the standard base of Rnand their negatives, i.e. we will use only the inequality
(5.1)
(
E sup
1≤i≤n
|Xi|p
)1/p
≤ L
[
E sup
1≤i≤n
|Xi|+ ‖X1‖p
]
.
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Fix p ≥ 2 and let n := ⌊(4L)2p⌋+ 1, A := n1/p‖X1‖p. If A ≥ ‖X1‖2p, then (1.6)
holds with α = (4L)2 + 1. Hence we may and will assume A ≤ ‖X1‖2p.
Obviously
P
(
sup
1≤i≤n
|Xi| ≥ t
)
≤ min{1, nP(|X1| ≥ t)}.
Moreover, if P(|X1| ≥ t) ≤ 1n ,
P
(
sup
1≤i≤n
|Xi| ≥ t
)
= 1− P(|X1| < t)n = P(|X1| ≥ t) n−1∑
k=0
P
(|X1| < t)k
≥ P(|X1| ≥ t) · n
(
1− 1
n
)n−1
≥ n
3
P
(|X1| ≥ t).
Since P(|X1| ≥ A) ≤ 1n (which follows by the Markov inequality) and A ≤ ‖X1‖2p,
we have
E sup
1≤i≤n
|Xi|2p ≥ 2p
∫ ∞
A
t2p−1P
(
sup
1≤i≤n
|Xi| ≥ t
)
dt ≥ 2p
∫ ∞
A
t2p−1
n
3
P
(|X1| ≥ t)dt
=
n
3
E
(|X1|2p −A2p)+ ≥ n3
(‖X1‖2p2p −A2p) ≥ n3
(‖X1‖2p −A)2p
and
E sup
1≤i≤n
|Xi| ≤ A+
∫ ∞
A
P
(
sup
1≤i≤n
|Xi| ≥ t
)
dt ≤ A+ n
∫ ∞
A
P
(|X1| ≥ t)dt
≤ A+ nE(|X1|1{|X1|≥A}) ≤ A+ n‖X1‖pP(|X1| ≥ A)1− 1p
≤ A+ n1/p‖X1‖p,
where in the last inequality we used again the fact that P(|X1| ≥ A) ≤ 1n .
Thus our choice of n and A, and (5.1) (applied to 2p instead of p) imply that
2L‖X1‖2p ≤ 1
2
n
1
2p ‖X1‖2p ≤ 1
2
n
1
2pA+
(
E sup
1≤i≤n
|Xi|2p
)1/(2p)
≤ 1
2
n
1
2pA+ L
[
E sup
1≤i≤n
|Xi|+ ‖X1‖2p
]
≤ 1
2
n
1
2pA+ LA+ Ln
1
p ‖X1‖p + L‖X1‖2p
≤ ‖X1‖p
(1
2
(4L+ 1)n
1
p + 2Ln
1
p
)
+ L‖X1‖2p
≤
(
4L+
1
2
)(
(4L)2 + 1
)‖X1‖p + L‖X1‖2p.
Thus
‖X1‖2p ≤
(
4 +
1
2L
)(
16L2 + 1
)‖X1‖p.

Remark 5.1. It is clear from the proof above that we may take α(L) = CL2 in
Theorem 1.2.
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