Mississippi State University

Scholars Junction
Theses and Dissertations

Theses and Dissertations

5-6-2017

Energy Efficient Clustering Algorithms for Homogeneous Wireless
Sensor Networks
John Robert Corn

Follow this and additional works at: https://scholarsjunction.msstate.edu/td

Recommended Citation
Corn, John Robert, "Energy Efficient Clustering Algorithms for Homogeneous Wireless Sensor Networks"
(2017). Theses and Dissertations. 1874.
https://scholarsjunction.msstate.edu/td/1874

This Graduate Thesis - Open Access is brought to you for free and open access by the Theses and Dissertations at
Scholars Junction. It has been accepted for inclusion in Theses and Dissertations by an authorized administrator of
Scholars Junction. For more information, please contact scholcomm@msstate.libanswers.com.

Template C with Schemes v3.0 (beta): Created by J. Nail 06/2015

Energy efficient clustering algorithms for homogeneous wireless sensor networks

By
TITLE PAGE
John Corn

A Thesis
Submitted to the Faculty of
Mississippi State University
in Partial Fulfillment of the Requirements
for the Degree of Master of Science
in Electrical and Computer Engineering
in the Department of Electrical and Computer Engineering
Mississippi State, Mississippi
May 2017

Copyright by
COPYRIGHT PAGE
John Corn
2017

Energy efficient clustering algorithms for homogeneous wireless sensor networks
By
APPROVAL PAGE
John Corn
Approved:
____________________________________
Jerry W. Bruce
(Major Professor)
____________________________________
Randolph F. Follett
(Committee Member)
____________________________________
Bryan A. Jones
(Committee Member)
____________________________________
James E. Fowler
(Graduate Coordinator)
____________________________________
Jason M. Keith
Dean
Bagley College of Engineering

Name: John Corn
Date of Degree: May 5, 2017

ABSTRACT
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networks
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Candidate for Degree of Master of Science
Wireless sensor networks (WSNs) are systems of resource-constrained sensor
nodes (SNs), distributed throughout a sensor field. Energy limitations persist due to the
wireless nature of SNs and an interest in minimizing the cost and physical footprint of
SNs. Due to the resource-constrained nature of SNs, much WSN research has focused on
energy-efficient communication algorithms. Communication algorithms are necessary for
energy-efficient data transmission between SNs and the transmission of data collected by
SNs to a base station. A popular algorithm known as Low-Energy Adaptive Clustering
Hierarchy (LEACH) achieves more energy-efficient communication by organizing SNs
into clusters for localized communication. When SNs are mobile, the energy efficiency of
LEACH is degraded because of geographic dispersion of SN clusters. This thesis
proposes LEACH-Centered Cluster-head (LEACH-CCH), a clustering algorithm aimed
at improving WSN lifetime in cases of stationary and mobile sensor nodes. Mobile sensor
network applications are explored including vehicle-to-infrastructure communication
networks.
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CHAPTER I
INTRODUCTION
1.1

Wireless Sensor Networks
Wireless sensor networks (WSNs) are systems of resource-constrained sensor

devices, referred to as sensor nodes, distributed throughout a sensor field. The number of
sensor nodes comprising a WSN can range from a few dozen to thousands. Possible
applications include military, agricultural, automotive, space, and environmental
concerns, making WSNs a topic of large amounts of research over the past few decades.
Energy limitations persist due to the wireless nature of the sensor nodes and the interest
in minimizing the cost and physical footprint of the sensor nodes. Because of the
resource-constrained nature of the sensor nodes that comprise WSNs, major challenges in
WSN research are the optimization of communication, data storage, and computational
capability. Wireless sensor networks are typically categorized as heterogeneous or
homogeneous networks. In a heterogeneous network, some nodes are more capable than
others, with additional resources such as more powerful communication hardware or
higher capacity batteries. In a homogeneous network, all nodes have equal capabilities
and resources [1]. WSNs can be made up of sensor nodes that are either proactive,
reactive, or a combination of both in a heterogeneous network. Proactive sensor nodes
only transmit their data after an environmental change or other specific event has been
detected. Reactive nodes always have data to transmit to the centralized receiver, known
1

as a base station (BS) [2]. In WSNs, communication protocols are necessary for data
transmission between sensor nodes and for the transmission of data collected by sensor
nodes to the base station. These communication protocols are generally designed to use a
targeted resource, usually energy, most efficiently. A common method of decreasing
sensor node energy consumption is through hierarchical communication routing methods
known as clustering. Clustering protocols are characterized by dividing the network into
subsections or clusters of fixed or varying numbers of nodes. Data is transmitted from the
sensor nodes within a cluster to the base station through a sensor node elected as clusterhead (CH). In [3] a pioneering hierarchical clustering protocol known as the Low-Energy
Adaptive Clustering Hierarchy (LEACH) is introduced. The LEACH algorithm achieved
a significant improvement in overall network lifetime by as much as a factor of eight,
when compared to the conventional direct transmission communication and multi-hop
minimum-transmission-energy (MTE) protocols common at the time. Over the network
lifetime, nodes also die out more uniformly, allowing for a more even distribution of
sensors. Since the development of the LEACH algorithm, numerous advances have been
made, further improving upon its performance, with a major focus on cluster-head
selection algorithms [1]. The majority of related WSN research has been focused on
stationary sensor nodes. However, in some applications sensor nodes are not stationary.
In this case, common protocols such as LEACH exhibit significantly reduced
performance. This work proposes LEACH-CCH (LEACH – Centered Cluster-head),
which is a modified LEACH protocol, directed at improving network lifetime when
sensor nodes are mobile, while also achieving an improvement in the case of stationary
sensor nodes. A thorough analysis is provided, discussing the energy consumption
2

capabilities of LEACH and LEACH-CCH. It is shown the LEACH-CCH achieves a
significant improvement over LEACH in terms of network lifetime. This improvement is
achieved through reorganization of the sensor node clusters to minimize the distance
sensor nodes must transmit information, thereby reducing the energy expended for each
data transmission.
In recent years, there has been increasing interest in the topic of connected
vehicles, specifically vehicle-to-vehicle (V2V) or vehicle-to-infrastructure (V2I)
communication. These types of networks are generally referred to as vehicular ad hoc
networks (VANETs). Some applications of VANETs are potentially aiding in
autonomous driving, improving road safety, decreasing vehicle energy consumption by
adapting vehicle performance to traffic conditions, and numerous others [4]. The
challenges presented by VANETs are not particularly different than the challenges of
wireless sensor networks. The major challenge of VANETs is reducing data message
latency, usually due to overcrowded networks during high traffic conditions. There is
always an interest in minimizing energy consumption. Clustering algorithms exist for
VANETs, but the primary focus is on V2V communication where information is shared
among a localized network of vehicles [5]. In this thesis, V2I communication will be
considered, as it shares many characteristics of mobile wireless sensor networks. A V2I
VANET at a high level can be modelled as a special case of a mobile WSN, in which
node movement is constrained to bidirectional movement along a single axis, resulting in
a network of collinear movement. In addition to proposing LEACH-CCH in this work,
we explore a mobile WSN architecture with collinear movement. For the collinear
network, we propose LEACH-Collinear (LEACH-Co). LEACH-Co is a communication
3

protocol that is an application of the clustering aspects of LEACH tailored specifically to
the collinear network architecture. When compared to a direct transmission
communication approach, in which nodes transmit their data directly to the base station,
LEACH-Co achieves significant performance improvements in terms of minimizing data
message latency, energy consumption, and data loss.
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CHAPTER II
BACKGROUND
Due to the power-limited nature of the nodes comprising wireless sensor
networks, various algorithms have been proposed to reduce the energy consumption of
the communication processes [1]. The goal of reduced energy consumption is to increase
the network lifetime. The network lifetime is the time it takes for all sensor nodes in a
network to consume all their available energy and expire. Prior to multi-hop and
clustering communication algorithms, direct transmission was the primary method of
communication. Direct transmission requires each sensor node to individually transmit its
data directly to the base station, which is typically located a great distance from the
sensor field. Communication via direct transmission is usually inadequate because each
node expends significant energy for each data transmission, causing the network to expire
quickly. Multi-hop algorithms such as minimum-transmission-energy achieved some
network lifetime improvements over direct transmission in some cases. In a multi-hop
minimum-transmission-energy network, nodes transmit their data to the base station
using the other sensor nodes in the network as a path. The data is transmitted to the next
node corresponding to the lowest transmission energy [6]. Sensor nodes forward the data
from node to node until it reaches the base station. Clustering algorithms were later
developed, primarily motivated by the interest in increasing network lifetime. These
clustering algorithms increase network lifetime by decreasing the energy consumption
5

each sensor node must expend during communication. In a clustering algorithm, sensor
nodes are organized into groups or clusters, which allow for more localized
communication, decreasing the distance sensor nodes must transmit data, thereby
decreasing energy consumption. The clusters are generally hierarchal, usually with a
single leader node referred to as a cluster-head. The cluster-head is usually in charge of
organizing the cluster and gathering data to transmit to the base station from the
remaining sensor nodes in the cluster. The remaining sensor nodes in the cluster are
referred to as cluster-member nodes. A pioneering clustering protocol known as Low
Energy Adaptive Clustering Hierarchy (LEACH) was proposed, achieving significant
gains in network lifetime over earlier methods, with eight times the network lifetime of
direct transmission [6]. Although significant research has been conducted on
communication protocols for stationary sensor networks, energy efficient communication
protocols for mobile sensor networks have not been thoroughly investigated to date.
Clustering algorithms for mobile wireless sensor networks have been primarily focused
on the problem of data loss resulting from sensor nodes losing connectivity with their
respective clusters. In [7], the performance of LEACH is explored when applied to a
mobile sensor network, but the analysis is primarily concerned with data loss. Energy
consumption is thoroughly analyzed in [7], but only within the context of the additional
energy cost of mitigating data loss by increasing the execution rate of LEACH. Analysis
directly targeting the effect of mobility on sensor node energy consumption is not
provided. Numerous protocols have been proposed for the reduction of data loss in
mobile wireless sensor networks such as 2L-LEACH-M, CBR Mobile-WSN, and
LEACH-Mobile in [8], [9], and [10] respectively. While [8], [9], and [10] consider
6

energy consumption, each protocol sees degraded energy consumption when compared to
LEACH primarily due to additional communication necessary to mitigate data loss. In
this work, LEACH will be applied to a mobile sensor network with a focus on exploring
energy consumption. It will be demonstrated that LEACH suffers significant degradation
of network lifetime due to increased energy consumption in a mobile WSN. This work
proposes LEACH-Centered Cluster-head (LEACH-CCH) as an improvement of LEACH
both in the application of stationary and mobile wireless sensor networks.
2.1

Low-Energy Adaptive Clustering Hierarchy
Low-Energy Adaptive Clustering Hierarchy (LEACH) is a communication

protocol for wireless sensor networks intended to maximize network lifetime by
minimizing the energy consumption of individual sensor nodes [3]. By organizing sensor
nodes into clusters, the energy cost of transmitting data to the base station is shared,
thereby extending the usable life of each sensor node. LEACH assumes each node is
capable of transmitting the distance necessary to reach the base station, but doing so
consumes more energy than localized communication within a cluster. The network
lifetime of LEACH is broken up into rounds, which consist of a set-up phase and a
steady-state phase. During the set-up phase, cluster-heads are self-selected and clusters
are formed. During the steady-state phase, data transmission occurs between cluster
member nodes and cluster-heads, followed by the transmission of data from cluster-heads
to the base station. The steady-state phase is further divided into frames. Figure 2.1
details the temporal structure of a LEACH round.
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Figure 2.1

Time division of a LEACH round

At the beginning of every set-up phase, each node 𝑛 determines if it should
become a cluster-head. The decision to become a cluster-head is probabilistic and based
on a threshold, defined as
𝑃

∶ 𝑛∈𝐺
𝑇(𝑛) = {1 − 𝑃 (𝑟 𝑚𝑜𝑑 1 )
𝑃
0
∶ 𝑒𝑙𝑠𝑒

(2.1)

where 𝑃 is the desired percentage of nodes that should become cluster-heads, 𝑟 is the
number of completed rounds, and 𝐺 is the set of nodes that have yet to be cluster-heads in
1

the last 𝑃 rounds. Each node generates a pseudorandom number between 0 and 1. If this
random number is less than 𝑇(𝑛), the node becomes a cluster-head for that round. Figure
2.2 depicts a wireless sensor network comprised of 100 nodes in which six cluster-heads
have been self-selected.
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Figure 2.2

WSN where six CHs have been self-selected using LEACH

Once all cluster-heads have been self-selected, the cluster-head nodes broadcast
an advertisement message to all nodes within the network. Cluster-member nodes –
nodes not currently serving as cluster-heads – decide which cluster to join based on the
received signal strength of the message, choosing the cluster-head with the highest signal
strength. The LEACH method makes an assumption that increased received signal
strength correlates with proximity of the transmitting node [3]. Once the cluster-member
node has decided which cluster to join, the cluster-member nodes transmit join request
messages to the cluster-head of their choice informing it of their decision to join the
chosen cluster. Figure 2.3 shows the network of Figure 2.2, at the point the clusters have
been formed.
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Figure 2.3

WSN in Figure 2.2 with LEACH clusters formed

As can be observed in Figure 2.3, some clusters are much larger than others in
terms of the number of cluster-member nodes. After LEACH clusters have been formed,
the cluster-heads create and broadcast TDMA schedules to their cluster-member nodes.
The TDMA schedules determine when each cluster-member node will transmit its data to
its cluster-head during the steady-state phase. The steady-state phase begins with each
cluster-member node transmitting its data to its cluster-head at the cluster-member node’s
scheduled time. This marks the beginning of a frame, as shown in Figure 2.1. Figure 2.4
demonstrates that in some clusters the cluster-head may be located far from the center of
the cluster. The cluster-head being located away from the clusters geometric center
means some cluster-member nodes must expend significantly more energy than others
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during the steady-state phase to transmit their data to their cluster-head, as transmission
energy is based on distance.

Figure 2.4

Excessive transmission distance from cluster-member node to cluster-head

Once every cluster-member node within a cluster has had an opportunity to
transmit, the cluster-head performs signal processing functions on the data to form a
single data message. The cluster-head then transmits this compressed data message to the
base station. This transaction marks the end of a frame. After the intended number of
frames are completed, the round is concluded, see Figure 2.1. The process begins again
with a new round, in which new clusters will be formed.

11

LEACH is well suited for the case in which nodes are stationary, but when nodes
are moving, the performance of LEACH is significantly reduced in terms of network
lifetime, as will be shown in Chapter V.
2.2

First-Order Radio Energy and Channel Propagation Models
To simplify network performance comparison, models for radio energy and

channel propagation as well as the related assumptions used in [3] will be used for
analysis in this work. This model is appropriate for the contributions of this work because
it accounts for the energy consumption primarily due to transmission distance. Given that
this work is focused on algorithms aimed at minimizing transmission distances, an indepth model accounting for various electromagnetic properties is considered beyond the
scope of this work. These assumptions are also used in many other works regarding
wireless sensor network communication protocols [1]. The energy consumption model
for the transmission amplifier is based on the distance, 𝑑, between the transmitting and
receiving devices. During signal transmission of a 𝑘-bit message, the model accounts for
energy consumed to run the transmit and receive electronics 𝐸𝑒𝑙𝑒𝑐 and the transmission
amplifier 𝜖𝑓𝑠 or 𝜖𝑚𝑝 . If the transmission is of relatively short distance and a direct lineof-sight is assumed between the transmitter and receiver, energy consumption will be
defined by the Friis free space propagation model 𝜖𝑓𝑠 , characterized by 𝑑 2 energy losses
[3] [11]. For transmissions of relatively longer distances, in which a direct line-of-sight is
not assumed, energy consumption will be defined by the multipath propagation model
𝜖𝑚𝑝 , characterized by 𝑑 4 energy losses [3] [11]. For this thesis, communications within a
cluster will be modeled using the Friis free space model, and communications broadcast
12

to the entire network or to base stations will be modeled using the multipath propagation
model.
𝐸𝑇𝑥 (𝑘, 𝑑) = {

𝐸𝑒𝑙𝑒𝑐 𝑘 + 𝜖𝑓𝑠 𝑘𝑑 2 ,
𝐸𝑒𝑙𝑒𝑐 𝑘 + 𝜖𝑚𝑝 𝑘𝑑 4 ,

Friiss free space
Multipath

(2.2)

The exponential aspect of 𝑑 in (2.2) makes minimizing the transmission distance
critical to decreasing energy consumption. LEACH and other clustering algorithms work
toward minimizing transmission distance by allowing for more localized communication
within sensor node clusters. Since the energy consumption of data reception is not
distance dependent, the energy 𝐸𝑅𝑥 required to receive 𝑘-bits is
𝐸𝑅𝑥 (𝑘) = 𝐸𝑒𝑙𝑒𝑐 𝑘.

13

(2.3)

CHAPTER III
LOW-ENERGY ADAPTIVE CLUSTERING
HIERARCHY – CENTERED
CLUSTER-HEAD
The motivation for Low-Energy Adaptive Clustering Hierarchy – Centered
Cluster-Head (LEACH-CCH) is to improve the network lifetime of LEACH, primarily in
the case of mobile sensor nodes. When sensor nodes are moving, network lifetime
performance is reduced because clusters formed during the set-up phase may become
more geographically dispersed throughout the steady-state phase of the round. This
geographical dispersion increases the energy expended by the cluster-member nodes by
increasing the distance each node must transmit to reach its elected cluster-head. The
energy cost for the geographic dispersion is exponential as shown in (2.2), and can
significantly reduce network lifetime [3].
This work proposes LEACH-CCH – a modification to the LEACH protocol
during the set-up phase of a round aimed at reducing the effects of the dispersion of
clusters. During the set-up phase of LEACH, each cluster-member node transmits a join
request message indicating its decision to join the cluster of the nearest cluster-head. This
join request message also contains information relevant to the cluster-member node’s
current velocity and position. Figure 3.1 shows a flowchart of a LEACH-CCH round.

14

Figure 3.1

Flowchart of a LEACH-CCH round

Once cluster-head nodes receive the join request messages, clusters are formed.
Figure 3.2 shows an example wireless sensor network with 100 nodes grouped into six
clusters. It should be noted that Figure 3.2 is Figure 2.3 repeated for reader convenience.
Figure 3.2 would be applicable to both LEACH and LEACH-CCH.

15

Figure 3.2

WSN in Figure 2.2 with LEACH clusters formed

Once clusters have been formed, following the reception of cluster-member join
requests, Both LEACH and LEACH-CCH cluster-heads transmit the TDMA schedule
and continue to the steady-state phase. However, LEACH-CCH imposes an additional
operation at the end of the set-up phase: a restructuring of the clusters. Each LEACHCCH cluster selects a new cluster-head by determining which node is nearest to the
center of the cluster. Figure 3.3 gives the details of the algorithm of the LEACH-CCH
cluster restructuring. Figure 3.4 shows the results of the LEACH-CCH cluster
restructuring algorithm of Figure 3.3 on the WSN of Figure 3.2. When a cluster-head is
self-selected for LEACH, a consideration is made for the number of rounds since the
sensor node was last a cluster-head. Preliminary investigations into the viability of this
consideration for LEACH-CCH’s cluster-head reselection found that this consideration
had a detrimental effect on the overall network lifetime [12]. The cause of this effect
16

should be the subject of further investigation. The network lifetime was found to be most
improved by LEACH-CCH when a cluster-member node could be selected as
replacement cluster-head without limitations based on repeated cluster-head
responsibilities. The cluster restructuring achieved by selecting the node nearest the
cluster center of mass to be the new cluster-head, using the algorithm in Figure 3.3,
reduces the distance between many of the cluster-member nodes and their cluster-head.
Therefore, energy expended by cluster-member nodes during data transmission to the
cluster-head is reduced. As nodes move during the steady-state phase, the cluster center
of mass will also move. LEACH-CCH determines which cluster node will be nearest to
the cluster center of mass throughout the duration of the steady-state phase. For the
purposes of this research, it is assumed sensor node velocity and directions are constant
and the position and velocity of nodes are known by the cluster-head during the
formation of clusters. Using this information, the cluster-head can determine where each
node will be located at different times during the steady-state phase. Before transmitting
the TDMA schedule, the cluster-head determines the number of time steps, 𝑡𝑠𝑠 , required
for all cluster nodes to transmit their data to the cluster-head and steps forward in time to
determine the position of each node throughout the steady-state phase. At each time step,
the cluster-head calculates the center of mass of the cluster and records each node’s
distance from the center until the final time step is reached. The mean of these distances
is taken, and the node with the shortest average distance becomes the new cluster-head.
Often the original cluster-head is the best candidate, and in this situation the original node
remains the cluster-head. In the event of a tie for replacement cluster-head, a random
selection is made between the two. Once this cluster-head replacement selection takes
17

place, the original cluster-head transmits the new cluster-head assignment along with the
TDMA schedule and assumes the responsibilities of a cluster-member for the remainder
of the round.

Figure 3.3

LEACH-CCH Cluster Restructuring Algorithm
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Figure 3.4

Replacement CHs selected using algorithm in Figure 3.3

Figure 3.5 shows a comparison of a LEACH cluster and LEACH-CCH cluster
over the duration of the steady-state phase, in a mobile sensor node scenario. Figure 3.5
shows that as time advances, the sensor nodes spread out and the cluster-head of the
LEACH cluster moves farther away from the majority of the sensor nodes in the cluster.
At the same time, the cluster-head of the LEACH-CCH cluster moves closer to the center
of the cluster throughout the duration of the steady-state phase.

19

Figure 3.5

LEACH and LEACH-CCH Comparison of Cluster Dispersion Over Time
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CHAPTER IV
STATIONARY SENSOR NETWORKS
Stationary sensor networks have been the subject of the majority of wireless senor
network research, specifically relating to communication algorithms. Applications of
stationary networks would include many agricultural and geological applications in
which nodes are primarily sensing environmental conditions, not requiring any
movement of the sensor network nodes.
4.1

LEACH Applied to Stationary Sensor Networks
LEACH was initially proposed for stationary wireless sensor networks, so

naturally it is well suited for this application. The analysis described in the following
sections details the equations that characterize the performance of LEACH when applied
to a stationary network with respect to data message latency, energy consumption, and
computational cost.
4.1.1

LEACH Data Message Latency
Message latency is of concern due to the importance of ensuring sensor node data

is received in a timely manner. In [3], Heinzelman gives the total time for a frame, and if
latency is measured from beginning to end of a frame, data message latency can be
defined as
𝑡𝑓𝑟𝑎𝑚𝑒 =

𝑁𝑙𝑑
𝑘𝑅𝑏

21

(4.1)

where 𝑅𝑏 is the message transmission bitrate, 𝑙𝑑 is the number of bits per data message,
𝑁 is the number of sensor nodes in the network, and 𝑘 is the expected number of clusters.
During a LEACH frame, there are three separate operations that occur: the
transmission of data by cluster-member nodes to the cluster-head, data aggregation of the
received sensor data by the cluster-head, and the transmission of aggregated data to the
base station by the cluster-head. Message latency in (4.1) assumes the time necessary to
perform the data aggregation is negligible, and the aggregated data message size is equal
to the data message size of each cluster-member node. If the above assumptions are not
valid, data message latency is
𝑡𝐿 = 𝑡𝑇𝑥𝑡𝑜𝐶𝐻 + 𝑡𝐷𝐴 + 𝑡𝑇𝑥𝑡𝑜𝐵𝑆

(4.2)

where 𝑡𝑇𝑥𝑡𝑜𝐶𝐻 is the time necessary for all cluster-member nodes to transmit their data to
the cluster-head, 𝑡𝐷𝐴 is the time required to perform data aggregation, and 𝑡𝑇𝑥𝑡𝑜𝐵𝑆 is the
time necessary to transmit the aggregated data to the base station. The time, 𝑡𝑇𝑥𝑡𝑜𝐶𝐻 is
𝑡𝑇𝑥𝑡𝑜𝐶𝐻 =

𝑙𝑑 𝑁
( − 1)
𝑅𝑏 𝑘

(4.3)

𝑁

where ( 𝑘 − 1) is representative of the number of nodes within a cluster, not including the
cluster-head. Thus, (4.3) is the time required to complete the TDMA schedule each
frame. Presumably the time required for data aggregation will be much shorter than the
other operations during a frame, but a thorough analysis requires this duration be
included. The time required for data aggregation is
𝑡𝐷𝐴 =

𝑁 𝑙𝑑
𝑘 𝑅𝐷𝐴
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(4.4)

where 𝑅𝐷𝐴 is the processing bitrate for data aggregation. Since the cluster-head will also
be aggregating its own collected data,

𝑁
𝑘

represents the number of nodes within the

cluster, including the cluster-head. The final operation during a frame is the transmission
of aggregated data to the base station by the cluster-head. The time necessary to transmit
the aggregated data to the base station is
𝑡𝑇𝑥𝑡𝑜𝐵𝑆 =

𝑙𝑑 𝐿
𝑅𝑏

(4.5)

where 𝐿 is the number of aggregated data bits per data message bit. Combining terms and
simplifying for (4.2) yields the complete equation for LEACH data message latency
𝑡𝐿 =

𝑙𝑑
𝑁𝑙𝑑 1
1
(𝐿 − 1) +
( +
)
𝑅𝑏
𝑘 𝑅𝑏 𝑅𝐷𝐴

(4.6)

𝑁

As long as 𝐿 is less than ( 𝑘 − 1), (4.3) will be the term in (4.6) that has the largest effect
on data message latency. The effect of (4.3) grows as 𝑘, the desired number of clusters, is
lowered. Therefore, if a designer were interested in minimizing latency, it would be best
to increase the desired number of clusters. However, increasing the number of clusters
will be met with a cost of increased energy consumption, as will be shown in the
upcoming sections.
4.1.2

LEACH Energy Consumption of Cluster-member Nodes
For cluster-member nodes, the most energy expensive action is transmitting

sensor data to the cluster-head during a frame, but energy is also expended during the setup phase of a round. Heinzelmann’s analysis in [3] does not account for energy
consumption during the set-up phase of a LEACH round, assuming it is negligible in
comparison to the steady-state phase. However, if the number of frames per round is
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small, the set-up phase will be executed multiple times during the network lifetime.
Executing the set-up phase multiple times can be a significant amount of energy
consumption, as the following analysis will show.
During the set-up phase, a cluster-member node is going to expend energy
performing three operations: receiving the cluster advertisement message from the
cluster-head 𝐸𝐴𝑑𝑅𝑥 , transmitting the cluster join request to the cluster-head 𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑇𝑥 ,
and receiving the TDMA schedule from the cluster-head 𝐸𝑇𝐷𝑀𝐴𝑅𝑥 . Thus, the energy
consumed by a cluster-member node during the setup phase is
𝐸𝐶𝑀𝑆𝑒𝑡−𝑢𝑝 = 𝐸𝐴𝑑𝑅𝑥 + 𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑇𝑥 + 𝐸𝑇𝐷𝑀𝐴𝑅𝑥

(4.7)

The energy necessary to receive the cluster advertisement message by the cluster-head is
equivalent to the energy necessary to receive the TDMA schedule from the cluster-head.
The energy required to receive these and any other control messages is
𝐸𝐴𝑑𝑅𝑥 = 𝐸𝑇𝐷𝑀𝐴𝑅𝑥 = 𝑙𝑐 𝐸𝑒𝑙𝑒𝑐

(4.8)

where 𝑙𝑐 is the number of bits per control message. During the set-up phase of LEACH,
the most energy costly operation for a cluster-member node is the energy consumed when
transmitting the cluster join request to the cluster-head. The energy expended when
transmitting the cluster join request is
𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑇𝑥 = 𝑙𝑐 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑐 𝜖𝑓𝑠
where

2𝑀2
𝜋𝑘

2𝑀2
𝜋𝑘

(4.9)

2
] from the cluster-member node to
is the expected distance-squared 𝐸[𝑑𝑡𝑜𝐶𝐻

the cluster-head, and the width and height of the square network is given as 𝑀. The
energy model of (4.9) assumes transmission power will be tuned based on the distance of
the transmission. This is a transmission that takes place within a cluster so the Friis free
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space model is assumed with 𝑑 2 energy loss. Approximating the area of the cluster as a
circle, the expected distance-squared

2𝑀2
𝜋𝑘

is specified as follows:

2
] = ∬(𝑥 2 + 𝑦 2 )𝜌(𝑥, 𝑦)𝑑𝑥𝑑𝑦
𝐸[𝑑𝑡𝑜𝐶𝐻

= ∬ 𝑟 2 𝜌(𝑟, 𝜃)𝑟𝑑𝑟𝑑𝜃

2
]
𝐸[𝑑𝑡𝑜𝐶𝐻

𝜋
2

= 𝜌∫ ∫
0

2𝑀
√𝜋𝑘

0

2𝑀2
𝑟 𝑑𝑟𝑑𝜃 =
𝜋𝑘
3

where the area of support for the expected value function is specified from 0 to

(4.10)
2𝑀
√𝜋𝑘

. The

probability density function of the distribution of sensor nodes within a cluster is
assumed to be a uniform distribution, 𝜌 =
is

2𝑀
√𝜋𝑘

1
𝑀2
𝑘

𝑘

= 𝑀2. The diameter of a cluster on average

. (4.10) must account for the expected distance between two nodes that can be

located anywhere within the

2𝑀
√𝜋𝑘

diameter cluster. The calculation of the expected
𝜋

distance between two nodes is achieved by integrating Area of support over the angle 2 ,
covering one quarter of a larger circle with a radius equal to the diameter of a cluster:
2𝑀
√𝜋𝑘

. Figure 4.1 is a graphical representation of the area covered by the area of support in

(4.10). This approximately accounts for the fact that the cluster-head can be located
anywhere within the

𝑀2
𝑘

cluster area. The shaded portion of Figure 4.1 is the area not

covered by the integration in (4.10).
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Figure 4.1

Area of support illustration for (4.10)

2
]:
In [3], Heinzelmann presents an equation similar to (4.10) for 𝐸[𝑑𝑡𝑜𝐶𝐻
2𝜋
2
]
𝐸[𝑑𝑡𝑜𝐶𝐻

𝑀
√𝜋𝑘

= 𝜌∫

∫

0

0

𝑀2
𝑟 𝑑𝑟𝑑𝜃 =
2𝜋𝑘
3

(4.11)

where the limits of integration are based on the assumption that the cluster-head will
always be at the center of the cluster. The cluster-head will not always be at the center of
the cluster, and (4.11) yields a result that is one quarter of that obtained in (4.10).
Combining all terms from (4.8) and (4.9) for (4.7) and simplifying gives the total energy
consumption for a cluster-head node during the set-up phase:
𝐸𝐶𝑀𝑆𝑒𝑡−𝑢𝑝

2𝑀2
= 3𝑙𝑐 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑐 𝜖𝑓𝑠
𝜋𝑘
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(4.12)

During a single frame of LEACH, the only action performed by a cluster-member node is
transmitting its data to the cluster-head. The energy consumed by a cluster-member node
during a single frame is
𝐸𝐶𝑀𝑓𝑟𝑎𝑚𝑒 = 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑑 𝜖𝑓𝑠
where

2𝑀2
𝜋𝑘

2𝑀2
𝜋𝑘

(4.13)

2
is the term 𝐸[𝑑𝑡𝑜𝐶𝐻
] and is the same as in (4.10). Equation (4.13) is similar to

the cluster join request energy equation, given in (4.9), but (4.13) differs because it is a
data message comprised of 𝑙𝑑 bits, where (4.9) is the energy required for a control
message comprised of 𝑙𝑐 bits. Data messages are usually larger than control messages.
During the steady-state phase of a round, there can be multiple frames in which clustermember nodes transmit data to the cluster-head and subsequently the data is aggregated
before being transmitted to the base station. To account for the total amount of energy
consumed by a cluster-member node during a single round, the energy consumed during
the set-up phase is added to the energy consumed during a frame. The total energy
consumed by a cluster-member node during a LEACH round is
𝐸𝐶𝑀𝑟𝑜𝑢𝑛𝑑 = 𝐸𝐶𝑀𝑠𝑒𝑡−𝑢𝑝 + 𝑁𝑓𝑟𝑎𝑚𝑒𝑠 𝐸𝐶𝑀𝑓𝑟𝑎𝑚𝑒
𝑟𝑜𝑢𝑛𝑑

(4.14)

where 𝑁𝑓𝑟𝑎𝑚𝑒𝑠 is the number of frames per round. Heinzelmann gives an equation to
𝑟𝑜𝑢𝑛𝑑

determine an optimal number of frames per round based on the idea that each node
should have the opportunity to be cluster-head at least once during its lifetime and a
𝑁

cluster-member ( 𝑘 − 1) times [3]. The optimal number of frames per round is
𝑁𝑓𝑟𝑎𝑚𝑒𝑠 =
𝑟𝑜𝑢𝑛𝑑

𝐸𝐶𝐻𝑓𝑟𝑎𝑚𝑒
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𝐸𝑠𝑡𝑎𝑟𝑡
𝑁
+ ( − 1) 𝐸𝐶𝑀𝑓𝑟𝑎𝑚𝑒
𝑘

(4.15)

where 𝐸𝑠𝑡𝑎𝑟𝑡 is the starting energy of a sensor node and 𝐸𝐶𝐻𝑓𝑟𝑎𝑚𝑒 is the energy consumed
by a cluster-head node during a single frame.
4.1.3

LEACH Energy Consumption of Cluster-head Nodes
The most energy expensive activity for cluster-head nodes is the transmission of

data to the base station. Energy is also expended during the set-up phase, when the
cluster-head broadcasts the advertisement message and later transmits the TDMA
schedule to the cluster. During the set-up phase, the cluster-head is going to expend
energy executing three operations: transmitting the cluster advertisement message to the
network 𝐸𝐴𝑑𝑇𝑥 , receiving cluster join requests from cluster-member nodes 𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑅𝑥 ,
and transmitting the TDMA schedule to the cluster 𝐸𝑇𝐷𝑀𝐴𝑇𝑥 . The energy consumed by
cluster-head nodes during the setup phase is
𝐸𝐶𝐻𝑆𝑒𝑡−𝑢𝑝 = 𝐸𝐴𝑑𝑇𝑥 + 𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑅𝑥 + 𝐸𝑇𝐷𝑀𝐴𝑇𝑥 .

(4.16)

The energy necessary to transmit the cluster advertisement message by the cluster-head is
4
𝐸𝐴𝑑𝑇𝑥 = 𝑙𝑐 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑐 𝜖𝑚𝑝 𝑑𝑚𝑎𝑥

(4.17)

where 𝑙𝑐 is the number of bits per control message. Transmissions in support of setting up
and controlling node clusters are considered control messages, which are usually smaller
than sensor data messages. 𝐸𝑒𝑙𝑒𝑐 is the energy necessary to run the transmit and receive
electronics, 𝜖𝑚𝑝 is the multi-path energy model for the transmit amplifier, and 𝑑𝑚𝑎𝑥 is
the maximum distance a sensor node is capable of transmitting. This transmission is
characterized by the multipath propagation model and 𝑑4 energy losses because it is a
broadcast message to the entire network. Due to the associated 𝑑 4 energy losses, the
transmission of the advertisement message by the cluster-head is one of the most energy
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expensive operations a node will perform. Upon reception of the advertisement message,
cluster-member nodes will choose the appropriate cluster-head and transmit a join request
message notifying the cluster-head of its intention to join the cluster. The cluster-head
will listen for join requests for an amount of time determined by the network designer.
The energy consumed by cluster-head nodes when receiving cluster join requests from
cluster-member nodes is
𝑁
𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑅𝑥 = 𝑙𝑐 𝐸𝑒𝑙𝑒𝑐 ( − 1)
𝑘

(4.18)

𝑁

where again, ( 𝑘 − 1) is representative of the number of nodes within a cluster, not
including the cluster-head. Once clusters have been formed, the cluster-head must
generate and transmit the TDMA schedule, which will determine the times at which
cluster-member nodes should transmit their data during the steady-state phase. The
energy consumed by a cluster-head when transmitting the TDMA schedule is
𝐸𝑇𝐷𝑀𝐴𝑇𝑥

3𝑀2
= 𝑙𝑐 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑐 𝜖𝑓𝑠
𝜋𝑘

where 𝜖𝑓𝑠 is the Friis free space energy model for the transmit amplifier and

(4.19)
3𝑀2
𝜋𝑘

is the

2 ]
expected distance-squared 𝐸[𝑑𝑡𝑜𝐶
to the sensor node in the cluster farthest from the

cluster-head. This transmission is characterized by the Friis free space energy model and
𝑑2 energy losses because it occurs within a cluster. The expected distance-squared to the
farthest sensor node in the cluster can be approximated by assuming the area of the
cluster is a circle. For the expected value function, area of support is defined from

√2𝑀
√𝜋𝑘

,

which is the expected distance of a cluster-member node to the cluster-head from (4.10),
to

2𝑀
√𝜋𝑘

, the diameter of a cluster on average. It is assumed that the farthest sensor node in
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the cluster will be located somewhere between the cluster boundary and the expected
distance of a cluster-member node to the cluster-head. Figure 4.2 is a graphical
representation of the area enclosed by the cluster boundary and the expected distance of a
cluster node to the cluster-head. The probability density function 𝜌 for this area is
constant and assumed to be a uniform distribution, 𝜌 = 4𝑀2

1

𝑘

2𝑀2
−
𝑘
𝑘

2𝜋
2 ]
𝐸[𝑑𝑡𝑜𝐶
= 𝜌∫
0

Figure 4.2

∫

2𝑀
√𝜋𝑘

√2𝑀
√𝜋𝑘

𝑟 3 𝑑𝑟𝑑𝜃 =

= 2𝑀2 .

3𝑀2
𝜋𝑘

(4.20)

Area of support for expected value function (4.20)

Combining all terms from (4.17) - (4.19) and simplifying gives the total energy
consumption for a cluster-head node during the set-up phase of a LEACH round:
𝑁
3𝑀2
4
𝐸𝐶𝐻𝑆𝑒𝑡−𝑢𝑝 = 𝑙𝑐 𝐸𝑒𝑙𝑒𝑐 ( + 1) + 𝑙𝑐 𝜖𝑚𝑝 𝑑𝑚𝑎𝑥
+ 𝑙𝑐 𝜖𝑓𝑠
𝑘
𝜋𝑘

(4.21)

During the steady-state phase of a round, there can be multiple frames in which
cluster-member nodes transmit data to the cluster-head and subsequently the data is
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aggregated before being transmitted to the base station. During a single frame, a clusterhead node will expend energy performing three actions: receiving the sensor data from
the cluster-member nodes 𝐸𝐶𝑀𝐷𝑎𝑡𝑎𝑅𝑥 , performing data aggregation on the received data
𝐸𝐷𝑎𝑡𝑎𝐴𝑔𝑔 , and transmitting the aggregated data to the base station 𝐸𝐵𝑆𝑇𝑥 . The energy
consumed by cluster-head nodes during a single frame of LEACH is
𝐸𝐶𝐻𝑓𝑟𝑎𝑚𝑒 = 𝐸𝐶𝑀𝐷𝑎𝑡𝑎𝑅𝑥 + 𝐸𝐷𝑎𝑡𝑎𝐴𝑔𝑔 + 𝐸𝐵𝑆𝑇𝑥 .

(4.22)

Each term of (4.22) will be detailed individually.
The cluster-head will listen for cluster-member data for the length of time
specified by the TDMA schedule. The energy consumed by the cluster-head when
receiving sensor data from the cluster-member nodes is
𝑁
𝐸𝐶𝑀𝐷𝑎𝑡𝑎𝑅𝑥 = 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐 ( − 1).
𝑘

(4.23)

The energy consumed during data aggregation by the cluster-head is
𝐸𝐷𝑎𝑡𝑎𝐴𝑔𝑔 = 𝑙𝑑 𝐸𝐷𝐴

𝑁
𝑘

(4.24)

where 𝐸𝐷𝐴 is the constant specifying the energy consumed during data aggregation in
units of nJ/bit. Data aggregation is a

𝑁
𝑘

operation because the cluster-head must also
𝑁

aggregate its own sensor data along with data received from the ( 𝑘 − 1) cluster-member
nodes. Once the sensor data has been aggregated, it is transmitted to base station by the
cluster-head. The energy consumed during this transmission to the base station is
4
𝐸𝐵𝑆𝑇𝑥 = 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑑 𝜖𝑚𝑝 𝑑𝑡𝑜𝐵𝑆
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(4.25)

where 𝑑𝑡𝑜𝐵𝑆 is the distance from the cluster-head to the base station. Combining all terms
from (4.23) – (4.25) and simplifying gives the total energy consumption for a clusterhead node during a single frame [3]:
𝐸𝐶𝐻𝑓𝑟𝑎𝑚𝑒 = 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐

𝑁
𝑁
4
+ 𝑙𝑑 𝐸𝐷𝐴 + 𝑙𝑑 𝜖𝑚𝑝 𝑑𝑡𝑜𝐵𝑆
𝑘
𝑘

(4.26)

To account for the total amount of energy consumed in a cluster-head node during
a single round, the energy consumed during the set-up phase is added to the energy
consumed during a frame, which, as in (4.14), is multiplied by the intended number of
frames per round. The energy consumed by a cluster-head node during a round is
𝐸𝐶𝐻𝑟𝑜𝑢𝑛𝑑 = 𝐸𝐶𝐻𝑠𝑒𝑡−𝑢𝑝 + 𝑁𝑓𝑟𝑎𝑚𝑒𝑠 𝐸𝐶𝐻𝑓𝑟𝑎𝑚𝑒
𝑟𝑜𝑢𝑛𝑑

(4.27)

Using (4.27) in conjunction with (4.14), a designer can determine on average the number
of rounds a network can survive. A scaling must be performed on (4.27) and (4.14) based
𝑘

on the percentage of time a sensor node will be a cluster-head (𝑁) and the percentage of
𝑘

time a sensor node will be a cluster member (1 − 𝑁).
4.1.4

LEACH Computational Cost
Computational cost for LEACH is evaluated by analyzing the algorithms for

cluster-head and cluster-member node operations in LEACH. By counting the number of
operations performed during the LEACH algorithm, computational cost can be estimated.
Figure 4.3 shows the details of the LEACH algorithm. The computational cost when a
node is a cluster-head is
𝑁
𝑁
𝐶𝐶𝐻 = 𝑁𝑎𝑔𝑔 ( − 1) + 3 ( − 1) + 2
𝑘
𝑘
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(4.28)

where 𝑁𝑎𝑔𝑔 is the number of operations per aggregated data bit. When a node is a clustermember, the computational cost is
𝐶𝐶𝑀 = 3

𝑁
+1
𝑘

(4.29)

In both (4.28) and (4.29), 𝑁 is the number of nodes in the network and 𝑘 is the expected
number of nodes that will be cluster-heads.
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Figure 4.3
4.2

LEACH Algorithm Analysis

LEACH-CCH Applied to Stationary Sensor Networks
LEACH-CCH improves the network lifetime performance compared to LEACH

in the case of stationary sensor nodes. As detailed in Chapter III, reduced energy
consumption is achieved by restructuring the sensor node clusters, selecting a clusterhead closer to the center of mass the cluster. Selecting a new cluster-head closer to the
center of mass of the cluster reduces the energy cost of data transmission for cluster34

member nodes during the steady-state phase. The analysis of the following sections
details the equations that characterize the performance of LEACH-CCH as it relates to
data message latency, energy consumption, and computational cost.
4.2.1

LEACH-CCH Data Message Latency
The sole difference between LEACH and LEACH-CCH occurs during the set-up

phase. Because the data message latency is calculated during the frame, data message
latency for LEACH-CCH is the same as detailed for LEACH in Section 4.1.1.
Specifically, LEACH-CCH data message latency is given by (4.6).
4.2.2

LEACH-CCH Energy Consumption for Cluster-member Nodes
The energy consumption equations for LEACH-CCH cluster-member nodes will

only differ in the expected distance terms within the various equations defined for
LEACH. The energy consumed by cluster-member nodes during the setup phase of
LEACH-CCH is (4.12). For the set-up phase, the energy consumption is the same as
LEACH for cluster-member nodes because the cluster-head is not assumed to be at the
center of the cluster until the end of the set-up phase. As in LEACH, the only action
performed by a cluster-member node during a frame is transmitting its data to the clusterhead, thus the energy consumed is
2
𝐸𝐶𝑀𝑓𝑟𝑎𝑚𝑒 = 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑑 𝜖𝑓𝑠 𝐸[𝑑𝑡𝑜𝐶𝐻
]

(4.30)

2
where 𝐸[𝑑𝑡𝑜𝐶𝐻
] will differ from (4.10) for cluster-member nodes during a frame because

now the cluster-head is assumed to be located at the center of mass of the cluster. For this
2
case 𝐸[𝑑𝑡𝑜𝐶𝐻
], given in (4.11) for LEACH, assumes that cluster-head nodes are located at

the center of the cluster
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2𝜋

𝑀
√𝜋𝑘

2
] = 𝜌∫
𝐸[𝑑𝑡𝑜𝐶𝐻

∫

0

0

𝑟 3 𝑑𝑟𝑑𝜃 =

𝑀2
2𝜋𝑘

where the area of support for the expected value equation is specified from 0 to
Figure 4.4 shows an illustration of the cluster area taken to be a circle of radius

(4.31)
𝑀
√𝜋𝑘
𝑀
√𝜋𝑘

.
for

(4.31). The probability density function for the cluster area is assumed uniform, 𝜌 =
1
𝑀2
𝑘

𝑘

= 𝑀2 .

Figure 4.4

Area of support for expected distance Equation (4.31)

In the case of LEACH-CCH, a cluster-head is located in the center of the cluster,
2
] in (4.31) is the same as (4.11). Using the
as shown in Figure 4.4. Therefore, 𝐸[𝑑𝑡𝑜𝐶𝐻

results from above, the total energy consumption for a cluster-member node during a
single frame of LEACH-CCH is
𝐸𝐶𝑀𝑓𝑟𝑎𝑚𝑒 = 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑑 𝜖𝑓𝑠
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𝑀2
2𝜋𝑘

(4.32)

Since the frame energy of a cluster-member node in LEACH-CCH is identical to that of
cluster-member nodes in LEACH, the total energy consumed by LEACH-CCH clustermember nodes during a round is the same as given in (4.14).
4.2.3

LEACH-CCH Energy Consumption Cluster-head Nodes
The energy consumption equations for LEACH-CCH will only differ slightly

from LEACH. The difference will only be in cluster-member nodes during the steadystate phase of a round because of the change in transmission distances due to the
restructuring given in Figure 3.3. Therefore, during the set-up phase, the energy
consumed by LEACH-CCH cluster-heads is (4.21), during a frame the energy is (4.26),
and the energy consumed by LEACH-CCH cluster-head nodes during a single round is
the same as given in (4.27).
4.2.4

LEACH-CCH Computational Cost
While LEACH-CCH improves upon the performance of LEACH in terms of

energy consumption, it does so at the cost of additional computational complexity. Figure
4.5 shows the number of operations for the LEACH-CCH algorithm initially given in
Figure 3.3. The total computational cost of the LEACH-CCH algorithm is
𝐶𝐶𝐶𝐻 = 2

𝑁2
𝑁
−2
2
𝑘
𝑘

(4.33)

where 𝑁 is the number of nodes in the network and 𝑘 is the expected number of clusters.
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Figure 4.5

LEACH-CCH Algorithm Analysis

The LEACH-CCH algorithm is computed by the cluster-head, so it can be
compared as an additional cost to LEACH in (4.28). If 𝑁=100 and 𝑘=5, (4.33) accounts
for an additional 684 operations. Depending on the processing capability of the sensor
node, 684 operations could be a significant increase in computational cost.
4.3

Energy Consumption Comparison of LEACH and LEACH-CCH
To determine the total energy consumed by a single node over its lifetime,

Equations (4.14) and (4.27) are combined and scaled to account for the percentage of
time a node will be a cluster-head and the percentage of time a node will be a clustermember. The expected value of the energy consumed per round for a single sensor node
is
𝐸𝑟𝑜𝑢𝑛𝑑 =

𝑘
𝑘
𝐸𝐶𝐻𝑟𝑜𝑢𝑛𝑑 + (1 − ) 𝐸𝐶𝑀𝑟𝑜𝑢𝑛𝑑
𝑁
𝑁
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(4.34)

𝑘

where 𝑁 is the percentage of time a node will be a cluster-head. For example, in a
network of 100 nodes, if 𝑘 = 5 a node is expected to be cluster-head 5% of the time and
cluster-member for the remaining 95%.
To evaluate the performance of LEACH and LEACH-CCH, the parameters in
Table 4.1 are used. These parameters are based on those used in [3], as well as other
related research. The values in Table 4.1 are applied to the equations that make up (4.34).
Table 4.2 gives the resulting performance metrics for LEACH and LEACH-CCH, listing
the energy consumed during the set-up phase and single frames for both when a sensor
node is a cluster-head and when a sensor node is a cluster-member. The last two rows of
Table 4.2 give the average energy consumed per round by a single node and the number
of rounds survived by the sensor node.
Table 4.1

Parameters used for comparison of LEACH and LEACH-CCH
Parameter

Value

𝑙𝑐

500 𝑏𝑖𝑡𝑠

𝑙𝑑

2000 𝑏𝑖𝑡𝑠

𝐸𝑒𝑙𝑒𝑐

50 𝑛𝐽/𝑏𝑖𝑡

𝐸𝐷𝐴

5 𝑛𝐽/𝑏𝑖𝑡

𝑁

100

𝑘

5

𝜖𝑚𝑝

0.0013 𝑝𝐽/𝑏𝑖𝑡/𝑚4

𝜖𝑓𝑠

10 𝑝𝐽/𝑏𝑖𝑡/𝑚2

𝑑𝑚𝑎𝑥

141 𝑚

𝑀

100 𝑚

𝑑𝑡𝑜𝐵𝑆

114 𝑚

𝐸𝑠𝑡𝑎𝑟𝑡
𝑁𝑓𝑟𝑎𝑚𝑒𝑠

0.5 𝐽
1

𝑟𝑜𝑢𝑛𝑑
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Table 4.2

Results of LEACH and LEACH-CCH comparison

Result
Set-up Energy
Cluster-head
Set-up Energy
Cluster-member
Frame Energy
Cluster-head
Frame Energy
Cluster-member
Expected energy per round
Expected single node
rounds survived
Worst-case single node
rounds survived
Best-case single node
rounds survived

LEACH

LEACH-CCH

0.7914mJ

0.7914mJ

0.0814mJ

0.0814mJ

2.6391mJ

2.6391mJ

0.1255mJ

0.1064mJ

0.3680mJ

0.3499mJ

1358

1429

319

319

1582

1582

Reviewing the results in Table 4.2, the LEACH-CCH network achieves a single
node lifetime of 1429 rounds while the LEACH network achieves 1358 rounds. This
extended lifetime suggests an improvement of roughly 5%. This result agrees with
simulations conducted in [12], which suggested a network lifetime improvement of 8%
could be obtained by LEACH-CCH when sensor nodes are stationary. The differences
between the simulated and analytical results are due to statistical variations resulting from
a limited number of simulation iterations.
The results in Table 4.2 do not detail the overall network lifetime but rather the
number of rounds a single node can expect to survive. However, best and worst case
scenarios for the number of rounds survived by a sensor node are provided. These values
were established by assigning best and worst case transmission distances to the various
energy consumption equations. The best and worst case scenarios for LEACH and
LEACH-CCH are the same because the algorithms only differ based on the location of
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the cluster-head. In a best-case scenario, the cluster-head is located at the absolute center
of a perfectly distributed cluster, and in a worst-case scenario the cluster-head is the
maximum distance from every cluster-member node. Given the data provided in Table
4.2, one could determine a reasonable approximation for overall network lifetimes of
LEACH and LEACH-CCH via statistical analysis. Absent the statistical analysis, the
overall network lifetimes are best accomplished via simulation. Figure 4.6 shows a
comparison of network lifetimes for LEACH and LEACH-CCH as simulated in [12].

Figure 4.6

Network lifetime comparison of LEACH (Dashed line) and LEACH-CCH
(Solid line) in a stationary sensor node scenario.
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CHAPTER V
MOBILE SENSOR NETWORKS
A mobile sensor network in the context of this thesis is a collection of sensor
nodes which are able to move about freely. Most mobile sensor network research has
been centered around minimizing data packet loss. Recall that a key assumption of
LEACH is that any node has the capability to transmit its data directly to the base station.
In [10], the LEACH-Mobile algorithm was proposed as an application of the clustering
properties of LEACH to a mobile sensor network. LEACH-Mobile is mainly focused on
improving network performance when this assumption is not valid. In this case, a
significant amount of data is lost when nodes move out of range of their respective
cluster-heads. LEACH-Mobile’s primary focus is on restructuring node clusters once
sensor nodes move out of range during LEACH’s steady-state phase. LEACH-Mobile
achieves impressive results with respect to data packet retention, but it achieves these
results at the cost of significantly increased energy consumption [10].
In this thesis, each mobile sensor network node is assumed to be able to transmit
its data directly to the base station, as this allows for more relevant comparison to the
results in [3]. Because this work is primarily focused on energy consumption, it will also
be assumed that node mobility is limited to a confined area that sensor nodes will not
exit. The following sections explore the application of LEACH and LEACH-CCH to
mobile sensor networks. The performance of the two algorithms will be examined.
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5.1

LEACH Applied to Mobile Sensor Networks
When sensor nodes are moving, the clusters formed during the set-up phase of

LEACH may become geographically dispersed during the steady-state phase. This
dispersion was illustrated previously in Figure 3.5 at the individual cluster level. This
movement of cluster nodes increases the energy consumed during data transmission due
to the increased distance between the cluster-member nodes and their cluster-head node.
5.1.1

LEACH Energy Consumption Cluster-member Nodes
Because the set-up phase is always going to be short in comparison to the steady-

state phase, the mobility of nodes has minimal effect on the energy consumption in the
set-up phase. However, during a frame, the mobility of the nodes will play a significant
role in cluster-member node energy consumption. A frame is much longer than the set-up
phase, giving sensor nodes more time to move, thereby potentially increasing energy
consumption. The energy consumed by a mobile cluster-member node during a single
frame is
𝐸𝐶𝑀𝑓𝑟𝑎𝑚𝑒 = 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑑 𝜖𝑓𝑠
where

2𝑀2
𝜋

2𝑀2
𝜋

(5.1)

is the expected distance-squared to the cluster-head. The expected distance-

squared from a cluster-member node to its cluster-head is
2
]
𝐸[𝑑𝑡𝑜𝐶𝐻

𝜋
2

= 𝜌∫ ∫
0

2𝑀
√𝜋 3

𝑟 𝑑𝑟𝑑𝜃 =

0

where the area of support is specified from 0 to
1

2𝑀
√𝜋

2𝑀2
𝜋

(5.2)

, and the uniform probability density

function is 𝜌 = 𝑀2 . Figure 5.1 shows the area covered by the support of (5.2). The limits
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of integration of (5.2) are similar to (4.10), given that for (5.1) the cluster-head is not
located at the center of the cluster. However, when sensor nodes are mobile during a
frame, the cluster-head node and cluster-member node could conceivably be located
anywhere within the square network shown in Figure 5.1. Because of the possibility that
sensor nodes could move anywhere within the network area, the limits of integration
were chosen to cover the majority of the network area shown in Figure 5.1. As was the
case in (4.10), the accuracy of (5.2) is limited because the region of support does not
cover the entirety of the network area 𝑀2 . Figure 5.1 differs from Figure 4.1 in that
Figure 4.1 covers the area of a single cluster. However, for mobile sensor nodes, the area
of a cluster is potentially the entire 𝑀𝑥𝑀 square network, as shown in Figure 5.1.

Figure 5.1
5.1.2

Area of support illustration for Equation (5.2)

LEACH Energy Consumption Cluster-head Nodes
Similar to the stationary network case, the energy consumed by the cluster-head

nodes is composed of energy used during the set-up and steady-state phases. During the
set-up phase, the cluster-head will expend energy for the cluster advertisement
44

transmission, join request reception, and TDMA transmission. During the frames of the
steady-state phase, the cluster-head will expend energy by transmitting aggregated
cluster-member data to the base station, as well as receiving and aggregating clustermember data. The same assumption is made for cluster-head nodes that was made for
cluster-members regarding the set-up phase for the mobile sensor node case: set-up phase
duration is sufficiently short and is insignificant to network energy consumption. When
nodes are stationary, the position of the cluster-head relative to the base station is fixed,
as was the case in (4.25), but the when sensor nodes are mobile, the distance from the
cluster-head to the base station is no longer fixed. The energy necessary for cluster-head
nodes to transmit data to the base station in the mobile case is
𝐸𝐵𝑆𝑇𝑥

𝜋(𝐷𝑏 + 𝑀)6
= 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑑 𝜖𝑚𝑝
3𝑀2

where 𝐷𝑏 is the distance the base station is offset from the network. The term

(5.3)
𝜋(𝐷𝑏 +𝑀)6
3𝑀2

is

the expected distance-quartic from the cluster-head to the base station:
2𝜋

𝑀+𝐷𝑏

4
] = 𝜌∫
𝐸[𝑑𝑡𝑜𝐵𝑆

∫

0

0

𝑟 5 𝑑𝑟𝑑𝜃 =

𝜋(𝐷𝑏 + 𝑀)6
3𝑀2

(5.4)

where Area of support is specified from 0 to 𝑀 + 𝐷𝑏 . The distance detailed by (5.4) is
𝑑 4 due to the multi-path propagation model. The uniform probability density function is
1

𝜌 = 𝑀2 . Figure 5.2 shows the square network approximated as a circle of radius 𝑀 + 𝐷𝑏
for (5.4). The circular approximation is intended to make the math less cumbersome and
is a more accurate model of the omnidirectional nature of sensor node transmissions.
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Figure 5.2

M x M network illustrating cluster-head position relative to base station

Applying (5.3) to (4.22) yields the total energy consumption for a mobile clusterhead node during a single LEACH frame
𝐸𝐶𝐻𝑓𝑟𝑎𝑚𝑒 = 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐
where the term

𝜋(𝐷𝑏 +𝑀)6
3𝑀2

𝑁
𝑁
𝜋(𝐷𝑏 + 𝑀)6
+ 𝑙𝑑 𝐸𝐷𝐴 + 𝑙𝑑 𝜖𝑚𝑝
𝑘
𝑘
3𝑀2

(5.5)

accounts for the expected distance-quartic from the cluster-head

to the base station when the transmission of aggregated sensor data is made. Given the
sixth-degree nature of the

𝜋(𝐷𝑏 +𝑀)6
3𝑀2

term, minimizing the distance the base station is

offset from the network, 𝐷𝑏 , is advantageous to increasing network lifetime.
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5.2

LEACH-CCH Applied to Mobile Sensor Networks
LEACH-CCH was designed to enhance the performance of LEACH in the case of

mobile sensor nodes. LEACH-CCH strives to reduce overall inter-node distances
throughout the steady-state phase of a round by restructuring the clusters. LEACH-CCH
selects cluster-head nodes that will be located nearest to the center of mass of the cluster
on average during the round.
5.2.1

LEACH-CCH Energy Consumption Cluster-member Nodes
The major benefit of LEACH-CCH as compared to LEACH is observed in the

cluster-member nodes in the mobile sensor node scenario. During the set-up phase,
LEACH and LEACH-CCH will have identical energy consumption for cluster-head
nodes. No change is observed during the set-up phase because it is assumed to be short
enough in duration that sensor node mobility has little effect on energy consumption.
Cluster-member nodes of LEACH-CCH realize the benefit of cluster-head reselection
during the steady-state phase. The energy consumption for cluster-member nodes during
a single frame of LEACH-CCH is
𝐸𝐶𝑀𝑓𝑟𝑎𝑚𝑒 = 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑑 𝜖𝑓𝑠
where

𝑀2
2𝜋

𝑀2
2𝜋

(5.6)

is the expected distance-squared from cluster-member nodes to the cluster-

head. In this case the cluster-head is assumed to be at the center of the cluster.
Approximating the area of the cluster as a circle, the expected distance-squared

𝑀2
2𝜋

is

specified as follows:
2𝜋

𝑀
√𝜋 3

2
] = 𝜌∫
𝐸[𝑑𝑡𝑜𝐶𝐻

∫

0

0

𝑟 𝑑𝑟𝑑𝜃 =
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𝑀2
2𝜋

(5.7)

where the area of the cluster is assumed to be a circle encompassing the entirety of the
𝑀𝑥𝑀 network with an area of support from 0 to

𝑀
√𝜋

, the radius of the network-sized

cluster. The probability density function of the sensor nodes distributed throughout this
1

area is assumed uniform, 𝜌 = 𝑀2 . The entirety of the 𝑀𝑥𝑀 network is considered in (5.7)
because node mobility allows for sensor nodes to conceivably be located anywhere
within the network area.
5.2.2

LEACH-CCH Energy Consumption Cluster-head Nodes
The set-up phase in a mobile sensor network is not affected by the mobility of

nodes, and energy consumption for LEACH-CCH cluster-head nodes remain unchanged
from the stationary case. Therefore, during a single frame, the energy consumption for a
cluster-head is the same for LEACH and LEACH-CCH, and is given by (5.5).
5.3

Energy Consumption Comparison of LEACH and LEACH-CCH
As in the stationary sensor node case, to determine the total energy consumed by

a single node over its lifetime, (4.34) is used in conjunction with the parameters in Table
4.1 to yield the results in Table 5.1.
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Table 5.1

Energy consumption results for LEACH and LEACH-CCH

Result
Set-up Energy
Cluster-head
Set-up Energy
Cluster-member
Frame Energy
Cluster-head
Frame Energy
Cluster-member
Expected energy per round
Expected single node
rounds survived

LEACH

LEACH-CCH

0.7914mJ

0.7914mJ

0.0814mJ

0.0814mJ

2.6823mJ

2.6823mJ

0.2273mJ

0.1318mJ

0.4669mJ

0.3762mJ

1070

1328

Observing the results in Table 5.1, LEACH-CCH achieves a network lifetime of
1328 rounds while LEACH achieves 1070 rounds, which is an improvement of 24%.
This improvement is more optimistic than suggested by the simulations shown in Figure
5.3, conducted in [12], which suggested an improvement of around 22% could be
obtained by LEACH-CCH. The variation between analytical and simulated results is due
to an insufficient number of simulation iterations. The best and worst case values given in
Table 4.2 for the stationary case are identical for mobile sensor nodes. These values were
determined for the stationary case by assuming sensor nodes are located at the best and
worst possible locations when transmitting, minimizing and maximizing transmission
distance. For the mobile sensor node case, these minimum and maximum distances for
transmission are no different. Thus, the resulting best and worst cases for energy
consumption are identical for the stationary and mobile cases. Comparing Table 4.2 with
Table 5.1 shows that LEACH suffers a 21% decrease in expected sensor node lifetime in
the mobile case compared to stationary. LEACH-CCH sees a 6% decrease in expected
sensor node lifetime from stationary to mobile.
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Figure 5.3

Network lifetime comparison of LEACH (Dashed line) and LEACH-CCH
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MOBILE WIRELESS SENSOR NETWORK – COLLINEAR MOVEMENT
In some mobile sensor network applications, nodes are constrained to move along
a predetermined path. For this study, the sensor node’s pathway will be modeled as a
straight line. A physical example of such a mobile sensor network would be a segment of
reasonably straight highway in a vehicle-to-infrastructure (V2I) network with a road-side
unit – the base station – that collects data from passing vehicles – the sensor nodes. In the
collinear sensor node movement case, it is assumed transmission distances will be large
enough that nodes will not be able to communicate directly with the base station until
they are within a specified range. Communication protocols will be evaluated based on
data message latency, data loss, and energy consumption.
6.1

Direct Message Transmission
For collinear movement networks, direct transmission is perhaps the most straight

forward means of collecting data from sensor nodes. The communication protocol allows
each sensor node to transmit its data directly to the base station when it is within range. A
base station periodically transmits a searching signal to notify sensor nodes that they are
within range and the communication channel is available. When a sensor node receives
this searching signal, the node may begin data transmission to the base station.
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6.1.1

Direct Transmission Data Message Latency

In the case of collinear node movement, data message latency arises primarily from the
time it takes a node to travel a distance to be within range of the base station. Latency is
also caused by the number of nodes attempting to transmit to the base station
simultaneously, creating a queue. This queue is based on the assumption that the base
station can only receive data from one node at a time, creating the need for a TDMA type
transmission schedule. For this study, latency is defined as the time duration from when
data is generated within a node to a base station reception of the node’s data. Since it is
possible for the node generating the data message to be located outside of range of the
base station, data message latency is
𝑡𝐿 =

𝑑 𝑙𝑑
+ (𝑁 + 1)
𝑉 𝑅𝑏 𝑄

(6.1)

where 𝑑 is the distance the node must travel to be within transmission range of the base
station, 𝑉 is the node’s velocity, 𝑙𝑑 is the size of the data message, 𝑁𝑄 is the number of
nodes in the queue, and 𝑅𝑏 is the transmission bitrate.
Data loss occurs when a node does not have enough time to transmit its data while
within range of the base station. A node will have insufficient time within base station
range if the node is traveling too fast, or if the network is sufficiently overcrowded
causing the queue to take an excessive amount of time. Since the node will exit the base
station’s communication range before the node has an opportunity to transmit its data, the
node’s data will be lost. Data loss occurs when
𝐷
𝑑
< 𝑡𝐿 −
𝑉
𝑉
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(6.2)

where 𝐷 is the distance available in which the node is within transmission range of the
𝑑

𝐷

base station. Data loss occurs when transmission time 𝑡𝐿 − 𝑉 is greater than the time 𝑉 for
which the node is within transmission range of the base station.
6.1.2

Direct Transmission Energy Consumption
In the case of collinear movement, energy consumption is primarily considered

when a node is transmitting data to the base station. The energy consumption in this case
is
𝐷2
𝐸𝐵𝑆𝑇𝑥 = 𝑙𝑑 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑑 𝜖𝑓𝑠 ( + 𝐷𝑦2 )
12

(6.3)

𝐷2

2 ].
where ( 12 + 𝐷𝑦2 ) is the expected distance from the node to the base station, 𝐸[𝑑𝐵𝑆
The

expected distance from the node to the base station is derived from
2 ]
𝐸[𝑑𝐵𝑆

𝐷
2

= 𝜌 ∫ 𝐷𝑥2 + 𝐷𝑦2 𝑑𝑥 =
0

𝐷2
+ 𝐷𝑦2
12

(6.4)

where 𝐷𝑦 is the distance the base station can be offset from the line of movement as
shown in Figure 6.1. If the probability density function for this area is assumed uniform,
2

𝜌 = 𝐷.

Figure 6.1

Illustration of distance to base station for the collinear network
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6.2

LEACH-Co Communication for Collinear Case
In terms of minimizing data loss, direct transmission can be an acceptable

communication protocol in some cases of collinear networks. However, this cannot be
said when the network is heavily congested, such as a high traffic volume stretch of a
limited-access highway. In the case of a heavily congested network, the clustering aspects
of LEACH can be of benefit for reduced latency and increased data throughput. Relying
on the same searching signal transmitted periodically by the base station, a clustering
algorithm such as LEACH-Co can be implemented, applying certain aspects of LEACH.
When a node travels within range of the base station, as indicated by receiving the
searching signal from the base station, the node decides whether to become a cluster-head
using the same probabilistic calculation as in LEACH. If the node decides to become a
cluster-head, the node then transmits a cluster advertisement message. Cluster-member
nodes receive this advertisement message and decide whether to join the cluster based on
the received signal strength. After deciding which cluster to join, cluster-member nodes
transmit join request messages to their chosen cluster-head node. After receiving all join
requests, the cluster-head node creates a TDMA schedule and transmits it back to the
cluster-member nodes. After receiving the TDMA schedule, cluster-member nodes
transmit their data to their chosen cluster head at their appointed time. After receiving all
cluster-member data, the cluster-head node performs data aggregation on the received
data before transmitting it to the base station. All of this must take place before the
cluster-head node travels out of range of the base station. The location of the base station
could be included as part of the searching signal for use by sensor nodes to calculate their
distance to the base station. If a node chooses not to become a cluster-head and does not
54

receive an advertisement message from another node, it will transmit its data directly to
the base station.
6.2.1

LEACH-Co Data Message Latency
Data message latency for LEACH-Co can be expressed similar to LEACH in

(4.6), where data message latency is a function of the time required for cluster-member
nodes to transmit data to the cluster-head 𝑡𝑇𝑥𝑡𝑜𝐶𝐻 given in (4.3), the time necessary to
perform data aggregation on the received cluster-member node data 𝑡𝐷𝐴 given in (4.4),
and the time required to transmit the aggregated data to the base station 𝑡𝑇𝑥𝑡𝑜𝐵𝑆 given in
𝑑

(4.5). For LEACH-Co, the time required to travel within range of the base station and
𝑉
the time for other nodes in the queue to finish transmission must also be included, similar
to (6.1). Therefore, data message latency for LEACH-Co after applying all terms is
𝑡𝐿 =

𝑑 𝑙𝑑
𝑙𝑑
𝑁𝑙𝑑 1
1
+ 𝑘 + (𝐿 − 1) +
( +
)
𝑉 𝑅𝑏
𝑅𝑏
𝑘 𝑅𝑏 𝑅𝐷𝐴

(6.5)

where 𝑁 is the number of sensor nodes in the network, 𝑘 is the expected number of
clusters, 𝑅𝐷𝐴 is the bitrate for data aggregation, and 𝐿 is the number of aggregated data
𝑑

bits per data message from cluster-member nodes. In (6.5), 𝑉 is the time it takes the node
𝑙

to travel to within range of the base station, 𝑅𝑑 𝑘 is the time necessary for all nodes in the
𝑏

𝑙

queue to finish transmission, and 𝑅𝑑 (𝐿 − 1) +
𝑏

𝑁𝑙𝑑
𝑘

1

1

(𝑅 + 𝑅 ) is data message latency as
𝑏

𝐷𝐴

given in (4.6).
Data loss will occur in LEACH-Co, as with direct transmission, if a cluster-head
node does not have the opportunity to transmit its data to the base station before it travels
out of range. Data loss occurs when
55

𝐷
𝑑
< 𝑡𝐿 −
𝑉
𝑉

(6.6)

where 𝐷 is the distance available in which the node is within transmission range of the
𝑑

base station. Data loss will occur when transmission time 𝑡𝐿 − 𝑉 is greater than the time
𝐷
𝑉

in which the cluster-head node is within transmission range of the base station. To

minimize latency and ensure data loss does not occur, 𝑘 should be set according to:
𝑘=

1
(𝐷𝑅𝑏 𝑅𝐷𝐴 + 𝑙𝑑 𝑅𝐷𝐴 𝑉 − 𝐿𝑙𝑑 𝑅𝐷𝐴 𝑉
2𝑙𝑑 𝑅𝐷𝐴 𝑉
+ √(𝐷𝑅𝑏𝑅𝐷𝐴 + 𝑙𝑑 𝑅𝐷𝐴 𝑉 − 𝐿𝑙𝑑 𝑅𝐷𝐴 𝑉)2 − 4𝑙𝑑2 𝑁𝑅𝐷𝐴 𝑉 2 (𝑅𝑏 + 𝑅𝐷𝐴 ))
𝐷

(6.7)

𝑑

The value of k specified by (6.7) is found by setting 𝑉 = 𝑡𝐿 − 𝑉 and solving for 𝑘. This
yields the optimal value of 𝑘 for minimizing data message latency. Figure 6.2 shows an
example of the effect of k on data message latency, in which (6.5) was plotted as a
function of 𝑘 ranging from 1-20. In Figure 6.2, the optimal 𝑘 is seven clusters. The
optimal value of 𝑘 will vary with differing network parameters such as the number of
sensor nodes in the network.
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Figure 6.2
6.2.2

Effect of Number of Clusters on Data Message Latency

LEACH-Co Energy Consumption
The energy consumption of LEACH-Co when the node is a cluster-head is given

as:
𝐸𝐶𝐻 = 𝐸𝐴𝑑𝑇𝑥 + 𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑅𝑥 + 𝐸𝑇𝐷𝑀𝐴𝑇𝑥 + 𝐸𝐶𝑀𝐷𝑎𝑡𝑎𝑅𝑥 + 𝐸𝐷𝑎𝑡𝑎𝐴𝑔𝑔 + 𝐸𝐵𝑆𝑇𝑥

(6.8)

where 𝐸𝐴𝑑𝑇𝑥 , 𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑅𝑥 , 𝐸𝐶𝑀𝐷𝑎𝑡𝑎𝑅𝑥 , 𝐸𝐷𝑎𝑡𝑎𝐴𝑔𝑔 , and 𝐸𝐵𝑆𝑇𝑥 are identical to previously
specified equations (4.8), (4.9), (4.14), (4.24), and (6.3) respectively. The energy required
to transmit the TDMA schedule for LEACH-Co differs from LEACH and LEACH-CCH.
This energy for LEACH-Co is
𝐸𝑇𝐷𝑀𝐴𝑇𝑥 = 𝑙𝑐 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑐 𝜖𝑓𝑠

𝐷2
3𝑘 3

𝐷2

(6.9)

where 3𝑘 3 is the expected distance-squared 𝐸[𝑑𝐶2 ] to the farthest node within the cluster.
The expected distance-squared to the farthest node within the cluster is:
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𝐷
𝑘

𝐸[𝑑𝐶2 ] = 𝜌 ∫ 𝑥𝑑𝑥 =
0

𝐷2
3𝑘 3

(6.10)

𝐷

where support along the x-axis is defined by 𝑘 , which is the length of the network divided
by the expected number of clusters. The probability density function is assumed uniform,
1

𝜌 = 𝐷. Combining all terms and simplifying yields the complete equation for cluster-head
energy consumption in a LEACH-Co network
𝑁
𝐷2
4
𝐸𝐶𝐻 = 𝑙𝑐 (𝐸𝑒𝑙𝑒𝑐 ( + 1) + 𝜖𝑚𝑝 𝑑𝑚𝑎𝑥
+ 𝜖𝑓𝑠 3 )
𝑘
3𝑘
𝑁
𝑁
𝐷2
+ 𝑙𝑑 (𝐸𝑒𝑙𝑒𝑐 + 𝐸𝐷𝐴 + 𝜖𝑚𝑝 ( + 𝐷𝑦2 ))
𝑘
𝑘
12

(6.11)

For cluster-member nodes in a LEACH-Co network, the energy consumption is
𝐸𝐶𝑀 = 𝐸𝐴𝑑𝑅𝑥 + 𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑇𝑥 + 𝐸𝑇𝐷𝑀𝐴𝑅𝑥 + 𝐸𝐶𝑀𝐷𝑎𝑡𝑎𝑇𝑥

(6.12)

where 𝐸𝐴𝑑𝑅𝑥 and 𝐸𝑇𝐷𝑀𝐴𝑅𝑥 are identical to (4.8). Differing from previously defined
equations, 𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑇𝑥 and 𝐸𝐶𝑀𝐷𝑎𝑡𝑎𝑇𝑥 are
𝐸𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑇𝑥 = 𝐸𝐶𝑀𝐷𝑎𝑡𝑎𝑇𝑥

𝐷2
= 𝑙𝑐 𝐸𝑒𝑙𝑒𝑐 + 𝑙𝑐 𝜖𝑓𝑠 3
3𝑘

(6.13)

𝐷2

where 3𝑘 3 is the expected distance-squared from the cluster-member nodes to the clusterhead. The expected distance in (6.10) differs from (4.9) and (4.13) because of the
geometric change in the network architecture, in which movement is now restricted along
a single axis. Combining all terms and simplifying yields the complete equation for
cluster-member energy consumption in a LEACH-Co network:
𝐸𝐶𝑀 = 2𝑙𝑐 (2𝐸𝑒𝑙𝑒𝑐 + 𝜖𝑓𝑠
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𝐷2
)
3𝑘 3

(6.14)

Accounting for rounds in which a node is a cluster-head node and when a node is
a cluster-member node, the average energy consumption of a LEACH-Co node is
identical to LEACH and LEACH-CCH, and is given by (4.34). However, for LEACH-Co
a round is defined as a single iteration of the algorithm, beginning with the selection of
cluster-head nodes and ending with the transmission of aggregated data to the base
station. This average energy for a single node is
𝐸𝐴𝑣𝑔 =

𝑘
𝑘
𝐸𝐶𝐻 + (1 − ) 𝐸𝐶𝑀
𝑁
𝑁

(6.15)

𝑘

where 𝑁 is the percentage of time a node will be a cluster-head. This is the same idea as
in (4.34) where in a network of 100 nodes, if 𝑘 = 5 a node is expected to be cluster-head
5% of the time and cluster-member for the remaining 95%.
6.3

Performance Comparison of Direct Transmission and LEACH-Co
To compare the performance of LEACH-Co to direct transmission, the parameters

in Table 6.1 are used as an example. For this research a single base station is assumed.
The values in Table 6.1 are applied to the equations detailed in the previous sections to
evaluate performance relative to latency, data loss, and energy consumption. Table 6.2
gives the resulting performance metrics for direct transmission and LEACH-Co. The data
in Table 6.1 assumes a single base station.
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Table 6.1

Table 6.2

Parameters used for Direct Transmission and LEACH-Co performance
comparison
Parameter

Value

𝐷
𝐷𝑦

500 𝑚

𝑙𝑑

1𝑀𝑏

𝐸𝑒𝑙𝑒𝑐

50 𝑛𝐽/𝑏𝑖𝑡

𝜖𝑓𝑠

10 𝑝𝐽/𝑏𝑖𝑡/𝑚2

𝑑

250 𝑚

𝑉

32𝑚/𝑠

𝑅𝑏

1𝑀𝑏/𝑠

𝐿

1

𝑁

25 𝑁𝑜𝑑𝑒𝑠

𝑘

13 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠

20 𝑚

Results of Direct Transmission and LEACH-Co performance comparison
Latency
Data Loss Occurs At
Energy Consumption

Direct Transmission
33.81s
15 Nodes
0.262J

LEACH-Co
22.75s
61 Nodes
0.139J

Reviewing the results in Table 6.2, for the given experimental setup, LEACH-Co
improves upon direct transmission in every category. Latency is reduced by 33% by
LEACH-Co, allowing the network to operate without the occurrence of data loss. The
energy consumption for a single node is significantly reduced by LEACH-Co, showing
an improvement of 47%. For the parameters in Table 6.1, direct transmission can operate
without data loss up to a maximum of 14 sensor nodes, while LEACH-Co can handle a
maximum of 60 sensor nodes without data loss. LEACH-Co experiences data loss when
there are more than 60 sensor nodes because at that point no value of 𝑘 exists to bring
60

latency down to an acceptable level. At higher transmission bitrates, LEACH-Co is able
to better handle heavily congested networks. For example, if 𝑅𝑏 were increased to 2
𝑀𝑏/𝑠, LEACH-Co can operate without data loss for up to 241 sensor nodes, while direct
transmission would require about 15.5 𝑀𝑏/𝑠 to operate with the same 241 sensor nodes.
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CONCLUSIONS
Wireless sensor networks are advancing toward a “smart dust” future, in which
sensor nodes could potentially be smaller than one square millimeter and deployed in
networks consisting of millions of sensor nodes [13]. Communication algorithms such as
those discussed in this thesis will be critical for the energy efficient operation necessary
to achieve acceptable network lifetimes. In this thesis, it has been shown that clustering
algorithms, such as LEACH, experience degraded performance when applied to mobile
sensor networks. It was shown for the given parameters that LEACH experiences a 21%
decrease in network lifetime from the stationary sensor node case when sensor nodes are
mobile. When sensor nodes are mobile, the clusters formed during the set-up phase of
LEACH possibly become geographically dispersed during the steady-state phase. This
thesis introduced LEACH-CCH, an improvement upon LEACH. LEACH-CCH operates
by reorganizing the clusters formed in the LEACH algorithm by selecting a new clusterhead closer to the center of mass of the cluster, thereby reducing the distance the majority
of cluster-member nodes must transmit their data during the steady-state phase. For the
specific parameters under consideration, network lifetime was improved by LEACHCCH is as much as 24% over LEACH, shown in Table 5.1. The reduction of transmission
distance decreases the energy consumption of the cluster-member nodes and extends the
overall network lifetime. Furthermore, it has also been shown that LEACH-CCH
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achieves improved network lifetime performance of around 6% over LEACH even when
sensor nodes are stationary. The random cluster-head selection of LEACH can lead to
situations in which cluster-heads are not optimally located in relation to their clustermembers, as was the case for the red cluster in Figure 2.3. The cluster-head reselection
process of LEACH-CCH is able to determine the best cluster-head for the majority of
cluster-member nodes, which is a cluster-head located nearest to the center of mass of the
cluster.
Some of the same challenges presented by wireless sensor networks are also
present with vehicular ad hoc networks (VANETs). However, where energy consumption
is the primary concern of wireless sensor networks, the primary concern of VANETs is
data loss and increased latency when networks are heavily congested. In this thesis, a
vehicular ad hoc network application consisting of a base station alongside a reasonably
straight highway segment was modelled as a special case of a mobile wireless sensor
network. In this special case sensor node movement was restricted to bidirectional
movement along a single axis, a collinear network. Through modelling this VANET
application, it has been shown that a direct transmission communication scheme
experiences high latency and data loss in a heavily congested network. To mitigate the
problems presented by heavily congested VANETs, this thesis introduced LEACH-Co
was presented. LEACH-Co is an application of the clustering aspects of LEACH to
networks of collinear sensor node movement. When compared to direct transmission,
LEACH-Co achieves significant performance improvements, not only with respect to
data message latency and data loss, but also with decreasing energy consumption. It was
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shown that LEACH-Co reduces data message latency by 33%, and energy consumption
for a single node is reduced by 47% when compared to direct transmission schemes.
7.1

Future Work
Future work should consider network architectures in which node mobility is not

constrained to a particular area. Study of LEACH-CCH when applied to mobile wireless
sensor networks should also consider data loss when sensor nodes lose connectivity with
cluster-head nodes. A potential improvement to LEACH-CCH could be the possibility of
collaboration among cluster-heads at the end of the set-up phase when cluster-head
reselection occurs. Collaboration among cluster-heads could allow for cluster-members to
be reassigned to more appropriate clusters. As mentioned in Chapter III, the effect of
considering the number of rounds since a sensor node was last a cluster-head should be
investigated further. Perhaps more applicable to stationary WSNs, collaboration among
cluster-heads could be used to more evenly distribute the number of cluster-member
nodes in each cluster. Another protocol for mobile WSNs when sensor nodes are
confined to a particular area could explore the possibility of cluster-heads storing the
aggregated cluster-member data until the cluster-head moves closer to the base station.
Latency and memory would become a more serious concern, but the energy consumed by
cluster-heads when transmitting data to the base station could be significantly reduced.
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