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Regeneration of extremal particles for
one-dimensional contact processes
A. Tzioufas ∗
Abstract
A new, conceptual proof approach for establishing the existence of re-
generative space-time points for symmetric, translation invariant, finite-range
interaction contact processes on survival is shown. The proof is elementary,
complements the original one, and employs symmetry-based coupling argu-
ments and a new consequence of convergence to equilibrium of the process in
order to circumvent the original block construction.
The extremal (rightmost and leftmost) particles of supercritical nearest and non-
nearest (translation invariant and finite range) neighbour contact processes are
known to obey a central limit theorem; cf. [GP87, K89] and [MS00] respectively.
In the former case, relying on the consequence of the nearest-neighbours interaction
assumption that the rightmost descendant of a surviving particle (i.e. has infinite
descendancy) cannot be surpassed by descendants of particles initially to its left, the
conjectured result was established in [GP87] and later proved again in a simple way
in [K89] by means of a seminal restart coupling argument that considers random
space-time points at which the rightmost particle is conditioned to survive – these
points occur with positive probability as the process is supercritical and, owing to
the consequence of the basic coupling mentioned, possess the desired regenerative
property. As noted in [MS00] the key to the extension of this argument to the
non-nearest neighbors case is showing that there still is a positive probability for a
particle which has infinite descendancy not to be surpassed for all times.
A new approach for proving this by exploiting the symmetric interaction assump-
tion is shown (see Theorem 2 below for precise formulation). This approach provides
with useful insights by relying on a new simple consequence of a mode of convergence
to equilibrium for the process (v.i. Theorem 3) applied for the process constrained
on the half line (v.i. Proposition 4), and then evoking equality of critical values for
survival on the half and the whole line. In addition, it is much simpler than the
known one in the sense that it does not require any renormalization group type
arguments, besides that for the proofs of the before-mentioned invoked results. We
finally show that this result suffices for reproving the existence of random regenera-
tion times, i.e. times at which the process forgets its past, for the extremal particles
(v.i. Theorem 1) by making use of the previously mentioned observation of [MS00].
We thus show here the i.i.d. nature of the growth of the diameter of the process
on survival, and complement the original proof (see Remark in §2.) We also note
that the construction in [MS00] allows for obtaining the corresponding central limit
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theorem by means of controlling the fluctuations of the endmost particles for obtain-
ing there the exponential bound estimate sharpening of Lemma 7 in §4 below, and
remark that the symmetry assumption is also employed through self-duality there.
1. We set the notation and give necessary definitions to state the main results.
The contact process ξt at rate µ on graph G = (V,E) is a continuous-time Markov
process on the set of subsets of V . Regarding sites in ξt as occupied by, say, a
particle, and other ones as empty, its transition rates may specified by the following
set of rules: (i) a particle at x gives birth to a new one at each empty y, xy ∈ E, at
rate µ, and (ii) particles die at rate 1. The process is said to be supercritical when
P(ξt 6= ∅, for all t) > 0, ξ0 finite. For background on this extensively studied model,
dating back to [H74], see [D95] and [L85, L99].
Let ZM be the graph with set of sites the integers Z for which different sites at
Euclidean distance at most M are adjacent1. Let ξ0t be the supercritical contact
process on ZM started from {0}, let also rt = sup ξ
0
t .
Theorem 1. There exists strictly increasing (ψn) such that, on {ξ
0
t 6= ∅, for all t},
(rψn − rψn−1 , ψn − ψn−1)n≥1 are i.i.d..
We shall make extensive use of the celebrated Harris’ graphical representation,
cf. [H78], for constructing versions of the process from different starting sets on the
same probability space. The reader is refer to, for instance, § 3 in [D95], pp. 126-
128, for definitions and standard associated terminology. To state the next result,
let ξZ
-
t be the contact process on ZM started from Z
-, where Z- := {0,−1, . . . }, and
let also Rt = sup ξ
Z
-
t .
Theorem 2. P(rt = Rt, for all t) > 0.
The following is the new consequence of ergodicity of the process mentioned.
Theorem 3. Let ξOt be a supercritical, translation-invariant contact process started
from a single site, O ∈ V . If, for any F finite, ξOt ∩ F = ξ
V
t ∩ F for all large t,
almost surely on {ξOt 6= ∅ for all t}, then P(ξ
V
t ∩ F = ξ
F
t ∩ F for all t) > 0.
The remainder is organized as follows. In §2 we prove Theorem 3, and state and
prove Proposition 4 mentioned in the introduction. The proof of Theorem 1 is given
in §4.
2. Proof of Theorem 3. From translation invariance and a standard restart cou-
pling argument, see for instance the proof of Theorem 2.30 (a) in [L99], one has that
the hypothesis of the theorem implies that, for any F finite,
P(ξFt ∩ F = ξ
V
t ∩ F for all large t| ξ
F
t 6= ∅, for all t) = 1. (1)
Let Bn = {ξ
V
s ∩ F = ξ
F
s ∩ F, for all s ≥ n}, for integer n ≥ 0. A realization of
the representation is denoted by ω. We write that for all ω ∈ E1, ω ∈ E2 a.e. to
1Our results and approach will be easily seen to apply under much less restrictive assumptions
on the interaction, although only the induced class of processes considered is treated for notational
convenience. Namely, they will be seen to apply to any self-dual process, that is, the case where
rule (i) is such that births occur at rate which is any function of the distance among sites.
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denote that P({ω : ω ∈ E1, ω 6∈ E2}) = 0. From (1) we have that for all ω ∈ {ξ
F
t 6=
∅, for all t} there is an s0 such that ω ∈ {ξ
V
s ∩ F = ξ
F
s ∩ F , for all s ≥ s0} a.e..
Hence we have that P (∪n≥0Bn) = P(ξ
F
t 6= ∅, for all t) > 0 and, by contradiction,
that there is n0 for which P(Bn0) > 0.
Let B′n0 denote the event such that ω
′ ∈ B′n0 if and only if there exists ω ∈ Bn0
such that ω and ω′ are identical realizations except perhaps from any δ-symbols
(death events) in F × (0, n0]. Further, let D denote the event that no δ-symbols
exist in F × (0, n0]. By independence of the Poisson processes in the graphical
representation and then because B′n0 ⊇ Bn0, we have that
P(B′n0 ∩D) = P(B
′
n0
)P(D)
≥ P(Bn0)e
−|F |n0 > 0,
where |F | denotes the cardinality of F , because B0 ⊇ B
′
n0
∩D the proof is completed
from the last display. To prove that B0 ⊇ B
′
n0
∩D, note that if ω and ω′ are identical
except that ω′ does not contain any δ-symbols that possibly exist for ω on F×(0, n0],
then ω ∈ Bn0 implies that ω
′ ∈ Bn0 and indeed ω
′ ∈ B0.
Remark. As noted in [T11], Remark 2, an argument akin to that in the last
paragraph above can be invoked to explicitly show the concluding claim in the proof
of Theorem 3 in [MS00].
Let (ξˆAt ; ξˆ
A
0 = A) be the supercritical contact process on Z
-
M , the subgraph of ZM
induced by the non-positive integers, Z-, defined by the corresponding representa-
tion.
Proposition 4. P(ξˆZ
-
t ∩ F = ξˆ
F
t ∩ F for all t) > 0, for F ⊂ Z
- finite.
Proof. Note that the assumption of translation invariance was not used in the last
part of the proof of Theorem 3, and hence that it suffices to verify (1) for the
conclusion there to hold; we will show the next stronger statement by using the
rescaling result of [BG90] that is known to generalize easily in this case (equivalently,
one may employ the result in [DS87] equally well in this case and use that the
process at criticality dies out, show in [BG90], in order to avoid strengthening the
assumptions under which we work here). Let 1(·) denote the indicator function.
Lemma 5. There is an a > 0 such that the set of sites x such that 1(x ∈ ξˆFt ) =
1(x ∈ ξˆZ
-
t ) contains [−at, 0]∩Z
- for all large t, almost surely on {ξˆFt 6= ∅, for all t}.
Proof of Lemma 5. We need only consider the case F = {0}. By additivity, as the
arguments will then be seen to apply for any F = {x}, the extension to all finite
F follows easily. Let us write ξˆt(x) for 1(x ∈ ξˆt). By means of the rescaling results
referred to above and following the arguments in § 6 of [DS87], see also Proposition
3 in [T15], we have that there are C, γ ∈ (0,∞) such that, for any x ≥ −at,
P(ξˆ0t (x) 6= ξˆ
Z
-
t (x), ξˆ
0
t 6= ∅) ≤ Ce
−γt (2)
t ≥ 0. Note that the statement for integer times then follows from (2) and the 1st
Borel-Cantelli lemma since
∑
n≥1
P
(⋃
x≥−an ξˆ
0
n(x) 6= ξˆ
Z
-
n (x)| ξˆ
0
t 6= ∅, for all t
)
< ∞,
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where we first used that P(ξˆ0t 6= ∅ ∩ {ξˆ
0
t 6= ∅, for all t}
c) is exponentially bounded
in t, where the last standard result is proved by a well-known restart argument, see
Theorem 2.30 (a) in [L99].
Let Bxt =
⋃
t∈(n,n+1]{ξˆ
0
t (x) 6= ξˆ
Z
-
t (x), ξˆ
0
t 6= ∅}, x ∈ Z
-. We have that
P(Bxt )e
−2Mµ−2 ≤ P(ξˆ0n+1(x) 6= ξˆ
Z
-
n+1(x), ξˆ
0
n+1 6= ∅), (3)
where this inequality follows from the strong Markov property by letting t0 be the
first time such thatBxt occurs and considering the event that: (i) no particles attempt
to occupy x during [t0, t0 + 1], (ii) the particle of ξˆ
Z
-
t0
at x does not die until t0 + 1
and, (iii) one particle of ξˆ0t does not die until t0 + 1. From (2) and (3) the result
follows as before by simply noting that
{
∃tm ↑ ∞ :
⋃
x≥−atm
ξˆ0tm(x) 6= ξˆ
Z
-
tm
(x)
}
can
also be written as
{
∃nk ↑ ∞ :
⋃
t∈(nk ,nk+1]
⋃
x≥−at{ξˆ
0
t (x) 6= ξˆ
Z
-
t (x)}
}
.
3. Proof of Theorem 2. Let Z-M be the (full) subgraph of ZM induced by Z
-, where
Z
- denotes the non-positive integers. The proof of the next well-known result follows
easily as in § 2, (b), in [DG83] by means of the extension of the key renormalization
result there done in [DS87]. The necessity of symmetry and translation invariance
for the transition rates of the process in the arguments below is reflected by the
crucial role this result plays.
Proposition 6. If the process is supercritical on ZM , it is supercritical on Z
-
M .
Let ξˆt be the process confined to Z
- defined by the representation simply by
neglecting birth arrows leading to sites y /∈ Z-. Proposition 4 applied for F = M
gives that
P(ξˆZ
-
t ∩M = ξˆ
M
t ∩M, for all t) > 0. (4)
Let rMt = sup ξ
M
t , M := {0,−1, . . . ,−M − 1}. It suffices to show that
P(rMt = Rt, for all t) > 0, (5)
by considering {ξ01 ⊇ M} ∩ {ξ
0
s ∩ {0} 6= ∅ and Rs ≤ 0, for all s ∈ (0, 1]}, mono-
tonicity and the Markov property, this is easy to see.
Let Z1
+
M be the subgraph of ZM induced by Z
1+ := {1, 2, . . . }. Let ξ˜1×1t+1 , t ≥ 0, be
the process confined to Z1
+
M started from {1} at time 1. Let S be the event that:
there is a birth arrow fromM×[0, 1] to {1}×[0, 1] and ξ˜1×1t+1 6= ∅, for all t ≥ 0, and no
δ-symbols (death marks) appear in {1}×[0, 1]. Let further D be the event that no δ-
symbols exist inM×[0, 1]. Note that on S∩D we have that {rMt ≥ 0, for all t ≥ 0}.
Letting C = {ξMt ∩M ⊇ ξ
Z
-\M
t ∩M, for all t} and using additivity, we have that,
{rMt = Rt, for all t} ⊇ C ∩ S ∩D. (6)
Let C ′ = {ξˆMt ∩ M ⊇ ξˆ
Z
-\M
t ∩ M, for all t}. First by coupling and then by
monotonicity we have that
C = {ξMt ∩M ⊇ ξˆ
Z
-\M
t ∩M, for all t} ⊇ C
′. (7)
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From (5), (6) and (7) give that showing that P(C ′ ∩ S ∩ D) > 0 suffices for
completing the proof. By (4), monotonicity and the Markov property give that
P(C ′ ∩D) > 0. Proposition 6, by translation invariance and the Markov property,
gives that P(S) > 0. However, C ′ ∩ D and S are independent as are the Poisson
processes that these events are measurable with respect to, and the proof is complete.
4. Proof of Theorem 1. Given a space-time point x × s, let ξ¯x×st+s , t ≥ 0, denote
the process started from {y : y ≤ x} at time s and let also Rx×st+s = sup ξ¯
x×s
t+s ;
furthermore let ξx×st+s , t ≥ 0, denote the process started from {x} at time s, and let
also rx×st+s = sup ξ
x×s
t+s . We write that x×s c.s.e. for R
x×s
u = r
x×s
u , for all u ≥ 0, where
the shorthand c.s.e. stands for ”controls subsequent edges”.
Theorem 2 gives that p := P(0× 0 c.s.e.) > 0. From this and the next lemma the
proof of Theorem 1 easily follows by letting ψn = inf{t ≥ 1 + ψn−1 : rt × t c.s.e.},
n ≥ 0, ψ−1 := 0, and simple, well-known arguments (see Lemma 7 in [MS00]).
Lemma 7. Consider the non stopping time ψ = inf{t ≥ 1 : rt × t c.s.e.}. We have
that ψ and rψ are a.s. finite conditional on either {ξ
0
t 6= ∅, for all t} or {0×0 c.s.e.}.
Proof of Lemma 7. Define the processes ξnt , n ≥ 0, as follows. Consider ξ
0
t := ξ
0×0
t
and let T0 = inf{t : ξ
0
t = ∅}; inductively for all n ≥ 0, on Tn < ∞, let ξ
n+1
t :=
ξ0×Tnt , t ≥ Tn, and take Tn+1 = inf{t ≥ Tn : ξ
n+1
t = ∅}.
Let rnt = sup ξ
n
t and consider r
′
t := r
n
t for all t ∈ [Tn−1, Tn), where T−1 := 0.
Let τ1 = 1 and inductively for all n ≥ 1, on τn < ∞, let σn :=
∑n
k=1 τk and
τn+1 = inf{t ≥ 0 : R
r′σn×σn
t > r
r′σn×σn
t }, while on τn = ∞ let τl = ∞ for all l ≥ n.
Let also N = inf{n ≥ 1 : τn+1 =∞}. Since on {ξ
0
t 6= ∅, for all t}, and on its subset
{0 × 0 c.s.e.}, we have that ψ = σN and r
′
σN
= rψ, it is sufficient to prove that
σN , r
′
σN
are a.s. finite.
We prove the last claim. Note that, by translation invariance and independence
of Poisson processes in disjoint parts of the graphical representation, we have that
for all n ≥ 1 the event {τn+1 = ∞} has probability p and is independent of the
graphical representation up to time σn. This and Bayes’s sequential formula give
that P(N = n) = p(1 − p)n−1 and, in particular, N is a.s. finite. Thus also σN
is a.s. finite, which implies that r′σN is a.s. finite because |r
′
t| is bounded above in
distribution by the number of events by time t of a Poisson process at rate Mµ.
This completes the proof.
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