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ON SINGULARITY AS A FUNCTION OF TIME OF A
CONDITIONAL DISTRIBUTION OF AN EXIT TIME
N.V. KRYLOV
Abstract. We establish the singularity with respect to Lebesgue mea-
sure as a function of time of the conditional probability that the sum of
two one-dimensional Brownian motions will exit from the unit interval
before time t, given the trajectory of the second Brownian motion up to
the same time. On the way of doing so we show that if one solves the
one-dimensional heat equation with zero condition on a trajectory of a
one-dimensional Brownian motion, which is the lateral boundary, then
for each moment of time with probability one the normal derivative of
the solution is zero, provided that the diffusion of the Brownian motion
is sufficiently large.
1. Main results
Fix some constants σ, σ1 > 0 and consider the equation
xt = x0 + σ1wt + σbt, yt = bt, (1.1)
where w· and b· are independent one-dimensional standardWiener processes,
x0 is independent of the couple (w·, b·) and has density π0 ∈ C∞0 = C∞0 (G)
concentrated on G, where G = (0, 1). Define
Fb·t = σ(bs : s ≤ t), τ = inf{t ≥ 0 : xt 6∈ G},
At = P (τ ≤ t | Fb·t ).
Here is our main result.
Theorem 1.1. There is a continuous and nondecreasing modification of At
which is singular with respect to Lebesgue measure, the latter provided that
σ1/σ is sufficiently small.
The process At in a more general framework arose in [6] as the main
process governing the conditional distribution of a signal process xt at the
first time when it exists from a given domain. In [6] the observations yt were
only available until the first exit time of xt from the domain. It turns out
that in the setting of (1.1) the conditional and the so-called unnormalized
conditional distributions of xt before it exits from G given ys, 0 ≤ s ≤ t,
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coincide. These unnormalized conditional distributions are known to satisfy
some linear stochastic partial differential equations and then the properties
of At can be recovered from some properties of solutions of these equations.
To be more precise for (t, x) ∈ (0,∞) × (0, 1) consider the following (fil-
tering) equation
dπt(x) = (1/2)aD
2πt(x) dt− σDπt(x) dbt, (1.2)
where a = σ21 + σ
2, with initial condition π0(x) and zero lateral condition.
To explain in which sense we understand this equation, the initial con-
dition, and the boundary condition, we need some notation. Introduce the
space W 12 = W
1
2 (G) as the closure of the set of continuously differentiable
functions in G¯ in the norm
‖u‖W 1
2
= ‖u‖L2 + ‖Du‖L2 ,
where Du is the derivative of u and L2 = L2(G), and we introduce
0
W 12 =
0
W 12(G) as the closure of C
∞
0 = C
∞
0 (G) in the above norm.
Denote by Pb· the predictable σ-field in Ω × (0,∞) associated with the
filtration {Fb·t }. For T ∈ (0,∞) introduce
GT = (0, T ) ×G,
0
W 12(GT ) = L2(Ω× (0, T ),Pb· ,
0
W 12).
We are looking for a function πt(x) which is a generalized function on G for
each (ω, t) such that π ∈ ∩T
0
W 12(GT ) and for each ζ ∈ C∞0 with probability
one for all t ∈ [0,∞) it holds that
(πt, ζ) = (π0, ζ)−
∫ t
0
(1/2)(aDπs,Dζ) ds−
∫ t
0
(σDπs, ζ) dbs, (1.3)
where we use the notation
(f, g) =
∫
G
f(x)g(x) dx.
Observe that all expressions in (1.3) are well defined due to the fact that
the coefficients of π and of Dπ are constant and
π,Dπ ∈  L2(T ) := L2(Ω× (0, T ),Pb· , L2)
for any T ∈ (0,∞).
Recall that by assumption π0 ∈ C∞0 .
Theorem 1.2. In the class
⋂
T
0
W12(GT ) there exists a unique solution πt of
equation (1.2) with initial condition π0. In addition, πt ≥ 0 for all t ∈ [0,∞)
(a.s.). With probability one πt is continuous in L1 = L1(G) and in L2.
The existence, uniqueness, and the (a.s.) continuity in L2 of π is a classical
result proved in many places in a variety of settings (see, for instance, [7],
[5], [8], and the references therein). That πt is (a.s.) continuous as an L1-
function follows from its L2-continuity and the boundedness of G. The fact
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that π ≥ 0 follows from the maximum principle (see, for instance, Theorem
1.1 of [3]) and the fact that, if u ∈
0
W 12, then u
+ ∈
0
W 12.
The connection of At to πt is established on the basis of Lemma 1.8 of
[6], which our situation reads as follows.
Lemma 1.3. For any Borel bounded or nonnegative function φ on G and
t ∈ [0,∞) we have (a.s.)
E
{
Iτ>tφ(xt) | Fb·t } = (πt, φ). (1.4)
In particular, for each t ∈ [0,∞) (a.s.)
P{τ > t | Fb·t } = (πt, 1). (1.5)
Finally, (a.s.) we have (πt, 1) > 0 for all t ∈ [0,∞).
By Lemma 1.3 for any t ∈ [0,∞)
P (τ ≤ t | Fb·t ) = 1− (πt, 1)
(a.s.) and by Theorem 1.2 the right-hand side is continuous in t (a.s). Also
it turns out (see [6]) that the process (πt, 1) is decreasing (a.s). Therefore, in
Theorem 1.1 by the modification of At, which we identify with the original
At, we mean 1− (πt, 1).
Observe that if in (1.3) we were allowed to first integrate by parts to
replace
(Dπs,Dζ) with − (D2πs, ζ)
and then in the so modified version of (1.3) take ζ ≡ 1 (6∈ C∞0 ), then we
would formally obtain that
At = 1− (πt, 1) = (1/2)a
∫ t
0
[Dπs(0)−Dπs(1)] ds. (1.6)
This shows that At is related to the normal derivative of πs on the bound-
ary of G, investigating which is done on the basis of a different description
of πs.
We are going to state our second main result, which is about solutions
of the heat equation in curvilinear cylinders whose lateral boundary is a
trajectory of a Wiener process.
Theorem 1.4. For almost any ω there exists a unique function ut(x) de-
fined, bounded, and continuous in the closure of
Γ(b·) = {(t, x) : t ≥ 0, x ∈ (σbt, 1 + σbt)}
such that it is infinitely differentiable with respect to (t, x) in Γ(b·), satisfies
there the equation
∂tut = (1/2)σ
2
1D
2u (1.7)
and satisfies the conditions u0(x) = π0(x), x ∈ [0, 1], and ut(σbt) = ut(1 +
σbt) = 0, t ≥ 0. Furthermore, if σ1/σ is sufficiently small, then for any
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t ∈ [0,∞)
lim
x↓σbt
ut(x)
x− σbt = limx↑1+σbt
ut(x)
1 + σbt − x = 0 (1.8)
almost surely, so that the derivative of ut(x) on the boundary of Γ(b·) is zero
(a.s.) for any fixed t.
Finally, with probability one∫
G
|ut(x− σbt)− πt(x)|2 dx = 0 (1.9)
for all t ≥ 0, so that ut(x − σbt) is a modification of πt(x), and for this
modification, for any t ∈ [0,∞),
lim
x↓0
πt(x)
x
= lim
x↑1
πt(x)
1− x = 0 (1.10)
almost surely if σ1/σ is sufficiently small.
The last statement of Theorem 1.4 makes the representation (1.6) ques-
tionable, and, even though there is a limit procedure showing that (1.6)
holds in a generalized sense similar to that of the local time for Brown-
ian motion (see [6]), one would rightfully suspect that At is not absolutely
continuous with respect to t.
The last statement of Theorem 1.4 should not make the reader over op-
timistic about the continuity properties of πt(x) in x near the boundary of
G (see Remark 1.1).
Still the following theorem will be easily derived from known results. Take
α ∈ (0, 1) and c ∈ (0,∞) and introduce
p = p(c) := P (sup
t≤1
wt − inf
t≤1
wt ≥ c(
√
2− 1)/2), r = r(α, c) := α(1 − p)
p(1− α) ,
β = β(α, c) := 2
(r − 1)p + 1
rα
= 2
1− p
1− αr
−α.
As is easy to see, for any α ∈ (0, 1), we have p(c) → 0, r(α, c) → ∞, and
β(α, c) → 0 as c→∞. It follows from [2] that there exists a function α(c),
c ∈ (0,∞), with values in (0, 1) such that α(c)→ 0 as c→∞ and α(c) ≤ α
for any α satisfying β(α, c) < 1.
Next, take some constants c ≥ 0, d > 0 and for x ∈ R define
τd,x = inf{t ≥ 0 : d/
√
2 + wt = x},
γ(c, d, δ) = P (τd,d ∧ (δ/2) < τd,−c).
Theorem 1.5. Take the modification of πt from Theorem 1.4. Then for any
t ∈ [0,∞), c, d > 0, such that α(cε) < 1, where ε = σ1/σ, and ν satisfying
0 ≤ ν < ν0 := (1− α(cε)) log2 γ−2(c, d, 1),
we have that with probability one
sup
x∈(0,1)
sup
t∈[0,T ]
πt(x)
xν
<∞. (1.11)
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Furthermore, there exists a constant ν ∈ (0,∞) such that for any T ∈
(0,∞)
E sup
x∈(0,1)
sup
t∈[0,T ]
πt(x)
xν(1− x)ν <∞. (1.12)
Remark 1.1. The largest possible value of ν in (1.11) is unknown. However,
Theorem 5.1 and Lemma 4.1 of [1] show that if we take a µ > 0 and
ν = (1 + µ)(2πε2)−1/2e−1/(2ε
2),
then for ε = σ1/σ small enough the left-hand side of (1.11) equals infinity
with probability one. Therefore, the largest value of ν is extremely small if
ε is small.
Remark 1.2. The fact that equation (1.8) holds (a.s.) does not contradict
Remark 1.1, because (1.11) gives an estimate which is uniform with re-
spect to t, and on almost each trajectory of b· there are points t such that
vt(x)/x→∞ as x ↓ 0.
We prove Theorem 1.1 in Section 2 assuming that Theorems 1.4 and 1.5
are true. In Section 3 we prove Theorems 1.4 and 1.5. The first assertion of
Theorem 1.4 and Itoˆ’s formula easily lead to the conclusion that ut(x−σbt)
is a classical solution of (1.2) and the assertion concerning (1.9) is proved
by showing that classical solutions coincide with generalized ones in a much
more general situation in Section 4.
2. Proof of Theorem 1.1
We start by proving that for each t0 ∈ (0,∞) and tn = t0 + 1/n with
probability one
E
(
lim
n→∞
1
tn − t0 (Atn −At0) | F
b
·
t0
)
= 0. (2.1)
Observe that for any ζ ∈ C∞0 and t > t0
(πt, ζ) = (πt0 , ζ) +
∫ t
t0
(πs, (1/2)aD
2ζ) ds+
∫ t
t0
(πs, σDζ) dbs, (2.2)
where and below we are dealing with the modification of πt from Theorem
1.4. We multiply both parts of this equation by the indicator function of a
set F ∈ Fb·t0 and then take the expectations of both parts. Then by denoting
φFt (x) = Eπt(x)IF
we find
(φFt , ζ) = (φ
F
t0 , ζ) +
∫ t
t0
(φFs , (1/2)aD
2ζ) ds. (2.3)
Observe that φFt (x) is continuous in G¯∞ because such is π which is in ad-
dition bounded. Estimate (1.12) shows that φFt (x) → 0 as x → {0, 1},
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x ∈ (0, 1), t ≥ 0. Thus φFt is a continuous in [t0,∞) × G¯ weak solution of
the equation
∂tηt = (1/2)aD
2ηt. (2.4)
By uniqueness of such solutions, φFt is a classical solution of this equation
with zero boundary data.
By the maximum principle we have φFt ≤ ψFt , t ≥ t0, where ψFt is defined
as a unique bounded classical solution of (2.4) for t ≥ t0, x > 0, with initial
data ψFt0(x) = φ
F
t0(x)I(0,1)(x) and zero boundary condition.
The following explicit representation for such solutions is well known:
ψFt (x) =
1√
2πa(t− t0)
∫ 1
0
φFt0(y) exp
[− (x− y)2
2a(t− t0)
]−exp [− (x+ y)2
2a(t− t0)
]
dy.
Furthermore,
E(At −At0)IF =
∫ 1
0
[φFt (x)− φFt0(x)] dx ≤
∫ ∞
0
[ψFt (x)− φFt0(x)I(0,1)(x)] dx.
Observe that
∂t
∫ ∞
0
[ψFt (x)− φFt0(x)I(0,1)(x)] dx = (1/2)a
∫ ∞
0
D2ψFt (x) dx
= (1/2)aDψFt (0),
so that
E(At −At0)IF ≤
∫ t
t0
1√
2πa(r − t0)3
∫ 1
0
yφFt0(y)e
−y2/(2ar−2at0) dydr
=
∫ t
t0
2a√
2πa(r − t0)
∫ 1/√2ar−2at0
0
φFt0(x
√
2ar − 2at0)xe−x2 dxdr,
which after taking into account the arbitrariness of F ∈ Fb·t0 leads to
E(At −At0 | Fb·t0 )
≤
∫ t
t0
2a√
2πa(r − t0)
∫ ∞
0
πt0(x
√
2ar − 2at0)Ix√2ar−2at0≤1xe−x
2
dxdr
almost surely for any t > t0. By Theorem 1.4 with probability one πt0(x) =
xθ(x), x ∈ [0, 1], where θ is a bounded function of x tending to zero as x ↓ 0.
Hence
E(At −At0 | Fb·t0 )
≤ 2a√
π
∫ t
t0
∫ ∞
0
θ(
√
2arx− 2at0x ∧ 1)x2e−x2 dxdr.
By the dominated convergence theorem (a.s.)
lim
r↓t0
∫ ∞
0
θ(
√
2arx− 2at0x ∧ 1)x2e−x2 dx = 0
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implying that (a.s.)
lim
n→∞
1
tn − t0
∫ tn
t0
∫ ∞
0
θ(
√
2arx− 2at0x ∧ 1)x2e−x2 dxdr,
lim
n→∞
1
tn − t0E(Atn −At0 | F
b
·
t0 ) = 0,
which yields (2.1) by Fatou’s lemma.
Thus, for any t ≥ 0, for almost all ω
lim
n→∞
n(At+1/n −At) = 0. (2.5)
By Fubini’s theorem, for almost any ω, equation (2.5) holds for almost all t.
It follows that the derivative of At is zero for almost all t and the theorem
is proved.
3. Proof of Theorems 1.4 and 1.5
Proof of Theorem 1.4. On the space C of continuous functions on
[0,∞) with Wiener measure W introduce the coordinate process xt(x·) :=
xt, which is a Wiener process. For t ≥ 0, x ∈ R, and x·, y· ∈ C such that
y0 = 0 define
τ(t, x, x·, y·) = inf{s ≥ 0 : x+ σ1xs 6∈ (σyt−s, σyt−s + 1)},
where yr := y0 for r ≤ 0. Then the function
ut(y·, x) :=
∫
C
π0(xt)Iτ(t,x,x
·
,y
·
)≥tW (dx·).
is the probabilistic solution of the heat equation
∂tut = (1/2)σ
2
1D
2ut
in Γ(y·) with boundary conditions
ut(yt) = ut(yt + 1) = 0, t > 0,
u0(x) = π0(x), 0 ≤ x ≤ 1.
Due to interior estimates of derivatives of solutions to the heat equation,
ut(y·, x) is infinitely differentiable in Γ(y·). Its continuity up to {0} × [0, 1]
easily follows from the fact that π0 is a continuous function on [0, 1] vanishing
at 0 and 1. The continuity of its derivatives up to {0} × (0, 1) follows from
the fact that π0 is infinitely differentiable. Next, as in the proof of Theorem
4.1 of [2] one shows that for constants ν (different in (3.1) and (3.2)) as in
Theorem 1.5 we have that, for almost any trajectory of b·,
sup
x∈(0,1)
sup
t∈[0,T ]
ut(b·, x)
(bt + x)ν(bt + 1− x)ν <∞, (3.1)
E sup
x∈(0,1)
sup
t∈[0,T ]
ut(b·, x)
(bt + x)ν(bt + 1− x)ν <∞. (3.2)
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In particular, with probability one ut(b·, x) is continuous at the lateral
boundary of Γ(b·).
Next we deal with (1.8) We organize the proof in the following way. For
t ≥ 0, x ∈ R, and x·, y· ∈ C such that y0 = 0 define
γ(t, x, x·, y·) = inf{s ≥ 0 : x+ σ1xs ≤ σyt−s},
where yr := y0 for r ≤ 0. Also let
vt(y·, x) :=
∫
C
π0IG(xt)Iτ(t,x,x
·
,y
·
)≥tW (dx·).
Lemma 3.1. Let Bt be a one-dimensional Wiener process and γ ∈ (0, 1).
Then with probability one there exists a sequence of integers 0 ≤ m1 < m2 <
... such that Btk ≥
√
tk for all k, where tk = γ
mk . Moreover, mk ≤ βk
for all sufficiently large k, where β is any fixed number such that αβ > 1,
α = P (B1 ≥ 1).
Proof. The sequence IBγm≥γm/2 ,m = 0, 1, ..., is stationary, so that the
limit
lim
n→∞
1
m
m∑
k=1
IB
γk
≥γk/2
exists (a.s.). By the 0-1 law this limit is a constant and equals α (a.s.). Set
m1 = inf{k ≥ 1 : Bγk ≥ γk/2}, mn+1 = inf{k > mn : Bγk ≥ γk/2}.
Then the number of k ∈ {1, 2, ...} such that mk ≤ m divided by m tends
to α. It follows that the number of integers i ∈ {1, 2, ..., βk} such that
mi ≤ βk for all large k is greater than β′kα, where β′ is any number such
that β′ < β and β′α > 1. On the other hand there are always exactly k
values of i ∈ {1, 2, ...,mk} such that Bγi ≥ γi/2. Since β′α > 1, it follows
that for any sufficiently large k the inequality mk ≥ βk is impossible. The
lemma is proved.
Lemma 3.2. If σ1/σ is sufficiently small, then for each T ∈ (0,∞)
lim
x↓0
vT (x, b·)
x− σbT = 0 (3.3)
almost surely.
Proof. Fix a T ∈ (0,∞), set γ = 1/2, and take integers 0 ≤ m1 < m2 < ...
such that bT−tk − bT ≥
√
tk for all k, where tk = γ
mk and mk ≤ βk for all
large k. By Lemma 3.1 such a sequence exists with probability one. Then
notice that the inequality τ(T, x, x·, b·) ≥ T implies that
x+ σ1xtk ≥ σbT−tk ≥ σbT + σ
√
tk
for all k such that tk ≤ T . Denote by k0 the smallest k such that tk ≤ T .
We also take into account that π0 is a bounded function and conclude that
for any integer n ≥ k0
vT (x, b·) ≤ NW (z + σ1xtk − σ
√
tk ≥ 0, k = k0, ..., n),
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where N = supπ0 and z = x− σbT . It follows that to prove (3.3) it suffices
to show that there exists an integer-valued function n = n(x) ≥ k0 such that
lim
x↓0
1
x
P (x+ wtk −K
√
tk ≥ 0, k = k0, ..., n(x)) = 0, (3.4)
where K = σ/σ1 = ε
−1.
Observe that by Girsanov’s theorem for any n ≥ k0 + 1
P (x+ wtk −K
√
tk ≥ 0, k = k0, k0 + 1, ..., n)
= EIΓn(x) exp
(−
∫ tk0
tn
f ′(t) dwt − (1/2)
∫ tk0
tn
[f ′(t)]2 dt
)
=: In(x),
where f(t) = K
√
t for t ≥ tn, f(t) = K
√
tn for t ∈ [0, tn], and
Γn(x) = {ω : x+ wtk −K
√
tn ≥ 0, k = k0, ..., n}
Next, note that for bounded nonrandom functions g
E{exp
∫ t
s
g(r) dwr | ws, wt}
= exp
(
wt − ws
t− s
∫ t
s
g(u) du + (1/2)
∫ t
s
[
g(r)− 1
t− s
∫ t
s
g(u) du
]2
dr
)
because ∫ t
s
[
g(r)− 1
t− s
∫ t
s
g(u) du
]
dwr
is independent of ws, wt. Then we use the fact that∫ t
s
[
g(r)− 1
t− s
∫ t
s
g(u) du
]2
dr =
∫ t
s
g2(r) dr − 1
t− s
( ∫ t
s
g(u) du
)2
Hence, by applying this to g = −f ′ we find that
In(x) = EIΓn(x) exp
(
Dn − (1/2)Cn)
with
Dn := −K
n∑
k=k0+1
sk(wtk−1 − wtk), sk = (
√
tk−1 +
√
tk)
−1,
Cn :=
n∑
k=k0+1
1
tk−1 − tk
( ∫ tk−1
tk
f ′(u) du
)2
= K2
n∑
k=k0+1
√
tk−1 −
√
tk√
tk−1 +
√
tk
≥ K2 1−
√
γ
1 +
√
γ
(n− k0) =: 2Kκ(n − k0),
where the inequality follows from the fact that γtk−1 ≥ tk and κ is defined
by the last equality.
Now we use summation by parts to see that
Dn = −Kwtk0sk0+1 +Kwtnsn −K
n−1∑
k=k0+1
wtk(sk+1 − sk).
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On the event Γn(x) this quantity is smaller than
Kwtnsn +K(x−K
√
tn)
(
sk0+1 +
n−1∑
k=k0+1
(sk+1 − sk)
)
= Kwtnsn +K(x−K
√
tn)sn.
It follows that
In(x) ≤ EIΓn(x) exp
(
Kwtnsn +Kxsn −K2κ(n− k0)
)
,
≤ E exp (Kwtnsn +Kxsn −K2κ(n− k0))
= exp
(
(K2/2)tns
2
n +Kxsn −K2κ(n− k0)
)
.
Now it is time to choose n = n(x). We take n = n(x) so that x2 ∈
[tn, tn−1]. Then tnsn ≤
√
tn ≤ x and xsn ≤ x/√tn−1 ≤ 1. Also tns2n ≤ 1
and since tn ≥ γβn, we have x ≥ γβn/2, which implies that
lim
x↓0
x−1In(x)(x)
≤ lim
n→∞ exp
(
K2/2 +K −K2κ(n − k0)− (1/2)βn ln γ
)
= 0
if β| ln γ| < 2K2κ, which is true if σ1/σ is small enough. This proves the
lemma.
Corollary 3.3. If σ1/σ is sufficiently small, then (1.8) holds (a.s.) for any
fixed t ≥ 0.
Indeed, the equality of the extreme terms in (1.8) follows from Lemma
3.2 since ut ≤ vt. The remaining equality is proved similarly by replacing x
with 1− x.
It only remains to prove the last assertion of the theorem.
Observe that τ(t, x, x·, y·) is a lower semicontinuous function of its argu-
ments. Therefore by Fubini’s theorem ut(y·, x) is a Borel function of (y·, t, x).
Furthermore, ut(y·, x) will not change if we change yr for r > t. Hence,
ut(y·, x) is Nt-measurable, where Nt = σ(yr : r ≤ t, y· ∈ C). Therefore,
vt(x) := ut(b·, x− σbt)
is Ft-measurable for each (t, x) ∈ G¯∞. After that in the same way the
usual Itoˆ’s formula is proved on the basis of Taylor’s formula and the fact
that ut(y·, x) is infinitely differentiable we obtain that for any x ∈ G almost
surely for all t ≥ 0
vt(x) = π0(x) + (a/2)
∫ t
0
D2vs(x) ds − σ
∫ t
0
Dvs(x) dbs.
The above properties of ut and Theorem 4.1 now imply that (perhaps after
modifying vt on a set of probability zero) vt satisfies (1.2) with zero boundary
condition and initial condition π0 in the sense explained below that formula
and is such that ∫ T
0
‖vt‖2W 1
2
(G) dt <∞
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for each T ≥ 0. Uniqueness of solutions of (1.2) in this class of functions is
a classical result, and this proves the remaining assertions of the theorem.
Proof of Theorem 1.5. After (1.9) has been proved and the modifica-
tion ut(x−σbt) of πt(x) has been chosen the assertions related to (1.11) and
(1.12) follow directly from (3.1) and (3.2). This proves the theorem.
4. Appendix
Let w1t , w
2
t , ... be independent one-dimensional Wiener processes with re-
spect to Ft, and let P denote the predictable σ-field related to {Ft}. As-
sume that on Ω × (0,∞) × Rd we are given at(x) = (aijt (x)) which is a
d × d-symmetric matrix valued function, bt(x) which is an Rd-valued func-
tion, real-valued ct(x), and σ
i·
t (x) = (σ
i,1
t (x), σ
i,2
t (x), ...), i = 1, ..., d, and
νt(x) = (ν
1
t (x), ν
2
t (x), ...), which are ℓ2-valued functions.
Assumption 4.1. (i) The functions a, b, c, σ, ν are bounded and measurable
as functions of (ω, t, x) and are predictable as functions of (ω, t) for each x.
(ii) The functions at(x) are Lipschitz continuous in x with constant K
(independent of ω, t).
(ii) For any λ, x ∈ Rd, t ≥ 0, and ω
(2aijt − αijt )(x)λiλj ≥ δ0|λ|2, (4.1)
where δ0 is a constant, δ0 > 0, α
ij := σikσjk.
Let G ⊂ Rd be an open set, T ∈ [0,∞), and let ut(x) be a real-valued
function given on Ω × [0, T ] × G¯. Also suppose that on Ω × (0, T ) × G we
are given functions ft(x) and gt(x) = (g
1
t (x), g
2
t (x), ...) with values in R and
ℓ2, respectively.
Define Di = ∂/∂x
i, Dij = DiDj, Du the gradient of u, D
2u its Hessian.
Assumption 4.2. (i) For any ω the function u is continuous in [0, T ] × G¯
and vanishes on [0, T ]×∂G and, moreover (if G is unbounded), for any δ > 0
and ω there exists a compact set Γ ⊂ G such that |ut(x)| ≤ δ for all t ∈ [0, T ]
and x ∈ G \ Γ. For any x the function ut(x) is Ft-adapted. For any ω (if G
is unbounded) ∫
G
|u0|2 dx+
∫ T
0
∫
G
|ut|2 dxdt <∞.
(ii) For any ω, for almost any t ∈ [0, T ], the second-order derivatives
D2ut(x) are continuous with respect to x and for any compact set Γ ⊂ G∫ T
0
∫
Γ
|D2ut| dxdt <∞.
(iii) For each ω and compact set Γ ⊂ G∫ T
0
∫
Γ
|Dut|2 dxdt <∞.
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(iii) The functions ft(x) and gt(x) are P ⊗B(G)-measurable as functions
of (ω, t, x), where B(G) is the Borel σ-field on G. For each x ∈ G and ω we
have ∫ T
0
(|D2us(x)|+ |Dus(x)|2 + |fs(x)|2 + |gs(x)|2ℓ2) ds <∞.
(iv) For each ω ∫
G
∫ T
0
(|fs(x)|2 + |gs(x)|2ℓ2) dsdx <∞,
and for each x ∈ G with probability one we have for all t ∈ [0, T ] that
ut(x) = u0(x) +
∫ t
0
[
σiks (x)Dius(x) + ν
k
s (x)us(x) + g
k
s (x)
]
dwks
+
∫ t
0
[
aijs (x)Dijus(x) + b
i
s(x)Dius(x) + cs(x)us(x) + fs(x)
]
ds.
Theorem 4.1. Under the above assumptions∫ T
0
∫
G
|Dut(x)|2 dxdt <∞
(a.s.) and for any φ ∈ C∞0 (G) with probability one
(ut, φ) = (u0, φ) +
∫ t
0
(φ, σiks Dius + ν
k
sus + g
k
s ) dw
k
s
+
∫ t
0
[
(φ, (bis −Djaij)Dius + csus + fs)− (Djφ, aijs Dius)
]
ds,
for all t ∈ [0, T ].
Proof. By the stochastic Fubini theorem (see, for instance, Lemma 2.7 of
[4]), for any φ ∈ C∞0 (G) with probability one for all t ≥ 0
(uδt , φ) = (u
δ
0, φ) +
∫ t
0
(φ, σiks Dius + ν
k
sus + g
k
s ) dw
k
s
+
∫ t
0
[
(φ, (bis −Djaij)Dius + csus + fs)− (Djφ, aijs Dius)
]
ds,
where uδ = u− δ.
For ε, δ > 0 define
Kε = {x ∈ G : dist (x, ∂D) ≤ ε or |x| ≥ ε−1},
τε,δ = T ∧ inf{t ≥ 0 : sup
G\Kε
|ut| ≥ δ}.
Observe that as ε ↓ 0 we have
sup
G\Kε
|ut| ↓ 0
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uniformly with respect to t ∈ [0, T ] by assumption. Therefore τε,δ → T as
ε ↓ 0 for any δ > 0. Also notice that
|ut(x)| ≤ δ
in G \Kε if 0 ≤ t < τε,δ.
By Lemma 2.5 of [3] for any φ ∈ C∞0 (G) (a.s.) for all t ∈ [0, T ]
‖(φuδt∧τε,δ )+‖2L2 = ‖(φuδ0)+‖2L2 +
∫ t
0
hs ds+mt, (4.2)
where
hs := 2
(
(φuδs)
+, φ{(bis −Djaij)Dius + ctus + fs}
−aijt (Dius)Djφ
)
Is<τε,δ − 2(Iφuδs>0Di(φuδs), φaijs Djus)Is<τε,δ
+
∑
k
∥∥φ[σiks Dius + νksus + gks )]Iφuδs>0
∥∥2
L2
Is<τε,δ ,
mt := 2
∫ t
0
Is<τε,δ(φ(φu
δ)+s , σ
ik
s Dius + ν
k
s us + g
k
s ) dw
k
s .
We take φ ≥ 0 such that φ = 1 on Kε. Then for 0 ≤ s < τε,δ
(φuδs)
+ = uδsIus>δ.
Indeed, if uδs(x) ≤ 0, then both sides vanish. However, if uδs(x) > 0 and
0 ≤ s < τε,δ, then x ∈ Kε and φ(x) = 1. By also taking into account that
Ius>δ,s<τε,δDjφ = 0
we transform (4.2) for such a φ into
‖(uδt∧τε,δ )+‖2L2 = ‖(uδ0)+‖2L2 +
∫ t
0
hs ds+mt, (4.3)
where
hs := 2
(
uδsIus>δ, (b
i
s −Djaijij)Ius>δDius + ctus + fs
)
Is<τε,δ
−2(Ius>δDius, aijt Djus)Is<τε,δ
+
∑
k
∥∥[σiks Diuδs + νks us + gks )]Ius>δ∥∥2L2Is<τε,δ ,
mt := 2
∫ t
0
Is<τε,δ((u
δ)+s , σ
ik
s Dius + ν
k
su
δ
s + g
kδ
s ) dw
k
s .
To proceed further we recall again the fact that the two conditions: s <
τε,δ and us(x) > δ, imply that x ∈ Kε so that∫ τε,δ
0
∫
G
|Dut|2Iut>δ dxdt ≤
∫ T
0
∫
Kε
|Dut|2 dxdt <∞.
After that we use (4.1) and the inequalities like ab ≤ εa2 + ε−1b2. We also
recall that bis −Djaijs , cs, and |νs|ℓ2 are bounded and then in an absolutely
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standard way derive from (4.3) that there exists a constant N ∈ (0,∞),
independent of ω, t, ε, δ, such that for any t ∈ [0, T ] and ω
N−1
∫ t∧τε,δ
0
‖Ius>δDus‖2L2 ds ≤ N‖u0‖2L2 +N
∫ t∧τε,δ
0
‖us‖2L2 ds+mt.
In particular, for any stopping time τ ≤ T
N−1
∫ τ∧τε,δ
0
‖Ius>δDus‖2L2 ds ≤ N‖u0‖2L2Iτ>0 +N
∫ τ∧τε,δ
0
‖us‖2L2 ds+mτ .
If τ is a localizing time for the local martingale mt starting at zero, then
Emτ = 0 and
N−1E
∫ τ∧τε,δ
0
‖Ius>δDus‖2L2 ds ≤ NE‖u0‖2L2Iτ>0 +NE
∫ τ∧τε,δ
0
‖us‖2L2 ds.
The last inequality, actually, holds for any stopping time τ ≤ T , which is
easily proved by approximation.
Now we first let ε ↓ 0 and then δ ↓ 0. Then by the monotone convergence
theorem we obtain
N−1E
∫ τ
0
‖Ius>0Dus‖2L2 ds ≤ NE‖u0‖2L2Iτ>0 +NE
∫ τ
0
‖us‖2L2 ds.
Similarly,
N−1E
∫ τ
0
‖Ius<0Dus‖2L2 ds ≤ NE‖u0‖2L2Iτ>0 +NE
∫ τ
0
‖us‖2L2 ds,
and since one knows that Iu=0Du = 0 (a.e.) for any function u of class W
1
2
we finally conclude that
N−1E
∫ τ
0
‖Dus‖2L2 ds ≤ NE‖u0‖2L2Iτ>0 +NE
∫ τ
0
‖us‖2L2 ds. (4.4)
For n > 0 and τ = τn, where
τn = T ∧ inf{t ≥ 0 : ‖u0‖L2 +
∫ t
0
‖us‖2L2 ds ≥ n},
the right-hand side of (4.4) is finite. Hence
∫ τn
0
‖Dus‖2L2 ds <∞
(a.s.). To prove the first assertion of the theorem, it only remains to observe
that, by assumption, for any ω, we have τn = T for all sufficiently large
n. The second assertion follows from the stochastic Fubini theorem. The
theorem is proved.
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