Abstract. Cloud detection in visible light remote sensing images is a challenge due to only few RGB spectral channels and multiple types of clouds and land covers. In this paper, we propose a new method based on convolutional neural network for cloud detection. Our method automatically learns the intrinsic features of the clouds and the other land covers, and can produce high accuracy for cloud detection. The learned features in our method are then visualized and explained in detail, and compared with other features in a baseline method. Finally, experiments are conducted to demonstrate the effectiveness of our method.
Introduction
Clouds exist in many remote sensing images, which greatly affect the quality of remote sensing images and further image processing. Therefore, cloud detection becomes an important issue in remote sensing image processing [1] .
Traditionally, clouds are detected by employing its high reflectivity in visible channels and low temperature characteristics in infrared channels. Multi-spectral synthesis method [2] uses four different spectral channels for cloud detection in MODIS images by simple thresholding techniques. Clouds in MODIS images are also detected by the composite normalization algebraic operation on three spectral channels [3] . Additionally, some other thresholding methods on the visible and infrared channels are also examined for cloud detection [4] . For specific remote sensing images, such as MODIS images, these methods can produce quick and satisfied results by carefully selecting the channels and the thresholds. However, they are not suitable for cloud detection in visible light remote sensing images where the infrared channels are lacked.
Some other methods detect the clouds by extracting efficient features and classifying the clouds by fine-tuned classifiers [5] . In [6] , GLCM (Grey-level Co-occurrence Matrix) features, wavelet features and features by single value decomposition are examined. In [7] , GLCM, wavelet and frequency features are compared. In these methods, features are manually extracted by users, and thus they are not adaptive to the multiple types of clouds and land covers.
In this paper, we propose a method based on convolutional neural network for cloud detection in visible light remote sensing images. Our method can automatically extract the intrinsic features, and discriminate the clouds from other land covers. The extracted features will be visualized, explained, and examined by comparing with other features in a baseline method. Comparative experiments will be conducted to demonstrate the effectiveness of our method.
Proposed Method
Convolutional neural network (CNN) has been successfully used in many computer vision tasks, such as image classification [8] , object detection [9] , object segmentation [10] , and so on. CNN can automatically learn both low-level and high-level features. In this paper, we extract the cloud features and classify clouds from land covers based on CNN.
Model
Our model is a convolutional neural network as illustrated in Figure 1 . The convolutional neural network consists of two layers of convolution layers and three layers of fully connected layers. The first convolution layer contains 64 kernels of 5 × 5 × 3 to learn the image low-level features. Then the maximum pooling extracts the maximum value in the local area to represent this region. Then a ReLU layer is used to normalize the output value and accelerate the training phase [8] . The second convolution layer contains 64 kernels of 5×5×64 to learn the more complex features from the low-level features. Then, the output value is also pooled and normalized. There are two fully connected layers after the convolution layers to express the complex relationships. The last output layer uses the softmax regression to classify the data for cloud detection.
The model in Figure 1 can learn intrinsic high-level features, i.e., the gray and textural features in the clouds and land covers for cloud detection.
Optimization
Given the model in Figure 1 , it is optimized by minimizing the loss function, which is the sum of the cross entropy cost and the regular term:
where y is the desired output, α is the actual output of the network and x is the input, λ is the coefficient of the regular term, w is the model parameter, and k is the number of parameters. Eq.1 is minimized by the batch gradient descent method [8] . The gradient descent function is:
where v is the momentum variable, and ( | ) lr lr decay rate = × (4) In our experiments, the batch size is empirically set to be 128, and the beginning learning rate is set to be 0.1, the _ decay rate is set to be 0.1, globalstep is the global steps and the decaysteps is the decaying of learning rate for each step which is product of the number of train data by [batchsize/350].
Experiments Experiments on Cloud Image Patches
We have labeled a dataset containing 48840 images patches of 32×32 with RGB channels in visible light remote sensing images, among which 40000 samples for training and the other 8840 samples for testing. Some samples are shown in Figure 2 . Our method achieves classification accuracy of 98.98%. Some results are illustrated in Figure 3 . As shown, our method accurately detects various clouds with different reflections and different thickness of clouds. Besides, clouds are also discriminated from land covers with similar reflections. 
Experiments on Cloud Images
Our method is also compared with other three baseline methods on cloud images, i.e., threshold method, K-means method and GLCM method. The threshold method uses the RGB and gray values as features and detects the clouds by optimizing the thresholds. K-means method uses the RGB and gray values for clustering, and the clusters with large intensity are classified as clouds. GLCM method uses the grey-level co-occurrence matrix as features and these features are classified by SVM.
The comparative results are shown in Figure 4 and Figure 5 . Our method produces the best results especially in the dark cloud areas and thin cloud areas. 
Visualizing and Explanation
Generally, convolutional neural network learns structures from images such as edges, corners, contours and so on. However, clouds are mainly random texture with no fixed structures. Thus, we will explain the effective of CNN by visualizing the kernels and the extracted features of convolutional layer 1 and layer 2 of our method in Figure 6 and Figure 7 respectively. By convolution with the learned kernels in Figure 6 , the extracted features for cloud and no-cloud image patches are quite different. For cloud patches, the extracted features in Figure 7 (a) are more random, and the responses are small. By contrast, the extracted features of no-cloud patches in Figure  7 (b) are mainly concerned with some fixed textures, and the responses are larger. Therefore, our method can accurate classify cloud and no-cloud patches.
Discussion
To further investigate the extracted features of our method, different features are compared in a baseline method. Specifically, we extract multiple different features and train a SVM classifier for them. Then we evaluate different features by the cloud detection accuracy in the randomly selected training and test datasets by 10 times and 100 times.
There are four features to be compared. The first feature is the RGB and gray values used in the threshold method. The second is the mean gray value in the image patch. The third is the GLCM feature, and the last is the CNN feature in our model: ( 1) p x = and ( 0) p x = are the predict value for the cloud and on-cloud image patches in our method.
_ CNN feature will be large for cloud patches and small for no-cloud patches. The comparative results are listed in Table 1 . In Table 1 , gray features are shown to be very import by comparing SVM(GLCM), SVM(mean gray value + GLCM) and SVM(threshold + GLCM), where the accuracy of SVM(mean gray value + GLCM) and SVM(threshold + GLCM) are much larger than SVM(GLCM). Textual features are also vital by comparing threshold method and SVM(threshold + GLCM) where the accuracy of SVM(threshold + GLCM) is much larger than threshold method.
For our method, we obtain much higher accuracy than the methods which only use gray features and manually extracted GLCM features by comparing CNN and SVM(threshold + mean gray value + GLCM). This indicates that our method can learn more useful features. Besides, the accuracy of CNN and SVM(threshold + mean gray value + GLCM + CNN) are quite similar. This implies that our method can also learn the information of these gray and textural features. Therefore, our method can automatically learn useful features to yield satisfied results in cloud detection. 
Conclusion
In this paper, we proposed a method based on convolutional neural network for cloud detection in visible light remote sensing images. By comparing with other methods, we obtained high accuracy and satisfied results. We also explained our method by visualization and comparing with other features, which further demonstrated the effectiveness of our method.
