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Ph.D.Dissertation
Abstract
DaliaJazm´ınValenciaGarc´ıa
DepartmentofStatistics
UniversidadCarlosIIIde Madrid
Measuringdependenceisabasicquestionwhendealingwithfunctionalobservations.Itisof
greatinteresttoknowtheeffectthatoneormorefunctionalvariablescanhaveonotherones,
andevenpredictvaluesofonevariablefromanother. Although,inthefunctionalcontext,
thistheoryhasnotbeenasextensivelystudied,sometechniquestomeasuredependencein
functionaldatahavealreadybeenimplemented,providingasinglevaluewhichrepresentsthe
degreeofrelationbetweenthesetsofcurves.However,thesemeasuresareusualynotrobust,
whichmakesthemlessstableinthepresenceofoutliers.Therefore,itisinterestingtodevelop
robusttechniquesthatensurehighstabilityofthestatistics.Thisthesisismotivatedbythe
aboveissuesandaimstoprovidemeasuresofdependenceforsetsofcurvesthataremore
robustthanthoseusedsofar. Hence,weextendnon-parametricbivariatecoefficients,such
asKendal’sτandSpearman’scoefficient,tofunctions,i.e.tosituationswheretheobserved
dataarecurvesgeneratedbyastochasticprocess.Thesecoefficientsarebasedonthenatural
dataordering,butwhenweworkinthecontextoffunctionaldata,thereisnosuchthing
asanaturalorderbetweenfunctions,meaningthatweneedtoprovideforanorderingof
curves.Thus,ourfirsttaskistoconsidersuitablewaystosorttheobservations.Forthis,we
usedifferentfunctionalpreorders,whichalowustodefinethecoefficientsinawaysimilar
tothebivariatecase. Theaforementionedcoefficientsprovideanunivariatemeasureofthe
dependencebetweentwosetsofcurves,whichleadsustoproposeinthefinalchapteranew
functionalcorrelationcoefficientthatyieldsarepresentativecurveofdependencebetweentwo
setsoffunctionaldata.Thiscoefficientisbasedonthecross-correlationfunctionstudiedin
theliteratureoffunctionaldata,whichistheclassicPearsoncoefficientbetweenthevaluesof
thecurvesindifferenttimeinstants. WeadapttheconceptofMADandcomediantomeasure
dependencebetweentwosetsoffunctionsand,throughthem,introducearobustalternative
tothecross-correlationfunction,whichwewilcalcorrelationmedianforfunctions.
Thethesisisorganizedasfolows.InChapter1westartdefiningwhatisunderstoodas
complexdatainthisworkandshowseveralexamples.Thesedatawilbetreatedasfunctional
data.Then,areviewofthedifferentapproachestoanalyzefunctionaldataisprovided. We
alsoofferabriefreviewofsomeofthemostcommonmeasuresofdependencebetweenrandom
variables,focusingonthosewherewemakeourcontribution.Thischapteralsoanalyzessome
techniquesthathavebeenextendedtothefunctionalcontextforcalculatingthedependence
betweentwosetsofcurvesinordertocompareourresults.Finaly,westudytheprincipal
xv
orderingmeasuresforfunctionaldatawhicharenecessarytosortthecurves,andthusdefine
thecoefficientsinthefunctionalsetting.
InChapter2wedefinetheKendalτcoefficientforfunctionalobservationsbasedonthe
conceptoffunctionalconcordance,alsonewinthisdissertation. Westudyitsstatistical
propertiesandprovidesomeapplicationstorealdata,includingassetportfoliosinfinance
andmicroarraytimeseriesingenetics.
InChapter3wepresentanotionofSpearman’scoefficientforfunctionaldatathatextends
theclassicbivariateconcepttosituationswheretheobserveddataarepointsbelongingto
curvesgeneratedbyastochasticprocess.SinceSpearman’scoefficientforbivariatesamplesis
basedonthenaturaldataorderingindimensionone,weneedtoconsideradataorderinthe
functionalcontext. Thedevelopmentusesapre-orderinspiredinthedepthdefinition,but
consideringadown-uporderinginsteadofacenter-outwardorderingofthesample,alowing
ustointroducethenotionofgradeforfunctionstoproperlydefinetheSpearmancoefficient.
WeshowsomeofthemaincharacteristicsofSpearman’scoefficientforfunctionsandpropose
anindependencetestwithabootstrapmethodology. Weilustratetheperformanceofthe
newcoefficientwithbothsimulatedandrealdata.
TheresultsofChapter4concernanewfunctionalcorrelationcoefficientthatismore
robustthanthecross-correlationfunction.Thepair(median,MAD)isknowntobearobust
alternativetothepair(mean,standarddeviation).Usingtheideaunderlyingthecalculation
oftheMAD,Falk[19]definedarobustestimatorforthecovariancecaledcomedian.Inthis
chapterweadapttheseconcepts,theMAD andthecomedian,tofunctionaldata. These
measuresalowustodefinearobustalternativetothecross-correlationfunctionstudiedin
theliteratureoffunctionaldata,whichwewilcalthecorrelationmedianforfunctions.Since
themostnaturalextensionofmedianinthefunctionalcontexthasbeenperformedthrough
depthmeasurements,thefunctionalMAD andcomedianwilalsobeconstructedviadepth.
Theseconceptsareilustratedwithsimulatedandrealdata.
Finaly,inChapter5,wepresentsomegeneralconclusionsandsummarizethemaincon-
tributionsofthedissertation.
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DependenciaparaDatosFuncionales
TesisDoctoral
Resumen
DaliaJazm´ınValenciaGarc´ıa
DepartamentodeEstad´ıstica
UniversidadCarlosIIIde Madrid
Medirladependenciaesunaspecto muyimportantecuandotratamosconobservaciones
funcionales.Esdegraninter´esconocerelefectoqueunaom´asvariablesfuncionalespueden
tenersobreotras,einclusopredecirvaloresdeunapormediodelosvaloresdeotra.Aunque
enelcontextofuncionalestateor´ıanohasidotanampliamenteestudiada,existenalgunas
t´ecnicaspara medirladependenciaendatosfuncionalesqueyahansidoimplementadas,
proporcionandounsolovalor,querepresentaelgradoderelaci´onentrelosconjuntosdecurvas.
Sinembargo,estasmedidasintroducidasenlaliteraturanosongeneralmenterobustasante
lapresenciadeobservacionesat´ıpicas.Porlotanto,esdeinter´esdesarrolart´ecnicasrobustas
quenosgaranticenunaaltaestabilidaddelosestad´ısticos.Estatesisest´amotivadaporlas
cuestionesantesmencionadasysuprincipalobjetivoesproporcionarmedidasdedependencia
paraconjuntosdecurvasqueseanm´asrobustasquelasusadashastaahora.Basicamenteel
trabajoseenfocaenextenderalgunoscoeficientesbivariantesnoparam´etricos,talescomoel
coeficienteτdeKendalyelcoeficientedeSpearmanalcampofuncional,esdecir,asituaciones
dondelosdatosobservadossonpuntospertenecientesacurvasgeneradasporalg´unproceso
estoc´asticosubyacente. Estoscoeficientessebasanenelordennaturaldelosdatos,pero
cuandosetrabajaenelcontextofuncionalhayunadificultadmayoryesqueal´ınohay
unordennaturalentrefunciones.Estomotivalab´usquedademetodolog´ıasparacomparar
funciones,algunasdeelasyahansidoestudiadaspordiversosautores,peroenalgunoscasos
concretosseproponeenlatesisnuevasordenacionesquesonm´asadecuadasparaextender
loscoeficientesdedependenciaalescenariodefunciones. Porlotanto,elprimerobjetivo
esinvestigarlasformasadecuadasparaordenarlasobservaciones. Paraelo,seutilizan
diferentespre´ordenesfuncionalesquepermitir´andefinirlosnuevoscoeficientesdeunaforma
similaralcasobivariante. Loscoeficientesquesehanmencionadodefinenunamedidade
respuestaescalardedependenciaentredosconjuntosdecurvas.Adem´as,enlatesistambi´en
seproponeenel´ultimocap´ıtulounnuevocoeficientedecorrelaci´onqueproporcionaunacurva
representativadeladependenciaentredosconjuntosdedatosfuncionales. Estecoeficiente
est´abasadoenlafunci´ondecorrelaci´oncruzadaestudiadaenlaliteraturadedatosfuncionales
cuyadefinici´onnoesm´asqueelcl´asicocoeficientedecorrelaci´ondePearsonentrelosvalores
delascurvasendiferentesinstantesdetiempo. Enestetrabajotambienseextiendenlos
conceptosdedesviaci´onabsolutadelamedianaMADylacomedian,paramedirdependencia
entredosconjuntosdefuncionesyatrav´esdeestosdosconceptosensusversionesfuncionales
xvi
seintroduceunaalternativarobustadelafunci´ondecorrelaci´oncruzada,queseselamar´a
correlaci´onmedianaparafunciones.
Latesisest´adesarroladaconlasiguienteestructura:EnelCap´ıtulo1seintroduceloque
seententer´a,enestetrabajo,comoundatocomplejoyseilustranalgunosejemplosdeelos
endiferentescontextos.Estosdatosser´antratadoscomodatosfuncionales.Porlotanto,en
estecap´ıtulosehaceunabreverevisi´ondealgunosenfoquesparaanalizarestetipodedatos.
Sedescriben,adem´as,algunasdelasmedidas m´ascomunesdedependenciaentrevariables
aleatorias,haciendo´enfasisenaquelasenlasqueestatesiscontribuyealaliteraturaporsu
extensi´onavariablesfuncionales.Enestecap´ıtulotambi´ensehaceunarevisi´ondealgunas
t´ecnicasdemedici´ondeladependenciaqueyahansidoextendidasalcontextofuncional,
conelobjetivodecompararlosresultadosobtenidos.Finalmente,seanalizanlasprincipales
metodolog´ıasdeordenaci´onparadatosfuncionalesquesonnecesariasparaordenarlascurvas
ydefinirloscoeficientesenelambientefuncional.
EnelCap´ıtulo2seintroduceunaversi´onnovedosadelcoeficienteτdeKendalpara
observacionesfuncionales. Estecoeficienteseconstruyeatrav´esdeunconceptolamado
cocncordancia,cuyaversi´onparafuncionessedesarrolaenelcap´ıtulo. Seestudiansus
propiedadesestad´ısticasyseproporcionanalgunasaplicacionesadatosreales,incluyendo
carterasdeactivosenfinanzasymicroarraydeseriesdetiempoengen´etica.
EnelCap´ıtulo3sepresentalanoci´ondelcoeficientedeSpearmanparadatosfuncionales
queextiendeelconceptocl´asicobivarianteasituacionesdondelosdatosobservadossonpuntos
pertenecientesacurvasgeneradasporunprocesoestoc´astico.ComoelcoeficientedeSpear-
manparamuestrasbivariantesest´abasadoenlaordenaci´onnaturaldelosdatosendimensi´on
uno,esnecesariounordenparalosdatosenelcontextofuncional.Estedesarroloutilizaun
pre-ordeninspiradoenladefinici´ondeprofundidad,peroconsiderandounaordenaci´onde
abajohaciaarribaenlugardelordendelcentrohaciaafueradelamuestra. Elordende
funcionesinducelanoci´ondegradosparacurvasquepermitendefinirnaturalmenteelcoe-
ficientedeSpearman.Sepresentanalgunasdelasprincipalescaracter´ısticasdelcoeficiente
deSpearmanparafuncionesyseproponeuntestdeindependenciaconunametodolog´ıa
bootstrapyseilustrasubuenfuncionamientocondatossimuladosyreales.
LosresultadosdelCap´ıtulo4serefierenaunnuevocoeficientedecorrelaci´onfuncionalm´as
robustoquelafunci´ondecorrelaci´oncruzada.Lapareja(mediana,MAD)esbienconocida
comounaalternativarobustaalapareja(media,desviaci´onestandar). Utilizandolaidea
subyacentealc´alculodelaMAD,Falk[19]defini´ounestimadorrobustoparalacovarianza
lamadocomedian.Enestecap´ıtuloseadaptanestosconceptos,MAD ycomedian,adatos
funcionales.Estasmedidaspermitendefinirunaalternativarobustaalafunci´ondecorrelaci´on
cruzadaestudiadaenlaliteraturadedatosfuncionales,queselamar´acorrelaci´onmediana
parafunciones. Comolaextensi´on m´asnaturalparalamedianaenelcontextofuncional
seharealizadoatrav´esdelasmedidasdeprofundidad,laMAD ylacomedianfuncional
xvii
seconstruir´antambi´enatrav´esdelanoci´ondeprofundidad. Estosconceptostambi´ense
ilustrancondatossimuladosyreales.
Finalmente,enelCap´ıtulo5,sepresentanalgunasconclusionesgeneralesyseresumenlas
principalescontribucionesdelatesis.
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CHAPTER1
Introductionandbackground
Nowadays,thestatisticalanalysisoflargesizedatabasesinhighdimensionsisexperiencing
anotablegrowthforapplicationindifferentfieldsofsciencesuchasmedicine,finance,me-
teorology,criminology,qualitycontrol,tonameafew.Statisticalsurveys,overal,inhigh
dimensionalitydata,leadtorethinkingthattheclassicstatisticalmethodologiescommonly
implementeduntilnowforthispurposeareincreasinglylimitedandinefficient,andtheysim-
plycannotbeusedforthiskindofdata.Forexample,ifeachvariableisobservedatmany
differentpointsthroughtime,amultivariateanalysiswouldnotbevalid,evenifthedataare
observedatthesametimepoints.Inthesecases,astandardmultivariateanalysiscouldnot
becomputationalyfeasibleduetothecurseofdimensionality,sincetherearedatawhere
thedimensionisoftensignificantlyhigherthanthenumberofvariablesobserved,leadingto
possiblyhavingil-posedproblems.Therefore,differentalternativeshavebeenintroducedin
recentyearstoanalyzeandstudytheselargemassesofdata,suchasinterpolationorsmooth-
ingtechniquesthatalowustobuildfunctionstorepresentthedatathatfacilitatetheanalysis
andalsoitsinterpretation.However,manyofthetechnologicalandindustrialprocessesusu-
alydeliverobservationsthatmayalreadybeconsidereddirectlyasfunctions,avoidingthe
smoothingprocesses. Thearrays,orhigh-dimensionalvectors,areotherdataexamplesof
howlargeinformationcouldbegathered. Thiskindofdata,whichbytheirnaturerequire
specialstatisticaltreatment,arethosereferredtointhiscontextas“complexdata”.
Nowwewililustratesomesituationswheredataofacomplexprofileariseintermsof
highdimensionalityandlargesize:
Theanalysisofthegrowthofalargenumberofchildrenatdifferenttimes,wherethe
growthcurveforeachchildistakenasanobservation.
1
Chapter1
Thestudyoftheevolutionofthetemperatureofacityoveralongperiodoftimetaken
indifferentplaces.Eachobservatoryhasatemperaturecurvewhichistakenasasingle
datum.
Functionsthatrepresentthepriceofdifferentassetsovertimeinthecontinuousstock
market.
Acolorimagecanbedecomposedintothevariousmatricesthatformtheimageitself,
andeachmatrixcanbeanalyzedindependentlyasacomplexobservation.
Inthefieldofgenetics,micro-arraysareusedtoperformvariousanalysis,thesevectors
arelarge-scalecomplexdata.
AgraphicrepresentationofasetofcomplexdatacanbeseeninFigure1.1andFigure1.2.
Theformerilustratesanexampleofcurvesthatrepresentthedailypricesofassetsoftwo
companiesduring108days;thesepricesaremeasuredevery5minutes,whereasthelatter
referstothemonthlytemperatureintwocitiesofCanadaduring20years.
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Figure1.1:Dailypricesofassetsduringaperiodof108days.
ObservethatthedatainFigure1.1arerepresentedwithoutanykindofstatisticaltreat-
ment;theyaresimplythegraphsofpointsobserved,whilethedatainFigure1.2havealready
hadastatisticaltreatmentbecausethetemperaturesineachyearhavebeensmoothed.There-
fore,eachyearisrepresentedbyafunctionandthisiswherethefunctionsetcanbeconsidered
asasetoffunctionaldatawhicharethetypeofdataforwhichthisdissertationoffersits
maincontributions.Thus,wefolowthisintroductoryexposition,presentingtwowel-known
approachesforperformingstatisticaltreatmentoffunctionaldata. Thefirstoneofthemis
thesetupofRamsayandSilverman[45],whichisbasedonrepresentingthefunctionsthrough
afinitenumberofbasiselements.Thesecondoneisthenon-parameticvisionofFerratyand
View[23]whereadiscretizedrepresentationofthefunctionsismade.
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Figure1.2:TemperaturesintwocitiesofCanada.
Wecanseethatbyitsnaturethefunctionaldatahaveinfinitedimension.Thissometimes
hindersitsrepresentationandespecialytheapplicationofstatisticalmethodsforitsanalysis.
Inpractice,sofar,ithasbeennecessarytorepresentthedatainfinitedimension,trying
tolosetheleastamountofinformationpossible. Tocarryoutthetransitionfrominfinite
dimensiontothatofafiniteone,twoproceduresareconsidered:
Thechoiceofbasisfunctions. Thisprocedureconsistsofobtainingthecoordi-
natesoftheprojectionofthefunctioninsomefunctionalsub-spaceoffinitedimension.
Generalyspeaking,fixedbasisfunctionsareconsidered,forexample,theFourierba-
sis,theB-splinesbasis,waveletsandsoon. Toobtainafinitenumberoftermsit
isnecessarytotruncatethedevelopmentinanumberK ofbasiselements. Thatis,
x(t)= Kk=1ckφk(t),where{φk}k∈Narebasisfunctions,andciarethecoefficientsin
thenewbasis. Toimplementthismethodology,onemustbecarefulinthechoiceof
thenumberofbasisfunctionsK,aswelasthebasisfunctionsineachcase,sincethe
representationofthedatainthenewfinitedimensionalspacewilbeinfluencedbyse-
lectedthebasisfunctions.Inaddition,thedegreeofsmoothingofthefunctionwilalso
dependontheparameterK.
Thediscretization.Thisprocedureconsistsoftakingapartitionoftheintervalwhere
thefunctionsaredefined.Letx(t)beafunctionint∈I=[a,b].Thesimplestpartition
ontimewilbe,a≤t0<t1<···<tn≤b,whereforali,ti−ti−1havethesamevalue.
However,thereareothertypesofpartitionthatcanalsobeuseful,suchasarandom
selectionofthepointsti,oralsoconsideringnon-regularpartitions,wherethelength
ti−ti−1mustbesmalerinthosepointstiwithrelevantinformation.Thediscretization
ofafunctionx(t)wilbethesequencegivenby{x(ti)}ni=0.
Aswehavesaidbefore,thesetwoimportantapproacheshavebeenanalyzedbyRamsay
andSilverman[45]andFerratyandView[23],respectively.Inordertobeclearerinboth
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aspects,wewilgiveamoredetailedintroductionofbothmethods,butomittingsomeformal
aspectswhichcanbefoundintherespectivereferences.
ThefirstoneistheapproachofRamsayandSilverman[45],whoworkunderaperspective
inwhichthefunctionaldataarerepresentedthroughsmoothfunctions.Theirapproachtakes
intoaccountdifferentmethodologiesforthesmoothingandinterpolatingoffunctions. We
presenttherepresentationsmostusedbythem:theFourierandtheB-splinesbasis.
Fourierbasis
Thisbasisisperiodic,therefore,itisusefulforstablefunctions,withoutlargechanges
andwhichshowacertainperiodicity. ThebasisexpansionisprovidedbytheFourier
series:
xˆ=c0φ0+Σr(c2r−1φ2r−1(t)+c2rφ2r(t)),
where
φ0= 1√T, φ2r−1(t)=
sin(rwt)
T
2
,φ2r(t)=cos(rwt)T
2
,
formaperiodicbasiswithperiodT=2πw.Thisbasiswilbeorthogonalifthe{tj}are
equalyspacedin[0,T].Animportantfeatureofthistypeofbasisisitseasydifferen-
tiability.
B-splinesbasis
TheB-splinesbasisisthemostwidelyusedapproximationinthecaseofnonperiodic
data.Itssuccessliesinthefactthatitcombinesthecomputationalefficiencyofpolyno-
mialswithgreaterflexibility.ForconstructingaB-splinesbasisφk(t),itisnecessaryto
dividetheintervaloverwhichafunctionisgoingtobeapproximatedintoLsubinterval
separatedbyvaluesς,caledbreakpointsorknots.Oneachintervalasplineisdefined
(polynomialofspecifiedorderm).Thus,thebasiswilhavethefolowingproperties.
1.Eachelementofthebasisφk(t)wilbeasplinefunction,asdefinedbyaorderm
andaknotssequenceς.
2.Thelinearcombinationofthesebasisfunctionsisalsoasplinefunction.
3.Anysplinefunctionsdefinedbymandςcanbeexpressedasalinearcombination
ofthesebasisfunctions.
IfwetakethenotationBk(t,ς)representingthek-thbasiselementovertheςpartition
intheinstantt,thesplinefunctionS(t)isdefinedas:
S(t)=
m+L−1
k=1
ckBk(t,ς),
whereckarethecoefficientsinthebasis.InFigure1.3wecanseetherepresentationof
thirteenB-splinesoforderfour,withelevenknots.
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Figure1.3:B-splinebasis.
Intherepresentationofthefunctionaldataassmoothedfunctions,thereareasetofstatis-
ticaltechniquesandmethodologiesintheliteraturethathavebeendevelopedforitsanalysis.
Thesetechniquesarethereforebasedonthebasisfunctionschosenfortherepresentation,so
thattheytakeintoaccounttheestimationoftheparametersnecessaryforthesmoothing.
Thesecondapproachforcarryingoutarepresentationoffunctionsinafinitedimensional
spaceisthepointofviewofFerratyandView[23],whichisbasedonthestudyoffunc-
tionaldatainanonparametricway,i.e.,theproposedstatisticaltheorywherethereisfree-
distribution,free-parameters,free-linearity,andfree-discretizationanditisfocussedonnon-
parametricmodelswhichareverygeneral.Inthisapproach,thefunctionaldataareobserved
overagrid,whichcanbeasfineasdesired.Therefore,itisnotnecessarytousethebasisfunc-
tionsfortherepresentationandanalysisofthecurves.Accordingly,theapproachdevelopsa
mathematicalbackgroundandasymptoticpropertiesthatareindependentofthenumberof
pointstakenforthediscretizationoffunctions.Theresultsofthisdissertationarebasedon
therepresentationofthedatathroughthediscretizationapproach.
Thestatisticalanalysisoffunctionaldata,inbothcasesofrepresentation(basisordis-
cretization),requiresmathematicalanalysistools,sinceitisnecessarytotakeintoaccount
somespecificfeaturesofthistypeofdata,asforinstance,thedimensionalitythatintheory
isinfiniteandthespacewherethefunctionsbelong. Therefore,thefunctionaldataanaly-
sisischaracterizedbyhavingastrongtheoreticalsupport,sothatmanymethodologiesand
techniquesofmultivariateanalysishavebeenextendedtothefunctionalcontextbasedonthe
twomainapproachesdescribedpreviously. Wepresentseveralworksthathavehadahigh
impactonthedevelopmentofnewstatisticalmethodologiesforfunctionaldata.Forexample,
aregressionfunctionalversioncanbeseenin(Cardotetal.[2],Heetal.[27]),analysisof
variancein(Cuevasetal.[6],Delicado[10]),principalcomponentsin(PezuliandSilver-
man[44]),generalizedlinearmodelin(Escabiasetal.[17])anddepthforfunctionaldatain
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(FraimanandMuniz[24],L´opez-PintadoandRomo[37],[38]). Otherusefulmethodologies
canalsobefoundinRamsayandSilverman[45]andFerratyandView[23]. However,it
isworthpointingoutthattherearestilsomestatisticalconceptsthathavenotbeenfuly
exploredforfunctionaldata,amongthemmeasuresofassociationanddependencestructures
betweensetofcurves.
Hence,thisthesiswilfocusondealingwiththeproblemofmeasuringthedependence
betweensetsofcurves. Weextendtheclassicalbivariateconceptstosituationswherethe
observeddataarecurvesgeneratedbyastochasticprocess. Theprincipalcoefficientsthat
weconsiderareKendal’sτandSpearman’scoefficient,whicharebasedonthenaturaldata
ordering. Thesecoefficientsprovideanunivariatemeasureofthedependencebetweentwo
setsofdata,andourproposalhereisbasicalythefunctionalversionofthem. Wealso
propose,inthelastchapter,anewfunctionalcorrelationcoefficientthatyieldsarepresentative
curveofdependencebetweentwosetsoffunctionaldata. Thiscoefficientisbasedonthe
cross-correlationfunctionstudiedinRamsayandSilverman[45],whichistheclassicPearson
coefficientbetweenthevaluesofthecurvesindifferenttimeinstants.
WefolowthisintroductionbygatheringinSection1.1abriefhistoricalreviewofthe
maindefinitionsandmeasuresofdependencethatareappliedtobivariatedataset. Wewil
especialyfocusonthosethatthisdissertationwilextendtothefunctionalfield.Lateron,in
Section1.2weanalyzesometechniquesfromtheliteraturethathavealreadybeenextended
tothefunctionalcontextforcalculatingthedependencebetweentwosetsofcurves.Finaly,
inSection1.3wepresentsomeproceduresfororderingcurves,highlightingthekindoforders
thatwilbeusedforconstructingthenewmeasuresofdependenceproposedinthiswork.
1.1 Dependence measures
Inthissection,werecaltheconceptofdependencebetweenrandomvariablesandshow
themeasurescommonlyusedinordertocapturethisdependence. Wealsopresentabrief
historicalreviewofthemeasuresthatweaimtogeneralizetothefunctionalcontext.
Thedependenceistherelationshipbetweentwoormorerandomvariables.Themeasures
ofdependenceprovideavaluethatsummarizesthesizeoftheassociationbetweentwovari-
ables,andinsomecasestheserelationsorassociationsmaybeverylimitedorweak,whilein
othercasestheymaybestrongassociations.Suchrelationscanoccurinthreeways:(i)when
thevaluesofonevariableincrease,sodotheother’s-positiveassociation;(i)whenthevalues
ofonevariableincrease,thevaluesoftheotheronedecreases-negativeassociation,and(ii)
thereisnotconsistentbehaviorofonevariablewithrespecttotheanother-independence.
Mostmeasuresofassociationarescaledinthesamewaysothattheyreachamaximumnu-
mericalvalueof1whenthetwovariableshaveaperfectrelationshipwitheachother.Theyare
alsoscaledsothattheyhaveavalueof0whenthereisnorelationshipbetweentwovariables.
6
Introductionandbackground
Othermeasureshavearangefrom-1to+1,whichprovideameansofdeterminingwhether
thetwovariableshaveapositiveornegativeassociationwitheachother.Todeterminethe
significanceofthevaluegivenbysomeassociationmeasure,testsofsignificanceareprovided
formanyofthemeasuresofassociation.Thesetestsbeginbyhypothesizingthatthereisno
relationshipbetweenthetwovariables,andthatthemeasureofassociationisequalto0.The
researchercalculatestheobservedvalueofthemeasureofassociation,andifthemeasureis
differentenoughfrom0,thetestshowsthatthereisasignificantrelationshipbetweenthe
twovariables.Althoughtwoofthemeasuresofassociationintroducedinthisthesisarede-
finedforabivariatesampleofcurves,theyarealsoscaledintheinterval[−1,1]andwhose
interpretationofthevalueisthesameasthatpreviouslynoted.Atestofsignificancebased
onabootstrapmethodologyforoneofthemisalsointroduced.Anothercontributionofthe
dissertationisadependencemeasurebetweengroupsoffunctionswhoseresponseisafunction
insteadofasinglevalue.
Thereareseveralwaystodeterminetheassociationbetweenrandomvariables;forthis
reason,itisessentialtostartanyanalysistakingintoaccountthenatureofthedata,thescale
ofmeasurementofthevariablesandalogicalreasonthatgivesmeaningtotheassociation.
Thevariablescanbe:qualitative,wherenominalscalesareused(anaturalorderbetween
categoriescannotbedefined),and/orordinalscales(anorderorhierarchyofcategoriescanbe
set);forsuchvariablestherearesomemeasuresthatcapturedependencesuchas:Cramer’s
Vcoefficient,λcoefficient,Pearson’sCcoefficient,Kendal’sτ−Bcoefficient,Somers’sd
coefficient,andsoon.Thevariablescanbealsoquantitative,discreteorcontinuous,usedin
intervalscalesandratioscales(ordinalscalescanalsobeused);forthesevariables,measures
suchasPearson’scoefficient,Spearman’scoefficient,Kendal’sτcoefficient,andQuadrant
dependence,canbeusedtofinddependence.Thissectionwilanalyzeindepthmeasuresof
dependenceforquantitativerandomvariables.
Whentherearequantitativevariables,whatisusualydonetointerpretdependenceisto
determineacoefficientofcorrelationbetweenvariables. Thedecisionofwhatcoefficientto
usedependsonseveralfactors,suchasthetypeofmeasurementscaleinwhicheachvariableis
expressed,thenatureofthedistribution(continuousordiscrete)andifthedependencesought
islinearornonlinear.ThePearsoncoefficientcanbeusedwhethertherandomvariablesare
continuousordiscrete,andwhethertheyaremeasuredinintervalsorratios. Althoughthe
Pearsoncoefficientiswidelyemployed,itisnotcompletelysatisfactorytomeasurethedepen-
dencebetweenrandomvariables,asitprovideslimitedinformationabouttheirdependence
structureoveralinpresenceofnon-lineardependence. Theabsenceofcorrelationisequiv-
alenttoindependenceinveryrarecases,suchaswhentherandomvariablesareGaussian
distributed. TheSpearmanandKendal’sτcoefficientsareusedwhenthedataaresorted
accordingtotheirrank. Theyareabletomeasuredependencewhenanonlinearstructure
existsbetweentherandomvariables,whilethecorrelationcoefficientonlymeasureslinear
dependencebetweenrandomvariables.Inspiredinthesethreecoefficients,wehavedeveloped
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eachoneoftheirversionsasainitialalternativetoexplorethedependenceinabivariate
sampleoffunctionaldata.Accordingly,wewilpresentabriefhistoricalreviewofassociation
measurestobediscussedinthisthesis:thePearsoncorrelationcoefficient,theKendal τand
theSpearmancoefficients.
Aswealreadypointedout,measuringthedependencybetweentworandomvariableshas
beenanimportantissueinstatisticalanalysis.Itisofgreatinteresttoknowtheeffectthat
oneormorevariablescanhaveontheother,andevenpredictvaluesofonevariablefrom
another.Tomeasuretheserelationshipsorassociationsamongvariables,variousprocedures
havebeenimplemented,mostofthemhavingtheirbeginningsinthelatterpartofthe19th
century.Thefirstnotionsoftheconceptofcorrelationwerederivedfromstudiesinbiology,
biometricsandeugenics.AuthorssuchasAdolpheQuetelet(1796-1874)andAugustoBravais
(1811-1863)contributedtothedevelopmentofthistheoryfromtwodifferentfields.Quetelet
performedsomeassociationanalysisthroughthestudyofanthropometricmeasures,while
Bravaisalsostudieddependence,butthroughtheanalysisofspatialmeasures. Moreover,Sir
FrancisGalton,developedimportantstatisticalconceptsthroughthestudyofthevariability
ofhumancharacteristics. Hewasapioneerinexplainingthe meaningandusefulnessof
correlationandregression,notonlyinthecontextofinheritance,butalsoingeneralterms,
givingrisetoawiderangeofapplicationswhichfalunderthelawsofcorrelation.
ManyofthemostbriliantideasofGaltonwerecolectedbyprestigiousauthors,among
them,Edgeworth,Pearson,Yule,andSheppard,whodevelopedtheseideastoconstructmany
ofthestatisticalconceptsthatarestil widelyappliedinseveraldisciplines. Forexample,
PearsoncontinuestheworkofGaltonanddevelopsthewel-knowncorrelationcoefficient
thatcarrieshisname,whichisgivenby
ρp=Cov(X,Y)σxσy (1.1.1)
whereσx,σyarestandarddeviationsofXandY,respectively.
ThisdefinitionwasformalyintroducedinPearson[43],whereageneraltheoryofcorre-
lationfornvariablesand“thebestvalue”ofthecorrelationcoefficientwaspresented.This
workinspiredotherauthors,whotogetherwithPearson,developedothertheoriesalsorefer-
ringtocorrelation,suchastheconceptsofpartialandspuriouscorrelationandcorrelation
ratio. AlthoughPearson,GossetandFisher,jointlyattemptedtodealwiththeproblem
offindingthedistributionofthesamplecorrelationcoefficientasanestimatorforthetrue
populationcorrelationρp,theproblembeingsolvedsolelybyFisher,withthetransformation
r=tanh(Z),whereZisarandomvariableapproximatelynormalydistributed.
Itisclearthatfromitsbeginning,thatthecorrelationcoefficienthasbeenapowerfultool
formultivariatestatisticalanalysis. However,wemustbecautiousbecausetherearesome
limitationstobeapplied.Forinstance:
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GaltonandPearsonassumedthatthesamplecomesfromabivariatenormaldistribu-
tion.
Thecorrelationcoefficientmeasuresonlylinearrelationships.
Thecorrelationisnotaninvariantmeasureunderstrictlymonotonetransformations.
Weakcorrelationsdonotnecessarilyimplylowdependence.
Independencealwaysimplieszerocorrelation,buttheconverseisonlytrueinthemul-
tivariateGaussiancase.
σ2x,σ2yhavetobefinite.
Duetothesedrawbacks,theordinalmeasuresofassociationwereintroducedonlyafew
yearsafterGaltonandPearsonhadimplementedthecorrelationcoefficientasastatistical
tool. Galton,forexample,wasthefirsttoattemptthecorrelationofranksorgrades,but
hediscardedthatapproachbyworkinginfavorofwhatlaterbecamethestandardbivariate
normalcorrelationtheory.
Mostofthefirstpapersonordinalmeasuresofassociationweredevelopedtobeapplied
tosamplevalues.Itisonlyinrelativelyrecentyearsthatmuchattentionhasbeenpaid
tothepopulationmeaningofthesekindsofmeasures. TheKendalτcoefficientisoneof
themostwel-knownordinalmeasures.TheessentialideabehindKendal’sτcoefficientwas
suggestedbyFechnerin1897,althoughitwasmainlyconcernedwithassociationbetweentwo
time-series. Theeducationalpsychologist,G.Deuchler,carriedoutstudiesonτcoefficient
andconsideredtheexactdistributionoftheestimatorunderthehypothesisofindependence,
obtainingvirtualythesamerecursionformulathatKendaldevelopedlater.In1924,Esscher
suggestedτasmeasureofassociationandgaveaclearstatementofitspopulationmeaning.
Finaly,Kendal in1938(seeKendal[30])beganaseriesofpapersdealingextensivelywith
ordinalmeasuresofcorrelation.
Ontheotherhand,inFrance,Binetproposedmeasuringtheassociationbyafunction
oftheranks,basicalythesamefunctionthatwaslatercaledSpearman’sfoot-rule. Afew
yearslaterin1904,Spearmanintroducedanestimatorasthesamplecorrelationcoefficient
betweentheranks(seeSpearman[49]).Theasymptoticdistributiontheoryoftheestimators
forbothKendalandSpearmancoefficientswasstudiedinHoeffding[28].1
Now,wegiveabriefformaldescriptionofthoseassociationmeasureswhichwewiltryto
extendtothefunctionalfield. Webeginbystatingthattheordinalmeasuresassociationare
basedmainlyonafundamentalconceptcaledconcordance;thatis,tworandomvariablesare
concordantiflargevaluesofavariableareassociatedwithlargevaluesoftheother,andthe
sameistrueforsmalvalues.Theyarediscordantotherwise.Ifweconsider,forexample,two
1BriefhistoricaloverviewofKruskal[31],Estepaetal[18]
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realizationsofthoserandomvariables,thentheconcordancebetweenthemcanbedefinedas
folows:
Definition1.1.1 Let(x,y)and(x′,y′)betwoobservationsofacontinuousrandomvector
(X,Y). Then,(x,y)and(x′,y′)areconcordantif(x−x′)(y−y′)>0anddiscordantif
(x−x′)(y−y′)<0.
Observethatconcordanceanddiscordancebetweenobservationscanbecomparedwiththe
signofthelineslopedefinedbythesameobservations.Therefore,ifweconsidersomemea-
surethatquantifiestheproportionofconcordantpairs,wewilhaveagoodnon-parametric
indicatorofthesignofdependencebetweentherandomvariableswherethesamplecomes
from,eveninthecaseswhenthedependenceisofanon-linearkind. Thesampleversion
ofKendal’scoefficientisbasedmainlyonthatconceptofconcordance.Itisdefinedasthe
numberofconcordantpairsminusthosediscordantpairsoverthetotalofpairsofthesample.
AlthoughtheSpearmancoefficientisalsoanassociationmeasure,itworksdifferentlybecause
itssampleversionisdefinedbasicalyasthePearsoncoefficientbetweentherangesofthe
observations,whereeachrangereferstothepositionoccupiedbytheobservationwhenthey
areorganizedinanincreasingway.
Bothmeasurescanbeconsideredasthemostcommonordinalmeasuresassociation.These
coefficientsarenon-parametricmeasuresofassociationbetweentworandomvariables,being
usefulwhenthedataaredistributionfree,soitisnotnecessarytoassumenormality(Pearson
[43],HaukeandKossowski[26]).Itiswelknownthatthesecoefficientspresentsignificant
advantagesoverthePearsoncoefficient:(1)Thesearemorerobustcoefficients(lesssensitive
tooutliers)and(2)KendalandSpearmancoefficientsarebetterindicatorsthanthePearson
correlationfordeterminingwhetherarelationshipexistsbetweentwovariableswhenthe
relationshipisnonlinear. Wehavepreviouslygivenasmaldefinitionofthesampleversion
ofbothcoefficients. Wenowintroducetheformaldefinitionoftheirpopulationversion.
Definition1.1.2(Kendal’sτcoefficient.)Let (X,Y)beabivariaterandomvector.
Kendal’sτcoefficientisthedifferenceoftheprobabilitiesofconcordanceanddiscordance
betweentwodifferentrealizationsofarandomvector(X,Y):
τ=[P(X1−X2)(Y1−Y2)>0]−[P(X1−X2)(Y1−Y2)<0], (1.1.2)
where(X1,Y1)and(X2,Y2)areindependentandidenticalydistributedcopiesof(X,Y).
Definition1.1.3(Spearman’scoefficient.) Let(X1,Y1),(X2,Y2)and(X3,Y3)beinde-
pendentandidenticalydistributedcopiesof(X,Y).ThenSpearman’scoefficientρsassociated
to(X,Y)isdefinedby:
ρs=3[P{(X1−X2)(Y1−Y3)>0}−P{(X1−X2)(Y1−Y3)<0}].
Aswecansee,Spearman’scoefficientisproportionaltothedifferencebetweentheprobability
ofconcordanceandtheprobabilityofdiscordancefortwovectors(X1,Y1)and(X2,Y3).
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AnalternativedefinitionofρsisgivenbycalculatingthePearsoncoefficientbetweenthe
uniformrandomvariablesU=FX(X)andV=FY(Y),thatis,
ρs=ρp[U,V]=E(UV)−E(U)E(V)Var(U) Var(V), (1.1.3)
whereρpdenotesthePearsoncoefficient. TherandomvariablesUandVarecaledthe
“grades”ofXandY.ForthisreasonSpearman’scoefficientisalsocaledthegradecorre-
lationcoefficient. Observethatthegradesarevaluesalwaysin[0,1]andtheyarebounded
independentlyofthesupportoftherandomvariablesfromwhichtheobservationscamefrom.
Scarsini[47]studiedthemeasuresofconcordanceintermsofanspecialfunctionthat
characterizesthestructureofdependencebetweenrandomvariableswhicharecaledcopula.
Heproposesasetofaxiomsthataconcordance measurefororderedpairsofcontinuous
randomvariablesshouldfulfil. Theextensionoftheseaxiomstothemultivariatecasewas
studiedinTaylor[50],[51].ThesepropertiesaregatheredinXuetal.[55]andaresetout
below.Letγbeanydependencemeasureandlet(X,Y)beabivariaterandomvector.Then,
−1≤γ≤1.
IfXandYareconcordantthenγ=1.
IfXandYarediscordantthenγ=−1.
IfXandYareindependentthenγ=0,butifγ=0thevariablesXandYarenot
necessarilyindependent.
Ifαandβarestrictlyincreasingfunctionsthenγ[α(X),β(Y)]=γ[X,Y].
Inthisdissertation,wetakeintoaccounttheprevioussetofpropertieswhenintroducingthe
functionalversionsoftheKendalandSpearmancoefficients. Weemphasizethepopulation
versionaswelasthesampleversionandprovesomedesirablepropertiesthatthesetwo
coefficientmustfulfil,someofthemcomingfromthoseintroducedbyScarsini[47]. Other
interestingmeasuresofassociationanddependencethatsatisfythissetofpropertiescanbe
seeninKruskal[31],Fern´andez[22]andLehmann[32].
Fromthebeginningofthisintroduction,wehavefocusedontheadvantagesthatthe
KendalandSpearmancoefficientshaveoverthePearsoncoefficient. Now,intermsofthe
robustness,wecanaffirmthatanotherdisadvantageofthePearsoncorrelationcoefficientis
thatitisverysensitivetothepresenceofoutliers,sincethedefinitionofitssampleversion
dependsoncalculatingsumsoftransformationsofthedata;weknowthatthevalueofasum
issensitivetoextremedataandasaconsequencethemeanwilbealsosensitive.However,
observethatiffordefiningthePearsoncoefficientwetakethemedianinsteadofthemean,we
wilhavearobustversionofthissamecoefficient.Thisideaofobtainingarobustalternative
tothePearsoncoefficientwasdevelopedbyFalk[19],andwebrieflypresentithere.
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ThemedianofarandomvariableX,fromnowonmed(X),isalocationmeasurethat
haveadvantagesoverthemeansinceitismorerobust.Itiswelknownthatmed(X)isthe
valueorvaluesonthesupportoftherandomvariablethatseparatethehigherhalfofthe
probabilitydistributionfromthelowerhalf.Therefore,itmustsatisfytheinequalities
P(X≤med(X))≥12andP(X≥med(X))≥
1
2.
Awidelyaccepteddefinitionofmed(X)canbemadethroughthegeneralizedinverseofthe
distributionfunctionFX(x),
med(X)≡inft∈R:FX(t)≥12 .
Themedianalsoalowsarobustalternativetostandarddeviationwhichiscaledmedian
absolutedeviationfromthemedian(MAD),thisis,
MAD(X)≡med(|X−med(X)|). (1.1.4)
BasedontheconceptofMAD,Falk[19]proposedarobustalternativetothecovariancebe-
tweenrandomvariablesthathecaledcomedianofXandY,anditisdenotedbyCOM(X,Y).
Thecomedianbetweentworandomvariablesisdefinedas
COM(X,Y)≡med(X−med(X))(Y−med(Y)). (1.1.5)
Observefrom(1.1.5)thatarobustversionfortheCOV(X,Y)isgivenjustbyalwaysim-
posingtheoperatormed(·)insteadoftheexpectationE(·). Averyimportantadvantageof
thecomedianoverthecovarianceisthatitalwaysexists,whilethecovariancerequiresthe
existenceofthefirsttwomomentsoftherandomvariablesXandY.Falk[19]statedthat
itsrobustversionofthecovariancealsosatisfiessomedesiredpropertiessuchas:
IfXandYareindependentthenCOM(X,Y)=0.
COM(X,Y)=aMAD(X)2,ifYa.s.=aX+b,forsomea,b∈R.
COM(X,aY+b)=aCOM(X,Y).
COM(X,Y)=COM(Y,X).
Thecovarianceisarelevantissuewhenwetalkaboutcorrelation. Therefore,itisnatural
todefineacorrelationcoefficientbasedonthecomedianandtheMAD whichFalk[19]has
caledcorrelationmedianandisdefinedas
δ(X,Y)= COM(X,Y)MAD(X)MAD(Y).
NotethatasCOM asMAD are morerobustthanCOV andthestandarddeviation,
respectively.Thenclearlythecorrelationmedianwilalsobeamorerobustalternativethan
thecorrelationcoefficient.δ(X,Y)fulfilstwoimportantproperties:
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δ(X,Y)=0,ifXandYareindependent.
δ(X,Y)∈{−1,1},ifY=aX+b.
Itisimportanttonotethatδingeneraldoesnotbelongtotheinterval[−1,1];itonlyfals
intosuchanintervalwhentherandomvariablesfolowbivariateelipticaldistributions(see
Falk[20]).Inothercases,when|δ|>1,theinterpretationofthisvaluecanbedifficultasis
statedinFalk[19].Inlastchapterofthethesis,wewiladaptthismeasureintroducedby
Falk[19]tocharacterizerobustversionofthePearsoncoefficientfortwogroupsofcurves.To
dothat,wewiluseadefinitionoffunctionaldepthtoobtainthedeepestcurve,whichinour
contextoffunctions,wilbethefunctionalmedian.
Measuringdependencebetweentwogroupsoffunctionshasbeennotmuchexploredin
theliterature. However,somestatisticaltechniqueshavealreadybeenimplementedtotry
tocalculatethedependencebetweentwosetsofcurves.Inthenextsectionwegathersome
ofthemostrelevantoneswhichwewiluseasbenchmarktocompareitsvalueswiththose
introducedinthiswork.
1.2 Dependence measuresforfunctionaldata
Intheliteraturetherearefewreferencesaddressingtheproblemofdependenceonthiskind
ofdata.Someauthorshavetriedtoextenditfrommultivariateanalysistothedomainof
functionaldataanalysis;however,thisisnotatrivialtaskasitrequiresfunctionalanalysis
tools.Leurgansetal.[33]consideredthecanonicalcorrelationbetweentwosetsofcurves.
Thistechniqueprovidesapairoffunctionscaledcanonicalvariatesandthesamplecorrelation
amongthesevariatesleadstothecanonicalcorrelationbetweenthetwosetsofcurves.Heetal.
[27]proposedanalternativewayoffindingthecanonicalcorrelationthroughtheextension
of multivariateanalysisideas. Opgen-RheinandStrimmer[42]proposedanestimatorof
thedynamicalcorrelationthatprovidesameasureofsimilaritybetweenpairsoffunctional
observations.ItisbasedontheconceptofdynamicalcorrelationintroducedbyDubinand
Muler[11]toanalyzeanonparametricmethodtoquantifythecovariationofcomponents
of multivariatelongitudinalobservations. LiandChow[35]providedageneralizationof
Pearson’scorrelationcoefficientforfunctionaldatathatalowsameasureofagreementtobe
introduced. Thismeasureiscaledtheconcordancecorrelationcoefficientandwasusedto
evaluatethereproducibilityofrepeated-pairedcurvedata.
Next,webrieflysummarizesomedependencemeasuresstudiedpreviouslyintheliterature
inordertohaveabenchmarkforcomparisonlateron.
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Canonicalcorrelation
AnextensionofcanonicalcorrelationtofunctionaldatahasbeenproposedinLeur-
gansetal.[33],whopointedouttheneedforregularizationinordertoprovidemore
interpretabilityoftheresultsandusefulinformationfromthedata. AsRamsayand
Silverman[45]argue,canonicalcorrelationanalysisseekstoinvestigatewhichmodesof
variabilityintwosetsofcurvesaremostassociatedwithoneanother.Asusual,assume
thatnobservedpairsofdatacurves(xi,yi)areavailableforargumenttinsomefinite
intervalI,andalintegralsaretakenoverI.Theproblemisfindingapairoffunctions
(ξ,η),caledcanonicalvariatesweight(seeFigure1.4),whichmaximizesthefolowing
penalizedsquaredsamplecorrelation,definedas
ρc(ξ,η)= cov ξxi,ηyi
2
var ξxi+λ|D2ξ|2 var ηyi+λ|D2η|2 ,
whereλisapositivesmoothingparameterand|D2f|2= D2f2,thatis,thein-
tegratedsquaredcurvatureoffthatquantifiesitsroughness. Thefunctionsξandη,
maybethecomponentsofvariationinthetwocurvesthatmostaccountfortheinterac-
tionbetweenthetwogroupsofcurves.Havingapairofcanonicalvariableswithfairly
smoothweightfunctionsandcorrelationsthatarenotexcessivelylowcanbeachieved
byselectingtheappropriatesmoothingparameter.Thisparametercanbechoseneither
subjectivelyorthroughacross-validationscoreifanautomaticprocedureisrequired.
Thistechniqueiscarriedoutusingbasisfunctionsforthefunctions(xi,yi)andforthe
weightfunctionsξ,η.Figure1.4showsthecanonicalvariateweightfunctionsoftwo
functionaldatasets.
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Figure1.4:Canonicalvariateweightfunctionsfortwosetsofcurves,ρc=0.5449.
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Dynamicalcorrelation
Atechniqueusedtofindthecorrelationbetweengroupsoffunctionsisthedynamical
correlation,whichisameasureofsimilaritybetweentwocurves,introducedbyDubin
and Muler[11]asasimpleandefficientnon-parametriccorrelationmeasureformul-
tivariatelongitudinaldata. Theyinterpretdynamicalcorrelationasameasureofthe
averageconcordantordiscordantbehaviorofpairsofrandomtrajectories,inthesense
that“ifbothtrajectoriestendtobemostlyonthesamesideoftheirtimeaverage(a
constant),thenthedynamicalcorrelationispositive;iftheoppositeoccurs,thenthedy-
namicalcorrelationisnegative”.Opgen-RheinandStrimmer[42]studythedynamical
correlationunderafunctionalperspective.Thisapproachprovidesasimilarityscorefor
pairsofgroupsofrandomlysampledcurves.Hence,thedynamicalcorrelationbetween
twoexactlyknowncurveswilbexS(t),yS(t).
Thus,thedynamicalcorrelationbetweentwofunctionalvariablesXandYisgivenby
ρd=E XS(t),YS(t),
whereXS(t)= Xc(t)√EXc(t),Xc(t),YS(t)=
Yc(t)√EYc(t),Yc(t),Xc(t)=X(t)− EX(t),1,
Yc(t) =Y(t)− EY(t),1 and ·meanstheusualinnerproductforfunctions
X(t),Y(t)= IX(t)Y(t)dt,whichcanbeenviewedasanaverageofindividualcorre-
lations.
Wewiluseinthisdissertationthefolowingestimatorofthedynamicalcorrelation
proposedinOpgen-RheinandStrimmer[42],whichisaslightlyrevisedversionofthe
dynamicalcorrelationintroducedinDubinandMuler[11],butforfunctionaldata,
ρd= 1n−1
n
i=1
xsi(t),ysi(t),
wherexs(t)= xc(t)1
n−1
n
i=1 xci(t),xci(t)
andwherexc(t)arefunctionscenteredinspaceand
timesimultaneously,i.e.,
xc(t)=x(t)− x(t),1,wherex(t)=1n
n
i=1
xi(t).
Aswecansee,ρdisaestimatorofthepopulationdynamicalcorrelationρd.
Opgen-RheinandStrimmer[42]usedthisestimatortofindthecorrelationbetweenpairs
ofgenes.Italowsustocomputethepartialdynamicalcorrelations,whichwilrepresent
theedgesofageneassociationnetwork.Thestrengthofthesecoefficientsindicatesthe
presenceorabsenceofadirectassociationbetweeneachpairofgenes.
Figure1.5ilustratestwonegativelydependentvariables(genes). Foreachvariable
therearetwomeasuredcurves,andtherearethreeslightlydifferentwaysinwhichthe
15
Chapter1
sampledcurvesrelatetoeachother.Thedynamicalcorrelationsforthethreecasesare
−0.946,−0.982and−0.947,respectively.ThisexampleistakenfromOpgen-Rheinand
Strimmer[42].
Figure1.5:Exampletoilustratetheconceptofdynamicalcorrelation
betweentwovariables(genes).
Pearson’scoefficientforfunctions
LiandChow[35]providedageneralizationofPearson’scorrelationcoefficientforfunc-
tionaldatathatalowstobeintroducedameasureofagreement.Thismeasureiscaled
theconcordancecorrelationcoefficientandwasusedtoevaluatethereproducibilityof
repeated-pairedcurvedata.
LetX(t)andY(t)betwostochasticprocesses.ThePearson’scorrelationcoefficientfor
X(t)andY(t)is
ρp(X(t),Y(t))= X(t)−E(X(t)),Y(t)−E(Y(t))X(t)−E(X(t)) Y(t)−E(Y(t)), (1.2.1)
wheretheinnerproductisdefinedas
X(t),Y(t)=E X(t)Y(t)w(t)dt,
andthenormisinducedbytheinnerproduct.Theweightfunctionw(t)alowsusto
assignimportancetodifferentpartsoft. Asubjectiveapproachtocalculateaweight
functionisusedwhensomepriorinformationontheimportanceofdifferenttimeinter-
valsisavailable. Whenthereisnopriorinformation,anobjectiveapproachisnecessary.
Therefore,tshouldberegardedasarandomvariabledefinedontheintervalIandthe
16
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densityfunctionoftchosenbasedonthedatat1,...,tN,astheweightfunction.This
densityfunctioncanbeestimatedviaakernelestimator,
w(t)=1Nh
N
i=1
K (tj−t)h ,
whereK(·)isakerneldensityfunction,suchastheGaussiandensityfunction,andh
isabandwidthtobechosen. Aruleofthumbsuggeststakingh=1.06stN−15 forthe
Gaussiankernel,wherestisthesamplestandarddeviationoft1,...,tN.Inourstudy,
wesetw(t)=1,assigningthesameweightforeacht.
TheestimatorforcalculatingthePearsoncorrelationcoefficientwhenwehavenob-
servedpairsofdatacurves(xi,yi)isgivenby
ρp=
1
n
n
i=1
N
i=1{xi(tj)−x(tj)}{yi(tj)−y(tj)}w(tj)∆j
{1n ni=1 Ni=1(xi(tj)−x(tj))2w(tj)∆j}
1
2{1n ni=1 Ni=1(yi(tj)−y(tj))2w(tj)∆j}
1
2
,
where∆j=tj+1-tj,thegapsizebetweentj+1andtj,x(tj)=1n ni=1xi(tj)andy(tj)=
1
n
n
i=1yi(tj)arethesamplemeansofxi(tj)andyi(tj),respectively.
Cross-correlationfunction
Infunctionaldataanalysis,itispossibletomeasurethedependencebetweentwosets
ofcurvesthroughthecross-correlationfunctions,discussedinRamsayandSilverman
[45](p.24).Assumenpairsofcurves(xi,yi),fori=1,...,n,fromabivariaterandom
process(X(t),Y(t))whicharedefinedonthesameintervalI=[a,b].Thenthecross-
covariancefunctionisgivenby
COVXY(t1,t2)≡E[{X(t1)−E(X(t1))}{Y(t2)−E(Y(t2))}],
andthecross-correlationfunctionis
CORRXY(t1,t2)≡ E[{X(t1)−E(X(t1))}{Y(t2)−E(Y(t2))}]E{X(t1)−E(X(t1))}2E{Y(t2)−E(Y(t2))}2.
Therefore,thesamplesversionaregivenby:
COVXY(t1,t2)≡(n−1)−1
n
i=1
{xi(t1)−x(t1)}{yi(t2)−y(t2)}, (1.2.2)
wherex=n−1 ni=1xi(t)andy=n−1 ni=1yi(t).Andthecross-correlationfunctionis
naturalydefinedas:
CORRXY(t1,t2)≡ COVXY(t1,t2)VARX(t1)VARY(t2), (1.2.3)
whereVARX(t)=(n−1)−1 ni=1(xi(t)−x(t))2.
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Theprocedureforcalculatingthecross-correlationconsistsbasicalyofcalculatingPear-
son’scoefficientbetweenthevaluesofthefunctionsforeacht∈I,i.e.,weareanalyzing
thewaythatonefunctiondependsonanotherineachinstantoftime. Notethatthis
coefficientworkswiththemeanofthedataasalocationmeasure,whichcanleadto
amoresensitiveprocedureunderthepresenceofoutliers,asinthecaseofPearson’s
coefficientsforbivariatedata.
Thismethodologyisbasicalygraphic.IfwecomputethePearsoncoefficientbetweenthe
valuesobtainedfromevaluatingthetwogroupsoffunctionsineacht1,t2∈I,thenwe
obtainasurface.Figure1.6showsthesurfaceandcontourplotforthecross-correlation
oftwosetsofcurves.
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Figure1.6:Surfaceandcontourplotforthecross-correlation.
Weonlyconsiderthecasewhere t1=t2;henceintheremainderofthisdissertation,we
wilcalthecross-correlationfunctionint1=t2correlationfunction,whichrepresents
acurveandcanbeeasiertointerpretthanthewholesurface.(seeFigure1.7).
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Figure1.7:Cross-correlationfort1=t2.
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1.3 Orderingfunctions
Themainpurposeofthisdissertationistoextendtofunctionaldatasomeofthemeasures
ofdependenceintroducedpreviously.Inparticular,wewilfocusonmeasuresthatarebased
onsomeorderofthedata,suchasKendalandSpearmancoefficients. Themajorproblem
thatwehavefoundingivingageneralizationofthesedependencemeasureshasbeenthe
difficultyofdefininganorderamongfunctionsthatperformswel.Itisworthpointingout
thattheclassicorderamongfunctions,whichcomparesthefunctionspointwise,doesnotwork
herebecauseiftwocurvescrossthentheyarenotcomparable. Hence,wefacetheproblem
oforderingfunctionswithdifferentapproachesthathavebeenchosenunderanexhaustive
studyofsimulation,whichalowsustoidentifythekindoffunctionorderingthatpresents
agoodperformanceinaspectssuchasinterpretation,practicalsenseandcomputational
implementationforeachoneofthedependencemeasuresintroducedinthisthesis. Wewil
nowgiveabriefdescriptionoftheordersforfunctionsthatwil beusedtodevelopour
contributions.Onefirstideaoforderingfunctionsisthroughdatasegmentationmethodologies
thathavetheiroriginsinthemultivariateanalysisandthatrecentlyhavealsobeenextended
tothefunctionaldataanalysis. Wegivethebasicnotionstosomedepthfunctionsinthe
multivariatesettingaswelasthenotionsofthesameconceptforfunctions.Asecondidea
thatweusetosortfunctionsisobservingtheproportionoftimethatonecurveisabove
another. Thismethodologyleadstoadown-uporderinsteadofacenter-outwardsorder
inducedbyadepthorder.Thewaytheseordersworkiscommentedonbrieflybelow.
1.Center-outwardsorder
Amultivariatedepthnotionalowsustomeasurethecentralityoroutlyingnessofa
pointfromthesamplewithrespecttothe multivariatesampleortoitsunderlying
distribution.Itprovidesanaturalcenter-outwardorderforthesampledata,which
alowsustoextendawiderangeofstatisticalunivariatetechniquestothemultivariate
settingsuchasmultivariategoodnessoffit,locationmeasure,scatterestimatesandrisk
measurement. Arecentreviewonthedepthfunctionanditsseveralapplicationscan
befoundinCascos[3].
AdepthfunctionisdefinedbyamappingD:Rn−→[0,1],whichsatisfiestheproperties
ofaffineinvariance,vanishingatinfinity,monotonicitywithrespecttothedeepestpoint
andmaximalityatcenter. Here,wedescribebrieflytwoclassicdepthfunctionscaled
halfspacedepthandsimplicialdepth.ThefirstonewasproposedbyTukey[52]inadata
analysiscontest. Givenamultivariatesample,thehalfspacedepthofapointx∈Rd
isthesmalestfractionofdatapointsinaclosedhalfspacecontainingx,oralsothe
smalestfractionofdatapointsthatshouldbedeletedsothatxliesoutsidetheconvex
huloftheremainingdatapoints.Thesampleversionofthehalfspacedepthforapoint
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x∈RdwithrespecttoasampleX1,X2,...,XninRdisdefinedby
HDn(x)=n−1infu∈Rn#{i:Xi,u ≥ x,u},
andthepopulationversionofthehalfspacedepthofapointxinRnwithrespecttothe
probabilitydistributionFis
HD(x,PF)=inf{PF(H):x∈H closedhalfspace}.
Notethatintheunivariatecase,thehalfspacedepthcanbeexpressedas
HD(x,P)=min{P(X≤x),1−P(X≤x)},
whichismaximizedbythewel-knownunivariatemedian.
Thesecondoneisthesimplicialdepth,whichwasintroducedbyLiu[36],basedon
randomsimplices.Thesimplicialdepthofapointx∈Rdisgivenbytheprobabilitythat
thepointxiscontainedinsidearandomsimplexwhoseverticesarep+1independent
observations.Forthesamplecaseitcanbedefinedby
SDn(x)= np+1
−1
1≤i1<i2<··<in
I(x∈co{Xi1,Xi2,...,Xip+1}),
whereIandcomeantheindicatorfunctionandtheconvexhul,respectively. The
populationdefinitionofthesimplicialdepthis
SD(x,PF)=PF{x∈co{X1,X2,...,Xp+1}.
Observethatintheunivariatecaseforcontinuousabsolutelydistribution,thesimplicial
depthcanbeexpressedas
SD(x,PF)=2F(x)(1−F(x)),
whereFisthedistributionfunctionoftherandomvariablesX.
Thecenter-outwardorderforthesampledatainducedbytheempiricalversionsofthe
depthfunctionsleadstotheintroductionofmultivariategeneralizationsoftheunivari-
atesamplemedianandalsoL-statistics.However,itiswelknownthattheyhavethe
drawbackofnotbeingfeasiblecomputationalyinhighdimension,hencethemulti-
variateorderinducedthroughdepthfunctionsisquitelimitedfordimensionsgreater
thanthree.However,L´opez-PintadoandRomo[38]introducedadepthnotionforfunc-
tionaldataandafinite-dimensionalversionofthisconceptofdepththatcanalsobe
consideredasanewnotionofdepthformultivariatedatathatverifiesessentialyalthe
propertiesestablishedinZuoandSerfling[56](e.g. monotonicitywithrespecttothe
deepestobservation,maximizationatthecenterofsymmetry,etc).Inaddition,ithas
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theadvantageofbeingcomputationalylessintensivethanothermultivariatedepths,
whichmakesitadequateforanalyzinghigh-dimensionaldata.
Thedepthnotionforfunctionshasanimportantroleintheanalysisoffunctionaldata
sincetheconceptalowsustodefinefunctionalversionsofrobuststatisticssuchasthe
mediancurveortrimmedmeanaswelasprovideanaturalorderingwithinasample
ofcurves,thusmakingthedefinitionoforderstatisticsandtheassignmentofranksto
eachoneofthecurvesofthesamplepossible.Toourknowledge,thefirstideaofdepth
conceptforfunctionalobservationswasintroducedbyFraimanand Muniz[24]where
theyconsiderasetofncurves{x1(t),x2(t),...,xn(t)}definedonaninterval[T1,T2].
Thenthevalueofthedepthforanycurvexi(t)isgivenby
D[xi(t)]=
T2
T1
D1[xi(t)]dt,
whereD1[xi(t′)]istheunivariatedepthofthepointdefinedbythecurvexiint′respect
toothern−1pointsdefinedbythecurves{x1,...,xi−1,xi+1,...,xn},alsoevaluatedin
t′.ThedepthstudiedbyFraimanandMunizisausefultooltodefinerobustestimators
inthefunctionalcaseanditiseasilyadaptabletothemultivariateanalysisbyusinga
appropriatesummationinsteadoftheintegral.
Another notion offunctional depth was definedin Cuevas et al.[7]. Let
{x1(t),x2(t),...,xn(t)}beasetofncurves;accordingtothismethod,theh-modal
depthofthefunctionxi(t)isgivenbytheexpression:
hDn(xi,h)=
n
k=1
K(xi−xk)
h .
Wherehshouldbeinterpretedasabandwidth,Kisakernelfunctiondefinedonthe
realpositivenumbersand.isthenormL2.
ThesesameauthorsdefineinCuevasetal.[8],twomoremeasuresofdepthbasedon
someideasofCuesta-Albertosetal.[4],[5],whichcombinerandomprojectionsofthe
functionsindifferentdirectionswithabivariatedatadepththatisusedtoorderthe
correspondingresults. Moreprecisely,given{x1(t),...,xn(t)}andarandomdirection
a,thesampledepthofxiisdefinedastheunivariatedepthofthecorrespondingone-
dimensionalprojection. Whenthesampleismadeoffunctionaldata,thexibelongsto
theHilbertspaceL2[0,1]sothattheprojectionofadatumxisgivenbythestandard
innerproducta,x = 10a(t)x(t)dt.Itisclearthatthisdefinitionleadstoarandom
measureofdepth,asitisbasedontherankoftheprojectionsalongarandomdirection;
thismethodiscaledrandomprojection(RP). Thesecondideaistousethemethod
ofrandomprojectionssimultaneouslyforthefunctionsandtheirderivatives,thusin-
corporatingtheinformationonthefunctionsmoothnessprovided,whichisrelevantin
somepracticalapplications. Thesampleoffunctions{x1(t),...,xn(t)}isreducedto
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asampleinR2definedby(a,x1,a,x′1),...,(a,xn,a,x′n)whereaisarandomly
chosendirection.Now,dependingonthetreatmentofthisbi-dimensionalsample,there
areseveralalternativepossibilities.Therandomprojectionmethodcouldbeusedagain
forthebi-dimensionalprojections(a,x1,a,x′1),...,(a,xn,a,x′n).Thismethodis
denotedbyRP2.
Finaly,weconsiderthenotionoffunctionaldepthintroducedinL´opez-Pintadoand
Romo[38],whichisbasedonthegraphicrepresentationofthecurvesandthebands
thattheydetermineintheplane. Wepayspecialattentiontothismeasuredepthsince
oneofthecontributionsofthedissertationisbasedonthismeasure. Thisproposal
ofdepthfolowsagraph-basedapproachandalthoughitiswidelyexplainedinL´opez-
PintadoandRomo[38],forthereader’sconvenience,werepeatsomerelevantdefinitions
fromthere,thusmakingourexpositionself-contained.Letx1(t),...,xn(t)beasample
ofcurvesbelongingtoC(I). Thegraphofafunctionxisthesubsetoftheplane
G(x)={(t,x(t)),t∈I}.ThebandinR2definedbythecurvesxi1,...,xinis
B(xi1,xi2,...,xik)= (t,y):t∈I,minr=1,..,kxir(t)≤y≤ maxr=1,..,kxir(t) .
InFigure1.8weshowabandregionfortwoandthreecurves,L´opez-PintadoandRomo
[38].
Figure1.8:Thebanddefinedbytwocurvesx1,x2andathirdcurvex
belongingtotheband.Right:thebanddeterminedbythreecurvesx1,x2andx3.
TheproportionofbandsB(xi1,xi2,...,xij)givenbyjdifferentcurvesxi1,xi2,...,xij
containingthegraphofxis
S(jn(x)= nj
−1
1≤i1≤i2≤..ij≤n
I{G(x)⊂B(xi1,xi2,...,xij)},j≥2,
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Therefore,thebanddepthofxisgivenby
Sn,J(x)=
J
2
S(jn(x),j≥2.
L´opez-PintadoandRomo[38]alsohavegivenanothermoreflexibledefinition,caled
generalizedbanddepth.Banddepthdependsstronglyonthecurves’sshape,whereas
generalizedbanddepthismoreconvenientforirregularfunctions.Foranyfunctionx
inx1,x2,...,xnlet
Aj(x)=A(x;xi1,xi2,...,xij)= t∈I: minr=i1,..,ijxr(t)≤x(t)≤ maxr=i1,..,ijxr(t) ,j≥2,
bethesetofpointsintheintervalIwherethefunctionxisinsidethebandgivenby
theobservationsxi1,xi2,...,xij,then
GS(jn(x)= nj
−1
1≤i1≤i2≤..ij≤n
λr(A(x;xi1,xi2,...,xij)),j≥2,
isageneralizedversionofS(jn(x).IfλisLebesguemeasureinR,then
λr=λ(Aj(x))/λ(I)
wilbetheproportionoftimethatxisinsidetheband.Therefore,thegeneralizedband
depth(GBD)ofxisgivenby
GSn,J(x)=
J
j=2
GS(jn(x),j≥2. (1.3.1)
IfX1,X2,...,XnareindependentcopiesofthestochasticprocessX(t),thepopulation
versionofGS(jn(x)andGSn,J(x)aregivenby
GS(j(x)=Eλr(A(x;X1,X2,...,Xj)),j≥2. and
GSJ(x)=
J
j=2
GS(j(x)=
J
j=2
Eλr(A(x;X1,X2,...,Xj)),j≥2,respectively.
(1.3.2)
Notethatafunctionalmediancanbeseenasthatcurvefromthesamplethatmaximizes
(1.3.1).
mˆn,J=arg maxx∈{x1,x2,..,xn}GSn,J(x)
Withthisfunctionalmediandefinition,wethereforehaveatooltodeveloponeofthe
contributionsofthethesisthatreferstoarobustalternativetothecross-correlation
function.TheresultsaredetailedinChapter4.
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2.Down-uporderforfuntions
Recalthattheclassicorderbetweentwofunctions,x1(t),andx2(t)definedonthesame
intervalTisgivenbyx1≤x2≡x1(t)≤x2(t)foralt∈T. Thisdefinitioninduces
andown-uporderinsteadofacenter-outwardsorderinducedbyafunctionaldepth.
However,thismethodhasthedisadvantageofnotalowingthesampleoffunctionsto
besortedifanytwoofthemarecrossedinafinitenumberofpoints.Aflexibleversion
oftheclassicorder(point-to-point)forfunctionswhichisalsobasedonandown-up
orderwasintroducedin Mart´ın-Barraganetal.[40]wheretheconceptofepigraph
andhypographofafunctionisappliedtocharacterizesomeindexesthatareusefulfor
sortingcurvesinadown-updirection,evenwhenthecurvesarecrossed. Basicaly,it
statesthatx1issmalerthanx2if,andonlyif,theproportionoffunctionsunderthe
curveofx1issmalerthantheproportionoffunctionsunderthecurveofx2.Observe
thatifthecurvesdonotcross,thenthisorderwilbetheclassicorderbetweenthe
twofunctionsmentionedpreviously.However,therestilaresomesituationswherethis
flexibleversionofordercanalsofail,forinstance,wheninthesamplealthecurves
crosseachother.Analternativefordealingwiththesetypesofsituationsisintroduced
inL´opez-PintadoandRomo[39],throughtwoconceptscaledtheInferiorLengthand
theSuperiorLengthofacurvex,whicharerespectivelydefinedas
ILn(x)= 1nλ(I)
n
i=1
λ{t∈I:x(t)≥xi(t)},
SLn(x)= 1nλ(I)
n
i=1
λ{t∈I:x(t)≤xi(t)},
whereλstandsfortheLebesguemeasureonR.Thus,theinferior[superior]length
ILn(x),[SLn(x)]canbeinterpretedasthe“proportionoftime”thatthecurvexis
above[below]anyanothercurveofthesample.
Wewanttohighlightthattheorderforfunctionsinducedbythepreviousexpression
alowsrangestobeassignedeachofthecurvesofthesample,anditspopulationversion
wilbeusefulforassigningthegradeofastochasticprocess. Thus,bothILn(x)and
SLn(x)wilalowustogiveoneofmaincontributionofthisthesis,developedinChapter
3,whichreferstotheextensionoftheSpearmancoefficientforfunctions.
Finaly,wenotethatfordevelopingthefunctionalversionofKendal’staustudiedin
Chapter2,wehaveconsideredtwoordersforfunctionsthathavenotbeenusedso
far.Theseorderswilsortthecurvesbyareaunderthegraphofthefunctionandthe
maximumvalueofthefunction,bothordersonthefulintervalwherethegroupofthe
functionsaredefined.Thatis:
x1(t)≺x2(t)≡ T[x2(t)−x1(t)]dt≥0, orderoftheintegral.maxt∈Tx1(t)≤maxt∈Tx2(t), orderofmaximun.
24
Introductionandbackground
ThedetailsandsomepropertiesoftheseorderswilbedevelopedinChapter2.
Afterintroducingalmostalofthetoolsandbasicconceptsthatwilbeused,forper-
formingthemaincontributionsofthiswork,inthenextsectionwewilpresentthe
structureandoutlineofthisdissertation.
1.4 Structureofthedissertation
Thisthesiscontainsfivechapters. ThecurrentChapter1presentsabriefhistoricalreview
ofthedevelopmentofdependencemeasuresthroughtime,andsomeclassicdependencemea-
suresforbivariatedatashowingtheirprincipalcharacteristicsandproperties. Wealsostudy
somemeasuresthathavealreadybeenanalyzedinthefunctionalcontextandwithwhichwe
compareourresults.Finaly,wepresentsomeorderinginthemultivariatecontextaswelas
infunctionalsettingtodefineanorderamongcurvesthatperformswelforourgoals.
ThecontributionsofthisdissertationaredevelopedinChapters2,3and4.Inthefirst
partofChapter2,thefunctionalτisdefinedusingtwofunctionalpre-orderstosortthe
observationsandextendtheconceptofconcordanceforbivariaterandomvariablestothe
functionalsetting.InSection2.3,themainproperties,aswelastheasymptoticresults,are
discussed.AsimulationstudyandsensitivityanalysisaregiveninSection2.4.Inthesecond
partofthischapter,wepresenttwoexampleswithrealdata. Thefirstdatasetconsistsof
thepricesoftheassetsincompaniesbelongingtotheIBEX35. Thefunctionalτinforms
aboutcompanieshavingsimilarbehaviorovertime. Theseconddatasetcorrespondstoa
microarraytimeseries,fromahumanT-celexperimentwith58genes,10timepointsand44
replications. Weobtainthefunctionalτforeachpairofgenesandconstructagenenetwork.
Finaly,wepresentarobustempiricalstudyandoutlinethemainconclusionsofthischapter
inSection2.8.
InChapter3,firstlywerecalsomeconceptsaboutSpearman’scoefficientforbivariate
samplesnecessarytounderstandtheextensiontothefunctionalcontext. Weintroducethe
notionofgradeforfunctionsthatitisusefultodevelopthetheoreticalbackgroundnecessary
toproperlydefinetheSpearmancoefficient.Then,wegoontodiscussthemainproperties,
aswelastheasymptoticresults. Asimulationstudyandarobustnessanalysisarecarried
outinSection3.5,whileSection3.6providesourindependencetestandasimulationstudy.
SeveralexampleswithrealdataareshowninSection3.7.Finaly,themainconclusionsof
thischapterarelisted.
InChapter4,wedevelopamorerobustalternativemeasureofdependencethanthecross-
correlationfunctionstudiedinRamsayandSilverman[45].Inthefirstsections,weconsider
theprincipalaspectsthatwewiltakeintoaccountforthedefinitionofourcoefficient,and
presentthedefinitionsofMADandcomedianforfunctionaldata.Thenewcoefficient,caled
thecorrelationmedianforfunctions,anditspropertiesaredefinedinSection4.4.Asimulation
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studyiscarriedoutinSection4.5,wherewealsopresentasensitivitystudyofthecoefficient.
Weanalyzetherobustnessofthecoefficientandofferseveralexampleswithrealdatashowing
howthecorrelationmedianforfunctionsworks.Finaly,wesummarizethemainconclusions
ofthischapter.
InChapter5,wepresentsomegeneralconclusionsandsummarizethemaincontributions
ofthethesis.
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AKendalcorrelationcoefficientforfunctionaldependence
2.1 Introduction
Afterintroducingthepreliminariesconcepts,notationandreferencesinthetopicofthethesis,
wedevelopourproposalandmakeourcontributiontotheliterature,providingcoefficients
thatcapturerelationsbetweenfunctionalrandomvariables.
Inthischapter,weextendaKendalτcorrelationcoefficient[30]tothefunctionalframe-
work.Kendal’sτalowsustomeasuredependenceinthebivariatecasethroughthedefinition
ofconcordance,whichisbasedontheideaoforder.Sincethereisnottotalorderamongfunc-
tions,wewilusepreordersthatalowustosortthefunctionalobservationsandcountthe
concordantanddiscordantpairsofabivariatesampleofcurves.Onceapreorderisintroduced,
thefunctionalτcoefficientcanbedefinedinawaysimilartothebivariateτcoefficient. We
wilshowthatitfulfilsnaturalpropertiesforadependencemeasureandwewilalsoestablish
theconsistencyofthesampleversion.Finaly,wewililustratewithsimulatedandrealdata
theperformanceofthisnewdependencemeasureaswelasitsrobustness,whichisaprincipal
characteristicoftheKendalτinitsbivariateversion.
Wewilanalyzetwodatasets. Thefirstonecorrespondsto33companiesbelongingto
theIBEX35andwecalculatethefunctionalτforalpossiblepairsofthecompanies. This
coefficientinformsaboutcompanieshavingsimilarbehaviorovertime.Infinance,assetswith
similardependencebehaviorinthesameportfolioincreasetheportfolio’srisk. Therefore,
ourcoefficientalowsustoclassifytheassetstobuildportfolioswithdifferentbehavior.The
seconddatasetcorrespondstoamicroarraytimeseries,fromahumanT-celexperiment
with58genes,10timepointsand44replications. Weobtainthefunctionalτforeachpair
ofgenesandconstructthepartialcorrelationmatrixtocomparethegenenetworkresulting
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fromfunctionalτwiththosefromdynamicalcorrelation.
Thischapterisorganizedasfolows.InSection2.2,thefunctionalτisdefinedextending
theconceptofconcordanceforbivariaterandomvariables.Section2.3isdevotedtoproving
somepropertiesofthiscorrelationcoefficientandtostudyingconvergenceresults.Asimula-
tionstudyandsensitivityanalysisaregiveninSection2.4.InSection2.5weanalyzewith
ourmethodologythepricesoftheassetsincompaniesbelongingtotheIBEX35.Section2.6
containsastudyofdependencebetweengenesusingthegenesdataset.InSection2.7,we
presentarobustnessempiricalstudy.Finaly,insection2.8,weoutlinethemainconclusions
ofthischapter.
2.2 FunctionalKendalcorrelationcoefficient
Kendal[30]introducedacorrelationcoefficientbasedontheranksoftheobservations.It
makesuseoftheideaofconcordance.Tworandomvariablesareconcordantiflarge(smal)
valuesofonearerelatedtolarge(smal)valuesoftheother. Whenlarge(smal)valuesofone
arerelatedtosmal(large)valuesoftheother,therandomvariablesarediscordant. More
formaly,let(x1,y1)and(x2,y2)betwoobservationsofarandomvector(X,Y). Wesaythat
(x1,y1)and(x2,y2)areconcordantif(x1−x2)(y1−y2)>0anddiscordantif(x1−x2)(y1−y2)<
0.Thismeansthattheyareconcordantifeitherx1<x2andy1<y2orx2<x1andy2<y1;
inothercaseswithstrictinequality,theobservationsarediscordant. Kendal’scorrelation
coefficientisdefinedasthedifferencebetweentheprobabilitiesofconcordanceanddiscordance
intwodifferentrealizations(X1,Y1),(X2,Y2)of(X,Y),
τ=P{(X1−X2)(Y1−Y2)>0}−P{(X1−X2)(Y1−Y2)<0}.
Theaboveexpressioncanbealsowrittenas
τ=2[P{X1<X2,Y1<Y2}+P{X2<X1,Y2<Y1}]−1. (2.2.1)
If(x1,y1),(x2,y2)...(xn,yn)isasamplefrom(X,Y),thesamplecoefficientis
τ= Sn
2
,
whereS=cp−dpisthedifferencebetweenthenumberofconcordantpairs(cp)andthe
numberofdiscordantpairs(dp).
Theaimofthischapteristopresentafunctionalversionofthiscorrelationcoefficient.For
thispurpose,wefolowthesameconstructionasthatusedfortheclassicKendalcoefficient.
LetfandgbelongtothespaceC(I)ofrealcontinuousfunctionsonthecompactintervalI.
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First,weneedtointroducerelationshipsalowingthecomparisonbetweencurves.Anatural
choiceistheusualorder,i.e.,f g⇔ f(t)≤g(t),foralt∈I.Itfulfilsthepartial
orderconditions;however,mostfunctionsarenotcomparablewiththisorder.Toavoidthis
difficulty,wewaivetheantisymmetryconditionandusepreordersinsteadoforders.
Definition2.2.1 LetfandgbeinC(I).Then,weconsidertwoalternatives.
f(t) mg(t)≡maxt∈If(t)≤maxt∈Ig(t). (2.2.2)
f(t) ig(t)≡
b
a
(g(t)−f(t))dt≥0. (2.2.3)
ItfolowseasilythatforconstantfunctionsdefinedinthesamecompactintervalI,both
preordersareequivalenttotheusualorderingontherealline.Givenanypreorderdefinition
amongfunctions,wemaydefinetheconcordanceconceptbetweenfunctions.
Definition2.2.2(FunctionalConcordance.) Let beapreorderbetweenfunctions,and
let≺addressthecasewithoutconsideringties. Twopairsoffunctions(f1,g1)and(f2,g2)
areconcordantifeitherf1≺f2andg1≺g2orf2≺f1andg2≺g1;intheothercase,they
arediscordant.
Definition2.2.2alowsustoextendKendal’scorrelationcoefficienttothefunctionalcase,
asdescribedinthenextDefinition.
Definition2.2.3 Let(x1,y1),...,(xn,yn)beabivariatesampleoffunctionsinthespace
C(I)ofrealcontinuousfunctionsonthecompactintervalI.Thenthefunctionalτis:
τ= n2
−1 n
i<j
2I(xi≺xj and yi≺yj) + 2I(xj≺xi and yj≺yi)−1.
(2.2.4)
If(X1,Y1),(X2,Y2)arecopiesofabivariatestochasticprocess{(X(t),Y(t)):t∈I},the
populationversionofthisdependencemeasureis
τ=2[P{X1≺X2,Y1≺Y2}+P{X2≺X1,Y2≺Y1}]−1. (2.2.5)
SomeoftheasymptoticalpropertiesofthetraditionalKendalτcoefficientarisefromthefact
thatitcanbeexpressedasaU-statistic.Toobtainanasymptoticalresultinthefunctional
fields,whichwilbestatedinTheorem2.3.2,weneedthedefinitionofUB-statisticswhich
areU-statisticstakingvaluesinaBanachspace. Wealsoneedsomeresultsofconvergence
forthiskindofstatistics.Theseconceptscanbedefinedasfolows:
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Definition2.2.4(UB-Statistics. Borovskikh[1],page5.) LetB bearealseparable
Banachspacewithanorm · andletB∗bethedualtospaceB.Denotebyx∗(x)the
valueoffunctionalx∗∈B∗atx∈B.LetX1,...,Xnbeindependentrandomvariablestaking
valuesinthemeasurablespace(X,X),whereXisaσ-algebra,andal withidenticaldistribu-
tionP.ConsideraBochnerintegrablesymmetricfunctionΦ:Xm→Bofmvariablesgiven
onXm andtakingvaluesinB.Then,aU-statisticis
Un= nm
−1
1≤i1<··<im≤n
Φ{(Xi1,...Xim)}. (2.2.6)
ItisclearthatUn∈B. Hence,theU-statistic(2.2.6)withaB-valueskernelΦiscaleda
UB-statistic.Inparticular,ifB=RitiscaledaUR-statisticandifB=H,whereHisa
realseparableHilbertspace,itiscaledaUH-statistic.
Thefolowingtheoremprovidesanasymptoticalresult,whichwilbeveryusefulinwhat
folows.
Theorem2.2.5(Borovskikh[1],page73.) AssumethattheB-valuekernelΦissuchthat
EΦ <∞.Then,
Un→θ a.s n→∞,
and
E|Un−θ| →0.
Now,consider(X1,Y1),...,(Xn,Yn)tobeindependentcopiesofthebivariatestochastic
process(X(t),Y(t))withidenticaldistributionPandwhoserealizationsorpathsarepairsof
functionsthattakevaluesinthemeasurablespace(C[a,b]×C[a,b],X).Then,thefunctional
τgiveninDefinition(2.2.3)canbeexpressedasaUB-statistic,
Un= n2
−1
1≤i1<i2≤n
Φ{(Xi1,Yi1),(Xi2,Yi2)}, (2.2.7)
whereΦ:C2[a,b]×C2[a,b]→ RisaBochnerintegrablesymmetricfunctionaccordingto
Definition1.3.11inSchwabikandGuoju[48]andgivenby
Φ[(xi,yi),(xj,yj)]=2I(xi≺xj,yi≺yj)+2I(xj≺xi,yj≺yi)−1,
whereIdenotestheindicatorfunction.
2.3 Propertiesoffunctionalτ
Weanalyzeinthissectionsomedesirablepropertiesof τasadependencemeasure.Scarsini
[47]proposedasetofpropertiesthataconcordancemeasurefororderedpairsofcontinuous
randomvariablesshouldfulfil.(SeeChapter1,Section1.1formoredetail). Thefolowing
propositiongivesthepropertiesofthefunctionalτ.Someofthemcomefromtheaxioms
proposedbyScarsini[47].OtherpropertiesofProposition2.3.1areanaturalextensionofthe
welknownpropertiesofthebivariateτitself(Kendal[30]).
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Proposition2.3.1Let(X(t),Y(t))beabivariatestochasticprocess.Then,
1.τ(X(t),Y(t))=τ(Y(t),X(t)).(Symmetry).
2.−1≤τ(X(t),Y(t))≤1.
3.τ(−X(t),Y(t))=−τ(X(t),Y(t)).
4.τ(X(t),g(X(t)))=1,foranymonotoneincreasingfunctiong.
5.τ(X(t),g(X(t)))=−1,foranymonotonedecreasingg.
6.IfX(t)andY(t)arestochasticalyindependent,thenτ(X(t),Y(t))=0.
7.Thecorrelationcoefficientfunctionalisinvariantunderstrictlyincreasingandcontin-
uoustransformationsofthefunctionalvariables,
τ[α(X(t)),β(Y(t))]=τ(X(t),Y(t)),
whereαandβarestrictlyincreasingfunctions.
Notethatτwiththepreorderofthemaximumverifies1,2,4,6and7,andτwiththeintegral
preorder1,2,3,6but4,5and7justforaffinetransformations.
ProofProposition2.3.1
Theproperties1and2areimmediatefromtheexpression(2.2.5)offunctionalτ.
Property3.
Proof.
Let(X1,Y1)(X2,Y2)beidenticalydistributedcopiesofabivariatestochasticprocess
(X(t),Y(t)),andlet ibethepreorderfromequation(2.2.3).
DenoteXi= baXi(t)dtandYi= baYi(t)dt.
τ2(−X(t),Y(t))=2[P(−X1≺−X2,Y1≺Y2)+P(−X2≺−X1,Y2≺Y1)]−1
=2[P(−X1<−X2,Y1<Y2)+P(−X2<−X1,Y2<Y1)]−1
=2[P(X2<X1,Y1<Y2)+P(X1<X2,Y2<Y1)]−1
=2[1−{P(X1<X2,Y1<Y2)+P(X2<X1,Y2<Y1)}]−1
=−{2[P(X1<X2,Y1<Y2)+P(X2<X1,Y2<Y1)]−1}
=−{2[P(X1≺X2,Y1≺Y2)+P(X2≺X1,Y2≺Y1)]−1}.
=−τ2(X(t),Y(t)).
Property4.
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Proof.
Let m bethepreorderfromequation(2.2.2)andletgbeamonotoneincreasingfunction.
Then,
τ1(X(t),g(X(t)))=2[P{maxt∈[a,b]X1(t)<maxt∈[a,b]X2(t)},{maxt∈[a,b]g(X1(t))<maxt∈[a,b]g(X2(t))}]
+2[P{maxt∈[a,b]X2(t)<maxt∈[a,b]X1(t)},{maxt∈[a,b]g(X2(t))<maxt∈[a,b]g(X1(t))}]−1.
Sincegisamonotoneincreasingfunction,
τ1(X(t),g(X(t)))=2[P{maxt∈[a,b]X1(t)<maxt∈[a,b]X2(t)},{maxt∈[a,b]X1(t)<maxt∈[a,b]X2(t)}]
+2[P{maxt∈[a,b]X2(t)<maxt∈[a,b]X1(t)},{maxt∈[a,b]X2(t)<maxt∈[a,b]X1(t)}]−1
=1.
Thefunctionalpreorder ifromequation(2.2.3)ingeneral,isnotinvarianttoincreasing
transformations.Forexample:Letf(t)=t+1andg(t)=2tbecontinuousfunctionsinthe
compactinterval[0,32].Theng(t)≺f(t)since
3
2
0
g(t)dt=2.25 and
3
2
0
f(t)dt=2.625.
Now,letα(t)=exp(t)beanincreasingfunction,thenα(f(t))=exp(t+1)andα(g(t))=
exp(2t)
3
2
0
exp(t+1)dt=9.454 and
3
2
0
exp(2t)dt=9.54then,
g(t)≺if(t) butα(f(t))≺iα(g(t)).
Thus,theorderingisnotpreserved. However,forincreasingaffinetransformationsthepre-
orderisinvariant.Supposethatα(t)=ct+dbeingc>0and
fi(t)≺ifj(t)⇔
b
a
fi(t)dt<
b
a
fj(t)dt
→
b
a
cfi(t)dt<
b
a
cfj(t)dt→
b
a
cfi(t)dt+d(b−a)<
b
a
cfj(t)dt+d(b−a)
→
b
a
(cfi(t)+d)dt<
b
a
(cfj(t)+d)dt→
b
a
α(fi(t))dt<
b
a
α(fj(t))dt.
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Property6.
Proof.
Let(X1,Y1)and(X2,Y2)beidenticalydistributedcopiesofabivariatestochasticprocess
(X(t),Y(t)),X(t)andY(t)independentstochasticprocessesand
τ=2[P(X1≺X2,Y1≺Y2) +P(X2≺X1,Y2≺Y1)]−1.
Then,
τ1=2[P(X1≺X2)×P(Y1≺Y2)]+2[P(X2≺X1)×P(Y2≺Y1)]−1
=2[P(maxt∈[a,b]X1(t)<maxt∈[a,b]X2(t))×P(maxt∈[a,b]Y1(t)<maxt∈[a,b]Y2(t))]
+2[P(maxt∈[a,b]X2(t)<maxt∈[a,b]X1(t))×P(maxt∈[a,b]Y2(t)<maxt∈[a,b]Y1(t))]−1.
Also
P(maxt∈[a,b]X1(t)>maxt∈[a,b]X2(t))=1−P(maxt∈[a,b]X1(t)<maxt∈[a,b]X2(t)),
P(maxt∈[a,b]Y1(t)>maxt∈[a,b]Y2(t))=1−P(maxt∈[a,b]Y1(t)<maxt∈[a,b]Y2(t))
and P(maxt∈[a,b]X1(t)<maxt∈[a,b]X2(t))=P(maxt∈[a,b]Y1(t)<maxt∈[a,b]Y2(t))=
1
2
τ1=2[12×
1
2]+2[(1−
1
2)×(1−
1
2)]−1=0.
Analogouslyforthepreorder i,fromequation(2.2.3).
τ2=2[P(X1≺X2)×P(Y1≺Y2)]+2[P(X2≺X1)×P(Y2≺Y1)]−1
=2 P
b
a
X1(t)dt<
b
a
X2(t)dt ×P
b
a
Y1(t)dt<
b
a
Y2(t)dt
+2 P
b
a
X2(t)dt<
b
a
X1(t)dt ×P
b
a
Y2(t)dt<
b
a
Y2(t)dt −1.
Finaly,
P
b
a
X1(t)dt>
b
a
X2(t)dt =1−P
b
a
X1(t)dt<
b
a
X2(t)dt ,
P
b
a
Y1(t)dt>
b
a
Y2(t)dt =1−P
b
a
Y1(t)dt<
b
a
Y2(t)dt
and P
b
a
X1(t)dt<
b
a
X2(t)dt =P
b
a
Y1(t)dt<
b
a
Y2(t)dt =12
τ2=2[12×
1
2]+2[(1−
1
2)×(1−
1
2)]−1=0.
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Property7.
Proof.
Letαandβbestrictlyincreasingandcontinuousfunctions.Forthefunctionalpreorder m
fromequation(2.2.2),wehave:
maxt∈Iα(xi(t))=α(maxt∈I(xi(t))) and maxt∈Iα(xj(t))=α(maxt∈I(xj(t)))
→maxt∈Iα(xi(t)) maxt∈Iα(xj(t))→α(xi(t)) α(xj(t)).
ThesameideacanbeusedforβandY(t).AccordingtoDefinition2.2.2thenumberof
concordantpairsisthesame,therefore
τ[α(X(t)),β(Y(t))]=τ[X(t),Y(t)].
Theconsistencyoffunctionalτisestablishedinthenexttheorem.
Theorem2.3.2 Let(x1,y1),...,(xn,yn)beasampleofindependentandidenticalfunctional
observationsfrom(X(t),Y(t)).Then,
τn→τ a.s. as n→∞,
forthetwopreordersconsideredinDefinition2.2.1.
Proof.
Itiseasytocheckthatthefunction
Φ[(xi,yi),(xj,yj)]=2I(xi≺xj,yi≺yj)+2I(xj≺xi,yj≺yi)−1.
belongstotheinterval[−1,3]. Then,thefunctionalτ,givenin Definition(2.2.3)and
expressedastheUB-statistic(2.2.7),hasassociatedakernelΦsuchthatEΦ isfinite.
Therefore,fromTheorem2.2.5, wehavethat,ifΦissuchthatEΦ < ∞,thenthe
UB-statisticwilconvergealmostsurelytotheparameterτ.
ObservethatTheorem2.3.2isvalidingeneralforanywel-definedpreorder( ).
Toilustratehowthefunctionalτworksinsimulatedfunctionalsampleswithdifferent
kindsofdependence,weprovidesomeexamples.Fromnowon,τ1,τ2denotethefunctional
τwhenthe maximumandintegralpreordersareconsidered,respectively. Considerfive
jointrealizationsoftheprocessesX(t)=t2+Z1andY(t)=−(t+Z2)2−8t+Z2,where
(Z1,Z2)folowsabivariatestandardnormaldistributionwithcorrelationσ12representing
therandompartoftheprocesses.Eachpairofcurvesisrepresentedbythesamecolor.The
bivariatefunctionalsampleshowninFigure2.1wasgeneratedwithahighpositivevalueof
σ12closeto1.Inthisfirstcase,theorderingforthemaximumpreorderinthefirstgroupis
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(red>cyan>green>blue>magenta),andforthesecondgroupitis(cyan>green>
red>blue>magenta).Inbothpanels,thecyanandgreencurvesareinthesamerelative
positionwithrespecttotheothercurves.Theblueandmagentacurvesarealsointhesame
positioninbothgroups.Inthiscaseτ1=0.6.Fortheorderingtotheintegralpreorder,in
thefirstgroupare(red>cyan>green>blue>magenta),andforthesecondgroupitis
(green>cyan>red>blue>magenta).Inbothpanels,blueandmagentacurvesareinthe
samepositioninthetwogroups. Atthesametimetheremainderofthecurvesarealmost
completelyorderedintheoppositeway.Thereforeτ2=0.4,whosevalueissmalerthanforτ1.
Ontheotherhand,Figure2.2showsfivepairsgeneratedfromprocessesX(t)=(t+Z1)2
andY(t)=(t+Z2)3withσ12closeto−1. Thecurvesarealmostcompletelyorderedin
theoppositewaybetweengroups,exceptfortheblueandblackcurves,whichyieldsastrong
negativedependence.Inthiscase,ourfunctionalsτ1andτ2takethevalueof−0.8.
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Figure2.1:τ1=0.6 τ2=0.4.
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Figure2.2:τ1=−0.8 τ2=−0.8.
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2.4 Empiricalresultsandcomparisons
InthisSection,weilustratetheperformanceofthefunctionalτintroducedinthiswork,as
welasitsbehaviorwithrespecttootherdependencemeasuresintroducedintheliterature.
Specificaly,wearegoingtocompareτwithdynamicalcorrelationandcanonicalcorrelation.
Recalthatthedynamicalcorrelationisameasureofsimilaritybetweentwogroupsofcurves,
whichiscalculatedthroughtheestimator,
ρd= 1n−1
n
i=1
xsi(t),ysi(t).
Andthecanonicalcorrelationseekstoinvestigatewhichmodesofvariabilityinthetwosetsof
curvesaremostassociatedwithoneanother,thisis,thesamplesquaredcorrelationof εxi
and ηyi,i.e.,
ccorsq(ε,η)={cov(εxi,ηyi)}
2
(var εxi)(var ηyi).
ThesetwomeasureswereintroducedinChapter1,Section1.2formoredetails.
Throughasimulationexercise,weshowthebehaviorofthemeasureintroducedinthis
chapterandthosechosentocompareit.Thedataaresimulatedinthefolowingway.Consider
thebivariatestochasticprocess(X(t),Y(t))=[f1(t,Z1),f2(t,Z2)]where(Z1,Z2),represents
therandompartoftheprocess,abivariatestandardnormaldistributionwithcorrelationσ12.
Weconsideradifferentstructureforthefunctions fi,i=1,2aswelasdifferentvaluesfor
σ12.Ineachcase,50realizationsoftheprocess(X(t),Y(t))aregeneratedwherethepaths
arediscretizedtakingd=50pointsovertheinterval[0,1]andcalculatingthemeasuresof
dependencepreviouslymentioned. Thisprocedureiscarriedout100timesandtheresults
reportedrefertotheaverageanddeviationoverthe100setups.
Asonecansee,wecalculatethedependencecoefficientwhenthecurvesarediscretizedin
afinitenumberofpoints.Therefore,itisnecessarytodefineafinitedimensionalversionfor
thepreordersgiveninDefinition(2.2.1).Considert1,t2,...,tdtobethevaluesoftinwhich
thefunctionalsamplex1,x2,...,xnisobserved.Then,
x1(t) mx2(t)⇔max(x1(t1),...,x1(td))≤max(x2(t1),...,x2(td)).
x1(t) ix2(t)⇔ td−t12d [x1(t1)+x1(td)+2 n−1i=2x1(ti)]≤ td−t12d [x2(t1)+x2(td)+
2 n−1i=2x2(ti)].
Thelastexpressioncorrespondstothecompositetrapezoidalruleofnumericalintegration,
whichwehaveusedforcalculatingthevaluesoftheintegrals.
Table2.1presentstheaverageofthemeasuresτ1andτ2aswelasρcandρd,which
denotethecanonicalcorrelationanddynamicalcorrelation,respectively.Thevalueinbrackets
reportsthestandarddeviationofthemeasuresconsidered. Wealsoinclude,ineachcase,the
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valueofthecorrelationσ12. Wecanseethatthecoefficientsτ1andτ2insomecasestake
differentvaluesbetweenthem,whichisaconsequenceofthepreordersnotsortingthedatain
thesameway.Inthecaseofprocessesinwhichoneofthemisanincreasingtransformationof
theother,bothcoefficientstakevalue1,whichconfirmstheperfectdependencebetweenthe
processesconsidered.However,thisfactdoesnotoccurinthemeasuresusedforcomparison,
seeforexamplerows3and4inTable2.1.Indeedthevalueofρdinrow4doesnotreflect
thetruedependencebetweenthoseprocesses,whichispositiveandperfect. Observethata
similarconclusioncanbedrawnwhenthedependenceisperfectbutnegativeasmaybeseen
inrow5.There,onlyourcoefficientswereabletocapturethenegativeperfectdependence.
Notealsothatintheindependentcase(row11),ourcoefficientsreflectthisfactbetterthan
theothermeasures.Finaly,thestandarddeviationofτ2inmostcasesisthesmalestamong
theothermeasures.
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Tables2.1:Dependencemeasuresinsimulateddata
X(t)=f1(t,Z1) Y(t)=f2(t,Z2) σ12 τ¯1 τ¯2 ρ¯c ρ¯d
1 (t+Z1)3+(t+Z1)2+3(t+Z1) (t+Z2)2+ 78(t+Z2)−10 0.8 0.4861 0.4874 0.7448 0.7098(0.0657) (0.0711) (0.0898) (0.1139)
2 sin(t+Z1) cos(t+Z2) −0.7 0.3084 0.2774 0.5367 0.3605(0.0923) (0.0835) (0.1004) (0.11)
3 (t+Z1)2 (t+Z1)4 1 1 1 0.9566 0.922(0) (0) (0.0118) (0.0125)
4 (t+Z1)2+7(t+Z1)+2 ((t+Z2)2+7(t+Z2)+2)3 1 1 1 0.9989 0.7779(0) (0) (0) (0.0347)
5 (t+Z1)2+7(t+Z1)+2 1−((t+Z2)2+7(t+Z2)+2)3 1 −1 −1 0.999 −0.78(0) (0) (0.0009) (0.0275)
6 exp(t+Z1) (t+Z2)3+(t+Z2)2+3(t+Z2) 0.6 0.4047 0.4138 0.5098 0.5682(0.0811) (0.0751) (0.1431) (0.1301)
7 exp(t+Z1)2 cos(t+Z2) −0.8 0.3097 0.2982 0.3101 0.0408(0.0922) (0.1035) (0.07) (0.1458)
8 sin(t+Z1) (t+Z2)2 0.4 0.1080 0.1059 0.3382 0.1647(0.1035) (0.1021) (0.1132) (0.0916)
9 (t+Z1)2+9(t+Z1)−5 cos(3t+Z2) 1 −0.7198 −0.9476 0.9334 −0.7244(0.0853) (0.0358) (0.0458) (0.0562)
10 exp(t2+Z1) (t+Z2)2−8t+Z2 0.9 0.3621 0.5991 0.8544 0.4620(0.1078) (0.0706) (0.0485) (0.1215)
11 exp(t+Z1) sin(t+Z2) 0 −0.0076 0.0087 0.1438 0.0560(0.1004) (0.0883) (0.0861) (0.1275)
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Wecanseethatthecanonicalcorrelation ρcisalwayspositive,which meansthatit
doesnotcapturethedirectionofthedependence. Thisisbecauseitseeksvariabilityin
thetwosetsofcurvesthatmaximizethesamplecorrelationbetweenthepairsofcanonical
variates.Dynamicalcorrelationρdjustreflectsthemeanofindividualsimilaritiesratherthan
consideringthesetofcurvesasawhole. Thismakesthedynamicalcorrelationtocapture
changesonlyatanindividualperformancelevel,whileKendal’scoefficientdetectschanges
atamoregenerallevel,whichisoneoftheadvantagesofthiscoefficient.
Thus,thefunctionalτisappropriatetoindicatehowrelatedtwofunctionalvariablesare,
regardlessoftheshapeoftheirrealizations. Thiscoefficientmeasuresthejointtendencyof
thevariablestohaveincreasingordecreasingbehavior.
Aswecansee,τdependsonthesamplesizenandonthenumberofpointstodiscretize
thefunctionsd.Inordertoassessthestabilityofthefunctionalτ,withrespectto(n,d)we
performtwosensitivityanalysis,usingthefolowingtwopairsofstochasticprocesses.
Model1: X(t)=exp(t+Z1),andY(t)=(t+Z2)3+(t+Z2)2+3(t+Z2)withσ12=0.6.
Model2: X(t)=sin(t+Z1)andY(t)=cos(t+Z2)withσ12=−0.7.
Thefirstanalysisiswithrespecttothesamplesizen. Inthiscase,we moven=
25,50,100,150and1000withoutchangingthenumberofpointstodiscretizethefunctions,
whichissetasd=50.Thisprocedureisrepeated100timesandwereportedtheiraverage.
Table2.2showsthatthechangesinτ¯1,¯τ2arenegligibleandquitestablewithrespecttothe
samplesize.
Now,thesameschemeismadeford,thenumberofpointsinthediscretization. Fix
n=50,andmoved=25,50,100,150and1000points. Table2.3ilustratesthesensitivity
withrespecttod.Itisnoteworthythatthecoefficientspresentgoodstabilitywithrespect
tothenumberofpointstakentodiscretizethefunctions. Wealsocarryoutthesensitivity
analysisforothermodels,butwedonotreporttheminthischapter,sinceweobtainthesame
conclusionsasbefore.
Itisremarkablethatthisstudyofsimulationwerealsomadewithsmootheddatausing
B-splinewith13basisfunctionsandasmoothingparameterλ=0.01inthecalculationof
τ1,2andtheresultshavemanysimilaritieswiththosereportedinthissection.
2.5 Ibexdata
Thefirstrealdatasetthatweuseinthisworkcorrespondsto33companiesbelongingto
theIBEX35.Foreachcompanywehavetakenasetof108functionalobservations,eachone
ofthemrepresentingoneday(108days)inwhichthepriceoftheassethasbeenmeasured
every5minutesfrom9:05until17:40(104measurements). Table2.4showsthefunctional
39
Chapter2
Tables2.2:Sensitivitytosamplesize
samplesize Model1 Model1 Model2 Model2
τ¯1 τ¯2 τ¯1 τ¯2
25 0.4035 0.4017 0.2809 0.3014
(0.1285) (0.1129) (0.1475) (0.1429)
50 0.4044 0.4190 0.3084 0.2774
(0.0719) (0.0724) (0.0923) (0.0835)
100 0.4130 0.4047 0.2882 0.2945
(0.0575) (0.0495) (0.0600) (0.0636)
150 0.4093 0.4094 0.2999 0.2880
(0.0394) (0.0485) (0.0517) (0.0489)
1000 0.4077 0.4096 0.2903 0.2945
(0.0162) (0.0185) (0.0219) (0.0196)
Tables2.3:Sensitivitytothenumberofpointsinthediscretization
numberofpoints Model1 Model1 Model2 Model2
τ¯1 τ¯2 τ¯1 τ¯2
25 0.3992 0.4168 0.2979 0.2897
50 0.4044 0.4190 0.3084 0.2774
100 0.4054 0.4135 0.2846 0.2802
150 0.4153 0.4065 0.2912 0.2801
1000 0.4089 0.4128 0.2845 0.2989
τcoefficients,canonicalcorrelationanddynamicalcorrelationforsomepairsofassets.Data
weresmoothedusingcubicB-splinewith13basisfunctionsandasmoothingparameterλ=
0.01;recalthatλisespecialyusedtocalculatethecanonicalcorrelation. Asonecansee,
somecompaniespresenthighdependence,whichcanbeinterpretedassimilarbehaviorof
theirpricesinthecourseoftime.Othercompanieshavelowdependence,wherebytheprices
fluctuatedifferently. Thisinformationgivenbycorrelationcoefficientsalowsustopropose
analternativefororganizingaportfolioofassets,whichpresentslowrisktotheinvestor.To
carryoutthismethodologywewilfocusonthecorrelationcoefficientτ2andwilusethe
IBEXDATA.
Weconstructamatrix Cofsize33×33,whoseinputsareτ2,insuchawaythateach
columncontainsthevaluesofthecoefficientτ2foracompanywiththeothercompanies.In
ordertocomparethecolumnsofthematrix,thefirstcomponentineachcolumnwilbethe
correlationofthecompanyitself,i.e,thefirstrowofthematrixwiltakethevalue1. To
classifythecompaniesintogroupsdependingonτ2,weperformedaclusteranalysisusing
thenearestneighbortechniquewithfivegroups.Asresultsweobtainfiveclustersorgroups
wherethecompaniesarethathavesimilarbehaviorintermsofthecoefficientfunctionalτ2.
Figures2.3to2.7showthe5groups.Ineachoneofthegroups,weplotthepathsdetermined
bythemostsimilarcolumnsofmatrixC.
40
AKendalcorrelationcoefficientforfunctionaldependence
Tables2.4:Ibexdata
company1 company2 τ1 τ2 ρc ρd
Antena3T.V. Abertis −0.3128 −0.3058 0.4464 −0.4338
A.C.S. Acerinox −0.2606 −0.2511 0.3874 −0.3664
Altadis Acciona 0.3860 0.3918 0.4926 0.4396
B.B.V.A. Bankinter 0.4363 0.4635 0.6759 0.6662
Cintra Endesa −0.1870 −0.1823 0.0808 −0.0522
Enagas F.C.C. −0.2464 −0.2464 0.4142 −0.39
Ferrovial Gamesa −0.0702 −0.0562 0.3158 −0.2056
Gas Natural Iberdrola 0.3478 0.3511 0.4261 0.4238
Iberia Indra A −0.0187 0.0177 0.0668 −0.0382
Inditex Mapfre −0.1512 −0.1291 0.3071 −0.2927
Metrovacesa Popular −0.3053 −0.3406 0.4619 −0.4494
NH Hoteles R.E.E. −0.1193 −0.1125 0.3313 −0.3179
Repsol Y.P.F. Sabadell 0.4846 0.4872 0.7633 0.7614
Santander Sogecable 0.1199 0.1131 0.1845 0.1511
Sacyr Valle Telef´onica −0.2767 −0.2687 0.3669 −0.3553
A.G.S.Barcelona Telecinco −0.1431 −0.1142 0.2172 −0.2037
Uni´onFenosa Antena3T.V. −0.4489 −0.4502 0.7756 −0.7697
Antena3T.V. Altadis −0.6249 −0.6690 0.7807 −0.7745
Antena3T.V. F.C.C. 0.5670 0.5827 0.7718 0.7641
Antena3T.V. Popular 0.6663 0.6677 0.8307 0.8354
Antena3T.V. Telef´onica −0.6967 -0.7011 0.8655 −0.8628
Antena3T.V. Telecinco 0.5892 0.5916 0.8032 0.7983
Abertis Acciona 0.6296 0.6126 0.8264 0.8179
Abertis Enagas 0.5686 0.5586 0.7699 0.7618
Abertis Inditex 0.5953 0.5994 0.8232 0.8107
Abertis R.E.E. 0.6147 0.6052 0.8125 0.800
Abertis A.G.S.Barcelona 0.6969 0.7068 0.9041 0.8934
A.C.S. Sacyr Valle 0.7132 0.7268 0.8969 0.8870
Acciona Endesa −0.6592 −0.6694 0.8243 −0.8130
Acciona Iberdrola 0.7550 0.7615 0.8953 0.8908
Acciona Santander 0.7587 0.7720 0.9273 0.9154
Acciona Uni´onFenosa 0.7587 0.7581 0.8861 0.8766
Bankinter Sabadell 0.7941 0.8033 0.9511 0.9482
F.C.C. Popular 0.6262 0.6310 0.8439 0.8375
Iberdrola Uni´onFenosa 0.8229 0.8195 0.9681 0.9655
Mapfre NH Hoteles 0.6945 0.7125 0.9065 0.9008
NH Hoteles Repsol Y.P.F. 0.7221 0.7377 0.9021 0.8982
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Figure2.3:Firstgroupofcompanies.
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Figure2.4:Secondgroupofcompanies.
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Figure2.5:Thirdgroupofcompanies.
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Figure2.6:Fourthgroupofcompanies.
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Figure2.7:Fifthgroupofcompanies.
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Figure2.8:Averageofeachgroup.
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Figure2.8showstheaveragecorrelationvectorsforeachgroup.Thefactthatthecurves
aresodifferentcouldindicatethateachgrouphasadifferentdependencestructure. The
aboveprocedureprovidesagoodalternativefororganizingaportfolio. Assetsofdifferent
groupshavedifferentbehavior,whichcanbeausefultooltoavoidcomposingaportfoliowith
paralelassets,sinceitiswelknownthataportfoliowithparalelassetshasaveryhighrisk.
Thefunctionalcoefficienthastheadvantageoftakingintoaccountthetemporalpartof
thedata,i.e.,theevolutionoftheassetovertimethatinthiscaseiseveryfiveminutes.
Therefore,thisoptionworkswithmoreinformationfortheasset. Thisismoremeaningful
andrealisticthanconsideringjustthedependencebetweenthedataattheendoftheday,as
itismadewhenthedependenceismeasuredbytheusualcovariancematrix.
2.6 Genedata
Existingrelationsamonggenescontainbroadinformationonthestructureandfunctioning
oflivingbeings.Therefore,theinteractionbetweengenesalowsustounderstandmanylife
phenomena.Theseinteractionsgiverisetotheconstructionofgeneticnetworks.Bystudying
thestructuralpropertiesofsuchnetworks,muchmoreinformationmaybeextractedinorder
tounderstandthecomplexfunctioningoflivingorganisms. Differentstatisticalmethodolo-
gieshavebeenusedtoestimategeneticnetworks,suchasgraphicalmodelswhichrepresent
stochasticconditionaldependencebetweentheinvestigatedvariables. GraphicalGaussian
modelsandtheBayesiannetworkareexamplesofsimplegraphicalmodels(see,e.g. Whit-
taker[53])buttheirdrawbackisthatthesemethodsarebasedontheassumptionofidenticaly
andindependentlydistributedvariables.Opgen-RheinandStrimmer[42]studiedthegraph-
icalGaussianmodelsfromtheperspectiveoffunctionaldata,wherethesetwoassumptions
arenotnecessary.
Opgen-RheinandStrimmer[42]consideredthegeneexpressionasafunctionalobservation,
ratherthandescribingtheindividualtimepointsseparately.Theybuiltthenetworksinthe
folowingway:thenetworknodesarethegenesandthecorrelationsaretheconnectivity
strengthsassignedtotheedgesofthenetwork.Theyusethedynamicalcorrelationintroduced
inChapter1.However,theydonotusethedynamicalcorrelationitselfbecauseitrepresents
onlymarginaldependencies,besidesincludingindirectinteractionsbetweentwovariables,
sinceitcontainsinformationontherelationsofeachvariablewiththerest. Theyusethe
conceptofpartialcorrelation,whichdescribesthecorrelationbetweenanytwovariablesiand
j,conditionedonaltheothervariables,whichisthecorrelationbetweentwovariableswhen
theeffectoftheotheriseliminated.Therefore,ifthevariablesarelinearlyandconditionaly
associated,thepartialcorrelationcoefficientisdifferentfromzero.
Thepartialcorrelationmatrixisconstructedasfolows:LetP=(ρkl)bethecorrelation
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coefficients,andletΩbetheinverserelationships
Ω=P−1=(wij),
thenthepartialcorrelationsaregivenby
ρkl= −wkl√wkkwl⇒P=(ρkl).
Totestthesignificanceofthesecorrelationsanddecidewhicharesignificantedges,they
employalarge-scalesimultaneoushypothesistesting,the“localfdr”whichisanempirical
BayesestimatorofthefalsediscoveryrateproposedbyEfron[13],[14].Thismethodcomputes
theposteriorprobabilityforanedgetobepresentorabsentinthegenenetwork.Animportant
questionintheuseofthismethodiswhetherwecanidentifyasmalpercentageofinteresting
casesthatdeservefurtherinvestigation.Inthisstudy,thesecaseswilbetheedgespresent
inthenetwork.
Weproposeanewformoffindingconnectivitystrengths(edges)usingthefunctional τ2
andapplyingthe“localfdr”toinvestigatevalidrelations.Inordertoilustrateourproce-
dure,weuseamicroarraytimeseriesdataset. ThesedatawereusedinOpgen-Rheinand
Strimmer[42]. ThedatasetcharacterizestheresponseofahumanT-celline(Jirkat)toa
treatmentwithPMAandioconomin.Afterpreprocessingthetimecoursedata,weobtain58
genesmeasuredacross10timepointswith44replications. Table2.5showsthecorrelation
coefficientsincludingthecanonicalcorrelationρcanddynamicalcorrelationρdforsomepairs
ofgenes.DataweresmoothedwithlinealB-spline,takingfourbasisfunctionsandasmooth-
ingparameterλ=0.00001.Notehowthecorrelationsvarydependingonthecoefficientused,
whichwasconsideredwhenweanalyzesimulateddatainSection2.4.
InordertocompareourresultswiththoseobtainedbyOpgen-RheinandStrimmer,we
calculatethepartialcorrelationmatrixfromthecorrelationsmatrixfoundwiththefunctional
τ2andweusethe“localfdr”algorithminGeneNetpackages,availableinlibraryR-software,
tofindwhethersignificantedgesarepresentorabsentinournetwork,withthesamecut-off
=0.2usedforcalculatingthenetworkwithdynamicalcorrelation.
Figures2.9and2.10showthenetworkproposedbyOpgen-RheinandStrimmer[42]and
ourproposednetwork,respectively.Thenetworkcalculatedwithpartialdynamicalcorrelation
contains15nodesand9edges,whereasthenetworkcalculatedwithpartialfunctionalτ2
contains22nodesand12edges.Inbothfigures,theedgesinredrepresentnegativecorrelation
andthenodesinredrepresentthecommonnodesinbothnetworks(CASP8,SOD1,MAPK9,
CDC2,CCNA).
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Tables2.5:Genedata
GEN1 GEN2 τ1 τ2 ρc ρd
RB1 CCNG1 −0.3425 −0.3996 0.8296 −0.3266
TRAF5 CLU −0.3975 −0.3383 0.7322 −0.2461
MAPK9 SIVA 0.3298 0.3890 0.9031 0.4665
EDG9 ZNFN1A1 −0.1839 −0.3858 0.9081 −0.011
IL4R MAP2K4 0.2656 0.2706 0.9063 0.4193
JUND LCK −0.2146 −0.2114 0.9311 −0.4443
SCYA2 PPSGKA1 −0.1522 −0.2622 0.6055 −0.1518
ITGAM CTNNB1 0.0962 0.0317 0.8491 0.2373
SMN1 CASP8 −0.0338 −0.1755 0.9311 −0.7743
E2F4 PCNA 0.3869 0.4989 0.9394 0.6312
CCNC PDE4B −0.3087 −0.5687 0.8562 −0.5738
IL16 APC −0.2474 −0.3192 0.7916 −0.1763
ID3 SLA −0.4027 −0.4334 0.8905 −0.7363
CDK4 EGR1 0.1734 −0.2421 0.9605 0.2091
TCF12 MCL1 0.3467 0.2960 0.9610 0.8361
CDC2 SOD1 0.0486 0.4080 0.9749 0.4871
CCNA2 PIG3 −0.4017 −0.4820 0.9361 −0.3394
IRAK1 SKIIP −0.0560 −0.1871 0.5658 0.1197
MYD88 CASP4 0.4778 0.4376 0.9266 0.2225
TCF8 API2 −0.0063 −0.1966 0.9292 0.5261
GATA3 RBL2 0.3467 0.4038 0.9352 0.5604
C3X1 IFNAR1 0.2653 0.3805 0.8923 0.6694
FYB IL2R6 −0.0782 0.5254 0.9301 0.3324
CSF2RA MPO −0.4588 −0.4778 0.9048 0.0831
API1 CYP19 −0.3245 0.1036 0.9116 0.1227
CIR CASP7 −0.2220 −0.3827 0.8003 −0.2234
MAP3K8 JUNB −0.3044 −0.4630 0.8913 −0.6764
IL3RA NFKBIA −0.4165 −0.3848 0.7861 −0.1457
LAT AKT1 −0.3404 −0.1649 0.8210 −0.0764
RB1 MAPK9 0.5328 0.6964 0.9767 0.7740
RB1 CASP4 −0.4567 −0.4207 0.9672 −0.4748
TRAF5 LCK 0.3647 0.5856 0.8970 0.4583
TRAF5 ITGAM −0.4820 −0.5941 0.9494 −0.6519
TRAF5 CTNNB1 0.4397 0.5920 0.8145 0.2573
TRAF5 CSF2RA −0.5116 −0.6342 0.9318 −0.6458
EDG9 C3X1 0.5370 0.7030 0.9626 0.6056
ZNFN1A1 CASP8 −0.2611 −0.63 0.9467 −0.4740
IL4R ITGAM 0.4926 0.5856 0.9611 0.8036
MAP2K4 IL16 0.1078 0.1015 0.6217 0.0634
JUND SMN1 −0.5846 −0.4419 0.9528 −0.6019
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GEN1 GEN2 τ1 τ2 ρc ρd
JUND RBL2 −0.5032 −0.5370 0.9556 −0.8009
LCK CCNC 0.3499 0.6660 0.9499 0.8214
PPSGKA1 FYB −0.0159 −0.8161 0.9582 −0.6983
CASP8 PIG3 0.6755 0.6321 0.9420 0.7787
CASP8 CSF2RA 0.50 0.6660 0.9868 0.8401
CASP8 IFNAR1 0.2886 0.3848 0.9602 0.7518
PDE4B JUNB 0.5081 0.5370 0.8908 0.7173
IL16 EGR1 0.3319 0.0751 0.6167 0.6823
IL16 SOD1 −0.1290 −0.0106 0.7217 0.0573
APC FYB 0.1332 0.6829 0.9736 0.2170
TCF12 CSF2RA −0.3552 −0.6469 0.9837 −0.7988
PIG3 NFKBIA 0.5328 0.5476 0.8739 0.4362
CASP4 RBL2 −0.4440 −0.4355 0.9438 −0.7186
CSF2RA NFKBIA 0.6047 0.6448 0.9417 0.5810
CASP8
IFNAR1
JUND EGRI
IL16
SOD1MCL1
API2 NFKBIA
MAPK9 SLA
CDC2
CCNA
IL2RG API1
Figure2.9:Genedependencenetworkusingdynamicalcorrelation.
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Figure2.10:Genedependencenetworkusingfunctionalτ2.
Theadvantageofusingfunctionalτ2insteadofthedynamicalcorrelationstudiedinOpgen-
RheinandStrimmer[42]isthatourcoefficientidentifiesrelationshipsbetweenthevariables
basedontherelativeorderingamongrealizationsineachgroup. Anditisnotonlybased
ontheshapeofindividualrealizations;ourcoefficientalsotakesintoaccountthetemporal
evolutionofeachgene,soitisabletoidentifyadditionalanddifferentrelationshipsthanthose
givenbythedynamicalcorrelation.
Tables2.6and2.7showtheresultsofpartialcorrelationwithdynamicalcorrelationand
partialcorrelationwithfunctionalτ2respectively,whichwerefoundthroughthe“localfdr”
algorithm. Also,wecanseethep-valueforeachofthecorrelationsaswelasthenodes
includedinthenetworks.
Tables2.6:Partialcorrelationwithdynamicalcorrelation
Correlation node1 node2 pval prob
0.5196239 JUND EGRI 4.549748e−09 0.9821273
0.3971803 CDC2 CCNA2 1.490676e−05 0.9821273
0.3888355 API2 NFKBIA 2.325541e−05 0.9821273
0.3817253 CASP8 IFNAR1 3.365286e−05 0.9778470
0.3749201 IL16 EGRI 4.755512e−05 0.9317983
−0.3543562 MAPK9 SLA .291719e−04 0.9317983
0.3503031 IL16 SOD1 1.560555e−04 0.9317983
0.3477015 IL2RG API1 1.759564e−04 0.9079010
0.3414533 MCL1 API2 2.337537e−04 0.8790107
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Finaly,toexploretherelationshipbetweenthedynamicalcorrelationandthefunctional
τ2,wemakearegressionanalysisbetweenthepartialdynamicalcorrelationandpartialfunc-
tionalτ2forT-celdata. WeobtainaR2=0.0634,whichislowandindicatesalowrelation-
ship.
Tables2.7:Partialcorrelationwithfunctionalτ2
Correlation node1 node2 pval prob
−0.3235028 PPS6KA1 FYB 2.286947e−05 0.9599103
0.3029697 IRAK1 MPO 7.744064e−05 0.9599103
0.3019622 SMN1 CCNC 8.202942e−05 0.9599103
0.2990471 RB1 MAP3K8 9.678107e−05 0.9400666
0.2932716 RB1 MAPK9 1.336132e−04 0.9287469
−0.2842216 ITGAM SOD1 2.184800e−04 0.9287469
−0.2839907 CDC2 CYP19 2.211905e−04 0.8543381
−0.2687344 IL4R C3X1 4.880864e−04 0.8543381
−0.2680201 GATA3 C3X1 5.059491e−04 0.8543381
0.2628164 CASP8 PIG3 6.554510e−04 0.8543381
0.2627168 CTNNB1 SKIIP 6.586726e−04 0.8543381
0.2600964 TCF12 CCNA2 7.488866e−04 0.8543381
2.7 Robustness
AscommentedintheIntroduction,weanalyzetherobustnessofourcoefficientsτ1andτ2
andcomparethemwiththeresultsobtainedwiththedynamicalandcanonicalcorrelation(ρd
andρc,respectively). Wecontaminatethedatasetwithoutliers,definingafunctionaloutlier
asinFebreroetal.[21]:a“curve[that]hasbeengeneratedbyastochasticprocesswitha
differentdistributionthantherestofcurves,whichareassumedtobeidenticalydistributed”.
Giventhisdefinition,weusethreetypesofoutliers:shapeoutliers,magnitudeoutliersand
shape-magnitudeoutliers.
Wegenerate50curvesforthepreviouslystudiedprocesses.(Recalthat σ12isthecorre-
lationbetweenthenormalrandomvariablesZ1andZ2.)
X(t)=exp(t+Z1),and Y(t)=(t+Z2)3+(t+Z2)2+3(t+Z2), σ12=0.6
andthetypesofoutlierstobeconsideredare:
Shapeoutliers.Changingtheargument,tto(1−t).
Magnitudeoutliers.Addingaconstanttotheoriginalprocess,X(t)toX(t)+k.Inour
casewewilusek=60.
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Shape-magnitudeoutliers.Changingtheargumentandaddingaconstanttotheoriginal
function,X(t)toX(1−t)+k.
Weusedifferentwaystocontaminatethedata:
1.Contaminatingagroup.
2.Contaminatingtwogroupsinthesameposition.
3.Contaminatingtwogroupsindifferentpositions.
Eachmeasureiscalculatedbeforecontaminatingthedata(row1).Oncedatahavebeen
contaminatedwithoutliersfromdifferenttypes,wereporttherelativevariationoftheas-
sociationmeasurewithrespecttoitsvalueintheuncontaminateddataset. Wecompare
ourresultswiththoseobtainedbythedynamicalcorrelationandcanonicalcorrelation. We
canseethatfunctionalτ1andτ2coefficientsareinvarianttothepresenceofshapeoutliers,
whilethedynamicalcorrelationandcanonicalcorrelationcoefficientsaresensitivetothem.
Formagnitudeoutliersandshape-magnitudeoutliersourcoefficientspresentsmalvariations
unliketheothercoefficientswhichpresentvariationsupto40percentoftheoriginalvalue.
TheresultsaregiveninTables2.8,2.9and2.10,wherethevaluesinredarethosethat
presentthelargestvariationineachofthecases. Wecanseethatthefunctionalτ1aswel
asthefunctionalτ2donotpresentasignificantvariation,whileρdandρcpresentthelargest
variationsinalmostalcases.
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Tables2.8:Contaminationwithshapeoutliers
ContaminatedGroups TypeofOutliers Nooutl τ1 τ2 ρd ρc
none none 0 0.454 0.454 0.549 0.544
X(t) Shape 1 0 0 0.0231 0.0007
X(t) Shape 2 0 0 0.0242 0.0669
X(t) Shape 3 0 0 0.0244 0.1292
X(t) Shape 4 0 0 0.0245 0.1284
X(t),Y(t)sameposition Shape 1 0 0 0 0.2122
X(t),Y(t)sameposition Shape 2 0 0 0 0.4137
X(t),Y(t)sameposition Shape 3 0 0 0 0.2707
X(t),Y(t)sameposition Shape 4 0 0 0 0.27
X(t),Y(t)differentposition Shape 1 0 0 0.0296 0
X(t),Y(t)differentposition Shape 2 0 0 0.0301 0.0698
X(t),Y(t)differentposition Shape 3 0 0 0.0303 0.1446
X(t),Y(t)differentposition Shape 4 0 0 0.0305 0.1393
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Tables2.9:Contaminationwithmagnitudeoutliers
ContaminatedGroups TypeofOutliers Nooutl τ1 τ2 ρd ρc
none none 0 0.454 0.454 0.549 0.544
X(t) Magnitude 1 0.0033 0.0033 0.096 0.002
X(t) Magnitude 2 0.0016 0 0.009 0.043
X(t) Magnitude 3 0.008 0.008 0.17 0.18
X(t) Magnitude 4 0.026 0.026 0.095 0.126
X(t),Y(t)sameposition Magnitude 1 0.008 0.009 0.16 0.34
X(t),Y(t)sameposition Magnitude 2 0.0131 0.0147 0.2757 0.4022
X(t),Y(t)sameposition Magnitude 3 0.0163 0.0196 0.3346 0.4239
X(t),Y(t)sameposition Magnitude 4 0.0343 0.0375 0.3419 0.4292
X(t),Y(t)differentposition Magnitude 1 0.0196 0.0245 0.1786 0.0079
X(t),Y(t)differentposition Magnitude 2 0.0212 0.0261 0.1766 0.0384
X(t),Y(t)differentposition Magnitude 3 0.0131 0.0196 0.1135 0.1652
X(t),Y(t)differentposition Magnitude 4 0.1192 0.1274 0.2091 0.1076
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Tables2.10:Contaminationwithshape-magnitudeoutliers
ContaminatedGroups TypeofOutliers Nooutl τ1 τ2 ρd ρc
none none 0 0.454 0.454 0.549 0.544
X(t) Shape-magnit 1 0.003 0.004 0.09 0.0008
X(t) Shape-magnit 2 0.001 0 0.006 0.028
X(t) Shape-magnit 3 0.008 0.008 0.15 0.18
X(t) Shape-magnit 4 0.02 0.02 0.079 0.11
X(t),Y(t)sameposition Shape-magnit 1 0.008 0.009 0.16 0.41
X(t),Y(t)sameposition Shape-magnit 2 0.013 0.014 0.27 0.43
X(t),Y(t)sameposition Shape-magnit 3 0.016 0.019 0.33 0.41
X(t),Y(t)sameposition Shape-magnit 4 0.034 0.037 0.34 0.41
X(t),Y(t)differentposition Shape-magnit 1 0.019 0.024 0.18 0.002
X(t),Y(t)differentposition Shape-magnit 2 0.021 0.026 0.18 0.04
X(t),Y(t)differentposition Shape-magnit 3 0.013 0.019 0.12 0.19
X(t),Y(t)differentposition Shape-magnit 4 0.119 0.127 0.22 0.11
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2.8 Conclusions
Wehaveintroducedanewnumericaldependencemeasurebetweentwosetsoffunctionaldata.
OurtechniqueisanaturalextensionoftheKendal τcoefficientwhenthedataarecurves.In
ordertobuildthisnewcoefficient,wealsohaveintroducedtheconcordanceconceptbetween
pairsoffunctionaldata. Wehavepresentedexamplesofapplicationsshowingtheusefulness
ofthenewcoefficientsintroducedforbothsimulatedandrealdata.
Wehavecomparedtheperformanceofourmeasurewithothercoefficients,suchasthe
dynamicalcorrelationandthecanonicalcorrelation. Thecoefficientspresentedherealow
ustoidentifytheglobaldependencebetweentwogroupsoffunctionaldataregardlessofthe
shapeoftheirrealizations.Also,thiscoefficient’simplementationisstraightforward.
Twointerestingexampleswithrealdataarestudied. Thefirstonecorrespondingto
33companiesbelongingtotheIBEX35coefficientinformsaboutcompanieshavingsimilar
behaviorovertime.Infinance,assetswithsimilardependencebehaviorinthesameportfolio
increaseitsrisk.Therefore,ourcoefficientalowsustoclassifytheassetstobuildportfolios
withdifferentbehavior. Theseconddatasetcorrespondstoamicroarraytimeseriesfrom
ahumanT-celexperiment. Weobtainthepartialfunctionalτ2foreachpairofgenesand
constructagenenetwork.
Wealsostudythesensitivityofourcoefficientsandconcludethatthesecoefficientspresent
goodstabilitywithrespecttosamplesizeandtothenumberofpointstakentodiscretize
thefunctions.Intermsofrobustness,ourcoefficientscanbeconsideredquitestableinthe
presenceoffunctionaloutliersincomparisonwiththemeasuresusedasabenchmark.
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Spearmandependencecoefficientforfunctions
3.1 Introduction
InthisChapter,wefocusonanothernumericdependencemeasure,theSpearmancoefficient.
ThefirstcontributionwilbethedefinitionofaSpearmancoefficientforfunctionaldatathat
extendstheclassicalbivariateconcept,basedontheranksoftheobservationsofthesample.
Therefore,ourfirsttaskistoconsiderasuitablewaytosorttheobservationsdependingon
therelativepositionofthecurvewithinthesample.Therearesomealternativesforsorting
thecurves;oneofthemisbasedonthenotionofdepththatmeasuresthecentralityofa
curvewithrespecttothegrouptowhichitbelongs,sodepthprovidesawayoforderingdata
fromthecenteroutwards. Differentnotionsofdepthhavebeenstudiedforfunctionaldata
(seeforexample,FraimanandMuniz[24],Cuevasetal.[8],L´opez-PintadoandRomo[38],)
andeachdefinitiongivesrisetodifferentwaysoforderingthecurves. However,alternative
definitionsoforderingcanalsobeinteresting;forexample,inChapter2thefunctionsare
compareddependingontheirmaximumvaluesorontheirtotalareabelowthecurves.In
thischapter,wehaveusedthepre-orderintroducedinL´opez-PintadoandRomo[39]and
thewayofsortingthefunctionsusedinMart´ın-Barraganetal.[40],whoprovidedawayof
sortingthedatainadown-updirectionbasedontheconceptsofhypographandepigraphof
afunction.Thispre-ordertakesintoconsiderationmoretheparticularstructureofthedata.
Wealsointroducethenotionofgradeforfunctionsthatitisusefultodevelopthetheoretical
backgroundnecessarytoproperlydefinetheSpearmancoefficient. Themainpropertiesof
thiscoefficientasawel-defineddependencemeasurearealsoderived.Toourknowledge,an
independencetestforfunctionaldatahasnotbeenproposedintheliterature. Here,wetry
tofilthisgapandpresentanindependencetestbasedonabootstrapmethodologysuitable
tobeappliedwithsomeofthenumericdependencecoefficientspreviouslyintroducedinthe
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literature.
ThisChapterisorganizedasfolows. InSection3.2,werecalsomeconceptsabout
Spearman’scoefficientforbivariatesamplesnecessarytounderstandtheextensiontothe
functionalcontext.Section3.3presentsthemaindefinitionsthatalowfunctionstobesorted.
InSection3.4,weintroduceSpearman’scoefficientforfunctionsandstudyitsproperties.A
simulationstudyandarobustnessanalysisiscarriedoutinSection3.5.InSection3.6the
independencetestisprovidedaswelasasimulationstudy.Severalexampleswithrealdata
areshowninSection3.7.Finaly,Section3.8gathersthemainconclusions.
3.2 Preliminaries
Spearman’scoefficientisanon-parametricmeasureofassociationbetweentworandomvari-
ables.ItisdefinedasthePearsoncorrelationcoefficientbetweentheranksofthesample,
beingusefulwhenthedataaredistributionfree,soitisnotnecessarytoassumetheas-
sumptionofnormality(Pearson[43],HaukeandKossowski[26]).Itiswelknownthatit
presentssignificantadvantagesoverthePearsoncoefficient:(1)Itisamorerobustcoefficient
(lesssensitivetooutliers)and(2)Spearman’scoefficientisabetterindicatorthanthePear-
soncorrelationfordeterminingwhetherarelationshipexistsbetweentwovariableswhenthe
relationshipisnonlinear.
OneofthedefinitionsoftheSpearmancoefficientbetweentworandomvariablesisgiven
byDefinition1.1.3intheChapter1.Therefore,Spearman’scoefficientisproportionaltothe
differencebetweentheprobabilityofconcordanceandtheprobabilityofdiscordancefortwo
vectors(X1,Y1)and(X2,Y3).TheKendalτisalsobasedontheconcordanceprobabilityand
itiswelknownthatbothcoefficientsmeasurenonlineardependencefromanon-parametric
pointofview.(ForfurtherdetailsseeNelsen[41]).
However,weareinterestedintheequivalentdefinitionofρsgivenbycalculatingthe
PearsoncoefficientbetweentheuniformrandomvariablesU=FX(X)andV=FY(Y);that
is,
ρs=ρp[U,V]=E(UV)−E(U)E(V)Var(U) Var(V), (3.2.1)
whereρpdenotesthePearsoncoefficient. TherandomvariablesUandVarecaledthe
“grades”ofXandYandtherealizationsuofUandvofVcanbeobtainedevaluatingthe
realizationsxofXandyofYinthedistributionfunctionsFXandFY,respectively.Therefore,
u=FX(x)andv=FY(y)canalsobecaledthegradesofxandy.Thesegradescanbeseen
asthepopulationdefinitionanalogsofranks(seeNelsen[41],page169).Ifthedistribution
functionsareunknown,thenthegradesofxandycanbeestimatedthroughtheempirical
distribution,i.e.,uˆ=FˆX(x)similartoˆvandhencewecancalculatethesampleversionofthis
coefficientbycalculatingthesampleversionofthePearsoncoefficientbetweentheestimated
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grades.Forthisreason,Spearman’scoefficientisalsocaledthegradecorrelationcoefficient.
Observethatthegradesarevaluesthatarealwaysin[0,1]andtheyareboundedindependently
ofthesupportoftherandomvariables.Therefore,anestimationoftheSpearmancoefficient
islesssensitiveinthepresenceofoutliersthananestimationofthePearsoncoefficientand,
mostimportantly,ρsisweldefinedforalpairsofrandomvariables,whereasρpneedsthe
randomvariablestohaveafinitesecondmoment.
Thedefinitionofρsbasedongradesinspiresthedevelopmentprovidedinthischapter:
definingaSpearmancoefficientforfunctionsextendingthedefinitionofgradesforfunctions.
Thisisdoneinthefolowingsection.
Spearman’scoefficientsatisfiessomegeneralandintuitivepropertiesrequiredforanyrea-
sonabledependencemeasure.Forexample,thesignofρsindicatesthedirectionofassociation
betweenX andY,sothatifYincreaseswhenX increases,Spearman’scoefficientwilbe
positive. Now,ifYtendstodecreasewhenXincreases,Spearman’scoefficientisnegative.
ASpearman’scoefficientwithvaluezeroindicatesthatthereisnotacleartendencyforY
toeitherincreaseordecreasewhenX increasesanditsvalueiszeroifthevariablesare
independent.Spearman’scoefficientincreasesinmagnitudeasX andYbecomecloserto
beingperfectmonotonefunctionsofeachother. WhenX andYareperfectly monoton-
icalyrelated(positiveperfectdependence),Spearman’scoefficientbecomes1. Therefore,
Spearman’scoefficientinformsaboutthedependence,eitherpositiveornegative,betweenthe
randomvariables.
3.3 Gradesforfunctionaldata
Thepossibleconceptofgradeforfunctionsmaybelinkedtotherelativepositionofacurve
inthesamplewhichimplicitlyimpliesdefininganorderingamongfunctions.Therearesome
alternativestosortingcurves,weanalyzesomeoftheminChapter1. Recalthatsomeof
themostusedarebasedonthenotionofdepththatmeasuresthecentralityofacurvewith
respecttothegrouptowhichitbelongs;thus,depthprovidesawayoforderingdatafrom
centeroutwards. Differentnotionsofdepthhavebeenstudiedforfunctionaldata(seefor
example,FraimanandMuniz[24],Cuevasetal.[8],L´opez-PintadoandRomo[38],)andeach
definitionleadstodifferentwaysoforderingthecurves. However,alternativedefinitionsof
orderingcanalsobeinteresting;forexample,inChapter2ofthisthesisthecurvesareordered
dependingrespectivelyonvaluesoftheirmaximumortheirareabelowthecurvesinorderto
defineaKendaltaucoefficientforfunctions. Mart´ın-Barraganetal.[40]applytheconcept
ofepigraphsandhypographsofafunctiontodefinesomeindexesthatareusefulforsorting
curvesinadown-updirection,evenwhenthecurvescross.
Todefinethegradesofthecurves,wewilfolowsomeconceptsintroducedinL´opez-
PintadoandRomo[39]andtheideaoforderingimplementedinMart´ın-Barraganetal.[40].
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InL´opez-PintadoandRomo[39],twoconceptscaledtheInferiorLengthandtheSuperior
Lengthofacurve,aredefinedasthefoundationofadepthdefinitionandtheseconceptsare
usedtointroduceanewboxplotforfunctionaldatainMart´ın-Barraganetal.[40].Inorder
tomakethechapterselfcontained,webrieflydefinethepreviousconcepts.
LetC(I)bethespaceofthecontinuousfunctionsdefinedinacompactintervalI.Consider
astochasticprocessX(t)withdistributionPandwhosesamplepathsareinC(I). Let
x1(t),...,xn(t)beasampleofcurvesfromP.Thegraphofafunctionxisthesubsetofthe
planeG(x)={(t,x(t)),t∈I}.Thehypograph,writtenashyp,andtheepygraph,writtenas
epi,ofafunctionxinC(I)aregivenrespectivelyby
hyp(x)={(t,y)∈I×R:y≤x(t)},
epi(x)={(t,y)∈I×R:y≥x(t)}.
Anaturalformoforderingcurvesispointwise,whichmeansthatacurvexisgreaterthan
anothercurveyif,andonlyif,hyp(y)⊂hyp(x)orepi(x)⊂epi(y),foralt∈I.However,in
practicalsituationsthecurvesinasamplecanbecrossedandhencethenaturalorderingin
thesecasesdoesnotwork.Analternativefororderingcurvescanbedevelopedbyusingtwo
concepts,theInferiorLengthandtheSuperiorLengthofacurvewithrespecttoastochastic
processX(t):
IL(x)= 1λ(I)E[λ{t∈I:x(t)≥X(t)}],
SL(x)= 1λ(I)E[λ{t∈I:x(t)≤X(t)}],
whereλstandsfortheLebesguemeasureonR.TheinferiorlengthIL(x)canbeinterpreted
asthe“proportionoftime”thatthestochasticprocessX(t)issmalerthanxandthesuperior
lengthSL(x)isthe“proportionoftime”thatthestochasticprocessX(t)isgreaterthanx.
ThesenotionsarebehindthedefinitionsofthegradesofastochasticprocessX(t)with
respecttoanotherprocessX(t),whichwedefineasfolows:
Definition3.3.1 LetX(t)andX(t)betwostochasticprocesses.Then,
IL-grade(X(t))X(t)=
1
λ(I)EX(t)[λ{t∈I:X(t)≥X(t)}],
SL-grade(X(t))X(t)=
1
λ(I)EX(t)[λ{t∈I:X(t)≤X(t)}].
ObservethatIL-gradeorSL-gradeassignsavaluebetween[0,1]toeachprocess. We
notethatiftheX(t)andX(t)havethesamedistribution,wetheneliminateX(t)fromthe
definitionsofIL-gradeandSL-gradetoavoidhardnotation.
58
Spearmandependencecoefficientforfunctions
Ifweconsiderasampleoffunctionaldata,x1(t),...,xn(t)andfixanycurvex=x(t)of
thedataset,thesampleversionofbothIL-gradeandSL-gradecanbeeasilyobtainedby
substitutingtheexpectationbythesamplemean,respectively
ILn-grade(x)= 1nλ(I)
n
i=1
λ{t∈I:x(t)≥xi(t)},
SLn-grade(x)= 1nλ(I)
n
i=1
λ{t∈I:x(t)≤xi(t)}.
ItisnoteworthythatILn-grade(x)orSLn-grade(x)hasbeenviewedastherelative
positionofacurvewithrespecttothesample.Also,notethatthecurvescanbeorderedby
sortingthevaluesofILn-gradeorSLn-gradeforeachoneofthem.Thatis,
Definition3.3.2 Considerfunctionalobservationsx1(t),...,xn(t)ofastochasticprocess
X(t).Then,
xi(t) xj(t)≡ILn-grade(xi)≤ILn-grade(xj).
AsimilardefinitioncanbeobtainedbyreplacingtheILn-gradewithSLn-grade.
TherelationgiveninDefinition3.3.2meetsimportantpropertiessuchasreflectivityand
transitivity,but,unfortunately,itdoesnotsatisfytheantisymmetryproperty.Therefore,the
relationisapre-order,whichislessrestrictivethanapartialorderandalowsustocompare
anypairoffunctionsinthesample. Observethatifthecurvesdonotcrosseachother,
Definition3.3.2correspondstothepointwiseorder.
Toilustratethispre-order,observetheexampleinFigure3.1thatshowstheILn-grade
assignedtoeachfunctioninasampleoffourfunctions. Thebluecurvehasthesmalest
ILn-gradebecausetheproportionoftimethatitisaboveanyothercurveissmalerthan
thevalueassignedtoanycurveinthesamesample. TheblackcurvehasthelargestILn-
gradevalueassigned,sinceinthiscasethetimeproportionisgreaterthananyother. The
proportionsassignedtoeachcurvearewhatwecalthegradeofthecurveregardingthe
sample.Notethatthelargestfunctionalgradeinthesamplemaynotbeoneunlessthecurve
withthehighestfunctionalgradedoesnotcrosswithanyother,whichmeansthatitwilbe
largestpoint-to-pointthanthem.Oncethegradesareintroduced,wecandefineSpearman’s
coefficientforfunctionsinaparalelwayto(3.2.1).
3.4 Spearman’scoefficientforfunctionaldata
Inthissection,wedefinetheconceptofSpearman’scoefficientinthefunctionalcontextin
ordertoquantifythedependenceinabivariatedatasetoffunctions. Takingintoaccount
Definition(3.2.1),wedefineaSpearmancoefficientfortwostochasticprocessesasthePearson
coefficientbetweentherandomvariablesIL-grade(X(t))andIL-grade(Y(t));thatis,
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Figure3.1:Gradesforfunctions.
Definition3.4.1(Spearmancoefficientforstochasticprocesses.) Let(X(t),Y(t))be
bivariatestochasticprocesswhosepathsarecontinuousfunctionsonanintervalI⊂R.Then,
Spearman’scoefficientof(X(t),Y(t))is:
ρs(X(t),Y(t))≡ρp(IL-grade(X(t)),IL-grade(Y(t))), (3.4.1)
whereρpdenotesthePearsoncorrelationcoefficientandIL-grade(·)isthegradeassociatedto
astochasticprocessgiveninDefinition3.3.1.
Inthesameway,thesampleversionofρsisthefolowing:
Definition3.4.2(Spearman’scoefficientforfunctions.) Let
(x,y)={(x1(t),y1(t)),...,(xn(t),yn(t))}
beabivariatefunctionalsamplefrom(X(t),Y(t)).Then,theSpearmancoefficientrelatedto
thedatasetanddenotedbyρsisdefinedby
ρs≡ρp(ILn-grade(x),ILn-grade(y)), (3.4.2)
where,
ILn-grade(x)={ILn-grade(x1),ILn-grade(x2),...,ILn-grade(xn)}
ILn-grade(y)={ILn-grade(y1),ILn-grade(y2),...,ILn-grade(yn)}.
AnotherdefinitionofSpearman’scoefficientforfunctionscanbeobtainedbyreplacing
ILn-gradebySLn-grade.InordertoilustratehowtheSpearmancoefficientworks,we
havetakenasmalbivariatesetoffourcurvesandcalculatedthecorrespondingcoefficient.
Figure3.2showsthepairsofcurves,eachpairrepresentedbyitsowncolor. Wecanseethat
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thecurvesinagroupareorganizedinadifferentwaythantheirrespectivepartnerinthe
othergroup. Observethattheorderofthecurvesinfirstgroupseemstohaveamoreor
lessoppositedirectionwithrespecttotheothergroup.Therefore,Spearman’scoefficientfor
functionaldataissmal,indicatingtousthattheassociationbetweenthegroupsofcurvesis
weakandnegative.
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Figure3.2:Spearman’scoefficientforfunctionaldata,ρs=−0.2994.
3.4.1 PropertiesofSpearman’scoefficientforfunctionaldata
AscommentedinSection3.2,Spearman’scoefficientforbivariatedatasatisfiescertaindesir-
ablepropertiesrequiredforadependencemeasure(seeXuetal.[55]).Inthissection,we
provethatSpearman’scoefficientforstochasticprocessesalsopossessessuchproperties.Let
(X(t),Y(t))beabivariatestochasticprocessandρsbeSpearman’scoefficientasinDefinition
3.4.1.Thenρssatisfiesthefolowingproperties:
1.ρs(X(t),Y(t))=ρs(Y(t),X(t)).(Symmetry).
2.−1≤ρs(X(t),Y(t))≤1.
3.ρs(X(t),g(X(t)))=1,foranymonotoneincreasingfunctiong.
4.ρs(X(t),g(X(t)))=−1,foranymonotonedecreasingfunctiong.
5.Spearman’scoefficientforfunctionsisinvariantunderstrictlyincreasingtransformations
ofthefunctionalvariables;thatis,
ρs(α(X(t)),β(Y(t)))=ρs(X(t),Y(t)).
Foranyαandβbeingstrictlyincreasingfunctions.
6.IfX(t)andY(t)arestochasticalyindependentthenρs(X(t),Y(t))=0.
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7.ThesampleSpearman’scoefficientisaconsistentestimatorofthepopulationcoefficient.
Theproofsofproperties1and2aretrivialfromthedefinitionofρs.Theproofofproperties
3,4and5arebasedonthefolowing:
IL-grade(g(X(t)))X(t)=
1
λ(I)EX(t)[λ{t∈I:g(X(t))≥g(X(t))}]
= 1λ(I)EX(t)[λ{t∈I:X(t)≥X(t)}]
=IL-grade(X(t))X(t),
foranymonotoneincreasingfunctiong.Theproofofproperty6isbasedonthat,ifX(t)and
Y(t)areindependentthenIL-grade(X(t))andIL-grade(Y(t))arealsoindependent.There-
fore,ρs(X(t),Y(t))=ρp(IL-grade(X(t)),IL-grade(Y(t)))=0bythewelknownpropertyof
thePearsoncoefficient.Thelastpropertyholdssince,asngoestoinfinity,
n
i=1ILn-grade(xi)
n
a.s−→E[IL-grade(X(t))],
wherex1,...,xnisasamplefromX(t).Finaly,sinceρpisaconsistentestimator,alsoρsis.
3.5 Simulationstudy
InthissectionweshowhowSpearman’scoefficientworksinseveralsimulateddatasetsand
weestablishcomparisonswithotherdependencemeasuresintroducedpreviouslyinthelitera-
ture.Specificaly,weconsiderthecanonicalcorrelation,thedynamicalcorrelation,Pearson’s
coefficientforfunctionaldatastudiedinChapter1,Section1.2andKendal’sτforfunctions
definedinChapter2ofthisthesis.
Toilustratethedifferentdependencemeasures,wehavecalculatedthemforthedata
giveninFigure3.2.
τ1=0,τ2=−0.33,ρc=0.83,ρd=−0.13,ρp=−0.2374
NotethatKendal’staubuiltwiththepre-orderofmaximumanddenotedasτ1iszerosince
thereareasmanyconcordantpairsasdiscordantpairs. Thecanonicalcorrelationρchasa
verylargeandpositivevaluesinceitisalwayspositiveanddoesnotalowthedirectionof
thedependencytobeidentified.Thedynamicalcorrelationρd,Kendal’staubuiltwiththe
pre-orderoftheintegralτ2andPearson’scorrelationcoefficientforfunctionaldataρphave
negativevaluesthatreflectthedirectionofweakdependenceshowninthedatasetaswelas
Spearman’scoefficient(ρs=−0.2994).
Wehavesimulated50realizationsfromdifferentprocesses X(t)=f1(t,Z1)andY(t)=
f2(t,Z2),where(Z1,Z2)representstherandompartoftheprocesses,whichwasdefinedin
62
Spearmandependencecoefficientforfunctions
Chapter2,andwehavetakend=50pointstodiscretizethefunctions.Foreachpair(f1,
f2),weuseadifferentcorrelationσ12.
Table3.1showsthesample meansofdifferentassociation measuresforthesimulated
sampleswithn=d=50and100replications. Wehavealsoincludedthestandarddeviation
(betweenparenthesis). Wecanseethatbothcoefficients,theSpearmanandKendal,properly
reflectthecaseswherethepairsoffunctionspresentperfectco-monotonicityorcounter-
monotonicity,(seerows3,4and5inTable3.1). Asweknow,thecanonicalcorrelation
isalwayspositive,i.e.,itdoesnotcapturethedirectionofthedependence. Notefromthe
definitionofthedynamicalcorrelationthat,itjustreflectsindividualchangesbetweenthe
pairsoffunctionsratherthanamonggroups. Ontheotherhand,Pearson’scoefficientdoes
notworkwel whenthedependencerelationsarenotlineal,asincases4and5.
Wehavealsoanalyzethesensitivityof ρswithrespecttothesizen. Wewilusethe
folowingtwopairsofstochasticprocessesthatcorrespondwithrow1inTable3.1with
σ12=0.8andσ12=0.1:
X(t)=(t+Z1)3+(t+Z1)2+3(t+Z1), Y(t)=(t+Z2)2+78(t+Z2)−10
We haveconsideredn=25,50,100,150and1000withd=50. Table3.2showsthat
thechangesinρsarenegligibleanditisstablewithrespecttothesamplesize. Table3.3
ilustratesthesensitivitywithrespecttod.Now,fixn=50,andmoved=25,50,100,150
and1000points.Itisnoteworthythatthecoefficientspresentgoodstabilitywithrespect
tothenumberofpointstakentodiscretizethefunctions. Wepointoutthatwehavemade
thesensitivityanalysiswithothermodels,buttheconclusionsarethesameforthemodels
reported.
3.5.1 Robustness
Spearman’scoefficientisamoreappropriateassociationmeasurethanPearson’scorrelation
whenthedataareordinalornon-normalydistributedoratinyfractionofoutliersexists.
Inthissection,weanalyzethislastpoint. Thatis,wecheckifSpearman’scoefficientfor
functionsfulfilstherobustnesspropertybycontaminatingasamplewiththethreedifferent
typesofoutlierscommonlyusedinthefunctionalcontext:shapeoutliers,magnitudeoutliers
andshape-magnitudeoutliers.Themethodtocontaminatedataisthesameimplementedin
Chapter2wheretheobjectivewastoshowtherobustnessofKendal’sτforfunctions. We
havesimulatedfiftypathsofthestochasticprocesses,
X(t)=exp(t+Z1), Y(t)=(t+Z2)3+(t+Z2)2+3(t+Z2),σ12=0.6, (3.5.1)
andthetypesofoutlierstobeconsideredare:
Shapeoutliers.
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Tables3.1:Dependencemeasuresinsimulateddata
X(t)=f1(t,Z1) Y(t)=f2(t,Z2) σ12 ρ¯sIL ρ¯sSL τ¯1 τ¯2 ρ¯c ρ¯d ρ¯p
1 (t+Z1)3+(t+Z1)2+3(t+Z1) (t+Z2)2+ 78(t+Z2)−10 0.8 0.667 0.6596 0.4861 0.4874 0.7448 0.7098 0.6943(0.0811) (0.0882) (0.0657) (0.0711) (0.0898) (0.1139) (0.1055)
2 sin(t+Z1) cos(t+Z2) −0.7 0.4354 0.445 0.3084 0.2774 0.5367 0.3605 0.4022(0.1244) (0.1407) (0.0923) (0.0835) (0.1004) (0.11) (0.1189)
3 (t+Z1)2 (t+Z1)4 1 1 1 1 1 0.9566 0.922 0.9179(0) (0) (0) (0) (0.0118) (0.0125) (0.0127)
4 (t+Z1)2+7(t+Z1)+2 ((t+Z2)2+7(t+Z2)+2)3 1 0.9997 1 1 1 0.9989 0.7779 0.7688(0.0029) (0) (0) (0) (0) (0.0347) (0.0278)
5 (t+Z1)2+7(t+Z1)+2 1−((t+Z2)2+7(t+Z2)+2)3 1 −1 −1 −1 −1 0.999 −0.78 −0.7644(0) (0) (0) (0) (0.0009) (0.0275) (0.0285)
6 exp(t+Z1) (t+Z2)3+(t+Z2)2+3(t+Z2) 0.6 0.5802 0.5546 0.4047 0.4138 0.5098 0.5682 0.5193(0.0967) (0.1072) (0.0811) (0.0751) (0.1431) (0.1301) (0.1559)
7 exp(t+Z1)2 cos(t+Z2) −0.8 0.4417 0.4430 0.3097 0.2982 0.3101 0.0408 0.0846(0.1195) (0.1198) (0.0922) (0.1035) (0.07) (0.1458) (0.1697)
8 sin(t+Z1) (t+Z2)2 0.4 0.1706 0.1458 0.1080 0.1059 0.3382 0.1647 0.1173(0.1331) (0.1307) (0.1035) (0.1021) (0.1132) (0.0916) (0.1175)
9 (t+Z1)2+9(t+Z1)−5 cos(3t+Z2) 1 −0.935 −0.9327 −0.7198 −0.9476 0.9334 −0.7244 −0.6976(0.0176) (0.0199) (0.0853) (0.0358) (0.0458) (0.0562) (0.0708)
10 exp(t2+Z1) (t+Z2)2−8t+Z2 0.9 0.7743 0.7892 0.3621 0.5991 0.8544 0.4620 0.8309(0.0634) (0.0608) (0.1078) (0.0706) (0.0485) (0.1215) (0.0616)
11 exp(t+Z1) sin(t+Z2) 0 0.05 0.0051 −0.0076 0.0087 0.1438 0.0560 −0.0209(0.1467) (0.1508) (0.1004) (0.0883) (0.0861) (0.1275) (0.1221)
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Tables3.2:Sensitivitytosamplesize
samplesize Model1 Model1 Model2 Model2
ρ¯sIL ρ¯sSL ρ¯sIL ρ¯sSL25 0.6492 0.6612 0.077 0.0781
(0.1270) (0.1301) (0.2030) (0.2137)
50 0.6697 0.6748 0.0732 0.0993
(0.0881) (0.0686) (0.1426) (0.1369)
100 0.6709 0.6534 0.0883 0.0754
(0.0559) (0.0617) (0.0945) (0.0998)
150 0.6598 0.6668 0.0626 0.0685
(0.0448) (0.0495) (0.0847) (0.0789)
1000 0.6699 0.6724 0.0767 0.0807
(0.0177) (0.0204) (0.0341) (0.0348)
Tables3.3:Sensitivitytothenumberofpointsinthediscretization
numbersofpoints Model1 Model1 Model2 Model2
ρ¯sIL ρ¯sSL ρ¯sIL ρ¯sSL25 0.6542 0.6542 0.0647 0.0647
50 0.6542 0.6542 0.0648 0.0648
100 0.6546 0.6546 0.0648 0.0648
150 0.6548 0.6548 0.0646 0.0646
1000 0.6548 0.6548 0.0648 0.0648
Magnitudeoutliers,withk=60.
Shape-magnitudeoutliers.
Figure3.3showsadatasetgeneratedfromstochasticprocessX(t)=exp(t+Z1)andthe
samedatasetbutcontaminatedwithdifferenttypesofoutliers,whichisrepresentedwitha
blackcurve.
Contaminateddataareconsideredinprocesses(3.5.1),butintroducingoutliersinthe
folowingway:
1.ContaminatingjustthegroupofcurvesthatcomesfromX(t).
2.Contaminatingbothgroupsofcurves(X(t),Y(t))inthesameposition.
3.ContaminatingbothgroupsofcurvesthatcomefromX(t)andY(t)butindifferent
positions.
Table3.4showsthevariationofthecoefficientswhentheoutliersareintroduced.Each
measureiscalculatedbeforecontaminatingthedata(row1).Oncethedataarecontaminated,
wereporttherelativevariationoftheassociationmeasurewithrespecttoitsvalueinthe
uncontaminateddataset. WecanseethatKendal’sτisthemostrobustcoefficientinmost
cases.However,Spearman’scoefficientalsoexhibitsagooddegreeofrobustness,evenbeing
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Figure3.3:Originaldata,amagnitudeoutlier,ashapeoutlier,
ashape-magnitudeoutlier.
Tables3.4:Variationofthecoefficientsinpresenceofadifferentnumberofoutliers
Contaminated Groups Typeof Outliers N outlyers ρIL ρSL τ1 τ2 ρd ρc ρp
none none 0 0.6213 0.6213 0.4547 0.4547 0.5491 0.5449 0.5367
X(t) Shape 1 0.0067 0.0067 0 0 0.00036 0.0027 0.0007
X(t) Shape 2 0.0069 0.0069 0 0 0.042 0.1213 0.0007
X(t),Y(t)sameposition Shape 1 0.010 0.010 0 0 0 0.006 0.0015
X(t),Y(t)sameposition Shape 2 0.0094 0.0094 0 0 0 0.7511 0.0018
X(t),Y(t)differentposition Shape 1 0.0086 0.0086 0 0 0.0009 0.0011 0.00037
X(t),Y(t)differentposition Shape 2 0.0072 0.0072 0 0 0.046 0.1477 0.0005
X(t) Magnitude 1 0.045 0.045 0.035 0.039 0.28 0 0.313
X(t) Magnitude 2 0.039 0.039 0.025 0.028 0.066 0.035 0.5446
X(t),Y(t)sameposition Magnitude 1 0.053 0.053 0.0646 0.075 0.227 0.6505 0.2457
X(t),Y(t)sameposition Magnitude 2 0.055 0.055 0.078 0.086 0.47 0.7414 0.3547
X(t),Y(t)differentposition Magnitude 1 0.074 0.074 0.072 0.082 0.418 0.008 0.436
X(t),Y(t)differentposition Magnitude 2 0.079 0.079 0.075 0.086 0.383 0.017 0.7315
X(t) Shape-magnitude 1 0.045 0.045 0.035 0.039 0.2811 0.001 0.312
X(t) Shape-magnitude 2 0.039 0.039 0.025 0.028 0.092 0.043 0.5438
X(t),Y(t)sameposition Shape-magnitude 1 0.053 0.053 0.064 0.075 0.227 0.689 0.2467
X(t),Y(t)sameposition Shape-magnitude 2 0.055 0.055 0.086 0.086 0.4775 0.7973 0.3551
X(t),Y(t)differentposition Shape-magnitude 1 0.074 0.074 0.072 0.082 0.419 0.0014 0.4373
X(t),Y(t)differentposition Shape-magnitude 2 0.079 0.079 0.075 0.086 0.404 0.034 0.730
morerobustingeneralthanthecanonicalcorrelation,dynamicalcorrelationandthePearson
correlationcoefficientforfunctions. Wehighlightthattherobustnessanalysishasbeenmade
withothermodels(X(t),Y(t))andthesameconclusionscanbedrawn.
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3.6 Independencetestforfunctionaldata
Intheliteratureonassociationmeasures,itisusualtoprovideanindependencetesttocheck
ifthecorrespondingcoefficientusedtomeasuredependencecanbeconsideredzeroornot
(seeforexampleGibbons[25]and Wilcox[54]formoredetails).Thissectiondealswiththe
designofatestwhendataarecurvesandthehypothesesare:
H0:ρs=0.
H1:ρs=0.
Sincetheasymptoticdistributionforρsisnotknownwhenthedatasetarefunctions,an
alternativemethodologyisnecessarytofindthecriticalregionassociatedwiththestatistics
ρs. Wewiluseabootstrapapproachtoestimatethestatisticsdistribution,(seeEfron[12],
EfronandTibshirani[15],DavisonandHinkley[9],formoreinformation).
Givenasampleoffunctions(x,y)ofsizen,Bbootstrapsamplesofsizenareobtained
byresamplingfrom(x,y)underthenulhypothesis;thatis,thereisnoassociationbetween
thecomponentsofthestochasticprocess(X(t),Y(t))thatgeneratedthedataset(x,y).The
stepsnecessarytoobtainthep-valueofthetestaresummarizedinTable3.5,whereρs(x,y)
isthesampledvalueofρsandρs(x∗,y∗)isitscorrespondingvalueforthebootstrapsample.
ThedecisionruleistorejectH0ifp-value≤α,whereαisthesignificancelevel. Wefix
α=0.05inthefolowing.
Tables3.5:Bootstraptest
1.Input:asampleoffunctions(x,y)fromastochasticprocess(X,Y)andα-level.
2.Findρs(x,y).
3.ObtainunderH0abootstrapsample(x∗,y∗)ofsizenfrom(x,y).
4.Calculateρs(x∗,y∗).
5.Repeat3and4asufficientnumberoftimes(B).
6.Findp-value= Bi=1I[ρs(x∗i,y∗i)≥ρs(x,y)]B .7.Output:RejectH0,ifp-value<α-level.
Toilustratetheresultsofthebootstraptest,wecomebackwiththesimulateddataof
inTable3.1. Wefixasampleofsizen=50andapplytheprevioustestwithB=2500.
Foreachcase,bothρsILandthep-valuearedisplayedinTable3.6. Notehowthetestis
consistentwhenthesimulatedmodelsarecurvesgeneratedfromstochasticprocesseswith
positiveornegativeperfectdependence.Inthesecases,thetestproducesp-valuesequalto
zero. Wecanalsoobservethatwhenthegroupsofcurveshaveahighcorrelationcoefficient
thep-valueissmalerthan0.05sothatthenulhypothesisisrejected.Likewise,whenthe
groupsofcurveshavealowcorrelationcoefficient,thep-valueislargerthan0.05andthen
thenulhypothesisisnotrejected.
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Tables3.6:Hypothesistest
X(t) Y(t) σ12 ρsIL p-value τ1 p-value τ2 p-value
(t+Z1)2 (t+Z1)4 1 1 0 1 0 1 0
(t+Z1)2+7(t+Z1)+2 ((t+Z1)2+7(t+Z1)+2)3 1 0.9996 0 0.9967 0 0.9967 0
(t+Z1)3+(t+Z1)2+3(t+Z1) (t+Z2)2+78(t+Z2)−10 0.8 0.7197 0 0.4645 0 0.4645 0
exp(t+Z1) (t+Z2)3+(t+Z2)2+3(t+Z2) 0.6 0.6213 0 0.4547 0 0.4547 0
sin(t+Z1) cos(t+Z2) −0.7 0.4840 0.0002 0.3763 0.0002 0.3127 0.0012
sin(t+Z1) (t+Z2)2 0.4 0.3178 0.0241 0.2212 0.0230 0.2180 0.0244
cos(t+Z1) (t+Z2)2−9(t+Z2) 0.2 0.0583 0.6813 0.0351 0.7244 0.0351 0.7122
exp(t+Z1)2 5(t−Z2)3−3(t+Z2)+9 −0.2 0.0442 0.7587 0.0155 0.8812 0.0155 0.8826
(t+Z1)3 (t+Z2)2+4(t+Z2)−7 −0.5 −0.6804 0 −0.4906 0 −0.4906 0
(t+Z1)3+(t+Z1)2 (t+Z2)2−2(t+Z2) −0.9 −0.8815 0 −0.5527 0 −0.7012 0
(t+Z1)2+7(t+Z1)+2 1−((t+Z1)2+7(t+Z1)+2)3 1 −0.9938 0 −0.9837 0 −0.9755 0
(5/9)(t+Z1)3 48−(5/9)(t+Z1)3 0 −1 0 −1 0 −1 0
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Inorderto makecomparisons,Table3.6alsoshowstheresultsofapplyingthesame
hypothesistestbutconsideringthestatisticsτ1andτ2,definedpreviously. Thecanonical
correlation,dynamicalcorrelationandPearsoncorrelationcoefficientforfunctionsarenot
consideredbecausethesecoefficientsshowaverywidecasuistryforwhichtheyequalzero.
Hence,simulatingbootstrapsamplesunderthenulhypothesis(independence)isnotagood
strategyforthesecoefficientswheremanyanomaliesareobserved.
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Figure3.4:Powertest.
Tables3.7:Relationshipsbetweenthecoefficients,frequencyofrejection(fr)andσ12
σ12 -1 -0,9 -0,8 -0,7 -0,6 -0,5 -0,4 -0,3 -0,2 -0,1 0
ρ¯s -0,92 -0,8 -0,7 -0,61 -0,51 -0,42 -0,34 -0,24 -0,16 -0,08 0
fr 1 1 1 1 0,96 0,86 0,69 0,35 0,21 0,12 0,07
σ12 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
ρ¯s 0,077 0,16 0,25 0,32 0,41 0,52 0,61 0,69 0,8 0,92
fr 0,14 0,24 0,29 0,71 0,81 0,98 1 1 1 1
Wenowanalyzethepowerofthetestwithasimulationstudy. First,weconsidera
bivariatesampleof50curvesgeneratedfromtheprocess[exp(t+Z1),sin(t+Z2)],being
(Z1,Z2)anormalbivariatewithzeromeanandcorrelationσ12. Giventhatthereexistsa
certainrelationshipbetweenσ12andρs,weconsiderdifferentvaluesofσ12)intheinterval
[−1,1]inordertoobtainvaluesofρsoveraltheintervaltoo.Foragivenσ12,wegenerate100
timesasampleof[exp(t+Z1),sin(t+Z2)],calculateρsi,i=1,...,100anditscorresponding
mean ρ¯s. Finaly,weshowinFigure3.4thefrequencyofrejectionofthenulhypothesis
versusρ¯s.ThebootstrappartofeachiterationismadewithB=2500.Table3.7showsthe
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relationshipbetweenthecoefficient¯ρs,σ12andthefrequencyofrejectionforthetest.Aswe
cansee,as|¯ρs|increases,thefrequencyofrejectionalsoincreaseswhichensuresthereliability
ofthetest.
Toendthissection,wehavecarriedoutasensitivityanalysisofthetestwithrespectto
thebootstrapsamplesizeBandthenumberofpointsusedtodiscretizethefunctions.Table
3.8showstherejectionfrequencyofthenulhypothesisfordifferentvaluesofthe¯ρs. Wecan
concludethatthesizeofbootstrapsamplesdoesnotsignificativelyaffectthefrequencyof
rejection,whereasthepowertestimprovesasdincreases,whichisduetomoreinformation
beingavailableabouttheoriginalprocess.
Tables3.8:SensitivityanalysiswithrespecttoBandd
ρ¯s size ofthe bootstrap sample number of points
500 1000 1500 2000 2500 25 50 100 150
0.5989 1 0.99 1 1 1 0.99 0.97 1 1
-0.2447 0.43 0.33 0.35 0.36 0.51 0.12 0.51 0.63 0.89
0.012 0.05 0.06 0.04 0.03 0.02 0 0.02 0.23 0.3
0.2516 0.47 0.5 0.38 0.42 0.36 0.13 0.36 0.69 0.73
0.6968 1 1 1 1 1 1 1 1 1
0.7969 1 1 1 1 1 1 1 1 1
Finaly,InTable3.9wepresentthecoefficientsproposedinChapter2,and3forthe
simulateddataoftheSection3.5. Wealsoincludethefunctionalτwiththepre-orderILand
SLwhichwereusedinthedefinitionoftheSpearmancoefficient.
NotethattheresultsobtainedwithfunctionalτforILandSLaresimilartothose
obtainedwithpre-ordersofDefinition2.2.1.Thisindicatesthattheorderofthecurvesare
similarforthedifferentpre-orders. Weconcludethatthechoiceofpre-orderisanimportant
issuetocalculatethecoefficientshowever,theresultswilbeveryclose.
3.7 Applicationtorealdatasets
Weconsiderthreerealdatasets. Thefirstoneiscomposedofdailytemperatureandpre-
cipitationperyearin35Canadianweatherstations(seeRamsayandSilverman[45]). We
alsohavethesamedatasetbymonths. Thesamplesizeis35. Theobjectiveinthisfirst
exampleistomeasuretheassociationbetweentemperatureandprecipitation. Thesecond
datasetcorrespondstomonthlytemperaturesinfourcitiesofCanadafrom1985until2004
(takenfromthewebpagehttp://www.tutiempo.net/clima/Canada/CA.html).Thedatacon-
sistof20curves(oneperyear/city)with12observationpointspercurvewherewearein-
terestedinanalyzingthepossiblepatternofspatialcorrelationamongcitiesinrelationto
theirtemperatures.Finaly,thethirddatasetispartoftheoriginaldatafromthewebpage
http://www-stat.stanford.edu/tibs/ElemStatLearn/.Itconsistsoffivegroupsofphonemes
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Tables3.9:Ourdependencemeasures
X(t)=f1(t,Z1) Y(t)=f2(t,Z2) σ12 ρ¯sIL ρ¯sSL τ¯1 τ¯2 τ¯IL τ¯SL
1 (t+Z1)3+(t+Z1)2+3(t+Z1) (t+Z2)2+ 78(t+Z2)−10 0.8 0.667 0.6596 0.4861 0.4874 0.4844 0.4825(0.0811) (0.0882) (0.0657) (0.0711) (0.0699) (0.0714)
2 sin(t+Z1) cos(t+Z2) −0.7 0.4354 0.445 0.3084 0.2774 0.2906 0.2941(0.1244) (0.1407) (0.0923) (0.0835) (0.0774) (0.0776)
3 (t+Z1)2 (t+Z1)4 1 1 1 1 1 1 1(0) (0) (0) (0) (0) (0)
4 (t+Z1)2+7(t+Z1)+2 ((t+Z2)2+7(t+Z2)+2)3 1 0.9997 1 1 1 1 0.9995(0.0029) (0) (0) (0) (0) (0.0049)
5 (t+Z1)2+7(t+Z1)+2 1−((t+Z2)2+7(t+Z2)+2)3 1 −1 −1 −1 −1 −1 −1(0) (0) (0) (0) (0) (0)
6 exp(t+Z1) (t+Z2)3+(t+Z2)2+3(t+Z2) 0.6 0.5802 0.5546 0.4047 0.4138 0.4044 0.4138(0.0967) (0.1072) (0.0811) (0.0751) (0.0803) (0.0824)
7 exp(t+Z1)2 cos(t+Z2) −0.8 0.4417 0.4430 0.3097 0.2982 0.2924 0.2963(0.1195) (0.1198) (0.0922) (0.1035) (0.0860) (0.1057)
8 sin(t+Z1) (t+Z2)2 0.4 0.1706 0.1458 0.1080 0.1059 0.0898 0.0966(0.1331) (0.1307) (0.1035) (0.1021) (0.0902) (0.0852)
9 (t+Z1)2+9(t+Z1)−5 cos(3t+Z2) 1 −0.935 −0.9327 −0.7198 −0.9476 −0.8097 −0.8142(0.0176) (0.0199) (0.0853) (0.0358) (0.0365) (0.0368)
10 exp(t2+Z1) (t+Z2)2−8t+Z2 0.9 0.7743 0.7892 0.3621 0.5991 0.5866 0.5894(0.0634) (0.0608) (0.1078) (0.0706) (0.0581) (0.0627)
11 exp(t+Z1) sin(t+Z2) 0 0.05 0.0051 −0.0076 0.0087 −0.0060 0.0052(0.1467) (0.1508) (0.1004) (0.0883) (0.0950) (0.1082)
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SH,IY,DCL,AA,andAO;eachgroupcontains400log-periodograms(functions)discretized
in150frequencies(points).Eachofthelog-periodogramscorrespondstoadifferentspeaker.
Inthisexample,welookforpossibleassociatedphonemes.Thesethreedatasetshavebeen
extensivelyusedintheliteratureinfunctionaldataanalysis(Epifanio-L´opez[16],Jacquesand
Preda[29],LiandYu[34],L´opez-PintadoandRomo[38],andinparticular,Epifanio-L´opez
[16],LiandYu[34],forotherpurposessuchasclassification.
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Figure3.5:MonthlyanddailytemperatureandprecipitationofCanada.
Tables3.10:Associationtestfortemperatureandprecipitationdata
Data1 Data2 ρsIL p-value Decision τ1 p-value τ2 p-value
Dailytemperature Dailyprecipitation 0.6043 0.0002 rejectH0 0.0807 0.5050 0.4958 0
Monthlytemperature Monthlyprecipitation 0.5764 0.0004 rejectH0 0.1378 0.2438 0.4622 0.0002
Montreal Resolute 0.6041 0.0050 rejectH0 0.2368 0.1468 0.3316 0.0394
Montreal PrinceRupert −0.0612 0.7940 acceptH0 0.0632 0.6914 −0.026 0.883
Montreal FortSanJohn 0.1160 0.6220 acceptH0 −0.0579 0.7398 0.0684 0.6902
Resolute PrinceRupert −0.1836 0.4322 acceptH0 −0.2316 0.1620 −0.1158 0.4850
Resolute FortSanJohn 0.0168 0.9516 acceptH0 0.0895 0.59 0.0316 0.8668
PrinceRupert FortSanJohn 0.3280 0.1474 acceptH0 0.0842 0.6092 0.1789 0.2780
Figure3.5showsmonthlyanddailydataoftemperatureandprecipitationinCanada.
GreencurvesarethehighestandthebluecurvesarethesmalestinthesenseoftheILn-grade
ordering.Table3.10showsthevaluesoftheSpearmancoefficientρsIL,thep-valuerelated
totheassociationtestwith10000bootstrapsamplesandthecorrespondingdecisionwith
α=0.05. TheassociationtestfortheothercoefficientsisalsoshowninTable3.10. As
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Figure3.6:Temperaturesof4citiesinCanada.
wecansee,thenulhypothesisisrejectedforalcasesexceptwhenusingτ1. Remember
thatτ1isbasedonthepre-orderinducedbythemaximumofthecurves,whichismore
sensitivetooutliersandreflectsworsethantheotherpre-orderasummaryofthecurves
shapes.Therefore,wecansaythatthetemperatureandtheprecipitationinCanadahavea
significantassociation,whichwasexpectedbecausetheyarestronglylinkedtoclimatological
phenomena.
InrelationtothedatasetsofCanadiancities,only MontrealandResolutepresentsig-
nificantdependenceforbothSpearman’sandKendal’sτ(withpre-orderoftheintegral)
coefficients. Wehavetriedtofindaphysicalexplanationforthisfactbutthesetwocities
donotsharethesamekindofweather,nordotheyhaveasimilarlatitudeorotherfactors
thatdirectlyrelatethem,sothesignificantdependencemaybeduetothesimilaritywith
respecttoshapeandpositionofthecurvesperyear(seeFigure3.6).However,thepositive
associationbetween MontrealandResolutedoesnotholdwhenwepassthesametestwith
τ1.Hence,spatialcorrelationisnotobservedforthesefourcities.
Table3.11showstheresultsoftheassociationtestsforthephonemedata. Weinclude
alsothep-valueforeachtest.Notethat,ingeneral,thedependencebetweenthephonemes
isverysmalforal measures,beingonlystatisticalysignificativeforthephonemesAAand
SHwiththecoefficientsρsIL,τ1,andτ2.Thismaybeduetothepositionandshapeofthe
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curves. WecanseethattheshapeofthecurvesofthephonemeSHisingeneraldifferent
whencomparedtootherphonemes.Indeed,itcanbeeasilyobservedthatacertainnegative
dependencecouldexist(seeFigure3.7). Thisfactisreflectedinthesignofthecoefficients
sincetheyarenegativeinmostcaseswherethephonemeSHisevaluated.Itcanbeseenthat
inthiscase,theshapeofthetwogroupsofcurvesexhibitsoppositebehavior.
Tables3.11:Phonemedata
Phoneme1 Phoneme2 ρsIL p-value Decision τ1 p-value τ2 p-value
AA AO 0.078 0.1144 acceptH0 0.0257 0.4536 0.0604 0.0692
AA SH −0.100 0.0464 rejectH0 −0.0675 0.048 −0.0763 0.0192
AA IY 0.058 0.2664 acceptH0 0.0004 0.9624 0.0459 0.1504
AA DCL 0.010 0.791 acceptH0 −0.0186 0.6056 0.003 0.9174
AO SH −0.040 0.422 acceptH0 0.0079 0.8088 −0.0245 0.4744
AO IY 0.010 0.845 acceptH0 0.0386 0.2336 0.0086 0.7944
AO DCL −0.020 0.696 acceptH0 −0.0053 0.8920 0.00045 0.9840
SH IY −0.025 0.64 acceptH0 −0.0479 0.1592 −0.0179 0.5832
SH DCL 0.027 0.547 acceptH0 0.0188 0.5832 0.0109 0.7616
IY DCL −0.019 0.691 acceptH0 0.0271 0.4256 −0.0079 0.8320
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Figure3.7:Log-periodogramsofphonemesAA,AO,SH,IYandDCL.
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3.8 Conclusions
Wehaveintroducedanewassociationcoefficienttomeasuredependencebetweenfunctions
whenabivariatesampleoffunctionaldataisconsidered.Specificaly,anaturalextensionof
theusualSpearmancoefficientisprovidedbyrankingthefunctionsusingtwokindsofordering
forthecurves:theInferiorLengthandtheSuperiorLength.Theseorderingsamongcurves
alowedustoadaptthedefinitionofgradeexaminedinNelsen[41]butforthefunctional
contextandso,Spearman’scoefficientcanbedefinedasusualis,thePearsoncorrelation
amonggrades. WehavealsoprovedthatSpearman’scoefficienthasagoodtheoreticaland
practicalproperties. Thesimulationstudyandrealexamplesprovidedinthechaptershow
thegoodperformanceoftheSpearmancoefficientaswelasitsrobustness.
Wehavealsointroducedabootstrapindependencetesttoassessthesignificanceofthe
associationbetweentwogroupsofcurves. Testsofthistypealsoalowustoquantifythe
statisticalsignificanceofsomeconjecturesmadeonthebasisofexploratoryanalysis. We
haveilustratedwithsimulateddatathepowerofthistest.
Wefocusedinthischapteronanunivariatedependencemeasure,butitcouldbeofinterest
toexploreotherpossibleoptionssuchasafunctionaldependencemeasureasanalternativeto
thefunctionalcorrelationintroducedinRamsayandSilverman[45].Inaddition,notehowal
theunivariatedependencemeasuresarelinkedtoacurvesordering.Thus,otherpre-orders
forcurvescanprovidealternativedependencemeasuresthatcanbeusefulforvisualizing
associationindatasets.
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Correlationmedianforfunctions
4.1 Introduction
Coefficientsalreadystudiedinthisdissertationrefertoaunivariatemeasurethatreflectsthe
degreeofdependencebetweentwosetsofcurvesintermsofauniquenumber.Inthischapter
weintroduceanewfunctionalcorrelationcoefficientthatyieldsarepresentativecurveof
dependencebetweentwosetsoffunctionaldata.Thisfunctionalcoefficientisanalogousthe
cross-correlationstudiedinRamsayandSilverman[45],whichconsistsbasicalyofcalculating
Pearson’scoefficientbetweenthevaluesofthefunctionsinthetwogroupsforeacht∈I.
Accordingly,thecross-correlationdoesnotconsiderthefunctionalessenceoftheobservations,
sincethemethodreliesonthecalculationoftheclassicPearsoncoefficientforbivariatedata.
Furthermore,thecross-correlationisdefinedthroughthe meanandvarianceofthedata,
whichleadstoaproceduremoresensitivetothepresenceofoutliers,asinthebivariate
case.Toavoidthisdrawback,weextendtheconceptsofmedianabsolutedeviationfromthe
median(MAD)andcomediantothefunctionalcontextusingtheideaofdepth.Thesetwo
alternatives,studiedinFalk[19],aremorerobustthanstandarddeviationandcovariance.
IntermsofMAD andcomedian,wedefinethecorrelationmedianforfunctions,whichisa
functionalcorrelationcoefficientthatismorerobustthanthecross-correlationfunction.
ThecomedianandMAD areconstructedusingthemedianofthedatainsteadofthe
meanofthedata.Infunctionaldatawehavesomealternativesforcalculatingthemedianof
asetofcurves;mostofthemarebasedontheconceptofdepth(seeFraimanandMuniz[24],
Cuevasetal.[8],L´opez-PintadoandRomo[38]).Depthprovidescenter-outwardorderingof
thedata,wherethemedianisconsideredasthedeepestcurve.Todefinethecomedianand
MAD forfunctions,weusetheconceptofdepthstudiedinL´opez-PintadoandRomo[38],
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whoconsiderthatafunctionisdeepifitiscontainedinmanybandsamongalthebands
thatcanbeformedwithfunctionsofthesample;therefore,themedianisthecurvefrom
thesamplewithhighestdepthvalue,i.e,thecurvecontainedinthelargestnumberofbands.
Nevertheless,anyothermeasureofdepthcanbeusedtodefinethefunctionalmedian.The
definitionsprovidedinthischaptercanbeusedwithanyfunctionaldepthmeasure.(Fraiman
andMuniz[24],Cuevasetal.[8]).
Thischapterisorganizedasfolows.InSection4.2,weconsiderthebackgroundand
preliminaryaspectsnecessarytointroduceourcoefficient.Section4.3presentsthedefinitions
ofMADandcomedianforfunctionaldata.Correlationmedianforfunctionsanditsproperties
aredefinedinSection4.4.AsimulationstudyiscarriedoutinSection4.5wherewealsocarry
outasensitivitystudyofthecoefficient.TherobustnessofthecoefficientisanalyzedinSection
4.6.InSection4.7,realdataexamplesarediscussed,showinghowthecorrelationmedianfor
functionsperforms.Finaly,inSection4.8wesummarizethemainconclusionsofthischapter.
4.2 Preliminaries
Infunctionaldataanalysisitispossibleto measurethedependencebetweentwosetsof
curvesthroughthecross-covarianceandcross-correlationfunctions,discussedinRamsayand
Silverman[45](p.24). ThismethodologyhasalreadybeenintroducedinChapter1,butwe
wilrecaltheprincipaldefinitions.
Assumenpairsofcurves(xi,yi),fori=1,...,nwhicharedefinedonthesameinterval
I=[a,b].Thenthecross-covariancefunctionisgivenby
COVXY(t1,t2)≡(n−1)−1
n
i=1
{xi(t1)−x(t1)}{yi(t2)−y(t2)}, (4.2.1)
wherex=n−1 ni=1xi(t)andy=n−1 ni=1yi(t).Therefore,thecross-correlationfunction
is:
CORRXY(t1,t2)≡ COVXY(t1,t2)
VARX(t1)VARY(t2)
, (4.2.2)
whereVARX(t)=(n−1)−1 ni=1(xi(t)−x(t))2.
Theaimofthischapteristointroduceamorerobusttechniquewhichismorerelated
tofunctionaldatatomeasurethedependencebetweentwosetsofcurvesbyextendingthe
conceptsofmedianabsolutedeviation(MAD)andcomedian,discussedinFalk[19],tothe
functionalsetting.Recalthat(MAD)isdefinedas
MAD(X)≡med(|X−med(X)|), (4.2.3)
wheremed(·)isthemedianofthedataandisarobustalternativetostandarddeviation.
TheMAD exhibitsinterestingadvantagesoverotherscalemeasures,suchas,forexample,
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abreakdownpointof50%andanboundedinfluencefunction. RousseeuwandCroux[46],
proposedtwoscaleestimators,whichmaybecompetitivewiththeMAD sincetheypresent
similarproperties.Thefirstoneisdefinedby
Sn=cmedi{medj|xi−xj|}, (4.2.4)
wherecisaconstantofconsistency. TheestimatorSncanbeseenasananalogofGini’s
averagedifferencewhenreplacingaveragesbymedians.Thesecondestimatoris
Qn=d{|xi−xj|:i<j}(k), (4.2.5)
wheredisaconstantfactorandk= h2 ≈ n2 /4,whereh=[n/2]+1andnisthesample
size.TheestimatorQntakesthekthorderstatisticofthe n2 interpointdistances.
Bothestimatorspossessabreakdownpointof50%,butunlikeMADandSn,theestimator
Qnpossessesasmoothinfluencefunction.Inaddition,SnandQndonotpresupposea
symmetricmodeldistributionasdoesMAD. Thebiggestdifferenceamongtheseconcepts
consistsintheirGaussianefficiency,whichis37%forMAD,58%forSnand82%forQn.In
thiswork,weextendtheseconceptstothefunctionalcase.However,wefocusontheMAD
inordertodefineacorrelationcoefficientbetweentwosetsofcurves.Asimilaranalysiscan
becarriedoutconsideringthefunctionalversionofSnandQn.
BasedontheconceptofMAD,Falk[19]proposedthecomedianCOM(X,Y)asarobust
alternativetothecovariancebetweenrandomvariables.Thatis,
COM(X,Y)≡med((X−med(X))(Y−med(Y))). (4.2.6)
SomefeaturesandpropertiesofthecomediancanbeseeninChapter1,Section1.1.Thus,
consideringthesetwoconcepts,MAD andcomedian,Falk[19]introducedthecorrelation
medianas:
δ(X,Y)= COM(X,Y)MAD(X)MAD(Y). (4.2.7)
WewiladaptthismeasuretointroducearobustversionofthePearsoncoefficientfortwo
groupsofcurves.Inordertodothis,inthenextsectionweextendtheconceptsofMADand
comediantofunctions.NotethatbothMAD(X)andCOM(X,Y)fromexpressions(4.2.3)
and(4.2.6),needthemedianofthedata.Hence,tointroducetheseconceptsforabivariate
functionalsample,weneedadefinitionofmedianforfunctions.Forthispurpose,weusethe
definitionofmedianforfunctionaldatabasedonthedepthfunctionstudiedinL´opez-Pintado
andRomo[38],(seeChapter1,Section1.3).
4.3 MAD andcomedianforfunctions
InthissectionwedefinetheconceptsofMAD andcomedianforsetsofcurvesinorderto
introduceameasureofdependencebetweentwosetsoffunctions.Inthenextsection,we
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startbydefiningthefunctionalversionfortheMAD andthetwoalternativesproposedin
RousseeuwandCroux[46]fortheMAD,SnandQntocompareitsperformance. Wewilalso
definethecomedianforfunctionaldataanalyzingitspropertiesandpresentsomecomparative
exampleswiththecross-covariancefunction.
4.3.1 FunctionalMAD
Thefirststeptoextendthisconcepttofunctionaldataistocalculatethemedianofaset
ofcurves. Thereareseveralwaystocalculatethemedianinasetcurvesintheliterature.
Themajorityoftheseproceduresarebasedondepthconcept.Thedepthnotioncomesfrom
themultivariateanalysisaforementionedinChapter1,Section1.3. Forexample,Fraiman
andMuniz[24]haveobtainedthefunctionalmedianasthecurvethatmaximizestheaverage
oftheone-dimensionaldepthsineachpointoftheintervalIwherethecurvesaredefined.
Thefunctionaldepthalowsustorankthefunctionsfromthedeepest(functionalmedian)
tothefarthest(outersurface). Tocalculatethefunctionalmedianinthischapter,weuse
theconceptofgeneralizedbanddepthstudiedinL´opez-PintadoandRomo[38]whichwe
summarizebriefly.
Foranyfunctionxinx1,x2,...,xnlet
Aj(x)=A(x;xi1,...,xij)= t∈I: minr=i1,..,ijxr(t)≤x(t)≤ maxr=i1,..,ijxr(t) ,j≥2,
bethesetofpointsintheintervalIwherethefunctionxisinsidethebandgivenbythe
observationsxi1,xi2,...,xij,then
GS(jn(x)= nj
−1
1≤i1≤i2≤..ij≤n
λr(A(x;xi1,xi2,...,xij)),j≥2,
whereλistheLebesguemeasureinR,andλr=λ(Aj(x))/λ(I)wilbetheproportionoftime
thatxisinsidetheband.Therefore,thegeneralizedbanddepth(GBD)ofxisgivenby
GSn,J(x)=
J
j=2
GS(jn(x),j≥2.
IfX1,X2,...,XnareindependentcopiesofthestochasticprocessX(t),thepopulation
versionofGS(jn(x)andGSn,J(x)aregivenby
GS(j(x)=Eλr(A(x;X1,X2,...,Xj)),j≥2, and
GSJ(x)=
J
j=2
GS(j(x)=
J
j=2
Eλr(A(x;X1,X2,...,Xj)),j≥2, respectively.(4.3.1)
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Wewilusetheequation4.3.1with J=2tocalculatethedeepestfunction,whichwilbe
thefunctionalmedian.
X(t)=med(X(t))≡arg maxx∈C(I)GSJ(x;X1,X2,...,Xn). (4.3.2)
Oncethefunctionalmedianisdefined,wecanextendtheconceptofMAD tofunctions.
Definition4.3.1(FunctionalMAD.)LetX1,...,Xnbeindependentcopiesofthestochas-
ticprocessX(t),then
MAD(X(t))≡med|Xi−X(t)|.
Where X(t)isasin(4.3.2).
Asintheunivariatecase,thefunctionalMADislesssensitivethanthestandarddeviation
functiontoextremefunctionalobservations,sincefunctionalMAD isdefinedthroughthe
medianofthedataanddoesnotdependoncalculatingsumsoftransformationsofthedata,
asinthecaseofstandarddeviationfunction.
Now,wealsoextendtheconceptsofSnandQnproposedbyRousseeuwandCroux[46]
tothefunctionalfield.ThisisofinterestsincetheseconceptsaretwoalternativestoMAD
thatpossessimportantproperties,alreadymentionedintheSection4.2,especialyregarding
Gaussianefficiency.
Definition4.3.2(SnandQnforfunctions.)LetX1,...,Xnbeindependentcopiesofthe
stochasticprocessX(t).ThenSn(X(t))andQn(X(t))are:
Sn≡medi{medj|Xi−Xj|}.
Qn{|Xi−Xj|:i<j}(k).
Where k= h2 ≈ n2 /4,withh=[n/2]+1.Observethatwedonotincludetheconstants
ofconsistencysincewedonotdefinethemasestimatorsofthestandarddeviation.
Figure4.1showsthecurvesthatrepresenttheMAD,Sn,Qnandthestandarddeviation
forfourdifferentgroupsofcurves.InthisthesiswewilusethefunctionalMAD asthescale
measurefordefininganewcorrelationcoefficientforfunctions.
4.3.2 Functionalcomedian.
FolowingFalk[19],wedefinethecomedianforfunctionsbasedonthefunctionalMAD,to
measuredependencebetweentwogroupsofcurves.
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Figure4.1:Sn,Qn,MAD andstandarddeviationforfunctionaldata.
Definition4.3.3(Functionalcomedian.) Let (X1,Y1),...,(Xn,Yn) be independent
copiesofthebivariatestochasticprocess(X(t),Y(t)).Thefunctionalcomedianis:
COM(X(t),Y(t))≡med{(Xi−X(t))(Yi−Y(t))}.
whereX(t)andY(t)arethefunctionalmediansofX(t)andY(t),respectively.
Recalthatthefunctionalmediancanbecalculatedindifferentwaysdependingonthedefi-
nitionofdepthused;forourpurposes,weusethegeneralizedbanddepth.Figure4.2shows
thecurvesofcovarianceandcomedianforthreedifferentbivariatesamples.Theycomefrom
processesthataregeneratedfromX(t)=f1(t,Z1)andY(t)=f2(t,Z2),where(Z1,Z2)rep-
resentstherandompartoftheprocesses.Inthischapterthedatawilbesimulatedinthe
samewayasinChapters2and3.
ThefirstsamplehasbeengeneratedfromprocessesX(t)=(t+Z1)3+(t+Z1)2+3(t+Z1),
Y(t)=(t+Z2)2+(7/8)(t+Z2)−10andσ12=0.8.
ThesecondfromprocessesX(t)=sin(t+Z1),Y(t)=cos(t+Z2)andσ12=−0.7.
ThelastonefromX(t)=exp(t2+Z1),Y(t)=(t+Z2)2−8t+Z2andσ12=0.9.
Wecanseethatthecurvesaresimilar. However,thescaleofthecovariancecurveislarger
thanthescaleofthecomediancurve. Thisisduetothefactthatthefunctionalcomedian
isdefinedthroughthemedian,whichcomesfromthegroupsofcurves,whilethecovariance
functionisdefinedthroughthemean,andthereforeitisanaverageofthecurves.
Thefunctionalcomedianmeetssomeimportantproperties:
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Figure4.2:Functionalcovarianceandfunctionalcomedian.
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1.ifY(t)a.s.=aX(t)+bthenCOM(X(t),Y(t))=aMAD(X(t))2,forsomea,b∈R.
2.COM(X(t),aY(t)+b)=aCOM(X(t),Y(t)).
3.COM(X(t),Y(t))=COM(Y(t),X(t)).
Property1.
Proof.
COM(X(t),Y(t))=COM(X(t),aX(t)+b)
=med[(X(t)−med(X(t)))(aX(t)+b−med(aX(t)+b))]
=med[(X(t)−med(X(t)))(aX(t)+b−amed(X(t))−b)]
=med[(X(t)−med(X(t)))(a(X(t)−med(X(t))))]
=amed|X(t)−med(X(t))|2
=aMAD(X(t))2.
Property2.
Proof.
COM(X(t),aY(t)+b)=med[(X(t)−med(X(t)))(aY(t)+b−med(aY(t)+b))]
=med[(X(t)−med(X(t)))(aY(t)+b−amed(Y(t))−b)]
=med[(X(t)−med(X(t)))(a(Y(t)−med(Y(t))))]
=amed[(X(t)−med(X(t)))(Y(t)−med(Y(t)))]
=aCOM(X(t),Y(t)).
Property3itisstraightforward.
Wehavealreadydefinedthe MAD andcomedianforfunctionsastwoalternativesto
thestandarddeviationfunctionandthecross-covariancefunction. Now,wewildefinea
correlationcoefficientforfunctionsbasedonthesenewmeasures.
4.4 Correlation medianforfunctions
Theaimofthischapteristoprovideamorerobustalternativetothecross-correlationfunction
studiedinRamsayandSilverman[45]. Wefocusfromnowont1=t2and,wewilcalthe
cross-correlationfunctionint1=t2asthecorrelationfunction.Intheprevioussection,
weextendedtheconceptsofcomedian(COM)andMAD tothefunctionalfield.Therefore,
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thecorrelationmediandefinedinFalk[19]canbealsoextendedtofunctionsusingtheabove
concepts.
Definition4.4.1(Correlation medianforfunctions.) Let(X1,Y1),...,(Xn,Yn)bein-
dependentcopiesofthebivariatestochasticprocess(X(t),Y(t)). Wedefinethecorrelation
medianforfunctionsasfolows:
δ˙(X(t),Y(t))= COM(X(t),Y(t))MAD(X(t))MAD(Y(t))=
med{(Xi−X(t))(Yi−Y(t))}
med|Xi−X(t)|med|Yi−Y(t)|
,
whereX(t)andY(t)arethemedianofX(t)andY(t).
Figure4.3showsthecorrelationfunctionandcorrelationmedianforfunctionsforthree
pairsofgroupsofcurvesgeneratedfromprocessespreviouslydefinedinSubsection4.3.2.
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Figure4.3:Correlationfunctionandcorrelationmedianforfunctions
fordifferentpairsofgroupsofcurves.
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Insomecases,theabsolutevalueofthecorrelationmedianforfunctionscanalsobelarger
than1,asinthecaseofbivariatedata.Insuchcases,itisquitedifficulttointerpretthe
results;thereforeweproposeanalternativecorrelation medianforfunctions,obtainedby
dividingthecoefficientoverthemaximumbetweenitsmaximumandminimumvaluesi.e,
δ(X(t),Y(t))= δ˙(X(t),Y(t))max{|maxt∈Tδ˙(X(t),Y(t))|,|mint∈Tδ˙(X(t),Y(t))|}. (4.4.1)
Thecurvethatrepresentsthecorrelationmedianforfunctionswilbeintheinterval[−1,1],
whichmakesitsimplertointerpret. Thiscoefficientcanbeusefulwhenweneedagraphic
wayofrepresentingthedependencebetweentwosetsofcurves.
4.4.1 Properties
AswasmentionedinChapter1,Section1.1,thecorrelationmedianmeetstwoimportant
properties. Weprovethesetwopropertiesforfunctionsandotherthatcanbeinferredfrom
beingacorrelationcoefficient.
1.δ(X(t),Y(t))=δ(Y(t),X(t)).(Symmetry).
2.−1≤δ(X(t),Y(t))≤1.
3.δ(aX(t)+b,cY(t)+d)= δ(X(t),Y(t)), ac>0;−δ(X(t),Y(t)), ac<0.
4.δ(X(t),aX(t)+b)= 1, a>0;−1, a<0.
Toprovetheaboveproperties,wewilneedthefolowingtworesults.
Lemma4.4.2LetX1,X2,...,XnbeindependentcopiesofthestochasticprocessX(t)with
observationsx1,x2,...,xn.Then,
GSJ(|x|p,|X1|p,|X2|p,...,|Xn|p)=GSJ(|x|,|X1|,|X2|,...,|Xn|); p≥1,
whereGSJ(x;X1,X2,...,Xn)bethefunctionaldepthofthecurvexasin4.3.1.
Proof.
Observe
A(|x|p;|Xi1|p,|Xi2|p,...,|Xij|p)= t∈I: minr=i1,..,ij|xr(t)|
p≤|x(t)|p≤ maxr=i1,..,ij|xr(t)|
p
= t∈I:[ minr=i1,..,ij|xr(t)|]
p≤|x(t)|p≤[ maxr=i1,..,ij|xr(t)|]
p
= t∈I: minr=i1,..,ij|xr(t)|≤|x(t)|≤maxr=i1,..,ij|xr(t)|
=A(|x|,|Xi1|,|Xi2|,...,|Xij|).
86
Correlationmedianforfunctions
Therefore,itcanbeeasilyseenthat,
GSJ(|x|p;|X1|p,|X2|p,...,|Xn|p)=
J
j=2
Eλ[A(|x|p,|Xi1|p,|Xi2|p,...,|Xij|p)]
λ[I]
=
J
j=2
Eλ[A(|x|,|Xi1|,|Xi2|,...,|Xij|)]
λ[I]
=GSJ(|x|,|X1|,|X2|,...,|Xn|).
Proposition4.4.3
[med|X(t)|]p=med|X(t)|p,;p≥1.
Proof.
med(X(t))=argx∈C(I)maxGSJ(|x|;|X1|,|X2|,...,|Xn|)
={argxp∈C(I)maxGSJ(|x|;|X1|,|X2|,...,|Xn|)}
1
p
={argxp∈C(I)maxGSJ(|x|p;|X1|p,|X2|p,...,|Xn|p)}
1
p (seeLemma4.4.2).
whichimpliesthat
{argx∈C(I)maxGSJ(|x|;|X1|,|X2|,...,|Xn|)}p
=argxp∈C(I)max[GSJ(|x|p;|X1|p,|X2|p,...,|Xn|p)]
[med|X(t)|]p=med|X(t)|p.
Now,wewilprovethepropertiesstatedpreviously.Theproofofproperty1isstraightforward.
Property2.
Proof.
max{|maxδ˙(X(t),Y(t))|,|minδ˙(X(t),Y(t))|}≥|minδ˙(X(t),Y(t))|
≥−minδ˙(X(t),Y(t))≥−δ˙(X(t),Y(t))then,
−max{|maxδ˙(X(t),Y(t))|,|minδ˙(X(t),Y(t))|}≤˙δ(X(t),Y(t)),
andthen
−1≤ δ˙(X(t),Y(t))max{|maxδ˙(X(t),Y(t))|,|minδ˙(X(t),Y(t))|}.
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Observenowthat
−max{|maxδ˙(X(t),Y(t))|,|minδ˙(X(t),Y(t))|}≤|maxδ˙(X(t),Y(t))|
≤max{|maxδ˙(X(t),Y(t))|,|minδ˙(X(t),Y(t))|}.
Hence,
δ˙(X(t),Y(t))
max{|maxδ˙(X(t),Y(t))|,|minδ˙(X(t),Y(t))|}≤1.
Property3.
Proof.
δ˙(aX(t)+b,cY(t)+d)= COM(aX(t)+b,cY(t)+d)MAD(aX(t)+b)MAD(cY(t)+d).
= med{[aX(t)+b−med(aX(t)+b)][cY(t)+d−med(cY(t)+d)]}med|aX(t)+b−med(aX(t)+b)|med|cY(t)+d−med(cY(t)+d)|,
= med{[aX(t)+b−amed(X(t))−b][cY(t)+d−cmed(Y(t))−d]}med|aX(t)+b−amed(X(t))−b|med|cY(t)+d−cmed(Y(t))−d|,
= acmed{[X(t)−med(X(t))][Y(t)−med(Y(t))]}|ac|med|X(t)−med(X(t))|med|Y(t)−med(Y(t))|,
= acCOM(X(t),Y(t))|ac|MAD(X(t))MAD(Y(t))
= ac|ac|˙δ(X(t),Y(t))=
δ˙(X(t),Y(t)), ac>0,
−δ˙(X(t),Y(t)), ac<0.
Therefore,
δ(aX(t)+b,cY(t)+d)= δ˙(aX(t)+b,cY(t)+d)max{|maxδ˙(X(t),Y(t))|,|minδ˙(X(t),Y(t))|}.
Ifac>0,obviouslyδ(aX(t)+b,cY(t)+d)=δ(X(t),Y(t)).Now,ifac<0,
δ(aX(t)+b,cY(t)+d)= −δ˙(X(t),Y(t))max{|max−δ˙(X(t),Y(t))|,|min−δ˙(X(t),Y(t))|}
= −δ˙(X(t),Y(t))max{|−minδ˙(X(t),Y(t))|,|−maxδ˙(X(t),Y(t))|}
= −δ˙(X(t),Y(t))max{|maxδ˙(X(t),Y(t))|,|minδ˙(X(t),Y(t))|}
=−δ(X(t),Y(t)).
Property4.
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Proof.
Wehaveδ˙(X(t),aX(t)+b)= COM(X(t),aX(t)+b)MAD(X(t))MAD(aX(t)+b)=
aMAD(X(t))2
|a|MAD2(X(t))
= aMAD
2(X(t))
|a|MAD2(X(t)),fromProposition4.4.3
= a|a|=
1, a>0;
−1,a<0.
Therefore,
δ(X(t),aX(t)+b)= δ˙(X(t),aX(t)+b)max{|maxt∈Tδ˙(X(t),aX(t)+b)|,|mint∈Tδ˙(X(t),aX(t)+b)|}.
Ifac>0,obviouslyδ(X(t),aX(t)+b)=1.Now,ifac<0thenδ(X(t),aX(t)+b)=−1.
4.5 Simulationstudy
Inthissectionwecarryoutasimulationstudyinordertoshowhowthecorrelationmedian
forfunctionsworksandcompareitwiththecorrelationfunctionpreviouslyconsidered. We
alsosimulatecaseswhereaprocessisanaffinetransformationofanotherprocessandthecase
wheretheprocessesareindependent.Specificaly,wesimulate50realizationsfromdifferent
processesX(t)=f1(t,Z1)andY(t)=f2(t,Z2),where(Z1,Z2)representstherandompart
oftheprocesses. Weassume(Z1,Z2)tobeanormalbivariatewithcorrelationσ12andfor
eachpair(f1,f2)weuseadifferentcorrelationσ12.Also,wehavediscretizedeachcurvewith
50points,taken100replicationsofeachsample,andcalculatedthecorrelationmedianfor
functionsandcorrelationfunctionforeachofthem.Functionaldataweregeneratedfromthe
folowingbivariateprocesses:
X(t)=(t+Z1)3+(t+Z1)2+3(t+Z1), Y(t)=(t+Z2)2+(7/8)(t+Z2)−10,σ12=0.8.
X(t)=sin(t+Z1), Y(t)=cos(t+Z2),σ12=−0.7.
X(t)=exp(t2+Z1), Y(t)=(t+Z2)2−8t+Z2,σ12=0.9.
X(t)=(t+Z1)2+3, Y(t)=(t+Z2)2,σ12=0.5.
X(t)=25(t+Z1)2, Y(t)=30t3/2(1−t)+Z2,σ12=−0.4.
X(t)=4(t+Z1)2, Y(t)=(t+Z2)3,σ12=0.1.
X(t)=4(t+Z1)2, Y(t)=(t+Z2)3,σ12=−0.8.
Figure4.4showsthecurvesthatrepresentthe meananddeviationofthecorrelation
functionandthecorrelationmedianforthe100replicationsofeachprocess. Wecanseethat
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Figure4.4:Theleftpanelgivescorrelationmedianforfunctions
andtherightpanelcontainscorrelationfunction.
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Correlationmedianforfunctions
thedifferenceamongthecurvesisobviousduetotheuseofthemedianinsteadofthemean,
andtheuseofMAD insteadofstandarddeviation. Wethinkthatthecorrelationmedian
forfunctionsmakesuseofmoreinformationfromthedatasetthanthecorrelationfunction,
whichismorefocusedonobservingdatapointtopointavoidingthefunctionalstructureof
thedata.
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Figure4.5:Affinetransformations.Right:independentprocesses.
Figure4.5showsthecorrelationmedianforfunctionsrelatedtoprocesseswhereoneisan
affinetransformationofanotherandwhentheprocessesareindependent. Wecanseethatfor
affinetransformationsthecorrelationmedianforfunctionsisequaltoone,andforthecase
wheretheprocessesareindependent,itisequaltozero.Figure4.6showsthatProperty5
doesnotholdforothertypesoftransformations.
Now,weanalyzethesensitivityofδwithrespecttothesamplesizenandwithrespecttod,
thenumberofpointstakentodiscretizethefunctions,inordertodeterminethesteadinessof
ourcoefficient. WewilusethefolowingpairofstochasticprocessesX(t)=4(t+Z1)2, Y(t)=
(t+Z2)3,σ12=−0.8.Wehaveused n=25,50,100,150withd=50.Figure4.7showsthat
thechangesinthecurvesthatrepresentthecorrelationmedianforfunctionsareverysmaland
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Figure4.6:Othertransformations.
δˆisstablewithrespecttothesamplesize.Now,fixn=50,andconsiderd=25,50,100,150
points. Figure4.8ilustratesthesensitivitywithrespecttod.Itisnoteworthythatthe
coefficientspresentgoodstabilitywithrespecttothenumberofpointstakentodiscretizethe
functions. Wepointoutthatwehavecarriedoutthesensitivityanalysiswithothermodels,
andtheconclusionsarethesameforthemodelreported.
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Figure4.7:Sensitivitytosamplesize.
Inthenextsectionweprovidearobustnessstudytoanalyzehowoutliersaffectour
coefficient.
4.6 Robustness
Asstatedearlier,ouraimistoproposeamorerobustcoefficientofcorrelationthanthecross-
correlationfunctioninRamsayandSilverman[45]. Therefore,inthissectionwestudythe
robustnessofourcoefficientandcompareitwiththatofthecorrelationfunction. Wehave
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Figure4.8:Sensitivitytothenumberofpointsinthediscretization.
simulated100curvesandtaken50pointstodiscretizeeachcurveofthefolowingprocesses:
1.X(t)=exp(t+Z1),Y(t)=(t+Z2)3+(t+Z2)2+3(t+Z2),σ12=0.6
2.X(t)=sin(t+Z1), Y(t)=cos(t+Z2), σ12=−0.7
3.X(t)=exp(t2+Z1), Y(t)=(t+Z2)2−8t+Z2,σ12=0.9
Tocontaminatethesamples,wehaveusedthreedifferenttypesofoutliers:shapeoutliers,
magnitudeoutliersandshape-magnitudeoutliers;thestructureoftheseoutlierswassumma-
rizedinChapters2,Section2.4. Weintroducetheoutliersonlyinthegroupofcurvesthat
comesfromX(t)inaprogressivewaystartingwithone,threeandfiveofeach.
Figure4.9showsthevariationofthecoefficientswhenshapeoutliersareintroduced.Each
measureiscalculatedbeforecontaminatingthedata(row1).Thefolowingrowscontainthe
variationofthecurvesafterbeingcontaminatedwithone,threeandfiveshapeoutliers,
respectively. Wecanobservethatneithertherepresentativecurveofcorrelationfunction
northerepresentativecurveforcorrelationmedianforfunctions,presentsignificantvariation
whendifferentnumbersofshapeoutliersareintroduced.NotethatinFigure4.10,thecurves
showchangeswhenweintroducemagnitudeoutliers,andthesevariationsaremoresignificant
inthecaseofthecorrelationfunctionthaninthecaseofthecorrelationmedianforfunctions.
Finaly,whenweconsidershape-magnitudeoutliers,thevariationforbothcurvesissimilarto
thevariationformagnitudeoutliers,sinceshape-magnitudeoutliersareamixbetweenshape
outliersandmagnitudeoutliers,ascanbeseeninFigure4.11.
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Figure4.9:Shapeoutliers1,3,5.
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Figure4.10:Magnitudeoutliers1,3,5.
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Figure4.11:Magnitude-shapeoutliers1,3,5.
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4.7 RealData
Weconsiderfourrealdatasetstoassessourprocedureandcompareitwiththecorrelation
function. Thefirstoneiscomposedofmonthlytemperatureandprecipitationin35Cana-
dianweatherstations(seeRamsayandSilverman[45]). Wehave12pointspercurvei.e.,the
temperatureandprecipitationeachmonth.Inthisexamplewecalculatethecurves(corre-
lationfunctionandcorrelationmedianforfunctions)thatrepresentthedependencebetween
temperatureandprecipitationduringtheyear.Theseconddataset,studiedinLeurganset
al.[33],consistsoftheangularrotationsinthesagittalplaneofthehipandkneeof39normal
5-year-oldchildren.Theobservationsaretakenoveragaitcycleconsistingofonedoublestep
takenbyeachchild,andtimeismeasuredintermsofthecycle.Inalcasesthecyclehas
beendiscretized(mathematicaly)toaregulargridof20points.Inthiscasewecanstudy
thechangeofthedependencebetweenangularrotationsofthehipandkneethroughthegait
cycle. Thethirddatasetcorrespondsto33companiesbelongingtotheIBEX35.Foreach
companywehavetakenasetof108functionalobservations,eachoneofthemrepresenting
oneday(108days)inwhichthepriceoftheassethasbeenmeasuredevery5minutes,from
9:05until17:40(104pointspercurve);thesedatawereusedinChapter2tocalculatethe
Kendal’sτcoefficientforfunctions. Weanalyzesomepairsofcompaniesinordertostudy
therelationshipbetweenthepricesinthattimeperiod.Thelastdatasetcorrespondstoa
micro-arraytimeseries.ThesedatacharacterizetheresponseofahumanT-celline(Jirkat)
totreatmentwithPMAandioconomin.Thedataconsistof58genesmeasuredacross10time
pointswith44replications. Opgen-RheinandStrimmer[42]usedthisdatasettocalculate
thedynamicalcorrelationbetweenfunctionaldatainordertoconstructgeneticnetworks. We
calculatethecurveofcorrelationmedianforfunctionsbetweensomepairsofgenesandwe
lookforpossibleassociatedgenes.
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Figure4.12:Correlationfunctionandcorrelationmedianforfunctions
formonthlytemperatureandprecipitation.
Figure4.12presentsthecurvesthatgivethecorrelationfunctionandcorrelationmedian
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forfunctionsforthedataoftemperatureandprecipitation.Thecorrelationfunctionshows
highdependencebetweenthetemperatureandprecipitationinthewinterandaverylow
dependenceduringtherestoftheyear.Thecorrelationmedianforfunctionsidentifiesaddi-
tionalrelationships,forexample,highdependenceinmidwinterandearlyfal,andverylow
dependenceinspringandsummer.Inthedatagaitcycle(Figure4.13),weseethatthecurve
ofcorrelationmedianforfunctionspresentspeaksaroundimportantvaluesofthecycle(5,10
and15),whilethecorrelationfunctionisasmoothercurveanddoesnotshowabruptchanges
inthedependencebetweentheangularrotationsofthehipandknee.Thecurveofcorrelation
functionforthedataofthecompanies(seeFigure4.14)oscilatesaroundthesamevaluein
alcases,whilethecorrelationmedianforfunctionspresentshighvariability.Thisfactshows
ushowtherelationshipsbetweentheassetpricesvarythroughouttheday.Finaly,inFigure
4.15wecanseethedifferentbehaviorofthecurvesthatrepresenttheassociationbetween
genes.
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Figure4.13:Correlationfunctionandcorrelationmedian
forhipandknee.
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Figure4.14:Correlationfunctionandcorrelationmedianforfunctionsforassets.
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Figure4.15:Correlationfunctionandcorrelationmedianforfunctionsforgenes.
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4.8 Conclusions
Wehaveintroducedanewcorrelationcoefficientforfunctionsprovidingarepresentativecurve
ofdependencebetweentwosetsofcurves. Thiscoefficientisbasedonthecross-correlation
functionstudiedinRamsayandSilverman[45],whichistheclassicPearsoncoefficientbetween
thevaluesofthecurvesindifferentmomentsoftime.Tocarryoutthistask,weextendthe
conceptsofcomedianandMAD analyzedinFalk[19]tothefunctionalfield.Sincethese
conceptsarebasedonthemedianofthedataset,weconsideredthedefinitionofmedian
forfunctionaldataproposedinL´opez-PintadoandRomo[38]. Thesenewnotionssatisfy
theusualproperties,andappeartobe morerobustthanotherstandard measures. The
robustnessofthenewcoefficientisilustratedwithasimulationstudy. Wepresentseveral
simulatedandrealexamplesinordertoshowhowthecorrelationmedianforfunctionsworks
andcomparetheresultsobtainedwiththecorrelationfunction. Wealsostudythesensitivity
ofourcoefficientandconcludethatitisstablewithrespecttosamplesizeandtothenumber
ofpointstakentodiscretizethefunctions.
Adifficultythatwefindisthatinsomecasestheabsolutevalueofthecorrelationmedian
forfunctionscanbelargerthan1. Giventhatinsuchcasesitisquitedifficulttointerpret
theresults,weproposeanalternativebydividingthecoefficientoverthemaximumbetween
itsmaximumandminimumvalues.However,itwouldbeinterestingtolookforalternatives
thatarerelatedtothenatureofthedata. Anotherinterestingquestionwouldbetostudy
othermeasuresofdepthtocalculatethefunctionalmedian,andanalyzewhichofthemis
moreappropriateintermsofrobustnesstocalculatecorrelationmedianforfunctions.
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Conclusionsandmaincontributions
Thischaptersummarizesthemaincontributionsofthethesis. Wehavedevelopednewways
ofmeasuringdependenceinabivariatesampleofcurves,inspiredinsomeclassicmeasuresof
dependencethatarecommonlyusedinbivariatedataanalysis.Basicaly,wehaveextended
tothefunctionalfieldtheversionsofthreewel-knowncoefficientsformeasuringdependence.
TheyareKendalandSpearmancoefficientsandarobustversionofthePearsoncorrelation
coefficient. Givenabivariatesampleoffunctionaldata,themethodologyimplementedwith
thefirsttwocoefficientsprovidesasinglevaluethatrepresentsthedegreeofrelationship
betweenthesetsofcurves,whileanotherprovidesacurvewhichwilcharacterizethedepen-
denceonthewholeintervalwherethetwosetsofcurvesaredefined.Eachofthecontributions
introducedinthisdissertationarenovel,andbelowwepresenttheprincipalaspectsdeveloped
ineachchapter.
Firstly,inChapter2,afunctionalversionofKendal’scoefficienthasbeenintroduced
whichalowsustoidentifyifthereissomekindofdependencebetweentwosetsof
curves.Intheconstructionofthiscoefficientwehavepresentedanalternativeversion
oftheconcordanceconceptfortwopairsoffunctions. Also,wedefinesuitableorders
forsortingfunctions. Wehighlightsomerelevantaspectsofthisnewcoefficient.
i.Thefunctionalτdevelopedalowsustoidentifytheglobaldependencybetweentwo
groupsoffunctionaldata,regardlessoftheshapeoftheirpaths.
i.Wehavetakenintoaccountsomeresultsofthefunctionalanalysisthathavealowed
ustoseethisnewcoefficientasaUB−statistics. Therefore,wehavebeenable
toprovidesomeasymptoticalresultsofthestatisticsconsideredforthesample
version.Thisnewwayofmeasuringdependencebetweensetsoffunctionssatisfies
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someclassicpropertiesthatadependencemeasureshouldfulfil;theseproperties
havebeenproved.
ii.Weshowwithsimulateddatathatthefunctional τworkswelinasetofcurves
wheretheyareconstructedwithknowndependence,eveninthecaseswherethe
simulateddatahavebeencontaminatedwithdifferenttypesofoutliers. Also,
twointerestingexampleswithrealdataarestudied. Thefirstonecorresponds
to33companiesbelongingtotheIBEX35;thefunctionalτalowsustoobtain
informationaboutcompanieshavingsimilarbehaviorovertime.Theseconddata
setcorrespondstoamicro-arraytimeseriesfromahumanT-celexperiment.In
thiscase,weobtainthepartialfunctionalτforeachpairofgenesandagene
networkcanbeconstructedasanalternativetotheonesexistingintheliterature.
Secondly,inChapter3,wehavedevelopedafunctionalversionofarankcorrelation
coefficient.Basicaly,thiscontributionistheextensionofSpearman’scoefficientinthe
functionalcontext. Asiswelknown,thismeasureinthebivariatecontextisdefined
bythePearsoncoefficientamongtherankofthedata. Hence,inordertogeneralize
ittofunctionaldata,wehaveintroducedonewayofassigningrankstoeachoneof
thefunctions,whicharebasedonsomeorderingsforfunctionsalreadystudiedinthe
literature.However,amaincontributionhereistheimplementationoftheseorderings
tothepopulationcase,alowingtheassignationofgradestothestochasticprocesses
wherethecurvescomefrom.Therefore,apopulationversionoftheSpearmancoefficient
forstochasticprocessesisalsointroduced. Themainresultsofthischapterarelisted
below.
i.WeprovidedanaturalextensionoftheSpearmancoefficient,whichsummarizesin
onesingle-valuethedependencebetweentwosetsoffunctions.Itworksinaway
similartotheusualbivariatecase,i.e.,itcalculatesthePearsoncoefficientbetween
theranksofthefunctions,whichareobtainedthroughtwokindsoforderingfor
functionsintroducedinL´opez-PintadoandRomo[39].
i.InNelsen[41]thegradesforrandomvariablesaredefined.Inthischapterweadapt
thedefinitionofthosegradesforstochasticprocesses. Thenewgradesalowed
ustointroducethepopulationversionoftheSpearmancoefficientforfunctions.
Wealsopresenttheasymptoticalresultsofthisnewcoefficientaswelasitsmain
properties.
ii.Anothercontributionofthischapteristhedefinitionofanindependencetestwhich
isbasedonthebootstrapapproach.Italowsustoassessthesignificanceofthe
associationbetweentwogroupsofcurvesandtoquantifythestatisticalsignificance
ofsomeconjecturesmadeonthebasisofexploratoryanalysis. Wehaveevaluated
thepowerofthisnewtestwithsimulatedandrealdataandgoodconclusionscan
bedrawn.
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BothfunctionalversionsofKendalandSpearmanprovidejustasinglevalueforsum-
marizingthedependenceintwogroupsofcurves.Althoughwehaveprovedthatthey
satisfygoodproperties,weknowthatinmanycasesonesinglevaluecanbepoorformea-
suringthedependence.Therefore,inChapter4,wetriedtopartialysolvethisproblem
byintroducinganewmeasureofdependencebetweenfunctionswhoseresponseisalso
afunction. OurideawasinspiredinarobustmeasureintroducedinFalk[19]caled
comedian. Weenumeratethemainresultsofthischapter.
i.Wehaveintroducedacorrelationcoefficientforfunctionsthatprovidesarepresenta-
tivecurveofdependencebetweentwosetsofcurves.Theaiminthischapterwas
tointroducearobustalternativetothecross-correlationstudiedinRamsayand
Silverman[45]. Therefore,todoso,wegeneralizedpreviouslytothefunctional
casesomerobustmeasuressuchastheMAD andthecomedian,studiedinFalk
[19],whichwerepresentedasrobustalternativesforthestandarddeviationand
thecovariance,respectively.
i.SomepropertiesthatinFalk[19]areconsideredrelevantforhisrobustversionsalso
areprovedbyusinthefunctionalversionintroduced. Anempiricalstudywith
contaminatedfunctionaldatashowedthatthecorrelationmedianforfunctionshas
amorerobustbehaviorthanthecorrelationfunction.
ii.Anadvantageofusingthecorrelationmedianforfunctionsinsteadofthecorrelation
functionisthat,aswetakethedeepestcurveoftheproductofalthecurves
centeredaroundthe median,theshapeofthecorrelation medianforfunctions
curverepresentstherelationbetweenthesetsofcurvesbetterthanthecorrelation
function.
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Futureresearchlines
Wenowpresentsomeoftheissuesconsideredasfutureresearchlinesandextensionsofthe
workpresentedinthisthesis.
Themethodologiesimplementedinthisthesistomeasurethedependencebetweenset
ofcurveswerebasedmainlyonsomeorderingdefinitionforfunctions.However,those
ordersusedtogiveourdefinitionsbelongtothesetofthepre-orders.Infact,there
aremanyotherwaysofsortingfunctions.Therefore,aresearchplancouldbedefining
differentpre-orders,forexample,takingintoaccountthearclengthofeachcurveas
welasitsderivative. Thiswouldalowustodefinenewdependencemeasureswhere
theshapeofthecurveisgoingtobeconsidered.
Adifficultythatwefoundwhenintroducingthecorrelationmedianforfunctions,was
thatinsomespecificcasesitsabsolutevaluecanbelargerthan1.Thesecasesarenot
easytointerpretandtheyareagainststatisticalintuitionofdependence. Hence,we
proposedawayofimprovingthosesituations.However,itwouldbeinterestingtolook
forakindofstandardizationappropriateforthecorrelationmedianforfunctionsrelated
tothenatureofthedata.
Anotherinterestingquestiontobeinvestigatedwouldbethebehaviorofothermeasures
ofdepthforcalculatingthedeepestcurve,i.e,thefunctionalmedianandanalyzingwhich
ofthemismoreappropriateintermsofrobustness.
Wealsoconsideritofinterestinthefuturetoanalyzetheresultsobtainedwiththe
correlationmedianforfunctionswhenitisappliedtoadatasettakenfromdifferentfields
ofscience,forexample:genetics,medicine,biology,andsoon.Thecurvethatrepresents
thedependencecouldbeapowerfultooltoidentifystrongorweakrelationshipsbetween
pathsofgenes,continuoustreatmentofsomediseasesandtheirrespectivelong-term
evolution;oreventhedependencethroughtimeofreturnsoffirmsbelongingtodifferent
financialmarkets.
Alsoofinterestwouldbeinvestigatingmoretheoreticalpropertiesofthedistributionsof
thecoefficientsintroducedinthisthesis;inparticular,findingtheirasymptoticaldistri-
butionsforwhichadetailedstudyofU-statisticsinHilbertspaceswouldbenecessary.
WehavedefinedtheSpearmancoefficientforfunctionsthroughafunctionalversionof
grades.Thesegradescanbeseenasthepopulationdefinitionanalogsofranks.Inthis
thesis,weintroducedaformofassigningthegradetoeachofcurvesofthesample,
andfromthepopulationpointofview,wealsogaveanalternativeforassigninggrades
tostochasticprocesses. Weproposeusingthesenewversionsofgradesforfunctions
inordertodefineanew measurethatextendsthe Wilcoxonsigned-ranktestwhen
functionaldataareconsidered,alowingustoevaluatewhethertheirpopulationmean
ranksdiffer.
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