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3Abstract
Quantitative aspects of systems, like the maximal consumption of resources, can be
modeled by weighted automata. The usual approach is to weight transitions with
elements of a semiring and to define the behavior of the weighted automaton by mul-
tiplying the transition weights along a run. In this thesis, we define and investigate a
new class of weighted automata over unranked trees which are defined over valuation
monoids. By turning to valuation monoids we use a more general cost model: the
weight of a run is now determined by a global valuation function. Besides the binary
cost functions implementable via semirings, valuation functions enable us to cope with
average and discounting. We first investigate the supports of weighted unranked tree
automata over valuation monoids, i.e., the languages of all words which are evalu-
ated to a non-zero value. We will furthermore consider the support of several other
weighted automata models over different structures, like words and ranked trees. Next
we prove a Nivat-like theorem for the new weighted unranked tree automata. More-
over, we give a logical characterization for them. We show that weighted unranked
tree automata are expressively equivalent to a weighted MSO logic for unranked trees.
This solves an open problem posed by Droste and Vogler. Finally, we present a Kleene-
type result for weighted ranked tree automata over valuation monoids.
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7Chapter 1
Introduction
In 1967, Thatcher investigated the theory of finite pseudoterms (nowadays known
as unranked trees) and pseudoautomata (or unranked tree automata), see [94]. In
contrast to ranked trees (see [21, 58, 59] for surveys), for unranked trees the number
of children of a node is not determined by the label of that node. Since 1967 the
theory of unranked tree automata and unranked tree languages has developed, cf.
e.g. [10, 11, 75, 82, 83, 94] and Chapter 8 of [21], in particular due to the development
of the modern document language XML and the fact that (fully structured) XML-
documents can be formalized as unranked trees.
Classical unranked tree automata (amongst others) provide the opportunity to cope
with qualitative questions, like reachability. At the beginning of the 1980s also quan-
titative aspects gained attention and at least for ranked trees weighted automata were
introduced [1, 4]; for surveys we refer to [31, 56]. An automaton model for unranked
trees with ordered data values was investigated in [92], and important closure prop-
erties of symbolic unranked tree transducers were given in [57, 97]. Only recently
in [44, 66], weighted automata on unranked trees over semirings were introduced and
investigated. Syntactically, weighted unranked tree automata are defined like un-
ranked tree automata, but now the transitions of the word automata have weights in a
weight structure D. The behavior of a weighted unranked tree automaton determines
an (unranked) tree series which is a mapping from the set of unranked trees into D.
This tree series is defined in terms of runs and is based on the algebraic structure of
D. The weight structure D usually has a binary operation called addition, and one
obtains the weight of an input unranked tree by summing up the weights of all runs
over the tree. When D is a semiring, the weight of a run is the product of the weights
of the transitions in the run.
Recently, Chatterjee, Doyen, and Henzinger [15–18] introduced another kind of
weighted (word) automata on real numbers, where the weight of a run is determined
in a global way, for instance by calculating the average of all weights of the run. This
concept was generalized to weighted automata over a more general weight structure
called valuation monoid by Droste and Meinecke [33,35] and later in [28] to weighted
ranked tree automata over tree valuation monoids. Tree valuation monoids are addi-
tive monoids equipped with a valuation function that assigns a value of this monoid to
any tree with labels from the additive monoid. They are very general: each semiring
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and each bounded (possibly non-distributive) lattice [64] is a tree valuation monoid.
Bounded lattices occur for instance in multi-valued logics [62]. In addition, tree valu-
ation monoids enable us to cope with non-binary evaluation functions like average or
discounting.
In this thesis we will define and investigate weighted unranked tree automata over
tree valuation monoids. In the following we summarize the contents of this thesis.
In the next chapter, Chapter 2 we fix the notation we will use. We recall the
definitions of finite words, ranked and unranked trees, finite automata over words
and trees, valuation monoids on words (cf. [35]), tree valuation monoids (cf. [28])
and thereby semirings and bimonoids, and weighted word automata over valuation
monoids (cf. [35]).
In Chapter 3 we give a definition of weighted unranked tree automata over tree
valuation monoids. Syntactically they do not differ from the ones of [44]. They still
consist of a state set and a family of weighted word automata which is used to calcu-
late the local weight at a position of a tree by letting the weighted word automaton
run on the states at the children of the position. However, we will define the behavior
of weighted unranked tree automata differently. We do not use runs anymore, but we
choose the technically more involved extended runs, which were already introduced
in [44]. In addition to the information of classical runs, extended runs also include
runs of the weighted word automata called at positions of the input tree. Furthermore
we change the way how the weight of such an extended run is calculated. In [44],
the local weight of a position was defined by the weight of the run chosen for the
word obtained from of its children’s labels. Here the local weight of a position equals
the weight of the transition taken for this position in the run of the position’s parent.
Then we will use the valuation function of the tree valuation monoid to calculate the
weight of an extended run in a global way, i.e. given a run we apply the valuation
function to all local weights which appear along the extended run. The behavior of a
weighted unranked tree automaton then is the function that maps every unranked tree
to the sum of the weights of all extended runs on that tree. Besides the definition of
weighted unranked tree automata, this chapter contains proofs of some typical closure
properties for the behavior functions of weighted unranked tree automata, like closure
under sum, scalar multiplication, Hadamard product, and relabeling. Moreover, at the
end of Chapter 3 we will investigate the relationship of weighted unranked tree au-
tomata over tree valuation monoids and other automata models. We show that our
weighted unranked tree automata subsume the classical unranked tree automata and
the weighted ranked tree automata over tree valuation monoids of [28]. Afterwards
we give a comparison to the weighted unranked tree automata over semirings of [44].
Since for the proofs of Section 4.4 it is more convenient to use weighted unranked tree
automata over commutative strong bimonoids where the weights of extended runs are
calculated as in [44] and also for its own sake, we extend the notion of weighted un-
ranked tree automata over semirings to weighted unranked tree automata over strong
bimonoids. The extension works in a straightforward way. We will show that weighted
unranked tree automata over tree valuation monoids also subsume the weighted un-
ranked tree automata over commutative strong bimonoids, and thus the automata
of [44], but that for non-commutative strong bimonoids this is not necessarily the case.
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The definition of weighted unranked tree automata and the results of Chapter 3 were
published in [30].
In Chapter 4 and Chapter 5 we address connections between weighted unranked
tree automata and classical unranked tree automata. First we investigate the sup-
ports of weighted unranked tree automata. The support of a weighted unranked
tree automaton is the unranked tree language consisting of all unranked trees which
are evaluated to a non-zero value by the weighted unranked tree automaton. Ques-
tions like recognizability or emptiness of the support have been studied intensively for
weighted automata including probabilistic automata, cf. [5, 14, 67, 68, 86, 89, 98]. We in-
troduce a notion of commutativity and zero-sum freeness for tree valuation monoids,
and let the tree valuation function evaluate a tree to zero whenever one of its subtrees
is evaluated to zero. The latter property we call zero-preserving. For zero-sum free,
commutative, zero-preserving tree valuation monoids we will prove that the supports
of weighted unranked tree automata are recognizable. For the recognizability proof
of the support we simulate a given weighted unranked tree automaton by a weighted
ranked tree automaton over a suitable zero-sum free, commutative semiring (for this
we use methods of [43, 66]), then construct a ranked tree automaton recognizing the
weighted ranked tree automaton’s support (here we use methods of Kirsten [68]), and
finally transform the ranked tree automaton recognizing the weighted ranked tree au-
tomaton’s support into an unranked tree automaton that recognizes the support of
the initially given weighted unranked tree automaton (cf. [21]). Moreover, we will
give an effective construction of an unranked tree automaton for the support for zero-
sum free, commutative , zero-preserving tree valuation monoids where Kirsten’s zero
generation problem [68] is decidable. Thereby we present a procedure to decide a
weighted version of the classical emptiness problem. Besides, we investigate the sup-
ports of weighted nested automata over strong bimonoids. Weighted nested automata
were introduced for semirings in connection with a weighted version of first order
logic with bounded transitive closure in [9], and have a much larger expressive power
than weighted word automata. We derive results on weighted nested automata over
strong bimonoids that are similar to the ones on the supports of weighted unranked
tree automata. Those results are obtained as a consequence of the support results on
weighted unranked tree automata using a translation of nested weighted automata
into weighted unranked tree automata for arbitrary commutative strong bimonoids.
The result on the support of nested weighted automata together with the results of
Bollig et al. [9] partially solve the open problem “to determine for which semirings
the satisfiability problem [for the weighted first order logic with bounded transitive
closure] is decidable”, which was stated in [9]. For the supports of weighted push-
down automata (cf. [47, 73]), we will give analogous results to the ones for weighted
unranked tree automata. Some contributions of this chapter appeared for a subclass
of the weighted unranked tree automata over tree valuation monoids, namely for the
weighted tree automata over strong bimonoids, in an extended abstract in [29]. An ex-
tended abstract of the results in Section 4.4.2 and Section 4.4.3 was published in [27],
and the results in Section 4.5 were published in [29].
In Chapter 5 we lift the classical theorem on the characterization of weighted lan-
guages by regular languages and applications of homomorphisms and intersection to
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weighted unranked tree automata and thereby prove the robustness of our weighted
unranked tree automata model. A theorem of this type was first given by Nivat [84]
for rational transductions and regular language together with homomorphisms and in-
verse homomorphisms. Since then Nivat’s theorem has been generalized to weighted
word automata over semirings [32], to weighted timed automata over timed valuation
monoids [37, 39], to weighted picture automata over picture valuation monoids [2],
to weighted graph automata over semirings [22], and to probabilistic automata on
(in)finite words [99] and ranked trees [100]. Here we will derive a Nivat-type theorem
for weighted unranked tree automata over tree valuation monoids, which states that
the behaviors of weighted unranked tree automata are exactly the functions which
can be constructed from recognizable tree languages and behaviors of very simple
weighted unranked tree automata by using operations like relabelings and intersec-
tions. Moreover, we prove similar theorems for weighted ranked tree automata over
tree valuation monoids as a corollary of the respective theorem for unranked trees.
Chapter 6 is aimed at a logical characterization of weighted unranked tree au-
tomata. A weighted version of Büchi’s theorem [12], which states the expressive equiv-
alence of word automata and monadic second order (MSO) logic for words, was first
given by Droste and Gastin for weighted word automata over semirings [25]. Several
analogous results for infinite words [40, 99], ranked trees [42, 100], infinite trees [88],
trace languages [81], picture languages [53], texts [79], and nested words [80], and
over valuation monoids for (infinite) word [35], ranked trees [28], timed words [39],
pictures [2], and graphs [22] followed soon. For weighted unranked tree automata
over semirings a logic counterpart was established in [44]. But surprisingly, the au-
thors only obtained an equivalence result over commutative semirings. For a non-
commutative semiring they presented a recognizable unranked tree series which is
not definable in their syntactically restricted MSO logic. They stated as an open
problem to determine a weighted automata model expressively equivalent to syn-
tactically restricted MSO logic. We will solve this problem by using our weighted un-
ranked tree automata which we defined in Chapter 3. Besides, we will generalize the
weighted MSO logic for unranked trees over semirings [44] to a weighted MSO logic
for unranked trees over tree valuation monoids and characterize the behaviors of our
weighted unranked tree automata by four different fragments of the logic. For this we
will follow the approach in [33, 35], which was already generalized to the ranked tree
setting in [28], and will use product tree valuation monoids. Moreover, we will show
that our equivalence results to weighted MSO logics generalize both the respective re-
sults of [44] about weighted unranked tree automata over commutative semirings and
the results of [28] about weighted ranked tree automata over tree valuation monoids
(and thus the result of [42] about semiring-weighted ranked tree automata and the re-
sult of [35] about weighted automata over finite words and valuation monoids). At the
end of this chapter, we will prove that for tree valuation monoids with local finiteness
properties we do not need to restrict the weighted MSO logic to characterize the class
of recognizable unranked tree series, since each recognizable unranked tree series as-
sumes only finitely many values, each on a recognizable unranked tree language. As a
direct consequence we get that the supports of recognizable unranked tree series over
tree valuation monoids with local finiteness properties are recognizable. An extended
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s-WRTA m-WRTA tv-WRTA
simulation
s ≤ m ( [55])
s ≤ tv ( [28])
m ≤ s ( [76])
m ≤ tv ( [28]) tv ≤ m ( [93])
Kleene’s theorem [36, 52] [55]
This thesis
Theorem 7.22
Table 1.1: A summary of simulation and Kleene-type results for weighted ranked tree
automata. Here, for instance, the expression ‘s ≤ tv’ means that for every s-WRTA
there is an equivalent tv-WRTA.
abstract of the results in Chapter 6 appeared in [30].
In Chapter 7 we focus on Kleene-type results. Kleene’s classical theorem [69] states
that the class of recognizable languages and that of rational languages are the same.
This theorem has already been extended to various discrete structures like ranked
trees [95], trace monoids [85], and picture languages [60], as well as to the weighted
settings, cf. e.g. Schützenberger’s fundamental paper [91]. In particular, a Kleene-
type result was proved for weighted ranked tree automata over semirings (s-WRTA
for short, see [52, 56] for an overview of recent results on them) in [52] and [36], and
for weighted ranked tree automata over multi-operator monoids in [55]. For weighted
ranked tree automata over multi-operator monoids (m-WRTA) the weight of each tran-
sition is an operation over the weight structure D and the weight of a run is the eval-
uation of the weights of the transitions in that run (cf. [72, 76]). Here we will provide
a Kleene-type characterization for the weighted ranked tree automata over tree valu-
ation monoids (tv-WRTA) of [28] which form a syntactically more easily manageable
subclass of the weighted unranked tree automata over tree valuation monoids. For a
summary on the Kleene-type results for weighted ranked tree automata see the second
row of Table 1.1. Under certain conditions, s-WRTA, m-WRTA, and tv-WRTA can sim-
ulate each other (these simulation results are summarized in the first row of Table 1.1).
We note that, since for every tv-WRTA an equivalent m-WRTA can be constructed [93],
we may obtain a rational expression for every tv-WRTA by constructing first the equiv-
alent m-WRTA and then applying the Kleene theorem of [55] for m-WRTA. However,
the Kleene theorem of [55] is proved only for weighted ranked tree automata over
particular m-monoids (namely, which are (1, ∗)-composition closed, sum closed and
distributive) and the m-monoid obtained from a tv-monoid by the construction in [93]
does not have these properties in general. Moreover, the rational operations over
tree series weighted in the constructed m-monoid are based on the operations of that
m-monoid and not on the operations of the original tv-monoid. We will face similar
problems if we simulate our tv-WRTA by an m-WRTA [93], then simulate the m-WRTA
by an s-WRTA [76], and finally construct a rational expression for the s-WRTA by [36].
Our contribution is that we define rational operations over tree series weighted in tree
valuation monoids, and we construct our rational expression directly for a tv-WRTA.
Usually one uses the fact that one can define the behaviors of the involved automa-
ton models inductively (for instance, the weight of a run of an weighted ranked tree
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automaton over a semiring on a tree is, roughly speaking, the product of the weights
of the corresponding sub-runs on the direct subtrees and the weight of the transition
applied at the root of the tree) to show that automata and rational expressions are
equally powerful. We cannot define the behavior of a weighted ranked tree automaton
over tree valuation monoids inductively, so far, since the weights of the runs are cal-
culated globally by a valuation function. To handle this problem, inspired by [34], we
restrict ourselves to Cauchy tree valuation monoids which are tree valuation monoids
enriched by a family of decomposition operations and a unit element. Then we define
the rational operations concatenation and Kleene-star on tree series via the decom-
position operations. Moreover, we follow [55] and use variables as additional labels
for leaves of trees to ensure that the concatenation and the Kleene-star of tree series
preserve recognizability. Finally we will prove that weighted rational expressions and
weighted ranked tree automata over Cauchy tree valuation monoids are expressively
equivalent. Chapter 7 is an extended version of [23].1 It contains further examples
and the full proofs of the theorems. Moreover, compared to [23], a novelty in Chap-
ter 7 is that we give a new, simpler definition of a Cauchy tree valuation monoid.
This makes it possible that, in contrast to [23], the unit element is also allowed to be
the weight of the transitions of our weighted ranked tree automata. With this, our
model becomes more general and, among others, it generalizes weighted ranked tree
automata over semirings. Hence our main result provides an alternative Kleene-type
result for weighted ranked tree automata over semirings.
We finish with a conclusion and a list of open problems.
1The results of Chapter 7 are currently under review at a journal [63].
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Chapter 2
Preliminaries
This chapter gives an introduction to the notation used in this thesis. We will briefly
introduce words and tree as well as finite automata models on these structures. For a
general overview on trees and tree automata we recommend to read [21]. Moreover,
we present valuation monoids as they were defined in [33] for words and in [28] for
trees. Valuation monoids form a very powerful and general class of weight structures
which we will use for our weighted automata models. At the end of this chapter we
recall the definition of and some results on weighted word automata over valuation
monoids.
Let N = {1, 2, . . .} be the set of all natural numbers and N0 = N ∪ {0}. By Z, Q
and R we denote the set of all integers, the set of all rational numbers and the set of all
real numbers, respectively. The set of all positive rational numbers including 0 and the
set of all positive real numbers including 0 are denoted by Q+ and R+, respectively.
Let X be a set. We denote the cardinality of X by |X| and by P(X) the power-set of
the set X. For sets X1, . . . , Xn and x ∈ X1 × . . .× Xn, xi equals the i-th component of
x. We abbreviate a sequence x1 . . . xn by (xi)1≤i≤n.
2.1 Words and trees
Words and trees (or terms) are one of the most fundamental concepts both in math-
ematics and in computer science. J. R. Büchi [13] wrote: “It is very easy to tell what
these terms are and why they merit an investigation. They are those famous (some will
say infamous) formulas that distinguish mathematical texts from others. [. . . ] And of
course, these very same terms make up the bulk, if not all, of modern programming
languages.”
Let H be a set.
Words A (finite) word over H is a finite sequence w1 . . . wn of elements w1, . . . , wn ∈ H.
We write ε for the empty word. The length of a word w1 . . . wn is n and is denoted by
|w| and |ε| = 0. For h ∈ H, |w|h denotes the number of occurrences of h in w. The
set H∗ comprises all finite words over H and we let H+ = H∗ \ {ε}. Moreover, let Hn
and H≤n be the set of all words over H of length n and the set of all words over H of
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length at most n, respectively, for n ∈ N0. We call a subset L of H∗ a (word) language.
The concatenation w.w′ of two words w and w′ is defined by w.w′ = ww′.
Tree domains A tree domain is a finite, non-empty subset B of N∗ such that for all
u ∈ N∗ and i ∈ N, if u.i ∈ B, then u, u.1, . . . , u.(i − 1) ∈ B. For every u ∈ B, the
subtree domain B|u of B at u is the tree domain {v ∈ N∗ | u.v ∈ B}. The elements of
B are called positions, ε is the root of B and a position u ∈ B is called a leaf of B if
u.1 /∈ B.
Orders on tree domains Let B be a tree domain. We denote by @B the lexicographic
order on B. Note that@B is a total order. For a subset P ⊆ B, we denote by #»P the vector
obtained by enumerating the elements of P in the order @B . Moreover, we define the
partial order
<B =@B \{(u, v) ∈ B × B | v = u.w for some w ∈N∗} .
Note that we have u <B v if the only common ancestor of u and v is the root.
Unranked trees An unranked tree over a set H (of labels) is a function t : B → H such
that dom(t) = B is a tree domain. The set of all unranked trees over H is denoted by
UH. A (unranked) tree language is a subset of UH. For every h ∈ H, we denote also by h
the particular tree defined by t : {ε} → H and t(ε) = h.
Let t ∈ UH. The height ht(t) of a tree t is max{|u| | u ∈ dom(t)} and its size is
defined by size(t) = |dom(t)|. A position, the root, and a leaf of dom(t) are also
called a position, the root, and a leaf of t, respectively. We denote by leaf(t) the
set of all leaves of t. Let u ∈ dom(t). We call t(u) the label of t at u and the set
im(t) = {t(u) | u ∈ dom(t)} is the image of t. We say that a label h ∈ H occurs in t,
if t(u) = h for some u ∈ dom(t). For every G ⊆ H and h ∈ H, we define domG(t) =
{u ∈ dom(t) | t(u) ∈ G} and abbreviate dom{h}(t) with domh(t). Moreover, for every
G ⊆ H and h ∈ H, we define leafG(t) = leaf(t) ∩ domG(t) and we write leafh(t) for
leaf{h}(t). The rank rkt(u) of position u is defined to be the number of its children, i.e.
by max{i ∈N | u.i ∈ dom(t)}.
Subtrees The subtree t|u of an unranked tree t at position u ∈ dom(t) is defined by
dom(t|u) = dom(t)|u and t|u(v) = t(u.v) for all v ∈ dom(t|u). Moreover, we denote
by t[u← t′] the tree which is obtained from t by “replacing t|u by t′”, i.e.
dom(t[u← t′]) = (dom(t) \ {u.w | w ∈N∗}) ∪ {u.w | w ∈ dom(t′)}
and
t[u← t′](v) =
{
t(v) if v ∈ (dom(t) \ {u.w | w ∈N∗}),
t′(w) if v = u.w, w ∈ dom(t′).
Terms We will often represent trees by terms as follows. Let t ∈ UH with t(ε) = h,
rkt(ε) = k. Then we also write t in the form h(t1, . . . , tk), where ti = t|i for every
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1 ≤ i ≤ k.
Example 2.1. Let H = {a, b} be a set of labels and B = {ε, 1, 2, 2.1}. The set B is a
tree domain and t : B → H defined by t(ε) = t(1) = a and t(2) = t(2.1) = b is an
unranked tree over H. We represent t also by a(a, b(b)). Sometimes we give a pictorial
representation of a tree. For instance, t is depicted by:
a
a b
b
The height of t is 2 and t has size 4. The leaves of t are position 1 and 2.1 and
doma(t) = {ε, 1}. The subtree t|2 is b(b) and t[2← a(b, b)] equals:
a
a a
b b
Ranked alphabets Let Σ be an alphabet, i.e., a finite, non-empty set. A ranked al-
phabet is a pair (Σ, rkΣ) consisting of an alphabet Σ and a function rkΣ : Σ → N0
which assigns to each symbol of Σ a natural number – its rank. The rank of a sym-
bol later determines the number of children which a position labeled with the symbol
possesses. We write Σ(k) for the set of all symbols with rank k ∈ N and a(k) to denote
that a ∈ Σ(k). If rkΣ is known from the context, we just write Σ for (Σ, rkΣ). In this
paper we assume that Σ(0) 6= ∅. We denote by maxΣ the maximal number which is
the rank of an element of Σ.
Ranked trees In later considerations (see Chapter 7) we use ranked trees over sets of
variables. Let X be a finite set of variables disjoint with Σ. A ranked tree over a ranked
alphabet Σ and X is an unranked tree over the set Σ ∪ X such that for all u ∈ dom(t),
rkt(u) = k whenever t(u) ∈ Σ(k) and rkt(u) = 0 for t(u) ∈ X. We denote the set of all
ranked trees over Σ and X by TΣ(X). If X = ∅, then TΣ(X) is written as TΣ. Obviously
TΣ ⊆ UΣ. Note that variables may occur only at leaf positions in a ranked tree. Thus
variables can be seen as symbols with rank zero and thus TΣ(X) = TΣ∪X. We call a
tree language L ⊆ UΣ which is also a subset of TΣ also a ranked tree language.
Let t ∈ TΣ(X), x ∈ X, r ∈ N0 be the number of occurrences of x in t, and
t1, . . . , tr ∈ TΣ(X). We denote by t[x ← (t1, . . . , tr)] the tree obtained by replacing
the i-th occurrence of x in t by ti (where the occurrences of x are ordered by @dom(t)).
Example 2.2. Again let H = {a, b}. We extend H to a ranked alphabet by letting
rkH(a) = 2 and rkH(b) = 0. The unranked tree t of Example 2.1 is no ranked tree,
since t(1) = a and rkt(1) = 0 although rkH(a) = 2. However, t[2← a(b, b)][1← b] is a
ranked tree. Now let X = {x} be a set of variables and t′ = a(x, a(x, x)) a ranked tree
of TH(X). Then t′[x ← (b, a(b, b), b)] is:
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a
b a
a
b b
b
In the sequel, we sometimes abbreviate the expressions unranked tree and ranked
tree simply by tree if the particular usage of tree is clear by the context.
2.2 Finite automata
We will consider several kinds of finite tree automata. Since some of these automata use
word automata, we first recall the notion of finite automata on words. Let Σ be an
alphabet.
Word automata A finite word automaton over Σ is a quadruple A = (Q, I, T, F) where
Q is a non-empty, finite set of states, I ⊆ Q is a set of initial states, T ⊆ Q× Σ×Q is a
set of transitions, and F ⊆ Q is a set of final states. A run of A on a word w1 . . . wn ∈ Σ∗
with w1, . . . , wn ∈ Σ is a sequence (qi−1, wi, qi)1≤i≤n ∈ Tn if n ≥ 0, and a state q0 ∈ Q
if n = 0. A run is successful if q0 ∈ I and qn ∈ F. If A is a word automaton, we
set L(A) = {w ∈ Σ∗ | ∃ successful run of A on w}, the language recognized by A. A
language L is recognizable iff there is a word automaton that recognizes L. We call a
word automaton deterministic iff |I| ≤ 1 and |{p | (q, a, p) ∈ T}| ≤ 1 for all q ∈ Q and
a ∈ Σ. It is commonly known that for every word automaton A there is a deterministic
word automaton recognizing L(A).
Unranked tree automata Now we will recall the concept of (bottom-up) finite tree
automata on unranked trees, cf. [10, 75, 83, 94]. They consist of a state set and a family
of word automata. The latter are used to determine the subsequent state of a position
of a tree by letting the word automaton run on the states at the children of the position.
Formally, an unranked tree automaton (UTA for short) over Σ is a triple M = (Q, δ, F)
where
• Q is a non-empty, finite set of states,
• δ : Q× Σ→ {A | A is a word automaton over Q} is a function,
• F ⊆ Q is a set of final states.
A run of M on a tree t ∈ UΣ is a mapping κ : dom(t) → Q satisfying
κ(u.1) . . . κ(u. rkt(u)) ∈ L(δ(κ(u), t(u))) for every u ∈ dom(t). A run κ of M on
t is called successful if κ(ε) ∈ F. The tree language recognized by M is defined by
L(M) = {t ∈ UΣ | ∃ successful run of M on t}. A tree language L is recognizable
iff there is a UTA M with L(M) = L.
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A : p
q
Figure 2.1: Word automaton A = ({p}, {p}, T, {p}) over the alphabet {q}. It recog-
nizes the language {q}∗.
Example 2.3. The word automaton A = ({p}, {p}, T, {p}) with T = {(p, q, p)} recog-
nizes {q}∗ for some symbol q. Fig. 2.1 shows a picture of A. We draw word automata
as usual. States are circles labeled with their state name. Incoming arrows symbolize
that a state is initial whereas a double border indicates that a state is final. An edge
from one state p1 to another state p2 (p1 and p2 can be the same state) labeled with a
stands for the transition (p1, a, p2) ∈ T.
Now, let Σ be an arbitrary alphabet. We let M = ({q}, δ, {q}) be the UTA with
δ(q, a) = A for all a ∈ Σ. For each tree t ∈ UΣ, κ : dom(t)→ {q} is a successful run of
M on t. Thus L(M) = UΣ and we have shown that UΣ is recognizable.
A UTA M = (Q, δ, F) is deterministic iff for every a ∈ Σ and q1, q2 ∈ Q with q1 6= q2,
we have L(δ(q1, a)) ∩ L(δ(q2, a)) = ∅.
Proposition 2.4. ( [94, Theorem 1]) For each UTA there is an equivalent deterministic UTA
which recognizes the same language.
The proof that for each UTA there is a deterministic UTA which recognizes the
same language involves a usual power set construction.
Proposition 2.5. (cf. [21, Theorem 8.3.8]) The class of recognizable unranked tree languages
is closed under union, intersection, and complementation.
To prove that intersection preserves recognizability, one uses a product construc-
tion. For the complementation, one needs that unranked tree automata are determiniz-
able.
Proposition 2.6. (cf. [21, Subsection 8.5.4]) It is decidable whether the tree language of an
unranked tree automaton is non-empty.
Ranked tree automata Since for an alphabet symbol (without a rank) the number
of predecessor states is not known in advance, simply defining transitions for the un-
ranked tree automata like for word automata would end up in an infinite automata
model. Thus, we used word automata to define the transitions of unranked tree au-
tomata. If only ranked trees are considered then the number of predecessor states per
alphabet symbol is determined by the rank of the symbol which is finite. Thus we
can use a syntactically simple automaton model which generalizes the transitions of a
word automaton in a straightforward way.
A ranked tree automaton over a ranked alphabet Σ is a tripleM = (Q, δ, F) where:
• Q is a non-empty, finite set of states,
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• δ = (δa(k) | a(k) ∈ Σ) is a family of transition mappings δa(k) : Qk → P(Q),
• F ⊆ Q is a set of final states.
Let t ∈ TΣ. A run of M on t is a mapping κ : dom(t) → Q such that κ(u) ∈
δt(u)(κ(u.1), . . . , κ(u.k)) for all u ∈ dom(t) with t(u) ∈ Σ(k) for k ∈ N. A run is
successful if κ(ε) ∈ F. The ranked tree language recognized by M is defined by
L(M) = {t ∈ TΣ | ∃ successful run κ on t with κ(ε) ∈ F}. A ranked tree language
L is recognizable if there is a ranked tree automaton recognizing L.
Let M = (Q, δ, F) be a ranked tree automaton. We say that M is deterministic if
|δa(k)(q1, . . . , qk)| ≤ 1 for all a ∈ Σ and q1, . . . , qk ∈ Q.
Proposition 2.7. (cf. [21, Theorem 1.1.9]) For each ranked tree automaton there is an equiv-
alent deterministic ranked tree automaton which recognizes the same language.
The proofs for the next proposition work analogously to the respective proofs for
unranked trees.
Proposition 2.8. (cf. [21, Subsection 1.3]) The class of recognizable ranked tree languages is
closed under union, intersection, and complementation.
Obviously for each ranked tree automaton Mr we can construct a UTA M with
L(M) = L(Mr) by letting δ(q, a) be a word automaton which recognizes the word
q1 . . . qn iff q ∈ δa(q1, . . . , qn). It is maybe not so obvious that unranked tree automata
can be simulated by ranked tree automata. For the simulation, unranked trees are
transformed into ranked trees with the help of a bijective encoding c : UΣ → TΣ(0)∪{σ}
defined by
c(a) = a(0),
c(a(t1, . . . , tn)) = σ(σ(. . . σ(σ(a(0), c(t1)), c(t2)) . . . , c(tn−1)), c(tn))
for all a ∈ Σ and t1, . . . , tn ∈ UΣ where σ /∈ Σ is of rank 2.
Proposition 2.9. (cf. [21, Theorem 8.3.7]) Let Σ be an alphabet. A tree language L ⊆ UΣ is
recognizable iff c(L) is a recognizable ranked tree language.
Also for ranked tree automata the non-emptiness problem is decidable.
Proposition 2.10. (cf. [21, Subsection 8.5.4]) It is decidable whether the tree language of an
unranked tree automaton is non-empty.
2.3 Valuation monoids and product valuation monoids
Here we present the weight structures which we will use to define weighted automata
models. Valuation monoids and product valuation monoids for words and trees were
defined in [33] and [28], respectively. The (product) tree valuation monoids generalize
(product) valuation monoids for words. Both (product) tree valuation monoids and
(product) valuation monoids for words are based on commutative monoids.
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Monoids A monoid (D,+,0) consists of a set D, a binary function + : D × D → D
which is associative, i.e. d1 + (d2 + d3) = (d1 + d2) + d3 for all d1, d2, d3 ∈ D, and an
element 0 ∈ D which is a neutral element with respect to +, i.e. 0+ d = d+ 0 = d for all
d ∈ D. The set D is often called carrier set of the monoid (D,+, 0). We call a monoid
(D,+, 0) commutative if d1 + d2 = d2 + d1 for all d1, d2 ∈ D.
Valuation monoids A valuation monoid is a quadruple D = (D,+, Valw, 0) such that
(D,+, 0) is a commutative monoid and Valw : D+ → D is a function, called valuation
function, with Valw(d) = d for every tree d ∈ D and Valw(d1 . . . dn) = 0 whenever
0 ∈ {d1, . . . , dn}.
Product valuation monoids A product valuation monoid D = (D,+, Valw, ,0,1)
consists of a valuation monoid (D,+, Valw,0), a constant 1 ∈ D with Valw(1n) = 1 for
all n ≥ 1, and an operation  : D2 → D with 0  d = d  0 = 0 and 1  d = d  1 = d
for all d ∈ D. We refer to [33] for examples of (product) valuation monoids.
Tree valuation monoids In Section 2.4 we will see that weighted word automata use
valuation monoids to assign to each word a value from this valuation monoid. Since
in this thesis we will mainly investigate weighted tree automata we need a weight
structure which can deal with trees. A tree valuation monoid (tv-monoid for short) is
a quadruple D = (D,+, Val, 0) such that (D,+,0) is a commutative monoid and
Val : UD → D is a function, called (tree) valuation function, with Val(d) = d for every
tree d ∈ UD and Val(t) = 0 whenever 0 ∈ im(t) for t ∈ UD.
Later, + is used to deal with the potential non-determinism of weighted tree au-
tomata and the valuation function combines the weights assigned to the positions of
a run, see Chapter 3. Like a weighted tree automaton, the semantics of an MSO for-
mula shall valuate trees by elements of D (cf. Chapter 6). For this, we follow the ideas
of [28], i.e. we will resort to product tree valuation monoids.
Product tree valuation monoids A product tree valuation monoid (ptv-monoid for short)
is a sextuple D = (D,+, Val, , 0, 1) which consists of a tv-monoid (D,+, Val,0), a
constant 1 ∈ D with Val(t) = 1 whenever im(t) = {1} for t ∈ UD, and an operation
 : D2 → D with 0  d = d  0 = 0 and 1  d = d  1 = d for all d ∈ D.
We will use 0 to define the semantics of the truth value ‘false’. For the truth value
‘true’ we use the additional constant 1. To cope with the non-deterministic character
of disjunction and existential quantification, we use the monoid operation + to define
their semantics. Since first order universal quantification makes a statement about
all positions of a tree, we will use the valuation function for the semantics definition
of this quantifier. To define the semantics of conjunction we will use the additional
binary operation .
In the next subsections we give several examples of important tv-monoids and
ptv-monoids.
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2.3.1 Semirings
A semiring S = (S,+, ·,0,1) consists of a commutative monoid (S,+, 0), a monoid
(S, ·,1), is distributive, i.e. s · (s1 + s2) = s · s1 + s · s2 and (s1 + s2) · s = s1 · s + s2 · s for
all s, s1, s2 ∈ S, and 0 is a zero with respect to the multiplication, i.e. 0 · s = s · 0 = 0 for
all s ∈ S. Note that (S, ·,1) does not have to be commutative. Common examples for
semirings are:
Example 2.11.
1. The Boolean semiring B = ({0, 1},∨,∧, 0, 1) where ∨ and ∧ are the usual logical
connectives “or” and “and”, respectively,
2. The natural numbers together with the usual addition and multiplication
(N,+, ·, 0, 1),
3. The integers, rational numbers and the real numbers each with the usual addi-
tion and multiplication (Z,+, ·, 0, 1), (Q,+, ·, 0, 1) and (R,+, ·, 0, 1), respectively,
4. The min-plus-semiring (also called tropical semiring) (R+ ∪ {∞}, min,+,∞, 0)
where + is the usual addition on R+ and ∞+ r = r +∞ = ∞ for all r ∈ R+,
5. The max-plus-semiring (also called arctic semiring) (R+ ∪ {−∞}, max,+,−∞, 0)
where + is the usual addition on R+ and −∞ + r = r + (−∞) = −∞ for all
r ∈ R+,
6. The Viterbi-semiring ({x ∈ R | 0 ≤ x ≤ 1}, max, ·, 0, 1) which models probabili-
ties,
7. The min-max-semiring (R∪ {−∞,∞}, min, max,∞,−∞).
Now, let S = (S,+, ·, 0, 1) be a semiring. Then (S,+, ValΠ, 0) with
ValΠ(t) = ∏
u∈dom(t)
t(u)
is a tv-monoid and (S,+, ValΠ, ·, 0, 1) is a ptv-monoid.
2.3.2 Strong bimonoids
A bimonoid K = (K,+, ·, 0, 1) consists of two monoids (K,+,0) and (K, ·, 1). If + is
commutative and 0 · k = k · 0 = 0 for all k ∈ K, then K is called a strong bimonoid. Note
that if for a strong bimonoid in addition · distributes over +, then K is a semiring. A
bimonoid is commutative if · is commutative. If k + l 6= 0 for all k, l ∈ K \ {0}, then K
is zero-sum free. We call K zero-divisor free if k · l 6= 0 for all k, l ∈ K \ {0}. Next we give
some examples of strong bimonoids.
Example 2.12.
1. Every semiring is a strong bimonoid.
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2. The structure (N ∪ {∞},+, min, 0,∞) is a commutative strong bimonoid which
is zero-sum free and zero-divisor free. It is not a semiring, since min does not
distribute over +.
3. Let 0 < ε < 1 and [0, 1]ε = {x ∈ R | ε ≤ x ≤ 1} ∪ {0} with the usual addition of
real numbers which is truncated to 1 if the result is greater than 1, and the usual
multiplication which is truncated to 0 if the result is smaller than ε. Then [0, 1]ε
is a commutative strong bimonoid, which is zero-sum free and not zero-divisor
free.
4. For n > 2, let Zn = {0, . . . , n− 1}. We let the operation ·n on Zn be the multi-
plication modulo n. Then (Zn, max, ·n, 0, 1) is a commutative strong bimonoid.
Note that (n − 1) ·n max(n − 1, 1) = 1 6= n − 1 = max((n − 1) ·n (n − 1), (n −
1) ·n 1). Thus (Zn, max, ·n, 0, 1) is not a semiring. Furthermore, this structure is
zero-sum free, but only zero-divisor free iff n is prime.
5. Let (L,∨,∧) be a lattice. If L contains a least element 0 and a greatest ele-
ment 1, L is called bounded. Every bounded lattice is a commutative strong
bimonoid. Moreover, every bounded lattice is zero-sum free, but not necessar-
ily zero-divisor free. It is well-known that there are various bounded lattices
which are not semirings, cf. [64]. Such lattices occur for instance in multi-valued
logics [62].
Note that except for Example 2.11(3) (and Example 2.12(1)) all given examples
of Example 2.11 and Example 2.12 are zero-sum free and commutative. We refer
to [41, 46] for further examples of strong bimonoids.
Again we obtain a tv-monoid and a ptv-monoid, respectively, from a strong bi-
monoid by using the bimonoid multiplication to define the tree valuation function.
2.3.3 Beyond strong bimonoids
Here we give examples of (p)tv-monoids that are not strong bimonoids. These exam-
ples (except for Q′max) are taken from [28].
Example 2.13. Qmax = (Q∪ {−∞}, max, avg,−∞) with
avg(t) =
∑u∈dom(t) t(u)
|dom(t)|
for all t ∈ UQ∪{−∞} is a tv-monoid. The valuation function of this tv-monoid calculates
the average of all weights of a tree. The idea for the average calculation was already
suggested in [15, 33] for words and in [28] for trees. The value −∞ is the zero of the
tv-monoid Qmax.
We obtain a further example of a tv-monoid Q′max by replacing avg with avg′ where
avg′(t) =
t(ε) +∑u∈dom(t)\domleaf(t) avgu(t)
|dom(t)| with avgu(t) =
∑1≤i≤rkt(u) t(u.i)
rkt(u)
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for all t ∈ UQ∪{−∞}. Now the average of the average weights of a position’s children
is calculated.
From both tv-monoids Qmax and Q′max, we can obtain a ptv-monoid Q
p
max and
Q
′p
max, respectively, by adding ∞ to the carrier set and setting  = min. Then the 1
equals ∞.
Example 2.14. We consider Rdisc = (R ∪ {−∞}, max, discΛ,−∞) where the tree valu-
ation function discΛ models a discounting on trees, cf. [78].
Here, Λ = (λi)i∈N with λi > 0 for i ∈ N. Now the weight of some t ∈ URdisc at
position u = k1k2 . . . km ∈N∗ is defined as
wtu(t) =
{
t(u) if u = ε,(
∏mi=1 λki
) · t(u) otherwise.
Then we put
discΛ(t) = ∑
u∈dom(t)
wtu(t) .
Here, the discounting depends on the distance of the node from the root. Moreover,
we allow different discount factors for different directions within the tree. In [78], a
more general setting of discounting on trees is explored. The structure Rdisc together
with 1 = 0 and  = + is a ptv-monoid.
Example 2.15. Let L(t) be a longest path from the root to a leaf of a tree t. If there
is more than one such path with maximal length, we choose the leftmost one. Then
(N0,+, Vall , 0) with
Vall(t) =
{
∏u∈L(t) t(u) if 0 /∈ im(t),
0 otherwise
for all t ∈ UN0 is a tv-monoid. Its valuation function multiplies all values label-
ing the positions of the leftmost longest path of t. We can extend this tv-monoid
to (N0,+, Vall , ˆ, 0, 1) with ˆ(a, b) = ab for all a, b ∈ N0 \ {0, 1} and a0 = 0a = 0,
a1 = 1a = a for all a ∈N0 and get a ptv-monoid.
Example 2.16. The tv-monoid (Q+0 ,+, Wroot, 0) with
Wroot(t) =
{
t(ε) if 0 /∈ im(t)
0 otherwise
for all t ∈ TQ+0 is equipped with a valuation function Wroot which returns the weight
of the root position of a tree. We define div : Q+0 ×Q+0 → Q+0 by div(a, b) = ba for
all a, b ∈ Q+0 \ {0, 1} and div(a, 0) = div(0, a) = 0, div(a, 1) = div(1, a) = a for all
a ∈ Q+0 . Then (Q+0 ,+, Wroot, div, 0, 1) is a ptv-monoid.
2.4. Weighted automata on words 23
2.4 Weighted automata on words
In this section we present the weighted automata on words over valuation monoids
introduced by Droste and Meinecke [33]. In general, weighted automata are an exten-
sion of finite automata. They can not only model qualitative aspects of systems, like
finite automata do, but also quantitative aspects. Such quantitative aspects are for in-
stance maximal or average resource consumptions. Weighted automata which model
average behavior were introduced by Chatterjee, Doyen, and Henzinger [15]. But
these weighted automata do not fit in the framework of the heavily studied semiring
weighted automata (cf. [5, 31, 50, 73, 90]), lattice automata [74], or weighted automata
over strong bimonoids [41, 46] which are an extension of the semiring weighted au-
tomata and lattice automata. Weighted automata over valuation monoids [33] capture
both strong bimonoid weighted automata (and therefore semiring weighted automata)
and the model of Chatterjee, Doyen, and Henzinger, and thus (amongst many other
qualitative system aspects) can model maximal and average behavior. So they form a
very general automata model.
Let Σ be an alphabet and D be a valuation monoid. As in the literature (cf. [33]),
we define weighted word automata over non-empty words. This comes from the fact
that in the context of valuation monoids it looks more natural to forego initial and
final weights (in particular in the case of discounting, where the first transition shall
contribute fully).
Weighted word automata A weighted word automaton over Σ and D is a quadruple
A = (Q, I, µ, F) where:
• Q is a non-empty, finite set of states,
• I, F ⊆ Q are the sets of initial and final states, respectively,
• µ : Q× Σ×Q→ D.
A tuple (p, a, q) ∈ Q× Σ×Q is called transition from p with a to q and µ(p, a, q) is the
weight of transition (p, a, q). A run of A on w = w1 . . . wn with w1, . . . , wn ∈ Σ and n > 0
is a sequence pi = (pi−1, wi, pi)1≤i≤n where p0, . . . , pn ∈ P. A run pi = (pi−1, wi, pi)1≤i≤n
is successful if p0 ∈ I and pn ∈ F. The weight of a run pi is Val(pi). Then the behavior of
A is the function ‖A‖ : Σ+ → Dwith ‖A‖(w) = ∑pi successful run on w Val(pi) for w ∈ Σ+.
We call any mapping from Σ+ to D a word series. A word series S is called recognizable
over D if there is a weighted word automaton A over Σ and D with ‖A‖ = S.
Example 2.17. We let Σ = {a, b} and choose (Z,+, ·, 0, 1) as weight structure. Note
that (Z,+, ·, 0, 1) is a valuation monoid (cf. [33]). We consider the weighted word
automaton depicted in Fig. 2.2. Weighted word automata look like finite automata
(see Fig. 2.1) but now the arrows are also labeled with the weight of the respective
transition. Transitions whose weight is the zero of the valuation monoid are omitted.
For each word w ∈ Σ+ there are two successful runs pi1 and pi2. Run pi1 starts in
state p1, loops there, and ends there. The other run pi2 starts in state p2, goes to state
p3, possibly loops there, and ends in p3. The weight of pi1 is 2|w|a · 3|w|b and the weight
of pi2 is −3|w|a · 2|w|b . Thus ‖A‖(w) = 2|w|a · 3|w|b − 3|w|a · 2|w|b for all w ∈ Σ+.
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A :
p1
2, a | 3, b
p2 p3
3, a | 2, b
−3, a | −2, b
Figure 2.2: Weighted word automaton A over (Z,+, ·, 0, 1) which assigns 2|w|a · 3|w|b −
3|w|a · 2|w|b to w ∈ Σ+. The support of the series recognized by A is {w ∈ Σ+ | |w|a =
|w|b}.
Supports of weighted word automata One branch of the theory of weighted au-
tomata investigates the connection between weighted automata and classical finite
automata. The language consisting of all words which are evaluated to a non-zero
value by a weighted automaton is called the support of the series recognized by this
weighted automaton. Formally, the support supp(S) of a word series S is defined
by supp(S) = {w ∈ Σ+ | S(w) 6= 0}. It is well known that there are semirings
which admit a recognizable series with unrecognizable support, cf. Example 2.17
(which is a version of the example given in [5] that has been slightly adjusted to
our setting of weighted word automata). The support of the series recognized by A is
{w ∈ Σ+ | |w|a = |w|b} which is known not to be recognizable.
Nevertheless, it has been shown for zero-sum free, zero-divisor free semirings (also
called positive semirings) that the support of every recognizable series is recognizable
(cf. [5]). More recently Kirsten extended this result:
Theorem 2.18. ( [68]) Let Σ be an alphabet,D be a zero-sum free, commutative semiring, and
S : Σ+ → D be recognizable. Then the support supp(S) is recognizable.
In Chapter 4, where we investigate the support of weighted tree automata, we will
heavily use some techniques of the proof of Theorem 2.18 and thereby give details for
its proof.
Characterizations of recognizable word series Moreover, we are interested in
weighted versions of Nivat’s theorem [84], which establishes a connection between
rational transductions and rational languages, Büchi’s theorem [12], which is a log-
ical characterization of word automata via a monadic second order (MSO) logic for
words, and Kleene’s theorem [69], which uses rational expressions for a characteri-
zation of word automata. A Nivat-type result for semirings was proven by Droste
and Kuske [32] for weighted word automata over semirings, and by Droste and
Perevoshchikov for weighted word automata over valuation monoids [37,39]. In order
to obtain a counterpart in terms of logics for weighted word automata, Droste and
Gastin [24, 25] developed a weighted MSO logic with weights stemming from a semi-
ring and proved a Büchi-like characterization for word series over semirings. Droste
and Meinecke [33] generalized the result of [25] to the setting of valuation monoids.
A weighted version for Kleene’s theorem for semirings was stated and proved by
Schützenberger [91], and for valuation monoids by Droste and Meinecke [34].
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For the rest of this thesis, let Σ be an alphabet, and D = (D, Val,+,0) be a tv-monoid.
Besides, we will use calligraphic capital letters A,M, . . . for any kind of weighted automaton
and roman capital letters A, M, . . . for unweighted (tree) automata.
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Chapter 3
Weighted unranked tree automata
Here we introduce a new class of recognizable tree series. Tree series are functions
from the set of unranked trees over an alphabet into a tree valuation monoid. We
will let a tree series be recognizable if it can be recognized by a (classical) weighted
unranked tree automaton over some tree valuation monoid using extended runs [44]
for the definition of behavior. Note that in the case of semirings, the behavior of a
weighted unranked tree automaton based on runs and the behavior of this automaton
based on extended runs are equivalent, cf. [44, Obs. 6.8]. But for non-distributive
structures, which are also considered here, this is not necessarily true. Aside from the
use of extended runs, we define the weight of an extended run in a new way which is
different from [44]. The use of extended runs with this weight calculation will enable
us to describe the behavior of weighted unranked tree automata by restricted weighted
MSO formulas (see the proof of Theorem 6.3).
Moreover, we would like to extend the notion of weighted unranked tree automata
over semirings introduced in [44] to weighted unranked tree automata over tree
valuation monoids. Since weighted unranked tree automata are based on weighted
automata over words, we first define weighted word automata over tree valuation
monoids. Basically, weighted word automata over tree valuation monoids are defined
as weighted word automata over valuation monoids (cf. Section 2.4). For the syntax
definition we simply exchange valuation monoids by tree valuation monoids. Let
A = (P, I, µ, F) be a weighted word automaton (WWA for short) over an alphabet
Σ and a tree valuation monoid D. For the behavior definition we have to adjust
the calculation of the weight of a run since tree valuation functions operate on
trees. For this we will define runs and successful runs as before (cf. Section 2.4).
Moreover, we will also define runs and successful runs for the empty word, since we
will need them to define the behaviors of our weighted unranked tree automata at
leaves. A run of A on w = w1 . . . wn with w1, . . . , wn ∈ Σ and n ≥ 0 is a sequence
pi = (pi−1, wi, pi)1≤i≤n if n > 0, and a state pi = p0 if n = 0 where p0, . . . , pn ∈ P. The
run pi is successful if p0 ∈ I and pn ∈ F. In order to define the weight wt(pi) of pi using
a tree valuation function Val, we define a tree tpi by letting dom(tpi) = {1i | 0 ≤ i < n}
and tpi(1n−i) = µ(pi−1, wi, pi) (0 < i ≤ n) if n > 0, and tpi(ε) = 0 if n = 0. Then
we let wt(pi) = Val(tpi). The behavior of A is the function ‖A‖ : Σ∗ → D with
‖A‖(w) = ∑pi successful run on w wt(pi) for w ∈ Σ∗. A word series S is called recognizable
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over a tv-monoid D if there is a WWA A over Σ and D with ‖A‖ = S.
Now we can define weighted unranked tree automata over tv-monoids.
Definition 3.1. A weighted unranked tree automaton (WUTA for short) over Σ and D is a
tripleM = (Q,A,γ) where:
• Q is a non-empty, finite set of states,
• A = (Aq,a | q ∈ Q, a ∈ Σ) is a family of WWA over Q as alphabet and D,
• γ : Q→ D is a root weight function.
We call any WWA Aq,a of A a subautomaton ofM.
For the definition of the behavior of WUTA, we first recall from [44] the notion
of extended runs. Let M = (Q,A,γ) be a WUTA over Σ and D with Aq,a =
(Pq,a, Iq,a, µq,a, Fq,a) for all q ∈ Q, a ∈ Σ. We assume the sets Pq,a to be pairwise dis-
joint. Let PA =
⋃
q∈Q,a∈Σ Pq,a. Moreover, let µA be the union of the transition functions
µq,a.
Intuitively, an extended run assigns a state q ∈ Q to each position u of a given tree
t ∈ UΣ and then takes for all positions u one run of Aq,t(u) on q1 . . . qrkt(u) where qi is
the state assigned to the i-th child of u. Formally, an extended run ofM on a tree t is a
triple (q, s, l) such that
• q ∈ Q is the root state;
• s : dom(t) \ {ε} → PA ×Q× PA is a function such that s(1) . . . s(rkt(ε)) is a run
of Aq,t(ε) and that s(u.1) . . . s(u. rkt(u)) is a run of As(u)2,t(u) (note that s(u)2 ∈ Q
as needed) for every u ∈ dom(t) \ (leaf(t) ∪ {ε});
• l : leaf(t) → PA is a function satisfying l(ε) ∈ Pq,t(ε) if t only consists of the root,
and if u 6= ε is a leaf, then l(u) ∈ Ps(u)2,t(u).
An extended run is successful if s(u.1) . . . s(u. rkt(u)) is successful for all u ∈
dom(t) \ domleaf(t) and if l(u) is successful for all u ∈ leaf(t) (i.e., l(u) is an initial
and final state of As(u)2,t(u) if u 6= ε respectively of Aq,t(ε) if u = ε). We let succ(M, t)
denote the set of all successful extended runs ofM on t.
As mentioned before, to define the weight of an extended run we proceed differ-
ently from [44] where the local weight of a position u was defined by the weight of
the run chosen for the labels of the children of u. Here, we will define the local weight
of u by the weight of the transition taken for u in the run of the parent of u. Later
this change facilitates to solve the open equivalence problem for weighted MSO logic
and WUTA. Each extended run (q, s, l) on t defines a tree µ(t, (q, s, l)) ∈ UD where
dom(µ(t, (q, s, l))) = dom(t) and
µ(t, (q, s, l))(u) =
{
γ(q) if u = ε,
µA(s(u)) otherwise
Chapter 3. Weighted unranked tree automata 29
Ac,a : p
0, n
Ap,a :
p1 p2
1,c
1, c
p′1 p′2
0, n
0, p
0, n An,a : p′
0, n
Figure 3.1: Sub-automata of the example WUTAM′
for all u ∈ dom(t). We call µ(t, (q, s, l))(u) the local weight of u and
Val(µ(t, (q, s, l))) the weight of (q, s, l) on t. The behavior of a WUTA M is the func-
tion ‖M‖ : UΣ → D defined by
‖M‖(t) = ∑
(q,s,l)∈succ(M,t)
Val(µ(t, (q, s, l)))
for all t ∈ UΣ. Thus, if no successful extended run on t exists, we put ‖M‖(t) = 0.
Any mapping from UΣ to D is called a tree series. A tree series S : UΣ → D is
called recognizable over D if there is a WUTA M over Σ and D with ‖M‖ = S. The
relationship between this model and other models (in particular the relationship to the
model of [44]) will be investigated in Section 3.2.
Example 3.2. LetQmax be the tv-monoid from Example 2.13. We will consider a WUTA
M which calculates the leaves-to-size ratio of a given input tree, where the size of a
tree is the number of all positions of the tree. LetM = ({c, n},A,γ) over an arbitrary,
but fixed alphabet Σ with γ(c) = 1, γ(n) = 0, and
• An,a = ({i, f }, {i}, µn,a, { f }) where µn,a(i, n, f ) = µn,a( f , n, f ) = 0,
µn,a(i, c, f ) = µn,a( f , c, f ) = 1 and µn,a( f , q, i) = µn,a(i, q, i) = −∞,
• Ac,a = ({p}, {p}, µc,a, {p}) where µc,a(p, q, p) = −∞
for all q ∈ {c, n} and a ∈ Σ; for notational convenience, here we have dropped the
condition on pairwise disjointness of the state sets.
First, let us consider an example tree. For this, we choose Σ = {α, β} and
tree tex = α
α β
β
. Then (n, s, l) with s =
(i, c, f ) ( f , n, f )
(i, c, f )
and l =
p
p
is an extended run on tex. Here an unlabeled position means that it is not in the domain
of the represented function. Obviously (n, s, l) is successful, since the runs s(1)s(2) =
(i, c, f )( f , n, f ) and s(2.1) = (i, c, f ) are successful in An,α and An,β, respectively, and
the run p is successful in Ac,α as well as in Ac,β. The local weights of (n, s, l) are
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µ(tex, (n, s, l)) = γ(n)
µA(i, c, f ) µA( f , n, f )
µA(i, c, f )
= 0
1 0
1
and thus the weight of (n, s, l) equals 12 .
Now let t be an arbitrary, but fixed tree. It is easy to see that for every successful
extended run (q, s, l) on t, l(u) = c for every leaf u of t. Assume that in addition (q, s, l)
assigns the state n to each inner position of t. Let piu be the unique run of An,t(u) for
which tpiu has no label equal to −∞, thus, piu leads directly from i to f and finally
loops in f . If (q, s, l) consists for every inner position u 6= ε of piu, then (q, s, l) is the
only successful extended run such that µ(t, (q, s, l)) does not contain −∞. Let χ denote
this unique extended run. For leaves u of t, µ(t,χ)(u) = 1 and for inner positions u′,
µ(t,χ)(u′) = 0. Thus,
‖M‖(t) = avg(µ(t,χ)) = ∑u∈dom(t) µ(t,χ)(u)|dom(t)| =
“number of leaves of t”
“size of t”
.
Example 3.3. With another WUTA M′ over Qmax we can calculate the maximum
branching number-to-size ratio of trees. The branching number of a position is the
number of its children. To calculate the maximum branching number-to-size ratio of a
tree, an extended run ofM′ chooses an inner position of the tree non-deterministically
and weights the positions of its children with 1. All other positions of the tree are
weighted with 0. To achieve this, the WUTA possesses three states, say, the state c to
signalize that a position belongs to the chosen children, the state p to flag the positions
along the path from the parent of the chosen children to the root (to ensure that per
extended run only the children of one position are chosen) and the state n to signalize
that a position is not a chosen child nor on the path from their parent to the root. Since
the non-determinism of the WUTA is resolved by maximum, M′ takes one of the ex-
tended runs which have marked the most children. Formally, M′ = ({c, p, n},A′,γ′)
over Σ with γ′(c) = γ′(p) = 0, γ′(n) = −∞, and the three sub-automata A′c,a, A′p,a
and A′n,a depicted in Fig. 3.1 for every a ∈ Σ. (Here, initial and final weights equal to
−∞ and transitions with weight −∞ are omitted.) For t ∈ UΣ, let C(t) be the set of all
children of a position with maximal rank. Then
‖M′‖(t) = max
(q,s,l)∈succ(M′,t)
(
∑u∈dom(t) µ(t, (q, s, l))(u)
|dom(t)|
)
=
∑u∈C(t) 1
|dom(t)|
=
“maximum branching number of t”
“size of t”
.
Next we will derive some properties of recognizable tree series in Section 3.1. Sub-
sequently, we investigate the relation of the WUTA to several other automata models
in Section 3.2.
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3.1 Closure properties
First, we will recall common operations on tree series, like product with scalars (from
left), sum, and (Hadamard) product, and typical subsets of tree series, like the set of
characteristic functions and the set of recognizable step functions. For this we will
need product tree valuation monoids. Thus, let D = (D, Val,+, ,0,1) be a ptv-
monoid. Let S1, S2 be two tree series and d ∈ D.
The product d  S1 with scalar d, the sum S1 + S2 and the (Hadamard) product S1  S2
are defined pointwise by (d  S1)(t) = d  S1(t), (S1 + S2)(t) = S1(t) + S2(t) and
(S1  S2)(t) = S1(t)  S2(t) for all t ∈ UΣ. For a tree language L ⊆ UΣ, the characteristic
function of L, called 1L, is defined by
1L(t) =
{
1 if t ∈ L,
0 if t ∈ UΣ \ L
for all t ∈ UΣ. A tree series S is a recognizable step function if there are recognizable
tree languages L1, . . . , Lk forming a partition of UΣ and values d1, . . . , dk ∈ D such that
S = ∑ki=1 di  1Li . Later we also write S = ∑ki=1 di1Li for S = ∑ki=1 di  1Li .
Next, we will show that under suitable conditions these operations preserve the
recognizability of tree series. For this, we recall some properties of ptv-monoids and
present three classes of ptv-monoids already defined in [28].
A ptv-monoid D is left--distributive if d  (d1 + d2) = d  d1 + d  d2 for all
d, d1, d2 ∈ D. We define right--distributive in an analogous way. If D is both left-
and right--distributive, then D is called -distributive. A ptv-monoid is associative if
 is associative. Note that, if D is associative, then (D,+, ,0,1) is a strong bimonoid
(confer, e.g., [41]). If D is moreover -distributive, then (D,+, ,0,1) is a semiring.
In this case, we call (D,+, Val, , 0, 1) a tree valuation semiring (tv-semiring). Now, the
three classes of ptv-monoids are:
1. regular ptv-monoids: We call a ptv-monoid D regular if for all d ∈ D and all
alphabets Σ a WUTAMd exists with ‖Md‖(t) = d for each t ∈ UΣ.
2. left-distributive ptv-monoids: We call D left-multiplicative if d  Val(t) = Val(t′)
for all d ∈ D, t ∈ UD where t′ ∈ UD is given by dom(t′) = dom(t), t′(ε) =
d  t(ε), and t′(u) = t(u) for every u ∈ dom(t) \ {ε}. Furthermore, D is left-Val-
distributive if d Val(t) = Val(t′) for all d ∈ D, t, t′ ∈ UD with dom(t) = dom(t′)
and t′(u) = d  t(u) for every u ∈ dom(t). Now, a ptv-monoid D is called
left-distributive if it is left-multiplicative or left-Val-distributive and, moreover,
left--distributive.
3. cctv-semirings: Two subsets D1, D2 ⊆ D commute if d1  d2 = d2  d1 for all
d1 ∈ D1, d2 ∈ D2. We call D conditionally commutative if Val(t1) Val(t2) = Val(t)
for all t1, t2, t ∈ UD with dom(t1) = dom(t2) = dom(t), im(t1) and im(t2)
commute and t(u) = t1(u)  t2(u) for all u ∈ dom(t). A cctv-semiring is a condi-
tionally commutative tv-semiring which is, moreover, left-multiplicative or left-
Val-distributive. Note that this class of ptv-monoids is in fact a class of certain
semirings.
32 Chapter 3. Weighted unranked tree automata
It is easy to see that each left-distributive ptv-monoid is regular and that each cctv-
semiring is left-distributive.
Example 3.4. In [28] several example structures were investigated with respect to
the properties defined above. We will briefly recall the results. The choice of the
product  and the associated 1 for a given tv-monoid may influence the proper-
ties of ptv-monoids significantly. Let us consider Qmax with avg defined as in Ex-
ample 2.13. Then Qpmax (here product  is min and 1 equals ∞) is a regular
tv-semiring, but neither left-multiplicative nor left-Val-distributive, nor condition-
ally commutative. If we choose  as the average of two numbers, the resulting
ptv-monoid is (Q ∪ {∞,−∞}, max, avg, avg′,−∞,∞) where ∞ acts as 1 and thus
avg′(d,∞) = avg′(∞, d) = d for every d ∈ Q ∪ {∞,−∞}. This ptv-monoid is left-
-distributive and conditionally commutative, but neither left-multiplicative nor left-
Val-distributive, and the product  = avg′ is not associative. Finally, the ptv-monoid
(Q∪ {∞,−∞}, max, avg,+,−∞, 0) is a left-Val-distributive cctv-semiring.
We will group the other examples given in [28] according to the three classes of
ptv-monoids introduced above:
1. All ptv-monoids resulting from strong bimonoids (cf. Section 2.3.2) are regu-
lar. Apart from that the ptv-monoid (N0,+, Vall , ˆ, 0, 1) of Example 2.15 is regu-
lar, but not left-distributive (indeed, it has none of the other properties defined
above).
2. The ptv-monoid (Q+0 ,+, Wroot, div, 0, 1) of Example 2.16 is left--distributive,
left-multiplicative, left-Val-distributive and thus left-distributive. In addition, it
is conditionally commutative but neither associative nor right--distributive and
thus no cctv-semiring.
3. All ptv-monoids resulting from commutative semirings (cf. Section 2.3.1) are
left-multiplicative cctv-semirings. Also the ptv-monoid Rdisc of Example 2.14 is
a left-multiplicative cctv-semiring.
Let WM comprise all the weights of automaton M, i.e., all transition weights of
any automaton Aq,a ofM and all root weights ofM. The following theorem describes
several closure properties of recognizable tree series. The proof of the theorem will be
inferred by applying standard proof techniques where we assume the unranked tree
automata to be deterministic.
Theorem 3.5. 1. Let D be a ptv-monoid.
(a) The class of recognizable tree series is closed under sum.
(b) Let L be a recognizable tree language and S a recognizable tree series. Then 1L  S
(which equals S  1L) is also recognizable.
2. Let D be left-distributive.
(a) The class of recognizable tree series is closed under scalar product.
(b) Let S1 be a recognizable step function and S2 a recognizable tree series. Then S1  S2
is also recognizable.
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3. Let D be a cctv-semiring. Furthermore, let M1 = (Q1,A1,γ1) and M2 =
(Q2,A2,γ2) be two weighted unranked tree automata such that WM1 and WM2 com-
mute. Then ‖M1‖  ‖M2‖ is a recognizable tree series.
Proof. 1.(a) We will resort to a classical disjoint union construction. Let Mi =
(Qi,Ai,γi) be a WUTA recognizing the tree series Si for i ∈ {1, 2}. We may assume
that Q1 ∩ Q2 = ∅. We extend automaton Aiq,a to Ai ′q,a such that Ai ′q,a operates over
the alphabet Q1 ∪ Q2 as follows. Each transition labeled by a state of (Q1 ∪ Q2) \ Qi
is weighted by 0. ThenM = (Q1 ∪Q2,A,γ1 + γ2) where (γ1 + γ2)(q1) = γ1(q1) and
(γ1 + γ2)(q2) = γ2(q2) for q1 ∈ Q1 and q2 ∈ Q2, and Aq,a = Ai ′q,a if q ∈ Qi recognizes
S1 + S2.
(b) We may assume that there is a deterministic UTA that recognizes L whose sub-
automata are also deterministic. Let ML = (QL, δL, FL) be such a UTA recognizing
L. We build a product automaton M = (Q,A,γ) of the UTA ML and a WUTA
MS = (QS,AS,γS) which recognizes S as follows:
• Q = QL ×QS,
• for all (qL, qS) ∈ Q: γ(qL, qS) =
{
γS(qS) if qL ∈ FL,
0 if qL /∈ FL
,
• for all a ∈ Σ and (qL, qS) ∈ Q: A(qL,qS),a is the product word automaton of
δL(qL, a) = (PqL,a, IqL,a, TqL,a, FqL,a) and ASqS,a = (PqS,a, IqS,a, µqS,a, FqS,a), i.e.:
A(qL,qS),a = (PqL,a × PqS,a, IqL,a × IqS,a, µ(qL,qS),a, FqL,a × FqS,a)
with
µ(qL,qS),a((p1, p
′
1), (q, q
′), (p2, p′2)) =
{
µqS,a(p
′
1, q
′, p′2) if (p1, q, p2) ∈ TqL,a,
0 otherwise
for all (p1, p′1), (p2, p
′
2) ∈ (PqL,a × PqS,a), (q, q′) ∈ Q.
Then ‖M‖ = 1L  S.
2.(a) If D is left-multiplicative, we take a WUTA recognizing the tree series S and
multiply every root weight with d ∈ D from the left. If D is left-Val-distributive, we
multiply every root weight and the weight of every transition of a WUTA recognizing
S by d from the left. In both cases, the resulting WUTA recognizes d  S.
(b) Let S1 = ∑ni=1 di1Li for some partition (Li)1≤i≤n of UΣ. Thus, S1  S2 = ∑ni=1 1Li 
(di  S2). By parts 1 and 2(a), this series is recognizable.
3. We build a synchronized product M of M1 and M2 similarly as done in the
proof of part 1(b) forML andMS. HenceM = (Q,A,γ) with:
• Q = Q1 ×Q2, γ(q1, q2) = γ1(q1)  γ2(q2) for (q1, q2) ∈ Q,
• A(q1,q2),a is the product word automaton of A1q1,a and A2q2,a.
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Let t ∈ UΣ and ((q1, q2), s, l) a successful extended run ofM on t. We have
µM(t, ((q1, q2), s, l))(u)
=
{
γ(q1, q2) if u = ε
µM(s(u)) otherwise
=
{
γ1(q1)  γ2(q2) if u = ε
µM1((s(u)1)1, (s(u)2)1, (s(u)3)1)  µM2((s(u)1)2, (s(u)2)2, (s(u)3)2) otherwise
= µM1(t, (q1, s1, l1))(u)  µM2(t, (q2, s2, l2))(u)
where si and li (i ∈ {1, 2}) are the mappings s and l, respectively, restricted to the
i-th component of the states of Q and PA. Since D is conditionally commutative and
the weights ofM1 andM2 commute, the weight of ((q1, q2), s, l) is the product of the
weights of the respective runs (q1, s1, l1) of M1 and (q2, s2, l2) of M2 on t. Since  is
distributive over +, we obtain ‖M‖ = ‖M1‖  ‖M2‖.
Using Theorem 3.5 one can easily show the following lemma.
Lemma 3.6. Let D be a regular ptv-monoid. Each recognizable step function S over D is a
recognizable tree series.
Also recognizable step functions are closed under + and .
Lemma 3.7. Let Σ be an alphabet and D be a ptv-monoid. The class of recognizable step
functions over Σ and D is closed under the operations + and .
Proof. The proof works analogously to the standard one, cf. e.g. [28, Lemma 5.9]. De-
spite this, for the sake of completeness we give the proof. Let S1 = ∑ni=1 di1Li and
S2 = ∑mj=1 d
′
j1
′
Lj be two recognizable step functions. Since
S1 + S2 =
n
∑
i=1
m
∑
j=1
(di + d′j)1Li∩L′j and S1  S2 =
n
∑
i=1
m
∑
j=1
(di  d′j)1Li∩L′j
and recognizable tree languages are closed under the Boolean operations (cf. Proposi-
tion 2.5), the claim follows.
Next we consider closure under relabeling, similarly to [33, 42]. Let Σ and Γ be
two alphabets and h : Σ → 2Γ be a mapping. Then h can be extended to a mapping
h′ : UΣ → 2UΓ by letting h′(t) be the set of all trees t′ over Γ such that dom(t′) = dom(t)
and t′(w) ∈ h(t(w)) for each position w ∈ dom(t). For every tree series S over D and
Σ the tree series h′′(S) over D and Γ is defined by
h′′(S)(t′) = ∑
t∈UΣ ∧ t′∈h′(t)
S(t)
for all t′ ∈ UΓ. Clearly, the index set of the summation is finite. We denote h′ and h′′
also by h which we call a relabeling. The proof for the following lemma works by an
automaton construction already applied in a similar way in [35, 45]. Surprisingly, we
do not need any distributivity of the underlying ptv-monoid.
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Lemma 3.8. Recognizable tree series are closed under relabeling.
Proof. Let S be a tree series andM = (Q,A,γ) a WUTA over Σ recognizing S. More-
over, let M′ = (Q,A′,γ) be a WUTA over Γ where A′q,b is the disjoint union of all
Aq,a with b ∈ h(a) (if h−1({b}) = ∅, then A′q,b equals a weighted automaton with all
weights equal to 0 and with disjoint initial and final state set). We will show thatM′
recognizes h(S).
Let t′ ∈ UΓ. If there is an inner position u of t′ with h−1({t′(u)}) = ∅, then
µ(t, (q, s, l))(u′) = 0 for all children u′ of u and every successful extended run (q, s, l)
ofM′ on t′. If h−1({t′(u)}) = ∅ for a leaf u of t′, then there is no successful extended
run ofM′ on t′. In both cases, we have ‖M′‖(t′) = 0 = h(S)(t′).
Now let h−1({t′}) 6= ∅. Every successful extended run of M′ on t′ is also a
successful extended run of M on exactly one t ∈ UΣ with t′ ∈ h(t) (here, we use
that the state sets of the automata Aq,a ofM are disjoint). Conversely, each successful
extended run ofM on a tree t ∈ UΣ with t′ ∈ h(t) is a successful extended run ofM′
on t′. Thus,
‖M′‖(t′) = ∑
(q,s,l)∈succ(M′,t′)
Val(µM′(t′, (s, q, l)))
= ∑
(q,s,l)∈succ(M,t)
with t∈UΣ∧t′∈h(t)
Val(µM(t, (s, q, l)))
= ∑
t∈UΣ∧t′∈h(t)
∑
(q,s,l)∈succ(M,t)
Val(µM(t, (s, q, l)))
= ∑
t∈UΣ∧t′∈h(t)
‖M‖(t)
= ∑
t∈UΣ∧t′∈h(t)
S(t)
= h(S)(t′) .
3.2 Relationship to other automata models
In this section we incorporate our weighted unranked tree automata into the frame-
works of several other known tree automata models. First we show that weighted
unranked tree automata subsume unranked tree automata. For this, let M be an un-
ranked tree automaton over Σ. We may assume that there is a deterministic unranked
tree automaton M′ = (Q, δ, F) that recognizes L(M) whose sub-automata are also de-
terministic. We weight this automaton with values of the Boolean semiring B such
that a state q ∈ Q gets final weight 1 if it is a final state in M′ and final weight 0 if it
is not a final state in M′, and such that for every subautomaton a tuple (p1, a, p2) gets
weight 1 if it is a transition of this subautomaton and weight 0, if it is not. Let M be
the resulting weighted unranked tree automaton. Then M is semantically equivalent
to M, i.e. ‖M‖ = 1L(M).
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Remark 3.9. A weighted unranked tree automaton over B is deterministic if for ev-
ery a ∈ Σ and q1, q2 ∈ Q, if q1 6= q2, then there is no w ∈ Q∗ such that
‖Aq1,a‖(w) = ‖Aq2,a‖(w) = 1. By the previous observation, for each weighted un-
ranked tree automaton over B there is an equivalent deterministic weighted unranked
tree automaton which recognizes the same language [94, Thm. 1].
Next, we consider weighted tree automata over ranked alphabets [28] in Sec-
tion 3.2.1 and prove that they are covered by weighted unranked tree automata. Even-
tually, recognizable tree series over semirings [44] are taken into account, see Sec-
tion 3.2.2. Note, that the weighted graph automata over valuation monoids presented
in [22] indeed cover weighted ranked tree automata, but they are not able to handle
unranked trees.
3.2.1 Weighted ranked tree automata
We will investigate the relationship between the weighted ranked tree automata over
tv-monoids of [28] and our weighted unranked tree automata.
For this, let us recall the definitions of weighted ranked tree automata over tv-
monoids of [28]. A weighted ranked tree automaton (WRTA for short) over a ranked
alphabet Σ and a tv-monoid D is a triple N = (Q, µ, F) where:
• Q is a non-empty, finite set of states,
• µ = (µm)0≤m≤maxΣ is a family of transition mappings µm : Σ(m) → DQ
m×Q,
• F ⊆ Q is a set of final states.
The behavior of a WRTA N is defined by a run semantics. A run κ of N on a tree
t ∈ TΣ is a mapping κ : dom(t)→ Q. Each run κ on t defines a tree µ(t, κ) ∈ UD where
dom(µ(t, κ)) = dom(t) and µ(t, κ)(u) = µm(t(u)(m))κ(u.1)...κ(u.m).κ(u) for all u ∈ dom(t).
We call κ on t successful if κ(ε) ∈ F. Furthermore, succ(N , t) denotes the set of all
successful runs of N on t. We call Val(µ(t, κ)) the weight of κ on t. The behavior of a
WRTA N is the function ‖N‖ : TΣ → D defined by
‖N‖(t) = ∑
κ∈succ(N ,t)
Val(µ(t, κ))
for all t ∈ TΣ. Any mapping from TΣ to D is called a ranked tree series. A ranked tree
series S : TΣ → D is called recognizable over D if there is a WRTA M over Σ and D
with ‖M‖ = S.
We show that WUTA generalize WRTA over tv-monoids.
Lemma 3.10. For every weighted ranked tree automaton N over a ranked alphabet Σ there
exists a weighted unranked tree automaton M such that ‖M‖(t) = ‖N‖(t) for all t ∈ TΣ
and ‖M‖(t) = 0 for all t ∈ UΣ \ TΣ.
Proof. Let N = (Q, µ, F) be a WRTA. We will construct a WUTA M = (Q′,A,γ)
that simulates the successful runs of N . For this we will encode each tuple in
Σ(m) × Qm × Q (0 ≤ m ≤ maxΣ) as an element of Q′. To be precise, let t ∈ TΣ,
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κ a run of N on t, and u ∈ dom(t). Position u has m := rkΣ(t(u)) children
and µ(t, κ)(u.i) = µmi(t(ui)
(mi))κ(u.i.1)...κ(u.i.mi).κ(u.i). There shall be one unique ex-
tended run (q, s, l) of M whose tree of its local weights µ(t, (q, s, l)) is µ(t, κ). So
the transition weight of s(u.i) should be µmi(t(u.i)
(mi))κ(u.i.1)...κ(u.i.mi).κ(u.i). Furthermore
s(u.1) . . . s(u.m) has to be a successful run of the automaton Aq′,t(u) (for some q′ ∈ Q′)
associated with position u and the successful extended run (q, s, l). Thus, we let Aq′,t(u)
own m+ 1 states, say states p0, p1, . . . , pm, which are arranged in a chain, i.e., p0 is ini-
tial, pm final, and there are only non-zero weighted tuples from pi−1 to pi for 1 ≤ i ≤ m.
Then s(u.1) . . . s(u.m) = (p0, q′1, p1) . . . (pm−1, q
′
m, pm) for some states q′i ∈ Q′ and
µq′,t(u)(pi−1, q′i, pi) will be µmi(t(ui)
(mi))κ(u.i.1)...κ(u.i.mi).κ(u.i). To ensure the latter con-
dition, we let state q′i encode the information t(u.i), κ(u.i.1), . . . , κ(u.i.mi) and κ(u.i).
Due to the fact that the same argumentation as above also holds for the parent of u, q′
will encode t(u), κ(u.1), . . . , κ(u.m) and κ(u). Hence, it is necessary that Aq′,t(u) checks
whether q′ and q′i encode the same state for κ(u.i). And finally, since µ(t, (q, s, l)) of
the root is the root weight q ∈ Q′, µ(t, (q, s, l))(ε) = γ(q) = µn(t(ε)(n))s(1)2 ...s(n)2.q.
Formally, we defineM as follows:
• Q′ = ⋃0≤m≤maxΣ(Σ(m) ×Qm ×Q),
• for q¯ = (a(m), q1 . . . qm, q): Aq¯,a = ({p0, . . . , pm}, {p0}, µq¯,a, {pm}) with
µq¯,a(pi−1, (q¯′), pi) =
{
µn(b)q′1...q′n.qi if q¯
′ = (b(n), q′1 . . . q
′
n, qi),
0 otherwise
for 1 ≤ i ≤ n and µq¯,a(pi, (q¯′), pj) = 0 if j 6= i + 1;
and we let ‖Aq¯,b‖ = 0 for b 6= a.
• γ(a(m), q1 . . . qm, q) =
{
µm(a)q1...qm.q if q ∈ F,
0 otherwise.
One can check that ‖M‖(t) = ‖N‖(t) for t ∈ TΣ. Let t ∈ UΣ \ TΣ. There exists a
position u with rkΣ(t(u)) 6= rkt(u). Any automaton associated with u has rkΣ(t(u)) +
1 states arranged in a chain, but it shall run on a word w of length rkt(u). Thus, any
run on w has at least one tuple with transition weight 0 or cannot be successful. So
we can conclude that ‖M‖(t) = 0.
Next we show that for a given ranked alphabet we can transform a weighted un-
ranked tree automaton M into a weighted ranked tree automaton that behaves like
M over TΣ.
Lemma 3.11. Let Σ be a ranked alphabet. For every weighted unranked tree automaton M
over Σ there exists a weighted ranked tree automaton N such that ‖N‖(t) = ‖M‖(t) for all
t ∈ TΣ.
Proof. Let M = (Q,A,γ) be a WUTA. We will build a WRTA N = (Q′, µ, F) that
behaves likeM for all t ∈ TΣ which will simulate the successful extended runs ofM.
Let t ∈ TΣ, u ∈ dom(t), m = rkΣ(t(u)), and κ a run of N on t. Then N will be defined
such that µm(t(u))κ(u.1)...κ(u.m).κ(u) = µ(t, (q, s, l))(u) where (q, s, l) is the extended run
which is simulated by r. For this, we save all the information needed to calculate
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µ(t, (q, s, l))(u) in the states of N and let N do some additional things which ensure
that indeed only successful extended runs are simulated. There are four classes of
states of N ; one class for states that are assigned to the root of an input tree whose
root is a leaf, called Qlr. It is equal to Q× P, since at the root we need to know the state
q assigned by (q, s, l) to the root to determine µ(t, (q, s, l)) = γ(q) and the state of l(ε)
to check whether this state is a successful run of Aq,t(ε). The states of the second class
Qr are used for roots which are not a leaf. They only consist of an element of Q, since
µm(t(ε)(m))κ(1)...κ(m).κ(ε) shall be γ(q) and so no more information than q is needed. At
this point, we will also check whether the states κ(1), . . . , κ(m) determine a successful
run of the WSA called byM for the root. We let F = Qr ∪Qlr, thus any successful run
of N of the root equals a state designated for the root. The third class is a bit more
complex. The states of Qn = (Q× Σ)× (P× Q× P) are later mapped to positions u
that are neither the root nor a leaf. The first two components of a state (q, b, p1, q′, p2)
correlate with the state M assigned to the parent u′ of u and the label of u′. The last
three components correlate with the tuple labeled with u which belongs to the run of
As(u′)2,t(u) chosen for the word emerged from the states assigned to the children of u′.
Then all information necessary for µ(t(u)(m))κ(u.1)...κ(u.m).κ(u) = µq,b(p1, q′, p2) is known.
Analogously to the case of Qr, we will also check whether the states κ(u.1), . . . , κ(u.m)
determine a successful run of the WSA called byM for u. The last class Qln is defined
almost like Qn, but with an additional component from P. The states of Qln are used
for leaves u which are not the root. The additional component secures that l(u) is a
successful run of As(u)2,t(u).
Now we define N as follows:
• Q′ = Qr ∪Qlr ∪Qn ∪Qln,
• µ0(a).q¯ =

γ(q) if q¯ = (q, p) ∈ Qlr, p succ. in Aq,a,
µq,b(p1, q′, p2) if q¯ = (q, b, p1, q′, p2, p) ∈ Qln, p succ. in Aq′,a,
0 otherwise,
µn(a)q¯1 ...q¯n.q¯ =

γ(q¯) if q¯ ∈ Qr, (q¯i)1 = q¯, (q¯i)2 = a,
((q¯i)3, (q¯i)4, (q¯i)5)1≤i≤n succ. run of Aq¯,a,
µq,b(p1, q′, p2) if q¯ = (q, b, p1, q′, p2) ∈ Qn,
(q¯i)1 = q′, (q¯i)2 = a,
((q¯i)3, (q¯i)4, (q¯i)5)1≤i≤n succ. run ofAq′,a,
0 otherwise,
• F = Qr ∪Qlr.
for all a ∈ Σ, q¯, q¯1, . . . , q¯n ∈ Q′. With help of the argumentation above, one can check
that ‖N‖(t) = ‖M‖(t) for t ∈ TΣ.
In Section 2.2 we mentioned that unranked tree automata can be simulated by
ranked tree automata using a bijective encoding c : UΣ → TΣ(0)∪{σ}. Högberg, Maletti,
and Vogler [66, Lemma 6.1, Lemma 6.3 and Lemma 4.2] showed that one can simulate
weighted unranked tree automata over commutative semirings by weighted ranked
tree automata (see also [43]).
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Proposition 3.12. Let Σ be an alphabet and S be a commutative semiring. Moreover, letM be
a weighted unranked tree automaton over Σ and S . There is a weighted ranked tree automaton
N over Σ(0) ∪ {σ} and S with ‖N‖(c(t)) = ‖M‖(t) for all t ∈ UΣ.
Remark 3.13. In [1], also cf. [56, Def. 3.2], weighted tree automata over a ranked al-
phabet Σ and a semiring S = (S,+, ·, 0, 1) are defined as N = (Q, µ,γ) where Q
is a non-empty finite set of states, µ = (µm)0≤m≤maxΣ a family of transition map-
pings µm : Σ(m) → SQm×Q, and γ : Q → S is a root weight function. The behav-
ior ‖N‖S of such an automaton N can either be defined by an initial algebra se-
mantics or by a run semantics (using depth first search, see below) which turn out
to be the same [56, p. 324]. Here, we recall the run semantics. As before, a
run of M on a ranked tree t is a mapping κ : dom(t) → Q. The weight of run
κ is wt(κ) = ∏u∈dom(t) µk(t(u)(k))κ(u.1)...κ(u.k),κ(u) where we multiply according to a
depth-first left-to-right traversal. The ranked tree series recognized by a WRTA N is
‖N‖S : TΣ → S such that ‖N‖S (t) = ∑κ is run on t wt(κ) · γ(κ(ε)) for every t ∈ TΣ. Due
to the distributivity of semiring multiplication over addition, weighted tree automata
can be normalized, i.e., the final weights can be replaced by final states, cf. [56, Thm.
3.6]. Thus, it is no restriction for the class of tree series recognized by these automata
to assume that γ(Q) ∈ {0, 1}.
In [28, Remark 3.3] it was shown that WRTA over tv-monoids generalize those over
semirings. For this, a tv-monoid S ′ = (S,+, Val,0) was constructed by setting
Val(t) = ∏
u∈dom(t)
t(u)
for all t ∈ TS where the weights are multiplied according to a depth-first left-to-right
traversal (for commutative semirings the order does not matter). Then we can consider
N also as a WRTA over the tv-monoid S ′ with ‖N‖S = ‖N‖.
Besides, in [28] it was also shown that WRTA over tv-monoids subsume WRTA
over strong bimonoids.
3.2.2 Weighted unranked tree automata over strong bimonoids
Here we compare our weighted unranked tree automata with the (already existing)
weighted unranked tree automata over semirings of Droste and Vogler [44]. Mainly,
weighted unranked tree automata over semirings differ from weighted unranked tree
automata over tree valuation monoids in two points. Firstly, the subautomata of
weighted unranked tree automata over semirings have initial and final weights in-
stead of initial and final states, and, secondly, as mentioned before, the weights of
extended runs are calculated differently.
In our subsequent investigations (cf.Section 4.4) it will be more convenient to use
weighted unranked tree automata over commutative strong bimonoids where the
weights of extended runs are calculated as in [44]. For this reason and for its own
sake, we extend the notion of weighted unranked tree automata over semirings intro-
duced by Droste and Vogler in [44] to weighted unranked tree automata over strong
bimonoids. The extension works in a straightforward way.
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For the rest of this subsection let K = (K,+, ·, 0, 1) be a strong bimonoid. We
recall the main idea of weighted automata over strong bimonoids with initial and final
weights. For further details, see [41, 46]. A weighted word automaton (b-WWA for short)
over Σ and K is a quadruple A = (P,λ, µ, ν) where:
• P is a non-empty, finite set of states,
• λ, ν : P→ K,
• µ : P× Σ× P→ K.
As usual, a run of A on w = w1 . . . wn ∈ Σ∗ is a sequence pi = (pi−1, wi, pi)1≤i≤n if
n > 0 and a state pi = p0 if n = 0 where p0, . . . , pn ∈ P. Its weight wt(pi) equals
λ(p0) ·
(
∏ni=1 µ(pi−1, wi, pi)
)
· ν(pn). Then the behavior of A is the function ‖A‖K :
Σ∗ → K with ‖A‖K(w) = ∑pi run on w wt(pi) for w ∈ Σ∗.
Now, a (strong bimonoid-) weighted unranked tree automaton (b-WUTA for short) over
Σ and K is a tripleM = (Q,A,γ) where:
• Q is a non-empty, finite set of states,
• A = (Aq,a | q ∈ Q, a ∈ Σ) is a family of b-WWA over Q as alphabet and K,
• γ : Q→ K is a root weight function.
Again, we call any b-WWA Aq,a of A a subautomaton of M. Let M = (Q,A,γ) be
a b-WUTA over Σ and K with Aq,a = (Pq,a,λq,a, µq,a, νq,a) for all q ∈ Q, a ∈ Σ. We
assume the sets Pq,a to be pairwise disjoint and let PA =
⋃
q∈Q,a∈Σ Pq,a. Extended runs
are defined as for WUTA over tv-monoids. But now, the local weight of an extended
run (q, s, l) of a position u ∈ dom(t) is defined by
µb(t, (q, s, l))(u) =
{
wt(s(u.1) . . . s(u. rkt(u))) if u ∈ dom(t) \ leaf(t),
wt(l(u)) if u ∈ leaf(t).
The weight of an extended run (q, s, l) ofM on t is defined by
µb(t, (q, s, l)) = ∏
u∈dom(t)
µb(t, (q, s, l))(u)
where we multiply according to a depth-first left-to-right traversal, i.e. for a position
u we first collect the weights of its subtrees one by one from left to right and then we
multiply with the weight of u itself. We define the behavior ‖M‖K : UΣ → K ofM by
letting
‖M‖K(t) = ∑
(q,s,l)∈succ(M,t)
µb(t, (q, s, l)) · γ(q)
for all t ∈ UΣ. A tree series S : UΣ → K is called b-recognizable over K if there is a
b-WUTAM over Σ and K with ‖M‖K = S.
Example 3.14. Let Σ = {a, b}. We consider the WUTAM = ({q},A,γ) with γ(q) = 2
over Σ and (Z4, max, ·4, 0, 1) for which A exhibits the two subautomata Aq,a and Aq,b
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Aq,a :
p1
p2
p3
1
1
1
1, q
1, q
2, q
Aq,b :
p′1
p′2
1
1, q
3, q
1
1
Figure 3.2: Subautomata of the example b-WUTA over (Z4, max, ·4, 0, 1)
depicted in Fig. 3.2. (Incoming and outgoing arrows labeled with a weight symbolize
initial and final weights, respectively. As usual, initial, transition, and final weights
which are omitted equal 0.) For n ≥ 1, ‖Aq,a‖K(qn) = 2 and ‖Aq,b‖K(qn) = 3. More-
over, ‖Aq,a‖K(ε) = 0 and ‖Aq,b‖K(ε) = 1.
For the tree t = a(b), there are two extended runs of M which have a non-zero
weight. Obviously both extended runs assign to both positions ε and 1 the state q. But
one extended run chooses the run (p1, q, p2) of Aq,a on q and the other one chooses the
run (p1, q, p3). The two extended runs are (q, s1, l1) with s1(1) = (p1, q, p2), l1(1) = p′1
and (q, s2, l2) with s2(1) = (p1, q, p3), l2(1) = p′1, and their weights are µb(t, (q, s1, l1)) =
µb(t, (q, s1, l1))(1) ·4 µb(t, (q, s1, l1))(ε) = (1 ·4 1) ·4 (1 ·4 1 ·4 1) = 1 and µb(t, (q, s2, l2)) =
2. Hence, ‖M‖K(t) = max{µb(t, (q, s, l)) ·4 γ(q) | (q, s, l) extended run on t} =
max(µb(t, (q, s1, l1)) ·4 γ(q), µb(t, (q, s2, l2)) ·4 γ(q)) = max(1 ·4 2, 2 ·4 2) = 2.
Remark 3.15. In [44], Droste and Vogler gave another definition for the behavior of
b-WUTA over semirings. The same definition also works over strong bimonoids. Let
M = (Q,A,γ) be a b-WUTA. A run of M on a tree t is a mapping κ : dom(t) → Q
and its weight equals
wt(κ) = ∏
u∈dom(t)
‖Aκ(u),t(u)‖K(κ(u.1) . . . κ(u. rkt(u)))
where we multiply according to a depth-first left-to-right traversal. Then the run be-
havior ‖M‖oK : UΣ → K of M is defined by ‖M‖oK(t) = ∑κ run on t wt(κ) · γ(κ(ε)) for
all t ∈ UΣ.
For semirings, Droste and Vogler [44] showed that the two definitions of behaviors
of b-WUTA are equivalent. A similar result for weighted ranked tree automata was
already given in 2010 by Radovanovic [87]. For strong bimonoids the two definitions
of behaviors of b-WUTA might differ. Consider the b-WUTA defined in Example 3.14.
The run behavior of this b-WUTAM on tree a(b) equals ‖M‖oK(a(b)) = max{wt(κ) ·4
γ(κ(ε)) | κ run on a(b)} = wt(κ′) ·4 γ(κ′(ε)) with κ′(ε) = κ′(1) = q; and wt(κ′) ·4
γ(κ′(ε)) = ‖Aq,b‖(ε) ·4 ‖Aq,a‖(q) ·4 γ(q) = 1 ·4 2 ·4 2 = 0 6= 2 = ‖M‖K(a(b)).
Now we will show that WUTA over tv-monoids subsume b-WUTA over commuta-
tive strong bimonoids. To verify this statement we first show that the initial and final
weights of b-WUTA over commutative strong bimonoids can be replaced by initial and
final states.
Lemma 3.16. Let K be a commutative strong bimonoid. Every b-recognizable series S over K
is recognizable by a b-WUTA whose initial and final weights are in {0,1}.
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Proof. Let M = (Q,A,γ) be a b-WUTA with Aq,a = (Qq,a,λq,a, µq,a, νq,a) for q ∈ Q
and a ∈ Σ which recognizes S. We may assume that the sets Qq,a and the set Q are
pairwise disjoint. We will transform M into a b-WUTA M′ = (Q′,A′,γ′) whose
initial and final weights are all 0 or 1 and which has the same behavior asM. For this,
we first normalize every Aq,a such that we get a b-WWA Anq,a = (Qnq,a,λnq,a, µnq,a, νnq,a)
which uses only initial and final weights equal to 0 or 1 as usual. We create two copies
Qq,a × {i} and Qq,a × { f } of the states and set Qnq,a = Qq,a ∪ Qq,a × {i, f }. The initial
weight and final weight of an original state are 0, for a state of Qq,a × {i} the initial
weight is 1 and final weight is 0, and for a state of Qq,a × { f } the initial weight is 0
and final weight is 1. Moreover,
µnq,a(p1, q
′, p2)
=

µq,a(p1, q′, p2) if p1, p2 ∈ Qq,a
λq,a((p1)1) · µq,a((p1)1, q′, p2) if p1 ∈ Qq,a × {i}, p2 ∈ Qq,a
µq,a(p1, q′, (p2)1) · νq,a((p2)1) if p1 ∈ Qq,a, p2 ∈ Qq,a × { f }
λq,a((p1)1) · µq,a((p1)1, q′, (p2)1) · νq,a((p2)1) if p1 ∈ Qq,a × {i}, p2 ∈ Qq,a × { f }
for q′ ∈ Q′. Note that wtAnq,a(pi) = wtAq,a(pi) for every run pi except for the runs pi′
which consists of only one state, thus except for the case when Aq,a is called on ε.
In this case wtAnq,a(pi
′) = 1 but wtAq,a(pi′) = λq,a(pi′) · νq,a(pi′). So we can not easily
replace every subautomaton Aq,a by Anq,a to obtainM′.
We observe that M only calls one of its subautomata Aq,a on ε if it calculates the
local weight of a leaf. So we extend the state space ofM by Qsub = ⋃q∈Q,a∈Σ Qq,a and
mark the leaves in the extended runs by states of Qsub. Then the local weight of a leaf’s
parent u′ is calculated on the word p ∈ Qsub associated with its leaf u. Whenever p is
in Qq,a, the state p gives the hint that Aq,a is called on ε (we can decide to which Aq,a
the state p belongs, since the sets Qq,a and the set Q are pairwise disjoint) and thus
that q was associated with u′ inM. NowM′ already can calculate the local weight of
the leaf u during the calculation of the local weight of the parent u′ of u. To guarantee
that a state p ∈ Qq,a is only assigned to a leaf which, in addition, is labeled with a,
we define the subautomata A′p,a and A′p,b (for all b 6= a) by A′p,a = ({p},1,0,1) and
A′p,b = ({p}, 0, 0, 0), respectively, where d (d ∈ D) denotes a function which maps all
elements of the domain given by the context to d. Formally we defineM′ such that
• Q′ = Q ∪Qsub
• γ′(q) =
{
γ(q) if q ∈ Q
λq′,b(q) · νq′,b(q) · γ(q′) if q ∈ Qq′,b ,
• A′ = (A′q,a | q ∈ Q′, a ∈ Σ) where for p ∈ Qsub the A′p,a are defined as above and
for q ∈ Q we let A′q,a be equal to (Qnq,a,λnq,a, µ′q,a, νnq,a) with
µ′q,a(p1, q′, p2) =
{
µnq,a(p1, q′, p2) if q′ ∈ Q
λq′′,b(q′) · νq′′,b(q′) · µnq,a(p1, q′′, p2) if q′ ∈ Qq′′,b
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Figure 3.3: Relationship between WUTA over tv-monoids (tv-WUTA) and WUTA over
strong bimonoids (b-WUTA).
for all p1, p2 ∈ Qnq,a. It is clear that the initial and final weights of M′ are 0 or 1.
Moreover, one can quickly check that ‖M′‖K = ‖M‖K = S.
Now we construct a tv-monoid K = (K,+, Val,0) based on a commutative strong
bimonoid K by setting
Val(t) = ∏
u∈dom(t)
t(u)
for all t ∈ UΣ. Any b-WUTAM overK with initial and final weights in {0,1} can also
be seen as a WUTA over K, and conversely. Since K is commutative, ‖M‖ = ‖M‖K.
Moreover, by Lemma 3.16 we have shown that b-WUTA over K and WUTA over K
are expressively equivalent. Hence, we have proven the following proposition.
Proposition 3.17. Let K be a commutative strong bimonoid. For every strong bimonoid-
weighted unranked tree automaton M over K there is a weighted unranked tree automaton
M′ over K with ‖M′‖ = ‖M‖K, and vice versa.
Remark 3.18. Proposition 3.17 does not hold for non-commutative strong bimonoids.
A counterexample was already given in the proof of Theorem 6.10 of [44]. The ex-
ample provides a strong bimonoid K, which is even a semiring, and a b-recognizable
series over K that is not definable by a ∀-restricted and commutatively ∧-restricted
weighted MSO formula over K. Later we will see that ∀-restricted and commuta-
tively ∧-restricted weighted MSO formulas overK and WUTA overK are expressively
equivalent. Besides, by the latter argument and since ∀-restricted and commutatively
∧-restricted weighted MSO formula are b-recognizable (cf. [44]), we have that for every
(possibly non-commutative) semiringK and every weighted unranked tree automaton
M′ over K there is a strong bimonoid-weighted unranked tree automatonM over K
with ‖M′‖ = ‖M‖K.
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Fig. 3.3 summarizes the results of this subsection on WUTA and b-WUTA.
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Chapter 4
Supports
4.1 Introduction
The goal of this chapter is to investigate the supports of weighted unranked tree au-
tomata over tree valuation monoids. The support of a weighted automaton is defined
as the language of the underlying structures (strings, trees, ...) which the weighted
automaton evaluates to non-zero. It is well-known that the support might be non-
recognizable, cf. Example 2.17. Questions on the support like its recognizability or
emptiness date back to the early days of weighted automata including probabilistic
automata, cf. [14, 86]. Recently, Kirsten [68] showed that for zero-sum free commu-
tative semirings, the support of every weighted automaton on words is recognizable
(cf. Theorem 2.18). We will prove a similar result for weighted unranked tree au-
tomata over tree valuation monoids. For this, we introduce a notion of commutativity
and zero-sum freeness for tree valuation monoids. Moreover, the tree valuation func-
tion should evaluate a tree to zero whenever one of its subtrees is evaluated to zero.
We will call a tree valuation monoid satisfying this property zero-preserving.
Besides, we will extend Kirsten’s result to nested weighted automata, which were
recently investigated by Bollig, Gastin, Monmege, and Zeitoun [9] in connection with
quantitative logics and which have a much larger expressive power than weighted
word automata. In doing so we considered strong bimonoids as weight structures.
Weighted automata on strong bimonoids were investigated for strings in [41] and for
ranked trees in [28]. However, we will see that the bimonoid weight structure does
not make our support problems more complicated than for semirings.
The main results of this chapter are the following.
• We show that for zero-sum free, commutative, zero-preserving tree valuation
monoids the supports of weighted ranked tree automata as well as of weighted
unranked tree automata are recognizable.
• An (un)ranked tree automaton for the support can be effectively constructed if
Kirsten’s zero generation problem [68] is decidable; even if the tree valuation
monoid operations are not computable. The reverse direction is true if the tree
valuation monoid in addition possesses a unit element.
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• We provide a translation of nested weighted automata into weighted unranked
tree automata for arbitrary commutative strong bimonoids and derive the main
result of [27] on the support of nested weighted automata as a consequence of
this and the present support result. In addition, we will give the direct proof
published in [27]. Our result on the support of nested weighted automata to-
gether with the results of Bollig et al. [9] partially solve the open problem “to
determine for which semirings the satisfiability problem is decidable”, which
was stated in [9].
• We derive a similar result for the supports of weighted pushdown automata over
strong bimonoids (cf. [47, 73]).
To achieve our first main result indicated above, we first translate the given weighted
unranked tree automaton over a zero-sum free, commutative, zero-preserving tree
valuation monoid into a weighted unranked tree automaton over a suitable zero-sum
free, commutative semiring with the same support, which we then can simulate by
a weighted ranked tree automaton (cf. [43, 66]). Next, we construct a ranked tree
automaton recognizing the weighted ranked tree automaton’s support. For this, we
heavily use the methods of Kirsten [68]. Finally, the ranked tree automaton recognizing
the weighted ranked tree automaton’s support can be transformed into an unranked
tree automaton, which recognizes the support of the initially given weighted unranked
tree automaton, cf. [21].
4.2 Dickson’s lemma and the zero generation problem for val-
uation monoids
Before we state and prove the main results of this chapter, we briefly recall some
definitions and results of Kirsten [68], which we will heavily use in our proofs.
Let n ∈ N0. Let x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Nn0 be tuples over the natural
numbers. We put x ≤ y if xi ≤ yi for all i = 1, . . . , n. If x ≤ y but not x = y, we write
x < y. Let M be a subset of Nn0 . The set
min(M) := {x ∈ M | ∀y ∈ M : y ≤ x → y = x}
contains all minimal elements of M. By Dickson’s lemma min(M) is finite, cf. e.g. [71].
For k ∈ N0, let bxck ∈ Nn0 be defined by (bxck)i = min(xi, k). Thus bxck is the tuple x
“cut down” in each component to k.
Next, we would like to generalize the zero generation problem for commutative
monoids with a zero to tv-monoids. For this we define some additional properties of
tv-monoids. A tv-monoidD is zero-sum free, if d+ d′ 6= 0 for all d, d′ ∈ D \ {0}. We call
D commutative if the arrangement of the values of D in a tree does not matter for Val,
i.e. for all t, t′ ∈ UD we have that Val(t) = Val(t′) whenever |domd(t)| = |domd(t′)|
for all d ∈ D. Furthermore, D is zero-preserving if for all trees t ∈ UD, Val(t) = 0
whenever Val(t|u) = 0 for some tree u ∈ dom(t). We give some examples of zero-sum
free, commutative, zero-preserving tv-monoids.
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Example 4.1. There are plenty of strong bimonoids which are zero-sum free and com-
mutative. For instance the semirings (1), (2), and (4)-(7) given in Example 2.11 and the
strong bimonoids of Example 2.12 possess these properties. Moreover all tv-monoids
resulting from zero-sum free, commutative strong bimonoids are zero-sum free, com-
mutative, and zero-preserving.
Example 4.2. The structure Qmax = (Q∪ {−∞}, max, avg,−∞) with
avg(t) =
∑u∈dom(t) t(u)
|dom(t)|
for all t ∈ UQ∪{−∞} of Example 2.13 is zero-sum free, commutative, and zero-pre-
serving. However, it is relatively easy to build a UTA recognizing the support of
a WUTA over Qmax since the weight of an extended run is zero iff one of its local
weights is zero. So we can get a UTA recognizing the support of a given WUTAM by
removing all transitions with weight ∞ of every subautomaton of M, “unweighting”
all the remaining transitions, and defining the set of final states as the set of all states
ofM with root weight ∞.
Let 0 < ε < 1 and [0, ε]−∞ = {x ∈ R | 0 ≤ x ≤ ε} ∪ {−∞}. The structure
([0, ε]−∞, max, avgε,−∞) with
avgε(t) =
{
avg(t) if ∑u∈dom(t) t(u) ≤ ε,
−∞ otherwise
for all t ∈ U[0,ε]−∞ yields a much more exciting zero-sum free, commutative, and zero-
preserving tv-monoid which implements average calculation.
Note that discounting as modeled in Example 2.14 is obviously not commutative.
Now for c ∈ D and z ∈ N0, let cz be the word of z many cs. Moreover, we
let tree(c1 . . . cn) be the tree c1(c2(. . . (cn) . . . )) for every word c1 . . . cn ∈ D∗, i.e. we
form one branch from the word c1 . . . cn such that its root is labelled with c1. For
a tuple c = (c1, . . . , cn) ∈ Dn, we denote by [[]]c : Nn0 → D the mapping defined by
[[x]]c = Val(tree(c
x1
1 . . . c
xn
n )) for all x = (x1, . . . , xn) ∈ Nn0 . We also write [[]] for [[]]c if
there is no ambiguity about c. For d ∈ D, the set [[d]]−1 contains all tuples x ∈Nn0 with
[[x]] = d. It is easy to see that the following lemma holds and that both assumptions
regarding the tv-monoid D are needed for a proof.
Lemma 4.3. Let D be commutative and zero-preserving, and x ∈ [[0]]−1.
If y ∈Nn0 and x < y, then y ∈ [[0]]−1.
Since min([[0]]−1) is finite, there is the smallest natural number m satisfying
min([[0]]−1) ⊆ {0, . . . , m}n and we write m = dg(c). The following two results proved
by Kirsten in [68] for commutative monoids with a zero are also true for commu-
tative, zero-preserving tv-monoids. Their proofs work analogously. Note that the
proof of Lemma 4.4 uses the statement in Lemma 4.3 and the proof of Lemma 4.5
uses Lemma 4.4.
Lemma 4.4. Let D be commutative and zero-preserving.
For every x ∈Nn0 : [[x]] = 0 iff [[bxcdg(c)]] = 0.
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WUTA M′ over semiring
with supp(‖M′‖) = supp(‖M‖)
WUTA M over tv-monoid
weighted ranked tree automaton
simulating M′
Högberg, Maletti, Vogler (2009)
ranked tree automaton
recognizing support
Kirsten’s ideas for support automaton (2009)
unranked tree automaton
recognizing support
Figure 4.1: Outline of the construction of the support automaton.
In [68], Kirsten defined the zero generation problem for a monoid with zero. We
will generalize this concept to tv-monoids. The zero generation problem (ZGP for short)
consists of two integers m, m′ ∈ N0, elements s1, . . . , sm, s′1, . . . , s′m′ ∈ D and the ques-
tion whether 0 ∈ Val(tree((s1 . . . sm · {s′1, . . . , s′m′}∗) \ {ε})). We define the ZGP by
using the word of s1 to sm instead of by using only one tv-monoid element, since then
we can avoid using the computability of the valuation function in our later proofs.
Note that in contrast to Kirsten we exclude ε in the definition of the ZGP. Therewith
we avoid to build an empty tree. However, restricted to semirings, this does not yield
a different ZGP since the empty product is 1.
Lemma 4.5. Let D be commutative and zero-preserving.
If ZGP is decidable in D, then dg(c) is effectively computable from c.
4.3 The construction of a support tree automaton
Here we will give the construction of an unranked tree automaton which recognizes
the support of the behavior of a weighted unranked tree automaton over a zero-sum
free, commutative, zero-preserving tree valuation monoid. Recall that the support
supp(S) of a tree series S is defined by supp(S) = {t ∈ UΣ | S(t) 6= 0}. In the
following, we call supp(‖M‖) also the support of a weighted unranked tree automaton
M.
Our construction of an unranked tree automaton which recognizes the support of
a weighted unranked tree automaton happens in several steps, cf. Fig. 4.1. We first
translate the given weighted unranked tree automaton over a zero-sum free, commu-
tative, zero-preserving tree valuation monoid into a weighted unranked tree automa-
ton over a suitable zero-sum free, commutative semiring with the same support, then
simulate the resulting weighted unranked tree automaton by a weighted ranked tree
automaton and next adapt the ideas of Kirsten in [68] to the weighted ranked tree
automata setting. Finally, the ranked tree automaton recognizing the support of the
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weighted ranked tree automaton can be transformed into an unranked tree automaton,
which recognizes the support of the initially given weighted unranked tree automaton,
cf. [21]. To recall the definitions of ranked trees, ranked tree automata and weighted
ranked tree automata see Chapter 2, in particular Remark 3.13.
In [68], Kirsten constructed a finite string automaton that recognizes the support
of a weighted word automaton over a zero-sum free, commutative semiring. The main
idea of his construction is to simulate the runs of the input weighted word automaton
and to count in the states of his construction how often each weight has occurred
during the run. This idea yields infinitely many states. However, Lemma 4.4 allows
him to stop counting if a certain threshold is reached. A state is final if the product of
the values counted is non-zero.
We call any ranked (unranked) tree automaton recognizing the support
supp(‖M‖) of some weighted ranked (unranked, respectively) tree automaton M
a support tree automaton ofM.
Since, as mentioned in the outline of our proof for the recognizability of the sup-
ports of weighted unranked tree automata, we use that the supports of weighted
ranked tree automata are recognizable, and for its own interest, we first state and
prove the following theorem.
Theorem 4.6. Let Σ be a ranked alphabet and D be a zero-sum free, commutative, zero-
preserving tv-monoid.
1. For every recognizable ranked tree series S : TΣ → K, supp(S) is recognizable.
2. There is an effective construction of a ranked tree automaton recognizing
supp(‖M‖) from any given weighted ranked tree automaton M over Σ and D if D
has a decidable ZGP.
Proof. We will prove (1) and (2) simultaneously. Since S is recognizable there is
some WRTA Mranked = (Qranked, µ, Franked) over Σ and D = (D,+, Val,0) such that
‖Mranked‖ = S. We build a ranked tree automaton Mranked.s recognizing the sup-
port of Mranked as follows. Let the set of all weights W in Mranked be defined by
W = {µk(a)q1 ...qk ,q | q1, . . . , qk, q ∈ Qranked, a ∈ Σ(k)}. Thus, W comprises all tran-
sition and root weights of Mranked. Furthermore, let c = (c1, . . . , cn) ∈ Kn be an
enumeration of W, i.e., ci ∈ W and ci 6= cj for i 6= j, such that for every x ∈ W there
is an i ∈ {1, . . . , n} with x = ci. Let G = {0, . . . , dg(c)}. We define the mapping
⊕ : Gn ×W → Gn by letting x⊕ ci = bycdg(c) with yi = xi + 1 and yj = xj for all j 6= i.
Moreover, we define ⊕ : Gn × Gn → Gn by
(x1, . . . , xn)⊕ (x′1, . . . , x′n) = b(x1 + x′1, . . . , xn + x′n)cdg(c) .
We use these two mappings to count, up to the threshold dg(c), the number of oc-
currences of the ci’s in the set of weights resulting from a run of Mranked. Similarly
to Kirsten’s construction of a support word automaton, a support tree automaton
Mranked.s = (Qs, δs, Fs) ofMranked is defined by letting:
• Qs = Gn ×Qranked;
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• (x, q) ∈ δa(k)((x1, q1), . . . , (xk, qk)) iff x = (0 ⊕ x1 ⊕ . . .⊕ xk)⊕ µ(a(k))q1...qk ,q;
• (x, q) ∈ Fs iff [[x]] 6= 0 and q ∈ Franked
where 0 is the zero vector. It is decidable whether (x, p) is final if the ZGP is decid-
able. To show that L(Mranked.s) = supp(‖Mranked‖) we can proceed analogously to
Kirsten [68]. For this we need that D is zero-sum free and Lemma 4.4, and thus, that
D is commutative and zero-preserving.
Now we state the main result of this chapter. For this, we let a commutative unital
tv-monoid be a system (D,+Val,0, 1) where (D,+Val,0) is a tv-monoid, 1 ∈ D and
where Val(t) = Val(t′) whenever |domd(t)| = |domd(t′)| for all d ∈ D \ {1}. Note
that Val(t) = Val(1) = 1 for all t ∈ U{1}. Obviously, each commutative unital tv-
monoid is commutative.
Theorem 4.7. Let Σ be an alphabet and D a zero-sum free, commutative, zero-preserving
tv-monoid.
1. For every recognizable tree series S : UΣ → D, supp(S) is recognizable.
2. There is an effective construction of an unranked tree automaton recognizing
supp(‖M‖) from any given weighted unranked tree automaton M over Σ and D if
D has a decidable ZGP.
3. Let D be also a commutative unital tv-monoid.
Then D has a decidable ZGP if there is an effective construction of an unranked tree
automaton recognizing supp(‖M‖) from any given weighted unranked tree automaton
M over Σ and D.
Note that we do not need to exclude in (3) the case |Σ| = 1 (like Kirsten [68] had to
do), since we heavily use that an alphabet symbol can occur at any position of a tree.
But it seems to be necessary to have a 1. However, this not a strong requirement, since
all commutative tv-monoids already have a unit if they are stemming from a strong bi-
monid or can be easily extended by one. For the latter case, let (D,+, Val,0) be a zero-
sum free, commutative, zero-preserving tv-monoid. Then (D ∪ {1},+′, Val′, 0, 1) with
1+′ 0 = 0+′ 1 = 1, 1+′ d = d +′ 1 = d for all d ∈ D, and Val′(t) = Val(treer(labels))
where labels=t(u)u∈dom(t),t(u) 6=1 is a word consisting of all labels of t unequal to 1 is a
zero-sum free, zero-preserving commutative unital tv-monoid.
Proof. Since S is recognizable there is some WUTA M = (Q,A,γ) over Σ and D =
(D,+, Val,0). As already indicated, first, we will build a WUTA M′ with the same
support asM and with weights from a suitable zero-sum free, commutative semiring
S . This method is a refinement of a suggestion of an anonymous referee of [29].
Let P	f ,0(D∗) be the set of all finite subsets T of D∗ \ {w ∈ D∗ | Val(tree(w)) = 0}
which are closed under permutation, i.e., t f (1) . . . t f (n) ∈ T whenever f : {1, . . . , n} →
{1, . . . , n} is a bijection and t1 . . . tn ∈ T (ti ∈ D, i ∈ {1, . . . , n}). Moreover, for T1, T2 ∈
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P	f ,0(D∗) let
T1  T2 = {t f (1) . . . t f (n) | t1, . . . , tn ∈ D, Val(tree(t1 . . . tn)) 6= 0,
t1 . . . ti ∈ T1, ti+1 . . . tn ∈ T2 for some i ∈ {1, . . . , n},
f : {1, . . . , n} → {1, . . . , n} is a bijection} .
Then S = (P	f ,0(D∗),∪,,∅, {ε}) is a zero-sum free semiring, which is commutative
by the definition of . Now let h : D→ S be defined by
h(d) =
{
{d} if d 6= 0,
∅ otherwise
for every d ∈ D. Obviously, h(0) = ∅. We obtainM′ by applying h to all root and tran-
sition weights ofM (to recall the definition of WUTA over semirings see Section 3.2.2).
For t ∈ UΣ, any successful extended run (q, s, l) ofM on t is also a successful extended
run ofM′ on t and vice versa. Moreover, sinceD is commutative and zero-preserving,
Val(tree(µbM′ (t, (q, s, l))) γM′(q)) = {Val(µM(t, (q, s, l)))}. Thus,
supp(‖M′‖K) = {t ∈ UΣ | ‖M′‖K(t) 6= ∅}
= {t ∈ UΣ |
⋃
(q,s,l)∈succ(M′,t)
µbM′ (t, (q, s, l))) γM′(q) 6= ∅}
(∗)
= {t ∈ UΣ | ∃ (q, s, l) ∈ succ(M′, t) : µbM′ (t, (q, s, l))) γM′(q) 6= ∅}
= {t ∈ UΣ | ∃ (q, s, l) ∈ succ(M′, t) :
Val(tree(µbM′ (t, (q, s, l))) γM′(q)) 6= {0}}
= {t ∈ UΣ | ∃ (q, s, l) ∈ succ(M′, t) : {Val(µM(t, (q, s, l)))} 6= {0}}
= {t ∈ UΣ | ∃ (q, s, l) ∈ succ(M, t) : Val(µM(t, (q, s, l))) 6= 0}
(∗)
= {t ∈ UΣ | ∑
(q,s,l)∈succ(M,t)
Val(µM(t, (q, s, l))) 6= 0}
= {t ∈ UΣ | ‖M‖(t) 6= 0}
= supp(‖M‖) .
At (∗) we used the zero-sum freeness of S and D, respectively.
Since we now deal with a semiring-weighted WUTA over a commutative semi-
ring, we can also use the run behavior of WUTA defined by Droste and Vogler [44],
as mentioned in Remark 3.15. Let c : UΣ → TΣ(0)∪{σ} be the bijective encoding that
transforms unranked trees into ranked trees, cf. Section 2.2. By Proposition 3.12 there
is a WRTA Mranked with ‖Mranked‖(c(t)) = ‖M′‖(t) for all t ∈ UΣ, and thus, with
supp(‖Mranked‖) = c(supp(‖M′‖)).
Next, we build a ranked tree automaton Mranked.s recognizing the support
of Mranked as in the proof of Theorem 4.8(1) and (2). Then L(Mranked.s) =
supp(‖Mranked‖).
Finally, we can transform the support ranked tree automaton Mranked.s into a sup-
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a
aam positions→ . . . a
aasi1 positions→ . . . a
a
aasin positions→ . . . a
qroot, 1
qleaf, s2qbranch, s1 . . . qleaf, sm
qleaf, 1qbranch, s′i1 . . . qleaf, 1
qbranch, s′in−1
qleaf,1qbranch, s′in . . . qleaf,1
Figure 4.2: A pictorial presentation of a tree of X and of the states of Q (assigned to
each position of that tree) which define the unique successful extended run with non-
zero weight ofM on that tree together with the local weights of the unique successful
extended run with non-zero weight. For this si1 , . . . , sin are in {s′1, . . . , s′m′}.
port unranked tree automaton M′s ofM′ satisfying L(M′s) = c−1(L(Mranked.s)), cf. [21].
Since
L(M′s) = c−1(L(Mranked.s)) = c−1(supp(‖Mranked‖))
= c−1(c(supp(‖M′‖))) = supp(‖M′‖) = supp(‖M‖) = supp(S) ,
supp(S) is recognizable.
Until now, we have shown (1) and (2). For (3) we proceed similar to Kirsten [68]
but with a tree automaton construction and adjusted to tv-monoids. LetD be a unital,
zero-sum free, commutative, and zero-preserving tv-monoid. Let m, m′ ∈ N0 and
s1, . . . , sm, s′1, . . . , s
′
m′ ∈ D. The idea is to construct a WUTA M and a recognizable set
X ⊆ UΣ such that ‖M‖(X) = Val(tree((s1 . . . sm · {s′1, . . . , s′m′}∗) \ {ε})) and ‖M‖(UΣ \
X) = {0}. For this, let M = ({qroot, qbranch, qleaf},A,γ) over {a} with γ(qroot) = 1,
γ(qbranch) = γ(qleaf) = 0 and
• for m ≥ 1, Aqroot,a consists of one initial and one final state and a path from
the initial state to the final state labelled with qbranchqm−1leaf , such that the weights
along this path equal s1, . . . , sm. For m = 0, Aqroot,a is defined like Aqbranch,a.
• Aqbranch,a consists of m′ + 1 non-connected paths. Path i (1 ≤ i ≤ m′) has one
initial and one final state and is labelled with qbranchqi−1leaf such that the weights
along this path equal s′i, 1, . . . ,1 for i = 1, . . . , m
′, and for i = 0 there is one state
which is initial and final.
• Aqleaf,a consists of one state which is initial and final.
Furthermore, let s be a substitution symbol and let X = L({a(sam−1)} ◦s ({a(sai) |
0 ≤ i ≤ m′ − 1}∗s ◦s {a})) if m ≥ 1 and X = L({a(sai) | 0 ≤ i ≤ m′ − 1}∗s ◦s {a})
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otherwise (here we used the definition of tree-regular expressions as given in [82]).
Since Murata proved in [82] that any tree language presented by a tree-regular expres-
sion is recognizable, X is recognizable. In Fig. 4.2 there is a pictorial presentation of
a tree of X and of the states of Q assigned to each position of that tree which define
(unique) successful extended run with non-zero weight ofM on that tree. In the tree
of states also the local weights of the defined extended run are incorporated. One can
check thatM and X are as required. By assumption, the support automaton Ms ofM
is effectively constructible. We have 0 ∈ Val(tree((s1 . . . sm · {s′1, . . . , s′m′}∗) \ {ε})) iff
L(Ms) is a strict subset of X. The latter (cf. [21]), and hence the ZGP, is decidable.
Next we state and prove a similar result to Theorem 4.7(3) for WRTA. For this we
will adapt Kirsten’s proof [68] to the ranked tree setting.
Theorem 4.8. Let Σ be a ranked alphabet with |Σ| ≥ 2 and one symbol of rank 2, and D be a
zero-sum free, zero-preserving unital commutative tv-monoid.
Then D has a decidable ZGP if there is an effective construction of a ranked tree automaton
recognizing supp(‖M‖) from any given WRTAM over Σ and D.
Proof. Let m, m′ ∈ N0 and s1, . . . , sm, s′1, . . . s′m′ ∈ D. We will construct an automa-
ton Mranked and a recognizable set Xranked ⊆ TΣ such that ‖Mranked‖(Xranked) =
Val(tree((s1 . . . sm · {s′1, . . . , s′m′}∗) \ {ε})) and ‖Mranked‖(TΣ \ Xranked) = {0}. For this,
we would like to transfer Kirsten’s result [68] to the ranked tree setting. Unfortunately,
the usual translation from words to trees (cf., e.g., [56]) would extend the alphabet Σ
with two elements which Kirsten chose for his proof to a ranked alphabet with three
elements (the two elements of Σ get rank one and the additional element has rank
zero). Thus, we would not have shown, that the decidability of the ZGP is necessary
in the cases of alphabets with two elements. We also cannot simply transfer our result
of unranked tree to the ranked tree setting, since until now, there is no translation
from WUTA over zero-sum free, zero-preserving unital commutative tv-monoids into
WRTA over zero-sum free, zero-preserving unital commutative tv-monoids.
However, we can and will proceed similar to Kirsten [68] by letting Σ = {a(2), e(0)}
and t1, . . . , tm′ be mutually distinct trees of equal height greater than 0 (here we need
|Σ| > 1) such that a position labeled with a has at most one child labeled with a. Note
that we simulate the two letters Kirsten [68] needed to obtain mutually distinct, non-
empty words (he later used them to encode s′1, . . . , s
′
m′) by branching either at the left
child or the right child of a position labeled with symbol with rank two. We sketch
the construction of a WRTAMranked = (Q, µ, F):
• We have one state q0 with µ(e)q0 = 1. For all other states q the transition with e
to q has weight 0.
• Then we build a path labeled with a(e, a(e, a(. . . a(e, e) . . . ))) and with transition
weights s1, . . . , sm, i.e. µ(a)qi−1q0.qi = si for 1 ≤ i ≤ m.
• For every j ∈ {1, . . . , m′} we add a loop at qm labeled with tj and with transition
weights s′j,1, . . . ,1.
• State qm is the only final state.
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Now let s be a substitution symbol and t′j the tree which results from exchanging
the leaf u with maximal |u| by s. For Xranked = L({t′1, . . . , t′m′}∗,s ◦s ({a(e, s)}m,s ◦s
{e})), we have ‖Mranked‖(Xranked) = Val(tree((s1 . . . sm · {s′1, . . . , s′m′}∗) \ {ε})) and
‖Mranked‖(TΣ \ Xranked) = {0}. Since we used regular expressions as given in [21]
and since any ranked tree language presented by a regular expression is recognizable
(cf. [21]), Xranked is recognizable. Then Mranked and Xranked are as required and by
assumption, the support automaton Ms of Mranked is effectively constructible. More-
over, we have 0 ∈ Val(tree((s1 . . . sm · {s′1, . . . , s′m′}∗) \ {ε})) iff L(Ms) is a strict subset
of Xranked. The latter (cf. [21]), and hence the ZGP, is decidable.
By Theorem 4.8, Theorem 4.7, and since it is decidable whether the tree language
of an (un)ranked tree automaton is non-empty (cf. Proposition 2.10), we can deduce:
Corollary 4.9. LetD be a zero-sum free, commutative, zero-preserving tv-monoid with decid-
able ZGP. It is decidable whether the support of a given weighted (un)ranked tree automaton
over D is non-empty.
Remark 4.10. An anonymous referee of [27] indicated that the commutativity of the
addition is not required for the proof of the main theorem of [27], which states Theo-
rem 4.7 for nested weighted automata in place of weighted unranked tree automata.
This is also true for the proof of Theorem 4.7. Indeed, only the zero-sum free property
(not even the associativity) of the binary operation + is needed.
4.4 The supports of nested weighted automata
Recently, Bollig, Gastin, Monmege, and Zeitoun [9] investigated nested weighted
automata. These are multiple level weighted automata whose transitions get their
weights by calling other weighted automata of the subjacent level. The lowest level
automata are usual weighted automata. The motivation includes the following. First,
nested weighted automata form a natural model of quantitative automata which are
more powerful than weighted automata. Second, as mentioned in Section 2.4, Droste
and Gastin [25, 26] introduced a weighted logic and derived a Büchi-type equivalence
result for its expressive power to weighted automata. However, they had to restrict
the use of universal quantifiers. In [9], the authors could derive (besides other results)
an equivalence, without such a restriction, between weighted first order logic with
bounded transitive closure (FO+BTC) and nested weighted automata over commuta-
tive semirings.
For their logic, Bollig et al. [9] “leave it as an open problem to determine for
which semirings the satisfiability problem is decidable.” The satisfiability problem
asks whether the semantics of a given formula does not yield zero for some words.
Here we will partially solve this problem.
We will provide a translation of nested weighted automata into weighted unranked
tree automata for arbitrary commutative strong bimonoids and derive as a conse-
quence of this and the support result for weighted unranked tree automata a corre-
sponding support result for nested weighted automata. The result on the support of
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nested weighted automata together with the results of Bollig et al. [9] will provide the
partial solution.
We start with the model of nested weighted automata as investigated by Bollig et
al. [9]. Let r ∈N0. In short, an r-nested weighted automaton consists of r + 1 levels of
automata. At level i (0 ≤ i ≤ r − 1) there is a collection of several i-nested weighted
automata. Zero-nested weighted automata are usual weighted automata. Automata at
a level greater than zero are defined and behave almost like weighted automata. But
instead of weighting every transition in a strong bimonoidK, they map each transition
to some automaton from the subjacent level that calculates the weight of the transition.
For this, the automaton from the subjacent level receives the entire input word and the
information at which position of the word the automaton itself was called.
For the rest of this section, we fix a strong bimonoid K = (K,+, ·,0,1).
Formally, nested weighted automata are defined inductively as follows. Again, let
r ∈ N0. An r-nested weighted automaton (r-nwA for short) over Σ and K is a quadruple
A = (Q,λ, µ, ν) where
• Q is a non-empty, finite set of states,
• λ, ν : Q→ K are initial and final weight vectors, respectively,
• µ : Q× Σ×Q→ {(r− 1)-nwA over Σ× {0, 1} and K} is a transition function.
We set {(−1)-nwA} = K. A nested weighted automaton (nwA for short) is an r-nwA for
some r ∈N0. Any nwA at any level of an nwA A (including A) is called subautomaton
of A.
For w = w1 . . . wn ∈ Σ∗ and i ∈ {1, . . . , n}, let (w, i) = v1 . . . vn ∈ (Σ× {0, 1})∗ with
vi = (wi, 1) and vj = (wj, 0) for all j ∈ {1, . . . , n} with j 6= i. The second components
of the letters of (w, i) will be used to encode at which position of w the automaton
µ(qi−1, wi, qi) was called.
Now we give the definition of the behavior of this model. This definition differs
slightly from Definition 3.2 in [27] in that the runs comprise information on the runs
of the subautomata (and not only their weights; with this change the proofs of [27]
work mutatis mutandis; without this change we would have to require idempotency).
Let A = (Q,λ, µ, ν) be an r-nwA over Σ and K. We may assume that the state sets
of all subautomata of A are pairwise disjoint. Let QA be the union of all these state
sets.
Definition 4.11. A nested run of A on w = w1 . . . wn ∈ Σ∗ is a tree σ over (QA × Σ×
QA) ∪QA which is defined inductively as follows:
• for r = 0: dom(σ) = {ε, 1, . . . , n} and σ(ε) = q0, σ(i) = (qi−1, wi, qi) for i ∈
{1, . . . , n} and q0, . . . , qn ∈ Q;
• for r > 0: Let q0, . . . , qn ∈ Q and σi be a nested run of the (r − 1)-nested
weighted automaton µ(qi−1, wi, qi) on (w, i) for i ∈ {1, . . . , n}. Then dom(σ) =
{ε} ∪ ⋃1≤i≤n i. dom(σi), σ(ε) = q0, σ(i) = (qi−1, wi, qi), and σ|i.j = σi|j for
i, j ∈ {1, . . . , n}.
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A1 :
z1
1 1
3,
(
Σ
0, 1
)
A2 :
z′1 z′2
1 1
1,
(
Σ
0, 1
)
1,
(
Σ
0, 1
)
2,
(
Σ
0, 1
)
Figure 4.3: Subautomata of the example 1-nwA over {a, b} and (Z4, max, ·4, 0, 1).
Note that the state stored at the root is only used for the cases w = ε. The weight wt(σ)
of a nested run σ is defined by
wt(σ) =

λ(σ(ε)) · ν(σ(ε)) if dom(σ) = {ε}
λ(σ(1)1) ·
(
∏ni=1 µ(σ(i))
)
· ν(σ(n)3) if dom(σ) 6= {ε}, r = 0,
λ(σ(1)1) ·
(
∏ni=1 wt(σ|i)
)
· ν(σ(n)3) if dom(σ) 6= {ε}, r > 0 .
Hence, a nested run of an r-nwA A has depth r + 1. A 0-nwA A over Σ and K
could also be seen as a WWA over Σ and K, since then nested runs and runs coincide.
For r > 0, a nested run of an r-nwA A on w ∈ Σ∗ is a combination of one nested run
per automaton from the subjacent level which is called by A while evaluating w.
Let A be an r-nwA over Σ and K. We define the behavior ‖A‖ : Σ∗ → K of A by
‖A‖(w) = ∑
σ nested run on w
wt(σ)
for all w ∈ Σ∗.
A series S : Σ∗ → K is called nwA-recognizable (r-nwA-recognizable) if there is an
nwA (r-nwA, respectively) A over Σ and K with ‖A‖ = S.
Example 4.12. Let Σ = {a, b}. We consider a 1-nwA A over (Z4, max, ·4, 0, 1) with two
different automata at level zero, see Fig. 4.3. The first automaton A1 assigns to each
word w ∈ (Σ × {0, 1})∗ the value 1 if |w| is even. If |w| is odd, then ‖A1‖(w) = 3.
The second automaton A2 assigns to each word w ∈ (Σ × {0, 1})+ the value 2 and
‖A2‖(ε) = 0.
Now, A exhibits one state z. Its transition (z, a, z) calls A1 and (z, b, z) calls A2.
The initial weight of z is 3 and the final weight of z is 1.
We consider the word ab. The automaton A calls A1 on the word (a, 1)(b, 0) and
A2 on the word (a, 0)(b, 1). There are the nested runs
σ1.1 = z1
(z1, (a, 1), z1) (z1, (b, 0), z1)
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and σ2.1 = z′1
(z′1, (a, 0), z
′
1) (z
′
1, (b, 1), z
′
2)
, σ2.2 = z′1
(z′1, (a, 0), z
′
2) (z
′
2, (b, 1), z
′
2)
of A1 on (a, 1)(b, 0) and of A2 on (a, 0)(b, 1), respectively. Thus there are two nested
runs σ1, σ2 of A on ab. The first nested run of A on ab uses σ2.1 and the second nested
run uses σ2.2. Hence,
σ1 = z
(z, a, z)
(z1, (a, 1), z1) (z1, (b, 0), z1)
(z, b, z)
(z′1, (a, 0), z′1) (z′1, (b, 1), z′2)
and σ2 = z
(z, a, z)
(z1, (a, 1), z1) (z1, (b, 0), z1)
(z, b, z)
(z′1, (a, 0), z′2) (z′2, (b, 1), z′2)
.
The weight of σ1, as well as the weight of σ2, equals 2. Thus, ‖A‖(ab) = 2.
In general, the weight of every nested run of A with no leaf labelled with 0 on a
word w ∈ Σ∗, and thus also ‖A‖(w), is equal to
31+|w|·|w|a ·4 2|w|b =

0 if |w|b > 1,
1 if |w|b = 0 and |w|a is odd,
2 if |w|b = 1,
3 if |w|b = 0 and |w|a is even.
Let A be an nwA. Then supp(‖A‖) = {w ∈ Σ∗ | ‖A‖(w) 6= 0} is the support of
A. We call any finite automaton recognizing the support of some nwA A a support
automaton of A.
4.4.1 A recognizability proof via weighted untranked tree automata
Here we give a translation from nested weighted automata to weighted unranked tree
automata. Let A = (Q,λ, µ, ν) be an r-nwA over Σ. Furthermore let Σr = {x} ∪⋃r
i=0 Σ× {0, 1}i for some x /∈ Σ. First, we give a translation function treer : Σ∗ → UΣr
from words to trees. For w = w1 . . . wn ∈ Σ∗, let dom(treer(w)) = {1, . . . , n}≤r+1 and
• treer(w)(ε) = x;
• treer(w)(i) = wi for i = 1, . . . , n;
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• treer(w)(u.j.i) = treer(w)(u.i)||b with b =
{
1 if i = j
0 otherwise
for i, j = 1, . . . , n and u ∈ {1, . . . , n}≤r−1 where for a ∈ Σ× {0, 1}m, b ∈ {0, 1},
a||b ∈ Σ× {0, 1}m+1 is equal to a extended by another component with value b.
Example 4.13. For example, t2(ab)= x
a
(
a
1
)
a1
1
 b0
0

(
b
0
)
a1
0
 b0
1

b
(
a
0
)
a0
1
 b1
0

(
b
1
)
a0
0
 b1
1

Next we present the actual translation in the proof of the following lemma.
Lemma 4.14. Let Σ be an alphabet,K be a commutative strong bimonoid andA = (Q,λ, µ, ν)
be an r-nwA over Σ and K. Then there is a WUTA M over Σr and K with ‖A‖(w) =
‖M‖(treer(w)) for all w ∈ Σ∗.
Proof. Let λA, µA, and νA be the disjoint sums of the initial weight vectors, the transi-
tion functions, and the final weight vectors of all the subautomata of A, respectively.
Let Qi>0 comprise all the states of the subautomata of A at level i with 0 < i ≤ r, and
let T>0 = Qi>0× (Σ× {0, 1}r−i)×Qi>0. Furthermore, let Q=0 consist of all the states of
all the subautomata of A at level zero, and let T=0 = Q=0 × (Σ× {0, 1}r)×Q=0.
For w ∈ Σ∗, treer(w) combines all the words on which A calls a subautomaton in
a tree according to their calling hierarchy. Thus, a weighted unranked tree automaton
which simulates A has to associate the right (modified) subautomaton of A with the
respective position of treer(w).
Apart from that, we have to pay attention to the fact that nwA do have initial and
final weights and WUTA only have initial and final states. To improve the readability
of the proof we thus use the b-WUTA defined in Section 3.2.2 whose subautomata
also exhibits initial and final weights. By Proposition 3.17 we know that every b-
recognizable tree series over K is recognizable by a WUTA over the from K resulting
tv-monoid. Hence, we can construct a b-WUTA and still reuse Theorem 4.7.
Now letM = (QM,B,γM) be a b-WUTA over Σr defined by
• QM = {x} ∪ T>0 ∪ T=0,
• γM(x) = 1, and γM(q) = 0 for all q ∈ QM \ {x},
• B = (Bq,a | q ∈ QM, a ∈ Σr) such that
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– Bx,x = (Q,λ, µ′, ν) with
µ′(q1, b, q2) =
{
1 if ∃c ∈ Σ : b = (q1, c, q2),
0 otherwise
for all q1, q2 ∈ Q, b ∈ QM,
– for (q1, a, q2) ∈ T>0:
B(q1,a,q2),a = (Q(q1,a,q2),λ(q1,a,q2), µ′(q1,a,q2), ν(q1,a,q2)) is derived from the subau-
tomaton µ(q1, a, q2) = (Q(q1,a,q2),λ(q1,a,q2), µ(q1,a,q2), ν(q1,a,q2)) of A by letting
µ′(q1,a,q2)(p1, b, p2) =
{
1 if ∃c ∈ Σr : b = (p1, c, p2),
0 otherwise
for all p1, p2 ∈ Q(q1,a,q2), b ∈ QM,
– for (q1, a, q2) ∈ T=0:
B(q1,a,q2),a = (Q(q1,a,q2), 1,0, µA(q1, a, q2)) with Q(q1,a,q2) = {q(q1,a,q2)} for some
q(q1,a,q2) /∈ QA,
– otherwise Bq,a = B⊥ where B⊥ = ({qno},0,0,0) (qno /∈ QA).
Here, k (k ∈ K) denotes a function which maps all elements of the domain given by
the context to k.
We will show that ‖A‖(w) = ‖M‖K(treer(w)) for every w ∈ Σ∗. We have
‖A‖(ε) = ∑
q∈Q
λ(q) · ν(q) = ‖M‖K(x) = ‖M‖K(treer(ε)) .
Now let w = w1 . . . wn ∈ Σ+ and t = treer(w). Then
‖M‖K(t) = ∑
(q,s,l) extended run on t
wt(q, s, l) · γM(q) .
Let us examine how an extended run (q, s, l) looks, for which every zero-factor of
wt(q, s, l) · γM(q) originates from an initial, transition or final weight of A. The first
component q of such an extended run has to be x, since otherwise γM(q) = 0. Conse-
quently, s(1) . . . s(n) has to be a run of Bx,x and has to have the following form:
(q0, (q0, w′1, q1), q1) . . . (qn−1, (qn−1, w
′
n, qn), qn)
with q0, . . . , qn ∈ Q for some word w′1 . . . w′n ∈ Σn. If r = 0, then by the definition of
extended runs, for i = 1, . . . , n we need l(i) to be in Qs(i)2,t(i), which is the state set of
Bs(i)2,t(i) = B(qi−1,w′i ,qi),t(i). Thus w′i = t(i) = wi, since otherwise wt(x, s, l)i has a factor
that is not an initial, transition or final weight of A but zero. (By definition ofM, then
B(qi−1,w′i ,qi),t(i) = B⊥.)
If r > 0, then s(i.1) . . . s(i.n) is a run of Bs(i)2,t(i) = B(qi−1,w′i ,qi),t(i) for i = 1, . . . , n. In
order that wt(x, s, l)i has no factor which is zero and not an initial, transition or final
weight of A, we need w′i to be equal to t(i) = wi, otherwise B(qi−1,w′i ,qi),t(i) = B⊥ (by
60 Chapter 4. Supports
definition ofM). Thus s(1) . . . s(n) is a run of Bx,x on (q0, w1, q1) . . . (qn−1, wn, qn).
An analogous argument shows that s(u.1) . . . s(u.n) has to be a run of Bs(u)2,t(u) of
the form
(q′0, (q′0, w′′1 , q
′
1), q
′
1) . . . (q
′
n−1, (q
′
n−1, w
′′
n , q
′
n), q
′
n)
with q′0, . . . , q′n ∈ Qs(u)2 and w′′i = t(u.i) for u ∈ dom(t) \ ({ε} ∪ leaf(t)). Moreover,
l(u) ∈ Qs(u)2,t(u) (which is the state set of Bs(u)2,t(u)) for u ∈ leaf(t).
Let Rv be the set of all the extended runs we described just before. There is a
bijection f between Rv and all nested runs of A on w given by f (x, s, l) = σ with
dom(σ) = dom(t), σ(ε) = s(1)1, and σ(u) = s(u)2 for u ∈ dom(σ).
Last, we show that wt(x, s, l) = wt( f (x, s, l)) for all (x, s, l) ∈ Rv and thus that
‖A‖(w) = ‖M‖K(t). For every (x, s, l) ∈ Rv, wt(x, s, l) = ∏u∈dom(t) wt(x, s, l)u with
wt(x, s, l)u =
{
wt(s(u.1) . . . s(u.n)) if u ∈ dom(t) \ leaf(t),
wt(l(u)) if u ∈ leaf(t)
=
λA(s(u.1)1)·
(
∏ni=1 1
)
·νA(s(u.n)3) if u ∈ dom(t) \ leaf(t),
1 · µA(s(u)2) if u ∈ leaf(t)
=
λA((s(u.1)2)1)·
(
∏ni=1 1
)
·νA((s(u.n)2)3) if u ∈ dom(t) \ leaf(t),
1 · µA(s(u)2) if u ∈ leaf(t).
Since K is commutative, ∏u∈dom(t) wt(x, s, l)u = wt( f (x, s, l)). Hence, we have proved
the correctness of our translation from nwA to b-WUTA.
The goal of this section is to show, with the help of Theorem 4.7, that there is
an effective construction of a support automaton for a given r-nwA over a zero-sum
free, commutative strong bimonoid. We already can translate a given r-nwA A over
Σ into a (b-)WUTA over Σr and then apply Theorem 4.7 to get a UTA M over Σr with
‖A‖(w) 6= 0 iff treer(w) ∈ L(M) for all w ∈ Σ∗. Note that M recognizes not only
{treer(w) | w ∈ supp(A)}. Actually, {treer(w) | w ∈ supp(A)} = L(M) ∩ {treer(w) |
w ∈ Σ∗}. We will show that, somewhat unexpectedly, T = {treer(w) | w ∈ Σ∗} and
thus, {treer(w) | w ∈ supp(A)} may be a non-recognizable tree language. For this,
assume that T is recognizable. We build the tree language T˜ by replacing every label
a ∈ Σr of any leaf by a marked version a˜ of this label to preserve information which
labels refer to leaves during the latter translation to ranked trees. One can show that
T˜ is recognizable. Let c be the bijective encoding defined in the proof of Theorem 4.7
which transforms unranked trees into ranked trees. Furthermore, let the yield yield(t)
of a tree t be the concatenation of the labels of t’s leaves from the left to the right.
During the tree transformation via c, all labels of an unranked tree t are pushed to the
leaves of the ranked tree c(t) such that the order of leaves of t is preserved, i.e. if in
the yield of t a leaf is left of another leaf, then this leaf is also left of the other leaf in
the yield of c(t). By Theorem 8.3.7 of [21], c(T˜) is a recognizable ranked tree language.
Moreover, yield(c(T˜)) is a context-free language where yield(L) is the string language
which consists of the yields of all trees in L, cf. [21]. For the homomorphism h with
h(a) = ε and h(a˜) = a for all a ∈ Σr, h(yield(c(T˜))) = yield(T). Since context-free
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languages are closed under homomorphisms, yield(T) is context-free. For the same
reason, also h′(yield(T)) is context-free where h′ is the letter-to-letter homomorphism
which drops all zeros and ones. But h′(yield(T)) = {wr | w ∈ Σ∗} is not a context-free
language for r > 1. This contradicts the assumption that T is regular.
However, this fact does not affect our further considerations since next we translate
M into a finite automaton A with treer(w) ∈ L(M) iff w ∈ L(A). For this translation,
we first transform UTA over Σr into nested finite automata over Σ.
An r-nested finite automaton (r-nA for short) over an alphabet Σ can be seen as r-
nwA over Σ and the boolean semiring B = ({0, 1},∧,∨, 0, 1). A nested finite automaton
(nA for short) is an r-nA for some r ∈ N0. In the following, we identify the weight
functions λ, µ, and ν with their support sets. The language of an r-nA A = (Q,λ, µ, ν)
is defined inductively as follows. We say that A recognizes w = w1 . . . wn ∈ Σ∗ if
there is a sequence (qi−1, wi, qi)1≤i≤n in case of n > 0 and a state pi = p0 if n = 0
with q0, . . . , qn ∈ Q such that q0 ∈ λ, qn ∈ ν and µ(qi−1, wi, qi) recognizes (w, i) for
all i ∈ {1, . . . , n}. Thus, if r = 0, A can be seen as a finite automaton. The language
recognized by A is defined by L(A) = {w ∈ Σ∗ | A recognizes w}. A language
L ⊆ Σ∗ is nA-recognizable (r-nA-recognizable) if there is an nA (r-nA, respectively) A
with L(A) = L. Note that the previous behavior definition is expressively equivalent to
the nested run behavior over the boolean semiring, nevertheless, we use this previous
behavior definition to avoid the syntactically more complex nested runs.
Lemma 4.15. Every nA-recognizable language is recognizable.
Proof. For every nA A, Bollig et al. [9, Prop. 11] showed that there is a formula in first
order logic with bounded transitive closure (FO+BTC) defining L(A). Since FO+BTC
⊆MSO (cf. [9]), and recognizable and MSO-definable languages coincide by the Büchi-
Elgot theorem, cf. [12, 51], L(A) is recognizable. This proves the result.
In addition, we give a direct proof of this lemma. Let A = (Q,λ, µ, ν) be an r-nA
over Σ. We build a finite automaton A˜ with L(A˜) = L(A) by induction on r. The
case r = 0 is trivial. Now let A1, . . . ,Am be all the subautomata of A on level r − 1,
i.e., A1, . . . ,Am are (r − 1)-nA over Σ × {0, 1}. By the induction hypothesis there is
for every Ai a finite automaton A˜i that recognizes the same language as Ai. Note,
that we can reduce our consecutive observations to the words of {(w, i) | w ∈ Σ∗, i ∈
{1, . . . , |w|}}, i.e., to the words which have exactly one position labelled with 1 in the
second component, since A solely passes such words to its direct subautomata.
At first, we sketch the construction of A˜. We let A˜ simulate all of A’s direct
subautomata simultaneously. Thereby, if A˜ processes the k-th letter a ∈ Σ of the input
word, it lets A˜i execute (a, 1) iff A calls Ai for processing a. Otherwise, A˜i has to
execute (a, 0). But by taking this approach, we notice that A˜i may read a word with
more than one position at which the second component of the label equals 1; namely
when Ai was called more than once. Aside from this, it is also possible that A˜i has to
work with a word whose second components are all 0 if Ai was not called at all.
Thus, next, we transform A˜i = (Qi,λi, µi, νi) into A′i as follows. If w = w1 . . . wn ∈
Σ∗ and K ⊆ {1, . . . , n} is an arbitrary subset, we let (w, K) = (w1, x1) . . . (wn, xn) such
that xk = 1 iff k ∈ K. Then A′i should recognize (w, K) iff A˜i recognizes (w, k) for all
k ∈ K. By the choice of A′i’s behavior, A′i will recognize at least all words over Σ×{0}.
62 Chapter 4. Supports
We get A′i = (Q′i,λ′i, µ′i, ν′i ) by letting Q′i = 2Qi × 2Qi , λ′i = {(λi,∅)}, ν′i = 2Qi × 2νi , and
((P, R), (a, x), (P′, R′)) ∈ µ′i
iff
P′ = {p′ ∈ Qi | ∃ p ∈ P : (p, (a, 0), p′) ∈ µi},
for all r ∈ R there is an r′ ∈ R′ with (r, (a, 0), r′) ∈ µi, and
if x = 1, there are p ∈ P and r′ ∈ R′ with (p, (a, 1), r′) ∈ µi .
The first components of the states are used to collect all states from Qi which are reach-
able from an initial state of A˜i by some word over Σ× {0}. The second component is
used to ensure that whenever a letter (a, 1) ∈ Σ× {1} was processed there has been
a transition (p, (a, 1), r′) in A˜i such that p is reachable by a word over Σ× {0} and r′
leads to a final state by solely processing letters of Σ× {0}.
Now we can define A˜ = (Q˜, λ˜, µ˜, ν˜) formally by
• Q˜ = Q×Q′1 × · · · ×Q′m;
• λ˜ = λ× λ′1 × · · · × λ′m;
• ν˜ = ν× ν′1 × · · · × ν′m;
• (q, q1, . . . , qm), a, (p, p1, . . . , pm)) ∈ µ˜ iff µ(q, a, p) = Ai, (qi, (a, 1), pi) ∈ µ′i,
(qj, (a, 0), pj) ∈ µ′j for all j 6= i.
Finally, we prove that L(A˜) = L(A). Let w = w1 . . . wn ∈ L(A˜). Then there is
a path ((qi−1, q(i−1)1 , . . . , q(i−1)n), wi, (qi, qi1 , . . . , qin))1≤i≤n with q0 ∈ λ, qi ∈ Q, qn ∈ ν,
q0j ∈ λ′j, qij ∈ Q′j, qnj ∈ ν′j , and there are ki ∈ {1, . . . m} with µ(qi−1, wi, qi) = Aki ,
hence, (q(i−1)j , (a, 1), qij) ∈ µ′j for j = ki and (q(i−1)j , (a, 0), qij) ∈ µ′j for j 6= ki. Thus,
A′j recognizes (w1, x1) . . . (wn, xn) with xi = 1 iff µ(qi−1, wi, qi) = Aj. By the defini-
tion of A′j, the automaton Aj recognizes all (w, i) with µ(qi−1, wi, qi) = Aj. Hence,
µ(qi−1, wi, qi) recognizes (w, i) and w ∈ L(A). To show that L(A) ⊆ L(A˜) we can
argue inversely.
Now, we give the translation desired from UTA to nA.
Lemma 4.16. Let Σ be an alphabet. Moreover, let M be a UTA over Σr. Then there is an nA
A over Σ with
∀w ∈ Σ∗ : treer(w) ∈ L(M)⇔ w ∈ L(A) .
Proof. Let M = (Q, δ, F). We assume the state sets of all subautomata δ(q, a) =
(Qq,a, Iq,a, Tq,a, Fq,a) (q ∈ Q, a ∈ Σr) of M and the state set of M to be pairwise dis-
joint. We build an r-nA A which simulates the runs of M on Σr-trees treer(w) for all
w ∈ Σ∗. For this, the states of all the subautomata of A have two components. The first
components are used to simulate the run of the respective finite subautomaton of M.
The second components are states of Q and are used to remember the states, which
the run of M assigns to the positions of the input tree. Recall, every tree treer(w) of
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some word w ∈ Σ has x as label of its root. For 0 ≤ k ≤ r, let ⊥k be a fixed k-nA that
recognizes ∅, and let > be a fixed finite automaton recognizing Σ∗.
We let A = (
⋃
q∈F Qq,x ×Q,
⋃
q∈F Iq,x ×Q, µ,
⋃
q∈F Fq,x ×Q) with
µ((p1, q1), a, (p2, q2)) =

A((p1,q1),a,(p2,q2)) if ∃q ∈ F : (p1, q2, p2) ∈ Tq,x, r > 0,
> if ∃q ∈ F : (p1, q2, p2) ∈ Tq,x
∧ Iq2,a ∩ Fq2,a 6= ∅, r = 0,
⊥r−1 otherwise
for a ∈ Σ and (p1, q1), (p2, q2) ∈ ⋃q∈F Qq,x × Q; where the subautomaton
A((p1,q1),a,(p2,q2)) of A at level 0 ≤ r′ < r is inductively defined by A((p1,q1),a,(p2,q2)) =
(Qq2,a ×Q, Iq2,a ×Q, µ((p1,q1),a,(p2,q2)), Fq2,a ×Q) with
µ((p1,q1),a,(p2,q2))((p
′
1, q
′
1), a
′, (p′2, q′2)) =

A((p′1,q′1),a′,(p′2,q′2)) if (p
′
1, q
′
2, p
′
2) ∈ Tq2,a, r′ > 0,
> if (p′1, q′2, p′2) ∈ Tq2,a
∧ Iq′2,a′ ∩ Fq′2,a′ 6= ∅, r′ = 0,
⊥r′−1 otherwise
for a′ ∈ Σ× {0, 1}r−r′ , (p′1, q′1), (p′2, q′2) ∈ Qq2,a ×Q.
We show that treer(w) ∈ L(M) ⇔ w ∈ L(A). Clearly, this is true for w = ε. Now,
let w = w1 . . . wn with n > 0 be a word in L(A). For u ∈N∗, let (w, u) = v1 . . . vn with
vi ∈ Σ× {0, 1}|u| such that the first component of vi is equal to wi and the (j + 1)-th
component is 1 iff the j-th letter of u is equal to i (1 ≤ j ≤ |u|). Thus (w, ε) = w.
Now w ∈ L(A) iff for all u ∈ {1, . . . , n}≤r \ {ε} with u = u′.j for u′ ∈ N∗
and j ∈ {1, . . . , n} there is a sequence ((pu.i−1, qu.i−1), (w, u)i, (pu.i, qu.i))1≤i≤n of
A((pu′ .j−1,qu′ .j−1),(w,u′)j,(pu,qu)), and ((pi−1, qi−1), wi, (pi, qi))1≤i≤n is a sequence of A, such
that
• (pu.0, qu.0) ∈ Iqu,(w,u′)j ×Q and (p0, q0) ∈
⋃
q∈F Iq,x ×Q;
• (pu.i, qu.i) ∈ Qqu,(w,u′)j ×Q and (pi, qi) ∈
⋃
q∈F Qq,x ×Q for 1 ≤ i ≤ n;
• (pu.m, qu.m) ∈ Fqu,(w,u′)j ×Q and (pm, qm) ∈
⋃
q∈F Fq,x ×Q;
• µ((pu′ .j−1,qu′ .j−1),(w,u′)j,(pu,qu))((pu.i−1, qu.i−1), (w, u)i, (pu.i, qu.i)) recognizes (w, ui)
and µ((pi−1, qi−1), wi, (pi, qi)) recognizes (w, i) for 1 ≤ i ≤ n.
Thus, pu.0 ∈ Iqu,(w,u′)j , (pu.i−1, qu.i, pu.i) ∈ Tqu,(w,u′)j (1 ≤ i ≤ n), pu.n ∈ Fqu,(w,u′)j
for all u ∈ {1, . . . , n}≤r \ {ε} and p0 ∈ Iqε,x, (pi−1, qi, pi) ∈ Tqε,x (1 ≤ i ≤ n),
pn ∈ Fqε,x for some qε ∈ F. Furthermore, for all u ∈ {1, . . . , n}r, it follows that
Iqu.i ,(w,u)i ∩ Fqu.i ,(w,u)i 6= ∅ (1 ≤ i ≤ n). Hence, qu.1, . . . , qu.n ∈ L(δ(qu, (w, u′)j)) for
u ∈ {1, . . . , n}≤r \ {ε}, q1, . . . , qn ∈ L(δ(qε, x)) with qε ∈ F, and ε ∈ L(δ(qu.i, (w, u)i))
for all u ∈ {1, . . . , n}r, 1 ≤ i ≤ n. Now, (w, u) = treer(w)(u.1) . . . treer(w)(u.n)
for all u ∈ {0, 1}≤r. Thus, κ : dom(treer(w)) → Q be defined by κ(u) = qu for
u ∈ {1, . . . , n}≤r+1 = dom(treer(w)) is a successful run of M on treer(w).
To show that treer(w) ∈ L(M)⇒ w ∈ L(A) we can argue inversely.
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Finally, we can prove the following corollary.
Corollary 4.17. Let Σ be an alphabet and K a zero-sum free, commutative strong bimonoid.
1. For every nwA-recognizable series S : Σ∗ → K, supp(S) is recognizable.
2. For |Σ| ≥ 2, there is an effective construction of an automaton recognizing supp(‖A‖)
from any given nested weighted automaton A over Σ and K iff (K, ·,1) has a decidable
ZGP.
Remark: Like Kirsten [68], we exclude in (2) the case |Σ| = 1, although this restric-
tion for WUTA is not necessary, since we then cannot show that the decidability of the
ZGP is necessary. However, the construction in (2) is also effective for |Σ| = 1.
Proof. Let S : Σ∗ → K be an nwA-recognizable series. There is an r-nwA A over Σ
and K with ‖A‖ = S. By Lemma 4.14, Theorem 4.7, Lemma 4.16, and Lemma 4.15
there is a construction of a finite automaton recognizing supp(‖A‖). The construction
obtained from the proofs of these results is even effective, if the ZGP is decidable for
(K, ·,1).
For the implication ⇒ of (2), we proceed exactly like Kirsten [68]. We include this
direction for the convenience of the reader and since K is a strong bimonoid, possibly
not a semiring. Let m, m′ ∈ N0 and s1, . . . , sm, s′1, . . . s′m′ ∈ K. The idea is to construct
an automaton A and a set X ⊆ Σ∗ such that ‖A‖(X) = s1 · · · sm · 〈s′1, . . . , s′m′〉 and
‖A‖(Σ∗ \ X) = {0}. For this, let A be a 0-nwA consisting of one initial and one final
state (with initial and final weight equal to 1, respectively), a path from the initial
state to the final state labelled with am for some letter a ∈ Σ, such that the weights
along this path equal s1, . . . , sm, and m′ loops beginning and ending in the final state.
Let w1, . . . , wm′ ∈ Σ∗ be mutually distinct, non-empty words of equal length. For
1 ≤ i ≤ m′, loop i is labelled with wi, and the first transition of the loop has weight
s′i and all other transitions of the loop are weighted with 1. Furthermore, let X =
{a}m · {wi | 1 ≤ i ≤ m′}∗. Then A and X are as required. By assumption, the support
automaton As of A is effectively constructible. We have 0 ∈ s1 · · · sm · 〈s′1, . . . , s′m′〉 iff
L(As) is a strict subset of X. The latter, and hence the ZGP, is decidable.
4.4.2 A direct proof for the recognizability of the supports
Here we will give a direct proof of (1) and implication⇐ of (2) of Corollary 4.17 which
requires no translation to other automata models. For this, let A = (Q, µ,λ, ν) be a
r-nwA over Σ (for some r ≥ 0) recognizing S. The set of all weights W in A is defined
inductively as follows. For r = 0, W = {λ(q), µ(q, a, p), ν(q) | q, p ∈ Q, a ∈ Σ} and
for r > 0, W = {λ(q), ν(q) | q ∈ Q} ∪ ⋃q,p∈Q,a∈ΣWµ(q,a,p), i.e., W comprises all initial
and final weights of all sub-automata of A, and all transition weights of all 0-level
sub-automata of A. As in the proof of Theorem 4.7, let C = (c1, . . . , cn) ∈ Kn be an
enumeration of W and G = {0, . . . , dg(C)}. Moreover, let ⊕ and ⊕ be defined as in the
proof of Theorem 4.7. Again, we use these two mappings to count, up to the threshold
dg(C), the number of occurrences of the ci’s in the set of weights resulting, now, from
a nested run of A.
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We build a nested support automaton As of A by induction over r. For r = 0, we
adopt Kirsten’s construction of a support automaton. Thus, the support automaton
As = (Qs,λs, µs, νs) is defined as follows:
• Qs = Gn ×Q;
• (x, q) ∈ λs iff λ(q) = ci, xi = 1, and xj = 0 for j 6= i;
• ((x, q), a, (y, p)) ∈ µs iff y = x⊕ µ(q, a, p);
• (x, q) ∈ νs iff [[x⊕ ν(q)]] 6= 0.
We can decide whether (x, q) is final since the ZGP is decidable.
In case of r > 0, we can assume that the support automata of every r′-nwA of
A for all r′ < r have already been calculated. Then the support automaton As =
(Qs,λs, µs, νs) of A is defined as follows. We build Qs,λs, and νs as in the zero-level
case. But to fix µs, we have to proceed differently. Recall that the support automata
shall simulate nested runs. Thus, if a transition of an r′-nwA B calls an (r′ − 1)-nwA
C to get its weight, then the support automaton of C passes the weights collected in
one of its final states (x′, r) (and the final weight of the corresponding state r in C) to
the respective transition of the support automaton of B.
Let (x, q), (y, p) ∈ Qs and a ∈ Σ. By induction, we have a nested support automaton
µ(q, a, p)s for the nested weighted automaton µ(q, a, p). We modify µ(q, a, p)s, since
otherwise we could choose a sequence in µ(q, a, p)s starting in an initial state and
leading to a final state which has a vector not equal to y and then we would have
counted the wrong weights for the respective nested run. Therefore, from µ(q, a, p)s
we derive the automaton µ(q, a, p)x,ys by reducing the set of final states as follows:
Only those states (x′, r) remain final which satisfy y = x⊕′ (x′ ⊕ νµ(q,a,p)(r)). Observe
that the new set of final states is possibly empty. Then we put µs((x, q), a, (y, p)) =
µ(q, a, p)x,ys .
Let λA, µA, and νA be the disjoint sums of the initial weight vectors, the tran-
sition functions, and the final weight vectors of all the subautomata of A and of
A, respectively. For a nested run σ of A on w ∈ Σ+, let Wσ = {µA(σ(u)) | u ∈
leaf(σ)} ∪ {λA(σ(u.1)), νA(σ(u. rkσ(u))) | u ∈ dom(σ) \ leaf(σ)} be the multiset of all
weights resulting from σ. Let zσ ∈ Nn0 be defined such that (zσ)k equals the number
of occurences of ck in Wσ. Then wt(σ) = [[zσ]]. Let us show that L(As) = supp(S).
“⊆”: Let ε 6= w ∈ L(As), m = |w|, and wi the i-th letter of w (1 ≤ i ≤ m).
There is a sequence (xi, qi)0≤i≤m of As on w with (x0, q0) ∈ λs, (xm, qm) ∈ νs and
µs((xi−1, qi−1), wi, (xi, qi)) recognizes (w, i) for each i ∈ {1, . . . , m}. By induction, we
prove that there is a nested run σ of A on w such that bzσcdg(C) = xm ⊕ ν(qm).
For r = 0, let σ be the tree with dom(σ) = {ε, 1, . . . , m}, σ(ε) = q0, σ(i) =
(qi−1, wi, qi) for i ∈ {1, . . . , m}. For all 0 ≤ j ≤ m, let yj ∈ Nn0 be defined such
that yj.k equals the number of ck occurring in λ(q0), µ(qi−1, wi, qi) (1 ≤ i ≤ j). Let
y ∈ Nn0 satisfy that yk equals the number of ck occurring in λ(q0), µ(qi−1, wi, qi) (1 ≤
i ≤ m), ν(qm). We show inductively that xj = byjcdg(C) and xm ⊕ ν(qm) = bycdg(C).
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Indeed, by definition,
y0.k =
{
1 iff ck = λ(q0),
0 otherwise
which equals x0.k. Thus, x0 = y0 = by0cdg(C). For j > 0, yj.k equals the number of ck
occurring in λ(q0), µ(qi−1, wi, qi) (1 ≤ i ≤ j). Hence,
yj.k =
{
y(j−1).k + 1 iff ck = µ(qj−1, wj, qj),
y(j−1).k otherwise.
It thus follows that
byjcdg(C) = yj−1 ⊕ µ(qj−1, wj, qj) = byj−1cdg(C) ⊕ µ(qj−1, wj, qj)
(∗)
= xj−1 ⊕ µ(qj−1, wj, qj) = xj .
At (∗) we used the induction hypothesis. For y, we proceed analogously to the previ-
ous case. Obviously, σ is a nested run of A on w and [[y]] equals the weight of σ. Thus,
bzσcdg(C) = bycdg(C) = xm ⊕ ν(qm).
Now let r > 0. We know that µs((xi−1, qi−1), wi, (xi, qi)) = µ(qi−1, wi, qi)
xi−1,xi
s
recognizes (w, i). Thus there is a sequence in µ(qi−1, wi, qi)
xi−1,xi
s labelled with
(w, i) that starts in an initial state and ends in some final state (x′i , q
′
i) with xi =
xi−1⊕ (x′i ⊕ νµ(qi−1,wi ,qi)(q′i)). Obviously, the same sequence is leading to a final state in
µ(qi−1, wi, qi)s. By induction over r, then there is a nested run σi of µ(qi−1, wi, qi) on
(w, i) with bzσicdg(C) = x′i ⊕ νµ(qi−1,wi ,qi)(q′i).
For all 0 ≤ j ≤ m, let yj ∈ Nn0 satisfy that yj.k equals the number of ck occurring in
λ(q0) and in Wσi (1 ≤ i ≤ j). Let y ∈ Nn0 be defined such that yk equals the number
of ck occurring in λ(q0), Wσi (1 ≤ i ≤ m), and ν(qm). Again, we show inductively that
xj = byjcdg(C) and xm ⊕ ν(qm) = bycdg(C). We only consider the case j > 0, since the
other two cases do not differ much from the case r = 0. We have yj.k = y(j−1).k + (ztj)k.
Thus, using the induction hypothesis at (∗), we obtain
byjcdg(C) = yj−1⊕ zσj = byj−1cdg(C)⊕ zσj
(∗)
= xj−1⊕ zσj = xj−1⊕bztjcdg(C)
= xj−1⊕ (x′j ⊕ νµ(qj−1,wj,qj)(q′j))
= xj .
Then σ with dom(σ) = {ε} ∪ ⋃1≤i≤m i. dom(σi) and σ(ε) = q0, σ|i = σi for i ∈
{1, . . . , m} is a nested run of A on w, and bzσcdg(C) = bycdg(C) = xm ⊕ ν(qm).
From (xm, qm) ∈ νs it follows that [[bycdg(C)]] = [[xm ⊕ ν(qm)]] 6= 0. By Lemma 4.4,
[[y]] = wt(σ) 6= 0. Hence, w ∈ supp(A) = supp(S) since K is zero-sum free.
“⊇”: Let ε 6= w ∈ supp(A) = supp(S), m = |w|, and wi the i-th letter of w
(1 ≤ i ≤ m). There is a nested run σ of A on w with wt(σ) 6= 0. We show by induction
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that then there is a sequence of the form (xi, qi)0≤i≤m in As on w where (x0, q0) is an
initial state and (xm, qm) is a final state with bzσcdg(C) = xm ⊕ ν(qm), and thus that
w ∈ L(As).
If r = 0, let σ(ε) = q0 and σ(i) = (qi−1, wi, qi) for i ∈ {1, . . . , m}. Moreover, let
x0 = (0, . . . , 0) ⊕ λ(q0) and xi = xi−1 ⊕ µ(qi−1, wi, qi). Obviously, (x0, q0) ∈ λs and
((xi−1, qi−1), wi, (xi, qi)) ∈ µs for all 1 ≤ i ≤ m (by the definition of As).
For all 0 ≤ j ≤ m, let yj ∈ Nn0 satisfy that yj.k equals the number of ck occurring in
λ(q0), µ(qi−1, wi, qi) (1 ≤ i ≤ j). Let y ∈ Nn be defined by letting yk equal the number
of ck occurring in λ(q0), µ(qi−1, wi, qi) (1 ≤ i ≤ m), ν(qm). Then [[y]] equals the weight
of σ. As above, we can show that xj = byjcdg(C) and xm ⊕ ν(qm) = bycdg(C). Since
[[y]] 6= 0 and by Lemma 4.4, [[bycdg(C)]] = [[xm ⊕ ν(qm)]] 6= 0. Hence (xm, qm) ∈ νs and
(xi, qi)0≤i≤m is a sequence in As as claimed.
If r > 0, let σ(ε) = 1 and for i ∈ {1, . . . , m}, let σ|i = σi where σi is
a nested run of µ(qi−1, wi, qi) on (w, i). By induction, there is a sequence of
µ(qi−1, wi, qi)s on (w, i) that starts in an initial state and ends in a final state (x′i , q
′
i)
with bzσicdg(C) = x′i ⊕ νµ(qi−1,wi ,qi)(q′i). Let x¯0 = 0¯⊕ λ(q0) and x¯i = x¯i−1 ⊕′ z¯ti ; thus x¯i =
x¯i−1 ⊕′ (x¯′i ⊕ νµ(qi−1,wi ,qi)(q′i)). Obviously, (x¯0, q0) ∈ Is and Ts((x¯i−1, qi−1), wi, (x¯i, qi)) =
µ(qi−1, wi, qi)
x¯i−1,xi
s (where at least (x¯′i , q
′
i) is final) recognizes (w, i) for all 1 ≤ i ≤ m (by
the definition of As).
Now let yj ∈ Nn0 be defined by letting yj.k equal the number of ck occurring in
λ(q0) and in Wσi (1 ≤ i ≤ j) for all 0 ≤ j ≤ m. Let y ∈ Nn0 be defined by letting
yk equal the number of ck occurring in λ(q0), Wσi (1 ≤ i ≤ m), and ν(qm). Then
xj = byjcdg(C), xm ⊕ ν(qm) = bycdg(C), and wt(σ) = [[y]]. We can argue as before to
show that (xm, qm) ∈ νs and, indeed, (xi, qi)0≤i≤m is the sequence desired.
Thus we have shown that L(As) = supp(S).
4.4.3 Nested weighted automata over semirings
In [9], Bollig et al. introduced a different run semantics for nwAs. Let Σ be an alphabet,
K a semiring, r ∈N0, and A an r-nwA over Σ andK. The run behavior ‖A‖K : Σ∗ → K
of A is inductively defined over r as follows. For r = 0, A is a weighted automaton
over Σ and its behavior is defined as usual. For r > 0, we define the weight of a run
pi = (qi−1, wi, qi)1≤i≤n of A on w = w1 . . . wn ∈ Σ∗ by
wt(pi) = λ(q0) ·
( n
∏
i=1
‖µ(qi−1, wi, qi)‖K(w, i)
)
· ν(qn) .
Then, ‖A‖K(w) = ∑pi run on w wt(pi) for all w ∈ Σ∗.
Recall that nested runs consider only one run per subautomaton called for the
calculation of their weight. Here, in order to calculate the weight of a run of an r-
nested weighted automaton, it is necessary to know the weights of all runs of all
subautomata called.
We wish to show that over semirings these two definitions of the behaviors
of nested weighted automata are equivalent. Let w = w1 . . . wn ∈ Σ∗ and let
pi = (qi−1, wi, qi)1≤i≤n be a run of some nested weighted automaton A. We call each
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nested run σ with σ(i) = (qi−1, wi, qi) for all i ∈ {1, . . . , n} a nested run for pi. Clearly,
given any run pi, there is at least one nested run for pi. If A is a 0-nwA, then every
run has exactly one nested run. We first investigate the connection between runs and
nested runs.
Lemma 4.18. Let Σ be an alphabet, K be a semiring, and A be an r-nwA. Furthermore, let
w = w1 . . . wn ∈ Σ∗, pi be a run of A on w, and σ1, . . . , σk be all the nested runs for pi. Then
wt(pi) =
k
∑
i=1
wt(σi) .
Proof. With [x] we denote the set {1, . . . , x}. We proceed by induction over r. If r = 0,
i.e., A is a 0-nwA, the equation holds true, since in this case runs and nested runs
coincide. Now let r > 0. Assume pi = (qi−1, wi, qi)1≤i≤n for some q0, . . . , qn ∈ Q. Let
pii1, . . . ,pi
i
ki
be all the runs of the sub-automaton Ai = µ(qi−1, wi, qi) on the word (w, i)
for i ∈ [n] and let m = max(k1, . . . , kn). Then:
wt(pi) = λ(q0) ·
( n
∏
i=1
‖µ(qi−1, wi, qi)‖K(w, i)
)
· ν(qn)
= λ(q0) ·
( n
∏
i=1
ki
∑
j=1
wt(piij)
)
· ν(qn)
(∗)
= λ(q0) ·
(
∑
p:[n]→[m]
∀x:p(x)∈[kx ]
n
∏
i=1
wt(piip(i))
)
· ν(qn)
(∗)
= ∑
p:[n]→[m]
∀x:p(x)∈[kx ]
λ(q0) ·
( n
∏
i=1
wt(piip(i))
)
· ν(qn) .
At (∗) we used that K is a semiring, i.e., the distributivity of multiplication over addi-
tion. This also applies to the equation with the star below. The function p is used to
choose for every called sub-automaton Ai a run of Ai on (w, i). Now let σi.j1 , . . . , σi.jki.j
be all the nested runs for piij. By induction we know that wt(pi
i
j) = ∑
ki.j
j′=1 wt(σ
i.j
j′ ). Let
m′ = max{ki.j | 1 ≤ i ≤ n, 1 ≤ j ≤ ki}. Then the weight of pi equals
∑
p:[n]→[m]
∀x:p(x)∈[kx ]
λ(q0) ·
( n
∏
i=1
ki.p(i)
∑
j′=1
wt(σi.p(i)j′ )
)
· ν(qn)
(∗)
= ∑
p:[n]→[m]
∀x:p(x)∈[kx ]
∑
f :[n]→[m′ ]
∀x: f (x)∈[kx.p(x) ]
λ(q0) ·
( n
∏
i=1
wt(σi.p(i)f (i) )
)
· ν(qn) .
Here, f is used to select for every run piip(i) of Ai on (w, i) a nested run for piip(i).
For such a function p and such a function f , we build a nested run σp. f such that
dom(σp. f ) = {ε} ∪ ⋃1≤i≤n i. dom(ti.p(i)f (i) ) and σp. f (ε) = q0 and σp. f |i = σi.p(i)f (i) for each
i ∈ {1, . . . , n}. Obviously, σp. f is a nested run of A for pi, and these runs are all the
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nested runs for pi. Thus we get
wt(pi) = ∑
p:[n]→[m]
∀x:p(x)∈[kx ]
∑
f :[n]→[m′ ]
∀x: f (x)∈[kx.p(x) ]
wt(σp. f ) =
k
∑
i=1
wt(σi) .
Hence ‖A‖K = ‖A‖. Thus we have shown that over semirings the two definitions
introduced here for the behaviors of nested weighted automata are equivalent.
By Corollary 4.17 and Lemma 4.18, and since it is decidable whether the language
of a given weighted word automaton is non-empty, the following corollary holds.
Corollary 4.19. Let K be a zero-sum free, commutative semiring with decidable ZGP. It is
decidable whether the support of a given nested weighted automaton over K is non-empty.
The last corollary together with the results of Bollig et al. [9] partially solves the
open problem of Bollig et al. [9] introduced at the beginning of this Chapter 4.
4.5 The supports of weighted pushdown automata
In 2016, Herrmann, Vogler, and Droste [65] gave a similar result to Theorem 4.7 for a
very general class of weighted automata over valuation monoids, including weighted
word automata, weighted ranked tree automata and weighted pushdown automata.
Automata models with a nested structure like weighted unranked tree automata and
nested weighted automata are not covered by their model. However, since we stated
such a result for weighted pushdown automata over strong bimonoids earlier in [29],
we include these results in this thesis.
To fix our notation, we denote a pushdown automaton by a tuple
A = (Q,Σ, Γ, q0,γ0, F, T) where Q is a non-empty, finite set of states, Σ and Γ
are alphabets of input symbols and pushdown symbols, respectively, q0 ∈ Q is an
initial state, γ0 ∈ Γ is an initial pushdown symbol, F ⊆ Q is a set of final states,
and T ⊆ Q × (Σ ∪ {ε}) × Γ × Q × Γ∗ is a finite set of transitions. A configuration is
an element of Q × Σ∗ × Γ∗. Let τ = (q, x,γ, p,pi) be a transition of A. The binary
relation `τ⊆ (Q × Σ∗ × Γ∗) × (Q × Σ∗ × Γ∗) is defined by (q, xw,γµ) `τ (p, w,piµ)
for all w ∈ Σ∗, µ ∈ Γ∗. Any sequence θ = τ1 . . . τn with ci−1 `τi ci (1 ≤ i ≤ n) for
some configurations c0, . . . , cn is called a computation. We denote this computation
by c0 `θ cn. Furthermore, Θ(w) = {θ | ∃ q ∈ F : (q0, w,γ0) `θ (q, ε, ε)} is the set of
all successful computations on w ∈ Σ∗. Now the language recognized by A is defined
by L(A) = {w ∈ Σ∗ | Θ(w) 6= ∅}. A language L is called context-free if there is a
pushdown automaton A with L(A) = L.
Next, we recall weighted pushdown automata, cf. [47, 73]. Let K be a
strong bimonoid. A pushdown automaton with weights over K is a tuple A =
(Q,Σ, Γ, q0,γ0, F, T, wt) such that (Q,Σ, Γ, q0,γ0, F, T) is a pushdown automaton and
wt : T → K is a mapping. The weight of a computation θ = τ1 . . . τn is equal to
wt(θ) = wt(τ1) · · · · ·wt(τn).
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Now, we wish to define the behavior of these automata. Since Θ(w) could be an
infinite set, we have to deal with infinite sums. Let I be an arbitrary index set. The
infinitary sum operation ∑I : KI → K assigns a value ∑i∈I ki ∈ K to a family (ki | i ∈ I).
A bimonoid K is additively complete (cf. [47, 61]), if for every index set I there is an
infinitary sum operator ∑I such that the following conditions are satisfied:
• ∑i∈∅ ki = 0, ∑i∈{j} ki = k j, and ∑i∈{j,l} ki = k j + kl for j 6= l,
• ∑j∈J(∑i∈Ij ki) = ∑i∈I ki whenever
⋃
j∈J Ij = I and Ij ∩ Il = ∅ for j 6= l.
These conditions imply that ∑j∈J 0 = 0 for each index set J (put I = ∅ and Ij = ∅
for each j ∈ J and apply the two items). This ensures that we can ignore zero-weighted
computations in our later proofs on the support. Moreover, we have:
Lemma 4.20. Let K be an additively complete strong bimonoid. Then K is zero-sum free.
Moreover, for every non-empty index set I and family (ki | i ∈ I) in K with k j 6= 0 for some
j ∈ I, it follows that ∑i∈I ki 6= 0.
Proof. By Proposition 22.28 of [61], every complete semiring is zero-sum free. Since
the proof of Proposition 22.28 does not apply the distributivity of the multiplication
over addition, this also holds for additively complete strong bimonoids.
Now, let ki ∈ K for i ∈ I and k j 6= 0 for some j ∈ I. Furthermore, let ∑i∈I, i 6=j ki = k,
so ∑i∈I ki = k j + k. If k = 0, then ∑i∈I ki = k j 6= 0. If k 6= 0, then ∑i∈I ki = k j + k 6= 0,
since K is zero-sum free.
A pushdown automaton with weights is a weighted pushdown automaton whenever
Θ(w) is finite for all w ∈ Σ∗ or when K is additively complete.
Then the behavior of the weighted pushdown automaton A is the series ‖A‖ : Σ∗ →
K defined by
‖A‖(w) = ∑
θ∈Θ(w)
wt(θ) (w ∈ Σ∗) .
We call any series S : Σ∗ → K with S = ‖A‖ for some weighted pushdown automaton
A algebraic.
Theorem 4.21. Let Σ be an alphabet and K a zero-sum free, commutative strong bimonoid.
1. For every algebraic series S : Σ∗ → K, supp(S) is a context-free language.
2. For |Σ| ≥ 2, there is an effective construction of a pushdown automaton recognizing
supp(‖A‖) from any given weighted pushdown automaton A iff (K, ·,1) has a decid-
able ZGP.
Proof. Let S : Σ∗ → K be an algebraic series and A = (Q,Σ, Γ, q0,γ0, F, T, wt) a
weighted pushdown automaton which recognizes S. We will give two proofs to show
(1) and the implication⇐ of (2). For a direct construction, we use analogous methods
as Kirsten in [68] for words and as modified here for ranked trees. Hence, we build
a support pushdown automaton for A which simulates the computations in Θ(w)
and counts the weights of the transitions used in its states. This support pushdown
automaton As = (Qs,Σ, Γ, q0.s,γ0, Fs, Ts) is defined such that
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• Qs = Gn ×Q where G is build as in the proof of Theorem 4.7 forWA = {wt(τ) |
τ ∈ T},
• q0.s = (0, q0),
• ((x, p), x,γ, (y, q),pi) ∈ Ts iff τ = (p, x,γ, q,pi) ∈ T and y = x⊕wt(τ),
• (x¯, p) ∈ Fs iff p ∈ F and [[x¯]] 6= 0.
We can prove that L(As) = supp(‖A‖) = supp(S).
An anonymous referee of [29] indicated an alternative construction of As which
relies on analogous methods as used for Theorem 4.7. Again let S = (P f (K \
{0}),∪,,∅, {1}) where P f (K \ {0}) is the set of all finite subsets of K \ {0}. The
structure S is a zero-sum free, commutative semiring, and is also additively complete.
Now let h : K → S be the mapping from the proof of Theorem 4.7. Furthermore, let
A′ be the weighted pushdown automaton which we obtain by applying h to wtA. Any
computation θ ∈ Θ(w) of A is also a computation of A′ and vice versa. Moreover,
wtA′(θ) = h(wtA(θ)). Using this, we can show that supp(‖A′‖) = supp(‖A‖).
SinceA′ is a weighted pushdown automaton over a commutative semiring, one can
obtain a weighted ranked tree automaton M over S and a suitable ranked alphabet
Σ˜ with yield(‖M‖) = ‖A′‖. For this, one can apply a weighted version of the proof
of Theorem 2.4.3 (1) of [21], i.e., we encode the computations of A′ in the structure
of M. Next we use the construction in the proof of Theorem 4.7 to get a ranked
tree automaton Ms recognizing the support of M. Finally, Theorem 2.4.3 (2) of [21]
provides a construction of a pushdown automaton As recognizing the yield of Ms.
Then
L(As) = yield(L(Ms)) = yield(supp(‖M‖))
(∗)
= supp(yield(‖M‖)) = supp(‖A′‖) = supp(S) .
At (∗) we used that yield(‖M‖)(w) = ∑t∈TΣ˜,yield(t)=w ‖M‖(t) and that S is zero-sum
free.
For the implication⇒ of (2), we cannot simply adopt Kirsten’s proof [68] (compare
also to the proof of Corollary 4.17) to the pushdown automata case, since context-free
languages are not closed under complement. However, we can show the correctness of
the implication⇒ of (2) by using the same methods as used in the respective direction
of the proof of Corollary 4.17, since every (weighted) automaton can also be seen as a
(weighted, respectively) pushdown automaton.
Conclusion and open problems
We proved constructively that the support of every tree series recognized by
a weighted unranked tree automaton over a zero-sum free, commutative, zero-
preserving tree valuation monoid is recognizable.
Together with the results of [44], our main result gives a solution of the satisfia-
bility problem for syntactically restricted weighted MSO-logic for unranked trees over
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zero-sum free, commutative semirings. The satisfiability problem asks whether the se-
mantics of a given formula does not yield zero for some tree. Moreover in Section 6.4
we will show that the satisfiability problem is decidable for locally finite semirings.
But apart from that, it is not clear if there are other semirings for which the support of
every weighted unranked tree automaton is recognizable. Thus, an open problem is a
characterization of the semirings for which the support of weighted unranked tree au-
tomata is recognizable. For this, a first idea is to use results Kirsten developed recently,
since at most the semirings he characterized in [67] could come into consideration.
Furthermore, we gave a translation from nested weighted automata to weighted
unranked tree automata. Thus, our main theorem together with the results of [9] also
gives a solution of the satisfiability problem for weighted first order formulas with
bounded transitive closure over zero-sum free, commutative semirings. But, as in the
weighted unranked tree automata case a characterization of the semirings for which
the support of nested weighted automata is recognizable is still missing.
Since all proofs of this chapter are constructive and especially since we provided
two distinct proofs for the recognizability of the support of word series recognized by
nested weighted automata, another interesting aspect which we did not address here
concerns complexity. For the construction of the support automata we used Dickson’s
lemma (cf. e.g. [71]). Upper bounds for the complexity and a “ ‘user guide’ [. . . ] how
to derive complexity upper bounds from Dickson’s lemma” were given in [54].
For weighted unranked tree automata we provided a support result over tree val-
uation monoids. An open question is whether the results on the supports of nested
weighted automata also lift to valuation monoids. For this, one first has to define be-
haviors for nested weighted automata over valuation monoids. Indeed, this seems not
to be doable in a straight forward way. One option would be to build a tree of weights
for each nested run and then apply a tree valuation function to that tree. To obtain the
tree of weights one could use the shape of the corresponding nested run since nested
runs have a tree shape. But since the nested runs mostly reflect the calling structure
of the subautomata, only the leaves would carry weights of the automaton. And it
would not be clear how to deal with the inner positions. Another option would be
to use valuation monoids for words, and nest the valuation functions. Thus, that the
weight wt(σ) of a nested run σ on a word w ∈ Σ+ would be defined by
wt(σ) =
Val
(
µ(σ(1)), . . . , µ(σ(n))
)
if dom(σ) 6= {ε}, r = 0,
Val
(
wt(σ|1), . . . , wt(σ|n)
)
if dom(σ) 6= {ε}, r > 0 .
Chatterjee, Henzinger, and Otop [19,20] took a quite similar approach to define nested
weighted automata over infinite word modeling limit-average behavior. However,
to show analogously to Kirsten that the support of the so defined nested weighted
automata over valuation monoids is recognizable would demand an underlying
zero-sum free, commutative, zero-preserving valuation monoid to additionally fulfill
Val(Val(d11 . . . d
1
n) . . . Val(dm1 . . . d
m
n )) = Val(d11 . . . d
1
n . . . dm1 . . . d
m
n ) for all n, m ∈ N,
dji ∈ D. This is only true for valuation monoids modeling bimonoids. A more promis-
ing approach seems to be to define the weight wt(σ) of a nested run σ on a word
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w ∈ Σ+ with the help of the decomposition operations defined below in Section 7.2,
thus by
wt(σ) =
Val
(
µ(σ(1)), . . . , µ(σ(n))
)
if dom(σ) 6= {ε}, r = 0,
Πσ,1,...,n
(
wt(σ|1), . . . , wt(σ|n)
)
if dom(σ) 6= {ε}, r > 0 .
To examine whether this approach leads to a respective support result remains open.
74 Chapter 4. Supports
75
Chapter 5
A Nivat-type result
5.1 Introduction
Here, we will lift the classical theorem on the characterization of weighted lan-
guages by regular languages and applications of homomorphisms and intersection
to weighted unranked tree automata over tree valuation monoids, and thereby prove
the robustness of our weighted unranked tree automata model. A theorem of this
type was first given by Nivat [84] in 1968 (see also [3], Theorem 4.1) for rational trans-
ductions and regular language together with homomorphisms and inverse homomor-
phisms. Therewith Nivat established a connection between rational transductions and
rational languages. Droste and Kuske [32] extended Nivat’s theorem to weighted
word automata over semirings. They showed that recognizable word series are exactly
those which can be constructed from recognizable languages and very particular rec-
ognizable series using operations like morphisms and intersections. Recently, other
extensions followed. Nivat-type theorems were given in [37, 38] for weighted timed
automata and weighted timed pushdown automata over timed valuation monoids and
thereby implicitly also for weighted word automata over valuation monoids, in [2] for
weighted picture automata over picture valuation monoids, in [22] for weighted graph
automata over semirings, and in [99] and [100] for probabilistic automata on finite and
infinite words and ranked trees, respectively.
The main result of this chapter states that the behaviors of weighted unranked
tree automata are exactly the functions which can be constructed from recognizable
tree languages and behaviors of very simple weighted unranked tree automata by
using operations like relabelings and intersections. Indeed, it even suffices to take
functions mapping tree labels to tree valuation monoid elements instead of the very
simple weighted unranked tree automata. It is clear that these functions define simple,
recognizable tree series. Moreover, we also give a Nivat-type theorem for weighted
ranked tree automata over tree valuation monoids.
The proof of the result in [32] requires the fact that finite word automata are de-
terminizable. Timed automata, picture automata and graph automata do not enjoy
this property. However, for idempotent weight structures a determinization is not
needed. In this case, Nivat-type theorems for weighted timed automata, weighted
picture automata, and weighted graph automata are similar to the one for weighted
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word automata over semirings. In the non-idempotent case, results for the connection
between timed automata, picture automata, and graph automata and unambiguously
weighted timed automata, unambiguously weighted picture automata, and unam-
biguously weighted graph automata, respectively, were given. We do not need such
restrictions, since, as finite word automata, unranked tree automata and ranked tree
automata are determinizable (cf. [21]).
The proofs of the Nivat-type theorem for unranked trees work analogously to the
respective one in [32], but with some technical effort resulting from more complex
extended runs. Nevertheless, we obtained a simple definition for the Nivat-class which
comprises all functions that can be constructed from recognizable tree languages and
behaviors of very simple weighted unranked tree automata by using operations like
relabelings and intersections.
5.2 Nivat-classes for unranked trees
Here we will define the set of all tree series which can be constructed from recogniz-
able tree languages and behaviors of very simple weighted unranked tree automata
by using operations like relabelings and intersections. Inspired by Weidner [101], we
will call this set Nivat-class for unranked trees.
For the rest of this chapter let D = (D,+, Val,0) be a tv-monoid, Γ be an alphabet
and g : Γ → D be a function. The function g later assigns labels to valuation monoid
elements. The extension g′ : UΓ → UD of g is defined by g′(t)(u) = g(t(u)) for all
t ∈ UΓ and u ∈ dom(t). In the following we denote g′ also by g. Then Val ◦ g assigns
to each tree t ∈ UΓ the weight Val(g(t)). Let L ⊆ UΣ and S : UΣ → D. We define the
restriction of S on L by the tree series S ∩ L : UΣ → D by letting (S ∩ L)(t) = S(t) if
t ∈ L and (S ∩ L)(t) = 0 if t /∈ L.
Definition 5.1. Let Σ be an alphabet, D be a tv-monoid. The Nivat-class ND(UΣ) for
unranked trees consists of all S : UΣ → D for which there are:
• an alphabet Γ,
• a recognizable tree language L ⊆ UΓ,
• a relabeling h : Γ→ Σ,
• a function g : Γ→ D
such that
S = h((Val ◦ g) ∩ L) .
Example 5.2. Let Qmax be the tv-monoid of Example 2.13 and Σ be an arbitrary, but
fixed alphabet. We will show that the tree series defined by the WUTA in Example 3.2,
which calculates the leaves-to-size ratio of trees, is in NQmax(UΣ). For this, let
• Γ = Σ× {leaf, noleaf},
• L = {t ∈ UΓ | ∀u ∈ dom(t) \ leaf(t) : t(u)2 = noleaf∧∀u ∈ leaf(t) : t(u)2 = leaf},
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• h(a) = a1 for all a ∈ Γ,
• g(a, leaf) = 1 and g(a, noleaf) = 0 for all a ∈ Σ.
It is easy to check that L is indeed recognizable and that
h((Val ◦ g) ∩ L)(t) = “number of leaves of t”
“size of t”
for all t ∈ UΣ.
Next we will show that the Nivat-class for unranked trees and the set of all rec-
ognizable tree series are the same. For the proof of the inclusion of the Nivat-class in
the set of all recognizable tree series we first prove that Val ◦g is recognizable by an
especially simple weighted tree automaton M. In particular, we can choose M with
state set Γ and A = (Aq,a | q ∈ Γ, a ∈ Γ) where Aq,a has only one state.
Lemma 5.3. Let Γ be an alphabet, D = (D,+, Val,0) be a tv-monoid, and g : Γ→ D.
Then Val ◦ g is recognizable.
Proof. We will build a WUTA M which recognizes Val ◦ g. Basically, M will have
exactly one successful extended run per input tree t ∈ UΓ. The local weight of this
extended run at a position u shall be g(t(u)). For this we set the state set of M to
Γ and let the root weight of state a ∈ Γ be g(a). Moreover, each subautomaton Aa,a
(a ∈ Γ) of M has only one state q which is inital and final (so that there is only one
successful run), and each transition of Aa,a labeled with b ∈ Γ has weight g(b) (this
generates the local weight which we would like to produce). All other subautomata
do not produce any successful run. The latter secures that one only gets a successful
extended run if for a-labeled positions Aa,a is called. Formally, letM = (Γ,A,γ) with
γ(a) = g(a) for all a ∈ Γ and A = (Aq,a | q ∈ Γ, a ∈ Γ) with Aa,a = ({q}, {q}, µa,a, {q})
with µa,a(b) = g(b) for all b ∈ Γ and Ac,a = ({q}, {q}, 0,∅) for all a, c ∈ Γ with a 6= c
where 0 denotes a function which maps all triples to 0.
Using the intuition behind M given above, one can easily check that ‖M‖(t) =
Val(g(t)) for all t ∈ UΓ.
Now we prove the main theorem of this chapter.
Theorem 5.4. Let Σ be an alphabet, D be a tv-monoid, and S : UΣ → D a tree series. Then S
is recognizable iff S ∈ ND(UΣ).
Proof. We start with the proof of the “if”-implication. For this, let Γ be an alphabet, L ⊆
UΓ a recognizable tree language, h : Γ→ Σ a relabeling, and g : Γ→ D a function such
that S = h((Val ◦ g) ∩ L). By Lemma 5.3, Val ◦ g is recognizable, and thus, by ??, also
(Val ◦ g)∩ L is recognizable. Hence by Lemma 3.8, S = h((Val ◦ g)∩ L) is recognizable.
For the converse, let S be recognizable and M = (Q,A,γ) be a WUTA with
‖M‖ = S. Moreover let Aq,a = (Pq,a, Iq,a, µq,a, Fq,a) for all q ∈ Q, a ∈ Σ. We as-
sume the sets Pq,a to be pairwise disjoint and let PA =
⋃
q∈Q,a∈Σ Pq,a. Let µA be the
union of the transition functions µq,a.
We will simulate the behavior of M by appropriately chosen Γ, L, h, and g. Note
that this is only possible due to our new behavior definition of weighted unranked
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tree automata by extended runs. The main idea for the choice of Γ, L, h, and g is that
L will be the set of successful extended runs ofM, g will determine the local weights
of the extended runs in L, the valuation function Val will calculate the weights of the
extended runs, and h will be a projection of the extended runs on their related trees
(this results in the “sum over all trees” since h is a relabeling). Since L shall be a set
of trees over an alphabet Γ, we have to encode (successful) extended runs by trees. As
indicated in Example 3.2, each component q, s, and l, respectively, of an extended run
(q, s, l) on a tree t can be viewed as a tree with possibly unlabeled positions over the
tree domain dom(t). Then q has labels in Γ1 = Q, s in Γ2 = PA ×Q× PA, and l in PA
whereby the root is the only labeled position in q and the only unlabeled position in s,
respectively, and in l only leaves are labeled. We combine these three trees to one tree
via building tuples from the labels of q, s, and l. The resulting tree then has labels in
Γ1 ∪ Γ2 ∪ Γ3 where Γ3 = ((PA × Q× PA)× PA). Thus we set Γ = (Γ1 ∪ Γ2 ∪ Γ3)× Σ.
We built the Cartesian product with Σ, so that later h can extract the related tree. Let
t ∈ UΣ, (q, s, l) an extended run on t, and τ a tree over Γ. We say that τ encodes the
pair ((q, s, l), t) if dom(t) = dom(τ) and τ(ε) = (q, t(ε)), τ(u) = (s(u), t(u)) for all
u ∈ dom(t) \ ({ε} ∪ leaf(t)), and τ(u) = ((s(u), l(u)), t(u)) for all u ∈ leaf(t) \ {ε}.
From now on we identify a pair ((q, s, l), t) and its encoding τ ∈ UΓ.
Now we can define Γ, L, h, and g:
• Γ = (Γ1 ∪ Γ2 ∪ Γ3)× Σ
• L = {((q, s, l), t) ∈ UΓ | (q, s, l) ∈ succ(M, t)}
• h(q′, a) = a
• g(q′, a) =
{
γ(a) if q′ ∈ Γ1
µ(p1, q, p2) if q′ = (p1, q, p2) ∈ Γ2 or q′ = ((p1, q, p2), p) ∈ Γ3
for a ∈ Σ and (q′, a) ∈ Γ.
We show that L is actually recognizable. For this, we construct a UTA Mruns =
(Qruns, δ, F) which has only τ as successful run on an input tree τ = ((q, s, l), t) ∈ UΓ
iff (q, s, l) is a successful extended run of M on t. Thus, the state set of Mruns will be
Γ and only subautomata δ(α, α) (α ∈ Γ) actually accept a non-empty language. The
subautomaton δ(α, α) of Mruns will be a version of the subautomaton Aq,a (where q is
the Q-component and a is the Σ-component, respectively, of α) ofM without weights.
Hence
• τ(1) . . . τ(rkτ(ε)) ∈ L(δ(τ(ε), τ(ε))) iff s(1) . . . s(rkt(u)) is a successful run in
Aq,t(ε),
• τ(u.1) . . . τ(u. rkτ(u)) ∈ L(δ(τ(u), τ(u))) iff s(u.1) . . . s(u. rkt(u)) is a successful
run in As(u)2,t(u) for all u ∈ dom(t) \ ({ε} ∪ leaf(t)),
• ε ∈ L(δ(τ(u), τ(u))) iff l(u) is a successful run in As(u)2,t(u) for all leaves u
for all trees τ = ((q, s, l), t) ∈ UΓ. To guarantee that trees accepted by Mruns have
their root label in Γ1 × Σ, we let Γ1 × Σ be the set of final states of Mruns. Moreover,
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subautomata associated to a state in Γ2 × Σ will not accept the empty word, hence,
Mruns does not allow runs where states in Γ2×Σ occur at leaf positions. Leaf positions
shall be labeled with states in Γ3 × Σ. We achieve this by letting δ(α, α) for α ∈ Γ3 × Σ
be a word automaton which at most accepts the empty word.
Formally, let Mruns = (Γ, δ, Q× Σ) with
• δ(α, α) = (Pq,a, Iq,a, Tq,a, Fq,a) for α = (q, a) ∈ (Γ1 × Σ) where Pq,a, Iq,a, Fq,a are as in
Aq,a and
Tq,a = {(p1, (p1, q′, p2), p2) | p1, p2 ∈ Pq,a, q′ ∈ Q}
∪ {(p1, ((p1, q′, p2), p), p2) | p1, p2, p ∈ Pq,a, q′ ∈ Q}
• δ(α, α) = (Pq,a ∪ Iq,a, Iq,a, T′q,a, Fq,a) for α = ((p′1, q, p′2), a) ∈ (Γ2 × Σ) where
Pq,a, Iq,a, Fq,a are as in Aq,a, Iq,a is a disjoint copy of Iq,a, and
T′q,a = Tq,a ∪ {(i1, (i, q′, p2), p2) | i ∈ Iq,a, p2 ∈ Pq,a, q′ ∈ Q}
∪ {(i, ((i, q′, p2), p), p2) | i ∈ Iq,,a, p2, p ∈ Pq,a, q′ ∈ Q}
with
Tq,a = {(p1, (p1, q′, p2), p2) | p1, p2 ∈ Pq,a, q′ ∈ Q}
∪ {(p1, ((p1, q′, p2), p), p2) | p1, p2, p ∈ Pq,a, q′ ∈ Q}
• δ(α, α) = ({pα}, {pα},∅, {pα}) for α = (((p′1, q, p′2), p′), a) ∈ (Γ3 × Σ) with p′ ∈
Iq,a ∩ Fq,a and δ(α, α) = ({pα}, {pα},∅,∅) for α = (((p′1, q, p′2), p′), a) with p′ /∈
Iq,a ∩ Fq,a
• δ(α, β) = ({p}, {p},∅,∅)
for α, β ∈ Γ and α 6= β. One can easily prove that L(Mruns) = L.
Now let t ∈ UΣ. Then
h((Val ◦ g) ∩ L)(t) = ∑
τ∈UΓ∧t∈h(τ)
((Val ◦ g) ∩ L)(τ)
= ∑
τ=((q,s,l),t)∧(q,s,l)∈succ(M,t)
Val(g(τ))
= ∑
τ=((q,s,l),t)∧(q,s,l)∈succ(M,t)
Val(µ(t, (s, q, l)))
= ∑
(q,s,l)∈succ(M,t)
Val(µ(t, (s, q, l)))
= ‖M‖(t) .
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5.3 The ranked tree case
Here we will show a version of Theorem 5.4 for ranked trees. First, we define a Nivat-
class for ranked trees. For this, we define for all L ⊆ TΣ and S : TΣ → D the restriction
of S on L analogously to the respective definition of the restriction of a tree series and
an unranked tree language. Moreover, let Γ be a ranked alphabet, g : Γ → D be a
function, and the extension g′ : UΓ → UD of g be defined by g′(t)(u) = g(t(u)) for all
t ∈ TΓ and u ∈ dom(t). In the following we denote g′ also by g.
Definition 5.5. The Nivat-class ND(TΣ) for ranked trees consists of all S : TΣ → D for
which there are:
• an alphabet Γ,
• a recognizable ranked tree language L ⊆ TΓ,
• a relabeling h : Γ→ Σ,
• a function g : Γ→ D
such that
S = h((Val ◦ g) ∩ L) .
Example 5.6. Let Σ be a ranked alphabet. We will show that also the ranked tree
series which calculates the leaves-to-size ratio of trees is in NQmax(TΣ). We let Γ = Σ,
L = TΓ, h(a) = a for all a ∈ Γ, and g(a(0)) = 1 and g(a(k)) = 0 for all a ∈ Σ and k > 0.
Obviously L is recognizable and h((Val ◦ g) ∩ L) calculates the leaves-to-size ratio of
ranked trees. A WRTA that recognizes h((Val ◦ g) ∩ L) was given in [28].
Note that by Theorem 5.4 and Lemma 3.11, we have that Val ◦ g is a recognizable
ranked tree series.
Be using the next lemma, we will prove a Nivat-type theorem for ranked trees as a
corollary of Theorem 5.4.
Lemma 5.7. Let D be a tv-monoid. Moreover, let Σ and Γ be two ranked alphabets, and
h : Γ → Σ be a relabeling which satisfies rk(h(a)) = rk(a) for all a ∈ Σ, and g : Γ → D be a
function.
1. Let L ⊆ UΓ be recognizable and S : UΣ → D such that S = h((Val ◦ g) ∩ L).
Then Lr = L ∩ TΣ is a recognizable ranked tree language with h((Val ◦ g) ∩ Lr)(t) =
S(t) for all t ∈ TΣ.
2. Let Lr ⊆ TΓ be recognizable and S : TΣ → D such that S = h((Val ◦ g) ∩ Lr).
Then Lr ⊆ UΣ is a recognizable unranked tree language with h((Val ◦ g) ∩ Lr)(t) =
S(t) for all t ∈ TΣ and h((Val ◦ g) ∩ Lr)(t) = 0 for all t ∈ UΣ \ TΣ.
Proof. 1. Let Σ, Γ, h, S, L, and g be defined as above. We choose Lr to be L ∩ TΣ. Since
TΣ is recognizable and since recognizable tree languages are closed under intersection
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(cf. Proposition 2.8), Lr is a recognizable ranked tree language. Moreover for all t ∈ TΣ,
we have
h((Val ◦ g) ∩ Lr)(t) = ∑
τ∈TΓ∧τ∈h(t)
((Val ◦ g) ∩ Lr)(τ)
= ∑
τ∈TΓ∧τ∈h(t)
((Val ◦ g) ∩ L)(τ)
= ∑
τ∈UΓ∧τ∈h(t)
((Val ◦ g) ∩ L)(τ)
= h((Val ◦ g) ∩ L)(t)
= S(t)
2. Let Σ, Γ, h, S, Lr, and g be defined as above. As is well-known, Lr is a recogniz-
able unranked tree language. Obviously, h((Val ◦ g) ∩ L)(t) = S(t) for all t ∈ TΣ and
h((Val ◦ g) ∩ L)(t) = 0 for all t /∈ TΣ.
By Theorem 5.4, Lemma 3.11, Lemma 3.10, Lemma 5.7, and since h defined in the
proof of Theorem 5.4 fulfills rk(h(a)) = rk(a) for all a ∈ Σ, the subsequent theorem
holds.
Theorem 5.8. Let Σ be a ranked alphabet,D a tv-monoid, and S : TΣ → D a tree series. Then
S is recognizable iff S ∈ ND(TΣ).
Conclusion
We proved two Nivat-type theorems for weighted unranked tree automata and for
weighted ranked tree automata over tree valuation monoids.
In [37], [99] and [100], the Nivat-type theorem was used to show the expressive
equivalence of a suitable MSO logic and the respective automata model. We think
that, similarly, Theorem 5.4 could be used to derive an alternative proof to the one
in [30] showing that the weighted MSO logic defined there and weighted unranked
tree automata over tree valuation monoids are expressively equivalent.
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Chapter 6
A Büchi-type result
6.1 Introduction
Besides of weighted automata, weighted logics over semirings represent another ap-
proach for the investigation of quantitative aspects of various systems. For words, a
weighted monadic second order logic (wMSO logic, for short) which is expressively
equivalent to weighted word automata was developed in [25]. Several analogous for-
malisms followed for infinite words [40], ranked trees [42], infinite trees [88], trace
languages [81], picture languages [53], texts [79], and nested words [80].
In [44] a logic counterpart for weighted unranked tree automata over semirings
was established. More precisely, each unranked tree series which is definable in syn-
tactically restricted MSO logic is recognizable [44, Thm. 6.5], and every recognizable
unranked tree series is MSO-definable [44, Thm. 5.9] and, if the semiring is commuta-
tive, even syntactically restricted MSO-definable. But surprisingly, there is a recogniz-
able unranked tree series over a non-commutative semiring which is not definable in
syntactically restricted MSO logic. In [44] it is stated as an open problem to determine
a weighted automata model expressively equivalent to syntactically restricted MSO
logic. One goal of this chapter is to solve this problem.
For this, we rely on the weighted unranked tree automata which we defined
in Chapter 3. As explained there, syntactically they do not differ from the ones of [44].
They still consist of a state set and a family of weighted word automata. The latter
are used to calculate the local weight at a position of a tree by letting the weighted
word automaton run on the states at the children of the position. But they do differ
in their behaviors. We do not use runs anymore, but we choose the technically more
involved extended runs, which were already introduced in [44]. Additionally to the
information of classical runs, extended runs also include runs of the weighted word
automata called at positions of the input tree. In addition we changed the way how
the weight of such an extended run is calculated. In [44], the local weight of a position
was defined by the weight of the run chosen for the word emerged of its children’s
labels. Here the local weight of a position equals the weight of the transition taken for
this position in the run of the position’s parent.
Moreover, we look beyond semirings and consider tree valuation monoids as
weight structures. With respect to weighted MSO logic and in contract to weighted
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unranked tree automata, more structure is necessary to define the semantics. We fol-
low the approach in [33], which was already generalized to the tree setting in [28].
Negation is pushed to the atomic level. Disjunction and existential quantification are
interpreted by addition, and the formula ‘false’ is mapped to the neutral element of
the monoid, the zero element 0. First-order universal quantification makes a statement
about all positions of a tree. Therefore, we will define the semantics of this quantor
by the application of the valuation function. But what about conjunction, what about
the simple formula ‘true’? As mentioned in Section 2.3 we rely on product tree valua-
tion monoids. Now the semantics of ‘true’ will be 1 and the semantics of conjunction
will be multiplication by the -operation. It is of interest that, first, the semantics of
universal quantification and of conjunction, respectively, are not defined by the same
operation anymore and, second, the interpretation of conjunction in general needs nei-
ther to be commutative nor associative anymore. Also, distributivity of the product
over addition is not necessarily required. We would like to stress that in our setting
the loss of those properties is not substituted by local finiteness conditions. Such non-
standard properties of logics appeared also already in lattice valued fuzzy logics [49],
in multi-valued logics [70, 77], and in quantum logics [6].
The main result of this chapter Theorem 6.3 is the following. We define a weighted
MSO logic for unranked trees over product tree valuation monoids analogously to [35]
and characterize the behavior of our weighted unranked tree automata by four differ-
ent fragments of the logic, see Theorem 6.3. Which fragment can be used depends
on purely syntactic restrictions on the underlying product tree valuation monoid.
Thereby we solve the open equivalence problem of [44] in Corollary 6.16. Theo-
rem 6.3 generalizes both the respective results of [44] about weighted unranked tree
automata over commutative semirings and the results of [28] about weighted ranked
tree automata over tree valuation monoids (and thus the result of [42], also cf. [56],
about semiring-weighted ranked tree automata and the result of [33] about weighted
automata over finite words and valuation monoids).
At the end of this chapter, we show that under suitable local finiteness conditions
on the tree valuation monoid, each recognizable unranked tree series assumes just
finitely many values, each on a recognizable unranked tree language. With this result,
we prove that for tree valuation monoids with local finiteness properties and some
additional properties we do not need to restrict the weighted MSO logic at all to
characterize the class of recognizable tree series.
6.2 Weighted MSO Logic
We introduce a weighted MSO logic and its semantics for unranked trees over tree
valuation monoids. As in [28], we follow Droste and Gastin [25] incorporating an idea
of Bollig and Gastin [8]. For the rest of this chapter, let D be a ptv-monoid.
Let V1 and V2 be countable, infinite sets of first order and second order variables,
respectively. Furthermore, let V = V1∪˙V2.
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Definition 6.1. The syntax of the weighted MSO logic over D is defined by the EBNF:
β ::= labela(x) | desc(x, y) | x ≤ y | x v y | x ∈ X | ¬β | β ∧ β | ∀xβ | ∀Xβ
ϕ ::= d | β | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃xϕ | ∀xϕ | ∃Xϕ
where d ∈ D, a ∈ Σ, x, y ∈ V1, and X ∈ V2. We call the formulas β boolean formulas
and the formulas ϕ weighted MSO formulas (or wMSO formulas).
To define the semantics of the wMSO formulas, we follow the common approach
for MSO logics using assignments and extended alphabets to deal with free variables,
cf. [96]. A variable of V is free in a wMSO formula, if it is outside the scope of any
quantifier. The set free(ϕ) contains all free variables occurring in the wMSO formula
ϕ. A sentence is a formula without free variables. Let ϕ be a wMSO formula, V a
finite set of variables with free(ϕ) ⊆ V , and t ∈ UΣ. A (V , t)-assignment is a mapping
σ : V → dom(t) ∪ 2dom(t) with σ(x) ∈ dom(t) for x ∈ V1 and σ(X) ⊆ dom(t) for
X ∈ V2. As usual, we encode each (V , t)-assignment by a tree over the extended
alphabet ΣV = Σ× {0, 1}V . A tree s ∈ UΣV is called valid if for all first order variables
x ∈ V there is exactly one position u ∈ dom(t) satisfying s(u)2(x) = 1. Let t be a
tree over Σ, σ a (V , t)-assignment, and s ∈ UΣV . The pair (t, σ) and s correspond to
each other if dom(t) = dom(s) and s(u) = (t(u), fu) for every u ∈ dom(t) where
fu ∈ {0, 1}V is defined by
∀x ∈ V1, X ∈ V2 : ( fu(x) = 1⇔ u = σ(x)) ∧ ( fu(X) = 1⇔ u ∈ σ(X)).
From now on we identify a pair (t, σ) and its encoding s ∈ UΣV . For x ∈ V1, the update
s[x → u] ∈ UΣV∪{x} for position u ∈ dom(t) is defined by s[x → u] = (t, σ[x → u]) =
(t, σ′) where σ′|V\{x} = σ|V\{x} and σ′(x) = u. The update s[X → I] ∈ UΣV∪{X} for
X ∈ V2 and I ⊆ dom(t) is defined similarly.
Recall that we need the ptv-monoids for the semantics definition. The semantics of
a wMSO formula ϕ over a ptv-monoid D and an alphabet Σ is the tree series [[ϕ]]V :
UΣV → D which equals 0 for non-valid trees and which is defined inductively for
each valid tree s = (t, σ) as shown in Table 6.1. Here vs is a linear ordering on the
positions of the tree s. For the rest of this paper this linear ordering will be the depth-
first left-to-right traversal. Then the formula x ≤ y can be expressed with the help of
x v y.
Subsequently, we write [[ϕ]] for [[ϕ]]free(ϕ). Any boolean wMSO formula β can be
viewed as a classical MSO formula which defines the recognizable tree language LV (β)
and we can easily show that [[β]]V = 1LV (β). Furthermore, we can prove by induction
that [[ϕ]]V (t, σ) = [[ϕ]](t, σ|free(ϕ)) for every wMSO formula ϕ, (t, σ) ∈ UΣV , and set of
variables V with free(ϕ) ⊆ V .
In the sequel we use the next macro. For a boolean formula β and a wMSO formula
ϕ let β +−→ ϕ = ¬β ∨ (β ∧ ϕ). The semantics of β +−→ ϕ satisfies
[[β
+−→ ϕ]](t, σ) =
{
[[ϕ]](t, σ) if [[β]](t, σ) = 1,
1 otherwise.
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[[labela(x)]]V (s) =
{
1 if t(σ(x)) = a,
0 otherwise
[[desc(x, y)]]V (s) =
{
1 if ∃i ∈N : σ(y) = σ(x).i,
0 otherwise
[[x ≤ y]]V (s) =

1 if σ(x) = σ(y) = ε ∨ ∃u ∈ dom(s) : ∃i, j ∈N, i ≤ j :
σ(x) = u.i, σ(y) = u.j,
0 otherwise
[[x v y]]V (s) =
{
1 if σ(x) vs σ(y),
0 otherwise
[[x ∈ X]]V (s) =
{
1 if σ(x) ∈ σ(X),
0 otherwise
[[¬β]]V (s) =
{
1 if [[β]]V (s) = 0,
0 otherwise
[[d]]V (s) = d
[[ϕ ∨ ψ]]V (s) = [[ϕ]]V (s) + [[ψ]]V (s)
[[ϕ ∧ ψ]]V (s) = [[ϕ]]V (s)  [[ψ]]V (s)
[[∃x ϕ]]V (s) = ∑
u∈dom(s)
[[ϕ]]V∪{x}(s[x → u])
[[∃X ϕ]]V (s) = ∑
I⊆dom(s)
[[ϕ]]V∪{X}(s[X → I])
[[∀X β]]V (s) =
{
1 if [[β]]V∪{X}(s[X → I]) = 1 for all I ⊆ dom(s),
0 otherwise
[[∀x ϕ]]V (s) = Val(sD) for sD ∈ UD given by dom(sD) = dom(s) and
sD(u) = [[ϕ]]V∪{x}(s[x → u]) for all u ∈ dom(s)
Table 6.1: The semantics of wMSO formulas.
Example 6.2. Let us consider the ptv-monoid (Q ∪ {∞,−∞}, max, avg, min,−∞, ∞)
from Example 2.13. The boolean formula leaf(x) = ∀y¬desc(x, y) maps every t ∈ UΣ
and assignment σ to ∞ if σ(x) is a leaf and to −∞ if σ(x) is not a leaf. Analogously
to [28], we can show that the formula 1 ϕ = ∀x((leaf(x) ∧ 1) ∨ (¬leaf(x) ∧ 0)) defines
the leaves-to-size ratio for every tree t which was previously computed by the WUTA
of Example 3.2.
We will show that there is also a formula whose semantics calculates the same tree
1For boolean formulas, we use β1 ∨ β2 as an abbreviation for ¬(¬β1 ∧ ¬β2).
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series as the second WUTA of Example 3.2. The boolean formula2
siblings(X) = ∀x
(
x ∈ X +−→ ¬root(x) ∧ (∀y(y ∈ X +−→ (x ≤ y ∨ y ≤ x))
∧ ∀z(¬(z ∈ X) +−→ ¬(x ≤ z ∨ z ≤ x))))
with root(x) = ∀y¬desc(y, x) determines a series which is ∞ if σ(X) is the set of all
children of some position of a tree (t, σ) and −∞ if σ(X) is not such a set. Then
∃X
(
siblings(X) ∧ ∀x((x ∈ X ∧ 1) ∨ (x /∈ X ∧ 0)))
is a formula defining the maximum branching number-to-size ratio for each tree t.
Next we introduce some fragments of the weighted MSO logic which will be essen-
tial for our main result. A wMSO formula is an almost boolean formula if it only consists
of finitely many conjunctions and disjunctions of boolean formulas and elements of D.
We call a wMSO formula ∀-restricted if all its subformulas ∀xϕ satisfy that ϕ is almost
boolean. A formula is constants-resticted if every subformula d ∈ D is in the scope of
a first order universal quantifier. The idea for the latter property was first given by
Perevoshchikov in [37]. Let const(ϕ) be the set of all d ∈ D occurring in ϕ. Recall that
two subsets D1, D2 ⊆ D commute if d1  d2 = d2  d1 for all d1 ∈ D1, d2 ∈ D2. Similarly
to [28, 35] we call ϕ
• strongly ∧-restricted if whenever ϕ contains a subformula ϕ1∧ ϕ2, then either both
ϕ1 and ϕ2 are almost boolean or ϕ1 or ϕ2 is boolean,
• ∧-restricted if whenever ϕ contains a subformula ϕ1 ∧ ϕ2, then ϕ1 is almost
boolean or ϕ2 is boolean and
• commutatively ∧-restricted if whenever ϕ contains a subformula ϕ1 ∧ ϕ2, then ϕ1
is almost boolean or const(ϕ1) and const(ϕ2) commute.
Note that each strongly ∧-restricted wMSO formula is ∧-restricted and each ∧-
restricted wMSO formula is commutatively ∧-restricted. For examples of weighted
logic formulas and a discussion on the above restrictions, we refer the reader
to [25, 35, 42, 44].
6.3 Weighted Tree Automata and Weighted MSO Logic
Here we characterize the class of behaviors of weighted unranked tree automata over
ptv-monoids by the fragments of the weighted MSO logic.
Theorem 6.3. Let Σ be an alphabet, D be a ptv-monoid, and S : UΣ → D be a tree series.
1. S is recognizable iff S = [[ϕ]] for some constants-, ∀- and strongly ∧-restricted wMSO
sentence ϕ.
2For boolean formulas, we use β1 ∨ β2 as an abbreviation for ¬(¬β1 ∧ ¬β2).
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restrictions on D logic fragment
none
↓↑
constants-, ∀- and strongly ∧-restricted
regular ∀-restricted and strongly ∧-restricted
left-distributive ∀-restricted and ∧-restricted
cctv-semiring ∀-restricted and commutatively ∧-restricted
Figure 6.1: Summary of the statements in Theorem 6.3 which demonstrates that
the larger the particular fragment gets, the more restrictions on the underlying ptv-
monoid is needed.
2. If D is regular, then S is recognizable iff S = [[ϕ]] for some ∀-restricted and strongly
∧-restricted wMSO sentence ϕ.
3. If D is left-distributive, then S is recognizable iff S = [[ϕ]] for some ∀-restricted and
∧-restricted wMSO sentence ϕ.
4. If D is a cctv-semiring, then S is recognizable iff S = [[ϕ]] for some ∀-restricted and
commutatively ∧-restricted wMSO sentence ϕ.
Obviously, we need D to be regular for statements (2)-(4). Otherwise, there is at
least one d ∈ Dwithout a weighted unranked tree automaton recognizing d, hence, the
semantics of the ∀-restricted and strongly ∧-restricted sentence d is not recognizable.
For ranked trees, examples were given in [28] showing that it is not possible to drop
the constraints on D in the above theorem. These examples could be easily extended
to the unranked tree setting. We can conclude that the larger the particular fragment
gets, the more restrictions on the underlying ptv-monoid we need. Fig. 6.1 illustrate
this correlation.
It remains to prove Theorem 6.3. For this, the following proposition will be very
useful; it can be proved as the corresponding result in [42] by using Theorem 3.5(1)(b)
and Lemma 3.8.
Proposition 6.4. Let ϕ be a wMSO formula and V a finite set of variables with free(ϕ) ⊆ V .
Then [[ϕ]] is recognizable iff [[ϕ]]V is recognizable, and [[ϕ]] is a recognizable step function iff
[[ϕ]]V is a recognizable step function.
Analogously to [28] one can show:
Lemma 6.5. Let Σ be an alphabet and D be a ptv-monoid.
If ϕ is an almost boolean formula, then [[ϕ]] is a recognizable step function. Conversely, if
S : UΣ → D is a recognizable step function, then S = [[ϕ]] for some almost boolean sentence
ϕ.
Proof. (⇒) If φ is a boolean formula, then [[ϕ]] = 1L(ϕ) is a recognizable step func-
tion. Trivially, [[d]] is also a recognizable step function for any d ∈ D. Let ϕ and ψ
be two almost boolean formulas and V = free(ϕ) ∪ free(ψ). By induction and due
to Lemma 3.7, [[φ ∨ ψ]] = [[ϕ]]V + [[ψ]]V and [[φ ∧ ψ]] = [[ϕ]]V  [[ψ]]V are recognizable
step functions.
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(⇐) Let S = ∑ni=1 di1Li . There are MSO sentences φi with L(φi) = Li for all i ∈ [1, n],
compare [83]. By replacing disjunction by conjunction and negation and existential
quantification by universal quantification and negation we can assume that these sen-
tences are boolean. Let ϕ = (d1 ∧ φi) ∨ . . . ∨ (dn ∧ φn). Then ϕ is almost boolean
and
[[φ]] =
n
∑
i=1
di1L(φi) =
n
∑
i=1
di1Li = S.
Now we can show that our logic operators preserve the recognizability of the se-
mantics of wMSO formulas by adapting the proofs for the corresponding Propositions
5.15-5.17 of [28].
Proposition 6.6. Let Σ be an alphabet, D be a ptv-monoid, and ϕ and ψ be two wMSO
formulas over Σ and D. If [[ϕ]] and [[ψ]] are recognizable, then [[ϕ ∨ ψ]], [[∃xϕ]], and [[∃Xϕ]]
are recognizable. Furthermore, [[ϕ ∧ ψ]] is recognizable if the following is satisfied:
(a) [[ϕ]] is recognizable and ψ is boolean (then [[ψ ∧ ϕ]] is recognizable, too) or
(b) D is left-distributive, ϕ is almost boolean, and [[ψ]] is recognizable.
Proof. Let V = free(ϕ ∨ ψ) = free(ϕ) ∪ free(ψ). By Proposition 6.4 and Theo-
rem 3.5.1(a), [[ϕ ∨ ψ]] = [[ϕ]]V + [[ψ]]V is recognizable.
Let h : Σfree(ϕ) → Σfree(∃xϕ) be the relabeling defined by erasing the x-row in Σfree(ϕ)
(if existing). Then, for all s ∈ Ufree(∃xϕ):
[[∃xϕ]](s) =∑([[ϕ]]free(ϕ)∪{x}(s[x → u]) | u ∈ dom(s))
(∗)
= ∑([[ϕ]](s[x → u]) | u ∈ dom(s)) =∑([[ϕ]](s′) | h(s′) = s)
= h([[ϕ]])(s).
At (∗) we applied Proposition 6.4. Since [[ϕ]] is recognizable, by Lemma 3.8 [[∃xϕ]] =
h([[ϕ]]) is recognizable.
Similarly, it follows that [[∃Xϕ]] is recognizable.
(a) Now let ψ be boolean. Then LV (ψ) and thus [[ψ]]V = 1LV (ψ) is recognizable.
Moreover, [[ϕ]]V is recognizable. By Theorem 3.5.1(b), [[ϕ ∧ ψ]] and [[ψ ∧ ϕ]] are recog-
nizable.
(b) Let D be left-distributive. Since ϕ is almost boolean, [[ϕ]] and thus (by Proposi-
tion 6.4) [[ϕ]]V are recognizable step functions. Moreover, [[ψ]]V is recognizable. Hence,
due to Theorem 3.5.2(b), [[ϕ ∧ ψ]] is recognizable.
We have to pay attention to the present unranked tree automata which are struc-
turally different from the ones of [28] to prove that also the first order universal quan-
tifier preserves recognizability.
Proposition 6.7. Let Σ be an alphabet,D be a ptv-monoid, and ϕ be an almost boolean formula
over D and Σ. Then [[∀xϕ]] is recognizable.
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Proof. Let W = free(ϕ) ∪ {x} and V = free(∀x.ϕ) = W \ {x}. Since ϕ is almost
boolean and by Lemma 6.5, [[ϕ]]W = ∑ni=1 di  1Li for some partition L1, . . . , Ln of all
valid trees over ΣW (for invalid trees s, [[ϕ]]W (s) = 0). Let Σ˜ = Σ × {1, . . . , n}. We
extend every valid tree (t, σ) ∈ UΣW to a tree (t, ν, σ) over Σ˜V by the unique mapping
ν : dom(t) → {1, . . . , n} that encodes to which Li the update of (t, σ) and x belongs.
Hence, ν(u) = i iff (t, σ[x → u]) ∈ Li for all u ∈ dom(t). Let L˜ ⊆ UΣ˜V be the tree
language of all such trees (t, ν, σ). In [44] it was already shown that L˜ is recognizable.
Let M = (Q,B, F) over Σ˜V be a deterministic unranked tree automaton that rec-
ognizes L˜. We may assume that every subautomaton Bq,a˜ = (Qq,a˜, Iq,a˜, Tq,a˜, Fq,a˜) (for
q ∈ Q, a˜ ∈ Σ˜V ) ofM is deterministic. Thus for every tree t˜ ∈ UΣ˜V there is exactly one
extended run pi ofM on t˜, and in addition there is exactly one run piu of Bpi(u),t˜(u) on
pi(u.1) . . .pi(u. rkt˜(u)) for each u ∈ dom(t˜).
We wish to transform M into a WUTA M′ over Σ˜V such that for every tree t˜ the
unique runs pi and piu (u ∈ dom(t˜)) form an extended run p˜i = (q, s, l) with
µ(t˜, p˜i)(u) = di ⇔ ‖Bs(u)2,t˜(u)‖(s(u.1)2 . . . s(u. rkt˜(u))2) = 1 and t˜(u)2 = i
for all u ∈ dom(t˜). Then µ(t˜, p˜i)(u) = [[ϕ]]W (t, σ[x → u]) and Val(µ(t˜, p˜i)) =
[[∀xϕ]]V (t, σ) where (t, ν, σ) = t˜. All other extended runs on t˜ shall get the weight
0. For this, we extend the states ofM by values from {1, . . . , n}. The value in the state
assigned to a position u encodes t˜(u)2. By setting ‖A(q,j),(a,i, f )‖ = 0 for all subautomata
ofM′ with j 6= i, we ensure that for an extended run without zero-values a state with
value i is assigned to position u with label (a, i, f ). The automaton A(q,i),(a,i, f ) will
be a modified version of Bq,(a,i, f ); it is defined over the alphabet Q× {1, . . . , n} such
that there is a transition (p1, (q, i′), p2) with weight di′ for every i′ ∈ {1, . . . , n} iff
Tq,(a,i, f )(p1, q, p2) = 1.
Formally, we defineM′ = (Q′,A,γ) such that
• Q′ = Q× {1, . . . , n}
• γ(q, i) = di if F(q) = 1 and γ(q, i) = 0 if F(q) = 0
• A = (Aq,a | q ∈ Q′, a ∈ Σ˜V ) where for a˜ = (a, i, f ) we have
A(q,i),a˜ = (Qq,a˜, Iq,a˜, µ(q,i),a˜, Fq,a˜) with
µ(q,i),a˜(p1, (q
′, i′), p2) =
{
di′ if Tq,a˜(p1, q′, p2) = 1 ,
0 otherwise
for p1, p2 ∈ Qq,a, and (q′, i′) ∈ Q′; and A(q,i),(a,j, f ) = ({n},∅, 0,∅) if i 6= j where
0 denotes a function which maps all tuples to 0.
Obviously, ‖M′‖(t˜) = Val(µ(t˜, (q, s, l))) = [[∀xϕ]]((t, σ)) for all trees t˜ = (t, ν, σ) ∈ UΣ˜V
where (q, s, l) is the extended run arises from pi and the pius.
Now let the relabeling h : Σ˜V → ΣV be defined by h((a, i, f )) = (a, f ). Then
h(‖M‖)((t, σ)) =∑
(
‖M‖((t, ν, σ)) | (t, ν, σ) ∈ UΣ˜V , (t, ν, σ) ∈ h((t, σ))
)
= ‖M‖(t, ν′, σ) = [[∀xϕ]]((t, σ))
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for all valid trees (t, σ). Hence, [[∀xϕ]] is recognizable by Lemma 3.8.
Now we will prove our main result of this chapter, Theorem 6.3.
Proof of Theorem 6.3. We will show the “if”-implications by induction. Let us start
with the base clauses. For (1): Every boolean wMSO formula β can be seen as a
classical MSO formula defining a recognizable language L(β) with [[β]] = 1L(β). We
can easily transform a deterministic UTA recognizing L(β) (for each recognizable tree
language L there is a deterministic UTA M with L(M) = L, cf. Proposition 2.4) into a
WUTA which recognizes [[β]]. For (2), (3), and (4): By Lemma 6.5 and Lemma 3.6, the
semantics of almost boolean formulas over a regular ptv-monoid D is recognizable.
Now for (1), (2), and (3), the recognizability of the tree series [[ϕ]] for a formula ϕ
from the respective fragment is guaranteed by Proposition 6.6 and Proposition 6.7. For
(4) we will proceed as in [28] and show by induction on the structure of ϕ that there is a
WUTA recognizing [[ϕ]] whose weights are in the subsemiring 〈const(ϕ)∪{0, 1},+, 〉.
Since all cctv-semirings are regular, for almost boolean formulas this statement is ob-
viously true. In case of disjunction, quantification, and conjunction ϕ ∧ ψ where ϕ
is almost boolean we proceed as in the proofs of Proposition 6.6 and Proposition 6.7
which are constructive and retain the set of weights. To deal with ϕ∧ψ when const(ϕ)
and const(ψ) commute, we can show that the subsemiring 〈const(ϕ)∪{0,1},+, 〉 and
the subsemiring 〈const(ψ) ∪ {0,1},+, 〉 commute, since by assumption const(ϕ) and
const(ψ) commute and since D is a cctv-semiring. Thus, by induction we may assume
that the sets of weights of the WUTA recognizing [[ϕ]] and [[ψ]], respectively, commute
with each other. By Theorem 3.5(3), [[ϕ ∧ ψ]] is recognizable by a WUTA with weights
in 〈const(ϕ) ∪ const(ψ) ∪ {, 1},+, 〉.
For the proof of the opposite direction, let S be a recognizable tree series and
M = (Q,A,γ) a WUTA recognizing S. Moreover let TA = ⋃q∈Q,a∈Σ Pq,a × Q × Pq,a.
We will use the second order variables Xq (q ∈ Q), Yt (t ∈ TA), and Zp (p ∈ PA). For a
boolean formula β and a wMSO formula ϕ let β +−→ ϕ = ¬β ∨ (β ∧ ϕ). The semantics
of β +−→ ϕ satisfies
[[β
+−→ ϕ]](t, σ) =
{
[[ϕ]](t, σ) if [[β]](t, σ) = 1,
1 otherwise.
Furthermore we use the following boolean formulas which were defined in [44]:
• next(x, y) = (x ≤ y) ∧ ¬(y ≤ x) ∧ ∀z(x ≤ z +−→ (z ≤ x ∨ y ≤ z)),
• firstChild(x, y) = desc(x, y) ∧ ∀z(desc(x, z) +−→ y ≤ z),
• lastChild(x, y) = desc(x, y) ∧ ∀z(desc(x, z) +−→ z ≤ y),
• root(x) = ∀y¬desc(y, x),
• leaf(x) = ∀y¬desc(x, y).
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Let Q = {q1, . . . , qn}, TA = {t1, . . . , tm}, and PA = {p1, . . . , pk} be arbitrary but
fixed enumerations. We build a boolean formula
validM(Xq1 , . . . , Xqn , Yt1 , . . . , Ytm , Zp1 , . . . , Zpk)
as in [44] which describes extended runs ofM. Then validM(t, σ) = 1 for a tree t and
and assignment σ iff there is some extended run (q, s, l) such that the set σ(Xq) contains
the root of t, all other σ(Xq′) with q′ 6= q are empty, σ(Yti) collects the positions u of t
with s(u) = ti, and a position u is in σ(Zpj) iff l(u) = pj.
The following constants-, ∀-restricted and strongly ∧-restricted wMSO sentence
describes the behavior ofM:
θM = ∃Xq1 . . . ∃Xqn∃Yt1 . . . ∃Ytm∃Zp1 . . . ∃ZpkϕM
with
ϕM = validM ∧ ∀y
∧
(p,q,p′)∈TA
[[
y ∈ Y(p,q,p′) +−→ µA(p, q, p′)
]
∧ [root(y) +−→ ∨
q∈Q
((y ∈ Xq) ∧ γA(q))
]
∧ [leaf(y) +−→ ∧
p∈PA
((y ∈ Zp) +−→ λA(p) ∧ νA(p))]
∧ [(∃x firstChild(x, y) ∧ (y ∈ Y(p,q,p′))) +−→ λA(p)]
∧ [(∃x lastChild(x, y) ∧ (y ∈ Y(p,q,p′))) +−→ νA(p)]]
where λA(p) = 1 if p ∈ ⋃q∈Q,a∈Σ Iq,a and λA(p) = 0 otherwise, and νA(p) = 1 if
p ∈ ⋃q∈Q,a∈Σ Fq,a and νA(p) = 0 otherwise.
The construction of ϕM above is based on the ideas from [44], but we had to
adjust the appropriate formula from [44] to achieve the semantical equivalence to the
behavior ofM. 
We show that Theorem 6.3 generalizes the respective main theorem of [28] for
weighted ranked tree automata and weighted MSO logic over ranked trees. The
weighted MSO logic over ranked trees is similar to the one for unranked trees. The
difference is determined by the atomic formulas. We drop desc(x, y), x ≤ y, and x v y
and add instead edgei(x, y) where 1 ≤ i ≤ maxΣ. Now, given a wMSO sentence ϕr
for ranked trees, we can construct a wMSO sentences ϕ with [[ϕr]](t) = [[ϕ]](t) for all
t ∈ TΣ as shown in Lemma 7.3 of [44]. There, every occurrence of edgei(x, y) in ϕr is
replaced by the macro3:
∃y1 . . . ∃yi(firstChild(x, y1) ∧
∧
1≤j≤i−1
next(yj, yj+1) ∧ (yi = y))
This transformation preserves syntactical restrictions on the formula. Vice versa, every
3We use ∃ xβ as an abbreviation for ¬(∀ x¬β).
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wMSO sentences ϕ that does not contain x v y as a subformula can be transformed
into a wMSO sentences ϕr on ranked trees such that [[ϕ]](t) = [[ϕr]](t) for all t ∈ TΣ by
replacing desc(x, y) with ∨
1≤i≤maxΣ
edgei(x, y)
and x ≤ y with
(root(x) ∧ root(y))∨∃ z(∨
1≤i≤maxΣ
edgei(z, x) ∧
∨
i≤j≤maxΣ
edgej(z, y)) .
This transformation also preserves syntactical restrictions on the formula. Note that
also formulas of the form x v y can be transformed, but we do not need this trans-
formation, since the formula constructed in the proof of Theorem 6.3 does not contain
x v y as a subformula. Together with Lemma 3.10 and Lemma 3.11 we can conclude
the following corollary.
Corollary 6.8. Let Σ be a ranked alphabet, D be a ptv-monoid, and S : TΣ → D be a tree
series.
1. If D is regular, then S is recognizable iff S = [[ϕ]] for a ∀-restricted and strongly ∧-
restricted wMSO sentence ϕ.
2. If D is left-distributive, then S is recognizable iff S = [[ϕ]] for a ∀-restricted and ∧-
restricted wMSO sentence ϕ.
3. If D is a cctv-semiring, then S is recognizable iff S = [[ϕ]] for a ∀-restricted and com-
mutatively ∧-restricted wMSO sentence ϕ.
Moreover, with help of Theorem 6.3(3) and Proposition 3.17 we can prove that
over commutative semirings WUTA and ∀-restricted and commutatively ∧-restricted
wMSO formulas are expressively equivalent, which is one of the main theorems of [44].
Corollary 6.9. Let Σ be an alphabet, K a commutative semiring, and S a tree series over Σ
and K.
S is b-recognizable iff S = [[ϕ]] for a ∀-restricted and commutatively ∧-restricted wMSO
sentence ϕ.
In the proof of Theorem 6.10 of [44], it was shown that for some non-commutative
semirings there exists b-recognizable tree series which are not definable by a ∀-
restricted and commutatively ∧-restricted wMSO sentence. Thus, they necessarily
need the commutativity of the underlying semiring. Our slightly changed defini-
tion of the behavior of WUTA enables us a proof of an equivalence result as fol-
lows. Let K = (K,+, ·, 0, 1) be a semiring. We associate K with the cctv-semiring
(K,+, Val, ·, 0, 1) with Val(t) = ∏u∈dom(t) t(u) where we multiply according to a depth-
first left-to-right traversal, i.e. for a position u we first collect the weights of its subtrees
one by one from left to right and then we multiply with the weight of u itself. Now
we obtain:
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Corollary 6.10. Let Σ be an alphabet, K be a semiring, and S be a tree series over Σ and K.
Then S is recognizable over K iff S = [[ϕ]] for a ∀-restricted and commutatively ∧-restricted
wMSO sentence ϕ.
6.4 Locally finite valuation monoids and weighted logics
Here, we will show that for product tree valuation monoids with local finiteness prop-
erties and some additional properties we do not need to restrict the weighted MSO
logic at all to characterize the class of recognizable tree series. To do so, we prove
that every recognizable series over such a product tree valuation monoid has to be a
recognizable step function.
Let D be a ptv-monoid. We say D is additively locally finite if for every finite subset
D′ ⊆ D the submonoid 〈D′ ∪ {0},+〉 generated by D′ is finite. Furthermore, D is
called Val-locally finite if whenever D′ ⊆ D is finite, then the smallest superset D′′ ⊇ D′
which satisfies
∀t ∈ UD′′ : Val(t) ∈ D′′
is finite. IfD is both additively and Val-locally finite, we call D locally finite. Moreover,
we call D′Val = {Val(t) | t ∈ UD′} the Val-image of D′ ⊆ D. Note that D′Val ⊆ D′′ for the
smallest superset D′′ ⊇ D′ which satisfies ∀t ∈ UD′′ : Val(t) ∈ D′′.
In [48], Droste and Vogler already proved that it is not sufficient to require only
local finiteness. They provided an example of a finite valuation monoid D for words
and a word series over D which is recognizable, but not a recognizable step function.
This example can easily be transformed into our settings. Thus additional assumptions
on the underlying tree valuation monoid are necessary. For the word case, Droste and
Vogler defined a sequential property for valuation monoids. Here we will define a
tree sequential property generalizing their sequential property for words. We call a
tv-monoid tree sequential if
Val(d(t1, . . . , tn)) = Val(d(tseq(t1, . . . , tn))) with
tseq(t1, . . . , tn) = Val(tseq(t1, . . . , tn−1)(Val(tn)))
tseq(t1) = Val(t1)
for all n ≥ 1, d ∈ D, and t1, . . . tn ∈ UD. As in the word cases, the valuation function
of tree sequential tv-monoids D defines a not necessarily associative multiplication
· : D× D → D by d1 · d2 = Val(d2(d1)) for all d1, d2 ∈ D. Conversely, given a binary
operation · with d · 0 = 0 · d = 0 for all d ∈ D on a commutative monoid (D,+,0), we
can define a valuation function Val : UD → D inductively by letting Val(d) = d for all
trees with dom(d) = {ε} and
Val(d(t1, . . . tn)) = tseq(t1, . . . , tn) · d
tseq(t1, . . . , tn) = Val(tn) · tseq(t1, . . . , tn−1)
tseq(t1) = Val(t1)
for all trees d(t1, . . . , tn) with d ∈ D and t1, . . . , tn ∈ UD. Then (D,+, Val,0) is a tree
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sequential tv-monoid.
Next we will show that over locally finite, tree sequential tv-monoids that all rec-
ognizable tree series are recognizable step function. For this, we will use the following
result.
Lemma 6.11. (cf. [42, Lemma 6.3]) Let S be a recognizable ranked tree series over
(N0,+, ·, 0, 1) and a ranked alphabet Σ, and x ∈N.
Then the ranked tree language S−1({x}) is recognizable.
Theorem 6.12. Let D be a locally finite, tree sequential tv-monoid. Then any recognizable
tree series is a recognizable step function.
Proof. We roughly follow the proof ideas of Droste, Stüber and Vogler [41]. Let S be a
tree series and M = (Q,A,γ) a WUTA that recognizes S. Furthermore, let W be the
set of all weights occurring in M, i.e. all transition weights of any automaton Aq,a of
M and all root weights ofM. The set Y = WVal of all possible weights ofM is finite
since W is so andD is Val-locally finite. For every α ∈ Y we will construct a WUTAMα
over (N0,+, ·, 0, 1) such that for every t ∈ UΣ the value ‖Mα‖(t) equals the number
of all successful extended runs (q, s, l) ofM on t with Val(µ(t, (q, s, l))) = α. For this,
we use the elements of Q× Y as states to propagate the already used weights to the
root. The leaves will be marked with states of Q, since they have no subtrees for which
they can collect the used weights. Then a state is marked final if its second component
together with the correponding root weight produces α. FormallyMα = (Qα,Aα,γα)
is defined such that:
• Qα = Q×Y ∪Q,
• for all q¯ ∈ Qα: γα(q¯) =

1 if q¯ = (q, x) and Val(γ(q)(x)) = α or
if q¯ ∈ Q and γ(q¯) = α,
0 otherwise,
• for (q, x) ∈ Q × Y: Aα(q,x),a = (Qq,a × Y ∪ Iq,a, Iq,a, µαq,a, Fq,a × {x}) with for all
p1, p2 ∈ Qq,a, x1, x2,∈ Y, and q¯ ∈ Qα:
µαq,a(p1, q¯, (p2, x2)) =

1 if q¯ ∈ Q and x2 = µ(p1, q¯, p2) or
if q¯ = (q′, x′) ∈ Q×Y
and x2 = Val(µ(p1, q′, p2)(x′)) ,
0 otherwise,
µαq,a((p1, x1), q¯, (p2, x2)) =

1 if q¯ ∈ Q and x2 = Val(x1(µ(p1, q¯, p2))) or
if q¯ = (q′, x′) ∈ Q×Y ,
and x2 = Val(x1(Val(µ(p1, q′, p2)(x′))))
0 otherwise,
• for q ∈ Q: Aαq,a = (Iq,a, Iq,a, 0, Iq,a ∪ Fq,a) where 0 denotes a function which maps
all tuples to 0.
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Thanks to the tree sequential property of D, any successful extended run of Mα cor-
responds to a successful extended run of M with weight α, and conversely. Thus, as
desiredMα(t) is equals the number of all successful extended runs (q, s, l) ofM on t
with Val(µ(t, (q, s, l))) = α.
Eventually, we define the tree series Sα by Sα(t) = ∑mi=1 α where m = ‖Mα‖(t).
We will show that Sα is a recognizable step function. By Proposition 3.12 we
can translate Mα into an WRTA Mα.ranked over Σ(0) ∪ {σ} and (N0,+, ·, 0, 1) with
‖Mα.ranked‖(c(t)) = ‖Mα‖(t) for all t ∈ UΣ (where c is the bijection which transforms
unranked trees into ranked trees). For all m ∈ N, we have that ‖Mα.ranked‖−1({m})
is a recognizable ranked tree language according to Lemma 6.11. Then by Proposi-
tion 2.9, the unranked tree language ‖Mα‖−1({m}) is recognizable. Since addition in
D is locally finite and due to the fact that recognizable unranked tree series are closed
under union, we can conclude that the tree series Sα are recognizable step functions.
By Lemma 3.7, S = ‖M‖ = ∑α∈Y Sα is a recognizable step function.
With help of Theorem 3.5, we immediately obtain the following corollary.
Corollary 6.13. Let D be a locally finite, tree sequential, and regular tv-monoid. Then a tree
series is recognizable iff it is a recognizable step function.
Let us formalize the relationship between WUTA and logic over locally finite, tree
sequential tv-monoids.
Theorem 6.14. Let Σ be an alphabet, D be a locally finite, tree sequential, and regular tv-
monoid, and S : UΣ → D. Then S is definable by a wMSO sentences iff S is recognizable.
Proof. Let S be recognizable. By Theorem 6.12 and Lemma 6.5, S is definable by
a wMSO sentences. For the opposite direction, we proceed by induction over the
structure of the given wMSO sentences ϕ and prove that its semantics is a recognizable
step function, and thus recognizable. The semantics of almost boolean formulas are
recognizable step functions according to Lemma 6.5. To show that this is also true for
conjunctions and disjunctions, we can apply Lemma 3.7. For existential and universal
quantifications we follow the proofs of Proposition 6.6 and Proposition 6.7, and then
apply Corollary 6.13.
With the help of the next lemma, one can check that all our constructions are
effective. We say that a tv-monoid D is effectively given if its operations + and Val are
computable.
Lemma 6.15. Let D be an effectively given, Val-locally finite, and tree sequential tv-monoid,
and D′ ⊆ D be finite. Then the Val-image D′Val of D′ is computable.
Proof. We give an algorithm which computes D′Val:
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0. Step: Set X = D′.
1. Step: Set Y = X.
1.1. Step: Let Y′ = {Val(y(x)) | y ∈ Y, x ∈ X}.
1.2. Step: Let Y′′ = Y′ ∪Y.
If Y′′ = Y: go to Step 3.
Otherwise: Set Y = Y′′ and go to Step
1.1.
2. Step: Set X′ = {Val(d(y)) | y ∈ Y, d ∈ D}.
3. Step: Let X′′ = X′ ∪ X.
If X′′ = X: terminate.
Otherwise: Set X = X′′ and go to Step 1.
It remains to show that the algorithm terminates and that for all d ∈ D:
d ∈ D′Val ⇔ d ∈ X after the algorithm has terminated.
For this, we will show by nested induction over the number of runs of the outer and
inner loop that after the i-th run of the outer loop, X stores {Val(t) | t ∈ UD′ , ht(t) ≤ i}.
After Step 0, variable X holds D′ = {Val(d) | d ∈ D′} = {Val(t) | t ∈ UD′ , ht(t) ≤ 0}.
Now assume that Xi is the content of X after the i-th run of the outer loop and that
Xi = {Val(t) | t ∈ UD′ , ht(t) ≤ i}. We will show that Yi,j (which is the content of Y
during the i-th run of the outer loop and after the j-th run of the inner loop) equals
{tseq(t1, . . . , tk) | 1 ≤ k ≤ j, tl ∈ UD′ , ht(tl) ≤ i, 1 ≤ l ≤ k}. We enter the inner loop
with
Yi,0 = Xi = {Val(t) | t ∈ UD′ , ht(t) ≤ i} = {tseq(t) | t ∈ UD′ , ht(t) ≤ i} .
The last equation holds since D is tree sequential. Let Yi,j = {tseq(t1, . . . , tk) | 1 ≤ k ≤
j, tl ∈ UD′ , ht(tl) ≤ i, 1 ≤ l ≤ k}. Then
Yi,j+1
= {Val(y(x)) | y ∈ Yi,j, x ∈ Xi} ∪Yi,j
= {Val(tseq(t1, . . . , tk)(Val(t))) | 1 ≤ k ≤ j, tl , t ∈ UD′ , ht(tl), ht(t) ≤ i, 1 ≤ l ≤ k} ∪Yi,j
= {Val(tseq(t1, . . . , tk−1)(Val(tk))) | 2 ≤ k ≤ j + 1, tl ∈ UD′ , ht(tl) ≤ i, 1 ≤ l ≤ k} ∪Yi,j
= {tseq(t1, . . . , tk) | 1 ≤ k ≤ j + 1, tl ∈ UD′ , ht(tl) ≤ i, 1 ≤ l ≤ k} .
Again, the last equation holds since D is tree sequential. At some point the inner loop
terminates since {tseq(t1, . . . , tk) | 1 ≤ k ≤ j, tl ∈ UD′ , ht(tl) ≤ i, 1 ≤ l ≤ k} ⊆ D′Val for
all j ∈N and since D′Val is finite (because of the Val-locally finiteness of D).
Next we will show inductively that after the termination of the inner loop, Y stores
{tseq(t1, . . . , tk) | k ∈ N, tl ∈ UD′ , ht(tl) ≤ i, 1 ≤ l ≤ k}. That Y only contains
values of {tseq(t1, . . . , tk) | k ∈ N, tl ∈ UD′ , ht(tl) ≤ i, 1 ≤ l ≤ k} is clear by the
considerations above. Moreover, obviously tseq(t1) ∈ Y of all t1 ∈ UD′ with ht(t1) ≤ i.
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Assume that tseq(t1, . . . , tk) ∈ Y of all tl ∈ UD′ with ht(tl) ≤ i and 1 ≤ l ≤ k.
Then y = tseq(t1, . . . , tk+1) = Val(tseq(t1, . . . , tk)(Val(tk+1))). Thus, y would have been
calculated in the next run of the inner loop, but since the inner loop has terminated
and, hence, the content of Y did not change with another loop run, y ∈ Y.
Until now, we have shown that during the i-th run of the outer loop, the inner loop
terminates and that after the termination of the inner loop Y stores {tseq(t1, . . . , tk) |
k ∈N, tl ∈ UD′ , ht(tl) ≤ i, 1 ≤ l ≤ k}. Thus,
Xi = {Val(d(y)) | y ∈ Y, d ∈ D′}
= {Val(d(tseq(t1, . . . , tk))) | k ∈N, tl ∈ UD′ , ht(tl) ≤ i, 1 ≤ l ≤ k, d ∈ D′}
= {Val(t) | t ∈ UD′ , ht(tl) ≤ i + 1} .
Since Xi ⊆ D′Val for all i ∈N0 and sinceD is Val-locally finite, the algorithm eventually
terminates. Moreover, one can prove inductively (similar to the proof that after the
termination of the inner loop Y stores {tseq(t1, . . . , tk) | k ∈ N, tl ∈ UD′ , ht(tl) ≤ i, 1 ≤
l ≤ k}) that after the termination X stores {Val(t) | t ∈ UD′ , ht(t) ∈N0} = D′Val.
Since all our constructions are effective, for a wMSO formula ϕ we can construct
unranked tree automataA1, . . . ,An and d1, . . . , dn ∈ D such that [[ϕ]] = ∑ni=1 di  1L(Ai).
Since the equivalence of classical tree automata is decidable, we obtain an analogous
corollary to Corollary 6.5 of [28].
Corollary 6.16. Let D be an effectively given, locally finite, tree sequential, and regular tv-
monoid.
Then for any two wMSO formulas ϕ and ψ it is decidable whether [[ϕ]] = [[ψ]].
Moreover, since it is decidable whether the tree language of an unranked tree
automaton is non-empty, we obtain:
Corollary 6.17. Let D be an effectively given, locally finite, tree sequential, and regular tv-
monoid.
It is decidable whether the support of a given wMSO formulas ϕ is satisfiable.
Conclusion
We have defined and investigated weighted MSO logic over the very general setting
of tree valuation monoids. In particular, we have presented several Büchi-like charac-
terizations of recognizable tree series over tree valuation monoids by weighted MSO
logics. Thereby we solved the open problem stated in [44] which asks for an equiva-
lence result of weighted unranked tree automata and weighed MSO logic over possibly
non-commutative semirings.
At the end we gave a notion of local finiteness for general tree valuation monoids
such that weighted unranked tree automata and weighted MSO logic define the same
class of unranked tree series. Restricted to ranked trees this solves an open problem
we stated in [28]. Moreover, we presented a decidability result for the equivalence and
for the satisfiability of weighted MSO formulas over locally finite, tree sequential, and
regular tv-monoids.
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Chapter 7
A Kleene-type result for weighted
ranked tree automata
7.1 Introduction
In this section we will prove a Kleene-type result for weighted ranked tree automata.
We limit ourselves to weighted ranked tree automata since they form a syntactically
less complex subclass of the weighted unranked tree automata, cf. Section 3.2.1.
The Kleene-type results are based on the fact that one can define the behaviors
of the involved automaton models inductively, compare, e.g., [69], [91] and [36]. For
instance, the weight of a run of an weighted ranked tree automaton over a semiring
on a tree is, roughly speaking, the product of the weights of the corresponding sub-
runs on the direct subtrees and the weight of the transition applied at the root of the
tree. This phenomenon makes it possible to show that, under appropriately defined
rational operations, automata and rational expressions are equally powerful. How-
ever, we cannot define the behavior of a weighted ranked tree automaton over a tree
valuation monoid inductively, simply because a global valuation function delivers the
weight of a run on a tree. Therefore, we enrich the tree valuation monoid by a family
of decomposition operations. We parameterize such a decomposition operation by a
tree domain which later determines the shape of the decomposed tree and some in-
comparable positions of the tree domain which represent the positions at which the
decomposition took place. By these decomposition operations we can define the ratio-
nal operations concatenation and Kleene-star on tree series appropriately. We call this
enriched structure a Cauchy tree valuation monoid because our approach is based on
the ideas in [34] where Cauchy valuation monoids were introduced and a Kleene-type
result was proved for weighted automata over this kind of monoids.
In order to ensure that the concatenation and the Kleene-star of tree series de-
fined by using the decomposition operations preserve recognizability, we follow [55]
and use variables as additional labels for leaves of trees. Moreover, we assume that
the tree valuation monoid has a unit element. This seems to be convenient to show
our main result. As usual, we represent rational trees series by rational expressions.
Then we prove that weighted rational expressions and weighted ranked tree automata
over Cauchy tree valuation monoids are expressively equivalent. Thereby we provide
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an alternative Kleene-type result for weighted ranked tree automata over semirings,
since weighted ranked tree automata over tree valuation monoids generalize weighted
ranked tree automata over semirings (cf. [28]).
7.2 Cauchy tree valuation monoids
Here we generalize Cauchy valuation monoids of [34] and introduce Cauchy tree val-
uation monoids. Inspired by the unital valuation monoids [48] we will equip the
Cauchy tree valuation monoids by a unit element. Roughly speaking, the presence
of the unit element in a tree t ∈ UD should not change Val(t). Surprisingly, in our
proofs we need the unit element to behave so only for tree of height one and if all
leaf position are labeled with unit element. Strictly speaking, it is even crucial for our
proofs that we have this weaker assumption. Otherwise our proofs would not work
for instance for the boolean semiring.
Let k ∈ N0 and d ∈ D. We denote by dk(1) the tree d(1, . . . ,1) ∈ UD in which
1 ∈ D occurs k times.
Definition 7.1. A Cauchy tree valuation monoid (ctv-monoid for short) is a structure D =
(D,+, Val,Π, 0, 1) such that (D,+, Val,0) is a tree valuation monoid, 1 ∈ D, called unit
element, which satisfies that for every d ∈ D, we have Val(dk(1)) = d for all k ∈ N0,
and Π is a family of decomposition operations
ΠB,u1,...,ur : D× Dr → D
where B is a tree domain, r ∈ N0, and u1, . . . , ur ∈ B with u1 <B · · · <B ur. The
operation ΠB,u1,...,ur satisfies the following conditions:
1. For all d, d1, . . . , dr ∈ D:
ΠB,u1,...,ur(d, d1, . . . , dr) = 0 if 0 ∈ {d, d1, . . . , dr}.
2. For each tree t ∈ UD with dom(t) = B, we have:
Val(t) = ΠB,u1,...,ur(Val(s), Val(t1), . . . , Val(tr))
where s = t[u1 ← 1] . . . [ur ← 1] and ti = t|ui for every 1 ≤ i ≤ r.
3. For all finite subsets A, A1, . . . , Ar of D:
ΠB,u1,...,ur
(
∑
d∈A
d, ∑
d1∈A1
d1, . . . , ∑
dr∈Ar
dr
)
= ∑
d∈A,d1∈A1,...,dr∈Ar
ΠB,u1,...,ur(d, d1, . . . , dr).
Let D = (D,+, Val,Π,0,1) be a ctv-monoid. Recall that Val(dk(1)) = d. We
abbreviate the operation Π{ε,1,...,k}, #»K with K ⊆ {1, . . . , k} by Πk,K. Hence Π0, #»∅ = Π{ε}, #»∅
(for the definition of
#»
P for a subset P of a tree domain B see Section 2.1). Then we
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have
Πk, #»K (d,1, . . . ,1) = d (7.1)
where 1 occurs |K| times, because
Πk, #»K (d, 1, . . . ,1) = Πk, #»K (Val(dk(1)), Val(1), . . . , Val(1)) = Val(dk(1)) = d .
Example 7.2. From any semiring (S,+, ·, 0, 1) we can derive a ctv-monoid
(S,+, Val, 0, 1) by letting
Val(t) = ∏
u∈dom(t)
t(u)
(where the weights are multiplied in the order induced by depth first search) for t ∈ US
and
ΠB,u1,...,ur(d, d1, . . . , dr) = d · ∏
1≤i≤r
dr
for all tree domains B, r ∈N0, positions u1 <B · · · <B ur of B, and d, d1, . . . , dr ∈ S.
Example 7.3. The structure Qmax = (Q ∪ {−∞}, max, avg,−∞) with avg(t) =
∑u∈dom(t) t(u)
size(t) for all t ∈ UQ∪{−∞} of Example 2.13 is a tv-monoid1. Recall that the valu-
ation function avg calculates the average of all labels of a tree. We can extend Qmax to
the Cauchy tree valuation monoid
QCumax = (Q∪ {−∞}, max, avg′,Π,−∞, 0)
as follows. We define
avg′(t) =
∑u∈dom(t) t(u)
|dom(t) \ leaf(t)| ,
respectively, for all t ∈ (UQ∪{−∞} \ D); and avg′(d) = d for all d ∈ D. Moreover, we
define decomposition operators as follows. Let B be a tree domain, B′ ⊆ B a set of
leaves, r ∈ N0, and u1 <B · · · <B ur positions of B. Let B = B \ {u ∈ B | u is leaf},
Bi = {uiv | v ∈N∗} \ {u ∈ B | u is leaf} for 1 ≤ i ≤ r, and define 0 · (−∞) = −∞. For
every d, d1, . . . , dr ∈ (Q∪ {−∞}) we define
ΠB,u1,...,ur(d, d1, . . . , dr) =
|B \ (⋃1≤i≤r Bi)| · d +∑1≤i≤r |Bi| · di
|B|
whenever B 6= ∅; and let Π{ε},ε(d′, d) = Π{ε}, #»∅ (d) = d for d ∈ D and d′ ∈ D \ {−∞},
and Π{ε},ε(−∞, d) = −∞. It is clear that ΠB,u1,...,ur calculates the average of the labels
of a tree with domain B in which all positions “outside” u1, . . . , ur are labeled with d
and all positions of the form uiv (v ∈ N∗) are labeled with di for every 1 ≤ i ≤ r, and
such that the positions in B′ are not taken into account. One can check that QCumax is a
ctv-monoid.
Example 7.4. We can extend Rdisc of Example 2.14 to the ctv-monoid
1Here ∑ denotes the ordinary sum of numbers with the natural extension to −∞.
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(R∪ {−∞}, max, discΛ,Π,−∞, 0) by letting
ΠB,u1,...,ur(d, d1, . . . , dr) = d +
r
∑
i=1
ci · di
where ci = ∏
mi
j=1 λki,j whenever ui = ki,1ki,2 . . . ki,mi ∈N∗.
Remark 7.5. There is a tv-monoid in which none of the elements can be unit. For
instance, consider the tv-monoid ({0, 1},+, 0, Val0) with 0+ 0 = 0 and 0+ 1 = 1+ 0 =
1 + 1 = 1 such that Val0(1) = 1 and Val0 takes any other tree over {0, 1} to 0. Then
neither 0 nor 1 can be the unit element because Val0(1(0, .., 0)) = Val0(1(1, .., 1)) = 0.
Moreover, there is a tv-monoid with a unit element which cannot be extended
to a ctv-monoid. To prove this statement, we consider the tv-monoid (N0,+, Vall , 0)
of [28, Ex. 2.3] in which
Vall(t) =
{
∏u∈L(t) t(u) if 0 /∈ im(t),
0 otherwise
for all t ∈ TN0 , where L(t) is the leftmost longest path from the root to a leaf of a tree
t.
Obviously, 1 is a unit element. We show that (N0,+, Vall , 0) cannot be equipped
with decomposition operations. For this, define the tree tx = 2(2(2), x(2(2))) for every
x ∈N0. The decomposition operation Πdom(tx),21 should satisfy
Vall

2
2
2
x
2
2

= Πdom(tx),21
Vall

2
2
2
x
1
 , Vall
 2
2

 ,
which means
x · 23 = Πdom(tx),21(23, 22)
for every x ∈ N0. However, this is a contradiction because the right-hand side of the
equation is a constant (i.e., it does not depend on x).
For the rest of this section, let Σ be a ranked alphabet, X a finite set of variables, and
D = (D,+, Val,Π,0,1) a ctv-monoid.
A mapping S : TΣ(X)→ D is called a (ranked) tree series (over Σ, X, and D). The set
of all tree series is denoted byD〈〈TΣ(X)〉〉. Let d ∈ D, t ∈ TΣ(X). The tree series which
maps every tree to d is denoted by d˜. Moreover, we denote by d.t the tree series which
maps the tree t to d and every other tree to 0. Such a tree series is called a monomial.
7.3. Rational operations and rational tree series 103
7.3 Rational operations and rational tree series
In this section we introduce rational operations over tree series. Moreover, we define
the concept of rational expressions and rational tree series. In what follows, we often
specify a decomposition operator in the form Πdom(t),u1,...,ur , for some t ∈ TΣ(X) and
u1, . . . , ur ∈ dom(t). For the sake of brevity, we shorten this notation to Πt,u1,...,ur .
Let k ≥ 0, σ ∈ Σ(k), and d ∈ D. The top-concatenation with σ and d is a mapping
topdσ : D〈〈TΣ(X)〉〉k → D〈〈TΣ(X)〉〉 which is defined for every t ∈ TΣ(X) such that
topdσ(S1, . . . , Sk)(t) =
{
Πt,1,...,k(d, S1(t1), . . . Sk(tk)) if t = σ(t1, . . . , tk),
0 otherwise.
Let x ∈ X and S, S′ ∈ D〈〈TΣ(X)〉〉. The sum S + S′ of S and S′ is defined by
(S + S′)(t) = S(t) + S′(t) for all trees t ∈ TΣ(X). The x-concatenation S ·x S′ of S
and S′ is the tree series defined by
(S ·x S′)(t) = ∑
s,t1,...,tr∈TΣ(X)
t=s[x←(t1,...,tr)]
Πt, #                »domx(s)(S(s), S
′(t1), . . . , S′(tr))
for all t ∈ TΣ(X). Note that in the index set of the sum, we have r ≥ 0.
For x ∈ X, a tree series S is called x-proper if S(x) = 0. Let x ∈ X and
S ∈ D〈〈TΣ(X)〉〉 be x-proper. For every n ∈ N0, we define n-th iteration Sn,x of S
by induction: S0,x = 0 and Sn+1,x = (S ·x Sn,x) + 1.x.
Lemma 7.6. (cf. [36, Lemma 3.10]) Let Σ be a ranked alphabet, X a set of variables, and D
be a ctv-monoid. Moreover, let x ∈ X, S ∈ D〈〈TΣ(X)〉〉 be x-proper and t ∈ TΣ(X). Then
Sn+1,x(t) = Sn,x(t) for every n ≥ ht(t) + 1.
Proof. We prove by induction on ht(t). If ht(t) = 0, then t ∈ Σ(0) ∪ X and three cases
are possible. If t = x, then for all n ≥ 0:
Sn+1,x(x) = (S ·x Sn,x)(x) + 1.x(x) = Πx,ε(S(x), Sn,x(x)) + 1.x(x)
= Πx,ε(0, Sn,x(x)) + 1.x(x) = 0+ 1.x(x) = 1 .
If t ∈ X and t 6= x or if t ∈ Σ(0), then for all n ≥ 0:
Sn+1,x(t) = (S ·x Sn,x)(t) + 1.x(t)
= Πt, #»∅ (S(t)) +Πt,ε(S(x), S
n,x(t)) + 1.x(t)
= Πt, #»∅ (S(t)) +Πt,ε(0, S
n,x(t)) + 0 = Πt, #»∅ (S(t)) = S(t) .
So in each of the above two cases Sn+1,x(t) = Sn,x(t) for every n ≥ 1. Now we assume
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that ht(t) > 0 and let n ≥ ht(t) + 1. Then
Sn+1,x(t) = (S ·x Sn,x)(t) + 1.x(t) = (S ·x Sn,x)(t)
= ∑
t=s[x←(t1,...,tr)]
s 6=x
Πt, #                »domx(s)(S(s), S
n,x(t1), . . . , Sn,x(tr))
(∗)
= ∑
t=s[x←(t1,...,tr)]
s 6=x
Πt, #                »domx(s)(S(s), S
n−1,x(t1), . . . , Sn−1,x(tr))
= Sn,x(t) .
We can restrict the summation to s 6= x because S(x) = 0. This allows us to apply the
induction hypothesis at (∗).
Again, let x ∈ X and S ∈ D〈〈TΣ(X)〉〉 be x-proper. The x-Kleene star S∗,x of S is
defined by S∗,x(t) = Sht(t)+1,x(t) for all t ∈ TΣ(X). Note that S∗,x(x) = S1,x(x) =
((S ·x S0,x) + 1.x)(x) = (S ·x 0)(x) + 1.x(x) = 0+ 1 = 1.
The next lemma shows that S∗,x is indeed a solution of the equation ξ = S ·x ξ+1.x.
Lemma 7.7. (cf. [36, Lemma 3.13]) Let Σ be a ranked alphabet, X a set of variables, and
D be a ctv-monoid. Moreover, let x ∈ X and S ∈ D〈〈TΣ(X)〉〉 be x-proper. Then S∗,x =
S ·x S∗,x + 1.x.
Proof. Let t ∈ TΣ(X) and n = ht(t) + 1. Then
(S∗,x)(t) (∗)= (Sn+1,x)(t) = (S ·x Sn,x)(t) + 1.x(t)
= ∑
t=s[x←(t1,...,tr)]
Πt, #                »domx(s)(S(s), S
n,x(t1), . . . , Sn,x(tr)) + 1.x(t)
(∗)
= ∑
t=s[x←(t1,...,tr)]
Πt, #                »domx(s)(S(s), S
∗,x(t1), . . . , S∗,x(tr)) + 1.x(t)
= (S ·x S∗,x + 1.x)(t) .
At (∗) we can apply Lemma 7.6 since n = ht(t) + 1 ≥ ht(ti) + 1 for all 1 ≤ i ≤ r.
In fact, S∗,x is the unique solution of ξ = S ·x ξ + 1.x.
Lemma 7.8. Let Σ be a ranked alphabet, X a set of variables, andD be a ctv-monoid. Moreover,
let x ∈ X and S ∈ D〈〈TΣ(X)〉〉 be x-proper. Then S∗,x is the unique solution of the equation
ξ = S ·x ξ + 1.x.
Proof. Let T be a solution of the equation. We will show by induction on ht(t) that
T(t) = S∗,x(t) for every t ∈ TΣ(X). Let ht(t) = 0. If t = x, then
T(x) = (S ·x T)(x) + 1.x(x) = Πx,ε(S(x), T(x)) + 1.x(x)
= Πx,ε(0, T(x)) + 1.x(x) = 0+ 1.x(x) = S1,x(x) = S∗,x(x) .
7.3. Rational operations and rational tree series 105
If t ∈ Σ(0) ∪ X and t 6= x, then
T(t) = (S ·x T)(t) + 1.x(t) = Πt, #»∅ (S(t)) +Πt,ε(S(x), T(t)) + 1.x(t)
= Πt, #»∅ (S(t)) +Πt,ε(0, T(t)) + 1.x(t)
= Πt, #»∅ (S(t)) +Πt,ε(0, S
0,x(t)) + 1.x(t) = S1,x(t) = S∗,x(t) .
Now we assume that ht(t) > 0. Then
T(t) = (S ·x T)(t) + 1.x(t) = (S ·x T)(t)
= ∑
t=s[x←(t1,...,tr)]
s 6=x
Πt,X, #                »domx(s)(S(s), T(t1), . . . , T(tr))
= ∑
t=s[x←(t1,...,tr)]
s 6=x
Πt,X, #                »domx(s)(S(s), S
∗,x(t1), . . . , S∗,x(tr))
= (S ·x S∗,x)(t) + 1.x(t) = S∗,x(t) .
The operations topdσ, +, x-concatenation, and x-Kleene star are called rational oper-
ations.
Definition 7.9. The set Rat(Σ, X,D) of rational tree series expressions (over Σ, X, and
D) is defined to be the smallest set R satisfying the following conditions. For every
E ∈ Rat(Σ, X,D), we define its semantics [[E]] ∈ D〈〈TΣ(X)〉〉 simultaneously.
• for all x ∈ X: x ∈ R and [[x]] = 1.x,
• for all σ ∈ Σ(k), d ∈ D, and E1, . . . , Ek ∈ R with k ≥ 0:
d.σ(E1, . . . , Ek) ∈ R and [[d.σ(E1, . . . , Ek)]] = topdσ([[E1]], . . . , [[Ek]]),
• for all E1, E2 ∈ R: E1 + E2 ∈ R and [[E1 + E2]] = [[E1]] + [[E2]],
• for all E1, E2 ∈ R and x ∈ X: E1 ·x E2 ∈ R and [[E1 ·x E2]] = [[E1]] ·x [[E2]],
• for all E ∈ R and x ∈ X such that [[E]] is x-proper:
E∗,x ∈ R and [[E∗,x]] = [[E]]∗,x.
A tree series S ∈ D〈〈TΣ(X)〉〉 is rational if there is an E ∈ Rat(Σ, X,D) such that
[[E]] = S. The set of all rational tree series is denoted by Drat〈〈TΣ(X)〉〉. Note that 0˜ is
rational, since 0˜ = [[0.σ]] for each σ ∈ Σ(0). Obviously, rational tree series are closed
under rational operations.
Example 7.10. Let QCumax be the ctv-monoid from Example 7.3, α ∈ Σ(0), σ ∈ Σ(1),
and x ∈ X a variable. We abbreviate t = σ(σ(. . . σ(x) . . . )) with n occurrences of
σ by σnx. For the rational expression 0.σ(x) we have [[0.σ(x)]](σx) = top0σ([[x]]) =
Πσx,1(0, [[x]](x)) = Πσx,1(0, 0) = 0 and [[0.σ(x)]](t) = −∞ for every other t ∈ TΣ(X).
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Let us abbreviate [[0.σ(x)]] to T and consider now 0.σ(x)∗,x. We have
[[0.σ(x)∗,x]](σnx) = [[0.σ(x)]]∗,x(σnx) = T∗,x(σnx) = Tn+1,x(σnx) =
= (T ·x Tn,x + 0.x)(σnx) = (T ·x Tn,x)(σnx) = Πσnx,1(T(σx), Tn,x(σn−1x))
= Πσnx,1(T(σx),Πσn−1x,1(T(σx), . . .Πσx,1(T(σx), T
1,x(x)) . . . ))
= Πσnx,1(0,Πσn−1x,1(0, . . .Πσx,1(0, 0) . . . )) = 0
and [[0.σ(x)∗,x]](t) = −∞ for all t 6∈ {σnx | n ≥ 1}. For E = [[0.σ(x)∗,x ·x 1.α]] with
S = [[0.σ(x)∗,x]], we get
E(σnα) = Πσnα,1n(S(σnx), [[1.α]](α)) = Πσnα,1n(0, 1)
= Πσnα,1n(avg′(0n0), avg′(1)) = avg′(0n1) =
1
n
if n ≥ 1, [[0.σ(x)∗,x]](α) = 1, and E(t) = −∞ for all t 6∈ {σnx | n ≥ 1}. Using similar
arguments, we can show that the semantics of the expression(
∑
σ∈Σ(k),k≥0
0.σ(x, . . . , x)
)∗,x
·x
(
∑
α∈Σ(0)
1.α
)
where ∑ denotes the “syntactic sum” of rational expressions, calculates the leaves-
to-inner nodes ratio of every tree in TΣ with dom(t) 6= {ε} and 1 for all trees with
dom(t) = {ε}.
7.4 Weighted ranked tree automata over Cauchy tree valuation
monoids
In this section we introduce weighted tree automata over a ctv-monoid. Basically, we
follow the definition of a weighted tree automaton over a tv-monoid in [28], cf. Sec-
tion 3.2.1. However, our input trees, like input trees in [55], may contain variables.
This seems to be convenient to show that the expressive power of rational tree series
expressions is the same as that of weighted tree automata.
Definition 7.11. A weighted ranked tree automaton (with variables) (vWRTA for short)
(over Σ, X, andD) is a systemM = (Q,Σ, X, µ, ν, F) where Q is a non-empty, finite set
of states, the sets Σ, Q, and X are pairwise disjoint, µ is a family (µk | 0 ≤ k ≤ maxΣ)
of transition mappings µk : Qk × Σ(k) ×Q→ D, ν : X×Q→ {0,1}, and F ⊆ Q is a set
of final states.
In the rest of this section, let M = (Q,Σ, X, µ, ν, F) be a vWRTA over D. We
define the behavior of M by a run semantics. First we give a general definition of
a run which is similar to the one in [36, Def. 4.2]. Let P ⊆ Q and t ∈ TΣ(X ∪ Q).
A run r of M on t using P is a mapping r : dom(t) → Q such that r(u) ∈ P for all
u ∈ dom(t) \ (domQ(t) ∪ {ε}), and r(u) = t(u) for all u ∈ domQ(t). Such a run r
reaches q ∈ Q if r(ε) = q. The set of all runs on t using P reaching q is denoted by
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RP,qM (t). Moreover, we put R
q
M(t) = R
Q,q
M (t) and RM(t) =
⋃
q∈Q R
q
M(t). If M is clear
from the context, then we drop the index and write RP,q(t), Rq(t), and R(t) for the sets
of the corresponding runs, respectively. Let r ∈ R(t). We define the weight mapping
wt(t, r) : dom(t)→ D by
wt(t, r)(u) =

µk(r(u.1) . . . r(u.k), t(u), r(u)) if t(u) ∈ Σ(k), k ≥ 0,
ν(t(u), r(u)) if t(u) ∈ X,
1 if t(u) ∈ Q
for every u ∈ dom(t). We call wt(t, r)(u) the weight of r on t at u. Note that wt(t, r) is an
unranked tree in UD. The run r is called valid if 0 /∈ im(wt(t, r)). We call Val(wt(t, r))
the weight of r on t. The behavior ofM is the tree series ‖M‖ : TΣ(X)→ D defined by
‖M‖(t) = ∑
r∈Rq(t),q∈F
Val(wt(t, r))
for every t ∈ TΣ(X). Note that if F = ∅, then ‖M‖ = 0˜.
For examples of vWRTA see [28, Example 3.2]. The automata given there can be
easily adapted to our settings. In particular the first automaton of [28, Example 3.2]
computes then the leaves-to-inner nodes ratio which we described by the rational tree
series expression of Example 7.10. For the sake of completeness, we here repeat this
example.
Example 7.12. Let QCumax be the tv-monoid of Example 7.3. We consider the vWRTA
M = ({q},Σ,∅, µ,∅, {q}) with µ0(a).q = 1 for all a ∈ Σ(0) and µm(b)q...q.q = 0 for all
b ∈ Σ(m) and m ≥ 1. For every tree t ∈ TΣ there is a unique run r on t that assigns to
each position the state q. This run is valid and successful. Thus, we get
‖M‖(t) = avg(wt(t, r)) = ∑u∈dom(t) wt(t, r)(u)|dom(t) \ leaf(t)| =
“number of leaves of t”
“number of inner nodes of t”
whenever dom(t) 6= {ε}. In cases of dom(t) = {ε}, ‖M‖(t) = 1. SoM calculates the
leaves-to-inner nodes ratio.
A tree series S is called recognizable if S = ‖M‖ for some vWRTAM. Then we say
thatM recognizes S. We denote byDrec〈〈TΣ(X)〉〉 the class of all recognizable tree series
(over Σ, X, and D). Moreover, we abbreviate the class
⋃
Q finite setD
rec〈〈TΣ(X ∪Q)〉〉 by
Drec〈〈TΣ(X ∪Q∞)〉〉.
Next we recall the concepts of a node property N and the decomposition of
a tree and a run on that tree with respect to a node property which were given
in [36, 55]. As in [55], we later will decompose a run of a weighted ranked tree
automaton M at those nodes for which property N holds (for an example we re-
fer to [55, Example 4.5]). Let t ∈ TΣ(X ∪ Q). A node property N of t is a map-
ping N : R(t) → 2dom(t). An N-decomposition of t and a run r ∈ R(t) is defined by
decN(t, r) = (t′, r′, (u1, t1, r1), . . . , (um, tm, rm)) where:
• {u1, . . . , um} = {u ∈ (N(r) \ {ε}) | ∀ v ∈ (dom(t) \ {ε}) : u = vv′ (v′ ∈ N+) ⇒
v /∈ N(r)},
108 Chapter 7. A Kleene-type result for weighted ranked tree automata
• t′ = t[u1 ← r(u1)] . . . [um ← r(um)],
• r′ : dom(t′)→ Q defined by r′(u) = r(u) for all u ∈ dom(t′), and
• ∀ 1 ≤ i ≤ m : ti = t|ui and ri : dom(ti) → Q defined by ri(u) = r(uiu) for all
u ∈ dom(ti).
Lemma 7.13. Let P ⊆ Q, q ∈ Q, t ∈ TΣ(X ∪Q), r ∈ RP,q(t), and N a node property. Then
for decN(t, r) = (t′, r′, (u1, t1, r1), . . . , (um, tm, rm)), we have
r′ ∈ RP,q(t′), ri ∈ RP,r(ui)(ti), t = t′[u1 ← t1] . . . [um ← tm], and
Val(wt(t, r)) = Πt,u1,...,um
(
Val(wt(t′, r′)), Val(wt(t1, r1)), . . . , Val(wt(tm, rm))
)
.
Proof. The statements in the first line are obvious. The one in the second follows
by Definition 7.1(2) because wt(t′, r′) = wt(t, r)[u1 ← 1] . . . [um ← 1] and wt(ti, ri) =
wt(t, r)|ui for every 1 ≤ i ≤ m.
7.5 From automata to rational expressions
This section is aimed to show that the behavior of a weighted ranked tree automaton
over a ctv-monoid is a rational tree series.
Throughout the section M = (Q,Σ, X, µ, ν, F) denotes an arbitrary vWRTA over
D. First, for Q′ ⊆ Q, we define the tree series ‖M‖Q′,P,q which describes the behavior
ofM on trees in TΣ(X ∪ Q′) provided that we restrict to runs which use P and reach
q. More exactly, for all P, Q′ ⊆ Q and q ∈ Q we define
‖M‖Q′,P,q(t) =
{
∑r∈RP,q(t) Val(wt(t, r)) if t ∈ (TΣ(X ∪Q′) \Q′),
0 if t ∈ Q′
for all t ∈ TΣ(X ∪Q′). Obviously, ‖M‖Q′,P,q is p-proper for all p ∈ Q′.
Analogously to [36, Lemma 5.1] we can prove the following key lemma.
Lemma 7.14. Let P, Q′ ⊆ Q and q ∈ Q. Moreover, let p ∈ (Q′ \ P). Then
‖M‖Q′,P∪{p},q = ‖M‖Q′,P,q ·p (‖M‖Q′,P,p)∗,p .
Proof. We prove the statement by induction on the height of t. For t ∈ Q′, both sides
are equal to 0.
Now let t ∈ (TΣ(X ∪ Q′) \ Q′). The following computation includes both
the other two cases of the induction base (t ∈ X and t ∈ Σ(0)) and the induc-
tion step. For every r′ ∈ RP,q(t′) and ri ∈ RP∪{p},p(ti) for 1 ≤ i ≤ m with
t = t′[p ← (t1, . . . , tm)] and t′ 6= t there is exactly one r ∈ RP∪{p},q(t) such that
decN(t, r) = (t′, r′, (u1, t1, r1), . . . , (um, tm, rm)) where N(r) = domp(r). By this fact and
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by Lemma 7.13, we have that
‖M‖Q′,P∪{p},q(t) = ∑
r∈RP∪{p},q(t)
Val(wt(t, r))
= ∑
r′∈RP,q(t′),ri∈RP∪{p},p(ti)
t=t′ [p←(t1,...,tm)],t′ 6=t
Πt, #                 »domp(t′)
(
Val(wt(t′, r′)), (Val(wt(ti, ri)))1≤i≤m
)
.
Using the distributivity of Π over + we get
= ∑
t=t′ [p←(t1,...,tm)]
t′ 6=t
Πt, #                 »domp(t′)
(
∑
r′∈RP,q(t′)
Val(wt(t′, r′)
)
,
∑
r1∈RP∪{p},p(t1)
Val(wt(t1, r1)), . . . , ∑
rm∈RP∪{p},p(tm)
Val(wt(tm, rm))
)
and since p ∈ Q′ and t 6= p imply that t′ ∈ (TΣ(X ∪Q′) \Q′), it follows that
= ∑
t=t′ [p←(t1,...,tm)]
t′ 6=t
Πt, #                 »domp(t′)
(‖M‖Q′,P,q(t′),
(‖M‖Q′,P∪{p},p + 1.p)(t1), . . . , (‖M‖Q′,P∪{p},p + 1.p)(tm)
)
.
Now we can apply the induction hypothesis to conclude
= ∑
t=t′ [p←(t1,...,tm)]
t′ 6=t
Πt, #                 »domp(t′)
(‖M‖Q′,P,q(t′),
(‖M‖Q′,P,p ·p (‖M‖Q′,P,p)∗,p + 1.p)(t1),
. . . , (‖M‖Q′,P,p ·p (‖M‖Q′,P,p)∗,p + 1.p)(tm)
)
and by Lemma 7.7:
= ∑
t=t′ [p←(t1,...,tm)]
t′ 6=t
Πt, #                 »domp(t′)
(‖M‖Q′,P,q(t′),
(‖M‖Q′,P,p)∗,p(t1), . . . , (‖M‖Q′,P,p)∗,p(tm)
)
.
The next equality holds because ‖M‖Q′,P,q is p-proper, hence the case t = t′ adds 0 in
the sum:
= (‖M‖Q′,P,q ·p (‖M‖Q′,P,p)∗,p)(t)
With the help of Lemma 7.14 now we can prove that all recognizable tree series are
rational. For this, let Drat〈〈TΣ(X ∪Q∞)〉〉 = ⋃Q finite setDrat〈〈TΣ(X ∪Q)〉〉.
Theorem 7.15. Drec〈〈TΣ(X ∪Q∞)〉〉 ⊆ Drat〈〈TΣ(X ∪Q∞)〉〉.
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Proof. Since TΣ(X ∪ Q) can be seen as TΣ∪Q(X), it suffices to show that
Drec〈〈TΣ(X)〉〉 ⊆ Drat〈〈TΣ(X ∪Q∞)〉〉. The proof is analogous to [36, Thm. 5.2].
Consider the vWRTA M and assume that Q = {q1, . . . , qm}. Let P ⊆ Q and
abbreviate ‖M‖Q,P,q by ‖M‖P,q. Let us recall that ‖M‖P,q is p-proper for all p ∈ Q
and note that ‖M‖Q,q(t) may not be 0 for some t ∈ (TΣ(X ∪Q) \ TΣ(X)). However,
‖M‖ = ∑
q∈F
(· · · ((‖M‖Q,q ·q1 0˜) ·q2 0˜) · · · ) ·qm 0˜ .
It means that ‖M‖ is rational if ‖M‖Q,q is rational for all q ∈ Q.
Therefore, we prove by induction on |P| that ‖M‖P,q is rational for all P ⊆ Q
and q ∈ Q. Firstly, let P = ∅. For every tree t ∈ TΣ(X ∪ Q), if t 6= σ(p1, . . . , pk)
(for some k ≥ 0, σ ∈ Σ(k), and p1, . . . , pk ∈ Q) or t /∈ X, then R∅,q(t) = ∅ and
thus ‖M‖∅,q(t) = 0. If t = σ(p1, . . . , pk), then R∅,q(t) = {rσ,qp1,...,pk}, where the run
rσ,qp1,...,pk : dom(σ(p1, . . . , pk)) → Q is defined by rσ,qp1,...,pk(ε) = q and rσ,qp1,...,pk(i) = pi for
all 1 ≤ i ≤ k. Thus
‖M‖∅,q(t) = ‖M‖∅,q(σ(p1, . . . , pk)) = Val(wt(σ(p1, . . . , pk), rσ,qp1,...,pk))
= Val(µk(p1 . . . pk, σ, q)(1, . . . ,1)) = µk(p1 . . . pk, σ, q) .
At the last equality we used that D is a tv-monoid. Moreover, for t = x ∈ X,
‖M‖∅,q(t) = ‖M‖∅,q(x) = Val(wt(x, q)) = Val(ν(x, q)) = ν(x, q) .
Thus, the tree series ‖M‖∅,q is a finite sum of monomials of the form
µk(p1 . . . pk, σ, q).σ(p1, . . . , pk) and ν(x, q).x. We show that both kinds of monomials
are rational. For this, let us abbreviate µk(p1 . . . pk, σ, q) by d. Note that d.σ(p1, . . . , pk)
is a rational expression as well. We show that [[d.σ(p1, . . . , pk)]] = d.σ(p1, . . . , pk). By
definition,
[[d.σ(p1, . . . , pk)]] = topdσ([[p1]], . . . , [[pk]]) = top
d
σ(1.p1, . . . 1.pk).
Moreover, topdσ(1.p1, . . . 1.pk)(t) = 0 for every t ∈ TΣ(X ∪ Q) with
t 6= σ(p1, . . . , pk), and
topdσ(1.p1, . . . 1.pk)(σ(p1, . . . , pk)) = Π{ε,1,...,k},1,...,k(d,1, . . . ,1)
= Πk,1,...,k(Val(d, 1, . . . ,1)) = d
by the definition of topdσ and equality ( Eq. (7.1)). Moreover, ν(x, q).x = [[x]] if ν(x, q) =
1 and ν(x, q).x = 0˜ if ν(x, q) = 0. Hence, the monomial ν(x, q).x is also rational. Since
rational tree series are closed under +, the tree series ‖M‖∅,q is rational.
Now let P ⊆ Q and p ∈ (Q \ P). By the induction hypothesis, ‖M‖P,q is rational.
Since rational tree series are closed under rational operations, by Lemma 7.14 (apply-
ing it for Q′ = Q), the tree series ‖M‖P∪{p},q = ‖M‖Q,P∪{p},q is also rational.
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7.6 From rational expressions to automata
Here we will show that rational tree series are recognizable by vWRTA. For this first
we prove that recognizable tree series are closed under rational operations.
Lemma 7.16. Let x ∈ X. Then [[x]] is recognizable.
Proof. Let M = ({q},Σ, X, µ, ν, {q}) with ν(x, q) = 1, µk(q . . . q, σ, q) = 0 for all k ≥ 0
and σ ∈ Σ(k), and ν(y, q) = 0 for all y 6= x. Obviously, ‖M‖ = [[x]].
Lemma 7.17. Drec〈〈TΣ(X)〉〉 is closed under weighted top-concatenation.
Proof. Let k ≥ 0, σ ∈ Σ(k), d ∈ D, S1, . . . , Sk ∈ Drec〈〈TΣ(X)〉〉 such that Si = ‖Mi‖ for
the vWRTA Mi = (Qi,Σ, X, µi, νi, Fi) for 1 ≤ i ≤ k. We assume that Qi ∩ Qj = ∅ for
all j 6= i. We will construct an automatonMdσ recognizing topdσ(S1, . . . , Sk) as follows.
We build the disjoint union of the Mi and add a new state f which will be the only
final state. Moreover, all transitions (q1 . . . qk, σ, f ) where all qi ∈ Fi have weight d.
All other transitions containing f have weight zero. Formally, M = (Q,Σ, X, µ, ν, F),
where Q = { f } ∪⋃1≤i≤k Qi with F = { f },
µn(q1 . . . qn,γ, q) =

(µi)n(q1 . . . qn,γ, q) if q1, . . . , qn, q ∈ Qi,
d if γ = σ, q = f , and qi ∈ Fi,
0 otherwise
for all n ≥ 0, γ ∈ Σ(n), q1, . . . , qn, q ∈ Q, and
ν(x, q) =
{
νi(x, q) if q ∈ Qi,
0 if q = f
for all x ∈ X. Then for every t ∈ TΣ(X) with t(ε) = σ:
‖M‖(t) = ∑
r∈R fM(t)
Val(wt(t, r))
(∗)
= ∑
r1∈R
f1M1 (t|1)
f1∈F1
· · · ∑
rk∈R
fkMk
(t|k)
fk∈Fk
Πt,1,...,k
(
Val(µk( f1 . . . fk, σ, f )(1, . . . ,1)),
Val(wt1(t|1, r1)), . . . , Val(wtk(t|k, rk))
)
.
Equality (∗) holds by Definition 7.1(2). Since 1 is a unit element, we have
Val(µk( f1 . . . fk, σ, f )(1, . . . ,1)) = Val(µk( f1 . . . fk, σ, f )) = Val(d) = d. By this fact
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together with Definition 7.1(3) we get:
= Πt,1,...,k
d, ∑
r1∈R
f1M1 (t|1)
f1∈F1
Val(wt1(t|1, r1)), . . . , ∑
rk∈R
fkMk
(t|k)
fk∈Fk
Val(wtk(t|k, rk))

= Πt,1,...,k(d, S1(t|1), . . . , Sk(t|k)) = topdσ(S1, . . . , Sk)(t) .
For trees t with t(ε) 6= σ, we have ‖M‖(t) = 0 because the weight of every run
r ∈ R fM(t) on t at ε is 0. Thus, ‖M‖ = topdσ(S1, . . . , Sk).
The closure of recognizable tree series under sum was proven in [28] for WRTA
over tree valuation monoids. The proof for the next lemma works analogously to that
of [28, Theorem 5.12].
Lemma 7.18. Drec〈〈TΣ(X)〉〉 is closed under sum.
Lemma 7.19. Let x ∈ X and S1, S2 ∈ Drec〈〈TΣ(X)〉〉 be recognizable tree series.
Then S1 ·x S2 ∈ Drec〈〈TΣ(X)〉〉.
Proof. LetMi = (Qi,Σ, X, µi, νi, Fi) be a vWRTA that recognizes Si (1 ≤ i ≤ 2). We may
assume that Q1 and Q2 are disjoint. We will build an automatonM with ‖M‖ = S1 ·x
S2 by “sticking together”M1 andM2. For this we will have glue states (p, p′), where
p is a final state ofM2 and p′ is a state ofM1 with ν(x, p′) = 1. These glue states will
later be attached to the concatenation points of the input tree. Above the concatenation
points M will behave like M1 and below like M2. Let M = (Q,Σ, X, µ, ν, F) be
defined by Q = Q1 ∪Q2 ∪ F2 ×Q1, F = F1 ∪ F2 × F1;
µk(q1 . . . qk, σ, q) =

(µ1)k(q21 . . . q
2
k , σ, q) if q1, . . . , qk ∈ (Q1 ∪ F2 ×Q1),
q ∈ Q1,
(µ2)k(q1 . . . qk, σ, q1) if q1, . . . , qk ∈ Q2 and (q ∈ Q2 or
q ∈ F2 ×Q1 with ν1(x, q2) = 1),
0 otherwise
for all σ ∈ Σ(k), q1, . . . , qk, q ∈ Q where q1 = q2 = q if q ∈ (Q1 ∪ Q2), and q1 = p and
q2 = p′ if q = (p, p′) ∈ F2 ×Q1; and for all y ∈ X:
ν(y, q) =

ν1(y, q) if y 6= x and q ∈ Q1,
ν2(x, q1) if q ∈ F2 ×Q1 and ν1(x, q2) = 1,
0 otherwise.
We show that ‖M‖ = S1 ·x S2. For this, let t ∈ TΣ(X). The sum ‖M‖(t) =
∑r∈RqM(t),q∈F Val(µ(t, r)) can be divided into two sub-sums A and B depending on
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whether q is in F2 × F1 or in F1. The first sub-sum is
A = ∑
r∈R(q,q′)M (t),(q,q′)∈F2×F1
Val(wt(t, r))
= ∑
r∈RQ2,(q,q
′)
M (t),(q,q′)∈F2×F1
ν1(x,q
′)=1
Val(wt(t, r))
= ∑
q′∈F1
ν1(x,q
′)=1
∑
r∈RQ2,qM2 (t),q∈F2
Πt,ε(Val(1), Val(wt2(t, r)))
= ∑
q′∈F1
ν1(x,q
′)=1
∑
r∈RQ2,qM2 (t),q∈F2
Πt,ε(Val(ν1(x, q′)), Val(wt2(t, r)))
= Πt,ε
(
∑
q′∈F1
ν1(x,q
′)=1
Val(ν1(x, q′)), ∑
r∈RQ2,qM2 (t),q∈F2
Val(wt2(t, r))
)
= Πt,ε
(
∑
q′∈F1
ν1(x,q
′)=1
Val(wt1(x, q′)), ∑
r∈RQ2,qM (t),q∈F2
Val(wt2(t, r))
)
= Πt,ε(S1(x), S2(t)) .
The other sub-sum B = ∑r∈RqM(t),q∈F1 Val(wt(t, r)). For any r ∈ R
q
M(t) with q ∈ F1, let
N(r) = {u ∈ dom(t) | r(u) ∈ F2 × F1} and consider the N-decomposition decN(t, r) =
(t′, r′, (u1, t1, r1), . . . , (um, tm, rm)) of t and r. If r is valid, then the following conditions
hold:
• {u1, . . . , um} = {u ∈ dom(t) | r(u) ∈ F2 ×Q1},
• r′ has the form r′ : dom(t′)→ (Q1 ∪ F2×Q1) and it holds that r′(ε) ∈ F1, r′(u) ∈
Q1 for all u ∈ (dom(r′) \ {u1, . . . , um}), r′(u) ∈ F2 ×Q1 for all u ∈ {u1, . . . , um},
• for all 1 ≤ i ≤ m, ri has the form and ri : dom(ti)→ (Q2 ∪ F2 ×Q1) and it holds
that ri(ε) ∈ F2 ×Q1 and ri(u) ∈ Q2 for all u ∈ dom(ri) \ {ε}.
Define the tree t′′ ∈ TΣ(Q1) and the run r′′ : dom(t′′) → Q1 by dom(t′′) = dom(t′),
t′′(u) = t′(u)2, and r′′(u) = r′(u)2 for every u ∈ dom(t′′). Moreover, for every 1 ≤ i ≤
m, define r′i : dom(ti)→ Q2 by r′i(u) = ri(u)1 for every u ∈ dom(ti). Then we have
Val(wt(t, r))
(†)
= Πt,u1,...,um(Val(wt(t
′, r′)), Val(wt(t1, r1)), . . . , Val(wt(tm, rm)))
= Πt,u1,...,um(Val(wt1(t
′′, r′′)), Val(wt(t1, r1)), . . . , Val(wt(tm, rm)))
= Πt,u1,...,um(Val(wt1(t
′′, r′′)), Val(wt2(t1, r′1)), . . . , Val(wt2(tm, r
′
m))) .
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At (†) we used Lemma 7.13. Now,
B = ∑
r∈RqM(t),q∈F1
Val(wt(t, r)) = ∑
valid r∈RqM(t),q∈F1
Val(wt(t, r))
= ∑
valid r∈RqM(t),q∈F1,
decN(t,r)=
(t′,r′,(u1,t1,r1),...,(um,tm,rm))
Πt,u1,...,um
(
Val(wt1(t′′, r′′)), (Val(wt2(ti, r′i)))1≤i≤m
)
.
By the previous observations and since wt1(t′′, r′′)(ui) = 1 for all 1 ≤ i ≤ m we can
conclude
= ∑
t′ ,t1,...,tm∈TΣ(X),t′ 6=x
t=t′ [x←(t1,...,tm)]
∑
r′′∈RQ1,qM1 (t
′),q∈F1
∀u∈domx(t′):ν1(x,r′(u))=1
∑
r′′1∈R
Q2,q1
M2 (t1),q1∈F2
· · · ∑
r′′m∈RQ2,qmM2 (tm),qm∈F2
Πt, #                 »domx(t′)
(
Val(wt1(t′, r′′)), (Val(wt2(ti, r′′i )))1≤i≤m
)
= ∑
t′ ,t1,...,tm∈TΣ(X),t′ 6=x
t=t′ [x←(t1,...,tm)]
∑
r′′∈RQ1,qM1 (t′),q∈F1
∑
r′′1∈R
Q2,q1
M2 (t1),q1∈F2
· · · ∑
r′′m∈RQ2,qmM2 (tm),qm∈F2
Πt, #                 »domx(t′)
(
Val(wt1(t′, r′′)), (Val(wt2(ti, r′′i )))1≤i≤m
)
.
Using the distributivity of Π over + we get
= ∑
t′ ,t1,...,tm∈TΣ(X),t′ 6=x
t=t′ [x←(t1,...,tm)]
Πt, #                 »domx(t′)
(
∑
r′′∈RQ1,qM1 (t′),q∈F1
Val(wt1(t′, r′′)),
∑
r′′1∈R
Q2,q1
M2 (t1),q1∈F2
Val(wt2(t1, r′′1 )), . . . , ∑
r′′m∈RQ2,qmM2 (tm),qm∈F2
Val(wt2(tm, r′′m))
)
= ∑
t′ ,t1,...,tm∈TΣ(X),t′ 6=x
t=t′ [x←(t1,...,tm)]
Πt, #                 »domx(t′)
(
S1(t′), S2(t1), . . . , S2(tm)
)
So finally we have:
‖M‖(t) = A + B
= Πt,ε(S1(x), S2(t)) + ∑
t′ ,t1,...,tm∈TΣ(X),t′ 6=x
t=t′ [x←(t1,...,tm)]
Πt, #                 »domx(t′)(S1(t
′), (S2(ti))1≤i≤m)
= ∑
t′ ,t1,...,tm∈TΣ(X),
t=t′ [x←(t1,...,tm)]
Πt, #                 »domx(t′)(S1(t
′), (S2(t1))1≤i≤m) = (S1 ·x S2)(t) .
Lemma 7.20. Let x ∈ X, S ∈ Drec〈〈TΣ(X)〉〉 be x-proper.
Then S∗,x ∈ Drec〈〈TΣ(X)〉〉.
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Proof. To show that recognizable tree series are closed under x-Kleene star, basically
we will follow up the ideas in the proof of Lemma 7.19 for M. But now a new
state fx will mark the concatenation points. Let M = (Q,Σ, X, µ, ν, F) be a vWRTA
recognizing S and fx be a new state. We define M∗ = (Q∗,Σ, X, µ∗, ν∗, F∗) by Q∗ =
Q ∪ F× (Q ∪ { fx}) ∪ { fx}, F∗ = F ∪ { fx};
(µ∗)k(q1 . . . qk, σ, q) =

µk(q21 . . . q
2
k , σ, q
1) if q1, . . . , qk ∈ (Q ∪ F× (Q ∪ { fx})),
q ∈ Q or (q ∈ F×Q
and ν(x, q2) = 1),
0 otherwise
for all σ ∈ Σ(k), q1, . . . , qk, q ∈ Q∗ where q1 = q2 = q if q ∈ Q and q1 = p and q2 = p′ if
q = (p, p′) ∈ F× (Q ∪ { fx}); and for all y ∈ X:
ν∗(y, q) =

ν(y, q1) if y 6= x, q ∈ (Q ∪ F×Q), and ν(x, q2) = 1,
1 if y = x, q ∈ ({ fx} ∪ F× { fx}),
0 otherwise.
We show that ‖M∗‖(t) = S∗,x(t) for every tree t by induction on the structure of t. We
have:
‖M∗‖(x) = ∑
q∈F∪{ fx}
ν∗(x, q) = ν∗(x, fx) = 1 = 1.x(x)
= 0+ 1.x(x) = (S ·x S0,x)(x) + 1.x(x) = (S1,x + 1.x)(x) = S∗,x(x)
and for y ∈ X with y 6= x:
‖M∗‖(y) = ∑
q∈F∪{ fx}
ν∗(y, q) = ∑
q∈F
ν∗(y, q)
= ‖M‖(y) = S(y) = S(y) +Πt,ε(S(x), S0,x(y)) + 1.x(y)
= (S ·x S0,x)(y) + 1.x(y) = S1,x(y) = S∗,x(y) .
and for σ ∈ Σ(0):
‖M∗‖(σ) = ∑
q∈F∪{ fx}
µ∗0(σ, q) = ∑
q∈F
µ∗0(σ, q)
= ‖M‖(σ) = S(σ) = S(σ) +Πt,X,ε(S(x), S0,x(σ)) + 1.x(σ)
= (S ·x S0,x)(σ) + 1.x(σ) = S1,x(σ) = S∗,x(σ) .
Let t ∈ (TΣ \ Σ(0)) and r ∈ RqM(t) for some q ∈ F. Define the node prop-
erty N(r) = {u ∈ dom(t) | r(u) ∈ (F × (Q ∪ { fx}))} and the decomposition
decN(t, r) = (t′, r′, (u1, t1, r1), . . . , (um, tm, rm)) of t and r. If r is valid, then the fol-
lowing conditions hold:
• r′(ε) ∈ F, r′(u) ∈ Q for all u ∈ (dom(t′) \ {u1, . . . , um}), and r′(u) ∈ F× { fx} if
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t′(u) = x and r′(u) ∈ F×Q otherwise for all u ∈ {u1, . . . , um},
• for all 1 ≤ i ≤ m we have ri(ε) ∈ (F × (Q ∪ { fx})) and ri(u) ∈ Q∗ for all
u ∈ dom(ri) \ {ε}.
Let the tree t′′, runs r′′ and r′i be defined in the same way as in the proof of Lemma 7.19.
Then we have
Val(µ∗(t, r))
=
(†)
= Πt,u1,...,um(Val(µ∗(t
′, r′)), Val(µ∗(t1, r1)), . . . , Val(µ∗(tm, rm)))
= Πt,u1,...,um(Val(µ(t
′′, r′′)), Val(µ∗(t1, r1)), . . . , Val(µ∗(tm, rm)))
= Πt,u1,...,um(Val(µ(t
′′, r′′)), Val(µ∗(t1, r′1)), . . . , Val(µ∗(tm, r
′
m))) .
At (†) we used Lemma 7.13. Then
‖M∗‖(t)
= ∑
r∈RqM∗ (t),q∈F∪{ fx}
Val(µ∗(t, r)) = ∑
valid r∈RqM∗ (t),q∈F
Val(µ∗(t, r))
= ∑
valid r∈RqM∗ (t),q∈F,
decN(t,r)=
(t′,r′,(u1,t1,r1),...,(um,tm,rm))
Πt,u1,...,um
(
Val(µ∗(t′, r′)), (Val(µ∗(ti, r′i)))1≤i≤m
)
= ∑
t′ ,t1,...,tm∈TΣ(X),t′ 6=x
t=t′ [x←(t1,...,tm)]
∑
r′′∈RQ,qM (t′),q∈F
∀u∈domx(t′):µ∗0(x,r′(u))=1
∑
r′′1∈R
Q∗ ,q1
M∗ (t1),q1∈F∪{ fx}
· · · ∑
r′′m∈RQ∗ ,qmM∗ (t1),qm∈F∪{ fx}
Πt, #                 »domx(t′)
(
Val(µ∗(t′, r′′)), (Val(µ∗(ti, r′′i )))1≤i≤m
)
= ∑
t′ ,t1,...,tm∈TΣ ,t′ 6=x
t=t′ [x←(t1,...,tm)]
Πt, #                 »domx(t′)
(
∑
r′′∈RQ,qM (t′),q∈F
Val(µ(t′, r′′)),
∑
r′′1∈R
Q∗ ,q1
M∗ (t1),q1∈F∪{ fx}
Val(µ∗(t1, r′′1 )), . . . , ∑
r′′m∈RQ∗ ,qmM∗ (tm),qm∈F∪{ fx}
Val(µ∗(tm, r′′m))
)
= ∑
t′ ,t1,...,tm∈TΣ ,t′ 6=x
t=t′ [x←(t1,...,tm)]
Πt, #                 »domx(t′)(‖M‖(t
′), ‖M∗‖(t1), . . . , ‖M∗‖(tm))
= ∑
t′ ,t1,...,tm∈TΣ ,t′ 6=x
t=t′ [x←(t1,...,tm)]
Πt, #                 »domx(t′)(S(t
′), S∗,x(t1), . . . , S∗,x(tm))
= (S ·x S∗,x)(t) = (S ·x S∗,x)(t) + 1.x(t) = S∗,x(t) .
The lemmas we proved in this section justify the following theorem.
Theorem 7.21. The class Drec〈〈TΣ(X)〉〉 is closed under the rational operations and
Drat〈〈TΣ(X)〉〉 ⊆ Drec〈〈TΣ(X)〉〉.
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By the last theorem and Theorem 7.15 we can conclude the main result of this
chapter.
Theorem 7.22. Drat〈〈TΣ(Q∞)〉〉 = Drec〈〈TΣ(Q∞)〉〉 .
Note that Theorem 7.22 provides a new characterizations of recognizable tree series
by rational tree series expressions over commutative semirings.
Conclusion and open problems
We have introduced the concept of a Cauchy tree valuation monoid by equipping
a tree valuation monoid with decomposition operations and a unit element. It has
turned out that weighted tree automata over Cauchy tree valuation monoids are able
to capture paradigms like computing the average cost of a run or applying discounting
in computing the cost of a run. To show the robustness of this type of weighted ranked
tree automata we have presented a Kleene-like characterization of recognizable ranked
trees series by rational tree series.
We mention that, roughly speaking, semiring weighted tree automata, multi-
operator monoid weighted tree automata and tree valuation monoid weighted tree
automata can simulate each other (cf. [28, 55, 76], and [93]). Moreover, there exists a
Kleene-type characterization by rational expressions for each type of these weighted
tree automata. Therefore it would be interesting to give direct translations between
the corresponding rational expressions.
Since this thesis mainly is aimed at weighted unranked tree automata, in future re-
search, we would like to state and prove a Kleene-like characterization of recognizable
trees series by rational tree series for unranked trees.
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Conclusion and future work
We have defined and investigated weighted unranked tree automata over the very
general setting of tree valuation monoids. For the syntax definition of weighted un-
ranked tree automata we employed the one of [44]. But we presented a new behavior
definition of weighted unranked tree automata which relies on the technically more
involved extended runs introduced in [44]. We changed the way how the weight of
such an extended run is calculated. Instead of defining the local weight of a position
by the weight of the run chosen for the word obtained from of its children’s labels as
in [44], we let the local weight of a position be the weight of the transition taken for this
position in the run of the position’s parent. Then we apply the valuation function of
the tree valuation monoid to calculate the weight of an extended run in a global way.
This use of tree valuation monoids allows us to model and analyze, besides the usual
binary cost functions, new aspects like the average cost of a run. Our focus in this
thesis was on the supports of weighted unranked tree automata and the equivalence
of different formalisms, here automata, Nivat classes, logics, and regular expressions,
even if the weight structure is very general and does not allow for rich properties.
First of all, we have shown that the behavior functions of weighted unranked tree
automata over (product) tree valuation monoids are closed under the common op-
erations, like sum and relabeling. For the closure under scalar multiplication and
Hadamard product we had to assume additional, purely syntactical restrictions on the
product tree valuation monoid and got closure results for three subclasses of recogniz-
able tree series over suitable tree valuation monoids. Moreover, we have considered
the relationship of the weighted unranked tree automata over tree valuation monoids
with other known frameworks, like weighted ranked tree automata over tree valuation
monoids [28] and weighted unranked tree automata over semirings [44] (and strong
bimonoids). Thereby we have shown that weighted unranked tree automata over tree
valuation monoids subsume the weighted unranked tree automata over commutative
semirings of Droste and Vogler [44]. Furthermore, we have shown that the weighted
unranked tree automata over commutative semirings of Droste and Vogler [44] sub-
sume weighted unranked tree automata over tree valuation monoids which are stem-
ming from commutative semirings. Still, there are non-commutative semirings for
which our weighted unranked tree automata form a strict subclass of the ones of [44].
A huge class of frameworks we did not address here are automata over infinite
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structures. Valuation functions are even more interesting for infinite words [15] where
one can consider the limit superior, the limit average, or discounting as valuation func-
tions. In [33], a weighted word automata model over valuation monoids was given for
infinite words. This suggests to also analyze infinite (un)ranked trees. However, as
stated in [28], “even a definition comprising meaningful examples is not straightfor-
ward”. Nevertheless, results concerning discounting and ranked trees were developed
in [78].
Another point is the effective computation of the valuation function. Certainly,
only valuation functions that can be computed effectively, e.g. the average cost, are of
interest. However, we could show that, even if the valuation function is not effectively
computable, for zero-sum free, commutative, zero-preserving tree valuation monoids
the supports of weighted ranked tree automata as well as of weighted unranked tree
automata are recognizable (cf. Chapter 4). Moreover an (un)ranked tree automaton for
the support can be effectively constructed if Kirsten’s zero generation problem [68] is
decidable. The reverse direction is true if the tree valuation monoid in addition pos-
sesses a unit element. Besides, in Chapter 6 we proved that there is an unranked tree
automaton recognizing the support of a weighted unranked tree automaton over an ef-
fectively given, locally finite, tree sequential, and regular tv-monoid. Furthermore for
locally finite, tree sequential, and regular tv-monoids we gave a decidability result for
the equivalence of weighted unranked tree automata. But we have not addressed other
typical decidability questions like universality and inclusion nor explored if there are
other tv-monoids than the ones we examined for which the non-emptiness and equiv-
alence problem are decidable. Let Σ be an alphabet, D be an ordered ptv-monoid,
d ∈ D and M,N be two weighted unranked tree automata over D. The universality
problem asks whether ‖M‖(t) > d for all t ∈ UΣ and the inclusion problem asks whether
‖M‖ ≤ ‖N‖. All these problems can be considered for concrete valuation monoids
like those with average. This has been done for finite and infinite words [15–18] and
could also be explored for unranked trees.
In Chapter 4 we also investigated the supports of nested weighted automata over
strong bimonoids. As a consequence of the support results on weighted unranked
tree automata by a translation of nested weighted automata into weighted unranked
tree automata for arbitrary commutative strong bimonoids, we gave a construction of
a word automaton for the support for zero-sum free, commutative strong bimonids,
which is even effective for strong bimonoids where Kirsten’s zero generation prob-
lem [68] is decidable. This construction together with the results of Bollig et al. [9]
partially solve the open problem of [9] we introduced in the introduction of this the-
sis. For the supports of weighted pushdown automata (cf. [47,73]), we gave analogous
results to the ones for weighted unranked tree automata.
To show the robustness of our weighted unranked tree automaton model, we have
proved a Nivat-type theorem for weighted unranked tree automata over tree valuation
monoids which states that the behaviors of weighted unranked tree automata are ex-
actly the Nivat-class for unranked trees over tree valuation monoids. The Nivat-class
for unranked trees contains all functions which can be constructed from recognizable
tree languages using operations like relabelings and intersections, and behaviors of
very simple weighted unranked tree automata, see Chapter 5. Due to our new behav-
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ior definition for weighted unranked tree automata we could obtain a simple defini-
tion of the Nivat-class. We also have proved similar theorems for weighted ranked
tree automata over tree valuation monoids as a corollary of the respective theorem for
unranked trees.
Moreover, we have presented several Büchi-like characterizations of recognizable
tree series over tree valuation monoids by weighted MSO logics in Chapter 6. In partic-
ular, we have characterized the behavior of our weighted unranked tree automata over
product tree valuation monoids by four different fragments of the logic. Which frag-
ment can be used depends on restrictions on the underlying tree valuation monoid.
These restrictions are the ones which we introduced for the results on closure under
scalar multiplication and Hadamard product. Thereby we solved the open problem
stated by Droste and Vogler [44] which asks for an equivalence result of weighted un-
ranked tree automata and weighted MSO logic over possibly non-commutative semi-
rings. We also gave a notion of local finiteness for general tree valuation monoids such
that weighted unranked tree automata and weighted MSO logic define the same class
of unranked tree series. Restricted to ranked trees, this solves an open problem we
stated in [28].
At the end of this thesis, in Chapter 7, we have proved a Kleene-like characteriza-
tion of recognizable ranked trees series by rational tree series for Cauchy tree valuation
monoids. The latter are tv-monoids equipped with decomposition operations and a
unit element. For weighted unranked tree automata such a result is still missing. For
the unweighted case there already exist regular expressions for unranked trees (and
forests) [82] and forest expressions by Bojan´czyk [7], but there seem to be no weighted
regular expressions for unranked trees. A first idea is to lift the results of [82] to
the weighted setting of tree valuation monoids by incorporating the ideas of rational
expressions for ranked trees over tree valuation monoids.
We mentioned further open problems in Chapter 4, Chapter 5 and Chapter 7.
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