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One of the best ways to understand the structure of particles and the forces 
among them is to scatter them off one another. This is particularly true at the quan¬ 
tum level where the systems cannot be seen in the literal sense and must be studied 
by indirect means. The scattering process gives information about the projectile, the 
target and the forces between them. Scattering theory allows the interpretation of 
the scattering phenomenon and the understanding of the experiments. 
One conventional approach for solving the scattering problem is the partial wave 
expansion. In this method, the scattering amplitude is expressed in terms of a series 
of partial waves. The number of terms in the series directly depends on the angular 
momentum quantum number, /. At high energies, the partial wave series is very 
slowly convergent, or even divergent. It may require from a few hundred to several 
thousands of terms. 
One way of overcoming the slow convergence of a partial wave series is found in 
the Complex Angular Momentum theory. The angular momentum quantum number 
is allowed to be complex valued, and the energy is treated as a real parameter. After a 
Watson-Sommerfeld transformation [1, 2], the scattering amplitude can be expressed 
in terms of a background integral, and a sum which involves the energy dependent 
poles of the S-matrix: they are the Regge poles. One to two Regge poles usually yield 
the same results as eight hundred to a thousand partial waves. 
The origin of the complex angular momentum method goes back to Poincarré [3] 
and Nicholson [4] in 1910 in connection with the bending of electromagnetic waves by 
a sphere. Watson [2] modified the method to its present form in 1918 for the analysis 
of diffraction and scattering of short wavelength electromagnetic waves. This method 
was later revived by Sommerfeld [1]. The Regge pole representation of scattering 
problems was first introduced by T. Regge [5]. He applied the method to transform 
the usual partial wave expansion of the scattering amplitude to a new representation 
1 
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that involves complex l instead of the usual integer angular momenta. 
The physical interpretation of the imaginary part of the angular momentum [6] 
is that the system decays exponentially with the scattering angle. Then the inverse 
of the imaginary part of the Regge pole is proportional to the “angular life” of the 
system, and the real part determines the radius around which the angular decay 
occurs. This is analogous to the more familiar theory of complex energy where l is 
restricted to physical integer values. The real part of the energy is the resonance 
energy, and the imaginary part is proportional to the resonance width, and inversely 
proportional to the system’s lifetime. 
Different methods have been developed for calculating the Regge poles. Some 
of these are the semiclassical method [7], the phase integral method [8], the phase 
amplitude method [9], the continued fraction method [10], analytical methods for 
singular potentials [11], the complex harmonic oscillator method [12], the equivalent 
dimensional perturbation methods [13, 14], the direct numerical integration of the 
Schrôdinger equation [15, 16] and the complex energy methods using Jost function 
[17, 18]. 
The formalism for the semiclassical calculation of Regge poles was presented by 
Connor [7]. He considered the situation in which the potential contains a barrier, so 
that for real energy and real angular momentum there are three real turning points. 
Delos and Carlson [19] supplemented his results by considering the case in which the 
potential does not contain any barrier. The method is simple and it gives accurate 
results. Its biggest disadvantage has been summarized by Vrinceanu, Msezane and 
Bessis in one of the latest publications in the field [20], 
The largest drawback of the semiclassical (WKB) approximation is 
the difficulty of understanding the behavior of the complex turning points 
with the attendant problem of the Stokes lines topology; furthermore, it 
is cumbersome in application. 
The aim of this work is to address that problem in studying the Stokes lines 
topology and to use it for completing some steps that are missing in the semiclassical 
resolution of the Regge poles problem. The Watson formula converts a partial wave 
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series into a contour integral. In order to find the Regge poles, the generalized Bohr- 
Sommerfeld quantization condition is solved for the angular momentum quantum 
number l. This equation is an integral equation where the integration path goes from 
a turning point to another. Depending on the nature of the potential, there may be 
many turning points, only two of them being of interest. 
The semiclassical analysis assumes that all the others are of no consequence [6]. 
So far, there is no procedure to follow that allows one to find those two turning points 
among others. They are chosen using some knowledge of the system of interest. In 
this work, the Stokes lines topology is used to find exactly which turning points to use 
as limits of integration. In fact, those two points will have a Stokes line connecting 
them. The completed method will then be used to calculate the Regge poles and 
their trajectories for the Thomas-Fermi potential. 
The Thomas-Fermi potential l/r(l + J4r)(l + Rr)
2 was chosen because it provides 
a good approximation of the scattering phenomenon. With the coefficients A = 
0.57Zl'z and B = 0.049Z1/3 (in atomic units), it approximates the case of electrons 
being scattered from atoms. It is interesting to investigate the Regge trajectories at 
high energies where they look like Coulombic potential, and at low energies they look 
like polarization potential. The exact knowledge of what turning point to use for the 
integration path is particularly important for the Thomas-Fermi potential because it 
has singularities other than that at the origin. 
This thesis is organized as follows: the next four chapters give an overview of the 
theoretical background used to build the method. Only the notions that are needed 
in the present context are touched, and references are given. The second chapter is 
about scattering theory. General features of potential scattering are given, and the 
method of partial waves, which is the usual method for the resolution of the scattering 
problem is explained. In the third chapter, Regge poles are defined and their use in 
the resolution of the scattering problem is investigated. In the fourth chapter the 
semiclassical method and its application in the resolution of the Regge poles problem 
is discussed. The Stokes lines topology and their role in the Regge poles calculation 
is studied in chapter 5. 
4 
Chapter 6 gives an outline of the numerical method and examples of its application 
in the determination of the Regge trajectories for the Thomas-Fermi potential. 
o 
CHAPTER 2 
GENERAL THEORY OF SCATTERING 
2.1 Potential Scattering: General Features 
2.1.1 The Stationary State Wave Function for Scattering 
The time dependent Schrôdinger equation is (atomic units are used throughout) 
= ih—\P(r,i) (2.1) 
where m denotes the mass of the particle. The wave function 4/ contains all the 
informations about the scattering process. The potential is taken to be real and 
independent of the time, in which case the preceding equation has the stationary 
solution of the form 
9(r,t) = ip(r)e~iBt/h (2.2) 
where ip(r) is a solution of the time-independent Schrôdinger equation 
-Lv2+v^ 
*2 
— -—V2 + F(f) ip(r) — Eip(r) 
2m 
and E. the energy of the particle, has the well-defined value 
(2.3) 
E - V 
h2k2 
2m 2 m 
(2.4) 
Here 
P = \F\ ( or = I P/I), k = \ki\ ( or = |fc/|) (2.5) 
are the magnitudes of the initial i (and final /) momentum and wave vector of the 
particle respectively, with 
Pi = hki, pf = hkf. (2.6) 
5 
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It is convenient to introduce the reduced potential 
m = ^v(f) (2.7) 
so that the time independent Schrôdinger equation may be rewritten as 
V2 -f A:2 — U(r) Ar) = 0. (2.8) 
In what follows, the potential is assumed to vanish faster than 1/r for larger r. In 
this case, the scattering wave function, denoted by ipk{, satisfies at large r the free 
particle Schrôdinger equation 
(V2 + k2)^(r) = 0 (2.9) 
and in this region the wave function can be written as 
tMOr-oo -* ipinc{r) + AMA) (2.10) 
where ^inc represents the incident beam of particles and ipsc represents the scattered 
particles [21]. Since the incident particles are monoenergetic and are traveling in 
an arbitrary direction taken to be parallel to the z axis, the incident beam can be 
represented by the plane wave 
Ancif) = A exp(zA;z) (2.11) 
where A is an arbitrary normalization constant. Since the number of particles per 
unit volume is \Anc\2 = A2 and each particle has the velocity v = hk/m, the incident 
flux F is 
F = v\A\2. (2.12) 
A plane wave is of infinite extent in a transverse direction, but in any real ex¬ 
periment the beam is collimated with a finite transverse extension. However, the 
transverse dimensions of the beam which may be of order of 1mm to 1cm are suffi- 
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ciently large for the corresponding uncertainty in momentum to be negligible. Then 
the wave function can be described accurately by a plane wave over the scattering 
region. Far from the scatterer, the scattered wave function must represent an outward 
flow of particles from the scattering center. It has the form of an outgoing spherical 
wave, the amplitude of which depends on the direction of r and on the energy E. It 
can be written as 
-ipsdr) = Af(k, 0,4>)^y (2.13) 
where (9, (ft) are the polar angles of r, with respect to the z axis (the incident direction) 
and / is known as the scattering amplitude. The function ipsc is an asymptotic solution 
(for large r) of the free particle Schrodinger equation, so that in the large r region 
the wave function ipkXC must satisfy the asymptotic boundary condition 





Thus, the problem is reduced to the search for the solution of Eq. (2.8) satisfying 
the boundary condition Eq. (2.14). All the information about the scattering process 
is contained in the scattering amplitude f(k,6). 
2.1.2 The Cross-Section 
In a scattering phenomenon, the problem reduces to calculating the rate at which 
particles get scattered into a far away detector that subtends a solid angle dQ in the 
direction (6, 4>) measured relative to the beam direction. It is the differential cross- 
section. Suppose that the detector subtends at the scattering center a small solid 
angle dVt and is placed in the direction (6,0) at a distance r. Then the differential 
cross-section da/dCl is defined as the ratio of the outgoing flux of particles passing 
through the area r2dtt to the incident flux. The differential scattering cross-section 
is the most important experimental result of a scattering process. The detector is 
placed outside of the incident beam, so that only the scattered particles are recorded 
and the corresponding flux can be calculated from ipsc. For a stationary state, the 
8 
probability current density is given by [21] 
J=db ww) - WM . 
The gradient operator in spherical coordinates is 
V7 d ~ 1 ^ 1 9 i 
or r off r sin (J oq> 
so that the radial current is given by 
3 • r = 
h / dip dip* 





By substituting the expression Eq.(2.13) for ipsc into Eq.(2.17), the corresponding 
radial current jsc ■ f becomes at large r, 
Jsc • r (2.18) 
where terms of higher order in 1/r have been neglected. The outgoing flux per unit 
solid angle is just jscr
2dfl, so that the differential cross-section is [21] 
(2.19) 
The total cross-section for elastic scattering is obtained by integrating over the solid 
angle, namely 
@tot — !> 
rn r2ir rlrj 
/ sin 9d6 / d<p—— 
Jo Jo dil 
The cross-section is determined by the amplitude of the asymptotic wave function 
that corresponds to the experimental conditions because any detector is placed at a 
very large distance from the scattering region, compared with atomic dimensions. 
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2.2 The Method of Partial Waves 
The method of partial waves solves the problem of calculating the scattering 
amplitude from which the cross-section can be found. If V(r) = V(r), f(9,4>) = f(9). 
Actually, / is also a function of the energy E = h2k2/2m) though this dependence 
was never displayed explicitly. Since any function of 6 can be expanded in terms of 
the Legendre polynomials 
(2.20) 
f(9,k) can be expanded in terms of P;(cos$) with ^-dependent coefficients 
CO 
f{9,k) = J2(21 + l)ai{k)Pl{cos9) (2.21) 
1=0 
ai(k) is called the Ith partial wave amplitude. It has the following significance: the 
incident plane wave elkz is composed of states of all angular momenta 
OO 
eikz = eikr cose = + l)ji{kr)Pi(cos9) (2.22) 
1=0 
Since the potential conserves angular momentum, each angular momentum compo¬ 
nent scatters independently. The potential a; is a measure of the scattering in the 
angular momentum l sector. As it stands, the expansion of / did not allow much 
progress: A function of two variables (9 and k) have been traded for an infinite num¬ 
ber of functions ai(k) of one variable k. What makes it useful is that at low energies, 
only the first few terms of the expansion are appreciably different from zero. In that 
case, the scattering can be described in terms of just a few functions of one variable. 
The question that rises now is the following: Given a potential V(r), how is ai(k) 
calculated in terms of it? Considering a free particle and making the substitution 









' gi(fer—ln/2) p—i(kr—hr/2) 
ikr 
r J Pi (cos 0) (2.24) 
p—(ikr—In) \ 
Pi (cos 6) (2.25) 
= àZ{2l + 1)(~r 
upon using i — eî7r/2. Thus, at each angular momentum there are incoming and 
outgoing waves with the same amplitude. The probability currents associated with 
two waves are equal and opposite. What if a potential is introduced? As r —> oo, the 
radial wave function must reduce to the free-particle wave function, although there 
can be a phase shift 6i(k) due to the potential 
R,(r) = f 
/ r—>oo 
Ai sin[/cr — ln/2 + <$/(&:)] 
(2.26) 
where Ai is some constant. The wave function is then given by 
'l!Jk{r)r->oc 




How to find A/? Since V(r) produces only an outgoing wave, the incoming waves 
must be the same for ip^ and the plane wave elk'r = elkz, which gives 
A/ = 2L±leii^+Si (2.28) 
ZZ I\J 
and 
p2iSi __ i p2iSi sin Si 
^ —2S—Ï- <2'29) 
Thus, to calculate ai(k), one must calculate the phase shifts in the asymptotic wave 
function. The effect of the potential is to attach a phase factor e2î5' to the outgoing 
wave. One calls 
Si(k) = e2i6lW (2.30) 
the partial wave S matrix element or the S matrix for angular momentum l. The 
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partial wave amplitude becomes 
1 OO 
f(6) = - £(21 + lV51 sin6iPi(cos8) (2.31) 
(=0 
Using the orthogonality relations for the Legendre polynomials, the total cross-section 
is given by [21] 
A'jr °° 
v = TtE(
2l + 1)s'm 6i (2-32) 
k 1=0 
CHAPTER 3 
REGGE POLES FOR THE RESOLUTION OF THE 
SCATTERING PROBLEM 
3.1 Definition of Regge Poles 




h2i(l + l) 
2 fir2 
•0(r) = 0 (3.1) 
where the energy E can be expressed in terms of the wave number k by k = 
(2nE)1/2/h. The usual scattering boundary conditions are 
ip{r = 0) = 0 (3.2) 
and 
■0(r)r_+oo —* exp[—i(kr — In/2)] — S(l) exp[i(kr — ln/2)]. (3.3) 
S(l) is the scattering matrix element. 
The equation has, of course, real eigenvalues solutions but what happens if the 
eigenvalues are allowed to be complex numbers? For complex eigenvalues, an outgoing 
waves only boundary condition is imposed on the regular solution at large r [22] 
^(r)r_00 exp(zAx). (3.4) 
Two of the possible situations are the following. The first and the most familiar is 
to let the energy eigenvalues be complex and the angular momentum be restricted to 
integer values. The complex energy eigenvalues can be written as 
en = En-i^Tn, En > 0, r„ > 0, n = 0,1,2,... (3.5) 
12 
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This corresponds to the occurrence of resonances, En being the resonance energy and 
Tn its width. The physical explanation of the resonance width is given by the time 
evolution factor in the wave function 
| exp[(—ient/h)}\
2 = exp(Tnt/h) (3.6) 
This equation shows that the system decays exponentially in time with a life¬ 
time rn = h/Tn. rn is inversely proportional to the lifetime. A small value of Tn 
corresponds to a long lived state while a short lived state has a large value of Tn. 
Note that classically, energy and time are conjugate variables. Those resonances are 
singularities of the S-matrix. 
In the second situation, the energy E is treated as a real parameter while the 
angular momentum l is allowed to take continuous complex values. It is the Complex 
Angular Momentum theory. In this case, the complex angular momentum eigenvalues 
can be written as [22] 
= y> + if» (3.7) 
and the physical interpretation of 1$ can be obtained similarly to that of the pre¬ 
vious case. The system decays exponentially with the scattering angle according to 
exp(l$0) and 1 //£> can be thought of as the angular lifetime of the system. For a 
bound state, = 0 so that 1//W = oo; the atoms orbit each other forever without 
decaying. The real part gives the radius Rn around which the angular decay 
occurs [7] 
l{:] ~ kRn. (3.8) 
Complex angular momentum eigenvalues correspond physically to decaying surfaces 
waves. 
A comparison of Eqs. (3.3) and (3.4) shows that the second term on the right- 
hand side of Eq. (3.3) must receive an infinite boost at complex eigenvalues i.e. that 
S(l) must have a pole there. For complex angular momentum, these are the Regge 
poles of the S-matrix. They represent generalized bound states [22, 23]. For l close 
14 
to a Regge pole, the scattering matrix element can be written as [7] 
s(i) - TTÇ) <3-9> 
where rn is the residue of the pole, which is a dimensionless complex number. The 
rn will not be a subject of this thesis. 
In Complex Angular Momentum theory, the energy is a real parameter in the 
radial Schrodinger equation, whereas the pole and the residue are both functions of 
the energy. The path traced out by the Regge poles as the energy increases is called 
a Regge trajectory, and the one traced by the residue is called the residue trajectory. 
3.2 Advantages of Posing the Scattering Problem in Terms 
of Regge Poles 
The Regge poles representation of the scattering problem is an alternative to 
the tedious slowly convergent partial wave series. The hundreds or thousands of par¬ 
tial waves are replaced by very few Regge poles for similar results but with quite 
reduced work. There are fewer parameters, and those parameters are closely related 
to the observed features in the differential cross section [19]. When scattering involves 
heavy particles, Regge poles theory not only permits a general description of a rotat¬ 
ing, decaying resonance but also provides deep physical insights. It is important to 
stress that the complex angular momentum approach is not a contrived mathemat¬ 
ical way of approaching scattering problems, but it has a much deeper significance. 
For example, it leads to a new physical interpretation of diffraction scattering as an 
interference effect involving decaying surface waves propagating around the core of 
the intermolecular potential [7]. The summation of the often slowly convergent ordi¬ 
nary partial wave series whose terms and numbers are significant leads to no physical 
understanding of the angular distribution of the collision process. Because the Regge 
poles are singularities of the S-matrix, they provide in addition to the information 
about the resonance, information about the analytic properties of the underlying in¬ 
teraction. The Regge trajectories can provide useful information on the spectrum 
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of the physical system. They combine bound and resonant states in families and 
therefore in calculating such trajectories, the energies and the partial waves where 
the resonances must exist can be found. Furthermore, the Regge trajectories give a 
general insight into the spectrum of the Hamiltonian under consideration. 
For example, the narrowest resonance for a potential will be the first one on the lowest 
Regge trajectory [17]. 
3.3 The Watson Transformation: Scattering Amplitude in 
Terms of the Regge Poles and Residues 
The basis for the complex angular momentum (CAM) theory is a modification 
of the Watson transform. The original was developed by Watson in the early part of 
the last century in the study of radio waves diffraction around the earth. This modified 
Watson transform enables a valuable and accurate approximation to be made to the 
Partial-wave series which, while exact, converge very slowly at high frequencies. The 
partial wave representation of the scattering amplitude is [24] : 
f(9,k) = J2W + ±)ai(k)Pl(cos6) (3.10) 
1=0 
where 9 is the scattering angle, and P/(cos#)is a Legendre polynomial of degree l. 
Substituting into Eq. (3.10) 
o/(fc ) = 
the scattering amplitude becomes 
e2i<5, _ i Si(k) - 1 
2 ik 2 ik 
m = (2ik)-' £(21 + 1) [S(l) - 1] Pi(cos9) 
1=0 
The Watson transformation is given by [22, 24] 
0-1)7 (i + i) = (2i)-’ [ 





where the contour C encloses the physical angular momentum quantum numbers in 
a clockwise sense. 
Applying the transform to the partial wave expansion and assuming that S(l) 
is an analytic function of l or of A in a region close to the real axis, the scattering 
amplitude becomes 
One way to verify the transformation would be to reverse it by applying the residue 
theorem and the identity (— l)*P;(cos0) = Pi(—cos9) to Eq. (3.14). Note that 
-FA-1/2 ( — cos 9) is no longer a Legendre polynomial but a Legendre function of the 
first kind of complex degree A — 
The main interest of this Sommerfeld-Watson representation of the amplitude is 
that the integration path can still be changed by continuous deformation. Usually, it is 
deformed into a contour which has the advantage of clearly manifesting the individual 
contribution of the Regge poles. Indeed, each contribution can be calculated by using 
Cauchy’s formula. The scattering amplitude f{9) can now be written in the form [24] 
f(0) = fB(9) + fp(0) (3.15) 
where fa(9) is the ’’background integral” and is given by 
A [‘S'(A) — 1] PA-I/2(— COS 9) 
COS(7TA) 
while fp{9) is the ’’pole sum”, given by 
(3.16) 
hf; -P\rd\ 
fc n^O COS(TTA) 
The Eqs (3.15), (3.16) and (3.17) are usually called the Regge or Complex Angular 
Momentum(CAM) representation of the scattering amplitude because in Eq (15) the 
scattering amplitude is expressed explicitly in terms of the Regge poles and residues. 
CHAPTER 4 
SEMICLASSICAL CALCULATION FOR REGGE POLES 
There are two main approaches for calculating numerically Regge poles po¬ 
sitions and residues: direct numerical integration of the Schrôdinger equation and 
semiclassical WKB approximations. The direct numerical integration involves serious 
computational difficulties if carried out along the real coordinate axis. This deficiency 
can, at least to some extent, be avoided through the introduction of complex coor¬ 
dinates. Regge poles can be determined by numerical integration of the Schrodinger 
equation along suitable contours in the complex coordinate plane. However, since 
the integration contours in the standard complex rotation scheme are not unambigu¬ 
ously defined, this method is often numerically unstable. Another deficiency of the 
direct numerical integration approach is that a large value of the reduced mass, as 
in ion-atom collisions, unavoidably leads to rapidly oscillating wave functions. In the 
region of oscillations, numerical integration requires a larger number of integration 
steps, and an accumulation of numerical errors can hardly be avoided. The use of 
semiclassical methods has proved to be an accurate way of investigating the Regge 
poles and residues [7, 25, 19, 26, 27]. 
In the semiclassical approximation, wave functions, energy levels, phase shifts, 
scattering cross-sections, etc., are derived. Their analytic forms are correct in the 
limiting case where Planck’s constant h is small in comparison with the action func¬ 
tions occurring in the corresponding classical problem. It is not generally possible 
to express quantum mechanical quantities as power series in h whose first terms are 
the values of the quantities consistent with classical mechanics. This is due to the 
fact that the mechanical wave functions are almost always highly non-analytic in h 
as h —» 0, so that the ordinary perturbation theory can not legitimately be applied. 
In fact, the quantum-classical transition is a singular perturbation problem. This 
arises because the Schrôdinger equation suffers a reduction of order on setting h equal 
to zero. The resulting formula which is not a differential equation at all, does not give 
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the classical limit correctly. It implies that the wave function is zero except at the 
classical turning points. This is even a more drastic approximation than simply taking 
the classical limit, because it is at the turning points that the classical quantities 
themselves frequently become infinite. However, the procedure does at least serve to 
direct attention to the turning points which play a crucial role. It is however often 
possible to obtain a perturbation series in ascending powers of h by starting not from 
the classical limit but from what is called the semiclassical limit [28]. The difference 
is that the semiclassical limit takes full account of the various types of singularities at 
h = 0. The resulting formulae are often analytically quite complicated, but they have 
the great merit of describing almost all the physics. As numerical approximations 
they are often astonishingly accurate [28]. This is important, because it is precisely 
in the semiclassical limit that many of the standard calculational methods of wave 
mechanics converge very slowly, for example in atom-atom, ion-atom, atom-molecule 
collisions [24]. 
Consider a particle in a slowly varying potential V(x). Over a small region, 
small enough compared to the distance over which V(x) varies considerably, the 
wave function will closely approximate the free particle state. The solution to the 
Schrôdinger equation 
4.1 The Semiclassical Approximation 
(4.1) 
will be of the form 
i>(x) = Ae±ikx = Ac±ir‘lh (4.2) 
with 
[2 m(E-V)}1/2 (4.3) 
The ± signs correspond to right (+) and left ( —) moving plane waves. The general 
solution is a combination of both waves. The real and imaginary parts of ^ oscillate 
19 
in space with a wavelength A = 2TTh/p or equivalently the phase change per unit 
length is a constant, p/h. The local value of the wavelength is 
27rk 27rh 
X^ p(x) 2m[E - V(x)]1/2 
In the limit h —► 0, the wave function can be written as 
ip(x) = exp (iS(x)/h). 






+ ~h + h 
= 0 (4.6) 
The function S(x) can be expanded in powers of h as 
h2 
S(x) = S0(x) + hSi(x) + y52(i) + ... (4.7) 
Substituting this expansion into the Schrodinger equation and keeping only the 
first two terms gives: 
-(So)2 + P2(x) , iS^-2S[S'0 
h2 
+ + 0{h°) = 0 (4.8) 
Since the equation must be satisfied for small but otherwise arbitrary values of h, it 
is necessary that the coefficient of each power of h vanish separately. In this manner 








Integrating the first of these equations and setting the constant to zero gives 
rx 
S0(x) = ± / p(x)dx. (4.9) 
Jx o 
Substituting this solution into the second equation and integrating gives 
Sl4‘"(l2) = 5ln(p) <4'10> 
or equivalently 
exp(i-Si) = (4.11) 
Because Si is the logarithm of the derivative of So, Si cannot in general be ignored 
compared to So, and both terms must be retained in the expansion. The semiclassical 
WKB approximation consists of keeping just the first two terms in the expansion. The 
wave function may be written as 
* WKB = (p^y/2 exP (±| / p{x')dx') • (4-12) 
4.2 Connecting Formulas: the Bohr-Sommerfeld 
Quantization Rules 
At the turning points, the semiclassical solution breaks down. Due to p~1^2 be¬ 
ing zero, the semiclassical wave function goes to infinity while the real wave function 
does not. The solution proposed by the WKB method in those regions is to approx¬ 
imate the potential by a linear function in the neighborhoods of the turning points 
and to solve the Schrôdinger equation exactly. There are in total four connection 
formulae which serve to link WKB component wave functions across turning points 
[28]. At first sight it is not obvious why a Bohr-Sommerfeld quantization formula 
should apply to a scattering problem. The reason is that in the WKB approximation, 
it is the location of the real or complex valued turning points that is important. Es¬ 
sentially, the same Bohr-Sommerfeld formula applies for real or complex eigenvalues 
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Figure 4.1: Typical turning points distributions in the complex r plane, (a) l real, 
(b) and (c) l complex 
The radial Schrôdinger equation has the effective potential V)(r)defmed by: 
(7 _L i)2tf 
Vi[r) = V(r) + (4.13) 
where the Langer substitution of l(l + 1) —> (l + |)2ft2 has been used [28]. It has a 
barrier in addition to the regular well of the potential V(r), which gives 3 real turning 
points a, c and e for E real and / real. They are shown on Figure 4.1(a). When the 
boundary conditions for a Regge pole are imposed, ln becomes complex valued and 
the turning points acquire a small imaginary part. The two more frequent turning 
point distribution are shown on Figure 4.1(b) and (c). Three connecting formulae will 
have to be applied to the semiclassical wave function to go from the origin to large 
values of r. Those turning points are the ones relevant when doing the comparison 
with the real case. There may be more turning points in the complex plane introduced 
by the potential but they are not relevant in this analysis. 
If in addition the outgoing waves only boundary condition is imposed, the quan¬ 
tization formula for Regge poles [6] is obtained 
$(/„) = (n+ ^)Tr,n = 0,1, 2,... (4.14) 
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where 
$(ln) = \ja P{ln,r)dr - ^(e - e ln(-e)) + ^ In 
(27r)1/,2exp(|7re) 
r(| -ie) (4.15) 
When the turning points c and e are well separated, Stirling’s formula can be applied 
to the complex Gamma function and the quantization formula simplifies to [6] 
1 
h f p(l„,r)dr = (n+ -)n, (4.16) 
which is the Bohr-Sommerfeld quantization formula for the Regge poles ln. It is used 
extensively in calculations of Regge poles trajectories. 
CHAPTER 5 
STOKES LINES: DEFINITION AND PROPERTIES 
5.1 Definition 
Stokes lines represent a region in the complex plane where solutions of a dif¬ 
ferential equation are oscillatory. They are the limit where the asymptotically sub¬ 
dominant and dominant solutions exchange identities. On the Stokes lines, the two 
solutions have the same order of magnitude [29]. The semiclassical solution of the 
Schrôdinger equation, given by 
± 
WKB MO)1'2 
exp - f p(r')dr' 
n Jo 
will be oscillatory if the exponential is a pure imaginary number, viz 
(5.1) 
(5.2) 
is a pure real number. Then the Stokes lines will be defined as solutions of the 
equation 




p(r) = \Jk2 -V(r) - AtA. 
(5.3) 
(5.4) 
As an example, in the case of the Thomas-Fermi potential, 
1 
V(r) = - 
r(l + Ar)( 1 + Br)2 ’ 
(5.5) 
Around the turning points, the local structure of the turning points is very simple. 
If at a point there is a zero of order n of a function /, it will correspond locally 
to (n+2) Stokes lines going from each turning point [29]. In our case, there will be 
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Figure 5.1: Local topology of the Stokes Lines near the Turning Points. 
exactly 3 lines going from each turning point with equal angles of 120 degrees between 
them (Figure 5.1). 
The global structure of Stokes lines is more complicated. The lines never intersect 
one another. They can only meet at infinity, at the singularities and at the turning 
points. They separate the complex plane into canonical domains. An interesting 
property of these lines is that if and only if l is a Regge Pole, then a Stokes line 
connects two turning points [30]. Figures 5.2 and 5.3 show how branches of the 
Stokes lines coming from different turning points get closer and closer as the value 
of l approaches a Regge pole, and starts moving farther when the value of l passes 
the pole. Figure 5.2 represents the case where the real part of l is kept constant 
and the imaginary part is changing and Figure 5.3 represents the case where the 
imaginary part of l is kept constant and the real part is changing. Note that the 
lines positions are much more sensible to a change in the imaginary part of l. 
A Stokes complex is a collection of Stokes lines that are connected. It connects oo 
and 0 if there exists a canonical domain (with respect to this complex) containing 
the semi-axis (a, oo) for some a >> 1 and another canonical way connecting 0 and a 
turning point belonging to the Stokes complex. When such a complex exists, Regge 
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Figure 5.2: Stokes lines positions for k — 1 when Im(l) varies (a) before a pole, 
l = — 3 + 0.3z (b) on a pole, l = — 3 + 0.5Z and (c) after a pole l = — 3 + 0.7i for the 
Coulomb potential. 
If there is no Stokes complex connecting 0 to oo , there exist only a few Regge Poles 
having no series structure. 
Stokes lines connect turning points only when the angular momentum quantum 
number / is a Regge pole. It is a very important property that allows to determine the 
limits of integration of the Bohr-Sommerfeld quantization condition. However, the 
condition is used to find the Regge poles, and the problem is to know the integration 
path before the position of the Regge pole. A more interesting property of Stokes 
lines is that their position varies continuously with all the parameters present in the 
action integral (A, B, k, l). It holds true whether l is close to a Regge pole or not. 
An easy way to show it is to vary them one at a time, keeping all the others constant. 
Figure 5.3, Figure 5.4, Figure 5.5 and Figure 5.6 show the change in the Stokes lines 
position when the respective values of Z, k, A and B are slowly increased. On Figures 
5.3 and 5.4, the turning points move closer to the origin as l or k increases and the 
















Figure 5.3: Stokes lines positions for k = 1 when Re(l) varies , (a) before a pole, 
l — —2.8 + 0.5z (b) on a pole, / = —3 + 0.5i and (c) after a pole, l — —3.2 + 0.5z 




Figure 5.4: Stokes lines positions in the complex r plane for the Coulomb potential 
when l = 1 + i, l = 1.1 + l.lf, and l = 1.2 + 1.2i for fixed k = 1. 
whole 3 lines structures move inwards. 
The continuity in the Stokes lines position means that as the value of / approaches 
closer to a Regge pole, two Stokes lines from 2 different turning points move closer 
to each other (see Figure 5.2). 
As / moves away from a Regge pole, the same two lines will move farther from 
one another. That property has several advantages: 
• It helps to choose an initial guess for the pole; if all the Stokes lines are too far 
apart from each other, the value of l is far from a Regge pole. 
• Even though the turning points are not connected yet, by looking at the topol¬ 
ogy of Stokes lines one can usually tell which turning points will be connected 
and they give the integration contour. The better the initial guess is, the closer 
two lines will be, and the easier it becomes to choose the limits of integration. 
• The sensitivity of the lines to a change in the value of 1 will give an idea of the 
distance between 2 poles in the complex plane. If the poles are very close, the 
topology of the lines will change more for a small variation in l because usually 
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Re(r) 
Figure 5.5: Stokes lines position in the complex r plane for the Coulomb potential 
when k = 1, k = 1.1, k= 1.2 for fixed l = — 3 + i. 
different lines will have to connect for the next pole. 
• The continuity in k simplifies the problem of obtaining Regge trajectories. For 
a small change in k, the topology of the lines will not change too much, which 
makes the initial guess and the choice of the integration contour easy. 
• The continuity in A and B can make it easier to obtain Regge trajectories of 
a Thomas Fermi potential with parameters not too different from one with 
already known poles. 
Remark: 
The quantization number n does not appear in the formula of Stokes lines. In using 
the continuity of Stokes line’s positions to obtain Regge trajectories, one has to be 













Figure 5.6: Stokes lines positions for the Thomas-Fermi potential, for k — 1, 
B = 1 when A varies: (a) A=0.5, (b) A=0.7, (c) A=l. 




Figure 5.7: Stokes lines positions for the Thomas-Fermi potential, for k = 1,1 = l + z, 
A = 1 when B varies:(a) B=0.5, (b) B=0.7, (c) B=l. 
CHAPTER 6 
REGGE POLES TRAJECTORIES: RESULTS 
The semiclassical solutions to the Regge pole problem are the values of / sat¬ 
isfying the Bohr-Sommerfeld condition. That quantization condition is an integral 
equation where the integration path goes from one turning point, unknown, to an¬ 
other turning point also unknown. That problem is solved iteratively: an initial guess 
for l is taken, the function is evaluated, the value of l corrected and so on, until l 
converges to the solution. For each different value of l, the position of the turning 
points is different and the Stokes lines are also different. That means that at each 
iteration, the integration limits of the Bohr-Sommerfeld condition have to be found 
again. That has been up to now the main difficulty of the method. 
In the previous chapter, Stokes lines have been shown to change smoothly and 
continuously as l changes. If the initial value of l is close enough to the actual Regge 
pole, the positions of the turning point will only change a little and the integration 
path, that is very close to the previous one can be easily recovered from one iteration 
to another. If the initial value is far from the Regge pole, the situation is more 
complicated. Two consecutive values of l may be very different and the turning 
points distribution may change completely from one iteration to another. In that 
case, a new Stokes lines picture will help to determine the integration path. 
6.1 Algorithm for the Calculation of Regge Poles 
6.1.1 Initial Value of l 
The initial guess of fis a very important part of the method. Here is a procedure 
that can help in choosing it: 
Take a value of l and check the Stokes lines picture. 
• If there is a line that passes not too far from a turning point other than the one 
it is coming from, the guess can be considered as good and kept as initial value 
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for l. In that case, the two turning points are the limits of integration for the 
quantization condition. 
• If not, slightly change the imaginary part of l and look for a line that moved 
closer or farther from a turning point, even if it is not really close. If there is 
one, that value of l can be used as initial guess. 
• If there is none, try again with a completely different value of /. 
The needed input is a value for k, l, the potential p(r) and the turning points r0 
which are the solutions of the equation 
In order to find the Stokes lines, one has to integrate the action integral from each 
of the turning points to every point of the complex plane. The points corresponding to 
zeros of the imaginary part of the integral belong to the lines. There are two principal 
challenges: one deals with the singularities in the complex plane at positions different 
from zero. Those singularities arise in such potentials as the Thomas-Fermi potential. 
The other is to find an efficient way to search the whole complex plane within a 
reasonable amount of time. The proposed solution here is the integration by the 
trapezoidal method [31], which is one of the simplest numerical integration schemes. 
This method is based on piecewise linear interpolation on intervals of length h. It is 
fast, and has a precision that is of order h2. This is sufficient for the determination of 
the Stokes lines positions. The search for points that belong to Stokes lines is done in 
a polar coordinate system. Near the turning points, the local structure of the lines is 
known: there are three lines separated by a 120 degrees angle. Starting with a small 
6.1.2 Stokes Lines 
Stokes lines are solutions of the equation: 
Im ( h (6.1) 
(6.2) 
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radius, the angle is increased until the Stokes lines equation is satisfied. When the 
first line is found, its position is used for the location of the other two. Stokes lines 
are continuous in the complex plane. So, there is no need to search the whole plane 
because the second point of the line has to be right next to the first, the third right 
next to the second and so on. One needs just to increase the radius and change the 
angle to search the immediate vicinity of the previous point found. Remarks: 
• Writing a simple numerical integration code worked better than using the com¬ 
plicated codes built in packages of Scientific Softwares (Mathematica, Maple). 
This is probably due to the fact that numerical integration is a delicate task 
in the presence of singularities and a program that can be controlled at every 
step will allow the control of how close to the singularity the integration path 
is taken. 
• It is not necessary to evaluate each time the integral from the turning point. If 
the point rn belongs to the Stokes line, then 
(6.3) 
where the first expression of the sum is already known. Evaluating only the 
second will be more efficient. 
6.1.3 Bohr-Sommerfeld Quantization Condition 
The semiclassical position of the Regge poles is given by the Bohr-Sommerfeld 
quantization condition, which is an integral equation; and it is solved using the New¬ 
ton method, self consistently. 
Remarks: 
• This equation, as the one for Stokes lines, involves an integration. This time, 
the integral is to be solved precisely, and the integration path is chosen such 
that there is no singularity in it. In this case it is better to use the built in inte¬ 
gration packages of mathematical softwares, in the present case Mathematica’s 
“NIntegrate.” 
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When solving the equation, one has to keep a close watch on the function to 
minimize 
re (1 4- 1 /9Ï2 
(6.4) /M = / N 
k2 — V (r) — — (n + l/2)-7r. 
Cr2) 
If the value of the function starts by increasing instead of decreasing, it means 
that somehow the program is integrating on a wrong path. It needs to be 
stopped and the Stokes lines picture for the current l obtained to redefine the 
limits of integration. 
• The Newton method requires to calculate the derivative of the function to min¬ 
imize. All the turning points are singularities of the analytic derivative of f(r). 
Instead of using the analytic derivative, it is suggested to use the numerical 
approximation 
m = (6.5) 
n 
for h small. 
6.2 Regge Trajectories for the Thomas-Fermi Potential 
In this section, Regge pole positions are calculated for the Thomas-Fermi po¬ 
tential 
V(r) 
 1  
r(l + Ar){ 1 + Br)2 
(6.6) 
with the parameters A = 0.57Z1/3 and B = 0.049Zl!z. This potential is known to rep¬ 
resent very well the interaction between an electron and an atom. A variety of atoms 
will be used: hydrogen(Z=l), sodium(Z=ll), calcium(Z=20), and rubidium(Z=37). 
The first case is studied in detail to illustrate the application of the method. 
6.2.1 Regge Poles for the Hydrogen Atom 
The parameters for this case were selected to be A = 0.57 and B = 0.049. Due 
to the fact that the accuracy of the semiclassical approximation increases with n, the 
calculations were started at n = 5. For k = 1, the positions of the turning points are 
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as shown on Figure 6.1 (a). 
There are five of them, one in the first quadrant, two in the second quadrant and 
two more in the third quadrant. They can be labelled in the following way (Figure 
6.1(a)): the one in the first quadrant will be called TP1, in the second quadrant, the 
one closer to the imaginary axis is TP2, the other one is TP3, in the third quadrant 
the point closer to the imaginary axis is TP5 and the other TP4. First, the Stokes 
lines picture was obtained for l = 1 + i. The value of l is chosen arbitrarily. (Figure 
6.1 (b)). 
Which turning points are almost connected by Stokes lines? There are two sets 
of them: TP3 and TP4 on one side and TP2 and TP5 on the other. Remember that 
two Stokes lines going to zero or to a singularity are not considered as connected. A 
closer look to TP3 and TP4 near the real axis (Figure 6.1(c)) shows that both lines 
are not going towards the other turning point. They are attracted by a singularity. 
TP2 and TP5 are more likely to give a Stokes complex. One way of making sure 
that it is the good integration path would be perturbing l and plotting the Stokes 
lines again and look at the differences between the two graphs. The new graph for 
1 = 1 + 1.5i is shown on Figure(6.2). 
The two pictures Figure 6.1.(b) and Figure 6.2.(a) are very similar; the only 
noticeable difference is that the line going down from TP2 moved away from the one 
going up from TP5. It is a sign that those lines are the most sensitive to a change in 
the value of l and confirms that with TP5 and TP2 give the appropriate integration 
path. The fact that they moved farther instead of closer indicates that l moved farther 
from the Regge pole. I — 1 + i can be used as an initial guess. The Bohr-Sommerfeld 
condition is then solved for the Regge poles positions and for k = 1, the solution is 
l = 5.63369 + 7.748581. 
The value of k is changed and the procedure repeated to obtain new poles. The 
Regge trajectories are given in Figure 6.3. (a) for n — 5, 6. The behavior is consistent 
with their known variations with k. The low energy picture, for k — 1 to 5, is plotted 
on Figure 6.3. (b) and the high energy limit where k = 60 to 100 is plotted on Figure 
6.3(c). The trajectory has a small curvature at low energy but are linear and parallel 
at high energy. It is interesting to look at the real part and the imaginary parts as 
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Figure 6.1: Turning points distribution and Stokes lines for the hydrogen atom in 
the complex l plane for l = 1 + i: (a) Turning points position, (b) Stokes lines, (c) 
Magnification of (b) for the real part in the interval [-21, -19] and (d) Magnification 




Figure 6.2: (a) Stokes lines picture for H for l = 1 + 1.5z, (b) Magnification of (a) for 
the real part in the interval [-21, -19] near the real axis, (c) Magnification of (b) for 




Figure 6.3: Regge trajectories for H for n = 5 and n — 6. (a) Trajectories in the 
complex l plane for k = 1 to k = 100, (b) Low energy: k — 1 to k = 5, (c) High 
energy: k = 60 to k = 100 and (d) Re(ln) and Im(ln) as functions of k 
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separates functions of k. The graph is given on Figure 6.3(d). At very small energy, 
the imaginary part is larger than the real part, but very quickly, the real part becomes 
larger. It increases much faster than the imaginary part. After the two curves cross, 
the real part becomes linear. 
6.2.2 Regge Poles for Atomic Calcium Z — 20 
The next atom investigated is the calcium. The parameters used are A = 
0.57Z1//3 and B = 0.049Z1/3, with Z = 20. An example of the positions of Stokes 
lines for the initial guess and for the Regge pole position for n = 5 and k = 5 is given 
on Figures 6.4 and 6.5 respectively. 
Although the positions of the turning points are different, the global distribution 
O 
is the same as the one for H. The Regge pole positions are calculated for k = 1 to 
k = 100. The trajectories for n — 5 and n = 6 are given on Figure 6.6.(a). They 
have the same global shape as in the previous case. The low energy picture, for k = 1 
to 5, is plotted on Figure 6.6.(b) and the high energy limit where k = 60 to 100 is 
plotted on Figure 6.6(c). Note that as in the previous case all the Regge trajectories 
for n = 6 lay upper than the one for n = 5 in the complex / plane. The real part and 
the imaginary parts as separates functions of k are plotted in Figure 6.6(d). The real 




Figure 6.4: Stokes lines position for Ca. (a)l = 5 + 7i is the initial guess for k = 5, 
(b) Magnification of (a) for the real part in the interval [-9.5, -5.5] , (c) Magnification 





Figure 6.5: Stokes lines position for Ca. (a) l = 7.70272 + 9.55859f is a Regge 
pole for k = 5, (b) Magnification of (a) for the real part in the interval [-10,-6], (c) 
Magnification of (b) for the real part in the interval [-2,0]. 
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Figure 6.6: Regge trajectories for Ca (Z = 20). (a) Trajectories in the complex l 
plane, (b) Low energies, k = 1 to k = 5, (c) High energies, k = 60 to k = 100 and (d) 
Real and Imaginary parts of l as functions of k 
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6.2.3 Regge Poles for Atomic Sodium (Z = 11) 
The parameters for the sodium atom are A — 0.57Z1(/3 and B = 0.049Z1^, 
with Z — 11. The positions of the Stokes lines for the initial guess and for the regge 
pole position for k = 5 are given in Figures 6.7 and 6.8 respectively. 
The Regge pole positions are calculated for k — 1 to k = 105. For n=5 and n=6, 
they are given (Figure 6.9 (a)). The low energy picture, for k = 1 to 5, is plotted on 
Figure 6.9.(b). and the high energy limit where k = 60 to 100 is plotted on Figure 
6.9(c). The trajectories have the same characteristics as in the previous cases: they 
move upper in the complex l plane when n increases and they are linear and parallel 
at high energies. The real part and the imaginary parts as separates functions of k 
are plotted in Figure 6.7(d). Once again, the real part increases fast with k and it is 








Figure 6.7: Stokes lines position for Na. (a) l = 5 + 7z is the initial guess for k = 5, 
(b) Magnification of (a) in the interval [-9.5, -8.9] and (c) Magnification of (a) in the 











Figure 6.8: Stokes lines position for Na. (a)l = 8.80044+ 10.0895i is a Regge pole for 
k = 5, (b) Magnification of (a) in the interval [-11,-7] and (c) Magnification of (a) in 
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Figure 6.9: Regge trajectories for Na (Z = 11). (a) Trajectories in the complex l 
plane, (b) Low energies, k = 1 to k = 5, (c) High energies, k = 60 to k = 100 and (d) 
Real and Imaginary parts of l as functions of k 
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6.2.4 Pe99e Poles for Atomic Rubidium (Z = 37) 
The parameters for rubidium are A = 0.57Z1/3 and B = 0.049Z1/3, with 
Z = 37. The positions of the Stokes lines for the initial guess and for the Regge pole 
position for k = 5 are given in Figures 6.10 and 6.11 respectively. As expected, there 
is a Stokes line connecting two turning points at the Regge pole (Figure 6.11) 
The Regge pole positions are calculated for k = 1 to k — 105. The Regge trajecto¬ 
ries for n = 5 and n — 6 are given on Figure 6.12(a). The curves look very much like 
the previous cases. In Figures 6.12(b) and 6.12(c), the low and high energy limits are 
once again plotted. The linear and parallel characteristic of the trajectories at high 
energy is consistent. The real part and the imaginary parts as separate functions of 
k are plotted. The graph is given in Figure 6.12(d) and is very similar to the ones for 






Figure 6.10: Stokes lines position for Rb. (a) l — 5 + 7i is the initial guess for k = 5 





Figure 6.11: Stokes lines position for Rb. (a) l = 6.7366 + 9.0501z is a Regge pole for 






Figure 6.12: Regge trajectories for n = 5 and n = 6 for Rb (Z=37).(a) Trajectories 
in the complex l plane: k goes from 1 to 105, (b) Low energy: k = 1 to k = 5, (c) 
High energy limit: A: = 60 to k = 100, (d) Re(l) and Im(l) as functions of k. 
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6.3 Comparison of the Results for the Different Atoms 
The Regge trajectories for the three atoms Na, Rb and Ca have very similar 
behavior. A surprising observation is that their trajectories in the complex l plane 
are identical (Figure 6.13). The curves of the real and imaginary parts of l vs k 
(Figures 6.14 and 6.15) show a similarity in behavior but a difference in magnitude. 
The heavier the atom, the smaller the magnitudes of its angular momentum quantum 
number. That can be observed for both the real and the imaginary parts (Figures 
6.14 and 6.15). The real parts of the different systems are linear, except at very small 
values of k with different slopes. The calcium and the sodium have very close slopes. 
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Figure 6.13: Comparison of the Regge trajectories for H, Na, Rb and Ca. n = 5 
Figure 6.14: Real part of l vs k. Comparison for H, Ca, Na and Rb for n = 5 
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Figure 6.15: Imaginary part of I vs k. Comparison for H, Ca, Na and Rb for n = 5 
CHAPTER 7 
CONCLUSIONS AND FUTURE WORK 
The Stokes lines topology can be used to determine the integration path of the 
Bohr-Sommerfeld equation. When a potential involves many turning points, the two 
among them that are joined by a Stokes lines will determine the limits of integration. 
They also help in the choice of an initial guess for the value of the pole. Therefore, 
the semiclassical calculation of Regge poles is considerably simplified. 
Regge trajectories were investigated for the Thomas-Fermi potential and found 
that they have the same global behavior for different parameters (Z,n). An interesting 
feature is that for the same principal quantum number n, the trajectories in the 
complex / plane will be exactly the same for different values of Z, i.e. different 
atoms. The magnitudes of the real and imaginary parts are not the same but the 
points lies on the same curve in the complex plane. For the same value of n, the real 
and imaginary parts of the Regge poles for a certain value of k increase as Z decrease. 
When those quantities are plotted as functions of the energy, the hydrogen data will 
be at the top, followed by that of Na, then Ca, and finally Rb. 
At high energy, the trajectories are linear and for the same value of Z, different n 
will give parallel trajectories. As k goes to zero, it looks like the curve goes asymp¬ 
totically to zero. The real part of the angular momentum plotted as a function of k 
becomes linear very quickly and increases much faster than the corresponding imagi¬ 
nary part. The imaginary part varies very slowly, as if going to an asymptotic value. 
Even though that behavior is consistent, that value could not be predicted. Due to 
the lack of published literature on Regge trajectories for the Thomas-Fermi potential, 
the accuracy of the method could not be determined, but it can be assumed to be 
the same as that of the one achieved in general by the semiclassical method because 
the equations solved are the same. 
In conducting this study, there are a number of questions that arise and are worth 
future in-depth study. The first one comes from the fact that the Bohr-Sommerfeld 
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condition is a first order approximation where only the two first terms of a series are 
kept. Furthermore, because it involves a square root of a complex function, some 
of its solutions will not be Regge poles; it can be considered as a necessary but not 
sufficient condition. That explains why false Regge poles may occur, i.e., poles that 
verify the Bohr-Sommerfeld condition without being eigenvalues of the Schrodinger 
equation with the required boundary conditions. It would be very useful to create a 
test that would allow verifying if the solutions of the Bohr-Sommerfeld equation are 
eigenvalues of the Schrôdinger equation. 
The second point of interest is the low energy behavior of the Regge trajectories 
for the Thomas-Fermi potential. The polarization potential — 1/r4 is a limiting case 
of the Thomas-Fermi at large r. Its Regge trajectories are known to go asymptotically 
as k —> 0. One would be curious to verify if the same behavior can be observed for 
the Thomas-Fermi potential. A third point, and maybe the most interesting, would 
be to investigate how predictable the Regge poles of the Thomas-Fermi potential are. 
In other words, if the position of a few number of poles are known for a certain value 
of n at low energy, is there a way to predict what values of l will be Regge poles at 
high energy? The linear character of the real part of l as a function of k observed in 
Figures 6.12, encourages the thought that it may be possible, if the imaginary part 
could be figured out. The fact that all the Regge trajectories obtained lie on the 
same curve in the complex l plane as observed on Figure 6.13 suggest that there is a 
certain relationship between the real and the imaginary part of l for all Z. If it is the 
case, once the real part of / is known, the imaginary part can be obtained. The work 
to be done regarding that aspect is to determine at what values of k the real part of 
l becomes linear and to verify if the Regge trajectories of all systems, not only the 
one studied here, lie on the same curve in the complex l plane for a fixed n. 
CHAPTER 8 
APPENDICES 
8.1 Program for the Stokes Lines 
(* MATHEMATICA PROGRAM FOR CALCULATING THE STOKES LINES POSITIONS 








zl = 0; 
z2 = 0 ; 
q [x_] = -l/(x*(l+A*x)(1+B*x)~2) 
(♦FIND THE TURNING POINTS POSITIONS*) 
sols =x/. Solve[x~2-((1+1/2)~2)/k~2-(2q[x]*x~2)/k~2==0, x] 
For[i=l, i<= Length[sols], i++, 
k = k; 
l = l; 
z[i] = sols [ [i] ] ] 
(♦MODULE FOR THE NUMERICAL INTEGRATION*) 
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f[z_] = Sqrt[ k~2-2q[z]-(1+1/2)~2/z~2] 
trap[aa_, bb_, sn_] = Module [{wer, i2, xx}, 
wer = 1/sn; 
i2 = f[aa]/2; 
xx = wer; 
While[xx < (l-3*wer/4), 
i2 = i2+f[aa+xx*(bb-aa)]; 
xx = xx+wer 
]; 
i2 = (12 + f[bb]/2)*(bb - aa)*wer 
] 
(*STEP SIZE, TOLERANCES, AND MAXIMUM NUMBER OF POINTS ON THE LINES*) 
e = 0.004 
ee = 0.00051 
eO = 0.00051 
numl =500 
num2 =500 
points = {{Re [z[l]] , Im[z[l]]},{Re[z[2]] , Im[z[2]]>> 
(*ARRAY THAT STORES THE STOKES LINES POINTS*) 
ch = 0 
est = 0 
(*FIND THE FIRST POINT OF EACH LINE*) 
For[w = 1, w <= 3, w += 1, 
zO = z[l]+eO*Exp[I*(2*Pi/3*w + Arg[Sqrt[k"2*z[1]-z [2]/(z [1]~2)]])] 
iO = trap[z[l] , zO, 2] ; 
fzO = Im[iO] ; 
If [ Abs[fzO]< ee, ch = ch + 1; 
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points = Append[points,{Re[zO], Im[zO]}] ] ; ] ; 
For[i=2, i<=Length[sols], i++, 
For[w = 1, w <= 3, w += 1, 
zO = z[i]+eO*Exp[I*(2*Pi/3*w + Arg[Sqrt[k~2*z[i]-z [i-1]7/(z [i]~2)]])]; 
iO = trap[z[i], zO, 2]; 
fzO = Im[iO] ; 
If [ Abs[fzO]< ee, ch = ch + 1 ; 
points = Append[points,{Re[zO], Im[zO]}] 
]; ];]; 
OFINDS THE OTHER POINTS OF THE LINE*) 
p = 0; 
pl = 0; 
b = 0; 
(* If[ch != 6, line_out = ch]*) 
OSTOKES LINES FOR THE FIRST TURNING POINT*) 
If[ch >= 3*Length[sols] , 
For[w = 1, w <= 3, w += 1, 
zO = z[l]+eO*Exp[I*(2*Pi/3*w + Arg[Sqrt [k~2*z [1] -z [2]/(z [1] "2)]] )] ; 
zOO=z [1]; 
en=e ; 
iO = trap[z[l], zO, 2]; 
fzO = Im[iO] ; 
If [ Abs[fzO]< ee, ch = ch + 1; 
points = Append[points,{Re[zO], Im[zO]}] 
]; 
If [ Abs[fzO]< ee, 
While [ (pl<w*numl) , 
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u = 0; 
a = 0; 
While [(a == 0) && (u < 10), 
If[b == 0, en = e]; 
zn = 
zO+en*Exp[I*((-1)~u*u*5*2*Pi/360+Arg[z0-z00])]; 
u = u+1; 
p = p+1; 
in = iO + trap[zO, zn, 2] ; 
If [Abs[Im[in]]<ee,points = 
Append[points,{Re[zn], Im[zn]}]; 
pl = pl+1; 
est = est + en; 
iO = in; 
a = 1 
]; 
]; 
If [a == 1, b = 0; 
zOO = zO; 
zO = zn, 
b = b+1; 
en = en / 2 
]; 
a = 0 
];];]; 
OSTOKES LINES FOR THE OTHER TURNING POINTS*) 
For[i=2, i<=Length[sols], i++, 
b=0 ; 
For[w = 1, w <= 3, w += 1, 




en = e; 
iO = trap[z[i] , zO, 2] ; 
fzO = Im[iO] ; 
If [ Abs [fzO] < ee, 
WhileE(pl<3*(i-l)*numl+w*num2) , 
u = 0; 
a = 0; 
While [(a == 0) && (u < 10), 
If[b == 0, en = e]; 
zn = 
z0+en*Exp[I*((-l)~u*u*5*2*Pi/360+Arg[z0-z00])]; 
u = u+1; 
p = p+i; 
in = iO + trapEzO, zn, 2]; 
If[Abs[ImEin]] <ee,points = 
Append[points,{Re[zn], Im[zn]}]; 
pi = pl+1; 
est = est + en; 
iO = in; 
a = 1 
]; 
]; 
If [a == 1, b = 0; 
zOO = zO; 
zO = zn, 
b = b+1; 
en = en / 2 
]; 
a = 0] ; ] ;] ; ]; ] ; 
(♦STORE THE POINTS IN A FILE*) 
points>>tfhkllll.5 
(♦PLOT THE STOKES LINES*) 
graphtf 2=ListPlot [points ,Frame->True] 
62 
8.2 Program for Regge Poles 






q[r_] = -l/((1 + A*r) r(l + B*r)~2 ) (*POTENTIAL*) 
n=5; 
int[z_,l_]:=Sqrt [k~2-2*q[z]-(1+1/2)~2/(z~2)] ; 
(*INITIALIZATION OF PARAMETERS*) 
Lold=100+100I 
Lnew=97.41+27.1671(*INITIAL GUESS*) 
(*FIND THE POLES*) 
While[Abs[Re [Lnew-Lold]]>(l/10~7)&&Abs[Im[Lnew-Lold]]>(1/10~7), 





(*SPECIFY THE INTEGRATION CONTOUR. HAS TO BE INPUT*) 
a=z[4]; 
e=z [5]; 
(♦CALCULATE THE FUNCTION TO MINIMIZE AND ITS DERIVATIVE*) 
h=.00001+0.000011 ;OSTEP*) 
dlim=Lnew+h; 









Print["Lnew=",Lnew," f= ",f]; 
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