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Abstract. In [5] Diederich and Ohsawa proved that every disc bundle over a compact Ka¨hler
manifold is weakly 1-complete. In this paper, under certain conditions we generalize this result
to the case of fiber bundles over compact Ka¨hler manifolds whose fibers are irreducible bounded
symmetric domains. Moreover if the bundle is obtained by the diagonal action on the product
of irreducible bounded symmetric domains, we show that it is hyperconvex.
1. Introduction
For a complex manifold we say that it is weakly 1-complete if it admits a C∞ smooth plurisub-
harmonic (psh, for short) exhaustion. Two extreme examples of this concept are compact com-
plex manifolds and Stein manifolds. For the properties of weakly 1-complete manifolds, see
[13, 14, 11] and the references therein.
Let M be a compact Ka¨hler manifold and pi1(M) be its fundamental group. Let Ω be an
irreducible bounded symmetric domain and E → M a holomorphic fiber bundle over M with
fiber Ω. One can express E as M˜ ×ρ Ω, where ρ is a homomorphism from pi1(M) to the set of
automorphisms of Ω, denoted Aut(Ω) and pi1(M) acts on the universal cover M˜ ofM as the deck
transformation. Denote by G the identity component of Aut(Ω). In this paper we investigate the
weakly 1-completeness of fiber bundles whose fibers are bounded symmetric domains. Let Bn
denote the irreducible bounded symmetric domain of rank 1, i.e. the unit ball {z ∈ Cn : |z| < 1}.
We will stick to the notation introduced above through the whole paper.
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The main result is the following:
Theorem 1.1. Suppose that ρ(pi1(M))
Zar
is reductive in G or ρ is a maximal 1-parabolic rep-
resentation (see Definition 4.7 ). Then E is weakly 1-complete. In particular, any holomorphic
Bn-bundle over a compact Ka¨hler manifold is weakly 1-complete for all n ≥ 1.
This is a generalization of the following theorem:
Theorem 1.2 (Diederich-Ohsawa [5]). Every holomorphic disc bundle over a compact Ka¨hler
manifold is weakly 1-complete.
The proof of this result consists of two cases corresponding to whether there exist harmonic
sections or not. At first they consider the function φ(z, w) := 1 −
∣∣∣ w−zwz−1 ∣∣∣2 on the bidisc ∆2
which is invariant with respect to the diagonal action (z, w) 7→ (γz, γw) for all γ ∈ Aut(∆). If
there exists a harmonic section h, then the function ϕ(z, w) := − log φ(h(z), w) defines a psh
exhaustion. If there is no harmonic section, they look at the P1-bundle M˜ ×ρ P1 which contains
the disc bundle M˜ ×ρ ∆ as an open subset. By Eells-Sampson [6] and Hamilton [8], there
exists a flat section s to the ambient bundle M˜ ×ρ P1. One can deduce that the complement
of s(M) in M˜ ×ρ P1 has the structure of locally trivial holomorphic C-bundle with respect to
the group {z 7→ az + b : |a| = 1, a, b ∈ C}. Here they used the fact that s(M) is contained in
the hypersurface in M˜ ×ρ P1 and as a consequence the normal bundle of s(M) in M˜ ×ρ P1 is a
topologically trivial line bundle. Knowing this last fact, they could construct a psh exhaustion.
Basically we follow the proof of Diederich and Ohsawa. In the matter of bounded symmetric
domain bundles, it consists of two cases according to whether the Zariski closure of ρ(pi1(M))
in G is reductive or not. At first we consider a real-valued function on Ω× Ω defined by
(1.1) ψΩ(z, w) :=
KΩ(z, z)KΩ(w,w)
|KΩ(z, w)|2 ,
which is invariant under the diagonal action of Aut(M). Here KΩ is the Bergman kernel of Ω.
When Ω is the unit disc, it coincides with 1/φ. In Section 3, we show that logψΩ is psh on
Ω×Ω and strictly psh off the diagonal when Ω is a bounded symmetric domain. It is a straight
forward calculation which uses an explicit formula of the Bergman kernel of Ω. Next we apply
the following theorem of Corlette:
Theorem 1.3 (Corlette [4] cf. [21] Theorem 4.7). Let M be a compact Riemannian manifold,
let G be a semisimple algebraic group, and let ρ : pi1(M) → G be a representation. Then a ρ-
equivariant harmonic map f : M˜ → G/K exists if and only if the Zariski closure of the image
of ρ is a reductive group.
When ρ(pi1(M))
Zar
is reductive, the function logψΩ(h(z), w) is a psh exhaustion (Theorem
4.1) where h the harmonic section obtained in Theorem 1.3. Note that the fact that h is
pluriharmonic, which was proved by Siu [16] and Sampson [15] (see also [21]), is critically used
in the proof. If ρ(pi1(M))
Zar
is not reductive, we consider the Ω̂-bundle M˜ ×ρ Ω̂ where Ω̂ is the
compact dual of Ω. By Hamilton ([8]), there exists a harmonic section fromM to M˜×ρB where
B is a boundary component of Ω in Ω̂. Furthermore, ρ(pi1(M)) is contained in the normalizer
of B in G (Lemma 4.5). At this point, we only consider the case in which B is a maximal face
of Ω. By exploiting a generalized Cayley transformation of Wolf and Koranyi [9], we can show
that a structure group of a line subbundle in the normal bundle of M˜ ×ρ B in M˜ ×ρ Ω̂ can be
reduced to the unitary group. At present the author does not know how to approach the case
of a general boundary component.
Let Γ ⊂ G be a cocompact discrete subgroup of G. Then Γ \Ω is a compact Ka¨hler manifold
with the metric induced from the Bergman metric on Ω. Consider the diagonal action of Γ on
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Ω × Ω, i.e., γ(z, w) = (γz, γw). Then Ω × Ω/Γ is a Ω-fiber bundle over Γ \ Ω. In this case
we can show that Ω × Ω/Γ is hyperconvex, i.e., there exists a C∞ bounded psh exhaustion on
Ω×Ω/Γ (Theorem 5.1). If Ω is the ball Bn, one sees that Bn×Bn/Γ is a domain in CPn×CPn/Γ
with Levi flat real analytic boundary whose Diederich-Fornaess index equals to 1/2 (Corollary
5.2). In case of n = 1, it was proved by Adachi-Brinkschulte [3] and Fu-Shaw [7]. We exploit
their theorem to obtain the Diederich-Fornaess index. When the fiber is the disc in C, Adachi
described precisely all L2 holomorphic functions in [1]. Moreover he also showed that there is
no non-constant bounded holomorphic function ([2]). Similarly, if Ω = Bn, any bounded holo-
morphic function is constant (Theorem 5.8) by the Hopf-Tsuji-Sullivan theorem ([19]).
Acknowledgement The author would like to thank Masanori Adachi and Takeo Ohsawa
for their helpful comments on preliminary drafts. This work began at the workshop “Progress
in Several Complex Variables” which was held in Korea Institute of Advanced Study (KIAS),
April 23–27, 2018. The author is grateful to the organizers and the Institute for providing a
stimulating working environment.
2. Preliminaries
Let X be an irreducible Hermitian symmetric space of non-compact type. Let G be the
identity component of the isometry group of X with respect to the Bergman metric of X and
K ⊂ G the isotropy subgroup at o ∈ X. Then X is biholomorphic to G/K. Denote by g and
by k the Lie algebras of G and K respectively. Let g = k+m be the Cartan decomposition. Let
gC = g ⊗R C, kC = k ⊗R C, mC = m ⊗R C, and GC be the complex Lie group corresponding to
gC. Let gc = k+
√−1m be a Lie algebra of compact type and Gc the corresponding connected
Lie group of gc. Then X̂ = Gc/K is the compact dual of X. Let h be a Cartan subalgebra
of g contained in k. Note that hC = h ⊗R C is a Cartan subalgebra of gC. Let ∆ denote the
set of roots of gC with respect to hC and let gα denote the root space with respect to a root
α ∈ ∆. Let ∆k, ∆m denote the set of compact, non-compact roots of gC with respect to the
Cartan decomposition gC = kC +mC respectively and choose an order of ∆ such that the set of
positive non-compact roots ∆+m satisfies that m
+ :=
∑
α∈∆+m
gα = T 1,0o X. Here T 1,0X denotes
the holomorphic tangent bundle of X. Denote m− :=
∑
α∈∆−
m
gα. Let M+ and M− be the
corresponding analytic subgroups in GC. Note that m+ and m− are abelian subalgebras of gC.
The center z of k contains an element Z such that AdZE = ±iE for E ∈ m∓. J := AdZ
is a complex structure on m. A basis of m is given by the elements Xα = Eα + E−α and
Yα = −i(Eα − E−α) where α is non-compact positive. For such α, we have the relations
JXα = Yα, JYα = −Xα and [Xα, Yα] = 2iHα. Define Xcα = iXα and Y cα = iYα. Those define a
basis of im. KC denoting the analytic subgroup corresponding to kC, KC ·M+ is a semidirect
product. X̂ = Gc/K is identified with G
C/KC ·M+ by the identity map of G into GC. The orbit
G(x) is the image of the holomorphic embedding gK 7→ g(x) of X into X̂ (Borel embedding).
The map ξ : m− → X̂ defined by
(2.1) ξ(E) = exp(E)(x)
is a holomorphic homeomorphism onto a dense open subset and ξ is AdK -equivariant. Then
Ω = ξ−1(G(x)) is a bounded symmetric domain in m−; this is the Harish-Chandra realization
of X.
For α, β ∈ ∆, one says that α and β are strongly orthogonal if and only if α ± β /∈ ∆. Let
Π := {α1, . . . , αr} denote a maximal set of strongly orthogonal positive non-compact roots of
gC. Then X is of rank r. For each α ∈ Π we define the 3-dimensional simple subalgebras gcα
spanned by {iHα,Xcα, Y cα} which is isomorphic to su(2), and gα spanned by {iHα,Xα, Yα} which
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is isomorphic to su(1, 1). For every α ∈ Π we have
(2.2) cα := exp
(pi
4
Xα
)
∈ Gc, c =
∏
α∈Π
cα
and c is called the Cayley transformation of X. Note that c has order 4 or 8. For Λ ⊂ Π partial
Cayley transformation is defined by
(2.3) cΛ =
∏
α∈Λ
cα.
Denote by gCΛ the derived algebra of h+
∑
α⊥Π\Λ g
α, where ⊥ is the orthogonality with respect
to the inner product induced by the Killing form of gC. Let GCΛ denote the Lie subgroup of G
C
corresponding to gCΛ and GΛ, G
c
Λ, gΛ, g
c
Λ denote G∩GCΛ, Gc∩GCΛ, g∩gCΛ, gc∩gCΛ. Let XcΛ = GcΛ ·o
and XΛ = GΛ · o ⊂ X.
Let ∂X be the topological boundary of X in X̂ and ∆ = {z ∈ C : |z| < 1} the unit disc. A
holomorphic map g : ∆ → X̂ such that g(∆) ⊂ ∂X is called a holomorphic arc in ∂X. A finite
sequence {g1, . . . , gs} of holomorphic arcs in ∂X is called a chain of holomorphic arcs in ∂X if
fj(∆) ∩ fj+1(∆) 6= ∅ for any j = 1, . . . , s − 1. One can give an equivalence class on ∂X such
that for z1, z2 ∈ ∂X, z1 ∼ z2 if and only if there is a chain of holomorphic arcs {g1, . . . , gs} in
∂X with z1 ∈ g1(∆) and z2 ∈ gs(∆). The equivalence classes are the boundary components of
∂X in X̂ .
Theorem 2.1 (Wolf [22]). The G orbits on the topological boundary of X in its compact dual
are the sets
(2.4) G(cΠ−Λo) =
⋃
k∈K
kcΠ−ΛXΛ with Λ $ Π,
where cΠ−Λ is the Cayley transformation with respect to Π − Λ. Furthermore the boundary
components of X in X̂ are the sets kcΠ−ΛXΛ,0 with k ∈ K and Λ $ Π. These are Hermitian
symmetric spaces of non-compact type and rank is |Λ|.
Definition 2.2. If |Λ| = |Π| − a, then we will call kcΠ−ΛXΛ,0 a a-component.
Let BΛ be the set of all elements of G which preserves cΠ−ΛXΛ and b
Λ its Lie algebra. By
Koranyi and Wolf, BΛ and bΛ has the following structure. Refer [9] for details. We will follow
their notation.
Theorem 2.3 (Koranyi-Wolf [9]). BΛ is a maximal parabolic subgroup of G, and is the nor-
malizer of Adc−1Π−Λ
NΛ,− in G. The identity component of BΛ is given by
(2.5)
{
GΛ · LΛ2 ·Adc−1Π−ΛK
∗
Π−Λ,1
}
· Adc−1Π−ΛN
Λ,−
and this is the Chevalley decomposition into reductive and unipotent parts.
Note that we have
(2.6) m− = m−Π−Λ,1 +m
Λ,−
2 +m
−
Λ
and for E ∈ m−, we can express E = E1 + E2 + E3 with E1 ∈ m−Π−Λ,1, E2 ∈ mΛ,−2 and
E3 ∈ m−Λ . Let ν be a complex antilinear map of m± onto m∓ preserving this direct decomposition.
For all W ∈ Ω ∩ m−Λ , define the linear transformation µ(W ) : mΛ,−2 → mΛ,−2 by µ(W )U =
AdW τΠ−Λν(U) with τΠ−Λ = Adc2Π−Λ
. For all V ∈ mΛ,−2 , define the linear function fV : m−Λ →
m
Λ,−
2 by fV (W ) = (I + µ(W ))V . Finally, for all W ∈ Ω ∩m−Λ , define the vector-valued bilinear
form FW : m
Λ,−
2 ×mΛ,−2 → m−Π−Λ,1 by FW (U, V ) = − i2
[
U, τΠ−Λ(ν(I + µ(W )))
−1V
]
.
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Theorem 2.4 (Koranyi-Wolf [9]).
(1) NΛ,− acts on m− by
(2.7) g(E) = E + U + fV (E3) + 2iFE3 (E2, fV (E3)) + iFE3 (fV (E3), fV (E3))
where g = exp (U + (I − τΠ−Λ)(V )), U ∈ nΛ,−1 and V ∈ mΛ,−2 .
(2) KΛ∗ acts on m− by the adjoint representation and it preserves m−Π−Λ,1, m
Λ,−
2 and m
−
Λ .
(3) On m−Π−Λ,1, K
∗
Π−Λ,1 is real, GΛ and L
Λ
2 are trivial. These actions are ξ-equivariant; in
particular KΛ∗ ·NΛ,− preserves ξ(m−).
(4) For all k ∈ DΓ∗, W ∈ ΩΓ and U, V ∈ mΓ,−2 , we have
(2.8) AdkFW (U, V ) = FAdkW (AdkU,AdkV ) .
(5) cΠ−ΛD =
{
E ∈ m− : ImE1 − ReFE3(E2, E2) ∈ cΛ, E3 ∈ Ω ∩m−Λ
}
.
Lemma 2.5. (a) [m+Λ ,m
Λ,−
2 ] ⊂ qΛ,+2 .
(b) [m+Λ , q
Λ,+
2 ] = 0.
Proof. (3.1) By Lemma 6.3 in [9], one sees that Adc−1Π−Λ
r
Λ,−
2 is an eigenspace with an eigenvalue
−1 of ad−YΠ−Λ where rΛ,−2 = qΛ,+2 + mΛ,−2 , where qΛ,+2 ⊂ kC. Moreover m+Λ belongs to the
0-eigenspace of ad−YΠ−Λ . Hence [m
+
Λ ,m
Λ,−
2 ] ⊂ (qΛ,+2 +mΛ,−2 ) ∩ kC = qΛ,+2 .
Note that [m+Λ , q
Λ,+
2 ] belongs to the positive root space. Since [m
+
Λ , q
Λ,+
2 ] ⊂ rΛ,−2 ∩mC = mΛ,−2 ,
it should be zero. 
3. Pluriharmonicity of invariant functions
In this section, we denote by MCr,s the set of r × s complex matrices. Denote by SMCn,n
(resp. ASMCn,n) the set of symmetric (resp. antisymmetric) n×n complex matrices. Irriducible
bounded symmetric domains consist of the following four kinds of classical type and two excep-
tional type domains:
(I) ΩIr,s =
{
Z ∈MCr,s : Ir − ZZ∗ > 0
}
,
(II) ΩIIn =
{
Z ∈MCn,n : In − ZZ∗ > 0, Zt = −Z
}
,
(III) ΩIIIn =
{
Z ∈MCn,n : In − ZZ∗ > 0, Zt = Z
}
,
(IV) ΩIVn =
{
Z = (z1, . . . , zn) ∈ Cn : ZZ∗ < 1, 0 < 1− 2ZZ∗ +
∣∣ZZt∣∣2},
(V) ΩV16 =
{
z ∈MOC1,2 : 1− (z|z) + (z#|z#) > 0, 2− (z|z) > 0
}
, and
(VI) ΩV I27 =
{
z ∈ H3(OC) : 1− (z|z) + (z#|z#)− |det z|2 > 0, 3− 2(z|z) + (z#|z#) > 0, 3− (z|z) > 0
}
.
Here OC is the complex 8-dimensional algebra of complex octonions. For a = (a0, a1, . . . , a7) ∈
OC with ai ∈ C, let a 7→ a˜ := (a0,−a1, . . . ,−a7) denote the Cayley conjugation and a 7→
a := (a0, a1, . . . , a7) the complex conjugation. The Hermitian scalar product is given by (a|b) =
ab˜ + a˜b. Let H3(OC) be the complex vector space of 3 × 3 matrices with entries in OC which
are Hermitian with respect to the Cayley conjugation in OC. Explicitly A ∈ H3(OC) can be
expressed as
(3.1) A =
 α1 a3 a˜2a˜3 α2 a1
a2 a˜1 α3
 with ai ∈ OC and αi ∈ C for all i = 1, 2, 3.
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For A ∈ H3(OC) expressed by (3.1), let A# ∈ H3(OC) be the adjoint matrix of A expressed by
(3.2) A# =
 α2α3 − a1a˜1 a˜2a˜1 − α3a3 ˜a˜1a˜3 − α2a2˜a˜2a˜1 − α3a3 α3α1 − a2a˜2 a˜3a˜2 − α1a1
a˜1a˜3 − α2a2 ˜a˜3a˜2 − α1a1 α1α2 − a3a˜3
 .
The Hermitian scalar product onH3(OC) is given by (A|B) =
∑3
i=1 αiβi+
∑3
i=1(ai|bi). Explicitly,
(3.3)
(A|A) =
3∑
i=1
|αi|2 + 2
3∑
i=1
(|ai0|2 + · · ·+ |ai7|2)
(A#|A#) = |α2α3 − a1a˜1|2 + |α3α1 − a2a˜2|2 + |α1α2 − a3a˜3|2
(a˜3a˜2 − α1a1|a˜3a˜2 − α1a1) + (a˜1a˜3 − α2a2|a˜1a˜3 − α2a2)
+ (α1α2 − a3a˜3|α1α2 − a3a˜3)
|detA|2 =
∣∣∣∣∣α1α2α3 −
3∑
i=1
αiaia˜i + a1(a2a3) + (a˜3a˜2)a˜1
∣∣∣∣∣
2
.
with ai = (ai0, · · · , ai7) ∈ OC for i = 1, 2, 3. Let MOC1,2 denote the set of 1× 2 complex octonion
matrices. For z = (z1, z2) ∈MOC1,2 , we identify z with 0 z2 z˜1z˜2 0 0
z1 0 0
 ∈ H3(OC)
and apply the same notation #, (·, ·) and so on. Let SIr,s, SIIn , SIIIn , SIVn , SV and SV I be generic
norms of the corresponding domains given by
(i) SIr,s(Z,Z) = det(Ir − ZZ∗) for Z ∈MCr,s,
(ii) SIIn (Z,Z) = s
II
n (Z) for Z ∈ ASMCn,n,
(iii) SIIIn (Z,Z) = det(In − ZZ∗) for Z ∈ SMCn,n,
(iv) SIVn (Z,Z) = 1− 2ZZ∗ +
∣∣ZZt∣∣2 for Z ∈ Cn
(v) SV (Z,Z) = 1− (Z|Z) + (Z#|Z#) for Z ∈MOC1,2 , and
(vi) SV I(Z,Z) = 1− (Z|Z) + (Z#|Z#)− |detZ|2 for Z ∈ H3(OC).
with det(In − ZZ∗) = sIIn (Z)2 for some polynomial sIIn (Z) and Z ∈ ASMCn,n.
Lemma 3.1. Let Ω be an irreducible bounded symmetric domain and NΩ its generic norm. Then
the Bergman kernel K(z, z) of Ω can be expressed by c1NΩ(z)
−c2 for some constant c1, c2 > 0.
For a bounded symmetric domain Ω, possibly reducible, let KΩ : Ω × Ω → C denote the
Bergman kernel of Ω. Define a function ψΩ : Ω× Ω→ R by
(3.4) ψΩ(z, w) :=
KΩ(z, z)KΩ(w,w)
|KΩ(z, w)|2 .
Since ψΩ(γ(z), γ(w)) = ψΩ(z, w) for any γ ∈ Aut(Ω) and ψΩ(z, w) > 1 whenever z 6= w, logψΩ
is a well defined function on Ω× Ω which is invariant under the diagonal action of Aut(Ω) and
positive off the diagonal.
Lemma 3.2. Let Ω be a bounded symmetric domains, possibly reducible. logψΩ is a C
∞ psh
function which is invariant under the diagonal action of Aut(Ω). Moreover it is strictly psh on
Ω× Ω \ diag(Ω).
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Proof. Since Ω is a finite product on irreducible bounded symmetric domains, we may assume
that Ω is irreducible. Since ψΩ is invariant under the diagonal action of Aut(Ω), we only need
to prove that ∂∂ logψΩ(z, w) is strictly psh at (0, w), when w ∈ maximal polydisc of Ω.
Type I: Since KΩ(z, w) = c1 det(I − zwt)−c2 for some constants c1, c2 > 0, we have
(3.5)
∂∂ logψΩ(z, w) = ∂∂ (logKΩ(z, z) + logKΩ(w,w) − logKΩ(z, w) − logKΩ(w, z))
= −c2∂∂
(
log det(I − zzt) + log det(I − wwt)
− log det(I − zwt)− log det(I − wzt))
= c2
( −∂z∂z log det(I − zzt) ∂z∂w log det(I − zwt)
∂w∂z log det(I − wzt) −∂w∂w log det(I − wwt)
)
= c2
(
I −I
−I −∂w∂w log det(I − wwt)
)
at (0, w).
Note that
(3.6)
−∂
2 log det(I − wwt)
∂wii∂wkk
=
−1
det(I − wwt)
∂2 det(I −wwt)
∂wii∂wkk
+
1
det(I −wwt)2
∂ det(I − wwt)
∂wii
∂ det(I − wwt)
∂wkk
.
Let w = (wij) ∈ MCp,q with p ≤ q. Denote w =
 w1...
wp
 with wj = (wj1, . . . , wjq). Let’s
consider ∂∂ det(I − wwt) at w = diag(w11, . . . , wpp) :=
 w11 0 0 00 . . . 0 0
0 0 wpp 0
. Then
(3.7) I − wwt =

1− w1wt1 −w1wt2 . . . −w1wtp
−w2wt1 1− w2wt2 . . . −w2wtp
...
...
...
−wpwt1 −wpwt2 . . . 1− wpwtp
 .
By the derivative formula of the determinant, one obtains the following:
(3.8)
∂2
∂wijwkl
det(I−wwt) = det

1− w1wt1 −w1wt2 . . . −w1 ∂w
t
k
∂wkl
. . . −w1wtp
...
...
...
− ∂wi∂wijwt1 −
∂wi
∂wij
wt2 · · · − ∂wi∂wij
∂wt
k
∂wkl
. . . − ∂wi∂wijwtp
...
...
...
−wpwt1 −wpwt2 . . . −wp ∂w
t
k
∂wkl
. . . 1− wpwtp

.
Note that for σ = 1, . . . , p
(3.9)
∂wi
∂wij
wtσ = wσj ,
∂wi
∂wij
∂wtk
∂wkl
= δjl and wσ
∂wtk
∂wkl
= wσl.
If i < k, the k-th row the matrix in (3.8) is (0, . . . , 0,−wkl, 0, . . . , 0) when w = diag(w11, . . . , wpp)
where −wkl is located in the k-th component. Hence if k 6= l, then (3.8) should be zero. By
8 Aeryeong Seo
applying the same way, one obtains that
(3.10)
∂2
∂wijwkl
det(I − wwt) = 0 if i 6= k and k 6= l.
Suppose that i < k and k = l. Then (3.8) at w = diag(w11, . . . , wpp) is given by
(3.11)
∂2
∂wijwkk
det (3.7) = det

M1 0 0 0 0
0 −wij 0 −δkj 0
0 0 M2 0 0
0 0 0 −wkk 0
0 0 0 0 M3

whereM1 = diag
(
1− |w11|2, . . . , 1− |wi−1,i−1|2
)
,M2 = diag
(
1− |wi+1,i+1|2, . . . , 1− |wk−1,k−1|2
)
and M1 = diag
(
1− |wk+1,k+1|2, . . . , 1− |wpp|2
)
. Hence
(3.12)
∂2
∂wijwkk
det(I − wwt) = 0 if i 6= k and i 6= j
and
(3.13)
∂2
∂wiiwkk
det(I − wwt) = wiiwkkΠ
p
σ=1
(
1− |wσσ |2
)
(1− |wii|2) (1− |wkk|2) if i 6= k.
By the same way, one obtains that
(3.14)
∂2
∂wiiwkl
det(I − wwt) = 0 if i 6= k and k 6= l.
Suppose that i = k and j = l but i 6= j. Then
(3.15)
∂2
∂wijwij
det(I − wwt) = det
 N1 N2 0N t2 −1 N3
0 N
t
3 N4
 = − Πpσ=1 (1− |wσσ |2)
(1− |wii|2) (1− |wjj|2)
whereN1 = diag
(
1− |w11|2, . . . , 1− |wi−1,i−1|2
)
,N2 = (−w1j , . . . ,−wi−1,j)t, N3 = (−wi+1,j, . . . ,−wpi)
and N4 = diag
(
1− |wi+1,i+1|2, . . . , 1− |wpp|2
)
. Moreover since
(3.16)
∂
∂wij
det
(
I − wwt) = −δijwiiΠpσ=1 (1− |wσσ|2)
(1− |wii|2) ,
one obtains that
(3.17)
∂2
∂wijwij
log det
(
I − wwt) = −1
(1− |wii|2) (1− |wjj|2) .
One also gets
(3.18)
∂2
∂wiiwii
det
(
I − wwt) = −Πpσ=1 (1− |wσσ |2)
(1− |wii|2) .
By (3.13) and (3.16), for i 6= k we obtain that
(3.19)
∂2 log det
(
I − wwt)
∂wiiwkk
=
wiiwkk
(1− |wii|2) (1− |wkk|2) −
wii
(1− |wii|2)
wkk
(1− |wkk|2) = 0.
If i = k,
(3.20)
∂2 log det(I − wwt)
∂wiiwii
= − 1
(1− |wii|2) −
wii
(1− |wii|2)
wii
(1− |wii|2) = −
1
(1− |wii|2)2
.
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Hence −∂∂ log det (I − wwt) is given by the diagonal matrix diag( 1
(1−|wij |2)
2
)
i=1,...,p,
j=1,...,q
which is
bigger than I whenever w 6= 0. This implies that ∂∂ logψΩ(z, w) is positive definite by (3.21)
for every z, w ∈ ΩIr,s except z = w.
Type II and III: Since ψΩIIn and ψΩIIIn are the restriction of ψΩIn,n on Ω
II
n and Ω
III
n respec-
tively, those are also strictly psh except z = w.
Type IV: Since KΩIVn (z, z) = c1
(
1− 2zz∗ + ∣∣zzt∣∣2)−c2 for some constant c1, c2 > 0, we
have
(3.21) ∂∂ logψΩIVn (z, w) = c2
(
2I −2I
−2I −∂w∂w log
(
1− 2wwt + ∣∣wwt∣∣2)
)
at (0, w).
A maximal polydisc in ΩIVn is given by
∆2 := {(w1, w2, 0, . . . , 0) : w1 = λ(ζ1 + ζ2), w2 = iλ(ζ1 − ζ2), |ζ1| < 1, |ζ2| < 1}
with λ2 = i4 . Note that on ∆
2,
(3.22)
wwt = 4λ2ζ1ζ2 = iζ1ζ2, ww
t =
1
2
(|ζ1|2 + |ζ2|2) ,
1− 2wwt + ∣∣wwt∣∣2 = (1− |ζ1|2) (1− |ζ2|2) ,
4w1w2 = −
(
ζ21 − ζ22
)
,
4w1w2 = 4λ (ζ1 + ζ2) iλ (ζ1 − ζ2) = −i (ζ1 + ζ2)
(
ζ1 − ζ2
)
.
Since ∂
2
∂wj∂wk
(
1− 2wwt + ∣∣wwt∣∣2) = −2δjk + 4wjwk on ∆2, we obtain
(3.23) ∂∂
(
1− 2wwt + ∣∣wwt∣∣2) =

−2 + 4|w1|2 4w1w2 0
4w2w1 −2 + 4|w2|2
−2 0
0
. . .
0 −2
 .
Since ∂∂wj
(
1− 2wwt + ∣∣wwt∣∣2) = −2(wj − wj(wwt)) on ∆2, one gets
(3.24)
∂SIVn ∂S
IV
n =

4
∣∣∣w1 − w1(wwt)∣∣∣2 4(w1 − w1(wwt)) (w2 −w2(wwt)) 0
4
(
w2 − w2(wwt)
) (
w1 − w1(wwt)
)
4
∣∣∣w2 − w2(wwt)∣∣∣2
0 0
 .
Hence by a straightforward calculation we obtain
− SIVn
∂2SIVn
∂w1∂w2
+
∂SIVn
∂w1
∂SIVn
∂w2
= i
(|ζ1|2 − |ζ2|2) (2− |ζ1|2 − |ζ2|2) ,
− SIVn
∂2SIVn
∂w1∂w1
+
∂SIVn
∂w1
∂SIVn
∂w1
= 2
(
1− |ζ1|2
) (
1− |ζ2|2
)
+
(|ζ1|2 − |ζ2|2)2
and
− SIVn
∂2SIVn
∂w2∂w2
+
∂SIVn
∂w2
∂SIVn
∂w2
= 2
(
1− |ζ1|2
) (
1− |ζ2|2
)
+
(|ζ1|2 − |ζ2|2)2 .
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To show that (3.21) is semi-positive definite, we only need to prove that −∂∂ log SIVn − 2I is
semi-positive definite, i.e.
(3.25)

M 0
2
SIVn
0
0
. . .
0 2
SIVn
− 2I
where
M =
(
2
(SIVn )
2 (1− |ζ1|2)(1− |ζ2|2) +
(|ζ1|2 − |ζ2|2)2 i(SIVn )2 (|ζ1|2 − |ζ2|2) (2− |ζ1|2 − |ζ2|2)
−i
(SIVn )
2
(|ζ1|2 − |ζ2|2) (2− |ζ1|2 − |ζ2|2) 2(SIVn )2 (1− |ζ1|2) (1− |ζ2|2)+ (|ζ1|2 − |ζ2|2)2
)
is semi-positive definite. Note that 2
SIVn
In−2 − 2In−2 is positive definite whenever w 6= 0. Hence
we only need to check that(
2
(
1− |ζ1|2
) (
1− |ζ2|2
)
+
(|ζ1|2 − |ζ2|2)2 − 2 (SIVn )2 i (|ζ1|2 − |ζ2|2) (2− |ζ1|2 − |ζ2|2)
−i (|ζ1|2 − |ζ2|2) (2− |ζ1|2 − |ζ2|2) 2 (1− |ζ1|2) (1− |ζ2|2)+ (|ζ1|2 − |ζ2|2)2 − 2 (SIVn )2
)
is semi-positive definite. Let
(
a ib
−ib a
)
denote this matrix. By a straightforward calculation,
we have
(3.26) a =
(
1− |ζ1|2
)2 (
1− (1− |ζ2|2)2
)
+
(
1− |ζ2|2
)2 (
1− (1− |ζ1|2)2) > 0
and det (3.26) = a2 − b2 = (a + b)(a − b). Without loss of generality, we may assume that
|ζ1|2 − |ζ2|2 > 0. Since b = −
(
1− |ζ1|2
)2
+
(
1− |ζ2|2
)2
, we have
a− b = (1− |ζ1|2)2 + (1− |ζ2|2)2 − 2 (1− |ζ1|2)2 (1− |ζ2|2)2 − (1− |ζ1|2)2 + (1− |ζ2|2)2
= 2
((
1− |ζ2|2
)2 − (1− |ζ1|2)2 (1− |ζ2|2)2)
= 2
(
1− |ζ2|2
)2 (
1− (1− |ζ1|2)2) > 0.
As a result, ∂∂ logψΩIVn (z, w) is positive definite except z = w.
Type V: For Z =
 0 z2 z˜1z˜2 0 0
z1 0 0
 ∈ H3(OC) for z1 = (z10, z11, . . . , z17) and z2 = (z20, z21, . . . , z27),
we have
SV (Z,Z) = 1− (Z|Z) + (Z#|Z#) = 1− 2
2∑
i=1
7∑
j=0
|zij |2 +
2∑
i=1
∣∣∣∣∣∣
7∑
j=0
z2ij
∣∣∣∣∣∣
2
+ 2(z1z2|z1z2).
One may notice that calculating ∂∂ logψΩV16
(z, w) where z = 0 and w belongs to a maximal
polydisc of ΩV16 is basically the same with calculating ∂∂ logψΩIV8
(z, w) where z = 0 and w
belongs to a maximal polydisc of ΩIV8 .
Type VI: For Z ∈ H3(OC), we have SV I(Z,Z) = 1− (Z|Z)+(Z#|Z#)−|detZ|2 for Z ∈
H3(OC) and one may notice that calculating ∂∂ logψΩV I27 where z = 0 and w belongs to totally
geodesic ∆3 of ΩV I27 is basically the same with calculating ∂∂ logψ∆3(0, w). 
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4. Proof of Theorem 1.1
LetN andM be Riemannian manifolds with metrics ds2N =
∑
gαβdx
αdxβ , ds2M =
∑
hijdy
idyj
respectively. Let f : N →M be a map. The energy E(f) of f is defined by
(4.1)
1
2
∫
N
traceds2
N
(f∗ds2M ) =
1
2
∫ ∑
gαβh
ij ∂f
α
∂yi
∂fβ
∂yj
.
The Euler-Lagrange equation for the energy functional E is ∆f := trace∇df = 0. This can
be expressed in a local coordinate by
(4.2) ∆Nf
α +
∑
Γαβγ ◦ f
∂fβ
∂yi
∂fγ
∂yj
hij = 0
for all α, where ∆N is the Laplace-Beltrami operator of N and Γ
α
βγ is the Christoffel symbol
of M . The map f is said to be harmonic if f satisfies the Euler-Lagrange equation for the
energy functional. The map f is said to be pluriharmonic if ∇1,0∂f ≡ 0. Remark that if f is
pluriharmonic, then f is also harmonic.
4.1. When ρ(pi1(M))
Zar
is reductive in G.
Theorem 4.1. Suppose that ρ(pi1(M))
Zar
is reductive in G. Then E has C∞ psh exhaustion
function.
Proof of Theorem 4.1. By Theorem 1.3, there exists a ρ-equivariant harmonic map from M to
Ω and hence there exists a harmonic section of E. By Siu [16] and Sampson [15], the given
harmonic section s is pluriharmonic. For a local coordinate U on M such that pi−1(U) ∼= U ×Ω,
define a map ψ by
(4.3) ψ(z, w) = logψΩ(h(z), w)
where s|U (z) = (z, h(z)).
Note that, in general, for a map f : N →M and a function g : M → R, we have
(4.4)
∂2
∂zi∂zj
g ◦ f = ∂
2g
∂zb∂za
◦ f ∂f
b
∂zi
∂fa
∂zj
+
∂2g
∂zb∂za
◦ f ∂f
b
∂zi
∂fa
∂zj
+
∂g
∂za
◦ f ∂
2fa
∂zi∂zj
+
∂2g
∂zb∂za
◦ f ∂f
b
∂zi
∂f
a
∂zj
+
∂2g
∂zb∂za
◦ f ∂f
b
∂zi
∂f
a
∂zj
+
∂g
∂za
◦ f ∂
2f
a
∂zi∂zj
by the chain rule. Since logψΩ is invariant with respect to the diagonal action of Aut(Ω), we may
assume that h(z) = 0 and w is contained in a maximal totally geodesic polydisc of Ω. Consider
the pluriharmonic map (z, w) 7→ (h(z), w) from U × Ω to Ω × Ω, with respect to the product
metrics gU ⊗gsta and gΩ⊗gsta with the standard Euclidean metric gsta of the ambient Euclidean
space of Ω. Since Γkij(0) = 0 where Γ
k
ij is the Christoffel sympol of gΩ, pluriharmonicity of h
implies ∂
2hk
∂zi∂zj
(z) = 0 for any i, j, k. Hence we only need to show that ∂
2Θ
∂zb∂za
(0, w) = 0 for the
local coordinate za, zb = zi or wi with i = 1, 2, . . ., where Θ(z, w) := logψΩ(z, w). But it is clear
by the proof for Lemma 3.2. Hence ψ is psh. Since logψΩ is invariant under the diagonal action
of Aut(Ω), ψ is well defined on M . By the construction of ψΩ, it is an exhaustion. 
Remark 4.2. Now suppose that Ω = Ω1 × · · · × Ωk be a bounded symmetric domains with
irreducible factors Ωi, i = 1, . . . , k. Then Theorem 4.1 is true for this Ω with the same proof.
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4.2. When ρ(pi1(M))
Zar
is non-reductive in G. Consider the heat equation according to
Eells and Sampson given in [6]:
(4.5)
d
dt
s(p, t) = ∆s(p, t),
s(p, 0) = s0(p),
for a map s : M˜ × [0, τ) → Ω with τ > 0 where s0 : M˜ → Ω is a ρ-equivariant continuous map.
Note that since Ω is contractible, there exists such s0 (see [18] for example).
Lemma 4.3 (Hamilton [8], Diederich-Ohsawa [5]). The family {st = s(·, t) : t ∈ [0, τ)} is
uniformly equicontinuous on M˜ with respect to ds2Ω and ds
2
M˜
, and st are ρ-equivariant.
Let Ω̂ denote the Hermitian symmetric space of compact type which is the compact dual of Ω.
Define a ρ-equivariant map s∞ : M˜ → Ω̂ by s∞(z) = limj→∞ sj(p). Let dΩ denote the Bergman
distance on Ω.
Lemma 4.4. Let {pj}∞j=1, {qj}∞j=1 be sequences and p, q be points on ∂Ω such that pj → p,
qj → q as j → ∞. If lim infj→∞ dΩ(pj , qj) < ∞, then p and q belong to the same boundary
component.
Proof. Since the Bergman distance and the Kobayashi distance are equivalent on Ω, the condition
lim infj→∞ dΩ(pj , qj) <∞ implies lim infj→∞ kΩ(pj , qj) <∞ with the Kobayashi metric kΩ. By
Proposition 3.5 in [24], for a complex line L containing p and q, the interior of Ω∩L in L contains
p and q. Since the interior of Ω ∩ L should be contained in the boundary component of Ω, we
obtain the lemma. 
Proposition 4.5. Suppose that ρ(pi1(M))
Zar
is non-reductive in G. Then ρ(pi1(M)) is contained
in a maximal real parabolic subgroup in G.
Proof. Since ρ(pi1(M))
Zar
is non-reductive in G, there exists no ρ-equivariant harmonic map from
M˜ to Ω. This implies that there exists the family {st = s(·, t) : t ∈ [0, τ)} satisfying (4.5) which
is uniformly equicontinuous on M˜ with respect to the Ka¨hler metric g on M˜ and the Bergman
metric gΩ on Ω. Hence s∞(M˜ ) should be contained in a boundary component, say B, of Ω by
Lemma 4.4. Let γ ∈ pi1(M) ⊂ Aut(M˜). Since s∞ is ρ-equivariant, we have s∞(γz) = ρ(γ)s∞(z)
for any z ∈ M˜ . Since automorphisms of Ω permute boundary components and s∞(γz), s∞(z)
both belong to B, ρ(γ) is a normalizer of B which is a maximal real parabolic subgroup of
G. 
Remark 4.6. If Ω = Ω1 × · · · × Ωk is a bounded symmetric domain with irreducible factors
Ωi, i = 1, . . . , k. For each i, denote by Gi the identity component of Aut(Ωi). If ρ(pi1(M))
Zar
is
non-reductive in G, then ρ(pi1(M)) is contained in P1×· · ·×Pk where Pi is a maximal parabolic
subgroup in Gi or Gi itself for each i.
For a boundary component B of Ω, denote N(B) := {g ∈ G : gB = B}, the set of normalizers
of B in G. By Proposition 3.9 in [17, III], the association B 7→ N(B) defines a bijection between
the set of boundary components of Ω and the set of maximal real parabolic subgroups of G.
(Note that in the introduction, we assumed that G is simple.)
Definition 4.7. We say ρ : pi1(M) → G is maximal k-parabolic if ρ(pi1(M))Zar is non-reductive
and ρ(pi1(M)) is contained in a maximal real parabolic subgroup of G corresponding to a k-
component (see Definition 2.2).
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For a boundary component B, let cB denote the Cayley transformation and P the normalizer
of B, i.e. N(B). Define ρc : pi1(M)→ AdcBP ⊂ GC by
(4.6) ρc(γ) := cB ◦ γ ◦ c−1B : cB(Ω)→ cB(Ω).
Then M˜ ×ρc cB(Ω) is holomorphically equivalent to M˜ ×ρΩ as a fiber bundle over M and cB(Ω)
has the form (5) in Theorem 2.4. Since GΛ and L
Λ
2 act trivially on m
−
Π−Λ,1 and N
Λ,− acts on
m− as (2.7), there is a well defined homomorphism from ρc(pi1(M)) to K
∗
Π−Λ,1 as an action on
m−Π−Λ,1. We will denote it by ν. Define a homomorphism
(4.7) ρK : pi1(M)→ K∗Π−Λ,1 ⊂ GL
(
m−Π−Λ,1
)
by ν ◦ ρ.
Lemma 4.8. Suppose that ρ is maximal 1-parabolic representation. Let B be the boundary
component corresponding to ρ. Then M˜ ×ρK m−Π−Λ,1 is a topologically trivial line bundle.
Proof. Let’s consider the normal bundle of M˜ ×ρ B in M˜ ×ρ Ω̂ where Ω̂ is the compact dual of
Ω. Let dρ : pi1(M) → Aut(TΩ) be the homomorphism defined by γ 7→ d (ρ(γ)) and γ acts on
TM˜ by dγ. Then we have
(4.8)
N := N
M˜×ρB|M˜×ρΩ̂
= T (M˜ ×ρ Ω̂)|M˜×ρB/T (M˜ ×ρ B)
= (TM˜ ×dρ T Ω̂)|M˜×ρB/(TM˜ ×dρ TB)
= M˜ ×dρ (T Ω̂|B/TB)
= M˜ ×dρc
(
GΛ ×KΛ (m−/m−Λ))
)
and N|s(M) ∼= M˜ ×µ (m−/m−Λ) where µ : pi1(M) → KΛ · LΛ2 · K∗Π−Λ,1 is the representation dρc
project to KΛ · LΛ2 ·K∗Π−Λ,1. Hence N|s(M) ∼= M˜ ×µ (m−Π−Λ,1 +mΛ,−2 ). Since ρK acts on m−Π−Λ,1
by adjoint action, M˜ ×ρK m−Π−Λ,1 is a vector subbundle of N|s(M).
Now let’s consider the fiber subbundle M˜ ×µ B in M˜ ×µ Ω̂. By Theorem 2.4 (4), one has
cB(Ω) =
{
E ∈ m− : ImE1 − ReFE3(E2, E2) ∈ cΛ, E3 ∈ Ω ∩m−Λ
}
. Since B is an 1-component,
mΠ−Λ,1 corresponds to the holomorphic tangent space of the disc in C. Hence m−Π−Λ,1 has
complex dimension one, and hence τ(E) := ImE1 − ReFE3(E2, E2) is a smooth function from
m−. Let H := {E ∈ m− : τ(E) = 0} be a hypersurface defined by τ on M˜×µ Ω̂. By the equation
(2.8), H is well defined. Note that B is contained in H. Let X be a normal vector field of H,
which is globally defined and does not vanish at any point in H. Let X ′ be a projection of
X|
M˜×µB
into m−Π−Λ,1 direction. Then it defines a section of M˜ ×ρK m−Π−Λ,1 which does not
vanish at any point on M . Hence the lemma follows. 
By Lemma 4.8 and [5], we obtain the following:
Corollary 4.9. The action of ρK on m
−
Π−Λ,1 is unitary.
Theorem 4.10. Let ρ : pi1(M) → G be a maximal 1-parabolic representation. Then there is
ρ(pi1(M))-invariant psh function on Ω.
Proof. Since ρ(pi1(M))
Zar
is non-reductive, there exist a boundary component B and a ρ-
equivariant harmonic map from M˜ to B with respect to the Ka¨hler metric induced from M
and the Bergman metric on B. Note that B is also an irreducible bounded symmetric domain.
Hence there exists a ρ(pi1(M))-invariant psh exhaustion, say ψB , on B by Theorem 4.1. Let
N(B) denote the normalizer of B in G. Then ρ(pi1(M)) ⊂ N(B) and it has a decomposition of
the form (2.5).
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Let g = exp(m+Λ)k exp(m
−
Λ) ∈ GΛ where m+Λ ∈ m+Λ , m−Λ ∈ m−Λ and k ∈ KC. Denote by J (g)
the Jacobian matrix of g. Now we will show that
|det(J (g))| =
∣∣∣det(J (g|m−Λ ))∣∣∣ ,
when g acts on m−. Since exp(m−Λ) acts on m
− as a translation and k acts on it by adjoint,
det(J (k exp(m−Λ)) = 1. Hence we only need to consider the case when g = exp(m+Λ). Let
E = (E1, E2, E3) ∈ m− = m−Π−Λ,1+mΛ,−2 +m−Λ and e = (e1, e2, e3) ∈ TEm− ∼= m−Π−Λ,1+mΛ,−2 +m−Λ .
By Hausdorff-Campbell formula, we have
(4.9)
exp(m+Λ)exp(E + te) ·KCM+
= exp
(
E + te+ [m+Λ , E + te] +
1
2
[m+Λ , [m
+
Λ , E + te]] + · · ·
)
KCM+.
By Lemma 2.5 we obtain
(4.10)
E + te+ [m+Λ , E + te] +
1
2
[m+Λ , [m
+
Λ , E + te]] + · · ·
= Adexp(m+Λ )
(E) + t
(
e1 + e2 + [m
+
Λ , e2] + Adexp(m+Λ )
(e3)
)
,
and
(4.11) [m+Λ , e2] ∈ kC.
As a consequence we obtain |det(J (g))| =
∣∣∣det(J (g|m−Λ ))∣∣∣. In particular E = (E1, E2, E3) 7→
KcB(Ω)(E,E)
KB(E3,E3)
is GΛ-invariant and hence it is ρc(N(B)) invariant by Theorem 2.4 (1) and (2).
Define a function on cB(Ω) by
(4.12) ψcB(Ω)(E) := log
KcB(Ω)(E,E)
KB(E3, E3)
+ ψB(E3, E3) + ||E1||2
where ||·|| is a standard norm on a holomorphic vector bundle M˜×ρKm−Π−Λ,1. SinceKcB(Ω)(E,E) =
KcB(Ω)(E
′, E′) where E′ = (ImE1 − FE3(E2, E2), 0, E3), we obtain that ψcB(Ω) is a smooth
ρc(pi1(M))-invariant psh exhaustion on cB(Ω). As a result, the theorem follows. 
5. Ω-fiber bundles over compact quotients of BSDs
5.1. Hyperconvexity. One says that a complex manifold is hyperconvex when there exists a
bounded psh exhaustion on it.
Let Γ ⊂ G be a cocompact discrete subgroup of G. Then Γ\Ω be a compact Ka¨hler manifold
with respect to the Bergman metric on Ω. Consider the diagonal action of Γ on Ω× Ω defined
by
(5.1) γ(z, w) = (γz, γw).
We denote the quotient manifold of Ω×Ω with respect to the action (5.1) by Ω×Ω/Γ. One can
notice that Ω×Ω/Γ is an Ω-fiber bundle over Γ \Ω. For a generic norm NΩ given in Section 3,
define
(5.2) δ :=
ND(z, z)ND(w,w)
|ND(z, w)|2 .
Theorem 5.1. Let Ω be an irreducible bounded symmetric domain. Then Ω × Ω/Γ is hyper-
convex. More precisely, −δ1/r with 1r ≤ 12rank(Ω) is a bounded psh exhaustion function and it is
strictly psh except the diagonal.
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Proof. Since δ is an invariant function on Ω×Ω under the diagonal action of Aut(Ω), δ is a well
defined function on Ω× Ω/Γ.
Type I, II, III: Let p denote the rank of Ω. By the calculation in the proof for Lemma 3.2,
we only need to consider the p-dimensional polydisc. That is, we need to consider ∂∂(−δ1/r)
where
δ(z, w) =
Πpj=1
(
1− |zj |2
)
Πpj=1
(
1− |wj |2
)
Πpj=1 |1− zjwj |2
at (0, w). Since
(5.3)
r
∂∂(−δ1/r)
δ1/r
= −∂∂ log δ − 1
r
∂ log δ ∧ ∂ log δ
=
(
I −I
−I diag
(
1
(1−|w1|2)2
, . . . , 1
(1−|wp|2)2
) )− 1
r
(
wt
σt
)
(w, σ)
where w = (w1, . . . , wp) and σ = −
(
w1
1−|w1|2
, . . . ,
wp
1−|wp|2
)
. Since −∂∂ log δ is positive definite ex-
cept on the diagonal, one obtains that (5.3) is positive definite for the vector which is orthogonal
to (w, σ). Hence it is enough to show that (w, σ)(5.3)(w, σ)t > 0. Since
(5.4)
(w, σ)(5.3)(w, σ)t
= wwt − σwt − wσt + σdiag
(
1
(1− |w1|2)2 , . . . ,
1
(1− |wp|2)2
)
σt − 1
r
(
wwt + σσt
)2
≥
∑
|wj|2 +
∑ 2|wj |2
1− |wj |2 +
∑ |wj|2
(1− |wj |2)4
− 2p
r
∑
|wj |4 − 2p
r
∑ |wj |2
(1− |wj|2)2
,
if r ≥ 2p, then ∑ |wj |2 > 2pr ∑ |wj |4 and ∑ |wj |2(1−|wj |2)4 > 2pr ∑ |wj |2(1−|wj |2)2 . This completes the
proposition.
Type IV, V and VI : We omit the calculation since it is similar. 
Recall the definition of the Diederich-Fornaess index: for a domain D ⊂ Cn, n ≥ 2 with
smooth boundary, the Diederich-Fornaess index of D is defined by
sup
{
µ ∈ (0, 1) : −∂∂(−ν)µ > 0 on D}
where the supremum is taken over all defining function ν of D and µ ∈ (0, 1].
Corollary 5.2. The Diederich-Fornaess index of Bn × Bn/Γ in CPn × CPn/Γ is 1/2.
Proof. It is due to Theorem 5.1 and [3, Main Theorem]. 
5.2. k-twisted BSDs. Let’s consider the diagonal action of ρ : Γ→ Aut(Ω) on Ωk := Ω×· · ·×Ω
given by γ(z1, . . . , zk) = (γz1, . . . , γzk). Let Ω
k/Γ be the quotient of Ωk by this diagonal action.
Then it is a holomorphic Ωk−1-fiber bundle over Ω/Γ. Define a function ψk on Ω
k by
(5.5) ψk(z) :=
∣∣∣∣∣
∏k
j=1KΩ(zj , zj)
KΩ(z1, z2)KΩ(z2, z3) · · ·KΩ(zk−1, zk)KΩ(zk, z1)
∣∣∣∣∣
2
.
Then ψ1 = ψ
2
Ω where ψΩ is given in (3.4), and one has
(5.6) ψk(z1, . . . zk) = ψΩ(z1, z2) · · ·ψΩ(zk−1, zk)ψΩ(zk, z1).
Since ∂∂ logψk(z1, . . . , zk) =
∑k−1
j=1 ∂∂ψΩ(zj , zj+1) + ∂∂ψΩ(zk, z1) ≥ 0, we have the following:
Corollary 5.3. Let Ω be an irreducible bounded symmetric domain. Then Ωk/Γ is hyperconvex
for any k ≥ 2.
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5.3. Steinness. Let Γ ⊂ G be a cocompact discrete subgroup of G. Then Γ \ Ω be a compact
Ka¨hler manifold with respect to the Bergman metric on Ω. Now consider the diagonal action of
Γ on Ω× Ω defined by
(5.7) γ(z, w) =
(
γz, γw
)
.
Denote the quotient manifold of Ω × Ω with respect to the action (5.7) by Ω × Ω/Γ. Then
Ω× Ω/Γ is an Ω-fiber bundle over Γ \ Ω. Now consider the function on Ω× Ω defined by
(5.8) ψΩ(z, w) := ψΩ(z, w) =
KΩ(z, z)KΩ(w,w)
|KΩ(z, w)|2 .
Since
(5.9)
ψΩ (γ(z, w)) = ψΩ(γz, γw) =
KΩ (γz, γz)KΩ
(
γw, γw
)∣∣∣KΩ (γz, γw)∣∣∣2
=
KΩ (γz, γz)KΩ (γw, γw)
|KΩ (γz, γw)|2
= ψΩ(z, w),
ψΩ induces a function on Ω × Ω/Γ. Hence δ(z, w) := NΩ(z,z)NΩ(w,w)|NΩ(z,w)|2 also induces a function on
Ω× Ω/Γ and it is an exhaustion.
Theorem 5.4. Let Ω be an irreducible bounded symmetric domain. Then Ω × Ω/Γ admits a
bounded strictly psh exhaustion. More precisely, −δ1/r with 1r ≤ 12rank(Ω) is a bounded strictly
psh exhaustion.
Proof. We will show the theorem only in case of type I domains. Since NΩ(z, w) is holomorphic
with respect to z and w, the proof is the same with that of Theorem 5.1 except that the equation
(5.3) changes to
(5.10)
r
∂∂(−δ1/r)
δ1/r
= −∂∂ log δ − 1
r
∂ log δ ∧ ∂ log δ
=
(
I 0
0 diag
(
1
(1−|w1|2)
2 , . . . ,
1
(1−|wp|2)
2
) )− 1
r
(
wt
σt
)
(w, σ)
where w = (w1, . . . , wp) and σ = −
(
w1
1−|w1|2
, . . . ,
wp
1−|wp|2
)
. If w 6= 0, we have
(5.11)
(w, σ)(5.10)(w, σ)t
= wwt + σdiag
(
1
(1− |w1|2)2
, . . . ,
1
(1− |wp|2)2
)
σt − 1
r
(
wwt + σσt
)2
≥
∑
|wj |2 +
∑ |wj |2
(1− |wj |2)4
− 2p
r
∑
|wj |4 − 2p
r
∑ |wj|2
(1− |wj |2)2
,
and if r ≥ 2p, it is positive definite. If w = 0, then (5.10) is the identity matrix and hence
positive definite. 
Corollary 5.5. The Diederich-Fornaess index of Bn × Bn/Γ in CPn × CPn/Γ is 1/2.
Remark 5.6. In case Ω is the unit disc in C, Theorem 5.4 was proved by Adachi in [2].
Weakly 1-completeness of holomorphic fiber bundles over compact Ka¨hler manifolds 17
5.4. Non-existence of bounded holomorphic functions.
Theorem 5.7 (Sullivan [19], cf. Theorem 6.3.6 in [12]). Let Γ be a discrete subgroup of Aut(Bn).
Then the followings are equivalent:
(1) Bn/Γ has no Green’s function,
(2) Γ is ergodic on ∂Bn × ∂Bn.
Theorem 5.8. Let Γ ⊂ Aut(Bn) be a cocompact discrete subgroup of Bn. Then every bounded
holomorphic function on Bn × Bn/Γ or Bn × Bn/Γ is constant.
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