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A NON-COMMUTATIVE PATH SPACE APPROACH TO STATIONARY
FREE STOCHASTIC DIFFERENTIAL EQUATIONS
YOANN DABROWSKI
Abstract. By defining tracial states on a non-commutative analogue of a path space, we
construct Markov dilations for a class of conservative completely Markov semigroups on
finite von Neumann algebras. This class includes all symmetric semigroups. For well chosen
semigroups (for instance with generator any divergence form operator associated to a deriva-
tion valued in the coarse correspondence) those dilations give rise to stationary solutions
of certain free SDEs previously considered by D. Shlyakhtenko. Among applications, we
prove a non-commutative Talagrand inequality for non-microstates free entropy (relative to
a subalgebra B and a completely positive map η : B → B). We also use those new deforma-
tions in conjunction with Popa’s deformation/rigidity techniques. For instance, combining
our results with techniques of Popa-Ozawa and Peterson, we prove that the von Neumann
algebra of a countable discrete group with CMAP and positive first L2 Betti number has
no Cartan subalgebras.
Introduction
The purpose of this paper is to introduce a Path space approach to solve stochastic dif-
ferential equations (SDEs) driven by free Brownian notion, a large N limit of Brownian
motions on N × N hermitian matrices. Beyond applications to random matrices ([3],[12]),
free SDEs already appeared useful in getting lower bounds on microstates free entropy di-
mension δ0(X1, ...Xn) ([44]), especially in the goal of comparing it with L
2-Betti numbers
of groups(cf. e.g. [21]), specifically β
(2)
1 (Γ)− β(2)0 (Γ) + 1. (see also [26] for comparison with
another entropy dimension). This study hugely motivates the search for stationary solutions
of the following kind of free SDEs :
(1) Xt = X0 − 1
2
∫ t
0
(∆(X))sds+
∫ t
0
(δ(X))s#dSs.
Here, δ : L2(M, τ) → (L2(M, τ) ⊗ L2(M, τ))N is a densely defined real closed derivation
valued in a direct sum of coarse correspondences of a finite von Neumann algebra (M, τ),
∆ = δ∗δ the associated divergence form operator, St = (S1t , ..., S
N
t ) a free Brownian motion
(
∑
i ai ⊗ bi)#S =
∑
i aiS
ibi the usual isometry from the coarse correspondence enabling the
definition of a stochastic integral.
Let us note that (1) is chosen to make possible stationary solutions, i.e. solutions such that
the von Neumann algebra generated by translates at time t,W ∗(Xt), does not depend on t so
that αt(X0) = Xt extends to a von Neumann algebra endomorphism from M = W
∗(X0) to
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the II1 W
∗-algebra M˜ = W ∗(Xt, t ≥ 0) where the equation is solved. Solving this equation
thus gives a deformation (in the sense of Popa) of M or a (trace preserving) dilation of
the completely Markov semigroup φt = exp(−t∆/2) since αt also satisfies EM(αt(X)) =
φt(X). As explained later, we do apply in this paper those dilations in conjunction with
Popa’s deformation/rigidity techniques, and actually dilate much more general completely
Markov semigroups, solving a problem of [1] also recently motivated by applications to non-
commutative harmonic analysis ([18],[19]).
Up to now those equations have only been solved under rather restrictive conditions.
Let us give an overview in the easiest case. In [44], Shlyakhtenko obtained lower bounds
on microstates free entropy dimension in studying the following free stochastic differential
equation :
(2) X
(i)
t = X
(i)
0 −
1
2
∫ t
0
ξ(i)s ds+ S
(i)
t
where (ξ1s , ..., ξ
n
s ) are conjugate variables of (X
(1)
s , ..., X
(n)
s )’s in the sense of [47], S
(i)
t a free
Brownian motion free with respect to X
(i)
0 . This is the previous equation with δ the free
difference quotient of [47].
In [44], (2) was solved in order to get stationary solutions under analyticity assumptions
on ξ. Later, in [9], the author solved a (dual stochastic partial differential equation) variant
of (2), extending its resolution to a Lipschitz condition on conjugate variables. Again,
in [9], this construction enabled us to obtain lower bounds on microstates free entropy
dimension δ0(X1, ...Xn) (using the result of [44], of course under an overall R
ω embeddability
assumption). In that respect, the crucial step needed to apply the approach of [44] is to find
a stationary solution Xt to (2) or more generally (1) with Xt ∈ W ∗(M, {St; t ≥ 0}) ≃
M ∗ L(IF∞) the von Neumann algebra generated by initial conditions and free Brownian
motion {St; t ≥ 0}. By considering another example where the free difference quotient is
replaced by derivations coming from ℓ2 group cocycles (see [9]), we realized that obtaining
a stationary solution lying in this free product is equivalent to a conservativity condition of
a (classical) Markov Chain, well known to be restrictive.
Thus we are forced with the question of solving those kinds of free SDEs beyond those
conditions which is the main motivation of this paper. Before discussing more our approach,
let us state a result to be compared with previous ones. In what follows, we will solve (2)
for ξ ∈ L1(M, τ), and (1) for any densely defined real closed derivation as soon as M has
separable predual. Since we have to build a solution without knowing a priori that it lives in
the above free product, we will carry out a (kind of) Kolmogorov-Daniell construction to get
dilations of a completely Markov semigroup on M . This entails solving various equations
deduced from a formal application of Ito formula (and thus necessary for any dilation to
solve (1)). In contrast to Sauvageot’s dilation in [38], let us emphasize that our dilation
satisfies rather canonical equations, since we want it to solve a free SDE in certain cases.
From a non-commutative probability point of view, our approach, based on the construction
of a state of a non-commutative analogue of a path space, is quite natural. It is in the spirit
of the general philosophy that in the non-commutative context, probability can mainly be
thought of “in law”. Technically, the usefulness of a path space was already apparent in the
work of Biane, Capitaine and Guionnet [3] in the context of large deviations for matricial
Brownian motion. In our context of solving stochastic differential equations, its power of
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course comes from the ability it gives us to build a process without imposing any a priori
structure on the von Neumann algebra that would contain it, thanks to the duality involved
in the trace space of the non-commutative Path space (see §1 for a definition of this universal
C∗-algebra). Consequently, at the end, the von Neumann algebra generated by our process
is not a priori explicit, being obtained by a GNS construction for the state we build on the
Path space.
In course of solving our SDEs, we will end up constructing, in Theorem 20, dilations for a
general class of completely Markov semigroups φt on finite von Neumann algebras. As in [7],
these are ultraweakly pointwise continuous semigroups of completely positive contractions.
The class we are able to dilate includes all conservative (i.e. τφt = τ) completely Markov
symmetric (i.e. τ -symmetric in the sense of [7] τ(φt(a)b) = τ(aφt(b))) semigroups. Stated
otherwise, getting a trace preserving dilation proves all those maps φt are factorizable in the
sense of [1]. This is to be contrasted with non-factorizable maps (and non-symmetric semi-
groups of such) found in [13] in finite dimension. However, our construction also applies to
various non-symmetric conservative completely Markov semigroups, generated by generators
of non-symmetric Dirichlet forms, for which the antisymmetric part is a derivation, assum-
ing certain domain assumptions (cf. part 2.1). In [20], the authors found independently
a dilation in the symmetric case, which seems to be the same as ours, but they actually
started with a natural description of our α-approximation (in terms of another stochastic
differential equation, or rather they use a semigroup like approximation (id − φt)/t instead
of a resolvent like approximation (α(id − ηα)) as approximation of the generator ∆ of the
semigroup) and didn’t study carefully the limit, since this is not crucial to reach their goal of
getting a dilation. Starting with the goal of building a solution of a SDE, necessarily dilating
special semigroups (we realized lately this may enable us to dilate really general semigroups),
we first started with natural equations for the limit deducing the best approximation, which
turned out to be the same as their approximation as we discovered just before publishing
this paper. To sum up, our careful understanding of the limit enables us to get dilations
of a few non-symmetric semigroups, since in that case, the approximation is not a dilation
in tracial W ∗-probability spaces, and this requires a careful understanding of the limit to
prove traciality only appearing at the limit level. Moreover, our understanding of the limit
is crucial in the applications we were motivated by, as described bellow. However, the reader
will maybe (like us) prefer their proof of positivity of the approximation, much more natural
in [20], since coming from a canonical description of this approximation by a SDE, rather
than tedious explicit computations (as in this paper). We hope the conjunction of both
approaches will give rise to better applications coming from the two original motivations.
As a consequence of our dilation construction for a huge class of non-symmetric conser-
vative completely Markov semigroups, we prove that our dilations often satisfy a Stochastic
Differential Equation as above (see Theorem 28). More precisely, our dilation satisfies a SDE
driven by a B-free Brownian motion of covariance η, as soon as the generator of the semi-
group is a divergence form operator δ∗δ with δ a derivation (as it has to be because of [7] but)
valued in the canonical bimodule H(M, η ◦EB) for η a completely positive map on B, where
B is a non-evolving subalgebra (i.e. φt(b) = b ∀b ∈ B, equivalently δ(B) = 0), and modulo
certain technical assumptions (but including any derivation in the coarse correspondence
case (B = lC), when M has separable predual, as explained earlier).
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Since applications to lower bounds on microstates free entropy dimension are out of reach
via this method (except under conditions similar to those already obtained earlier by the
author), we give two other applications. First, we use our dilations to remove a technical
assumption in a result of Popa and Ozawa ([28],[29]) giving a first application of this new
“stochastic” deformations (dilating deformations first considered in Deformation/rigidity
context by Jesse Peterson ([30],[31], [32]), and used also in [29]). Moreover, we also prove in
Theorem 26 a free Talagrand transportation cost inequality for non-microstates free entropy
χ∗(X1, ..., Xn : B, η) (relative to a subalgebra B and a completely positive map η : B → B,
as defined in [42], see also [47] in the case B = lC), extending the one variable result (in
the case B = lC) of [6] (see also [22], [23] for new proofs) and (a priori) improving the
multivariable result of Hiai and Ueda for microstates free entropy χ(X1, ..., Xn) ([16], the
improvement is due to the inequality between χ and χ∗ proven in [3]. Note also that we
have an extension only for estimates on Wasserstein distance to semicircular elements and
not for the convex polynomial potential variant they also consider, but our inequality goes
beyond the case B = lC). This second result thus belongs to a chapter of the general goal
of proving for non-microstates free entropy more results known for the microstates variant.
Beyond the usefulness of this study from a free probability viewpoint, this general goal
generally provides merely functional analytic proofs of results relying heavily on volume
estimates when proven with microstates entropy, enabling to enlarge our understanding of
non-commutative probability rather than merely using our knowledge of classical probability
to give applications to free probability or von Neumann algebras. For more details about free
entropies, we refer the reader to the survey [49] for a list of properties as well as applications
of free entropies in the theory of von Neumann algebras.
The paper is organized as follows. In Section 1, we explain in what sense we use a
noncommutative Path space. In Section 2, we construct our dilations. This requires to
prove, in a first subsection, a few preliminaries on“Carre´-du-champs” of (non-symmetric non-
commutative) Dirichlet forms. Then we build our dilation modulo a positivity assumption
on an approximation. A second subsection thus explains the limiting procedure enabling
this. We then prove the lacking positivity of the state we want to build on our Path space.
We finally prove a symmetry condition and deduce traciality from this.
In Section 3, we explain the application to Talagrand’s inequality, proving in so doing that
our dilation actually solves the above stochastic differential equation (when the derivation
is the free difference quotient, under a finite free Fisher information assumption). Actually,
we prove a SDE for subsystems with a derivation looking like free difference quotient, since
this will be the key tool to solve in the next section a more general SDE. We moreover prove
infinitesimal estimates along solutions of more general polynomial drift SDEs, even though
Talagrand’s inequality will be based on the really special case of the Orstein-Uhlenbeck
process. In so doing, we especially prove that such solutions of SDEs have bounded conjugate
variable, a result of independent interest.
In Section 4, we prove our dilation actually solves a SDE, in the case explained above.
To do so, we have to produce the Brownian motion (not necessarily in the von Neumann
algebra of the process) by coupling our equation to an Orstein-Uhlenbeck equation (modulo
a drift change disappearing if we take the right conditional expectation, this equation is a
special case of the previous section for semicircular variables). This is where we use dilations
A NON-COMMUTATIVE PATH SPACE APPROACH TO STATIONARY FREE SDE 5
of semigroups coming from non-symmetric Dirichlet forms, since the coupled equation dilate
such a non-symmetric semigroup.
Finally, in section 5, we give our small application in conjunction with Popa’s defor-
mation/Rigidity techniques, without claiming any originality in this respect beyond the
introduction of a new deformation and the study of several of its properties. We should
emphasize, however, that this way of building a deformation in trying to solve an abstract
equation having sufficiently good properties to obtain desirable properties of the deforma-
tion, is really new in Deformation/Rigidity Theory, where deformations are usually produced
from relatively concrete examples. We hope this will be the first step of a systematic use
of non-commutative probabilistic ideas with the goal of building deformations with specific
behaviors.
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1. Non-commutative path space
In classical probability, the path space
∏
t∈IR+ X is a useful tool to define processes indexed
by IR+ with value in a (locally) compact space X through the definition of a measure on it,
nothing but a state on
⊗
t∈IR+ C
0(X). Analogously, we want to define a non-commutative
path space in the following definition. We consider a C∗-algebra C or a family Ct of C∗-
algebras (in the first case we consider Ct = C).
Definition 1. The algebraic path space indexed by a set I over C or (Ct), denoted PI,alg(C)
resp. PI,alg(Ct) (or Palg(C) if I is fixed, e.g. IR+ (or sometimes IR) in this paper), is the
algebraic free product ⋆t∈ICt. For distinct ti ∈ I, i = 1, ..., n, we denote Cmax,t1,...,tn =
Ct1⋆...⋆Ctn the maximal free product (the one with universal property in the category of
C∗-algebras) and then consider the C∗-algebraic path space PI,max(C) (PI,max(Ct) etc.) the
natural inductive limit for all finite set families in I.
In this paper we will be mainly concerned with a W ∗-probability space (M, τ) (i.e. τ a
faithful tracial normal state) and in building states on Palg(M) or Pmax(M) so that the state
restricted to each M is τ , so that we will get a stationary process, by definition. Since M is
a C∗ algebra, it is readily seen that the algebraic Path space is the span of unitary elements
in that case. A standard result (see e.g. Proposition 7.2 in the book of Nica and Speicher
[25]) enables to carry out a GNS construction on any state over Palg(M), thus especially
extending automatically to a state over Pmax(M) by a universal property. We will thus
(almost) always work in this paper on algebraic Path space.
2. Construction of a stationary process
We refer to [44] (cf. also [9]) and the applications bellow for motivating the search of a
(stationary) process satisfying
X
(i)
t = X
(i)
0 −
1
2
∫ t
0
ξ(i)s ds+ S
(i)
t
where ξis is a i-th conjugate variable of X
(i)
s ’s in the sense of [47], S
(i)
t a free Brownian motion
free with respect to X
(i)
0 .
Using (formally) Ito’s formula (proven under some assumptions in [4]), one expects for
instance the following equation (say for non-commutative polynomials P1, Q1, P2, Xt =
(X
(1)
t , ..., X
(n)
t )):
τ(P1(Xt)Q(X0)P2(Xt)) = τ(P1(X0)Q(X0)P2(X0))
− 1
2
∫ t
0
ds τ(P1(Xs)Q(X0)∆(P2(Xs))) + τ(∆(P1(Xs))Q(X0)P2(Xs))
+
∫ t
0
ds τ ◦m ◦ 1⊗ τ ◦m⊗ 1(δ(P1)(Xs))⊗Q(X0)δ(P2)(Xs))
We wrote as usual δ = (δ1, ..., δn) the free difference quotient on M = W
∗(X1, ..., Xn)
(same action on the s-time variables) ∆ = δ∗δ the corresponding generator of a Dirichlet
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form and if we write φt the semigroup generated by −12∆, one expects a rewriting after
“variation of constants” :
τ(P1(Xt)Q(X0)P2(Xt)) = τ(φt(P1(X0))Q(X0)φt(P2(X0))
+
∫ t
0
ds τ ◦m ◦ 1⊗ τ ◦m⊗ 1(δ ◦ φt−s(P1)(Xs))⊗Q(X0)δ ◦ φt−s(P2)(Xs))
We could also have said we want to study a mild solution of the above equation in the
spirit of PDE theory (see also [9] in the free Stochastic PDE case).
This is already less singular and make sense for Q ∈ M , Pi ∈ M ∩ D(∆ǫ), ǫ > 0 (even
ǫ = 0 as we will see later, but using the defining differential equation after Cauchy-Schwarz
instead of an a priori bound for analytic semigroups). From now on, one can see Xs as a
formal variable meaning a variable at time s in Palg(M). Note that τ above make sense as a
state on a two times free product (after suitable generalization to more alternating patterns
of 0 and t times).
The actual definition will use an α-approximation natural from a Dirichlet form view-
point. This will require Dirichlet form preliminaries to get the right convergences of these
approximations. We will then define simultaneously α-approximations and their limits and
prove the right kind of limits enabling us to continue the construction by induction. In a
first time all those limits will be proven under the assumption the maps we build have nice
uniform (in the approximation α) boundedness in M . We will then prove in a third part
those assumption are indeed satisfied in proving a positivity property giving those bound-
edness automatically by a standard C∗-algebra argument. Finally, we will have to prove our
formulas produce traces. This will require a symmetry property. Alternatively, we could
say we have written our defining formula in using this symmetry in the right way to get
an almost explicitly positive definition, and we have to use it again to get a more rotation
invariant variant.
2.1. Approximations of “Carre´ du Champs” of Dirichlet forms. Let us fix some
notations (close to those of [31]). We consider M a finite von Neumann algebra with normal
faithful tracial state τ , and H anM−M-bimodule. D(δ) a weakly dense *-subalgebra ofM .
We suppose here that δ : D(δ)→H is a real closable derivation (real means 〈δ(x), yδ(z)〉 =
〈δ(z∗)y∗, δ(x∗)〉). ∆ = δ∗δ¯ the corresponding generator of a conservative completely Dirichlet
form, as proven in [39] (see this paper for the non-commutative definition of a Dirichlet
form, here the Dirichlet form is E˜(x) = 〈δ(x), δ(x)〉, D(E˜) = D(∆1/2), completely means that
∆⊗ In is also the generator of a Dirichlet form on Mn(M)). Let us introduce a deformation
of resolvent maps (a multiple of a so-called strongly continuous contraction resolvent, cf e.g.
[24] for the terminology) ηα = α(α+∆)
−1, which are unital, tracial (τ ◦ ηα = τ), completely
positive maps, and moreover contractions on L2(M, τ) and normal contractions on M , such
that ||x− ηα(x)|| ≤ 2||x|| and ||x− ηα(x)||2 →α→∞ 0 (as recalled e.g. in Prop 2.5 of [7]). We
will also consider ϕt = e
−t∆/2 the semigroup of generator −∆/2.
We will also consider E a non-symmetric completely Dirichlet form as in [11] (we assume
it conservative as above i.e. E(1, .) = E(., 1) = 0). Especially E is a coercive closed form on
L2(M, τ) and we will assume its symmetric part is E˜ above with D(E˜) = D(E) a domain
making it closed as usual. We have thus also given adjoint Gα = α(α+A)
−1, Gˆα families of
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resolvent maps 1 on L2(M, τ) letting M stable, completely positive, unital, tracial normal as
seen on M . We also consider corresponding semigroups φt = e
−tA/2, φ∗t (strongly continuous
on L2, ultraweakly continuous normal on M , contractive on both and L1(M)). Let us
also consider φt,α = e
−tAGα/2 the usual Yosida approximation (also contractive on the same
spaces, etc since AGα also generates a completely Dirichlet form by the proof of the standard
equivalence theorem with Markovianity of Gα). We will also assume the non symmetric part
of the generator is a derivation, we will express this later in terms of carre´-du-champs. For
the reader’s convenience let us quote the following result corresponding to proposition 1.5
in [11] (or lemma 2.11 and Theorem 2.13 in [24]). Recall that we have a constant K of
coercivity expressing |E1(x, y)| ≤ KE1(x, x)1/2E1(y, y)1/2, x, y ∈ D(E)sa, with E1 = E + 〈., .〉.
Lemma 2. Let {E , D(E)} be a coercive closed form on a Hilbert space H, and {Gα}α>0 ,
the associated resolvent. Then, setting E (β)(x, y) := β(x, y −Gβy), x, y ∈ H, we get
(i) |E (β)1 (x, y)| ≤ 4(K + 1)E˜1(x, x)1/2E˜ (β)1 (y, y)1/2, x ∈ D(E), y ∈ H
(i)’ E(Gβ(x), Gβ(x)) ≤ E (β)(x, x), for x self-adjoint.
(ii) Let x ∈ H. Then x ∈ D(E)⇐⇒ supβ>0 E˜ (β)(x, x) <∞
(ii)’ Let x ∈ H. Then x ∈ D(E)⇐⇒ lim infβ>0 E˜1(Gβ(x), Gβ(x)) <∞
(iii) ∀x, y ∈ D(E), limβ→∞ E (β)(x, y) = E(x, y) and limβ→∞ E1(Gβ(x)−x,Gβ(x)−x) = 0.
Using the result of [10] that M ∩D(∆1/2) is a *-subalgebra of M , dense in L2(M, τ) and
a core for ∆1/2, one may consider B the C∗ − algebra, norm closure of it in M , so that
B = B ∩D(∆1/2) is a form core and dense in B and thus δ seen as a derivation on B is a
C∗-Dirichlet form in the terminology of [7], B the corresponding Dirichlet algebra.
We assume given a L1(M, τ)-valued product on H, compatible with the Hilbert bimodule
structure, i.e defined so that τ(〈ξ, ξ′〉L1(M,τ)a) = 〈ξ, ξ′a〉H for any a ∈M , well-defined using σ-
weak continuity of the action. Thus we consider for a, b ∈ B, Γ(a, c, b) = 〈c∗δ(a∗), δ(b))〉L1(M,τ) =
〈δ(a∗), cδ(b))〉L1(M,τ). By Th 9.3 and Lemma 9.1 in [7] (using also Th 8.3) we get for a, c ∈
B, b, d ∈ B:
τ(d∗Γ(c∗, 1, a)b) = lim
α→∞
1
2
τ [d∗c∗∆ηα(a)b+ d∗∆ηα(c∗)ab− d∗∆ηα(c∗a)b] .
Since for a, c, b ∈ B, Γ(a, c, b) = Γ(ac, 1, b)− aΓ(c, b), it is natural to write :
Γ˜α(a, c, b) =
1
2
[∆ηα(ac)b+ a∆ηα(cb)−∆ηα(acb)− a∆ηα(c)b] .
so that Γα(a, c, b) converges weakly in B
∗to Γ(a, c, b) (We will see later norm convergence in
L1 in the case we are most interested in). Note moreover that Γα(a, c, b) ∈M for a, c, b ∈M .
Considering now the non-symmetric context, we get for any a, b, c, d ∈ B like in lemma
3.1 of [7], but using the standard proposition 1.5(iii) of [11] (lemma 2 (iii) above) :
E(cdb∗, a)+E(db∗a∗, c∗)−E(db∗, c∗a) = lim
α→∞
τ [d∗c∗AGα(a)b+ d
∗AGα(c
∗)ab− d∗AGα(c∗a)b] .
The assumption of the non symmetric part being a derivation will be assumed stating for
any a, b, c, d ∈ B :
(3) E(cdb∗, a) + E(db∗a∗, c∗)− E(db∗, c∗a) = E˜(cdb∗, a) + E˜(db∗a∗, c∗)− E˜(db∗, c∗a),
1for the generator A of E and its adjoint A∗, to fix ideas, we use notations of [11] E(x, y) = 〈x,Ay〉 (except
for resolvents), Eβ(x, y) = β〈x, y −Gβ(y)〉 = 〈x,AGβ(y)〉
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so that one gets (more generally for b, d ∈ B):
τ(d∗Γ(c∗, 1, a)b) = lim
α→∞
1
2
τ [d∗c∗AGα(a)b+ d∗AGα(c∗)ab− d∗AGα(c∗a)b] ,
and the dual
τ(d∗Γ(c∗, 1, a)b) = lim
α→∞
1
2
τ
[
d∗c∗A∗Gˆα(a)b+ d∗A∗Gˆα(c∗)ab− d∗A∗Gˆα(c∗a)b
]
.
It is natural to write :
Γα(a, c, b) =
1
2
[AGα(ac)b+ aAGα(cb)− AGα(acb)− aAGα(c)b] ,
so that Γα(a, c, b) converges weakly in B
∗to Γ(a, c, b). Likewise we define Γˆα(a, c, b) for
Gˆα. Let us note at this point that a general argument using Stinespring’s theorem as in
lemmas 3.1 and 3.5 in [7] shows (akΓα(bi, cjc
∗
j′, b
∗
i′)a
∗
k′)((i,j,k),(i′,j′,k′)) is a positive matrix and
thus (using a duality argument to bound L1-norm) one gets via Cauchy-Schwarz and a usual
property of states of C∗ algebras:
||Γα(a, cc∗, b∗)||1 ≤ ||Γα(a, cc∗, a∗)||1/21 ||Γα(b, cc∗, b∗)||1/21 ,
||Γα(a, cc∗, a∗)||1 ≤ ||c||2||Γα(a, 1, a∗)||1 = ||c||2E˜α(a).
Lemma 3. Let a, b ∈M , we have
φt(ab) = φt(a)φt(b) +
∫ t
0
ds φs(Γ(φt−s(a), 1, φt−s(b))
where the integral is understood as Bochner integral of a function in L1([0, t], L1(M, τ)). We
will call f
(2)
u,t (a, 1, b) = f
(2)
0,t−u(a, 1, b) =
∫ t
u
dsφs−u(Γ(φt−s(a), 1, φt−s(b)). We have the analogue
for φ∗, then we will write h(2)u,t(a, 1, b) =
∫ t
u
dsφ∗s(Γ(φ
∗
t−s(a), 1, φ
∗
t−s(b)).
Proof. Bochner measurability is easy, by polarization, b = a∗ is enough, in which case
Γ(φt−s(a), 1, φt−s(a∗)) is positive (see Lemma 9.1 in [7]) thus the L1 norm is E˜(φt−s(a)) known
to be of integral ||a||22 − ||φt(a)||22.If we consider φs(φt−s(a)φt−s(b)) we get a derivative :
1
2
(φs(Aφt−s(a)φt−s(b)) + φs(φt−s(a)Aφt−s(b))− Aφs(φt−s(a)φt−s(b))) .
We easily see using the limit result above, taking scalar product with c ∈M (using φ∗s(c) ∈
B), this is φs(Γ(φt−s(a), 1, φt−s(b))). Now the previous result and Lebesgue Theorem (ap-
plied after taking a scalar product) gives the result. 
From this we deduce a useful expression for Γα:
Lemma 4. We have Γα(., 1, .) = Γ
(0)
α +Γ
(1)
α with the following bounded operators (for instance
from M⊗ˆM → L1(M) ⊗ˆ always denote projective tensor product):
Γ(0)α (a, 1, b) := α
2
∫ ∞
0
dt e−αt(1− φ2t)(a)(1− φ2t)(b), Γ(1)α := GαΓG⊗α ,
where G⊗α is the “resolvent” for A
⊗ := A⊗ 1 + 1⊗ A, Gα understood as sending M⊗ˆM to
D(δ)⊗ˆD(δ), Γ extended from this space to L1(M).
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Proof. Start the proof for a, b ∈ M This is mainly the use of the Laplace transform of (e.g.)
Prop 1.10 in [24] with our notations : Gα(a) = α
∫∞
0
dt e−tαφ2t(a). (e,g. with a ∈ L2(M),
or M), moreover : Γα(a, 1, b) = α(1 − Gα)(a)b + aα(1 − Gα)(b) − α(1 − Gα)(ab), and we
immediately deduce :
Γα(a, 1, b) = Γ
(0)
α (a, 1, b) + α
2
∫ ∞
0
dte−tα(φ2t(ab)− φ2t(a)φ2t(b)).
From the previous lemma, one deduces :∫ ∞
0
dt e−tα(φ2t(ab)− φ2t(a)φ2t(b)) =
∫ ∞
0
dt e−tα
∫ t
0
dsφ2s(Γ(φ2(t−s)(a), 1, φ2(t−s)(b))
=
∫ ∞
0
dse−αsφ2s(Γ(
∫ ∞
0
due−αuφ2u(a)⊗ 1⊗ φ2u(b)).
The use of Fubini Theorem is justified by the case a = b∗ under τ(c∗c.), c ∈M . 
Lemma 5. For any a, b ∈ D(A) ∩M , ||(Γα − Γ)(a⊗ b)||1 → 0, when α→∞.
Proof. We can first use Cauchy-Schwarz :
||Γ(0)α (a⊗ b)||1 ≤
(∫ ∞
0
dt α2e−αt||1− φ2t(a)||22
)1/2(∫ ∞
0
dt α2e−αt||1− φ2t(b)||22
)1/2
.
For a ∈ D(A), we have ||1− φt(a)||2 ≤ t||A(a)||2 implying∫ ∞
0
dt α2e−αt||1− φ2t(a)||22 ≤
∫ ∞
0
dt α2e−αt4t2||A(a)||22
Since the measures dt1|0,∞]α2e−αtt converges weakly to a Dirac in 0 the last term goes to 0.
For a, b ∈ D(A), self-adjoints (so that ||∆1/2a||22 = E(a)).
||Γ(1)α − Γ(a⊗ b)||1 ≤ ||ΓG⊗α − Γ(a⊗ b)||1 + ||(Gα − 1)Γ(a⊗ b)||1
≤ ||(Gα − 1)Γ(a⊗ b)||1+∫ ∞
0
dt αe−αt(||∆1/2(φ2t − id)(a)||2||∆1/2φ2t(b)||2 + ||∆1/2(φ2t − id)(b)||2||∆1/2(a)||2)
≤ ||(Gα − 1)Γ(a⊗ b)||1 +
∫ ∞
0
dt αe−αt(||(φ2t − id)A(a)||1/22 ||A(b)||1/22 ||b||1/22 ||(φ2t − id)(a)||1/22 +
||(φ2t − id)A(b)||1/22 ||A(a)||1/22 ||a||1/22 ||(φ2t − id)(b)||1/22 ).
and this converges to 0 since the measures dt1|0,∞]αe−αt converges weakly to a Dirac in 0. 
We know need an improvement of the previous lemma. But before, let us knight a com-
putation to become a lemma, in the spirit of the tricks we will use a lot in the next part.
Lemma 6. For any a, b ∈M
||f (2)u,t (a, 1, b)||22 =
∫ t
u
2ℜτ
(
(φs−uf
(2)
s,t (a, 1, b))
∗φs−u(Γ(φt−s(a), φt−s(b)))
)
∫ t
u
ds||∆1/2(f (2)s,t (a, 1, b))||22 = −||fu,t((a, 1, b)||22+
∫ t
0
2ℜτ
(
(f
(2)
s,t (a, 1, b))
∗(Γ(φt−s(a), φt−s(b)))
)
.
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Proof. Without loss of generality, a, b self-adjoints in M . Let us define the α variant :
f
(2,α)
u,t (a, 1, b) =
∫ t
u
dsφs−u,α(Γα(φt−s,α(a), 1, φt−s,α(b)) = φt−u,α(ab)− φt−u,α(a)φt−u,α(b)
We prove first σ-weak convergence in M of this quantity to f
(2)
u,t (a, 1, b). Of course by
boundedness in M , it suffices to prove convergence in L1(M). Now the previous lemma
proves (Γ− Γα)(φt−s(a), 1, φt−s(b)) converges in L1([u, t], L1(M)) to 0 since φt−s(a) ∈ D(A)
gives pointwise convergence and a dominated convergence theorem (DCT) concludes via
domination by (1 + 16(K + 1)2)E˜1(φt−s(a))1/2E˜1(φt−s(b))1/2 (cf. lemma 2 (i)). Moreover
||Γα(φt−s(a)−φt−s,α(a), φt−s,α(b))||1 ≤ E˜α1 (φt−s(a)−φt−s,α(a))1/2E˜α1 (φt−s,α(b))1/2 Let us show
the integral of this indeed goes to 0. For, note∫ t
u
ds E˜α1 (φt−s(a))→
∫ t
u
ds E˜1(φt−s(a)),
by pointwise convergence and DCT. Likewise,∫ t
u
ds E˜α1 (φt−s,α(a)) = ||φu,α(a)||22 − ||φt,α(a)||22 →
∫ t
0
ds E˜1(φt−s(a)) = ||φu(a)||22 − ||φt(a)||22.
Finally for any γ,∫ t
u
ds |Eα1 (Gˆγφt−s(a), φt−s,α(a)− φt−s(a))| ≤
∫ t
0
ds ||A∗Gˆγφt−s(a)||2||φt−s,α(a)− φt−s(a))||2
≤ 2γ||a||2
∫ t
0
||φt−s,α(a)− φt−s(a))||2ds,
also goes to 0, and (lemma 2 (i) again)∫ t
u
ds |Eα1 ((Gˆγ − id)φt−s(a), φt−s,α(a)− φt−s(a))|
≤ 4(K + 1)
(∫ t
u
ds E˜1((Gˆγ − id)φt−s(a))
)1/2(∫ t
u
ds E˜1α(φt−s,α(a)− φt−s(a)))
)1/2
,
the second integral is bounded independently of α and the first goes to zero in γ → ∞ by
DCT. The symmetric case
∫ t
u
ds|Eα1 (φt−s,α(a)− φt−s(a), φt−s(a))| → 0 is easier.
Putting everything together, and using Cauchy-Schwarz, one gets the claimed convergence.
We now come back to a formula for the L2-norm :
||f (2,α)u,t (a, 1, b)||22 =
∫ t
u
2ℜτ
(
(φs,αf
(2,α)
s,t (a, 1, b))
∗φs,α(Γα(φt−s,α(a), φt−s,α(b)))
)
the Fubini Theorem used being justified since Γα valued in L
2 (even in M). Using bound-
edness in M of f
(2,α)
s,t , we get as above convergence of the second term to the corresponding
term without α (using at the end the weak convergence first proven), and thus, this proves
the first formula. Or Rather, Using a variant with α, β scalar product and previously proven
weak convergence in M one gets the limit is actually ||f (2)s,t ||2 and as a consequence norm
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‖.‖2 convergence. Similarly, we get formulas (idem without E˜α1 and AGα, or without Gβ) :
E˜α1 (Gβ(f (2,α)u,t )) =
∫ t
s
duℜτ((1 + AGα)Gβ(φαu−s(f (2,α)∗u,t ))Gβφαu−sΓα(φt−s,α(a), φt−s,α(b)))
+ ℜτ(Gβ(φαu−s(f (2,α)∗u,t ))(1 + AGα)Gβφαu−sΓα(φt−s,α(a), φt−s,α(b))).
Now note that the derivative in u of ||Gβf (2,α)u,t ||22 is :
E˜α1 (Gβ(f (2,α)u,t ))− ||Gβf (2,α)u,t ||22 − 2ℜτ(Gβ(f (2,α)∗u,t )GβΓα(φt−u,α(a), φt−u,α(b)))
so that we get :∫ t
s
du E˜α1 (Gβ(f (2,α)u,t )) = −||Gβf (2,α)s,t ||22 +
∫ t
s
du ||Gβf (2,α)u,t ||22
+
∫ t
s
du 2ℜτ(Gβ(f (2,α)∗u,t )GβΓα(φt−u,α(a), φt−u,α(b))).
Taking α → ∞ (we keep equality at this stage) and then β → ∞ (using for this second
limit first Fatou’s lemma to get
∫ t
s
du lim infβ E˜1(Gβ(f (2)u,t ))) < ∞ so that by lemma 2 (ii)’
one gets almost surely f
(2)
u,t ∈ D(E) and thus by (iii) the liminf is actually a lim equal to
E˜1((f (2)u,t ))), one can then get equality applying DCT, with domination (via (i),(i)’ of lemma
2) by 16(K + 1)2 times the limit now already known to be integrable), one concludes the
proof of the second formula. If we first take β →∞, and then α→∞, one thus deduces∫ t
s
du E˜α1 (f (2,α)u,t )→
∫ t
s
du E˜1(f (2)u,t ).
Finally (we give a stronger convergence for further use using an argument used earlier in
this proof) for any γ,∫ t
u
ds |Eα1 (Gˆγf (2)u,t (a, 1, b), f (2,α)u,t (a, 1, b)− f (2)u,t (a, 1, b))|
≤
∫ t
0
ds ||A∗Gˆγf (2)u,t (a, 1, b)||2||f (2,α)u,t (a, 1, b)− f (2)u,t (a, 1, b))||2
≤ 2γ||f (2)u,t (a, 1, b)||2
∫ t
0
||f (2,α)u,t (a, 1, b)− f (2)u,t (a, 1, b))||2ds,
also goes to 0, and∫ t
u
ds |Eα1 ((Gˆγ − id)f (2)u,t (a, 1, b)), f (2,α)u,t (a, 1, b)− f (2)u,t (a, 1, b)))|
≤ 4(K + 1)
(∫ t
u
ds E˜1((Gˆγ − id)f (2)u,t (a, 1, b))
)1/2(∫ t
u
ds E˜α1 (f (2,α)u,t (a, 1, b)− f (2)u,t (a, 1, b)))
)1/2
,
the second integral is bounded independently of α and the first goes to zero in γ → ∞ by
DCT. The symmetric case
∫ t
u
ds|Eα1 (f (2,α)u,t (a, 1, b)− f (2)u,t (a, 1, b)), f (2)s,t (a, 1, b))))| → 0 is easier.
Summing up we get : ∫ t
s
du E˜α1 (f (2,α)u,t (a, 1, b)− f (2)u,t (a, 1, b)))→ 0.
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
Lemma 7. If ξα = f ⊗ gα ⊗ h with f, h ∈ D(∆) ∩ D(A) ∩M, gα ∈ M uniformly bounded
and convergent to g∞ in L2(M), then
||Γα(ξα)− Γ(ξ∞)||1 → 0.
Especially, if D(∆)∩D(A)∩M is a core for D(∆1/2) (e.g. A = ∆) then this is true for any
f, h ∈ D(∆1/2).
Of course the whole statement is in the (almost) absence of assumption on g, at least in
terms of domain of ∆, we don’t want to assume even g ∈ B, in which case the result would
be rather easy. The crucial point will be to approximate g only in ||.||2 with elements in
D(A) but this only on the problematic term. The main part of the proof will deal with
estimates for all other terms.
Proof. Let us recall Γ
(i)
α (f ⊗ g ⊗ h) = Γ(i)α (fg ⊗ h)− fΓ(i)α (g ⊗ h).
Without loss of generality, ξ = f ⊗gα⊗h, f, gα, h self-adjoints in M , f, h ∈ D(A)∩D(∆).
Indeed via ||Γα(f ⊗ g ⊗ h)||1 ≤ C||g||E˜α1 (f)1/2E˜α1 (h)1/2 ≤ 16C(K + 1)2||g||E˜1(f)1/2E˜1(h)1/2,
the second statement follows from the first. We will write g for a generic element gα, ||g||
their common uniform bound etc. First, recall ||1− φt(a)||2 ≤ t||A(a)||2. Second let us note
that ||φt(fg)− fφt(g)||2 ≤ ||φt(fg)− φt(f)φt(g)||2 + ||1− φt(f)||2||g||.
Using the previous lemmas, we have to bound ||f (2)0,t (f, 1, g)||2 = ||φt(fg)− φt(f)φt(g)||2.
We first give a preliminary estimate, to be used later in a better one.
||f (2)u,t (f, 1, g)||22 +
∫ t
u
ds ||∆1/2(f (2)s,t (a, 1, b))||22 ≤ 2
∫ t
u
ds |τ
(
(f
(2)
s,t (f, 1, g))
∗Γ(φt−s(f), φt−s(g))
)
|
≤ 2
∫ t
u
ds ||(f (2)s,t (f, 1, g))||||∆1/2φt−s(f)||2||∆1/2φt−s(g)||2
≤ 4||f ||||g||2
(∫ t
u
ds ||φt−s(Af)||2||f ||2
)1/2
≤ 4||f ||3/2||g||2||Af ||1/22 (t− u)1/2 ≤ c′(f, g)(t− u)1/2
Let us now improve this first estimate
Let us fix an ǫ > 0 Choose δ, 2||(Gδ − id)Af ||1/22 ≤ ǫ||f ||1/22 . Then choose a yǫ ∈ M such
that : ||Γ(f ∗, f)− yǫ||1 < ǫ||f ||22. Next take γ (and α0) such that (for α > α0, and consider
from now on only those g = gα, recall we call ||g|| the supremum of norms of gα) ||(1 −
Gγ)(g)||22||yǫ|| ≤ ǫ||g||2||f ||22 Finally choose an xǫ ∈M with ||Γ(f, f ∗)−xǫ||1/21 ||AGγ(g)||1/22 <
ǫ||g||1/22 ||f ||2.
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Now let us compute.
(∗) = ||f (2)u,t (f, 1, g)||22 +
∫ t
u
ds ||∆1/2(f (2)s,t (a, 1, b))||22
≤ 2
∫ t
u
ds |τ
(
(f
(2)
s,t (f, 1, g))
∗Γ(φt−s(f), φt−s(g))
)
|
≤ 2
∫ t
u
ds |τ
(
(f
(2)
s,t (f, 1, g))
∗Γ(f, φt−s(Gγ(g)))
)
|
+ 2
∫ t
u
ds |τ
(
(f
(2)
s,t (f, 1, g))
∗Γ(f, φt−s((1−Gγ)(g)))
)
|
+ 4||f ||||g||
∫ t
u
ds ||(φt−s − id)(Af)||1/22 ||φt−s(f)− f ||1/22 ||∆1/2φt−s(g)||2
≤ 2
∫ t
u
ds τ
(
(f
(2)
s,t (f, 1, g))
∗Γ(f, f ∗)(f (2)s,t (f, 1, g)))
)1/2
×
× τ (Γ(φt−s(Gγ(g)), φt−s(Gγ(g))))1/2
+ 2
∫ t
u
ds | − τ
(
Γ(f, φt−s((1−Gγ)(g)), f (2)s,t (f, 1, g))∗)
)
+ τ
(
(f
(2)
s,t (f, 1, g))
∗∆(f)φt−s((1−Gγ)(g)))
)
|
+ 4||f ||||g||2
(∫ t
u
ds
(
(t− s)||A2Gδf ||2 + 2||(Gδ − id)Af ||2
)
(t− s)||Af ||2
)1/2
≤ 4
∫ t
u
ds
(
||Γ(f, f ∗)− xǫ||1/21 2||f ||||g||+ ||(f (2)s,t (f, 1, g))∗||2||xǫ||1/2
)
||AGγ(g)||1/22 ||g||1/22
+ 2
∫ t
u
ds τ (Γ(f, φt−s((1−Gγ)(g)))φt−s((1−Gγ)(g∗))), f ∗))1/2 ||∆1/2f (2)s,t (f, 1, g))||2
+ 4
∫ t
u
ds||f (2)s,t (f, 1, g))||2||∆(f)||2||g||
+
4√
3
||f ||||g||2(t− u)
(
(t− u)1/2||A2Gδf ||1/22 + ǫ||f ||1/22
)
||Af ||1/22
≤ 4
(
(t− u)ǫ2||f ||2||g||2 + 4
5
c′(f, g)1/2(t− u)5/4||xǫ||1/2||AGγ(g)||1/22 ||g||1/22
)
+ 2
(∫ t
u
ds ||Γ(f ∗, f)− yǫ||14||g||2 + ||φt−s((1−Gγ)(g)))||22||yǫ||
)1/2
×
×
(∫ t
u
ds||∆1/2f (2)s,t (f, 1, g))||22
)1/2
+
16
5
c′(f, g)1/2(t− u)5/4||∆(f)||2||g||
+
4√
3
||f ||||g||2(t− u)
(
(t− u)1/2||A2Gδf ||1/22 + ǫ||f ||1/22
)
||Af ||1/22
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(∗) ≤ 6√ǫ||g||||f ||√t− u
(∫ t
u
ds||∆1/2f (2)s,t (f, 1, g))||22
)1/2
+ 4(t− u)ǫ||f ||3/2||g||2(||Af ||1/22 + ||f ||1/2)
+ 8δ||f ||||g||2(t− u)3/2||Af ||2
+
8
5
c′(f, g)1/2(t− u)5/4
(
||xǫ||1/2||AGγ(g)||1/22 ||g||1/2 + 2||∆(f)||2||g||
)
Thus(∫ t
u
ds ||∆1/2f (2)s,t (f, 1, g))||22
)1/2
≤ √ǫC(f, g)√t− u+ d(f, g, γ, ǫ, δ)(t− u)5/8(1 + (t− u)1/8)
As a consequence
||f (2)u,t (f, 1, g)||22 ≤ ǫC ′(f, g)(t− u) + d′(f, g, γ, ǫ, δ)(t− u)9/8(1 + (t− u)3/8)
We can now come back to the main line of the proof of convergences to zero, with all estimates
required at hand.
||Γ(0)α (ξ)||1 ≤
∫ ∞
0
dt α2e−αt||(1− φ2t)(fg)− f((1− φ2t)(g))||2||1− φ2t(h)||2
≤
∫ ∞
0
dt α2e−αt||φ2t(fg)− fφ2t(g))||2||1− φ2t(h)||2
≤
∫ ∞
0
dt α2e−αt
(√
c′(f, g)t1/4 + 2t||Af ||2||g||
)
2t||Ah||2.
This converges to 0 since the measures dt1|0,∞]α2e−αtt converges weakly to a Dirac in 0.
Now we have to bound :
||(GαΓG⊗α − Γ)(ξ)||1
≤ α2||
∫ ∞
0
dt e−αt
∫ t
0
ds φs(Γ(φt−s(fg), φt−s(h)))− fφs(Γ(φt−s(g), φt−s(h)))− Γ(f, g, h)||1
≤ α2
∫ ∞
0
dt e−αt||
∫ t
0
ds (f − φt(f))φs(Γ(φt−s(g), φt−s(h)))||1
+ α2||
∫ ∞
0
dt
∫ t
0
ds φs(Γ(φt−s(fg), φt−s(h)))− φt(f)φs(Γ(φt−s(g), φt−s(h)))− Γ(f, g, h)||1
Let’s bound each term :
α2
∫ ∞
0
dt e−αt||(f − φt(f))
∫ t
0
ds φs(Γ(φt−s(g), φt−s(h)))||1
≤ α2
∫ ∞
0
dt e−αt||(f − φt(f))||2||f (2)0,t (g, 1, h)||2
≤ α2
∫ ∞
0
dt e−αt2t||Af ||2c′(h, g)1/2t1/4
Again this gives convergence to zero.
Let us decompose a bit more the last term in the next :
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Claim :
∫ t
0
ds φs(Γ(φt−s(fg), φt−s(h)))− φt(f)φs(Γ(φt−s(g), φt−s(h)))− Γ(f, g, h)
=
∫ t
0
ds φs(Γ(f
(2)
s,t (f, 1, g), φt−s(h))) + φs(Γ(φt−s(f), φt−s(g), φt−s(h)))− Γ(f, g, h)
+
∫ t
0
du φu(Γ(φt−u(f), f
(2)
u,t (g, 1, h)))
Proof. (Note we use Γβ to be in the condition of lemma 3 (since Γβ(f, g) ∈ M), otherwise,
formally this claim is only two successive applications of this lemma (once in the computation
of this page, once in the one of the next page) and the use of a derivation property for Γ (in
the next page)) .
∫ t
0
ds φt(f)φs(Γ(φt−s(g), φt−s(h)))− φs(Γ(φt−s(fg), φt−s(h)))
= −
∫ t
0
ds φs(Γ(φt−s(fg), φt−s(h)))
+
∫ t
0
ds φs(φt−s(f))φs(Γ(φt−s(g), φt−s(h)))
−
∫ t
0
ds φs,β(φt−s,β(f))φs,β(Γ(φt−s(g), φt−s(h)))
+
∫ t
0
ds φs,β(φt−s,β(f))φs,β(Γβ(φt−s(g), φt−s(h)))
−
∫ t
0
ds φs,β(φt−s,β(f))φs,β(Γβ(φt−s,β(g), φt−s,β(h)))
+
∫ t
0
ds φs,β(φt−s,β(f))φs,β((Γ− Γβ)(φt−s(g), φt−s(h)))
+
∫ t
0
ds φs,β(φt−s,β(f)Γβ(φt−s,β(g), φt−s,β(h)))
−
∫ t
0
ds
∫ s
0
du φu,β(Γβ(φt−u,β(f), φs−u,βΓβ(φt−s,β(g), φt−s,β(h)))
A NON-COMMUTATIVE PATH SPACE APPROACH TO STATIONARY FREE SDE 17∫ t
0
ds φt(f)φs(Γ(φt−s(g), φt−s(h)))− φs(Γ(φt−s(fg), φt−s(h)))
=
∫ t
0
ds φs(φt−s(f))φs(Γ(φt−s(g), φt−s(h)))
−
∫ t
0
ds φs,β(φt−s,β(f))φs,β(Γ(φt−s(g), φt−s(h)))
+
∫ t
0
ds φs,β(φt−s,β(f))φs,β(Γβ(φt−s(g), φt−s(h)))
−
∫ t
0
ds φs,β(φt−s,β(f))φs,β(Γβ(φt−s,β(g), φt−s,β(h)))
−
∫ t
0
ds φs,β(φt−s,β(f)Γβ(φt−s(g), φt−s(h)))
+
∫ t
0
ds φs,β(φt−s,β(f)Γβ(φt−s,β(g), φt−s,β(h)))
+
∫ t
0
ds φs,β(φt−s,β(f)Γ(φt−s(g), φt−s(h)))
−
∫ t
0
ds φs(φt−s(f)Γ(φt−s(g), φt−s(h)))
+
∫ t
0
ds φs,β(φt−s,β(f))φs,β((Γ− Γβ)(φt−s(g), φt−s(h)))
−
∫ t
0
ds φs,β(φt−s,β(f)(Γ− Γβ)(φt−s(g), φt−s(h)))
+
∫ t
0
ds φs(φt−s(f)Γ(φt−s(g), φt−s(h)))
−
∫ t
0
ds
∫ s
0
du φu,β(Γβ(φt−u,β(f), φs−u,βΓβ(φt−s,β(g), φt−s,β(h)))
− φs(Γ(φt−s(fg), φt−s(h)))
The two terms of the fifth pair of lines of the last equation tend to 0 with β → ∞ in
L1(M), by DCT using lemma 5 for the pointwise limit and domination via (1 + 16(K +
1)2)||f ||||∆1/2φt−s(h)||2||∆1/2φt−s(g)||2. The four first pair of lines tend to 0 (each pair of
lines) at least weakly in L1 using only standard results (including one proven during the
proof of lemma 6 for the second and third line
∫ t
0
E˜α1 (φt−s(a) − φt−s,α(a)) → 0 any a ∈ M).
We will write those five first pair of lines (1) from now on in the computation.
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∫ t
0
ds φt(f)φs(Γ(φt−s(g), φt−s(h)))− φs(Γ(φt−s(fg), φt−s(h)))
= (1) +
∫ t
0
ds φs(Γ(φt−s(f)φt−s(g), φt−s(h)))− φs(Γ(φt−s(fg), φt−s(h)))
−
∫ t
0
ds φs(Γ(φt−s(f), φt−s(g), φt−s(h)))
−
∫ t
0
du φu,β(Γβ(φt−u,β(f), f
(2,β)
u,t (g, 1, h)))
= (1)−
∫ t
0
ds φs(Γ(f
(2)
s,t (f, 1, g), φt−s(h))) + φs(Γ(φt−s(f), φt−s(g), φt−s(h)))
+
∫ t
0
du φu(Γ(φt−u(f), f
(2)
u,t (g, 1, h)))−
∫ t
0
du φu,β(Γβ(φt−u,β(f), f
(2,β)
u,t (g, 1, h)))
−
∫ t
0
du φu(Γ(φt−u(f), f
(2)
u,t (g, 1, h)))
Now, the second line of the last equation tends to zero, like at the beginning of the proof
of lemma 6, using the fact proven at the end of lemma 6 that
∫ t
0
du E˜β1 (f (2,β)u,t (g, 1, h) −
f
(2)
u,t (g, 1, h))→ 0.

We can now use this claim to conclude the proof of the lemma. The previously obtained
results readily gives (and this will conclude since ǫ was arbitrary):
α2
∫ ∞
0
dt e−αt||
∫ t
0
dsφs(Γ(f
(2)
s,t (f, 1, g), φt−s(h)))||1
≤ α2
∫ ∞
0
dt e−αt
(√
ǫC(f, g)
√
t+ d(f, g, γ, ǫ, δ)t5/8(1 + t1/8)
)√
t||Ah||1/22 ||h||1/22 ,
lim sup
α→∞
α2
∫ ∞
0
dt e−αt||
∫ t
0
ds φs(Γ(f
(2)
s,t (f, 1, g), φt−s(h)))||1 ≤
√
ǫC(f, g)||Ah||1/22 ||h||1/22 ,
α2
∫ ∞
0
dt e−αt||
∫ t
0
ds φs(Γ(φt−s(f)− f, φt−s(g), φt−s(h)))||1
≤ α2
∫ ∞
0
dt e−αt
(∫ t
0
ds 2
√
t− s||Af ||22
)1/2
||g||√t||Ah||1/22 ||h||1/22 → 0
α2||
∫ ∞
0
dt e−αt
∫ t
0
ds φs(Γ(f, φt−s(gα)− g∞, h))||1 = ||α
∫ ∞
0
dt e−αtGα(Γ(f, φt(gα)− g∞, h))||1
≤ α
∫ ∞
0
dt e−αtτ(Γ(f ∗, f)(φt(gα)− g∞)(φt(gα)− g∞)∗)1/2||∆1/2h||2 → 0
α2
∫ ∞
0
dt e−αt
∫ t
0
ds(φs − id)(Γ(f, g∞, h)) = (Gα − id)Γ(f, g∞, h) ...
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
2.2. Semigroups onM⋆algM . For Markov processes on commutative algebras, a semigroup
as the one of the previous part φt is sufficient to define the law of the process. Indeed as is
well-known, we can use for ordered times t1 < t2 < ... < tn, the formula τ(X
[t1]
1 ...X
[tn]
n ) =
τ(X1φt2−t1(X2...φtn−tn−1(Xn)) to define the new trace (also written τ on the commutative
Path space (Xi thought of at time ti denoted X
[ti]
i )). And of course, one may think φt as a
semigroup on M ⊗M defined by Φt = φt ⊗ Id (the second variable being thought of as non
evolving and useful to determine the joint law after multiplication).
We will analogously consider semigroups Φs,t on M ⋆alg M above the previous semigroup
i.e. with Φs,t(XY Z) = Xφt−s(Y )Z for X,Z in the second (zero-time) summand and Y in
the first (t-time) summand of the free product (we also require this property with φt−s(Y )
replaced by Φs,t(Y ) and a general Y in the free product i.e. Φs,t behaves like a condi-
tional expectation since it will the restriction to M [t] ∗M [0] of the conditional expectation
on M [s] ∗ M [0]). For the processes we are interested in, taking a conditional expectation
of a polynomial in two times variables (t, 0) on the 0 − s time subalgebra will lie in this
algebraic free product (or rather this conditional expectation will be Φs,t applied on this
polynomial). Let us introduce notations to compute more easily in this setting. We will
put in exponent the time of the algebra considered (the non-zero time being the first sum-
mand by convention). We will often consider symmetric semigroups, i.e. those satisfy-
ing :τ(Φ0,t(X
[t]
1 X
[0]
2 ...X
[t]
2n−1)) = τ(Φ0,t(X
[0]
1 X
[t]
2 ...X
[0]
2n−1)) where τ denotes (again) the compo-
sition of the trace τ on M with the natural product on algebraic free product with value M .
We may later write St(X
[t]
1 X
[0]
2 ...X
[t]
2n−1) = X
[0]
1 X
[t]
2 ...X
[0]
2n−1 and write this τ◦Φ0,t = τ◦Φ0,t◦St.
Moreover, we will need in the sequel (in order to define n times free products and not
only two times free products) a slightly more general context given a family Mρ (ρ in a
set R) of (positively exhaustively) filtered *-algebraic normed non-commutative probability
spaces containingM as a sub-probability space (Let us explain our main example of interest.
Rn = {0 ≤ t1 ≤ t2... ≤ tn}, for ρ ∈ Rn, Mρ = M∗alg(n+1) is a multi-time free product (the
first summand thought of at time tn, the second at time tn−1 up to the last one at time 0)the
filtration Mρp of algebra, crucial for inductions, is the length in free product (i.e. P ∈ Mρp if
it can be written as a sum of products of not more than p alternating times). We think we
have already built a tracial state on Mρ and M lies inside as the highest time sub-algebra
hereMtn , the state on it coinciding with the previous one. We will make evolve a new highest
time put in the other term of the free product. The norm will be the projective norm on
the algebraic free product.). Moreover, let us assume given a set of monomials of degree
p, Monρp a metric space, with a continuous (“multiplication”) map onto M
ρ
p . This seems a
little artificial beyond our main example, but we don’t want to be as general as possible, the
above notations being mainly a way of emphasizing the main assumptions. Especially we
limit here generality to avoid later intricate general inequalities where the argument is quite
clear in the main example of interest. (Thus in our main example Monρp = ⊔Mp is a disjoint
union of products of M with the product topology, one copy in the disjoint union for each
possible alternation of times. The map to the free product being clear). We will use it as
a way of having fixed a product decomposition and saying a given product decomposition
converges to another one. We put two metrics on it, in our main example, each component of
the direct sum being at infinite distance, and d∞((a1, ..., ap), (b1, ..., bp)) = max ||ai−bi||, and
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d2((a1, ..., ap), (b1, ..., bp)) = max ||ai−bi||2. We will be interested in sequences of “monomials”
bounded in d∞ converging in d2.
We will consider semigroups Φρs,t onM ⋆algM
ρ (with obvious filtration adding the smallest
filtration degrees, we count 1 as filtration degree for the first summand, we may obviously
take the smallest products to get the smallest filtration degrees. In that way, in our main
example, for ρ = (t1 ≤ t2... ≤ tn), we identify (with the same filtration norm etc) M ⋆alg Mρ
with M (ρ,t), by definition (ρ, t) = (t1 ≤ t2... ≤ tn ≤ tn + t)). This semigroup will be above
the previous semigroup as before, i.e. will satisfy Φρs,t(XY Z) = Xφt−s(Y )Z for X,Z in the
second (“zero-time”) summand (i.e. Mρ) and Y in the first (t-time) summand of the free
product (we also require this property with φt−s(Y ) replaced by Φ
ρ
s,t(Y ) and a general Y in
the free product).
We assume given an evolution (a continuous linear map) up to “real time 0” Ψ(ρ) : Mρ →
M (we want to think of as an already built evolution via semigroup from the highest time in
Mρ to 0. More specifically in our main example, if ρ = (t1) then Ψ
(ρ) = Φ0,t1 the two times
map described before. If ρ = (t1 ≤ t2... ≤ tn) = (ρ′, tn − tn−1) with ρ′ = (t1 ≤ t2... ≤ tn−1)
Ψ(ρ) = Ψ(ρ
′) ◦ Φρ′0,tn−tn−1).
We assume given two maps σ : IR+ × R → R and τ : R → IR+ (we think of them as
taking the new time t above the highest time and the previously built times (ordered) (t1 ≤
...tp) = ρ as a point of Rp, and giving via the map (τ, σ) the corresponding symmetric family
(t1, (t ≤ t+ tp− tp−1 ≤ ...t+ tp− t1))). We assume this map gives an involution : τ(σ(t, ρ)) =
t, σ(τ(ρ), σ(t, ρ)) = ρ. We also need a symmetry map (preserving filtration, continuous for
“projective” norms, in fact isometric on monomials for d2 and d∞) St,ρ : M ⋆algMρ →M ⋆alg
Mσ(t,ρ) (again we think it as doing the above symmetry especially exchanging the new highest
time and 0, we write analogously maps on underlying tensor products, e.g. in our example
St,(t1)(X
[t+t1]Y [t1]Z [0]T [t+t1]U [t1]V [0]) = (X [0]Y [t]Z [t+t1]T [0]U [t]V [t+t1]) thus seen on monomials
this gives St,(t1)(X
[t+t1], Y [t1]Z [0], T [t+t1], U [t1]V [0]) = (X [0]Y [t], Z [t+t1], T [0]U [t], V [t+t1]). ) We
will assume St,ρ has inverse Sτ(ρ),σ(t,ρ). We will often consider (τ, σ, S)-symmetric families
satisfying τ(Φρ0,t(X
[t]
1 X
[0]
2 ...X
[t]
2n−1)) = τ(Φ
σ(t,ρ)
0,t (St,ρ(X
[t]
1 X
[0]
2 ...X
[t]
2n−1))), where again τ denotes
the state either in Mρ or Mσ(t,ρ) composed with the multiplication maps induced on free
product by inclusion of M . Finally, to prove that our formulas will keep this symmetry, we
will need to prove in a next section alternative formulas replacing evolution of the last time
by evolutions in terms of the first time (We will also assume we have first time rewriting of
evolutions on Mρ, of course, and they will be given by induction in applications). To achieve
this goal, we don’t only need the evolution Ψ(ρ) up to time 0, but also a decomposition of
it via a map Ψ(ρ),τ(ρ) : Mρ → M[τ(ρ)] ∗alg M[0] (the indices only showing the times we think
M to live at, recall, we think about τ(ρ), not depending on t, in general as the first time in
ρ) such that Ψ(ρ) = Φ0,τ(ρ) ◦Ψ(ρ),τ(ρ) (recall Φ is the map we will build first on M ∗alg M as
described first in the first paragraph of this section, we should say our semigroup is above
this Φ instead of only φ. In our example of main interest, we of course have ρ = (t1 = τ(ρ) ≤
...tp). If p = 2 Ψ
(ρ),τ(ρ) = Φ
(τ(ρ))
0,t2−t1 so that with have the claimed identity since by definition
Ψ(ρ) = Ψ(τ(ρ))◦Φ(τ(ρ))=ρ′0,t2−t1 . In general inductively, we take Ψ(ρ),τ(ρ) = Ψ(ρ
′),τ(ρ)◦Φρ′0,tp−tp−1 where
ρ′ = (t1 = τ(ρ) ≤ ...tp−1). Especially, this map is given for free by the construction).
In that context we may also add filtration degrees in exponents and not only times, e.g.
X [0,k].
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Definition 8. The level-family of the semigroup Φs,t (always assumed above φ in the pre-
vious sense) on M ⋆alg M (resp. Φ
ρ
s,t on M ⋆alg M
ρ) is a family f
(n)
s,t : M
2n−1 → M ( resp.
f
(n,ρ)
s,t :
⊕
n=p+
∑
ni
M ⊗Mρn1 ⊗M...Mρnp−1 ⊗M → M) of maps inductively defined (if they
exist) such that :
Φs,t(X
[t]
1 X
[0]
2 ...X
[t]
2n−1) = f
(n)
s,t (X
[t]
1 , X
[0]
2 , ..., X
[t]
2n−1)
[s] +
∑
i1<...<ip∈[1,n−1]
(f
(i1)
s,t (X
[t]
1 , ..., X
[t]
2i1−1))
[s]X
[0]
2i1
(f
(i2−i1)
s,t (X
[t]
2i1+1
, ..., X
[t]
2i2−1))
[s]X
[0]
2i2
...(f
(n−ip)
s,t (X
[t]
2ip+1
, ..., X
[t]
2n−1))
[s]
(resp. Φρs,t(X
[t]
1 X
[0,n1]
2 ...X
[0,np]
2n X
[t]
2p−1) = f
(n,ρ)
s,t (X
[t]
1 , X
[0]
2 , ..., X
[t]
2p−1)
[s] +
∑
i1<...<iq∈[1,p−1]
(f
(d0,i1 ,ρ)
s,t (X
[t]
1 , ..., X
[t]
2i1−1))
[s]X
[0]
2i1
(f
(di1,i2 ,ρ)
s,t (X
[t]
2i1+1
, ..., X
[t]
2i2−1))
[s]X
[0]
2i2
...(f
(diq,p,ρ)
s,t (X
[t]
2iq+1, ..., X
[t]
2p−1))
[s]),
With di,j = j− i+ni+1+ ...+nj−1. We may remark d0,p = n. We will also sometimes write a
degree in index before ρ in Φ to explicit the filtration degree. More generally we will consider
maps (“semigroups below level N”) Φ(N,ρ) only defined on the filtration space (M ∗Mρ)N so
that this is of course equivalent to getting an associated level family (f (n,ρ))n≤N .
Said otherwise f0,t is another way of writing a boolean cumulant in the (Boolean) non-
commutative probability space M[t] ∗alg M[0], with Φ0,t as “conditional expectation” on the
componentM[0] thought of at time 0. (see e.g. definition 4.1 in [33], the case s 6= 0 is a variant
where Φs,t is the restriction to M[t] ∗alg M[0] of the conditional expectation on M[s] ∗alg M[0]
defined in M[t] ∗alg M[s] ∗alg M[0], in that context, the claim concerning existence says such a
corresponding boolean cumulant has to be valued inM [s]; For us this notation has no relation
with Boolean probability beyond the fact f satisfy a differential equation easier to read really
likely because Boolean probability is natural in non-commutative setting without trace, and
we thus divide here the part depending on trace in f and the purely non-commutative one
here).
Especially f
(1)
s,t = φt−s. We say it is bounded (resp. locally bounded) (in M)
if ||f (n)s,t (X1, ..., X2n−1)|| ≤ Cn||X1||...||X2n−1|| (resp. for s, t ∈ [0, T ] for Cn(T )).
Given a generator −1/2A of an extension φt : L2(M) → L2(M) of f (1)0,t , generator of a
conservative (non-symmetric) completely Dirichlet form as in the previous part, consider the
corresponding carre´ du champs Γ(f, g, h), ∆ the generator of the symmetric part (recall we as-
sumed Γ is also the Carre´ du champs of the symmetric part). We say f is locally δ-bounded if
it is Bochner measurable as valued inD(∆1/2) = D(E) and if ∫ t
u
ds||∆1/2f (n)s,t (X [t]1 , X [0]2 , ..., X [t]2n−1)||22 <
∞ for any u, t, n.
Given another semigroup bellow level (N−1) HN−1s,t (HN−1,ρs,t in the case of supplementary
index ρ), and corresponding family (h
(n,ρ)
s,t )n≤N−1. We assume H is locally bounded in M We
say (f (n))n≤N is affiliated to A (or φt) relative to H if it is locally bounded in M and locally
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δ-bounded so that the following integral converges absolutely (as Bochner integral) and :
f
(n)
s,t (X
[t]
1 , ..., X
[t]
2n−1) =
n−1∑
i≤j=1
∫ t
s
du
φu−s(Γ(f
(i)
u,t(X
[t]
1 , ..., X
[t]
2i−1), H
(j−i+1)
0,u (X
[u]
2i , FΦu,t(X
[t]
2i+1, ..., X
[t]
2j−1), X
[u]
2j ), f
(n−j)
u,t (X
[t]
2j+1, ..., X
[t]
2n−1)),
(resp. in forgetting arguments since indices determine them uniquely
f
(n,ρ)
s,t =
p−1∑
i≤j=1
∫ t
s
du φu−s◦Γ◦f (d0,i,ρ)u,t ⊗
(
Ψ
(σ(u,ρ))
H ◦H(N−1,σ(u,ρ))0,τ(ρ) ◦ S(τ,σ)(u,ρ) ◦ Id⊗ Φρu,t ⊗ Id
)
⊗f (dj,p,ρ)u,t .
(F is the formal change of indices u-0 corresponding to the symmetry in second case and not
really useful in the first with our definition not taking into account indices explicitly except
implicitly by position in the maps, we put it for clarity)
When Φ is symmetric, one may want H to be an inductively already built version of Φ.
The meaning of the sum is then that we evolve up to time u gathering the prescribed blocks
and at that time, we gather them so that outside we are in M seen at time u evolving
according to φ up to s, in the middle we have to take a trace of evolution from time u up to
0 and we use symmetry in order to have (real) 0 times on δ’s included in Γ. To do this we
can evolve up to time 0 understood as being in M (σ(u,ρ)) (we should note the degree of the
middle term is at most di−1,j+1 − 2) first and then evolve via Ψ to the real time 0 in it.
We have the same definitions for a family as above up to level N and call it an N-level-
semigroup-family which includes the corresponding restriction of semigroup property for the
above defined Φs,t and corresponding restriction of property of being above φ as before. An
1-level-semigroup-family is thus merely a semigroup on M equal to φ.
In order to define inductively an N-level-semigroup-family, we will need a notion of α-
approximation. Recall φt,α denote the semigroup of generator −1/2AGαReplacing also Γ by
Γα (of the previous part) we have all the notions for an α-N-level-semigroup-family. In the
case with extra index ρ, we have also to give us variants Hα, Ψα. Let us define approximation
properties for our level semigroup families.
Definition 9. Let (f
(n,α)
s,t )n≤N an α-N-level-semigroup-family and (f
(n)
s,t )n≤N an N-level-
semigroup-family. f
(n,α)
s,t converges weakly in L
1 to f if for any m ∈M , n ≤ p, s, t :
τ(m[s]f
(n,α)
s,t (X
[t]
1 , X
[0]
2 , ..., X
[t]
2n−1)
[s])→ τ(m[s]f (n)s,t (X [t]1 , X [0]2 , ..., X [t]2n−1)[s]) as α→∞.
It converges in L2 if for any n ≤ N , s, t :
||f (n,α)s,t (X [t]1 , X [0]2 , ..., X [t]2n−1)− f (n)s,t (X [t]1 , X [0]2 , ..., X [t]2n−1)[s])||2 → 0.
It is δ-convergent if (they are locally δ-bounded, it converges in L2 and) for any n ≤ N ,
u, t : ∫ t
u
ds E˜α1 (f (n,α)s,t (X [t]1 , X [0]2 , ..., X [t]2n−1)− f (n)s,t (X [t]1 , X [0]2 , ..., X [t]2n−1))→ 0.
It is δ+-convergent (resp L2+) if all the above L2 and δ-convergences (resp only the L2)
can be improved for sequences Xαi (of Monomials in the ρ case) uniformly bounded in M
(resp d∞) and converging in L2(M) to Xi (resp in d2 for monomials). (The whole point of
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this last definition is to circumvent lack of traciality of approximations in the non-symmetric
case by improving convergences obtained).
We have an analogous definition for Ψα converging to Ψ. The next result basically says
we have gathered all potentially useful convergence properties to carry on a definition by
induction, as soon as we assume as an extra assumption a boundedness we will prove later by
a positivity argument. The analogue statement with ρ’s is of course also true, if one assumes
ΨαH L
2+-convergent to ΨH and locally bounded in M (uniformly in α) (i.e. basically the
assumptions bellow for H).
Theorem 10. Let (f
(n,α)
s,t )n≤N ,(h
(n,α)
s,t )n≤N be α-N-level-semigroup-families with f affiliated
to AGα relative to (h
(n,α)
s,t )n≤N−1 and (f
(n)
s,t )n≤N , (h
(n)
s,t )n≤N be N-level-semigroup-families with
f affiliated to A relative to h similarly. Assume moreover that (f
(n,α)
s,t )n≤N is δ
+-convergent to
(f
(n)
s,t )n≤N and (h
(n,α)
s,t )n≤N bounded (uniformly in α) in M and converges in L
2+ to (h
(n)
s,t )n≤N .
Assume moreover either D(A) ∩ D(∆) ∩M is a core in D(∆1/2) or (f (n,α)s,t )n≤N valued in
D(A) ∩ D(∆) ∩M . Then the above formulas define an (N+1)-level-semigroup-family and
α-(N+1)-level-semigroup-family. We assume the α family (f
(n,α)
s,t )n≤N+1 is locally bounded
in M uniformly in α. Then it is δ+-convergent to (f
(n)
s,t )n≤N+1 (and they are necessarily
affiliated in the above sense since (in part assumed in part proven to be) locally bounded in
M). We will call f an α-approximated (N+1)-level-semigroup-family affiliated to A relative
to h. When f an α-approximated (N+1)-level-semigroup-family affiliated to A relative to
h and h an α-approximated (N+1)-level-semigroup-family affiliated to A∗ relative to f we
will say f and h are α-approximated (N+1)-level-semigroup-families mutually affiliated to
A and A∗.
Proof. The proof is similar to the one of lemma 6 using of course lemma 7 instead of lemma
5. Note also the proof of lemma 6 contains the initialization for the induction this theorem
will enable. The semigroup property is obvious from the definition.
We can consider all results on each term of the definition above of f
(N+1)
s,t (the only map
for which something needs to be proven), all of the form :
js,t =
∫ t
s
du φu−s(Γ(fu,t, g0,u;t, hu,t)),
with by assumption g0,u,fu,t,hu,t locally bounded inM , and fu,t,hu,t for each t in L
2([0, t], D(∆1/2)).
We also consider α variants ( with Xαi instead Xi as in the definitions of + convergences)
uniformly in α with the same properties and the convergences of the previous definition
(remark that the conjunction of boundedness and the various L2+ convergences, of Φ, H,Ψ,
with the various isometric on monomials of S (for d2 and d∞), enable g
(α)
0,u;t to converge in
L2(M) (pointwise in u, t to g0,u;t)). We prove first σ-weak convergence in M of f
(N+1,α)
s,t .
By weak compacity (since f
(N+1,α)
s,t uniformly bounded in M), it suffices to prove uniqueness
of the limit of jαs,t (we will identify it to be js,t and as a consequence prove the sum of
such js,t to be in M and equal f
(N+1)
s,t thus in M not only in L
1 like js,t) and by density,
in taking duality with elements of the form b ∈ M we in fact prove jαs,t which is only a
priori in L1 converges weakly in that space and this suffices to get convergence in M of
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the sum of them f
(N+1,α)
s,t for which we assumed boundedness . Now the lemma 7 above
proves (Γα)(fu,t, g
α
0,u, hu,t) − (Γα)(fu,t, g0,u, hu,t) converges pointwise in L1(M), since we can
dominate them as in this lemma by (1 + 16(K + 1)2)||∆1/2fu,t||2||∆1/2hu,t||2 supα,u ||gα0,u|| we
assumed in L1([0, t]) we get convergence in L1([0, t], L1(M)) by DCT. Moreover ||Γα(fαu,t −
fu,t, g
α
0,u, h
α
u,t))||1 ≤ E˜α1 (fαu,t − fu,t)1/2E˜α1 (hαu,t)1/2||g|| since we assumed convergence of this in
L1 modulo Cauchy-Schwarz, this goes to zero. Finally, (φαu − φu)Γ(fu,t, g0,u, hu,t) is also well
known to converge in L1. We have thus even proven norm convergence of jαs,t in L
1 at this
stage.
We now need a formula for the L2-norm :
||f (N+1,α)s,t ||22 =
∑∫ t
s
du 2ℜτ(φαu−s(f (N+1,α)∗s,t )φαu−s(Γα(fαu,t, gα0,u;t, hαu,t)),
the Fubini Theorem used being justified since Γα valued in L2 (the sum corresponds to
various jα terms). Using boundedness in M of f
(N+1,α)
s,t and its weak convergence in M
proven earlier, we get as above convergence of the second term to the corresponding term
without α. Using a variant with α, β scalar product and previously proven weak convergence
in M one gets this is actually ||f (N+1)s,t ||2. As a consequence we deduce norm convergence in
L2. Similarly, we get formulas (idem without E˜α1 and AGα, or without Gβ) :
E˜α1 (Gβ(f (N+1,α)u,t )) =
∑∫ t
s
du ℜτ((1 + AGα)Gβ(φαu−s(f (N+1,α)∗u,t ))Gβφαu−sΓα(fαs,t, gα0,u;t, hαs,t))
+ ℜτ(Gβ(φαu−s(f (N+1,α)∗u,t ))(1 + AGα)Gβφαu−sΓα(fαs,t, gα0,s;t, hαs,t)).
Now note that the derivative in u of ||Gβf (N+1,α)u,t ||22 is :
E˜α1 (Gβ(f (N+1,α)u,t ))− ||Gβf (N+1,α)u,t ||22 −
∑
2ℜτ(Gβ(f (N+1,α)∗u,t )GβΓα(fαu,t, gα0,u;t, hαu,t))
so that we get :∫ t
s
du E˜α1 (Gβ(f (N+1,α)u,t )) =− ||Gβf (N+1,α)s,t ||22 +
∫ t
s
du ||Gβf (N+1,α)u,t ||22
+
∑∫ t
s
du 2ℜτ(Gβ(f (N+1,α)∗u,t )GβΓα(fαu,t, gα0,u;t, hαu,t)).
Taking α → ∞ (we keep equality at this stage and only use previous L2 convergence or
techniques already used) and then β → ∞ (using for this second limit first Fatou’s lemma
to get
∫ t
s
du lim infβ E˜1(Gβ(f (N+1)u,t ))) < ∞ so that by lemma 2 (ii)’ one gets almost surely
f
(2)
u,t ∈ D(E) and thus by (iii) of the same lemma the liminf is actually a lim equal to
E˜1((f (N+1)u,t ))), one can then get equality applying DCT, with domination 16(K + 1)2 times
the limit now already known to be integrable). If we first take β → ∞, and then α → ∞,
one thus deduces ∫ t
s
du E˜α1 (f (N+1,α)u,t )→
∫ t
s
du E˜1(f (N+1)u,t ).
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Finally (in order to prove δ-convergence) for any γ,∫ t
u
ds |Eα1 (Gˆγf (N+1)s,t , f (N+1,α)s,t − f (N+1)s,t )| ≤
∫ t
0
ds ||A∗Gˆγf (2)s,t ||2||f (N+1,α)s,t − f (N+1)s,t )||2
≤ 2γ
∫ t
0
||f (2)s,t ||2||f (N+1,α)s,t − f (N+1)s,t )||2ds,
also goes to 0, and∫ t
u
ds |Eα1 ((Gˆγ − id)f (N+1)s,t ), f (N+1,α)s,t − f (N+1)s,t ))|
≤ 4(K + 1)
(∫ t
u
ds E˜1((Gˆγ − id)f (N+1)s,t )
)1/2(∫ t
u
ds E˜α1 (f (N+1,α)s,t − f (N+1)s,t ))
)1/2
,
the second integral is bounded independently of α and the first goes to zero in γ → ∞ by
DCT (using proposition 2.13(ii) in [24], earlier stated as lemma 2 (iii)). The symmetric case∫ t
u
ds |Eα1 (f (N+1,α)u,t − f (N+1)u,t ), f (N+1)s,t ))| → 0 is as easy. Summing up we get :∫ t
s
du E˜α1 (f (N+1,α)u,t − f (N+1)u,t ))→ 0.

2.3. Positivity. From now on we always consider that f and h are α-approximated (N+1)-
level-semigroup-families mutually affiliated to A and A∗. We focus on the two time case
and let the (mainly notational) multitime generalization to the reader. Actually, as we
explained in the introduction, we learned just before publication of this paper that [20]
found an alternative construction of a dilation of φt−s,α which turned out to be the same
as our α-approximation (in the symmetric case they consider). This gives a more natural
proof of this part using another SDE. We explain here our original proof, with several
notational improvements though, with respect to a previous preprint. This proof is mainly
combinatorial in nature, but we write the implicit combinatorics in algebraic way for our
convenience, letting the reader understand the quite obvious combinatorics behind.
We want to show τ(X
[0]
0 Φ
(N,ρ,α)
0,t (X
[t]
1 X
[0]
2 ...X
[t]
2n−1)) define positive linear functionals. Since
we will stick to sub-filtrations of free product, by this we mean :(
τ(X
[0]
0,iΦ
(N,ρ,α)
0,t (X
[t]
1,iX
[0]
2,i...X
[0/t]
n,i X
[0/t]∗
n,j ...X
[t]∗
1,j X
[0∗]
0,j ))
)
(i,j)
is a positive matrix so that one gets a scalar products on the linear span of elements of
the form X
[0]
0 X
[t]
1 X
[0]
2 ...X
[0/t]
n (less than n + 1 elements starting at time 0). Note that we
can deduce from this the various boundedness assumptions in the main theorem of the last
part (assuming H and Φ are built in the same way as in the case we consider when they are
mutually associated to A,A∗). Indeed τ(X [0]0 Φ
(N,ρ,α)
0,t (X
[t]
1 X
[0]
2 ...X
[0/t]
n ...X
[t]∗
1 X
[0∗]
0 )) then define
a state in M in position X
[0/t]
n thus a standard C∗ algebraic result gives after an induction
this bounded by τ(X
[0]
0 X
[0∗]
0 )||X [0/t]n ||...||X [t]1 ||2 thus we get value of Φ(N,ρ,α)0,t in M with the
right boundedness by duality.
Consider η :M0 →M2(M0) with η(a) = Diag(Gα(a), Gˆα(a)) a normal completely positive
unital map. Consider F (η) (see e.g. [41] section 2.4) the full Fock space associated to
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the canonical Hilbert M −M bimodule H(M, η) (e.g. [41] lemma 2.2) so that we get to
creation operators L1 = L(ξ1), L2 = L(ξ2) (with the notations of [41]) such that (seeing
m ∈ M acting on F (η) by a preservation operator) we have LimL∗j = ηij(m) i.e. here
L1mL
∗
1 = Gα(m), L2mL
∗
2 = Gˆα(m). (especially ||Li|| = 1) We work on M = C∗(M,Li).
We define Gα,B(x) = L1xL
∗
1 a completely positive map on M Aα(x) = α(x − Gα,B(x))
extending AGα. By boundedness we can exponentiate in φ
B
t,α = exp(−Aαt/2). If we write
Γα,B(x, y) = Aα(x)y + xAα(y)−Aα(xy) = α[x, L1][L∗1, y], we have as previously :
φBt,α(BC) = φ
B
t,α(B)φ
B
t,α(C) +
∫ t
0
ds φBs,α(Γα,B(φ
B
t−s,α(B), φ
B
t−s,α(C))).
We can get a converging expansion.
φBt,α,(i)(BC) = φ
B
t,α,(i)(B)φ
B
t,α,(i)(C)
+ α
∫ t
0
dsφBs,α,(i+1)
([
φBt−s,α,(i)(B), L1
])
φBs,α,(i+1)
([
L∗1, φ
B
t−s,α,(i)(C))
])
+ α2
∫ t
0
ds
∫ s
0
duφBu,α,(i+1)Γα,B(φ
B
s−u,α,(i+1)
([
φBt−s,α,(i)(B), L1
])
, φBs−u,α,(i+1)
([
L∗1, φ
B
t−s,α,(i)(C))
])
).
We need a notation to keep the next iterated equation reasonable, thus let us give a name
to iterated commutators of L′1s, precisely for s = {s1 ≥ ... ≥ sj+1} with s1 ≤ t, sj+1 ≥ u, :
C L
j+1
u,s,t(B) = α
(j+1)/2φBsj+1−u,α
([
...φBs2−s3,α
([
φBs1−s2,α,
([
φBt−s1,α(B), L1
])
, L1
])
..., L1
])
,
and by convention,
C L
0
u,s,t(B) = φ
B
t−u,α(B),
We get :
φBt,α(BC) = φ
B
t,α(B)φ
B
t,α(C) +
∞∑
k=0
∫ t
0
ds1...
∫ sk
0
dsk+1C L
k+1
0,(s1,...sk+1),t
(B)C L k+10,(s1,...sk+1),t(C
∗)∗.
Note that ||φBt,α,(j+1)(B)|| ≤ eαt||B|| so that ||CL j+1u,s,t(B)|| ≤ (4α)(j+1)/2eα(t−u)||B|| imply-
ing convergence of the series. We thus got again a positive like expansion (implying complete
positivity of φBt,α on M , the remaining part of the proof of positivity will consist in getting
such an expression for all the formulas above ΦN,α0,t . We will also need another notation for
our convenience :
C L
(1),j+1
u,s,t (B,C) = α
(j+1)/2φBsj+1−u,α
([
...φBs2−s3,α
([
φBs1−s2,α,
([
φBt−s1,α(B), L1
]
C
)
, L1
])
..., L1
])
.
We have obvious analogs with respect to Gˆα.
The next lemma gives an alternative recursive definition where we add derivation from
below instead of above (like in the previous part, where this was useful to get limits in
taking care of domain issues), so that we can get more easily the decomposition as product
of operators in an inductive way. For this, we need a slightly more general (partially) 3-time
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case, without the (notational) troubles of the full 3-times case and useful for inductions, we
write for v, w ≤ t
f
(n,α)
s,[v,t,w](X
[v]
1 , X
[0]
2 , X
[t]
3 ...X
[t]
2n−3, X
[0]
2n−2, X
[w]
2n−1)
=
n∑
i<j+1=2
∫ v∧w
s
du φu−s,α(Γα(f
(i,α)
u,[v,t,t](X
[v]
1 , ..., X
[t]
2i−1),
H
(j−i+1,α)
0,u (X
[u]
2i , FΦ
α
u,t(X
[t]
2i+1, ..., X
[t]
2j−1), X
[u]
2j ), f
(n−j,α)
u,[t,t,w] (X
[t]
2j+1, ..., X
[w]
2n−1))
(strictly speaking, we have to define the case n = 1 separately, we only define f
(n,α)
s,[v,t,t] =
f
(n,α)
s,[t,t,v] = f
(1,α)
s,v )
Analogously, we have extensions to M we denote f
(n,α)
s,[v,t,w],B where φt,α is replaced by φ
B
t,α,,
Γα by Γα,B etc. The following lemma being also true with the obvious changes for those
maps.
Lemma 11. The following equalities are true for any r, for n ≥ 2:
1.
f
(n,α)
s,[v,t,w](X
[v]
1 , X
[0]
2 , X
[t]
3 ...X
[t]
2n−3, X
[0]
2n−2, X
[w]
2n−1) =
∑
1≤i<j≤n
∫ v∧(w/1j=n)
s
du
f
(n−j+1,α)
s,[u,t,w∨(t1j=n)](Γα(φv−u,α(X1),
H
(i,α)
0,u (X
[u]
2 , FΦ
α
u,t(X
[t]
3 ...X
[t]
2i−1), X
[u]
2i ), f
(j−i,α)
u,[t,t,t∧(w/1j=n)](X
[t]
2i+1...X
[t]
2j−1))
[u], X
[0]
2j ...X
[w]
2n−1)
We write
f
(n,α)
s,[v,t,w] = f
(n,α),(t)
s,[v,t,w] = f
(n,α),(a,l)
s,[v,t,w] + f
(n,α),(b,l)
s,[v,t,w]
the (a) term corresponding to l + 1 ≤ j ≤ n (sum over i) of the previous term, (b) the
remaining part.
2.
f
(n,α)
s,[v,t,w](X
[v]
1 , X
[0]
2 , X
[t]
3 ..X
[t]
2n−3, X
[0]
2n−2, X
[w]
2n−1) =
∑
0≤i<j≤n−1
∫ (v/1i=0)∧w
s
du
f
(n−j+1,α)
s,[v∨(t1j=n),t,u](X
[u]
1 ..X
[0]
2i ,Γα(f
(j−i,α)
u∧(v/1j=n),t(X
[t]
2i+1..X
[t]
2j−1),
H
(i,α)
0,u (X
[u]
2j , FΦ
α
u,t(X
[t]
2j+1..X
[t]
2n−3), X
[u]
2n−2), φw−u,α(X2n−1))
[u])
We write
f
(n,α)
s,[v,t,w] = f
(n,α),(a,r,m)
s,[v,t,w] + f
(n,α),(b,r,m)
s,[v,t,w]
the (a) term corresponding to i + m − n < r (sum over j) of the previous term, (b) the
remaining part.
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3.
f
(n,α)
s,[v,t,w](X
[v]
1 , X
[0]
2 , X
[t]
3 ..., X
[t]
2n−3, X
[0]
2n−2, X
[w]
2n−1)
=
∑
(i, j, ti, tj) ∈ {(1, n − 1, (t), (t));
(1, k, (t), (a, r, n)), k ≤ r;
(l, n− 1, (a, r), (t)), l ≥ r + 1}
∫ v∧w
s
du
φu−s,α(Γα(f
(i,α),ti
u,[v,t,t](X
[v]
1 , ..., X
[t]
2i−1),
H
(j−i+1,α)
0,u (X
[u]
2i , FΦu,t(X
[t]
2i+1, ..., X
[t]
2j−1), X
[u]
2j ), f
(n−j,α),tj
u,[t,t,w] (X
[t]
2j+1, ..., X
[w]
2n−1))
+
∑
1≤i<j≤r
∫ v
s
du f
(n−j+1,α)
s,[u,t,w] (Γα(φv−u,α(X1),
H
(i,α)
0,u (X
[u]
2 , FΦ
α
u,t(X
[t]
3 ...X
[t]
2i−1), X
[u]
2i ), f
(j−i,α)
u,t (X
[t]
2i+1...X
[t]
2j−1))
[u], X
[0]
2j ...X
[w]
2n−1)
+
∑
r<i<j≤n−1
∫ w
s
du f
(i+1,α)
s,[v,t,u] (X
[v]
1 ..X
[0]
2i ,Γα(f
(j−i,α)
u,t (X
[t]
2i+1..X
[t]
2j−1),
H
(n−j,α)
0,u (X
[u]
2j , FΦ
α
u,t(X
[t]
2j+1..X
[t]
2n−3), X
[u]
2n−2), φw−u,α(X2n−1))
[u])
−
∑
1≤i′<j′≤r<i<j≤n−1
∫ v
s
du1
∫ w
s
du2
f
(n,α)
s,[u1,t,u2]
(Γα(φv−u1,α(X1), H
(i,α)
0,u1
(X
[u1]
2 , FΦ
α
u1,t
(X
[t]
3 , ..., X
[t]
2i′−1), X
[u1]
2i′ ),
f
(j′−i′,α)
u1,t (X
[t]
2i′+1, ..., X
[t]
2j′−1))
[u1], X
[0]
2j′...X
[0]
2i ,Γα(f
(j−i,α)
u2,t (X
[t]
2i+1, ..., X
[t]
2j−1),
H
(n−j,α)
0,u2 (X
[u2]
2j , FΦ
α
u2,t(X
[t]
2j+1, ..., X
[t]
2n−3), X
[u2]
2n−2), φw−u2,α(X2n−1)
[u2])
We write for each term of the above sum :
f
(n,α)
s,[v,t,w] = f
(n,α),(12−21,r)
s,[v,t,w] + f
(n,α),(3−321,r)
s,[v,t,w] + f
(n,α),(123−3,r)
s,[v,t,w] − f (n,α),(3−3,r)s,[v,t,w] .
Note that with our previous notation f
(n,α),(3−321,r)
s,[v,t,w] = f
(n,α),(b,r)
s,[v,t,w]
Proof. The proof of the first formula by induction on n is quite clear (the case i = 1 of
the defining formula before the lemma gives j = n of this one (this is the only case at
initialization n = 2), for all other values we apply the induction hypothesis on f (i,α) of the
defining formula, in which case in the second formula produced by induction hypothesis j is
bellow this i of the first formula). The second formula of the lemma is similar.
Explained in words, in the first formula, we have written terms where we see a φ(X1) and
just after application of Γ. Of course, we have just said that by the inductive definitions of
the f ’s such a way of emphasizing this Γ whatever the terms involved around exists. The
second formula is the symmetric with φ(X2n−1) Having in mind a imaginary line r where
we intend to cut our formulas into to symmetric and adjoint expressions to get positivity by
an explicit rewriting, the two notations introduced with those two formulas emphasized the
end of the other side of Γ (the side not containing φ(X1) or φ(X2n−1)) and call with a (b)
terms not crossing the imaginary line, with an (a) the terms crossing the imaginary line.
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We now want to use these formulas to prove the third. Let us explain in words what terms
appear in each line. The second and third line are quite clear and explained at the end of the
previous paragraph via the remark at the end of the lemma, since they correspond to terms
already appearing previously where the Γ of φ(X1) or φ(X2n−1) does not cross the imaginary
line. Now of course, this could be possible that both cases happen in the same time, we
subtract this in the fourth line. The first line is based on all other terms, but we don’t want
here to write the terms in emphasizing necessarily a term with φ(X1) or φ(X2n−1).
Thus look from above, from the defining formula where Γ may involve f ′s as first and last
arguments. Necessarily one of those f ’s does not cross the imaginary line, if this f is not
a φ it involves bellow another Γ and has been taken into account before. Thus, the only
remaining terms have one or two φ (as the first or third argument) at their top level Γ, and
the one not a φ has to cross the imaginary line. But moreover, we want that this one cannot
have at its bottom level Γ, a Γ not crossing the imaginary line, in which case it would have
been included already before. Thus we use our (a) terms defined with formulas (1) and (2)
of the lemma in order to avoid the bad (b) term. Before explaining this formally, instead
of in words, let us emphasize that in all three last lines (with a (3) in their notations) one
Gamma being on one side, of the imaginary line we will cut this imaginary line (in our goal
of getting a square like expression explicitly positive) only by induction hypothesis. This
lemma consist in emphasizing exactly the configurations of terms for which we will have to
work later (to avoid repeating a boring work easily done by induction). Let us come back
to the proof.
For, let us give names to several specific terms depending on the r (position of imagi-
nary line) fixed in the statement in the defining sum f
(n,α)
s,[v,t,w] = f
(n,α)
s,[v,t,w],(11) + f
(n,α)
s,[v,t,w],(1L) +
f
(n,α)
s,[v,t,w],(L1) + f
(n,α)
s,[v,t,w],(ℓL) + f
(n,α)
s,[v,t,w],(Lℓ) + f
(n,α)
s,[v,t,w],(ℓℓ). All those terms correspond to specific
values of i, j in the defining sum : respectively (11) for i = 1, j = n−1; (1L) for i = 1, j ≤ r;
(L1) for i ≥ r + 1, j = n− 1; (ℓL) for 1 < i ≤ r, j ≤ r; (Lℓ) for i ≥ r + 1, r + 1 ≤ j < n− 1;
(ℓℓ) for i ≤ r, j ≥ r + 1 and not simultaneously i = 1 and j = n − 1. Of course since i ≤ j
those are the only decomposition possible.
Now we also want to decompose more terms with an L, i.e. one side crossing the r limit,
we do this using the decomposition of the two first statements of this lemma, in looking
at the large L side term f (n−j) or f (i), we get e.g f (n,α)s,[v,t,w],(L1) = f
(n,α)
s,[v,t,w],(La1) + f
(n,α)
s,[v,t,w],(Lb1)
cutting here f (i) the one crossing r (thinking as i as the n of the decomposition in the first
part of the lemma, n as m and r as the same). We thus got 10 terms.
In the formula we have to prove, the (11),(1La),(La1) terms are those of the first line
f
(n,α),(12−21,r)
s,[v,t,w]
The second line f
(n,α),(3−321,r)
s,[v,t,w] of the new formula corresponds to the sum of (ℓℓ), (ℓL),
(ℓ1), (Lb1), and (Lbℓ). The third line f
(n,α),(123−3,r)
s,[v,t,w] to (ℓℓ), (Lℓ), (1ℓ), (1Lb), and (ℓLb), the
fourth line f
(n,α),(3−3,r)
s,[v,t,w] with a minus term corresponds to (ℓℓ) (ℓLb), (Lbℓ), those appearing
in both above, so that they subtracts the redundancy in to the previous lines.
Identifying each line with the stated sum uses only the definitions. 
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Let us define the following operators inductively on n, formulas for n ≤ N : σkv,s,[u,t] :=
σ
k,(1)
v,s,[u,t] + σ
k,(2)
v,s,[u,t] + σ
k,(3)
v,s,[u,t], as maps defined on M , k ≥ 1.
σ
k,(1)
v,s=(s˜,s′,sj+1,...,sk),[u,t]
(X
[u]
1 , X
[0]
2 , ..., X
[0/t]
n ) = 1{sj+1≤u}
k−1∑
j=0
j∑
l=0
C L
(1),k−j
v,(sj+1,...,sk),u
(X1,Θ
j−l
0,s′,sj+1
(X
[sj+1]
2 FΣ
l
sj+1,s˜,t
(X
[t]
3 ; ..., X
[0/t]
n ))),
σ
k,(2)
v,s=(s˜,sj+1,...,sk),[u,t]
(X
[u]
1 , X
[0]
2 ...X
[0/t]
n ) =
∑
i
k∑
j=1
∫ s˜j∧u
1j 6=ksj+1+1j=kv
du1C L
k−j
v,(sj+1...sk),u1
(
Γα,B(φu−u1,B(X1), H
(i,α)
0,u1 (X
[u1]
2 , FΦ
(α)
u1,t(X
[t]
3 ...X
[t]
2i−1), X
[u1]
2i ), σ
j
u1,s˜,[t,t]
(X
[t]
2i+1...X
[0/t]
n )))
σ
k,(3)
v,s,[u,t](X
[u]
1 , X
[0]
2 , ..., X
[0/t]
n ) =
⌊(n+1)/2⌋∑
i<j=2
∫ u
v1k=0+sk1k 6=0
du1 σ
k
v,s,[u1,t]
(Γα,B(φv−u1,α(X1), H
(i,α)
0,u1 (X
[u1]
2 , FΦ
(α)
u1,t(X
[t]
3 ...), X
[u1]
2i ), f
(j−i,α)
u1,t (..X
[t]
2j−1))
[u1], X
[0]
2j ..X
[0/t]
n )
In this definition, we have written (l ≥ 1)
Σlu,s′,t(X
[t]
1 ; ..., X
[0/t]
n ) :=
⌊(n−1)/2⌋∑
i=1
Φαu,t(X
[t]
1 , ..., X
[t]
2i−1)X
[0]
2i σ
l
u,s′,t(X
[t]
2i+1; ..., X
[0/t]
n ))
[u],
and for (l = 0)
Σ0u,s′,t(X
[t]
1 ; ..., X
[0/t]
n ) := Φ
α
u,t(X
[t]
1 , ..., X
[0/t]
n ).
More crucially, we need to assume given a corresponding decomposition (obtained induc-
tively) for H of the type we will prove bellow for Φ, i.e. we assume there are compact
spaces with fixed (positive) Radon measures T k,Hs included in a locally compact Ik,H such
that µ(T k,Hs ) increases with s, we have the infinite radius of convergence condition : for
any K > 0
∑
k µ(T
k,H
s )K
k < ∞. We also have constants C,K (maybe depending on N, u
but not k, s) such that ||Θk0,s,u(X [u]1 , X [0]2 , ..., X [0/u]n )||M ≤ CKk||X1||M ...||Xn||M and for all
i = n+ p ≤ N − 1, Xi ∈ M ,
H
(i,α)
0,u (X
[u]
1 , X
[0]
2 , X
[u]
3 ..., X
[0/u]
n , X
′[u/0]∗
p ..., X
′[0]∗
2 , X
′[u]∗
1 )
=
∞∑
k=0
∫
T k,Hu
ds Θk0,s,u(X
[u]
1 , X
[0]
2 , ..., X
[0/u]
n )(Θ
k
0,s,u(X
′[u]
1 , X
′[0]
2 , ..., X
′[u/0]
p ))
∗.
The previous conditions especially imply this series converges absolutely. We also as-
sume that the maps (noted identically for different n) Θk0,.,. : {(u, s) ∈ Ik,H × IR+ | u ∈
T k,Hs } → B(M ⊗ˆn,M )) is continuous and agrees by restriction of i (so that the various
extensions of H, also assumed given, do agree). We of course assume T 0,Hs is a point and
Θj,00,s,u(X
[u]
1 , X
[0]
2 , ..., X
[0/u]
n ) = H
(α),j
0,u (X
[u]
1 , X
[0]
2 , ..., X
[0/u]
n ). Note that the previous properties
are obvious with our previous expressions (knowing the next lemma to interpret them).
We can now prove the positivity decomposition lemma :
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Lemma 12. We have the following relations (for i = n + p ≤ N):
f
((n+p+1)/2,α)
v,[u,t,w] (X
[v]
1 , X
[0]
2 , X
[t]
3 ..., X
[0/t]
n , X
′[t/0]∗
p ..., X
′[0]∗
2 , X
′[w]∗
1 )
=
∞∑
k=1
∫
T kv,t
ds σkv,s,[u,t](X
[u]
1 , X
[0]
2 , ..., X
[0/t]
n )(σ
k
v,s,[w,t](X
′[w]
1 , X
′[0]
2 , ..., X
′[t/0]
p ))
∗
f
((n+p+1)/2,α),(123−3)
v,[u,t,w] (X
[v]
1 , X
[0]
2 , X
[t]
3 ..., X
[0/t]
n , X
′[t/0]∗
p ..., X
′[0]∗
2 , X
′[w]∗
1 )
=
∞∑
k=1
∫
T kv,t
ds σkv,s,[u,t](X
[u]
1 , X
[0]
2 , ..., X
[0/t]
n )(σ
k,(3)
v,s,[w,t](X
′[w]
1 , X
′[0]
2 , ..., X
′[t/0]
p ))
∗
where
T kv,u := ⊔l⊔0<i1<j1<i2<...jl−1<il=k {(s1, ...si1 , s′1, sj1+1, ...si2 , s′2, ...sil)
| u ≥ s1, i 7→ si non-increasing, sil ≥ v, s′m ∈ T jm−im,H0,sim }
⊂ Ik := ⊔l⊔0<i1<j1<i2<...jl−1<il=k IRi1+ × Ij1−i1,H × ...IRil−jl−1+
Moreover, for the canonical product measure (using Lebesgue measure for intervals in IR),
µ(T ka,b) ≤ µ(T ka′,b′) for a′ ≤ a ≤ b ≤ b′ and we have the infinite radius of convergence condi-
tion : for any K > 0
∑
k µ(T
k
a,b)K
k < ∞. We also have constants C,K (maybe depending
on N, t but not k) such that ||σkv,s,[u,t](X [u]1 , X [0]2 , ..., X [0/t]n )||M ≤ CKk||X1||M ...||Xn||M , so
that the previous sums converge absolutely.
Proof. Let us first prove the infinite radius of convergence result :
µ(T ka,b) :=∑
l,0<i1<j1<i2<...jl−1<il=k
∫ b
a
ds1...
∫ si1−1
a
dsi1
∫
T
j1−i1,H
0,si1
ds′1
∫ si1
a
dsj1+1...
∫ si2−1
a
dsi2...
∫ sil−1
a
dsil,
so that this is obviously increasing with a b as stated in the theorem and :∑
k
Kkµ(T ka,b)
∑
k,l,0<i1<j1<i2<...jl−1<il=k
Kk× ≤
×
∫ b
a
ds1...
∫ si1−1
a
dsi1
∫ si1
a
dsj1+1...
∫ si2−1
a
dsi2...
∫ sil−1
a
dsil
∏
m
µ(T jm−im,H0,b )
≤
∑
k,l,0<i1<j1<i2<...jl−1<il=k
Kk
(b− a)k−∑m(jm−im)
(k −∑m(jm − im))!
l−1∏
m=1
µ(T jm−im,Hb )
≤
∑
k′,l≤k′,j′1,...j′l
(2K)k
′+(j1)′+...+(jl−1)
′ (b− a)k′
k′!
l−1∏
m=1
µ(T
j′m,H
b )
≤
∑
k′
(2K)k
′ (b− a)k′
k′!
(
1 +
∑
j
(2K)jµ(T j,Hb )
)k′
<∞,
In the fourth line we noted k′ (the previous power of (b − a)) is automatically above l
since the sequence is (strictly) increasing, and moreover, the number of terms in the sum
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over sequences is always bellow the number of parts of [1, k] (a sequence being the positions
of changes of colors) thus a bound in 2k.The bound on σ is obvious as seen formulas and by
induction on n+ p)
The end of the proof is by induction on n+p. First note that the second formula is obvious
by induction, as is obvious an analogue formula for f
(n,α),(3−3)
v,[u,t,w] . Those terms have been put
into emphasis before, especially because the induction is easy on them.
It thus remains to check the formula for f
(n,α),(12−21)
v,[u,t,w] . In the defining sum, the term
i = 1, j = n− 1 ( let’s call the corresponding sum (1)) is almost obvious either by induction
or by our assumption on H . However, let us note that we need to use the decomposition
for H but with one middle term maybe of the form (XY )[u] where X and Y are two terms
coming from a same f(Xi, ...Xk) divided in two σ’s. But since at the final level we cut in
the middle between a 0 and a t, this actually happens only if k ≥ i+ 2, so that the number
of terms in the alternating pattern on which we apply H being less than two less than N −1
the maximal point of our knowledge for H , we can add an alternating pattern X [u]1[0]Y [u]
to get the wanted decomposition by the assumption. (Of course, H like Φ is compatible
with these insertions of 1’s). One then decomposes Γ and φ as above (in the decomposition
for φ) to get a C L term. In a shortened formula (without arguments easily deducible by
the reader), one gets (sum-sum and sum-integral exchanges being justified by summability
either assumed or inductively proven) :
(1) =
∞∑
k=1
k−1∑
j=0
j∑
l=0
∫ u∧w
v
dsj+1...
∫ sk−1
v
dsk
∫
T j−l,H0,sj+1
ds′
∫
T lsj+1,t
ds˜
C L
(1),k−j
v,(sj+1,...sk),u
(X1,Θ
j−l
0,s′,sj+1
(F (Σlsj+1,s˜,t)))C L
(1),k−j
v,(sj+1,...sk),w
(X ′1, (Θ
j−l
0,s′,sj+1
F (Σlsj+1,s˜,t)))
∗.
This sums thus takes into account a part of the sum of σ(1),k(σ(1),k)∗. Precisely, when j 6= l,
the disjointness of integration areas removes the double sum corresponding to each σ(1),k
(actually the double double sum, one double sum for j, one for l,the disjointness of integration
areas comes from the fact we take a disjoint union over list of integers corresponding to the
number of Γ’s cut in between both sides of the σσ∗ product, and certain of those integers
also roughly corresponds to j, l and k’s at least in the case we consider here) and reduces it in
(two, one for j, one for l) simple sums as above. All those terms are thus taken into account
here. When j = l, the double sum over l cannot be removed (contrary to what happened in
the first case, in absence of term coming from H , the k-l terms are only a part of the last
bunch ot variables sjl−1+1, ..., sil in the space of integration T , exactly those corresponding to
C L ’s above X1’s we can always emphasize those variables and we only have here the part
with the same number of variable of that kind for X1 and X
′
1), and we only have here the
diagonal part of it, the second part will appear later. In other words, with obvious notations,
we have obtained :
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(1) =
∞∑
k=1
∫
T kv,u∧w
ds σ
J,k,(1,l 6=j)
v,s,[u,t] (σ
J,k,(1,l 6=j)
w,s,[w,t] )
∗
+
∞∑
k=1
k−1∑
l(=j)=0
∫ u∧w
v
dsj+1...
∫ sk−1
v
dsk
∫
T 0,Hv,sj+1
ds′
∫
T lsj+1,t
ds˜
C L
(1),k−l
v,(sj+1,...sk),u
(X1,Θ
0
0,s′,sj+1
(F (Σlsj+1,s˜,t)))C L
(1),k−l
v,(sj+1,...sk),w
(X ′1, (Θ
0
0,s′,sj+1
F (Σlsj+1,s˜,t)))
∗,
where we may have also used the form of Θ0 :
Θ00,s′,sj+1(F (Σ
l
sj+1,s˜,t
)) = H0,sj+1(F (Φ
J,l
sj+1,t))(σ
l
sj+1,s˜,t
).
Let us now discuss the part, say (2), indexed by (1, k, (t), (a, r, n)), k ≤ r of the defining
sum of f
(n,α),(12−21)
v,[u,t,w] . Here we obviously want to apply induction hypothesis to f
(n−j,α),tj
u,[t,t,w] .
As we have noted, f
(n,α),(3−321,r)
s,[v,t,w] = f
(n,α),(b,r)
s,[v,t,w] so that f
(n,α),(a,r)
s,[v,t,w] decomposes in a σσ
1 + σσ2
pattern.
We thus obtain (using of course a derivation property for Γ):
(2) =
∞∑
j=1
∞∑
k=j+1
∫ u∧w
v
dsj+1...
∫ sk−1
v
dsk
∫
T jsj+1,t
ds˜
C L
(1),k−j
v,(sj+1,...sk),u
(X1,
(
H0,sj+1(F (Φsj+1,t))σ
j
sj+1,s˜[t,t]
)
)(C L k−j−1v,(sj+2,...sk),sj+1([σ
j,(1+2)
sj+1,s˜,[w,t]
, L1]))
∗+
C L
k−j−1
v,(sj+2,...sk),sj+1
(Γα,B
(
φu−sj+1,α(X1), H0,sj+1(F (Φsj+1,t)), σ
j
sj+1,s˜,[t,t]
)
)×
× (C L k−1−jv,(sj+2,...sk),sj+1(σ
j,(1+2)
sj+1,s˜,[w,t]
))∗.
The first part of the first term (with a (1) in the right) exactly gives the lacking component
of the (1-1) term, or at least the part where the number of L1’s on X
′
1 is greater than the
one on X1 (of course in the l = j case for the σ
(1) of the left, nothing being imposed on the
right, except a minimal number of C L ’s).
The term of the first line with (2) and of the second line with (1) corresponds to parts of (1-
2) and (2-1) terms respectively, again the global sum being divided depending on the number
of variables of integration in the above bunch of them fixed on X1 or X
′
1 respectively. More
precisely, note we get all the terms we need since when jr 6= lr in the side of σ(1) (assuming
it on the right to fix notation) with the terminology of the defining sum, we have to have
an higher jl > jr in the side of σ
(2), this appears thus in the second line of our formula for
(2). If jr = lr, we have as above two cases jl > jr appears again likewise in the second
line, and jr ≥ jl in the first line (of the corresponding term (3) of f (12−21) , here appears
the symmetric case with inversion of right left positions of σ(2) and σ(1)). We discuss the
appearance of the integral in variable u1 in definition of σ
(2) bellow.
Finally, the (2) term in the last line corresponds to part of the (2-2) term. Of course this
contains the case with fewer many terms in the C L of the left (i.e. jl > jr if those are the
j’s of the definitions for σ(2) on left and right), but also, half of the case of the same number
of terms (case jl = jr, i.e. j = k in the defining sum of the right σ
(2) of the above expression
(and not any more of the concluding expression we want it to be equal)). In all cases the
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variable sj+1 (almost) does not appear on the right (after applying the composition of two
φ’s one coming from C L , one from σ, note that this simplification also happened in the
(1 − 2) case). But we said almost since it appears in the integral of the case j = k in the
defining sum of the right σ(2). Actually, in the definition of σ(2), it is called u1, and we have
to apply Fubini Theorem (for continuous functions) in our expression for (2) above to get an
integral of the form
∫ u∧w
v
dsj+2...
∫ sk−1
v
dsk
∫
T lv,t
ds˜
∫ s˜j
sj+21j 6=k−1+v1j=k−1
dsj+1. In the case jl = jr
as we said (j = k in the other notation), we only get the part
∫
dul
∫
ur≥ul dur of the integral
(here ur for instance is the u1 occurring in the definition of the right σ
(2)). Of course the
symmetric case (coming from the third term (3) of f (12−21)) will give the second half of this
integral, so that we get the last lacking term. 
Remark 13. We can now prove the required boundedness property of fαs,t (beyond s = 0).
Indeed, we can apply the reasoning of the beginning of the section after having noticed :
τ(X
[u]
0 Φ
(α)
u,t (X
[t]
1 X
[0]
2 ...X
[t]
2n−1)X
[u]
2n ) := τ(Φ
α
0,u(X
[u]
0 Φ
(α)
u,t (X
[t]
1 X
[0]
2 ...X
[t]
2n−1)X
[u]
2n ))
= τ(Φ
(α)
0,[u,t,u](X
[u]
0 X
[t]
1 X
[0]
2 ...X
[t]
2n−1X
[u]
2n )
and moreover is of the form
τ(X
[u]
0 Φ
(α)
u,t (X
[t]
1 X
[0]
2 ...X
[t]
2n−1)X
[u]
2n ) = τ(X0f
(α)
u,t (X
[u]
0 X
[t]
1 X
[0]
2 ...X
[t]
2n−1)X2n))+ terms of smaller order.
Of course this boundedness can also be proven via the complete multitime case, this being
just said to have an (almost) completely written proof in the two times case.
2.4. Symmetry and traciality. We keep notations of the previous part 2.3.
Let us start with the symmetry for the two times case : τ ◦ Φα0,t = τ ◦ Φα0,t ◦ St in the
symmetric semigroup case. As we will see, the general case will follow easily. (of course we
can also get the case without α using limits proven in the previous part, but we will stick to
that case in computations for boundedness reasons.) In the non-symmetric Dirichlet form
context, we will prove τ ◦ Φ0,t = τ ◦ H0,t ◦ St, but the relation won’t be valid at level α.
Since indices are enough to uniquely identify equations, we don’t write here arguments
(Xi’s of the previous formulas). Let us first note the following alternative equation for f
(n,α)
s,t :
(4)
f
(n,α)
s,t =
∑
l,i1+j1+...+jl−1+il−l=n−1
∫ t
s
du φu−s,αΓα(f
(i1,α)
u,t , h
(j1,α)
t−u,t f
(i2,α)
u,t h
(j2,α)
t−u,t ...h
(jl−1,α)
t−u,t , f
(il,α)
u,t ).
Indeed, we have a priori, in the middle of the original definition, to apply H0,u to sev-
eral f
(g1,α),[0]
u,t X
[u]
2k1
f
(g2,α),[0]
u,t ...f
(gp,α),[0]
u,t , itself determined by a sum of products of the form
h
(j′p,α)
0,u (X
[u]
2k1
, f
(g1,α),[0]
u,t X
[u]
2k2
f
(g2,α),[0]
u,t ...f
(gq−1,α),[0]
u,t , X
[u]
2kq
), the point is that one can show by a
translation of variable by t − u and by induction this equals (after the right summation) a
corresponding term of h
(jp,α)
t−u,t . For the reader’s convenience, let us write this formally in the
following :
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Lemma 14.
ht−u,t(jp,α)(X2k1 , ..., X2k′1)
=
∑
q, gi ≥ 1,
g1 + ...+ gq + 1 = jp,
ki+1 − ki = gi
h
(q+1,α)
0,u (X
[u]
2k1
, f
(g1,α),[0]
u,t X
[u]
2k2
f
(g2,α),[0]
u,t ...f
(gq,α),[0]
u,t , X
[u]
2kq+1
)
Proof. We carry an overall induction over jp (and prove simultaneously the analogue for
f). Initialization is tautological. By formula (4) (the variant for h derived from induction
hypothesis thanks to the above reasoning), we have :
h
(jp,α)
t−u,t (X2k1 , ..., X2k′1)
=
∑
l,j′1+i
′
1+...+i
′
l−1+j
′
l−l=jp−1
∫ t
t−u
dv φ∗v−(t−u),αΓˆα(h
(j′1,α)
v,t , f
(i′1,α)
t−v,t h
(j′2,α)
v,t f
(i′2,α)
t−v,t ...f
(i′l−1,α)
t−v,t , h
(j′l ,α)
v,t ).
As we said, we take the new variable v′ = v − (t− u) to get :
h
(jp,α)
t−u,t (X2k1 , ..., X2k′1)
=
∑
l,j′1+i
′
1+...+i
′
l−1+j
′
l−l=jp−1
∫ u
0
dv′ φ∗v′,αΓˆα(h
(j′1,α)
v′+(t−u),t, f
(i′1,α)
u−v′,th
(j′2,α)
v′+(t−u),tf
(i′2,α)
u−v′,t...f
(i′l−1,α)
u−v′,t , h
(j′l ,α)
v′+(t−u),t).
(To keep coherent notations, let us write li defined such that l1 = k1 and lm+1 − lm =
j′m + i
′
m − 1, assuming fixed a sum as above).
Applying once again induction hypothesis, one gets
h
(i′l,α)
v′+(t−u),t
=
∑
q′l, gi,l ≥ 1,m1,l = ll
g1,l + ...+ gq′l,l + 1 = i
′
l
mi+1,l −mi,l = gi,l
h
(q′l+1,α)
0,u−v′ (X
[u−v′]
2m1,l
, f
(g1,l,α),[0]
u−v′,t X
[u−v′]
2m2,l
f
(g2,l,α),[0]
u−v′,t ...f
(gq,l,α),[0]
u−v′,t , X
[u−v′]
2mq′
l
+1,l
)
Now, we have to use the semigroup property for
f
(gj,l,α)
u−v′,t =
∑
q′′j,l
gi,l ≥ 1, g′′1,j,l + ...+ g′′q′′j,l,j,l = gj,l
ni+1,j,l − ni,j,l = gi,j,l, n0,j,l = mj,l
f
(q′′j,l+1,α)
u−v′,u (f
(g′′1,j,l,α)
u,t X2n1,j,l ...f
(g′′
q′′
j,l
,j,l
,α))
u,t ).
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We can now reapply induction hypothesis with u instead of t and u-v’ instead of u, 0
instead of v’ to get
h
(i′l,α)
v′+(t−u),t
=
∑
q′l, gi,l,m1,l = ll ≥ 1
g1,l + ...+ gq′l,l + 1 = i
′
l
mi+1,l −mi,l = gi,l
h
(q′l+1,α)
v′,u (X
[u]
2m1,l
, f
(g1,l,α),[0]
u,t X
[u]
2m2,l
f
(g2,l,α),[0]
u,t ...f
(gq,l,α),[0]
u,t , X
[u]
2mq′
l
+1,l
).
Putting together this expression the previous one and the second relation of the proof for
the searched quantity, this readily concludes (also reusing the definition of h0,u). 
We start by proving several relations coming from differentiation of τ(f
(i1,α)
s,t h
(j1,α)
t−s,t ...f
(il,α)
s,t h
(jl,α)
t−s,t )
in s (computing these expressions is maybe motivated by the previous remark). Since every
maps involved in the α-case are bounded, we readily get the following :
Lemma 15. The derivative in s of τ(f
(i1,α)
s,t h
(j1,α)
t−s,t ...f
(il,α)
s,t h
(jl,α)
t−s,t ) is :
1
4
∑
k
τ(f
(i1,α)
s,t ...(AGα −A∗G∗α)(f (ik ,α)s,t )...h(jl,α)t−s,t )
+
1
4
∑
k
τ(f
(i1,α)
s,t ...(AGα − A∗G∗α)(h(jk,α)t−s,t )...h(jl,α)t−s,t )
+
1
2
∑
k<k′
τ(f
(i1,α)
s,t ...(Γα + Γˆα)(f
(ik,α)
s,t , .., f
(ik′ ,α)
s,t )..h
(jl,α)
t−s,t )
− 1
2
∑
k<k′
τ(f
(i1,α)
s,t ..(Γα + Γˆα)(h
(jk,α)
t−s,t , ..., h
(jk′ ,α)
t−s,t )...h
(jl,α)
t−s,t )
+
∑
k,p
∑
jk,1+ik,1+..+jk,p=jk−1+p>1
τ(f
(i1,α)
s,t h
(j1,α)
t−s,t ..Γˆα(h
(jk,1,α)
t−s,t , f
(ik,1,α)
s,t ..f
(ik,p−1,α)
s,t , h
(jk,p,α)
t−s,t )f
(ik+1,α)
s,t ..f
(il,α)
s,t h
(jl,α)
t−s,t )
−
∑
k,p
∑
ik,1+jk,1+..+ik,p=ik−1+p>1
τ(f
(i1,α)
s,t h
(j1,α)
t−s,t ..Γα(f
(ik,1,α)
s,t , h
(jk,1,α)
t−s,t ...h
(jk,p−1,α)
t−s,t , f
(ik,p,α)
s,t )h
(jk,α)
t−s,t ..f
(il,α)
s,t h
(jl,α)
t−s,t )
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Proof. The very definition (and formula (4) above) gives the following derivative in s of
τ(f
(i1,α)
s,t h
(j1,α)
t−s,t ...f
(il,α)
s,t h
(jl,α)
t−s,t ):
1
2
∑
k
τ(f
(i1,α)
s,t h
(j1,α)
t−s,t ..AGα(f
(ik,α)
s,t )h
(jk,α)
t−s,t ..f
(il,α)
s,t h
(jl,α)
t−s,t )
− 1
2
∑
k
τ(f
(i1,α)
s,t h
(j1,α)
t−s,t ..f
(ik,α)
s,t A
∗G∗α(h
(jk,α)
t−s,t )...f
(il,α)
s,t h
(jl,α)
t−s,t )
+
∑
k,p
∑
jk,1+ik,1+..+jk,p=jk−1+p>1
τ(f
(i1,α)
s,t h
(j1,α)
t−s,t ..Γˆα(h
(jk,1,α)
t−s,t , f
(ik,1,α)
s,t ..f
(ik,p−1,α)
s,t , h
(jk,p,α)
t−s,t )f
(ik+1,α)
s,t ..f
(il,α)
s,t h
(jl,α)
t−s,t )
−
∑
k,p
∑
ik,1+jk,1+..+ik,p=ik−1+p>1
τ(f
(i1,α)
s,t h
(j1,α)
t−s,t ..Γα(f
(ik,1,α)
s,t , h
(jk,1,α)
t−s,t ..h
(jk,p−1,α)
t−s,t , f
(ik,p,α)
s,t )h
(jk,α)
t−s,t ..f
(il,α)
s,t h
(jl,α)
t−s,t )
Now, we can compute the first line
1
2
∑
k
τ(f
(i1,α)
s,t h
(j1,α)
0,s ..AGα(f
(ik ,α)
s,t )h
(jk,α)
0,s ..f
(il,α)
s,t h
(jl,α)
0,s )
− 1
2
∑
k
τ(f
(i1,α)
s,t h
(j1,α)
0,s ..f
(ik ,α)
s,t A
∗G∗α(h
(jk,α)
0,s )...f
(il,α)
s,t h
(jl,α)
0,s )
=
1
4
∑
k
τ(f
(i1,α)
s,t ..(AGα − A∗G∗α)(f (ik,α)s,t )..h(jl,α)0,s )
+
1
4
∑
k
τ(f
(i1,α)
s,t ..(AGα − A∗G∗α)(h(jk,α)0,s )..h(jl,α)0,s )
+
1
4
∑
k
τ(f
(i1,α)
s,t ..(AGα + A
∗G∗α)(f
(ik,α)
s,t )h
(jk,α)
0,s ..h
(jl,α)
0,s )
− 1
4
∑
k
τ(f
(i1,α)
s,t ..f
(ik ,α)
s,t (AGα + A
∗G∗α)(h
(jk,α)
0,s )..h
(jl,α)
0,s )
=
1
4
∑
k
τ(f
(i1,α)
s,t ..(AGα − A∗G∗α)(f (ik,α)s,t )..h(jl,α)0,s )
+
1
4
∑
k
τ(f
(i1,α)
s,t ..(AGα − A∗G∗α)(h(jk,α)0,s )..h(jl,α)0,s )
+
1
2
∑
k<k′
τ(f
(i1,α)
s,t ..(Γα + Γˆα)(f
(ik,α)
s,t , .., f
(ik′ ,α)
s,t )..h
(jl,α)
0,s )
− 1
2
∑
k<k′
τ(f
(i1,α)
s,t ..(Γα + Γˆα)(h
(jk,α)
t−s,t , ..., h
(jk′ ,α)
t−s,t )...h
(jl,α)
0,s )
At the last line we have used the following identity (summing only the definition of Γα):
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2
∑
k<k′
τ(X1Y1...(Γα + Γˆα)(Xk, Yk..., Xk′)...XlYl)
− 2
∑
k<k′
τ(X1Y1...Xk(Γα + Γˆα)(Yk, ...Xk′, Yk′)...XlYl)
=
∑
k<k′
τ(X1Y1..(AGα + A
∗Gˆα)(XkYk..Yk′−1)Xk′..XlYl)
+ τ(X1Y1..Xk(AGα + A
∗Gˆα)(Yk..Yk′−1Xk′)..XlYl)
− τ(X1Y1...Xk(AGα + A∗Gˆα)(Yk...Yk′−1)Xk′...XlYl)
− τ(X1Y1...(AGα + A∗Gˆα)(XkYk...Xk′)...XlYl)
− τ(X1Y1...Xk(AGα + A∗Gˆα)(Yk...Xk′)...XlYl)
− τ(X1Y1...Yk(AGα + A∗Gˆα)(Xk+1...Xk′Yk′)...XlYl)
+ τ(X1Y1...Xk(AGα + A
∗Gˆα)(Yk...Yk′)...XlYl)
+ τ(X1Y1...(AGα + A
∗Gˆα)(Xk+1...Xk′)...XlYl)
=
∑
1<k
τ((AGα + A
∗Gˆα)(X1..Yk)..Yl)− τ((AGα + A∗Gˆα)(X1..Xk)..Yl)
+ τ(X1..(AGα + A
∗Gˆα)(Xk)..Yl)
+
∑
k<l
τ(X1...(AGα + A
∗Gˆα)(Yk..Yl)) + τ(X1..(AGα + A∗Gˆα)(Xk..Yl))
− τ(X1..(AGα + A∗Gˆα)(Yk)..Yl)
=
∑
k
τ(X1...(AGα + A
∗Gˆα)(Xk)...Yl)− τ(X1...(AGα + A∗Gˆα)(Yk)...Yl)
In the third line we have used the following reasoning to simplify a telescopic sum, all terms
with an even number of terms bellow the A’s, thus beginning by an X ending by a Y or vice
versa, appear twice with different signs, once coming from a Γ with X’s at end points, once
from with Y’s at end points; of course this does not apply to boundary terms thus remaining
in the third line; all terms (again except boundary terms) with an odd number of terms also
appear twice with a different sign, once as the inner term of a Γ (in Γ(A,B,C) a A(B)),
once as an outer term (in Γ(A,B,C) a A(ABC)). For the last equality, we used symmetry
of (AGα + A
∗Gˆα) to remove almost all terms. 
We thus want to integrate those relations, and sum them so that almost all terms cancel.
The point is that the boundary terms of the integrals in 0 and t vanish except when ik’s are
1 in case we get a non zero value at t, or jk’s are 1 in case we get a non zero value at 0.
Moreover those boundary terms give exactly the expression we want to relate, we have thus
obtained :
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Lemma 16.
τ ◦H(n,α)0,t ◦ St − τ ◦ Φ(n,α)0,t =
∑
i1+j1+...+il+jl=n−1+l>1
∫ t
0
ds
1
4
∑
k
τ(f
(i1,α)
s,t ...(AGα − A∗G∗α)(f (ik,α)s,t )...h(jl,α)t−s,t )
+
1
4
∑
k
τ(f
(i1,α)
s,t ...(AGα − A∗G∗α)(h(jk,α)t−s,t )...h(jl,α)t−s,t )
+
1
2
∑
k<k′
τ(f
(i1,α)
s,t ...(Γˆα − Γα)(f (ik,α)s,t , .., f (ik′ ,α)s,t )...h(jl,α)t−s,t )
− 1
2
∑
k<k′
τ(f
(i1,α)
s,t ..(Γα − Γˆα)(h(jk,α)t−s,t , .., h(jk′ ,α)t−s,t )..h(jl,α)0,s )
Especially, in the symmetric case, the right hand side vanishes as claimed earlier.
In the non-symmetric case, it remains to prove this converges to 0 when α goes to infinity,
this is the result of the next :
Proposition 17. With the previous notations (especially D(∆) ∩ D(A) ∩M is a core for
D(∆1/2)), τ ◦H(n)0,t ◦ St = τ ◦ Φ(n)0,t .
Proof. We have to prove that the right hand side of the formula of the previous lemma goes
to zero. First, rewrite the AGα terms in terms of the corresponding Γα, for instance :
1
4
∑
k
τ(f
(i1,α)
s,t ...(AGα −A∗G∗α)(f (ik,α)s,t )...h(jl,α)t−s,t )
+
1
4
∑
k
τ(f
(i1,α)
s,t ...(AGα −A∗G∗α)(h(jk ,α)t−s,t )...h(jl,α)t−s,t )
=
1
2
∑
k
τ((Γα − Γˆα)(f (i1,α)s,t ...(f (ik ,α)s,t ), 1, h(jk,α)t−s,t )...h(jl,α)t−s,t )
+
1
2
∑
k
τ((Γα − Γˆα)(f (i1,α)s,t ...(h(jk ,α)t−s,t ), 1, f (ik+1,α)s,t ))...h(jl,α)t−s,t ).
Using δ+-convergence (and the positivity of Γα, and a derivation property for δ, to get
||.||1 of terms in Γα), we can replace h(jk,α)t−s,t by h(jk)t−s,t, idem for f , bellow Γα (first and third
arguments). We can use the L1-convergence of Γα and Γˆα to Γ (lemma 7) to see that
the integral of the four lines indeed go to zero (a DCT applies as in previous parts to get
convergence of this integrals). 
Let us now sketch the proof of symmetry in multitime case in our main example of interest :
τ ◦Ψρ ◦Φρ0,t = τ ◦Ψσ(t,ρ)H ◦Hσ(t,ρ)0,τ(ρ) ◦ St,ρ. The proof will only be a matter of decomposing the
highest and smallest time to use in the right way induction hypothesis and the two times
case.
Recall that via the identification of ρ = (ρ′, u) we have a well defined σ(ρ) = (σ(u, ρ′), τ(ρ′)).
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The following equation is in the spirit of (4) and is the crucial part in extending the two
times case to the general case.
Lemma 18. Recall τ(σ(t, ρ)) = τ(σ((ρ, t))) = t so that we have defined Ψ(σ((ρ,t)),t). We have
the relation :
Ψ
σ(ρ)
H ◦ Sρ ◦ Φρ0,t = Φ0,t ◦ St ◦Ψ(σ((ρ,t))),tH ◦ St,ρ
We can now conclude the proof of the symmetry property as follows. By an induction
hypothesis, we know : τ ◦Ψρ = τ ◦Ψσ(ρ)H ◦ Sρ. The previous lemma thus gives us (using the
two times case for the second equality)
τ ◦Ψρ ◦ Φρ0,t = τ ◦ Φ0,t ◦ S(t) ◦Ψ(σ((ρ,t))),tH ◦ St,ρ = τ ◦H0,t ◦Ψ(σ(ρ,t)),tH ◦ St,ρ.
Said in words, we want to compute an evolution with a sequence of times gathered in ρ
and above a time t, after this highest time evolution we first inductively apply symmetry to
the part with ρ to get a term like the one in the left hand side of the lemma. This lemma
means that if we evolve the highest time t, then invert times and evolves, this is the same
as inverting times, evolving the same bunch of times corresponding to ρ, re-inverting and
finally making evolve the highest time t. With this highest time evolution Φ0,t just under
the trace, we can now apply symmetry we proved in the two times case to get only H terms.
Recall σ((ρ, t)) = (σ(t, ρ), τ(ρ)) so that by definition, we have the following concluding
equation :
H0,t ◦Ψ(σ((ρ,t))),tH = H0,t ◦Ψ(σ(t,ρ)),tH ◦Hσ(t,ρ)0,τ(ρ) = Ψ(σ(t,ρ))H ◦Hσ(t,ρ)0,τ(ρ).
Explained in words again, the evolution of the part corresponding to ρ symmetrized can
be decomposed in the evolution of the highest time range in ρ followed by the inversion of
the remaining bunch of times in ρ, by the very inductive definition, then we can gather this
bunch of times with the highest time range t to get the second part of the evolution in the
symmetric of the union of ρ with the extra time t...
Sketch of Proof of lemma 18. Let us fix several notations. As in definition 8, let us call
h˜n,σ(ρ), h˜n,(σ(ρ,t),t) for Ψ
σ(ρ)
H , Ψ
(σ((ρ,t))),t
H with the same definition as f
n,ρ
0,t for Φ
ρ, i.e. as we said
variants of Boolean cumulants. Let us remind the reader that, in this paragraph we stick to
what is called in subsection 2.2 our main example, i.e. ρ is nothing but an ordered sequence
of times, Mρ being an algebraic free product of one copy of M for each time. Those maps
are defined on Mσ(ρ) , with value respectively in M or M[t] ∗M[0] (the free product of M
thought of at time t with M thought of at time 0). As we noted in this definition 8, as soon
as such a formula for Φρ or here Ψ
σ(ρ)
H , Ψ
(σ((ρ,t))),t
H exists, it completely determines f or h,
existence follows inductively from our definitions, let us emphasize we gather here all non-
zero times, i.e. h˜n,σ(ρ) is really a boolean cumulant with Ψ
σ(ρ)
H as conditional expectation on
M[0], h˜
n,(σ(ρ,t),t) is a boolean cumulant with Ψ
(σ((ρ,t))),t
H as conditional expectation onM[t]∗M[0].
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For example imagine σ(ρ, t1) = (0 ≤ t1 ≤ t2) then
Ψ
(σ(ρ,t1),t1)
H (Xt2Xt1Xt2Xt1X0Xt1X0Xt2Xt1))
= h˜9,(σ(ρ,t1),t1)(Xt2Xt1Xt2Xt1X0Xt1X0Xt2Xt1)
[t1]
+ h˜6,(σ(ρ,t1),t1)(Xt2Xt1Xt2Xt1X0Xt1)
[t1]X0h˜
2,(σ(ρ,t1),t1)(Xt2Xt1)
[t1]
+ h˜6,(σ(ρ,t1),t1)(Xt2Xt1Xt2Xt1)
[t1]X0h˜
4,(σ(ρ,t1),t1)(Xt1X0Xt2Xt1)
[t1]
+ h˜3,(σ(ρ,t1),t1)(Xt2Xt1Xt2Xt1)
[t1]X0(Xt1)
[t1]X0h˜
2,(σ(ρ,t1),t1)(Xt2Xt1)
[t1].
Thus, expanding in this way, Ψ
σ(ρ)
H ◦ Sρ ◦ Φρ0,t is a sum of terms each one being expressed
as a product of terms like : (h˜n,σ(ρ) ◦Sρ ◦Φρ0,t) or fn,ρ0,t and non-involving terms (originally at
highest time in ρ and at arrival thought of at time 0 because of time inversion Sρ). Indeed
after Φρ0,t we got products of unchanged terms (in M
ρ) and of various fn,ρ0,t thought of at the
highest time in Mρ, then after time inversion via Sρ, this highest time becomes 0, and there
may be several fn,ρ’s non evolving via Ψ
σ(ρ)
H or they may appear bellow an h˜
n,σ(ρ).
Likewise, Φ0,t◦St◦Ψ(σ((ρ,t))),tH ◦St,ρ is a sum of terms each one being expressed as a product
of terms like h˜n,(σ(ρ,t),t) ◦ St,ρ, f0,t ◦ St ◦Ψ(σ((ρ,t))),tH ◦ St,ρ and the same non-evolving terms.
The only point in the proof of the equality of our lemma is the remark : f0,t◦St◦Ψ(σ((ρ,t))),tH ◦
St,ρ = f
n,ρ
0,t and h˜
n,(σ(ρ,t),t) ◦ St,ρ = (h˜σ(ρ) ◦ Sρ ◦ Φρ0,t). In case this may not seem obvious, we
explain the first, the second being a question of rewriting inductive definition for h˜.
To prove those formulas by induction (again on n the number of alternating times term on
which they are applied), we have to prove simultaneously fu,t◦St◦Ψ(σ((ρ,t))),tH ◦St,ρ = fn,ρu,t and
h˜n,(σ((ρ,t)),t) ◦St,ρ = (h˜(σ((ρ,u)),u) ◦Su,ρ ◦Φρu,t). Of course h˜(σ((ρ,0)),0) = h˜σ(ρ) and this generalizes
what we need.
The very definition of fn,ρu,t gives, if we write hˆ
n,ρ,u,t = h˜(α,σ((ρ,u))) ◦ S(τ,σ)(u,ρ) ◦ Φn,ρu,t :
f
(n,α,ρ)
s,t =
∑
l,i1+j1+...+jl−1+il−l=n−1
∫ t
s
du φu−s,αΓα(f
(i1,α,ρ)
u,t , hˆ
j1,ρ,u,tf
(i2,α)
u,t hˆ
j2,ρ,u,t...hˆjl−1,ρ,u,t, f
(il,α,ρ)
u,t ).
But hˆn,ρ,u,t = h
(α)
0,uΨ
(α,σ((ρ,u)),u)
H ◦ S(τ,σ)(u,ρ) ◦ Φn,ρu,t = h(α)t−u,tΨn,(σ((ρ,t)),t)H ◦ St,ρ by induction
hypothesis and lemma 14 . Using now induction hypothesis in the above expression on fu,t’s
of the right hand side, and using (4), we got fs,t ◦ St ◦ Ψ(σ((ρ,t))),tH ◦ St,ρ = fn,ρs,t . As far as
the other equation is concerned, we first note that by definition h˜n,(σ((ρ,t)),t) = h˜(σ(t,ρ),t) ◦
H
(n,α,σ(t,ρ))
0,τ(ρ) . Thus an obvious induction on the number of times in ρ reduces the result to
proving h
(n,α,σ(t,ρ))
0,τ(ρ) ◦St,ρ = h(n,α,σ(u,ρ))0,τ(ρ) ◦Su,ρ◦Φρu,t. But modulo inversion of f and h in what we
previously proved, we checked (using St,ρ is the inverse of Sτ(ρ),σ(t,ρ) and σ((σ(t, ρ), τ(ρ))) =
(ρ, t)) : hs,τ(ρ)◦Sτ(ρ)◦Ψ((ρ,t),τ(ρ)) = h(n,σ(t,ρ))s,τ(ρ) ◦St,ρ. But by the semigroup property Ψ((ρ,t),τ(ρ)) =
Ψ((ρ,u),τ(ρ)) ◦ Φρu,t, so that applying twice the previous formula, one deduces the formula we
want.

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Remark 19. Let us note that traciality of τ ◦Ψρ ◦ Φρ0,t is now obvious by induction. Indeed
we can move a “0-time” element around the state by induction hypothesis, and we can move
a t -time element in the same way after applying symmetry.
2.5. Summary of construction. Using the remark of the first section on Path spaces,we
have thus obtained the following :
Theorem 20. With all the previous notations. Let us assume as in part 2.1, A is the gen-
erator of a non-symmetric Dirichlet form, such that the anti-symmetric part is a derivation
in the sense of (3). Let us assume D(A) ∩D(∆) ∩M is a core in D(∆1/2). There exists a
pair of f and h α-approximated (N+1)-level-semigroup-families mutually affiliated to A and
A∗, for all N. The linear functional τ they induce on Path space Palg(M) is a tracial state
extending τ in each time and it extends to Pmax(M). If φt = e−tA/2 is symmetric, τ is also
symmetric (i.e. as soon as only products of terms with time between 0 and t are involved,
invariant by the symmetry of times around t/2). It is also translation invariant, so that de-
scribing PIR,alg(M) by an inductive limit of P[−t,∞),alg(M), it extends to a tracial symmetric
state on PIR,alg(M) and then PIR,max(M). To distinguish this one of the previous one we
call this extension τIR. Because of the translation invariance, the translation of times on
Path space induces a *-homorphism αt on the GNS construction (M˜, τ) of (Pmax(M), τ) and
an automorphism (also denoted) αt of the GNS construction (Mˆ, τ) of (PIR,max(M), τIR).
αt is a dilation of φt in the sense that EM0(αt(x)) = φt(x). When φt is symmetric, the rever-
sal of time involution also induces a trace preserving involutive automorphism β on (Mˆ, τ)
satisfying of course βαtβ = α−t.
Remark 21. Let us note that for those semigroups considered, our construction shows φt is
factorizable in the sense of [1]. Actually, one can prove our processes are freely Markovian
in the sense of [48], so that when restricted to integer multiples of t, we recover the non-
commutative Markov Chain construction of Theorem 6.6 in [1], based on reduced free product
with amalgamation. Especially, reversed martingale properties proven in that theorem are
also valid here (as it may have been clear using our symmetry properties).
3. Application to Transportation cost inequality
A free Talagrand transportation cost inequality was first proven in [6] in the one variable
case and we will extend here there approach to the general multivariable case. The key
point is to get an estimate on Wasserstein distance between two infinitesimally close points
in an Orstein Uhlenbeck process. More generally, we will first get such estimates along any
solution of a free SDE with polynomial drift. Again the key argument is based on starting
simultaneously our stationary process at Xt a point of this SDE and get an inequality
between the path of this SDE and the stationary variant in comparing drifts. Thus we will
start by proving in a first subsection that our process indeed satisfy another free SDE when
the derivation is a free difference quotient. In fact, we will prove a slightly more general
result about subsystems looking like a free difference quotient for further use when we will
prove that our process do satisfy a SDE in a much more general context. We will then turn
back to our infinitesimal estimate in a second subsection, and finally to free transportation
cost inequality in a third.
A NON-COMMUTATIVE PATH SPACE APPROACH TO STATIONARY FREE SDE 43
3.1. Solution of our SDE in the free difference quotient case. We will use the fol-
lowing variant of Paul Le´vy’s theorem giving a characterization of Brownian motion proven
in [3] for the free Brownian motion, we use here an immediate extension to Speicher’s B-
Gaussian stochastic processes [45]. Thus B is a fixed von Neumann sub-algebra with its
canonical τ preserving conditional expectation EB, η : B → Mm(B) (if m infinite, this
denote B ⊗ B(Hm) Hm of dimension m), a completely positive map, assumed to be τ -
symmetric (τ(ηij(x)y) = τ(xηji(y)) so that via Proposition 2.20 in [41] the associated B-
semicircular system is tracial. Given Bs be an increasing filtration of von Neumann alge-
bras B ⊂ B0, we will call adapted B-free Brownian motion of covariance η a family Xjs of
adapted processes such that (Xjs )s≥t is Speicher’s Bs-Gaussian stochastic processes X
j
s with
covariance given by EBt((X
i
s − X it)b(Xju − Xjt )) = ((s ∧ u) − t)ηij(EB(b)), for any s, u ≥ t,
b ∈ Bt. Stated otherwise in the notations of [41] W ∗(Bt, Xjs , s ≥ t) = Φ(Bt, η˜ ◦ EB) where
η˜ : B → B(L2([t,∞))⊗Hm)⊗B given by 〈1[ts)⊗ i, η˜(b)(1[tu)⊗ j)〉 = ((s∧ u)− t)ηij(b) with
obvious notations.
Theorem 22. Let Bs be an increasing filtration of von Neumann algebras in a non-commutative
tracial probability space (M, τ) Zs = (Z
1
s , ..., Z
n
s ), s ∈ IR+ an m-tuple of self-adjoint processes
adapted to this filtration Z0 = 0 and :
(1) τ(Zt|Bs) = Zs
(2) Zt − Zs = Ut,s + Vt,s with τ(|Ut,s|4) ≤ K(t− s)3/2 and τ(|Vt,s|2) ≤ K(t− s)2
(3) τ(Zkt AZ
l
tB) = τ(Z
k
sAZ
l
sB) + (t− s)τ(Aηlk(EB(B))) + o(t− s) for any A,B ∈ Bs.
Then Z is a B-free Brownian motion of covariance η.
Note that we don’t assume Zs ∈ M a priori, this is the main improvement with respect
to the result of [3]. In order to prove that boundedness follows from our assumptions, we
will crucially use [15]. The idea is to deduce a variant of Burger’s equation for the resolvent
of our process. We will actually apply in the same time the method of characteristics to get
uniqueness of the solution, thus equality in 1-variable distribution with Brownian motion. We
also slightly weaken assumption (2) even though this will be easy to recover their assumption
when boundedness will be proven. This will be crucial for us since Vt,s will correspond to an
ordinary integral term easy to bound but only in ||.||2-norm if we don’t want to add strong
conditions in the theorem solving our SDEs.
Sketch of proof. Let us use classical resolvent equations (and compute for b, c ∈ B such that
(b+ sc− Zs) admits an inverse in M for all s ∈ [0, t], with ||(b+ sc− Zs)−1|| ≤ C):
(b+ tc− Zt)−1 = b−1+
n−1∑
i=0
(b+ c(i+ 1)t/n− Z(i+1)t/n)−1(Z(i+1)t/n − Zit/n − ct/n)(b+ cit/n− Zit/n)−1
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(b+ tc− Zt)−1
= b−1 +
n−1∑
i=0
(b+ cit/n− Zit/n)−1(Z(i+1)t/n − Zit/n − ct/n)(b+ cit/n− Zit/n)−1
+
n−1∑
i=0
(b+ cit/n− Zit/n)−1((Z(i+1)t/n − Zit/n − ct/n)(b+ cit/n− Zit/n)−1)2
+
n−1∑
i=0
((b+ c(i+ 1)t/n− Z(i+1)t/n)−1 − (b+ cit/n− Zit/n)−1)×
× ((U(i+1)t/n,it/n + V(i+1)t/n,it/n − ct/n)(b+ cit/n− Zit/n)−1)2
After taking a conditional expectation on B and using our assumptions, one gets :
EB((b+ tc− Zkt )−1) = b−1 + no(t/n)+
t
n
n−1∑
i=0
EB((b+ cit/n− Zkit/n)−1
(
ηkk(EB((b+ cit/n− Zkit/n)−1))− c
)
(b+ cit/n− Zkit/n)−1) + EB(Rn)
with
Rn =
n−1∑
i=0
(b+ c(i+ 1)t/n− Z(i+1)t/n)−1(U(i+1)t/n,it/n + V(i+1)t/n,it/n − ct/n)×
× (b+ cit/n− Zit/n)−1(U(i+1)t/n,it/n(b+ cit/n− Zit/n)−1)2
−
n−1∑
i=0
(b+ cit/n− Zit/n)−1(ct/n)(b+ cit/n− Zit/n)−1×
× (Z(i+1)t/n − Zit/n − ct/n)(b+ cit/n− Zit/n)−1)
−
n−1∑
i=0
(b+ cit/n− Zit/n)−1(Z(i+1)t/n − Zit/n)(b+ cit/n− Zit/n)−1×
× (ct/n)(b+ cit/n− Zit/n)−1
+
n−1∑
i=0
((b+ c(i+ 1)t/n− Z(i+1)t/n)−1 − (b+ cit/n− Zit/n)−1)×
× (U(i+1)t/n,it/n + V(i+1)t/n,it/n − ct/n)(b+ cit/n− Zit/n)−1(V(i+1)t/n,it/n − ct/n)×
× (b+ cit/n− Zit/n)−1
+
n−1∑
i=0
((b+ c(i+ 1)t/n− Z(i+1)t/n)−1 − (b+ cit/n− Zit/n)−1)×
× (V(i+1)t/n,it/n − ct/n)(b+ cit/n− Zit/n)−1(U(i+1)t/n,it/n)(b+ cit/n− Zit/n)−1
=: Sn + Tn + T
′
n +Wn +W
′
n
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Using a non-commutative Ho¨lder’s inequality, we deduce from our assumptions :
||Sn||1 ≤
n−1∑
i=0
||U(i+1)t/n,it/n||24||(b+ cit/n− Zit/n)−1||3||(b+ c(i+ 1)t/n− Z(i+1)t/n)−1||×
× ||U(i+1)t/n,it/n + V(i+1)t/n,it/n − ct/n||2
≤ C4K1/2(t/n)3/4n((K)1/4(t/n)3/8 + ((K)1/2 + ||c||)t/n)
||Tn||2, ||T ′n||2 ≤ ||c||tC3((K)1/4(t/n)3/8 + ((K)1/2 + ||c||)t/n)
||Wn||1, ||W ′n||1 ≤ t2C3((K)1/2 + ||c||)((K)1/4(t/n)3/8 + ((K)1/2 + ||c||)t/n)
Thus, we found (using a Riemann integral since Zt is continuous in ||.||2):
EB((b+ ct− Zkt )−1)
= b−1 +
∫ t
0
ds EB((b+ cs− Zks )−1
(
ηkk(EB((b+ cs− Zks )−1))− c
)
(b+ cs− Zks )−1).
If we can apply this to c = ηkk(b
−1), Gronwall’s Lemma immediately gives EB((b+ηkk(b−1)t−
Zkt )
−1) = b−1.
Now, we apply Theorem 2.1 in [15] so that for any z in the upper half plane, one gets a
unique solution W ∈ B+ (the elements of B with strictly positive real parts, i.e. larger than
ǫI) to −izW + tηkk(W )W = 1. Let us call b = (−iW )−1 ∈ B (note that −iW has strictly
negative imaginary part and is thus invertible in B via e.g. lemma 3.1 in [14] (and a double
commutant argument) ). As a consequence, 1 + tηkk(b
−1)b−1 = zb−1 or b + tηkk(b−1) = z.
Thus b+ηkk(b
−1)s−Zks = z−Zks −ηkk(b−1)(t−s) = (1+ηkk(iW )(t−s)(z−Zks )−1)(z−Zks ).
Since Zks is self-adjoint, ||(z − Zks )−1|| ≤ 1/|ℑz| and by Theorem 2.1 in [15], we also have
||W || ≤ 1/|ℑz|, thus ||ηkk(iW )(t − s)(z − Zks )−1|| ≤ t/|ℑz|2||ηkk||, so that our invertibility
assumption is satisfied using Neumann’s lemma for z with sufficiently large imaginary part.
We have thus verified our assumptions to get for such a z:
EB((z − Zkt )−1) = b−1.
Now everything can be applied for a B-Brownian motion of covariance ηkk, so that the
equality (and an analytic continuation to upper half plane) proves Zkt has the same distribu-
tion that such a Brownian motion, thus is bounded. The same can be applied to Zkt −Zks to
strengthen our assumption to an analogue with V = 0, i.e. an appropriate ||.||4 boundedness.
We can now apply the argument of [3] to conclude. 
Theorem 23. Let A, δ as in section 2 and (M˜, τ) given by Theorem 20 with canonical
filtration M˜s (induced by the one on path space). Let us assume given B ⊂ N ⊂ M von
Neumann sub-algebras
We assume δ(B) = 0, A(B) = 0, N = W ∗(B,X10 , ..., X
n
0 ), δ = δ1 ⊕ δ2 with δ2(N) = 0,
and after restriction δ1 : B〈X1, ..., Xn〉 → H(B〈X10 , ..., Xn0 〉, ηX) is identical to the (multi-
variable obvious generalization of) the free difference quotient with respect to a completely
positive map η of [42], i.e. ηX = η ◦ EB, H(B〈X10 , ..., Xn0 〉, ηX) the bimodule generated by
(i.e. completion of the linear span of) bSib
′ (Si often written 1 ⊗ 1 in one variable case)
with B〈X1, ..., Xn〉-valued scalar product 〈bSib′, cSjc′〉B〈X〉 = b′∗ηX,ij(b∗c)c′,〈bSib′, cSjc′〉 =
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τ(〈bSib′, cSjc′〉B〈X〉) , and δ1 = (∂1, ..., ∂n), ∂i the unique derivation satisfying ∂i(Xj0) =
1i=jSi, ∂i(b) = 0, b ∈ B.
Let us also assume X i0 ∈ D(A)∩D(∆) so that ξi0 = A(X i0) ∈ L2(M0) and τ((X i0)3A(X0)) =
τ((X i0)
3∆(X0)).
Let us call Sit = X
i
t − X i0 + 12
∫ t
0
ξisds then (S
1
t , ..., S
n
t ) is a B-free Brownian motion of
covariance η adapted to the filtration M˜s.
Proof. For any Y ∈ L2(M0) the function Ys is easily seen to be continuous in L2(M˜) Since
||Ys||2 is constant, they are Riemann integrable, and thus ||
∫ t
0
Ysds||2 ≤ t||Y0||2. We write
St−Ss = Ut,s+Vt,s with Ut,s = Xt−Xs, Vt,u = 12
∫ t
u
ξisds, we have thus checked the assumption
on Vt,s in (2).
To check the first assumption of Paul Le´vy’s theorem, we have to prove cancellation of
τ((Sit − Sis)As) = τ((X it − X is + 12
∫ t
s
duξiu)As) (for As a non-commutative polynomial in
Xu, u ≤ s) By definition of our state
1
2
τ(
∫ t
s
duξiuAs) =
1
2
∫ t
s
duτ((φu−s(ξi0))sAs)
= −
∫ t
s
d
du
τ((φu−s(X i0))sAs)
= τ(X isAs)− τ(φt−s(X i0)sAs)
= τ(X isAs)− τ(X itAs)
We know check, in a similar way, the third assumption, with the first proven, it suffices to
show τ((Skt − Sks )A(Slt − Sls)B) = (t− s)τ(ηkl(EB(A))B), with again A,B non-commutative
polynomials as A above.
Again let us compute (The first computation is really the same as the previous one)
1
4
τ(
∫ t
s
du ξkuA
∫ t
s
du ξluB) =
1
4
∫ t
s
du
∫ t
s
dv 1u≤vτ(ξkuA(φv−u(ξ
l
0))uB) + 1v≤uτ((φu−v(ξ
k
0 ))vAξ
l
v)B)
=
1
2
∫ t
s
du
(
τ(ξkuA(X
l
0)uB)− τ(ξkuA(φt−u(X l0))uB)
)
+
1
2
∫ t
s
dv
(
τ((Xk0 )vAξ
l
v)B)− τ((φt−v(Xk0 ))vAξlv)B)
)
=
1
2
∫ t
s
du τ(ξkuAX
l
uB) + τ(X
k
uAξ
l
uB)
− 1
2
τ(
∫ t
s
du ξkuAX
l
tB)−
1
2
τ(Xkt A
∫ t
s
du ξluB)
1
2
∫ t
s
du τ(ξkuAX
l
uB) =
1
2
∫ t
s
du τ((φu−s(ξk0 ))sA(φu−s(X
l
0))sB)
+
∑
i
∫ u
s
dv τ(φv(Γ(φu−v(ξk0 ),Φ
∗
v(A), φu−v(X
l
0)))sB)
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where Φ∗v(A) is only a formal expression to replace the term in the definition.
But
1
2
∫ t
s
du τ((φu−s(ξk0 ))sA(φu−s(X
l
0))sB) + τ((φu−s(X
k
0 ))sA(φu−s(ξ
l
0))sB)
=
∫ t
s
du
d
du
τ((φu−s(X
k
0 ))sA(φu−s(X
l
0))sB)
= τ(XksAX
l
sB)− τ((φt−s(Xk0 ))sA(φt−s(X l0))sB).
and likewise,
1
2
∫ t
s
du
∫ u
s
dv τ(φv(Γ(φu−v(ξk0 ),Φ
∗
v(A), φu−v(X
l
0)))sB) + τ(φv(Γ(φu−v(X
k
0 ),Φ
∗
v(A), φu−v(ξ
l
0)))sB)
= −
∫ t
s
dv τ(φv(Γ(φt−v(Xk0 ),Φ
∗
v(A), φt−v(X
l
0)))sB) +
∫ t
s
dv τ(φv(Γ(X
k
0 ,Φ
∗
v(A), X
l
0))sB)
=
∫ t
s
dv τ(φv(Γ(φt−v(Xk0 ),Φ
∗
v(A), φt−v(X
l
0)))sB) +
∫ t
s
dv τ((φv(ηkl(EB(Φ
∗
v(A)))sB)
=
∫ t
s
dv τ(φv(Γ(φt−v(X
k
0 ),Φ
∗
v(A), φt−v(X
l
0)))sB) + (t− s)τ(ηkl(EB(A))B)
We have used that Γ(X, Y, Z) =
∑
i,j〈∂i(X∗), Y ∂j(Z)〉B〈X〉)+Γ2(X, Y, Z)(X,Z ∈ N), and
for Xk0 since δ2 vanishes on them and with the values of free difference quotient we also
have Γ(Xk0 , Y,X
l
0) = ηkl(EB(Y )). Finally, we also used that by symmetry τ((b)0Φ
∗
v(A)) =
τ((φv(b))sA) and for b ∈ B since A(b) = 0, δ(b) = 0,φv(b) = b this equals τ(b0A) so that
EB(Φ
∗
v(A)) = EB(A).
If we sum up, we got :
τ((Xkt +
1
2
∫ t
s
du ξku)A(X
l
t +
1
2
∫ t
s
du ξlu)B) = τ(X
k
sAX
l
sB) + (t− s)τ(ηkl(EB(A))B)
The result we wanted to prove (τ((Skt −Sks )A(Slt−Sls)B) = (t−s)τ(ηkl(EB(A))B)) follows
from this and the already checked τ((Skt −Sks )AX lsB) = 0 (and the symmetric one, of course).
It only remains to prove the second assumption of Paul Le´vy’s Theorem (by invariance of
time we only consider s = 0, X0 = X
i
0). We will prove this without care about the constant
K, recall we have to bound τ((Xt − X0)4). First note that using φt preserve τ , we have
τ((Xt −X0)2) = 2τ(X0(X0 − φt(X0)) ≤ ||ξ0||||X0||t ≤ Ct.
But now, using traciality and τ(X4t ) = τ(X
4
0 ), we get τ((Xt−X0)4) = 2τ((Xt−X0)X0(Xt−
X0)X0) + 4τ((Xt −X0)2X20 ) + 8τ(X30 (Xt −X0)) + 4τ(X3t (Xt −X0))
For the two first terms up to a term of order t3/2 (we could get a term in t2 with explicit
computations, but this bound is automatic by what we already noticed and sufficient) they
are equal as above to 2τ(StX0StX0) + 4τ(S
2
tX
2
0 ) = 2tτ(X0ηii(X0)) + 4tτ(ηii(1)X
2
0 ).
Finally compute first τ(X30 (Xt−X0)) = −12
∫ t
0
dsτ(φ∗s(X
3
0 )ξ0) = − t2τ(X30A(X0))−12
∫ t
0
dsτ((φ∗s−
id)(X30 )ξ0). Likewise τ(X
3
t (Xt − X0)) = τ((id − φt)(X30 )X0) = 12
∫ t
0
dsτ(φs(A(X
3
0 ))X0) =
t
2
τ(A(X30 )X0) +
1
2
∫ t
0
dsτ(A(φs − id)((X30 ))X0).
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But as far as the terms linear in t are concerned in those two expressions, since we
have among our assumptions τ(X30 (A − ∆)(X0)) = 0, they sum up to −4tτ(X30A(X0)) +
2tτ(A(X30 )X0) = −2tτ(X30∆(X0)) = −2tτ(∂i(X30 )∂i(X0)) = −2tτ(ηii(X0)X0)−4tτ(ηii(1)X20 )
so that they cancel exactly the various previously found linear terms. The second terms are
bounded by ||A∗(X30 )||2||ξ0||2t2 and ||A(X30 )||2||A∗(X0)||2t2 respectively, we are done. 
3.2. Infinitesimal estimates along trajectories of free Brownian diffusions with
polynomial drift. Even though we will be mainly interested in an infinitesimal estimate
along the Orstein Uhlenbeck process, which can be obtained using a change of variable
expressing explicitly the law at time t of this process, we will give here the proof of a result
of independent interest, for more general solutions of free SDEs with polynomial drift. Thus
if Vi(s) is a (C
1, i.e. with coefficients of monomials C1 in s, see later the second main theorem
for details) family of non-commutative polynomials over a sub-algebra B, we will assume
given on [0,T] a process satisfying :
X it = X
i
0 +
∫ t
0
Vi(s)(X
1
s , ..., X
n
s )ds+ S
i
t ,
where Sit is a B-free Brownian motion (say of covarianceH : B →Mn(B)H(b) = Diag(η(b))).
Such solutions can be obtained via Lipschitz arguments as in [5], but we only assume here
we are given a solution, whatever the way we get it.
We state first a more general result and then check that the bounded conjugate variable
assumption used here is satisfied in our polynomial drift case. Let us recall the definition of
Wasserstein distance relative to a sub-algebra B (with a given state θ on it), as defined in
[6] (≃ denotes equality in distribution):
dW ((X1, ..., Xn), (Y1, ..., Yn) : B) = inf{||(X ′i − Y ′i )1≤i≤n||2 |
(X ′1, ..., X
′
n, Y
′
1 , ..., Y
′
n) ⊂ (M3, τ3), B ⊂M3 τ3|B = θ,
(X ′1, ..., X
′
n, B) ≃ (X1, ..., Xn, B), (Y ′1 , ..., Y ′n, B) ≃ (Y1, ..., Yn, B) }
Theorem 24. Let assume given a process satisfying
X it = X
i
0 −
1
2
∫ t
0
Ξisds+ S
i
t ,
with Sit is a B-free Brownian motion of covariance η, Ξ
i
s ∈ W ∗(B,X1s , ..., Xns ) (such that the
integral make sense). Assume moreover that X1s , ..., X
n
s has L
2 conjugate variable with respect
to B and η (as in [41], or with the notations recalled in Theorem 23 ∂∗Si = ξis ∈ L2(M)),
and Ξit is continuous to the right in ||.||2-norm at s. Then for t > s close to s :
dW ((X
1
t , ..., X
n
t ), (X
1
s , ..., X
n
s ) : B) =
t− s
2
||Ξs − ξs||2 + o(t− s).
Proof. We fix s. We apply Theorem 23 to the case N = M = W ∗(B,X1s , ..., X
n
s ) δ the
associated free difference quotient as required by the Theorem, A = ∆. Since ξis = ∆X
i
s ∈
L2(M) the assumptions of the theorem are satisfied. We are thus given a B-free Brownian
motion Sit satisfying, if we denote by Φ evolution according to this stationary SDE : Φu(X
i
s) =
X is − 12
∫ u
0
dvΦv(ξ
i
s) + S
i
u.
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Thus we have in M˜ a sub-algebra MS = W
∗(B,X1s , ..., X
n
s , {Sit}). We also have Mˆ con-
taining the solution Xt, t ≥ s of our SDE, and a copy of MS in it. We can thus consider the
amalgamated free product M = M˜ ⋆MS Mˆ .
Now we can compute in M :
||Φt−s(X is)−X it ||2 ≤
1
2
∫ t−s
0
dv||Φv(ξis)− Ξis+v||2
≤ t− s
2
||ξis − Ξis||2 +
1
2
∫ t−s
0
dv||Φv(ξis)− ξis||2 + ||Ξis − Ξis+v||2
≤ t− s
2
||ξis − Ξis||2 + o(t− s)
Indeed, with our assumptions it suffices to note ||Φv(ξis)−ξis||22 ≤ 2||ξis||2||(φv− id)(ξis)||2 → 0
with v. This concludes. 
The following result is an adaptation in free probability of (a special case of) lemma 4.2
in [37], except that we have to use Ito Formula for the proof instead of Girsanov Theorem,
not (yet) available in free probability.
Theorem 25. Let assume given on [0,T] a process, bounded by R ≥ 1 in M on this interval,
satisfying :
X it = X
i
0 +
∫ t
0
Vi(s)(X
1
s , ..., X
n
s )ds+ S
i
t ,
where Sit is a B-free Brownian motion (say of covarianceH : B → Mn(B) H(b) = Diag(η(b)),
η : B → B τ -symmetric ||η(1)|| ≤ 1). Moreover Vi(s) is assumed to be a B-valued non-
commutative polynomial (of degree bounded on [0, T ] by p), so that considering Xi1 ...Xin we
can speak of the coefficient of this variable in B⊗algn+1. We assume that those coefficients
are C1 with value in the corresponding projective tensor product (We say Vi(s) is C
1). Also
assume ∂iVj(s) = σ∂jVi(s) (σ the flip, ∂i ordinary free difference quotient relative to B, this
is for instance the case when Vi(s) = DiV (s) with Di = mσ∂i the cyclic derivative).
Then X1t , ..., X
n
t have bounded conjugate variables with respect to B, η, and
ξis =
1
s
EW ∗(B,X1s ,...,Xns )
(
X is −X i0 +
∫ s
0
dt tFVi(t, X
1
t , ..., X
n
t )
)
− Vi(s)(X1s , ..., Xns ),
where for a C1 B-polynomial V (X = (X1, ..., Xn)):
FV (t, X) =
∂
∂t
V (t, X) +
∑
j
(∂jV )(t, X)#Vj(t, X) +m(1⊗ ηEB ⊗ 1)(∂i ⊗ 1∂i)(V )(t, X).
Proof. We have to prove that τ(〈Si, ∂P (X1t , ..., Xnt )〉B〈Xt〉) = τ(ξitP (X1t , ..., Xnt )) for a B-non-
commutative polynomial P , ∂ is the B − η-free difference quotient, recall Si is the formal
variable in the bimodule whereX it is sent. Let us write δs the following (Malliavin) Derivation
operator defined on B-non-commutative polynomials in X iu’s (as usual one can assume them
algebraically free without loss of generality).
δs(P (X
i1
s1, ..., X
in
sn)) =
∑
j
(∂(j)(P ))(X
i1
s1, ..., X
in
sn)(s ∧ sj),
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where ∂(j) is the B−η-free difference quotient in the j-th variable for P (sending X ijsj to Sij ).
Obviously, δtP (X
1
t , ..., X
n
t ) = t∂P (X
1
t , ..., X
n
t ) so that it suffices to show :
τ(〈Si, δsP (X1s , ..., Xns )〉B〈Xs〉)− τ(ΞisPs) = 0,
for Ξis = X
i
s −X i0 −
∫ s
0
dt tFVi(t, X
1
t , ..., X
n
t )− sVi(s)(X1s , ..., Xns ), and any non-commutative
polynomial Ps = P (X
1
s , ..., X
n
s ). We will first prove using Ito formula a differential equation
for the above differences.
Applying Ito formula, one gets (∂j the ordinary difference quotient ):
Pt = P (X
1
t , ..., X
n
t ) = P (X
1
0 , ..., X
n
0 )+∑
i
∫ t
0
ds ∂i(P )(X
1
s , ..., X
n
s )#Vi(s,Xs) +
∑
j
m ◦ 1⊗ ηEB ⊗ 1(∂i ⊗ 1∂i)(P )(X1s , ..., Xns )
+
∫ t
0
∂(P )(X1s , ..., X
n
s )#dSs.
Let us write βs =
∑
i ∂i(P )(X
1
s , ..., X
n
s )#Vi(s,Xs)+
∑
j m◦1⊗ηEB⊗1(∂i⊗1∂i)(P )(X1s , ..., Xns ).
Thus, let us compute likewise : τ(Pt(X
i
t − X i0)) =
∫ t
0
dsτ(PsVi(s,Xs) + βs(X
i
s − X i0) +
〈Si, ∂(P )(X1s , ..., Xns )〉B〈X〉).
τ(PttVi(t, Xt)) =
∫ t
0
ds τ(PsVi(s,Xs) + PssFVi(s,X
1
s , ..., X
n
s ) + βssVi(s,Xs))
+
∫ t
0
dsτ(〈∂(P ∗)(X1s , ..., Xns ), ∂(sVi(s,Xs))〉B〈X〉).
Thus
τ(PtΞ
i
t) =
∫ t
0
ds τ(βsΞ
i
s)+τ(〈Si, ∂(P )(X1s , ..., Xns )〉B〈X〉−〈∂(P ∗)(X1s , ..., Xns ), ∂(sVi(s,Xs))〉B〈X〉).
We have to compare this with
τ (〈Si, δtP (X1t , ..., Xnt )〉B〈Xs〉) =
∫ t
0
dsτ(〈Si, ∂P (X1s , ..., Xns )〉B〈Xs〉) +
∫ t
0
dsτ(〈Si, δsβs〉B〈Xs〉)
−
∑
j
∫ t
0
dsτ(〈Si, ∂j(P )(X1s , ..., Xns )#δisVj(s,Xs)〉B〈Xs〉 − 〈Sj, ∂j(P )(X1s , ..., Xns )#σδjsVi(s,Xs)〉B〈Xs〉)
−
∫ t
0
dsτ(〈∂(P ∗)(X1s , ..., Xns ), δsVi(s,Xs)〉B〈Xs〉)
We can note that the second line vanish by our assumption (and the diagonal form of the
covariance), so that summing up we have obtained our “differential equation” :
τ(PtΞ
i
t)− τ(〈Si, δtP (X1t , ..., Xnt )〉B〈Xs〉) =
∫ t
0
ds τ(βsΞ
i
s)− τ(〈Si, δsβs〉B〈Xs〉).
Let us call Mn := n sups∈[0,T ]
∑
i ||bi(s)|| = Cn where bi(s) are the coefficients of all Vj(s),
as explained earlier the norm is the projective norm making those coefficients C1 in s. Let
p be the maximum degree of Vj(s).
A NON-COMMUTATIVE PATH SPACE APPROACH TO STATIONARY FREE SDE 51
Let M˜n := Mn + 2n(
Rp
Rp−1)
2 = Dn. Finally, let θ a time such that for all monomial P
τ(PtΞ
i
t)− τ(〈Si, δtP (X1t , ..., Xnt )〉B〈Xs〉) = 0.
Let us show quickly that for P monomial of degree less than n = kp (with coefficient in
projective norm less than 1 (for t ≥ θ since by definition the left hand side is 0 before) :
τ(PtΞ
i
t)−τ(〈Si, δtP (X1t , ..., Xnt )〉B〈Xs〉) ≤
(t− θ)l
l!
R(k+l)p(C+Tp(k+l))
l−1∏
i=0
M˜(k+i)p =: Al(t, k),
where C = sup[0,T ]||Ξit|| <∞. We prove this by induction on l, initialization is obvious by
boundedness of Xt by R ≥ 1.
To prove induction step, note that βs(P ) is a sum of (less than n times the number of
coefficients of Vi) monomials of degree less than (k + 1)p, plus at most np monomials of
degree less than kp, plus again at most np monomials of degree less than (k − 1)p etc up to
degree 0. Since this list of coefficients comes from second derivatives of P , those of degree
between (k−1)p and kp has coefficients bounded by 1, R, ..., Rp−1 depending on the number
of elements projected on B. At the end, using induction hypothesis one thus gets :
τ(PtΞ
i
t)− τ(〈Si, δtP (X1t , ..., Xnt )〉B〈Xs〉) ≤
∫ t
θ
dsAl(s, k + 1)Mkp +
k∑
i=1
Al(s, i)n
Rp − 1
R − 1 ≤ Al+1(t, k).
where we noted (before using our notations)
k∑
i=1
Al(t, i) ≤ (t− θ)
l
l!
Rlp
l−1∏
i=0
M˜(k+i)p
k∑
i=1
Rip(C + Tp(i+ l))
≤ (t− θ)
l
l!
Rlp
l−1∏
i=0
M˜(k+i)p
(
(C + Tpl)
R(k+1)p − 1
Rp − 1 + Tp((k + 2)
Rp(k+2)
Rp − 1 −R
pR
p(k+2) − 1
(Rp − 1)2 )
)
≤ (t− θ)
l
l!
R(k+l+1)p
l∏
i=1
M˜(k+i)p2
Rp
Rp − 1(C + Tpl + Tp((k + 1)).
But now, Al(t, k) ≤ (DpRp(t−θ))l(k+l−1)!l!(k−1)! Rkp(C + Tp(k+ l)) ≤ (C + Tp(k+ l))2k−1(2DpRp(t−
θ))l →l→∞ 0 when t − θ < 1/2DpRp value independent of k, so that one easily deduces by
induction one can take θ = T . 
3.3. Transportation cost inequality. Let us recall the definition of free entropy with
respect to a completely positive map η : B → B as in [42] (with a corrected typo concerning
normalization):
χ∗(X1, ..., Xn;B, η) =
1
2
∫ ∞
0
(
nτ(η(1))
1 + t
− Φ∗(X1 +
√
tS1, ..., Xn +
√
tSn;B, η)
)
ds
+
n
2
log(2πe)τ(η(1)),
where {S1, ..., Sn} is a B-free semicircular system of covariance H = Diag(η), free with
amalgamation over B with {X1, ..., Xn}. Let us also remind the Fisher information
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Φ∗(Y1, ..., Yn;B, η) =
∑
i ||ξi||22 where ξi are the conjugate variables relative to B, η of [42],
already used earlier. With our notations (and again a corrected typo), Proposition 8.3 (a)
of [42] becomes for C2 =
∑
i τ(X
2
i ) :
χ∗(X1, ..., Xn;B, η) ≤ nτ(η(1))
2
log(
2πeC2
nτ(η(1))
) ≤ nτ(η(1))
2
log(2πe) +
C2 − nτ(η(1))
2
.
The second inequality above, coming from a usual concavity inequality of log is used to
prove positivity of the right hand side of the next free Talagrand inequality:
Theorem 26. If (S1, ..., Sn) is a family of B-semicircular elements with covariance η free
with amalgamation over B, then for any non-commutative variables Y1, ..., Yn, B (with a joint
law with B as in the definition of the corresponding Wasserstein distance).
dW ((Y1, ..., Yn), (S1, ..., Sn) : B) ≤
√
2
(
χ∗(S1, ..., Sn : B, η)− χ∗(Y1, ..., Yn : B, η)− nτ(η(1))
2
+
1
2
N∑
i=1
τ(Y 2i ))
)1/2
.
Proof. It is well known that the following SDE as in Theorem 25 has a solution
Xi(t) = Yi − 1
2
∫ t
0
Xi(s)ds+ S
i
t ,
With Sit a B-free semicircular family of covariance η free with amalgamation over B
and moreover in law Xi(s) ≃ e−s/2Yi +
√
1− e−sS ′i. Since Xi(s) is continuous in ||.||2,
we can apply theorem 24 to get (t ≥ s): dW ((X1(t), ..., Xn(t)), (X1(s), ..., Xn(s))2 ≤ (t −
s)2/4I(X1(s), ..., Xn(s))+o((t−s)2), the latter quantity I(X1, ..., Xn) = Φ∗(X1, ..., Xn;B, η)−
2nτ(η(1)) +
∑N
i=1 τ(X
2
i ) =
∑N
i=1 ||Xi − ξi||22 being a variant of free Fisher information
Φ∗(X1, ..., Xn;B, η).
From now on, the proof follows the adaptation of the argument of Otto and Villani [27]
by Biane and Voiculescu in the non-commutative one variable case, this inequality giving
their inequality (4) in [6] (with a crucial improvement that we have no supu∈(s,t) on the right,
otherwise the unknown continuity of Φ∗ in multi-variable case would have been a problem).
From now on we write X(t) = (X1(t), ..., Xn(t)) and S = (S1, ..., Sn)
As in their lemma 2.7, one deduces :
lim sup
ǫ→0+
1
ǫ
|dW (X(t+ ǫ), S)− dW (X(t), S)| ≤ 1
2
I(X(t))1/2.
Let us write
Σ(Y1, ..., Yn) =
(
χ∗(S1, ..., Sn : B, η)− χ∗(Y1, ..., Yn : B, η)− nτ(η(1))2 + 12
∑N
i=1 τ(Y
2
i )
)
.
We already noticed :Σ(Y1, ..., Yn) ≥ 0. Using (an obvious variant) of Proposition 7.5 b of
[47] for the right derivative of χ∗ along a semicircular translation, one deduces again as in [6]
, that the right derivative of Σ(X1(t), ..., Xn(t)) is −12I(X1(t), ..., Xn(t)). As a consequence,
lim inf
ǫ→0+
1
ǫ
(
dW (X(t+ ǫ), S)− (2Σ(X(t + ǫ))1/2 − dW (X(t), S) + (2Σ(X(t)))1/2
)
≥ −1
2
I(X(t)) +
1√
8
I(X(t))(Σ(X(t)))−1/2 ≥ 0.
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where the last inequality comes from the logarithmic Sobolev like inequality of Proposition
7.9 in [47] (which as an extension to amalgamated η context since the proof only uses a free
Stam inequality proven in [42] Proposition 4.5) :
χ∗(Y1, ..., Yn : B, η) ≥ nτ(η(1))
2
log(
2πneτ(η(1))
Φ∗(Y1, ..., Yn : B, η)
)
≥ nτ(η(1))
2
log(2πne)− 1
2
(Φ∗(Y1, ..., Yn : B, η)− nτ(η(1))),
from what follows(the inequality we used) Σ(X(t)) ≤ 1
2
I(X(t)).
Since moreover X(t) is continuous, so is dW (X(t), S) and likewise since so is Σ(X(t)) via
7.5 b of [47], one deduces that dW (X(t), S)− (2Σ(X(t)))1/2 is non-decreasing. But the semi-
continuity of χ∗ in Proposition 7.4 of [47] (in our context one replaces in the proof proposition
6.10 of [47] by proposition 4.7 in [42], see also [5],[2] for an interpretation as logarithmic-
Sobolev inequality) implies lim supt→∞ dW (X(t), S)− (2Σ(X(t)))1/2 ≤ −(2Σ(S))1/2 = 0, so
that for any t > 0 : dW (X(t), S)− (2Σ(X(t)))1/2 ≤ 0.
The continuity of Σ(X(t)) at t = 0 (via Proposition 7.5 of [47]) and continuity of X(t)
normwise imply we can take the limit t→ 0 to get the result.

Remark 27. One may be interested in proving an analogue of Theorem 2.2 in [16] for χ∗.
Of course, an approach following [6] would consider a SDE with as polynomial drift cyclic
derivatives of the potential. For convex potentials as in [16], solutions of those SDE have been
proven to converge at infinity in [12]. Our previous section enables us to get local estimates
on Wasserstein distance. At this time, the main lacking piece is an unknown change of
variable for χ∗ preventing us from computing the derivative of entropy along paths of the
SDE.
4. Weak solutions of various stationary SDEs
Given A,δ as in part 2 (M˜, τ) given by theorem 20. We want to prove it satisfies a stochastic
differential equation weakly (recall that, in probabilistic literature, solving strongly a SDE
means the filtration in which we build the solution is the filtration of the Brownian motion,
equivalently (in our context), the solution is in a free product of a Brownian motion von
Neumann algebra and the initial condition von Neumann algebra, solving it weakly means
the filtration where we build the process is of course adapted to the Brownian motion so
that Ito integral makes sense but this may be a larger filtration than the Brownian one).
We will need for this a general assumption. We consider B ⊂ M a von Neumann sub-
algebra with A(B) = 0, δ(B) = 0. We assume the bimodule of value H of δ is given by
a completely positive map η : B → Mm(B) in a standard way H = H(M ; η ◦ EB) (with
the notation introduced in theorem 23 We write Ξ1...Ξm the generating set. Especially any
derivation in the coarse correspondence (B = lC) satisfy this assumption)
We also consider the usual extension ∆1 of ∆ : M → L1(M), (see e.g. [30] section 1.4
where it is called Ψδ).
Theorem 28. We keep the above assumption and assume moreover A = ∆ and either (case
1) δ∗Ξi ∈ L2(M) or (case 2) η = Diag(η˜), η˜ : B → B, B with separable predual and the set
of regular elements R = {Xi ∈ D(∆1) | δ(Xi) ∈ H(B′ ∩M ; η ◦ EB)} contain a countable
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subset C such that the algebra generated by B and C is a core for δ, (this especially includes
any derivation in the case B central if M has separable predual, e.g. any derivation valued
in the coarse).
There exists a W ∗-probability space (Mˆ, τ) (containing M˜ with agreeing traces in case
(1)) such that there is in Mˆ a natural compatible filtration and an adapted B-free Brownian
motion Sˆt with covariance η. For any X ∈M0 ∩D(∆1):
Xt = X0 − 1
2
∫ t
0
(∆1(X))sds+
∫ t
0
(δ(X))s#dSˆs.
Moreover, for any X ∈M0:
Xt = φt(X0) +
∫ t
0
(δφt−s(Xs))s#dSˆs
Mˆ will be produced as a GNS construction for a larger path space associated to another
non-symmetric Dirichlet form (even to solve SDEs with symmetric A, thus motivating the
earlier extra work in this context ). One could also derive from the SDEs the equations
defining our states to show Mˆ contain M˜ in case (2), we leave this to the reader.
Remark 29. For instance, since it is easy to show a L1 conjugate variable imply the free
difference quotient closable as L2 derivation, our theorem, always applies to free difference
quotient with L1 conjugate variable, and thus extend Theorem 23 to this case (but in case
with a completely positive map, this extends only the diagonal map case and generally only
the symmetric Dirichlet form case).
Proof. First note that if M has separable predual and B central, R = D(∆1) ∩M , taking a
countable dense set D in L2(M) inside M, C = {ηn(x) |x ∈ D, n ∈ IN} is a core for δ with
the right properties.
Step 1 : Avoiding to assume δ∗Ξi ∈ L2(M) in case 2 .
When we are assuming δ∗Ξi ∈ L2(M), one may replace in what follows M (ǫ),M by M and
get a more direct result. This step is inspired from [43] (subsection 2.2, basically the case
B = lC).
Let us call C = {X1, ..., Xn} (usually n countable).
One may assume without changing properties of C that ||Xi|| ≤ 1,
∑
i ||δ(Xi)||2 <∞, one
may for instance replace Xi by Xi/(||Xi||+2i||δ(Xi)||) since we only claim a property of the
algebra generated by C and B.
But here, let η = Diag(η˜) : B →Mn(B) (as before if n countable, Mn(B) = B⊗B(H) H
Hilbert space of dimension n)M = Φ(M, η◦EB). EspeciallyM =W ∗(B,X1, ..., Xn, S1, ..., Sn)
We can replace H by H = H(M ; η ◦ EB). Since in this case, H is a direct sum of
H˜ = H(M ; η˜ ◦ EB) (say generated by Ξ), the i-th component generated by Ξi in our
previous notations. We can call δi (valued in H˜) the component of δ on Ξi. Let us
call δ˜i : B〈X1, ..., Xn, S1, ..., Sn〉 → H˜ the derivation defined by δ˜i(B) = δ˜i(Xj) = 0
δ˜i(Sj) = δi(Xj). We can also extend δi via (δi(Sj) = 0). Note that for any X ∈M ∩D(∆1i ),
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any P ∈M ∩D(δi)〈S1, ..., Sn〉 τ(∆i(X)P ) = 〈δi(X), δi(P )〉 (as in example 2.4 in [43], using
here Sj free with amalgamation with M over B)
We claim that δ˜∗i (Ξ) = Yi :=
∑
j(σ(δi(Xj))#Sj)
∗ ∈ L2 by our previous assumption on
Xi, where σ is the isometric flip operator extended from σ(aΞb) = (bΞa) (isometry on
H(B′ ∩M ; η˜ ◦ EB) come from η˜ τ -symmetric, and EB(ab) = EB(ba) for any a ∈ B′ ∩M),
aΞb#Sj = aSjb is extended by linearity and isometry. Indeed, for wj ∈ B〈X1, . . . , Xn〉 and
i1, . . . , in ∈ {1, . . . , n}, let’s write δj(Xi) =
∑
k a
ij
k Ξb
ij
k (L
2 sum, we use in the third line
bellow aijk , b
ij
k ∈ B′ commute with B)
τ(Y ∗j w0Si1w1 · · ·wk−1Sikwk) =
∑
i
∑
s
τ(bijs Sia
ij
s w0Si1w1 · · ·wk−1Sikwk)
=
∑
i, s
∑
p, ip=i
τ(bipjs η˜(EB(a
ipj
s w0Si1w1 · · ·wp−1))wpSip+1 · · ·Sikwk)
=
∑
i, s
∑
p, ip=i
τ(η˜(EB(w0Si1w1 · · ·wp−1aipjs ))bipjs wpSip+1 · · ·Sikwk)
= 〈Ξ, δ˜j(w0Si1w1 · · ·wk−1Sikwk)).
But now if we consider M (ǫ) = W ∗(B,X1 +
√
ǫ S1, ..., Xn +
√
ǫ Sn). For P ∈ B〈X1 +√
ǫ S1, ..., Xn+
√
ǫ Sn〉. δi(P ) = 1√ǫ δ˜i(P ) so that when we restrict δi to B〈X1+
√
ǫ S1, ..., Xn+√
ǫ Sn〉, (let say we call it δ(ǫ)i ) we get δ(ǫ)∗i (Ξ) = 1√ǫEM (ǫ)(Yi) ∈ L2(M (ǫ)). Note also that
δ
(ǫ)∗
i δ
(ǫ)
i (Xj +
√
ǫ Sj) = EM (ǫ)(δ
∗
i δi(Xj)) ∈ L1 (using the remark above on the adjoint of the
extension δi to M).
We will still call δ = ⊕δ(ǫ)i : L2(M (ǫ))→H. We can also consider δ˜ = ⊕ 1√ǫ δ˜i : L2(M)→H
as an extension. We will recall later a formula due to Voiculescu for adjoints of derivations,
implying δ˜∗i is densely defined, e.g. on B〈X1, S1, ..., Xn, Sn〉⊗2, of course we have then δ∗U =
EL2(M (ǫ))δ˜
∗U , for U ∈ D(δ˜∗) so that δ∗ is also densely defined as seen the previous domain. δ
being a real closable densely defined derivation, we are thus (almost) in the previous context,
especially ∆ = δ∗δ, ∆1 are again defined. So that we have turned back to our assumption
δ∗Ξi ∈ L2(M (ǫ)). Let us emphasize the situation is not exactly the same since as a bimodule
H is not produced by completion starting fromM (ǫ), what we call in two lines H(ǫ) (this will
thus not be clear what we could mean as evolution with time of the integrand in stochastic
integral of the SDE, before projection on this sub-bimodule). We again warn the reader
that, when we are assuming δ∗Ξi ∈ L2(M) (case 1), we replace in what follows M (ǫ),M by
M and get a more direct result likewise in that case H = H(ǫ) = H. We don’t write anything
else (especially what follows includes a case of non-diagonal η via case 1).
Step 2 : Definition of a non-symmetric Dirichlet form
Consider Mˆ
(ǫ)
0 = Φ(M
(ǫ), η ◦EB), the M (ǫ)-semicircular valued system of [41], likewise Mˆ 0 =
Φ(M, η ◦ EB). Especially Mˆ (ǫ)0 = W ∗(M (ǫ), S1..., Sm) and the L2 completion of M (ǫ) ⊗
M (ǫ)#S1 + ... +M
(ǫ) ⊗M (ǫ)#Sm is isomorphic to a H(ǫ) = H(M (ǫ); η ◦ EB) subspace of H.
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Let us call as before Ξi the element of H corresponding to Si. We call Hˆ(ǫ) = H(Mˆ (ǫ)0 ; η◦EB)
the natural extension of H(ǫ), subspace of Hˆ = H(Mˆ0; η ◦ EB) the natural extension of H.
We can extend δ to a derivation on Mˆ
(ǫ)
0 → Hˆ with δ(Si) = 0 with the same value of
δ∗Ξi. Indeed, for a monomial P in Si’s and several Xq ∈ D(δ) ∩M (ǫ) (let say algebraically
free and generating M (ǫ) without loss of generality) a wick type formula enables to rewrite
τ(Pδ∗Ξi) as a trace in M of a product P ′ of Xq’s with elements of B obtained with several
applications of η ◦ EB corresponding to non crossing pairings of Si’s. Since δ(b) = 0, b ∈ B
this is again rewritten as a sum in Hˆ of several 〈∂Xq:B(P ′)#δ(Xq),Ξi〉H (∂ a free difference
quotient). But now fixing the element Xq of application of δ and summing all applications
of η around, we have in fact obtained 〈(EM ⊗ EM)(∂Xq :B(P ))#δ(Xq),Ξi〉H. By definition
of Hˆ2 using η ◦ EB = η ◦ EB ◦ EM , this is exactly 〈(∂Xq :B(P ))#δ(Xq),Ξi〉Hˆ. Summing over
q this concludes. The details are left to the reader (in the case of diagonal η this is really
similar to what we did in step 1).
We can consider ∂ = (∂1, ..., ∂m) a free difference quotient of Si (vanishing onM
(ǫ), ∂j(Si) =
1i=jΞi) valued in Hˆ(ǫ) ⊂ Hˆ as in theorem 23. Note it is well known that ∂∗Ξi = Si.
We also want to consider two derivations valued in L2(Mˆ
(ǫ)
0 ), the first is defined via
δ#S(Si) = 0, δ#S(x) = δ(x)#S, x ∈ M (ǫ) ∩ D(δ) which is well defined since aΞib →
aSib =: aΞib#S extends to an isometry of H(ǫ) to L2(Mˆ (ǫ)0 ). The second is defined on
M (ǫ)〈S1, ..., Sm〉 via ∂˜(m) = 0, m ∈ M (ǫ) , ∂˜(Si) = δ∗Ξi ∈ L2(M (ǫ)). It has obviously an
extension to M〈S1, ..., Sm〉.
Consider Aβ = (δ+ ∂)
∗(δ+ ∂)+ ∂˜− δ#S+β∂∗∂, actually defined via the associated form
E(β)(x, x) = ||δ+∂(x)||22+β||∂(x)||22+〈∂˜(x)−δ#S(x), x〉, for any x ∈ (M (ǫ)∩D(δ))〈S1, ..., Sm〉.
Let us recall we consider ∂, δ : L2(Mˆ
(ǫ)
0 ) → Hˆ as unbounded operators and want to
compute their adjoints (on dense domains) First let us note that using ∂∗Ξi = Si(and using
∂ and δ are real derivations with obvious ∗ structure on their range (and using M-valued
scalar products such as 〈aΞjb, cΞid〉Mˆ0 = b
∗ηji(EB(a∗c))d (obviously this can be extended
on L2-sums) and e.g. 〈∂(.∗),Ξ.〉
Mˆ0
(aΞib) :=
∑
j m ◦ 1⊗ ηji ◦EB(∂j(a))b) we deduce from an
analogue of Proposition 4.6 in [47] that
∂∗(aΞib) = EL2(Mˆ (ǫ)0 )
(
aSib−
∑
j
m ◦ 1⊗ ηji ◦ EB(∂j(a))b+ am ◦ ηij ◦ EB ⊗ 1(∂j(b))
)
= E
L2(Mˆ
(ǫ)
0 )
(
aSib− 〈∂(.∗),Ξ.〉Mˆ0(aΞib) + 〈Ξ(.)
∗, ∂(.)〉
Mˆ0
(aΞib)
)
, ∀a, b ∈M〈S1, ..., Sm〉
δ∗(aΞib) = EL2(Mˆ (ǫ)0 )
(
a(δ˜∗Ξi)b− 〈δ˜(a∗),Ξib〉Mˆ0 − 〈Ξia
∗, δ˜(b)〉
Mˆ0
)
, ∀a, b ∈ (M ∩D(δ˜)))〈S1, ..., Sm〉
= a(δ∗Ξi)b− EL2(Mˆ (ǫ)0 )
(
〈δ(a∗),Ξib〉Mˆ0 − 〈Ξia
∗, δ(b)〉
Mˆ0
)
, ∀a, b ∈ (M (ǫ) ∩D(δ˜)))〈S1, ..., Sm〉.
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Thus, for any x, y ∈ (M (ǫ) ∩D(δ))〈S1, ..., Sm〉:
〈δ#S(x), y〉 = 〈∂∗δ(x) + 〈∂(.∗),Ξ.〉
Mˆ0
(δ(x)) + 〈Ξ(.)∗, ∂(.)〉
Mˆ0
(δ(x)), y〉
= 〈∂∗δ(x)− δ∗∂(x) + ∂˜(x), y〉
〈δ#S(x)− ∂˜(x), y〉 = 〈δ(x), ∂(y)〉 − 〈∂(x), δ(y)〉,
where we used an obvious co-associativity for ∂ and δ in the second line. We have thus
found the antisymmetric part of the form, this also immediately gives the domination via
the symmetric form associated to ∂ ⊕ δ clearly equivalent to the symmetric part (with a
constant depending on β). Thus As any antisymmetric real derivation δ#S − ∂˜ is a trace
preserving derivation.
As a consequence of Proposition 3.5 in [24] E(β) is a coercive closed form. The domain of
the closure is clearly D(E(β)) = D(δ ⊕ ∂). Let us now check it is actually a Dirichlet form
using Theorem 2.8 in [11] (non-commutative adaptation of Proposition 4.7 in [24] and we will
actually use the variant of Proposition 4.10, where the condition can be checked only on a
core of the form). For this, consider ϕǫ a a Lipschitz increasing function in C
∞(IR, [−ǫ, 1+ǫ])
with ϕǫ(t) = t on [0, 1], ϕǫ(t) = −ǫ on (−∞,−2ǫ] and ϕǫ(t) = 1+ ǫ on [1 + 2ǫ,∞). We state
the result in the next :
Lemma 30. For any self-adjoint u ∈ (D(δ)∩M (ǫ))〈S1, ..., Sm〉 , any ǫ > 0, then ϕǫ(u) given
by functional calculus is in D(E(β)) and
lim inf
ǫ→0
E(β)(ϕǫ(u), u− ϕǫ(u)) ≥ 0,
lim inf
ǫ→0
E(β)(u− ϕǫ(u), ϕǫ(u)) ≥ 0.
As a consequence E (β) is a (non-symmetric) Dirichlet form for any β, we will write φt, φ∗t
the corresponding sub-markovian semigroups.
Proof. Since D(E(β)) = D(δ ⊕ ∂), the stability result follows from stability of the domain of
a symmetric Dirichlet form by C1- functional calculus. Since (D(δ) ∩M (ǫ))〈S1, ..., Sm〉 is a
core in D(E(β)) by definition, the second statement about the Dirichlet form follows from the
first via Proposition 4.10 in [24] as we said.
By sub-additivity of lim inf, and since lim infǫ→0〈(δ + ∂)⊕
√
β∂ϕǫ(u), (δ + ∂)⊕
√
β∂(u−
ϕǫ(u))〉 ≥ 0 by the standard result for a symmetric Dirichlet form, it suffices to show :
limǫ→0〈δ#S − ∂˜ϕǫ(u), u− ϕǫ(u)〉 = 0. Of course, since δ˜ := δ#S − ∂˜ is antisymmetric, the
second case follows at once. We first need only u ∈ D(E(β)). If one takes a sequence of polyno-
mials Pn converging in C
2 norm to ϕǫ on the spectrum of u from δ¯(Pn(u))→ δ¯(ϕǫ(u)) and the
corresponding result for ∂ one deduces (from the weak sector condition), that 〈δ˜(Pn(u)), v〉 →
〈δ˜(ϕǫ(u)), v〉 for any v ∈ D(δ ⊕ ∂). But δ˜(Pn(u)) = Lu⊗Ru(∂′(Pn))(δ˜(u)) since δ˜ is a deriva-
tion on (D(δ¯) ∩M (ǫ))〈S1, ..., Sn〉 (∂′ the one variable difference quotient). But since Pn and
ϕǫ are C
2 Lu⊗Ru(∂′(Pn))(v) is clearly in D(δ ⊕ ∂) and as before converges in this space to
Lu ⊗ Ru(∂′(ϕǫ))(v). This implies as before 〈δ˜(Pn(u)), v〉 → 〈Lu ⊗ Ru(∂′(ϕǫ))#δ˜(u), v〉 As a
consequence we get (since we have identified the limit before) :
δ˜(ϕǫ(u)) = Lu ⊗Ru(∂(ϕǫ))#δ˜(u).
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Now the expression we are interested in is equal to :
〈δ˜ϕǫ(u), u− ϕǫ(u)〉 = 〈δ˜(u), Lu ⊗ Ru(∂(ϕǫ))#(u− ϕǫ(u))〉
= 〈δ˜(u), ϕ′ǫ(u)(u− ϕǫ(u))〉
The last line follows again after a check on polynomials and taking a limit. But now
φ′ǫ(u)
2(u−ϕǫ(u))2 ≤ 4ǫ2 1[−2ǫ,0]∪[1,1+2ǫ](u) by functional calculus since φ′ǫ is 0 outside [−2ǫ, 1+
2ǫ] and bounded by 1, (t − ϕǫ(t))2 is 0 on [0, 1] and bellow t2 or (t − 1)2 on negative
and positive numbers respectively. From the above inequality, one deduces by Dominated
convergence Theorem that (u − ϕǫ(u))φ′ǫ(u) converges to 0 in L2. This concludes since for
u ∈ (D(δ) ∩M (ǫ))〈S1, ..., Sm〉 we have δ˜(u) ∈ L2. 
Let us remind the reader that {S1, ..., Sm} and M (ǫ) (or M) are free with amalgama-
tion over B as in example 3.3 (c) of [42] using Theorem 2.3 of [40]. Thus any element
M (ǫ)〈S1, ..., Sm〉 can be written as sum of products of terms alternating in the two previous
algebras and with zero conditional expectation onto B. Let us write with a slight abuse of
notation (D(∆) ∩M (ǫ))〈S1, ..., Sm〉 for the subspace where terms coming from M (ǫ) in the
above decomposition are in D(∆) (since D(∆)∩M (ǫ) is not a subalgebra, only D(∆1)∩M (ǫ)
is, this is not a subalgebra too).
Let us note incidentally that (almost) by definition, (D(∆)∩M (ǫ))〈S1, ..., Sm〉 is a core for
δ ⊕ ∂.
Moreover it is contained in the domain of Aβ (and of it self-adjoint part). Here we use
to show it is contained in D(∆β) not only D(∆
1
β) that on terms with the above alternating
pattern Z = X1Y1X2..., Xi ∈M ǫ ∩D(∆), Yi ∈ B〈S1, ..., Sm〉, EB(Xi) = EB(Yi) = 0 we have
Aβ(Z) =
∑
X1...YiAβ(Xi+1)...+X1...Aβ(Yi)Xi+1...+X1...Γ(Xi, ..., Yj)...+X1...Γ(Yi, ..., Yj)...+
+X1...Γ(Yi, ..., Xj)... but no terms Γ(Xi, ..., Xj) = 0 since those terms vanish by freeness
with amalgamation, and since they were the only terms maybe in L1 and not clearly in
L2, we got our claim. Thus the supplementary assumption on domains is satisfied too
D(Aβ) ∩D(∆β) ∩M ǫ is a core for δ ⊕ ∂.
We are thus in the situation of the previous part 2.
Step 3 : Getting the B-Brownian motion
We thus define τβ on full path space above Mˆ
(ǫ)
0 . Intuitively we will see those traces corre-
spond to the equation we want to solve coupled respectively with Sit,(β) = S
i− 1
2
∫ t
0
Sis,(β)(1+
β)+ 2(δ∗Ξi)sds+ Sˆit +
√
βSit
′ with S ′t another B-free Brownian motion with same covariance
B-free with the first and also adapted. Of course only Sˆit,(β) = Sˆ
i
t +
√
βSit
′ will appear. The
equation is nothing but an Orstein-Ulhenbeck equation with a changed drift, special case of
the previous part.
Of course we want to use Theorem 23. We have B ⊂ N = W ∗(S1, ..., Sm), our derivation
(δ + ∂) ⊕√β∂ acts like a free difference quotient when restricted to N . By definition Si ∈
D(Aβ) and Aβ(Si) = 2δ
∗Ξi+Si(1+ β) ∈ L2(Mˆ (ǫ)0 ) by assumption. ∆(Si) = δ∗Ξi+Si(1+ β)
and τ((Si)
3(Aβ(Si) − ∆(Si))) = τ((Si)3(δ∗Ξi)) = 0 since (δ∗Ξi) ∈ L2(M (ǫ)) and we have a
semicircular element (an even distribution).
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We have thus checked all the assumptions and get Sˆit,(β) = S
i
t − Si0 + 12
∫ t
0
Sis,(β)(1 + β) +
2(δ∗Ξi)sds is a B-free Brownian motion (of covariance (1 + β)η).
We are now ready to send β to zero and define the von Neumann algebra where the
solution will live (maybe after letting ǫ goes to zero in case 2). We consider the C∗-algebraic
free product A of an algebraic path space over M (ǫ) with a full C∗-algebraic path space
in formal variables Sˆit (of norm less than say 4t||ηii(1)|| at time t, i.e we take a universal
free product of continuous functions of norm less than 4t||ηii(1)|| product over all times and
indices i, free product defined as above via an inductive limit of finitely many times free
products). We have thus a positive linear functional τˆβ corresponding to the previous τβ
when Sˆit is given by Sˆ
i
t,(β) (with the bound 4t||ηii(1)|| this is valid for small β’s). We consider
τˆ
(ǫ)
0 a corresponding weak limit point in the trace state space of A. We define finally Mˆ
(ǫ)
the corresponding GNS construction of A with respect to τˆ
(ǫ)
0 . Again it contains M˜
(ǫ) as a
von Neumann subalgebra, thus in case (1) it contains M˜ .
In order to prove that Sˆt is a B-free Brownian motion (of covariance η) adapted to the
induced filtration Mˆ
(ǫ)
t from the canonical one on Path space A, one can use again Paul
Le´vy’s theorem again. (1) is immediately true for the weak limit point, one can check that
K we obtain in (2) can be taken independent of β. In our proof there is no o(t−s) in (3) the
left hand side converges easily with the weak limit, for the right hand side one checks the
expression bellow EB converges weakly in L
2(B) (this is a statement about a sequence of
linear forms, B being invariant). Thus by Banach-Sachs Theorem a Cesaro mean converges
strongly and writing two EB, everything under τ |B a Cesaro mean converges thus we have
equality at the limit.
Step 4 : Checking the SDEs (concluding in case 1)
It only remains to check the stochastic equation since of course by construction all E(β) agree
with 〈δ∗δ., .〉 on M0 (note δ#S cancels the term coming from change of conjugate variable,
that’s why we put this term in Aβ) Thus the state agrees with the previously built one, giving
M˜ (ǫ) (built from M (ǫ)) as a sub-algebra. For checking the SDE, we prove of course that the
L2-norm of the β variant goes to zero. Take X ∈ D(∆1) ∩M (ǫ), X ′ ∈ D(∆) ∩M (ǫ)∆(X ′) =
Aβ(X
′) = A0(X ′) ∈M (ǫ).
We have first to check that every terms in the equation makes sense and we can apply the
previous idea to prove the equation. First
∫ t
0
(∆(X ′))sds easily makes sense as an integral
of a continuous function with value L2(M˜ (ǫ)). This is especially a limit of Riemann sums.
Taking first X ′ = ηα(X) and applying DCT (using η1α∆
1(X) = ∆ηα(X) as proven by duality
η1α the extension of the resolvent ηα = α/(α + ∆) to L
1) to get pointwise convergence and
domination),
∫ t
0
(∆1(X))sds make sense as a Bochner integral in L
1(M˜ (ǫ)) and is the limit in
L1(M˜ (ǫ)) of
∫ t
0
(∆ηα(X))sds.
Recall that (as in [4])
∫ t
0
(EH(ǫ)(δ(X)))s#dSˆs is defined via an isometry between B
a
2 and
L2(Mˆ (ǫ)), where Ba2 is the closure in L
2([0,∞), H(Mˆ (ǫ), η◦EB)) of the corresponding adapted
step functions (Indeed we deduce easily the isometry property for the stochastic integral from
the definition of B-free Brownian motion). Of course we can take Θn ∈M (ǫ)⊗algM (ǫ)#Ξ1+
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...+M (ǫ)⊗algM (ǫ)#Ξm converging to EH(ǫ)(δ(X)) in H(ǫ). It thus suffices to prove s→ (Θn)s
is in Ba2 . Again this follows from continuity of s → (Θn)s in H(Mˆ (ǫ), η ◦ EB)) since for
instance for t > s, ||(aΞib)s − (aΞib)t||2 = 2||(aΞib)||2 − 2ℜτ(b∗ηiiEB(a∗φt−s(a))φt−s(b)). We
also want to check
∫ t
0
(δ(φt−s(X))))s#dSˆs is well defined in case 1 (thus no projection on
H(ǫ) necessary). Obviously we can restrict first to [0, t − ǫ) δ(φt−s(X)) is continuous with
value H and approximate it by a step function f , so it suffices to approximate (f(s))s for
the integrand of the stochastic integral, and this again is as in the constant case.
Again everything applies at level β and we can check the various bounds are uniform in
β for small β. Thus
|| −Xt+X0 − 1
2
∫ t
0
(Aβ(X
′))sds+
∫ t
0
(EH(ǫ)(δ(X)))s#dSˆs,(β)||22
→ || −Xt +X0 − 1
2
∫ t
0
(A(X ′))sds+
∫ t
0
(EH(ǫ)(δ(X)))s#dSˆs||22
since we can express this in terms of scalar products replace uniformly in β the integrals via
(corresponding) sums and get the remaining part by the convergence of states. We have a
corresponding result for the second stochastic integral expression in case 1. We have also a
corresponding statement for any scalar product of terms of the kind involved in the above
sum.
Since we proved Ss,(β) is a free Brownian motion, we can use stochastic calculus to com-
pute :
||φt(X0)+
∫ t
0
(δφt−s(Xs))s#dSˆs,(β)||22 = ||φt(X0)||22 +
∫ t
0
||δφt−s(X0))s||22(1 + β)ds
= ||φt(X0)||22 +
1
2
∫ t
0
〈Aφt−s(X0), φt−s(X0)〉+ 〈φt−s(X0), Aφt−s(X0)〉(1 + β)ds
= ||φt(X0)||22 + (||X0||22 − ||φt(X0)||22)(1 + β)
Likewise,
||X0 − 1
2
∫ t
0
AX ′sds||22 = ||X0||22 +
1
2
∫ t
0
ds
∫ s
0
du ℜ〈φs−u(AX ′), AX ′〉 − 2ℜ〈X ′0 − φt(X ′0), X0〉
||
∫ t
0
(EH(ǫ)(δX))s#dSˆs,(β)||22 = (1 + β)t||EH(ǫ)(δ(X))||2
Since by stationarity ||Xt||22 = ||X||22, it remains to estimate scalar products :
〈Xt, X0〉 = 〈φt(X0), X0〉,
〈Xt, 1
2
∫ t
0
AX ′sds〉 =
1
2
∫ t
0
ds〈φt−s(X0), A(X ′0)〉
A NON-COMMUTATIVE PATH SPACE APPROACH TO STATIONARY FREE SDE 61
〈1
2
∫ t
0
AX ′sds,
∫ t
0
(EH(ǫ)(δX))s#dSˆs(1+β)〉 =
1
2
∫ t
0
ds
∫ s
0
du 〈δφs−u(AX ′0), EH(ǫ)(δ(X0))〉
=
1
2
∫ t
0
ds
∫ s
0
du 〈δφs−u(AX ′0), EH(ǫ)(δ(X0))− δ(X0)〉+
1
2
∫ t
0
ds
∫ s
0
du 〈φs−u(AX ′0),∆1X0〉
=
1
2
∫ t
0
ds
∫ s
0
du 〈δφs−u(AX ′0), EH(ǫ)(δ(X0)− δ(X0))〉+
∫ t
0
ds〈(1− φs)(AX ′0), X0〉
〈Xt,
∫ t
0
(δ(φt−s(X))s#dSˆs(1+β)〉 =
∫ t
0
ds 〈δφt−s(X0), δφt−s(X0)〉
= ||X0||22 − ||φt(X0||22,
〈Xt,
∫ t
0
(EH(ǫ)(δX))s#dSˆs(1+β)〉 =
∫ t
0
ds 〈δφt−s(X0), EH(ǫ)(δ(X0))〉
=
∫ t
0
ds 〈δφt−s(X0), EH(ǫ)(δ(X0))− δ(X0)〉+
∫ t
0
ds 〈φt−s(X),∆1(X0)〉
=
∫ t
0
ds 〈δφt−s(X0), EH(ǫ)(δ(X0))− δ(X0)〉+ 2〈X0 − φt(X0), X0〉,
Let us justify the first line of the three last formulas, in proving the following general
result (for any X ∈ L2(M) (e.g. AX above with our special X of interest), any piecewise
continuous function with value H:
〈Xt,
∫ t
0
(F (s))s#dSˆs(1+β)〉 =
∫ t
0
ds 〈δφt−s(X0), F (s)〉.
From the way we proved existence of the stochastic integrals, it suffices to replace F (s)
by (ZΞiT ) (or a constant of that form times a characteristic function). By definition, the
left hand side is a limit of Riemann sums with terms of the form
τ((φt−s−hX)∗s+h(ZΞiT )s#(Sˆs+h,(β) − Sˆs,(β)))
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Since by translation invariance we have to consider terms of the form (ZΞiT )#(Sˆh,(β) −
Sˆ0,(β))), Z, T ∈ M (ǫ)0 , we compute for Y ∈M (ǫ)0 :
τ((Y )h(ZΞiT )#(Sˆh,(β) − Sˆ0,(β)))
= τ(Y ∗h Z0S
i
h,(β)T0) +
1
2
∫ h
0
duτ(φh−u(Y ∗)u(Z0((Si0,(β)(1 + β) + 2(δ
∗Ξi))u)T0)ds
= τ(φh(Y
∗
0 )Z0φh(S
i
0,(β))T0) +
∫ h
0
du 〈δ(φh−u(Y0)), φ∗u(Z0)(δ + ∂)(φh−u(Si0,(β))φ∗u(T0)〉
+
1
2
∫ h
0
duτ((φh−u(Y ∗))u(Z0(ASi0,(β)))u)T0)ds
= τ(T0φh(Y
∗
0 )Z0S
i
0,(β))− 1
2
∫ h
0
dh′τ((T0φh(Y ∗0 )Z0)φh′(AS
i
0,(β)))
+
1
2
∫ h
0
duτ((φh−u(Y ∗))u(Z0(ASi0,(β)))u)T0)ds
+
∫ h
0
du 〈δ(φh−u(Y0)), φ∗u(Z0)(δ + ∂)(φh−u(Si0,(β))φ∗u(T0)〉
=
1
2
∫ h
0
du
∫ u
0
dv〈δ(φh−v(Y ∗)), φ∗v(Z0)(δ + ∂)(φu−v(AS0,(β))))φ∗v(T0)〉ds
+
∫ h
0
du 〈δ(φh−u(Y0)), φ∗u(Z0)(δ + ∂)(φh−u(S0,(β))φ∗u(T0)〉
=
∫ h
0
du 〈δ(φh−u(Y0)), φ∗u(Z0)∂(Si0,(β))φ∗u(T0)〉
In the first line we used our definition of Sis,(β). In the second line we used the definition
of the state with φt(Y ) ∈ M (ǫ) so that this is in the kernel of ∂, and thus it remains only
the written term form the carre´ du Champ term, we also prefer using AS0,(β). In the third
line we use the differential equation for φh in the first term. In the fourth line, we noticed
the first term in the third line was zero again by stability of M (ǫ) via φh (note that if we
managed this there is no stability by φ∗h). Then applying the formula for the state in the
third term of the third line, we get a cancellation with the second term. The previous remark
applies to the term with carre´ du Champ. Finally, we use a Fubini Theorem and again the
differential equation for φ to remove the integral in u, it is easy to put a (δ + ∂)∗ to justify
this using formulas above to see the right term is in the domain (at least of a corresponding
L1 valued adjoint, this may thus need proving an integral formula first with S replaced by
Gα(S), details are left to the reader). We also simultaneously simplify two canceling terms.
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Now we can sum up all the terms in our Riemann sum (of constant mesh h) to get :∑
i
τ((φt−ih−hX)∗ih+h(ZΞiT )ih#(Sˆih+h,(β) − Sˆih,(β))) =∫ t
0
ds 〈δ(φt−s(Y0)), (φ∗u(s) − id)(Z0)∂(Si0,(β))φ∗u(s)(T0) + (Z0)∂(Si0,(β))(φ∗u(s) − id)(T0)〉
+
∫ t
0
ds 〈δ(φt−s(Y0)), Z0ΞiT0〉
where u(s) is increasing linearly from zero on any new interval of integration of the step
function we took. Taking a fixed mesh h for the partition, the first line easily goes to zero
from continuity of φ∗. This concludes our claim.
To sum up, we got in taking X ′ = ηα(X):
|| −Xt +X0 − 1
2
∫ t
0
(∆(ηα(X)))sds+
∫ t
0
(δ(X))s#dSˆs,(β)||22
= (1 + β)t||EH(ǫ)(δ(X))||2 − t||δ(X)||2 − ℜ
∫ t
0
ds
∫ s
0
du 〈δφs−u(∆ηα(X)), EH(ǫ)(δ(X0))− δ(X)〉
− 2ℜ
∫ t
0
ds 〈δφt−s(X), EH(ǫ)(δ(X))− δ(X)〉+ ℜ
∫ t
0
ds〈(1− φs)(∆1X), ηα(X)−X〉
− tℜ〈δ(ηα(X)−X), δ(X)〉+ 2ℜ〈(1− φs)(X), ηα(X)−X〉
|| −Xt + φt−s(X0) +
∫ t
0
(δ(φt−s(X)))s#dSˆs,(β)||22 = β(||X0||22 − ||φt(X0)||22)→β→0 0.
In case 1, this gives :
|| −Xt +X0 − 1
2
∫ t
0
(∆(ηα(X)))sds+
∫ t
0
(δ(X))s#dSˆs||22
≤ 4||ηα(X)−X||2||X||2 + 3t||ηα(∆1/2(X))−∆1/2(X)||2||∆1/2(X)||2.
This especially shows
∫ t
0
(∆(ηα(X)))sds is bounded in α in L
2 thus up to extraction converges
weakly (necessarily to its L1 limit
∫ t
0
(∆1(X))sds which is thus in L
2 and we get by a standard
result :
|| −Xt +X0 − 1
2
∫ t
0
(∆1(X))sds+
∫ t
0
(δ(X))s#dSˆs||22
≤ lim inf
α→∞
4||ηα(X)−X||2||X||2 + 3t||ηα(∆1/2(X))−∆1/2(X)||2||∆1/2(X)||2 = 0.
(recall D(∆1) ⊂ D(∆1/2) by definition.) This concludes case 1.
For the end of the proof in case 2, let us note several results we proved at level ǫ (after
taking β → 0 as above), for any X ∈ D(∆1), Y ∈M :
τ(
(
Xt −X0 + 1
2
∫ t
0
ds(∆ηα(X))s
)
Y0) = 〈φt(X)−X, Y − ηα(Y )〉
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Since we checked a norm convergence in L1 of the integral above, we get:
τ(
(
Xt −X0 + 1
2
∫ t
0
ds(∆1(X))s
)
Y0) = 0.
Likewise, for X, Y ∈ D(δ):
τ(Xt7
∫ T
0
(EH(ǫ)(δ(P )))s#dSˆt)
=
∫ t∧T
0
ds〈δφt−s(X∗), EH(ǫ)(δ(P ))− δ(P )〉+ 2(τ((X)tPt∧T )− τ((X)tP ))
Finally, it is not hard to show by the same limits for any X, Y ∈ D(∆1) τ(∆1(X)sY0) =
τ(Xs∆
1(Y )0).
Step 5 : Conclusion in case 2
We defined Mˆ (ǫ) the corresponding GNS construction of A with respect to τˆ
(ǫ)
0 . It con-
tains M˜ (ǫ) as a von Neumann subalgebra, thus in case (1) it contains M˜ . Instead of
taking a weak limit point for ǫ going to zero, we need a universal C∗-algebra C where
M (ǫ) is replaced by a universal free product over B in variables X1, ..., Xn (free prod-
uct defined as above via an inductive limit of finitely many times free products). We
again call τˆ
(ǫ)
0 the corresponding state on C. Moreover we consider the subset of tracial
states M c(C) such that for any non-commutative polynomial over B, say P , the map
t1, ..., tn, t
′
1, ..., t
′
q 7→ τ(P (X i1t1 , ..., X iptp , Sj1t′1 , ..., S
jq
t′q
)) is continuous on products of each [0, T ]
(recall X it , S
j
t are the canonical generators in C), with the topology of uniform convergence
on compacts for those functions (this topology is obviously metrizable and finer than the
weak-* topology induced by C but we won’t use this second fact). Of course τˆ
(ǫ)
0 ∈ M c(C)
since τ(|X it −X is|2) ≤ 2|ℜτ(X2i −Xiφt−s(Xi))| ≤ 2||Xi||2(t−s)1/2||δ(Xi)||2 (recall we defined
it in such a way ||δ(Xi)||2 is independent of ǫ. Likewise, τ(|Sit − Sis|2) ≤ 2(t − s)||η˜(1)||
since we proved Sit is a B-free Brownian motion of covariance η˜. The continuity for all
non-commutative polynomials follows using Cauchy-Schwarz (even an equicontinuity). Ac-
tually τˆ
(ǫ)
0 ∈ K2||Xi||2(t−s)1/2||δ(Xi)||2,2(t−s)||η˜(1)|| set satisfying the previous inequalities, which is
a compact subset of M c(C) by a variant of Arzela-Ascoli theorem (we use B has separable
predual to replace continuity on B-non-commutative polynomials by countably many B-non-
commutative monomials). We can now consider a weak limit point τˆ0 (up to extraction we
will consider a weak limit from now on). As before Sˆs gives a B-free Brownian motion of
covariance η at the limit. Of course the new state is again translation invariant for variables
X1, ..., Xn and at each time we know the state as being our original state on M since the
state we took on M (ǫ) converges to this one. We define finally Mˆ the corresponding GNS
construction of C with respect to τˆ0.
Again, we have to show several integrals make sense. For a B-non-commutative polynomial
P ∈ Mˆ0 = M in X10 , ..., Xn0 , as before
∫ t
0
(P )sds makes sense as a Riemann integral of
continuous functions with value L1 or L2 (we use τˆ0 ∈ M c(C) to prove continuity). By a
dominated convergence theorem for Bochner integral with value L1(Mˆ) or L2(Mˆ), for any
A NON-COMMUTATIVE PATH SPACE APPROACH TO STATIONARY FREE SDE 65
X ∈ D(∆1) ∩M or X ∈ D(∆) ∩M respectively, ∫ t
0
(∆1(X))sds also make sense and is a
limit of previously considered integrals for P converging to ∆1(X).
Likewise for stochastic integrals with P#Ξi P a non-commutative polynomial, and thus∫ t
0
δ(X)s#dSs or
∫ t
0
δ(φt−s(X))s#dSs make sense.
Let us remind the reader we considered in step 1, an extension δi on M of our original
derivation with the same value on non-commutative polynomials than the one we ended up
considering on M (ǫ) (we called δ
(ǫ)
i before removing extra indices) and of course those non-
commutative polynomials are corresponding cores for those variants, thus when considered
from L2(M) or L2(M (ǫ)) to H the adjoints (in both case known to be densely defined) satisfy,
if U ∈ D(δ∗i ), then U ∈ D(δ(ǫ)∗i ) and δ(ǫ)∗i (U) = EM (ǫ)δ∗i (U).
At the ǫ level (after taking a limit β → 0), if we consider U ∈ H, P a non-commutative
polynomial in Xi +
√
ǫSi:∑
i |τ(PtEM (ǫ)(δ∗i (Ui)))| = |
∑
i τ(φt(P )δ
∗
i (Ui))| = |
∑
i〈δ(ǫ)i φt(P ∗), Ui〉| ≤
√
t||P ||2||U ||.
Now, taking approximations by polynomials of δ∗i (U), one can check we have necessarily
the corresponding result at the limit :
∑
i |τ(Ptδ∗i (Ui)))| ≤
√
t||P ||2||U || and this extends
beyond non-commutative polynomials by continuity so that for any Y ∈M EMˆ0αt(Y ) ∈ D(δ)
(we call αt the corresponding dilation endomorphism as before).
Starting again at level ǫ, as we noticed earlier, for any non-commutative polynomials P,Q
we have τ((∆1(P ))tQ0) = τ(Pt(∆
1(Q)0)). Again, even though in L
1 ∆1(P ),∆1(Q) are easily
computed when monomials, for instance P = Xi1...Xip , ∆
1(P ) =
∑
j Xi1 ...∆
1(Xij )...Xip +∑
j<lXi1..Γ(Xij , ..., Xil)...Xip, if one replaces ∆
1(Xij) and δ(Xj) by polynomials Si, and S
′
j
(||S ′j|| ≤ ||δ(Xj)||, this gives a polynomial R(Xi, Si, S ′j). Now at epsilon level, doing the same
computation letting Xǫi = Xi+
√
ǫ Si, one gets ∆
1(P (Xǫi )) =
∑
j X
ǫ
i1
...EM (ǫ)(∆
1(Xij))...X
ǫ
ip+∑
j<lX
ǫ
i1...EM (ǫ)(Γ(Xij , X
ǫ
ij+1
..., Xil))...X
ǫ
ip .
Reminding ||Xi|| ≤ 1, R = 1 + 2||η˜(1)||, for ǫ < 1, one gets
||∆1(P (Xǫi ))− R(Xǫi , Si(Xǫ), S ′j(Xǫ))||1 ≤
pRp−1 max
i∈{ip}
(||∆1(Xǫi )− Si(X)||1 + ||EM (ǫ)(Si(X))− Si(Xǫ)||1)
+ p(p− 1)Rp−2
(
2 max
i∈{ip}
(||δ(Xi)||) + max
i∈{ip}
(||δ(Xi)− Si(X)||+ ||Si(X)− S ′i(Xǫ)||)
)
×
(
max
i∈{ip}
(||δ(Xi)− S ′i(X)||+ ||S ′i(X)− S ′i(Xǫ)||)
)
and one can bound ||EM (ǫ)(Si(X))− Si(Xǫ)||2 ≤ 2||Si(X)− Si(Xǫ)||2.
Thus approximating by fixed polynomials and letting ǫ → 0 and then varying approxi-
mating polynomials, one gets τ((∆1(P ))tQ0) = τ(Pt(∆
1(Q)0)) at the limit.
Also, from the end of step 4, we have at epsilon level:
τ((P )tQ0) = τ((P )0Q0)− 1
2
∫ t
0
dsτ((AP )sQ0),
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giving the same result at the limit, and with the previous results for any Y ∈ M
τ(YtQ0) = τ(Y0Q0)− 1
2
∫ t
0
dsτ(YsAQ0)
= τ(Y0Q0)− 1
2
∫ t
0
ds〈δEMˆ0αs(Y ∗), δ(Q)〉),
and this extends from Q polynomial to any element of D(δ) by a core property, thus
especially for Q ∈ D(A). Now Taking as usual a Laplace transform one gets (using we have
the same equation for the semigroup φt on M)∫∞
0
dte−λtτ((EMˆ0αs(Y )− φs(Y ))(λ+ A/2)Q) = 0,
since this applies for any Q ∈ D(A) especially one can replace Q by (λ+ A/2)−1(Q) and
get EMˆ0αs(Y ) = φs(Y ) after taking an inverse Laplace transform.
To prove as we want our second SDE, it remains to compute αs(Y )−EMˆ0αs(Y ).
From the result at the end of step 4, it is easy to deduce as before (for Y ∈M,Z ∈ D(δ)
after extension by continuity):
τ(αt(Y )
∫ T
0
(δ(Z))s#dSˆs) = 2(τ(YtAt∧T )− τ(YtZ))
= 2(τ(φt−t∧T (Y )Z)− τ(φt(Y )Z))
With this equation and τ(YtZs) = τ(φt−s(Y )Z) we have all the tools to compute as in
step 4.
Let us compute
τ(
∫ t
0
(δ(φt−s(Y )))s#dSˆt
∫ T
0
(δ(Z))s#dSˆt) =
∫ t∧T
0
ds〈δ(φt−s(Y ∗)), δ(Z)〉
=
∫ t∧T
0
ds τ(φt−s(Y )AZ) = 2(τ(φt−t∧T (Y )Z)− τ(φt(Y )Z))
= τ(αt(Y )
∫ T
0
(δ(Z))s#dSˆs)
(we already checked the stochastic integral was well defined). Extending this to step functions
(of δ(φt−s(Z))) and taking limits in the definition of stochastic integrals one deduces :
τ(αt(Y )
∫ T
0
(δ(φt−s(Z)))s#dSˆs) = τ(
∫ t
0
(δ(φt−s(Y )))s#dSˆt
∫ T
0
(δ(φt−s(Z)))s#dSˆs),
from which one deduces by immediate computation (taking Y = Z ∈M):
||αt(Y )− φt(Y )−
∫ t
0
(δ(φt−s(Y )))s#dSˆt||22 = 0.
We thus got the SDE we wanted to prove. Having obtained a scalar product for αt(Y )
with stochastic integrals for general Y we can also compute as in step 4 to get the SDE for
X ∈ D(∆1) (all terms with ǫ or β being taken at value 0).
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|| −Xt +X0 − 1
2
∫ t
0
(∆(ηα(X)))sds+
∫ t
0
(δ(X))s#dSˆs,(β)||22
= ℜ
∫ t
0
ds〈(1− φs)(∆1X), ηα(X)−X〉
− tℜ〈δ(ηα(X)−X), δ(X)〉+ 2ℜ〈(1− φs)(X), ηα(X)−X〉
The end is a copy of the end in case 1.

By the definition of stochastic integral, we have an isometry of L2(Mˆ0)⊕L2ad([0,∞), H(Mˆ, η◦
EB)) into L
2(Mˆ), but since every generator of Mˆ described above can be written by stochas-
tic integrals, using Ito formula, we get that the above space is actually dense in the whole
L2(Mˆ), as a consequence we deduce :
Proposition 31. (All identifications as Mˆ0−Mˆ0 bimodules, recall Mˆ0 =M) For Mˆ given by
the previous theorem L2(Mˆ) = L2(Mˆ0)⊕L2ad([0,∞), H(Mˆ, η ◦EB)Mˆ ⊗B Mˆ)) thus L2(Mˆ)⊖
L2(Mˆ0) ⊂ L2([0,∞), H(Mˆ, η◦EB)) ≃ (H(Mˆ, η◦EB))⊗ℓ2(IN) (using separability of L2(Mˆ)).
For instance when η = EB,B amenable, the above orthogonal is weakly embeddable in the
coarse, when B = lC, included in a countable direct sum of coarse correspondences.
By definition, recall αt is our notation for our dilation of φt i.e φt(x) = EM(αt(x)). Let us
note a general transversality lemma (this could also been deduce from Popa’s transversality
lemma in [36] in using the automorphism variant of Theorem 20 with the symmetry we
proved translated into a symmetry with respect to t/ − t, we prefer giving an elementary
direct proof in our context, since dilating a semigroup makes the deduction “easier”):
Proposition 32. For any dilation αt (by homomorphims) of a (necessarily contractive since
completely positive) symmetric semigroup φt, i.e. EM (αt(x)) = φt(x), we have a transversal-
ity relation ||α2t(x)− x||22 = 2||αt(x)− EM(αt(x))||22. Moreover we have an equiconvergence
relation 2||x− φ2t(x)||22 ≤ ||α2t(x)− x||22 ≤ 4||x||2||x− φt(x)||2.
Proof. First note that ||αt(x)−EM (αt(x))||22 = ||αt(x)||22−||EM(αt(x))||22 = ||x||22−||φt(x)||22,
by Pythagoras’ Theorem. But also ||x− φ2t(x)||22 = ||x||22+ ||φ2t(x)||22− 2||φt(x)||22 ≤ ||x||22−
||φt(x)||22 by symmetry and contractivity (with semigroup property for the inequality).
Likewise ||α2t(x) − x||22 = 2||x||22 − 2||φt(x)||22 ≥ 2||x − φ2t(x)||22, and ||x||22 − ||φt(x)||22 =
〈x− φt(x), x〉+ 〈φt(x), x− φt(x)〉 ≤ 2||x||2||x− φt(x)||2 
5. Deformations for Popa’s Deformation/Rigidity techniques
5.1. Properties of stochastic deformations. We emphasize properties useful for defor-
mation rigidity techniques in the next result (see also the general proposition 32).
Let us fix notations before. We call H the space of value of our derivation δ. Let (Hs, ξφs)
be the pointed correspondence associated to the completely positive map φs. One can get in
a standard way a measurable field of Hilbert spaces over IR+ in that way (assuming M with
separable predual). Likewise for Hs ⊗M H⊗M Hs .
LetHφs = ξφs⊗H⊗ξφs ⊂ Hs⊗MH⊗MHs be the (constant) sub-Hilbert field corresponding
to H. On the direct integral Hilbert space ∫ ⊕IR+ Hs⊗MH⊗MHsdλ (with respect to Lebesgue
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measure). We have an M −M bimodule structure (acting by diagonal operators). We can
define H∞ the sub-bimodule generated by L2(IR+,H) ≃
∫ ⊕
IR+ Hφsdλ.
Theorem 33. Let φt a symmetric Markov semigroup associated to a symmetric Dirichlet
form ∆ = δ∗δ with derivation δ : L2(M)→ H. Then the tracial state τ of theorem 20, giving
by GNS-construction a von Neumann algebra M ⊂ M˜ , gives rise to a symmetric dilation
αt : M → M˜ of φt (induced from αt(X0) = Xt on Path space). Moreover (αt − φt)(M) ⊂
Hˆ∞ ⊂ L2(M˜) ⊖ L2(M), where Hˆ∞ is isomorphic to sub-bimodule of the Hilbert bimodule
previously introduced H∞. More precisely, αt−φt(x) is sent to 1[0,t]δ(φt−s(x)) in the canonical
L2(IR+,H) generating H∞, and all those images generate Hˆ∞.
Proof. The only new result is about the range bimodule. From the definition of the state we
see that (for say t > s):
〈X(αt)(Y )Z, U(αs)(V )W 〉 = 〈Xφt(Y )Z, Uφs(V )W 〉
+
∫ s
0
du τ(δ(φt−u(Y ∗))φu(X∗U)δ(φs−u(V ))φu(WZ∗)),
thus
〈X(αt − φt)(Y )Z, U(αs − φs)(V )W 〉 =
∫ s
0
du 〈φu(XU∗)δ(φt−u(Y )), δ(φs−u(V ))φu(WZ∗)〉.
We see that we can identify X(αt − φt)(Y )Z to u 7→ 1u∈[0,t]Xξφu ⊗ δφt−u(Y ) ⊗ ξφuZ in
H∞, which proves the result. 
5.2. Deformation/rigidity reminder and applications. In [34, 35], Popa introduced a
powerful tool to prove the unitary conjugacy of two von Neumann subalgebras of a tracial
von Neumann algebra (M, τ). If A,B ⊂ (M, τ) are (possibly non-unital) von Neumann
subalgebras, denote by 1A (resp. 1B) the unit of A (resp. B).
Theorem 34 (Popa, [34, 35]). Let (M, τ) be a finite von Neumann algebra. Let A,B ⊂ M
be possibly non-unital von Neumann subalgebras. The following are equivalent:
(1) There exist n ≥ 1, a possibly non-unital ∗-homomorphism ψ : A→Mn( lC)⊗B and
a non-zero partial isometry v ∈ M1,n( lC) ⊗ 1AM1B such that xv = vψ(x), for any
x ∈ A.
(2) The bimodule AL
2(1AM1B)B contains a non-zero sub-bimodule AHB which is finitely
generated as a right B-module.
(3) There is no sequence of unitaries (uk) in A such that
lim
k→∞
‖EB(a∗ukb)‖2 = 0, ∀a, b ∈ 1AM1B .
If one of the previous equivalent conditions is satisfied, we shall say that A embeds into
B inside M and denote A M B. When M is a II1 factor and A,B ⊂ M are Cartan
subalgebras, then A M B if and only if there exists a unitary u ∈ U(M) such that A =
uBu∗, see [35] Theorem A.1 (see also [46], Theorem C.3).
We will use this notion in conjunction with a variant of a lemma of Jesse Peterson (theorem
2.5 in [32]). Our proof gives a special case of this result when we can prove existence of
dilations of the above type. Recall the following :
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Definition 35. Let N be a finite von Neumann B,A ⊂ N von Neumann subalgebras and
H an N -N Hilbert bimodule. H is said to be compact relative to B ⊂ N as an A − A
bimodule if given any sequence xn ∈ (A)1 such that ‖EB(yxnz)‖2 → 0, for all y, z ∈ N
then 〈xnξyn, ξ〉 → 0, for any sequence yn ∈ (A)1 and ξ ∈ H.
The standard example, as explained in [32] example 2.3, is a multiple of L2(N)⊗B L2(N)
(here we can take A = N).
Theorem 36. Let N be a finite von Neumann algebra, B,A ⊂ N ⊂ M von Neumann
subalgebras, assume H ⊂ L2(M) ⊖ L2(N) is an Hilbert N-N bimodule which is compact
relative to B ⊂ N as an A − A bimodule and assume given a family of ∗-homomorphism
αt : N → M dilating a symmetric semigroup φt on N and with Range(αt − φt) ⊂ H. If A
does not embed into B inside N , and the associated deformation αt converges uniformly in
‖ · ‖2 to the identity on (A)1 then αt converges uniformly in ‖ · ‖2 to the identity on the unit
ball of the von Neumann algebra generated by its normalizer (NN(A)′′)1.
Proof. It is well known that uniform convergence on the unit ball is equivalent to uniform
convergence on unitaries in our context. Let 1 ≥ ε > 0, get by the assumption and lemma 32
a t0 > 0 such that ∀t < t0, x ∈ B1 y ∈ N1 we have ‖αt(x)− x‖2 < ε/8, and ‖φt(x)−x‖1/22 <
ε/8. Since A N B, there exists a un sequence of unitaries in A such that ||EB(xuny)||2 → 0
for any x, y ∈ N and thus since we assumed H compact relative to B ⊂ N as an A −
A bimodule, for any ξ ∈ H like ξ = φt(v) − αt(v), if v ∈ NN(A) so that vunv∗ ∈ A,
〈unξvunv∗, ξ〉 → 0. Hence we have, using the relations
un(αt(v))v
∗u∗nv − αt(v) = (un − αt(un))αt(v)v∗u∗nv + αt(unv)(v∗u∗nv − αt(v∗u∗nv))
un(φt(v))v
∗u∗nv − φt(v) = (unφt(v)− φt(unv))v∗u∗nv + (φt(unv)v∗u∗nv − φt(unvv∗u∗nv))
and using also a standard bound on completely positive maps (e.g. Corollary 1.1.2 in [35]
||φt(uv)− φt(u)v||2 ≤ 3||φt(v)− v||1/22 ), we get :√
2‖φt(v)− αt(v)‖2 = lim
n→∞
‖un(φt(v)− αt(v))v∗u∗nv − (φt(v)− αt(v))‖2
≤ sup
n
(3‖φt(un)− un‖1/22 + 3‖φt(v∗u∗nv)− v∗u∗nv‖1/22 + ‖αt(un)− un‖2 + ‖αt(v∗u∗nv)− v∗u∗nv‖2)
< ε,
Using now the transversality part of lemma 32 this is nothing but ‖v − α2t(v)‖2 < ε. A
standard argument concludes. 
Let Γ be a discrete group which acts on a finite von Neumann algebra (with separable
predual) B by preserving a distinguished trace τ , let M = B ⋊ Γ be the crossed product
construction and suppose that π : Γ → U (K) is a C0 representation. Then the associated
M-M bimodule given by Hπ = K⊗L2M with actions satisfying
b1uγ1(ξ ⊗ η)b2uγ2 = (π(γ1)ξ)⊗ (b1uγ1ηb2uγ2),
for each ξ ∈ K, η ∈ L2M, γ1, γ2 ∈ Γ, b1, b2 ∈ B. Note (as in example 2.4 of [32]) Hπ is
compact relative to B ⊂ M as an M-M bimodule. Let b : Γ → K be a cocycle (b(γ1γ2) =
b(γ1) + π(γ1)b(γ2) for all γ1, γ2 ∈ Γ) then the derivation δb from BΓ ⊂ B ⋊ Γ into the
(B ⋊ Γ)-(B ⋊ Γ) bimodule Hπ which satisfies δb(xuγ) = b(γ)⊗ xuγ for all γ ∈ Γ, x ∈ B is a
closable real derivation.
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The next theorem can be viewed as a variant of Theorems 4.9 in [28], A in [29] and
(especially close to) 3.5 in [17].
As usual, as always in this part, Lim denote a state on ℓ∞(I) for I a directed set, which
extends ordinary limit.
Theorem 37. Let M = B ⋊ Γ as above, M ⊂ M˜ von Neumann subalgebras, assume K is
a non-amenable representation, H∞ ⊂ L2(M˜)⊖ L2(M) produced as in Theorem 33 from H
coming from K as above. Take P ⊂M is a regular weakly compact subalgebra. Assume given
a family of ∗-homomorphism αt : M → M˜ dilating a symmetric ‖ · ‖2-strongly continuous
semigroup φt on M and with Range(αt−φt) ⊂ H∞ in the way of Theorem 33. Also assume
αt is symmetric (at least so that τ(αt(X)Y αt(Z)T ) = τ(Xαt(Y )Zαt(T )). Then αt (or φt)
converges uniformly in ‖ · ‖2 to the identity on (P )1.
Proof. Assume for contradiction αt does not converge uniformly in ‖ · ‖2 to the identity on
(P )1.
Since by assumption P is weakly compact inside M , there exists a net (ηn) of vectors in
L2(P ⊗¯P¯ )+ such that
(1) limn ‖ηn − (v ⊗ v¯)ηn‖2 = 0, ∀v ∈ U(P );
(2) limn ‖ηn − Ad(u⊗ u¯)ηn‖2 = 0, ∀u ∈ NM(P );
(3) 〈(a⊗ 1)ηn, ηn〉 = τ(a) = 〈ηn, (1⊗ a¯)ηn〉, ∀a ∈M, ∀n.
We consider ηn ∈ L2(M⊗¯M¯)+, and note that (J⊗ J¯)ηn = ηn, where J denotes the canonical
anti-unitary on L2(M). We shall simply denote NM(P ) by G.
Since any self-adjoint element x ∈ (P )1 can be written
x =
1
2
‖x‖∞(u+ u∗)
where u ∈ U(P ), it follows that (αt) does not converge uniformly on U(P ) either. Combining
this with lemma 32, we get that there exist 0 < c < 1, a sequence of positive reals (tk) and a
sequence of unitaries (uk) in U(P ) such that limk tk = 0 and ‖αtk(uk)− (EM ◦αtk)(uk)‖2 ≥ c,
∀k ∈ IN. Since ‖αtk(uk)‖2 = 1, by Pythagoras’s theorem, we obtain
(5) ‖(EM ◦ αtk)(uk)‖2 ≤
√
1− c2, ∀k ∈ IN.
Set δ = 1−
√
1−c2
3
.
Define for any n and any k ≥ k0,
ηkn = (αtk ⊗ 1)(ηn) ∈ L2(M˜)⊗¯L2(M¯)
ξkn = (eMαtk ⊗ 1)(ηn) ∈ L2(M)⊗¯L2(M¯)
ζkn = (e
⊥
Mαtk ⊗ 1)(ηn) ∈ (L2(M˜)⊖ L2(M))⊗¯L2(M¯).
We observe that by symmetry for all x ∈M
(6)
‖((αtk(x)−x)⊗1)ηkn‖22 = ‖((αtk(x)−x)⊗1)ηn‖22 = τ(EM ((αtk(x)−x)∗(αtk(x)−x))) = ‖αtk(x)−x‖22.
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As in the proof of Theorem 4.9 in [28], noticing that L2(M)⊗¯L2(M¯) is an M⊗¯M¯ -module
and since ηkn = ξ
k
n + ζ
k
n, equation (6) gives that for any u ∈ G, and for any k ≥ k0,
Lim
n
‖[u⊗ u¯, ζkn]‖2 ≤ Lim
n
‖[u⊗ u¯, ηkn]‖2
≤ Lim
n
‖(αtk ⊗ 1)([u⊗ u¯, ηn])‖2 + 2‖u− αtk(u)‖2(7)
= 2‖u− αtk(u)‖2.
Moreover, for any x ∈M ,
‖(x⊗ 1)ζkn‖2 = ‖(x⊗ 1)(e⊥M ⊗ 1)ηkn‖2
= ‖(e⊥M ⊗ 1)(x⊗ 1)ηkn‖2(8)
≤ ‖(x⊗ 1)ηkn‖2 = ‖x‖2.
Claim : For any k ≥ k0,
(9) Lim
n
‖ζkn‖2 ≥ δ.
Proof of Claim 5.2. We prove the claim by contradiction. Exactly as in the proof of Theorem
4.9 in [28], we have
Lim
n
‖ηkn − (eMαtk(uk)⊗ u¯k)ξkn‖2 ≤Limn ‖(eM ⊗ 1)η
k
n − (eMαtk(uk)⊗ u¯k)ηkn‖2 + 2Limn ‖ζ
k
n‖2
≤Lim
n
‖(αtk ⊗ 1)(ηn − (uk ⊗ u¯k)ηn)‖2 + 2δ = 2δ.
Thus, we would get
‖(EM ◦ αtk)(uk)‖2 = Limn ‖((EM ◦ αtk)(uk)⊗ u¯k)η
k
n‖2
≥ Lim
n
‖(eM ⊗ 1)((EM ◦ αtk)(uk)⊗ u¯k)ηkn‖2
= Lim
n
‖(eMαtk(uk)⊗ u¯k)ξkn‖2
≥ Lim
n
‖ηkn‖2 − 2δ
= 1− 2δ >
√
1− c2,
which is a contradiction according to (5). 
We now use the techniques of the proof of Theorem A in [29]. Define a state ϕk on
L∞([0,∞),B(H) ∩ ρ(Mop)′), where ρ(Mop) is the right M-action on H, by
ϕk(x) = Lim
n
1
‖ζkn‖22
∫ tk
0
〈(xs ⊗ 1)δφtk−s ⊗ 1(ηn), δφtk−s ⊗ 1(ηn)〉,
Since by assumption and theorem 33, ||αtk − EMαtk(x)||22 =
∫ tk
0
〈δφtk−s(x), δφtk−s(x)〉, we
indeed get one on x = id.
Claim : Let a ∈ Γ. Then one has
Lim
k
|ϕk(ax− xa)| = 0,
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uniformly for x ∈ B(H)∩ρ(Mop)′ (seen as constant functions in L∞([0,∞),B(H)∩ρ(Mop)′))
with ‖x‖∞ ≤ 1.
Proof of Claim 5.2. For every x ∈ (B(H)∩ρ(Mop)′)+ and denote φ(u) the bounded function
φs(u), one has
ϕk(φ(u)∗xφ(u)) ≥ Lim
n
1
‖ζkn‖22∫ tk
0
ds〈(x⊗ 1)(φs(u)⊗ u¯)δφt−s ⊗ 1(ηn)(φs(u)⊗ u¯)∗, (φs(u)⊗ u¯)δφt−s ⊗ 1(ηn)(φs(u)⊗ u¯)∗〉
so that,
ϕk(φ(u)∗xφ(u)) ≥ ϕk(x)−
− Lim
n
2
‖ζkn‖2
‖x‖∞
(∫ tk
0
ds||(φs(u)⊗ u¯)δφt−s ⊗ 1(ηn)(φs(u)⊗ u¯)∗ − δφt−s ⊗ 1(ηn)||22
)1/2
Now, note
||(φs(u)⊗ u¯)δφt−s ⊗ 1(ηn)(φs(u)⊗ u¯)∗ − δφt−s ⊗ 1(ηn)||22 ≤ 2||δφt−s ⊗ 1(ηn)||22
− 2ℜ〈(φs(u)⊗ u¯)δφt−s ⊗ 1(ηn)(φs(u)⊗ u¯)∗, δφt−s ⊗ 1(ηn)〉
and thus, using again the explicit structure of theorem 33 (and (7) for the last inequality)∫ tk
0
ds||(φs(u)⊗ u¯)δφt−s ⊗ 1(ηn)(φs(u)⊗ u¯)∗ − δφt−s ⊗ 1(ηn)||22
≤ 2‖ζkn‖22 − 2ℜ〈(u⊗ u¯)ζkn(u⊗ u¯)∗, ζkn〉
= ||(u⊗ u¯)ζkn(u⊗ u¯)∗ − ζkn||22
≤ 4||u− αtk(u)||22
so that with (9) and using lemma 3.6 in [29], we finally get (for any x ∈ B(H) ∩ ρ(Mop)′)
|ϕk(φ(u)∗xφ(u))− ϕk(x)| ≤ 8
δ
‖x‖∞||u− αtk(u)||2
Since taking x = id gives Limk |ϕk(φ(u)∗φ(u)− 1)| = 0, this implies that
(10) Lim
k
|ϕk(φ(a)x− xφ(a))| = 0,
for each a ∈ span G and uniformly for x ∈ B(H) ∩ ρ(Mop)′ with ‖x‖∞ ≤ 1. However, for
any a ∈ M (using again the explicit structure of theorem 33 and complete positivity of φs,
and then again (8) and (9)),
|ϕk(xφ(a))| ≤ Lim
n
1
‖ζkn‖2
‖x‖∞|||(a⊗ 1)ζkn||
≤ 1
δ
‖x‖∞‖a‖2
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and likewise for |ϕk(φ(a)x)|. An application of Kaplansky’s density theorem proves 10 for
a ∈ M . Since for any u ∈ QΓ (set of finite linear combination with coefficients in Q),
sups∈[0,tk] ||φs(u)− u|| → 0, we get a bit more than the result. 
Thus if we define a state ϕ by ϕ(x) = Limϕk(x), ϕ is a Γ-central state on B(K) ⊂
B(H) ∩ ρ(Mop)′ . This gives a contradiction with being a non-amenable representation

We can deduce from this several results:
Corollary 38. Let M = B ⋊ Γ as above, M ⊂ M˜ von Neumann subalgebras, assume
K is an non-amenable representation, H∞ ⊂ L2(M˜) ⊖ L2(M) produced as in Theorem 33
from H coming from K as above. Take P ⊂ M is a regular weakly compact subalgebra.
Assume H is a Hilbert M-M bimodule which is compact relative to B ⊂ M as an P − P
bimodule. Assume given a family of ∗-homomorphism αt : M → M˜ dilating a symmetric
‖ · ‖2-strongly continuous semigroup φt on M not converging uniformly on (M)1 and with
(αt − φt)(M) ⊂ H∞ in the way of Theorem 33. Also assume αt is symmetric (at least so
that τ(αt(X)Y αt(Z)T ) = τ(Xαt(Y )Zαt(T )). Then P M B
Proof. From the previous results, the only remark necessary to get the corollary is to see
that H∞ satisfy the same compactness property as H, and this is the remark after example
2.4 in [32] since φs is B-bimodular.

Corollary 39. Let M = B ⋊ Γ as above with Γ a countable discrete group with β(2)1 (Γ) > 0
and such that M has c.m.a.p.. Then any amenable regular subalgebra P M B. Especially
L(Γ) has no Cartan subalgebra if Γ has c.m.a.p. and β
(2)
1 (Γ) > 0. Likewise, for the same
Γ, and a profinite free p.m.p. ergodic action of Γ on an standard probability space X,
M = L∞(X)⋊ Γ has a unique Cartan subalgebra (up to unitary conjugacy).
Remark 40. In [29], analogous results were obtained assuming moreover given a proper
cocycle in a non-amenable representation. If we can replace, as seen in the previous corollary,
the unbounded cocycle valued in the regular representation by one valued in a non-amenable
mixing representation, we have to assume sligthly more than them on the representation.
Basically the mixingness (compactness) of the representation replaces the properness of the
cocycle.
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