An ability to predict fluid dynamics and trans-port in supercritical fluids is essential for optimization of applications such as carbon sequestration, enhanced oil recovery, ''green'' solvents, and supercritical coolant sys-tems. While much has been done to model supercritical velocity distributions, experimental characterization is sparse, owing in part to a high sensitivity to perturbation by measurement probes. Magnetic resonance (MR) tech-niques, however, detect signal noninvasively from the fluid molecules and thereby overcome this obstacle to mea-surement. MR velocity maps and propagators (i.e., proba-bility density functions of displacement) were acquired of a flowing fluid in several regimes about the critical point, providing quantitative data on the transport and fluid dynamics in the system. Hexafluoroethane (C 2 F 6 ) was pumped at 0.5 ml/min in a cylindrical tube through an MR system, and propagators as well as velocity maps were measured at temperatures and pressures below, near, and above the critical values. It was observed that flow of C 2 F 6 with thermodynamic properties far above or below the critical point had the Poiseuille flow distribution of an incompressible Newtonian fluid. Flows with thermody-namic properties near the critical point exhibit complex flow distributions impacted by buoyancy and viscous for-ces. The approach to steady state was also observed and found to take the longest near the critical point, but once it was reached, the dynamics were stable and reproducible. These data provide insight into the interplay between the critical phase transition thermodynamics and the ï¬‚uid dynamics, which control transport processes.
Introduction
Supercritical fluids (SCF) are widely used for chromatog-raphy applications, extraction processes, and are finding increased use in oil recovery and in burgeoning seques-tration applications (Allen et al. 1988; Albert et al. 1994; Brunner 2005; Orr and Taber 1984; Parker et al. 2009; Ravagnani et al. 2009 ; Van der Meer 1995; Klusman 2003) . The fluid dynamics of supercritical fluids has motivated significant work on the theoretical aspects (Zappoli 2003; Onuki 2002; Hohenberg and Halperin 1977; Barmatz et al. 2007; Beysens 2005; de Gennes 1975; Landau and Lifshitz 1959; Onuki 1998; Onuki and Ka-wasaki 1978; Zappoli et al. 1999) , but experiments are limited, with a few exceptions (Kurganov and Kaptilnyi 1993; Okamoto et al. 2003; Kurganov and Kaptil'ny 1992) . The thermodynamic phase of a pure fluid may be rep-resented by variables of density, pressure, and temperature (q, P, T). On a pressure-density phase diagram, the pure liquid and pure vapor states are separated by a coexistence curve, which has a maximum called the critical point. This point is designated by its critical values (q c , P c , T c ), and a fluid under equilibrium thermodynamic conditions with temperature and pressure above the critical values is called a supercritical fluid. Above the critical point, the fluid may exhibit transport characteristics similar to both gases and liquids; for instance, diffusivities and viscosities are similar to those of a gas, while densities are similar to those of a liquid. Supercritical fluids also possess favorable sol-vent characteristics, and as an alternative to current MR performed on supercritical fluids has shown that, in porous media, the critical temperature within pore spaces was depressed relative to that of the bulk fluid, and that the magnitude of the shift was dependent on the void size. (Dvoyashkin et al. 2007a, b) . This work on SCFs in porous media was for non-flowing conditions, and little research has been performed utilizing MR to study SCF flows. MR imaging has been used to investigate porous media subject to SCF CO 2 intrusion, although transport was detected indirectly via water signal intensity and relaxation components (Suekane et al. 2009; Hussain et al. 2011) . Minimal data exist for flowing SCFs for applications other than heat transfer. MR has been used to spectrally detect dissolved compounds in applications using CO 2 for supercritical fluid chromatography (SFC) (Allen et al. 1988; Albert et al. 1994; Maiwald et al. 2007; Yonker and Linehan 2005) . However, application of MR to flowing supercritical fluids with the purpose of obtaining transport properties and fluid dynamics has only recently been demonstrated (Rassi et al. 2012) .
Fluid dynamic theory
The conservation equations of mass (1), momentum (2), and energy (3) for steady state compressible flow of a supercritical fluid in a cylindrical tube are as follows:
rl ou or À qg À dp dx ð2Þ
Here, q is density, and u and v are the longitudinal and radial velocity components, respectively. The specific enthalpy is h, the thermal conductivity is k, and the specific heat is C p . Under supercritical conditions, buoyancy effects due to heating at the wall may significantly alter the flow profile. The system of equations suffices for laminar flow, but may also be time and Favre averaged to model turbulent flow (Bae et al. 2005 ) and account for temperature and buoyancy-dependent variables. The time-averaged fluctuation terms for mass flux q 0 u 0 and q 0 v 0 as well as the heat flux q 0 h 0 represent the impact of buoyancy on the turbulent equations, and while the classical transition threshold for laminar to turbulent flow in pipes is Re & 2,300, strong buoyancy effects may reduce the threshold as low as Re & 200-400 (Jiang et al. 2008c) . Mixed advection and convection for these supercritical flows deal with forced advection due to a pump, which petroleum-based solvents, they may offer a lower environmental impact. One SCF solvent is supercritical CO 2 (Maiwald et al. 2007) , which is naturally occurring and is an inherent byproduct of some processes. Its abundance and relatively lower environmental toxicity makes it a viable option for use in applications such as food processing (Brunner 2005) and enhanced oil recovery (EOR) (Klusman 2003; Parker et al. 2009; Orr and Taber 1984) . Supercritical CO 2 is also used in fluid extraction processes and chromatography, which exploit the transport and solubility advantages of supercritical fluids (Allen et al. 1988; Albert et al. 1994) . Storage of CO 2 in a supercritical state in earth formations is currently being implemented as means to reduce CO 2 in the atmosphere and thus mitigate global climate change (Van der Meer 1995; Ravagnani et al. 2009; Klusman 2003; Okwen et al. 2009 ). Enhanced understanding of the fluid dynamics and transport processes in SCFs can impact these applications.
Thermophysical properties such as specific heat, density, viscosity, and heat transfer coefficients are tunable by adjusting the pressure or temperature of the fluid in a range about the critical values (Jiang et al. 2008a ). Experimentally, the effects of the thermophysical properties of a supercritical fluid on heat transfer under flowing conditions against and with gravity have been studied (Duffey and Pioro 2005; Pioro et al. 2004; Jiang et al. 2009; Liao and Zhao 2002) . At a threshold, buoyancy in the fluid begins to impact the heat transfer and mass transport. Much work has been performed to numerically or theoretically (Dang and Hihara 2004; Jain and Rizwan 2008; Bae et al. 2005; He et al. 2008; Fard 2009; Bae and Kim 2009; Bruch et al. 2009 ) predict and validate the thermophysical behavior of near-critical fluids, including buoyancy effects (Barmatz et al. 2007; Beysens 2005; de Gennes 1975; Landau and Lifshitz 1959; Hohenberg and Halperin 1977) . Recently, some focus has shifted from larger scale experiments to mini-tubes (Jiang et al. 2008b ) and porous tubes (Jiang et al. 2004 (Jiang et al. , 2006 (Jiang et al. , 2008a . Work to date has validated numerical and theoretical models against experimental thermophysical data, but fluid dynamic data are very limited. In regard to velocity distributions of a flowing fluid near the critical point, several groups offer reliable theoretical or numerical models for turbulent or laminar entrance flows (He et al. 2008; Bae et al. 2005; Howell and Lee 1999; Jiang et al. 2008a; Tanaka et al. 1973; Lee and Howell 1996a, b; Zhou and Krishnan 1995) , but the only experimental data available are those using invasive measurements, such as Pitot tubes (Kurganov and Kaptilnyi 1993; Kurganov and Kaptil'ny 1992) . The experimental velocity maps presented in this paper were obtained using noninvasive magnetic resonance (MR) and provide spatial velocity-encoded data.
imposes a pressure gradient, and natural convection due to buoyancy, which is enhanced by density fluctuations near the critical point. The Richardson number Ri ¼ (Bae et al. 2005 ). An empirical correction has been determined for supercritical flow of carbon dioxide Ri ¼ Gr Re 2:7 (Jackson and Hall 1979) . In the definitions of the dimensionless groups,
where the subscript w refers to properties at the tube wall and b to those in the bulk fluid.
At high mass flow rates, forced advection impacts the dynamics of the flowing system more than the free convection. Conversely, free convection dominates at low mass flow rates. A threshold therefore separates the two regimes that has been empirically determined for carbon dioxide (Jackson and Hall 1979) , with Ri ¼ Gr Re 2:7 [ 10 À5 indicating buoyancy influenced dynamics. For other fluids, the threshold will be different, but this has not been investigated. Bae et al. (2005) solved the conservation equations using computational fluid dynamics code. Eight cases were studied, and parameters observed included density, viscosity, temperature, friction coefficient, and velocity profiles as a function of the radial coordinate. Of most importance to the work presented here are the data for v(r) and q(r), the fluid velocity and density as a function of radius in the fully developed region far from the tube entrance. This case was for mixed upward convection of CO 2 with heating at the wall of a 2-mm-diameter tube and the following conditions: 8 MPa, 301.15 K, and Re = 5,400. The time-averaged density as a function of radial position shows that heating at the walls clearly decreases the density there, and the resulting density gradient produces buoyancy effects. For laminar flow, lower Reynolds number causes the drop in density near the critical point to shift toward the center of the tube (Lee and Howell 1996b) . Bae et al. (2005) also numerically determine the statistics of density fluctuations for upward flow in a tube. It is the region spanning the critical point that is characterized by the greatest fluctuations in density, because small changes in pressure can produce large changes in density, i.e. the slope of the critical isotherm on a pressure-density phase diagram vanishes (dP/dq = 0) (Stanley 1971) . The root-mean-squared density fluctuations (relative to the mean) at the center of the pipe were small; however, at the wall, where the temperature and pressure in their simulations were nearest the critical point, the density fluctuates up to *55 %.
Likewise, bulk density variation leads to buoyancy that strongly affects the velocity profile (Bae et al. 2005) . In the fully developed region of the tube, for a fluid near its critical point, the profile develops into an ''M'' shape that maintains mass conservation and the balance of thermophysical and hydrodynamic properties. This has been studied experimentally by Kurganov and Kaptil'ny (1992) and numerically by Jiang et al. (2008c) as well as He et al. (2008) . Downward flow and upward flow have been compared relative to buoyancy near the critical point, and Jiang et al. (2009) have done a numerical comparison illustrating the differences. With wall cooling, the fluid is denser near the walls than near the center of the pipe, and buoyancy thus causes upward acceleration near the center of the pipe and downward acceleration near the walls (vice versa for wall heating). The shape of the profile then depends on the direction of flow: for upward flow, wall heating will promote higher velocity at the walls and produce the ''M-shaped'' profile, and wall cooling will promote lower velocity near the walls and enhanced flow near the tube center. For downward flow, the effect of the two heat transfer conditions will be opposite. (Newling 2008; Stejskal and Tanner 1965; Callaghan 1991; Fukushima and Roeder 1981; Codd et al. 1999; Kuethe et al. 2005 ) were used to obtain spatially resolved velocity images, as well as bulk, ensemble-averaged propagators and self-diffusion coefficients in a supercritical fluid. All data were acquired on a Bruker Avance III 300 MHz MR imaging spectrometer with a 5 mm 19 F radiofrequency (RF) coil and 1.5 T/m xyz magnetic field gradients. Hexafluoroethane (C 2 F 6 ) was chosen for these studies due to its favorable combination of critical properties, including a critical temperature near room temperature T c = 19.9°C and a relatively low critical pressure P c = 30.5 bar (Fig. 1) . It exhibits favorable MR relaxation times in the pressure range 10-75 bar (T 1 = 80-1,240 ms, T 2 = 80-1,020 ms), where both T 1 and T 2 increase at higher pressures and temperatures, and the high natural abundance and relatively strong NMR signal of the 19 F nucleus, make it ideal for study by MR (Saikawa et al. 1979; Kuethe et al. 2005; Lemmon et al. 2013; Madani et al. 2008) .
Methods

MR techniques
A tube flow system for the C 2 F 6 was designed for the MR spectrometer (Fig. 2) . From the supply tank, pressure regulation and flow of the fluid through the system were achieved using an Isco 500D syringe pump. PEEK tubing of 1.524 mm ID was used within the NMR magnet, and stainless steel tubing was used outside of it, with back pressure maintained by a Thar ABPR-20-1 back pressure regulator. Upon exiting the back pressure regulator, the depressurized C 2 F 6 was collected in a gas cylinder and reused. Under flow conditions, the fluid was pumped vertically upward through the magnet with an inlet flow rate of 0.5 ml/min, and MR measurements were made with various combinations of fluid pressure and temperature (P, T b ) and external tube wall temperature (T w ) as monitored by pressure transducers and thermocouples at select points in the flow loop. Near the critical point, the C 2 F 6 may exhibit compressibility effects, so the local flow rate within the MR apparatus will generally be a function of P/T, but these variations in the flow are measured directly using the velocity images.
All MR measurements were based on a pulsed gradient spin-echo (PGSE) sequence (Fig. 3) . The essence of the sequence is a pair of pulsed magnetic field gradients of amplitude g, duration d, and time separation D that encodes for molecular displacements in the phase and amplitude of the NMR signal. This encoding may be expressed in terms of a reciprocal displacement vector q ¼ cdg , where c is the characteristic nuclear gyromagnetic ratio, and q is typically varied by changing g at constant d. The resulting signal, E(q), contains information about coherent motions (advection) as well as stochastic motions (diffusion, turbulence, etc.) averaged over the ensemble of fluid molecules within the detection volume (Callaghan 2011) .
The axial advective velocity field in a cross section of the tube was imaged with a standard approach that uses a PGSE preparation step followed by a spin-echo imaging sequence. Two images are acquired with opposite pulsed gradient polarity (q 1 = -q, q 2 = ?q), and the difference in complex phase (/ 2 -/ 1 ) is used to calculate velocity within each pixel of the image matrix.
An RF excitation pulse duration of 1 ms was used, and velocity was encoded using a displacement observation time D = 7.41 ms, pulsed gradient duration d = 0.5 ms, and maximum gradient g = 0.211 T/m, giving a velocity resolution of Dv = 0.250 mm/s. The image slices were 500 lm thick with an isotropic in-plane spatial resolution of 62.5 lm. Correction of residual phase error due to imaging gradients was done by subtracting a ''no-flow'' velocity image, where the acquisition was made using the same imaging parameters on stationary fluid. Propagators were acquired on bulk fluid within the tube and represent an ensemble-averaged histogram of particle displacements along the pulsed gradient direction over the given observation time D. Taking the gradient direction to be Z, along the axis of the tube, the propagator P(Z, D) is obtained using the Fourier relation with the PGSE signal, E(q, D) (Callaghan 2011).
The resulting P(Z, D) is a statistical distribution of particle displacements, but axes may be scaled by the observation time D to instead report mean particle velocities. One advantage of propagators over velocity mapping is related to the measurement timescale, D, since without the constraint of spatially resolving the signal, it is possible to probe dynamics at longer observation times to explore the interplay of diffusion and advection, i.e., hydrodynamic Taylor dispersion. The typical propagator characteristics for Poiseuille flow in a capillary as a function of D have previously been elucidated (Codd et al. 1999 ). When D is short relative to the flow timescale, the propagator shape is defined primarily by molecular Brownian motion and appears as a shifted Gaussian. At longer timescales, the statistics of the advective profile emerge, which for Poiseuille flow is a hat function convolved with the diffusive Gaussian. When D is long relative to the timescale for diffusion across the pipe, effects of Taylor dispersion may be observed, where random sampling of streamlines leads to a reduction in the width of the propagator relative to that of pure diffusion-so-called ''motional narrowing''. As well, a peak at lower velocities emerges due to collisions with the walls. Propagators in the present study were acquired from fluid within a 15-mm-thick slice along the tube length using a gradient pulse duration d = 1 ms, an observation time in the range of D = 10-100 ms, and 128 q-points collected with a maximum gradient magnitude of g = 0.945 T/m, giving a velocity resolution of Dv = 3-30 lm/s.
Bulk measurements of the self-diffusion coefficient of the stationary fluid were also made, which represent a statistical measure of molecular Brownian motion. Here, the PGSE signal is recorded as a function of q, and leastsquares regression is used to determine D from the Stejskel-Tanner relation.
Because of high sensitivity to temperature or pressure variations near the critical point, diffusion measurements were made using a variant of the PGSE sequence called ''double-PGSE'', which suppresses the effects of coherent, convective flows and detects molecular self-diffusion only (Callaghan 2011) . A displacement observation time of D = 100 ms was used, with a gradient pulse duration of d = 0.5 ms.
The relevant thermodynamic variables in the system are the pressure (P) and temperature of the C 2 F 6 fluid at the entrance to the magnet (T b ), as well as the temperature at the exterior wall of the tubing within the magnet (T w ). The fluid temperature (T b ) was in equilibrium with the ambient room temperature, which was controlled to ±0.5°C. The temperature of the exterior walls of the tubing (T w ) inside the spectrometer was controlled to ±0.1°C by the water-cooling system that regulates temperature of the magnetic field gradient coils, as monitored directly by a thermocouple positioned near to the RF coil during system testing. Differences in the fluid/wall temperature were used to control heat transfer, either to the fluid from the environment (T b \ T w ) or vice versa (T b [ T w ). Due to thermal resistance of the tube walls (PEEK, 0.825 mm thick), the equilibrium temperature of the internal boundary will be slightly closer to T b than the stated T w . MR experiments on the C 2 F 6 were conducted by independently varying the values of P, T b , and T w to observe their effects on the fluid flow.
With regard to nomenclature, a fluid is said to be in the supercritical state when its temperature and pressure are greater than the critical values (i.e., T [ T c and P [ P c ). In terms of the parameters varied in this work, we refer to three regimes: ''sub-critical'', ''near-critical'', and ''supercritical''. For example, if the C 2 F 6 has P = 25 bar and T = 23°C, the fluid is technically not in the supercritical state (because P \ P c ), but we may specify that the pressure was subcritical and the temperature was supercritical. The term ''near-critical'' refers to a range close to the critical values, and in the present use, this means T = (19.9 ± 1)°C or P = (30.5 ± 2) bar.
Results
Prior to studying the system under flow conditions, diffusion measurements were made on stagnant fluid to experimentally confirm the critical phase transition via NMR. Using the flow compensated double-PGSE measurement, the C 2 F 6 diffusion coefficient was determined as a function of pressure in a range about P c and at temperatures T = 15 and 25°C (Fig. 4) . T w = 21°C (i.e., those closest to the critical temperature and corresponding to minimal heat transfer) are compared in Fig. 8 for the observation time limits, D = 10 and 100 ms. The time for the flow to reach equilibrium depends on the thermodynamic conditions, taking the longest when P, T b , and T w were nearest the critical point. Velocity maps (Fig. 9) and propagators (Fig. 10) were therefore acquired at P = 29 bar to observe the process of equilibration and determine when the flow had settled into a steady state. The measurement was repeated under identical conditions to check whether the steady-state equilibrium was reproducible or if the flow was unstable and would be different from run to run. The flow was considered to have reached steady state if a) two sequential propagators showed equivalent flow characteristics and b) the final-state propagators for separate runs were equivalent. It was found that the system required 270 min to reach steady state.
Discussion
The continuous decrease in diffusivity near the critical point under no-flow conditions has been observed previously in an NMR study with n-pentane (Dvoyashkin et al. 2007a ), but was performed here for C 2 F 6 to experimentally confirm that the corresponding temperatures produce the supercritical/subcritical phases (Fig. 4) . At a constant temperature of 15°C, the pressure range of 20-65 bar traverses the constant-pressure region on a subcritical isotherm, which is associated with a gas-to-liquid phase change. Under these conditions, a discontinuous drop in the diffusivity with increasing pressure was observed, which corresponds to the transition across the two-phase region. At the higher temperature of 25°C, the fluid transitioned from gas to liquid within the supercritical region with a continuous decrease and no sudden drop in diffusivity. These differences in the diffusivity curves as a function of pressure confirmed that the temperatures 15 and 25°C used for the flowing conditions were in the subcritical and supercritical regimes, respectively (Lemmon et al. 2013) .
The velocity maps presented in this study represent noninvasive, spatially resolved characterization of flow in near-critical and supercritical fluids and give supporting evidence to previously reported numerical results (Bae et al. 2005; He et al. 2008; Jiang et al. 2008c ). The expected flow profile for an incompressible fluid without buoyancy effects is Poiseuille; however, Fig. 5 shows how heat transfer may alter that profile, as well as how the relative sensitivity to heat transfer depends on proximity to the critical point (i.e., P c = 30.5 bar and T c = 19.9°C for C 2 F 6 ). The profiles in Fig. 5a -c depict three heat transfer scenarios for the fluid at T b = 23°C. At T w = 15°C, there Fig. 4 Diffusion coefficient as a function of pressure for C 2 F 6 at temperatures above (25°C) and below (15°C) the critical temperature r is the coordinate in the radial direction, R is the radius of the tubing, and the maximum velocity occurs at the center of the tubing. Poiseuille profiles calculated based on the volumetric flow rate of the pump are overlaid on the measured profiles for comparison.
To demonstrate the effect of more finely resolved parameter variation near the critical point, velocity maps were also measured by setting all three thermodynamic parameters P, T b , and T w to their near-critical values (P = 29 bar; T b = T w = 20 °C), then varying the parameters one at a time in a range about the critical point. The diametral velocity profiles for the various conditions are shown in Fig. 6 .
Propagators were acquired for all flow conditions corresponding to the velocity maps in Fig. 5 . At a constant fluid temperature of T b = 23 °C, and external temperatures of T w = 15, 21, and 25 °C, the propagators are shown for pressures P = 25 bar, 29 bar, and 45 bar (Fig. 7) . In each experimental condition, the displacement observation time was varied within the range D = 10-100 ms to probe a range of displacement timescales. The full set of propagators plotted in Fig. 7 show the effects of variable pressure P, external temperature T w , and observation time D. To highlight just the effect of variable pressure, the propagators corresponding to temperatures T b = 23 °C and were cooling effects at the wall boundary for all three pressures (Fig. 5a ). The cooler fluid near the walls is denser, and the effect of buoyancy leads to decreased fluid velocity in this region, which is associated with a nonPoiseuille (non-parabolic) profile. For T w = 21°C, there was minimal heat transfer to/from the fluid (Fig. 5b) . Correspondingly, there is minimal buoyancy effect, and all three profiles are Poiseuille (parabolic). The profile for the near-critical pressure (P = 29 bar) shows a much lower mean velocity. This is because of fluid compressibility near the critical point for which the mass flux G = qv is conserved and indicates an increase in density and consequent decrease in velocity, but the profile remains qualitatively parabolic. At T w = 25°C, there was heat transfer to the fluid at the wall (Fig. 5c) . A temperature increase near the below the measurement resolution of ±0.5°C for the experiment. The result (Fig. 6a , T w = 20°C) is a measured velocity profile that indicates (effectively) wall-heating conditions, where viscosity and density are reduced near the walls relative to the tube center. Correspondingly, the fluid velocity is more rapid near the walls and slower near the tube center, resulting in a characteristic ''M'' shape profile. The opposite is observed for a cooling wall boundary, where the denser fluid is near the walls and the less dense fluid is in the center of the tube (Fig. 6a, T w = 18°C ). Under these conditions, the velocity profiles show that the fluid near the walls slows down and in some cases reverses direction while the less dense fluid in the center of the tube speeds up. Figure 6b shows the effect of changing pressure for equal wall and fluid temperatures, T w = T b = 20°C. Again, small temperature gradients have little effect at pressures far from P c (P = 25 and 45 bar), but close to it (P = 29 bar), the effects are large due to the density fluctuations near the critical point, as evidenced by the ''M''-shaped, non-Poiseuille profile.
Lastly, Fig. 6c shows that varying T b (with fixed T w = 21°C) also produces a transition from wall heating to wall cooling. The M-shaped wall-heating profile is most pronounced when the fluid conditions (T b , P) are closest to the critical point. Under all experimental conditions given thus far, the low pump flow rate of 0.5 ml/min is expected to produce a laminar entrance flow so long as the Reynolds number remains low (Re \ 2,300). Near the critical point, both the density and the viscosity fluctuate, and there is uncertainty in the Reynolds number in that regime; however, a stable reference Reynolds number, Re 0 , was defined using the inlet parameters (Table 1) , and these values were found to be far below the classical turbulent transition threshold. The diameter of the tube was D = 1.524 mm, the mean velocity was v = 4.625 mm/s, and the density q and dynamic viscosity l values for C 2 F 6 were obtained from the National Institute for Standards and Technology (Lemmon et al. 2013) . The maximum velocity was calculated using the 0.5 ml/min flow rate and assuming incompressible flow, and it therefore represents the maximum possible value (in practice, a compressible fluid will have a lower flow rate). The associated Grashof (Gr) and Richardson (Ri) numbers were also calculated (Table 1) , and it is clear by the large Richardson number near the critical pressure (i.e., P & 29 bar) that the buoyancy forces are greatest in that regime. The smallest-magnitude Richardson numbers are at pressures farthest from the critical point, suggesting that these conditions should have the lowest buoyancy effects as seen in the velocity maps/ profiles. In the case where buoyancy effects are strong, the lower threshold for turbulence would indicate the potential for turbulent effects in this low-Re flow (Jiang et al. 2008c) . walls relative to the tube center produces a buoyancy effect opposite of the cooling case, with increased flow velocity near the wall.
In each temperature scenario in Fig. 5 , the fluid pressure relative to the critical pressure affects sensitivity to heat transfer. The fluid at 25 bar corresponds to a high-pressure gas, and it appears to behave as an incompressible fluid and to be relatively insensitive to the different heat transfer conditions. This is evidenced by close agreement with the Poiseuille profile under each condition. The fluid at 29 bar is nearest the critical pressure, and the mean velocity is notably lower than the reference Poiseuille profile in each case. Since a fluid near its critical point is known to have enhanced compressibility, a reduction in the mean velocity is expected. The fluid at this near-critical pressure is also the most sensitive to heat transfer. Under wall-cooling conditions (Fig. 5a) , the fluid at the walls reverses direction with respect to the upward advection, while with wall heating (Fig. 5c) , there is enhanced upward velocity near the wall. The fluid at 45 bar is well above the critical pressure. It is more sensitive to heat transfer than the 25 bar fluid but less sensitive than the 29 bar fluid and behaves like an incompressible fluid under neutral heat transfer conditions as shown by agreement with the predicted Poiseuille profile in Fig. 5b .
A notable feature of the flow at 45 bar with wall heating (Fig. 5c ) is the ''blunting'' of the profile near the center and increase in velocity near the walls. This is associated with buoyancy effects near the heated wall generating faster flow and the onset of an ''M-shaped'' velocity profile due to the interaction of pressure driven and buoyancy-driven flow as discussed in detail below (Fig. 6) . The near-critical 29 bar flow with wall heating (Fig. 5c ) in contrast shows significant blunting of the velocity profile but not the higher velocity near the heated tube walls. Although the inlet Re 0 for all system pressures indicates that the flows are laminar, the profile at 29 bar with wall heating (Fig. 5c) suggests that the temperature gradient from the pipe center to the wall is smaller at 29 bar than 45 bar, based on stronger buoyancy forces generating the faster velocity near the wall at 45 bar. This effect is likely due to enhanced mixing in the near-critical 29 bar flow due to the large fluctuations in density and consequent velocity fluctuations at the critical phase transition. Figure 6 shows parameter variation in a narrower range about the critical point. The reduction of viscosity that is characteristic of near-critical fluids (Landau and Lifshitz 1959) is manifest by reduction of shear stress near the walls. Figure 6a shows the effect of decreasing the wall temperature from T w = 20 -18 °C while the bulk fluid is near its critical temperature and pressure (T b = 20 °C, P = 29 bar). When T w = T b = 20 °C, a ''zero heat transfer'' condition is expected; however, temperature gradients may exist that are Propagators are shown in Fig. 7 for the three pressures (rows) and three heat transfer scenarios (columns). These propagators give complementary information to the velocity maps (Fig. 5) . Since the profiles are all Poiseuille in the minimal heat transfer case (cf. Fig. 5b ), the corresponding propagators (central column, Fig. 7b , e, and h) demonstrate the general features of this case, which are described in (Codd et al. 1999) . At short D, diffusion dominates, and the propagator is nearly Gaussian, but as D is increased, the expected hat function profile of Poiseuille flow becomes more evident. This is best observed at 45 bar for D = 50 ms (Fig. 7h) , since diffusivity is lower in the supercritical fluid at this higher pressure. Conversely, the diffusive broadening at the lower pressures is greater (Fig. 7b) , and this wider Gaussian convolved with the hat function of the velocity distribution broadens and smooths the propagator. At longer D, the width of the propagators becomes narrower due to Taylor dispersion, and the known peak at low velocities due to wall reflections emerges (Codd et al. 1999) . In terms of the dependence on D, all of the general propagator characteristics for Poiseuille flow are observed in the minimal heat transfer scenario.
The propagators for coil temperatures T w = 15 or 25°C are shifted to lower or higher velocities corresponding to heat removal or addition, respectively. For all three pressures, the wall-cooling case (Fig. 7a, d , and g) produces a peak in the curve at low velocities because of the denser, slower-moving fluid near the walls. Near the critical pressure, at P = 29 bar (Fig. 7d) , the relative difference in density near the wall versus the tube center is largest, and there is a more pronounced shift to lower velocities consistent with the downward flowing fluid near the walls (as observed in the corresponding velocity profile, Fig. 5a ). The wall-heating case (Fig. 7c, f, and i) produces an increase in the amount of fluid at higher velocities. For P = 25 bar (Fig. 7c) , the propagators look qualitatively similar to the no-heating case because the higher T w maintains the fluid within the supercritical temperature range, and heat transfer effects are therefore not so pronounced as when the T w is below the critical temperature (cf. Fig. 7a ). At 29 and 45 bar (Fig. 7f, i) , the pronounced high-velocity peak results from the non-parabolic velocity profiles, resulting in more fluid with high velocity. Figure 8 compares the propagators at the shortest and longest observation times (D = 10 and 100 ms) in the minimal heat transfer scenario for P = 25, 29, and 45 bar. At the shorter observation time (Fig. 8a) , the dynamics are dominated by diffusion, but at the longer time (Fig. 8b) they are dominated by the advective motion. This is evident in that at 10 ms, the curves are near-Gaussian, indicating stochastic Brownian motion, but the 100 ms curves are hat functions impacted by hydrodynamic dispersion (Codd et al. 1999) indicating Poiseuille advective motion. At the D = 10 ms observation time, the diffusivity is represented by the width of the Gaussian distributions, while the mean velocity is represented by mean position shift relative to v = 0 mm/s. At the 25 and 29 bar pressures, the broader distributions show greater diffusivity compared to the 45 bar case. At the D = 100 ms observation time, the advective hat function profiles become apparent. Here, peak velocity is shown by the rightmost edge of the hat function, and it can be seen that these agree with the peak velocities from the velocity profiles (cf. Fig. 5b) . Notably, the P = 29 bar propagator has a lower peak velocity due to compressibility. The D = 100 ms data indicate that hydrodynamic dispersion impacts the nearcritical 29 bar fluid more than the 25 bar high-pressure gas as indicated by the peaking of the distribution near v = 0 mm/s due to reflection of fluid near the wall, which generates enhanced sampling of low velocities near the wall (Codd et al. 1999; Rassi et al. 2012) . The higher diffusion of the gas and near-critical fluid generate velocity distributions more impacted by hydrodynamic dispersion than the 45 bar supercritical fluid, which indicates slight blunting of the Poiseuille velocity distribution and little impact of diffusion across streamlines at d = 100 ms. 25 ± 1 9 5 ± 5 94 ± 5 91 ± 5 -600 ± 200 -100 ± 20 90 ± 20 -80 ± 20 -12 ± 2 1 1± 1 29 ± 1 117 ± 6 114 ± 5 110 ± 5 -11,700 ± 400 -300 ± 100 230 ± 70 -970 ± 100 -26 ± 10 21 ± 5 45 ± 1 8 6 ± 1 87 ± 1 90 ± 1 -360 ± 20 -82 ± 6 9 1± 7 -45 ± 2 -10.2 ± 0.5 10.6 ± 0.6
Reynolds numbers (Re 0 ) are given for the fluid at the magnet entrance, where the bulk temperature (T b ) is in equilibrium with the walls. Grashof (Gr) and Richardson (Ri) numbers are given for fluid at temperature T b = 23°C and at the indicated wall temperatures (T w ). The ± signs indicate the direction of buoyant forces, and Gr is scaled by 10 3 to facilitate comparison. Uncertainties reflect the change within a ± 1 bar range about the stated pressure to convey their variability, particularly about the critical P and T critical temperature is below room temperature of the laboratory environment, its critical pressure is relatively easy to maintain inside of the restrictive environment of an MR spectrometer, and the intensity of the 19 F signal is comparable to 1 H signal. The flow loop has been designed to accurately control the pressure and flow rate of the fluid for a study of buoyancy effects, and the use of noninvasive MR has shown itself a useful method in revealing the flow dynamics in a near-critical fluid without perturbing the flow. The effect of heat transfer between the fluid and the walls has been explored, and predictions of enhanced sensitivity to wall-cooling/wall-heating when temperature and pressure were near the critical point were confirmed. Propagator measurements indicate the transport dynamics can be tuned using the fluid thermodynamics and heat transfer boundary conditions. At conditions away from the critical point, minimal time is required to reach steady state. Near the critical point, however, generation of stable velocity distributions takes *280 min, and velocity maps (Fig. 9) and propagators ( Fig. 10 ) acquired during this period reveal the progression to steady state. The propagators (Fig. 10) show that the flow started out with an average velocity of *0.9 mm/s, and the velocity maps (Fig. 9) show the highest velocities were nearest the walls, falling off to almost zero in the center of the tube. The flow field continued to change until approximately 280 min, with the velocity dropping near the wall and increasing in the center. The velocity maps at 70 and 140 min are nearly equivalent, and this similarity can also be seen in the corresponding propagators. The propagator that was taken at 175 min shows commencement of a shift to higher velocities. The final velocity map and propagators reveal that the average velocity is about 2.8 mm/s at steady-state conditions. An additional velocity map and propagator taken after the 280 min threshold during separate runs showed that the final steady-state flow dynamics were repeatable for the given temperature and pressure. The much longer equilibration time near the critical point is presumably due both to fluid compressibility effects and differences in transport properties in this fluid dynamic regime. The compressible, near-critical fluid will require more time to accelerate to its steady-state flow rate than an incompressible fluid. Additionally, the thermal conductivity is known to approach zero at the critical point (Landau and Lifshitz 1959) , and the time for the temperature distribution to stabilize across the tube diameter is thus expected to be longer. While temperature profiles were not specifically measured in this study, the velocity maps (Fig. 9) show that the flow field is initially characterized by rapid, buoyancy-driven flow near the walls, but then transitions into a more uniform velocity distribution, suggesting that a temperature gradient has been diminished over the course of the 280 min equilibration time.
Of interest as well is the transient shift to higher velocities of the propagator at 245 min. The cause of the perturbation is not specifically known, although it might have been a fluctuation in the room temperature. Nonetheless, at later times, the system returned to the same dynamics as observed at 210 min in all subsequent propagators. This demonstrates the stability of the system under the given thermodynamic conditions, since the same steady-state dynamics are recovered following a perturbation.
Conclusions
Velocity maps and propagators have been acquired for a supercritical fluid during upward advective flow in a tube. Hexafluoroethane was chosen for the fluid because its
