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Light nuclei at room temperature and below exhibit a kinetic energy which significantly deviates
from the predictions of classical statistical mechanics. This quantum kinetic energy is responsible
for a wide variety of isotope effects of interest in fields ranging from chemistry to climatology. It also
furnishes the second moment of the nuclear momentum distribution, which contains subtle informa-
tion about the chemical environment and has recently become accessible to deep inelastic neutron
scattering experiments. Here we show how, by combining imaginary time path integral dynamics
with a carefully designed generalized Langevin equation, it is possible to dramatically reduce the
expense of computing the quantum kinetic energy. We also introduce a transient anisotropic Gaus-
sian approximation to the nuclear momentum distribution which can be calculated with negligible
additional effort. As an example, we evaluate the structural properties, the quantum kinetic energy,
and the nuclear momentum distribution for a first-principles simulation of liquid water.
One of the most commonly adopted approximations
in atomistic simulations of materials and chemical com-
pounds is the assumption that atomic nuclei behave as
classical particles. Unfortunately, whenever hydrogen
or other light nuclei are present and the simulation is
performed at or below room temperature, significant
deviations from classical behaviour are to be expected.
Moreover, many interesting physical phenomena and
experimental observables depend directly on the quan-
tum nature of the nuclear motion. This implies that
an explicit treatment of nuclear quantum effects (NQE)
may not only be desirable to improve the accuracy of the
simulation; it can even be essential for comparison with
experiments. In particular, the quantum kinetic energy
(QKE) underlies all changes in relative free energy asso-
ciated with isotopic substitution, which are responsible
for phenomena as diverse as isotope effects in enzyme
catalysis and the fractionation of isotopes between dif-
ferent compounds and phases. The accurate evaluation
of NQE therefore has implications for disciplines rang-
ing from chemistry, biochemistry, and materials science
to geology, archaeometry, and climatology [1].
The state-of-the-art method for computing the QKE
involves the use of path integral molecular dynamics
(PIMD) [2]. This allows one to systematically converge
NQE but introduces an often prohibitive overhead with
respect to a simulation with classical nuclei, since one
has to compute the energy of many replicas of the phys-
ical system. Recently it has been suggested that a gen-
eralized Langevin equation (GLE) can be used to model
NQE less expensively [3, 4], and that systematic con-
vergence can be obtained by combining path integrals
(PI) with an appropriate GLE [5]. In the present Let-
ter we generalize this PI+GLE approach in such a way
that different quantum mechanical observables, includ-
ing the QKE, can be obtained at a fraction of the cost
of a full PI calculation. We also introduce a conve-
nient “transient anisotropic Gaussian” (TAG) approx-
imation to the nuclear momentum distribution n(p).
This significantly simplifies the task of comparing first-
principles atomistic modeling with deep inelastic neu-
tron scattering (DINS) [6] – a promising experimental
technique which directly probes the quantum nature of
light atoms.
Path integral molecular dynamics is based on the iso-
morphism between the quantum mechanical partition
function of a system of N distinguishable particles and
the classical partition function of a so-called ring poly-
mer [7], described by the Hamiltonian
HP (p,q) =
P−1∑
i=0
1
2
p2i +V (qi)+
1
2
ω2P (qi − qi+1)2 . (1)
Here P is the number of replicas (beads) composing the
path, qi and pi are 3N -dimensional vectors describing
the mass-scaled positions and momenta of the particles
in the i-th replica, and V (qi) is the physical potential
acting on replica i. For a simulation at the physical
temperature 1/kBβ, the harmonic interaction between
neighbouring beads is characterized by the frequency
ωP = P/β~, and the ring polymer Hamiltonian (1) must
be sampled at P times the physical temperature.
As the number of replicas is increased, the equilib-
rium properties computed from the simulation converge
to the correct quantum mechanical expectation values.
In particular, one can compute the average potential
〈V 〉 = 1
P
P−1∑
i=0
〈V (qi)〉 (2)
and the quantum kinetic energy (using the centroid
virial estimator [8, 9])
〈T 〉 = 3N
2β
+
1
2P
P−1∑
i=0
〈(qi − q¯) · ∇V (qi)〉 , (3)
where q¯ =
∑
i qi/P is the centroid of the ring poly-
mer. The convergence of the averages (2) and (3) to the
quantum expectation values for a system whose fastest
normal mode has frequency ωmax requires a number of
replicas of the order of β~ωmax, making the PI approach
very demanding when simulations are performed at low
temperature, or in the presence of stiff vibrations.
It has recently been shown that this overhead can be
removed by using correlated noise to construct a tai-
lored, non-equilibrium Langevin dynamics that mimics
NQE using a single replica [3]. This approach can be
made exact in the harmonic limit, without requiring
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2explicit knowledge of the Hessian, but it is inherently
approximate in any real system containing anharmonic-
ities. To address this shortcoming, one can combine cor-
related noise with PIMD [5]. In this PI+GLE approach,
each replica is subject to an independent instance of
the same GLE thermostat, which is designed in such
a way that the expectation value 〈V 〉 is exact for any
number of replicas in the harmonic limit. Convergence
is approached systematically, such that the computa-
tional effort required to obtain structural properties is
reduced by a factor of 4 or more relative to PIMD [5].
Note, however, that while the average potential (2)
only depends on the positions of individual beads, the
kinetic energy (3) involves their centroid q¯, and there-
fore depends on cross-correlations between the coor-
dinates of different beads. The PI+GLE method de-
scribed in Ref. [5] does not address the convergence of
these correlations, and therefore 〈T 〉 is not guaranteed
to be exact in the harmonic limit. As a result, the ki-
netic energy converges more slowly than the potential
energy, requiring about twice the number of replicas to
reach the same level of accuracy. Fortunately, it is rel-
atively simple to improve PI+GLE to also manipulate
bead-bead correlations. It is in fact sufficient to ap-
ply different GLE thermostats to the different normal
modes of the ring polymer. The desired correlations can
then be enforced in the harmonic limit, by separately
tuning the parameters of the various thermostats.
This idea is readily applied to the problem of design-
ing a “PIGLET” method, which converges 〈T 〉 just as
rapidly as 〈V 〉 [10]. Evaluating (2) and (3) for a one-
dimensional harmonic oscillator of frequency ω yields
〈T 〉 = 1
2β
+
1
2P
ω2
P−1∑
i=0
〈
q2i
〉− 1
2
ω2
〈
q¯2
〉
=
= 〈V 〉+ 1
2β
− 1
2
ω2
〈
q¯2
〉
.
(4)
Therefore, in order to enforce the quantum conditions
〈V 〉 = 〈T 〉 = ~ω
4
coth
β~ω
2
, (5)
one sees that the centroid must be distributed classi-
cally, leaving the fluctuations of the individual beads
to impose the quantum statistics. The simplest way
to ensure this is to apply a classical thermostat to the
centroid coordinate, and the same non-equilibrium GLE
to all the internal modes of the ring polymer. This sec-
ond thermostat must be designed to enforce the correct
quantum fluctuations on each normal mode, in accor-
dance with (5). The desired frequency-dependence of
the thermostat temperature can be obtained by solving
a functional equation analogous to Eq. (16) in Ref. [5].
Parameters for such a GLE thermostat have been gen-
erated using the fitting procedure described in Ref. [11],
and may be found in the supplementary material [12]
or downloaded from [13].
To illustrate the potential of this PIGLET method,
we have performed a simulation of liquid water
modelled using density functional theory, as imple-
mented in the CP2K code [14]. We used the BLYP
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FIG. 1. Per-molecule quantum contribution to the poten-
tial energy and per-atom quantum kinetic energy plotted as
a function of the number of PI replicas. The convergence
of conventional PIMD (blue points) is compared with the
present method (red points). Data points are reported with
2σ error bars, which have been inferred from longer simu-
lations using an empirical water model [12]. In each panel,
the dashed line corresponds to the average computed from
a 32-bead PIMD reference calculation, and the shaded area
to a 2σ confidence interval.
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FIG. 2. Radial distribution functions for the O–O (upper
panel) and O–H (lower panel) pairs. Results from classical
MD are reported in blue, results from a PIGLET simulation
with 6 beads are reported in red. A reference calculation
with conventional PIMD using 32 beads is reported as a
black, dashed line. Statistical confidence intervals are rep-
resented as shaded areas and have been inferred from longer
simulations using an empirical water model [12].
exchange-correlation functional [15], and the same well-
established simulation details as described in Ref. [16].
We performed simulations of a box of 64 water
molecules at a temperature of 300 K and the experi-
mental density. We used a time step of 0.5 fs, and each
simulation was 15 ps long with the first 3 ps discarded
for equilibration. 32-bead PIMD simulations required a
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FIG. 3. Panel (a) shows the principal values of the TAG
kinetic energy tensor as a function of the moving average
window width ∆t, for a 6-bead PIGLET simulation of liq-
uid water at 300 K. Panel (b) compares the classical n(p)
for a proton at 300 K (blue curve) with the TAG n(p) ob-
tained using ∆t = 100 fs. Other values of ∆t in the range
100 < ∆t < 500 fs give the same result to graphical accu-
racy. Note the nearly-perfect agreement with the open-path
n(p) from Ref. [20] (black dashed line), which is in turn in
very good agreement with experimental data [20, 21]. The
TAG gives a significant improvement over an isotropic Gaus-
sian approximation (red dashed line).
shorter time step of 0.25 fs, and were only 7.5 ps long.
Figure 1 demonstrates the fast convergence of 〈V 〉
and 〈T 〉, both of which reach a level of accuracy within
the statistical error of a standard 32-bead PIMD sim-
ulation using just 6 beads. This dramatic reduction in
the computational effort required to compute the QKE
would for instance make it possible to evaluate isotope
fractionation between the liquid and the gas phases of
water by first-principles simulations. In this context,
the delicate balance between the competing quantum
effects which characterise the behaviour of water [17–
19] would provide a sensitive benchmark for the rela-
tive merits of different exchange-correlation function-
als. Furthermore, the increased efficiency in computing
the QKE does not come at the expense of the accu-
racy of structural properties: in Figure 2 we demon-
strate that the O-H and O-O radial distribution func-
tions computed with PIGLET using 6 beads also agree
with those from a 32-bead PIMD simulation to within
the statistical accuracy.
The quantum kinetic energy is also directly related to
the second moment of the distribution of particle mo-
mentum n(p), which can be measured in DINS experi-
ments. The nuclear momentum distribution, however,
contains more information about the chemical environ-
ment of the nucleus than the kinetic energy alone. In or-
der to access n(p) computationally, the state-of-the-art
technique involves performing an open path or displaced
path PIMD simulation, both of which are even more
complex and computationally demanding than conven-
tional PIMD [22].
Fortunately, it turns out that n(p) can often be mod-
elled very accurately as resulting from the spherical av-
erage of an anisotropic three-dimensional Gaussian dis-
tribution [6, 23]. For an individual atom in a rigid en-
vironment, one could imagine constructing such a dis-
tribution by computing the principal components of its
kinetic energy tensor, the virial estimator for which is
Tαβ =
δαβ
2β
+
1
4P
∑
i
[
(qiα − q¯α) ∂V
∂qiβ
+ (qiβ − q¯β) ∂V
∂qiα
]
.
(6)
Here qiα indicates Cartesian component α of the posi-
tion of the i-th replica of the atom in the ring polymer.
If one were to compute the average of (6) for an atom
in liquid water, however, an isotropic tensor would be
obtained, because of the ever-changing orientation of
the water molecules. On the other hand, the fact that
the experimental n(p) agrees with an anisotropic Gaus-
sian model suggests that instantaneously each atom has
a quasi-Gaussian momentum distribution, albeit in a
dynamic, transient frame of reference. This idea sug-
gests a very simple approximation to n(p) based on a
moving average of the kinetic energy tensor:
Tαβ(t; ∆t) =
1
∆t
∫ t+∆t
t−∆t
Tαβ(t
′)
(
1− |t− t
′|
∆t
)
dt′. (7)
Suppose that we evaluate the eigenvalues Tγ (t; ∆t) of
this tensor (sorted in increasing order) at each instant
t, and compute their averages 〈Tγ(∆t)〉 along the tra-
jectory. Then these averages can be used to define a
“transient anisotropic Gaussian” (TAG) approximation
to n(p), with
〈
p2γ
〉
= 2 〈Tγ(∆t)〉 for γ = 1, 2, 3 [24].
As shown in Figure 3(a), all three 〈Tγ(∆t)〉 converge
to plateau values after a characteristic time interval ∆t
– the time needed to establish the principal axes of the
TAG. On a much longer time scale, if the atom in ques-
tion experiences many different transient environments,
one would expect all three 〈Tγ(∆t)〉 to drift, eventu-
ally approaching 〈T 〉 /3 in an isotropic system such as
a liquid. In Figure 3(b) we show that the spherical av-
erage of the TAG generated with the plateau values of
〈Tγ(∆t)〉 almost perfectly matches the results obtained
with heroic effort by Morrone and Car [20] using an
open path integral simulation, and differs significantly
from the n(p) constructed from an isotropic Gaussian
with
〈
p2
〉
= 2 〈T 〉.
The TAG approximation shares some similarities
with the Gaussian approximation to the open path dis-
tribution introduced in Ref. [23], and with the idea of
computing the components of the kinetic energy along
a set of orthogonal vectors anchored to the molecular
axes of individual water molecules [19][25]. Some of
the advantages of the TAG approach are that: (1) it is
not necessary to open any paths, so there is no addi-
tional sampling overhead compared with a conventional
PIMD simulation; (2) since all paths remain closed,
one can increase the statistical efficiency by averaging
the computed n(p) over all equivalent atoms; (3) it is
not restricted to crystals or to systems with identifiable
molecular axes – the local frame of reference of each
atom does not have to be specified in advance but is
4(meV) 〈T 〉 (Exp; Temp.) 〈T1〉 〈T2〉 〈T3〉
H (H2O) 148.2 (145; 296K) 20.6 42.8 84.7
D (D2O) 110.1 (106±5; 292K) 16.4 31.4 62.4
O (H2O) 54.6 14.4 18.3 21.8
O (D2O) 58.1 14.5 19.6 24.0
TABLE I. Per-atom QKE and its TAG components in sim-
ulations of light and heavy water at 300 K, computed using
∆t = 100 fs. NQE were described by the PIGLET method
with 6 beads. All the statistical errors are smaller than
0.1 meV. Where available, experimental results at a similar
temperature are reported in parentheses [21].
determined automatically; and (4) it comes with an in-
ternal sanity check, since one can verify the existence of
a transient local environment by checking that all three
〈Tγ(∆t)〉 reach well-defined plateaus.
The TAG n(p) is also sufficiently accurate to reveal
some rather subtle effects, which may be detectable in
DINS experiments that are currently underway [26]. In
a comparative study of light and heavy water, one finds
that while the D nuclei have a lower QKE in D2O than
the H nuclei in H2O, the oxygen nuclei actually have
a higher QKE in D2O than in H2O. This observation
can be rationalised in terms of a reduced mass effect,
whereby the O nucleus in heavy water shares a higher
fraction of the intra-molecular zero-point energy than
the oxygen in light water. As shown in Table I, the
effect is clearly captured by the TAG approximation.
One of the components of the O momentum distribu-
tion, orthogonal to the plane of the molecule, is almost
unaffected by the isotope substitution, while the compo-
nents which contribute to the intra-molecular vibrations
possess a higher QKE in D2O than in H2O.
The methods we have introduced in this Letter clearly
simplify the task of computing properties related the
quantum nature of light nuclei, potentially enabling
comparison with experimental observations in more
complex cases than have hitherto been possible. The
resulting interplay between theory and experiment will
be essential to unravel the competing quantum effects
that govern the behaviour of water and other hydrogen-
bonded systems [18].
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