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 Abstract 
In this dissertation, the role of mineral catalysis for redox reactions, and the thermodynamics, 
mechanism, and atomic and electronic structure of ionic substitution in minerals are investigated 
using experimental and computational approaches. 
There has been an increasing understanding in the literature and from our group’s previous 
work that semiconducting minerals catalyze otherwise-slow redox reactions in the environment, 
either by partially dehydrating the reactants or by shuttling electrons from the reductant to the 
oxidant. In this context, Chapter II investigates redox transformation of selenium (Se) catalyzed 
by magnetite (Fe3O4). A novel electrochemical setup using a powdered mineral as the working 
electrode and catalytic surface was applied to measure the redox thermodynamics and to identify 
the reaction mechanisms as a function of speciation, pH, and Eh. We find direct evidence of a 
multi-electron transfer process for Se reduction and nucleation mediated by magnetite. This study 
advances our understanding of Se oxidation state changes and catalytic effects of Fe-bearing 
minerals in subsurface environments. 
Chapter III investigates mineral catalysis further by adding photons as the main driving force 
of the electron transfer. The photocatalytic reactivity of anatase (TiO2) indicates interaction 
between uranyl (as an electron acceptor), organic ligands (electron acceptor and ligand), catalytic 
surfaces, and UV light at different wavelengths, all of which are necessary to promote the redox 
kinetics. Uranyl removal was almost independent of wavelength for acetate- and oxalate-
containing solutions whereas greater removal was observed for EDTA (using UV-C) and
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hydroquinone (UV-A) solutions. Our results suggest that formation of uranium-ligand complexes 
plays a critical role in controlling the reactivity of uranyl species and the stability of reduced 
uranium species in the course of the photoreaction. 
In Chapters IV and V, quantum-mechanical modeling has been applied to simulate ionic 
substitution in minerals and establish the thermodynamic basis for using these incorporated phases 
as a geochemical probe and the structural stability of solid solutions in the environment. Chapter 
IV addresses the energetic stability and geometry of sulfur (S) in multiple oxidation states in apatite 
[Ca5(PO4)3(F,OH,Cl)]. These properties of S-incorporated apatite vary depending on (1) the 
major/minor ions in apatite and their site preferences, and (2) the molecular geometry and 
orientation of S oxyanions in the structure. These new computational results provide the 
thermodynamic framework required to investigate the potential role of S in apatite as a proxy to 
trace redox conditions in hydrothermal-magmatic systems. 
In Chapter V, thermodynamic mixing properties of sulfate-chromate (S-Cr) and sulfate-
selenate (S-Se) solid solution and of sulfate-phosphate-arsenate (S-P-As) solid solutions in alunite 
supergroup minerals are investigated. This work includes the first geochemical application that 
combines first-principles calculations, statistical thermodynamic analysis, and the convex hull 
method to derive phase diagrams of binary and ternary solid solution. S-Cr and S-Se solid solutions 
in alunite [KAl3(SO4)2(OH)6] and jarosite [KFe3(SO4)2(OH)6] tend to be complete at room 
temperature and no ordering is acquired at or above ambient conditions. Our computed phase 
diagrams of S-P-As mixing suggest that binary solid solutions between pairs of sulfate, phosphate, 
and arsenate in alunite-like minerals scarcely occur below 100 C, are limited to temperatures from 
100 to 300 C, and become extensive or complete above 300 C. Our computational model 
demonstrates the potential role of alunite and jarosite as an indicator for the equilibrium 
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temperature on magmatic-hydrothermal processes as well as in controlling toxic elements for long-
term immobilization.
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Chapter I. Introduction 
 
While traditionally, mineralogists have focused on the structural, physical, and chemical 
properties of bulk minerals, minerals in natural systems (especially, nano-sized minerals due to the 
large specific surface areas and reactivity) can play a central role in environmentally-relevant 
reactions, such as crystal growth/dissolution, ion exchange with the aqueous phase, and redox 
transformation catalysis. In addition, the thermodynamics, as well as the atomic and electron 
structure of foreign elements or molecules present within the mineral structure have led to 
understanding of using natural minerals as geochemical probes such as a geothermometer and an 
(oxy)barometer in a variety of geological systems. Fundamental investigations on these subjects 
have been made possible by the refinement and widespread use of spectroscopic and microscopic 
techniques as well as fast development in computational methods.  
The semiconducting properties of transition metal oxides and sulfides have recently gained 
attention because of their geochemical and environmental implications (e.g., Renock et al., 2013; 
Yuan et al., 2015). Semiconducting minerals have been identified as catalysts that facilitate 
otherwise slow redox reactions in natural environments and engineered systems designed to 
degrade hazardous chemicals (Xu and Schoonen, 2000). While, conventionally, the bandgaps of 
semiconducting minerals are measured using UV-vis spectra (López and Gómez, 2012), novel 
electrochemical techniques have been proposed to directly measure the electron transfer capability 
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of semiconducting oxide/sulfide minerals and Fe-bearing clay minerals (Tratnyek et al., 2011; 
Renock et al., 2013; Yuan et al., 2015).   
Upon the process of crystallization, the mineral structure determines how (trace) elements 
partition between the mineral and the reaction media such as melt and aqueous phases. Since 
elements contained in the structure behave as passive tracers of these processes, their distribution 
can yield process-specific information, for example, change in temperature, pressure, and oxygen 
fugacity in magmatic evolution (Allan et al., 2001). Spectroscopic techniques (XANES, EXAFS, 
SIMS, LA-ICPMS, XPS, and XAS, to name a few) have been employed to determine (trace) 
elements contained in minerals and their chemical characteristics (e.g., coordination geometry and  
oxidation state; Henderson et al., 2014). In addition, computational approaches (e.g., density 
functional theory (DFT) and classical force field modeling) are useful in predicting the 
atomistic/electronic structures and thermodynamics of chemical species in or on mineral phases. 
A combined approach of experimental and computational methods is often needed when a 
mechanistic and thermodynamic understanding cannot be fully obtained from experiments alone.  
This dissertation explores (i) the role of mineral catalysis for redox reactions based on redox 
chemistry experiments and (ii) the thermodynamics, atomic/electronic structures and mechanisms 
of ionic substitution in minerals by employing DFT calculations. The following sections of 
Chapter I describe the background of these research objectives and methods in details as well as 
introductions to Chapters II to V.   
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1.  Minerals as redox catalysts in geochemical reactions and environmental 
treatments  
There has been an increasing awareness that electron transfer processes can be mediated by 
semiconducting minerals. Mineral-catalyzed redox reactions can be sped up by orders of 
magnitude compared to their analogous reaction in solution. Since the toxicity and mobility of 
chemical species in the environment are highly dependent on their oxidation state, the kinetics of 
redox processes has been considered an important contribution to control the fate and transport of 
organic and inorganic species in natural environments (Xu and Schoonen, 2000; Tratnyek et al., 
2011). The role of the catalyzing mineral can be dehydrating the reactants to make them more 
amenable to electron shuttling or aiding in the actual electron transfer process. If it is the latter, 
one has to understand a complicated pathway from the electron donor into the catalyst, electronic 
changes in the catalyst, and finally the shuttling of electrons from the catalyst towards the oxidant. 
In order to understand this process of electron transfer through the catalyst, using an electronic 
energy diagram can be helpful. In the energy diagram of a semiconducting solid (Figure 1-1A), 
the conduction band (CB) is mostly empty and the valence band is the pool of electrons that can 
hop into the CB when excited by energy or photons. There are two mechanistic processes to 
explain abiotic redox transformation. One process is that the energy level of the conduction band 
of a mineral phase is lower than that of the electron donor but higher than that of the electron 
acceptor, such that an electron is transferred from the electron donor into the conduction band of 
the catalyst and then into the electron acceptor (Figure 1-1A). The main driving force is the redox 
potential gradient between the donor (has to be higher) and acceptor (lower). However, if the 
energy level of electron donor is lower than the CB of a mineral phase (Figure 1-1B), an external 
photon of sufficient energy can provide the energy needed to lift the electron to the CB of the 
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catalyzing mineral. In this case, the driving force is photons with wavelengths that match the band 
gap in the semiconducting mineral.   
Although some naturally occurring minerals (e.g., magnetite, hematite, ilmenite, anatase, 
pyrite, and sphalerite) are known to be semiconducting, our understanding about catalytic redox 
properties of semiconducting minerals is limited in most (bio-)geochemical and environmental 
processes. In this context, this dissertation explores the properties of mineral catalysis (Chapters 
II and III) upon redox transformation of chemical elements in geochemical systems and 
environmental treatments.  
 
Fig. 1. 1. Mechanistic schematic of electron transfer mediated by semiconducting minerals. The 
main driving force is (A) the redox potential gradient in the non-photolytic process and (B) the 
electromagnetic radiation whose wavelength matches the band gap between the bottom of the 
conduction band (CB) and the top of the valence band (VB) in the photolytic process. 
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1.1. Can Fe-bearing mineral minerals in the environment catalyze redox reactions of trace 
elements?  
In Chapter II, the redox chemistry is investigated as a function of pH and Eh as well as the 
influence of the catalyzing mineral. This experimental work has focused on redox transformations 
of selenium (Se) as catalyzed by magnetite (Fe3O4).  
While Se is an essential nutrient at micromole concentrations, it becomes toxic at higher 
concentrations. Its mobility, toxicity, and bioavailability are greatly influenced by its redox 
chemistry. Se is present in natural environments in +6, +4, 0, and –2 oxidation states in dissolved 
or solid form, and at the –1 oxidation state in some pyrite-like solids (e.g., ferroselite (FeSe2); 
Williams and Byers, 1934). 
In order to achieve fast and controlled variation in the redox conditions in solution and 
controlled determination of the resulting electron transfer between the mineral catalyst and the 
respective Se species, I have used a novel electrochemical setup that involves the use of powdered 
mineral as the working electrode. This approach measures the thermodynamics (from peak 
positions in a current vs. redox potential diagram) and kinetics (peak area per time) of redox 
processes catalyzed by natural minerals. This procedure helps in identifying relevant reaction 
mechanisms mediated by minerals as a function of pH and Eh. A combined approach between 
electrochemical experiments and X-ray photoelectron spectroscopy analysis is applied to 
determine whether Se reduction and nucleation are mediated by magnetite.  
1.2. How do organic molecules act as ligands and electron donors upon the photocatalytic 
reduction of uranyl? Does the energy (or wavelength) of UV light matter upon the 
photoreduction? 
In Chapter III, the photocatalytic reactivity of the semiconducting mineral has been 
investigated and key reaction parameters have been identified upon the process of electron transfer 
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between the organic electron donor and the metal ion. This investigation focuses on the 
photochemical reduction of uranyl (UO2
2+) as catalyzed by anatase (TiO2).  
The uranyl ion is the most stable form of uranium with the oxidation number VI in natural 
settings such as soils and groundwater, and in waste mixtures (for example, in nuclear waste 
disposal sites). Although the mobility of uranyl can be retarded by sorption onto mineral and solid-
waste surfaces as well as secondary mineralization (Yang and Davis, 2000; Kim et al., 2015), 
remobilization may occur due to complexation with dissolved ligands, thereby potentially 
spreading pollution.  
There is a general consensus that the heterogeneous photoreduction of uranyl with organic 
compounds is hindered in the presence of dissolved oxygen and that in anoxic solutions, uranyl 
can be reduced and precipitated as U(IV)-bearing oxides. In spite of this knowledge, it is not clear 
how organic molecules influence this photochemical reaction as they act as not only electron 
donors but also ligands. In addition, more electrons will overcome the bandgap of semiconductors 
as the wavelength of UV radiation becomes shorter. One question to be answered in Chapter III is 
whether UV radiation with shorter wavelengths and thus creating more electron-hole pairs in the 
anatase catalyst will be either cooperative or inhibitive to uranyl photoreduction. Chapter III is the 
first investigation demonstrating the oxidation of oxalate and hydroquinone as coupled with 
photocatalytic uranyl reduction. The three subclass regions of the UV spectrum, UV-A, B, and C, 
are used to examine how uranyl photoreaction with varying organic ligands responds to these 
regions of UV light. XPS analysis and its ability to discern oxidation states of adsorbed species 
were adopted to obtain direct evidence for U photoreduction as catalyzed by the irradiated mineral 
catalyst. Based on the uranium speciation with the organic ligand, reaction mechanisms and effects 
of organic ligands and UV wavelengths on photocatalytic reduction of uranyl are discussed. In 
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addition, quantum-mechanical calculations were performed to visualize where on the uranyl-
organic complex a nucleophilic attack would be most likely to occur. 
 
2. Ionic substitution in minerals as an indicator for physical and chemical 
constraints in geochemical systems and atomistic modeling of their 
thermodynamic properties.  
Ion substitution is a spontaneous reaction when minerals form with coexisting foreign 
elements. From a thermodynamic point of view, energy is required for ionic substitution (∆Hinc > 
0), i.e., a trace-element bearing mineral is less stable than the corresponding pure mineral (Figure 
1-2). However, since the contributions of disorder to the total entropy (T∆S > 0) lower the total 
Gibbs free energy (G=H-TS), trace ions replacing a major ion in a mineral is energetically 
favorable to a certain extent at finite temperatures; the more unfavorable ∆Hinc, the smaller the 
proportion of incorporation will be. Upon the growth of minerals in fluids (e.g., melt and water), 
partitioning of (trace) elements to the mineral phase determines the proportion of ions as a result 
of ionic substitution and is often termed as incorporation and solid solution.  
Incorporation and solid solution of foreign elements in minerals enable isotopic dating of 
geological events from natural samples, unearth valuable metals from ores, and sequestrate 
contaminants such as heavy metals for long time scales. For instance, uranium (U) and thorium 
(Th) readily substitute for zirconium in zircon (ZrSiO4) (Ferriss et al., 2010). Radiogenic isotopes 
of U and Th in zircon are measured to date geological processes, which is known as U-Th-Pb 
geochronology (Schoene, 2014). Monazite, with the general formula [(Ce, La, Nd, Th)(PO4, 
SiO4)], forms solid solutions to limited or extensive degrees at the cation  and the anion sites and 
thus becomes an important ore for thorium and rare earth elements. For example, the Th content 
8 
 
of monazite is variable and can be up to 30 %. Accommodating contaminants in sparingly soluble 
minerals is considered a promising approach for environmental treatment. In the context of nuclear 
waste disposals, incorporation of radioactive elements in stable structures of carbonate and sulfate 
minerals has been studied computationally and experimentally (Walker and Becker, 2015).   
 
Fig. 1. 2. Schematic diagram of thermodynamic variables as a function of the extent of ionic 
substitution in the mineral phase. 
 
In Chapters IV and V, quantum-mechanical modeling has been applied to simulate ionic 
substitution in minerals and establish the thermodynamic basis for using this system as 
geochemical probes. The first step of this computational procedure is to establish reaction 
equations of ionic substitution in the mineral of interest (Fig. 1-3). For example, the formation of 
olivine solid solution with a composition of [MgFeSiO4] can be evaluated from an equation 
describing mixing between two end members, forsterite (Mg2SiO4) and fayalite (Fe2SiO4). The 
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next step is to run density functional theory (DFT) modeling to evaluate energies of individual 
reactants and products species and ultimately the reaction energy of ionic substitution such as 
incorporation of trace elements and binary/ternary solid solutions. If needed, thermodynamic 
analysis or frequency/phonon calculation is performed to obtain thermodynamic variables such as 
Gibbs free energy, enthalpy, and entropy. While frequency/phonon calculations allow for the 
analysis of the vibrational part of the entropy, the configurational entropy, which deals with the 
number of configurations that can be generated for a given concentration of substituting ions, and 
the loss of entropy due to ordering of the solid solution are calculated using statistical 
thermodynamic integrations. 
 
 
Fig. 1. 3. Schematic diagram of the computational approach applied to subjects regarding ionic 
substitution.  
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2.1.  Applying quantum-mechanical modeling to simulate sulfur incorporated into apatite 
and establishing the thermodynamic basis for using this system as an oxybarometer. 
In Chapter IV, the thermodynamics and geometry of S incorporation into apatite 
[Ca5(PO4)3(F,OH,Cl)] were investigated based on the computational approach described above. 
Despite previous studies demonstrating the evolution and variation of S recorded in apatite phases 
from igneous systems (Peng et al., 1997; Streck and Dilles, 1998; Parat et al., 2002; Parat and 
Holtz, 2004; Parat and Holtz, 2005), little is known about the structure and thermodynamic 
stability of S in apatite. The recent study by Konecke et al. (2017) is the first to show semi-
quantitatively that variable abundances of S6+, S4+, and S2– are incorporated into apatite as 
crystallized from a mafic silicate melt under varying oxygen fugacity (fO2) conditions. The new 
experimental data on S redox chemistry in apatite highlight the need for a theoretical understanding 
of the structural incorporation of different S species into apatite in order to understand the 
thermodynamics of incorporation as well as changes in the atomistic and electronic structure.  
The relative stability of S with different oxidation states (S6+, S4+, and S2-) in apatite is 
calculated with reference to common solid source phases for S (e.g., gypsum for SO4
2- and troilite 
for S2-) and sink phases that accommodate the replaced anions from apatite (e.g., monazite for 
PO4
3-). This computational approach permits the determination of the energetic favorability of S 
incorporation into apatite depending on the occupancy of the column anion or cation impurities 
favorable for coupled substitution and the electronic structure and structural distortion of the 
incorporation site upon S incorporation. Based on the results of this computational study along 
with the published experimental data (Konecke et al., 2017), the potential role of S-in-apatite as a 
proxy to trace redox in magmatic systems is discussed.  
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2.2. Thermodynamic mixing properties of alunite supergroup minerals: Quantum 
mechanical modeling and statistical thermodynamic analysis 
In Chapter V, thermodynamic mixing properties of sulfate-chromate (S-Cr) and sulfate-
selenate (S-Se) solid solution and of sulfate-phosphate-arsenate (S-P-As) solid solution in alunite 
supergroup minerals are computationally investigated. In various geological settings, alunite 
supergroup minerals including the end members alunite [KAl3(SO4)2(OH)6] and jarosite 
[KFe3(SO4)2(OH)6] occur in extensive solid solution on both the cation and anion sites, enabling 
them to accommodate a variety of elements. Jarosite is known for scavenging heavy metals on the 
K site (e.g., Pb in solid solution between jarosite and plumbojarosite) in acid mine drainage 
settings; in addition, both jarosite and alunite can be important in controlling toxic anions such as 
selenate, chromate, or arsenate. However, there is no thermodynamic information on the solubility 
of these important cations and anions as a function of temperature, in part because this information 
is difficult to obtain experimentally.  
Prior to performing the actual DFT calculations, possible configurations of ion arrangements 
within each solid solution are created to represent intermediate compositions between the end-
member species. DFT modeling is performed to estimate the corresponding excess energy of 
configurations with respect to a physical mixing of end-members. The enthalpy of mixing can be 
derived using statistical thermodynamic analysis and assuming a Boltzmann distribution of 
energies. Thermodynamic integration then allows for the derivation of Gibbs free energies and 
configurational entropies of mixing for respective solid solution series. This work is the first to 
evaluate the solid solution limit of alunite supergroup minerals as a function of temperature. Our 
computed data are revisited to compare with previous experimental and field observations on 
alunite supergroup minerals. This computational work evaluates the significance of solid solution 
formation of alunite supergroup minerals in controlling toxic elements for long-term 
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immobilization in aqueous and subsoil environments and in estimating the equilibrium temperature 
of their formations in magmatic-hydrothermal systems. 
 
3. Scientific contributions of the dissertation.  
The experimental and computational works described in Chapter II to V have been published 
and other manuscripts for extended projects are in preparation and briefly introduced in Chapter 
VI. 
 Chapter II: Kim Y., Yuan K., Ellis B. R. and Becker U. (2017) Redox reactions of selenium 
as catalyzed by magnetite: Lessons learned from using electrochemistry and spectroscopic 
methods. Geochimica et Cosmochimica Acta 199, 304-323. 
 Chapter III: Kim Y., Marcano M. C., Ellis B. R. and Becker U. (2018) Photocatalytic 
reduction of uranyl: Effects of organic ligands and UV light wavelengths. American 
Journal of Science 318, 949-968. 
 Chapter IV: Kim Y., Konecke B., Fiege A., Simon A. and Becker U. (2017) An ab-initio 
study of the energetics and geometry of sulfide, sulfite, and sulfate incorporation into 
apatite: The thermodynamic basis for using this system as an oxybarometer. American 
Mineralogist: Journal of Earth and Planetary Materials 102, 1646-1656. 
 
 Chapter V: Kim Y., Wolf A. S. and Becker U. (2019) Thermodynamic mixing properties of 
alunite supergroup minerals: Quantum-mechanical modeling and thermodynamic analysis 
of sulfate, chromate, selenate, phosphate, and arsenate solid solutions, as well as uranyl 
incorporation. Geochimica et Cosmochimica Acta 248, 138-160. 
 
 (Chapter VI): Kim Y. and Becker U. (2019, in prep) Imaging the reduction of uranyl on Fe-
bearing minerals surfaces using in situ electrochemical AFM. ACS Earth and Space 
Science. 
 
 (Chapter VI): Kim Y., Konecke B., Fiege A., Simon A. and Becker U. (2019, prep) An ab-
initio study of the energetics and geometry of disulfide and bisulfide incorporation into 
apatite. American Mineralogist. 
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 Chapter II. Redox reactions of selenium as catalyzed by 
magnetite: Lessons learnt from using electrochemistry and 
spectroscopic methods 
 
Abstract  
Although previous studies have demonstrated redox transformations of selenium (Se) in the 
presence of Fe-bearing minerals, the specific mechanism of magnetite-mediated Se electron 
transfer reactions are poorly understood. In this study, the redox chemistry of Se on magnetite is 
investigated over an environmentally relevant range of Eh and pH conditions (+0.85 to –1.0 V vs. 
Ag/AgCl; pH 4.0–9.5). Se redox peaks are found via cyclic voltammetry (CV) experiments at pH 
conditions of 4.0–8.0. A broad reduction peak centered at –0.5 V represents a multi-electron 
transfer process involving the transformation of selenite to Se(0) and Se(–II) and the 
comproportionation reaction between Se(–II) and Se(IV). Upon anodic scans, the oxidation peak 
centered at –0.25 V is observed and is attributed to the oxidation of Se(–II) to higher oxidation 
states. Deposited Se(0) may be oxidized at +0.2 V when pH is below 7.0. Over a pH range of 4.0–
8.0, the pH dependence of peak potentials is less pronounced than predicted from equilibrium 
redox potentials. This is attributed to pH gradients in the microporous media of the cavity where 
the rate of proton consumption by the selenite reduction is faster relative to mass transfer from the 
solution. In chronoamperometry measurements at potentials ≥ –0.6 V, the current–time transients 
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show good linearity between the current and time in a log–log scale. In contrast, deviation from 
the linear trend is observed at more negative potentials. Such a trend is indicative of Se(0) 
nucleation and growth on the magnetite surface, which can be theoretically explained by the 
progressive nucleation model. XPS analysis reveals the dominance of elemental selenium at 
potentials ≤ –0.5 V, in good agreement with the peak assignment on the cyclic voltammograms 
and the nucleation kinetic results.  
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1. INTRODUCTION 
Magnetite (Fe3O4) is one of the most common ferrous oxide minerals in the Earth’s crust 
(Ronov and Yaroshevsky, 1969). It occurs in diverse geological settings including igneous, 
metamorphic, and sedimentary units (Grant, 1985). Magnetite has unique ferromagnetic properties 
and contains both ferric and ferrous iron in its structure. As a result, it plays a unique role in 
catalytically promoting redox reactions that may affect the short- and long-term geochemical 
cycles of iron and trace metals, such as Cr, As, or U, where the redox state sensitively affects the 
environmental behavior. In oxic aqueous environments, the ferrous iron (Fe2+) present in magnetite 
may serve to reduce other redox-sensitive species in solution and form ferric oxyhydroxides 
(White et al., 1994). The magnetite surface also provides specific adsorption sites for other solutes, 
which accounts for an interdependence of the iron geochemical cycle with that of many other 
elements (Stumm and Sulzberger, 1992). Gorski et al. (2012) recently reported that exchange of 
iron between the magnetite bulk structure and the aqueous phase is much more dynamic than 
previously believed and may be an important process in the sequestration and release of 
structurally incorporated trace metals.  
While selenium (Se) is an important micronutrient for most life forms, it can be toxic at high 
concentrations. Its mobility, toxicity, and bioavailability are greatly influenced by its redox 
chemistry. Se is present in natural environments at +6, +4, 0, and –2 oxidation states in dissolved 
or solid form, and at the –1 oxidation state in some pyrite-like solids (e.g., Williams and Byers, 
1934). Se(VI) and Se(IV) (selenate and selenite, respectively) tend to be more soluble and toxic 
than Se(0) and Se(–II). Under highly reducing conditions in natural environments, Se(–II) is stable 
in solution as HSe– and Se2– or in solid phase metal selenides. H2Se is stable only in highly acidic 
solutions. 
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The redox state of selenium can be influenced by microbial and abiotic processes in natural 
environments. The reduction of oxidized Se species to Se(0) is induced by microorganisms that 
metabolize organic matter in subsurface and aqueous environments (Lovley, 1993). Such 
microorganisms use oxidized selenium species as a terminal electron acceptor during the oxidation 
of organic matter. Analogous abiotic reduction of Se can be facilitated or catalyzed on mineral 
surfaces. The mechanisms for Se reduction by Fe-containing minerals are well described (Myneni 
et al., 1997; Bruggeman et al., 2005). Myneni et al. (1997) reported that reduction of Se(VI) to 
Se(0) occurs in the presence of green rust at rates comparable to those found in sediments. Green 
rust was demonstrated to mediate the reduction of Se(VI) via a heterogeneous process that includes 
adsorption or co-precipitation. The kinetics of Se reduction depends on the type of selenium 
species and mineral. For example, the reduction of oxidized Se to Se(0) by green rust or pyrite is 
slow whereas selenite is rapidly reduced by nanoparticles of magnetite and mackinawite 
(Scheinost and Charlet, 2008). These studies demonstrate that abiotic redox transformation 
mediated by Fe-bearing minerals can be an important process in the geochemical cycling of 
selenium in natural environments. 
There have been attempts to adopt electrochemistry to investigate geochemical redox processes 
involving minerals. White et al. (1994) studied the dissolution kinetics of magnetite and observed 
the formation of an oxidized layer and the release of Fe(II) from the mineral structure into solution. 
A related study examined the reductive dissolution of magnetite in the presence of dissolved 
transition metals through use of potential dynamic voltammetry and found that the reduction of 
dichromate can suppress the reductive dissolution of magnetite (White and Peterson, 1996). The 
powder microelectrode (PME) method is commonly used to investigate electroactive materials and 
technological applications such as battery materials and fuel cells. So far, the application of the 
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PME to study naturally occurring minerals has been limited but promising for the investigation of 
redox kinetics on surfaces (mainly oxides and sulfides).  
Renock et al. (2013) employed a standard three-electrode system equipped with PME to 
evaluate the thermodynamics and kinetics of U(VI) reduction by Fe oxides and sulfides. Yuan et 
al. (2015a) and Yuan et al. (2015b) used a PME in concert with cyclic voltammetry experiments 
to discover that the disproportionation reaction mediated by U(V) is predicated upon the redox 
transformation of U(VI) on magnetite. Far fewer studies have addressed abiotic redox 
transformations of selenium mediated or catalyzed by magnetite (Scheinost and Charlet, 2008). 
The redox chemistry of Se has been examined for industrial purposes. For example, Se thin films 
are semiconducting and light sensitive such that they can be applied to devices such as solar cells, 
biological sensors, and light-emitting diodes (Lai et al., 2010; Saji and Lee, 2013). Although 
similar redox transformations may proceed upon interaction of Se with natural minerals, it is 
expected that specific mechanisms of Se redox behavior on minerals can be distinguished from 
those of industrially relevant materials (Saji and Lee, 2013). Moreover, little is known about Se 
electrochemistry over environmentally relevant pH value ranges because previous experiments 
have typically been performed in very acidic solutions (pH < 2) pertinent to technical applications 
(Saji and Lee, 2013). 
The goal of this investigation is therefore to use electrochemical techniques to identify and 
quantify reaction mechanisms and kinetics of the redox transformation of selenium mediated by 
magnetite at pH and Eh values commonly encountered in natural aqueous environments. The range 
of pH investigated was from 4.0 to 9.5 and the Eh range from +1.1 to –0.77 V (+0.85 to –1.0 V vs. 
Ag/AgCl). Cyclic voltammetry and chronoamperometry were performed using the magnetite 
electrode and collected data were analyzed to identify specific redox species responsible for 
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electrical signals at given pH and Eh. X-ray photoelectron spectroscopy (XPS) was adopted to 
obtain direct evidence for Se redox reactions catalyzed by the magnetite electrode. In the 
discussion section, some of the results are revisited and discussed with quantitative evaluation 
including possible effects of solution chemistry on the Se redox transformation, mechanisms of Se 
nucleation derived by the magnetite electrode, and the catalytic role of magnetite in aqueous 
environments. By evaluating mechanisms and kinetics of heterogeneous redox reactions involving 
a mineral, this study intends to advance our understanding of the selenium redox transformation 
and catalytic effects of Fe-bearing minerals in subsurface environments.  
 
2. MATERIALS AND METHODS 
2.1. Magnetite electrodes 
The powder microelectrode (PME) was prepared by conventional glass-blowing techniques 
with a Pt wire (100 lm in diameter) sealed in the center of the glass tube. In order to create the 
powder-filling cavity, the tip of the Pt wire was digested in aqua regia for 3 h at 80℃. Further 
details about the PME preparation and usage can be found in the literature (Cha et al., 1994; 
Cachet-Vivier et al., 2001; Renock et al., 2013; Yuan et al., 2015a; Yuan et al., 2015b). Although 
most experiments were performed using the PME, a bulk magnetite electrode (10–30 mm2 in cross-
sectional area) was prepared for specific experiments such as nucleation chronoamperometry and 
X-ray photoelectron spectroscopy (XPS). The preparation procedure for the bulk magnetite 
electrode was adopted from methods described by White et al. (1994) and Yuan et al. (2015b). 
Magnetite crystals (<5 mm in dimension) were polished with sand paper and thoroughly rinsed 
with Milli-Q water in order to remove any contaminants introduced through polishing. The 
samples were attached to copper wires using conducting silver paste and subsequently sealed, 
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except for the exposed mineral surface, with an electronic-grade insulating epoxy. Natural 
magnetite (Mineville, New York) was used for all experiments. X-ray diffraction (XRD) analysis 
confirmed that magnetite is the primary phase in the specimen. No treatment of the magnetite 
powder was performed to remove potential impurities prior to experiments. Although magnetite is 
a semiconductor, impurities can lead to a decrease in its conductivity. In order to ensure stable 
electrochemical signals for the PME, the natural magnetite was mixed with a graphite additive 
(10:1 magnetite/graphite ratio in mass) and ground using mortar and pestle. Such use of graphite 
to improve conductivity in PME experiments is well documented by Yuan et al. (2015b). The 
microcavity was packed with the magnetite powder by tapping the electrode cavity into the 
powder. The powder stayed in contact with the Pt wire during the experiment and was subsequently 
removed by sonication in 0.1 M HClO4 solution after completion of each experiment.  
 
2.2. Electrochemical experiments 
In addition to the magnetite PME as the working electrode, a Pt wire served as the counter 
electrode and Ag| AgCl|1 M KCl (+0.235 V vs. standard hydrogen electrode, SHE, at 25 ℃) was 
employed as a reference to compose a standard three-electrode cell. In the cyclic voltammetry 
(CV) measurements, voltammetric cycles were repeated until steady-state voltammetric responses 
were obtained. The potential range at which experiments can be performed without reducing or 
oxidizing the solvent differs between the electrode materials. The effective potential range for the 
Pt electrode in water is approximately –1.0 to +1.0 V vs. Ag/AgCl (Nurmi and Tratnyek, 2011). 
This range was used for all magnetite PME experiments. The scan rate for voltammetry 
experiments was set at 50 mV/s unless stated otherwise. Scanning at a higher rate was avoided 
because the irreversibility of Se redox reactions on magnetite increases with increasing scan rate, 
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whereas scanning at lower rates leads to a decrease in the ratio of peak current to magnetite 
background current (see Section 3.1.2). For electrochemical experiments, the Se(IV) solution was 
prepared by dissolving Na2SeO3 (Sigma Aldrich) in Milli-Q water with sodium perchlorate added 
as a background electrolyte to make solutions sufficiently conductive. The solutions were initially 
adjusted to the desired pH (4.0–9.5) by adding concentrated HClO4 or NaOH. Prior to 
voltammetric scans, the solutions were purged with argon gas for 30 min to minimize the presence 
of dissolved oxygen and an argon headspace was maintained throughout each experiment. All 
electrochemical experiments were carried out at room temperature and atmospheric pressure. 
 
2.3. XPS analysis 
XPS spectra were collected using an Axis Ultra spectrometer (Kratos Analytical UK). A 
monochromic and focused Al Ka radiation (1486.6 eV) was used for the excitation of samples. All 
measurements were performed in hybrid mode which employs both electrostatic and magnetic 
lenses. Survey and core scans were acquired at the constant pass energies of 160 and 20 eV, 
respectively. Measurements were performed under vacuum lower than 10–8 Torr. All spectra 
reported were calibrated using the position of the C 1s peak (286.4 eV) from adventitious carbon 
at the surface. Spectra analysis and calibration were performed using the CASA XPS software 
(version 2.3.16, www.casaxps.com).  
 
3. RESULTS 
3.1. Electrochemical characterization of selenium redox transformation 
Magnetite behaves like a capacitor and typically exhibits a capacitance one or two orders of 
magnitude greater than electric double-layer capacitance (EDLC). Its pseudocapacitance arises 
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mainly from Faradaic reactions involving surface or adsorbed species in aqueous electrolytes and 
is highly dependent on the type of aqueous electrolyte (Wu et al., 2003; Wang et al., 2006). Since 
the pseudocapacitance of magnetite results in large currents, electrochemical measurements were 
performed with the blank (i.e., NaClO4 only) and selenium solutions (Se(IV) + NaClO4), 
separately, and the data were compared to distinguish electric signals of redox-active species from 
those of magnetite.  
3.1.1. Cyclic voltammetry of magnetite microelectrode 
The cyclic voltammetry of the magnetite PME was performed to examine current and 
electrochemical features of magnetite in blank solutions (NaClO4 only) (Fig. 2.1). The cyclic 
voltammetry of magnetite was run at different pH values for 25 cycles (Fig. 2.1A). Since new 
magnetite samples were tested at each pH value, there was variation in current between the 
experiments. Nevertheless, the general patterns of the voltammograms are comparable between all 
magnetite PMEs.  
The complete voltammetric cycle shows a broad reduction shoulder centered near –0.3 V and 
two anodic peaks at –0.15 V and +0.4 V in agreement with previous reports on magnetite 
electrochemistry (Renock et al., 2013; Yuan et al., 2015b). For the anodic peak at +0.4 V, Yuan et 
al. (2015b) found that the peak potential and current increased when Fe(II) was added to the 
solution and proposed that the peak is attributed to the oxidation of ferrous to ferric iron. The cyclic 
voltammetry as a function of scan range is shown in Fig. 2.1B. The currents measured from 
cathodic and anodic scans increase with increasing negative switching potential. The anodic peak 
at +0.4 V appears at switching potential lower than –0.7 V, indicating the occurrence of magnetite 
dissolution.  
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Fig. 2. 1. Cyclic voltammograms of the magnetite PME in 0.05M NaClO4 (A) at the whole scan 
range with different pH values and (B) as a function of scan range at pH 5.9. Scan ranges are 
denoted by the negative switching potential values (–0.2 to –0.8 V) in the legend.   
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3.1.2. Cyclic voltammetry of selenium using a magnetite electrode  
The cyclic voltammogram of Se(IV) as a function of pH and concentration is shown in Fig. 
2.2. At pH 9.5, variations in Se(IV) concentration have little influence on the voltammogram, 
indicating no significant change in Se redox characteristics on magnetite (Fig. 2.2A). The 
voltammograms evidently evolve as the selenium concentration varies at pH values ≤ 8.0. At pH 
8.0, cathodic and anodic peaks are centered at about –0.5 and –0.25 V, and denoted by C1 and A1, 
respectively (Fig. 2.2B). Under acidic conditions (pH 4.0–6.0), there is only a small change in the 
peak position of C1 (–0.5 to –0.45 V). Upon anodic scans, peak A1 shows only a slight variation 
in potential (within a range of –0.3 to –0.2 V) and a new anodic peak, A2, develops near +0.2 V. 
At the pH range of 4.0–8.0, the anodic curves of different Se concentrations (1–25 mM) intersect 
with each other and the background curve (i.e., [Se] = 0 mM) at about –0.6 V. The intersection 
can be interpreted as a potential where a transition between reductive and oxidative processes 
occurs as redox potential changes on the magnetite electrode. The total current measured on the 
magnetite electrode is a combination of the current rising from magnetite, which is the observed 
current in the background curve, and the current generated from Se redox transitions. The total 
current is lower than the background current in the anodic potential region <–0.6 V, because 
electron-accepting processes of the electroactive species continue even upon anodic scanning. The 
total current is higher than the background current at potentials >–0.6 V where the electron-
donating processes proceed. For all CV curves between pH 4.0–8.0, the peak currents of A1, A2, 
and C1 increase as the concentration of Se(IV) increases from 1 to 25 mM, confirming that the 
peaks are mainly due to redox processes involving Se during the positive and negative-going scans.  
Cyclic voltammetry was performed at varying scan range in order to help identify individual 
redox peak pairs (Fig. 2.3). The aim of voltammetry using a narrow electrochemical potential range 
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is to assign peaks describing corresponding redox couples observed upon cathodic and anodic 
scans. Coupling peaks may be obscured when scanning over a wide range of potentials if more 
than two peaks are produced as a result of cyclic voltammetry. This method of incrementally 
increasing scan ranges can be advantageous to resolve the CV curves where cathodic scans produce 
a broad peak region (i.e., peak C1 in Fig. 2.2). In Fig. 2.3, the growth of anodic peaks A1 and A2 
becomes pronounced as the switching potential increases. At pH 4.0–7.9, peak A1 starts to appear 
upon scans recorded at the switching potentials of –0.5 V and its peak current is further enhanced 
at more negative switching potentials. At pH 5.9 and 4.0, peak A2 begins to rise above background 
signals at a scan between –0.4 and +0.85 V. The switching potentials of –0.5 V for A1 and –0.4 V 
for A2, are both close to the peak potential of C1, thus implying that peak C1 is responsible for 
both peak A1 and A2. In this case, more than one reduction process takes place and the reduction 
products are oxidized at peaks A1 and A2. This explanation is plausible because the slow redox 
kinetics of selenium can cause multiple peaks to overlap and to be seen as a single broad peak 
(Renock et al., 2013). In summary, although peak C1 is centered at about –0.5 V, the peak is broad, 
ranging from –0.2 to –0.8 V (Fig. 2.2) and is likely the result of multistep charge transfer and slow 
Se redox chemistry. 
The kinetics of selenium transformation on the magnetite surface is further examined by 
performing cyclic voltammetry at varying scan rates (Fig. 2.4). The small size of the microcavity 
electrode (100 μm in diameter and a few tens of μm deep) in this study allows performing cyclic 
voltammetry over a large range of scan rates (25–250 mV/s). The CV curves remain stable at rates 
≤250 mV/s. The peak currents increase with increasing scan rate and the least-square fits show 
excellent linearity (R2 > 0.98) between the current and the the current and the square root of the 
scan rate (Fig. 2.4C). Upon increasing the scan rate, the cathodic and anodic peaks are shifted by 
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about 0.1 V to more negative and positive potentials, respectively (Fig. 2.4D). Irreversibility of Se 
redox processes on magnetite is indicated by the fact that the positions of cathodic and anodic 
peaks are highly dependent of the scan rate (Nurmi and Tratnyek, 2011). The role of slow kinetics 
in Se redox irreversibility is further substantiated by other features from the cyclic voltammetry 
results such as the broad peak widths and deviation of the peak potentials from the corresponding 
equilibrium reduction potentials (Fig. 2.2 and Section 3.1.3) (Bard and Faulkner, 1980). 
 
 
Fig. 2. 2. Cyclic voltammograms for Se(IV) with the magnetite PME as a function of pH and the 
Se(IV) concentration (pH 4.0 to 9.5; [Se(IV)] = 1–25 mM). The solution contained 0.05 M NaClO4 
as a background electrolyte. 
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Fig. 2. 3. Cyclic voltammograms for Se(IV) with the magnetite PME as a function of scan ranges. 
The scans were performed in a solution containing 10 mM Se(IV) and 0.05 M NaClO4. 
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Fig. 2. 4. Cyclic voltammograms as a function of scan rate (25 to 250 mV/s) (A) at pH 8.0 and (B) 
at pH 6.0. For pH 6.0, (C) peak currents and (D) potentials were plotted and the linear least-square 
fits were added to show their trends. The scans were performed in a solution containing 10 mM 
Se(IV) and 0.05M NaClO4. 
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3.1.3. Redox transformation of selenium on magnetite 
Se(IV) in the bulk solution can be converted into Se(VI), Se(0), and Se(–II) during cyclic 
voltammetry scans. To investigate Se redox transformations on the magnetite surface, possible 
selenium redox reactions and their reduction potentials were considered (Table 2.1 and Fig. 2.5). 
The Se(IV) speciation (protonation stage) was calculated for pH 2–12 as shown in Fig. 2.6. 
Biselenite (HSeO3–) and biselenide (HSe–) are the dominant selenium species between pH 4.0–8.0 
where electrochemical peaks indicating selenium redox transformation are found (Figs. 2.2 and 
2.6). The oxyanion of Se(VI), selenate is a very weak base (pKa2 = 1.7) and is present mainly as a 
deprotonated species, SeO4
2– at pH>2. Based on this speciation, half reactions of the dominant Se 
species as reactants or products were derived as a function of pH (Table 2.1).  
Table. 2. 1. Reduction potential equations for possible redox reactions of selenite as a function of 
pH. The reactions I to IV are denoted in text by abbreviated forms indicating the oxidation state, 
Se(IV)/Se(0), Se(IV)/Se(-II), Se(0)/Se(-II) and Se(VI)/Se(IV), respectively. 
 Standard reduction 
potential* 
(vs. Ag/AgCl) 
I)  HSeO3
- + 5 H+ + 4e- = Se(s) + 3H2O E
0 = 0.54 V  
    E = 0.54 – 0.074 pH + 0.015 log[HSeO3-] 
 
II)  HSeO3
- + 6 H+ + 6e- = HSe- + 3H2O                       E
0 = 0.11  
    E = 0.11 – 0.059pH + 0.010 log[HSeO3-]/[HSe-]  
 
III) Se(s) + H+ + 2e- = HSe-                                              E0 = -0.75  
    E  = -0.75 – 0.030 pH - 0.030 log [HSe-]  
 
IV) SeO4
2- + 3H+ + 2e- = HSeO3
- + H2O E
0 = 0.84  
    E = 0.84 – 0.089 pH + 0.030 log [SeO42-]/[HSeO3-]  
       * adopted from Bouroushian (2010). 
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The half reactions of these redox couples indicate that the reduction of selenium species is 
thermodynamically favored under acidic conditions. The equilibrium reduction potential (Eeq) 
equation of each half reaction was calculated from the Nernst relation (Eq. (1)) to identify the 
redox processes responsible for the observed CV peaks (Table 2.1).  
𝐸𝑒𝑞 = 𝐸
0  +  
𝑅𝑇
𝑛𝐹
𝑙𝑛
𝑎𝑂
𝑎𝑅
   (1) 
where Eeq is the equilibrium reduction potential, E
0 the standard reduction potential, R the 
universal gas constant, T the temperature in Kelvin, n the stoichiometric number of electrons 
involved in an electrode reaction, F the Faraday constant, and aO and aR, the product of activities 
of all oxidants and reductants, respectively.  
Although the standard potential may serve as a similar indicator, the equilibrium reduction 
potential is suitable in this study where the solution chemistry departs from the standard state (i.e., 
the concentrations of solutes and proton ≤ 1 M). It is a reasonable assumption that the initial Se(IV) 
concentration (0.01 M) is approximately equal to [HSeO3
–] at a pH range of 4.0–8.0. In the bulk 
solution (50 mL in this study), other selenium species can only be produced from the Se(IV) redox 
reactions in the microcavity and therefore, their concentrations would be minute. In Fig. 2.5, the 
reduction potential lines are where [HSeO3
–] is 10–2 M and the concentrations of other selenium 
species are from 10–4 to 10–8 M. All four redox couples considered show a decrease in their 
equilibrium reduction potentials with increasing pH. 
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Fig. 2. 5. pH dependence of observed CV peaks and theoretical equilibrium reduction potentials 
for selenium redox transformation. The peak potential data were collected from the cyclic 
voltammetry performed in solution containing 10 mM Se(IV) and 0.05 M NaClO4. Lines are 
equilibrium reduction potentials of the redox couples, Se(IV)/Se(0) (red), Se(IV)/Se(–II) (blue) 
and Se(0)/Se(–II) (green) where [HSeO3–] = 0.01 M and [HSe–] = 10–4–10–8M (dashed, 10–4 M; 
solid, 10–6 M; dotted, 10–8 M). (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.) 
 
 
 
 
 
33 
 
 
Fig. 2. 6. Speciation of (A) Se(IV) and (B) Se(–II) as a function of pH ([Se] = 0.01 M). It is noted 
that biselenite (HSeO3
–) and biselenide (HSe–) are the most dominant species over a range of 
solution pH 4.0–8.0. 
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When comparing reduction potentials measured using CV curves with theoretical equilibrium 
reduction potentials, determination of the midpoint potentials, i.e., the average of cathodic and 
anodic peak potentials (Emid = (Ecath + Eanod)/2) is typically used because the mid potential is 
approximately equal to the equilibrium reduction potential for reversible redox couples (Renock 
et al., 2013; Yuan et al., 2015b). This means that for both anodic peaks (A1 and A2), corresponding 
cathodic peaks have to be identified. Accurate measurements of reduction potentials using mid 
peak potentials are obscured by the fact that cathodic peaks, especially the ones corresponding to 
A2, cannot be clearly identified in all CV curves, partly because they are less sharp than the anodic 
ones. Nevertheless, for the sake of comparing theoretical reduction potentials with measured 
midpoint potentials, some data points ‘‘C2” (the quotation marks indicating the caveats described 
above), and the corresponding midpoint potentials are given in Fig. 2.5. The midpoint potentials 
of pairs A1/C1 and A2/‘‘C2” are close to the theoretically-derived reduction potentials of the 
Se(IV)/Se(–II) and Se(IV)/Se(0) couples, respectively, but the association of the peaks with the 
selenium redox couples can be more complicated (Table 2.1).  
First, one needs to consider if either of the trends for Al and A2 peaks can be associated with 
the Se(VI)/Se(IV) couple. Alanyalioglu et al. (2004) reported that a pair of peaks corresponding 
to Se(VI)/Se(IV) redox pair was not observed when a scan range is made more negative than +0.3 
V because of the formation of elemental Se from adsorbed selenite ions. Such a tendency of the 
Se(VI)/Se(IV) pair is contrasted with the trend for peak A1 and A2 in this study where an increase 
of peaks A1 and A2 with scanning at more negative potentials was observed (Fig. 2.3). Since the 
initial solution is prepared with sodium selenite, reduced species Se(0) or Se(–II) are likely to form 
under negative potentials and oxidation of Se(IV) to Se(VI) can be excluded as a peak assignment 
for these two anodic peaks. Since the peak potential values of A2 are comparable to reduction 
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potentials of the Se(IV)/Se(0) couple, it may be tentatively assigned to the oxidation of Se(0) to 
Se(IV) (Fig. 2.5). Lai et al. (2010) studied electrodeposition of Se(IV) onto the SnO2 electrode 
using cyclic voltammetry in an acidic solution (pH ≈ 2). The oxidation peak at +0.25 V (vs. 
Ag/AgCl) was assigned to the oxidation of Se(0) to Se(IV). Although the electrode material and 
solution chemistry differed, the values reported by Lai et al. (2010) are comparable to the A2 peak 
potential of this study (+0.2 V at pH 4.0). Although peak C1 is centered at –0.5 V, the peak is very 
broad (from –0.2 to –0.8 V) and can reflect multistep charge transfer on the electrode (Section 
3.1.2). The potential of –0.5 V is more negative than the equilibrium reduction potentials of the 
Se(IV)/Se(0) and Se(IV)/Se(–II) couples (Table 2.1 and Fig. 2.5). Despite no further 
thermodynamic evidence, the comparison with the equilibrium reduction potentials supports the 
peak potential of C1 accounting for the formation of Se(0) and Se(–II) over the pH range of this 
study. An analogous interpretation was made in a previous study for selenite reduction on a gold 
electrode (Wei et al., 1994), which assigned a peak at –0.5 V to a combination of Se bulk deposition 
and Se(–II) formation. There is an overall consensus that Se(–II) species are produced from the 
reduction of Se(IV) (e.g., Wei et al., 1994; Santos and Machado, 2004; Lai et al., 2010; Saji and 
Lee, 2013). Two different mechanisms have been proposed for the formation of Se(–II) (Lai et al., 
2010; Saji and Lee, 2013). The first one is that Se(–II) is produced from further reduction of 
deposited Se(0). This can be described for our solution chemistry as a two-step process, equation 
I followed by equation III in Table 2.1. The second scheme is the formation of Se(–II) directly 
from Se(IV) as seen from equation II in Table 2. 1. As the potential goes more negative than –0.5 
V, the direct conversion from Se(IV) to Se(II) becomes more likely, but the production of Se(–II) 
from Se(0) may also proceed at very negative potentials (<–0.7 V). When Se(–II) is produced from 
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either process, a subsequent comproportionation reaction can proceed in Se(IV)-containing 
solutions (Wei et al., 1994; Santos and Machado, 2004):  
2 HSe−  +  HSeO3
−  +  3 H+   3 Se0  +  3 H2O   or   2 HSe
−  +  HSeO3
−        3 Se0  +  3 OH−
 (2) 
The broad cathodic peak at C1 can explain different Se redox transformation processes: Se(IV) → 
Se(0) (→ Se(-II)), Se(IV) → Se(-II), and Se(-II) → Se(0). Therefore, the observed cathode peak broadening 
may reflect that the selenium redox transformation on magnetite occurs through multiple processes.  
The oxidation of Se(–II) and Se(0) may occur more and more as the anodic scan proceeds. The 
cyclic voltammetry as a function of scan range reveals that the peak current of A1 is associated 
with the species produced at C1 (Fig. 2.3). The equilibrium reduction potential data suggest that 
the peak potential of Al (–0.2 to –0.25 V) may account for the oxidation of Se(–II) to Se(IV) or to 
Se(0) (Fig. 2.5). In a similar manner, it is inferred that the oxidation of Se(0) may proceed at the 
potential corresponding to peak A2 as the scan goes more positive. Although our peak assignment 
based on the thermodynamic data is consistent with previous studies and spectroscopic data 
(Section 3.2), the pH dependence of the CV peaks measured using a PME is less pronounced than 
that expected from the corresponding half reactions (Fig. 2.5). This may be caused by the pH in 
the microcavity continuously changing during potential scans whereas the bulk solution pH (that 
is used to calculate expected peak positions from half reactions) is almost invariable throughout 
the experiment. This pH gradient between the bulk solution and pores in the powder where redox 
transitions (and implicit pH changes) take place, leads to a peak broadening and potential shift of 
peaks relative to peak positions when the bulk solution pH is applied. Such considerations are 
revisited and discussed further in Section 4.1. 
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3.1.4. Chronoamperometry and nucleation kinetics  
The kinetic aspects of selenium reduction processes on magnetite were examined using 
chronoamperometry over a negative potential range (0.0 to –1.0 V). Chronoamperometry measures current 
as a function of transient time when a potential is stepped between potentials on the working electrode. Two 
different solutions were prepared to differentiate the current from electroactive species and the capacitance 
current from electrolyte species acting on the magnetite surface: a selenium solution (10 mM Na2SeO3 + 
0.1 M NaClO4) and a blank solution (0.1 M NaClO4). Current–time transients were recorded after stepping 
a potential from +0.25 V to various final potentials ranging from 0.0 to –1.0 V. Current–time transients are 
plotted on a log–log scale (Fig. 2.7A and B) and indicate a continuous decrease in current with time. The 
general trend is that the logs of measured currents are linearly dependent on the log of time throughout the 
measurement time (50 s). For the current–time data in the first second, the coefficient of determination (R2) 
was calculated using the least-squares method and exhibits good linearity (R2 > 0.90) for all potentials 
tested (Table 2. 2). Such linearity can be formulated as presented in Eq. (3).  
𝑙𝑜𝑔 (−𝐼 / 𝐴)  =  𝑚 𝑙𝑜𝑔 (𝑡 / 𝑠)  +  𝑘, 𝑎𝑛𝑑 𝑡ℎ𝑢𝑠 𝐼(𝑡)  =  − (10𝑘)𝑡𝑚   (3) 
where m and k are the slope and intercept, respectively, measured in the log-log plots. The k 
value is proportional to current measured on the magnetite electrode, and the time dependence of 
the currents can be determined from the m value. The k value is greater in the selenium solution 
than in the blank solution for potentials between -0.1 and -1.0 V. The difference in the k value 
between the two solutions increases at more negative potentials. This implies that the contribution 
of selenium to the total electrical signal is enhanced as the potential decreases. There is no 
monotonic trend (i.e., increase or decrease) in the m value for the blank solution as the potential 
varies. The m value averages to -1.1± 0.1 over a potential range from 0 to -1.0 V and thus the 
current-time transient, I (t) is approximately proportional to 1/t. At potentials ≥ -0.6 V, the 
selenium solution shows comparable values of m to those of the blank solution whereas there are 
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appreciable differences in the m value between the solutions at more negative potentials. Such 
differences account for chemical processes involving the electroactive species on the electrode 
surface which can be observed within the initial 1 s.  
Table. 2. 2. Chronoamperometry (during the first second of measurement) data linear-fitted in a 
log-log scale using the least square method. 
 
 0.1M ClO4  
10 mM Se(IV)  
+ 0.1M ClO4 
Potential m k R2   m k R2 
0.0 -1.08 -7.57 0.998  -1.06 -7.58 1.000 
-0.1 -1.07 -7.44 0.999  -1.08 -7.39 1.000 
-0.2 -1.17 -7.38 0.999  -1.10 -7.23 1.000 
-0.3 -1.18 -7.23 0.999  -1.08 -7.01 0.999 
-0.4 -1.19 -7.09 0.998  -1.07 -6.76 0.997 
-0.5 -1.17 -6.93 0.999  -1.08 -6.56 0.994 
-0.6 -1.16 -6.76 0.997  -1.09 -6.41 0.993 
-0.7 -1.13 -6.56 0.996  -0.87 -6.11 0.997 
-0.8 -1.07 -6.34 0.996  -0.76 -5.87 0.988 
-0.9 -0.99 -6.14 0.993  -0.76 -5.71 0.960 
-1.0 -0.96 -5.99 0.988   -0.76 -5.55 0.944 
Average -1.11       
STDEV 0.08             
 
Although the information from chronoamperometry is limited because of the pseudo-capacitance of the 
magnetite electrode, it is possible to distinguish the currents generated by magnetite from the total currents 
(Vielstich and Xia, 1995; Öznülüer and Demir, 2002). The current-time curves of the blank solution (i.e., 
NaClO4 only) were subtracted from those of the selenium solution (Se(IV) + NaClO4) for each potential 
and are shown in Fig. 2.7C. The resulting curves show increments in the measured current as a potential 
becomes more negative. At potentials ≥ -0.6 V, the cathodic currents rapidly decay within the first few 
seconds, but a significant change in the curve pattern is observed at potential ≤ -0.7 V. Specifically, the 
peak or shoulder-shaped pattern is developed within the first second. The dependence of curve shape on 
the potential is also consistent with the interpretation on the m value described above. The time at which 
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the center of the peak or shoulder shape appears (tmax) is measured within 0.15 to 0.7 s and becomes shorter 
with decreasing potential. Such patterns and time ranges of the current-time transients at the initial stage 
match well with a nucleation and growth process of selenium and other metals, which is recorded on the 
current-time curve in the first few hundred milliseconds to few seconds (Hölzle et al., 1994; Lai et al., 2010; 
Bougouma et al., 2013). The increase in peak current (Imax) and the decrease in peak time (tmax) indicate that 
the kinetics of Se deposition becomes faster as overpotential increases (Bougouma et al., 2013). 
Experiments on metal electrodeposition are typically carried out using macroelectrodes (a few 
mm to a few cm in dimension). Therefore, chronoamperometry was also run using a bulk magnetite 
electrode in order to compare with the results from the magnetite PME. The experiments were 
performed with the selenium and blank solutions described above, and background curves were 
subtracted from total current curves. The resulting current-time curves are shown in Fig. 2.7D. At 
potentials ≤ -0.8 V, the current density (J = I/A, a current per unit area) exhibits the peak- or 
shoulder-shaped pattern and the maximum values (Jmax) are recorded between 0.35 and 2 s (tmax). 
The features on the observed curves are similar to those of the PME, although a longer time is 
needed for a peak or shoulder to appear on the curves. This delay indicates slower kinetics for Se 
deposition on the bulk electrode versus the PME. The shoulder-shaped pattern shown at potentials 
of -0.7 and -0.8 V for both the powder and bulk electrodes can be considered the current-time 
transient from the crystallization process superimposed on a falling transient at short times after 
double-layer charging (Hölzle et al., 1994). In the discussion section, the deposition of selenium 
on magnetite is examined theoretically and a possible nucleation mechanism is suggested. 
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Fig. 2. 7. Speciation of (A) Se(IV) and (B) Se(–II) as a function of pH ([Se] = 0.01 M). It is noted 
that biselenite (HSeO3
–) and biselenide (HSe–) are the most dominant species over a range of 
solution pH 4.0–8.0. 
 
 
 
 
 
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0
-10
-9
-8
-7
-6
-5 NaClO4 only
L
o
g
 (
- 
I 
/ 
A
)
Log (time / s)
-0.9 V
-0.8 V
-0.7 V
-0.6 V
-0.5 V
-0.4 V
-0.3 V
-0.2 V
-0.1 V
-0.0 V
-1.0 V
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0
-9
-8
-7
-6
-5
-0.0 V
-0.8 V
-0.7 V
-0.6 V
-0.5 V
-0.4 V
-0.3 V
-0.2 V
-0.1 V
-0.9 V
Se(IV) + NaClO
4
L
o
g
 (
- 
I 
/ 
A
)
Log (time / s)
-1.0 V
0 5 10 15 20 25 30
-4.0x10
-3
-3.5x10
-3
-3.0x10
-3
-2.5x10
-3
-2.0x10
-3
-1.5x10
-3
-1.0x10
-3
-5.0x10
-4
0.0
0 1 2 3 4 5
-3.5x10
-3
-3.0x10
-3
-2.5x10
-3
-2.0x10
-3
-1.5x10
-3
-1.0x10
-3
-5.0x10
-4
0.0
J
 /
 A
c
m
2
Time (s)
J
 /
 A
c
m
2
Time (s)
-0.9 V
-0.8 V
-0.7 V
-0.6 V
-0.5 V
-0.4 V
-0.3 V
-0.2 V
-0.1 V
-0.0 V
-1.0 V
0 1 2
-6.0x10
-6
-5.0x10
-6
-4.0x10
-6
-3.0x10
-6
-2.0x10
-6
-1.0x10
-6
0.0
I 
/ 
A
Time (s)
0 5 10
-6.0x10
-6
-5.0x10
-6
-4.0x10
-6
-3.0x10
-6
-2.0x10
-6
-1.0x10
-6
0.0
I 
/ 
A
Time (s)
-0.9 V
-0.8 V
-0.7 V
-0.6 V
-0.5 V
-0.4 V
-0.3 V
-0.2 V
-0.1 V
-0.0 V
-1.0 V
I 
/ 
A
(A)
(B)
(C)
(D)
41 
 
3.2. XPS analysis for selenium redox chemistry on magnetite 
XPS analysis was performed to examine redox chemistry of selenium on the magnetite electrode. The 
chemical reactions that represent the peaks observed on the CV curves can be related to specific selenium 
species produced at the peak potentials. Due to the geometry of the PME not being suitable for XPS analysis, 
all XPS samples were prepared from the bulk electrodes. The sample preparation was made at pH 6 using 
a solution containing 25 mM Na2SeO3 + 0.1 M NaClO4. 
3.2.1. Cyclic voltammetry of bulk magnetite electrode prior to XPS analysis 
Prior to the XPS analysis, the cyclic voltammetry was run using the bulk magnetite electrode and the 
electrochemical features were compared with the PME (Fig. 2.8). In the blank solution (NaClO4 only), 
continuous increase in negative currents on the cathodic scan and small variation in positive currents on the 
anodic scan are similar to the background curves of the PME (Fig. 2.1A). In the presence of selenite (Se(IV) 
+ NaClO4), the cathodic currents begin to rise above the background signals at a potential below -0.1 V. A 
broad shoulder develops at potentials ≥ -0.6 V where a peak C1 is pronounced on the cyclic PME 
voltammograms. The negative currents drastically increase at potentials < -0.6 V where the nucleation and 
growth process of selenium is promoted by large overpotentials. Upon anodic scanning, a single peak 
positioned at -0.25 V is produced which corresponds to peak A1 of the PME and the anodic current 
gradually decreases at more positive potentials. There is no observed CV peak or shoulder in the potential 
region where peak A2 is located in the PME results. Selenium redox transformation mediated by magnetite 
is greatly influenced by kinetic parameters and so the observed differences between the bulk electrode and 
PME may be due to the influence of the electrode properties on the redox kinetics. In particular, the bulk 
magnetite exhibits slower kinetics than the PME as evidenced by the nucleation and growth of selenium 
(section 3.1.4). The surface reactivity of solid materials as electrochemical catalysts is highly dependent on 
particle size. Smaller catalyst particles have higher density of reactive sites and thus typically exhibit greater 
rates of reaction with dissolved species (Nurmi et al., 2005; Peng et al., 2008; Yuan et al., 2015a; Yuan et 
al., 2015b). Nevertheless, the potential dependence of the cathodic and anodic currents (i.e., the shape of 
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CV curves) is comparable between the bulk electrode and PME (Fig. 2.2 and 2.8) which suggests similar 
redox transformation processes occur on the two electrode surfaces. 
 
 
 
 
 
 
Fig. 2. 8. Cyclic voltammograms for Se(IV) using the bulk magnetite electrode at pH 6.0 (scan 
rate = 50 mV/s; a scan range, –0.85 to +0.85 V). The scans were performed in solutions containing 
Se(IV) (10 and 25 mM) and 0.1M NaClO4. Inlet: Comparison of CV patterns measured (pH = 6.0 
and [Se(IV)] = 10 mM) using the bulk electrode (BE) and the powder microelectrode (PME) of 
magnetite. 
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3.2.2. XPS results for selenium redox transformation  
For the sample preparation, potential values were selected on the basis of the cyclic voltammograms at 
pH 6 (Fig. 2.2 and 2.8). Potentials of -0.5 and -0.2 V are where peaks C1 and A1 are approximately 
positioned, respectively, and -0.85 V corresponds to the switching potential in the voltammetry cycles 
performed in this study. A potential of +0.6 V was selected to examine possible redox reactions under very 
oxidizing conditions. Each potential was kept constant on a bulk electrode for 30 min. For the potential of 
-0.5 V, two additional samples were potential held and subsequently stepped to +0.2 and +0.6 V, 
respectively. These samples are intended to investigate any oxidation of selenium species produced at peak 
C1.      
Survey scans on the magnetite electrodes are shown in Fig. 2.9. Observed peaks are labeled according 
to the corresponding orbitals of elements. The main peaks associated with Fe (Fe 2p and LMM) are clearly 
seen for all the magnetite electrodes. Two Auger peaks, L2M45M45 and L3M45M45 (denoted LMM and LMM’ 
in Fig. 2.9, respectively) and three XPS peaks, Se 3s, 3p, and 3d are associated with selenium on the 
electrode surface. The survey spectra show the presence of Se, Na, and Cl for all potentials tested, which 
are adsorbates from the background solution.  
Core scans for the Se 3d peak are presented in Fig. 2.10A. The scan range also covers the binding 
energy corresponding to the Na 2p orbital (~ 63 eV) as shown in the Se 3d spectra for all potentials tested. 
This orbital peak does not interfere with the Se 3d peak whose binding energies typically range from 62 to 
53 eV (Wagner et al., 1979). Over such an energy range, two different peaks centered at about 55.5 and 
58.5 eV are observed for all the potential-held electrodes. Sodium selenite was core-scanned as a reference 
material, which shows Se 3d peaks centered at 58.4 eV (Fig. 2.10A). Therefore, the XPS peak at ~58.5 eV 
found from the electrode samples can be mainly attributed to Se(IV) despite the fact that there might be a 
minor contribution of Se(VI) if produced during the voltammetry scan on a positive potential range (e.g., 
Alanyalioglu et al., 2004). Decrease in the oxidation state of an element leads to decrease in the electron 
binding energy of its orbitals. Therefore, the Se 3d peak centered at 55.5 eV, compared to the one at 58.5 
eV, can indicate the presence of selenium with a lower valence state such as Se(0) or Se(-II). Bulk magnetite 
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was analyzed as a reference sample and revealed a Fe 3p peak centered at about 55.5 eV. Interference of 
the Fe 3p peak with the Se3d peak also made it difficult to interpret the core-level spectra of selenium in 
previous studies (Liu et al.; Hamdadou et al., 2002). To resolve this issue, the Se 3p peak was core scanned 
and compared with the Se 3d peak (Fig. 2.10B). Whereas of lower signal-to-noise ratio than the Se 3d 
spectra, the Se 3p spectra can be analyzed without the interference of the Fe orbitals. Peaks centered at 
161.5 eV are found on the spectra of the electrodes held at -0.85 and -0.5 V and can be assigned to Se(0) 
and/or Se(-II) (Mandale et al., 1984). In contrast, there are no observed peaks at 161.5 eV for the electrode 
of +0.6 and -0.2 V. The Se 3d spectra of these electrodes, therefore, should be identified as belonging to Fe 
3p. It is also important to note that the peak at 55.5 eV appears as a doublet for the electrodes at -0.85 and 
-0.5 V and as a singlet for those at +0.6 and -0.2 V. The doublet feature is evidently different from the 
singlet feature observed on the Fe 3p of the magnetite reference.   
For the Se 3d XPS peak, the binding energy between 56 and 55 eV is a commonly reported value for 
Se(0) (Wagner et al., 1979; Shenasa et al., 1986; Tang et al., 1996). The doublet appears at 55.0/55.8 eV, 
which is very close to the values for Se(0) reported from a previous study (Babu et al., 2007). In addition, 
a reddish deposit was observable by the naked eye on the magnetite electrode after it was held at a potential 
of -0.85 V for 30 min. This macroscopic observation indicates formation of elemental selenium on an 
electrode surface at a negative potential (Tang et al., 1996). The binding energy of Se(-II) 3d reported from 
many selenide compounds ranges from 55 to 53 eV depending on the nature of its coordinated atoms 
(Wagner et al., 1979; Shenasa et al., 1986; Hamdadou et al., 2002; Wu et al., 2007; Golovchak et al., 2013). 
As these ranges are close to the Se 3d peaks found in the present study, the minor presence of Se(-II) cannot 
be excluded. Se(0) is believed to dominate over Se(-II) given that at the high Se(IV) concentration of this 
study, Se(-II) produced at negative potentials can react with Se(IV) in solution to form elemental selenium 
in a comproportionation reaction (Wei et al., 1994) (Eq. 2).  
The spectroscopic results provide supportive evidence for the peak assignments on the cyclic 
voltammograms. There is no detected selenium species other than Se(IV) at the potential of -0.2 V. The 
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reduction to elemental selenium is confirmed from the magnetite electrode held at -0.5 V. These results 
support the assignment of the broad C1 peak to the formation of Se(0). The predominance of elemental 
selenium on the electrode of -0.85 V is also in good agreement with the results of chronoamperometry that 
showed how nucleation and growth mechanisms govern the selenium redox transformation under very 
reducing conditions (< -0.6 V). Elemental selenium is detected even if the electrode is stepped from -0.5 V 
to +0.2 or to +0.6 V (Fig. 2.10). Although the thermodynamic interpretation suggests that elemental 
selenium can be oxidized to Se(IV) at positive potentials, the interpretation for the selenium oxidation is 
limited from the XPS results because Se(IV) was detected in all the electrodes tested. The electrode held at 
+0.6 V shows no evidence for oxidation of Se(IV) to Se(VI). This may be due to the fact that Se(VI) formed 
at high potentials is immediately released into solution. If this was the case, only a minute amount of 
selenate could be retained on the electrode and would be undetectable by XPS. No clear indication is found 
for the transformation of selenite to selenate based on the electrochemical and spectroscopic approaches 
used in this study. Future research could be aimed at systematic investigation on the oxidation of Se(0) and 
Se(IV).  
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Fig. 2. 9. XPS survey scans on the magnetite electrodes potential-held at various potentials. For 
the electrode at _0.5 V, two additional samples were stepped to positive potentials, +0.2 and +0.6 
V, respectively, to re-oxidize the reduced products. 
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Fig. 2. 10. XPS core scans for (A) Se 3d and (B) Se3p on the magnetite electrodes potential-held 
at various final potentials.  
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4. DISCUSSION  
4.1. Possible effects of solution chemistry on Se redox transformation  
CV peaks indicating selenium redox transformations on magnetite are evident at pH 4.0 to 8.0 but are 
of limited intensity at pH 9.5 (Fig. 2.2). Such pH dependence of the Se redox sensitivity is closely associated 
with the variation of Se solution chemistry. The speciation calculations demonstrate that Se(IV) is mainly 
present as biselenite (HSeO3-) at pH 3.0 to 8.0 whereas selenite (SeO32-) is predominant at pH ≥ 9.0 (Fig. 
2.6) It is thus inferred that biselenite is redox-active on magnetite in weak acids and bases (i.e. circumneutral 
pH values) whereas magnetite catalysis of selenite redox transformation is limited under high pH conditions 
(where SeO42- is the dominant species). One speculation to explain this relationship between redox 
sensitivity and Se speciation is that the affinity of a given selenium species for the magnetite surface 
changes as a function of pH (Martinez et al., 2006; Rovira et al., 2008) and this may impact the surface 
concentration of Se available to participate in magnetite-mediated redox transformations. The point of zero 
charge of magnetite is near a pH of 7 (Tewari and McLean, 1972), which implies that positively and 
negatively charged species can be retained on its surface at basic and acidic solutions, respectively. It 
follows that adsorption of Se(IV) on magnetite, as SeO32- or HSeO3- decreases with increasing pH as the 
magnetite surface becomes more negative (Martinez et al., 2006; Jordan et al., 2009; Missana et al., 2009). 
This may explain the absence of observable Se redox transformation at pH 9.5 in this study. 
In comparison to thermodynamic data, the peak potentials fall into equilibrium reduction potential 
regions that correspond to the redox couples of interest (Fig. 2.5). However, the pH dependence of peak 
potentials is less pronounced than that predicted from equilibrium reduction potentials. For example, peak 
A2 was assigned to oxidation of Se(0) to Se(IV); therefore, from the ratio of the protons consumed vs. 
electrons accepted, a pe/pH slope of -5/4 (Eqn. 4a) is expected, resulting in a slope of -74 mV (5/459 mV, 
which is the Nernstian slope) per pH unit (Table 2.1). The observed slope of the potential change is ca. -21 
mV per pH unit, or nearly three times lower. This reduction reaction can be written in two ways: 
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𝐻𝑆𝑒𝑂3
−  +  4 𝑒−  +  5 𝐻+  𝑆𝑒(𝑠)  + 3 𝐻2𝑂  (4a) 
𝐻𝑆𝑒𝑂3
−  + 2 𝐻2𝑂 +  4 𝑒
−  𝑆𝑒(𝑠) +  5 𝑂𝐻− (4b) 
In the following, we discuss two explanations: 
1. In the theoretical derivation, one underlying assumption is that the pH does not change 
significantly as a result of the reaction, but due to the small reaction volume (i.e., the pore 
volume in the PME could be considered the reaction volume) the number of protons 
consumed per volume may be high. 
2. Since the slope of Eqn. 4a is -5/4, and the numerator is the number of protons consumed, if 
there is also a source that releases protons as a result of the reaction, or consumes hydroxide 
ions (Eqn. 4b), the slope of the reduction potential vs. pH would be diminished. 
Quantification of explanation 1: In order to estimate the amount of protons released or consumed, the 
number of electrons can be calculated from the CV curves and converted to the number of protons. The 
proton concentration is obtained by either considering the pore volume of the mineral powder or the entire 
volume of the reacted solution. The consumption of protons during reduction may increase pH and lead to 
the difference in pH between the cavity and bulk solution. Although protons are exchanged between the 
pore and bulk solutions by mass transfer, the effect of proton consumption may be important under our 
experimental conditions where solution pH is weakly acidic to basic and the total selenium concentration 
exceeds the proton concentration.  
The electronic charge transferred at peak C1 was calculated from a CV curve in Fig. 2.2 (pH 6.0 and 
10 mM [Se]) as an example and the value is 1.07×10-6 C. This value was obtained by integrating the current 
peak over the voltage and dividing this value by the scan rate of, in this case, 50 mV/s. By dividing the 
charge value by the electron charge, one obtains 6.7 ×1012 electrons to be transferred. According to Eqn. 
4a, this value has to be multiplied by 5/4 to obtain the number of protons being consumed, which is 8.3 
×1012 protons or 1.4 ×10-11 mol of H+. The concentration of protons consumed by the reduction can be 
evaluated considering the total volume of the microcavity (~1.2 ×10-10 L; radius of the cavity 50 m, 
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depth 30 m, porosity about 0.5). The calculated charge is equivalent to a proton concentration of 0.12 M 
in reference to the microcavity volume. This value is five orders of magnitude greater than the solution 
proton concentration (10-6 M) indicating that the cavity proton concentration is decreased by selenite 
reduction. An easier way to interpret this process is using Eqn. 4b which states that an equivalent amount 
of OH- would be produced and would push the pH to high values. The minimum concentration change of 
protons can be estimated if one assumes that the reaction volume mixes with the entire volume of the vessel 
(50 ml). This would result in a proton concentration change of 1.4 ×10-11 mol/0.05 L = 2.8 ×10-10 mol/L, 
which is essentially no change in pH. Any local pH change induced by this reduction would be between 
these two extreme values due to the exchange of liquid between the microcavity pores and the bulk solution. 
This indicates that anyone performing redox reactions in a porous medium in contact with an aqueous 
solution may have a significant pH gradient between the medium and bulk solution; the same is true for a 
microporous soil with redox activity in contact with solution flowing through larger cracks. Due to the 
interdependence of pe and pH, there may also be a wide range of redox potentials for a specific redox 
transition in porous media where the water does not mix well. 
Quantification of explanation 2: as Se(IV) is reduced to Se(0), the produced Se(0) is adsorbed or 
precipitated on the magnetite surface, thereby replacing protons from the mineral surface. The net loss in 
proton per reaction step in Eqn. 4a is thus less than 5. Whereas it is possible to lessen the pe/pH slope, it 
would be difficult to imagine that one Se(0) sorbed releases one proton, but five protons are consumed (Eqn. 
4b) contributes largely to the observed reduction in slope.  
As known from macroscopic examples, e.g., as in acid mine drainage, redox reactions can have 
a significant influence on pH and vice versa. Here, we demonstrate the potential for creating a pH 
gradient of several pH units at the interface between small redox-active micropores and larger, at 
least ml-sized volumes of water. This is not only the case in an experimental setup like the one at 
the interface of a powder microelectrode but also in redox active environments (e.g., soils) where 
microporous clay aggregates are in contact with flow-through macro cracks. Since the potential of 
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a redox transition is typically pH-dependent, this means, in turn, that the pH gradient also leads to 
a peak broadening with more solution-like pH values right at the interface and higher/lower pH 
values further away for reduction/oxidation reactions while the magnitude of the gradient is 
dependent on pore size and diffusion times (Barth et al., 2009; Borch et al., 2009). It would be 
challenging to measure and quantify those pH gradients that take place at a micrometer scale in a 
total volume on the order of tens of microns across, which is even below the size and resolution of 
pH microelectrodes.  
 
4.2. Mechanism of selenium nucleation on magnetite   
As shown from the electrochemical and spectroscopic measurements, selenite can be reduced to 
elemental selenium at a negative potential (< –0.2V). The next challenge is to determine, in a more 
mechanistic and quantitative way, how Se(0) precipitation starts and crystal growth progresses. The XPS 
spectra denoting a predominance of elemental selenium on the electrode of -0.85 V is in good agreement 
with the results of chronoamperometry that the nucleation and growth mechanism governs the selenium 
redox transformation under those negative potentials. 
For theoretical considerations, the current-time curves in Fig. 2.7C and D were fitted to the nucleation 
and growth model proposed by Scharifker and Hills (1983) (Fig. 2.11). The model suggests two kinetic 
mechanisms, i.e., instantaneous and progressive nucleation to address the nucleation properties such as the 
nuclear number density and the nucleation rate. Instantaneous nucleation describes the process by which 
the nuclei are formed at the onset of the electrochemical current, while progressive nucleation describes the 
process where the nuclei are continuously formed during the crystal growth (Bijani et al., 2011). These two 
nucleation processes are classically described by equations 5a and 5b. 
𝐼𝑛𝑠𝑡𝑎𝑛𝑡𝑎𝑛𝑒𝑜𝑢𝑠: (𝐼/𝐼𝑚𝑎𝑥)
2  =  1.95(𝑡/𝑡𝑚𝑎𝑥)
−1{1 − 𝑒𝑥𝑝[−1.26(𝑡/𝑡𝑚𝑎𝑥)]}
2    (5a) 
𝑃𝑟𝑜𝑔𝑟𝑒𝑠𝑠𝑖𝑣𝑒: (𝐼/𝐼𝑚𝑎𝑥)
2  =  1.23(𝑡/𝑡𝑚𝑎𝑥)
−1{1 − 𝑒𝑥𝑝[−2.34(𝑡/𝑡𝑚𝑎𝑥)
2]}2  (5b) 
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The experimental transients in Fig. 2.11 all (examples chosen are -1.0 V for PME and -1.0 and -0.9 
V for the bulk electrode) show a peak in redox current at a certain time of the chronoamperometry 
experiment (tmax). The current and time values of the data were normalized to the current and time at each 
peak (Imax and tmax), respectively, and were compared with the multiple nucleation model (Fig. 2.11). The 
experimental curves fall closer to the theoretical model for the progressive nucleation (average residual 
(I/Imax)2 of 0.1) than to that for the instantaneous nucleation (average residual (I/Imax)2 of 0.2). On the rising 
portion of the curves (t < tmax), the slower increase in current for progress nucleation (compared to the 
instantaneous one) implies greater increment in the number of nuclei with time and slower nucleation than 
instantaneous nucleation (Scharifker and Hills, 1983). 
There are, however, similarities and differences between the experimental data and theoretical 
progressive nucleation. The small positive deviation from the progressive model is observed on the rising 
portion of the fitting curves. This may be explained by contributions of other processes such as double layer 
charging and possibly adsorption-desorption processes (Scharifker and Hills, 1983; Hölzle et al., 1994). 
Based on the assumptions of the model, a diffusion-controlled behavior is expected for long times and was 
evaluated on our data using the Cottrell relation (Eq. 6).  
 
𝐼 =
𝑧𝐴𝐹𝐷
1
2⁄ 𝑐
𝜋
1
2⁄ 𝑡
1
2⁄
   (6) 
 
where I is the current, A the area of the electrode, z the number of electrons transferred on the reduction, F 
the faraday constant, D the diffusion coefficient, c the bulk concentration, and t the time. The relation 
implies that the current is proportional to t-1/2. In this application, caution should be taken since a planar 
electrode and unstirred solution are presumed for the strict application of the Cottrell relation. The bulk 
electrode used in this study is planar (section 2.1) while the powder microelectrode obeys the Cottrell 
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relation if the time of experiment is short (Yang et al., 1999; Zuleta et al., 2003). Thus the Cottrell relation 
was applied to the two types of electrode for a limited period of time (from 2 tmax to 10 tmax). 
 
Fig. 2. 11. Comparison between the experimental transients (symbols) and the theoretical 
nucleation models (lines) in the dimensionless plot and (B) linear dependence between current and 
t–1/2 for the falling portions of the transients over a time interval from 2tmax to 10tmax. 
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For better illustration, I and t-1/2 were multiplied by large numbers and tmax, respectively (Fig. 2.11B). 
The resulting current-time transients show excellent linearity (R2 > 0.99), indicating nucleation as a 
diffusion-controlled process over the time range of interest. For the bulk electrodes, the diffusion coefficient 
was calculated from the Cottrell equation with the measured cross-sectional area (A) and the number of 
electrons transferred during the nucleation (z = 4 for selenite reduction to Se(0)). The values for the diffusion 
coefficient are 4.1×10-7 cm2s-1 for -0.9 V and 10×10-7 cm2s-1 for -1.0 V. Alternatively, the diffusion 
coefficient can be derived from the nucleation model and the expression for progressive nucleation is 
presented in Eq. 7.   
 
𝐽𝑚𝑎𝑥
2𝑡𝑚𝑎𝑥 = 0.2598 ∙ (𝑧𝐹𝑐)
2𝐷   (7) 
 
The calculated values are 3.1×10-7 cm2s-1 and 8.6 ×10-7 cm2s-1 for -0.9 and -1.0 V, respectively, 
comparable to the diffusion coefficients from the Cottrell equation. For both approaches, the diffusion 
coefficient observed at -1.0 V is about 2.5 times as great as that at -0.9 V which is at odd with the prediction 
from the multiple-nucleation model. Specifically, Scharifker and Hills (1983) suggested that for a given 
bulk concentration of electroactive species (10 mM Se(IV) in that case), the diffusion constant (D) should 
not vary with the potential. The inconsistency with the model is also seen on the falling portion of the curves 
where the experimental transients deviate negatively from the model for longer times (t > 4tmax). One 
possible source of the deviation from the theoretical model can be the morphology of the nuclei because 
the nuclei are considered hemispherical in the model (Grujicic and Pesic, 2002). The growth of nuclei under 
other mechanisms was postulated from a study regarding Rn deposition on a gold electrode (Schrebler et 
al., 2001). Another possibility is the beginning of H2Se evolution followed by the comproportionation 
reaction with Se(IV) or hydrogen evolution at very negative potentials (Schrebler et al., 2001; Steponavičius 
et al., 2011). In summary, the interpretation of Se nucleation with the ideal model is limited as the reaction 
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proceeds for long times. Nevertheless, in this study, the early stage of the peak-shaped current-time 
transients can be explained with the progressive 3-D nucleation model. 
There have been a few studies adopting the multiple-nucleation model to investigate the mechanisms 
on electrodeposition of selenium on the various electrodes. Lai et al. (2010) examined selenium deposition 
on a tin oxide electrode over a potential range of –0.4 to –0.6 V where a good agreement with progressive 
nucleation is observed. Glassy carbon was tested as a substrate for selenium deposition and revealed 
consistency with the progressive nucleation mechanism (Steponavičius et al., 2011). Although these reports 
employed aqueous solvents at room temperature, the instantaneous nucleation may occur under other 
physicochemical settings. Bougouma et al. (2013) suggested that the Se deposition kinetics is largely 
dependent on temperature and that slower progressive nucleation is favored at ambient temperature, 
whereas instantaneous nucleation is likely at higher temperatures (e.g., 110 ℃ in a non-aqueous solvent). 
Our data support the progressive nucleation as a dominant mechanism for selenium deposition under 
ambient temperature and highly reducing conditions.  
 
4.3. Catalysis of magnetite in geochemical systems    
In natural environments, the abiotic reduction of trace elements can be mediated by a mineral surface 
when the reduction is coupled with the oxidation of other species on the surface. Dissolved Fe(II), for 
instance, does not seem to act as a reductant, but Fe(II) involved in a heterogeneous system enables trace 
elements to be reduced (Charlet et al., 2007; Taylor et al., 2015). Charlet et al. (2007) demonstrated the role 
of Fe(II) adsorbed by clay minerals in reducing selenium and helping form nanoparticulate Se(0). Selenium 
reduction can also be facilitated by oxidation of iron mineral surfaces and gives rise to products such as 
elemental selenium and iron selenides (Myneni et al., 1997; Scheinost and Charlet, 2008).  
Our results from electrochemical experiments show that magnetite can act as a good substrate for 
selenite reduction and elemental selenium is formed as a primary product. While, in the electrochemical 
part of this study, electron transfer is triggered by applying an electrical potential, the mineral surface 
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oxidation or the adsorption of reductants from solution to the surface can play an equivalent role in natural 
systems (Renock et al., 2013; Yuan et al., 2015b). Under a range of    environmental conditions (pH 1 to 7 
and 2 to 65 ℃), the oxidation of magnetite can be promoted in the presence of proton (H+) or redox active 
metal species (Mz+) dissolved in water and cause the formation of maghemite (γ-Fe2O3) (Eq. 8a and b) 
(White et al., 1994; White and Peterson, 1996). 
[𝐹𝑒2+𝐹𝑒2
3+]𝑂4  +  2𝐻
+  γ − 𝐹𝑒2𝑂3  + 𝐹𝑒
2+  + 𝐻2𝑂   (8a) 
3[𝐹𝑒2+𝐹𝑒2
3+]𝑂4  + (
2
𝑛
)𝑀𝑧+  4γ − 𝐹𝑒2𝑂3  +  𝐹𝑒
2+ + (
2
𝑛
)𝑀(𝑧−𝑛)+   (8b) 
As a result, the metal species can be reduced by participating in the surface oxidation process or 
subsequent heterogeneous reactions involving ferrous iron (Fe2+) released from the process. The formation 
of maghemite can passivate the magnetite surface, resulting in two important effects: 1) magnetite, which 
is thermodynamically unstable in most soil environments, can persists over geological time scales and 2) 
the redox-catalytic ability of magnetite is limited by passivation of the oxidized surface (Peterson et al., 
1997). It is also likely that the redox-catalysis rate of magnetite becomes slower as Se(0) is deposited on 
the mineral surface due to a similar passivation effect. Peterson et al. (1997) studied reduction of Cr(VI) in 
the presence of magnetite and calculated the thickness of the maghemite layer (Tmh, in nm) formed as a 
result of electron transfer from Fe2+ in magnetite to an oxidized species in solution and the formula can be 
written for the reduction of Se(IV) to Se(0) as Eq. 9a. 
𝑇𝑚ℎ = 4[𝑆𝑒
0]𝑁𝑎 / (𝑑𝐹𝑒(2+) ∙  𝐴𝑠 ∙ 10
18)    (9a) 
 Γ𝑆𝑒 = [𝑆𝑒
0] / 𝐴𝑠    (9b) 
where [Se0] is the number of moles of Se0 atoms reduced from Se(IV) on the magnetite surface, 
multiplied by 4 to account for 4 Fe2+ atoms oxidized for every Se(IV) reduced, Na, Avogadro’s number, 
dFe(2+), the density of Fe2+ atoms in the magnetite structure (atoms nm-3), and AS, the magnetite surface area 
(m2 g-1) multiplied by 1018 to convert m2 to nm2. [Se0] is calculated from a CV curve in Fig. 2.2 (pH 6.0 and 
10 mM [Se]) using the same conditions for quantification 1 in section 4.1 resulting in an approximated 
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thickness of maghemite is 5.4 Å, which is on the order of magnitude of the one estimated in a previous 
study on Cr(VI) reduction catalyzed by magnetite (1 to 2.4 nm) (Peterson et al., 1997).  The surface 
coverage of Se(0) (ΓSe) is evaluated, according to Eq. 9b, for  the same CV curve (pH 6.0 and 10 mM [Se]) 
and is 0.30 nmol·cm-2. This corresponds to 15 % coverage (0.15 ML) of the theoretical surface coverage 
for a metal monolayer (ML) on a substrate (2 nmol·cm-2) (Gerischer and Tobias, 1978; Beni et al., 2004). 
These estimated values imply that, in aqueous systems, the surface oxidation of unreacted magnetite 
particles may catalyze reaction pathways of selenite reduction as observed in this study, coupled with 
electron supply from the formation of an oxidized layer that is a few to tens of Å thick. The catalytic ability 
of magnetite would likely degrade over time as the mineral surface is passivated by reaction products 
(Peterson et al., 1997; Ruiz et al., 2000).  
In the experiments presented here, a high concentration of Se(IV) (1 to 25 mM) was required to 
differentiate the electrical signal of selenium species from the large background current of magnetite. This 
high selenium content may be one reason for the dominance of elemental selenium as a reduction product. 
Ferrous iron can be generated from magnetite dissolution at very reducing conditions (section 3.1.1) and 
may play a role in the preservation of selenium species Se(-I) or Se(-II) as solid phases. Ferroselite (FeSe2) 
is a stable compound of iron and selenium and is found in metal deposits bearing iron sulfides with high 
selenium content (Howard, 1977). The coexistence of elemental selenium and iron selenides with structures 
similar to FeSe and Fe7Se8 were found when a batch reaction of selenite with magnetite nanoparticles was 
maintained longer than the timescale of this study (Scheinost and Charlet, 2008). Therefore, in reducing 
environments where reactive iron is abundant, negative oxidation states of selenium are expected to be 
common.  
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5. CONCLUSIONS 
In this study, electrochemical techniques are used to evaluate possible redox processes 
catalyzed by magnetite over a range of experimental conditions (Eh 1.09 to -0.77 V or 0.85 to -1.0 
V vs. Ag/AgCl; pH 4.0 to 9.5). Biselenite (HSeO3
-) can act as a redox-sensitive species under those 
conditions. Reaction pathways catalyzed by magnetite involving reduction of selenite and 
oxidation of reduced products are identified from the electrochemical and spectroscopic 
measurements. A soluble selenium oxyanion, Se(IV), is transformed into Se(0) or Se(-II) on the 
magnetite surface as it encounters reducing conditions (Eh = -0.27 V). Se(0) is directly deposited 
on the mineral substrate whereas adsorbed Se(-II) can undergo a subsequent comproportionation 
reaction with Se(IV) in solution to form Se(0). These reduced species can be remobilized to Se(IV) 
if exposed to oxidizing conditions (Eh = +0.44 V). Formation of soluble Se(VI) from oxidation of 
the lower valence forms may be mediated by magnetite, but since this study focuses on solid-state 
processes, no spectroscopic evidence is available for further oxidation in solution. The pH-
dependence of the redox transformation of selenium may become significant in the microporous 
structure of soils or sediments due to a pH gradient formed at the particle-solution interface and 
the gradient between different pores with little tortuosity when pH changes are induced by redox 
processes. This is particularly true when compared with the redox transformation in the solution 
phase where a more homogeneous distribution of Eh and pH values is found. The retention of 
selenium on the mineral substrate by abiotic reduction is energetically and kinetically facilitated 
at low redox potentials. From chronoamperometry measurements, the kinetics of the retention 
mechanism is characterized mainly by the simultaneous nucleation and growth of elemental 
selenium (i.e., progressive nucleation) under ambient temperature and highly reducing conditions 
(Eh < –0.47 V). The XPS analysis on the potential-stepped magnetite electrodes implies that once 
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deposited on magnetite, remobilization of elemental selenium to soluble species would be partially 
irreversible and kinetically retarded. Therefore, magnetite can act not only as a catalyst for redox 
reactions of selenium but also as a substrate to retain selenium in an immobilized form. These 
findings demonstrate that the effect of natural minerals on the thermodynamics and kinetics of 
electron transfer is an important factor in predicting selenium mobility and reactivity in sediments 
and natural waters.   
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 Chapter III. Photocatalytic reduction of uranyl:  Effects of 
organic ligands and UV light wavelengths 
 
Abstract  
Although previous studies demonstrate the photochemical reduction of uranyl (UO2
2+) in the 
presence of various organic compounds, the actual role of organic molecules as ligands and 
electron donors during the photoreaction are poorly understood. In this study, photochemical 
reduction of uranyl is examined with respect to organic ligands as electron donors and complexing 
agents, the role of titanium oxide (TiO2) nanoparticles as photocatalysts, and the influence of UV 
light irradiation with emission peaks in the UV-A, UV-B, and UV-C ranges. Organic compounds 
with different binding affinities to uranyl such as acetate, ethylenediaminetetracetate (EDTA), 
oxalate, and hydroquinone were selected.  
Uranyl solutions prepared with one organic compound in a 1:8 molar ratio were irradiated 
under anoxic and acidic conditions (O2 < 1 ppm, pH 2.5). Uranyl removal by reduction to UO2 
was better than 70% in the presence of oxalate and acetate, followed by hydroquinone (~ 45 %) 
and EDTA (~ 10 %). Uranyl removal was nearly constant at the UV-A, UV-B, and UV-C regions 
in the presence of acetate and oxalate whereas greater removal was observed in the EDTA and 
hydroquinone solutions exposed to UV-C and UV-A, respectively. These results reveal that uranyl 
reduction is mediated primarily by TiO2 nanoparticles and is highly dependent on the electron-
donor compound. Addition of acetate enhances the uranyl photoreaction in hydroquinone solution. 
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Dissolved EDTA species act as good electron donors at limited EDTA concentrations (1:2 to 1:4 
uranyl to EDTA ratios) but at higher concentrations (for example, 1:8), uranyl-EDTA complexes 
such as [(UO2
2+)HEDTA]– compete for the surface sites on the TiO2 nanoparticles, hindering the 
photoreduction of uranyl. X-ray photoelectron spectroscopy (XPS) of the dried TiO2 powder 
shows that more than 70 % of uranium partitioned into the solid phase is present as reduced forms 
with oxidation states (V) and (IV). The U4f spectra of the U partitioned to the solid phase from 
the photoreaction with acetate reveal the predominance of U(IV) over U(V), whereas U(V) is the 
dominant oxidation state as a result of the photoreduction with EDTA. Our results suggest that 
formation of uranium-ligand complexes play a critical role in controlling the reactivity of uranyl 
species and the stability of reduced uranium species in the course of the photoreaction.  
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1. INTRODUCTION 
The uranyl ion (UO2
2+) is the most stable form of uranium with the oxidation number VI in 
natural settings such as soils and groundwater, and in waste mixtures (for example, in nuclear 
waste disposal sites). Although the mobility of uranyl can be retarded via sorption onto mineral 
and solid-waste surfaces as well as secondary mineralization (Yang and Davis, 2000; Kim et al., 
2015a), remobilization may occur due to complexation with dissolved ligands, thereby potentially 
spreading pollution. Ethylenediaminetetracetate (EDTA) is a chelating agent commonly used to 
increase the solubility of toxic and heavy metal ions including uranium as required for industrial 
applications such as chemical cleaning and decontamination operations. Oxalate is often found in 
nuclear waste repositories as it is produced by the decomposition of other organic compounds 
(Campbell et al., 1994). In addition, oxalic acid naturally occurs as a great source of protons and 
metal-complexing organic ligands that can make various metals (bio-) available in ecosystems 
(Gadd, 1999). Since uranyl forms strong complexes with these organics, their interactions are 
important in evaluating the mobility of uranyl in aqueous systems (Havel et al., 2002).  
Because of increase in mobility, uranyl-organic complexes are difficult to treat using 
conventional techniques (Yang and Davis, 2000). One promising treatment approach is to couple 
metal reduction with photochemical oxidation of organic contaminants using a mineral catalyst. 
Anatase, a polymorph of titanium oxide (TiO2), is known to be a robust and efficient mineral 
catalyst for such photochemical processes. Oxidation of various organic compounds such as 
EDTA, methanol, propanol, and acetate have been demonstrated to promote photocatalytic 
reduction of uranyl using anatase (Chen et al., 1999; Evans et al., 2004; Bonato et al., 2008; 
Salomone et al., 2015). There is a general consensus that the heterogeneous photoreduction of 
uranyl is hindered in the presence of dissolved oxygen and that uranyl can be reduced and 
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precipitated as U(IV). However, the respective roles of organic molecules as ligands and electron 
donors upon this process have been barely investigated.  
Upon the photochemical reduction of uranyl mediated by anatase, irradiation by photons with 
energies higher than its bandgap is necessary to excite the electron (e–) from the valence band into 
the conduction band. As a result, a hole (h+) is generated in the valence band. In order to overcome 
the bandgap of anatase (3.2 eV), the wavelength of electromagnetic radiation must be 390 nm or 
shorter which corresponds to ultraviolet (UV) radiation or photons with even higher energies. 
Although the majority of studies about uranyl photoreduction using anatase have adopted light 
sources with the primary emission in the UV-A range (315 to 400 nm), some medium-pressure 
mercury lamps do not filter contributions of radiations having shorter and longer wavelengths 
(Salomone et al., 2015). More electrons would overcome the bandgap of semiconductors as the 
wavelength of UV radiation is shorter. It is questionable whether UV radiation with shorter 
wavelengths and thus more electron-hole pairs in the anatase catalyst will be either cooperative or 
inhibitive to uranyl photoreduction. Indeed, selection among different UV types is one of the most 
important parameters in optimizing photochemical treatments of organic and inorganic 
contaminants as well (Alaton et al., 2002).  
The main objective of this study is to investigate 1) the respective role of organic molecules 
on complexation and electron donation during heterogeneous photoreduction of uranyl and 2) the 
dependence of the uranyl photoreduction with various organic molecules on UV wavelength. Four 
different organic ligands were selected as electron donors: acetate, EDTA, oxalate, and 
hydroquinone. There are previous studies that used acetate and EDTA as an electron donor for 
uranyl reduction (Chen et al., 1999; Bonato et al., 2008). To our knowledge, the present study is 
the first to demonstrate the oxidation of oxalate and hydroquinone as coupled with photocatalytic 
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uranyl reduction. The three subclass regions of the UV spectrum, UV-A, B, and C, are used to 
examine how uranyl photoreaction with varying organic ligands responds to these regions of UV 
light. X-ray photoelectron spectroscopy (XPS) was adopted to obtain direct evidence for U 
photoreduction as catalyzed by TiO2. Based on the uranium speciation with the organic ligand, 
reaction mechanisms and effects of organic ligands and UV wavelengths on photocatalytic 
reduction of uranyl are discussed. 
 
2. METHODS 
2.1. Materials and Reagents 
Titanium oxide (TiO2) nanoparticles (AEROXIDE
® TiO2 P25) were provided by Degussa and 
used without further purification. P25 consists of aggregated primary particles of anatase and 
rutile, two polymorphs of titanium oxide, in a weight ratio of 4:1. Particle mean diameter is 21 nm 
and the specific surface area is 50 m2/g. Prior to solution preparation, Milli-Q® water (resistivity 
≥ 18.2 MΩ·cm) was autoclaved in Pyrex® media storage bottles at regular sterilizing conditions 
(that is, 40 min at 121℃ and 138 kPa). Immediately after, purified N2 was bubbled into the water 
through a diffuser for about 60 min while the water cooled from 95 to 40 C. Glass bottles were 
then capped air-tight and immediately transferred to a controlled-atmosphere glove box. Stock 
solutions of uranyl and organic compounds were prepared using uranyl nitrate hexahydrate 
(UO2(NO3)2∙6H2O, International Bio-analytical Industries), sodium acetate trihydrate 
(NaCH3COOH∙3H2O, Fisher Chemical), disodium EDTA dihydrate (C10H14N2Na2O8∙2H2O, 
Fisher Chemical), oxalic acid dihydrate (C2H2O4·2H2O, Baker analyze) and hydroquinone 
(C6H6O2, Acros Organics).  
70 
 
2.2. Solution Chemistry and Irradiation Experiments  
Experimental settings used in this study are summarized in Table 3. 1. For all experiments, the 
concentration of uranyl was 0.21 mM while the concentrations of organic compounds were varied 
from 0.42 to 1.68 mM which correspond to the uranyl to organic compound molar ratio of 1:2 to 
1:8. Control experiments were run without titanium oxide catalyst or in darkness (set I and II in 
Table 3. 1) to explore synergistic effects in the coexistence of the catalyst with the light source (set 
III). The solutions were initially adjusted to a pH of 2.5 by adding concentrated NaOH or HCl. 
This value of pH was selected because only a minimal change in pH (< 0.2) occurs after 5hr of the 
photoreaction in solutions used in this study. After the reaction, the solution was filtered, and the 
supernatants were collected and analyzed by a Perkin-Elmer ELAN DRC-e inductively coupled 
plasma mass spectroscopy (ICP-MS). In this study, dissolved uranium measured after the reaction 
corresponds to the uranyl remaining in solution after adsorption to the solid phase and precipitation 
as uranium-containing solids. 
Table. 3. 1. Summary of solution chemistry and experimental conditions. 
 
 
 
 
 
 
 
 
 
 
 
Solution chemistry   Remarks 
[U]ini  0.21 mM  
U(VI) : Org. is ranged 1:2 to 
1:8 
(Org. is acetate, EDTA, 
oxalate and hydroquinone) [Org.]  0.42 to 1.68 mM  
pH  2.5   
[O2]  Solution degassed   < 1 ppm in atmosphere 
Temperature  25 ℃   
              
Experimental  
set 
 Constraints  Main process in uranyl 
removal  Irradiation   with Catalyst  
I.   No  Yes  Adsorption 
II.   Yes  No  Homogeneous photoreduction 
III.    Yes   Yes   Adsorption + photoreduction 
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For our experimental conditions, aqueous U(VI) species and saturation index with respect to 
various solid phases were calculated by Visual MINTEQ ver. 3.0 with the Thermo.vdb database 
(Fig. 3. 1). Speciation of uranyl is variable depending on the dissolved organic ligand and its 
concentration. Experiments in acidic solutions (pH 2.5 in this study) are valid for our experimental 
purpose as the possibility of wet precipitation of uranyl solids can be ruled out at such a low pH 
(Fig. 3. 1). Photocatalytic experiments with TiO2 suspensions were carried out using an in-house 
fabricated photoreactor consisting of three vessels nestled inside one another (Fig. 3. 2). The quartz 
inner vessel is a thimble designed to hold a compact fluorescent bulb (Philips 9 W, G23). This 
inner vessel is positioned inside a central reaction vessel, which in turn sits inside an outer vessel. 
The outer vessel holds a thermostatic layer of circulating water controlled by an external water 
chiller. UV light bulbs providing different wavelength ranges were used: (1) 368 nm emission peak 
for the UV-A region, (2) 311 nm emission peak for the UV-B region, and (3) 254 nm emission 
peak for the UV-C region. TiO2 suspensions (65 mL,  
1gL–1) were irradiated in an anoxic glovebox (< 1 ppm O2) with a 10% H in N gas mix. 
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Fig. 3. 1. Speciation of dissolved uranyl (A) as a function of pH (0.21 mM U(VI)), (B) in the 
presence of 1.68 mM acetate, (C) 1.68 mM EDTA, and (D) 1.68 mM oxalate. Decrease in the total 
dissolved U(VI) at pH 6 to 10 is mainly due to precipitation of schoepite and U-hydroxides. 
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Fig. 3. 2. Illustration of the photoreaction apparatus used in this research. The elongated UV lamp 
is housed inside the inner quartz thimble in direct contact with the solution to induce 
photoreactions. Dissolved oxygen can compete with U(VI) for electrons transferred from an 
electron donor species. To minimize the effect of oxygen, the apparatus is setup in a glove box to 
maintain anoxic conditions; all solutions are prepared with degassed water. A water chiller outside 
the glove box is connected to the reaction vessel inside to keep temperature constant during the 
course of experiments. 
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2.3. Material Characterization 
XPS spectra were collected using an Axis Ultra spectrometer (Kratos Analytical UK). 
Monochromatic and focused Al K𝛼 radiation (1486.6 eV) was used for the excitation of samples. 
All measurements were performed in the hybrid mode, which employs both electrostatic and 
magnetic lenses. The x-ray emission current and anode voltage used during spectra acquisition 
were 8 mA and 14 keV, respectively. Survey and core scans were acquired at constant pass 
energies of 160 and 20 eV, respectively. Measurements were performed under vacuum conditions 
lower than 10–8 Torr. All spectra reported were calibrated using the position of the Ti 2p peak 
(458.7 eV) or the C 1s peak (284.9 eV) for adventitious carbon. Spectra analysis and calibration 
were performed using the CASA XPS software (version 2.3.16, www.casaxps.com). Caution is 
needed on XPS analysis for uranium because U(VI) is likely reduced during exposure to the X-ray 
beam (Ilton et al., 2007). Sequential analyses were taken on the same spot, for each specimen, in 
order to check for beam-induced reduction as suggested by Ulrich et al. (2009). The specimen with 
EDTA was stable over the first several spectra whereas oxidation state measurements of the 
specimens with acetate and the uranyl adsorption sample suggested reduction over time. 
Fortunately, reduction was found to be systematic and slow. The XPS spectra presented in this 
work are always the first two scans in each measurement such that the contribution of the beam-
induced reduction to the XPS spectra is minimal. 
Microscopic morphologies of solid phases before and after the catalytic photoreaction were 
examined using scanning electron microscopy (SEM, Hitachi, S-4800) equipped with an EDX 
spectrometer.  
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2.4. Modeling Molecular Structures of Uranyl-Organic Complexes 
Energy optimizations of uranyl-organic complexes were performed using the software package 
DMol3 (Local Density Functional Calculations on Molecules) (Delley, 1990). The Perdew-Wang 
generalized gradient scheme (GGA) was used in combination with ultrasoft pseudopotentials. The 
GGA scheme was parameterized by the Perdew-Burke-Ernzerhof (PBE) functional (Perdew et al., 
1996). The double numeric quality basis set (DNP) and effective core potentials (ECPs) were used 
for all calculations. The convergence tolerance for energy change, max force, and max 
displacement were 2 × 10-5 Ha, 0.004 Ha Å-1, and 0.005 Å, respectively. A Fermi smearing of 
0.01 Ha to the orbital occupancy was applied to improve computational performance.  
The uranyl species of [(UO2
2+)(C2O4)]
0 and [(UO2
2+)HEDTA]- were modeled and their energy-
optimized structures are shown in Fig. 3. 3A and B. The initial model of [(UO2
2+)(C2O4)]
0 before 
optimization was adopted from Tsushima et al. (2010). To our knowledge, there have been no 
studies reporting the coordination environment of uranyl forming a complex with EDTA. The 
EDTA4- anion has 4 O atoms belonging to the carboxyl functional group and two N atoms that can 
form bonds with the central cation during chelation. When modeling chelation with EDTA, having 
uranyl as a center metal ion is not simple because it has two O atoms that may induce some steric 
restrictions. Several possible configurations of [(UO2
2+)HEDTA]- were built while considering 
some important parameters such as H bonding with N and O, and coordination number of UO2
2+ 
from 4 to 6 with the N and O atoms of EDTA. From energy optimization of those configurations 
tested, one with the lowest energy is presented in Fig. 3. 3B. 
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3. RESULTS 
3.1.  Speciation and Adsorption of Uranyl in the Presence of Organic Ligands 
Speciation of uranyl in the presence and absence of organic ligands is calculated as a function 
of pH and presented in Fig. 3. 1. In the absence of organic ligands, the UO2
2+ ion is the most 
dominant uranyl species in acidic solutions (pH < 4.0, Fig. 3. 1A). The total U(VI) concentration 
of 0.21 mM decreases at pH values above 4.0 due to the formation of uranyl oxyhydroxide solids 
such as schoepite. In the presence of an organic ligand, uranyl tends to remain in solution and the 
total dissolved U concentration remains constant over a wider range of pH. Among acetate, EDTA, 
and oxalate, acetate shows the weakest binding with the UO2
2+ ion such that the fraction of the 
uranyl-acetate complex is calculated to be less than 30 % in acidic conditions (Fig. 3. 1B). The 
formation of uranyl-ligand complexes plays a critical role in solution chemistry of uranyl with 
EDTA and oxalate. The fraction of the UO2
2+ ion drastically decreases with increasing pH, and the 
uranyl-ligand complex is the most dominant species at pH above 2.0. [(UO2
2+)HEDTA]– is the 
dominant uranyl species in the presence of EDTA, while [(UO2
2+)(C2O4)]
0 and [(UO2
2+)(C2O4)2]
2– 
are major species in oxalate solutions at pH 2.5 (Fig. 3. 1C and D).  
Uranyl removal from solution in the absence of UV radiation is due to adsorption on TiO2 
(Table 3. 1). Uranium uptake by TiO2 is the highest in uranyl solutions with EDTA (10 %) and 
acetate (9 %), followed by hydroquinone and oxalate (less than 6 %) (Table 3. 2). Adsorption of 
uranyl on TiO2 is largely controlled by the surface charge of the adsorbent (Cerrillos and Ollis, 
1998). The point of zero charge of P25 TiO2 nanoparticles is near pH 4 to 5 (Noh and Schwarz, 
1989). This means that the surface of the TiO2 particles is positively charged at pH 2.5 and thus 
repulsive to the UO2
2+ ion. Such electrostatic interactions between the surface and the adsorbate 
can be influenced by the organic ligand. The organic ligand can be adsorbed onto the catalyst 
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thereby reducing the solid surface excess positive charge. Additionally, the charge of the uranyl 
species can be modified by complexation with the organic ligand, and the resulting uranyl-ligand 
complexes may be preferentially partitioned into either the solution or the solid phase. For 
example, the lowest adsorption of uranyl onto TiO2 is found from solution with oxalate. At pH 2.5, 
the dominant oxalate species dissolved in solution is monobasic oxalate (HC2O4
–). The monobasic 
oxalate anion may have a strong affinity toward the TiO2 surface and counterbalance the positive 
charge of the proton-dominated TiO2 surface site with its negative charge. Such a mechanism 
would lessen the interaction of the negatively charged species, [(UO2
2+)(C2O4)2]
2–, with the TiO2 
surface. Although [(UO2
2+)(C2O4)]
0 is dominant in solution with oxalate, it might be moderately 
or least reactive toward the TiO2 surface due to its neutral charge.  
Table. 3. 2. Uranyl removal from solution after reaction in darkness and without TiO2. 
 U(VI) adsorption by TiO2 (%)  U(VI) removal without TiO2 (%)  
UV Light  dark   368 nm 311 nm 254 nm  
Acetate 9.0  8.9 5.1 3.8 
EDTA 10.2  0.0 4.0 1.7 
Oxalate 1.3  11.9 12.2 6.1 
HydroQ 5.8   8.7 7.3 0.8 
Although metal-organic molecules are present in hydrated forms in solution, the water ligands 
would be the first to be desorbed because they are more weakly bound than the organic complex. 
Thus, the proportion of dehydrated species would increase toward the surface region where they 
interact with reactive surfaces of the solid phase and form bonds with the surface functional group. 
This tendency has been shown for uranium interacting with the TiO2 surface where uranium of the 
uranyl molecule forms bonding directly with oxygen on the surface, for example, in the bidentate 
mode (Perron et al., 2006, see also the excellent review regarding the structures of hydrated uranyl 
complexes (Kubicki et al., 2009). Here, the molecular structures of uranyl species, 
[(UO2
2+)(C2O4)]
0 and [(UO2
2+)HEDTA]-, were calculated to consider the reactivity of these 
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molecules upon interaction with the catalyst surface. When a uranyl ion forms a complex with an 
oxalate anion, the two O atoms of uranyl (axial oxygen in Fig. 3. 3A) are bent and form an O-U-
O angle of 166 °. The two O atoms of oxalate are equatorially positioned with respect to the uranyl 
structure (equatorial oxygen in Fig. 3.3A). The structure of the uranyl molecule shows the U-Oax 
distance of 1.8 Å and the U-Oeq distance of 2.2 Å. These U-O bond distances are approximately 
the same as previous reports of uranyl-oxalate complexes (Tsushima et al., 2010). In the model of 
[(UO2
2+)HEDTA]-, the angle between the U atom and the axial O atoms are 151 ° and their 
distance is 1.8 Å (Fig. 3. 3B). The uranyl forms five-fold coordination with three O atoms of the 
carboxyl functional group and two N atoms and the U-O distance is 2.3 to 2.5 Å and the U-N 
distance are 2.7 and 2.9 Å. The oxygen bonded with H is farther away from the uranium atom (3.7 
Å). The distances between central uranium and the five nearest N and O atoms are close to values 
reported from previous studies of uranyl-formate complexes (Lucks et al., 2013).  
The electrostatic potential of individual complexes are presented in Fig. 3. 3C and D. The 
negative potential is mainly distributed near the two nonbonding O atoms of [(UO2
2+)(C2O4)]
0 
while O atoms that belong to the carboxyl functional group of EDTA are the main location of the 
negative potential in the molecular structure of [(UO2
2+)HEDTA]-. Uranyl accounts for the largest 
portion of positive potential found in the molecules of these uranyl complexes. Since the surface 
of the TiO2 catalyst is proton-dominant at pH 2.5, the electron-rich regions of these molecules 
where the negative potential is dominant would be reactive to interact with the positively charged 
surface. It is followed that these uranyl-organic molecules are likely bound to the surface through 
the ligand when adsorbed. This inference is in good agreement with a previous study suggesting 
that the S-L-M binding mode where the ligand (L) is located between the surface (S) and the metal 
ion (M) could explain adsorption behavior of uranyl in the presence of EDTA (Cerrillos and Ollis, 
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1998). In turn, it is supposed that the interaction between uranyl and the catalysts surface can be 
largely modified by the presence of the organic ligand.  
 
 
 
Fig. 3. 3. Energy-optimized structures and electrostatic potential surfaces of [(UO2
2+)(oxalate)]0 
(A, B) and [(UO2
2+)HEDTA]– (B and D). In Fig. 3. 3C and D, the blue and yellow surfaces 
represent positive and negative potentials, respectively.   
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3.2. Macroscopic Evidence of Photocatalytic Uranyl Reduction 
Dissolved uranyl can undergo several processes in the presence of UV light and TiO2 catalyst. 
[1] The surface of TiO2 provides reactive sites where the uranyl molecule can be adsorbed 
(adsorption).  
[2] Uranyl may be reduced by interaction with UV light. The process does not involve catalysis 
by TiO2, but possibly the oxidation of a coexisting organic compound (homogeneous 
photoreduction).  
[3] Electrons excited by UV light into the conduction band are transferred to the adsorbed 
uranyl molecule. This process is coupled with the oxidation of an organic compound that acts as a 
hole-scavenger (heterogeneous photoreduction).  
Experimental sets to estimate the contributions of individual processes are summarized in Table 
3. 1 and experimental results are presented in Table 3. 2 and Fig. 3. 4.  
At pH 2.5, uranyl removal by TiO2 without UV light (that is, adsorption) is ≤ 10 % in the 
presence of acetate, oxalate, hydroquinone or EDTA (Table 3. 2). Uranyl removal by photoreaction 
without TiO2 particles (that is, homogeneous photoreduction) is less than 10 % for solutions 
containing acetate, EDTA and hydroquinone, and 6 to 12 % for solution with oxalate depending 
on the UV region (Table 3. 2). Assuming these two processes were always independent, their 
maximum contribution would be ≤ ~22 % for all possible combinations of organic compound and 
UV light region. Fig. 3. 4 shows the effect of different UV light wavelengths on uranyl removal 
from organic compounds solutions in the presence of TiO2. For solutions containing acetate, 
oxalate, and hydroquinone, photolytic uranyl removal by TiO2 is more than 30 % over all UV 
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regions, 2/3 or more of which can be associated to the influence of the UV source and/or the TiO2 
catalyst. 
Among organic molecules tested in this study, the most effective electron donors are acetate 
and oxalate which show uranium removal of more than 70 % for all the UV lights tested, followed 
by hydroquinone and EDTA (Fig. 3. 4). There are no significant differences in uranyl removal 
between the three UV regions when acetate and oxalate are present in solution as an electron donor. 
Uranyl removal depends highly on the UV light range when uranyl coexists with EDTA and 
hydroquinone, but dependence on UV wavelength is found contrasting between the latter two 
compounds. Uranyl removal is the greatest in the UV-A region for solutions containing uranyl and 
hydroquinone, whereas maximum removal of uranyl from solutions with EDTA occurs in the UV-
C region.  
Since the organic compounds show different efficiencies as electron donors for uranyl removal 
(that is, oxalate > acetate > hydroquinone > EDTA), it is worth testing whether the efficiencies of 
hydroquinone and EDTA are enhanced by adding acetate (or oxalate). The coexistence of acetate 
and hydroquinone increases uranyl removal by ~15 % whereas uranyl removal with EDTA 
marginally changes when the same concentration of acetate is added to the solution (Fig. 3. 5A). 
However, decreasing EDTA concentrations enhances uranyl photoreduction by TiO2 (Fig. 3. 5B). 
Uranyl removal increases as the uranyl to EDTA molar ratio increases from 1:8, to 1:4, and to 1:2. 
This observation suggests that dissolved EDTA species can act as electron donors but hinder the 
uranyl removal as its concentration reaches certain levels.  
These results of uranium solution chemistry show that mechanisms of uranyl photocatalytic 
reduction can vary depending on the coexisting organic molecule functioning as a ligand and an 
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electron donor. Specific effects of organic ligands are discussed further in the DISCUSSION 
section.  
 
 
Fig. 3. 4. Uranium removal from solutions containing different organic compounds. [U(VI)]ini = 
0.21 mM, [Org.]ini = 1.68 mM, pH = 2.5 and 1g / L of TiO2. The error bars represent data from 
replicate experiments. 
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Fig. 3. 5. (A) Effects of adding 1.68 mM acetate on uranium removal from different solutions. Red 
symbols: 0.21 mM of U(VI) and 1.68 mM of EDTA. Green symbols: hydroquinone. (B) Uranyl 
removal from solution ([U(VI)]ini = 0.21 mM) with varying concentrations of EDTA (0.42 mM, 
0.84 mM, and 1.68 mM). The colored rectangles on Fig. 3. 5A are error bars from replicates. The 
absence of bars indicate the error is smaller than the symbols.  
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3.3. Forms of Uranium after Photoreaction with Organics 
XPS analysis is performed to measure variation in the oxidation state of uranium as a result of 
the photoreaction. The binding energies of uranium is analyzed to identify possible forms of 
uranium in the reacted solid phase such as uranium oxides and uranium-organic complexes.   
XPS core scans of the U 4f peaks are presented in Fig. 3. 6. Uranyl nitrate hexahydrate was 
used as reference material and shows two peaks centered at 382.8 and 393.6 eV, which corresponds 
to U4f 7/2 and 5/2 spin-orbit split peaks, respectively (data are not shown here). These binding 
energies are comparable to other reported values of U(VI) in uranyl nitrate hexahydrate (Dash et 
al., 1999; Froideval et al., 2003). In samples from photoreactions with acetate and EDTA, the U 
4f peaks are shifted to lower binding energy by ~2.4 eV (Fig. 3. 6A and B), which is likely 
indicative of the presence of uranium species with the oxidation states of U(V) and U(IV).   
Table. 3. 3. The XPS primary peak positions and the atomic proportions of uranium oxidation 
states. 
U + acetate       
 U(IV) U(V) U(VI) 
U4f7/2 380.3 381.2 382 
U4f5/2 391.3 392.2 392.8 
Atomic 
 proportion 
0.50  
 
0.20  
 
0.30 
 
    
U + EDTA       
 U(IV) U(V) U(VI) 
U4f7/2 380.1 380.5 381.4 
U4f5/2 390.9 391.4 392.5 
Atomic 
 proportion 
0.33  
 
0.47 
 
0.20 
 
 
Distinguishing among the different oxidation states of uranium (IV, V and VI) is not 
straightforward in samples with mixed oxidation states because the primary peaks lie within 3-4 
eV. Notwithstanding, satellite structures that are observed around the primary peaks can be used 
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to assist in identification of peaks. Specifically, the U(VI) species typically display satellites at 
around 4 and 10 eV above the primary spin orbit split U4f peaks while satellites that belong to 
U(IV) and U(V) species tend to appear at ~6 and ~8 eV above, respectively. Based on such 
relationship between the primary peak and the satellite, we fit three components to the main peaks 
and satellites of the XPS spectra of uranyl photoreaction with acetate and EDTA to discern 
uranium species with different oxidation states (Fig. 3. 6). The fitting procedure documented by 
Ilton and Bagus (2011) is followed in this study. Fitting was performed with characteristic fit 
parameters being constant, such as the shapes and full width at half maxima (FWHM) of the 
primary peaks; in addition, the relative ratio of FWHM of the satellite to that of the main peak are 
identical among peak components with different oxidation states (Ilton and Bagus, 2011). Peak 
separations between the primary and satellite peaks are found to be 6.0 ± 0.4 and 8.0 ± 0.5 eV, 
for U(IV) and U(V), respectively (Fig. 3. 6). The fit data confirm that U(IV) and U(V) species 
result from the uranyl photoreaction with acetate and EDTA. The proportions of U oxidation states 
were (50%/20%/30% for U(IV)/U(V)/U(VI)) from the acetate solution and (33%/47%/20% for 
U(IV)/U(V)/U(VI)) from the EDTA one. In other words, in the acetate-containing sample, 70% of 
U had been reduced by one or two electrons and in the EDTA-containing one, that fraction was 
80% (Table 3. 3). The dominant uranium oxidation state is U(IV) in the sample with acetate (50 
% in atomic proportion) and U(V) in the sample with EDTA (47 %). The primary peak positions 
of U4f5/2 and U4f7/2 for each oxidation state are lowered consistently by 0.2 to 0.8 eV in the sample 
with EDTA than the one with acetate. These U XPS results suggest that reaction products are not 
identical between photoreactions with acetate and EDTA.  
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Fig. 3. 6. The fits to the core scans of U 4f orbitals (A) for uranyl photoreduction with acetate (pH 
2.5; [U]ini = 0.21 mM and [acetate]ini = 1.68 mM; 5 hr radiation with UV-A) (B) with EDTA (pH 
2.5; [U]ini = 0.21 mM and [EDTA]ini = 0.84 mM; 5hr radiation with UV-A). 
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Previous studies suggest that redox transformation of U(VI) to U(IV) is the dominant process 
of uranyl photoreduction as catalyzed by TiO2 and that U(IV) oxides such as UO2 and UO2+x (x = 
0 to 0.25) are the primary product of the process (Chen et al., 1999; Kim et al., 2015b; Salomone 
et al., 2015). This general conclusion would be the case when the UO2
2+ ion is the main reactant 
to be subject to reduction during the catalytic photoreaction. In solution of pH 2.5 with acetate, the 
dominant uranium species is the UO2
2+ ion (Fig. 3. 1B) and U(IV) species detected in the XPS 
spectrum is attributed to U(IV) oxides. From SEM measurements, microscopic morphologies of 
the solid phases are similar before and after the photocatalytic reaction with acetate (Fig. 3. 7). The 
EDS mapping results show a uniform distribution of uranium in micrometer scales (data not shown 
here). It is inferred that U(IV) oxides would be in the form of precipitates on the TiO2 nanoparticle 
in smaller sizes than the substrate. This inference is consistent with a previous study which reports 
uniform distributions of uranium precipitates in sub to few nanometer sizes on TiO2 electrodes 
after photochemical and electrochemical reduction (Kim et al., 2015b). U(V) dominates over 
U(IV) in the sample reacted with EDTA (Table 3. 3). The presence of U(IV) could be partially 
attributed to U(IV) oxide precipitates as similar to photoreaction with acetate. It has been 
considered that UO2
+ is not as stable as UO2
2+ and UO2(s) and undergoes a disproportionation 
reaction to form the latter species (Renock et al., 2013; Yuan et al., 2015b). In solution with EDTA, 
however, U(VI)-EDTA complexes are dominant over the UO2
2+ ion at pH 2.5 (Fig. 3. 1C) and can 
be reduced to U(V)-EDTA and possibly U(IV)-EDTA without decomplexation (Baker and 
Sawyer, 1970; Chen et al., 1999). This explanation is also consistent with the XPS results showing 
lower binding energies of uranium species from photoreaction with EDTA than those with acetate.  
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Fig. 3. 7. SEM images of P25 TiO2 particles. (A) Unreacted samples, and (B) photoreacted samples 
in solution containing uranyl and acetate and (C) in solution containing uranyl and EDTA. 
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4. DISCUSSION 
4.1. Mechanisms of Photoreduction of Uranyl and Uranyl-Organic Complexes Catalyzed by 
TiO2 
Our experiments demonstrate the dependency of the uranyl photoreduction with varying 
organic ligands on the energy of UV light. Uranyl photoreduction mediated by the TiO2 catalyst 
proceeds through three sequential steps: (i) the formation of the electron-hole pair by photons; (ii) 
electron transfer into uranyl species; and (iii) oxidation of organic compound to scavenge the hole. 
In this section, these individual steps of uranyl photoreduction are examined and reaction 
mechanisms in relation to complexation with organic ligands and photoexcitation by UV lights are 
specified.     
In our experimental setting, the formation of the electron-hole pair takes place when electrons 
in the valence band gain energies greater than the band gap of TiO2 as radiated with UV light. The 
energy gap between the valence and conduction bands in TiO2 is 3.2 eV and can be overcome by 
all UV light regions used in this study as calculated from the energy associated with radiation: 
  E = hν   (1) 
where h is the Plank’s constant (6.626 ∙ 10−34 J ∙ s) and ν is the frequency of light (s−1). UV light 
with shorter wavelengths provides photons with higher energies. This means that some proportion 
of excited electrons occupy higher energy states in the conduction band that are not available from 
photoexcitation with longer UV wavelengths (the energy diagram in Fig. 3.8). Whether uranyl 
species can gain electrons from the conduction band is determined by their relative energies: 
Electrons are transferred between those energetic states in the conduction band and the electron 
acceptor, which are at approximately the same energy level (Xu and Schoonen, 2000). The 
standard electrode potential of reaction between UO2
2+ and UO2
+ is 0.163 V, and the standard 
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electrode potential of the uranyl-organic complexes are lower than this value due to the electron-
donating ability of organic ligands (Morris, 2002; Kim et al., 2009). In other words, the energy 
level of the uranyl-organic complex is higher than that of the uranyl ion such that electrons must 
be excited to higher energetic states in the conduction band to be transferred to the uranyl-organic 
complex (the energy diagram in Fig. 3. 8). This justification accounts for the trend of uranyl 
photoreduction with EDTA where uranyl removal is greater by a factor of two or three when 
photons are sourced from UV-C light than UV-A and B (Fig. 3. 5B). It is found that the uranyl 
removal with acetate and oxalate is nearly constant with varying the UV wavelength (Fig. 3. 4). 
Because the uranyl ion is the dominant species in solution with acetate, it is inferred that photons 
in the UV-A, B and C regions have sufficient energies to excite electrons to energetic states in the 
conduction band that coincide with the energy level of the uranyl ion. If only the photo flux and 
energy are the main limiting factor during the uranyl photo reaction, the photoreaction with an 
organic compound would be the highest at the UV-C region or nearly constant over all UV regions. 
However, the photoreaction with hydroquinone is lower in the UV-B and UV-C compared to the 
UV-A region. This observation indicates that there are limiting factors other than the photon flux 
and energy that influence the uranyl photoreduction with organic compounds. This peculiar trend 
of the photoreaction with hydroquinone is discussed further in the following section.      
After the electron-hole pair is formed by photoexcitation, electrons are transferred to adsorbed 
uranyl species (eq 2) and the hole (h+) serves as a mediator to couple uranyl reduction with 
oxidation of other species (Fig. 3. 8). One such coupled reaction would be water oxidation by the 
hole (h+) in the valence band to obtain an OH radical (OH∙) (eq 3).  
U(VI / V) + eCB
−  → U(V / IV)    (2) 
H2O + hvB
+  → HO ∙ + H+    (3) 
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OH∙ can undergo self-combination to form hydrogen peroxide (H2O2), which in turn produces an 
oxygen molecule (O2) as the final product. Although reduced U(V) and U(IV) species are not 
stable in the presence of h+, OH∙, or O2, organic compounds can scavenge those oxidants, and in 
doing so, promote uranyl reduction. Organic or inorganic radicals can result from the reaction 
between the organic compound and the oxidants.  
Forouzan et al. (1996) suggested that oxalate undergoes a two-step process of oxidation with 
an intermediate radical. The first step is to decompose the molecule into CO2 and the radical anion 
(CO2
∙–
) (eq 4). In the second step, CO2
∙–
 donates an electron to the metal ion. This suggestion can 
be applied to our experiments as stated in equations (4) and (5).  
HC2O4
− + hvB
+ → CO2 + CO2
∙− + H+   (4) 
CO2
∙− + U(VI/V) → CO2 +  U(V/IV)  (5) 
Acetate and EDTA have carboxyl groups (COOH or COO–) in the structure and react with 
either the valence band hole or the OH radical to produce organic radicals (eqs 6 and 7).  
R − CH2COO
− + hvB
+  → R − CH2COO
∙  (6) 
R − CH2COO
− +  HO∙ → R− CH2COO
∙ + OH−  (7) 
The organic radicals undergo further reactions possibly involving water and the valence band hole 
generating CO2 and oxidation products (for example, eqs 8 and 9). 
R − CH2COO
∙ → R − CH2
∙  +  CO2 (8) 
R − CH2
∙ + H2O + hvB
+ → RH + CH2O + H
+  (9) 
Hydroquinone is the major product of the photocatalytic phenol oxidation mediated by TiO2 
and its oxidation results in the formation of quinone (Sobczyński et al., 1999). Therefore, the 
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oxidation of hydroquinone to quinone is one likely reaction to be coupled with the photocatalytic 
reduction of uranium species in solution with hydroquinone. 
 
4.2. Effects of Organic Ligands on Uranyl Photoreduction 
The present and previous studies (Madden et al., 1997; Chen et al., 1999) propose that uranyl-
ligand complexes are photochemically reactive and reduced to form U(V)-ligand complexes as 
catalyzed by TiO2 nanoparticles (Fig. 3. 8A). EDTA and oxalate form strong complexes with 
uranyl, such as [(UO2
2+)HEDTA]–, [(UO2
2+)(oxalate)]0, [(UO2
2+)(oxalate)2]
2–, and possibly 
[(UO2
2+)(oxalate)3]
4– (see Vallet et al., 2003) and these complexes can be potential species to 
preserve the oxidation state of U(V) and U(IV) after photochemical reduction of uranyl (Fig. 3. 6 
and text). Although the role of organic molecules seems manifest on complexation and redox 
transformation of uranyl during the photochemical process, their oxidation processes are 
complicate and are barely known in connection with the uranyl photoreduction. In this section, 
some of the results are revisited to discuss possible processes that involve organic molecules and 
influence the uranyl photoreduction.    
The process of adsorption is a critical step in the reaction pathway for a reactant to undergo 
heterogeneous photoreaction. Intriguingly, our data of adsorption and heterogeneous 
photoreaction in solution with uranyl and the organic ligand show that photocatalytic uranyl 
removal is not necessarily proportional to uranyl adsorption on the catalyst. For example, 
adsorption of uranyl on TiO2 is marginal in the presence of oxalate and no UV radiation. However, 
for the same suspension, removal of uranyl is maximum under UV radiation. Conversely, the 
highest adsorption of uranyl is found in solution with EDTA whereas photocatalytic reduction of 
uranyl is limited in the presence of this organic molecule. These observations indicate that 
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reactions that do not involve the catalyst (that is, homogeneous reactions) may contribute to the 
uranyl removal. The oxidation of monobasic oxalate (HC2O4
–) is mediated by the anatase catalyst 
(eq 4). The resulting radical anion ( 𝐶𝑂2
∙−) is released into solution and reacts with dissolved 
uranium species (eq 5; Fig. 3. 8B). As a result, one oxalate molecule ion can release two electrons 
and reduce uranium species via more than one process (eq 2 and 5), which accounts for its highest 
ability as an electron donor among the four organic ligands tested in this study.  
The oxidation of EDTA in the presence of UV irradiation is a source of electrons for uranyl 
reduction transferred through the TiO2 catalyst, but uranium removal from solution tends to 
decrease at high concentrations of EDTA (Fig. 3. 5B). After the electron transfer proceeds, reduced 
uranium species of U(V) and U(IV) that remain in the form of EDTA complexes can be either 
released into solution or partitioned onto the catalyst surface (Fig. 3. 8A). The release of reduced 
uranium species into solution would be enhanced with increasing the EDTA concentration. This 
explanation is also consistent with the XPS data results of photoreduction with EDTA showing the 
dominance of U(V) over other U species and lower binding energies of reduced species than those 
produced from the reaction with acetate (Fig. 3. 6 and text). Another reason for the decrease in 
uranyl removal at higher EDTA concentrations may be that products of EDTA oxidation 
precipitate on the surface of TiO2 while the photoreaction proceeds, such that the catalysis becomes 
less effective as the reaction proceeds (Fig. 3. 8C). This hypothesis is supported by our 
macroscopic observation that the TiO2 catalyst turns dark grey after photoreactions in solution of 
EDTA with and without dissolved uranyl. The hydrogen molecule (H2) and 
ethylenediaminetriacetate (ED3A) can be produced as a result of the photooxidation of acetate and 
EDTA, respectively, as described in equation (9). ED3A is found to undergo sequential oxidation 
steps that lead to smaller oxidation products when the reaction system is saturated with the oxygen 
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molecule (Babay et al., 2001). In case of photoreaction with hydroquinone, quinone can be 
oxidized further into other intermediates and ultimately CO2 and H2O as long as an oxygen supply 
is not limited during the reaction (Sobczyński et al., 1999). In our experimental settings, however, 
gaseous oxygen is limited to less than 1 ppm and dissolved oxygen is removed by water boiling 
above 100 ℃ and sequential degassing by N gas (see the METHODS section). As a result, the 
oxidation of large organic ligands would not be complete. Such oxidation products could impede 
further reduction of uranium species mediated by the catalyst. One peculiar trend observed from 
the reaction with hydroquinone is that heterogeneous uranyl reduction is lower in the UV-B and 
UV-C compared to the UV-A region (Fig. 3. 4). The heterogeneous photoreduction depends on 
the production of the electron-hole pair in the catalyst. The production rate of the electron-hole 
pair increases with increasing UV light energy (Fig. 3. 8). With shorter wavelengths of UV light, 
not only the process of electron transfer to uranyl species but also the reactions associated with the 
valence band holes, including the oxidation of organic ligands and the production of strong 
oxidants, will proceed to a greater extent (eq 3, 4 and 6; Fig. 3. 8D). If the oxidation rate of organic 
ligands is high enough to scavenge the oxidants produced from the valence band hole, oxidation 
of reduced uranium can be prevented. In the case where the rate of oxidant production is greater 
than the rate of electron donation from the organic molecule, however, uranyl reduction is 
hindered, and reduced uranium species are oxidized by the oxidant. It is possible that limited 
uranium reduction occurs in the UV-B and -C ranges because the production of oxidant surpasses 
electron donation from hydroquinone to a larger degree than it does in the UV-A range.  
Our preliminary results for uranyl removal in the absence of organic ligands show that uranyl 
removal with TiO2 is not significant (< 5%) at pH 2.5 under no UV light, but after 5 hours of 
irradiation, increases to levels on the order of uranyl removal with EDTA. Salomone and others 
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(2015) performed uranyl photoreaction experiments in the presence of propanol. They also 
observed that a certain amount of uranyl is removed from solution in the absence of propanol. 
Unlike uranyl removal with EDTA, photoreaction without organic ligands produced no grey 
precipitates under the UV light. This observation suggests that uranyl removal processes differ 
between solutions with and without organic compounds, and that organic compounds are the 
primary electron donors to uranyl during the photoreaction with high ratios of organic compound 
to uranyl as it is suggested in previous related works (Chen et al., 1999; Evans et al., 2004; Bonato 
et al., 2008; Salomone et al., 2015). It was beyond the scope of our study to address the processes 
responsible for uranyl removal by irradiated TiO2 without organic compounds. These mechanisms 
remain chiefly unidentified and their contribution cannot be completely ruled out from our 
experimental setting wherein the photodecomposition of dissolved organic ligands are the major 
contribution to uranyl removal from solution. However, the removal rates without organic ligands 
are a few times lower than the removal rates with oxalate and acetate, which suggest a limited 
influence at the time-scale of our experiments. Future research should include specific mechanisms 
of uranyl removal in the absence of organic electron donors. 
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Fig. 3. 8. Simplified energy diagram of the photocatalytic uranyl reduction in the presence of 
organic electron donors and proposed processes involving organic ligands that can influence the 
uranyl photoreduction. The results of this study suggest that uranium photoreduction can be 
mediated not only (A) mineral catalyst but also (B) radical anions such as 𝐶𝑂2
∙−. (C) Precipitation 
of oxidation products of electron donating organics can hinder further photoreduction of uranyl. 
(D) Oxidation of organic ligands is essential to promote uranium reduction and its balance with 
production of oxidants matters with varying the UV wavelength to prevent the reoxidation of 
reduced uranium species. 
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5. CONCLUSIONS 
This study describes the synergistic interplay between organic ligands (that can provide 
electrons but also may hinder electron transfer), a catalytic surface, and light in the reduction of 
uranyl molecules. To our knowledge, the present study is the first to report the dependency of the 
uranyl photoreduction on the wavelength (or energy) of UV light. Such dependencies are variable 
depending on organic compounds. Acetate is a good electron donor but does not act as a ligand in 
our experiments because of its week binding affinity with uranyl. It has been shown that uranyl 
photoreduction as coupled with oxidation of acetate is nearly independent of UV wavelength. 
Oxalate is a good electron donor as well as a strong ligand. Uranyl photoreduction with oxalate is 
strikingly efficient but may result from multiple processes that can be activated by any photons in 
the UV-A, B, and C spectrum. Electrons in higher energetic states of the conduction band are 
required to reduce uranyl-EDTA complexes. The production of such electrons can be further 
promoted by using UV light with shorter wavelengths. Although EDTA acts as an electron donor, 
increasing EDTA concentrations does not necessarily assist in enhancing uranyl removal from 
solution. This is probably because solubility of reduced uranium species increases if they form 
complexes with EDTA. Hydroquinone is found to act as an electron donor, but its electron 
donation becomes inefficient to leave uranium in reduced forms as the photon energy increases. 
This result supports the idea that reduced uranium from photoreduction is preserved only when the 
oxidation of organic molecules proceeds at fast rates to overcome oxidant attacks.  
The computational results in this study reveals a significant change in the reactivity of uranyl 
toward the positively/negatively charged surfaces due to the formation of complexes with organic 
ligands. Further simulations using DFT calculations are necessary to decipher the exact mechanism 
of surface adsorption and the process of electron transfer within uranyl-organic complexes upon 
98 
 
interaction with TiO2. One could potentially adopt time-dependent DFT calculations to simulate 
the reduction of a uranyl-organic complex during the course of electron injection from the valence 
band to the conduction band by UV light (for example, Elenewski et al., 2016).  
U(V) remains stable upon the photocatalytic reduction with EDTA whereas U(IV) is the 
dominant species as a result of photoreaction with acetate. Distinct features in uranium redox 
chemistry between different electron donors are likely the result of the formation of complexes of 
reduced uranium species with organic ligands. Our results show that specific effects of organic 
molecules and UV radiation ranges should be considered when performing photocatalytic uranyl 
reduction. Yuan et al. (2015a) demonstrates that U(V) is more stable and stay on the surface longer 
than previously believed when it is produced from uranyl reduction mediated by magnetite. Our 
spectroscopic data suggest that U(V) can be an important reaction intermediate upon photo-
induced redox transformation of uranium, especially when its stability can be enhanced by 
complexation with organic molecules.   
The extraction or immobilization of U(VI) is an important pursue. Naturally, it has been 
primarily addressed in environments where contamination risk is high. Recent events suggest that 
it would be advisable to expand our understanding of uranium removal to other settings (Schneider 
et al., 2017). In the marine photic zone, uranium chemistry is largely affected by the presence of 
carbonate. Uranyl-carbonate complexes in the form of [UO2∙(CO3)n] (typically, n is 1 to 3) are 
dominant at neutral and weak basic pH (Djogic et al., 1986). Future studies could be aimed at 
investigating photoreaction of uranyl carbonate complexes, for example, in the absence and 
presence of TiO2. Those attempts will address the extraction of dissolved uranyl from natural 
seawater or the recovery of accidently discharged radionuclide uranium.  
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 Chapter IV. An ab-initio study of the energetics and 
geometry of sulfide, sulfite and sulfate incorporation into 
apatite: The thermodynamic basis for using this system as 
an oxybarometer 
 
Abstract  
Despite many studies reporting the presence of S-bearing apatite in igneous and hydrothermal 
systems, the oxidation states and incorporation mechanisms of S in the apatite structure remain 
poorly understood. In this study, we use ab-initio calculations to investigate the energetics and 
geometry of incorporation of S with its oxidation states S6+, S4+, and S2- into the apatite end-
members fluor-, chlor-, and hydroxyl-apatite, [Ca10(PO4)6(F,Cl,OH)2]. The relative stability of 
different oxidation states of S in apatite is evaluated by using balanced reaction equations, where 
the apatite host and a solid S-bearing source phase (e.g., gypsum for S6+ and troilite for S2-) are the 
reactants, and the S-incorporated apatite and an anion sink phase are the products. For the 
incorporation of S into apatite, coupled substitutions are necessary to compensate for charge 
imbalance. One possible coupled substitution mechanism involves the replacement of La3+ + PO4
3+ 
↔ Ca2+ + SO42-. The incorporation of SO42- into La- and Na-bearing apatite, 
Ca8NaLa(PO4)6(F,Cl,OH)2, is energetically favored over the incorporation into La- and Si-bearing 
apatite, Ca9La(PO4)5(SiO4)(F,Cl,OH)2 (the difference in incorporation energy (∆Erxn) is 10.7 
kJ/mol). This thermodynamic gain is partially attributed to the electrostatic contribution of Na+, 
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and the energetic contribution of La+ to the stability of SO4
2- incorporated into the apatite structure. 
Co-incorporation of SO4
2- and SO3
2- (i.e., replacement of S4+ + S6+ ↔ 2P5+) is more energetically 
favored when the lone pair electrons of SO3
2- face towards the anion column site, versus facing 
away from it.  
Full or partial incorporation of S2- is most favorable on the column anion site in the form of 
[Ca10(PO4)6S] and [Ca20(PO4)12SX2)], where X = F, Cl, or OH. Sulfide (S
2-) completely substitutes 
for the column ions and is positioned in the anion column at z = 0.5 (half-way between two F sites 
at z = 1/4 and z = 3/4) in the geometrically optimized structure. The calculated energies for partial 
incorporation of S2- demonstrate that at an energy minima (i.e., geometrically optimized), S2- is 
displaced by 1.0-1.75 Å away from the F- position at z = 1/4 or 3/4, and that the probability for S2- 
to be incorporated into the apatite structure is highest for chlorapatite end-members.  
Our results describe energetically feasible incorporation mechanisms for all three oxidations 
states of S (S6+, S4+, S2-) into apatite, along with structural distortion and concurring electronic 
structure changes. These observations are consistent with recently published experimental results 
that demonstrate S6+, S4+ and S2- incorporation into apatite, where the ratio of S6+/∑S in apatite is 
controlled by oxygen fugacity. The new computational and experimental data provide the basis for 
using S in apatite as a geochemical proxy to trace variations in the oxidation state in magmatic and 
magmatic-hydrothermal systems. 
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1. INTRODUCTION 
The apatite group minerals with the general chemical formula [Ca10(PO4)6(F,Cl,OH)2] are the 
most abundant phosphate minerals on Earth (Rakovan and Waychunas, 2013; Harlov, 2015). The 
diverse chemistry of apatite is related to its flexible structure that can accommodate a large number 
of cations and anions (Hughes and Rakovan, 2002). The Ca cation sites can be replaced by alkali 
and transition metals (e.g., Na, K, Mn, Ni, Cu) and rare earth elements (e.g., La, Ce), whereas the 
major oxyanions such as SiO4
4-, SO4
2-, CO3
2- can occupy the phosphate (PO4
3-) site (Hughes and 
Rakovan, 2002).  
Despite several studies demonstrating the evolution and variation of S recorded in apatite 
phases from igneous systems (Peng et al., 1997; Streck and Dilles, 1998; Imai, 2002; Parat et al., 
2002; Parat and Holtz, 2004; Parat and Holtz, 2005), little is known about the structure and 
thermodynamic stability of S in apatite. A recent study by Konecke et al. (2017) is the first to 
confirm qualitatively that variable abundances of S6+, S4+, and S2- are incorporated into apatite that 
is crystallized from a mafic silicate melt under varying oxygen fugacity (fO2) conditions. The new 
experimental data on S redox chemistry in apatite highlight the need for theoretical understanding 
of the structural incorporation of different S species in apatite.  
In this study, the thermodynamics and geometry of S incorporation in the apatite structure were 
investigated computationally. While common trace element impurities (e.g., Na, Si, rare earth 
elements, REEs) in natural apatite are taken into account (Hughes et al., 1991), we focus on 
evaluating some of the most likely scenarios that are in line with experimental observations (e.g., 
2P5+  S6+ + S4+ and 2(F-, Cl-, OH-)  S2- + vacancy; Konecke et al., 2017). In order to remain 
computationally consistent across a chemical equation, all phases considered are solids and are 
quantum-mechanically modeled at ambient pressure (P) and temperature (T) conditions since 
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elevated P and T are beyond current possibilities for the applied approach. The relative stability of 
S with different oxidation states (S6+, S4+, and S2-) in apatite is calculated with reference to common 
solid source phases for S (e.g., gypsum for SO4
2- and troilite for S2-) and sink phases that 
accommodate the replaced anions from apatite (e.g., monazite for PO4
3-). This computational 
approach permits the determination of: [1] the energetic favorability of S incorporation into apatite 
depending on the occupancy of the column anion or cation impurities favorable for coupled 
substitution and [2] the electronic structure and structural distortion of the incorporation site upon 
S incorporation. Based on the results of this study, the potential role of S-in-apatite as a proxy to 
trace redox in magmatic systems is discussed. 
 
1.1. Previous work 
Historically, sulfate (S6+) has been suggested as the only oxidation state of S in the apatite 
structure (cf. Parat et al., 2011) based on the observation that S-rich (terrestrial) apatite, containing 
up to 0.8 wt.% S, has been observed in oxidizing (anhydrite-bearing) environments, where sulfate 
(S6+) and sulfite (S4+) are the dominant (or only) S oxidation states in the melt and fluid, 
respectively (e.g., Rouse and Dunn, 1982; Liu and Comodi, 1993; Tepper and Kuehner, 1999). 
Direct evidence for the presence of sulfate in the apatite structure was reported by Paris et al. 
(2001) who used synchrotron-radiation S K-edge micro X-ray absorption near-edge structure 
(μ−XANES) spectroscopy to document the presence of sulfate in Durango apatite (Lyons, 1988) 
from the Cerro de Mercado iron oxide-apatite deposits near Durango, Mexico. Their results 
supported the hypothesis that S is incorporated as S6+ into the apatite structure. There are, however, 
apatite data from reduced systems, where sulfur is present mostly as sulfide (S2-) in the melt (Jugo 
et al., 2005), which suggest that apatite growing from the melt may incorporate S2-. For instance, 
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S concentrations in apatite from reduced lunar mare basalts (i.e., the iron-wüstite fO2 buffer; Sato 
et al., 1973) exceed 400 μg/g S (Greenwood et al., 2011; Boyce et al., 2014).  
Recently, Konecke et al. (2017) provided qualitative evidence for the presence of S6+, S4+, and 
S2- in apatite. Apatite crystals were grown from a hydrous S-bearing mafic melt at 1,000°C, 300 
MPa, and over a broad range of oxygen fugacities ((log(fO2) = FMQ to FMQ+3; FMQ = fayalite-
magnetite-quartz solid buffer). Those authors used S μ−XANES to document the presence of 
distinct sulfate S6+ (~2482 eV), sulfite S4+ (~2478 eV) and sulfide S2- (~2470 eV) in the apatite 
structure (Fig. 4.1). Specifically, apatite is dominated by S6+ with a small contribution of S4+ under 
oxidizing conditions (FMQ+1.2 and +3), whereas S2- is the dominant S oxidation state at more 
reducing conditions (FMQ). Their results demonstrate that, once calibrated, the S oxidation state 
in apatite can be a sensitive indicator of variations in oxygen fugacity at redox conditions relevant 
to arc and MORB settings (e.g., Behrens and Gaillard, 2006). However, the mechanisms and 
bonding environments of each S oxidation state in apatite remain unknown, and are imperative to 
the development of a quantitative S-in-apatite oxybarometer. 
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Fig. 4. 1. S XANES analysis of apatite crystallized from a mafic melt at 1,000 ºC, 300 MPa and 
different fO2 conditions (modified from Figure 2 in Konecke et al. (2017)). 
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2. Methods 
2.1. Computational parameters 
The computational approach adopted in this study is based on density functional theory (DFT) 
with planewaves representing functions for the overall wave function of upper valence and 
conduction band electrons (basis functions), while inner valence and core electrons of an atom and 
their interactions with the valence electrons are approximated by pseudopotentials. The 
optimization was performed using the quantum-mechanical code CASTEP (Segall et al., 2002). 
The Perdew-Wang generalized gradient scheme (GGA) was used along with ultrasoft 
pseudopotentials. The GGA scheme was parameterized by the Perdew–Burke–Ernzerhof  
functional (Perdew et al., 1996). The energy cutoff for planewave expansion was 400.0 eV and the 
Brillouin zone was sampled using a k-point separation of 0.05 Å-1 according to the Monkhorst-
Pack scheme (Monkhorst and Pack, 1976). Self-consistent field cycles were assumed to converge 
with an energy difference of less than 2.0 x10-6 eV/atom. A spin-polarized approach was 
implemented when the unit cell of a mineral includes atoms with unpaired spins. For example, 
ferrous iron, (Fe2+) has four 3d unpaired spins in its high-spin state. The electronic contribution of 
localized unpaired d states to materials properties may be incompletely described using standard 
DFT approaches. For such cases, a Hubbard U correction was implemented to account for the on-
site Coulomb interaction (represented by the parameter, U) and the exchange interaction (J). For 
this approach, the effective Hubbard U parameter, Ueff (= U-J) values, was adopted from previous 
works studying the Fe 3d states in various silicates (Ueff = 2.9 and 4.8; Stackhouse et al., 2010; 
Hsu et al., 2011) and sulfides (Ueff  = 2.0; Rohrbach et al., 2003).  
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2.2. Incorporation energy calculation 
The reaction equation of S-incorporation consists of a pure (i.e., end-member) and impure (i.e., 
trace elements-bearing) apatite in the form of host apatite (apatitehost) and S-incorporated apatite 
(apatiteS-incorporated), respectively. Accordingly, appropriate solid sources for S (sourcei) and sinks 
for ions replaced in the mineral host (sinki) were selected to maintain stoichiometry. A host apatite 
phase and sources for S in different oxidation states are reactants while S-incorporated apatite and 
sinks for anions being released from the apatite host are products. The general equation for this 
approach takes the form:  
𝑎𝑝𝑎𝑡𝑖𝑡𝑒ℎ𝑜𝑠𝑡 + ∑ 𝑎𝑖
𝑛
𝑖=1 𝑠𝑜𝑢𝑟𝑐𝑒𝑖  ↔ 𝑎𝑝𝑎𝑡𝑖𝑡𝑒𝑆−𝑖𝑛𝑐𝑜𝑟𝑝𝑜𝑟𝑎𝑡𝑒𝑑 +  ∑ 𝑏𝑖
𝑚
𝑖=1 𝑠𝑖𝑛𝑘𝑖     (1). 
The incorporation reactions are balanced to involve one atom of S on both sides of the equation 
such that the calculated reaction energy (𝐸𝑟𝑥𝑛) is defined as the energy required to incorporate one 
mole of S in an apatite host phase (unless otherwise stated). In addition, this setup allows for a 
consistent quantum-mechanical treatment; i.e., using the same computational parameters 
throughout the equation, which is crucial to obtain reliable energetic data. 
The process of element incorporation into a mineral involves providing an ion from a medium 
such as a solid source, liquid, or gas phase and releasing another ion from the host phase into that 
medium. Therefore, the role of a medium, where an incorporation reaction occurs, can be important 
for computationally simulating incorporation energies into the mineral phase in geological 
systems. Examples for incorporation using solid sources and sinks can be found in Shuller et al. 
(2013) and Shuller-Nickles et al. (2014). The atomistic assessment for hydrated ions incorporated 
into host minerals is rather complicated and computationally difficult, as it involves a series of 
reaction equations that have to be combined to handle species of different characters (hydrated vs. 
vacuum, charged vs. neutral, clusters vs. 3D periodic) that can typically not be combined and 
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computationally treated in one equation using a consistent approach (see, e.g., Walker and Becker, 
2015; Smith et al., 2016). Additionally, it is more challenging to take into account the role of 
magmatic melts or fluids under high pressure and temperature for a quantum-mechanical 
computational assessment of the incorporation process. Modeling magmatic-hydrothermal 
systems would require a quantum-mechanical molecular-dynamics model using large unit cells at 
high P-T conditions that approach or exceed the limits of current computational capability and is 
beyond the scope of this study. Therefore, all source and sink phases are periodic solids and 
commonly play a role in accommodating atoms that will be incorporated into and/or liberated from 
apatite. In order to increase the geological significance of our evaluation, minerals or ionic 
compounds that occur and are stable in magmatic or hydrothermal environments are selected as 
sources and sinks for the reaction equations. Once energies of all phases involved in the 
incorporation equations are computationally attained, reaction energies for each incorporation 
equation can be calculated using the general approach:  
∆𝐸𝑟𝑥𝑛 = ∑𝐸𝑝𝑟𝑜𝑑 - ∑𝐸𝑟𝑒𝑎𝑐            (2) 
The resulting incorporation reaction energy indicates the stability of the S-incorporated apatite 
relative to the corresponding host apatite, and the source and sink phases. In addition, the relative 
stability of various incorporated apatite phases can be compared when common source phases are 
used. The incorporation energies calculated using CASTEP are well described by Shuller et al. 
(2013). Energies calculated using CASTEP include contributions from electronic properties such 
as electronic relaxations and spin-spin interactions. The ∆𝐸𝑟𝑥𝑛  evaluated from the CASTEP 
energies of the reactants and products are in good agreement with enthalpies, for the reason that 
they are calculated at ambient pressure (VdP = 0). To evaluate ∆𝐺𝑟𝑥𝑛, entropy contributions (e.g., 
 112 
 
vibrational entropies of the solid phases used in our study) must be considered. However, this 
requires significant computational efforts and is not covered within the scope of this study. 
 
2.3. The structure model of apatite 
The initial models for the apatite end-members are adopted from the natural apatite structure, 
[Ca10(PO4)6(F, OH, Cl)2] (P63/m; seeHughes et al., 1990; Hughes and Rakovan, 2015), and are 
depicted in Fig. 4.2 and 4.3. The column anion site [00z] of the apatite structure (P63/m) is mainly 
occupied by F-, OH-, and Cl-. Natural apatite end-members are subdivided into fluorapatite 
[Ca5(PO4)3F], chlorapatite [Ca5(PO4)3Cl], and hydroxylapatite [Ca5(PO4)3(OH)] based on a single 
occupant of the anion column, but often occur as a solid solution with binary or ternary anion 
columns (Hughes et al., 1990; Hughes and Rakovan, 2002; Hughes et al., 2016). The column anion 
site has the potential to accommodate other anions with different radius and/or charge. A well-
known example is carbonate (CO3
2-) incorporation into hydroxylapatite, which occurs in both the 
phosphate and column anion sites (Fleet and Liu, 2007).   
There are the two types of Ca sites in the apatite structure, Ca1 and Ca2. The Ca1 type is 
coordinated to nine O atoms while the Ca2 site is coordinated to six O atoms and one column 
anion. In the P63/m space group, Ca2 atoms form triangles on the planes at z = 1/4 and 3/4. Each 
of the three Ca atoms at the triangle corners is bonded to the central anion in the [00z] column 
(Hughes et al., 1990). Fluorine, the smallest of the column anions, lies on the mirror planes at z = 
1/4 and 3/4 such that it is located at the center of the Ca triangle (Fig. 4.2a). The OH- and Cl- are 
too large to be positioned in the center of the Ca triangle and are thus displaced above or below 
the planes. As a result of such displacement, OH- and Cl- have multiple possible positions along 
the anion column in the apatite unit cell. Since all atoms in the apatite structure are given full 
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atomic occupancy in this study, two positions of Cl- or OH- below the planes at z = 1/4 and 3/4 
were selected to complete the unit cell formula, [Ca10(PO4)6(F, Cl, OH)2]. Using the structural and 
computational parameters above, a good agreement in the unit cell parameter values was found 
between calculated and natural end-member apatites (Table 4. 1). The resulting structures are then 
used to geometrically optimize the host and S-substituted apatite models.  
 
Table 4. 1. Lattice parameters for natural and calculated (CASTEP) apatite. 
  a (Å) c (Å) z valueb of (F, Cl, OH) 
Fluorapatite    
Calculated 9.469 6.894 0.2500 
Naturala 9.397 6.878 0.2500 
Deviation (%) 0.76 0.22  
    
Chlorapatite    
Calculated 9.525 6.895 0.4379 
Naturala 9.598 6.776 0.4323 
Deviation (%) 0.76 1.76  
    
Hydroxylapatite    
Calculated 9.763 6.757 0.2128 
Naturala 9.417 6.875 0.1979 
Deviation (%) 3.68 1.71   
Notes: a Hughes and Rakovan (2002) b The z value of anion column position (0, 0, z). 
 
 
 
 
 
 
 114 
 
 
 
Fig. 4. 2. (A) The anion column anion site and the nearest Ca (Ca2) and P atoms in the hexagonal 
apatite structure viewed parallel to the c-axis. (B) The coordination environment of X (= F, OH, 
Cl) on the plane of z = 3/4 in the host or S6+-incorporated apatite where A1 = P or Si, A2 = P or S, 
C1 = Ca or Na and C2 = Ca or La. Atoms Ca, C1 and C2 form triangles, where the corners are 
Ca2 sites. In both (A) and (B), oxygen atoms are omitted. 
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2.4. Sulfur replacement mechanisms in S-bearing apatite 
An important step in the incorporation energy calculations is to identify replacement 
mechanisms that may play a critical role in hosting S in natural apatite. All mechanisms tested in 
this study are based on previous reports of natural and experimentally produced apatite.  
2.4.1. Sulfate mechanisms  
It has been suggested that the P site is the most likely location where substitution of SO4
2- 
occurs in the apatite structure (Streck and Dilles, 1998; Pan and Fleet, 2002; Parat et al., 2011), 
where possible replacement mechanisms include:  
P5+ + Ca2+ ↔ S6+ + Na+   (3) 
2P5+ ↔ S6+ + Si4+    (4) 
In the current study, all calculations for SO4
2- substitution are based on replacement 
mechanisms (3) and (4). We used geologically relevant solid source and sink phases for the 
calculations. For instance, anhydrite (CaSO4) commonly coexists with S-rich apatite in oxidized 
magmatic systems (Baker and Rutherford, 1996b; Streck and Dilles, 1998) and, thus, is a 
geologically relevant candidate as a source phase for SO4
2-.  
Moreover, in oxidized magma, Na+ (replacing Ca2+) and SiO4
4- (replacing PO4
3-) can be 
concomitant ions for S6+ incorporation in apatite to maintain charge neutrality (Eq. 3 and 4). In 
addition, rare earth elements (REE3+) can substitute for Ca2+ in the apatite structure via the coupled 
substitutions REE3+ + Si4+ ↔ Ca2+ + P5+ and REE3+ + Na+ ↔ 2Ca2+ (Hughes et al., 1991; Pan and 
Fleet, 2002). Hughes et al. (1991) reported a total REE3+ concentration range of 2 to 16 wt% in 
REE-bearing apatite samples and a good linear correlation between [Na+ + Si4+] vs. [∑REE3+] 
(~1:1 atomic ratio), which can be well explained by the coupled substitutions reactions above. 
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Streck and Dilles (1998) reported variations in the S content in apatite, reaching up to 0.56 wt% S 
in apatite from the Yerington batholith (Nevada), and a strong correlation between [Si4++Na+-
∑REE3+] vs [S6+] (~1:1 atomic ratio), which supports the coupled substitution of Si4+ and Na+ with 
S6+ and/or REE3+. Based on these considerations, La-bearing apatite is selected as the host apatite 
phase, which incorporates SO4
2- in the structure. Two distinct cases involving La-bearing apatite, 
[Ca8NaLa][(PO4)6]X2 and [Ca9La][(PO4)5(SiO4)]X2, are evaluated individually, and the effects of 
Na+ and Si4+ on incorporating SO4
2- into apatite are discussed in detail. La-monazite (LaPO4), 
which commonly occurs as a P-bearing accessory mineral in igneous rocks (Foerster, 1998), is 
selected as a mineral sink phase for PO4
3- being replaced by SO4
2- in order to account the formation 
of La-bearing apatite. 
In models of apatitehost (S-free) and apatiteS-incorporated, Na
+ and La3+ are positioned on the Ca2 
atomic sites at the mirror plane at z = 3/4 and one of the three PO4
3- sites nearest to the column 
anion is replaced by SiO4
4- or SO4
2- (Fig. 4.2b).  
2.4.2. Sulfate-sulfite mechanisms  
A recent study identified the co-existence of S4+ and S6+ in natural and experimentally produced 
apatite and suggested a possible coupled substitution mechanism involving the replacement of two 
phosphate atoms by SO4
2- and SO3
2- via the coupled substitution (Konecke et al. 2017): 
2P5+↔ S6+ + S4+                                                                                                                          (5) 
Based on this observation, a possible mechanism of co-incorporation of S4+ and S6+ into fluor-, 
chlor-, and hydroxylapatite is examined by balancing an incorporation reaction equation in 
combination with the nickel-nickel oxide (ΔNNO) oxygen fugacity buffer. A Na- and Si-bearing 
apatite, [Ca7La2Na][(PO4)5(SiO4)](F, Cl, OH)2, is selected as the host phase. Anhydrite and La-
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monazite are used as source and sink phases, respectively. In models of apatiteS-incorporated, one of 
the three nearest phosphate sites at the mirror plane at z = 1/4 and 3/4 to the anion column is 
replaced by SO3
2- and SO4
2-, respectively (Fig. 2 and 3a).  
 
Fig. 4. 3. Examples of S-incorporated apatite models. (A) The unit cell of SO4
2-- and SO3
2--
incorporated fluorapatite, Ca9Na(PO4)3(SiO4)(SO4)(SO3)F2 and (B) the 1×1×2 supercell of S
2--
incorporated apatite, Ca20(PO4)12SF2. 
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2.4.3. Sulfide mechanisms  
Henning et al. (2000) used single crystal X-ray diffraction to determine the structure of 
experimentally produced S2--bearing apatite in the form Ca10(PO4)6S, and report that S occupies 
the anion column consistent with the following coupled substitution (Eq. 6).  
2(F, Cl, OH)- ↔ S2- + vacancy                                                                                           (6) 
Hence, a testable scenario for the incorporation of S2- into the anion column in apatite involves 
FeS (troilite) and Na2S as solid S
2- sources and is based on the affinity of Fe2+ and Na+ for S2- in 
geological processes (Burns and Fyfe, 1966; Fiege et al., 2015). When F- and Cl- in apatite are 
replaced by S2- from these sources, metal fluorides and chlorides are produced as a solid sink. To 
consider OH- released from apatite, the metamorphic amphibole grunerite, [Fe7Si8O22(OH)2], is 
selected as a sink phase and ferrosilite (FeSiO3) and quartz (SiO2) are added as reactants to balance 
the composition of grunerite. Grunerite, as a key amphibole end-member, possesses a broad 
stability field in the simple system of FeO-SiO2-H2O (Lattard and Evans, 1992). Thermodynamic 
equilibria between grunerite and other Fe-silicates, such as ferrosilite and fayalite, have been 
adopted as a tool to estimate temperature, pressure, and H2O activity in metamorphic, 
hydrothermal, and volcanic systems (e.g., Lattard and Evans, 1992; Elliott, 2001). This makes it a 
suitable phase to investigate magmatic and magmatic-hydrothermal scenarios.  
 When building initial models (i.e., ones subjected to geometry optimization), S2- replaces 
two F-, Cl-, or OH- anions in fluor-, chlor- or hydroxylapatite (Eq. 6). Once placed in the column, 
S2- can be re-positioned to any unoccupied position of the column during the course of the 
geometry optimization. The optimization algorithm finds local minima in the energy landscape 
adjusting the lattice parameters and the coordinates of each atom in the initial model. Therefore, it 
is important to ensure an energetic or geometric variation in the optimization result as the initial 
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position of S2- varies in the anion column. The position of F-, Cl- and OH- in the apatite anion 
column (i.e., (0 0 z) calculated from the end-member apatite; see Table 4. 1) is selected as the 
position of S2- in the initial models. Where necessary, S2- is referred to as S(F, Cl, OH)ini, when a 
position near the anion column is chosen as the initial S2- position replacing F-, Cl-, or OH- anions. 
For this type of replacement, full incorporation of S2- in apatite is considered in the form of 
Ca10(PO4)6S. Moreover, we considered the partial incorporation of S
2- in the 1×1×2 supercell of 
apatite in the form of Ca20(PO4)12S(F, OH or Cl)2 (Fig. 4.3b). Notably, in the supercell, a S
2- atom 
is located between two of column anions such that the optimized positions of the column anions 
are the result of S2- interacting with surrounding F-, Cl-, or OH- anions. The calculated reaction 
energy defines the energy required for the incorporation of one S2- ion in the 1×1×2 supercell of 
apatite.  
 
2.5. Computational scopes and errors 
In a computational study like this, the sources of errors have more of a systematic character 
and less of a random one as they occur in experimental studies. One source of variability is the 
computational parameters, such as density functionals, pseudopotentials, as well a quantity and 
types of basis functions. Testing all parameters for the examples used in this study would increase 
the computational effort by at least an order of magnitude. Therefore, testing can be done only 
with a limited number of examples and computational parameters. We found a significant 
cancellation of error within one thermodynamic reaction equation, which is expected, as all 
computational parameters have to be consistent within such an equation.  
More important than such parameter testing is a good understanding of the limitations of the 
model setup. This includes the structural model setup with a limited-sized unit cell, which 
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increases the relative concentration of the incorporated species, as well as the decision to use 
selected solid source and sink phases. All of these decisions have been made to model geologically 
relevant scenarios in reasonable computation times. Our approach is suitable to learn about the 
thermodynamic stability with respect to references, and the atomic and electronic structure of 
mineral phases. The thermodynamic energies of incorporation are relative quantities that would 
change by choosing different sink/source phases or transitioning to dynamic hydrothermal fluids, 
whereas the results for the electronic/atomic structure of incorporation would remain unaffected.   
 
3. RESULTS 
3.1. Incorporation energy and geometry: Sulfate (SO42-) 
The reaction equations and energies for S6+ incorporation into La-apatite phases are presented 
in Table 4. 2. In the equations, charge imbalance of La3+ in place of Ca2+ is compensated by 
coupled substitution with Na+ or Si4+ in the apatite structure. Incorporation energies calculated 
from the Na-bearing apatite phases are lower than those of the Si-bearing phases for all tested 
scenarios. In the Na-bearing system, the lowest incorporation energy is found in fluorapatite, 
followed by chlorapatite and hydroxylapatite. Energy differences between those are relatively 
small (3 to 6 kJ/mol). In the Si-bearing apatite, the incorporation of S6+ into chlorapatite is 
energetically more favored than the incorporation into fluorapatite and hydroxylapatite (by 10.4 
kJ/mol).  
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Table 4. 2.  Reaction equations and energies of incorporation of S6+ and co-incorporation of S4+ 
with S6+ into apatite. 
Incorporation reaction  ∆Erxn (kJ/mol) 
S6+-incorporation into La-bearing apatite  X = F Cl OH 
Na-bearing: [Ca8NaLa][(PO4)6]X2 + CaSO4 ↔  
[Ca9Na][(PO4)5(SO4)]X2 + LaPO4   -1.74 1.16 4.34 
 Si-bearing: [Ca9La][(PO4)5(SiO4)]X2 + CaSO4 ↔  
[Ca10][(PO4)4(SiO4)(SO4)]X2 + LaPO4   15.44 5.02 15.44 
S4+, S6+-incorporation into La-bearing apatite  X = F Cl OH 
[Ca7La2Na][(PO4)5(SiO4)](F, Cl, OH)2 + 2CaSO4 + Ni 
↔   
[Ca9Na][(PO4)3(SiO4)(SO4)(SO3)](F, Cl, OH)2 + 
2LaPO4 + NiO       
A-type S4+  117.71 95.52 117.71 
B-type S4+   132.19 111.92 131.22 
 
The unit cell volume is changed as a function of cell parameters and, thus, can be indicative of 
the net effect of replacing phosphate by SO4
2- in the optimized structure. The cell volumes of S-
incorporated apatite phases are presented in Table 4. 3. Exchange of P5+ + Ca2+ ↔ S6+ + Na+ and 
of 2P5+↔ S6+ + S4+ in the unit cell of fluor-, chlor-, and hydroxylapatite leads to a volume 
expansion by 3 to 5 and 6 to 8 Å
3
, respectively. The ionic radius of 4-coordinated S6+ (0.12 Å) is 
smaller than that of P5+ (0.17 Å; Shannon, 1976). Thus, the volume expansion by the coupled 
exchanges should be mainly due to the larger ionic size of Na+ compared to Ca2+, and Si4+ 
compared to P5+. Cations occupying the Ca2 site are 7-coordinated, and the size of 7-coordinated 
Na+ and Ca2+ are approximately 1.12 and 1.06 Å, respectively. The 4-coordinated Si4+ is 0.26 Å 
and thus its occupancy in place of P5+ would lead to a volume expansion of the unit cell. Although, 
accounting for less than 1.4 % of the unit cell volume, such a variation in the unit cell volume 
shows a monotonic increase with increasing column anion size (Cl- > OH- > F-) in the S6+ 
incorporated Si-bearing apatite series. 
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Table 4. 3.  Summary of geometric parameters for SO4
2--incorporated apatite phases.   
Optimized  
structure 
Cell volume 
(Å3) 
X-S distance a  
(Å) 
O-S-O angle a 
(degree) 
Fluorapatite    
S, Na-bearing 538.9 3.68 107.9 
S, Si-bearing 541.1 3.55 107.6 
End-member 535.3 3.64 107.2 
     
Chorapatite    
S, Na-bearing 563.7 4.02 108.3 
S, Si-bearing 568.4 3.92 108.2 
End-member 560.6 3.97 107.7 
     
Hydroxylapatite    
S, Na-bearing 545.9 3.73 108.2 
S, Si-bearing 547.6 3.61 108.4 
End-member 541.8 3.67 107.6 
Notes: a For the apatite end-members, (F-, Cl-, or OH-)-S distance and O-S-O angle is measured 
for P in place of S.   
 
In the optimized S6+ incorporated Na- and Si-bearing apatite phases, bond lengths and angles 
measured from incorporated SO4
2- molecules are similar to reported values for the SO4
2- molecule 
(109.5°and 1.49 Å) with a maximum deviation of 2.7° and 0.02 Å. The nearest PO43- and SO42- to 
the column site have two O atoms displaced above and below the planes at z = 1/4 and 3/4 while 
the other two O atoms are placed on the planes (Fig. 4.4a). The former two O atoms face toward 
S on the (0 0 z) column anion such that their positions may be more susceptible to the property of 
the column ion than the latter two. The angle formed between the S center and the column-oriented 
O atoms (O-S-O) are presented in Fig. 4.4a and Table 4. 3. In the S6+ incorporated Na-bearing 
apatite series, the O-S-O angle tends to increase with increasing column anion size from 107.9° to 
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108.4 °  whereas the O-P-O angle in fluorapatite changes from 107.2 °  (X = F) to 107.7 °  in 
chlorapatite (Table 4.3).  
 
3.2. Incorporation energy and geometry: Sulfate (SO42-) and sulfite (SO32-) 
The reaction equations and energies for co-incorporation of sulfite (S4+) with sulfate (S6+) into 
La-bearing fluor-, chlor-, and hydroxylapatite are presented in Table 4.2. In the reaction, La-
monazite (LaPO4) is used as a sink phase to accommodate phosphate released from the host apatite. 
Solid nickel (Ni(s)) is introduced to play a role as an oxygen buffer to take up one O atom of the 
sulfate SO4
2- molecule forming a sulfite SO3
2- molecule (reduction of S6+ to S4+). The molecular 
geometry of SO3
2- is a trigonal pyramid with a lone pair of electrons at one corner. As mentioned 
above, two of the four PO4
3- (or SO4
2-) O atoms are displaced from the planes at z = 1/4 and face 
toward the (0 0 z) anion column. The other two are placed on the plane and face away from the 
column (Fig. 4.4a). In building a model for SO3
2- replacing PO4
3-, one of either the former two or 
the latter two O atoms is replaced by a lone pair of electrons (Fig. 4.4b and c). In Fig. 4.4 and 
Table 4. 2, the two cases are labeled A-type and B-type SO3
2-, respectively.  
The incorporation energy is the lowest in chlorapatite compared to fluorapatite and 
hydroxylapatite, and the energy difference between the former and the latter two are 19 kJ/(1 mol  
SO3
2- + 1 mol SO4
2-) and 22 kJ/(1 mol SO3
2- + 1 mol SO4
2-), respectively (Table 4. 2). The 
orientation of the SO3
2- loan pair influences the stability of the incorporated apatite. Lower 
incorporation energy is found for A-type SO3
2--incorporated apatite when compared to B-type 
SO3
2--incorporated apatite (the energy difference is 14 to 16 kJ/(1 mol SO3
2- + 1 mol SO4
2-) for 
each apatite end-member). Thus, the co-incorporation mechanism of sulfate and A-type sulfite is 
energetically more likely than the mechanism involving B-type sulfite.   
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Fig. 4. 4. Atomistic-level view of (A) SO4
2- near the F column in S6+-incorporated Na-bearing 
apatite and (B) A-type and (C) B-type SO3
2- near the F column in S6+ and S4+ co-incorporated 
apatite. Orbital contours for SO3
2- are shown to indicate the lone pair (l.p.) electrons and S-O 
bonding (see text for more details). 
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Table 4. 4. Summary of geometric parameters for SO4
2-  and SO3
2- incorporated apatite.   
Optimized  
structure 
Cell volume 
(Å3) 
X-S6+ distance 
(Å) 
X-S6+ distance  
(Å) 
z a of 
S4+ 
z a of 
S6+  
Fluorapatite      
Incorporation 
of      
A-type SO3
2- 542.3 3.63 3.61 0.2230 0.7507 
B-type SO3
2- 543.9 3.68 3.68 0.2500 0.7500 
      
Chlorapatite      
A-type SO3
2- 570.4 3.75 3.85 0.2204 0.7502 
B-type SO3
2- 574.5 3.97 3.94 0.2462 0.7503 
      
Hydroxylapatite      
A-type SO3
2- 548.5 3.67 3.64 0.2186 0.7461 
B-type SO3
2- 551.7 3.73 3.74 0.2432 0.7533 
Notes: a The z value of fractional coordination (x, y, z) 
 
In the optimized S-incorporated apatite phases, bond lengths and angles measured from the 
incorporated SO3
2- molecules are in good agreement with previous reported values (104.3° and 
1.53 Å) (Andersen and Lindqvist, 1984). The cell volumes and distances between S4+ and F-, Cl-, 
or OH- in optimized S-incorporated apatite phases are presented in Table 4. 4. Larger cell volumes 
are found for B-type SO3
2--incorporated apatite when compared to A-type SO3
2--incorporated 
apatite. B-type SO3
2--incorporated apatite has 0.05 to 0.2 Å longer (F, Cl, OH)–S4+ and (F, Cl, 
OH)–S6+ distances than A-type SO32- apatite. The cell volume results coincide with the (F, Cl, 
OH)–S distance variation in the sense that the longer atomic distance generally contributes to the 
larger cell volume of the mineral. The calculated z fractional coordinate of the S center of SO4
2- is 
barely displaced from the plane at Z = 3/4 (< 0.03 Å). The S atom of A-type SO3
2- is displaced 
~0.2 Å from the plane at Z = 1/4 whereas the B-type SO3
2- deviates by less than 0.05 Å from the 
same plane. 
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3.3. Incorporation energy and geometry: Sulfide (S2-) 
The equations and calculated energies of reactions for S2- incorporation into fluor-, chlor-, and 
hydroxylapatite in the Fe-S and Na-S, and Fe-Si-S systems are presented in Table 4. 5. Lattice 
parameters of the initial and optimized S2- incorporated apatite structures are summarized in Table 
4. 6. The calculated reaction energies for S2- incorporation are highly dependent on selected source 
and sink phases. Energies calculated by using Fe-bearing phases (Fe-S system) are higher than 
incorporation energies calculated using Na-bearing phases (Na-S system). This effect arises from 
the higher stability of troilite (FeS) used as a source phase relative to Fe-bearing sink phase solids 
than the stability of Na2S relative to Na sink phases. However, in a given system, where source 
phases and/or sink phases are fixed, the stability of S-incorporated apatite phases can be evaluated 
relative to host apatite phases. In case of hydroxylapatite, since Si-bearing minerals are used as 
source phases in addition to FeS, the stability of apatite phases is not comparable between the Fe-
S and Fe-Si-S systems. Full incorporation of S2- into the Cl site (denoted by S(Cl)ini in Table 4. 5) 
of chlorapatite is more stable than into the F site (S(F)ini) of fluorapatite. The calculated 
incorporation energy difference between fluorapatite and chlorapatite is 256 and 265 kJ/mol in the 
Fe-S and Na-S systems, respectively. Full incorporation of S2- into the hydroxylapatite structure 
achieves appreciable stability relative to Fe-silicates (-71.9 kJ/mol; Table 4. 5).  
The optimized structures of fully S2- incorporated apatite are compared with a previous study 
of synthetic sulfoapatite, [Ca10(PO4)6S] (Henning et al., 2000; Table 4. 6). Calculated cell 
parameters are in good agreement with the measured parameters. In the optimized structure of S2- 
full incorporation, the position of S2- is at z = 0.5018 and 0.5004 in the hydroxylapatite and 
chlorapatite structures, respectively and at z = 0.75 in the fluorapatite structure where F- is replaced 
by S2- in the initial model. 
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Table 4. 5. Reaction equations and energies of S2- full and partial incorporation into apatite. 
  ∆Erxn (kJ/mol) 
   Column geometry of S2- 
Fe-S system  S(F)ini S(Cl)ini S(OH)ini 
Full incorporation     
Ca10(PO4)6F2  + FeS ↔ Ca10(PO4)6(S) + FeF2  
362.02 
(232.83)a) ─ ─ 
Ca10(PO4)6Cl2  + FeS ↔ Ca10(PO4)6(S) + FeCl2  ─ 105.11 ─ 
Partial incorporation     
Ca20(PO4)12F4  + FeS ↔ Ca20(PO4)12(S)F2 + FeF2  399.53 343.37 344.21 
Ca20(PO4)12Cl4  + FeS ↔ Ca20(PO4)12(S)Cl2 + FeCl2  101.77 97.10 102.83 
     
Na-S system     
Full incorporation     
Ca10(PO4)6F2  + Na2S ↔ Ca10(PO4)6(S) + 2NaF2  
203.76 
(74.59)a) ─ ─ 
Ca10(PO4)6Cl2  + Na2S ↔ Ca10(PO4)6(S) + 2NaCl  ─ -61.32 ─ 
Partial incorporation     
Ca20(PO4)12F4  + Na2S ↔ Ca20(PO4)12(S)F2 + 2NaF2  241.27 185.11 185.95 
Ca20(PO4)12Cl4  + Na2S ↔ Ca20(PO4)12(S)Cl2 + 2NaCl  -64.66 -69.33 -63.60 
     
Fe-Si-S system     
Full incorporation     
Ca10(PO4)6(OH)2 + FeS + 6FeSiO3 + 2SiO2 ↔  
Ca10(PO4)6(S) + Fe7Si8O22(OH)2    -71.86 
Partial incorporation     
Ca20(PO4)12(OH)4 + FeS + 6FeSiO3 + 2SiO2 ↔  
Ca20(PO4)12(S)(OH)2 + Fe7Si8O22(OH)2   58.35 40.97 46.84 
Notes: a The calculated incorporation energy S2- in fluorapatite when initially positioned at (0, 
0, 0.7).  
 
When located at (0, 0, 0.70) in the initial model of fluorapatite, however, S2- is relaxed to the 
position at z = 0.5 during geometry optimization, resulting in the incorporation energy lower than 
one having S2- at z = 0.75 (the energy difference of 129 kJ/mol) (Table 4. 5 and 6). This indicates 
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that S2- in the F- position (z =1/4 or 3/4, at the center of the Ca triangle) is metastable for S2- larger 
than F-, and (0, 0, 0.5) is the most likely position of column anion S2- in sulfoapatite, [Ca10(PO4)6S]. 
This result is in good agreement with experimental data for synthetic sulfoapatite (z = 0.5) 
(Henning et al., 2000). 
Lower reaction energies are found in cases of partial incorporation into chlorapatite when 
compared to those of fluorapatite (Table 4. 5). The incorporation energy also depends on where 
S2- is incorporated in the anion column of the initial model structure (denoted by (F, Cl, OH)ini in 
Table 4. 6). Upon the partial incorporation into fluorapatite, incorporation of S2- on a F- position 
(S(F)ini) is less stable than S
2- on Cl- and OH- positions (S(Cl)ini and S(OH)ini) (energy difference 
of 55 to 56 kJ/mol). When partially incorporated into chlorapatite, the dependence of the S stability 
on the column position is relatively lower and leads to energy differences between S(F, Cl, OH)ini 
less than 6 kJ/mol. From these results, one can infer that the probability of S2- being incorporated 
into apatite is enhanced when S2- is partitioned into the Cl-bearing apatite structure or when Cl- 
coexists with S2- in the anion column site. Upon partial substitution of S2- in hydroxylapatite, the 
stability of incorporated S2- is higher at the Cl or OH site relative to the F site. Column anion 
positions in the optimized structures of partially S2- substituted apatite are depicted in Fig. 4.5. The 
anion column S is located at z = 0.57 in the optimized structure of fluorapatite when S2- is initially 
positioned at the Cl- or OH- site (denoted by (F, Cl, OH)ini in Table 4. 6). The minimum energy 
configurations are found when the position of S2- is (0, 0, 0.61) in the hydroxylapatite structure. 
The anion column S2- is positioned at z = 0.51 in S2- incorporated chlorapatite, regardless of its 
initial position. Interaction with surrounding column anions is an important factor that determines 
the position of S2-. In the anion column environment tested here where S is located between two 
anions–i.e. F-, Cl-, or OH-, at or near z = 1/4 and 5/4 (with respect to the initial 1×1×1 unit cell) in 
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the 1×1×2 supercell (Fig. 4.5) –the lowest-energy configuration shows that S2- in the anion column 
is located at z = 0.50 to 0.61. The presence of S2- in the anion column results in displacing the 
remaining F-, Cl-, or OH- above or below the planes at z = 1/4. 
 
Table 4. 6. The cell and lattice parameters of initial and optimized configurations of S2- fully and 
partially incorporated apatite.  
  Full incorporation  Partial incorporation 
Optimized structure 
 
zb of (F, Cl, OH)ini a (Å) b (Å) zc of S2- 
  
zc of S2- 
S-apatite (experiment)a  9.462 6.834 0.5   
       
S in the fluorapatite 
structure 
 
 
0.25 and 0.75 9.825 
 
6.739 
 
0.7500 
(0.5016)d 
 
  
0.57 
Deviation (%)  3.84 1.39    
       
S in the chlorapatite 
structure 
 
 
0.062 and 0.562 9.566 
 
6.843 
 
0.5018 
 
  
0.51 
Deviation (%)  1.10 0.13    
       
S in the hydroxyapatite 
structure 
 
 
0.213 and 0.713 9.542 
 
6.859 
 
0.5004 
 
  
0.61 
Deviation (%)  0.85 0.36     
Notes: a Henning et al. (2000) 
           b The z value of column anion position (0, 0, z)  used in the initial S2- incorporation models. In 
the models, (F, Cl, OH) at or near the mirror plane at z = ¾  is replaced by S2-.   
           c The z value of S2- position (0, 0, z) in the lowest-energy configurations. See Figure 5 for details.  
d The optimized position of S2- in fluorapatite when initially positioned at (0, 0, 0.7). 
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Fig. 4. 5. The optimized positions of column anions in hexagonal end-member and partially S2--
incorporated apatite in the 1×1×2 supercell. (A) fluorapatite (B) chlorapatite and (C) 
hydroxylapatite systems are depicted respectively. The anion (F-, Cl- or OH-) dominating the 
column with the position of S2- in the initial model is labeled at the tail of c axis. The fractional 
coordinate of z (with respect to the unit cell) in the optimized structure is presented for S at or near 
z = 3/4. Note that the column anion site at z = 7/4 (coordinate with respect to the original 1×1×1 
unit cell, not shown) is vacant in the supercell whose zero charge is compensated with a charge of 
2- from S. 
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4. DISCUSSION 
4.1. Effects of impurities on sulfate (SO42-) incorporation in apatite 
Generally, higher reaction energies result from stable reactants or unstable products. Therefore, 
the lower S6+ incorporation energies observed for the La-Na-bearing apatite when compared to La-
Si-bearing apatite (Table 4. 2) indicate that (i) the La-Si-bearing host apatite is more stable than 
La-Na-bearing host apatite or (ii) that S6+ incorporation into apatite becomes energetically more 
stable when SO4
2- is coordinated with Na+ and PO4
3- than with Ca2+ and SiO4
4-. The incorporation 
energies of La3+ and Na+ versus La3+ and Si4+ into apatite were calculated in order to consider the 
stability of the impure apatite hosting S oxidation states relative to the pure end-member fluor-, 
chlor-, and hydroxylapatite (Table 4. 7). Incorporation energies of La3+ and Na+ into apatite are 
higher than those of La3+ and Si4+ into apatite for fluorapatite and hydroxylapatite. Hence, scenario 
(i) may be favored for fluorapatite and hydroxylapatite. Scenario (ii) can be evaluated using linear 
combinations of equations for S6+ incorporation into La3+-bearing apatite (Table 4. 2) and for La3+ 
incorporation into end-member apatite (Table 4. 7). The incorporation energies of S6+ and Na+-
bearing apatite are lower than those of S6+ and Si4+-bearing apatite for all apatite end-members, 
which supports scenario (ii). In addition, comparison between equations for S6+ incorporation into 
host apatite phases (Table 4. 2 and 7) suggests that incorporation of SO4
2- into La-bearing apatite 
may be energetically more favorable than the incorporation into the end-member fluor-, chlor-, 
and hydroxylapatite. 
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Table 4. 7.  Reaction equations and energies of La3+- and S6+-incorporation into end-member 
apatite. 
  ∆Erxn (kJ/mol) 
La3+-incorporation into end-member apatite  X = F Cl OH 
La3+ and Na+: Ca10(PO4)6X2 + 1/3Na3PO4 + LaPO4 ↔  
[Ca8NaLa][(PO4)6]X2 + 2/3Ca3(PO4)2   
91.28 68.12 77.29 
La3+ and Si4+: Ca10(PO4)6X2 + Ca2SiO4 + LaPO4 ↔  
[Ca9La][(PO4)5(SiO4)]X2 + Ca3(PO4)2   
75.45 69.76 70.72 
S6+-incorporation into end-member apatite  X = F Cl OH 
S6+ and Na+: Ca10(PO4)6X2 + 1/3Na3PO4 + CaSO4 ↔  
[Ca9Na][(PO4)5(SO4)]X2 + 2/3Ca3(PO4)2   
89.54 69.28 81.63 
S6+ and Si4+: Ca10(PO4)6X2 + Ca2SiO4 + CaSO4 ↔  
[Ca10][(PO4)4(SiO4)(SO4)]X2 + Ca3(PO4)2    
90.89 74.78 86.16 
 
Since replacements of Ca2+ and PO4
3- by other ions (Na+, La3+, SiO4
4- and SO4
2-) are made at 
the nearest position to the column anions (F, Cl, OH) in all models tested, it is expected that energy 
differences between the apatite phases used as reactants and products arise mainly from chemical 
or structural environments on the column anion sites (Fig. 4.2). In this regard, the first and second 
possibilities above ((i) and (ii)) can be understood in terms of interatomic interaction. In host and 
S-incorporated apatite, the Ca triangle that surrounds the column anion has one or two Ca2 atoms 
replaced by Na+ or La3+ (Fig. 4.2b). Cations positioned at the triangle corners are electrostatically 
repelled from each other and attracted to the column anion and surrounding phosphate and other 
oxyanions. The Coulomb energy between the interacting ions is defined in a classical manner such 
that the energy is proportional to the product of the charges of the two ions, qi and qj, and increases 
inversely with the distance between the two, rij. When multiple atoms are present in a system, the 
Coulomb energy is defined as Equation 7.   
     Ecoulomb = 
𝑒2
4𝜋𝜀0
 ∑
𝑞𝑖𝑞𝑗
𝑟𝑖𝑗
 𝑖>𝑗                                                                                                  (7) 
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Here, the Coulomb force of the cations in a triangle and the surrounding anions is balanced by 
two contributions: (i) repulsion between the cations and (ii) interaction of the triangle cations with 
the surrounding anions that stabilize the triangular structure. A higher repulsive force is exerted 
on the triangle structure when La3+ is located at a corner of the triangle than when Na+ or Ca2+ is 
there. In this case, the effect of La3+ ion can be counteracted by coexistence with SiO4
4- that makes 
the triangle less unstable. That is, the attractive coulombic force between cations and SiO4
4- with 
a 4- charge is stronger than the force exerted by PO4
3- with a 3- charge. This indicates that La-
bearing apatite phases can be stabilized by coexisting with silicate ions (the first possibility above). 
On the other hand, the presence of Na+ or SiO4
4- near SO4
2- can make a large contribution to the 
stability of S6+-incorporated phases. Na+ is electrically less attractive to SO4
2- than Ca2+ while 
SiO4
4- is more repulsive to SO4
2- than PO4
3-. This means that electrical interaction of SO4
2- with 
Na+ or SiO4
4- alone does not increase the stability of incorporated SO4
2-. However, Na+ on the Ca2 
site and SiO4
4- on a neighboring phosphate site both can contribute to energy lowering of the anion 
column triangle. Na+ occupying the Ca2 site has a lower repulsive force than Ca2+, which lowers 
the instability of the triangular arrangement by cation-cation repulsion. The presence of a 
neighboring silicate anion will counteract the repulsive force between the triangle Ca2+ ions. 
However the effect of SiO4
4- on Ca2+ ions will be less than the case of La3+ included in the host 
apatite phase. The net effect of these contributions might enable some of the S-incorporated apatite 
phases to be more stable in the coexistence with Na+ than with Si4+ (the second possibility).    
The effect of the anion column on S6+ incorporation into La-bearing apatite can be manifested 
in the Si-bearing apatite system, as demonstrated by the calculated incorporation energies (Table 
4. 2). The incorporation energy is lower in chloroapatite compared to fluorapatite and 
hydroxylapatite. The lowest incorporation energy for S6+ and Si4+ into end-member apatite is found 
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for chlorapatite (Table 4. 7). The repulsive force between column anion Cl- and SO4
2- is one 
possible contribution to the stability of S6+-incorporated Cl-apatite. In the optimized S-
incorporated apatite, the center-to-center distance is 3.55 Å between F- and S6+, 3.92 Å between 
Cl- and S6+ and 3.61 Å between OH- and S6+ (Table 4. 3). Therefore, chlorapatite is expected to 
experience the smallest repulsive force between the column anion (Cl-) and SO4
2-.  
 
4.2. Sulfide (S2-) site stability in the apatite structure 
The incorporation energy of S2- into apatite is closely correlated with the optimized structure 
of S-bearing apatite. In S2- full incorporation, the incorporation energy of S2- positioned at z = 0.5 
is lower than that of S2- at 0.75 (Table 4. 5 and 6). The anion column site at z = 0.75 and 0.25 is 
surrounded by three Ca2 atoms but its site occupancy is limited for anions bigger than F- (Fig. 
4.2a). The occupancy of S2- at (0, 0, 0.75) leads to the expansion of the column triangle with a Ca-
Ca distance of 4.47 Å that is 4.02 Å in the F- occupancy. Such structural alteration by S on the F 
site can largely contribute to relatively higher incorporation energy than S2- incorporation on the 
Cl- site. In cases of partial substitution, relatively high incorporation energies are calculated for 
optimized cells with S2- replacing two F- anions (Fig. 4.5 and Table 4. 5). Partial incorporation of 
S2- into the F- site in fluorapatite and hydroxylapatite results in an increase in the Ca-Ca distance 
in the anion column triangle at z = 3/4 by 10.2 and 7.6 %, respectively. This is the expected result 
due to the ionic size difference between S2- and F-. It is inferred that the substitution of S2- in the 
F- site in the apatite structure is energetically and geometrically unfavorable. In contrast, full or 
partial substitution of S2- into fluor-, chlor-, or hydroxylapatite results in relatively low 
incorporation energies when S2- is positioned in the Cl- and OH- site. In the lowest-energy 
configurations for the partial substitution, the predicted position of the S2- ion in fluor-, chlor- and 
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hydroxylapatite are 1 to 1.75 Å displaced from the mirror plane at z = 1/4 or 3/4 (Fig. 4.5 and 
Table 4. 6), which is close to the Cl- site in the natural apatite structure (0.1823 displacement in 
the z value from the mirror planes; Table 4. 1). These results suggest that the Cl- site can be one 
of the energetically stable sites for S2- incorporation in the apatite structure.   
The stability of an incorporating or substituting ion in an atomic site of a mineral structure can 
be explained on the basis of the Goldschmidt’s substitution rules, which states that the “native” 
ions in a given site are more likely to be substituted by foreign ions with a similar radius, charge, 
and ionic nature (e.g., chemical hardness and electronegativity; Klein and Dutrow, 2002). 
According to these criteria, S2- substituting in the column anion site has an acceptable charge 
difference of one unit. The radius difference is a paramount factor that influences substitution of 
S2- in apatite. The reported ionic radii of F-, Cl-, and S2- are 1.33, 1.81, and 1.84 Å, respectively 
(Shannon, 1976). The ionic radius of S2- is very close to that of Cl- (difference by 1.6 %) whereas 
there is an appreciable difference in ionic radius between S2- and F- anions by 27.7 %. This 
indicates that incorporation of S2- in the F- site is either unlikely or quite limited. In addition, S2- 
is similar in its chemical nature to Cl-. The chemical hardness of S2- is classified as a soft base, 
which gives rise to its affinity with various soft transition metals such as Fe2+, Cu+, and Hg2+ in 
geological processes, e.g., ore-formation (Pearson, 1968). Chlorine is chemically soft and less 
electronegative than F-. Such chemical similarities between S2- and Cl- may contribute to affinity 
of the two anions in apatite.    
 
4.3. Future work 
As H2S in a silicate melt is deprotonated, S
2- may be partitioned into mineral phases as either 
S2- or HS-. The possibility of HS- incorporation into apatite was not determined in this study since 
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the results of Henning et al. (2000) already indicate that S2- may be the favored S species, but 
future work should examine whether HS- can also be an important component in the anion column 
site as it may behave like OH-. Moreover, examination by quantum-mechanical molecular 
dynamics (MD) may enable evaluation of the energy and structure of periodic solids (e.g., 
minerals) under high pressure or temperature (Segall et al., 2002). Recent studies have successfully 
demonstrated applications of ab-initio MD approaches for evaluating hydrothermal reactions 
involving molecular or aqueous species (e.g., Sherman, 2007; Mei et al., 2013). To our knowledge, 
however, the published literature is currently lacking studies applying MD tools to incorporation 
into minerals under magmatic-hydrothermal conditions. In this regard, treatment of high pressure 
and temperature dynamics (with or without H2O) on S-bearing apatite should be the subject of 
future studies.  
We highlight that the interpretation of S behavior in this study is based on the traditional 
paradigm that SO4
2- and S2- are the only relevant S species in silicate melts (Baker and Rutherford, 
1996a); however, this assumption has been challenged by the discovery of the S radical ions (e.g., 
S2
-, S3
-) in hydrothermal fluids and silicate melts (Winther et al., 1998; Jacquemet et al., 2014; 
Pokrovski and Dubessy, 2015) and by the possible presence of (un-quenchable) S4+ in silicate melts 
(Métrich et al., 2009). Therefore, it is important to consider the role of various S species and 
oxidation states in geological fluids and melts when S-bearing phases (e.g., apatite) that are subject 
to high temperatures and pressures are investigated in future studies.   
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5. Implications 
The crystallographic characteristics and energetic stability of the S-incorporated apatite 
structure varies depending on the S oxidation state in apatite and can be significantly influenced 
by [A] the neighboring column anion (F-, Cl-, or OH-), [B] potential pre-existing substitutions for 
Ca2+ and P5+ (e.g., La3+, Na+, Si4+) and [C] the molecular geometry and orientation of S oxyanions 
in the structure.  
Sulfide (S2-) occupancy in the anion column site (S2- + vacancy) in the apatite structure is a 
likely mechanism in reduced geological systems. Of the model configurations tested, the scenarios 
with S2- accommodated in the chlorapatite structure and with S2- positioned closely to Cl- in the 
anion column in chlorapatite are most energetically plausible. In most natural systems, however, 
F-, Cl-, and OH- are the three major column anions in apatite, while S is a trace element in apatite, 
independent of its oxidation state (< 1 wt% S; Parat et al., 2011; Konecke et al., 2017). Thus, the 
presence of S2- in natural apatite is probably not limited to chloroapatite or Cl-rich apatite. The 
thermodynamic advantage of S2- in the Cl site may play a role in determining the S content in 
apatite that forms under Cl- and S-rich reduced environments. This is consistent with the positive 
correlation between Cl and S contents found from lunar apatite (Boyce et al., 2014) and the 
XANES-determined presence of S2- in apatite crystallized from a mafic melt under reducing redox 
conditions (Konecke et al., 2017).  
The results for oxidized sulfur species (S4+, S6+) presented in this study indicate that there are 
more energetic or geometric constraints (e.g., the orientation of the S lone pair electrons) on SO3
2- 
incorporation into the apatite structure than on SO4
2- incorporation. The data from this study and 
Konecke et al. (2017) support the hypothesis that the substitution of SO3
2- into apatite is relatively 
minor, but appreciable if coexisting with SO4
2- in apatite formed under oxidizing conditions.  
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The abundance and relative proportions of S2-, S4+ and S6 in geologic systems is a function of 
oxygen fugacity (fO2), and recorded directly in the S chemistry of apatite (Konecke et al., 2017). 
The modeling of S oxidation stated in the apatite structure in this study, combined with the 
experimental results reported by Konecke et al., 2017, implies that the oxidation state of S-in- 
apatite has the potential to serve as a geochemical proxy to probe the fO2 of magmatic and 
hydrothermal systems. 
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 Chapter V. Thermodynamic mixing properties of alunite 
supergroup minerals: Quantum-mechanical modeling and 
thermodynamic analysis of sulfate, chromate, selenate, 
phosphate, and arsenate solid solutions, as well as uranyl 
incorporation 
 
Abstract  
In various geological settings, alunite supergroup minerals including the end members alunite 
[KAl3(SO4)2(OH)6] and jarosite [KFe3(SO4)2(OH)6] occur in extensive solid solution on the cation 
and anion sites, enabling them to accommodate a variety of elements. Jarosite is known for 
scavenging heavy metals on the K site (e.g., Pb in solid solution between jarosite and 
plumbojarosite) in acid mine drainage settings, while both jarosite and alunite can be important in 
controlling toxic anions such as selenate, chromate, or arsenate. However, there is no 
thermodynamic information on the solubility of these important cations and anions as a function 
of temperature, in part because this information is difficult to obtain experimentally. In this study, 
thermodynamic mixing properties of sulfate-chromate (S-Cr) and sulfate-selenate (S-Se) solid 
solution and of sulfate-phosphate-arsenate (S-P-As) solid solutions in alunite supergroup minerals 
are investigated based on quantum-mechanical modeling and statistical thermodynamic analysis. 
S-Cr and S-Se solid solutions in alunite and jarosite are due to the mixing of anions with equivalent 
charges on the sulfate site. The enthalpy of mixing (∆𝐻𝑚𝑖𝑥) is lowest at 0 K (-273 ℃) and increases 
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with increasing temperature; it also depends on the arrangement of atoms on the sulfate site (i.e., 
atomic ordering). ∆𝐻𝑚𝑖𝑥  is almost constant at -70 ℃ and higher temperatures. These findings 
imply that S-Cr and S-Se solid solutions tend to be complete at room temperature and no ordering 
is acquired at or above ambient conditions. The Gibbs free energy of mixing (∆𝐺𝑚𝑖𝑥) indicates 
that the jarosite structure is more flexible to accommodate chromate and selenate at the sulfate site 
than the alunite structure and that complete solid solution can be formed between jarosite and both 
Se- and Cr-analogues at temperatures above -80 ℃. Along with the energetic data of uranyl 
(UO2
2+) incorporation into jarosite-type minerals showing that uranyl could be potentially 
associated with the formation of Pb-bearing jarosite, our modeling results of solid solutions in 
jarosite and alunite demonstrate the critical role of alunite supergroup minerals in controlling toxic 
elements for long-term immobilization.   
S-P-As solid solution is also explored between alunite family minerals [DAl3(TO4)2(OH, 
H2O)6] (D is K
+, Na+ or Ca2+; TO4 is SO4
2-, PO4
3- or AsO4
3-). The energetic barrier (as indicated 
by the maximum ∆𝐻𝑚𝑖𝑥) for mixing between ions with different charges (i.e., S-P and As-S solid 
solution; ~2 to 3 kJ/mol of exchangeable atoms) is higher by a factor of two or three compared to 
anions with the equal charge (P-As solid solution; 1 to 1.5 kJ/mol of exchangeable atoms). Below 
700 C, ternary S-P-As mixing over a range of compositions in ternary space having alunite, 
crandallite [CaAl3(PO4)6(OH)5(H2O)], and arsenocrandallite [CaAl3(AsO4)6(OH)5(H2O)] as end 
members shows large miscibility gaps at compositions close to the ratio of S:P:As = 4:1:1 and 
1:1:1 at the TO4 site. Ternary S-P-As mixing between woodhouseite, arsenowoodhouseite, and 
one of alunite and natroalunite shows that arsenate is more compatible with sulfate in natroalunite 
than sulfate in alunite whereas substitution of sulfate with phosphate is energetically more 
favorable in alunite than natroalunite. Our computed phase diagrams of S-P-As mixing suggest 
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that binary solid solutions between pairs of sulfate, phosphate and arsenate in alunite family 
minerals scarcely occur below 100 C, is limited at temperatures from 100 to 300 C and become 
extensive or complete above 300 C.  
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1. INTRODUCTION 
The alunite mineral supergroup has the general formula of DG3(TO4)2(OH, H2O)6 (Dutrizac 
and Jambor, 2000). The D sites are occupied by monovalent, divalent, or trivalent cations, G is 
mainly Al3+ or Fe3+, and TO4 can be SO4
2+, AsO4
3-, PO4
3-, or CrO4
2+. Jarosite [(K, 
Na)Fe3(SO4)2(OH)6] and alunite [(K, Na)Al3(SO4)2(OH)6] are two representative minerals of the 
alunite supergroup and their occurrences are predominant in acidic aqueous and subsoil 
environments. A variety of metal cations including lead, copper, and zinc can substitute for K+ and 
Na+ in these minerals (Hochella Jr et al., 1999; Hochella Jr et al., 2005). The flexible structure of 
jarosite and alunite can also host anions other than sulfate such as chromate, selenate, arsenate, 
and phosphate and is important in controlling the mobility of these toxic elements associated with 
the oxidation of sulfide and chromite ores. While the alkali ions replacement has been extensively 
studied, the thermodynamic understanding of solid solution forms between anions in alunite 
supergroup minerals has not been well established (Stoffregen et al., 2000).  
Although subdivision of the supergroup minerals can be variable, classification based on the 
occupant of the atomic sites is widely accepted (Jambor, 1999; Dutrizac and Jambor, 2000; 
Stoffregen et al., 2000). With regards to the occupancy of the G site, the supergroup can be 
subdivided into the jarosite (Fe rich) or alunite (Al rich) family. Further subdivision can be made 
based on the dominant anion at the TO4 site. Minerals with the predominance (≥ 75 %) of SO42+ 
belong to the alunite group, and minerals with the predominance of PO4
3+ and AsO4
3+ are classified 
into the crandallite and arsenocrandallite group, respectively (Fig. 5. 1).  
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Fig. 5. 1. Classification of the alunite supergroup members with some examples of each subgroup. 
The lines inside the diagram show the TO4 compositional limits with respect to the molar fraction 
of phosphate (XP) and arsenate (XAs) (modified from Jambor, 1999). Inlet: Alunite family 
minerals studied in this study with two substitution mechanisms needed for mixing between those 
minerals. 
 
Jarosite has been mostly considered a supergene mineral whereas its occurrence as a hypogene 
mineral is reported but rare relative to alunite (Dutrizac and Jambor, 2000; Stoffregen et al., 2000). 
Recently, there has been an increasing awareness that the discovery of jarosite on Mars may be 
evidence of chemical weathering processes under relevant martian conditions (Madden et al., 
2004; Morris et al., 2004). Oxidation of sulfide ores gives rise to acidic sulfate-rich environments 
where alkali elements such as K+ and Na+ can be released from weathering of aluminosilicates 
(e.g., clay minerals). As a result, sulfate minerals such as alkali-dominant jarosite can be 
precipitated as a secondary phase. Jarosite or natrojarosite, [NaFe3(SO4)2(OH)6], is precipitated 
depending on the relative proportion of Na/K in solutions, but the formation of natrojarosite 
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requires a fairly high Na/K ratio due to the greater thermodynamic stability of K-rich jarosite 
minerals (Dutrizac and Jambor, 2000). Also, jarosite- and natrojarosite-bearing soils are 
widespread in association with soil acidification (pH 3 to 4) including marine sediments with pyrite 
and mine tailings. Jarosite is stable as a mineral phase at acidic pH (typically pH < 3 where the D 
site can also be occupied by H3O
+), but can be dissolved and transformed into other Fe-bearing 
minerals such as goethite in neutral and alkaline solutions. The stability of alunite supergroup 
mineral species is important in environmental studies of mineral deposits and of waste materials 
from mining and mineral processing because its formation and dissolution are related to the release 
of a variety of potential contaminants into aqueous and subsoil environments (Hochella Jr et al., 
1999; Becker and Gasharova, 2001; Hochella Jr et al., 2005). Concentrations of toxic elements are 
high in oxidation regions of sulfide and chromite mines where jarosite formation is accompanied 
by the production of sulfate and protons. The flexible structure of jarosite makes it an important 
scavenger mineral for heavy metals (e.g., Pb2+, Cu2+, Cd2+, Zn2+) at the D site and anions other 
than sulfate such as chromate, selenate and arsenate at the TO4 site. In such settings, solid solution 
in the jarosite structure where contaminants occupy the cation or anion site over a range of fraction 
is likely to form and is an important factor in evaluating the mobility of contaminants (Schindler 
and Hochella Jr, 2015; Schindler et al., 2016). One such discovery is reported by Baron et al. 
(1996) that Cr-equivalent jarosite [KFe3(CrO4)2(OH)6] has been identified in chromium 
contaminated soils. A follow-up experimental study by Baron and Palmer (2002) demonstrates the 
formation of extensive solid solution between sulfate and chromate, [KFe3((CrxS(1-x))O4)2(OH)6] 
(x being between 0 and 1). Another relevant finding is that Se-substituted jarosite, [KFe3((SexS(1-
x))O4)2(OH)6] can be prepared by precipitation from aqueous solution and jarosite and Se-analogue 
form a nearly ideal solid solution series (Dutrizac et al., 1981). It has been experimentally 
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demonstrated that some lanthanide and actinide elements such as Sc, Y, and U (as uranyl) could 
be potentially hosted in jarosite-type minerals (Dutrizac and Chen, 2009). Although its formation 
is not as common as jarosite in the oxidized region of sulfide ores and acid mine drainage, alunite 
can accommodate a variety of contaminants due to its flexible structure. Therefore, alunite has 
been suggested as a potential host mineral that can incorporate toxic elements for long-term 
immobilization (Kolitsch and Pring, 2001).  
Alunite occurs in various geologic settings including sedimentary, hydrothermal, and 
metamorphic rocks. The formation of natural alunite occurs at different temperatures including 
ambient (< 100 C) for near-surface environments, higher temperatures (e.g., ~200 to 300 C) such 
as hydrothermal settings, and temperatures up to ~ 500 C for some instances of intermediate-
grade metamorphism (Alpers and Brimhall, 1988; Stoffregen and Alpers, 1992; Stoffregen et al., 
2000). The morphology and size of alunite tend to be dependent on the formation temperature 
(Stoffregen and Alpers, 1992; Stoffregen et al., 2000). Blade-shaped crystals or coarse vein grains 
of alunite may occur in sizes of a few millimeters in hot springs (~ 200 to 300 C), whereas fine-
grained alunite (few μm in size) is often found within veinlets or sediments that occur at lower 
temperatures. The formation temperature is also considered an important factor in determining the 
degree of solid solution in alunite. Substitution of sulfate for phosphate (PO4
2-) occurs in natural 
alunite formed in magmatic-hydrothermal deposits (Allibone et al., 1995). This substitution is 
proportional to divalent cations such as Ca2+, Sr2+, and Ba2+ that replace K+ (or Na+ in natroalunite) 
in the mineral structure which supports the replacement mechanism of SO4
2‐+ K+ ↔ PO4
3‐+ Ca2+. 
Only a limited degree of such coupled substitution is observed from magmatic-related hypogene 
alunite formed at temperatures below 300  C , although solid solution is inferred to be more 
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extensive at higher temperatures (Stoffregen et al., 2000). Due to similar sizes and trivalent charges 
of phosphate and arsenate (P-O and As-O distances, ~1.5 and ~1.6 Å in the molecular geometry), 
the substitution of sulfate for arsenate (AsO4
2-) is expected to be comparable with the substitution 
for phosphate and thus seems possible to be observed at high temperatures. In this sense, the effect 
of formation temperature on the S-As-P solid solution in alunite is important for understanding the 
compositional variation observed in natural alunite (Novak et al., 1994; Allibone et al., 1995; Ripp 
and Kanakin, 1998). Although the S-As-P solid solution is among the most notable solid solutions 
formed in the alunite supergroup, little experimental or theoretical work has been done for solid 
solutions related to phosphate or arsenate at the TO4 site (Dutrizac and Jambor, 2000).  
In this study, the thermodynamic properties of the solid solution series at the TO4 site of the 
alunite supergroup mineral are investigated using quantum-mechanical modeling and statistical 
thermodynamic analysis. This study focuses on two important groups of solid solutions: 1) the S-
Cr and S-Se solid solutions formed in the alunite and jarosite structures 2) the S-P-As solid solution 
series including crandallite, arsenocrandallite, and alunite (or natroalunite) as end members. In 
addition, the energetics of incorporation of uranyl (UO2
2+) and lead (Pb2+) is investigated on the 
basis of the solid-state and aqueous reactions to expand our understanding of jarosite-type minerals 
as a potential scavenger of heavy metals. Prior to DFT calculation, possible configurations of ion 
arrangements within each solid solution are created to represent intermediate compositions 
between the end-member species. Quantum-mechanical modeling applied to these configurations 
reveals the corresponding excess energy of configurations with respect to a physical mixing of 
end-members. From these results, the enthalpy of mixing can be derived using statistical 
thermodynamic analysis and assuming a Boltzmann distribution of energies. Thermodynamic 
integration then allows for the derivation of Gibbs free energies and configurational entropies of 
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mixing for respective solid solution series. Vibrational entropies, as derived in Becker and Pollok 
(2002) that described Al3+/Fe3+ replacement, are not within the scope of this study because this 
study is quantum-mechanics based and full vibrational analysis of all compositions and structures 
would have been computationally expensive. This computational and statistical thermodynamic 
evaluation allows for the determination of (1) phase stability and the degree of solid solution as a 
function of composition and temperature and (2) possible ordering effects (by atomic arrangement 
in the mineral structure) and mixing properties (e.g., ideality and randomness of mixing) upon the 
formation of solid solution. Such a theoretical approach enables the derivation of equilibrium 
properties as a function of temperature and is, therefore, a tool to predict if, e.g., certain solid 
solutions will have a tendency to exsolve at a long-term time scale. This work is the first to evaluate 
the extent to which solid solutions between alunite supergroup minerals occur (i.e., the solid 
solution limit) as a function of temperature. In the discussion section, our computed data are 
revisited and are found to be consistent with previous experimental and field observations on 
alunite supergroup minerals. The thermodynamic data derived from this study suggest the 
significance of solid solution formation of alunite supergroup minerals over a wide range of 
temperature in various geochemical systems. The data support the idea that jarosite can 
accommodate foreign ions even at extremely low temperatures and thus be indicative of aqeous 
and biological processes on the Mars surface. Our modeling results provide some thermodynamic 
bases for evaluating the critical role of jarosite, alunite, and crandallite in controlling toxic 
elements for long-term immobilization in aqueous and subsoil environments and for using the 
mixing properties of alunite family minerals as an indicator for the equilibrium temperature of 
their formations in magmatic-hydrothermal systems.  
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2. Methods 
2.1. Computational methods 
The computational approach adopted in this study is based on density functional theory (DFT) 
where planewaves represent functions for the overall wave function and the core electrons of an 
atom and their interactions with the valence electrons are approximate to pseudopotentials. The 
optimization was performed using the quantum-mechanical (QM) code CASTEP (Segall et al., 
2002). The Perdew-Wang generalized gradient scheme (GGA) was used along with ultrasoft 
pseudopotentials (Perdew et al., 1996). An energy cutoff for planewave expansion was chosen to 
be 400.0 eV and the Brillouin zone was sampled using a 3 × 3 × 1 k-point grid according to the 
Monkhorst-Pack scheme (Monkhorst and Pack, 1976). Self-consistent field cycles were assumed 
to converge with an energy difference of less than 2.0×10-6 eV/atom. A spin-polarized approach 
was implemented in cases of the jarosite solid solution series containing Fe3+ to enable the five 
unpaired spins in the Fe 3d orbital to adopt the lowest-energy configuration. All calculations were 
performed with the primitive unit cell (P1, no symmetry restrictions). By using these 
computational parameters, a good agreement is found between calculated and experimental cell 
parameters of alunite supergroup minerals (Table 5. 1).   
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Table 5. 1. Lattice parameters of natural and calculated (CASTEP) alunite supergroup minerals 
  Calculated  Experiment  Deviation (%)  Reference 
 a (Å) c (Å)  a (Å) c (Å)  a (Å) c (Å)   
Jarosite 7.4 17.4  7.3 17.1  2.2 2.0  Mills et al. (2013) 
           
Cr-equv. jarosite  7.5 17.8  7.4 17.8  1.5 0.1  Cudennec et al. (1980)            
Se-equv. jarosite 7.5 18.0  7.4 17.4  1.8 3.2  Dutrizac et al. (1981) 
           
Alunite 7.1 17.6  7.0 17.3  1.3 1.9  Zema et al. (2012)            
natroalunite 7.1 17.0  7.0 16.9  0.9 0.6  Okada et al. (1982)            
Cr-equv. alunite 7.2 18.1  7.1 17.8  1.1 1.8  Cudennec et al. (1980) 
           
Se-equv. alunite 7.1 17.9  ─ ─  ─ ─  ─ 
           
crandallite 7.2 16.2  7.0 16.2  2.1 0.0  Blount (1974) 
           
arsenocrandallite 7.2 16.7  7.1 17.3  1.9 3.1  Lengauer et al. (1994)            
woodhousite 7.0 16.4  7.0 16.2  1.0 1.0  Kato (1971) 
 
2.2. The structure model of the alunite group mineral 
As structural models, the unit cells of alunite, natroalunite, and jarosite (𝑅3̅𝑚) were chosen, 
with three KAl3(SO4)2(OH)6, NaAl3(SO4)2(OH)6 and KFe3(SO4)2(OH)6 formula units (Z = 3, 78 
atoms), respectively (Fig. 5. 2). The unit cell contains six exchangeable TO4 anion sites (labelled 
T1 to T6 in Fig. 5. 2A) and three exchangeable D cation sites. O atoms at the O1 and O2 sites 
belong to TO4 and the O atom of the hydroxide anion (OH
-) occupies the O3 site (Fig. 5. 2A). The 
H atom of the hydroxide anion forms hydrogen bonds with adjacent O atoms such that it is oriented 
toward the nearest O1 or O2 site. Prior to full energy optimization using DFT calculation, possible 
configurations were created by replacing S at the TO4 site with other elements including Cr, Se, P 
and As, and replacing Na and K at the D site with Ca as necessary to comprise solid solution 
compositions of interest. Each solid solution configuration represents one solid solution state with 
a certain atomic arrangement in the structure. The internal energy change (∆𝐸𝑛
𝛼) is calculated for 
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every single state of solid solution and statistical thermodynamic analysis is undertaken to 
calculate thermodynamic quantities of mixing as described in section 2.3 . 
 
Fig. 5. 2. Different views on the bulk structure of the alunite supergroup mineral used in this study. 
(A) The view in [110] direction and (B) in [001] direction. In (A), the D and TO4 sites are labeled 
D1 to D3 and T1 to T6, respectively. The O atoms (red ball) are labeled 1, 2 and 3 to stand for the 
O1, O2 and O3 sites, respectively. The oxygen atoms labeled 1’ and 3’ (green and blue balls) 
represent oxygen sites at which water molecules are positioned in model configurations of 
phosphate- or arsenate-bearing minerals (O3’) and their nearest O1 sites (O1’). 
 
Binary mixing between CrO4
2- and SO4
2- and between SeO4
2- and SO4
2- is simulated using the 
structure of alunite and jarosite having sulfate as the main anion. The six exchangeable sites allow 
for the generation of 36 symmetry-unique configurations which represent seven solid solution 
compositions (molar fraction of Cr or Se at the S site = 0, 1/6, 1/3, 1/2, 2/3, 5/6 and 1).  
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In order to investigate thermodynamic properties of the S-P-As solid solution in alunite family 
minerals, alunite and natroalunite are selected as the end member species for SO4
2-, crandallite and 
arsenocrandallite as the end member species for PO4
3- and AsO4
3-, respectively (Fig. 5. 1). The S-
P-As solid solution includes three subseries of the binary mixing system, namely, S-P, S-As and 
P-As solid solutions. No charge compensation is necessary upon the P-As solid solution whereas 
the S-P and S-As solid solutions are based on mixing between two anions with different charges, 
sulfate, and one of phosphate and arsenate. The charge imbalance at the TO4 site must be 
compensated by another substitution at the D or OH site. This can lead to two replacement 
mechanisms  
 Mech. 1: SO4
2‐+ Dn+ ↔ PO4
3‐ (or AsO4
3‐)+ D(n+1)+  (1) 
 Mech. 2: SO4
2‐+ OH‐ ↔ PO4
3‐ (or AsO4
3‐)+ H2O.  (2) 
Depending on the sulfate-bearing end member (alunite or natroalunite) involved in the S-P and S-
As solid solution, Eq. 1 (Mech. 1) can be specified into  
Mech. 1 (K): SO4
2‐+ K+ ↔ PO4
3‐ (or AsO4
3‐)+ Ca2+   (in alunite) (3) 
Mech. 1 (Na): SO4
2‐+ Na+ ↔ PO4
3‐ (or AsO4
3‐)+ Ca2+ (in natroalunite).   (4) 
In the alunite family subgroup, alunite, crandallite, and arsenocrandallite are mineral species in 
which the TO4 site is fully occupied by one of sulfate, phosphate, and arsenate, respectively. The 
coupled substitution of SO4
2- + K+/Na+ ↔ PO43- (or AsO43-) + Ca2+ at the sulfate site of alunite and 
natroalunite yields two end members, woodhouseite [CaAl3(PO4)(SO4)(OH)6], and 
arsenowoodhouseite [CaAl3(PO4)(AsO4)(OH)6]. The fractions of P (XP) and As (XAs) are one half 
in the latter two mineral species and another substitution of SO4
2- + OH- ↔ PO43- (or AsO43-) + 
H2O is needed to examine S-P-As mixing involving crandallite [CaAl3(PO4)2(OH)5(H2O)] and 
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arsenocrandallite [CaAl3(AsO4)2(OH)5(H2O)] (Fig. 5. 1). Therefore, the S-P-As mixing is 
examined with two groups of end members individually (see the inlet in Fig. 5. 1): one group has 
woodhouseite and arsenowoodhousite and one of alunite and natroalunite, which accounts for the 
variation in the S fraction (XS) between 0 and 0.5 and another group comprises woodhousite, 
arsenowoodhouseite, crandallite and arsenocrandallite, ones with XS = 0.5 or 1. In the initial model 
configurations of crandallite and arsenocrandallite (Z = 3 formula units), there are three Ca2+ 
cations and three H2O molecules that can be used to test Mech. 1 and 2, respectively. The 
arrangement of three exchangeable atoms at the D or OH site produces eight possible 
configurations of solid solution that represent four compositions (XP or XAs = 0, 1/6, 1/3 and 1/2 
for solid solutions between alunite / natroalunite and woodhouseite / arsenowoodhouseite; XP or 
XAs = 1/2, 2/3, 5/6 and 1 for solid solutions between woodhouseite / arsenowoodhouseite and 
crandallite / arsenocrandallite) for respective mixing mechanisms. In building model 
configurations for intermediate compositions, three exchangeable TO4 sites (T1, T3 and T5) are 
selected for testing Mech. 1 in which sulfate and one of phosphate and arsenate replace one 
another, and the nearest D site (D1 to D3) is occupied by K+, Na+ or Ca2+. For Mech. 2, TO4 sites, 
T2, T4 and T6, are chosen for the anions to occupy while the nearest O3 site to phosphate or 
arsenate (labeled O3’ in Fig. 5. 2A) is occupied by H2O.   
 
2.3. Statistical thermodynamic analysis of solid solution   
The goal of this section is to formulate thermodynamic variables of a solid solution system 
using energies calculated from quantum mechanical modeling. The formulation is mainly based 
on statistical thermodynamic principles. If the energy of a system in a particular state n (= 1, 2, 
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3∙∙∙) is 𝐸𝑛, then according to the Boltzmann distribution, the probability 𝑝𝑛 of that state is given 
by  
𝑝𝑛 =
exp (−
𝐸𝑛
𝐾𝐵𝑇
)
∑ exp (−
𝐸𝑛
𝐾𝐵𝑇
)𝑛
= 
exp (−
𝐸𝑛
𝐾𝐵𝑇
)
𝑄
 .  (5) 
where 𝐾𝐵 is the Boltzmann constant and 𝑇is the temperature of the system. The denominator, 𝑄 =
∑ exp (−
𝐸𝑛
𝐾𝐵𝑇
)𝑛 , is called the canonical partition function for the system and the key to statistical 
mechanics because it can be used to calculate all the thermodynamic properties of the system.  
The internal energy (𝐸𝑛) of a macroscopic system with a certain number of possible microscopic 
states 𝑛 (= 1, 2, 3∙∙∙) can be identified with the mean energy calculated as 
𝐸 =  
∑ 𝐸𝑛exp (−
𝐸𝑛
𝐾𝐵𝑇
)𝑛
∑ exp (−
𝐸𝑛
𝐾𝐵𝑇
)𝑛
  . (6) 
Equation (6) can be described as the mean of the energy where the individual energy (𝐸𝑛) of a 
specific configuration (𝑛) is weighted by its probability to occur (i.e., by its Boltzmann factor). 
The Helmholtz free energy of a system (𝐹) is proportional to the canonical partition function and 
is calculated as 
𝐹 =  −𝐾𝐵𝑇 ln [∑ exp (−
𝐸𝑛
𝐾𝐵𝑇
)𝑛 ] =  −𝐾𝐵𝑇 ln𝑄 .   (7) 
Given that a solution is a homogeneous mixture of two or more substances in gas, liquid, solid, or 
ionic states, the molar enthalpy (𝐻) and Gibbs free energy (𝐺) of a solution phase α read as  
𝐻 = ∑ 𝑋𝑖?̅?𝑖
𝛼
𝑖 + ∆𝐻𝑚𝑖𝑥  (8) 
𝐺 = ∑ 𝑋𝑖𝜇𝑖
𝛼
𝑖 + ∆𝐺𝑚𝑖𝑥   (9) 
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where 𝑋𝑖  is the molar fraction of component 𝑖 , 𝐻𝑖
𝛼̅̅ ̅̅  and 𝜇𝑖
𝛼  are the partial molar enthalpy and 
chemical potential of α with respect to component 𝑖, respectively, and ∆𝐻𝑚𝑖𝑥  and ∆𝐺𝑚𝑖𝑥 are the 
enthalpy and Gibbs free energy of mixing, respectively. For the binary mixing system, end member 
mineral phase A and B form solid solution phase α = A𝑥B(1−𝑥)  (𝑥  is the molar fraction of A 
between 0 and 1) and the generalized reaction equation can be expressed as  
𝑥A + (1 −  𝑥)B =   A𝑥B(1−𝑥).     (10) 
The electronic energies of model configurations are calculated from the quantum-mechanical 
modeling using CASTEP and used to calculate the reaction energy of this balanced equation. Our 
calculations are formally for the ground state of a model configuration, and the calculated reaction 
energy is equivalent to the internal energy change (∆𝐸𝑛
𝛼) upon the process of mixing (e.g., Feng et 
al., 2006; Shuller et al., 2013). The enthalpy change upon the formation of solid solution is related 
to the internal energy and can be expressed as  
∆𝐻𝑛
𝛼 = ∆𝐸𝑛
𝛼 + 𝑝∆𝑉      (11) 
where ∆𝑉 is the volume change and 𝑝 is the pressure. In a solid, the volume change is quite small, 
and the internal energy is large relative to the value of 𝑝∆𝑉  under the atmospheric pressure 
(Shigemi and Wada, 2004). Therefore, the enthalpy change can be computed from the internal 
energy change. In the same manner, the Gibbs free energy change is evaluated directly by 
determining the Helmholtz free energy (Eq. 12).  
∆𝐺𝑛
𝛼 = ∆𝐹𝑛
𝛼 + 𝑝∆𝑉   (12) 
Specifically, in the binary mixing system, these thermodynamic quantities of solid solution phase 
α at a given composition, x, and temperature, T can be formulated using Eq. 6 to 9 as follows:  
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∆𝐻𝑚𝑖𝑥(𝑥, 𝑇) =  𝐻(𝑥, 𝑇) − [𝑥𝐻𝐴(𝑇) + (1 −  𝑥)𝐻𝐵(𝑇)]  =  
∑  ∆𝐸𝑛∙exp (−
∆𝐸𝑛
𝛼
𝐾𝐵𝑇
)𝑛
∑ exp (−
∆𝐸𝑛
𝛼
𝐾𝐵𝑇
)𝑛
 
  (13) 
∆𝐺𝑚𝑖𝑥(𝑥, 𝑇) = 𝐺(𝑥, 𝑇) − [𝑥𝐺𝐴(𝑇) + (1 −  𝑥)𝐺𝐵(𝑇)]  =
 −𝐾𝐵𝑇 ln[∑ exp (−
∆𝐸𝑛
𝛼
𝐾𝐵𝑇
)𝑛 ].  (14) 
∆𝐺 at arbitrary temperature 𝑇1, ∆𝐺(𝑇1) can be numerically calculated from the thermodynamic 
relations 𝐻 =
𝜕(𝐺 𝑇)⁄
𝜕(1 𝑇⁄ )
 and  ∆𝐻 =
𝜕(∆𝐺 𝑇)⁄
𝜕(1 𝑇)⁄
 , thus 
∆𝐺(𝑥,𝑇1)
𝑇1
= lim
T→∞
[
∆𝐺(𝑥,𝑇)
T
] + ∫
∆𝐻(𝑥,𝑇)
𝑇2
∞
𝑇1
 𝑑𝑇  
   (15) 
lim
T→∞
[∆𝐺(𝑥, 𝑇)/𝑇] =  lim
T→∞
[−𝑘𝐵 ln∑ exp (−
∆𝐸𝑖
𝐾𝐵𝑇
)𝑖 ] =  −𝑘𝐵 ln 𝛺 
  (16) 
where 𝛺 is the number of distinguishable microscopic states corresponding to a macroscopic state 
of a system. For random mixing of species K and L (i.e., simple binary mixing), the number of 
ways that 𝑛𝐾 of K and 𝑛𝐿 of L are distributed over the total of 𝑁 (= 𝑛𝐾 + 𝑛𝐿) sites is given by 
𝛺 =  
𝑁!
𝑛𝐾!𝑛𝐿!  
 .  (17) 
If the magnitude of N is on the order of 1023 or Avogadro’s number, the definition of entropy leads 
to Sterling’s approximation for large N (i.e., ln 𝑁!  ≈  𝑁 ln𝑁 –  𝑁),  
𝑆 = 𝑘𝐵 ln 𝛺 ≅  𝑁𝑘𝐵 [
𝑛𝐾
𝑁
ln
𝑁
𝑛𝐾
+ 
𝑛𝐿
𝑁
ln
𝑁
𝑛𝐿
 ] =  −𝑅(𝑋𝐾 ln 𝑋𝐾  + 𝑋𝐿 ln 𝑋𝐿)  (18) 
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where R is the gas constant. This entropy is called the point entropy and is a function of the number 
of energy-equivalent ways of arranging atoms on the available lattice sites (i.e., random mixing) 
(Ganguly and Saxena, 2012). For a hypothetical or real solution in which energy of configurations 
is dependent on the way of arranging atoms at the sites (i.e., ordering), correction is needed to 
consider the deviation of the corresponding mixing from random mixing (Eq. 19).   
Combining Eq. 15 to 18 gives rise to molar Gibbs free energy of mixing defined as  
∆𝐺𝑚𝑖𝑥(𝑥, 𝑇) =  𝑅𝑇 [𝑥 ln 𝑥 + (1 − 𝑥) ln(1 − 𝑥)]⏟                   
𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑜𝑓 𝑟𝑎𝑛𝑑𝑜𝑚 𝑚𝑖𝑥𝑖𝑛𝑔 
       +  𝑇 ∙ ∫
∆𝐻𝑚𝑖𝑥 (x,T)
𝑇2
∞
𝑇
 𝑑𝑇⏟          
𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑜𝑓 𝑜𝑟𝑑𝑒𝑟𝑖𝑛𝑔
. (19) 
One important principle applied in this study is that a solid solution is randomly mixed in its ideal 
state. If a solid solution is ideal, there is no significant energy change involved in the rearrangement 
of ions on a given site. Non-ideal solid solutions are not randomly mixed because energy of the 
solid solution system is dependent on the arrangement of atoms. This principle has been 
successfully applied to explain solid solutions for several examples of natural minerals described 
by Ganguly and Saxena (2012). For binary mixing systems it follows that the Gibbs free energy 
of mixing in ideal solution reads as 
 ∆𝐺𝑚𝑖𝑥
𝑖𝑑𝑒𝑎𝑙(𝑥, 𝑇) =  𝑅𝑇 [𝑥 ln 𝑥 + (1 − 𝑥) ln(1 − 𝑥)] 
.  (20) 
The difference between a thermodynamic property of a solution (real or hypothetical one) and 
the corresponding ideal solution property is defined as an excess thermodynamic property 
(Ganguly and Saxena, 2012). From Eq. 19 and 20, the excess Gibbs free energy is expressed as 
∆𝐺𝑚𝑖𝑥
𝑥𝑠 (𝑥, 𝑇) =  ∆𝐺𝑚𝑖𝑥(𝑥, 𝑇) − ∆𝐺𝑚𝑖𝑥
𝑖𝑑𝑒𝑎𝑙(𝑥, 𝑇) = 𝑇 ∙ ∫
∆𝐻𝑚𝑖𝑥 (x,τ)
𝜏2
∞
𝑇
 𝑑𝜏. (21) 
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Therefore, the Gibbs free energy of mixing is the sum of the Gibbs free energy of mixing in ideal 
solution (the first term on the right side of Eq. 19) and the excess Gibbs free energy of mixing (the 
second term). Ideality and randomness of mixing in solid solution will be discussed further in 
section 4.1. Once the molar Gibbs free energy and enthalpy of mixing are obtained, calculating the 
molar entropy of mixing is straightforward (Eq. 22)  
∆𝑆𝑚𝑖𝑥 = 
∆𝐻𝑚𝑖𝑥−∆𝐺𝑚𝑖𝑥 
𝑇
 . (22) 
 
2.4. Evaluation of incorporation energy 
The method and background of computational evaluation of incorporation energy based on the 
solid-state reaction are well documented in the literature (Walker and Becker, 2015; Kim et al., 
2017). Briefly, the reaction equation of U-incorporation into jarosite consists of a pure (i.e., end 
member) and impure (i.e., trace-element bearing) jarosite in the form of host and U-incorporated 
jarosite. Accordingly, appropriate solid sources for U and sinks for ions replaced in the mineral 
host are selected to maintain stoichiometry. In Table 5. 2, end member potassium jarosite and 
plumbojarosite, and Pb-bearing jarosite (Pb:K = 1:1) are host minerals to accommodate the uranyl 
ion (UO2
2+) that is sourced from uranyl chloride (UO2Cl2). The equation is balanced by the U-
incorporated jarosite and the chloride sink phases such as cotunnite (PbCl2) and sylvite (KCl) that 
are products as a result of incorporation. Once the energies of all phases involved in the 
incorporation equations are computationally constrained, the reaction energies of the respective 
incorporation equations can be calculated using the general approach:  
∆𝐸𝑟𝑥𝑛 = ∑𝐸𝑝𝑟𝑜𝑑 − ∑𝐸𝑟𝑒𝑎𝑐.  (23) 
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The resulting incorporation reaction energy indicates the stability of the S-incorporated jarosite 
relative to the corresponding host jarosite and the source and sink phases. The relative stability of 
various incorporated phases can be compared when common source phases are used (Kim et al., 
2017). One computational approach documented by Walker and Becker (2015) is adopted in this 
study to evaluate the incorporation energy of the hydrated uranyl ion into potassium and 
plumbojarosite phases. The atomistic assessment for hydrated ions incorporated into mineral 
phases involves a series of reaction equations that have to be combined to constraint species with 
different characters (hydrated vs. vacuum, charged vs. neutral, clusters vs. 3D periodic). The 
overall balanced equation involves the host and U-incorporated jarosite phases and the hydrated 
UO2
2+, Pb2+ or K+ ions in place of the corresponding source and sink solid phases (Table 5. 2, V 
to VIII). 
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Table 5. 2. Reaction equations and energies of incorporation of UO2
2+ and Pb2+ into jarosite group minerals.  
 
 
 
 
 
 
 
  Incorporation reaction (solid source and sink phases)  
∆E 
(kJ/mol) 
I. KPbFe9(SO4)6(OH)18(s) + UO2Cl2(s) ↔ K(UO2)Fe9(SO4)6(OH)18(s) + PbCl2(s)   -14 
 Pb-bearing jarosite         
II. Pb3Fe18(SO4)12(OH)36(S) + UO2Cl2(s) ↔ Pb2(UO2)Fe18(SO4)12(OH)36(S) + PbCl2(s)   99 
 plumbojarosite         
III. K3Fe9(SO4)6(OH)18(s) + UO2Cl2(s) ↔ K(UO2)Fe9(SO4)6(OH)18(s) + 2KCl(S)  59 
 potassium jarosite         
IV. K3Fe9(SO4)6(OH)18(s) + PbCl2(S) ↔ KPbFe9(SO4)6(OH)18(S) + 2KCl(S)  72 
 potassium jarosite         
  Incorporation reaction (aqueous source and sink phases)  
∆E 
(kJ/mol) 
V. KPbFe9(SO4)6(OH)18(s) + UO2
2+
(aq) ↔ K(UO2)(SO4)6(OH)18(s) + Pb2+(aq)  -95 
 Pb-bearing jarosite         
VI. Pb3Fe18(SO4)12(OH)36(S) + UO2
2+
(aq) ↔ Pb2(UO2)Fe18(SO4)12(OH)36(S) + Pb2+(aq)  18 
 plumbojarosite         
VII. K3Fe9(SO4)6(OH)18(s) + UO2
2+
(aq) ↔ K(UO2)(SO4)6(OH)18(s) + 2K+(aq)  107 
 potassium jarosite         
VIII. K3Fe9(SO4)6(OH)18(s) + Pb
2+
(aq) ↔ KPbFe9(SO4)6(OH)18(S) + 2K+(aq)  202 
  potassium jarosite                 
          
 164 
 
 
 
Fig. 5. 3. The enthalpy of mixing as a function of temperature (A) for Cr and Se at the sulfate site 
in alunite and (B) in jarosite. 
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3. RESULTS 
3.1. S-Se, S-Cr, and P-As Mixing at the TO4 site 
In Fig. 5. 3, the enthalpies of mixing (∆𝐻𝑚𝑖𝑥) for Cr and Se in alunite and jarosite are presented 
with respect to the molar fraction of Cr or Se (Cr/(Cr+S) or Se/(Se+S)). The curve of ∆𝐻𝑚𝑖𝑥 at 0 
K represents the lowest energy states of solid solution as a function of molar fraction. The mixing 
enthalpy increases with temperature as the probability of solid solution states with higher energy 
increases (Eq. 5). There is a local minimum at 1:1 ratio on the 0 K enthalpy curve of Se mixing in 
jarosite, which indicates the energetic contribution of ordering of S, and Se (see section 4.1). There 
are minimal differences of ∆𝐻𝑚𝑖𝑥 between 200 K and higher temperatures (< 0.02 kJmol
-1) for all 
four solid solution series in alunite and jarosite. The highest enthalpy of mixing is found at a 1:1 
ratio of Cr to S and of Se to S for enthalpy curves of 200 K and higher temperatures.  
The Gibbs free energy of mixing is numerically calculated using Eq. 19 and presented in Fig. 
5. 4. The data are plotted for the discrete values of Cr or Se molar fraction and corresponding fitted 
curves are added for the temperatures of interest. The curve fitting is based on the Margules 
formulation. Specifically, excess Gibbs free energy (∆𝐺𝑥𝑠) is calculated by evaluating  Eq. 21 and 
fitted to Margules functions for binary mixing as described by Ganguly and Saxena (2012) (Eq. 
24). 
∆𝐺𝑥𝑠 =  (𝑊𝐵
𝐺𝑋𝐴 + 𝑊𝐴
𝐺𝑋𝐵)𝑋𝐴𝑋𝐵  (24) 
where 𝑊𝐴
𝐺  and 𝑊𝐵
𝐺  are referred to as Margules parameters and XA and XB (XA + XB = 1 for the 
binary system) are the molar fraction of mineral species A (alunite or jarosite) and B (Cr- or Se-
analogue). Therefore, fitted curves are formulated from the combination of Eq. 19 and 24 as 
∆𝐺𝑚𝑖𝑥(𝑥, 𝑇) =  𝑅𝑇 [𝑥 ln 𝑥 + (1 − 𝑥) ln(1 − 𝑥)] + 𝑥(1 − 𝑥)[𝑊B
𝐺𝑥 + 𝑊A
𝐺(1 − 𝑥)]  (25) 
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where x is the molar fraction of Cr or Se. Excess Gibbs free energy (∆𝐺𝑥𝑠) is a function of 
temperature, so 𝑊𝐴
𝐺  and 𝑊𝐵
𝐺  are evaluated for respective temperatures and the root mean square 
deviation (RMSD) between calculated and fitted molar Gibbs free energies (∆𝐺𝑚𝑖𝑥) is less than 
0.04 kJ/mol of exchangeable atoms (Fig. 5. 4).  
The Gibbs free energy of mixing for Cr and Se in alunite and jarosite shows distinct patterns 
as temperature changes. At low temperatures (< ~150 K for jarosite and < ~250 K for alunite), 
there are two local minima, at molar fractions greater and less than 0.5, respectively, and there is 
a region of the positive Gibbs free energy of mixing between these minima. As it goes to 
intermediate temperatures, two local minima exist, but the free energy of mixing is negative over 
an entire range of molar fraction. At high temperatures (> ~ 200 K for jarosite and > ~350 K for 
alunite), the Gibbs free energy of mixing is of negative values with one global minimum 
approximately at a molar fraction of 0.5.  
The enthalpy and Gibbs free energy of mixing for the solid solution between crandallite and 
arsenocrandallite (the P-As solid solution) are presented in Fig. 5. 5. At low temperatures, the 
mixing enthalpy curve is asymmetric due to atomic ordering at a As:P ratio of 2:1 (see section 4.1) 
but becomes symmetric at temperatures above 200 K. Transition from the Gibbs free energy curve 
with two local minima (potential exsolution for 𝑥 values between the minima) to the one with one 
global minimum (complete mixing) occurs at temperatures between 300 and 500 K. 
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Fig. 5. 4. The Gibbs free energy of mixing as a function of temperature (A) for Cr and (B) Se at 
the sulfate site in alunite and (C) for Cr and (D) Se at the sulfate site in jarosite. In Fig. 4 B, the 
common tangent touches the free energy curve derived at 200 K where the Se fraction in Se-
substituted alunite is 0.13 and 0.91 (see text for more details). 
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Fig. 5. 5. (A) The enthalpy of mixing and (B) Gibbs free energy of mixing as a function of 
temperature for As-P solid solution having crandallite and arsenocrandallite as end member 
minerals. 
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3.2. The limit of solid solution in alunite and jarosite as a function of temperature 
The molar Gibbs free energy of mixing, ∆𝐺𝑚𝑖𝑥(𝑥, 𝑇) is a measure of whether homogeneous 
mixing prevails over exsolution in the system with a given composition and temperature, that is to 
say, the spontaneity of homogeneous mixing. In the patterns of the Gibbs free energy shown from 
mixing between two anions with equivalent charges (Fig. 5. 4 and 5B), positive energy of mixing 
means the absence of solid solution at a certain range of temperature and composition. There are 
two local minima at low and intermediate temperatures, which indicate the miscibility gap upon 
mixing between the two end member minerals. The miscibility gap is overcome at high 
temperatures by the contribution of the point entropy multiplied by (−𝑇) (Eq. 20) such that solid 
solution occurs over the whole range of composition. One possible approach to quantity the degree 
of binary solid solution as a function of composition and temperature is to apply the common 
tangent rule and derive phase diagrams (Reich and Becker, 2006; Shuller et al., 2011). For a brief 
illustration, in Fig. 5. 4 B, the common tangent touches the free energy curve of Se-substituted 
alunite of 200 K at Se fractions of 0.13 and 0.91 that represent equilibrium phases for mixing 
systems with intermediate compositions. For a given composition ranging between the Se fractions 
of 0.13 and 0.91, the Gibbs free energies of the solid solution phase is higher than that of the 
mechanical mixture of the two equilibrium phases that has the same bulk composition. As a result, 
at equilibrium, the system will undergo exsolution to those phases and forms a miscibility gap. On 
the Gibbs free energy curve of 300 K with the global minimum, the solid solution phase of an 
arbitrary composition has lower Gibbs free energy of mixing than all possible mixtures of two 
phases that have the same bulk composition such that no miscibility gap appears at that 
temperature. 
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Phase diagrams for solid solution of Cr and Se in alunite and jarosite are derived using the 
common tangent method as a function of temperature and composition (Fig. 5. 6). There are 
(theoretical) miscibility gaps for S-Cr and S-Se solid solution in jarosite at temperatures below 190 
K. S-Cr and S-Se solid solutions in alunite form miscibility gaps at temperatures below 360 K and 
270 K, respectively. It is inferred that the structure of jarosite is more flexible to accommodate Cr 
and Se at the S site compared to the structure of alunite and that at temperatures below 100 ℃, 
selenate has higher compatibility for the sulfate site in alunite and jarosite compared to chromate. 
Our calculation results are consistent with experimental reports that extensive solid solutions 
between jarosite and its chromate analogue and between jarosite and its selenite analogue are 
formed from aqueous solutions of ~ 95 ℃ (Dutrizac et al., 1981; Baron and Palmer, 2002) 
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Fig. 5. 6. Phase diagrams as a function of temperature and composition for (A) S-Cr and (B) S-Se 
solid solution in alunite and jarosite. The labels in the diagrams indicate regions where a solid 
solution or miscibility gap of is stable in the structure of alunite and jarosite. 
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3.3. The S-P-As solid solution in alunite-group minerals 
The thermodynamic properties and the phase equilibria of the S-P-As ternary mixing in alunite 
family minerals are derived by plotting energetic data on ternary diagrams. Our modeling results 
of S-P and S-As solid solutions are limited to estimate atomic ordering (see section 4.1). A small 
number (eight) of relevant configurations can be built using the unit cell adopted in this study due 
to the high number of solid solutions tested in this study and the high number of atoms in the 
conventional unit cell. The use of larger supercells that allow for more configurations would have 
been computationally intensive and prohibitive. In section 4.1, it is concluded that the degree of 
randomness in atomic arrangement increases with increasing temperature and thus the contribution 
of ordering to the Gibbs free energy is marginal at high temperatures. Therefore, it is assumed that 
S-P and S-As mixing are ideal without ordering effects for high temperatures (≥ 300 K). One can 
generate phase diagrams for these solid solution series using the point entropy of mixing and the 
Margules model applied to the enthalpy of mixing over high-temperature ranges. 
The enthalpy of mixing between three mineral phases, α, β and γ can be expressed as the sum 
of Margules functions for their binary systems and ternary interaction parameters as follows:  
∆𝐻𝑚𝑖𝑥 = (𝑊𝐵
𝛼𝛽
𝑥𝛼 +  𝑊𝐴
𝛼𝛽
𝑥𝛽)𝑥𝛼𝑥𝛽 + (𝑊𝐵
𝛽𝛾
𝑥𝛽 +  𝑊𝐴
𝛽𝛾
𝑥𝛾)𝑥𝛽𝑥𝛾 +
(𝑊𝐵
𝛾𝛼𝑥𝛾 +  𝑊𝐴
𝛾𝛼𝑥𝛼)𝑥𝛾𝑥𝛼 + 𝑊𝐶
𝛼𝛽𝛾
𝑥𝛼𝑥𝛽𝑥𝛾            (26) 
where 𝑥𝛼, 𝑥𝛽, and 𝑥𝛾 are the fractions of phase α, β and γ in the ternary system and 𝑥𝛼 + 𝑥𝛽 +
 𝑥𝛾 = 1. The first three cubic polynomial functions with parameter 𝑊𝐴 and 𝑊𝐵 account for binary 
mixing systems between α and β, β and γ, and γ and α solid solutions. The last term with parameter 
𝑊𝐶 takes into account ternary interaction within possible ternay complexes (Ganguly and Saxena, 
2012). In order to examine the effects of temperature on the thermodynamics of ternary solid 
 173 
 
solution, Gibbs free energies are calculated with varying temperatures based on the ideal mixing 
of three components whose entropy is expressed as:  
 ∆𝑆𝑚𝑖𝑥
𝑖𝑑𝑒𝑎𝑙(𝑥, 𝑇) =  −𝑅[𝑥𝛼 ln 𝑥𝛼 + 𝑥𝛽 ln 𝑥𝛽  + 𝑥𝛾 ln 𝑥𝛾]  (27) 
Once Gibbs free energies are derived as a function of temperature, ternary phase diagrams are 
constructed using the convex hull method to determine the equilibrium assemblages (a.k.a. convex 
envelope method; e.g,, Connolly and Kerrick, 1987; Connolly, 1990; Lee et al., 1992; de Capitani 
and Petrakakis, 2010). The convex hull describes the minimum energy bounding surface that lies 
everywhere at or below the Gibbs energy surface in composition space. It thus represents the 
equilibrium system as a single phase or combination of phases that minimizes the energy for a 
given bulk composition. Therefore it replaces the tangents that connect minima of the ∆𝐺𝑚𝑖𝑥  curve 
in a binary system when generalizing to a multi-component system. The first step is to evaluate 
the Gibbs free energy of mixing at temperatures of interest over a discrete set of points in ternary 
composition space (e.g., Fig. 5. 7C and D). Then the smallest convex set that contains all points of 
Gibbs free energy as a function of compositions is defined as the convex hull. A point on the 
surface represents a composition where a solid solution occurs in equilibrium, whereas a point that 
lies above the hull indicates a composition at which the mixture of exsolution phases has lower 
Gibbs free energy than the corresponding homogeneous phase. Based on this convex hull method, 
a miscibility gap is located in regions of composition space where Gibbs free energy surface is 
curved upwards (see the concave regions in Fig. 5. 7C and D). 
The ternary diagram of the enthalpy of S-P-As mixing between alunite, woodhouseite, and 
arsenowoodhouseite is presented in Fig. 5. 7A. The enthalpies of mixing between alunite and 
woodhouseite and between alunite and arsenowoodhouseite are relatively higher than mixing 
between woodhouseite and arsenowoodhouseite. The former two binary systems are of exchange 
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between sulfate and the trivalent anions at the TO4 site and the latter one is of exchange between 
phosphate and arsenate. Such energetic barriers to exchange anions with different charges lower 
the probability of forming solid solution as compositions get close to the point where the mole 
fraction ratio of alunite, woodhouseite, and arsenowoodhouseite is 1:1:1 (that is, the ratio of S:P:As 
at the TO4 site = 4:1:1). In the S-P-As mixing with natroalunite, the enthalpy of mixing between 
natroalunite and woodhouseite is higher than mixing between natroalunite and 
arsenowoodhouseite (Fig. 5. 7B). The maximum enthalpy is located where the mole fraction ratio 
of natroalunite, woodhouseite, and arsenowoodhouseite is 2:2:1 (S:P:As = 7:2:1). A quantitative 
analysis on ternary solid solution is provided from the Gibbs free energies (Fig. 5. 7C and D) and 
phase diagrams (Fig. 5. 8). At temperatures below 400 K, solid solution is limited to compositions 
close to the end member species, alunite, woodhouseite, arsenowoodhouseite, and natroalunite 
(Fig. 5. 8). Large miscibility gaps are predicted below 600 K where the molar fraction of phosphate 
(XP) and arsenate (XAs) at the TO4 site are more than 10 % in alunite and where the molar fraction 
of sulfate (XS) is more than 60 % in woodhouseite and arsenowoodhouseite (Fig. 5. 8A). At 
temperatures above 600 K, the formation of solid solution prevails between alunite and 
woodhouseite and between woodhouseite and arsenowoodhouseite. At temperatures below 1000 
K, the miscibility gap gradually diminishes as temperature increases yet excludes the possibility 
of extensive S-As substitution in arsenowoodhouseite and of the formation of solid solution phases 
with compositions close to S:P:As = 4:1:1. The ternary mixing involving natroalunite (as the end 
member with XS = 1) forms solid solution over a wider range of compositions compared to the 
mixing involving alunite (Fig. 5. 8B). The miscibility gaps with varying temperatures are centered 
at the ratio of S:P:As = 7:2:1 where the enthalpy of mixing is the highest (Fig. 5. 7B) and indicate 
that solid solution is fairly limited between natroalunite and woodhouseite below 800 K. The 
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miscibility gap region decreases with increasing temperature and the formation of complete ternary 
solid solution between natroalunite, woodhouseite and arsenowoodhouseite is achieved at 900 K.  
The energetic quantities and phase stabilities of S-P-As mixing based on the substitution 
mechanism of SO4
2- + OH- ↔ PO43- (or AsO43-) + H2O over the region of compositions with XS 
from 0.5 to 1 and of SO4
2- + K+ ↔ PO43- (or AsO43-) + Ca2+ over the region with XS from 0 to 0.5 
are presented in Fig. 5. 9. These variations in sulfate fraction at the TO4 site encompass the entire 
range of compositions in the alunite family group involving alunite, woodhouseite, 
arsenowoodhouseite, crandallite and arsenocrandallite. At temperatures above 450 K, positive 
enthalpies and negative Gibbs free energies of mixing dominate over the entire range of 
composition (Fig. 5. 9A and B). At temperatures below 1000 K, there are large miscibility gaps at 
compositions close to S:P:As = 4:1:1 upon the substitution of SO4
2- + K+ ↔ PO43- (or AsO43-) + 
Ca2+ and at compositions near S:P:As = 1:1:1 upon the substitution of SO4
2- + OH- ↔ PO43- (or 
AsO4
3-) + H2O. The computed phase diagram predicts the formation of small miscibility gaps that 
shrink with increasing temperature, yielding near-complete solid solutions above 700K over 
compositional ranges between alunite and woodhouseite, woodhouseite and arsenowoodhouseite, 
and crandallite and arsenocrandallite. 
In summary, substitution of SO4
2- + K+ ↔ PO43- + Ca2+ and of PO43- ↔ AsO43- would be 
important mechanisms in forming solid solution of alunite family minerals over a range of 
temperature between 400 and 900 K (~ 130 to 630 ℃). Arsenate is more exchangeable with sulfate 
in natroalunite than sulfate in alunite, therefore solid solution phases between natroalunite and 
arsenowoodhouseite are predicted to be stable in experimental or natural settings of their 
formation. In section 4.3, some of the computed results of the S-P-As solid solution are revisited 
and discussed to demonstrate how they support observations from natural alunite family minerals 
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and the potential role of this ternary mixing as an indicator for the equilibrium temperature at 
which alunite phases are formed. 
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Fig. 5. 7. Enthalpies and Gibbs free energies of ternary mixing between woodhouseite, 
arsenowoodhouseite and (A, C) one of alunite and (C, D) natroalunite. The ternary energy 
diagrams are presented in 2-dimensional space as well as in 3-dimensional space (smaller ones). 
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Fig. 5. 8. Phase diagrams of ternary mixing between woodhouseite, arsenowoodhouseite and one 
of (A) alunite and (B) natroalunite. The blue belt in 8A and brown belt in 8B represent the ranges 
of solid solution between alunite and woodhousite (Ripp and Kanakin, 1998; Ripp et al., 1998) 
and between natroalnite and woodhouseite (Wise, 1975) observed from natural alunite family 
minerals. 
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Fig. 5. 9. Ternary diagrams of S-P-As solid solution having alunite, woodhouseite, 
arsenowoodhouseite, crandallite, and arsenocrandallite at each corner (A) for the enthalpy and (B) 
Gibbs free energy of mixing and (C) phase diagrams in 3-dimensional and (D) 2-dimensional space. 
The two defined ternary systems (Group 1 and 2) are based on the two substitution mechanisms 
between alunite family minerals (Eq. 1 to 4; inlet in Fig. 1) over the compositional ranges, XS ≤ 
0.5 and 0.5 ≤ XS, respectively. 
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3.4. Incorporation of uranyl and lead into the jarosite structure 
The reaction equations and energies for UO2
2+ incorporation into end member potassium- and 
plumbojarosite and Pb-bearing jarosite are presented in Table 5. 2. When using solid source and 
sink phases, the lowest incorporation energy is calculated from Pb-bearing jarosite (here replacing 
Pb2+ by UO2
2+ is exothermic) followed by end member potassium- and plumbojarosite. If the 
source for uranyl is a hydrated ion from aqueous solution (and the sink for K+ or Pb2+ is water), 
plumbojarosite is more favorable as a host mineral than potassium jarosite, yet remains less 
energetically stable relative to Pb-bearing jarosite. The energetic preference of UO2
2+ replacing 
Pb2+ in Pb-bearing jarosite is mainly due to the instability of Pb-bearing jarosite relative to the end 
member jarosite. The calculated energy for incorporation of Pb2+ into potassium jarosite is 72 and 
202 kJ/mol on the setting of solid phases and hydration, respectively (Table 5. 2. IV and VIII), 
which accounts for extra energy required to incorporate uranyl into potassium jarosite in place of 
Pb-bearing jarosite.  
The energy-optimized geometry of uranyl and lead incorporated in the jarosite structure is 
shown in Fig. 5. 10. Both the uranyl and lead ions are coordinated with oxygen atoms nearby. The 
lead ion is surrounded by eight oxygen atoms at the O3 and O2 sites. The distances from Pb to the 
O3 site are 2.6 and 2.9 Å while the corresponding distance is 2.8 Å in potassium jarosite. These 
different Pb-O3 distances in Pb-incorporated jarosite are due to the vacancy at the TO4 site when 
one Pb2+ ion replaces two K+ ions. The coordination environments of lead and uranyl in jarosite 
are similar, but the U-O distances vary from 1.8 Å, similar to the original uranyl distance, to 3.0 
Å. In Fig. 5. 10A, the nearest six oxygen atoms and their distances with center U are denoted. 
These interatomic distances resemble the coordination environment of uranyl-ligand complexes 
that have two axial oxygen atoms at about 1.8 Å distance and equatorial oxygen atoms at 2.4 to 
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2.7 Å distances (Guilbaud and Wipff, 1993; Lucks et al., 2013). This result indicates good 
compatibility of uranyl at the D site and intimate bonds being formed between uranyl and 
surrounding ions in the jarosite structure.   
 
 
Fig. 5. 10. Energy-optimized structures of (A) UO2
2+ and (B) Pb2+ at the D site and their 
coordination environments in the jarosite structure. 
 
(A)
(B)
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3.5. Protonation of phosphate and arsenate in crandallite and arsenocrandallite  
In this study, crandallite and arsenocrandallite are tentatively assumed to have structural water 
molecules at the O3 site in order to maintain charge neutrality (Mech. 2 in Eq. 2). This means the 
presence of “extra” protons in their structures (here, “extra” means the existence of protons other 
than H atoms belonging to OH- anions at the O3 site). To date, however, the occupancy of extra 
protons in crandallite and arsenocrandallite is not fully understood. There are two possibilities to 
accommodate extra protons in the structure: 1) phosphate or arsenate is protonated or 2) a proton 
bonds with hydroxide to form a water molecule. Although some previous works adopted the 
chemical formula of [CaAl3(PO4)2(OH)5(H2O)] for crandallite and of [CaAl3(AsO4)2(OH)5(H2O)] 
for arsenocrandallite, which support the second possibility unintentionally (e.g., Jambor, 1999; 
Dutrizac and Jambor, 2000 ), little work has been done to address the position of excess proton in 
crandallite and arsenocrandallite. To our knowledge, a study by Blount (1974) that explains the 
crystal structure of crandallite is the only relevant study that has addressed this aspect thus far. A 
piece of evidence to support the first possibility is found from the lowest energy configuration of 
crandallite and arsenocrandallite obtained from quantum mechanical modeling in this study.  
In the initial model configuration of crandallite and arsenocrandallite, three of the TO4 sites 
(T2, T4 and T6 whose O1 sites are labelled O1’ in Fig. 5. 2A) were selected to accommodate 
phosphate or arsenate, and the nearest O3 site (labelled O3’) is replaced by the water molecule to 
complete the chemical formula of CaAl3(XO4)2(OH)5(H2O) where X = P or As. The energy 
minimization calculation by CASTEP predicts the lowest energy configuration of these minerals 
in which the phosphate and arsenate molecule are protonated as a result of the dissociation of the 
water molecule (Fig. 5. 11). The distances between the O1’ and O3’ sites are 2.7 Å in both 
crandallite and arsenocrandallite (Fig. 5. 11B and C). In the energy -optimized structure of 
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crandallite and arsenocrandallite, the proton dissociated from the water molecule (H1’ in Fig. 5. 
11) is closer to the O1’ site (the distance, 𝑂1′𝐻1′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is 1.0 Å) than the O3’ site (𝑂3′𝐻1′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is 1.7 Å) and 
the sum of these distances are approximately equal to the distance between the O1’ and O3’ sites 
(𝑂1′𝑂3′̅̅ ̅̅ ̅̅ ̅̅ ̅ = 2.7 Å). The angles between the O1’, H1’, and O3’ atoms (∠O1’-H1’-O3’) are 161 in 
crandallite and 168 in arsenocrandallite, which are close to 180°. These geometric relations prove 
that the H1’ atom is positioned nearly on the linear line between the O1’ and O3’ sites. The single 
point energy (these are quantum-mechanical calculations without automatic subsequent geometry 
optimization) of crandallite and arsenocrandallite is calculated as a function of the distance 
 𝑂1′𝐻1′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  while the H1’ atom remains positioned on the linear line between O1’ and O3’ (Fig. 5. 
12). The minimum energy is found at 𝑂1′𝐻1′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  of 1 Å and the energy increases as the H1’ atom 
gets closer to the O3’ atom. 𝑂1′𝐻1′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  of 1.7 Å corresponds to the initial model configuration used 
for energy optimization where the water molecule coexists with phosphate or arsenate without 
protonation. The energy lowering by the transition of  𝑂1′𝐻1′̅̅ ̅̅ ̅̅ ̅̅ ̅̅  from 1.7 to 1.0 Å is on the order of 
50 kJ/mol in both crandallite and arsenocrandallite (Fig. 5. 12). It follows that phosphate in the 
protonated form (HPO4
2-) is energetically more favorable relative to deprotonated phosphate 
(PO4
3-) with an adjacent water molecule at the O3 site (instead of OH-) in these minerals. Blount 
(1974) characterized natural crandallite and suggested the chemical formula of 
[CaAl3(OH)6(PO3(O1/2(OH)1/2)2] based on X-ray diffraction and infrared spectroscopic results. 
Specifically, it was found from their study that H atoms can only be present at one half of the O1 
sites, and the O2 sites are not likely to hold the H atom but forms the edge of the Ca polyhedron. 
Our modeling result supports their finding from natural crandallite and predicts that in the 
crandallite and arsenocrandallite structures, half the O1 sites are occupied by protonated phosphate 
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or phosphate that is present in the form of HPO4
- or HAsO4
-, and suggests the chemical formula 
of [CaAl3XO4(HXO4)(OH)6] (X = P and As) for these minerals. 
 
 
Fig. 5. 11. The lowest-energy configuration (after energy optimization) (A) of crandallite, (B) 
protonated phosphate and hydroxide in crandallite (the magnified view of the dotted square in (A)) 
and (C) protonated arsenate and hydroxide in arsenocrandallite.  
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Fig. 5. 12. The single point energy of (A) crandallite and (B) arsenocrandallite as a function of the 
position of H1’ atom on the linear line between the O1’and O3’ atoms (as labeled in Fig. 11).   
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4. Discussion 
4.1. Ideality and randomness of mixing in solid solution 
The activity of a component in solution is a function of its concentration and expressed as  
𝑎𝑖 = 𝑋?̅?𝛾?̅?            (28) 
where 𝑋?̅? is an appropriate function of the concentration (e.g., molar fraction) of the component i 
in the solution and 𝛾?̅? is the corresponding activity coefficient (Ganguly and Saxena, 2012). A 
solution is defined to be ideal when 𝛾?̅? = 1 for all components. The Gibbs free energy of mixing is 
a function of the concentration and the activity coefficient according to  
 ∆𝐺𝑚𝑖𝑥(𝑥, 𝑇) = 𝑅𝑇∑ ?̅?𝑖𝑖 ln (?̅?𝑖𝛾?̅?),        (29) 
and for the binary mixing between mineral species A and B,  
 ∆𝐺𝑚𝑖𝑥(𝑥, 𝑇) =  𝑅𝑇 [𝑥 ln(𝑥𝛾𝐴̅̅ ̅) + (1 − 𝑥) ln((1 − 𝑥)𝛾𝐵̅̅ ̅)].     (30)  
The Gibbs free energy of mixing in ideal solution (i.e., 𝛾?̅? = 1) reads as  
 ∆𝐺𝑚𝑖𝑥
𝑖𝑑𝑒𝑎𝑙(𝑥, 𝑇) =  𝑅𝑇 ∑ ?̅?𝑖𝑖 ln 𝑋?̅? ,         (31) 
and for a binary system, this equation corresponds to Eq. 20.  
In mixing between the two anions with equal charges (i.e., S-Cr, S-Se and P-As solid solutions), 
the positive Gibbs free energy of mixing at low temperatures arises mainly from the contribution 
of the positive enthalpy of mixing (Fig. 5. 4 and 5, here, the positive values are fairly small 
compared to many other solid solutions) which is indicative of non-ideal solid solutions. At high 
temperatures, the Gibbs free energy of mixing shows the global minimum near a molar fraction of 
0.5 which resembles the point entropy multiplied by (−𝑇) (Eq. 20). In the expression of the Gibbs 
free energy of mixing derived in this study (Eq. 19), the contribution of random mixing is 
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equivalent to the Gibbs free energy of mixing in ideal solution (Eq. 20) and increases (relative to 
the contribution of ordering) as temperature increases such that ∆𝐺𝑚𝑖𝑥(𝑥, 𝑇)  ≅  ∆𝐺𝑚𝑖𝑥
𝑖𝑑𝑒𝑎𝑙(𝑥, 𝑇) for 
high temperatures. From comparing Eq. 20 and 30, it fallows that the activity coefficient 𝛾1̅ and  
𝛾2̅ go toward unity with increasing temperature. That is, the degree of the solid solution being ideal 
(i.e., ideality) increases with temperature.  
A statistical thermodynamic assumption for a randomly mixed solution is that configurations 
of the solution are equally probable at a given composition (Ganguly and Saxena, 2012). The 
probability of configurations whose ensemble form a Boltzmann distribution (Eq. 5) dictates that 
the arrangement of atoms with lower energy has the higher probability to take place. Accordingly, 
in random mixing at finite temperature, configurations of solid solution at a given composition are 
supposed to have equivalent energies. The randomness of mixing can be characterized by the 
entropy of mixing, ∆𝑆𝑚𝑖𝑥 (Eq. 17 and 18). The computed results of solid solution in the alunite 
supergroup mineral show non-randomness of mixing between two divalent (S-Cr and S-Se 
solutions) and between trivalent anions (P-As solid solutions) at low temperatures. For example, 
in Fig. 5. 13A, the entropy of mixing at 25 K for S-Cr and S-Se solid solutions in alunite and 
jarosite is lower than the point entropy (Eq. 18), indicating non-randomness of mixing in these 
solid solutions. The trend of ∆𝑆𝑚𝑖𝑥(𝑥, 𝑇) as a function of temperature for Se-substituted jarosite is 
presented in Fig. 5. 13B. There is a local minimum of ∆𝑆𝑚𝑖𝑥(𝑥, 𝑇) at an intermediate composition 
(Se to S ratio of 1:1 in jarosite) when the temperature is as low as 25 K. Such a local minimum is 
not found for temperatures above 50 K, while the solid solution achieves good consistency with 
the point entropy (Eq. 18) at temperature above 200 K. That is, the system is approximately in 
randomly mixed states as temperature increases. At lower temperatures, the preference of atoms 
to occupy exchangeable sites in certain arrangements (i.e., ordering) decreases the degree of 
 189 
 
randomness in mixing and thus lower the entropy of mixing. The contribution of high-energy 
configurations to the canonical partition function (Eq. 5) increases with increasing temperature 
and so does the degree of randomness.    
Such atomic ordering also explains the local minimum at the intermediate composition upon 
the ∆𝐻𝑚𝑖𝑥 curves for Se-substituted jarosite (Fig. 5. 3B). The enthalpy of mixing at 0 K represents 
the lowest energy state of solid solution (Fig. 5. 3) because at 0 K, the probability of states with 
higher energy becomes infinitely small relative to that of the lowest energy state (Eq. 5). The 
atomic arrangement of Se and S in Se-substituted jarosite that gives the lowest energy is S-Se-S-
Se-S-Se and the one with the second lowest energy is S-Se-S-Se-Se-S for the six exchangeable 
sulfate sites along the [001] direction  (T1 to T6 in Fig. 5. 2A). It is inferred that energy lowering 
arises from the interaction between S and Se when they are positioned in the alternating pattern 
(i.e., repeating of S-Se units). When temperature increases, the probability of high-energy 
configurations increases and so does the enthalpy of mixing (Eq. 6 and 13). In random mixing, all 
configurations have equal probabilities, and, thus the internal energy of mixing is independent of 
ordering such that  ∆𝐻𝑚𝑖𝑥(𝑥, 𝑇)  is constant with varying temperatures. The results of mixing 
between anions with equivalent charges (i.e., in Cr-S, Se-S, and As-P solid solutions) show 
that ∆𝐻𝑚𝑖𝑥(𝑥, 𝑇) is nearly constant at high temperatures (Fig. 5. 3 and 5). This means that these 
solid solution systems tend to move toward random mixing as temperature increases. 
The excess entropy of mixing, ∆𝑆𝑚𝑖𝑥
𝑥𝑠 , can be an indicator for the degree of randomness in solid 
solutions. From Eq. 21 and the definition of the Gibbs free energy (G = H –TS), the excess entropy 
can be expressed as  
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∆𝑆𝑚𝑖𝑥
𝑥𝑠 (𝑥, 𝑇) =  ∆𝑆𝑚𝑖𝑥(𝑥, 𝑇) − ∆𝑆𝑚𝑖𝑥
𝑖𝑑𝑒𝑎𝑙(𝑥, 𝑇) =  (
1
𝑇
) ∙ [ ∆𝐻𝑚𝑖𝑥(𝑥, 𝑇) − 𝑇 ∙
∫
∆𝐻𝑚𝑖𝑥 (x,   τ)
𝜏2
∞
𝑇
 𝑑𝜏]  (32) 
where τ is the variable of temperature. In non-random mixing,  ∆𝐻𝑚𝑖𝑥 increases with increasing 
temperature such that ∆𝐻𝑚𝑖𝑥(𝑥, 𝜏) >  ∆𝐻𝑚𝑖𝑥(𝑥, 𝑇)  for any 𝜏 >  𝑇, and thus  
0 =  (
1
𝑇
) ∙ [ ∆𝐻𝑚𝑖𝑥(𝑥, 𝑇) − 𝑇 ∙ ∆𝐻𝑚𝑖𝑥 (x, 𝑇) ∙ ∫
1
𝜏2
∞
𝑇
 𝑑𝜏] >  ∆𝑆𝑚𝑖𝑥
𝑥𝑠 (𝑥, 𝑇)  (33) 
In random mixing,  ∆𝐻𝑚𝑖𝑥(𝑥, 𝜏) is independent of temperature, and thus∆𝑆𝑚𝑖𝑥
𝑥𝑠 (𝑥, 𝑇) = 0 . These 
derivations verify that the value of ∆𝑆𝑚𝑖𝑥
𝑥𝑠 (𝑥, 𝑇) is negative for non-random mixing and zero for 
random mixing. In Fig. 5. 13B, ∆𝑆𝑚𝑖𝑥
𝑥𝑠 (𝑥, 𝑇)  for Se-substituted jarosite is negative at all 
temperatures but converges to zero as temperature increases above 100 K. That means that random 
mixing can be expected at any environmentally relevant condition at or above room temperature, 
which is consistent with the interpretations on randomness from enthalpy and entropy of mixing 
as described above.  
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Fig. 5. 13. The entropy of mixing (A) for S-Se and S-Cr solid solution series in alunite and jarosite 
at 25 K and (B) for S-Se solid solution in jarosite as a function of temperature. For theoretical 
equilibration below 100 K, ∆𝑆𝑚𝑖𝑥
𝑥𝑠 (𝑥, 𝑇) is negative (i.e., significantly below the point entropy of 
random mixing shown by the dashed line) and only in this temperature range, ordering would 
occur. 
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4.2. Solid solution and incorporation into alunite supergroup minerals 
The principal factors that determine the degree of solid solution in a mineral structure are 1) 
the relative sizes and the charges of the ions involved in the substitution 2) temperature and 
pressure 3) the availability of ions where solid solution occurs (Klein et al., 2007). Ions with 
equivalent charges are likely to substitute one another if their radius differences are small. 
Therefore, substitutions between phosphate and arsenate (P-O and As-O distances are ~1.5 and 
1.6 Å, respectively), and between sulfate and selenate (or chromate) (S-O, Se-O, and Cr-O 
distances are ~1.5, 1.7, and 1.7 Å, respectively) are likely in the alunite supergroup. The positive 
enthalpies of the S-P and S-As solid solutions are greater than those of the S-Cr, S-Se, and P-As 
solid solutions (Fig. 5. 3, 5 and 7), which is indicative of greater energetic unfavorability for mixing 
between anions with different charges, and therefore, a greater tendency for exsolution. Despite 
similar sizes of phosphate, arsenate, and sulfate, the coupled substitution that requires another 
substitution at the D and O3 site may cause more structural alteration and thus energetic 
unfavorability (e.g., Kim et al., 2017). Under high-temperature conditions, such an energetic 
disadvantage can be overcome to form S-P-As solid solution (Fig. 5. 7 to 9). Our computed ternary 
phase diagrams of solid solution between alunite family minerals show large miscibility gaps 
where all the molar fractions of S, P, and As at the TO4 site are greater than 10 % (Fig. 5. 9). 
However, a wide range of mixing between these end members is predicted when one of the 
fractions of S, P, and As at the TO4 site is less than 10 %. Mixing is assumed binary solid solutions 
where the sum of two of the S, P and As fractions is greater than 90 %. It is predicted from our 
computed data that binary S-P, P-As, and As-P solid solutions in alunite minerals scarcely occur 
below 100 C, are stable over a certain range of compositions at temperatures from 100 to 300 C, 
and become extensive or complete above 300 C (Fig. 5. 8).  
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Our computational data show that there are thermodynamic barriers (~50 to 100 kJ/mol in case 
of reactions having solid chlorides; ~100 to 200 kJ/mol in case of hydration) to incorporate Pb and 
U in end member jarosite species (Table 5. 2). This result is consistent with experimental reports 
for the preferential incorporation of K+ over Pb2+ and UO2
2+ in the jarosite structure (Dutrizac, 
2008; Dutrizac and Chen, 2009). Plumbojarosite is found as a weathering product of lead sulfide 
deposits or as a byproduct of hydrometallurgical processes to recover metals such as Zn, Cu and 
Ag. Because of the thermodynamic stability of K+ in jarosite, plumbojarosite rarely occurs as end 
member species but readily forms a solid solution with potassium jarosite. (Szymanski, 1985; 
Basciano and Peterson, 2010). Therefore, in natural environments or hydrometallurgical processes, 
the common forms of Pb in association with jarosite potentially include Pb-incorporated jarosite 
(Pb < K in the composition) and K-bearing plumbojarosite (Pb > K). Incorporation reactions of 
Pb2+ and UO2
2+ into jarosite are cooperative because of lowering in the energy barrier by 
substituting UO2
2+ for Pb2+ in Pb-bearing jarosite (Table 5. 2). In this sense, Pb and U could be 
associated with the formation of jarosite in the form of co-incorporation at the D site of the 
structure.  
 
4.3. Theoretical predictions versus experimental and field observations on alunite 
supergroup minerals 
Our computed data show that at temperatures between 0 and 100 ℃, chromate and selenate are 
highly compatible in jarosite and complete solid solution between jarosite and one of its chromate 
and selenate analogues is thermodynamically stable. This result is consistent with experimental 
observations on the formation of jarosite-type minerals.  Baron and Palmer (2002) have 
demonstrated that in aqueous solutions with varying Cr/S ratios at 95℃, jarosite forms extensive 
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solid solution between sulfate and chromate in the form of [KFe3((CrxS(1-x))O4)2(OH)6] (x being 
between 0 and 1). Similarly, Dutrizac et al. (1981) reported a continuous variation in the fraction 
of Se at the S site (between 0 and 1) in jarosite phases produced from solutions containing sulfate 
and selenate at 95 to 100 ℃, [KFe3((SexS(1-x))O4)2(OH)6]. Our data from modeling predict that 
chromate and selenate substitute for sulfate in jarosite more readily than they do for sulfate in 
alunite. Based on the lowest temperature above which complete solid solution forms (Fig. 5. 6), 
the compatibility of Cr and Se in jarosite and alunite is inferred to increase in the order of Se in 
jarosite (-100 ℃) > Cr in jarosite (-80 ℃) > Se in alunite (0 ℃) > Cr in alunite (90 ℃). Substitution 
of arsenate for phosphate in crandallite is estimated to become extensive and complete at 
temperatures between 150 and 250 C (Fig. 5. 5). Besides the energetic data of uranyl (UO22+) 
incorporation into jarosite-type minerals showing that uranyl could be potentially associated with 
the formation of Pb-bearing jarosite (section 4.2), our modeling results of solid solutions in 
jarosite, alunite, and crandallite contribute to the thermodynamic data necessary for evaluating the 
critical role of alunite supergroup minerals in controlling toxic elements for long-term 
immobilization.  
Since the discovery of jarosite on Mars (Madden et al., 2004), the physical and chemical 
properties of jarosite have received increasing attention. For example, the surface temperature of 
Mars can be as low as -120 ℃ (Smith et al., 2004) and it has been suggested that jarosite is 
thermodynamically stable under most present-day Martian surface temperatures (Navrotsky et al., 
2005). Since jarosite can incorporate various foreign ions and molecules in the structure, it can be 
an indicator of aqeous and biological processes on Earth and Mars (Kotler et al., 2008). The 
stability of solid solution in jarosite as a function of temperature is computed in this study and the 
resulting phase diagrams show that once they form, Cr- and Se-substituted jarosite can be stable 
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without exsolution over Mars’ surface temperatures. In turn, this result supports that the mineral 
chemistry of jarosite may substantiate geoloical events on Mars such as weathering and alteration.   
This work includes the first geochemical application that combines quantum-mechanical 
calculations, statistical thermodynamic analysis, and the complex hull method to derive ternary 
phase diagrams of S-P-As solid solution between alunite family minerals. How do the quantum 
mechanical predictions of this study compare to observations from natural alunite family minerals? 
Data reported by Ripp and Kanakin (1998) and Ripp et al. (1998) suggested extensive solid 
solution between natroalunite and woodhouseite from metamorphosed high aluminum rocks of the 
Ichetui occurrence in the Transbaikal region, Russia. These compositions of the solid solution 
correspond to the molar proportion of woodhouseite between 0.15 and 0.72, which our computed 
phase diagram (Fig. 5. 8B) predicts is stable at equilibration temperatures above 530 ℃. This 
thermal constraint is consistent with the metamorphic temperature (520 to 600℃) estimated from 
the Ichetui occurrence (Ripp and Kanakin, 1998). Likewise, the solid solution between alunite and 
woodhouseite reported by Wise (1975) shows the molar fraction of woodhouseite ranging from 
0.07 to 0.3 which is estimated to occur above 330  ℃ (Fig. 5. 8A). This temperature may have 
been achieved in hypogene fluids where these solid-solution phases were produced (Wise, 1975). 
In the magmatic hydrothermal Au-Ag deposit at the Temora Mine, Australia, quartz-rich advanced 
argillic alteration assemblages show a nearly continuous variation between end member alunite 
(or natroalunite) and woodhouseite, supporting the coupled substitution mechanism of (Na+, K+) 
+ SO4
2- ↔ Ca2+ + PO43- (Allibone et al., 1995). Based on the analysis of phase relations, these 
alteration assemblages were estimated to form at a temperature of 275 C. A relevant inference 
proposed by Stoffregen et al. (2000) who examined data from various deposits is that the formation 
of coupled substitution between phosphate (or arsenate) and sulfate in hypogene alunite seems 
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limited at temperatures below 300 C but is more extensive at higher temperatures. Therefore, our 
results of quantum mechanical predictions are consistent with these observations and inferences 
from natural alunite family minerals. Availability of phosphate and arsenate can be another 
limiting factor in determining the degree of solid solution in alunite. If phosphate or arsenate were 
depleted in a system, the incorporation of P or As into alunite would be limited even in cases where 
the formation temperature is sufficiently high to form a wide range of solid solution. In magmatic-
hydrothermal systems where phosphate or arsenate is the major anions to form an alunite 
supergroup mineral as well as sulfate, a degree of solid solution in alunite may serve as a semi-
quantitative indicator for the equilibrium temperature at which alunite phases are formed and stable 
in the system. 
In our modeling, the calcium cation (Ca2+) is set to be the main anion at the D site to 
compensate the charge difference between sulfate and phosphate (or arsenate). In natural minerals 
of the supergroup, however, other cations (e.g., Sr2+, Ba2+ and Pb2+) are also known to occupy the 
D site along with Ca2+ or to form their own mineral phases that belong to the crandallite or 
arsenocrandallite group (Fig. 5. 1) (Allibone et al., 1995; Schwab et al., 2004; Hikov et al., 2010). 
In particular, the presence of Pb2+ may have a cooperative effect on incorporation of phosphate or 
arsenate into alunite and jarosite. It is worth to note that nearly complete S-P-As solid solution has 
been well documented for Pb-dominant minerals of the supergroup (Jambor, 1999) (a few mineral 
names are listed in Fig. 5. 1). One important question is whether thermodynamic properties of 
mixing between sulfate and phosphate (or arsenate) are dependent on which cation occupies the D 
site. Determining the effect of the D site cation on S-P-As solid solution will be the subject of 
future computational studies.      
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5. Conclusions 
In this study, solid solution series in the alunite supergroup are simulated based on first-
principle calculations. A statistical thermodynamic model, based on energetic-weighting of a 
collection of simulated atomic arrangements, is formulated to evaluate thermodynamic mixing 
properties of solid solutions. In the binary solid solution, ideality and randomness increase with 
increasing temperature and transition from ordering to random anion arrangement in this 
supergroup is typically achieved at temperatures below room temperature. The results of the 
ternary solid solution (derived from the assumption of ideal mixing) are in good agreement with 
the solubility of sulfate, phosphate and arsenate observed from natural alunite group minerals.   
At the tetrahedral TO4 site of the alunite supergroup, mixing between sulfate (or phosphate) 
and another anion with the equivalent charge such as chromate and selenate (arsenate for 
phosphate) is thermodynamically possible even at low temperatures (< 100  C ). Chromate, 
selenate, and arsenate occur as trace elements in contaminated soils or oxidized mine-tailing sites. 
In such low-temperature environments, therefore, the concentration of dissolved Cr, Se, and As 
can be largely controlled by the formation of solid solutions in host minerals including alunite, 
jarosite, and crandallite. Incorporation of uranyl at the D site of jarosite would be limited in the 
jarosite structure when competing with K+ for that site, yet substitution of UO2
2+ for other cations 
in the structure, such as Pb2+, is found to be energetically possible. 
Mixing between ions with different charges (either phosphate or arsenate substituting for 
sulfate) in the alunite supergroup is examined having woodhouseite and arsenowoodhouseite or 
crandallite and arsenocrandallite as end member minerals for phosphate and arsenate. The 
energetic barrier to mixing (reflected by the peak enthalpy of mixing) is higher by a factor of two 
or three compared to mixing between anions with equal charges and can be overcome as 
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temperature rises. Substitution of phosphate and arsenate for sulfate in alunite and natroalunite is 
found to be fairly limited (XP and XAs < 0.05) at room temperature but is more extensive (0.1 < XP 
< 0.2 and 0.1 < XAs < 0.5) at temperatures between 130 and 330 C. Complete solid solutions 
between woodhouseite and one of alunite and natroalunite and between arsenowoodhouseite and 
natroalunite are achieved over a range of temperature between 330 and 630 C.     
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 Chapter VI. Conclusions 
 
The purpose of this chapter is to revisit the experimental and computational methods developed 
in this dissertation and suggest some considerations on their applications to future research along 
with examples of ongoing but not completed projects. 
The research presented in this dissertation sheds light on the role of naturally-occurring 
minerals in catalyzing redox reactions of trace elements in the environment, and in providing 
process-specific parameters such as the redox state and the equilibrium temperature upon the 
process of their crystallization in geological systems. The redox-catalytic properties of metal 
oxides, such as magnetite and anatase, have been examined with respect to environmentally 
relevant chemical parameters such as pH, Eh, and the presence of organic ligands, oxidants, and 
reductants. The energetics and temperature dependence of ionic substitution in minerals have been 
characterized which further the understanding of the mineralization of chemical elements in 
magmatic, hydrothermal, and metamorphic settings. In these environments, knowing the 
thermodynamic, structural, and atomistic properties of foreign elements in host minerals can form 
the basis of using elemental incorporation and their respective oxidation state as redox and thermal 
proxies.  
This dissertation research has developed experimental and spectroscopic approaches that 
characterize mechanisms and kinetics of abiotic redox transformation of trace elements mediated 
by metal oxides. The novel electrochemical setup that involves the use of powdered mineral as the
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working electrode (described in Chapter II) allows to measure the redox kinetics of natural 
minerals and allows for identifying reaction mechanisms mediated by minerals as a function of pH 
and Eh. The combination of such electrochemical setup with the microscopic capabilities of atomic 
force microscopy (EC-AFM) allows one to visualize and characterize the progress of a metal 
reduction/precipitation reaction mediated by semiconducting minerals in-situ and in real time. 
While typically the standard reduction potential is only adjusted for pH (thermodynamics of redox 
transition), the influence of complexations and adsorption is barely addressed in the literature. The 
combined usage of quantum-mechanical modeling of the thermodynamic cycle, cyclic 
voltammetry, and EC-AFM creates a detailed quantitative molecular and atomistic approach that 
leads to theoretical understanding out of the interpretation of electrochemical peak shifts (Cook et 
al., 2017, in rev., Gebarski and Becker, 2019, in prep.). Similarly, the calculation of electron 
transfer rates and the comparison of these rates with peak heights of cyclic voltammograms of 
cyclic voltammetry experiments (Cook et al., 2017, in rev.) provide a more fundamental 
understanding of redox kinetics. 
One application of EC-AFM is an ongoing project to identify and quantify reaction 
mechanisms and kinetics of the uranyl reduction and nucleation mediated by magnetite and 
ilmenite (Kim and Becker, 2019, in prep). The spectroscopic and electrochemical data of this work 
suggest that reduction of uranyl-organic complexes can be facilitated by the catalysis of Fe-bearing 
minerals. The mechanism proposed is that the uranyl-organic bonding breaks upon interaction with 
the mineral surface whereby the Fe-organic bonding is more favorable, and uranyl can be reduced 
to pentavalent uranium species.  
The main achievement of computational approaches described in Chapters IV and V is to 
understand the energetics and structural distortion of foreign-element incorporation into mineral 
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hosts based on atomistic modeling approaches. These approaches are highly useful in deriving a 
thermodynamic basis describing the stability of incorporation and solid solution phases in a 
geologic system of interest. The critical step is to establish the solid-state and aqueous-state 
reactions that include reactant and product phases that occur and are stable in a corresponding 
system. In case of solid solution formation, selection of reactants in an equation of binary and 
ternary mixing should be limited to naturally occurring end member minerals. Exceptions include 
ordered structures with intermediate compositions that have higher stability than a pure mixture of 
end member minerals. For example, ordering of Mg and Ca atoms gives rise to the higher stability 
of dolomite (enthalpy of mixing < 0) relative to a 1:1 mixture of calcite and magnesite. A follow-
up study regarding S redox in apatite addresses the stability of disulfide (S2
2-) positioned at the 
column anion site in the apatite structure (Kim et al., 2019, prep). Good examples of solid-state 
sources of disulfide for incorporation into apatite are pyrite (FeS2) and sodium disulfide (Na2S2). 
These compounds contain sulfur species in the form of the hypothesized incorporated species (that 
is, disulfide) and they represent compositions of iron- and sodium-rich magmatic melts. 
Thermodynamic analysis for mixing properties, as described in Chapter V, provides a 
computational framework to investigate binary and ternary sold solution series. The computational 
procedure developed in Chapter V is being used to evaluate the amount of disulfide incorporation 
into apatite (Kim et al., 2019, prep) to predict the stability and equilibrium compositions of solid 
solution phases as a function of temperature. Chapter V includes examples of natural minerals with 
compositions corresponding to binary solid solution between woodhouseite and alunite (or 
natroalunite), which is in good agreement with our computed phase diagrams. Calibration of the 
computational results with experimental data (e.g., from calorimetric measurements) is, however, 
difficult because experimental data and field observations are not sufficiently available to cover 
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the whole range of these binary and ternary solid solutions. This is due to calorimetric 
measurements of ternary systems being difficult to obtain and time-consuming, and equilibrium is 
often not reached in systems of slow reaction kinetics. Further studies gauge the computational 
procedure of this dissertation to well-known examples of solid solution series (e.g., orthoclase-
albite-anorthite). The reaction energy evaluated from the internal energies of the reactants and 
products is in good agreement with enthalpy, because in a solid, the volume change is quite small 
(p∆V ≈ 0). To evaluate ∆Grxn, vibrational entropy contributions (e.g., obtained from phonon 
calculations on periodic solid phases) must be considered. This requires significant computational 
effort. In the ongoing project on disulfide incorporation in apatite (Kim et al., 2019, prep), phonon 
calculations are performed for selected reaction equations, and the applicability of the combined 
quantum-mechanical and statistical-thermodynamic approach is demonstrated for deriving 
thermodynamics of chemical substitution in minerals. 
Overall, the research approaches established in this dissertation bridge experiments, field 
observations, and computational modeling for the evaluation of geochemical reactions involving 
semiconducting minerals as redox catalyst and the stability and redox states of chemical species 
in different host minerals. The scope of application of these research approaches for future research 
will encompass processes in near-surface environments as well has aspects of high-temperature 
geochemical systems. 
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