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Abstract
In the thesis, models of quantum systems characterized by discrete time dy-
namics are presented and applied to different problems. More specifically, aspects
of excitation transport, quantum state transfer and thermalization are investigated
mainly within the framework of quantum cellular automata (QCA), which are dis-
crete time evolution quantum systems defined on a regular lattice of, in this case,
qubits.
The peculiarities of QCA, together with the restriction to the first excitation
sector of the Hilbert space, make it possible to define a transport dynamics on
a one dimensional lattice that encompasses all classical Markov chains, as well as
maps where quantum coherence between sites can build up over time. This allows
for the possibility to make a direct comparison between a fully classical dynamics
and a dynamics affected by quantum effects, which is of relevance both in the field
of quantum biology, especially regarding the transport of electronic excitations in
photosynthetic systems, and in quantum computing when dealing with the transport
of an unknown quantum state.
In a quantum thermodynamics context, instead, QCA can serve the purpose
to validate arguments of tipicality that have been brought forward in recent years
in order to demonstrate the thermalization of closed quantum systems (i.e. the
tendency of any small subsystems to evolve towards the maximally mixed state).
Numerical results concerning this issue are presented.
Finally, a modelization of scattering-like processes, where the scattering consists
of random unitary interactions between an environment and part of a quantum
bipartite system is discussed. Relevant properties of the resulting state such as its
mean purity and the correlations between the interacting and the “sheltered” part
of the system can be analitically evaluated, and their fluctuations bounded.
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Introduction
In the recently born and emerging field of quantum biology [1], much effort has
been devoted so far to the study of excitation transfer in simple photosynthetic
systems [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. In a light har-
vesting antenna, a photon hitting a receptor induces an electronic excitation which
is transported with extreme efficiency to a molecular complex where it is eventu-
ally converted into chemical energy. It has been claimed that classical mechanisms
alone may not be sufficient to explain that very high efficiency we find in nature
[17] and this conjecture has been recently partially corroborated by experimental
results showing the evidence of the presence of quantum coherences at some early
stages of the dynamics [2, 19, 4, 5, 6]. However, what the role of quantum co-
herences is and even if quantum coherences do actually play a role in enhancing
the transfering efficiency are still open questions. In this view, it is interesting to
compare the efficiency of classical stochastic systems with that of systems driven by
quantum effects to see whether these effects can lead to better performance1. On
the other hand, trying to model a biological system, even a simple one, in terms of
a quantum dynamics is a difficult task, the main reason being their coupling with a
warm environment, whose fluctuations are expected to fastly decohere the system.
In addition, the structural complexity and variety of biological systems does not
allow for a complete knowledge and control of all necessary details. Nonetheless,
several models aimed at predicting the presence and describing the role of coher-
ences in transport processes have been proposed. Typically, a classical system is
compared to the analogous, quantized model [12, 13, 22, 23, 24], although such a
correspondence is by no means straightforward when open, dissipative systems are
considered, as it should be in most cases of interest. Indeed, no real attempts have
1This is of course a longstanding, relevant question, which has already been tackled in the
past [20, 21], establishing that, from a quantum information perspective, purely coherent quantum
dynamics can provide qualitative performance improvements over classical systems.
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been made so far in order to have a simple, “fair” comparison between a classical
and a related quantum model, e.g.: What is the unequivocal equivalent classical
dynamics to be compared to the quantum jump approach? In the work that will be
presented in Chap.(3), instead of trying to get precise quantitative predictions for
actual biological complexes, one looks for a minimal way to model excitation transfer
in a generic open quantum system, with the aim of establishing a clear relationship
between classical and quantum dynamics and to see whether there are qualitative
differences in the outcomes obtained in these two regimes.
The resulting model enjoys a natural extension that allows to tackle another
problem of great relevance within the context of quantum communication: quantum
state transfer. The transfer of a quantum state between two or more different points
in space is an important task in quantum information processing. When thinking for
instance about quantum cryptography protocols, such as quantum key distribution,
communication may need to be set over long distance so that the use of photons
as information carriers represents the most natural choice, for they can travel eas-
ily through empty space or optical fibers. On the other hand though, the physical
realization of a quantum computer would require the construction of an interact-
ing network of components communicating over short distances, where interfacing
between the physical systems carrying information and the ones performing the com-
putation needs to be minimized. For such a scenario, it is thus highly desirable to
find alternatives to photons. To this end, arrays of permanently coupled quantum
systems in which quantum state transfer is accomplished through free dynamical
evolution – also known as spin chains [25, 26] – have drawn substantial attention in
the last ten years, up to the point of establishing themselves as a self standing area
of study [27, 28, 29, 30, 31, 32],
A class of systems intimately related to spin chains [27, 28] is represented by
quantum walks, the (either continuous or discrete time evolving) quantum coun-
terpart to random walks on a lattice [33, 34, 35]. Although originally introduced
to investigate quantum speedups over classical algorithms [20, 21], quantum walks
have been applied to the problem of state transport as well, proving the capabil-
ity to achieve perfect state transfer, even though usually under the engineering of
rather restrictive dynamical protocols (e.g. [27, 28, 36]; see also [37] and references
therein).
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In the thesis, both coherent excitation transport and quantum state transfer are
studied within the framework of quantum cellular automata (QCA). These systems
are substancially different but nevertheless in a sense closely related to spin chains
and quantum walks [38]. QCA are discrete time dynamics systems defined on a
regular lattice, characterized by a strictly causal evolution arising from the locality
and homogeneity of the interactions taking place among their components. These
features, along with the further requirement of unitarity of evolution, make QCA a
very natural tool to deal with quantum simulation and communication tasks [39, 40],
as well as with more fundamental physical questions [41, 42].
The model we will discuss will detach itself from almost (see [43]) all the ap-
proaches present in the literature as the class of QCA we will consider is not restricted
to unitary evolutions but actually defined within the more general formalism of CP-
maps, in which quantum noise is naturally a part of the picture and the dynamics
is suitable to describe the evolution of both open and closed quantum systems.
That will lead us to introduce a strictly local model of energy transfer via a noisy
quantum cellular automaton construction on a qubit lattice, which does provide the
aimed “fair” comparison between classical and quantum energy transfer and can at
the same time also be thought of being representative, to a certain extent, of the
general quantum to classical transition mechanism. The same framework, properly
extended, will then allow for a description of quantum state transfer processes in
which the effects related to a certain degree of unavoidable coupling between sys-
tem and environment can be taken into account. In the context of quantum state
transfer, that represents a clear advantage over spin chains, as in that approach non-
unitary evolutions have never been considered. As regards quantum walks, instead,
despite one is provided with a rich literature concerning noisy dynamics, the appli-
cation of such dynamics to the problem of transferring an unknown quantum state
has been very little explored so far2. However, we remark that the QCA formalism
we will develop, unlike discrete quantum walks, does not rely on a bipartition of the
Hilbert space where the dynamics is defined, thus allowing for a more simple – and,
arguably, natural – description of local noise in terms of just one-qubit CP-maps.
As QCA mimic actual physical interactions, they could prove useful for address-
ing fundamental problems like the explanation of thermalization at a quantum state
2With the notable exception of [44].
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level, a mechanism underlying the foundation of statistical mechanics and quantum
thermodynamics. In the last ten years, the topic has given rise to a whole new area
of research where different approaches have provided many solid results concerning
the mechanism of equilibration and thermalization of pure closed quantum states
both at a kinematical and a dynamical level [45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55].
One such approach relies on the concept of typicality, the notion of which, although
not explicitly, is rooted in probability theory. It was Boltzmann, in the 1870s [56],
to first talk about typicality of behavior of a physical system in his famous expla-
nation of the second law of thermodynamics, which identifies the impossibility for
dissipative processes to be reversible with the vanishingly small probability of states
with entropy far from the maximum. In this view, the concept of typicality can
be regarded as the physical counterpart of Cournot’s concept of moral certainty3.
Transposed into a quantum mechanical context, reasoning in terms of typical prop-
erties of quantum states lead Gemmer et al. [49] and then Popescu et al. [45]
to advance partial reformulations of the foundations of statistical mechanics based
on their finding that almost all pure states are almost maximally entangled4. As
shown in the thesis, similar typicality arguments can be applied to other contexts,
like partial interactions of discretised quantum systems with a large environment
(scattering-like processes).
The plan of the thesis is as follows.
In Chap.(1) and Chap.(2) we will introduce all the preliminary notions of quan-
tum mechanics and quantum information theory that are necessary to deal with
the arguments treated throughout the thesis. In Chap.(3), after providing a self-
contained introduction to quantum cellular automata, we will present and discuss
a QCA-based model of energy excitation transfer through a linear chain of qubits.
The same model will be extended in Chap.(4) in order to deal with the transfer of a
qubit state. In Chap.(5) we will give a brief introduction to the typicality approach
to quantum thermodynamics issues, followed by numerical results concerning dy-
3In Cournot’s words [57]: “It is physically impossible for the frequency of an event in a long
sequence of trials to differ substantially from the event’s probability.”
4In the sense that any small subsystem of a pure quantum state defined on a big Hilbert space,
obtained by partial tracing, will almost certainly look maximally mixed, which is in agreement
with the prescription given by the standard interpretation describing the unknown global state as a
statistical ensemble. Small subsystems would then be well described by statistical ensembles not due
to an observer’s lack of knowledge, but due to their entanglement with the rest of the “universe” .
18
namical thermalization in QCA. Finally, Chap.(6) will be devoted to presenting a
modelization of random scattering interactions for discrete quantum systems.
19
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Part I
Preliminary concepts
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Chapter 1
Elements of quantum
information
This chapter is meant to introduce some of the fundamental concepts and math-
ematical tools of quantum mechanics and quantum information theory that will be
used throughout the thesis. Most of the information contained in this chapter can
be found in classical textbooks of quantum information, such as [58] and [59].
1.1 The postulates of quantum mechanics
Quantum mechanics is a mathematical model that provides a description of
the physical world at a fundamental level. The structure of the model lies on a
few postulates, sketched below, that aim at characterizing the concepts of states,
observables, measurement and evolution.
• States. A state is a complete description of a physical system S and it is
represented by a normalized vector |ψ〉 in the Hilbert space HS associated
with the system. The Hilbert space is separable, that is the Hilbert space of a
composite system S = {s1, s2, . . . , sn} is the tensor product of the state spaces
associated to the subsystems: HS =
⊗n
i=1Hi.
• Observables. Observables are properties of the physical system that in prin-
ciple can be measured and are represented by Hermitian operators on the
Hilbert space HS .
• Measurement. The only possible outcome of a measurement of the observ-
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able O =
∑
i oi|oi〉〈oi| on a system is one of the eigenvalues {oi} ∈ R of the
operator O. Given a quantum state |ψ〉, prior to a measurement the probability
of observing the outcome oj is
p(j) = 〈ψ|Pj |ψ〉 , with Pj = |oj〉〈oj | (1.1)
and right after measuring, if the outcome oj is attained, the quantum state
becomes
|ψj〉 = Pj |ψ〉√〈ψ|Pj |ψ〉 . (1.2)
• Evolution. The time evolution of a quantum state is given by a unitary
operator Ut acting on the state |ψ〉:
|ψ(t)〉 = Ut|ψ〉. (1.3)
The unitary evolution Ut is generated by a Hermitian operator H called the
Hamiltonian of the system and can be written as1 U = e−iHt. The dynamics
of the system is governed by the Schro¨dinger equation
d
dt
|ψ(t)〉 = −iH|ψ(t)〉. (1.4)
The whole structure of quantum theory is derived from these postulates. How-
ever, the formulation of the axioms just outlined is suitable for a description of
entirely isolated systems. In most practical situations, instead, one either observes
quantum systems that are somehow coupled to an environment, or is interested in
describing just a (possibly small) part of a larger whole quantum system evolving
unitarily. As we will see, to deal with such situations, the quantum “toolbox” must
be enlarged to accommodate more general mathematical objects such as density
operators for physical systems and completely positive maps for what concerns evo-
lutions.
1Natural units (~ = 1) will be understood through all the thesis.
24
1.2 The qubit
The qubit is the quantum counterpart of the classical bit and, as such, it repre-
sents the fundamental “unit” of quantum information. A qubit describes the state
of the simplest possible quantum system, namely a two-level system defined on a
two dimensional complex Hilbert space. In this space, one can set an orthonormal
basis formed by the two vectors
|0〉 =
1
0
 , |1〉 =
0
1
 , (1.5)
representing the values 0 and 1 of a classical bit. The basis composed of these two
vectors is generally referred to as the computational basis. Any qubit state can then
be written in a superposition form, up to a physically irrelevant overall phase, as
|ψ〉 = α|0〉+ β|1〉 , (1.6)
where the amplitudes α and β are complex numbers constrained by the normalization
condition
|α|2 + |β|2 = 1 . (1.7)
In practice, any two-level quantum system can be used as a qubit if:
1. It is possible to prepare it in some well-defined state (fiducial state);
2. any state of the qubit can be transformed into any other state by means of a
unitary operation;
3. the qubit state can be measured in the computational basis.
1.3 Density matrix
In most practical situations the state of a quantum system is often not perfectly
determined. This may for instance be due to either a lack of information or an
imperfect control over the preparation procedure of the quantum system (or due
to entanglement, see Sec. 1.7). When this happens, a statistical description of the
state of the system is needed. That is provided by the density operator (or density
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matrix) ρ, defined as
ρ =
n∑
k=1
pk|ψk〉〈ψk| , (1.8)
where the vectors {|ψ1〉, |ψ2〉, . . . , |ψn〉} represent the ensemble of states we estimate
our system can be in, and the weights {p1, p2, . . . , pn} are such that
∑n
k=1 pk = 1.
The density operator is thus interpreted as a statistical mixture of (not necessarily
orthogonal with one another) pure states {|ψk〉}.
Recalling the measurement postulate given in Sec.(1.1), the probability that a
measurement of the observable O yields outcome oj is
p(j) =
n∑
k=1
pk〈ψk|Pj |ψk〉 , (1.9)
where {Pi} are the projectors onto the subspaces associated with the eigenvalues
{oi}. Therefore
〈O〉 =
m∑
j=1
ojp(j) =
n∑
k=1
pk〈ψk|O|ψk〉 =
m∑
i=1
〈i|ρO|i〉 = Tr(ρO) (1.10)
where the second-last equality follows from the completeness relation
∑
i |i〉〈i| = 1.
It is also easy to check that
p(j) = Tr(ρPj) . (1.11)
The density operator then allows to both compute the mean value of any observable
and to evaluate the probabilities to obtain the outcomes {oj} from a measurement,
thus providing a complete characterization of the system. In fact, the density matrix
can be considered as the most general object describing a quantum system and
the postulates of quantum mechanics can be reformulated in the density operator
picture.
The density operator ρ satisfies the following properties
1. It is Hermitian: ρ = ρ†;
2. It has unit trace;
3. It is non negative, that is ∀|ψ〉 ∈ H, then 〈ψ|ρ|ψ〉 ≥ 0.
Moreover, when the state is pure one has Tr(ρ2) ≤ 1, whereas if the system is
in a mixed state, then Tr(ρ2) < 1. The quantity pi(ρ) = Tr(ρ2) ∈ [(dimH)−1, 1],
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accounting for the degree of “mixedness” of a quantum system, is called purity.
Besides providing a convenient means for describing quantum systems whose
state is not completely known, the density operator formalism is also extremely use-
ful when describing composite systems. Consider a quantum state |ψAB〉 defined on
a bipartite Hilbert space HAB = HA⊗HB. One may be interested in characterizing
the observations that can be made on, say, system A alone. A generic observable
O =
∑
j oj |oj〉〈oj | acting only on the Hilbert space of A can be expressed as OA⊗1B,
where 1B denotes the identity operator acting on HB. The expectation value of this
observable on the state |ψAB〉 can be evaluated as
〈O〉 = 〈ψAB|(OA ⊗ 1B)|ψAB〉 = Tr(ρAO) , (1.12)
with
ρA := TrB(|ψAB〉〈ψAB|) (1.13)
and TrX(•) denoting partial tracing over the degrees of freedom of the Hilbert space
HX . Also, the probability of obtaining the outcome oi from a measurement reads
p(i) = 〈ψAB|(|oi〉〈oi| ⊗ 1B)|ψAB〉 = Tr(ρA|oi〉〈oi|) . (1.14)
The reduced density matrix ρA defined in Eq.(1.13), obtained by partial tracing,
fulfills the properties listed above and thus gives a complete description of subsystem
A.
1.4 Bloch sphere
A single qubit in the density operator formalism is represented by a 2×2 hermi-
tian matrix. The most general form of such a matrix has four real parameters and
can be expressed as an expansion in the basis {1, σx, σy, σz}, as
ρ = c01+
∑
i
ciσi , (1.15)
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where 1 is the 2× 2 identity and
σx =
0 1
1 0
 , σy =
0 −i
i 0
 , σx =
1 0
0 −1
 , (1.16)
are the Pauli matrices. Since Tr (σi) = 0 , ∀σi, in order to have Tr(ρ) = 1 we must
set c0 = 1/2, and upon defining the vectors σ = (σx, σy, σz)
T and n = (nx, ny, nz)
T
we obtain a general parametrization of the density operator of a qubit that reads:
ρ =
1
2
(1+ n · σ) (1.17)
The determinant of ρ can be easily calculated: det(ρ) = 14(1 − n · n); the non
negativity of ρ then sets det(ρ) ≥ 0. Therefore, there is a one-to-one correspondence
between the density operator of a single qubit and a 3-dimensional ball defined
by the vector n satisfying the condition 0 ≤ |n| ≤ 1. This ball is commonly
called Bloch sphere and it provides a useful geometrical picture of the qubit and
the transformation one can operate on it. All points on the surface of the ball
(where |n| = 1) are pure states |ψ|n|=1〉 and correspond to density matrices with
vanishing determinant. Hence, since Tr(ρ) = 1, density matrices of pure states have
the eigenvalues 0 and 1 and therefore are one-dimensional projectors. An alternative
way of parametrizing pure states which is particularly useful when picturing them
on the Bloch sphere is
|ψ|n|=1〉 = cos
θ
2
|0〉+ eiφsinθ
2
|1〉 (1.18)
where 0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2pi and the basis {|0〉, |1〉} is formed by the eigenvectors of
σz, with σz|0〉 = |0〉 and σz|1〉 = −|1〉. A point on the Bloch sphere is thus identified
by the angles θ and φ, as depicted in Fig.(1.1). All points within the Bloch ball that
do not lie on the surface are mixed states, the most mixed one corresponding to the
center of the ball: ρ = 121. Let us notice that the notion of Bloch sphere can be
generalized to any dimension N > 2, though then the usefulness of the visualization
is lost.
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Figure 1.1: Bloch sphere representation of a qubit.
1.5 Schmidt decomposition
Consider a pure state of a bipartite quantum system |ψAB〉 defined in H =
HA ⊗ HB, with dim(HA) = dA and dim(HB) = dB. Given two basis {|i〉A} and
{|j〉B} for, respectively, HA and HB, it is always possible to write
|ψAB〉 =
dA−1∑
i=0
dB−1∑
j=0
ci,j |i〉A|j〉B . (1.19)
The Schmidt decomposition theorem states that there exist orthonormal states {|αi〉A}
for HA and {|βi〉B} for HB such that
|ψAB〉 =
d˜−1∑
i=0
si|αi〉A|βi〉B , (1.20)
with d˜ = min(dA, dB) and si positive real numbers satisfying the condition
∑d˜−1
k=0 s
2
k =
1. Moreover, the Schmidt coefficients si are the square roots of the eigenvalues of
the two reduced density matrices:
ρA = TrB(|ψAB〉〈ψAB|)
=
d˜−1∑
i=0
s2i |αi〉〈αi|
ρB = TrA(|ψAB〉〈ψAB|)
=
d˜−1∑
i=0
s2i |βi〉〈βi| . (1.21)
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Notice that if ρA (or, equivalently, ρB) has non-degenerate eigenvalues other than
zero, then the Schmidt decomposition of |ψAB〉 is uniquely determined, in that
after diagonalizing ρA and ρB to find the states {|αi〉} and {|βi〉} we can pair up
the eigenstates with the same eigenvalues to obtain Eq.(1.20). As we shall see in
Sec.(1.7), the Schmidt decomposition can be used as an entanglement criterion.
1.6 Von Neumann entropy
The Von Neumann entropy is the quantum analogue of the Shannon entropy
of classical information. Given a random variable X = {x1, x2, . . . , xn} with prob-
ability distribution P (X = xi) = pi, the Shannon entropy associated with this
probability distribution is defined by
H(X) = −
∑
i
pilog2pi (1.22)
and represents a measure of the unpredictability of the source generating the mes-
sage X or, alternatively, the amount of information one gets after unraveling the
content of the message. In quantum information, a quantitative estimate of the
“ignorance” about the state ρ of a system is provided by the Von Neumann entropy,
defined as
S(ρ) = −Tr (ρlog2ρ) (1.23)
The analogy with the Shannon entropy is clarified by noting that when dealing with
orthogonal pure states, i.e. ρ =
∑
i pi|i〉〈i|, which in practice is equivalent to a clas-
sical situation, the Von Neumann entropy reduces to the Shannon entropy.
Some properties that are satisfied by the Von Neumann entropy are the following:
• S(ρ) is null for a pure state:
S(ρ) = 0 , ∀ρ s.t. Tr(ρ2) = 1 ; (1.24)
• S(ρ) satisfies
0 ≤ S(ρ) ≤ log2dH , (1.25)
where dH is the dimension of the Hilbert space of the system and the maximum
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value is attained when the state is maximally mixed.
• S(ρ) is invariant under unitary change of basis or, equivalently, under unitary
evolution:
S(UρU †) = S(ρ) ; (1.26)
• S(ρ) is additive for independent systems:
S(ρA ⊗ ρB) = S(ρA) + S(ρB) . (1.27)
The first two properties show that the Von Neumann entropy is tightly related
to the degree of mixedness of a quantum state, which, as we have seen in Sec.(1.4),
is quantified by the purity pi(ρ) = Tr(ρ2). As we will shortly see, both Von Neu-
mann entropy and purity are extensively used in quantum information as quantum
entanglement quantifiers.
1.6.1 Quantum mutual information
Defined through the Von Neumann entropy, the quantum mutual information is
a measure of correlations between subsystems of a quantum state. It is, again, the
generalization to the quantum realm of a classical concept, the mutual information
between random variables X and Y , which can be expressed as
Ic(X;Y ) = H(p(x)) +H(p(y))−H(p(x, y)) , (1.28)
where p(x, y) is the probability distribution of the two variables X and Y , p(x) =∑
y p(x, y) and p(y) =
∑
x p(x, y) their respective marginal distribution, andH(p(x, y))
is the joint entropy. A direct calculation shows that the mutual information is actu-
ally equal to the relative entropy, which is a measure of the difference between two
probability distributions.
Analogously, when classical probability distributions are replaced by density ma-
trices, the quantum mutual information can be defined as
I(ρAB) = S(ρA) + S(ρB)− S(ρAB) , (1.29)
where S(ρA) and S(ρB) are the reduced Von Neumann entropies of subsystems A
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and B of ρAB supported on H = HA ⊗HB, obtained by partial tracing. As will be
clarified in the next section, the difference in the lack of information between the
global state and the two reduced states, quantified by the Von Neumann entropies,
can be regarded as to be translated in the correlations between the two subsystems.
Clearly, the quantum mutual information estimates the total amount of correlations
contained in the system, without distinguishing or quantifying the contribution of
correlations of quantum or classical nature. Notice that I ≥ 0, and that I is equal to
zero for completely uncorrelated, i.e. separable states ρAB = ρA⊗ρB (cf. Eq.(1.27)).
1.7 Entanglement
Quantum entanglement is arguably considered to be the most non classical mani-
festation of the quantum formalism. First described by Einstein, Podolski and Rosen
[60] and by Schro¨dinger [61] in 1935, this phenomenon is exploited in many founding
protocols of quantum communication (such as quantum cryptography, dense coding
and teleportation) and it is nowadays regarded as a key resource for quantum infor-
mation theory. Entanglement occurs in composite systems and it is a manifestation
of the tensor product structure of the Hilbert space and the superposition principle.
In striking contrast to classical probability distributions, which can always be writ-
ten as mixtures of product distributions, whenever a quantum state ρ of n systems
is not separable, i.e. it cannot be written as a convex combination of product states:
ρ 6=
n∑
i=1
piρ
i
1 ⊗ ρi2 ⊗ · · · ⊗ ρin , with
n∑
i=1
pi = 1 , (1.30)
it is called entangled. For a pure state ρ = |ψ〉〈ψ|, that translates to
|ψ〉 6= |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψn〉 . (1.31)
For a bipartite pure state ρAB defined in HAB = HA ⊗ HB there is entanglement
if and only if the reduced density matrices of its subsystems are not projectors:
TrB(ρ
2
B) = TrA(ρ
2
A) 6= 1. Looking at Eq.s(1.21), it is easy to realize that this is
equivalent to saying that in order for the state ρAB to be entangled the number of
non-zero coefficients of the Schmidt decomposition must be greater than one2.
2The Schmidt decomposition thus represents an entanglement criterion for bipartite pure states.
The qualification of entanglement for bipartite mixed states turns out to be a much more complicated
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The above consideration suggests a relation between entanglement and mixedness
of reduced states. The connection between the two features can be further elucidated
by means of a simple example. Consider the following two-qubit state
|ψ+〉 = 1√
2
(|0A〉|1B〉+ |1A〉|0B〉) (1.32)
This is one of the four Bell states, states that provide the maximal achievable viola-
tion of Bell inequalities [63, 64]. Bell states have remarkable non-local properties, as
for such states the combined results of measurements of local observables performed
on the subsystems are perfectly correlated: they are “maximally entangled” . But, if
one takes into account the state of, say, qubit A by partial tracing over the degrees
of freedom of B, the resulting reduced state is proportional to the identity, namely,
the maximally mixed one. This is a general feature of quantum mechanics: for any
pure states of an n-dimensional bipartite system, maximally entangled states lead
to maximally mixed reduced states. Of course, this is at odds with our classical
intuition and notion of correlation: On one hand we have maximal knowledge of the
whole system because the system is pure, but on the other hand we know nothing
about the subsystems3. Indeed, the information regarding the pure quantum state
is lost when addressing its components individually but in turn it is utterly encoded
in the quantum correlations – the entanglement – among them.
Since, when the global state is pure, the degree of entanglement and the degree of
mixedness of the partial trace are strongly connected, a quantity that well describes
the entanglement content of a quantum system is the Von Neumann entropy of the
reduced state:
E(|ψ〉) = S (TrB(|ψ〉〈ψ|)) (1.33)
This pure state entanglement measure, often called entropy of entanglement, is null
and mostly unresolved issue, since mixed states are affected by an “ignorance” about the global
state and both classical and quantum correlations may be present. However, for low dimensional
(dimH ≤ 6) mixed systems, the Positivity of Partial Transpose (PPT) criterion, introduced by
Peres [62], is a simple, sufficient test to detect entanglement. Another difficult task is represented
by the characterization of entanglement in multipartite systems – systems with generally more than
two parties – the main reason being the possible dependence of the entanglement on the partition
chosen for the subsystems. In this section we will always be concerned with pure bipartite states.
3In Schro¨dinger’s words [61] [as translated in [65], page 167] “Thus one disposes provisionally
(until the entanglement is disposed by actual observation) of only a common description of the two
in that space of higher dimension. This is the reason that knowledge of the individual systems
can decline to the scantiest, even to zero, when that of the combined system remains continually
maximal. Best possible knowledge of a whole does not include best possible knowledge of its parts -
and this is what keeps coming back to haunt us.”
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for separable states and invariant under local unitary transformations. Notice that
the mutual information of a pure state is reduced to the entropy of entanglement,
as it must be since no classical correlations are present in such an instance.
1.8 Measures of distinguishability for quantum states
To determine how close two quantum systems are, the notion of distance in the
Hilbert space must be introduced. In order for a distance function D(ρ, σ) between
two quantum states ρ and σ to be well-defined, the following properties must be
satisfied:
i) Positivity
D(ρ, σ) ≥ 0 ∀ρ, σ (1.34)
D(ρ, σ) = 0 iff ρ = σ ;
(1.35)
ii) Symmetry
D(ρ, σ) = D(σ, ρ) ; (1.36)
iii) Triangular inequality
D(ρ, σ) ≤ D(ρ, pi) +D(pi, σ) . (1.37)
Given an arbitrary operator norm ‖O‖x, which automatically satisfies the above
listed properties, it is always possible to define a distance as
Dx(ρ, σ) = C‖(ρ− σ)‖x (1.38)
where C is a multiplying constant.
Different distances can be defined for different purposes. Here we introduce three
widely used ones, the trace distance, the Hilbert-Schmidt distance and the fidelity.
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1.8.1 Trace distance
The trace distance is related to the trace norm ‖O‖1 of a matrix:
‖O‖1 := Tr(
√
O†O) = Tr(|O|) , (1.39)
where
√
O†O is a positive semidefinite matrix. The trace distance is defined as half
of the trace norm of the difference of two matrices:
D1(ρ, σ) ≡ 1
2
‖(ρ− σ)‖1 = 1
2
Tr
(√
(ρ− σ)†(ρ− σ)
)
. (1.40)
The choice C = 12 ensures that 0 ≤ ‖(ρ − σ)‖1 ≤ 1 , ∀ρ, σ. Since density operators
are Hermitian,
‖(ρ− σ)‖1 = 1
2
Tr(|ρ− σ|) = 1
2
∑
i
|λi| , (1.41)
where {λi} are the real eigenvalues of the (not necessarily positive) matrix (ρ− σ).
The trace distance satisfies the following additional properties:
• It is invariant under unitary transformations:
‖UρU † − UσU †‖1 = ‖(ρ− σ)‖1 ; (1.42)
• It is contractive under trace-preserving CP maps (see Sec.(2.1)):
‖(M(ρ)−M(σ))‖1 ≤ ‖(ρ− σ)‖1 ; (1.43)
• It is subadditive under tensor product:
‖(ρ1 ⊗ σ1 − ρ2 ⊗ σ2)‖1 ≤ ‖(ρ1 − ρ2)‖1 + ‖(σ1 − σ2)‖1 . (1.44)
It can be shown [58] that the trace distance provides a measure of the maximum
probability of distinguishing between two states with an optimal measurement. This
operational meaning makes the trace distance a particularly “natural” measure of
distinguishability. However, there is a catch: Evaluating Eq.(1.41) requires the
diagonalization of (ρ − σ), which is often a challenging procedure, especially when
dealing with infinite-dimensional operators.
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1.8.2 Hilbert-Schmidt distance
A more mathematical friendly, but unfortunately less “physical” measure of dis-
tinguishability is the Hilbert-Schmidt distance, defined through the Hilbert-Schmidt
norm
‖O‖2 ≡
√
Tr(O†O) . (1.45)
The Hilbert-Schmidt (HS) distance between two quantum states is
D2(ρ− σ) ≡
√
1
2
‖(ρ− σ)‖2
=
√
1
2
Tr ((ρ− σ)2)
=
√
1
2
(Tr (ρ2) + Tr(σ2)− 2Tr(ρσ)) . (1.46)
As for the trace norm, the HS distance is invariant under unitary transformations
and 0 ≤ ‖(ρ − σ)‖2 ≤ 1, ∀ρ, σ. We see that the evaluation of the HS distance
only requires the computation of the purity of the two quantum states and a term
representing the overlap between the two; no diagonalizations are implied. For high-
dimensional systems though, ‖(ρ− σ)‖2 can be small even when the two states are
orthogonal. However, the HS distance and the trace distance can be related to each
other by noting that, for any n × n matrix M with eigenvalues {λi}, by convexity
of the square function:
‖M‖21 = n2
(
1
n
∑
i
|λi|
)2
≤ n2 1
n
∑
i
|λi|2
= n‖M‖22 . (1.47)
This bound will prove useful in the last part of the thesis.
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1.8.3 Fidelity
Unlike the distances introduced so far, the fidelity is not a metric in the space
of density matrices4. Given two density matrices ρ and σ, the fidelity is defined5 by
F (ρ, σ) = Tr
(√√
ρσ
√
ρ
)
. (1.48)
Even though a clear operational interpretation of F is not known, it represents a
generalization to the quantum realm of the classical fidelity Fc(pi, qi) =
∑
i
√
pi
√
qi,
which is a measure of distance between probability distributions {pi} and {qi} over
the same alphabet. In fact, if [ρ, σ] = 0, by diagonalizing the two density matrices
in the same basis ρ =
∑
i ri|i〉〈i|, σ =
∑
i si|i〉〈i| we have:
F (ρ, σ) = Tr
√∑
i
risi|i〉〈i|

= Tr
(∑
i
√
risi|i〉〈i|
)
=
∑
i
√
risi
= Fc(ri, si) , (1.49)
i.e. the classical fidelity between the eigenvalue distributions ri of ρ and si of σ. The
analogy between the two quantities is further strengthened by the fact that, since∑
i(
√
pi)
2 =
∑
i(
√
qi)
2 = 1, the classical fidelity is nothing but the inner product
between two vectors lying on a unit-sphere, while when pure states ρ = |ψ〉〈ψ| and
σ = |φ〉〈φ| are considered, F (|ψ〉〈ψ|, |φ〉〈φ|) = |〈φ|ψ〉| clearly represents the overlap
between two states living on the surface of the Bloch sphere. Notice also that in
this case the fidelity is equivalent to the Hilbert-Schmidt distance (cf. Eq.(1.46)).
Another characterization of the fidelity is provided by the following theorem
Theorem 1 (Uhlmann’s theorem) Given ρ and σ two states defined on a Hilbert
space HA, then
F (ρ, σ) = max
|Ψ〉,|Φ〉
|〈Ψ|Φ〉| , (1.50)
where |Ψ〉 and |Φ〉 are respectively purifications of ρ and σ, i.e. states defined on a
4Even though it can be used to define the Bures metric [66].
5It is actually customary to define it as in Eq.(1.48) or as F ′(ρ, σ) =
(
Tr(
√√
ρσ
√
ρ)
)2
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larger Hilbert space HA ⊗HB such that
ρ = TrB(|Ψ〉〈Ψ|)
σ = TrB(|Φ〉〈Φ|) (1.51)
The definition given in Eq.(1.50) makes it clear that the fidelity is symmetric in its
input and that 0 ≤ F (ρ, σ) ≤ 1. It is also easy to show that F is unitarily invariant.
Unlike a distance defined by means of an underlying metric though, F (ρ, σ) = 1 if
and only if ρ = σ, and F (ρ, σ) = 0 if and only if ρ and σ have support on orthogonal
subspaces. Also, as opposed to the trace distance, F is monotonically increasing
under completely positive maps: F (M(ρ),M(σ)) ≥ F (ρ, σ). Finally, fidelity and
trace distance are related by the following bound (Fuchs-van de Graaf inequality
[67])
1− F (ρ, σ) ≤ ‖ρ− σ‖1 ≤
√
1− F (ρ, σ)2 . (1.52)
1.9 Invariant measure over the unitary group
In order to be able to draw unitaries U at random or, equivalently, draw pure
states |ψ〉 at random, one needs to introduce a probability measure on the unitary
group.
The unitary group
U(d) := {U ∈ Cd×d |U †U = 1} (1.53)
is a compact Lie group, hence it is equipped with the Haar measure [68]:
Theorem 2 (Haar measure): Every compact Lie group G possesses a regular mea-
sure µ such that for every Borel measurable function f : G→ R, µ is right and left
invariant with respect to multiplication with group elements, i.e.:
∫
G
f(xy)dµ(y) =
∫
G
f(y)dµ(y) ∀y ∈ G∫
G
f(yx)dµ(y) =
∫
G
f(y)dµ(y) ∀y ∈ G . (1.54)
The measure µ is unique up to a constant factor. If that factor is chosen such that
µ(G) = 1, then µ is called the Haar measure.
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The property of being invariant with respect to multiplication with group elements
makes it possible to identify the integral of a function on the unitary group with the
expectation value of that function with respect to a random choice of U :
∫
U(d)
f(U)dU = EUf(U) =: 〈f〉H . (1.55)
That means the Haar measure allows one to compute expectation values of functions
or observables with respect to a random choice of transformation, or a random choice
of initial pure quantum states.
That represents a mathematical privileged, widely exploited in approaching sev-
eral problems in quantum physics (see Chap.(5) and Chap.6). However, despite be-
ing an extremely useful mathematical tool, actual physical interactions are always
selected by the nature of the system under study which inevitably put constraints
on the relevance of different regions of the Hilbert space where the system itself is
defined: Drawing states at random from the uniform measure on the whole Hilbert
space is thus a fruitful but rather abstract procedure, whose physical questionable
nature must always be taken into account.
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Chapter 2
Open quantum systems
This chapter is devoted to introducing the basic notions of open quantum sys-
tem dynamics. The concepts presented here will be important for the understanding
of the second part of this thesis. We will discuss the two different approaches to
the description of the evolution of open quantum systems: Quantum operations,
which implement a discrete-time dynamics, and whose formalism will be employed
in Chap.(3) and (4); and the complementary, continuous-time approach based on
the master equation. Despite the fact that the latter is less general than the former
– for it is suitable for describing Markovian evolutions only – and that we will not
make use of it in our models, it is nonetheless important to introduce the master
equation approach, as the overwhelming majority of models in quantum biology
rely on it. Contextually to the discussion on the general formalism of open quantum
systems dynamics, two remarkable examples of quantum noise, namely dissipation
and dephasing, described in terms of quantum operations by respectively the am-
plitude damping channel and the phase damping channel, will be presented. We
will then conclude the chapter with an introduction to the concept of decoherence,
a dynamical mechanism which provides a plausible explanation to the emergence of
classicality from a quantum world. It will be shown how the phase damping channel
arguably plays a central role in the transition from quantum to classical. As for the
previous chapter, most of what follows can be found in e.g. [58, 59] and [69].
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2.1 Superoperators
In the previous chapter we focused the attention on closed quantum systems,
namely systems that are perfectly isolated from their environment. We did, how-
ever, talk about bipartite systems and introduced the concepts of partial trace and
reduced density matrix, through which a complete description of the state of a part
of the whole physical system is attained. Let us consider now the case in which the
bipartition of the state ρSE supported on HS ⊗ HE , evolving unitarily, represents
a quantum system S immersed – interacting in some way – in an environment E,
and we wish to describe the dynamics of system ρS alone. Suppose, for simplicity,
that initially the environment is in a pure state and it is also not entangled to the
system:
ρSE = ρS ⊗ |0〉〈0|E . (2.1)
The global evolution is governed by a unitary operator, thus after a time t the global
state is
ρSE(t) = UρSEU
† = U (ρS ⊗ |0〉〈0|E)U † . (2.2)
Now, performing a partial trace over the environment, the density matrix of the
system S at time t is given by:
ρS(t) = TrE
(
U(ρS ⊗ |0〉〈0|E)U †
)
=
∑
j
〈jE |U |0E〉ρS〈0E |U †|jE〉 , (2.3)
where {|jE〉} is an orthonormal basis for HE and 〈jE |U |0E〉 is an operator acting
on the Hilbert space HS associated with system S. Upon denoting Kj ≡ 〈jE |U |0E〉,
with K lmj = 〈lS |〈jE |U |0E〉|mS〉, we may express ρS(t) as
M(ρS) ≡ ρS(t) =
∑
j
KjρSK
†
j . (2.4)
Notice that, since U is unitary, the operators {Kj} satisfy the property:
∑
jK
†
jKj =
1. The mapM, which is not a unitary operator, is called superoperator or quantum
operation and its explicit form in terms of {Kj} is known as the operator-sum repre-
sentation or Kraus representation ofM. A superoperator maps density matrices to
density matrices since it can be easily verified that ρS(t) is still a Hermitian, trace-
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one, non-negative operator. The operator-sum representation is important in that,
as evident in Eq.(2.4), it describes the dynamics of the system of interest without
having to explicitly consider properties of the environment.
As a Kraus representation for the evolution of a subsystem can always be asso-
ciated to a unitary evolution of the composite system, the reverse is also true: given
a Kraus representation of a superoperator describing the evolution of S, it is always
possible to derive a corresponding unitary representation. Define an orthonormal
basis {|jE〉} on a Hilbert space HE whose dimension is equal to the number of op-
erators appearing in the Kraus representation and consider the operator U acting
as follows:
U |ψ〉S |0〉E =
∑
j
Kj |ψ〉S |j〉E . (2.5)
For any two arbitrary states |ψ〉S , |φ〉S the operator U preserves the inner product:
〈ψS |〈0E |U †U |φS〉|0E〉 = 〈ψS |φE〉 and can thus be extended to a unitary operator
acting on the Hilbert space HS ⊗HE of the composite system. The evolution of the
pure state is then:
ρS(t) = Tr
(
U |ψS〉|0E〉〈ψS |〈0E |U †
)
=
∑
j
Kj |ψS〉〈ψS |SK†J (2.6)
and since any density matrix can be expressed as an ensemble of pure states, the
Kraus representation of Eq.(2.4) is recovered.
It is now possible to state the following theorem1:
Theorem 3 (Kraus representation theorem): A map M : M(ρ) → ρ′ which:
1. Is linear;
2. preserves trace;
3. preserves hermiticity;
4. is completely positive,
is a quantum operation, i.e. it can be given an operator-sum representation (Eq.(2.4))
and a unitary representation (Eq.(2.5)) on a larger Hilbert space.
Complete positivity of M formally means that for any possible extentions of HS to
a larger Hilbert space HS ⊗HE , the mapM⊗ 1E is positive for all HE . Physically
1A proof of which can be found in [70].
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this condition accounts for the fact that, in general, it cannot be excluded that
one is unaware that the system under study is initially entangled with some other
system E which evolves trivially. If this is the case, the requirement of complete
positivity assures that any density matrix of the combined system is mapped to a
valid density matrix. For this reason, quantum operation are often called completely
positive (CP) maps.
Quantum operations are composable, meaning that given two superoperatorsM1
and M2, one can define a new superoperator as: M(ρ) = M2(M1(ρ)). Quantum
operations are invertible if and only if there is only one term in the operator sum
representation, i.e. if the dynamics of the system is unitary. Physically, this means
that in open quantum dynamics an arrow of time arises for the system, the evolution
of which cannot be described backwards in time by means of superoperators. This
irreversibility of the dynamics is interpreted as the impossibility of retrieving the
information continually flowing from the system to its surrounding environment due
to their interaction (cf. Sec.(2.3)). Notice that the operator sum representation of a
superoperator is not unique: As prooved in e.g. [70] or [58], different representations
M(ρ) = ∑jKjρKj and M′(ρ) = ∑j LjρLj coincide if and only if there exist a
unitary matrix V such that Lk =
∑
l VklKl.
We will now analise two remarkable examples of quantum operations (or noisy
quantum channels, following the classical terminology of quantum communication
theory) on a single qubit that will be part of the model presented in the second part
of this thesis.
2.1.1 Amplitude damping
The amplitude-damping channel may be regarded as the quantum operation
description of energy dissipation processes. Though its general formulation can
be adapted and extended to the characterization of various physical scenarios, the
straightforward interpretation of the amplitude damping channel is that of a schematic
model of the decay of an excited state of a two-level atom due to spontaneous emis-
sion of a photon.
The unitary representation of the channel can be formulated following this line
of reasoning. For the two-level system S there is a probability p that after a certain
amount of time the excited state |1S〉 has decayed to the ground state |0S〉. If that
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happened, a photon was emitted and the environment made a transition from a
“vacuum” state |0E〉 to the “one photon” state |1E〉. The unitary evolution may
therefore be expressed as
U |0S〉|0E〉 = |0S〉|0E〉
U |1S〉|0E〉 =
√
1− p|1S〉|0E〉+√p|0S〉|1E〉 (2.7)
which, taking the partial trace over the environment, leads to the Kraus operators:
K0 =
1 0
0
√
1− p
 , K1 =
0 √p
0 0
 , with 1∑
j=0
K†jKj = 1 . (2.8)
One application of the channel gives
ρ→
ρ00 + pρ11 √1− pρ01√
1− pρ10 (1− p)ρ11
 , (2.9)
from which we notice that by applying the channel a number n  1 of times the
coherences as well as the probability of being in the excited state are exponentially
suppressed, eventually leading, for n→∞, the system to its (pure) ground state.
2.1.2 Phase damping
The phase damping channel, or dephasing channel, describes a uniquely quantum
mechanical effect, namely the loss of quantum information without loss of energy.
The physical picture is that of an environment whose constituents (for instance pho-
tons), by interacting with probability p with the system, “scatter” off of it resulting
in one of two distinguishable states, say |1E〉 if the system was in |0S〉 and |2E〉 if it
was in |1S〉. The unitary representation is thus
U |0S〉|0E〉 =
√
1− p|0S〉|0E〉+√p|0S〉|1E〉
U |1S〉|0E〉 =
√
1− p|1S〉|0E〉+√p|1S〉|2E〉 , (2.10)
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which, evaluating the partial trace over the environment basis, gives the following
Kraus operators
K0 =
√1− p 0
0
√
1− p
 , K1 =
√p 0
0 0
 , K2 =
0 0
0
√
p
 . (2.11)
By applying the channel once, the density operator becomes
ρ→
 ρ00 (1− p)ρ01
(1− p)ρ10 ρ11
 . (2.12)
Hence the channel leaves untouched the diagonal elements while suppressing the
coherences. After a number of scattering interactions n 1 such that (1− p)n ' 0,
the state is left in the incoherent superposition ρ00|0〉〈0|+ρ11|1〉〈1|. The decay of the
off-diagonal terms represents, in a broad sense, the process of decoherence, which
will be presented in some detail in Sec.(2.3).
2.2 Master equation
The master equation, as opposed to quantum operations, describes the evolution
of open quantum systems in continuous time, using differential equation. In this
respect it represents a complementary formalism to deal with quantum noise and it
is actually very often the privileged approach to modelling biological systems within
the field of quantum biology. That is why, although we will not make use of master
equations in the remainder of the thesis, it is nonetheless important to at least give a
general presentation of this formalism, highlighting the connections and differences
with the quantum operations framework.
It is actually possible to obtain a derivation of the master equation from the
superoperator formalism. Consider an infinitesimal time interval dt. The density
matrices of the system at times t and t+ dt are related by
ρS(t+ dt) ≡M(t; t+ dt)(ρ(t)) =
∑
j
KjρS(t)K
†
j = ρS(t) +O(dt) . (2.13)
It follows from the condition M(t; t)(ρS(t)) = 1ρS1 that one Kraus operator will
have the form K0 = 1 + O(dt) and the others will be of order
√
dt. We may then
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write
K0 = 1+ (−iH +M)dt
Kj = Lj
√
dt , j = 1, 2, 3, . . . (2.14)
where both H and M are Hermitian and the operators Lj are known as Lindblad
operators. The form of M can be determined through the normalization condition∑
jK
†
jKj = 1, which results in
M = −1
2
∑
j>0
L†jLj (2.15)
Inserting Eq.s(2.14) and (2.15) in Eq.(2.13), by writing ρ(t+ dt) = ρ(t) + ρ˙(t)dt and
equating terms of order dt we obtain the master equation in the Lindblad form:
ρ˙S = −i[H, ρS ] +
∑
j>0
(
LjρSL
†
j −
1
2
L†jLjρS −
1
2
ρSL
†
jLj
)
. (2.16)
The first term in the equation accounts for the free evolution of the system, the
operator H actually being the (renormalized) Hamiltonian of the system in absence
of coupling to the environment; the other terms describe the interaction with the
environment. The probabilistic transitions, sometimes called quantum jumps, that
the system may undergo are enclosed in each term LjρSL
†
j , while the remaining
terms ensure normalization when no transitions occur.
The master equation relies on the Markov approximation, which states that at
each time t, for an infinitesimal time interval dt the state of the system at time t+dt
only depends on the state of the system at time t. This assumption is a non-trivial
requirement, since in general information acquired by the environment through the
interaction with the system can flow back to the system at later times t′ > t, making
in principle the knowledge of the total density matrix ρSE(t) necessary to determine
ρS(t
′). In the Markov approximation the information can only flow from the system
to the environment, which in practice means that the memory of any effect the
system has on the environment is limited to a time scale much shorter than that of
interest for the description of the dynamics of the system. Whenever this assumption
is physically well motivated, the master equation can safely be used. Let us remark
though that, for this very reason, the master equation approach is less general than
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the quantum operation formalism. Indeed, the latter does not describe continuous
time evolution but only state changes, hence providing a good framework for the
description of non-Markovian dynamics as well.
2.3 Decoherence and quantum to classical transition
In its broader meaning, the term decoherence2 indicates the effectively irre-
versible disappearance of quantum coherence as a dynamical consequence of the
interaction between a quantum system and the environment. The intuitive pic-
ture of the process is that of an environment continuously “monitoring” the system,
acquiring information about its state and consequently diluting this information
content into a larger Hilbert space in the form of quantum correlations, i.e. entan-
glement. Indeed, open quantum system dynamics in its general formulation can be
thought of as a process in which the environment performs indirect measurements on
the system. In such indirect measurements a non-destructive interaction between a
probe-like environment E and the system S is followed by a projective measurement
on E. Consider an initial joint state ρSE(0) = ρS(0) ⊗ |0〉〈0|E3 evolving unitarily
under the action of U(t). If {|j〉} and {j} are the eigenvectors and associated eigen-
values of the environment, the density matrix of S at time t conditioned on the
outcome j of a projective measurement on E is:
ρ
(j)
S (t) =
TrE{[1⊗ |j〉〈j|E ]U(t)(ρS(0)⊗ |0〉〈0|E)U †(t)[1⊗ |j〉〈j|E ]}
Prob(j|ρS(t))
=
〈jE |U(t)|0E〉ρS(0)〈0E |U †(t)|jE〉
Prob(j|ρS(t)) . (2.17)
In almost all practical situations the degrees of freedom of the environment are out
of the experimental control, namely, if the environment is big, the actual outcome
of the measurement is out of reach and the density operator of the system must be
described by the sum over all possible conditional states ρ
(j)
S (t) weighted by their
2The seminal papers on decoherence are [71, 72, 73]; For comprehensive reviews on the topic,
see [74] and [75].
3Let us remark that the assumption of an initial absence of correlations between system and
environment is shared by both the quantum operations formalism and the master equation approach
to open quantum systems dynamics. We also note that there is no loss of generality in considering
an initial pure state for the environment in that by expanding the Hilbert space HE an initial mixed
state ρE(0) can always be purified [58, 59].
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probabilities Prob(j|ρS(t)). Upon defining the measurement operators
Ej = 〈jE |U(t)|0E〉 , with
∑
i
E†iEi = 1 , (2.18)
we thus have
ρS(t) =
∑
j
Prob(j|ρS(t))ρ(j)S (t)
=
∑
j
EjρS(0)E
†
j . (2.19)
The formal equivalence between Eq.(2.19) and the operator sum formalism (cf.
Sec.(2.1)) implies that the effect of a general environmental interaction on the state
of the system, when the environment is not read out, can be understood as an
environmental monitoring on the system, resulting in an increase of entanglement
between the system and the degrees of freedom of the environment. As discussed
in Sec.(1.7), the more a bipartite quantum system ρSE gets entangled, the more
the information about ρS is delocalized into quantum correlation: Phase relations
become locally (i.e. with respect to S) inaccessible and the state of S becomes more
mixed. In turn, purely quantum phenomena, like superpositions and interference,
are suppressed and eventually become unobservable at the level of the system. This
suggests that the decoherence mechanism provides an explanation to the problem
of the quantum-to-classical transition, namely the emergence of classicality from an
underlying world governed by the laws of quantum mechanics. Indeed, decoherence
theory gives prescriptions to single out some preferred states, called pointer states,
which persist in spite of environmental monitoring. These states, which lack coher-
ence and therefore do not exhibit quantum behaviors, arise through a process called
einselection [72, 73, 74] which effectively rules out nonclassical superposition states.
In light of the considerations above, an illustrative example of a stylized mech-
anism accounting for the transition from the quantum to the classical world is rep-
resented by the phase damping channel. One may interpret this channel as de-
scribing the scattering interaction between a heavy “classical” particle and a bath
of photons. The particle position is initially in a superposition of two eigenstates
|ψ〉 = 1√
2
(|x〉+|−x〉). We can introduce a scattering rate τ such that (cf. Sec.(2.1.2))
p = τδt  1 for a fixed time δt. After a time t = nδt, the off-diagonal damping
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factor is (1 − p)n = (1 − τδt)t/δt which, in the limit δt → 0 takes an exponential
form e−τ . Hence, after a time t  τ−1 coherence in the position basis is almost
totally suppressed, and quantum effects like interference are no longer observable.
We also remark that, whenever dealing with coherent superpositions of macroscopi-
cally distinguishable states of a “heavy” object, the decoherence time scale is much
quicker than that of dissipation [76]. Physically, following this interpretation of the
phase damping channel, the position-eigenstate basis is selected because the particle-
photon interactions are localized in space, and photons impinging on the particle
get scattered into different (not necessarily mutually orthogonal) states according to
the different distinguishable position of the particle (the “monitoring” process pre-
viously described). In general, the spatial locality of the interaction of the system
with its environment is the cause of the rise of a preferred basis for decoherence
and the example just presented is considered to be representative of the transition
between a quantum and a classical behavior in many physical situations.
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Part II
Quantum cellular automata for
transport processes
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Chapter 3
Excitation transfer through
noisy QCA
In this chapter, based on [77], we introduce a model of energy transfer via a
noisy quantum cellular automaton construction on a one-dimensional qubit lattice.
The model represents the first strictly local discrete-time dynamics approach to the
problem, since prior to this all others were based on a master equation.
We begin in the first section by presenting a brief but self-contained introduction
to quantum cellular automata, providing the fundamental notions underlying these
systems and highlighting the interplay between their axiomatic definition and their
privileged constructive representation. In the second section we will consider the
problem of constructing a class of one-qubit CP maps that, in a certain limit, repro-
duce all classical Markov transition matrices on dichotomic probability distributions.
Then, in the third section, we will embed this construction into a quantum cellu-
lar automaton structure and in the final section we will present a numerical study
of the resulting dynamics applied to the problem of excitation transfer, compar-
ing the performance of classical and quantum dynamics with equal local transition
probabilities.
3.1 An informal introduction to QCA
Quantum Cellular Automata can be described as a set of quantum systems (cells)
on a d-dimensional regular lattice evolving in discrete time steps according to a cer-
tain fixed transition rule. This rule has to be local (information cannot travel faster
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than some fixed number of cells per time step) and the global dynamics must be
translationally invariant, such that the physics is homogeneous across the lattice.
Because of this “physics-like”structure and the inherent parallelism, QCA were first
envisaged as potentially versatile and interesting models for quantum computation
and quantum simulation [39, 78]. In recent years, unitary QCA have attracted
attention as models for both specific quantum information processing tasks [40]
and as underlying models of emergent causal theories such as quantum field theory
[79, 80, 81, 82, 83] and quantum gravity [41, 42]. Their classical counterparts (CA),
first introduced by Von Neumann [84], have been successfully used in many different
fields, mostly for simulations of complex physical phenomena [85, 86, 87] (fluid dy-
namics, non-linear diffusion, phase transitions, traffic jam models, biological colony
growth...) and have also been shown to be Turing complete [84, 88].
In order to better understand how QCA work, it is perhaps useful to begin by
describing briefly how classical automata do. Consider a CA on an n-dimensional
regular lattice. At each node of the lattice there is a system (the cell of the CA)
which can only be in one of a finite set of possible states (dead-alive, black-white, 0-
1...). Each one of these cells interacts only with a finite fixed number of neighboring
cells, defining a neighborhood scheme, which is the same for every site of the lattice.
Within this neighborhood an interaction rule is defined, which again has to be
the same for all neighborhoods across the lattice. At every discrete time step this
local interaction rule is applied in parallel to all cells simultaneously, updating their
internal status. Notice that here by interaction we mean that the rule determines
what is going to be the status of each cell by just reading the content of all cells
within the neighborhoods. A rigorous general definition reads:
Definition 1 (Cellular automata) A cellular automaton is a 4−tuple
(L,Σ,N , f) consisting of (1) a d-dimensional lattice of cells L indexed i ∈ Zd, (2)
a finite set of states Σ, (3) a finite neighborhood scheme N ⊂ Zd and (4) a local
interaction rule f : ΣN → Σ.
The freedom of choosing the neighborhood scheme and the local interaction rule
translates into a rich variety of different behaviors for the evolution of CA (for a
more than comprehensive reference on this, see Wolfram [88]).
The reasons why it is interesting to extend the theory of CA to the quantum
domain are multiple. The importance of building a theory of quantum cellular
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automata was first suggested by Feynman in his famous 1981 seminal lecture on
quantum computation [39]1. He argued that QCA are similar to nature as their
structure is intrinsically local and causal and because of that they could represent a
powerful computational tool as well as natural frameworks for simulating quantum
systems. It is indeed evident that QCA would have the benefit of modeling phe-
nomena together with their spatial structure, and, from a computational standpoint,
they would have clear advantages over the circuit model. This is due to the fact
that having uniform rules applied in parallel across the lattice means reducing the
depth of the circuit. Moreover, as individual qubits in the lattice would not need
to be separately addressed one by one, very little external control would be needed
and thus the main source of decoherence would be dramatically reduced. Although,
as we will see in the remainder of this section, the theory of QCA has nowadays
reached a certain degree of maturity and completeness, experimentally nothing has
been done so far. The two most natural and promising candidates for realizing QCA
in labs in the next future are microtraps arrays [90] and optical lattices [91, 92].
The path towards a satisfactory development of a theory of quantum cellular
automata has been quite troubled, as the problem of how to translate cellular au-
tomata into a quantum mechanical framework turned out not to be trivial. That
is why throughout the years QCA have been given many different, sometimes com-
peting, definitions. While the earliest ones [89, 93, 94, 95] were plagued by unphys-
ical behaviors2, more recent proposals failed in a sense to build a comprehensive
model of QCA, in that either an axiomatic [97, 98, 38] or a constructive approach
[43, 99, 100, 95] to the problem would be chosen, depending on the authors’ taste.
Fortunately enough though, it has been very recently shown that the two different
approaches can be reconciled [101], and in order to justify the constructive approach
we will follow in the next sections to define noisy QCA, it is beneficial to see how
unitary QCA structures may emerge in an axiomatic framework.
Consider a QCA on an n-dimensional lattice and set a neighboring scheme for the
local interactions3. At each node of the lattice is placed a quantum system (a qubit,
1He did not explicitly develop a notion of QCA in that lecture, though. His formal approach to
QCA can be found in [89].
2For instance Feynmann’s [89] definition allowed for negative probability transitions, whilst
Gro¨ssing and Zeilinger’s [93] first and Watrous’ [94] later did not rule out non-local behaviours
[96, 38].
3The following definitions are taken from [101, 97]. In those works, the axiomatization given
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for instance), whose internal states belong to a discrete finite set Σ. All the possible
finite configurations c ∈ CΣ the global state of the analogus classical automaton can
be in are now associated to an orthonormal basis {|c〉} for the global Hilbert space
HCΣ of the QCA. The state of the QCA at any time t is a unit vector in HCΣ and it
can of course be expressed as a superposition of the basis vectors {|c〉}. The action
of a QCA can be represented by a linear global map G : B(HCΣ)→ B(HCΣ). In order
for a QCA to be axiomatically well defined, the map G must satisfy the following
definitions
Definition 2 (Unitarity) A linear operator G : HCΣ → HCΣ is unitary iff {G|c〉 | c ∈
CΣ} is an orthonormal basis of HCΣ.
Definition 3 (Shift invariance) let σ be the one-site shift operator on the lattice;
A linear operator G is shift invariant iff σG = Gσ.
Definition 4 (Causality) Let the global state of the QCA be identified with a trace-
one positive operator ρ; A linear map G : B(HCΣ)→ B(HCΣ) is said to be causal iff
for any ρ, ρ′ two states over HCΣ, and for any site x:
TrL\Nx(ρ) = TrL\Nx(ρ
′) ⇒ TrL\x [G(ρ)] = TrL\x
[G(ρ′)] , (3.1)
where TrL\Nx(x) means tracing over the entire lattice but the neighborhood Nx(the
site x). In words, this definition means that to know the state of a site x after one
application of the automaton we only need to know the state of its neighborhood
before the evolution. Hence:
Definition 5 (Quantum Cellular Automata) An n-dimensional Quantum Cel-
lular Automaton is an operator G which is unitary, shift invariant and causal.
Now, the last definition gives a precise axiomatization to QCA but it does not say
anything about the actual structure of the operator G, so a constructive represen-
tation is also needed. The gap between axiomatic and constructive representations
was bridged by Arrighi and Grattage [101] using the concepts of partitioning4 and
by Schumacher and Werner in [38] working with C∗ algebra formalism on an infinite lattice is
translated into the more manageable Schro¨dinger picture in Hilbert space. Again, the lattice is
infinite, but the set of possible configurations a QCA can take is defined to be countable and finite.
Notice that such a lattice entails the notion of a quiescent state, a state that does not change under
the action of the local transition function. However, being it unnecessary in the present context,
we will not introduce such notion.
4which was already used in [38], as well as in [95, 94].
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intrinsic simulation. The concept of partitioning can be clarified by highlighting a
fundamental distinction between CA and QCA. In the former case, the possibility of
synchronously update all cells can be achieved by, for instance, storing the current
CA configuration in a temporary register, where the update of all the even indexed
cells is performed in parallel with the update of all the odd indexed ones in the
original CA. The next time step configuration is then obtained by simply merging
the two registers. For QCA this procedure cannot be applied as quantum states
cannot in general be copied due to the no-cloning theorem, thus making parallel
update for these systems impossible. One way around this problem is given by the
introduction of a periodic partitioning scheme of the lattice into blocks such that
every cell belongs to exactly one block and any two blocks are connected by a lattice
translation. Looking at Fig.(3.1) for the case of a 4× 4 neighborhood scheme on a
2-dimensional lattice, the time-step evolution is divided into two, meaning that at
first an interaction on a non-overlapping partition of neighborhoods on the lattice
is applied followed by the same interaction performed on the same partition shifted
by one cell in all directions.
The concept of intrinsic simulation is related to the ability of a computational
Figure 3.1: A schematization of the so-called Margolus partitioning scheme in s = 2 dimen-
sions. Operations are alternatingly applied to the solid and to the dashed partitioning into
2× 2 squares. Here cells are represented as squared, but their actual shape can be different,
as it only serves to label localized quantum systems.
model to efficiently simulate other instances of the same model. In a nutshell, we
say that a QCA F can be simulated by another QCA H if5:
1. There exists a procedure to map F into H and vice-versa.
5This is a rough simplification of [101], where the whole procedure is made rigorous through the
definition of isometric coding, direct simulation and grouping. However, introducing those notions
lies outside the scope of this brief presentation, so we deliberately skip them and point the interested
reader to the aforementioned reference.
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2. The state of F after t time-steps of evolution is retrievable from the state of
H after H has undergone s time-steps of evolution (s can be either different
or equal to t).
The two automata can in general have different neighborhood schemes and different
Hilbert space dimension of the cells. It was shown in [101] that any n-dimensional
QCA (defined as in Def.(5)) can be simulated by an n-dimensional partitioned QCA
(PQCA) and that, at the cost of a rather complicated mapping, there exists an
intrinsically universal instance of PQCA, i.e. an n-dimensional PQCA capable in
principle of simulating any other n-dimensional QCA [102]. Notice that PQCA
are the simplest possible valid QCA setups and therefore they represent the most
valuable model to deal with in most applications. Ours, which will be introduced in
the next sections, will not make an exception. As a matter of fact, in the following
we will be always concerned with 1−dimensional PQCA, whose global evolution
(depicted in Fig.(3.2)) can be expressed as:
ρ(t+ 1) = G(ρ) = Gρ(t)G†, with G =
[
σ−1
(⊗
Nx
U
)
σ+1
(⊗
Nx
U
)]
, (3.2)
where U is the local unitary acting upon each neighborhood, σ±1 is the one-site
right/left shift of the lattice and Nx labels the xth neighborhood.
(a) (b)
Figure 3.2: (a) Sketch of the 1-dimensional 12−nearest neighbor QCA evolution in time.
Wires are cells, time flows upwards. One iteration of the automaton corresponds to the
application of two layers of local two-qubit unitaries. (b) The light cone of a QCA.
As a final remark for this introduction, let us notice that from a physical stand-
point there is in particular one reason why one should be interested in developing
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models of physical phenomena in a QCA framework instead of a more usual regu-
lar lattice plus Hamiltonian evolution setup. That is due to the fact that for any
Hamiltonian continuous time evolution the Lieb-Robinson bounds6 [103] allow for
an exponentially vanishing but nonetheless non-zero probability of correlating in-
stantaneously any two different regions of the lattice. That undoubtedly sounds
unphysical as it would be desirable to have a model in which no correlations can
be established (not even in principle) outside a causality light-cone. One can then
either choose to adopt a loose attitude and simply not care about this “accident” –
which is actually what happens most of the times – or be somewhat concerned and
try to switch the attention towards models in which this issue does not arise. QCA
fall within such models, in that the very strict notion of causality of Def.(4) leads
to a sharp definition of information light cones (Fig.(3.2.b)), thus structurally ruling
out unwanted exponential probability tails.
3.2 CP map representation of classical stochastic maps
The transport model we are about to build is based on the architecture described
by Eq.(3.2) and Fig.(3.2).a, but, as we will consider noise, we will not have, in
general, a unitary scattering acting on a two-qubit Hilbert space. Let us anticipate
though that this will not be just a straightforward substitution (U → CP-map),
in that the class of local CP-maps that will be introduced only acts on the one
excitation subspace of a two-qubit neighborhood. As we shall see in this section, the
constructive approach we will use will be dictated by specific arguments related to
the possibility of embedding classical stochastic processes (Markov chains) within
the more general, quantum, dynamics.
With this spirit, consider a classical random walk between two sites. This is the
prototypical Markov process, represented by a general stochastic transition matrix
6There are several possible formulations of these bounds. Perhaps the most direct way of stating
them is to say that for any two observables O and O′
[O(t), O′] ≤ c‖O‖‖O′‖min{|O|, |O′|}exp(−µ(d(O,O′)− v|t|)) . (3.3)
In the above equation, c and µ are positive constants, while v has the role of a group velocity;
d(O,O′) is the distance between the supports (the region of the lattice where the operators act) of
the two operators, and |O|, |O′| is the size of their supports.
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of the form
Tp,q =
1− p q
p 1− q
 , with 0 ≤ p, q ≤ 1 (3.4)
acting on dichotomic probability distribution vectors of the kind vm = (m, 1−m)T,
with 0 ≤ m ≤ 1. In the random walk picture, the parameters p and q represent
the probabilities to jump from one site to the other at each discrete time step of
the evolution. When there is no bias between the two directions of the walk, i.e.
p = q, the transition matrix Tp,p is called doubly stochastic. This classical dynamics
may be related to a quantum dynamics if one takes into account a specific class
C of completely positive maps that, once a privileged basis is set, send diagonal
density operators into diagonal density operators.7 It is possible to find a simple
construction which allows one to reproduce any possible two-dimensional stochastic
matrix by considering a subset of C acting on a one-qubit system.
First, note that one-qubit diagonal density matrices can be trivially bijectively
mapped into dichotomic probability distribution vectors, as perB : ρm = diag(m, 1−
m) 7→ vm = (m, 1 −m)T, where we have denoted such a bijection by B. We will
conventionally refer to the parameter m as the probability of populating the excited
state of the qubit, or “excitation probability” . Two different kinds of quantum noise,
ultimately selecting the classical basis, will enter the picture of the dynamics. The
dephasing channel Φξ, which, as discussed in Sec.(2.3), arguably represents the most
natural decoherence mechanism in several practical cases, has the effect of damping
all coherences in a density matrix by a factor
√
1− ξ, while leaving the diagonal
elements untouched. Its Kraus operators (cf. Sec.(2.1.2)) are:
D0 =
√
1− ξ1, D1 =
√
ξ(1+ σz)/2, D2 =
√
ξ(σz − 1)/2 , (3.5)
where the dephasing strength parameter ξ is such that 0 ≤ ξ ≤ 1, and σj for j =
x, y, z stand for the Pauli matrices. We shall refer to the CP-map Φ1, whose effect
is setting to zero all the off-diagonal elements, as “total” , or “complete” dephasing.
The amplitude damping channel (cf. Sec.(2.1.1)) Ξη, is defined by the Kraus oper-
ators
L0,η = (1+ σz)/2 +
√
1− η(1− σz)/2, L1,η = √η(σx + iσy)/2 , (3.6)
7Quite significantly, another class of such maps has been recently adopted to establish a resource
theory of quantum coherence [104].
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with 0 ≤ η ≤ 1. As the dephasing, it damps all coherences by a factor √1− η, while
also affecting the populations on the diagonal. It will be convenient to introduce
the “swapped” amplitude damping channel, the extention of the definition of Ξη
to negative η (−1 ≤ η ≤ 0), characterized by the Kraus operators σxL0,|η|σx and
σxL1,|η|σx.
We can now show two statements relating classical stochastic maps and single
qubit dynamics:
Proposition 1 Any two-dimensional doubly stochastic map may be represented on
diagonal density matrices by the action of a unitary map followed by complete de-
phasing.
Proof: Let Uθ,ϕ be a generic 2× 2 unitary matrix parametrized as
Uθ,ϕ =
 cos θ sin θeiϕ2
− sin θeiϕ1 cos θei(ϕ1+ϕ2)
 (3.7)
with 0 ≤ θ ≤ pi, ϕ = (ϕ1, ϕ2) and 0 ≤ ϕ1, ϕ2 ≤ 2pi. The action of the map
B ◦ Φ1 ◦ Uθ,ϕ on a diagonal density matrix ρm = diag(m, 1 − m) (where Uθ,ϕ is
understood to act by similarity) is analogous to the action of the stochastic map
Tp,p of Eq.(3.4) on the probability vector vm = (m, 1−m)T:
B
(
Φ1
(
Uθ,ϕρmU
†
θ,ϕ
))
= Tsin2 θ,sin2 θvm , (3.8)
upon identifying p = sin(θ)2. It is thus always possible to reproduce any doubly
stochastic maps through a proper choice of θ.

Proposition 2 Any two-dimensional stochastic map may be represented on diago-
nal density matrices by the action of a completely dephased unitary map, followed
by an amplitude damping channel.
Proof: By direct application of the map Ξη ◦ Φ1 ◦ Uθ,ϕ we find a state ρm′ with
excitation probability (c ≡ cos(2θ)):
m′ = cos(2θ)(1− |η|)m+ 1 + |η| cos(2θ)− cos(2θ) + η
2
, (3.9)
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while the action of Tp,q on the vector vm gives a vector vm′ , with m
′ = (1 − p −
q)m + q. By equating the two new excitation probabilities one obtains the desired
relationships between the parameters defining the two different maps:
η = q − p ; cos(2θ) = 1− p− q
1− |q − p| . (3.10)
Proposition (2) (and hence (1)) can then be translated into:
B
[
Ξ|q−p|
(
Φ1
(
Uf(p,q),ϕρmU
†
f(p,q),ϕ
))]
= Tp,qvm , (3.11)
where
f(p, q) :=
1
2
arccos
(
1− p− q
1− |q − p|
)
. (3.12)

Even though there is no claim here for this embedding to be the only possible
or the most general one, it is clear that all values of p and q, and thus all two-
dimensional stochastic maps, can be reproduced by the open dynamics we considered
by an appropriate choice of η and θ.
3.3 The noisy cellular automaton model
Using the embedding of two-dimensional stochastic maps into dissipative qubit
dynamics described in the previous section, it is now possible to define an extended
single excitation dynamics on a 1-d lattice of qubits employing a partitioned quantum
cellular automata structure. Let us consider the case of a single excitation transfer
from one end to the other of a chain composed of N qubits. As it is customary
when dealing with excitation transport processes, we shall restrict to the single
excitation subspace of the global, 2N -dimensional Hilbert space. This assumption,
which dramatically simplifies the treatise, is biologically well justified when modeling
photosynthetic systems, which host only one excitation at a time during a transport
dynamics. In this sector, the Hilbert space (whose dimension is now equal to N) is
spanned by the basis {|n〉} (1 ≤ n ≤ N), with |n〉 representing the state in which the
n-th qubit is in an excited state, while all the others are in the ground state. Let us
now define the CP-map Ω
(n)
η,ξ,θ,ϕ as the map acting as the composition of a unitary
U
(n)
θ,ϕ, a dephasing Φ
(n)
ξ and an amplitude damping Ξ
(n)
η on the two-dimensional
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subspace spanned by |n〉 and |n + 1〉, and as the identity on the remainder of the
single excitation subspace: Ω
(n)
η,ξ,θ,ϕ(ρ) = Ξ
(n)
η
(
Φ
(n)
ξ
(
U
(n)
θ,ϕρU
(n)†
θ,ϕ
))
, where ρ is a
density matrix with support in the single excitation subspace. We can then define a
noisy quantum cellular automaton on the lattice as the following map [97, 38, 101]
Ωη,ξ,θ,ϕ =
⊗
l odd
Ω
(l)
η,ξ,θ,ϕ
⊗
l even
Ω
(l)
η,ξ,θ,ϕ . (3.13)
Here, the “odd” and “even” prescriptions in the labels realise a partitioning of the
lattice, taking into account the non-commutativity of CP-maps acting on overlapping
subsystems: One step of the automaton consists first in applying the map on disjoint
pairs of neighbouring qubits, and then in applying the same operation shifted by
one lattice position (cf. Fig.(3.2) and Fig.(3.3)). The lattice may be a ring – in
which case the map ΩNη,ξ,θ,ϕ acts on the state |N〉 and |1〉 – or open – in which case
the map ΩNη,ξ,θ,ϕ is not applied
8. As we saw in Sec.(3.1), any unitary quantum
cellular automaton may be realised, up to shift operations, by adopting such a
partitioning, based on the iteration of the same map between alternate pairs of
neighbouring qubits and, although no corresponding general theorem exists for noisy
CP-maps [105], the above maps are by construction causal and – on infinite lattices –
invariant under the squared shift operator, so that it seems appropriate to maintain
the denomination of (noisy) quantum cellular automata for them9.
A classical transfer process may be modeled on such a lattice by a chain of
identical stochastic transition matrices which, in the light of Proposition 2, can be
represented by the CP-map Ωη,1,θ,ϕ acting on diagonal (classical) states, where the
dephasing channel is set to a total dephasing, with strength ξ = 1. Hence, the
class of cellular automata just designed is such that one can study classical transfer
by setting ξ = 1, and then enter the quantum regime by decreasing the dephasing
strength ξ from 1 to 0. While still in a sense arbitrary, it can be argued that this
model is – though in a very simple way – representative of the classical to quantum
transition in actual physical systems, in that it enacts such a transition entirely by
8In the case of odd N , a lattice on a ring would require specific prescriptions for the partition
used. However, this is really a matter of technicalities, which have very little bearing on what
follows.
9Although derived from a definition on the full tensor product Hilbert space, the automaton
of Eq.(3.13) is, in a sense, a generalization to CP-maps of the unitary automata in direct space
(1-excitation subspace) first considered in [93]. It has been argued that these should be considered
as an example of “quantum walks” [38].
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Figure 3.3: (left) The classical homogeneous random walk on an open chain of N = 4 sites;
(right) One time step scheme of the equivalent partitioned random walk, which represents
the classical dynamics QCA (3.13) is reduced to when total dephasing (ξ = 1) is applied.
changing a dephasing strength, which is the main decoherence mechanism in any
open quantum system. In practical cases, dephasing results from the coupling with
the environment, which sets the privileged basis.
Given p and q of a classical stochastic transfer process, one can construct the
corresponding class of quantum cellular automata Ωη,ξ,θ,ϕ by setting η = q−p (whose
sign will determine the privileged direction of travel of the excitation along the
lattice) and θ = arccos
(
1−p−q
1−|q−p|
)
/2, and letting ξ vary from the classical automaton
for ξ = 1 to the “most quantum” (where no dephasing acts and coherent off-diagonal
terms are only suppressed by the amplitude damping) for ξ = 0. The phases ϕ1 and
ϕ2 are completely free, as one should expect since they cannot be determined by the
limiting classical process where they do not appear at all. Such phases do potentially
play a role in applications, as we will see in the next section.
3.4 Energy excitation transfer
Now that the structure of the dynamics is established, the model can be applied
to the study of energy excitation transfer through the lattice [2, 3, 4, 5, 6, 7, 8, 9, 10,
11, 13, 14, 15, 16] by comparing, at given local transition probabilities p and q, the
performance of a classical process with that of quantum dynamics where coherent
phases are allowed to develop and interfere along the chain. Let us stress once again
that the equality of the local transition probabilities ensures that all the difference
between the classical and quantum cases is exclusively down to quantum coherence.
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Energy transfer will be studied by assuming the pure initial state |1〉, with a
single excitation localized on the first site of the chain. The excitation absorption
by a receptor located at site |N〉 and |N/2 + 1〉 for, respectively, an open chain and
a ring of N sites (taking, for simplicity, N to be even), is modeled by a quantum
measurement with elements M0 = 1− |N〉〈N | and M1 = |N〉〈N | (replacing N with
N/2 + 1 for a ring). This measurement process can be expressed in the following
(unconditional) form:
ρ → |0N 〉〈0N | ⊗ 〈0N |ρ|0N 〉
TrL\N (〈0N |ρ|0N 〉)
+
|1N 〉〈1N | ⊗ 〈1N |ρ|1N 〉
TrL\N (〈1N |ρ|1N 〉)
=
|0N 〉〈0N | ⊗ 〈0N |ρ|0N 〉
1− PN +
|1N 〉〈1N | ⊗ 〈1N |ρ|1N 〉
PN
, (3.14)
where TrL\N means tracing over the entire lattice excluding the last site and PN =
ρNN is the probability of finding the excitation on the last site. Whenever the
result of the measurement is 0, the form of the density matrix changes accordingly:
ρNj = 0 ∀j, ρjN = 0 ∀j (i.e. the Nth row and Nth column of ρ are killed
by the measurement) and all the other elements of ρ are renormalized by a factor
1 − PN . The next time step of the evolution is then applied to this new density
operator, and the dynamics goes on until outcome 1 occurs, whereby the excitation
is captured at the receptor and the transfer process stops.
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The quantity we keep track of during the evolution of the automaton is the total
probability of absorption after t time steps of the dynamics. More precisely, this is
the total integrated probability that after t iterations of the automaton after which
a measurement on site N has been performed at some fixed rate ∆t, the system has
measured the excitation. In formulae, when ∆t = 1:
P totN (t = 1) = ρNN (t = 1)
P totN (t = 2) = [1− (1− ρNN (t = 1))︸ ︷︷ ︸
1−P totN (t=1)
(1− ρNN (t = 2))]
P totN (t = 3) = [1− (1− ρNN (t = 1))(1− ρNN (t = 2))︸ ︷︷ ︸
1−P totN (t=2)
(1− ρNN (t = 3))]
. . . (3.15)
and so on.
As a preliminary investigation, the optimal rate of measurement at the recep-
tor site, in terms of maximizing the absorption probability, was considered. In the
classical case (ξ = 1), where the only effect of measuring 0 is renormalizing the prob-
ability distribution, the optimal rate is measuring after every step of the automaton.
In the quantum case, a failed absorption has the additional effect of destroying the
off-diagonal terms involving the receptor site: nonetheless, it turns out that in the
vast majority of cases that have been considered measuring after every step is still
the optimal strategy, with very marginal gains when measuring every two steps
in few specific cases. In the following, we will hence always consider absorption
measurements performed at each step of the automaton.
Let us start by considering an open chain of N = 64 sites10. The case p = 0.7 and
q = 0.5 is illustrated in Fig.(3.4)11. The advantage granted by quantum coherence
is manifest, in that, for ϕ1 + ϕ2 = pi, the presence of the off-diagonal terms of the
density matrix increases dramatically the absorption probability at each step in the
early dynamics (reflected in the increased slope in Fig.(3.4)). Interestingly, after such
an initial boost, systems with stronger quantum coherence are slower in saturating
the integrated probability to 1 than more classical counterparts. Increasing the
10Notice that in the absence of periodic boundary conditions one drops global translational in-
variance.
11Figures from 3.4 to 3.8 are reprinted from [77]. Copyright (2014) by the American Physical
Society.
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Figure 3.5: Integrated probability of absorption through an open chain with N = 64, p = 0.5,
q = 0.5, various values of ξ, from classical (ξ = 1, denoted by “Class”) to most quantum
(ξ = 0), and phases ϕ1 + ϕ2 = pi (a) and ϕ1 = ϕ2 = 0 (b).
bias η = |q − p| enhances the effect of the amplitude-damping channel, and thus
diminishes the difference between the corresponding quantum and classical cases.
In point of fact, note that, when η = 1, the map becomes classical regardless of the
choice of ξ and other parameters: this is, so to speak, the ballistic limit, where the
excitation is deterministically transferred through the chain in N/2 steps. While
trivially optimal, this is not such an interesting regime when modeling stochastic
transfer phenomena. Further, notice that, because of the way the partitioning was
defined, any case with p = 1, including the one with q = 1 that can be obtained
by chains of unitary swap operations, also results in ballistic transfer. The benefit
granted by stronger amplitude damping in this model is distinct from the seminal
cases of noise assistance flagged up in [7, 8, 9, 10, 11], where local dephasing is
responsible for suppressing destructive interference 12. As we will see, the latter can
also be reproduced within the present framework.
Intriguing effects become apparent setting p = q = 0.5, as reported in Fig.(3.5).a
for an open chain with optimized phases (such that ϕ1+ϕ2 = pi). In this instance, the
gap between quantum and classical dynamics is at its widest, and purely quantum
distinctive features emerge. In particular, the integrated absorption probability
shows stationary points, whereby the instantaneous absorption probability is zero,
followed by sudden increases. This effect, for which heuristic analytical evidence is
provided in the next subsection, is a manifestation of destructive interference due to
the off-diagonal terms of the density matrix, and disappears as soon as any amount
12It must be said that, although expedient to comply with the literature on single-qubit channels,
the terminology “amplitude damping” is in this case slightly misleading, since here the environment
is not locally draining excitations, but rather acting at the interface between two qubits by pushing
the excitation along a privileged direction.
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of dephasing is introduced. It is however a purely quantum effect, which could in
principle be observed.
Dephasing-assisted transfer is apparent in Fig.(3.5).b, where the parameters are
set as in Fig.(3.5).a except for the coherent phases ϕ (also, a different set of values for
ξ is taken into account). In this case destructive interference is clear in the quantum
case (ξ = 0), where the integrated probability soon encounters a plateau, and is
suppressed as soon as some dephasing noise is introduced. An optimal value around
ξ = 0.05 can be determined with this choice of parameters. This is at variance with
the stationarity encountered for optimized phases, where each stationary point is
followed by a steep ramp of constructive interference. This provides a clear indication
that this framework is capable of highlighting the dependence of noise-assistance on
the phases of coherent interactions (the unitary U , in our discrete treatment): for
certain choices of phases (such as the one in Fig.(3.5).a), dephasing noise helps only
marginally and at long times (after the initial quantum boost)13.
The case of a ring with N = 64 is depicted in Fig.(3.6).a, and confirms that the
advantage granted by quantum coherence is most apparent in the case p = q = 0.5,
and tends to vanish as the difference between p and q increases. The quantum
advantage in the transfer probability critically depends on the number of qubits N :
with more qubits, the effect of constructive interference becomes more relevant and
enduring. This advantage is reminiscent of the speed-up occurring in random [34]
or Hamiltonian [20] quantum walks – where by “random” quantum walk we refer to
dynamics featuring a coin Hilbert space – which share similarities with the present
approach. For instance, the analogous of Fig.(3.6).a for N = 18 is reported in
Fig.(3.6).b, and shows that the classical maps surpasses their quantum counterparts
(with optimally chosen phases) after at most 70 time-steps.
3.4.1 Coherent effects on absorption
Let us conclude this chapter by giving a plausible explanation regarding the
mechanism underlying the dephasing-assisted transfer observed in Fig.s(3.5). Re-
calling the partitioning induced on the lattice by the automaton, the global operators
composing the map Eq.(3.13) are block diagonal matrices, where for the even par-
titioning all the blocks are 2 × 2, while for the odd partitioning the first and last
13Notice that the action of local dephasing on each qubit is equivalent to the action of our
dephasing channel in the single excitation subspace.
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Figure 3.6: Difference between most classical (ξ = 1) and most quantum (ξ = 0) integrated
probabilities of absorption through a ring with ϕ1 = ϕ2 = 0, various values of p and q, and
N = 64 (a) and N = 18 (b).
blocks are just the 1-dimensional identity. Because of the neighbouring scheme of
the automaton, only 3 sites directly interact with each other at each iteration.
Focusing only on the last 3 sites of the N×N global density matrix ρ, the action
of the unitary part of the map (Eq.(3.13)) is given by 14:
Uodd(3×3)U
even
(3×3)ρ(3×3)U
even†
(3×3)U
odd†
(3×3), (3.16)
with
ρ(3×3) =

ρN−2,N−2 ρN−2,N−1 0
ρ∗N−2,N−1 ρN−1,N−1 0
0 0 0
 , (3.17)
and
Ueven(3×3) =

u22 0 0
0 u11 u12
0 u21 u22
 , Uodd(3×3) =

u11 u12 0
u21 u22 0
0 0 1
 , (3.18)
which gives a probability of absorption at time t+ 1:
ρ
(t+1)
NN = |u21|2
[
|u21|2ρ(t)N−2,N−2 + |u22|2ρ(t)N−1,N−1 +
(
u21u
∗
22ρ
(t)
N−2,N−1 + c.c.
)]
. (3.19)
In the case p = q = 0.5, using Eq.(4.4), the equation above reads
ρ
(t+1)
NN =
ρ
(t)
N−2,N−2 + ρ
(t)
N−1,N−1
4
− |ρ(t)21 | cos(ϕ2 − ω(t)) , (3.20)
where we have introduced a notation such that the complex off-diagonal terms of
14Let us remind the reader that all the entries in the Nth row and column of the global state of
the system ρ are set to 0 due to the measurement that took place at the previous time step.
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Figure 3.7: Integrated probability of absorption through an open chain with N = 64, ϕ1 +
ϕ2 = pi and various values of p, q. The dephasing channel is switched off (ξ = 0).
ρ are written as ρ
(t)
N−2,N−1 ≡ eiω(t)|ρ21(t)|. The stationarity of the total probability
of absorption we can see in Fig.(3.7) occurs when ρ
(t+1)
NN ' 0 at some time-step.
It can be easily shown that such a condition is only possible when ρ
(t)
N−2,N−2 '
ρ
(t)
N−1,N−1, ω(t) = ϕ2 and, most importantly, when the off-diagonal term is such that
|ρ(t)N−2,N−1| =
√
ρ
(t)
N−1,N−1ρ
(t)
N−2,N−2, which is the maximum value compatible with
the positivity condition on ρ15. This is the reason why any amount of dephasing will
prevent the cancellation above, and hence stationarity from happening (Fig.(3.8)).
Recalling that the amplitude damping channel (Eq.(3.6)) also suppresses coher-
ent off-diagonal terms by a factor
√
1− |q − p|, the same argument heuristically
explains why stationarity is ruled out for any dynamics with p 6= q (Fig.(3.7)).
We point out that the mechanism just described, even though convincing enough,
is likely not to be the end of the story. Another localization effect driven by quan-
tum coherence and directly dependent on the values of the free phases ϕ1 and ϕ2,
may affect significantly the transport performance. Evidence for this effect will be
provided numerically in Sec.(4.2), within the context of quantum state transfer.
15The positivity condition is equivalent to saying that any reduced state of ρ must in turn be
positive. Since partial tracing in the first excitation sector is equivalent to renormalizing, we have
|ρ(t)N−2,N−1|2 ≤ ρ(t)N−2,N−2ρ(t)N−1,N−1, ∀ t.
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Chapter 4
Quantum state transfer through
noisy QCA
In general, when dealing with spatially discrete quantum systems, the aim of a
quantum state transfer protocol is to transfer with unit fidelity an unknown arbitrary
quantum state from a sender to a receiver through a network of interacting quantum
systems, which is initially in its ground (or “vacuum” ) state. If qubits are consid-
ered, then a generic state prepared on the sender qubit s (|ψ〉s = α|0〉s+β|1〉s) must
be dynamically transported through the network in a finite time t∗ to the receiver
qubit r (and possibly read out):
|ψ〉s ⊗ |00 . . . 0〉network ⊗ |0〉r t
∗<∞−→ |φ〉 ⊗ |ψ〉r (4.1)
where the resulting state of network and sender |φ〉 at the end of the process does
not matter. Of course a sequence of unitary swap gates would be a straightforward
solution, but it would require a considerable amount of control over the dynamics
as well as complete absence of noise. Since we are interested in venturing into the
noisy regime, Eq.(4.1) must be recast into:
|ψ〉s⊗|00 . . . 0〉network⊗|0〉r t
∗<∞−→ ρ(t∗) s.t. ρr(t∗) ≡ Tr¬r (ρ(t∗)) = |ψ〉〈ψ|, (4.2)
where Tr¬r(ρ) denotes partial tracing on the whole network but the receiver qubit
r. As already mentioned in the introduction, by far the two prominent approaches
to quantum state transfer are represented by spin chains – which are continuous-
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time, unitary dynamics – and quantum walks; so far, only the latter has developed
a formalism in which noise can be taken into account. However, to the author’s best
knowledge, the whole literature on quantum state transfer through noisy quantum
walks is comprised of only one paper [44], where in turn quite stringent restrictions
are imposed to the dynamics1.
This chapter, based on [106]2, is devoted to studying the transport of a quantum
state through qubit lattices governed by noisy QCA evolutions. The QCA struc-
ture allows to define a discrete time dynamics in which one does not need to resort
to an arguably unpractical bipartition of the Hilbert space into internal and posi-
tion degrees of freedom (as in quantum walks), and at the same time grants the
development of the first strictly local model of noisy quantum state transfer.
In the first section, the QCA dynamics introduced in the previous chapter will
be extended to a Hilbert space equipped with a global vacuum state, leading us
to determine the dynamical constraints that define the class of noisy QCA in this
subspace. In the second section we will study the transport performance through
numerical simulations, showing that for some instances of the dynamics perfect
quantum state transfer is attainable and discussing the impact of the different types
of quantum noise taken into account in the model.
4.1 Noisy QCA dynamics in the 0⊕ 1 sector
While in the previous chapter we defined a framework which was sufficient to
study single excitation transport, our aim now is to apply the same dynamics to the
transport of a quantum state, i.e. we want to investigate how well our noisy QCA
dynamics can transport initial on-site coherences, besides excitations. In order to
do that, i.e. to transport the state of a qubit (as in Eqs.(4.1) or (4.2)), we need to
extend the action of the automata CP maps from the single excitation sector (SES),
to a Hilbert space which must also include a global vacuum state, the state in which
there are no excitations in the chain. Let us recall that the full Hilbert space H⊗N
(where H indicates the Hilbert space of a qubit) can always be decomposed into the
1Symmetry in the left/right propagation and, above all, absence of backflow of the wavefunction
out of the receiver site, which acts as a sink.
2Online version at http://stacks.iop.org/1751-8121/48/i=19/a=195304.
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direct sum of its number conserving sectors:
H⊗N =
N⊕
e=0
He . (4.3)
With the assumption that no other sectors are populated, our maps will then be
defined in the subspace with 0 and 1 excitations, H0 ⊕H1. Let us stress that there
is a systematic way of going from this reduced subspace to the full H⊗N , making
the notion of partial trace (and thus reduced state) still meaningful and well defined
(see Appendix A).
In terms of the operators involved in the evolution of the system, including
a global vacuum simply translates into adding a row and a column to the global
density matrix ρ and to the Kraus operators composing the global channel. Let us
then focus on the Kraus operators formalism representing the map in Eq.(3.13).
First, using Eq.(3.7) and Eq.(3.10-3.12) we can express Uθ,ϕ explicitly in terms
of the transition probabilities p and q3
U
(l)
p,q,ϕ =
1√
1− η
√1− p √qeiϕ2√
qeiϕ1 −√1− pei(ϕ1+ϕ2)
 . (4.4)
We will be regarding p and q as the probability of the classical stochastic dynamics
to jump one site on the left and on the right, respectively. We will always consider
the case p ≥ q, as we also arbitrarily choose to set the transfer direction in the chain
from left to right. The superscript (l) will be used throughout the rest of the chapter
to indicate local operators. As regards the general expression of the local channel
representing the map Ω
(n)
η,ξ,θ,ϕ (Eq.(3.13)), we find:
K
(l)
0 =
√
1− ξ/2
1− η
√1− η√1− p √1− η√qeiϕ2√
qeiϕ1 −√1− pei(ϕ1+ϕ2)
 , (4.5)
K
(l)
1 =
√
ξ/2
1− η
√1− η√1− p √1− η√qeiϕ2
−√qeiϕ1 √1− pei(ϕ1+ϕ2)
 , (4.6)
3Eq.(4.4) represents the case p ≥ q. When q > p, then U (l)p,q,ϕ → U (l)q,p,ϕ. Notice also that the
parametrization presented here corresponds to Eq.(3.7) provided ϕ1 → ϕ1 + pi.
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K
(l)
2
√
η
1− η =
 0 0√
1− p √qeiϕ2
 . (4.7)
The above operators are obtained by changing to a unitary equivalent representation
for the dephasing channel (Eq.(3.5)) composed of only two Kraus operators and then
by multiplying U
(l)
p,q,ϕ by the combination of the application of the new dephasing
channel followed by the amplitude damping channel of Eq.(3.6).
Given the QCA structure, the global channel in the SES is identified by three
N×N block diagonal matrices {K(s)µ } (the superscript (s) identifies operators acting
on the SES) in which the blocks are the corresponding local operators {K(l)µ }. In
the full (SES plus vacuum) Hilbert space H˜ we can write4
K˜µ =
 zµ V †µ
Wµ K
(s)
µ
 , µ = (0, 1, 2), (4.9)
where {Vµ} and {Wµ} are N -dimensional vectors, {zµ} are the |0〉〈0| scalar entries
in the enlarged Hilbert space, and we have introduced a tilde-notation such that X˜
represents an (N + 1)-dimensional operator. One time step of the QCA evolution of
the system (Eqs.(3.13)) can then be explicitly written as:
Ω˜(ρ˜) =
2∑
ν=0
K˜(odd)ν
 2∑
µ=0
K˜(even)µ ρ˜K˜
(even)†
µ
 K˜(odd)†ν (4.10)
The condition for the new Kraus operators to sum up to the identity
∑
µ K˜µ
†
K˜µ =
1 now reads:
∑
µ
 |zµ|2 + ||Wµ||22 c.c.
(zµVµ +K
(s)
µ
† ·Wµ) (Vµ · V †µ +K(s)µ
† ·K(s)µ )
 = 1, (4.11)
4Assuming the operators in Eq.(4.9) refer to the even partition of the lattice, the odd partition’s
ones will simply be:
K˜µ =
(
zµ V
†
µ
Wµ σK
(s)
µ σ
†
)
, µ = (0, 1, 2), (4.8)
where σ is the one site shift operator. Some extra care must be taken when applying the shift to
chains with no periodic boundary conditions (see later on).
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which leads to a set of constraints:
∑
µ(|zµ|2 + ||Wµ||22) = 1∑
µK
(s)
µ
† ·Wµ = 0
Vµ = 0, ∀µ
(4.12)
where Vµ = 0, ∀µ, is due to the fact that the outer product of a vector with itself
gives a nonnegative matrix, and we already had
∑
µK
(s)†
µ K
(s)
µ = 1.
Looking at Eq.(4.9), we see that the two vectors Wµ and Vµ can be thought of,
respectively, as excitation “pumping” and dissipation processes, in that the former
represents the entries of {K˜µ} that account for the creation of an excitation from
the vacuum ({Wµ} ↔ {(|n〉〈0|)µ}Nµ=1), while the latter provides those entries such
that excitations are annihilated into the vacuum ({Vµ} ↔ {(|0〉〈n|)µ}Nµ=1). Notice
that we do not allow for more than one excitation in the lattice during the transport
and thus the role of the {Wµ} vectors in the dynamics is to increase at each time
step of the evolution the probability of having the excitation somewhere in the chain.
Nonetheless, the two sets of vectors are in a broad sense representative of dissipation
and excitation effects when hypothesizing a physical realization of a QCA quantum
state transport device.
Given the Kraus operators of the single excitation sector, K
(s)
µ , Eqs.(4.12) leave
one with a certain freedom in the choice of the Wµ. In other words, for each noisy
QCA dynamics in the SES, we are left with a whole class of dynamics in the extended
Hilbert space. We notice that one can take advantage of the peculiar block structure
of the QCA dynamics (Eq.(3.13)) in order to characterize the vectorsWµ. For closed
chains with N even, each of the two QCA partitions are formed of N/2 blocks of
local (2× 2) Kraus operators lying on the diagonal of the global operator. Looking
back at the set of constraints (Eq.(4.12)), the aforementioned block structure implies
that
∑
µK
(s)
µ
† ·Wµ = 0 can be regarded as a local condition, as it can be rewritten
in the form: ∑
µ
K(l)µ
† ·wµ(Ni) = 0, ∀i, (4.13)
where the vectors wµ(Ni) are N/2 2-dimensional local vectors defined at each neigh-
borhood {Ni}N/2i=1 . These vectors could in principle be different from each other.
However, we can state the following:
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Proposition 3 The extention to the 0⊕ 1 sector of the Hilbert space of the class of
noisy quantum cellular automata defined in Eq.(3.13) preserves invariance under the
squared shift operator iff the vectors Wµ defined in Eq.(4.9) are block translational
invariant.
Proof: The 2-site block translational invariance condition can be checked by directly
computing the sum of the commutators between the squared lattice shift operator
σ2 and the operators defining the QCA map:
∑
µ
[
σ˜2, K˜µ
]
=
∑
µ

1 0
0 σ2
 zµ 0
Wµ K
(s)
µ
 −
 zµ 0
Wµ K
(s)
µ
1 0
0 σ2

=
 0 0∑
µ
(
σ2 ·Wµ −Wµ
) ∑
µ
[
σ2,K
(s)
µ
]
 . (4.14)
In the SES with periodic boundary conditions, the block diagonal structure of K
(s)
µ
ensures that
∑
µ
[
σ2,K
(s)
µ
]
= 0. The translational invariance of the extended QCA
dynamics is thus retained when the Wµ vectors are translationally invariant, as in
that case the order with which a squared shift of the lattice and the QCA map are
applied does not matter:
∑
µν
σ˜2
(
σ˜K˜µσ˜
†K˜ν ρ˜K˜ν
†
σ˜K˜µ
†
σ˜†
)
σ˜2† =
∑
µν
σ˜K˜µσ˜
†K˜ν
(
σ˜2ρ˜σ˜2†
)
K˜ν
†
σ˜K˜µ
†
σ˜† (4.15)

Hence, in light of Prop.(3), we must set the vectors wµ(Ni) to be the same (for
a given superoperator µ) in every neighborhood, thus dropping the neighborhood
index dependence Ni: Wµ =
⊕
wµ, with wµ = (w
0
µ, w
1
µ), ∀µ. This way this source
of noise represents another homogeneous property of the dynamics.
There is still an even more important issue to be considered. In fact, the intro-
duction of a global vacuum implies that our extended interactions may not fulfill
the stringent causality definition of Eq.(3.1), which is a crucial property for a QCA
evolution. Indeed, it turns out that additional constraints need to be added to the
dynamics. The question of which of our extended CP-maps are still causal – hence
representing a well-defined noisy QCA – is settled by the following statement:
Proposition 4 The class of proper – i.e. causal and translational invariant – noisy
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quantum cellular automata on a 1-dimensional qubit lattice, when the dynamics is
restricted to the 0⊕ 1 sector of the Hilbert space, is defined by the set of constraints:

Wµ =
⊕N/2wµ , ∀µ
Vµ = 0 , ∀µ∑
µ(|zµ|2 + N2 ||wµ||22) = 1∑
µK
(l)
µ
† ·wµ = 0∑
µ zµw
i
µ =
∑
µw
i
µ = 0 , i = 0, 1
(4.16)
Proof: Given a global density matrix ρ˜ =
∑N
j,k=0 ρjk|j〉〈k|, we have (see Appendix
A) that the reduced state of a qubit at any site x and the reduced state of the
neighborhood Nx (Nx = {x, y ≡ x+ 1}) are, respectively:
ρx =
∑l 6=x ρll ρ0x
ρ∗0x ρxx
 , ρNx =

∑
l 6=(x,y) ρll ρ0x ρ0y
ρ∗0x ρxx ρxy
ρ∗0y ρxy∗ ρyy
 . (4.17)
In order to check the causality condition Eq.(3.1), it is sufficient to directly calculate
the reduced state of qubit x after an application of half step of the QCA, the step
where the lattice partition is such that the two qubits in Nx interact through one of
the local maps composing the global dynamics of Eq.(3.13). After a straightforward
calculation, we find that the new state of qubit x can be expressed in the form:
ρ(new)x =
1− fx|2 − ρ00∑µwx|2µ gx + ρ00∑µ zµwx|2µ
c.c. fx|2 + ρ00
∑
µw
x|2
µ
 , (4.18)
where •|2 means • modulo 2 and fx|2 = fx|2(ρ0x, ρ0y, ρxx, ρyy, ρxy), gx = gx(ρ0x, ρ0y).
The value of functions f and g is determined only by the parameters of the dynamics
(through {Kµ}, {Wµ} and {zµ}) and the components of the reduced state of the
neighborhood before the evolution (Eq.(4.17)). Two global states ρ˜ and ρ˜′ having
ρNx = ρ′Nx before the evolution will thus give new reduced states on x such that:
ρ(new)x − ρ
′(new)
x =
(ρ′00 − ρ00)∑µwx|2µ (ρ00 − ρ′00)∑µ zµwx|2µ
c.c (ρ00 − ρ′00)
∑
µw
x|2
µ
 (4.19)
In order to have causality, the above difference must be zero for all ρ00 and ρ
′
00.
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We thus find that, when preserving the dynamics Eq.(3.13) in the single excita-
tion sector, the class of causal QCA is selected by the following constraints
∑
µ zµw
0
µ =
∑
µ zµw
1
µ = 0∑
µw
0
µ =
∑
µw
1
µ = 0
(4.20)
which, combined with Prop.(3) and Eqs.(4.12), verify the claim of Prop.(4).

As a concluding remark for this section, we note that the fact that {Vµ} (Eqs.(4.16))
are null means that the probability of having no excitations in the chain cannot in-
crease during the evolution. Hence, the system is not subject to dissipation-like
effects.
Of course one can in principle obtain other CP-maps in the enlarged Hilbert
space, possibly with Vµ 6= 0, by rescaling the SES process (e.g. K(s)µ → cK(s)µ , ∀µ,
with |c| < 1). However, we are interested in preserving the SES dynamics previously
introduced, so we will only deal with the case characterized by Eqs.(4.12).
4.2 Quantum state transfer
We can now proceed to analise numerically the quantum state transfer perfor-
mance of the QCA dynamics. We will consider two different settings: an open linear
chain and a ring composed of an even number N of qubits. In both cases we will
assume the transfer of the quantum state to take place from left to right (p ≥ q),
from the first site to the antipodal one, i.e. site N for a chain and N/2 + 1 for
a ring. To quantify the transport, we will be employing the Uhlman fidelity (cf.
Sec.(1.8.3)) between quantum states σ an ρ: F (σ, ρ) = Tr(
√
σρ
√
σ). Since the ini-
tial state to be trasferred will be pure, in our case the fidelity is reduced to the form
F (t) = 〈ψ(0)|TrL\x(ρ(t))|ψ(0)〉, where the reduced state of the target x qubit is
obtained by tracing the global state ρ over the entire lattice L but the qubit itself
(see Appendix A). For any given setting, we will be considering as our figure of merit
the average of the fidelities obtained by simulating the transfer of an ensemble of
initial states drawn at random according to the Haar measure.
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By observing the form of the local Kraus operators composing the channel,
Eqs.(4.5,4.6,4.7), the first thing to note is that the closest the dynamics to uni-
tarity, the more it is driven by the action of K
(l)
0 ; when the dynamics is purely
unitary (ξ = 0, η = 0) K
(l)
1 and K
(l)
2 vanish. Since we are investigating a quantum
dynamics, it is legitimate to be mostly interested in both the unitary and an “almost
unitary”regimes, the study of the latter being relevant when envisaging a physical
device which would naturally be exposed to some noise due to unavoidable coupling
with the environment. Thus, when in these two regimes, it seems appropriate to
privilege a tuple of the form {cµ} = (a, b, c), a  b ' c, for the relative weights of
the global channel’s {zµ} of Eq.(4.9). Moreover, it is reasonable to expect that with
such {cµ} the transfer fidelity will be higher. The same reasoning can be applied
to the single excitation sector of the dynamics when dealing with the odd partition
of an open chain. In that case, the N/2 − 1 local operators do not act on the first
and last qubits, so that the first and last entries of the global operators of the odd
partition are just scalars which have to be set such that they sum up to one to
meet the identity condition for the Kraus operators. In this case we decide to set
K˜110 = K˜
NN
0 = 1; K˜
11
i = K˜
NN
i = 0, for i 6= 0; for the global dynamics we set
{cµ} = (1, 0, 0).
Let us start analyzing our numerical results by focusing on a linear open chain. In
Fig.(4.1) we show the average fidelity of transfer on a chain of N = 8 qubits for a fully
unitary dynamics (i.e. η = 0, ξ = 0 and Wµ = 0, ∀µ) with p = q = 0.5. The three
lines plotted correspond to three different choices for the two free phases appearing in
the general parametrization of U (l) (Eq.(3.7)). As it can be clearly seen, these phases
do play a role in the transferring process, in that for both phases set to zero 〈F (t)〉
fluctuates around ∼ 0.5 (which is merely the average fidelity between two random
Haar distributed states), whereas when either (ϕ1, ϕ2) = (0, pi) or (ϕ1, ϕ2) = (pi, 0)
the amplitude of the average fidelity fluctuations in time are much wider and there
are several times at which the fidelity is considerably higher than 2/3 [107], which
is the maximum value attainable using only classical transmission of information
(measure and prepare strategies).
This phase dependence could be related to an analogue effect observed when
dealing with the single excitation transport dynamics. By tuning the sum of the
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Figure 4.1: Average fidelity 〈F (t)〉 over a sample of 1000 evolutions starting from initial
states drawn at random from the Haar measure, for p = q = 0.5 and three different choices
of (ϕ1, ϕ2) on a linear chain of N = 8 qubits. No noise applied. The straight horizontal line
at F = 2/3 shows the highest fidelity for classical transmission of a quantum state.
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Figure 4.2: (a) Mean excitation position in time along a chain of N = 6 qubits and p = q =
0.5 for a dynamics in the sigle excitation sector. When ϕ1 + ϕ2 = 0 a localization effect
between the first two sites of the chain takes place. (b) Excitation transport performance
measured by the channel’s conductivity C(tend) = (1/tend)
∑tend
t=1 ρNN (t) to the last site
at the end of the evolution (tend = 160) vs ϕ1 + ϕ2 (same setting as in (a)). When no
dephasing is present (blue squares), by tuning the sum of the two phases ϕ1 + ϕ2 the
transport can be highly suppressed due to the observed localization effect. Interestingly
enough, the introduction of some dephasing relaxes the localization, thus enhancing the
transfer performance when ϕ1 + ϕ2 is not close to the optimal value of pi. When total
dephasing ξ = 1 is applied, the system undergoes a classical stochastic dynamics and the
two phases cease to play any role (black diamonds).
two phases, in the SES an interesting localization phenomenon takes place for which
the probability of finding the excitation can be highly concentrated between the
first two sites of the chain at all times of the evolution (Fig.(4.2).a). This of course
affects negatively the transport performance, as shown in Fig.(4.2).b. A detailed
analysis of a similar localization effect, possibly related to what we observe here, in
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a modelization of some biological systems, can be found in [108]. The analogy is
strengthened by the fact that in [108], like in our model, there is a phase parameter
that plays the same role in transport suppression. In the rest of the section we will
be showing results obtained with the optimized choice of phases (ϕ1, ϕ2) = (0, pi),
unless explicitly stated.
An even more dramatic effect on the transport performance is evident when
comparing settings in which the main two dynamical parameters p and q take equal
or different values. As Fig.(4.3) shows, when p = q the wide oscillations allow
for high fidelity peaks, whereas for p 6= q these oscillations are quickly damped
to a steady state close to 1/2. This is ascribable to the fact that turning on the
amplitude damping component (η 6= 0) of the channel means that coherences in
the SES get suppressed by a factor
√
1− η at each time step and that should affect
the transport of initial coherences with the vacuum state as well. In the limit of
maximum amplitude damping (p = 1, q = ,  ' 0), the channel does not allow for
coherences to build up in time in the SES. However, in such a limit the transfer
is almost perfect and the excitation is locked at the end of the chain, as it can be
easily understood by recalling that for vanishingly small values of q the excitation
cannot travel back along the chain. The steady classical maximum value of 〈F (t)〉 in
Fig.(4.3).b is due to the fact that initial vacuum coherences are perfectly transported
at the beginning till the end of the chain and then progressively absorbed, as one
can realize by directly computing the action of the channel in this particular case.
At the opposite extremum, when p = q = 1 (and ξ = 0), the channel is reduced
to the sole action of K
(l)
0 , which for ϕ1 = ϕ2 = 0 is a swap channel. The peak
structure that can be observed in Fig.(4.3).b is obtained because the swap channel
makes the entries ρ˜11 bounce back and forth along the diagonal and similarly moves
back and forth the two coherences along their row(column), as we can see by directly
computing the first time step evolution on a three qubit QCA (with Wµ = 0, ∀µ):
ρ˜(0) =

ρ00 ρ10 0 0
ρ01 ρ11 0 0
0 0 0 0
0 0 0 0
 ⇒ ρ˜(1) =

ρ00 0 0 |c0|2ρ10
0 0 0 0
0 0 0 0
|c0|2ρ01 0 0 ρ11
 , (4.21)
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Figure 4.3: Average fidelity in time for a chain of N = 8 qubits, with ξ = 0,{wµ} = 0,
for (a) a linear chain for different values of p and q; (c) a ring for p = q = (0.5, 0.7, 0.9);
the two extreme cases of a dynamics driven by an almost maximum amplitude damping
strength parameter (p = 1, q = ; in the plots  = 5 · 10−3) and a swap channel (p = q = 1)
for a linear chain (b) and a ring (d) (where the two resulting trends in 〈F (t)〉 are perfectly
superimposed).
The result above is obtained without specifying a priori any values for the tuple
{cµ}. As already anticipated at the beginning of this section, when the dynamics
is fully unitary (K
(l)
1 = K
(l)
2 = 0) only terms proportional to c0 will survive in the
first row(column) of the global density matrix ρ˜(t), hence choosing {cµ} = (1, 0, 0)
is crucial in order to have perfect state transfer.
Let us now add periodic boundary condition to the chain. Numerics show that
two considerations can be made about the differences in quantum state transfer
performance between this ring-like configuration and the previous one. The first
one is specific to the case of maximum amplitude damping η ' 1 where, as op-
posed to what happened in an open chain, now we find that vacuum coherences
are not absorbed after a transient time but are perfectly periodically transported
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back and forth along the chain together with the excitation, giving rise to exactly
the same maximum peaks structure resulting from a “swap”dynamics (Fig.(4.3).d).
Secondly, we note that in general, when equal settings are compared, introducing
periodic boundary conditions considerably improves the state transfer’s fidelity. As
an example of this general trend, compare Fig.(4.3).c and (4.3).a.
4.2.1 The noise
Finally, let us conclude this chapter by discussing the role of noise in our system.
In our dynamics the system-environment coupling is modeled through the action
of three different general kinds of noise: amplitude damping, phase damping and
“excitation pumping” -like noise. When transferring excitations only (SES), the for-
mer two could represent an advantage over a pure unitary dynamics. In fact, the
amplitude damping is needed in order to introduce an asymmetry between the two
directions of propagation, acting as a driving force to draw the excitation towards
the end of the chain, whereas the introduction of some dephasing may smooth the
localization effect previously discussed (Fig.(4.2).a,b) and/or contrast negative co-
herent effects on absorption (see Sec.(3.4.1)), allowing for a better transfer [77]. For
quantum state transfer though, coherences play a fundamental role and, as expected,
all the sources of noise we considered are always (apart from the very specific case
of Fig.(4.3).d) detrimental. More specifically, amplitude damping and dephasing
result in a damping of the coherent oscillations of 〈F (t)〉 (see Fig.(4.3).a and (4.4)),
whereas the restrictions imposed by the causality condition on {wµ} and {zµ} (last
two lines of Eqs.(4.16)) make a quantum state transfer dynamics with {wµ} 6= 0
strongly unfavorable. Assuming either {zµ} ∈ R or {wµ} ∈ R (the case where both
belong to C only complicates the picture without changing the results), we have
that the only solutions to Eq.(4.16) where {wµ} 6= 0 are such that zµ = z, ∀µ, and
we find that this condition, whatever the other parameters of the dynamics may be,
always translates into very poor quantum state transfer performance.
For the sake of the argument, one can think of relaxing the causality requirement.
In that case, as the third line in Eqs.(4.16) is just a matter of normalization, one
can build the vectors by satisfying
∑
µK
(l)
µ
† · wµ = 0, which, upon substituting
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Eqs.(4.5,4.6,4.7), reads:

√
1− ξ2
√
1− ηw00 +
√
ξ
2
√
1− ηw01 +
√
ηw12 = 0√
1− ξ2w10 −
√
ξ
2w
1
1 = 0
. (4.22)
where we introduced a notation such that waµ stands for the component a, a = (0, 1)
of each local vector pertaining to the Kraus operator µ. Of course, a whole set
of solutions for Eqs.(4.22) is possible. In order not to give too big a bias among
the different K˜µ driving the dynamics, it is reasonable to privilege the most “bal-
anced”solutions, the ones where |waµ−wbν | ≤ d,∀µ, ν, a, b, with the smallest possible
d. To this aim, it is thus necessary to avoid solutions proportional to (ξ/2)−1/2,
(1− η)−1/2 or η−1/2, where for some regimes of the dynamics some components waµ
could be arbitrarily big. One such solution reads:

w00 = w
1
0 = − T√3N
√
ξ/2
1−ξ/2
w01 =
T√
3N
(1−√η); w11 = − T√3N
w02 = w
1
2 =
T√
3N
√
ξ/2
√
1− η
(4.23)
Above, we assumed {wµ} ∈ R and we arbitrarily chose a normalization proportional
to T/
√
N , where the free parameter T tunes the strength of the noise. Notice that
Eqs.(4.23) assure that {waµ} ∈
[
±T/√3N
]
. As a result of relaxing causality, the
components of {wµ} and {zµ} are now “decoupled” and a tuple {zµ} = (c, 0, 0) –
which allows for the best quantum state transfer performance – can be selected.
However, as it can be appreciated in Fig.(4.4), the effect of this kind of noise is very
similar to that of the dephasing.
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Figure 4.4: Noisy dynamics for a ring of N = 8 qubits and p = q = 1. In the depicted case
T > 0 corresponds to the value T = 0.1 (see Eq.(4.23)). However, the magnitude chosen
for the two parameters ξ and T does not acquire any particular meaning here, as the figure
is intended to be only a representative example of the damping in 〈F (t)〉 resulting from
introducing noise (cfr. Fig.(4.3).d).
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Part III
Typicality
89

Chapter 5
Thermalization of finite
quantum systems
In this brief chapter we introduce the concept of typicality in quantum thermo-
dynamics. The attention will be focused on the issue of thermalization of quantum
states. In Sec.(5.2) numerical results concerning thermalization of locally-interacting
closed quantum systems are shown.
5.1 Thermalization and the typicality approach, in a
nutshell
It is a known, well-established empirical fact that a physical system weakly
coupled to a large bath will eventually evolve to a state which is independent from
all initial state, bath and bath-state interaction conditions, but only characterized by
a few macroscopic parameters of the bath, like its temperature. This thermalization
phenomenon holds for both classical and quantum systems. Furthermore, the final
“local” (when system and environment are considered as a whole) state will no longer
exhibit any macroscopically visible evolution, despite the underlying dynamics being
unitary, hence not leading to any fixed points. This ubiquitous, generic behavior
thus seems to be paradoxical, to some extent, when addressed within the framework
of quantum theory: In a sense, asking whether closed quantum systems thermalize
is equivalent to asking whether quantum mechanics alone – which is governed by the
time-reversal symmetric Schro¨dinger equation – is capable of describing irreversable
dynamics.
91
The typicality approach to the problem [46, 47, 45, 49] aims at giving an expla-
nation relying on the concept that an overwhelmingly large region of the portion
of the Hilbert space accessible1 to the evolving system is almost entirely filled with
typical states, i.e. states that possess similar properties, like expectation values of
a set of relevant observables, the probability to measure certain values for some
functions, or reduced density matrices. Here we choose to privilege an approach fo-
cused on estimating the form of the latter, mostly because reduced density matrices
amount to the set of all observables that can be locally defined for the system. To
demonstrate thermalization, one then wishes to show that for the vast majority of
pure states within a certain energy interval, the reduced density matrices pertaining
to a small subsystem are the same as the ones that would be obtained by tracing
out from the microcanonical ensemble corresponding to the same energy interval
[45, 46]. Let us stress that these arguments primarily address relative frequencies,
while delegating the dynamical mechanism leading to thermalization to the reason-
able expectation that, if what discussed above is verified, any dynamics will bring
and leave the system within the region filled by such typical states.
5.2 Kinematics versus dynamics
As already pointed out, although providing with valuable insights regarding fun-
damental issues in thermodynamics and statistical mechanics, the typicality ap-
proach to thermalization has the limit of treating the problem only from a kinemat-
ical point of view, without actually saying anything about the dynamical process
leading to thermal states. Indeed, although being a very generic behavior, when
trying to get to a rigorous derivation of fundamental dynamical laws explaining the
thermalization of small systems in contact with a much larger bath, one usually
needs very specific and technical hypothesis2. Of course, dynamics and kinematics
are two related aspects and heuristic reasonings linking the two can be presented,
for instance as follows (as detailed in [49]). Consider a dynamics that preserves the
volume of the microstates and partition the accessible region Ω of the Hilbert space
into two sets of states A and B according to some function f(ρ˜ ∈ Ω): Let ρ˜ belong
1The accessible region of the Hilbert space is defined by some macroscopic constraint, or con-
served quantity such as the energy of the system.
2The interested reader is pointed to Ref.[52], which provides a comprehensive overview of progress
and open questions concerning most approaches to the problem, along with a vast list of references.
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to A if
|f(ρ˜)− 〈f〉| ≤  , with  fmax − fmin , (5.1)
and to B otherwise. Upon indicating the volume of the Hilbert space of A and B by
Γ(A), Γ(B) respectively, by typicality we expect Γ(A) Γ(B). Also, if Γ(X → Y )
denotes the size of the set of microstates X that has evolved to the set Y in a
certain time t, assuming that the dynamics preserves the volume of microstates
implies Γ(A→ B) = Γ(B → A), and thus
Γ(A→ B)
Γ(A)
 Γ(B → A)
Γ(B)
. (5.2)
The above equation can be viewed as an explanation of the second law, in that it
expresses the statistical tendency of the microstates to evolve towards the “typi-
cal” set.
Of course, the argument just introduced is nothing more than a qualitative con-
ceptual clarification. Following earlier results [48, 53, 54, 55], rigorous, analytic
proof of dynamical thermalization have been obtained recently for weekly interact-
ing systems [51] and, above all, translational invariant systems with finite-range
interactions [50].
Given the peculiarities of quantum cellular automata, especially the distinguish-
ing strict causality of information propagation, it is interesting to see whether dy-
namical thermalization occurs in these systems as well. A loose (see e.g. [52]) but
nevertheless legitimate definition of thermalization when in absence of a clear way
to define a temperature, reads as follows:
Definition 6 Local thermalization Regardless of the initial conditions at time
t0 = 0, after a certain time t > 0, and for almost all times t
′ > t, any reduced state
of a small subsystem of a quantum many-body system evolving unitarily will be in the
maximally mixed state, or, equivalently, will have maximal reduced Von Neumann
entropy.
Interpreted in terms of typicality, as a consequence of the structure of the Hilbert
space, the above statement is analogue to saying that drawing a state at random from
the Haar measure over the unitary group, the larger the Hilbert space, the bigger
the probability of the state to be maximally entangled, hence locally thermal.
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Although at the time of writing no analytical proof is available, numerical evi-
dence suggest that indeed QCA show local thermalization, in that, with reference to
Fig.(5.1), for the overwhelming majority of unitary evolutions of a one-dimensional
QCA any small subsystem of the QCA after some equilibration time is characterized
by (almost) maximal Von Neumann reduced entropy S.
The plot below is obtained by simulating the evolution of a linear QCA of qubits
with periodic boundary conditions, initially prepared in a state of the computational
basis |Ψ〉. At each run, a local two-qubit unitary U is drawn at random from the
Haar measure, forming a global evolution G such as in Eq.(3.2). At each time
step 0 < t ≤ tmax, the Von Neumann reduced entropy S(ρi(t)) is computed for
all qubits i in the chain, where ρi(t) = TrL\i
[
Gt|Ψ〉〈Ψ| (G†)t] are the reduced
states. After time tmax, the QCA is set back to state |Ψ〉 and a new local unitary
is drawn. The scheme is repeated N times and the algebraic mean of all local
entropies 〈S(ρi(t))〉 = N−1
∑N
n=1 Sn(ρi(t)) is computed for all i and all t. As can
be inferred from the plot – net of an effect due to the finite size of the system
which affects the maximum values of the reduced entropies – all locally interacting
evolutions U ∈ U4×4 (except for a set of Haar measure ∅) show the signs of local
thermalization.
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Figure 5.1: Mean Von Neumann reduced entropy 〈S(ρi(t))〉 on one site of a 1-dimensional
PQCA of 8 and 10 qubits. Each line refers to an average over an ensemble of 250 different
evolutions, each of which given by a different local unitary drawn at random according to
the Haar measure. Even for such small size systems the reduced entropy is very close to the
maximum value.
94
Chapter 6
Quantum random scattering
interactions
In this chapter we present a modelization of scattering-like processes for dis-
crete quantum systems. Typical properties – i.e. mean values accompanied by
bounds on their fluctuations – of the state resulting from the interaction will be es-
timated through the evaluation of integrals over the Haar measure of the scattering
unitaries, together with the use of Levy’s lemma. Unlike the case of a usual system-
environment bipartition, all expectatation values one can compute within the model
turn out to be dependent on the initial global state.
We will first define the model in Sec.(6.1). Results concerning the purity of the
typical resulting scattered state will be discussed in Sec.(6.2), followed in Sec.(6.3) by
the details of the calculation leading to the equation of the average purity (Eq.(6.4)).
The last section of the chapter will deal with the properties of the mean state arising
from the interaction.
6.1 The model
Typicality-based arguments, such as in [45], often rely on estimations of rel-
evant quantities through averaging over the Haar measure on the Hilbert space
Hσ = Hσ ⊗H pertaining to a physical system σ interacting with an environment
. However, as anticipated at the end of Sec.(1.9), although allowing to shed light
on general properties and behaviours of quantum systems which otherwise would
be lost in either too demanding mathematical formulations or too specific physical
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modelizations, actual physical interactions cannot be accurately described by such
averaging procedures, as those interactions do not extend over the whole system-
plus-environment Hilbert space.
Building on the above consideration, a possible step towards a picture in which
a certain level of abstraction is retained and a slightly more realistic description of
physical interactions is provided may be achieved by restricting the Hilbert space
associated to the interaction through making a partitioning of the system into two
dynamically-wise distinct components: The main characteristic of the model pre-
sented here lies on the fact that only a part of the system interacts with the environ-
ment. The global state is tripartite, the system (S) being divided into an inner part
I which is sheltered from the environment E and a boundary B that interacts with
E. The dimensions of the Hilbert spaces HI , HB and HE need not and will not in
general be the same. The global state ρIBE supported on HI ⊗HB ⊗HE undergoes
a closed evolution and the scattering interaction between B and E is unitary (see
the sketch below).
(
I• B•) E•︸ ︷︷ ︸
U
For any given known initial pure global state, what can be said about the state
of the composite system IB after a random, unknown, scattering interaction? In
order to answer this question, we define the map:
Φ(ρIBE) 7→ TrE
[∫
Haar
dU (II ⊗ UBE) ρIBE (II ⊗ UBE)†
]
=: 〈ρIB〉 , (6.1)
where the Haar average over the unitary group takes into account the lack of in-
formation about the boundary-environment interaction. Indeed, Eq.(6.1) represents
the expectation value over the Haar measure of the reduced IB state after the scat-
tering process. We can also define the expectation value of the purity of the state:
〈pi(ρIB)〉 := TrIB
{∫
Haar
dU
[
TrE
(
(II ⊗ UBE) ρIBE (II ⊗ UBE)†
)]2}
. (6.2)
Both 〈ρIB〉 and 〈pi(ρIB)〉 can be calculated and, as we will see in the next sections,
the fluctuations around them can be bound by means of Levy’s lemma.
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6.2 Purity of the reduced scattered state
A remark on notation before starting to present the results of the model. In this
section, as well as throughout the rest of the chapter, we will use a convention such
that the indices of all matrices and coefficients will always follow the order: inner
system-boundary-environment. Also, δ will always represent the Kroneker symbol.
Given the general expression of the initial global (pure) state,
ρIBE = |Ψ〉〈Ψ| =
∑
ii′bb′ee′
ψibeψ
∗
i′b′e′ |ibe〉〈i′b′e′| , (6.3)
we obtain:
〈pi(ρIB)〉 = dB + dE
dBdE + 1
+
dB(1− d2E)
(dBdE)2 − 1 (∆− Γ) , (6.4)
where dX := dim(HX) and we have defined
∆ :=
∑
i,i′,(be),(be)′
i 6=i′,(be)6=(be)′
|ψi(be)|2|ψi′(be)′ |2 (6.5)
Γ :=
∑
i,i′,(be),(be)′
i 6=i′,(be)6=(be)′
ψi(be)ψ
∗
i′(be)ψi′(be)′ψ
∗
i(be)′ (6.6)
The details of the (rather long) calculation can be found in Section (6.3).
Proposition 5 When the initial system-environment state is separable, the mean
purity 〈pi(ρIB)〉 only depends on the Schmidt coefficients of the IB bipartition.
Proof: The initial state ρIBE = |Ψ〉〈Ψ| is such that
|Ψ〉 = |ΨIB〉 ⊗ |ΨE〉 =
(
MIB∑
i
ci|Ii〉 ⊗ |Bi〉
)
⊗
∑
j
ξj |Ej〉
 , (6.7)
where MIB = min((dim(HI),dim(HB)). By plugging the coefficients of the above
equation into Eq.(6.4) we have that the last term in the sum must (Γ) be null. In
fact, by fixing the index “e” and upon recalling that the sum in Eq.(6.4) is over
i 6= i′, for the last term to be non-zero we should have ib 6= i′b, which would imply
the existence of more than one Schmidt coefficient for each basis state in the Schmidt
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decomposition. So we have:
∆− Γ =
∑
i,i′,(be),(be)′
i 6=i′,(be)6=(be)′
[
|ψi(be)|2|ψi′(be)′ |2 − ψi(be)ψ∗i′(be)ψi′(be)′ψ∗i(be)′
]
=
∑
jklm
j 6=l
|cjξk|2|clξm|2
=
∑
jl
j 6=l
|cj |2|cl|2
∑
k
|ξk|2
∑
m
|ξm|2
=
∑
jl
j 6=l
|cj |2|cl|2 , (6.8)
where the last equality follows from the fact that the reduced state of the environ-
ment is trace-one. Hence when the initial state is separable such as is Eq.(6.7), the
resulting purity is:
〈pi(ρIB)〉 = dB + dE
dBdE + 1
+
dB(1− d2E)
(dBdE)2 − 1
∑
jl
j 6=l
|cj |2|cl|2 . (6.9)

A direct consequence of Proposition (5) and Eq.(6.9) is that when the initial
state of the IB system is also separable, i.e. |Ψ〉 = |I〉 ⊗ |B〉 ⊗ |E〉, M = 1, we get:
〈pi(ρIB)〉 = dB + dE
dBdE + 1
, (6.10)
which is the – well known (see for instance [109]) – result one would get if deal-
ing with a canonical bipartition of the global state between system (with dimen-
sion dB) and environment only. This is actually true regardless the initial corre-
lations between boundary and environment. Indeed, when |Ψ〉 = |I〉 ⊗ |BE〉 =∑dI
i=1
∑MBE
j=1 γiτj |Γi〉|Tj〉:
∆− Γ =
∑
ii′jj′
[|γiτj |2|γi′τj′ |2 − γiτjγ∗i′τ∗j γi′τj′γ∗i τ∗j′]
=
∑
ii′jj′
[|γiτj |2|γi′τj′ |2 − |γiτj |2|γi′τj′ |2]
= 0 . (6.11)
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The fundamental difference between our scattering model and the conventional
scenario in which the whole system interacts with an environment lies in the fact
that in the latter case the expectation value of the purity is independent of the initial
state, whilst in the former case, in general, this is clearly not true.1
Of course, in order to provide one with insight, the expectation value must be
accompanied by an estimate of its variance. In order to bound the fluctuations
around the average value of the purity, we will make use of Levy’s lemma (a partial
derivation of which can be found in Appendix B):
Lemma 1 (Levy’s lemma) Given a function f : Sd → R defined on the d-
dimensional hypersphere Sd, and a point φ ∈ Sd chosen at random,
Prob [|f(φ)− 〈f〉| ≥ ] ≤ 2exp
(
−(d+ 1)
2
9pi3η2
)
, (6.13)
where  is an arbitrarily small positive constant and η is the Lipshitz constant of f ,
i.e. η : |f(φ1)− f(φ2)| ≤ η|φ1 − φ2|, ∀(φ1, φ2) ∈ Sd.
The above lemma can be applied anytime one deals with pure quantum states, as,
for a Hilbert space of dimension d, they live on the surface of a (2d− 1) dimensional
hypersphere. In our case though, we cannot apply the lemma to the whole Hilbert
space, where the global state lives, because initial states will lead in general to
different expectation values. We thus have to bound the fluctuations around each of
them, meaning that for each initial state Levy’s lemma is intended to be applied to
the surface of the (2dBdE−1)-dimensional hypersphere generated by the non-trivial
part of the system-environment interaction {II ⊗UBE}. Therefore, for the purity of
each initial state ρφ = |φ〉〈φ|, Eq.(6.13) reads:
Prob
[
|pi(ρφIB)− 〈pi(ρφIB)〉| ≥ 
]
≤ 2exp
(
−2dBdE
2
9η2pi3
)
, (6.14)
where pi(ρφIB) = TrIB
[
TrE
(
(II ⊗ UBE) ρφ (II ⊗ UBE)†
)2]
. For the Lipschitz con-
stant of the purity, we have the following lemma:
1Not even in the limit of infinite dimension of the environment:
lim
dE→∞
〈pi(ρIB)〉 = 1
dB
(1−∆ + Γ) . (6.12)
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Lemma 2 The Lipschitz constant η of the function f(φ) = TrS
(
ρ2S
)
satisfies η ≤ 4.
Proof: Defining the reduced states ρ1 = TrE(|φ1〉〈φ1|) and ρ2 = TrE(|φ2〉〈φ2|),
where in light of the consideration above, for any fixed state ρ = |φ〉〈φ| defined in
HI ⊗HB ⊗HE , |φ1〉〈φ1| and |φ2〉〈φ2| are given by any two partial rotations
|φ1〉〈φ1| =
(
II ⊗ U (1)BE
)
|φ〉〈φ|
(
II ⊗ U (1)BE
)†
, |φ2〉〈φ2| =
(
II ⊗ U (2)BE
)
|φ〉〈φ|
(
II ⊗ U (2)BE
)†
,
(6.15)
one has:
|f(φ1)− f(φ2)| = |TrS(ρ21)− TrS(ρ22)|
= |TrS [(ρ1 − ρ2)ρ2] + TrS [ρ1(ρ1 − ρ2)] |
≤ 2‖ρ1 − ρ2‖1
≤ 2‖|φ1〉〈φ1| − |φ2〉〈φ2|‖1
= 4
√
1− |〈φ1|φ2〉|2
≤ 4||φ1〉 − |φ2〉| , (6.16)
where in the first inequality we have used |Tr(CD)| ≤ ‖C‖1 · ‖D‖op (with ‖ · ‖op the
operator norm), while the second inequality follows from the monotonicity of the
trace norm under partial trace.

Therefore, when the dimension of the Hilbert space is large, the fluctuations around
the average value of the purity will be small. That of course includes the physically
relevant case in which a small quantum system interacts with a large environment,
such as spins interacting with harmonic oscillators.
We have checked numerically the validity of Eqs.(6.4,6.14) when the initial state
is prepared as a GHZ and a W state. For N qubits, these two states, which are
important for the study of multipartite entanglement [64], are defined as:
|GHZ〉N = 1√
2
(|0〉⊗N + |1〉⊗N) , (6.17)
|W 〉N = 1√
N
(|100 . . . 0〉+ |01 . . . 0〉+ · · ·+ |00 . . . 1〉) (6.18)
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Defining ρGHZ = |GHZ〉〈GHZ|N and ρW = |W 〉〈W |N , a direct calculation leads to:
〈pi(ρGHZIB )〉 =
dB + dE
dBdE + 1
+
dB(1− d2E)
(dBdE)2 − 1 ·
1
2
〈pi(ρWIB)〉 =
dB + dE
dBdE + 1
+
dB(1− d2E)
(dBdE)2 − 1 ·
2 [log2D − 1]
(log2D)
2
, (6.19)
where D = dIdBdE = 2
N .
We have also considered the case where three-qubit GHZ and W states interact
with an NE = N − 3 qubit environment prepared in a fiducial state: ρ˜GHZ :=
|GHZ〉〈GHZ|3 ⊗ |0〉〈0|⊗(N−3)E , ρ˜W := |W 〉〈W |3 ⊗ |0〉〈0|⊗(N−3)E , finding
〈pi(ρ˜GHZIB )〉 = 〈pi(ρGHZIB )〉 , 〈pi(ρ˜WIB)〉 =
dB + dE
dBdE + 1
+
dB(1− d2E)
(dBdE)2 − 1 ·
4
9
. (6.20)
As can be appreciated in Fig.(6.1), the fluctuations around the expected value of
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Figure 6.1: Purity of the state resulting from a random scattering boundary-environment
interaction for (see Eqs.(6.19,6.20)) (a) ρW , (b) ρGHZ , (c) ρ˜W , (d) ρ˜GHZ initial states. Each
value on the x axis labels a different UBE random extraction. The straight horizontal lines
in the plots represent the expected values of the purity, computed with Eqs.(6.19), 6.20,
where in (a),(b) dI = dB = 2, whereas in (c),(d) dI = 2, dB = 4.
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pi are quite large for an environment composed of NE = 1, NE = 2 qubits, but are
almost completely damped already for NE = 6.
6.3 Computing the expectation value of the purity
Here we explicitely show how to get to Eq.(6.4). Substituting Eq.(6.3) into
Eq.(6.2) and expressing the scattering unitaries in terms of their components in the
BE basis, UBE =
∑dB
i,k=1
∑dE
j,l=1 U(ij)(kl)|ij〉〈kl|:
〈pi(ρIB)〉 = TrIB
{∫
H
dU
[
TrE
(
(II ⊗ UBE) ρIBE (II ⊗ UBE)†
)]2}
=
∫
H
dU
∑
γγ′ββ′ξξ′
〈(γβ)ξ|
∑
ibe
i′b′e′
∑
jklm
nopq
ψibeψ
∗
i′b′e′U(jk)(lm)U
∗
(pq)(no)|jk〉〈lm|
· |ibe〉〈i′b′e′| · |no〉〈pq| · |(γ′β′)ξ〉〈(γ′β′)ξ′|
∑
i2b2e2
i3b3e3
∑
rstu
vwxy
ψi2b2e2ψ
∗
i3b3e3
· U(rs)(tu)U∗(xy)(vw)|rs〉〈tu| · |i2b2e2〉〈i3b3e3| · |vw〉〈xy| · |(γ′β′)ξ〉〈(γβ)ξ′|
=
∑
γγ′ββ′ξξ′
∑
beb′e′
b2e2b3e3
ψγbeψ
∗
γb′e′ψγ′b2e2ψ
∗
γb3e3
·
∫
H
dU
[
U∗(β′ξ)(b′e′)U
∗
(βξ′)(b3e3)U(βξ)(be)U(β′ξ′)(b2e2)
]
≡ I + J , (6.21)
where we have split the sum into two components
I :=
∑
γββ′ξξ′
∑
n0n1n2n3
ψγn0ψ
∗
γn1ψγn2ψ
∗
γn3
∫
H
dU
[
U∗(β′ξ)n1U
∗
(βξ′)n3U(βξ)n0U(β′ξ′)n2
]
J :=
∑
γγ′ββ′ξξ′
(γ 6=γ′)
∑
n0n1n2n3
ψγn0ψ
∗
γ′n1ψγ′n2ψ
∗
γn3
∫
H
dU
[
U∗(β′ξ)n1U
∗
(βξ′)n3U(βξ)n0U(β′ξ′)n2
]
.
(6.22)
In the above equalities we have also shortened the notation, merging the boundary
and environment indices pertaining to both the coefficients of |Ψ〉 and U into a single
102
∑
n0n1n2n3
I(ξ 6= ξ′) II(β 6= β′) III(βξ = β′ξ′)
n0 = n1 6= n2 = n3 dBdE(dE − 1)·(B.5) dBdE(dB − 1)·(B.5) dBdE ·(B.7)
n0 = n3 6= n1 = n2 dBdE(dE − 1)·(B.6) dBdE(dB − 1)·(B.6) dBdE ·(B.7)
n0 = n1 = n2 = n2 dBdE(dE − 1)·(B.8) dBdE(dB − 1)·(B.8) dBdE ·(B.9)
Table 6.1: Decomposition of I into a sum of the non-zero integrals Eqs.(B.5-B.9). In the
second to fourth columns, each of these factors is multiplied by their multiplicity.
one. Let us take care of I first.
I =
∑
γβξξ′
ξ 6=ξ′
∑
n0n1n2n3
ψγn0ψ
∗
γn1ψγn2ψ
∗
γn3
∫
H
dU
[
U∗(βξ)n1U
∗
(βξ′)n3U(βξ)n0U(βξ′)n2
]
︸ ︷︷ ︸
=:I(ξ 6=ξ′)
+
∑
γββ′ξ
β 6=β′
∑
n0n1n2n3
ψγn0ψ
∗
γn1ψγn2ψ
∗
γn3
∫
H
dU
[
U∗(β′ξ)n1U
∗
(βξ)n3
U(βξ)n0U(β′ξ)n2
]
︸ ︷︷ ︸
=:II(β 6=β′)
+
∑
γβξ
∑
n0n1n2n3
ψγn0ψ
∗
γn1ψγn2ψ
∗
γn3
∫
H
dU
[
U∗(βξ)n1U
∗
(βξ)n3
U(βξ)n0U(βξ)n2
]
︸ ︷︷ ︸
=:III(βξ=β′ξ′)
.
(6.23)
We should now further decompose the sums above to get to a sum of integrals like
Eq.s(B.5-B.9) of Appendix B. Writing it down explicitly would be rather unmanage-
able, though. Arguably the best way to work it out is to group the decomposition
into a table. Using Tab.(6.1), after a little bookkeeping we obtain
I = (d(dE − 1) + d(dB − 1))
 ∑
n0n2γ
n0 6=n2
|ψγn0 |2|ψγn2 |2
d(d+ 1)
+
∑
n0γ
|ψγn0 |2|ψγn0 |2
d(d+ 1)

+ 2d
 ∑
n0n2γ
n0 6=n2
|ψγn0 |2|ψγn2 |2
d(d+ 1)
+
∑
n0γ
|ψγn0 |2|ψγn0 |2
d(d+ 1)

= d(dE + dB)
 ∑
n0n2γ
n0 6=n2
|ψγn0 |2|ψγn2 |2
d(d+ 1)
+
∑
n0γ
|ψγn0 |2|ψγn0 |2
d(d+ 1)
 , (6.24)
with d = dEdB.
We can do exactly the same thing with J . First, decompose the sum as in
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Eq.(6.23)
J =
∑
γγ′
γ 6=γ′
∑
βξξ′
ξ 6=ξ′
∑
n0n1n2n3
ψγn0ψ
∗
γ′n1ψγ′n2ψ
∗
γn3
∫
H
dU
[
U∗(βξ)n1U
∗
(βξ′)n3U(βξ)n0U(βξ′)n2
]
︸ ︷︷ ︸
I(ξ 6=ξ′)
+
∑
γγ′
γ 6=γ′
∑
ββ′ξ
β 6=β′
∑
n0n1n2n3
ψγn0ψ
∗
γ′n1ψγ′n2ψ
∗
γn3
∫
H
dU
[
U∗(β′ξ)n1U
∗
(βξ)n3
U(βξ)n0U(β′ξ)n2
]
︸ ︷︷ ︸
II(β 6=β′)
+
∑
γγ′
γ 6=γ′
∑
βξ
∑
n0n1n2n3
ψγn0ψ
∗
γ′n1ψγ′n2ψ
∗
γn3
∫
H
dU
[
U∗(βξ)n1U
∗
(βξ)n3
U(βξ)n0U(βξ)n2
]
︸ ︷︷ ︸
III(βξ=β′ξ′)
,
(6.25)
and then use Tab.(6.1) (the integrals are the same of Eq.(6.23)) to obtain, after some
algebra,
J = ddB
∑
γγ′
γ 6=γ′
∑
n0n2
n0 6=n2
|ψγn0 |2|ψγ′n2 |2
d2 − 1 −
∑
γγ′
γ 6=γ′
∑
n0n2
n0 6=n2
ψγn0ψ
∗
γ′n0ψγ′n2ψ
∗
γn2
d(d2 − 1) +
∑
n0γγ
′
γ 6=γ′
|ψγn0 |2|ψγ′n0 |2
d(d+ 1)

+ ddE
∑
γγ′
γ 6=γ′
∑
n0n2
n0 6=n2
ψγn0ψ
∗
γ′n0ψγ′n2ψ
∗
γn2
d2 − 1 −
∑
γγ′
γ 6=γ′
∑
n0n2
n0 6=n2
|ψγn0 |2|ψγ′n2 |2
d(d2 − 1) +
∑
n0γγ
′
γ 6=γ′
|ψγn0 |2|ψγ′n0 |2
d(d+ 1)
 .
(6.26)
Now, putting it all together and rearranging a bit:
I + J =
 ∑
γn0n2
n0 6=n2
|ψγn0 |2|ψγn2 |2 +
∑
γn0
|ψγn0 |2|ψγn0 |2 +
∑
γγ′n0
γ 6=γ′
|ψγn0 |2|ψγ′n0 |2
+
∑
γγ′
γ 6=γ′
∑
n0n2
n0 6=n2
|ψγn0 |2|ψγ′n2 |2
 dB + dEd+ 1
+
dB − ddE
d2 − 1
∑
γγ′
γ 6=γ′
∑
n0n2
n0 6=n2
(|ψγn0 |2|ψγ′n2 |2 − ψγn0ψ∗γ′n0ψγ′n2ψ∗γn2) . (6.27)
Notice that what is inside the brakets in the first and second line of the above
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equation is the trace of the global state, so we finally have
〈pi(ρIB)〉 = dB + dE
dEdB + 1
+
dB(1 + d
2
E)
(dEdB)2 − 1
∑
γγ′
γ 6=γ′
∑
n0n2
n0 6=n2
(|ψγn0 |2|ψγ′n2 |2 − ψγn0ψ∗γ′n0ψγ′n2ψ∗γn2) .
(6.28)
6.4 The scattering map
The scattering map Eq.(6.1) has the effect of totally suppressing any initial
correlation between the boundary and the inner part of the system.
Proposition 6 For any given initial state ρIBE, the expectation value over the Haar
measure of the reduced IB state after the scattering interaction defined in Eq.(6.1)
is a separable state such that:
〈ρIB〉 = ρI ⊗ ρB , (6.29)
with
ρI = TrBE(ρIBE) and ρB =
1
dB
dB∑
β=1
|β〉〈β| . (6.30)
Proof: Substituting Eq.(6.3) into Eq.(6.1) and expressing the scattering unitaries
in terms of their components in the BE basis, UBE =
∑dB
i,k=1
∑dE
j,l=1 U(ij)(kl)|ij〉〈kl|:
Φ(ρIBE) 7→ TrE
[∫
H
dU (II ⊗ UBE) ρIBE (II ⊗ UBE)†
]
=
dE∑
ξ=1
〈ξ|
∫
H
dU
∑
jklm
mnop
∑
sbe
s′b′e′
U(ij)(kl)ψsbe|ij〉〈kl| · |sbe〉〈s′b′e′|
· |mn〉〈op|ψ∗s′b′e′U∗(op)(mn)|ξ〉
=
dE∑
ξ=1
∑
jklm
mnop
∑
sbe
s′b′e′
ψsbeψ
∗
s′b′e′ 〈ξ| · |ij〉〈kl| · |sbe〉〈s′b′e′| · |mn〉〈op| · |ξ〉︸ ︷︷ ︸
δξj δ
k
b δ
l
eδ
m
b′ δ
m
e′ δ
ξ
o
·
∫
H
dU
[
U∗(op)(mn)U(ij)(kl)
]
=
dE∑
ξ=1
∑
sbe
s′b′e′
∑
io
ψsbeψ
∗
s′b′e′ |si〉〈s′o|
∫
H
dU
[
U∗(oξ)(b′e′)U(iξ)(be)
]
=
dE∑
ξ=1
∑
sbe
s′b′e′
∑
io
ψsbeψ
∗
s′b′e′ |si〉〈s′o|
1
dBdE
δoi δ
be
b′e′
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=
1
dBdE
∑
ξss′bei
ψsbeψ
∗
s′be|si〉〈s′i|
=
∑
ss′be
ψsbeψ
∗
s′be|s〉〈s′| ⊗
1
dB
dB∑
i=1
|i〉〈i|
= ρI ⊗ ρB , (6.31)
where for the fourth equality we have used the results of Appendix B.

The Haar-averaged state is thus such that: TrB (〈ρIB〉) = TrBE (ρIBE) and
TrI (〈ρIB〉) = ρB, where ρB is maximally mixed. Both results were expected. The
first one following from the fact that the interaction does not involve the inner
part of the system and therefore cannot change its reduced state; the second one is
equivalent to what one would get if we were calculating the Haar-averaged reduced
state of the system within the usual, non-tripartite, system-environment interaction
framework (see Appendix B). However, notice that these two conditions alone do
not imply complete absence of entanglement and classical correlations between the
inner and boundary parts of the system.
As for the purity, we need to bound the fluctuations around the mean state 〈ρIB〉.
To this aim, analogously to what Popescu et al. do in Ref.[45], we can apply Levy’s
lemma to the trace distance f(φ) = ‖TrE
[
((II ⊗ UBE) ρφ (II ⊗ UBE)†
]
−Φ (ρφ) ‖1 ≡
‖R(ρφ)−Φ (ρφ) ‖1, with ρφ = |φ〉〈φ| defined in HI ⊗HB ⊗HE and Φ the scattering
map of Eq.(6.1). Levy’s lemma applied to f(φ) then reads:
Prob
[∣∣‖R(ρφ)− Φ (ρφ) ‖1 − 〈‖R(ρφ)− Φ (ρφ) ‖1〉∣∣ ≥ ] ≤ 2exp(−2dBdE2
9pi3η
)
.
(6.32)
It is convenient to rearrange Eq.(6.32) such that we get to an expression of the form:
Prob [‖R(ρφ)− Φ (ρφ) ‖1 ≥ γ] ≤ γ′ , (6.33)
where
γ = + 〈‖R(ρφ)− Φ (ρφ) ‖1〉 , γ′ = 2exp
(
−2dBdE
2
9pi3η
)
. (6.34)
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So in order to estimate the fluctuations around the mean state we need to bound
〈‖R(ρφ) − Φ (ρφ) ‖1〉. As shown in Sec.(1.8.2), the Hilbert-Schmidt norm ‖M‖2 =√
Tr(M †M) and the trace norm ‖M‖1 = Tr
√
M †M satisfy, for any n × n matrix
M , the relation: ‖M‖21 ≤ n‖M‖22. That is extremely helpful, as we can now switch
to the much more mathematically-gentle HS norm and go back to the trace norm
just at the end of the calculation. We thus have:
〈‖R(ρφ)− Φ (ρφ) ‖2〉 ≤
√
〈‖R(ρφ)− Φ (ρφ) ‖22〉
=
√
〈TrIB
[
(R(ρφ)− Φ (ρφ))2
]
〉
=
√
〈TrIB (R(ρφ)2)〉+ 〈TrIB (Φ(ρφ)2)〉 − 2TrIB (〈R(ρφ)〉Φ(ρφ))
=
√
〈TrIB (R(ρφ)2)〉 − TrIB (Φ(ρφ)2) .
(6.35)
That is, the desired bound is given by (the square root of) the difference between
the mean purity and the purity of the Haar-averaged state. Writing the average
state as in the second to last line of Eq.(6.31), the latter is:
TrIB
(
Φ(ρ)2
)
=
1
d2B
∑
σσ′ββ′
〈σβ|
∑
ii′i2i3ee2
bb′b2b3
ψibeψ
∗
i′be|ib′〉〈i′b′| · |σ′β′〉〈σ′β′|
· ψi2b2e2ψ∗i3b2e2 |i2b3〉〈i3b3| · |σβ〉
=
1
d2B
∑
σσ′bb2ee2β
ψσbeψ
∗
σ′beψσ′b2e2ψ
∗
σb2e2
=
1
dB
∑
ii′(be)(be)′
ψi(be)ψ
∗
i′(be)ψi′(be)′ψ
∗
i(be)′ (6.36)
On the other hand, looking at the last term of the average purity, by decomposing
the sum and using Tr(ρ) = 1 we have:
∆− Γ = 1−
∑
ii′(be)(be)′
ψi(be)ψ
∗
i′(be)ψi′(be)′ψ
∗
i(be)′ , (6.37)
hence, defining A =
∑
ii′(be)(be)′ ψi(be)ψ
∗
i′(be)ψi′(be)′ψ
∗
i(be)′
2,
〈TrIB
(
R(ρφ)
2
)〉 − TrIB (Φ(ρφ)2) = dB + dE
dBdE + 1
+
dB(1− d2E)
(dBdE)2 − 1
2Notice that A ∈
[
1
dI
, dB
]
(cf. Eq.(6.36)).
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−
[
dB(1− d2E)
(dBdE)2 − 1 +
1
dB
]
A
=
(d2B − 1)(dE +A)
dB [(dBdE)2 − 1] . (6.38)
Therefore, finally, switching back to the trace norm:
〈‖R(ρφ)− Φ (ρφ) ‖1〉 ≤ dIdB〈‖R(ρφ)− Φ (ρφ) ‖2〉
≤
√
dI(d2B − 1)(dE +A)
(dBdE)2 − 1 . (6.39)
We have then that when dE  dIdB:
〈‖R(ρφ)− Φ (ρφ) ‖1〉 ≤
√
dI
dE
. (6.40)
To complete the Levy’s bound we are looking for, we make use of the following
lemma:
Lemma 3 For any given ρ = |φ〉〈φ| and for any unitary UBE, the Lipschitz constant
η of the function f(φ) = ‖TrE
[
((II ⊗ UBE) ρφ (II ⊗ UBE)†
]
−Φ (ρφ) ‖1 ≡ ‖R(ρφ)−
Φ (ρφ) ‖1 satisfies η ≤ 2.
Proof: Let us use a notation such that φx identifies the state obtained through
rotating by U
(x)
BE , i.e. |φx〉〈φx| = (I⊗ U (x)BE)|φ〉〈φ|(I⊗ U (x)BE)†, then
∣∣f(φ1)− f(φ2)∣∣2 = ∣∣‖R(ρφ1)− Φ(ρφ)‖1 − ‖R(ρφ2)− Φ(ρφ)‖1∣∣2
≤ ‖R(ρφ1)−R(ρφ2)‖21
≤ ‖ρφ1 − ρφ2‖21
= 4
(
1− |〈φ1|φ2〉|2
)
≤ 4||φ1〉 − |φ2〉|2 , (6.41)
where the first inequality follows from the fact that
∣∣‖σ1 − σ0‖1 − ‖σ2 − σ0‖1∣∣2 ≤
‖σ1−σ2‖21, while the second inequality is due to the monotonicity of the trace norm
under partial tracing and its invariance under unitary transformations.

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Substituting the result of the above Lemma and the inequality Eq.(6.40) in
Eq.(6.33) we obtain:
Prob
[
‖R(ρφ))− Φ (ρφ) ‖1 ≥ +
√
dI
dE
]
≤ 2exp
(
−dBdE
2
18pi3
)
, (6.42)
which, in the limit of large environment dimension, bounds the fluctuations around
the average state Eq.(6.29).
We have run several simulations to corroborate the validity of Prop.(6). The
absence of correlations between the reduced states ρI and ρB can be checked by
computing the mutual information (Eq.(1.29)) I(ρIB), whereas if the reduced state
ρB is actually maximally mixed as in Eq.(6.30) can be verified by calculating its Von
Neumann reduced entropy (Eq.(1.23)) S(ρB). As can be appreciated in Fig.(6.2),
our numerical results are in very good agreement with Prop.(6).
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Figure 6.2: Average values of (a) mutual information and (b) Von Neumann entropy of the
reduced inner-boundary state. For each one of the 50 random initial states (with dI = dB =
2), the average is taken over 250 random drawings of a scattering interaction UBE .
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Summary and outlook
The work presented in this thesis was aimed at addressing several different prob-
lems, drawn from the contexts of quantum biology, quantum communication and
typicality approaches to interactions in closed quantum systems, within the frame-
work of discrete quantum systems governed by discrete-time evolutions.
Inspired by the recent years’ growing interest in understanding whether some
biological systems may or may not be affected by quantum effects, we began by
introducing a strictly local model of energy transfer via a noisy quantum cellular
automaton construction on a qubit lattice. To do so, we first considered the prob-
lem of constructing a class of one-qubit completely positive maps that, in a certain
limit, reproduce all classical Markov transition matrices on dichotomic probability
distributions. We then applied our construction to the first excitation subspace of
a partitioned quantum cellular automaton structure, where one-qubit maps can be
applied to the two-dimensional space spanned by excitations at neighboring sites,
obtaining a global dynamics on a lattice which is capable of describing excitation
transfer. Tuning one real parameter of such a model – the dephasing strength param-
eter, which arguably represents the most natural decoherence mechanism in several
practical cases – allows one to range from a classical Markov chain, where quantum
coherence is systematically suppressed at each time step of the automaton, to dy-
namics where quantum coherence is allowed to build up over time, while keeping, by
construction, the local transition probabilities constant. Thus, a “fair” comparison
between classical and quantum energy transfer may be carried out, where the effect
of quantum interference is singled out with no ambiguity. We have then presented a
study of the performance of classical versus quantum maps, showing by how much
and under what conditions does quantum coherence improve the probability of ex-
citation transfer through the lattice. The model is capable of highlighting coherent
effects, such as noise-assistance, can be applied to very large systems and allows one
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to treat conditional quantum dynamics exactly.
Next, we addressed the problem of quantum state transfer. Keeping the same
QCA dynamics used for excitation transport, we enlarged the Hilbert space to allow
for transport of initial coherences as well, finding the conditions selecting the class of
proper – causal and translational invariant – noisy QCA out of all possible dynamics
in the 0⊕ 1 sector. The extension of the automata to the vacuum state grants the
possibility to consider the effect of the quantum to classical transition on on-site
coherences. As shown through numerical simulations, there are instances of the
dynamics in which a transfer fidelity larger than the classical threshold is achievable.
We have then discussed the role played by the different parameters characterizing the
dynamics. In particular we show the existence of an optimal choice of the free phases
(φ1, φ2) parametrizing the local evolution, that allows for perfect state transfer. We
then highlighted the different impact of the sources of noise taken into account, in
particular amplitude damping and dephasing, on excitation transfer and quantum
state transfer: while in the first case noise can sometimes be beneficial, for the latter
it proves always detrimental. Note that the capability of transferring a quantum
state with high fidelity mirrors the ability to transmit quantum entanglement, so that
the possibility to distribute entanglement between different lattice sites is implied
in this study.
It is reasonable to expect that the application of the framework developed here
may be extended to other general communication problems, such as quantum and
classical capacities [110]. Indeed, from a more general perspective, the results shown
suggest that QCA are a new and potentially interesting alternative scheme to model
relevant processes for quantum communication.
Back to the full 2N Hilbert space, we have then presented another possible
application of the QCA framework, namely the investigation of thermalization in
closed quantum systems. Numerical results – obtained by computing the mean
reduced Von Neumann entropy of small parts of one-dimensional quantum cellular
automata over an ensemble of evolutions drawn at random according to the Haar
measure – point towards conjecturing local thermalization in those systems, and in
the future it would be desirable to find analytical proof that would reinforce the
results of [50].
Finally, abandoning QCA, we have introduced a modelization of random scattering-
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like processes for discrete quantum systems. In the model, a global pure state is
tripartite and the system-environment (unitary) interaction involves only a part –
which can be regarded as the “boundary” – of the system. For each initial state, al-
though the interaction is unknown, the purity of the scattered reduced state (where
the environment is traced out), as well as the form of the state itself can be an-
alytically evaluated by exploiting properties of the Haar measure over the unitary
group, while the fluctuations around the calculated mean values can be bound by
means of the Levy’s lemma. Among other results, arguably the most interesting one
states that random scattering interactions – as those considered in the model – lead
to total suppression of any initial correlation between the boundary and the inner
part of the system.
Possible foreseeable extensions of the model could imply adding further structure
to the system, e.g. by making either (or both) the boundary and the inner part of
it linear chains of qubits; that way it would be possible to estimate the effect of
unknown scattering interactions on more realistic physical systems.
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Appendix A
Partial trace in the 0⊕ 1 sector
Here we show how to calculate a partial trace in the H0 ⊕ H1 sector of the
Hilbert space, assuming that no other sectors are populated. The Hilbert space is
spanned by the basis {|n〉, 0 ≤ n ≤ N}, where |0〉 is the global vacuum and |n > 0〉
represents the state with the nth qubit in the excited state and all the other qubits
in the ground state. In order to obtain the reduced state of qubit x, a generic state
of the global system ρ˜ =
∑N
j,k=0 ψjψ
∗
k|j〉〈k| can be rewritten in a convenient way
bearing in mind that whenever the excitation is at site x it cannot be anywhere else
(L \ x), and vice versa:
N∑
j,k=0
ψjψ
∗
k|j〉〈k| =
∑
j,k=0
ψjψ
∗
k|j〉〈k|L\x ⊗ |0〉〈0|x + ψxψ∗k|0〉〈k|L\x ⊗ |1〉〈0|x
+ ψjψ
∗
x|j〉〈0|L\x ⊗ |0〉〈1|x + |ψx|2|0〉〈0|L\x ⊗ |1〉〈1|x
+ ψxψ
∗
0|0〉〈0|L\x ⊗ |1〉〈0|x + ψ0ψ∗x|0〉〈0|L\x ⊗ |0〉〈1|x . (A.1)
It is now easy to see that a partial trace over the lattice L \ x gives:
ρx =
∑
l 6=x
|ψl|2|0〉〈0|+ |ψx|2|1〉〈1|+ ψxψ∗0|1〉〈0|+ ψ0ψ∗x|0〉〈1| , (A.2)
which is a well defined, trace-one reduced state.
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Appendix B
Integrals over the unitary group
Here we just summarize the results of [111] which are relevant for the purposes
of our model.
The maps Eqs.(6.1,6.2) involve the calculation of integrals of the form
∫
H
dU
[
U∗i,jUk,l
]
,
∫
H
dU
[
U∗i1,j1U
∗
i2,j2Uk1,l1Uk2,l2
]
, (B.1)
where
∫
H means integrating over the Haar measure. Integrals of this kind can be
tackled using Schur’s lemma (see e.g. [112, 109]), but here we follow the, somewhat
easier, approach described in [111].
In general, for some degrees of the polynomials p, q in U∗ and U , one wants to
compute
∫
H
dU
[
U∗i1,j1 . . . U
∗
ip,jpUk1,l1 . . . Ukq ,lq
]
=
∫
H
dU
[
p∏
a=1
U∗ia,ja
q∏
b=1
Ukb,lb
]
≡
∫
H
dU
[
U∗IpJpUKqLq
]
≡ 〈Ip, Jp|Kq, Lq〉 , (B.2)
where we have defined Xp = (x1, x2, . . . xp). It is shown in [111] that the only non-
zero integrals are the ones in which the degrees are such that p = q (thus we will
drop this index), K = I and L = JQ, where JQ is any permutation of the indices in
the set J :
〈Ip, Jp|Kq, Lq〉 = 〈I, J |I, JQ〉 . (B.3)
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When p = 1
∫
H
dU
[
U∗i,jUk,l
]
=
∫
H
dU
[
U∗i,jUi,j
]
= 〈i, j|i, j〉 = 1
d
, (B.4)
where d is the dimension of U .
When p = 2, the non-zero integrals are:
• (i1 6= i2, j1 6= j2) :
∫
H
dU
[
U∗i1,j1U
∗
i2,j2Ui1,j1Ui2,j2
]
=
1
d2 − 1 ; (B.5)
• (i1 6= i2, j1 6= j2) :
∫
H
dU
[
U∗i1,j1U
∗
i2,j2Ui1,j2Ui2,j1
]
= − 1
d(d2 − 1) ; (B.6)
• (i1 = i2, j1 6= j2) :
∫
H
dU
[
U∗i1,j1U
∗
i1,j2Ui1,j1Ui1,j2
]
=
1
d(d+ 1)
,∫
H
dU
[
U∗i1,j1U
∗
i1,j2Ui1,j2Ui1,j1
]
=
1
d(d+ 1)
; (B.7)
• (i1 6= i2, j1 = j2) :
∫
H
dU
[
U∗i1,j1U
∗
i2,j1Ui1,j1Ui2,j1
]
=
1
d(d+ 1)
; (B.8)
• (i1 = i2, j1 = j2) :
∫
H
dU
[
U∗i1,j1U
∗
i1,j1Ui1,j1Ui1,j1
]
=
2
d(d+ 1)
. (B.9)
Knowing how to deal with this kind of integrals allows one to compute relevant
quantities such as the mean reduced state ρS of a bipartite system-environment
(SE) density matrix:
ρS = TrE(〈ρSE〉H)
= TrE
{∫
H
dU
[
UρSEU
†]}
= TrE

∫
H
dU
dS∑
acgh=1
dS∑
ik=1
dE∑
bdhf=1
dE∑
jl=1
U(ab)(cd)U
∗
(ef)(gh)ψijψ
∗
kl|ab〉〈cd| · |ij〉〈kl| · |gh〉〈ef |

= TrE

dS∑
ikae=1
dE∑
jlbf=1
ψijψ
∗
kl
∫
H
dU
[
U(ab)(ij)U
∗
(ef)(kl)
]
︸ ︷︷ ︸
= 1dSdE
δabefδ
ij
kl

= TrE
 1dSdE ∑ij |ψij |2
dS∑
a=1
dE∑
b=1
|ab〉〈ab|

=
1
dSdE
dE∑
ξ=1
〈ξ|
dS∑
a=1
dE∑
b=1
|ab〉〈ab| · |ξ〉
=
1
dS
dS∑
a=1
|a〉〈a| . (B.10)
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Appendix C
Measure concentration and
Levy’s lemma
d-dimensional pure quantum states can be described as points on the surface of
a (2d-1)-dimensional unit sphere. This can be realized by expressing a generic state
in complex coordinates |ψ〉 = (z1, z2, . . . , zd), where zj ∈ C, for j = 1, 2, . . . , d, with∑d
j |zj |2 = 1 and writing the coordinates in real components zj = xj + iyj , so that∑d
j x
2
j +
∑d
j y
2
j = 1.
Heuristically, the phenomenon of measure concentration on a unit sphere S(2d−1)
in R2d translates to the fact that almost all surface measure of the sphere is con-
centrated around the equator, for any equator. That is, for any random choice of a
coordinate xj , consider an equator of width 
E := {x ∈ S(2d−1) | d(xj , 0) ≤ 
2
} , (C.1)
where d(x, y) = arccos〈x, y〉 ∀x, y ∈ S(2d−1) is the angular distance. Provided a
normalized surface measure µ(S(2d−1)) = 1, it can be shown that
µ(E) ≥ 1− e(−kd2) , (C.2)
where k > 0 is some constant.
Measure concentration is at the basis of Levy’s lemma (Sec.(6.2)), as we show
in the following. The kind of Levy’s lemma we will sketch the derivation of here is
slightly different from the one used in the third part of the thesis, but the two formu-
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lations are strictly related. For space reasons, not all the details of the calculations
will be shown; the interested reader can find them in [113].
To proceed, we first need to define two quantities:
Definition 7 (Median): Let X be a metric space and f : X → R a continuous
function. A median Mf is defined by:
µ{x ∈ X | f(x) ≤Mf} = 1
2
. (C.3)
Definition 8 (Concentration function): Let X be a metric space and S a subset of
it, with µ(S) = 12 . For any  > 0, the concentration function is defined as:
αX() := sup{µ(X \N(S))} , (C.4)
where N(S) is the -neighborhood of S:
N(S) := {x ∈ X | ∃s ∈ S : d(s, x) < } . (C.5)
These definitions allow to formulate the following lemma:
Lemma 4 Let X be a metric space and f : X → R a Lipschitz-continuous function
with constant 1, then
µ{x ∈ X | f(x) ≥Mf + } ≤ αX() (C.6)
Proof: Take S : {x | f(x) ≤ Mf} so that µ(S) = 1/2 and consider a subset
B ⊆ X such that f(b) ≥ Mf + , ∀b ∈ B. Because f is Lipschitz continuous,
all points x ∈ N(S) satisfy f(x) < Mf + , so it must be b /∈ N(S), ∀b ∈ B.
That means B is a subset of X: {b ∈ X | f(b) ≥ Mf + } ⊆ X \ N(S) and thus
µ{x ∈ X | f(x) ≥Mf + } ≤ µ(X \N(S)) ≤ αX().

In terms of probabilities, and by rescaling of the  to  → ′ = η for Lipschitz
functions such that |f(x)− f(y)| ≤ η‖x− y‖ ≤ η, the above lemma reads:
Prob(f(x) ≥Mf + ′) ≤ αX(
′
η
) . (C.7)
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In order to calculate the value of the concentration function αS(2d−1) , one needs
to invoke the isoperimetric inequality for the sphere (see e.g. [113]):
Lemma 5 (Isoperimetric inequality for the sphere): Let A ⊆ S(2d−1) be a closed
subset of the sphere and let C(a, r) := {x ∈ X | d(a, x) ≤ r} ⊂ S(2d−1) a spherical cap
around any point a ∈ S(2d−1), with the radius r chosen such that µ(C(a, r)) = µ(A).
Then
µ(N(A)) ≥ µ(N(C(a, r))) . (C.8)
Therefore we have
αS(2d−1)() = sup{µ(S(2d−1) \N(S))}
= µ(S(2d−1))− inf{µ(N(S))}
= 1− inf{µ(N(S))}
= 1− µ(C(a, pi
2
+ ))
≤ e−d2 , (C.9)
where the details of the calculation leading to the last inequality can be found in
[114].
So far then, for functions f with Lipschitz constant η ≤ 1:
µ{f(x) ≥Mf + } ≤ αS(2d−1)() ≤ e−d
2
. (C.10)
Applying Lemma 4 to the function g(x) = −f(x), one gets µ{g(x) ≥ Mf − } ≤
αS(2d−1)(), thus
µ{|f(x)−Mf | ≥ } ≤ 2αS(2d−1)() . (C.11)
By rescaling → η for functions with η ≥ 1 and interpreting the relative measure
above as a probability, we get to
Prob{|f(x)−Mf | ≥ } ≤ 2exp(−d 
2
η2
) . (C.12)
Finally, an inequality can be shown which relates median and expectation value of
f , bringing the missing factors in the exponential which appear in the version of the
Levy’s lemma we made use of in the thesis (Eq.(6.13)).
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