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ABSTRACT 
The problem of software fault localization may be viewed 
as an approach for finding hidden faults or bugs in the 
existing program codes which are syntactically correct and 
give fault free output for some input instances but fail for 
all other input instances. Some of the reasons include 
logical errors, wrong interpretation of specification, coding 
errors. Finding such faults is not possible sometimes with 
the help of compilers. This is where the necessity and 
significance of software fault localization stems out. The 
main contribution for this work is to first introduce the 
block hit-miss function which relates block vectors of 
execution sequences of software code over sample runs 
performed and the decision vector which denotes fault or 
error free output. The similarity measure is applied to the 
block vector and decision vectors as input and the pair with 
maximum similarity is considered as faulty block.  
Categories and Subject Descriptors 
D.2.5 [Software Engineering]: Testing and Debugging – 
Debugging Aids 
General Terms 
Measurement, Experimentation, Bug, Failure. 
Keywords 
Fault, Fault Vector, Kernel measure, Testing 
1. INTRODUCTION 
Exhaustive testing is an approach where we test the 
software developed using each possible test case. However, 
Exhaustive testing is not possible practically due to the 
number of combinations of test case input generated and is 
a typical NP-Hard Problem. In general, 100% testing is 
never possible. This is where a fault creeps in and then 
coins out suddenly which causes software failure. So, 
usually, Software testing concentrates on Effective Testing 
where the product code or software code is tested using 
various approaches of white box testing. The software 
reliability may be improved by performing effective testing 
and extensive debugging which is contradictory to the 
market conditions. When the bugs are noticed in testing 
phase only those bugs which have the highest priority and 
need to be removed immediately are considered to be 
significant and important.  
Typically, in testing phase more and more bugs are released 
than those which can be debugged and hence the process of 
debugging turns out as bottleneck when we aim to achieve 
software reliability. We first define fault, error and failure.  
A fault also called as a bug or defect is the main cause of 
error coined out in the software system. Formally, we may 
define an Error as a state of the system which may cause 
software failure. A software failure is the event which 
essentially occurs as a result of observed output deviating 
from the expected output.  
The objective of this research is to identify fault locations 
in the software code by defining a similarity measure and 
using this as part of clustering process so as to find the 
software faults in the program code. The approach we 
follow is to first find the block hits when each input 
instance is run on the program code. Then from this sample 
runs we record each input instance which gives correct 
result and wrong results or errors. An Error vector is 
formed using these input-output instances. A block hit 
means program control entering a particular block and 
performing some computations or scan of a block. 
In our context we define clustering as an unsupervised 
learning process used to explore the underlying hidden 
structure of the faulty software code. In the context of 
software fault localization, we can map this problem to find 
the similarity between program block causing error and 
error vector generated for a set of legitimate input instances 
recorded against a set of legitimate expected output 
instances. As the input to the clustering algorithm is a 
usually a vector and also the similarity measure which we 
define in this paper uses the concept of feature vector , our 
first objective is to transform the program code into an 
equivalent vector format hence making it suitable for the 
design and application of the proposed similarity measure 
for fault localization.  
In this research, the objective is to present the novel 
similarity measure which computes similarity score 
between each software block against the error vector 
generated for set of sample runs. We call this measure as 
SMSFL measure. The proposed measure is validated and 
analyzed for all the possible cases considering worst-case, 
best case, average cases.  
We outline some related works in Section 2 and introduce 
the proposed similarity measure in section 3. Section 4 
gives a simple case study to find faulty blocks. We finally 
conclude the paper in Section 5. 
2. RELATED WORKS 
Early software fault detection is very much important in 
software development process. If the fault or bug is left 
undetected in the initial stages of software development 
cycle, then it shall propagate to the next stages of the 
development cycle which is a serious hazard.  
In [1], a detailed review of software fault localization 
techniques is discussed. Their work emphasizes the need 
for test suites software fault localization. Many times 
during software development process, most of the valuable 
resources, time is killed in debugging. The approach of 
feature selection for software fault localization is studied in 
[2]. Some of the works in software fault localization 
include [3, 4, 6, and 8]. Even after carrying out extensive 
testing, still defects remain un explored many times in the 
software development. This may be because of many 
reasons.  
The concept of genetic invariants [5] is used to detect fault 
in a software program code which used automated 
approach. In [7, 9, 12, and 13], the software fault 
localization using similarity measure based approach is 
discussed. In [10], an equivalence based approach for 
software fault localization is addressed. An approach for 
behavioral analyzing of graphs is discussed in [11] to 
address fault localization.  
In [14], the authors introduce the concept of hybrid fault 
localization. An approach for fault localization called 
software fault localization using the concept of cause tree is 
proposed in [15]. Their approach uses cause tree and 
organizes all the potential causes into a tree like structure.  
3. PROPOSED APPROACH   
3.1 Software  Fault Localization  
We define the proposed measure based on the fact that the 
fault occurring within a basic block of program code is 
based on the property of block hit and the block miss. Also, 
the hit or miss value of the block distribution has a 
significant contribution in evaluating and finding the fault 
by computing the similarity score value for the two vectors 
namely block vector and error vector.  
The basic idea behind fault localization is to first form a 
matrix of order S X B where S is the number of input 
instances and B is the number of blocks in a program code. 
For each input instance if an error occurs we record it as 1 
and if there is no error we record it as a 0. The basic blocks 
may be identified by following the procedure available in 
literature and also using principles of compiler design.  We 
now introduce the ternary block-hit function which is then 
followed by definition of the proposed similarity measure 
for software fault detection.  
We choose to represent the block-hit function by the 
notation, Hc< Bik, Bjk >. The block-hit function is defined as 
shown in the Table.1.  
Table.1 Block Hit Function  
Bik Bjk Hc<  Bik, Bjk > 
Block miss (0) Block miss (0)                -1 
Block miss (0) Block hit     (1)                 0 
Block hit     (1) Block miss (0)                 0 
Block hit     (1) Block hit     (1)                 1 
 
Here, Bik, Bjk are binary variables indicating the block hit 
or block miss for input instances Si and Sj respectively with 
i and j being index of input instances and k  representing 
block number . 
 The block hit is denoted by 1 and the block miss is denoted 
by 0. The Hit function denoted as Hc<Bik, Bjk > evaluates to 
any one of the three values 0, 1 or -1. The value 1 indicates 
the kth block is hit in both input instances and value of -1 
indicates that the kth block is missed when run of both input 
instances, a value of 0 indicates that the combination of 
block hit-miss or block miss-hit.  
Let Si and Sj be the two input instances with the number of 
blocks in a given program code equal to ‘m’. Let B be the 
block set representing ‘m’ blocks of the program code. We 
represent the two input instance vectors Si and Sj as 
equivalent to the two binary sets of the form  
Si = { Bi1, Bi2, Bi3, ... Bim }    and  
Sj = { Bj1, Bj2, Bj3, ... Bjm }  
 
The notation Bim or Bjm corresponds to the block hit or 
block miss w.r.t mth block. The mth block hit corresponding 
to input sequence ‘i’  is denoted by Bim , and represented 
using a value 1 if the block is hit. i.e the execution enters 
the corresponding block. Alternatively, a block miss is 
indicated by a value equal to 0.  
Once we obtain the input instance vectors, we must 
compute block feature vector which is a function of the 
block hit function defined in table.1.  
Let I1 and I2 be any two run instances , when program code 
is run over sample inputs, then the block feature vector for 
two input instances is denoted as BFV12 , Formally 
represented as Block Feature-vector [I1, I2],  
BFV12 = [Hc< B11, B21 >, Hc < B12, B22 > .... Hc<B1m, B2m >]                      
                                                                                        		(1) 
Formally, the feature vector for any two input instances Ii 
and Ij with indices i and j may be defined mathematically as 
Block Feature-vector [Ii, Ij], 
BFVij = [Hc< Bi1, Bj1 >, Hc < Bi2, Bj2 > .... Hc<Bim, Bjm >] 
                                                                                          (2) 
The kernel function is denoted by SFLM and defined by 
eq.3 given below 
 SFLM = 0.5 ∗ [1 + ∑ ఎೖస೘ೖసభ ൫஻೔ೖ,஻ೕೖ൯
∑ ఝೖస೘ೖసభ ൫஻೔ೖ,஻ೕೖ൯		]                            (3)                                 
 
Where    
                 
              	݁ି[ଵି௛೎	ழ	ܤ݅݇,ܤ݆݇வ]    ; 	Hୡ < ܤ௜௞ ,ܤ௝௞ >	= 		1 
                                  
ߟ   =       0                                   ; 	Hୡ < ܤ௜௞ ,ܤ௝௞ >	= −1 
                                                   
																		−݁ି௛೎	ழ	ܤ݅݇,ܤ݆݇வ       ; 	Hୡ < ܤ௜௞ ,ܤ௝௞ >		= 		0																(4) 
 
߮ = ൜0	;	ܪ஼ < ܤ௜௞ ,ܤ௝௞ >1;ܪ஼ < ܤ௜௞		,ܤ௝௞ >  
                                                 (5) 
 
The value of the kernel function lies between 0 and 1. A 
value of 0 indicates that the similarity is minimum and a 
value of 1 indicates the similarity is maximum. The higher 
the similarity, the corresponding block has a chance of 
becoming faultier. i.e the block which has maximum 
similarity value is considered as the faulty block. From, this 
information we may perform, necessary changes to the 
program code so that it may transformed to fault free 
program code.  
3.2 Algorithm for Software Fault Localization 
Using Proposed Kernel Measure 
 
Algorithm : Software Fault Localization 
 
Software Fault Localization (Block vectors, Decision Vector) 
 
// Input    : Block Vectors, Decision Class vector 
// Output : Faulty Blocks  
 
Begin  
Step-1:   
Obtain the program flow graph for the program code. The 
program flow graph may be obtained using the principles of 
compiler design. 
Step-2:   
From program flow graph, identify the program blocks. This may 
be done by finding the leader statements. 
 
Step-3:  
Create random sample input instances, by considering worst, 
average and best case situations.  
For example, for sorting, the best case input is 1, 2, 3, 4, 5 when 
inputs are already sorted in increasing order. Alternately, the 
worst case input is 5, 4, 3, 2, 1 where all the elements are in non-
increasing order. This is for the situation, when we are required to 
arrange elements in ascending order.  
Step-4: 
Run the program code on these legitimate input instances. Record 
corresponding outputs. During this execution process, record for 
each input instance, the corresponding block hits and block miss.  
Step-5:  
Classify the outputs as faulty or error-free.    
Step-6: 
Form a table with first ‘m’ columns indicating blocks and last 
column, denoting decision class. From step-5 and step-6, obtain 
the block vectors, denoted by B and decision vector, D. 
Step-7:  
Find similarity between the decision vector, D and the block 
vectors, B generated. The block vector which has the maximum 
similarity w.r.t decision vector is the faulty block.  
 
       
4. CASE STUDY 
Consider the following program code which is faulty c 
function for sorting rational numbers. This example is 
taken from [13] 
Void Sort(int number, int *Numerator, int *Denominator) 
{ /* block 1 */ 
int I , J, Temp; 
for ( I= number-1;  I >=0 ;  i-- )  
{ 
/* block 2 */ 
for ( J=0; J < I; J++)  
{ 
/* block 3 */ 
if (RationalGT(Numerator [J], Denominator [J], 
Numerator[J+1], Denominator[J+1]))  
{ 
/* block 4 */ 
Temp = Numerator [J]; 
Numerator[J] = Numerator [J+1]; 
Numerator[J+1] = Temp; 
} 
} 
} 
} 
Consider two sequences as shown below 
ܵ1 = { ଵ
଺
	; 	ଵ
ହ
	;	 ଵ
ସ
	 ;	 ଵ
ଶ
	}  
ܵ2 = { ଷ
ଵ
	; 	ଶ
ଶ
	;	 ସ
ଷ
	 ;	 ଵ
ସ
	}  
When the above sequences are input to the sort procedure, 
the first sequence does well, since it is sorted already. 
However, the second sequence leads to failure and the sort 
procedure does not perform as expected on this sequence. 
The output is faulty. 
When, the above sort procedures is run on these two input 
sequences, the corresponding block hits and miss is as 
depicted in Table.2. The symbol   in the last column 
indicates that an error has occurred and the symbol  
denotes no error. Similarly, for all other columns, the 
symbol indicates that execution enters the corresponding 
block and the symbol  denotes no entry into the block. 
Table.2 Sample Run   
 
In Table.2, the execution enters block-4 for the input 
sequence S1, while it is a miss when input sequence S2 is 
specified. From Table.2, the block column vectors and 
decision column vector generated may be represented as 
shown below  
ܿ0 = 	 ቂ11ቃ 
ܿ1 = 	 ቂ11ቃ 
ܿ2 = 	 ቂ11ቃ 
ܿ3 = 	 ቂ11ቃ 
ܿ4 = 	 ቂ01ቃ 
ܿ5 = 	 ቂ11ቃ 
ܦ = 	 ቂ01ቃ 
 
Once the column vectors are obtained, transpose the 
column vectors and decision vector to get the 
corresponding row vectors. This is as shown below using 
R0 to R5 and decision row vector denoted by D. 
 
ܴ0	 = 	 [1									1	] 
ܴ1	 = 	 [1									1	] 
ܴ2	 = 	 [1									1	] 
ܴ3	 = 	 [1									1	] 
ܴ4	 = 	 [0									1	] 
ܴ5	 = 	 [1									1	] 
ܦ	 = 	 [0									1	] 
Now, find the similarity between each row vector and the 
decision column using the proposed measure. The row 
vector which has the maximum similarity with the Decision 
vector is considered as faulty block.  
In our case, the block 4 is faulty block, having similarity 
value as 1 while other row vectors have similarity as 0.5. 
Hence, we must eliminate the fault or error w.r.t block 4, so 
that the elements may be sorted as required.  
The approach of finding software fault localization using 
proposed measure is simple and effective and may be 
applied to complex program modules to locate, logical 
software faults if any. The measure may also be used for 
achieving software reuse by making necessary changes and 
applying suitably. 
5. CONCLUSIONS 
Software development process is not free from faults, 
errors and failures. If a fault exists and goes unnoticed, then 
this affects the subsequent stages of the development 
process. Also, most of the software development time gets  
Input Blocks Decision 
Input Sequence 0 1 2 3 4 5 Error 
S1        
S2        
killed in the debugging phase.  The problem of software 
fault localization using the concept of similarity measure is 
discussed in this paper. By localizing faults, which occur 
early in the software development process, we may reduce 
the overall time and cost. The idea of using similarity 
measure in this work is mainly to locate the blocks of code 
which are logically wrong and then output those blocks of 
code which leads to software failure with the existence of 
faults. The proposed measure takes as input, the sequences 
which are functions of program blocks and outputs the list 
of all faulty blocks. In future, we may extend this to 
recover software architectures, lines of code etc.  
6. REFERENCES 
[1]  Pragya Agarwal and Arun Prakash Agrawal. 2014. Fault-
localization techniques for software systems: a literature 
review. SIGSOFT Softw. Eng. Notes 39, 5 (September 2014), 
1-8. 
[2] Shounak Roychowdhury and Sarfraz Khurshid. 2011. 
Software fault localization using feature selection. 
In Proceedings of the International Workshop on Machine 
Learning Technologies in Software Engineering (MALETS 
'11). 11-18.  
[3]    Swarup Kumar Sahoo, John Criswell, Chase Geigle, and 
Vikram Adve. 2013. Using likely invariants for automated 
software fault localization. SIGPLAN Not. 48, 4 (March 
2013), 139-152. 
[4]  W. Eric Wong, Vidroha Debroy, Yihao Li, and Ruizhi Gao. 
2012. Software Fault Localization Using DStar (D*). 
In Proceedings of the 2012 IEEE Sixth International 
Conference on Software Security and Reliability (SERE '12). 
IEEE Computer Society, Washington, DC, USA, 21-30.  
[5]  Tao Wang and Abhik Roychoudhury. 2005. Automated path 
generation for software fault localization. In Proceedings of 
the 20th IEEE/ACM international Conference on Automated 
software engineering (ASE '05), 347-351.  
[6]  Richard A. DeMillo, Hsin Pan, and Eugene H. Spafford. 
1996. Critical slicing for software fault localization. 
In Proceedings of the 1996 ACM SIGSOFT international 
symposium on Software testing and analysis (ISSTA '96), 
Steve J. Zeil and Will Tracz (Eds.). ACM, New York, NY, 
USA, 121-134.  
[7]  Rui Abreu, Alberto González, Peter Zoeteweij, and Arjan J. 
C. van Gemund. 2008. Automatic software fault localization 
using generic program invariants. In Proceedings of the 2008 
ACM symposium on Applied computing, 712-717.  
[8] Ling-Zan Zhu, Bei-Bei Yin, and Kai-Yuan Cai. 2011. 
Software Fault Localization Based on Centrality Measures. 
In Proceedings of the 2011 IEEE 35th Annual Computer 
Software and Applications Conference Workshops, 37-42. 
[9]  Birgit Hofer, Alexandre Perez, Rui Abreu, and Franz 
Wotawa. 2015. On the empirical evaluation of similarity 
coefficients for spreadsheets fault localization. Automated 
Software Engg. 22, 1 (March 2015), 47-74.  
[10] Vidroha Debroy and W. Eric Wong. 2011. On the 
equivalence of certain fault localization techniques. In 
Proceedings of the 2011 ACM Symposium on Applied 
Computing (SAC '11). ACM, New York, NY, USA, 1457-
1463.  
[11] Zaynab Mousavian, Mojtaba Vahidi-Asl, and Saeed Parsa. 
2011. Scalable graph analyzing approach for software fault-
localization. In Proceedings of the 6th International 
Workshop on Automation of Software Test (AST '11). 15-21.  
[12] Christopher Henard, Mike Papadakis, Gilles Perrouin, 
Jacques Klein, and Yves Le Traon. 2013. Assessing Software 
Product Line Testing Via Model-Based Mutation: An 
Application to Similarity Testing. In Proceedings of the 2013 
IEEE Sixth International Conference on Software Testing, 
Verification and Validation Workshops (ICSTW '13). IEEE 
Computer Society, Washington, DC, USA, 188-197.  
[13] Mustafa Al-Hajjaji, Thomas Thüm, Jens Meinicke, Malte 
Lochau, and Gunter Saake. 2014. Similarity-based 
prioritization in software product-line testing. In Proceedings 
of the 18th International Software Product Line Conference - 
Volume 1 (SPLC '14), Stefania Gnesi, Alessandro Fantechi, 
Patrick Heymans, Julia Rubin, Krzysztof Czarnecki, and 
Deepak Dhungana (Eds.), Vol. 1. ACM, New York, NY, 
USA, 197-206.  
[14] Jeongho Kim, Jonghee Park, and Eunseok Lee. 2015. A new 
hybrid algorithm for software fault localization. 
In Proceedings of the 9th International Conference on 
Ubiquitous Information Management and 
Communication (IMCOM '15). ACM, New York, NY, USA, 
Article 50, 8 pages.  
[15] Qiuping Yi, Zijiang Yang, Jian Liu, Chen Zhao, and Chao 
Wang. 2015. Explaining Software Failures by Cascade Fault 
Localization. ACM Trans. Des. Autom. Electron. Syst. 20, 3, 
Article 41 (June 2015), 28 pages. DOI=10.1145/2738038  
[16] Chintakindi Srinivas, Vangipuram Radhakrishna, and C. V. 
Guru Rao. 2013. Clustering Software Components for 
Component Reuse and Program Restructuring. 
In Proceedings of the Second International Conference on 
Innovative Computing and Cloud Computing (ICCC '13). 
ACM, New York, NY, USA, Pages 261, 6 pages.  
[17] Vangipuram Radhakrishna, Chintakindi Srinivas, and C. V. 
GuruRao. 2014. A modified Gaussian similarity measure for 
clustering software components and documents. 
In Proceedings of the International Conference on 
Information Systems and Design of Communication (ISDOC 
'14). ACM, New York, NY, USA, 99-104.  
[18] Chintakindi Srinivas, Vangipuram Radhakrishna, C.V. Guru 
Rao, Clustering Software Components for Program 
Restructuring and Component Reuse Using Hybrid XNOR 
Similarity Function, Procedia Technology, Volume 12, 2014, 
Pages 246-254, ISSN 2212-0173.  
[19] Vangipuram Radhakrishna, C. Srinivas, C.V.Guru Rao, 
Document Clustering Using Hybrid XOR Similarity 
Function for Efficient Software Component Reuse, Procedia 
Computer Science, Volume 17, 2013, Pages 121-128, ISSN 
1877-0509, http://dx.doi.org/10.1016/j.procs.2013.05.017. 
[20] Chintakindi Srinivas, Vangipuram Radhakrishna, C.V. Guru 
Rao, Clustering and Classification of Software Component 
for Efficient Component Retrieval and Building Component 
Reuse Libraries, Procedia Computer Science, Volume 31, 
2014, Pages 1044-1050, ISSN 1877-0509.  
