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聚类（./01’23)*+）是数据挖掘领域中最 活 跃 的 研 究 分 支
之 一 ，聚 类 在 统 计 学 、模 式 识 别 、图 像 处 理 、机 器 学 习 、生 物
学、市场营销等许多领域有广泛的应用。所谓聚类，就是将物
理或抽象对象的集合组成为由类似的对象组成的多个类或


















定义 $ 对于给定的对象，我们称在其半径 ! 范围内的
一个记录为这个记录的 !=邻域。
定义 ! 如果一个对象的 !=邻域个数超过一个最小值
()*E’1，那么我们就将这个记录称作核心对象。
定义 F 一个对象的集合 %，我们说一个对象 ? 在 G 的
!=邻域内，且 G 是一个核心对象，我们说 对 象 ? 是 从 对 象 G
出发直接密度可达的。
定义 H 一个对象链 ?$，?!， ⋯ ，?*， 如 果 ?$IG，?*I?，对
?)!%，4$")"*6。?)J$ 是从 ?) 出发的关于 ! 和 ()*E’1 直接密
度可达的，则对象 ? 是从对象 G 关于 ! 和 ()*E’1 密度可达
的。
定义 # 如果对象集合中存在一个对象 @，使得对象 ?
和对象 G 是从 @ 关于 ! 和 ()*E’1 密度可达的，那么对象 ? 和
对象 G 是关于 ! 和 ()*E’1 密度相连的。
%89.:; 通过检 查 所 给 数 据 集 合 当 中 每 个 点 的 K?1 邻
域来寻找聚类。首先它从第一个点开始，如果它是关于 K?1










LEMN.9 ,F- （L3>23)*+ E@)*’1 ’@ N>2*’)A< ’D2 ./01’23)*+
9’305’032）是通过对象排序识别聚类结构的聚类算法。当采用
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核心对象的最小 !。可达距离是指核心对象 + 的核心距离和
+ 与对象 , 的欧几里得距离之间的较大值。通过额外存储的
这两个值，%&’()* 算法创建了数据库中对象的一个次序。在
为提取所有基于密度的聚类过程中，对于小于在生成该次序
中采用的距离 ! 的任何距离 !-，这些信息是足够的。
由 于 %&’()* 算 法 具 有 和 ./*)01 算 法 在 结 构 上 的 等
价性，两者具有相同的时间复杂度 %23!4。
$56 7./*)01 算法




为一个点的 8+9 邻域的点通常是被其他的点的 8+9 邻 域 所
覆盖。为了减少 ./*)01 的时间复杂度，应该选择一个点的
8+9 邻域内的部分点来做进一步扩展 的 核 心 点 ，7./*)01:;<
27=9> .?39@>AB/=9?C *+=>@=D )DE9>?F@3G HI 0++D@J=>@H39 K@>L
1H@9?4 算法正是基于这样的想法提出的。对于二维空 间 数
据，7./*)01 算法建议核心点周围 ; 个代表对象进行类扩
展；对于三维空间数据，建议选择 M 个代表对象；依次类推，
在 3 维空间中，选择 !3 个代表对象。也就是说，在每一维空
间上， 选择两个对象作为代表对象用于类的扩展。7./N






























在 R*1))& 算法中定义了核心 点 之 间 的 三 类 不 同 的 关
系：
定 义 $ 如 果 两 个 核 心 点 +，,，有 .@9>2+，,4TU8+9，则 称
+，, 互为相含核心点2JHS?F JHF? +H@3>94。
定 义 ! 如 果 两 个 核 心 点 +，,， 有 8+9T.@9> 2+，,4TU
!P8+9，则称 +，, 互为相交核心点2 @3>?F9?J>=3> JHF? +H@3>94。
定义 6 如果两个核心点 +，,，有 .@9>2+，,4V!P8+9，则称
+，, 互为相离核心点29?+=F=>? JHF? +H@3>94。
为了下文算法描述的方便性，用 8+9 表示设定的半径。
另外，设定一个密度阈值 W@3&>9。同时我们用 0CC2*X+4表示把


















O?3?F=>?Y?I?F?3J? 2 &H@3>*?>，8+9，W@3&>9，Y?I?F?3J?*?> 4
7HF @U$ >H &H@3>*?>59@[?｛
(I C@9>（Y?I?F?3J?*?>，&@）V8+9 >L?3
0CC（Y?I?F?3J?*?>，&@）；
83C (I｝ \ \ 从有待聚类数据中选取候选核心点
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统计与决策 !""# 年 $" 月（下）
% % 对 核 心 点 的 代 表 区 域 看 成 是 一 个 小
类，做数据到该核心点的映射
&’() *)’)+)（,)-).)/0)1)+，23）；
% % 在 集 合 ,)-).)/0)1)+ 中 删 除 该 非 核 心
点
｝ % % 对集合 ,)-).)/0)1)+ 中的所有点进行区
域查询
45. 67$ +5 258/+1)+9(8:)｛










｝｝ % % 生成一个最大不相含的核心点集






28 看成是一个簇 <8，即 <87｛28｝然后，如果簇 <8 中有一个点 @























该 算 法 性 能 与 数 据 记 录 规 模 J/K没 关 系 ，而 与 密 度 有 关
系，当密度越大时，其性能越好，优越性越高。
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