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Izvleček
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Tek. štev.: DR III/198
Določanje frekvence pulza in njene spremenljivosti iz video po-
snetkov
Miha Finžgar
Ključne besede: brezkontaktna fotopletizmografija
frekvenca pulza
spremenljivost frekvence pulza
računalniška obdelava signalov
računalniška obdelava slik
Meritve fizioloških parametrov so ključne za ocenjevanje posameznikovega zdravstve-
nega stanja in počutja. Ena izmed najobetavnejših metod, ki omogoča tovrstne meri-
tve, je brezkontaktna fotopletizmografija (rPPG) – optična metoda, pri kateri s pomo-
čjo digitalne kamere zaznavamo majhne volumske spremembe krvi v kožnem mikrožilju.
Dva izmed glavnih izzivov, povezanih z rPPG, sta zagotavljanje robustnega delovanja
rPPG-algoritmov ter ocenjevanje veljavnosti fizioloških parametrov, pridobljenih iz pul-
znega signala, izmerjenega s pomočjo rPPG z uporabo celostne statistične analize. V
prvem delu te študije je predlagana uporaba valjčne transformacije za dekompozicijo
barvnih signalov, pridobljenih iz video posnetkov obrazov, z namenom povečanja šte-
vila prostostnih stopenj za izločitev šumnih signalov iz rPPG-signala v sklopu meritev
frekvence pulza. V drugem delu pa je ocenjena veljavnost spremenljivosti frekvence
pulza v zelo kratkih časovnih intervalih (UST-PRV) prek časovno-domenskih kazalcev
SDNN, RMSSD in pNN50. Rezultati prvega dela študije kažejo, da rPPG-algoritem,
utemeljen na opisanem postopku dekompozicije barvnih signalov, omogoča doseg ve-
čjega razmerja signal−šum ter boljše ujemanje izmerjenih frekvenc pulza z referenčnimi
vrednostmi v primerjavi z algoritmom Sub-Band rPPG (SB), ki odraža trenutno sta-
nje znanja in tehnike. Rezultati analize UST-PRV kažejo, da so statistično korelirane,
nepristrane in statistično značilne zgolj vrednosti SDNN, kar delno potrjuje veljavnost
UST-PRV kazalcev, pridobljenih s pomočjo rPPG.
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Abstract
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Extraction of pulse rate and its variability from video recor-
dings
Miha Finžgar
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Physiological measurements are crucial for monitoring human health and well-being.
One of the most promising methods for such measurements is remote photoplethysmo-
graphy (rPPG), a non-contact optical method that uses a digital camera to detect
subtle blood volume changes in skin microcirculation. Two key challenges in rPPG re-
late to ensuring the robust performance of the rPPG algorithms and, upon a thorough
statistical evaluation, validating the physiological parameters extracted from the rPPG
pulse waveform signals. In part one of our research, an application of a wavelet trans-
form is proposed to decompose the colour signals extracted from facial video recordings
to increase the rPPG signals’ dimensionality for the purpose of measuring the pulse rate
(PR). In part two, we assess the validity of the rPPG-derived, ultra-short-term pulse
rate variability (UST-PRV) metrics (SDNN, RMSSD, pNN50) in a sufficiently rigorous
manner. The results show that the algorithm applying the proposed decomposition
approach outperforms the state-of-the-art Sub-Band rPPG (SB) algorithm in terms of
signal-to-noise ratio and the level of agreement between the measured and reference
PRs. The results of UST-PRV analysis show that significant correlation, non-bias, and
statistical significance are only obtained for SDNN, partially confirming the validity of
the rPPG-derived UST-PRV metrics.
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1 Introduction
Accurate measurements of physiological parameters are crucial for assessing and moni-
toring human health. Two of the most important parameters are heart rate (HR) and
heart-rate variability (HRV). HR is defined as the number of times per minute that the
heart contracts and is considered to be a vital sign together with body temperature,
breathing rate (BR) and blood pressure (BP). Further, elevated resting HR1 is a consi-
derable risk factor for cardiovascular diseases [1–3] and Type 2 diabetes mellitus [4, 5]
as well as a potent predictor of cardiovascular [6,7] and diabetes mellitus mortality [8],
whereas low resting HR is associated with antisocial and aggressive behaviour [9]. HRV
is defined on the basis of the variability of the time intervals between two consecutive
heart beats, i.e. interbeat intervals (IBIs), and is essential for understanding the status
of the autonomic nervous system [10] and the autonomic modulation of the heart’s
activity [11]. The document Heart rate variability: standard of measurement, physio-
logical interpretation and clinical use [12] prepared by the Task Force of the European
Society of Cardiology and the North American Society of Pacing and Electrophysiology
states that the golden standard for HR and HRV measurements is electrocardiography
(ECG), and that HRV must be assessed from 24-hour- (long-term; LT) or 5-minute-
long (short-term; ST) recordings based on the time-domain, frequency-domain, and
non-linear metrics.
Despite the apparent advantage of the HRV analysis that comprises the standard, the
research community started to investigate whether shorter recordings could produce a
reliable HRV analysis (we refer to [13] for a thorough review of this topic). As a result,
ultra-short-term (UST; less than 5 minutes) HRV was proposed as an alternative to
the standard HRV analysis. With the development of numerous applications based on
wearable technology and smartphones designed to assess one’s well-being (mood, stress,
health status), the demand for UST-HRV increased. Applying UST-HRV in these
applications would namely improve the user experience by offering fast and comfortable
measurements, as well as the performance of the mentioned devices due to their lower
power consumption and computation load. The adoption (and standardisation) of
UST-HRV would also be beneficial in clinical applications in which ECG recordings
of less than 5 minutes are recorded (routine check-ups and check-ups of patients with
atrial fibrillation [14]).
1Resting HR denotes HR measured at rest; elevated resting HR is usually denoted as HR above 60
beats per minute.
1
Introduction
The development of the biomedical technology created the need to simplify HR and
HRV measurements. As a surrogate signal for ECG recordings, a pulse waveform signal
recorded using photoplethysmography (PPG) [15] and impedance plethysmography
(IPG) [16] was proposed. PPG and IPG simplify the measurements, reduce the costs,
and offer an assessment of HR and HRV by measuring the pulse rate (PR) and pulse
rate variability (PRV) since measurements are based on pulse cycles rather than cardiac
cycles as is the case in ECG recordings.
An important requirement of PPG and IPG is, like with ECG, that there be physical
contact between the measuring device and the subject during the measurements. This
requirement impairs mobility and can cause bias [17], whereas patches and cuffs may
induce irritation, discomfort, stress, and/or pain. Further, in the clinical environment
attached sensors may damage the skin (epidermal stripping), impair bonding between
a parent and a child, and can appear as artefacts in medical images [18]. The aforemen-
tioned bias is due to the vasodilation that occurs when external pressure is applied to
the skin [17]. This physiological phenomenon serves as a protective mechanism which
prevents pressure-induced ischaemia [17], but at the same time changes the physiolo-
gical state of the human body and consequently influences the measurements. Due to
all these limitations, non-contact measurement techniques have been proposed for me-
asuring HR/PR. These techniques require no physical contact between the measuring
device and the subject, thereby enabling their use in applications in which physical
contact is undesired or even contra-indicated. In the last two decades, a number of
non-contact surrogate measurement techniques have emerged [19] (see Appendix A),
of which remote photoplethysmography (rPPG; also abbreviated as remote-PPG or
remote PPG) is the most promising. With rPPG, a digital camera2 [21] is used to
detect subtle volumetric blood changes in skin microcirculation. These changes are
synchronous with the cardiac cycle and therefore hold information on PR. In the next
section, an overview of the development of rPPG is presented.
1.1 Literature overview
One of the key pioneering studies that led to the development of rPPG is the study by
Hülbusch and Blažek [22], who used a near-infrared (NIR) camera to analyse arterial
blood volume changes in the skin microcirculation for the purpose of assessing wounds
and providing functional mapping of the skin perfusion. The rest of the literature
overview part of this thesis is divided into five sections:
– Overview of the development of rPPG algorithms for extracting pulse waveform
signals from video recordings (section Development of algorithms for extracting pulse
waveform signals from video recordings for pulse rate measurement).
– Summary of the selected hardware- and software-based improvements of rPPG me-
asurements (section 1.1.2).
– Overview of (U)ST-HRV/PRV studies (section 1.1.3).
– Examples of real-world applications of rPPG-based PR and PRV measurements (sec-
tion 1.1.4).
2The term rPPG mostly denotes camera-based measurement systems, although in general the
rPPG signal can be acquired by a combination of LED(s) and photodetector(s) [20].
2
(1 1 1)ᵀ
[0.75, 4] [45, 240]
r
p < 0.001
≈ 8.4 ≈ 6.4 ≈ 4.8
= 0.5 = 1.1 = 0.9
[ 1.08, 4.77]
[ 4.18, 2.07]
= 4.27 r = 0.79
= 13.6 r = 0.36 = 6.52
r = 0.82
r
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following challenges relating to rPPG measurements: darker skin tone, low lighting
conditions, and subjects’ natural movements during measurements. The algorithm
combines skin-colour change signals from multiple ROIs using a weighted average.
Weights are determined automatically from the video recordings and depend on the
blood perfusion and light intensity in the selected ROI. A combination of a deformable
face tracker [45] and the Kanade-Lucas-Tomasi (KLT) tracker [46, 47] is used for face
detection and tracking. Incident light intensity, surface and subsurface skin reflectance,
as well as camera noise were also addressed.
Fletcher et al. [48] studied the effect of light source intensity and colour spectrum
on the accuracy of measuring PR using several different smartphones. Five different
algorithms (two different variations of chrominance algorithms [29], PBV [31], ICA
[27] and a BSS-based method relying on canonical components analysis) under three
different lighting conditions (sunlight, compact fluorescent, halogen incandescent) and
different luminance intensity levels were tested. The authors suggested implementing
different algorithms on a single device so that the best one can be chosen for the given
lighting conditions. Camera frame rate jitter was found to be the biggest source of error,
making it necessary to use a non-linear interpolation for time correction of the results.
By lowering the video resolution, which makes the computations less demanding, the
distance between the camera and the subject’s face must be reduced. In contrast to
previous studies, BSS-based algorithms outperformed model-based algorithms.
Bousefsaf et al. [49] proposed a method for refining the ROI defined by the Viola-
Jones face detector based on the lightness (L*) values of CIE L*u*v*15 of the pixels
within the ROI. These pixels’ values are first represented in a histogram and then
grouped into five sub-regions based on their lightness values such that all sub-regions
are the same size. Next, SNR is calculated for the pulse waveform signals extracted
from each sub-region and then the combination of sub-regions that offers the highest
SNR is selected for extraction of the final pulse waveform signal. Their approach
outperformed (in terms of RMSE and correlation) the following approaches: full and
adjusted (reduction of ROI’s width to 60% of its original width [27]) ROI defined by
the Viola-Jones face detector, ROI containing pixels classified as skin pixels by the skin
detector ([50] applied in [51]), ROI containing forehead region [28], ROI containing the
region of the cheeks [52], and ROI containing both mentioned regions. In addition, the
authors provided results that complement the results of Tsouri and Li [41]. The pulse
waveform signals were namely extracted from several components from CIE L*a*b*16,
CIE L*u*v*, RGB and Y’CbCr17. The lowest RMSE and highest correlation was
achieved for the u* component from the CIE L*u*v* colour model (followed by Cr
from Y’CbCr and a* from CIE L*a*b*).
15A colour model with lightness (L*) and two chromaticity components (u* and v*) [43].
16A colour model with lightness (L*) and two chromaticity coordinates: a* from red to green and
b* from blue to yellow colour [43].
17A colour model with luma (Y’), blue-difference chroma (Cb), and red-difference chroma (Cr)
components [43].
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Introduction
characteristics of the studies covered in Tables 1.2 and 1.1), the following findings
emerged:
– (U)ST-PRV metrics were calculated from the recordings equal to or longer than 50
s.
– Each study used a different frequency band while applying bandpass filtering, some
of which did not even cover the entire range of expected PRs in humans ([0.7, 4] Hz
[36], [0.05, 4] Hz [57], [0.75, 3] Hz [39], [1, 3] Hz [58], [0.3, 6] Hz [59], [0.75, 4] Hz
[60], [0.6, 2] Hz [64], [0.6, 2.8] Hz [65], [0.7, 3.5] Hz [66], [0.667, 2.5] Hz [62], [0.1, 8]
Hz [61]). The most restricting was the filtering operation in the study by Melchor
Rodriguez and Ramos-Castro [64], with the upper cut-off frequency adjusted to a
PR of 120 BPM.
– Except for the study by Moreno et al. [58] (assessing the validity of the ST-HRV
metrics) and partially for the study by Melchor Rodriguez and Ramos-Castro [64],
none of the studies applied a sufficiently rigorous method to evaluate the validity
of the (U)ST-PRV metrics extracted from rPPG pulse waveform signals. Melchor
Rodriguez and Ramos-Castro [64] applied a thorough statistical evaluation (corre-
lation, scatter plots, Bland-Altman plots, mean absolute error, RMSE, intraclass
correlation coefficient), but unfortunately their manuscript lacks a full explanation
of what is considered “good agreement”18 in terms of the entire statistical evaluation
procedure.
– To the best of our knowledge, none of the studies relied on publicly available data
sets.
1.1.4 Examples of real-world applications of remote
photoplethysmography (pulse rate and pulse rate
variability measurements)
One of the first studies to assess the feasibility of rPPG in a real-world clinical appli-
cation was conducted by Aarts et al. [18]. The authors used rPPG to measure PR
in infants in a neonatal intensive care unit. Initially, ROI was manually selected for
global motion tracking, whereas the smaller ROI within the original ROI was used for
extraction of the rPPG signal. The signal from the R channel was used to correct the
signal from the G channel with respect to illumination intensity changes. The proposed
algorithm was tested during selected relevant conditions: motion due to the kangaroo
mother care, high frequency oscillation ventilation (both scenarios cover motion-related
challenges), phototherapy (light intensity challenge), dark skin (skin tone challenge)
and in the presence of skin affected by a common dermatological condition. The main
findings are: the pulsality of the pulse waveform signal in the affected skin is larger
than in unaffected skin (due to an inflammation-induced rise in perfusion of the affec-
ted area), increased light intensity results in increased SNR, and that motion and low
light intensity prevent continuous PR measurements.
Villarroel et al. [67] discussed the feasibility of a longer, continuous measurement of PR
(together with BR and oxygen saturation – SpO2) using rPPG. Preterm infants were
18This term is used in the study, whereas it is explained only in terms of intraclass correlation
coefficients (values between 0.4 and 0.75 denote good agreement) [64].
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– Video resolution: In the case of an inadequate number of skin pixels arising
from low image resolution, quantisation noise cannot be averaged out.
– Sensor noise: Sensor noise should be lower than the pulsatile amplitude in the
channel with the lowest pulsatility (providing that the applied rPPG algorithm
relies on extracting the pulse waveform signal from multiple colour channels).
2. Light-source-related challenges [70]:
– Light spectrum: The light spectrum of the light source used in rPPG sy-
stems should cover the camera sensor’s wavelengths and correspond to the
absorption spectra of the main chromophores relevant in the pulse waveform
signal extraction.
– Light intensity: Increased light intensity increases the pulsatile amplitude
(see section 2.2.2.1). However, saturation occurs if intensity level exceeds the
maximum intensity value which can be represented in an image (e.g. there is a
total of 256 intensity levels in an 8-bit image). As a result, the SNR increases,
whereas in the case when all pixels inside the ROI are clipped, the pulsatile
information is completely lost. In the event of low light intensity values or even
complete darkness, a usual RGB camera can be replaced with an IR camera.
– Light geometry: A point light source illuminates a smaller area of skin and
causes more specular reflections than diffuse illumination [70]. Some authors
report the best results of PR measurements were obtained under natural and
compact fluorescent light [48] or on overcast days with diffuse light and blurred
shadows [18].
– Temporal stability: Temporal stability refers to the constant light intensity
and spectrum. Time-varying light intensity, usually occurring as flickering,
affects the pulsatile amplitude. In the worst-case scenario, the frequency of the
flickering may fall within the human PR band. A time-varying light spectrum
can interfere with the colour variation directions of the blood volume change,
which again directly influences the pulsatile component of the rPPG signal.
3. Subject-related challenges [70]:
– Skin structure: There is a significant variation in the thickness of the epi-
dermis at various sites of the body and also among individuals due to the
variations in skin pigmentation, smoking habits, haemoglobin concentration,
and gender differences [72]. This variation affects the light–skin interaction
and influences the strength of the rPPG pulse waveform signal. Differences
also exist in the density of the skin microcirculation among individuals as well
as body sites. In addition, hairiness of the skin affects extraction of the pulse
waveform signal. Besides physiological variation of the skin structure, a human
factor like make-up can also affect rPPG measurement [73].
– Skin location: An rPPG signal is most often measured on the face. While this
raises security issues regarding personal data, the face (especially the forehead
[24,44]) is reported to outperform other body sites. PR is more accurately de-
tected around palpation points [21] (e.g. common carotid artery, ulnar artery),
but these parts of the body are often covered by clothing.
– Skin tone: A darker skin tone (corresponding to Fitzpatrick skin phototypes
V-VI) affects SNR [29, 74] due to the higher concentration of melanin, which
absorbs more light, thereby reflecting less light back towards the camera.
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– Subject motion: Motion represents the biggest challenge in rPPG. It not
only affects the spatial location of the skin pixels in each frame, but diffuse
and specular reflection components. Generally speaking, motion artefacts in
rPPG arise from any motion source affecting the mutual geometric relationship
between the camera, the light source, and the subject (ROI on the subject’s
skin) [33]. We usually distinguish two types of motion: unintentional, i.e.
cardiac- and respiratory-induced motion; and intentional, which denotes vo-
luntary movements of the subjects. Yet both types are inevitable in real-world
rPPG applications. In order to avoid unintentional motion, the rPPG signal
can be measured on body parts where this type of motion is less prominent.
It should be noted that the camera-related challenges listed above cannot be viewed as
general challenges, but are more relevant for specific uses (e.g. the compression issue
is especially important when the streaming of video recordings is required). Besides
challenges arising from the basic components of the rPPG measuring system, we now
address several other challenges:
– Lack of the statistical evaluation of the validity of the physiological parameters (other
than PR) extracted from rPPG pulse waveform signals in a rigorous enough manner.
– Feasibility of using rPPG in the same clinical applications as PPG is used in (e.g.
arterial stiffness [75], venous occlusion [76]). We refer the interested reader to [77]
for a thorough list of applications of PPG.
– The high processing power and consequent latency related to some rPPG algorithms
used for measuring PR limit real-world applications of rPPG [41]. For example, ICA
[27] is computationally demanding and therefore requires high computation power.
Where this issue is resolved by transferring raw video recordings to a remote server
capable of fast processing, a reliable wireless communication link is mandatory [41],
although data transfer to a server introduces additional latency.
– rPPG researchers rarely offer access to their data sets (video recordings and reference
pulse waveform or ECG signals). This limits the comparability and reproducibility
of the results provided by different rPPG algorithms.
Of all the challenges in rPPG presented, in our opinion the most important are the
assessment of the validity of the rPPG measurements and achieving robustness19 to
motion artefacts and other common noise sources. When it comes to the latter chal-
lenge, most existing rPPG algorithms are based on extraction of a pulse waveform
signal, either from one (e.g. G [24] or any other single-channel algorithm [41]), two
(e.g. G-R [26]) or a maximum of three (e.g. ICA [27], PCA [28], CHROM [29], POS
[33]) colour channels. When a pulse waveform signal is extracted from three colour
channels (typically red, green and blue channels from the RGB colour space), it is pos-
sible to eliminate no more than two distortion signals, which is usually not enough in
the case of a real-world rPPG application. This limitation can be partly overcome by a
hardware-based solution, such as by: 1) using a multiple band camera, e.g. an RGBCO
camera as proposed by McDuff et al. [78]; by 2) using multiple cameras to capture the
video recordings. Another option is to rely on the algorithmic extension of the degrees
of freedom of noise suppression by: 1) using multiple ROIs for extraction of a multiple
19“Robust” denotes “accurate and stable pulse [waveform signal] extraction in realistic scenarios
considering challenges, such as skin-tone, illumination condition, body motion, etc.’́ [70]
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pulse waveform signal [79,80]; or 2) decomposing the RGB signals into multiple ortho-
gonal sub-bands and extracting the pulse waveform signal from each band separately
[34]. Of these solutions, the most promising is the last one since it does not require any
additional hardware and holds the potential to offer more degrees of freedom than the
other potential solutions. Wang et al. [34] applied an FT for sub-band decomposition,
which limits the number of sub-bands, especially with short signal lengths.
1.2 Definition of the research problem
We defined our research problem in line with the presented general rPPG challenges
(section 1.1.5) and limitations of the studies that have considered the validity of rPPG-
derived (U)ST-PRV metrics (section 1.1.3). This problem relates to: 1) the lack of
solutions for increasing the degrees of freedom to eliminate distortions from the rPPG
pulse waveform signal for the purpose of PR measurements20; and 2) the results of
analysis of the validity of rPPG-derived UST-PRV metrics have generally not been
evaluated in a sufficiently rigorous manner and cannot be reproduced due to the data
sets used in these studies not being publicly available.
1.3 Goals of the research and research hypotheses
The first goal of our research is to develop an algorithm for extracting the pulse wave-
form signal from raw RGB signals extracted from facial video recordings, which allows
more noise signals to be suppressed than existing solutions. The algorithm’s novelty
concerns the application of a wavelet transform for the decomposition of raw RGB
signals extracted from facial video recordings. The performance of the algorithm will
be evaluated using a publicly available data set. To accomplish the first goal, an over-
view of the literature was carried out to identify the current solutions used to extract
raw RGB signals from video recordings. Next, publicly available data sets containing
facial video recordings and reference pulse waveform signals will be identified. The
algorithm for extraction of the pulse waveform signal from raw RGB signals will then
be developed and tested on selected data set(s). The accuracy of the PR estimation
and SNR will be used evaluating the proposed algorithm’s performance. The results
will be compared with a selected state-of-the-art rPPG algorithm.
The second goal is to reliably assess the validity of the selected time-domain UST-
PRV metrics: SDNN, RMSSD, and percentage of successive NN intervals that differ
from each other by more than 50 ms (pNN50). The selected metrics are some of the
most widely used time-domain metrics and can be calculated from UST recordings.
The novelty of the second goal relates to the thorough statistical evaluation of the
results that is needed to assess the validity of the rPPG-derived time-domain UST-PRV
metrics. To achieve the second goal, SDNN, RMSSD and pNN50 will be extracted using
the developed algorithm (first goal) from 10-, 30- and 60-second-long video intervals.
The validity of the calculated metrics will be evaluated through a rigorous statistical
20PR measurements using rPPG have already been validated.
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comparison (based on the recommendations of Pecchia et al. [13]) by comparing them
with the metrics derived from reference (PPG) pulse waveform signals.
The research work will be oriented to testing two hypotheses:
1. Application of the wavelet transform for decomposition of the RGB signals extrac-
ted from facial video recordings increases the SNR and the accuracy of the PR
measurement.
2. rPPG offers a valid, ultra-short-term pulse rate variability assessment by means
of SDNN, RMSSD and pNN50 time-domain metrics.
1.4 Structure of the dissertation
This dissertation consists of six chapters. In the next chapter, we present the basic
concepts of HR and PR measurements (section 2.1), rPPG (section 2.2) and a wavelet
transform (section 2.3). In the third chapter, we present the research methodology
applied to select the data set (section 3.1), development of the rPPG algorithm relying
on a wavelet-transform-based decomposition of RGB signals extracted from facial video
recordings (section 3.2) and rPPG-based UST-PRV analysis (section 3.3). We present
the results in the fourth chapter. In the fifth chapter, we analyse the results and
compare them with results shown in the literature, while also sharing our view on
future work. In the last chapter, we draw a set of conclusions.
1.5 Publications
Based on the outcomes of our research, the following scientific articles were published:
1. M. Finžgar, P. Podržaj: A wavelet-based decomposition method for a robust
extraction of pulse rate from video recordings. PeerJ 6(2018), p. e5859.
2. M. Finžgar, P. Podržaj: Feasibility of assessing ultra-short-term pulse rate vari-
ability from video recordings. PeerJ 8(2020), p. e8342.
17
Introduction
18
2 Theoretical background
2.1 Heart and pulse rate measurements
The golden standard for HR measurements is ECG, a technique that measures electrical
activity of the heart by means of electrodes placed on the skin. Electric potential is
measured along an imaginary line (lead) defined by a pair of electrodes. In a standard
12-lead ECG, 10 electrodes are placed at prescribed positions on a subject’s limbs and
chest [81]. A typical ECG recording (i.e. electrocardiogram) with deflections marked is
shown in Figure 2.1. The P wave reflects the spread of depolarisation through the atria
Figure 2.1: Typical electrocardiogram with marked deflections.
of the heart, the QRS complex denotes the depolarisation of the heart ventricles and
the T wave the repolarisation of the heart ventricles [82]. Detection of the peak in the
QRS complex (i.e. R peak or R wave) is essential for an accurate HR measurement. The
time interval between two successive R peaks represents an IBI, denoted in ECG as an
R-R interval. The inverse of any R-R interval gives the instantaneous HR, whereas the
inverse of the average R-R interval within a studied ECG recording gives the average
HR.
A heart cycle comprises two phases of diastole and systole. In the former, the heart
chambers are filled with blood while in the latter the blood is pushed out of the heart
into the systemic and pulmonary circulatory system [82]. The blood pushed into the
19
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systemic circulatory system temporally remains in its proximal part (i.e. in the proximal
aorta) due to the vascular wall resistance [82]. When the blood stops being pushed out
of the heart, the vascular wall pressure decreases and the pressure wave spreads from
the proximal to the distal aorta and farther into the arteries, forming a pulse wave
[82]. Figure 2.2 shows a schematic representation of a pulse waveform signal. The
Figure 2.2: Typical pulse waveform signal.
AC part of the pulse waveform signal is, in general21, only phase-delayed compared
to the AC part of the electrocardiogram [83]. Therefore, the detection of R peaks in
ECG for HR measurement translates to the detection of systolic points (see Figure 2.2)
in rPPG/PPG for a PR measurement. Phase misalignment between ECG and pulse
waveform signals depends on the pulse transit time (PTT), which is influenced by two
main factors: changes in HR and BP. Drinnan et al. [84] reported a strong correlation
between changes in R-R intervals (induced by paced breathing) and changes in PTT,
with a mean delay of approximately three beats, whereas PTT is inversely related to
BP [85]. However, several factors influence the relationship between PTT and BP [85]:
arterial elasticity, pulse waveform reflection interference, and the viscoelastic properties
of the arterial wall. First, arterial elasticity alters with age and in the presence of some
cardiovascular diseases [82]. Second, wave reflections arise at any site that exhibits
any kind of discontinuity in the shape or elastic properties of the path along which
the wave propagates [86]. These discontinuities can occur acutely (most often in the
muscular arteries due to the use of vasoactive drugs) or chronically (most often in the
central elastic arteries due to ageing and hypertension) [86]. Reflected waves affect the
velocity of the propagation of the pulse wave [86]. Finally, viscous effects are negligible
in the central arteries, but not in the peripheral ones [85]. Ideally, measurements
which are influenced by PTT (in rPPG, the most crucial is the BP measurement)
should therefore be carried out: (a) on sites where viscous effects are negligible and
wave reflection interference is absent; and (b) in young subjects without any disease
that alters the arterial elasticity [85].
21In some cases, e.g. in cardiac arrhythmia, simultaneously measured HR and PR differ from each
other [77].
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2.2 Remote photoplethysmography
PPG is an optical measurement technique for detecting minute blood-volume varia-
tions in the microvascular bed of a tissue of interest [77]. It is a simple, low-cost
and non-invasive technique first introduced by Hertzman and Spealman in 1937 [15].
The term photoplethysmography is derived from the Greek words phōtos (light), ple-
thysmos (fullness) and graphé (representation by means of lines or drawing). PPG
offers non-invasive measurements of various physiological parameters (PR, SpO2, BP,
cardiac output, BR etc.) as well as the assessment of vascular and autonomic function
(e.g. PRV) [77].
In essence, to acquire a PPG signal, only a dedicated single-point light source and a
photodetector are needed22. The former is used to illuminate the tissue of interest,
whereas the latter to detect the light either transmitted through (transmission-mode
PPG) or reflected from the skin (reflection-mode PPG). The most common PPG-based
device is a pulse oximeter, a device most often attached to a finger, toe or earlobe, and
used for measuring SpO2 and PR.
rPPG developed as a photodetector and a single-point light source used in PPG were
detached from the skin and replaced by a standard digital camera and ambient lighting
[24] or wide-field light source [21]. Similarly to PPG, rPPG can operate in both reflec-
tion and transmission mode, but the latter has been examined only in a few studies
[23, 93]. A schematic representation of a reflection-mode rPPG system is shown in Fi-
gure 2.3. There are several synonyms for rPPG, e.g. non-contact PPG (ncPPG), (non-
Figure 2.3: Schematic representation of a reflection-mode rPPG setup.
contact) imaging PPG (iPPG [79]/IPPG [94]), camera-based PPG (cbPPG) [44, 95],
non-contact reflective PPG (NrPPG) [96] and video PPG (V-PPG) [48]. Of these
terms, iPPG/IPPG is quite controversial because it resembles the term PPG imaging
(PPGI), which denotes a technique that maps spatial blood-volume variations in a tis-
sue of interest [97,98] and outputs an image instead of a single pulse waveform signal.
However, even the term “rPPG” can cause confusion, since “remote” can denote any
non-contact variant of the PPG measurement system (e.g. a combination of an LED
and a photodetector coupled with an optical conditioning system [20]). The reason for
selecting the term “rPPG” in this thesis is because this term is used the most widely
within the research community, most likely due to this nomenclature being used by
the most renowned rPPG research group consisting of researchers from the Eindhoven
22In the case of SpO2 readings, two light sources of different wavelengths are needed.
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University of Technology and the Phillips Research Group. There are, however, some
exceptions to the use of the term “rPPG” even among this group [97].
Like in PPG, the rPPG pulse waveform signal consists of DC and AC parts. The former
relates to the skin structure and the average blood volume in the arterial and venous
system [99], while the latter reflects the subtle pulsatile blood-volume changes between
the systolic and diastolic phases of the cardiac cycle [99]. The underlying mechanism
in formation of the rPPG signal is based on the light–skin interaction and is explained
in section 2.2.2.
A comparison of ECG, rPPG and PPG signals is shown in Figure 2.4 in which NN1-PPG
denotes the first NN interval in the PPG pulse waveform signal, NN1-rPPG denotes the
first NN interval in the rPPG pulse waveform signal, and R-R1 denotes the first R-R
interval in the ECG signal. All of these intervals are collectively termed IBIs. Figure
Figure 2.4: Schematic representation of ECG, rPPG and PPG signals.
2.4 shows that if the rPPG signal is measured on the face, it is less delayed than the
PPG signal measured on a finger since the face has a more central/proximal position
than the finger(s).
rPPG possesses the following key characteristics that make it highly promising:
– Digital cameras are easily accessible as they are already built into smartphones,
tablets, laptops, smart watches, vehicles etc.
– Feasibility of measuring other physiological parameters besides PR and PRV: BR
[100,101], pulse wave velocity (PWV) and PTT [102,103], BP [102], SpO2 [104–106]
and blood perfusion [107]. Recently, a study of feasibility of rPPG-based blood
glucose concentration was carried out [108].
– Possibility of simultaneous measurements in multiple subjects [27, 109, 110], which
enables the use of a single rPPG measurement system in applications such as triage
or video surveillance.
– Possibility of multi-site measurements, which offers a more robust pulse waveform
23
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signal extraction by means of statistical processing of the spatially redundant mea-
surements. In addition, this characteristic is crucial for measuring PWV/PTT and
thus BP23.
– Due to all of the above characteristics, rPPG holds considerable potential in various
medical applications, including telemedicine [100], triage, neonatal care [18], inten-
sive care, surgery [95], anaesthesiology [112], epilepsy monitoring, sleep studies [113]
and providing assistance to people with profound intellectual and multiple disabilities
[114]. It could also be applied in driver monitoring systems [115], affective computing
[116], human–robot interaction [117], sports [118], video surveillance systems (e.g.
by means of an unmanned aerial vehicle [119]), polygraph testing, authentication
systems [120], animal health monitoring [121].
2.2.1 Framework for extracting physiological parameters
from video recordings
The general framework24 for the extraction of the physiological parameters from vi-
deo recordings based on the rPPG comprises two parts, image-processing and signal-
processing. The former consists of a single step with two sub-steps:
– Definition of the ROI: The first sub-step is to define the ROI in the first frame of
the video recording. The most basic solution is to manually define the bounding box
that contains skin-pixels [21,24]. Since the majority of rPPG studies use frontal-face
video recordings, researchers apply a face detector, such as the Viola-Jones frontal
face detector [123], to automate this step. To reduce the amount of non-skin pixels
inside the detected ROI, the width of the original bounding box can be reduced
(applied in Poh et al. [27]) or a skin detector based on predefined threshold values in
the Y’CbCr colour space [50] can be applied [51]. A skin detector can even be used
alone for the purpose of ROI definition in cases where a skin-contrasting background
is used in the video recordings [34]. Other approaches include, for example: 1)
detection of the facial landmarks based on the Discriminative Response Map fitting
method ([124] applied in [37]) and on the Support Vector Machine with Histogram-
of-Oriented-Gradients features ([125] applied in [38]); 2) combining sub-groups of
pixels based on their lightness distribution and SNR values [49]; 3) block-based
adaptive ROI [126], which is dynamically adjusted based on the SNR values of rPPG
signals recorded on the human face; and 4) DC-colour-based differentiation between
skin and background [128]. None of these automated solutions (except no. 4) are
however applicable when other parts of the body are being recorded or when faces are
partially covered (e.g. use of face masks). To overcome these limitations, living skin
detectors (e.g. [127]) able to completely eliminate the entire conventional procedure
of defining the ROI were proposed.
In the second sub-step, the ROI defined in the previous sub-step needs to be tracked
throughout the entire video recording. The most straightforward solution is to as-
sume no motion associated with the position of the face relative to the bounding box
23Recently, Sugita et al. [111] proposed a method to measure BP based on the degree of distortion
of the rPPG pulse waveform signal, which completely eliminates the need for PTT measurement in
assessing BP.
24Based on the framework proposed by Unakafov [122].
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corresponding to the maximum power spectral density by means of an FT (applied,
e.g. in [24, 29, 36]), Welch’s method (applied, e.g. in [37]) or autoregressive modelling
(applied, e.g. in [21]), as the frequency corresponding to the maximum WT coefficient
(applied, e.g. in [51]) or as the inverse of the mean IBI (applied, e.g. in [131]).
Recently, a number of rPPG approaches have emerged that do not rely on conventional
image- and signal-processing operations, but on artificial intelligence solutions, such as
a computational neural network. Since the concept of these approaches expands beyond
the scope of this dissertation, we refer an interested reader to the work by Zhan et al.
[132].
2.2.2 Light–skin interaction
In order to understand the principle underlying the formation of the rPPG pulse wave-
form signal, one must understand the interaction between the incident light and human
skin. This interaction is schematically shown in Figure 2.6. A fraction of incident light
Figure 2.6: Schematic representation of optical pathways in human skin. Adopted
from [133].
is first reflected on the skin’s surface (i.e. stratum corneum, the outermost skin layer).
This reflection component preserves the spectral characteristics of the incident light
and represents 4%–7% of its intensity [133]. All of the structures found on the surface
of the skin, such as hair and wrinkles, cause the diffusion of both reflection and tran-
smission components [133]. The remaining fraction of the incident light then enters
deeper into the epidermis. This skin layer contains multiple scatterers – basal cells and
keratin fibres (the latter are not shown in Figure 2.6 for clarity purposes). However,
all the scattering events present in this layer are not strong enough to affect the skin
26
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appearance [133]. On the other hand, the epidermal layer contains melanocytes with
melanin (darker skin tone is related to greater concentrations of melanin in the epider-
mis), which is a strong absorber. Light passing through the epidermis and entering the
dermal layer is absorbed by haemoglobin (Hb), a chromophore present in erythrocytes
(red blood cells) responsible for carrying oxygen from the lungs to the tissues. Hb
comes in different forms, of which oxygenated haemoglobin (HbO2) and deoxygenated
haemoglobin (HHb) are the most relevant for rPPG studies. The former denotes the
oxygenated (i.e. saturated with oxygen molecules), while the latter the deoxygenated
(i.e. desaturated with oxygen molecules) form of Hb.
Figure 2.7 shows the absorption spectra of the main light absorbers in skin, HbO2,
HHb and melanin, as well as the absorption spectrum of water. Both HbO2 and HHb
have local maxima in their absorption spectra in the blue (450–485 nm) wavelength
region (Soret peak or Soret band) and green-yellow (500–590 nm) wavelength region
(Q-band). The most prominent difference between the absorption spectra of HbO2
and HHb in visual spectra is the presence of two maxima in the Q-band of HbO2
spectrum compared to a single maximum of the HHb spectrum. The position of the
Q-band is the reason that the G channel of the RGB colour space has the highest
SNR of the three RGB channels. The absorption spectra of melanin decreases with an
increasing wavelength. However, since melanin concentration does not change during
rPPG measurements it is only the concentration of Hb inside the microcirculation that
varies. As a result, the intensity of the reflected light is strongly related with the
cardiac cycle and the rPPG signal is proportional to this cardio-synchronous pulsatile
blood volume change [44]. The model behind the described formation of the rPPG
Figure 2.7: Absorption spectra of oxygenated (oxy) haemoglobin, deoxygenated
(deoxy) haemoglobin, melanin and water scaled to their typical volume fractions in
skin. Adopted from [134].
signal is known as the volumetric model [77,98]. However, the results of some research
[135, 136] were inconsistent with the mentioned model and therefore a new model of
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of 117 static subjects of different skin phototypes. This data set was used in studies
by de Haan et al. [29, 31], but is part of the intellectual property of Philips Research
Eindhoven. The same goes for all other data sets created by the rPPG research group
containing researchers from the Eindhoven University of Technology and Philips Re-
search Eindhoven. Besides copyright issues limiting access to data sets, we discovered
one interesting decision concerning the public availability of such sets. Van der Kooij
and Naber [208] intentionally decided not to share their data set publicly due to pri-
vacy issues and to keep their data set for the purpose of benchmarking other rPPG
algorithms. The development of rPPG algorithms based on their data set could namely
result in over-fitting [208].
Of the publicly available data sets listed in Table 3.1, we selected two to apply them
in our research: MMSE-HR34 [38] and PURE35 [117]. The former was used to evaluate
the performance of the proposed Continuous-Wavelet-Transform-based Sub-Band (SB-
CWT) rPPG algorithm in terms of SNR and accuracy of the average PR measurement,
whereas the latter was used 1) for comparing the performance of the proposed SB-CWT
with the performance of other rPPG algorithms evaluated on the PURE data set, and
2) for the study of the validity of the UST-PRV metrics extracted from rPPG signals.
Access to both data sets was granted free of charge on 15 February 2018 and 31 August
2018 for MMSE-HR and PURE, respectively, upon sending completed and signed end-
user licence agreements36 to the data set owners.
The reason for selecting MMSE-HR was that it contains uncompressed RGB video
recordings. This type of recordings is needed in the evaluation of methods that exploit
model-based algorithms for rPPG signal extraction (like the POS algorithm applied
in both the proposed SB-CWT and the state-of-the-art SB). The compression may
namely: 1) eliminate the pulsating component of the rPPG signal that reflects the
blood pulsations; and/or 2) modify the signal due to the introduction of additional
artefacts [33]. UBFC-RPPG [142] and ECG-Fitness [96] also contain uncompressed
recordings, but the former includes a smaller number of video recordings, whereas the
latter has a smaller number of subjects than MMSE-HR. Most importantly, ECG-
Fitness was made publicly available on 7 August 2018, which was after we had selected
MMSE-HR. The reasoning behind the decision to use the PURE data set in the second
part of our research (instead of MMSE-HR selected for the first part) is multifaceted:
– During the review process of our first scientific article37, one reviewer informed that
handling fees now had to be paid to gain access to the MMSE-HR data set. Despite
its public availability, we believe the costs associated with the gaining access to this
data set might discourage rPPG researchers from using it. We therefore decided to
find a new data set for the second part of our research, one that offers free access to
everyone.
– MMSE-HR offers uncompressed recordings, whereas PURE offers lossless compres-
sed recordings. Thus by choosing these two data sets we were able to test our
34Multimodal Spontaneous Emotion Corpus – Heart Rate Version 1.1. It is unclear whether any
new versions of the data set have since been published.
35Pulse Rate Detection Data Set
36Pulse Rate Detection Data Set Request and Permission Form for Use of a Subset of “BP4D+”
Database; Partial Data: MMSE-HR (Multimodal Spontaneous Emotion Corpus – Heart Rate)
37M. Finžgar, P. Podržaj: A wavelet-based decomposition method for a robust extraction of pulse
rate from video recordings. PeerJ 6(2018), p. e5859
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Figure 3.3: Framework of the proposed Continuous-Wavelet-Transform-based
Sub-Band rPPG algorithm.
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Table 3.3: Summary of the methodology applied in the first (development of the rPPG
algorithm for PR measurement) and second parts of the research (assessment of the
validity of the rPPG-derived UST-PRV metrics).
1st part of our research 2nd part of our rese-
arch
data set selection MMSE-HR [38] (and
PURE [117])
PURE [117]
ROI definition detection: Viola-Jones
frontal face detector;
refinement: ROI width
reduction (60%); tracking:
none (size and position of
the ROI were kept fixed)
detection: Viola-Jones
frontal face detector;
refinement: ROI width
reduction (60%); tracking:
KLT algorithm
pre-processing of the
raw RGB signals
temporal normalisation temporal normalisation
rPPG pulse waveform
signal extraction
SB-CWT [131] SB-CWT [131]
post processing of the
pulse waveform signal
none none
extraction of IBIs peak detection: minimum
peak-to-peak distance
0.25 s; peak refinement:
none
peak detection: minimum
peak-to-peak distance
0.25 s; peak refinement:
IBI filtering
processing of the refe-
rence signals
bandpass filtering
([40,120] BPM), clipping
and squaring
bandpass filtering
([40,180] BPM), re-
sampling, clipping and
squaring
Notes: IBI: interbeat interval; ROI: region of interest; SB-CWT: Continuous-Wavelet-Transform-
based Sub-Band rPPG algorithm.
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Discussion
2.2.2) because of the higher melanin content in their skin. Therefore, the amount
of light that reaches the pulsatile blood vessels is reduced, weakening the pulsatile
part of the rPPG signal [230]. The worse performance of SB-CWT (as well as SB)
in the case of darker skin tones is somehow expected since SB-CWT is not designed
to overcome low pulsatility issues (similarly as SB). Second, the mentioned recordings
contain significant head motions. As a result, the amount of skin pixels inside the
ROI is reduced while the amount of non-skin pixels is increased. This circumstance
is most likely the chief cause of the worse performance of SB-CWT (in SNR terms)
for the mentioned recordings. In the case of other recordings of the same subjects,
the SNR values are namely much higher (e.g. 8.34 dB in the case of subject M016
performing task T11 vs. -6.66 dB in the case of the same subject during task T10).
The effect of a poorer facial mask could however be improved by implementing tracking
or skin pixel segmentation. SB-CWT also has several other disadvantages. First,
its inherent disadvantage (like in SB) is that the algorithm cannot suppress motion
that has the same frequency as the pulse. Yet, this problem may be overcome by
applying Amplitude-Selective Filtering [231], which exploits the fact that the relative
pulsatile amplitude of the rPPG signal varies within a specific range. As an alternative,
Bousefsaf et al. [232] reported that the maximum pulsatile amplitude of the rPPG
pulsewaveform signal (in fair-skinned subjects) observable in the U component of the
CIELUV colour space is equal to 0.4 – filtering of the larger amplitudes can be simply
carried out on the wavelet coefficients before applying the ICWT. Second, the weighting
function based on the global (scale-dependent) energy distribution function assumes
that the pulse waveform signal exhibits a stronger amplitude than the noise signals.
Yet this is not always the case in real-world scenarios, especially if longer segments of
noisy recordings are used. Third, SB-CWT is computationally more demanding than
SB. Finally, the proposed SB-CWT was not tested on the most challenging use case
scenarios that involve considerable motion. This is largely due to the fact that to our
knowledge no appropriate publicly available data set for testing motion robustness was
available at the time of our research, when we were looking for publicly available data
sets. However, it may be assumed that, since the SB-CWT offers more sub-bands, it
could provide a higher level of motion robustness than SB in the event of applying a
different weighting function.
In comparison with other rPPG algorithms evaluated on the MMSE-HR (Table 4.3)
and PURE (Table 4.4) data sets, the proposed SB-CWT shows a superior performance.
The variability between the results is due to the underlying models on which the
studied rPPG algorithms rely. It should also be noted that some of the variability is
a consequence of the different number of video recordings used in various studies. For
example, in the case of the results shown in Table 4.4, Demirezen et al. [176] used
video recordings of only eight subjects, whereas Gudi et al. [172] reported using 60
video recordings, whereas there are only 59 unique recordings in the PURE data set.
In the case of studies relying on DL, the algorithms’ performance depends on the size
of the subset of video recordings to train a model (the training set) and the subset to
test the trained model (the test set). For example, Špetlík et al. [96] and Hu et al. [178]
used video recordings of six (four) subjects as the training (test) set, whereas Tsou et
al. [182] used recordings of seven (three) subjects for their training (test) set. However,
the procedure of using one part of the selected data set for the training and the other
part of the same data set for testing is not always the case. Yu et al. [174] namely used
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5.3 Limitations of the research
The general limitations of our research relate to the small size of the studied sample
and the lack of different age groups and skin phototypes. This limitation is, however,
strongly related to the accessibility of the publicly available rPPG data sets. The
limitations of the second part of the research (PRV analysis) are:
– the UST-PRV metrics were not compared with the standard ST-HRV
metrics. To the best of our knowledge, no publicly available data set containing
uncompressed video recordings and reference ECG signals of a duration of at least
5 minutes during rest or during controlled motion conditions that should not result
in significant variation of PRV during the video acquisition was available. Concer-
ning the fact that we compared rPPG-derived UST-PRV metrics with PPG-derived
UST-PRV metrics rather than with ECG-derived ST-HRV metrics (i.e. the golden
standard), we believe that if rPPG is not a valid surrogate for PPG-based UST-PRV
analysis it is then hard to expect that rPPG-derived UST-PRV metrics will serve
as a valid surrogate for ECG-derived ST-HRV metrics. In contrast to HRV, PRV is
namely affected by the variability in PTT, which is related to arterial compliance
and BP and it therefore changes on a beat-to-beat basis [239]. A thorough analysis
of: 1) the agreement between the UST-PRV metrics and ST-PRV metrics from 5-
minute-long recordings; and 2) the agreement between the ECG-derived UST-HRV
and rPPG-derived UST-PRV metrics will need to be thoroughly addressed in future
works.
– The sampling rate of the reference pulse waveform signals and camera
frame rate of the video recordings did not comply with the requirement
set in the standard [12]. Choi and Shin [240] studied the effect of a reduced
sampling rate on the reliability of ST-PRV assessment. The authors suggested a
sampling rate of 25 Hz as the minimum sampling rate for assessing selected time-
and frequency-domain metrics [240]. Values were compared with the values obtained
from the PPG signals recorded at a sampling rate of 10 kHz. Recently, Fujita and
Suzuki [241] assessed the effect of a reduced sampling rate on estimation of the
features of the PPG pulse waveform signal. The study showed that the height of
the systolic peak, which was used for extraction of the IBIs and the consequent PRV
analysis, is stable even at a sampling rate of 10 Hz. These authors acquired signals
with fewer samples by downsampling the original reference PPG signals recorded at
240 Hz. On the other hand, Sun et al. [57] reported that values of PRV metrics
extracted from rPPG pulse waveform signals recorded at or upsampled to 200 Hz
are recommended.
5.4 Future work
rPPG is a challenging technique due to its innate characteristic, i.e. the low pulsa-
tile strength of the pulse waveform signal. Therefore, any variability within the basic
elements of the standard rPPG setup (see Figure 2.3a) represents a challenging sce-
nario that needs to be handled by the rPPG algorithm in order to offer a robust
measurement of the selected physiological parameter. The rPPG research community
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has already identified these challenging scenarios (see section 1.1.5 for more details)
and been proposing numerous improvements to rPPG algorithms by deploying vari-
ous machine learning [242, 243] and DL-based solutions [132, 157, 202] to provide a
more robust performance of the rPPG algorithms. A promising example of such so-
lutions are hybrid, convolutional-neural-network-based rPPG algorithms that include
prior knowledge on the physiological background of the rPPG pulse waveform signal
extraction [132]. These algorithms offer decreased RMSE of the PR measurement com-
pared with pure convolutional-neural-network-based rPPG algorithms [132]. Besides
improving the rPPG algorithms, Wang [70] noted the following future areas of work:
improvement of the rPPG hardware setup, exploration of more rPPG functions, and
te building of customised rPPG applications. We identify the last point as the crucial
one since the implementation of rPPG in real-world applications requires researchers
to cover most of the challenges in rPPG. Each potential purpose namely has its own
requirements which have to be met by a dedicated hardware and software solution to
ensure the robust performance of the rPPG system in its broadest sense. Apart from
the issues raised by Wang [70], we suggest that future work focus on solving the lack
of reproducibility and comparability of the results of rPPG studies (for the purpose of
moving closer to at least the partial standardisation of rPPG). Before the mentioned
issues are discussed in more detail (sections 5.4.2 and 5.4.3), we discuss some potential
improvements to the proposed SB-CWT.
5.4.1 Improvements to the proposed Continuous-Wavelet-
Transform-based Sub-Band rPPG algorithm
The first improvement would be to refine the ROI in such a way that it would capture
the cleanest skin mask possible. This could be, for example, be done by applying a skin-
detection algorithm based on fixed threshold pixel values (as, e.g., in [51]) or by defining
the ROI based on detected facial landmarks (as, e.g., in [229]) (see the description of
“Definition of the ROI” step in section 2.2.1 for more detail). This skin mask should
then be tracked throughout the entire recording, like was done in the second part of our
research. Despite these improvements, there would still be a possibility of detecting
false positive results in the face detection step. This may occur when human-like
objects and/or objects depicting the human face are captured on video recordings. False
negative results may also occur, for instance, if an adversarial attack was carried out on
the face detection system applied [244]. The most straightforward way of overcoming
this limitation would be to implement a living skin detector (e.g. as in [128]) instead
of applying a conventional image-based, object-detection algorithm and tracking of
the ROI. Next, in the sub-band decomposition step it would be beneficial to study
the performance of other time-frequency representations or analyses besides the FT
applied in SB and WT applied in the proposed SB-CWT. Examples are a constant-Q
transform, harmonic wavelet transform, Wigner-Ville distribution, and time-frequency
analysis by means of instantaneous frequency. Next, to increase the SNR it would
be beneficial to study the effect of Amplitude-Selective Filtering [231] or filtering of
wavelet coefficients as proposed by Bousefsaf et al. [232] (see section 5.1 for more detail).
Finally, to further evaluate the performance of SB-CWT it would need to be tested on
video recordings that include challenging motion and illumination scenarios.
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Tel-Aviv, Israel) [266], FaceReader (Noldus Information Technology, Wageningen, Ne-
therlands) [267] and the VitalSigns Camera (Philips, Eindhoven, Netherlands) [268].
The first solution is an application that works on any camera-equipped device and offers
measurements of PR (advertised as providing precision of within <2 BPM [266]), PRV
(by means of SDNN), SpO2, BR and an index of mental stress53. FaceReader is facial-
expression-recognition software which offers an rPPG module. Recently, Benedetto et
al. [269] compared its accuracy for PR measurement with respect to an ECG. The
authors reported that the mean bias was 9.8 BPM and that the module tends to ove-
restimate lower and underestimate higher PRs – these results indicate that rPPG is
still in its infant stage [269]. Yet it should be noted that the model behind the Face-
Reader [229,270] is not based on the state-of-the-art rPPG algorithms that showcased
the best performance. The VitalSigns Camera is a technology available for licensing to
third-party manufacturers and offers the measurement of PR (based on rPPG) and BR
(not based on rPPG but on chest and abdomen movements). It is not publicly known
which rPPG algorithms are implemented in this solution nor how many manufacturers
are using it. However, providing that Philips Research Eindhoven and the Eindhoven
University of Technology form, as already mentioned, probably the most renowned
rPPG research group, the most robust rPPG algorithms could be part of the solution.
53Measurements of BP are yet to be added to the app.
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6 Conclusions
Our research addressed two important challenges in rPPG: ensuring the robustness
of the extraction of a pulse waveform signal from video recordings and validating the
results of rPPG measurements.
1. In the first part of our research, we developed the SB-CWT algorithm which
applies the WT to decompose the RGB signals extracted from facial video recor-
dings. The performance of the algorithm (carried out on a publicly available data
set) shows the proposed decomposition approach results in an increased SNR of
the rPPG pulse waveform signals and improved accuracy of PR measurements
compared to the state-of-the-art (SB) algorithm. These results confirm our first
research hypothesis. In addition, the accuracy of PR measurement of the propo-
sed algorithm was compared with the results of several other rPPG algorithms
available in the literature. This comparison showed that the proposed algorithm
outperforms all of these algorithms in terms of RMSE and MAE.
2. In the second part of our research, the validity of the rPPG-derived UST-PRV
metrics (SDNN, RMSSD, pNN50) using a thorough statistical evaluation was
assessed. The results show that significant correlation, non-bias and statistical
significance are ensured for SDNN, which partly confirms the validity of the
rPPG-derived UST-PRV metrics as well as our second research hypothesis.
3. The overall results of the research show the clear potential of rPPG to be imple-
mented in real-world applications. However, the lack of public availability of the
data sets used in the majority of rPPG research limits the direct comparability
and reproducibility of the results of rPPG studies which we believe is slowing the
development of rPPG. It is encouraging that the use of publicly available data
sets is growing every year and several initiatives that aim to solve the mentio-
ned issue have been identified. We propose that solving the reproducibility and
comparability issue and applying rPPG in real-world applications form part of
future works.
Based on the development trends in rPPG, the widespread availability of the hardware
needed for rPPG measurement, and the potential of rPPG to provide measurements
of numerous physiological parameters, we agree with one of the most influential rPPG
researchers, Assist. Prof. Dr. Wenjin Wang that “the dawn of rPPG is coming” [70].
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A list of non-contact methods proposed as surrogate methods for heart/pulse rate
measurement [19]:
– Recording of a vowel speech signal [271]: Human speech output is a combination
of sound energy produced by the larynx and its modulation by the vocal tract lying
above the larynx. Providing that the muscles of the larynx are well perfused by blood
vessels, the cardiac cycle affects the acoustic properties of human speech. Mesleh et
al. [271] studied the relationship between the frequency characteristics of the vowel
/i:/ speech signal and electrocardiographic recordings. The results show that the
maximum peak in the Fourier transform of the mentioned speech signal corresponds
to the average heart rate during the recording. The main limitation of this approach
is the requirement to keep the same tone of vowel speech for the entire duration of
the recording. In addition, the method is relatively inconvenient for real-world heart
rate and heart rate variability measurements.
– Thermal imaging [272, 273]: The time-varying skin temperature waveform signal
recorded by an infrared camera is directly related to a pulse waveform signal. The
modulation of the skin temperature is strongest at the skin sites lying above super-
ficial blood vessel complexes; therefore, the neck (presence of the carotid artery) or
a wrist (presence of a radial artery) are typically the most convenient measurement
sites. The main limitations of thermal imaging are its sensitivity to motion artefacts
as well as internal and external conditions causing thermal distortions (air flow, high
ambient temperature, subjects with a fever etc.).
– Doppler radar [274,275]: Volumetric changes of the heart during the cardiac cycle
are transmitted to the chest. These changes can be measured based on the Doppler
effect where the reflected signal from the subject’s chest is proportional to the motion
of the chest. Doppler radar is prone to motion artefacts as well as to electromagnetic
interference.
– Capacitively coupled electrocardiography [276]: This technique allows recor-
ding of the electrocardiographic signal without conductive body contact by means
of capacitive-type electrodes. It is susceptible to electromagnetic interference and
changes in air circulation.
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Uvod, razširjen povzetek in
zaključki v slovenskem jeziku
Uvod
Zanesljivo merjenje fizioloških parametrov je ključno za ocenjevanje in nadzor posame-
znikovega zdravstvenega stanja. Dva izmed najpomembnejših parametrov sta frekvenca
srčnega utripa (ang. heart rate; HR) in njena variabilnost (ang. heart rate variability;
HRV). HR je določena kot število utripov srca na minuto in jo skupaj s telesno tempe-
raturo, frekvenco dihanja (ang. breathing rate) in krvnim tlakom (ang. blood pressure;
BP) uvrščamo med vitalne znake. Povišana HR v mirovanju1 je pomemben dejavnik
tveganja za razvoj srčno-žilnih obolenj [1–3] in sladkorne bolezni tipa 2 [4, 5] ter tudi
potencialni napovedni dejavnik smrtnosti, povezane s srčno-žilnimi obolenji [6, 7] in
sladkorno boleznijo [8]; znižana HR v mirovanju pa je povezana z asocialnim in agre-
sivnim vedenjem [9]. HRV je definirana na podlagi spremenljivosti časovnih intervalov
med dvema zaporednima utripoma (ang. interbeat interval; IBI) in je ključna za razu-
mevanje stanja avtonomnega živčnega sistema [10] in avtonomne modulacije aktivnosti
srca [11]. Dokument Heart rate variability: standard of measurement, physiological in-
terpretation and clinical use [12], ki sta ga pripravila Evropsko kardiološko združenje
(ang. European Society of Cardiology) ter Severnoameriško združenje za elektrofizio-
logijo (ang. North American Society of Pacing and Electrophysiology), določa, da je
zlati standard za meritve HR in HRV elektrokardiografija (EKG) in da mora biti HRV
določena iz dolgih, tj. 24-urnih (ang. long-term; LT), ali kratkih, tj. 5-minutnih (ang.
short-term) meritev na podlagi časovno-domenskih, frekvenčno-domenskih in nelinear-
nih kazalcev.
Navkljub očitni prednosti analize HRV z upoštevanjem standarda je raziskovalno sku-
pnost zanimalo, ali lahko krajše meritve omogočijo zanesljivo analizo HRV (za celovit
pregled tega področja raziskav predlagamo branje znanstvene objave Pecchie idr. [13]).
Rezultat teh prizadevanj je bila uvedba analize HRV iz zelo kratkih (tj. krajših od
5 minut) časovnih intervalov (ang. ultra-short-term; UST) kot alternativa standardni
analizi HRV. Z razvojem številnim aplikacij, povezanih z nosljivo tehnologijo (ang.
wearable technology) in pametnimi telefoni ter namenjenih ocenjevanju posameznikove
1Vrednost nad 60 utripov na minuto
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blaginje (razpoloženja, stresa, zdravstvenega stanja), se je povečala potreba po uve-
ljavitvi UST-HRV. Tovrstna analiza bi namreč lahko izboljšala uporabniško izkušnjo
zaradi hitrih in udobnih meritev ter hitrejšega in daljšega delovanja omenjenih naprav
zavoljo znižane porabe energije in računske obremenitve. Vsesplošno sprejetje in stan-
dardizacija UST-HRV bi bili koristni tudi v kliničnih aplikacijah, v katerih se rutinsko
uporabljajo največ 5 minut dolgi EKG-posnetki (rutinski pregledi ter pregledi bolnikov
z atrijsko fibrilacijo [14]).
Razvoj biomedicinske tehnologije je prinesel dodatno potrebo po poenostavitvi me-
ritev HR in HRV. Kot nadomestek EKG-meritvam sta bila predlagana fotopletizmo-
grafija (ang. photoplethysmography; PPG) [15] in impedančna pletizmografija (ang.
impedance plethysmography; IPG) [16]. PPG in IPG poenostavljata sam postopek
merjenja, zmanjšujeta stroške meritev ter ponujata oceno HR in HRV prek meritev
frekvence pulza (ang. pulse rate; PR) in spremenljivosti frekvence pulza (ang. pulse
rate variability; PRV). Za razliko od EKG so meritve z uporabo PPG in IPG namreč
osnovane na zaznavanju pulznih ciklov in ne ciklov aktivnosti srca.
Pomembna zahteva PPG in IPG je – tako kot pri EKG – zagotavljanje fizičnega stika
med merilno napravo in preiskovancem skozi celoten čas meritev. Ta zahteva ovira
mobilnost preiskovancev ter lahko povzroča pristranost meritev [17], medtem ko lahko
samolepilne elekrode ter manšete povzročajo draženje, stres in/ali bolečino. Dodatno
lahko nameščeni senzorji v kliničnem okolju povzročijo poškodbe kože, ovirajo stik med
materjo in otrokom ter se pojavljajo kot artefakt na medicinskih slikah [18]. Omenjena
pristranost meritev je povezana s pojavom vazodilatacije, ki se pojavi ob zunanjem
pritisku na kožo [17]. Ta fiziološki fenomen služi kot zaščitni mehanizem, ki prepre-
čuje ishemijo zaradi pritiska [17], a hkrati vpliva na fiziološko stanje človeškega telesa
in posledično na rezultate meritev. Zaradi vseh navedenih omejitev so bile predlagane
brezkontaktne merilne metode za merjenje HR in PR. Te metode ne zahtevajo fizičnega
stika med merilno napravo in preiskovancem, zaradi česar se jih lahko uporabi v aplika-
cijah, kjer je fizični kontakt neželen ali celo kontraindiciran. V zadnjih dveh desetletjih
so se razvile številne brezkontaktne nadomestne merilne metode za merjenje HR [19]
(gl. Appendix A), izmed katerih je najbolj obetajoča brezkontaktna fotopletizmografija
(ang. remote photoplethysmography; rPPG). Pri tej metodi s pomočjo digitalne kamere2
[21] zaznavamo drobne volumske spremembe krvi v kožnem mikrožilju. Te spremembe
so namreč sinhrone s ciklom delovanja srca in posledično nosijo informacijo o PR. V
naslednjem poglavju je predstavljen razvoj rPPG.
Pregled literature
Eno izmed ključnih pionirskih del, ki je vodilo do razvoja rPPG, je raziskava Hülbuscha
in Blažka [22], ki sta z uporabo bližnje infrardeče (NIR) kamere analizirala spremembe
volumna arterijske krvi v kožnem mikrožilju, pri čemer je bil namen ocenjevanje ran
in mapiranje prekrvitve kože. Nadaljnji pregled literature je razdeljen na pet delov:
– Pregled razvoja rPPG-algoritmov za pridobitev pulznega signala iz video posnetkov.
2Izraz rPPG se običajno uporablja za merilne sisteme, ki temeljijo na digitalni kamere, medtem ko
se lahko na splošno želeni pulzni signal izmeri tudi z uporabo LED-diod in svetlobnih tipal [20].
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prostostnih stopenj in s tem tudi možnost izločitve večjega števila šumnih signalov. Kot
najboljša kombinacija barvnih kanalov za določitev povprečne PR se je – na podlagi
povprečne vrednosti korelacijskega koeficienta med različnimi referenčnimi vrednostmi
izbranih parametrov in s kamero pridobljenimi vrednostmi – izkazala kombinacija ze-
lenega, zelenomodrega ter oranžnega kanala in ne kombinacija vseh petih kanalov.
Dodatno je bil v raziskavi predlagan algoritem za klasifikacijo kognitivnega stresa in
stanja mirovanja na podlagi UST-PRV kazalcev (dosežena je bila 85-% stopnja uspe-
šnosti). Podobno so Würtenberger idr. [40] raziskovali optimalno območje valovnih
dolžin znotraj območja NIR za merjenje PR. Izmed 25 posamičnih območij in 600
parov območij je bil najboljši rezultat (glede na srednjo absolutno napako) dosežen z
uporabo para valovnih dolžin z vrednostma 799 in 861 nm (kot najboljša posamična
valovna dolžina se je izkazala vrednost 861 nm).
Tsouri in Li [41] sta proučevala vpliv uporabe posameznih kanalov iz različnih barvnih
modelov, izpeljanih iz standardnega RGB-barvnega prostora, na točnost določanja
povprečne PR. Izkazalo se je, da uporaba barvnega odtenka (ang. hue) iz barvnih
modelov HSV5/HSL6/HSI7 omogoča najvišjo točnost meritev ob nizki računski moči
in zanemarljivi zakasnitvi. Razlog za to je najverjetneje nizka občutljivost barvnega
odtenka na spremembe osvetlitve. Dodatno pa barvni odtenek predstavlja celokupno
RGB-spremembo barve; odboj svetlobe, ki nastane pod površino kože, je tako združen,
kar poveča moč rPPG-signala. Nazadnje je spektralna gostota moči barvnega odtenka
bližje gostoti rPPG-signala; na drugi strani pa je RGB-barvni prostor odvisen od barve
opazovanega objekta in odboja svetlobe od površine kože. Poleg barvnega odtenka
je bila točnost meritev primerljiva z metodo ICA dosežena z uporabo luminančnega
faktorja (Y) iz barvnega modela XYZ.
Kumar idr. [44] so predlagali algoritem, imenovan distancePPG, ki naslavlja naslednje
izzive, povezane z rPPG-meritvami: temnejšo polt kože, slabo osvetlitev ter običajno
gibanje preiskovancev med meritvami. Algoritem z uteženim povprečenjem vključuje
RGB-signale iz več interesnih območij. Uteži so določene avtomatično na podlagi pre-
krvitve in intenzitete svetlobe znotraj izbranega ROI. Za detekcijo obrazov in sledenje
so uporabili kombinacijo deformabilnega sledilnika obrazov [45] in sledilnika Kanade-
Lucas-Tomasi (KLT) [46, 47]. V raziskavi so analizirali tudi vplive intenzitete vpadne
svetlobe, lastnosti odbojnosti svetlobe od površine kože in struktur pod njeno površino
ter šuma kamere na rPPG-meritve.
Fletcher idr. [48] so raziskovali vpliv intenzitete in barvnega spektra vira osvetlitve
na točnost merjenja PR z uporabo različnih pametnih telefonov. Pet različnih rPPG-
algoritmov (dve različici krominančnega algoritma [29], algoritem PBV [31], algoritem
ICA [27] in BSS-algoritem, osnovan na analizi kanoničnih komponent (ang. Canonical
Component Analyis)) je bilo testiranih pri različnih pogojih osvetlitve (sončna svetloba,
svetloba kompaktnih fluorescentnih sijalk, svetloba klasičnih sijalk z žarilno nitko; raz-
lični nivoji svetlosti). Avtorji so predlagali uporabo več različnih algoritmov znotraj
enega merilnega sistema z namenom možnosti izbire najprimernejše rešitve pri danih
pogojih osvetlitve. Nekonstantno število zajetih sličic na enoto časa je bilo prepoznano
kot glavni vir napake, kar kaže nujnost uporabe interpolacije za časovno korekcijo za-
5ang. hue-saturation-value
6ang. hue-saturation-lightness
7ang. hue-saturation-intensity
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stalih raziskav ni uporabila zadosti rigorozne statistične evalvacije veljavnosti kazal-
cev (U)ST-PRV, pridobljenih iz rPPG-signalov. Melchor Rodriguez in Ramos-Castro
[64] sta izvedla temeljito statistično analizo (korelacija, grafi raztrosa, Bland-Altman
grafikon, srednja absolutna napaka, RMSE, koeficient znotrajrazredne korelacije), a
njuna analiza rezultatov ne podaja razlage, kaj pomeni besedna zveza »dobro uje-
manje«11 v okviru celotne uporabljene statistične evalvacije rezultatov.
– Kot nam je znano, nobena izmed raziskav ni bila izvedena na javno dostopni bazi
podatkov.
Primeri uporabe rPPG za merjenje frekvence pulza in analizo
spremenljivosti frekvence pulza v realnem okolju
Ena izmed prvih raziskav, ki je ocenjevala izvedljivost uporabe rPPG v realnem kli-
ničnem okolju, je bila raziskava Aartsa idr. [18]. Avtorji so z rPPG merili PR novo-
rojenčkov na neonatalnem intenzivnem oddelku. ROI je bil določen ročno za namen
globalnega sledenja, manjši ROI znotraj celotnega ROI pa je bilo uporabljen za prido-
bitev rPPG-signala. Signal iz rdečega kanala RGB-barvnega prostora so uporabili za
korekcijo signala iz zelenega kanala (spremembe intenzitet vpadne svetlobe). Predla-
gan algoritem je bil testiran v različnih relevantnih pogojih: med kenguru metodo (ang.
kangaroo mother care), visokofrekvenčnim predihavanjem (oba scenarija naslavljata iz-
zive, povezane z gibanjem) in fototerapijo (izziv, povezan z osvetlitvijo); vključeni so
bili tudi novorojenčki s temnejšo poltjo (izziv, povezan z barvo kože) in prisotnostjo
kožne bolezni. Glavne ugotovitve so bile: pulzatilnost pulznega signala, merjenega na
prizadetem delu kože, je večja kot pri signalu, merjenim na zdravi koži (posledica pove-
čane prekrvitve kože zaradi vnetja), povečana intenziteta vpadne svetlobe poveča SNR,
gibanje in nizka intenziteta vpadne svetlobe pa preprečujeta kontinuirano merjenje PR.
Villarroel idr. [67] so raziskovali izvedljivost uporabe rPPG za daljše, kontinuirano
merjenje PR (skupaj s frekvenco dihanja in nasičenostjo arterijske krvi s kisikom –
SpO2). Z uporabo CCD-kamere so štiri dni opazovali nedonošenčke. V primeru drobnih
premikov preiskovancev je bila absolutna napaka med rPPG in referenčnimi EKG-
vrednostmi podobna napaki med EKG- in PPG-vrednostmi. Avtorji so dodatni potrdili
uporabnost rPPG v relevantnih kliničnih situacijah (patološko nizka PR s posledičnim
padcem SpO2). Uporabljena metoda je temeljila na vpeljavi dveh interesnih območij
– prvega, ki je vsebovalo slikovne elemente kože, in drugega, ki je vsebovalo slikovne
elemente ozadja. Slednji je bil uporabljen za minimizacijo artefaktov, povezanih z
virom osvetlitve.
Maaoui idr. [68] so predlagali avtomatski sistem za zaznavo stresa prek analize PRV.
Z namenom mapiranja med različnimi afektivnimi in fiziološkimi stanji so iz pulznega
signala izračunali sedem različnih kazalcev, štiri časovno-domenske in tri frekvenčno-
domenske. Izračunani kazalci so bili vneseni v dve metodi strojnega učenja, v metodo
podpornih vektorjev (ang. Support Vector Machine) in linearno diskriminantno analizo
(ang. Linear Discriminant Analyis). S prvo so v 91,1% primerov, z drugo pa v 94,4%
primerov, uspešno identificirali stresna stanja.
11Ta izraz je razložen zgolj v okviru koeficienta znotrajrazredne korelacije – vrednosti med 0,4 in
0,75 označujejo »dobro ujemanje« (ang. »good agreement«) [64].
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– Intenziteta svetlobe: Povečana intenziteta svetlobe poveča amplitudo DC
dela pulznega signala (gl. podpoglavje 2.2.2.1). Vseeno pa lahko pride do na-
sičenja, če intenziteta svetlobe preseže maksimalno vrednost intenzitete, ki je
lahko zastopana v sliki (npr. v primeru 8-bitne slike znaša celotno število vre-
dnosti intenzitet 256). Razmerje signal–šum v splošnem narašča z naraščajočo
intenziteto svetlobe, v primeru nasičenosti celotne slike pa se izgubi celotna že-
lena informacija. V primeru nizkih intenzitet vira osvetlitve ali celo v popolni
temi se lahko običajno RGB-kamero nadomesti z IR-kamero.
– Geometrija vira svetlobe: Točkovni vir osvetlitve osvetljuje manjšo povr-
šino kože in povzroča več zrcalnih odbojev kakor vir z razpršeno svetlobo [70].
Nekateri avtorji poročajo o najboljših rezultatih meritev PR v primeru naravne
(dnevne) svetlobe in dodatne uporabe kompaktnih fluorescentnih sijalk [48] ali
v primeru oblačnih dni (prisotnost difuzne svetlobe in zamegljenih senc) [18].
– Časovna stabilnost osvetlitve: Časovna stabilnost se nanaša na konstantno
intenziteto in konstanten spekter vira osvetlitve. Časovno spremenljiva inten-
ziteta osvetlitve, ki se običajno pojavlja kot utripanje (ang. flickering), vpliva
na amplitudo AC-dela pulznega signala. V najslabšem primeru lahko frekvenca
utripanja pade v območje pričakovanih PR pri človeku. Časovno spremenljiv
spekter svetlobe neposredno vpliva na smer variacij intenzitet ob spremembi
opazovanega volumna krvi, kar ponovno vpliva na amplitudo AC-dela pulznega
signala.
3. Izzivi, povezani z opazovanim subjektom [70]:
– Struktura kože: Debelina povrhnjice se močno razlikuje tako med različnimi
deli telesa kot tudi med različnimi posamezniki zaradi razlik v pigmentaciji
kože, navadah, povezanih s kajenjem, koncentraciji hemoglobina in razlik med
spoloma [72]. Te razlike vplivajo na interakcijo svetlobe in kože in posledično
na moč rPPG-pulznega signala. Obstajajo tudi razlike v gostoti kožnega mi-
krožilja, in sicer tako med posamezniki kot tudi med različnimi deli telesa.
Dodatno na pridobitev pulznega signala vpliva poraščenost kože. Poleg ome-
njenih fizioloških vplivov na meritve vpliva tudi človeški faktor (npr. uporaba
ličil [73]).
– Merilno mesto: rPPG-signal je najpogosteje merjen na obrazu. To merilno
mesto postavlja številna varnostna vprašanja, povezana z varstvom osebnih
podatkov, a raziskave poročajo, da rezultati, pridobljeni na obrazu (še posebej
v predelu čela [24,44]), presegajo rezultate meritev na drugih delih telesa. PR
se lahko zanesljivo meri tudi v okolici palpacijskih točk [21] (npr. skupna ka-
rotidna arterija, ulnarna arterija), a so ti deli telesa običajno pokriti z oblačili.
– Barva kože: Temnejša barva kože (tip V–VI po Fitzpatricku) vpliva na raz-
merje signal–šum [29, 74] zaradi višje koncentracije melanina, ki posledično
absorbira več vpadne svetlobe, s tem pa se manjša količina svetlobe odbije
nazaj proti kameri.
– Gibanje preiskovancev: Gibanje predstavlja največji izziv v rPPG. Vpliva
ne zgolj na prostorsko lokacijo posameznih slikovnih elementov znotraj posame-
znih sličic, ampak tudi na zrcalni in difuzni odboj svetlobe. V splošnem motnje
zaradi gibanja izhajajo iz kateregakoli vira gibanja, ki vpliva na medsebojni
položaj kamere, vira osvetlitve in opazovanega subjekta (oz. ROI na opazo-
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vanem delu subjektove kože) [33]. Običajno razlikujemo med dvema tipoma
gibanja: nenamernim, ki je odvisen od delovanja srca in dihanja, in namer-
nim, ki je posledica prostovoljnega premikanja preiskovancev. Oba tipa sta
neizogibna v realnih aplikacijah rPPG; v izogib nenamernemu gibanju lahko
merimo rPPG-signal na delih telesa, na katerih je ta tip gibanja manj izrazit.
Velja poudariti, da izzivi, povezani s kamero, niso splošne narave, ampak se pojavijo v
konkretnih pogojih meritev (npr. kompresija je pomembna, ko je prisotna zahteva po
pretakanju (ang. streaming) video posnetkov). Poleg izzivov, povezanih z osnovnimi
sestavnimi elementi rPPG-merilnega sistema, podajamo še naslednje izzive:
– Pomanjkanje ustrezne statistične evalvacije veljavnosti fizioloških parametrov (poleg
PR), pridobljenih iz rPPG-pulznih signalov.
– Izvedljivost uporabe rPPG v enakih kliničnih aplikacijah, v katerih se uporablja
PPG (npr. togost arterij [75], venska okluzija [76]). Za celoten seznam aplikacij
PPG predlagamo branje preglednega članka Allena [77].
– Visoka procesna moč in posledična zakasnitev, povezana z nekaterimi rPPG-algoritmi,
uporabljenimi za meritve PR, omejujeta uporabo rPPG v realnih aplikacijah [41].
Na primer ICA [27] je računsko zahteven algoritem, za kar je potrebna visoka ra-
čunska moč. Ta omejitev se lahko odpravi s prenosom surovih video posnetkov na
strežnik (potrebna je zanesljiva brezžična povezava [41]), kjer je možna hitra izvedba
preračunov; vseeno pa prenos podatkov na strežnik vnese dodatno zakasnitev.
– Raziskovalci s področja rPPG se redko odločajo za javno objavo njihovih baz podat-
kov, ki vsebujejo video posnetke in referenčne pulzne oz. EKG-signale. To dejstvo
omejuje primerljivost in ponovljivost rezultatov, pridobljenih z različnimi rPPG-
algoritmi.
Izmed vseh predstavljenih izzivov sta – po našem mnenju – najpomembnejša ocena
veljavnosti rPPG-meritev in doseganje robustnega12 delovanja rPPG-algoritmov v pri-
sotnosti gibanja in ostalih pogostih virov motenj. Ko gre za nazadnje omenjeni izziv,
večina rPPG-algoritmov temelji na pridobitvi pulznega signala iz enega (npr. zelen ka-
nal [24] ali kateri drug enokanalni algoritem [41]), dveh (npr. G-R algoritem [26]) ali
maksimalno treh kanalov (npr. ICA [27], PCA [28], CHROM [29], POS [33]). Kadar
gre za uporabo treh kanalov (v večini primerov so to rdeč, zelen in moder kanal RGB-
barvnega prostora) lahko tako na podlagi treh prostostnih stopenj izločimo največ dva
motilna signala, kar pa je pri uporabi metode v realnih pogojih običajno premalo. To
omejitev lahko delno odpravimo z uporabo izboljšane strojne opreme: npr. s 1. upo-
rabo večkanalne kamere, kot so predlagali McDuff idr. [78], ali z 2. uporabo večjega
števila kamer za zajem video posnetkov. Druga možnost je vpeljava programskega po-
večanja števila prostostnih stopenj pri pridobitvi pulznega signala iz video posnetkov:
s 1. uporabo več interesnih območij za pridobitev več pulznih signalov [79, 80] ali z
2. dekompozicijo RGB-signalov na več med seboj ortogonalnih komponent, iz katerih
ločeno pridobimo pulzni signal [34]. Izmed naštetih rešitev je slednja najobetavnejša,
saj ne potrebuje dodatne strojne opreme in ima potencial za dosego največjega števila
prostostnih stopenj. Wang idr. [34] so npr. uporabili Fourierjevo transformacijo za
dekompozicijo RGB-signalov, ki pa omejuje število možnih komponent, še posebej v
12Izraz »robusten« se nanaša na učinkovito pridobitev pulznega signala v realnih aplikacijah, ki
vključujejo različne izzive, kot so barva kože, pogoji osvetlitve, gibanje idr. [70]
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primeru analize kratkih posnetkov.
Opredelitev raziskovalnega problema
Raziskovalni problem smo osnovali na predstavljenih splošnih izzivih v rPPG in pre-
poznanih omejitvah raziskav, ki so ocenjevale veljavnost rPPG (U)ST-PRV kazalcev.
Problem se nanaša na: 1. s pomanjkanjem rešitev za povečanje števila prostostnih
stopenj z možnostjo izločitve čim večjega števila šumnih signalov iz pulznega signala z
namenom meritev PR13; in 2. rezultati analiz veljavnosti rPPG-UST-PRV kazalcev v
splošnem niso osnovani na ustrezni statistični evalvaciji in so neponovljivi, ker upora-
bljene baze podatkov niso javno dostopne.
Cilji raziskave in raziskovalni hipotezi
Prvi cilj raziskave je povezan z razvojem algoritma za pridobivanje pulznega signala iz
video posnetkov, ki bo omogočal izločitev večjega števila šumnih signalov od obstoje-
čih algoritmov. Noviteta tega algoritma je povezana z uporabo valčne transformacije
za namen dekompozicije RGB-signalov, pridobljenih iz video posnetkov. Evalvacija
razvitega algoritma bo izvedena na podlagi javno dostopne baze podatkov. Za dosego
opisanega cilja je bil izveden pregled literature z namenom seznanitve z dostopnimi
rešitvami za pridobitev surovih RGB-signalov iz video posnetkov. Nadalje bodo identi-
ficirane javno dostopne baze podatkov, ki vključujejo video posnetke obrazov preisko-
vancev ter pripadajoče referenčne pulzne signale. Nato bosta sledila razvoj algoritma
in testiranje na izbranih bazah podatkov. Točnost meritev PR in razmerje signal–šum
bosta uporabljena za evalvacijo zmogljivosti razvitega algoritma. Rezultati bodo pri-
merjani z rezultati, pridobljenimi z izbranim rPPG-algoritmom, ki odraža trenutno
stanje razvoja in tehnike.
Drugi cilj raziskave je povezan z zanesljivo oceno veljavnosti izbranih časovno-domenskih
kazalcev UST-PRV: SDNN, RMSSD in pNN50. Izbrani kazalci so trije izmed najpogo-
steje uporabljenih kazalcev in se lahko izračunajo iz zelo kratkih posnetkov. Noviteta
drugega cilja je povezana z ustrezno statistično evalvacijo rezultatov, ki je ključna
za oceno veljavnosti časovno-domenskih kazalcev UST-PRV, pridobljenih iz rPPG-
meritev. Za dosego tega cilja bodo s pomočjo algoritma, razvitega v okviru predho-
dnega cilja, izračunane vrednosti SDNN, RMSSD in pNN50 iz 10-, 30- in 60-sekundnih
video posnetkov. Veljavnost izračunanih kazalcev bo ocenjena s pomočjo temeljite sta-
tistične primerjave (na podlagi priporočil Pecchie idr. [13]) s kazalci, izračunanimi iz
referenčnih (PPG) pulznih signalov.
Raziskovalno delo bo usmerjeno v preverjanje naslednjih dveh hipotez:
1. Z uporabo valčne transformacije za dekompozicijo RGB-signalov, pridobljenih iz
video posnetkov obrazov preiskovancev, je možno povečati razmerje signal–šum
ter točneje oceniti frekvenco pulza.
13Meritve PR so že bile validirane.
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2. Z uporabo brezkontaktne fotopletizmografije je možno ustrezno popisati spremen-
ljivost frekvence pulza v zelo kratkih časovnih intervalih prek časovno-domenskih
kazalcev SDNN, RMSSD in pNN50.
Struktura doktorske disertacije
Disertacija je sestavljena iz šestih poglavij. V naslednjem poglavju predstavljamo
osnovne koncepte meritev HR in PR, rPPG ter valčno transformacijo. V tretjem po-
glavju predstavljamo raziskovalne metode, uporabljene za potrebe izbire baze podat-
kov, razvoja rPPG-algoritma, ki temelji na uporabi valčne transformacije za dekompo-
zicijo RGB-signalov, pridobljenih iz video posnetkov, in analize UST-PRV. Rezultate
prikazujemo v četrtem poglavju. V petem poglavju analiziramo dobljene rezultate in
jih primerjamo z rezultati, objavljenimi v literaturi; dodatno podajamo usmeritve za
prihodnje delo. V zadnjem poglavju predstavljamo glavne zaključke.
Znanstvene publikacije
Na podlagi rezultatov našega dela sta bila objavljena dva znanstvena članka:
1. M. Finžgar, P. Podržaj: A wavelet-based decomposition method for a robust
extraction of pulse rate from video recordings. PeerJ 6(2018), str. e5859.
2. M. Finžgar, P. Podržaj: Feasibility of assessing ultra-short-term pulse rate vari-
ability from video recordings. PeerJ 8(2020), str. e8342.
157
Uvod, razširjen povzetek in zaključki v slovenskem jeziku
Razširjen povzetek
Meritve fizioloških parametrov so ključne za ocenjevanje posameznikovega zdravstve-
nega stanja in počutja. Ena izmed najobetavnejših metod, ki omogoča tovrstne me-
ritve, je brezkontaktna fotopletizmografija (rPPG) -– optična metoda, pri kateri s
pomočjo digitalne kamere zaznavamo majhne volumske spremembe krvi v kožnem mi-
krožilju.
Osnovni rPPG-merilni sistem sestoji iz digitalne kamere, s katero zajemamo video
posnetke preiskovancev, vira osvetlitve ter računalnika, na katerem potekajo izračuni
želenih fizioloških parametrov iz zajetih video posnetkov. Obetavnost rPPG se kaže
v: 1. široki dostopnosti osrednjega elementa rPPG-merilnega sistema, tj. video ka-
mere, ki je danes vgrajena v številnih proizvodih (pametni telefoni, tablice, prenosni
računalniki, pametne ure, vozila idr.), 2. možnosti merjenja številnih fizioloških para-
metrov: frekvence pulza (ang. pulse rate; PR) in njene spremenljivosti (ang. pulse rate
variability; PRV), frekvence dihanja, hitrosti in časa potovanja pulznega vala, krvnega
tlaka, nasičenosti arterijske krvi s kisikom in prekrvitve tkiva, 3. možnosti hkratnega
merjenja izbranih fizioloških parametrov pri več osebah in na več merilnih mestih. Za-
radi omenjenih lastnosti ima rPPG velik potencial za uporabo na številnih medicinskih
področjih (npr. telemedicina, triaža, intenzivna medicina, kirurgija) kot tudi širše (npr.
sistemi za nadzor voznikov, afektivno računalništvo, videonadzorni sistemi).
Meritve rPPG so povezane s številnimi izzivi, od katerih izpostavljamo dva: zagota-
vljanje robustnega delovanja rPPG-algoritmov in validacijo fizioloških parametrov, pri-
dobljenih iz rPPG-pulznega signala z uporabo celostne statistične analize. Na podlagi
omenjenih izzivov smo si postavili dva cilja: razviti algoritem za pridobivanje pulznega
signala iz video posnetkov, ki bo omogočal izločitev večjega števila šumnih signalov
od obstoječih algoritmov, ter zanesljivo oceniti veljavnost izbranih časovno-domenskih
kazalcev v sklopu analize spremenljivosti frekvence pulza v zelo kratkih časovnih inter-
valih (ang. ultra-short-term pulse rate variability; UST-PRV). Na podlagi postavljenih
ciljev smo definirali dve raziskovalni hipotezi: 1. z uporabo valčne transformacije za
dekompozicijo RGB-signalov, pridobljenih iz video posnetkov obrazov preiskovancev,
je možno povečati razmerje signal–šum in točneje oceniti PR, ter 2. z uporabo rPPG
je možno ustrezno popisati spremenljivost frekvence pulza v zelo kratkih časovnih in-
tervalih prek časovno-domenskih kazalcev SDNN (standardni odklon vseh intervalov
normalnih srčnih utripov), RMSSD (kvadratni koren povprečne kvadratne razlike med
sosednjimi normalnimi srčnimi utripi) in pNN50 (delež intervalov med sosednjimi nor-
malnimi srčnimi utripi, ki se od povprečnega ločijo za več kot 50 ms). Razlog za
uvedbo valčne transformacije je ta, da število skal in s tem tudi število komponent,
nista odvisna zgolj od dolžine signala (kot je to v primeru Fourierjeve transformacije),
temveč tudi od frekvence vzorčenja ter izbire osnovnega valčka. Vsi ti parametri so
združeni v t. i. število glasov na oktavo (ang. number of voices per octave), katerega
vrednost lahko spreminjamo z ozirom na dane omejitve in s tem pri krajšem signalu
dosežemo večje število komponent v primerjavi s Fourierjevo transformacijo. Razlog za
izbiro ocenjevanja veljavnosti rPPG-UST-PRV kazalcev pa je ta, da so meritve PR z
uporabo rPPG prepoznane kot veljavne, spremenljivost, povezana s PR, pa po našem
mnenju predstavlja naslednji smiseln korak v smer validacije rPPG-meritev.
Prvi korak pri vsaki raziskavi s področja rPPG je bodisi ustvariti novo bodisi izbrati
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obstoječo (javno dostopno) bazo podatkov, ki vsebuje video posnetke preiskovancev
ter pripadajoče referenčne, pulzne ali EKG-signale. Z namenom preverljivosti in po-
novljivosti rezultatov našega raziskovalnega dela smo se odločili za uporabo javno do-
stopne baze podatkov. Identificirali smo 10 brezplačno dostopnih baz (DEAP [143],
MAHNOB-HCI [148], PURE [117], DECAF [183], MMSE-HR [38], AMIGOS [191],
COHFACE [153], UBFC-RPPG [142], »A dual-mode sleep video database« [113] in
»ECG-Fitness database« [96]) ter eno bazo s plačljivim dostopom (BP4D+ [184]). Iz-
med naštetih baz smo za potrebe našega raziskovalnega dela izbrali dve: MMSE-HR
in PURE. Prva je bila uporabljena za oceno uspešnosti predlaganega rPPG-algoritma,
druga pa: 1. za primerjavo rezultatov merjenja PR z uporabo predlaganega algoritma
in drugih algoritmov, ki so bili prav tako testirani na tej bazi podatkov, ter 2. za oce-
njevanje veljavnosti izbranih delov kazalcev UST-PRV. Razlog za izbiro MMSE-HR
je bil ta, da vsebuje nestisnjene video posnetke. Tovrsten tip posnetkov vsebujeta
tudi bazi UBFC-RPPG in ECG-Fitness, a vsebuje prva baza manjše število posnetkov,
druga pa podatke manjšega števila preiskovancev. Razlog za izbiro PURE baze pa je
bil ta, da smo bili kasneje v okviru drugega dela raziskave obveščeni, da je dostop do
baze MMSE-HR postal plačljiv. Po našem mnenju stroški, povezani z dostopom do
baze, otežujejo dostop raziskovalcem, zato smo se odločili za izbiro dodatne baze. Iz-
brana baza podatkov(PURE vsebuje brezizgubno kompresirane posnetke, s čimer smo
omogočili dodaten nabor posnetkov za testiranje predlaganega algoritma SB-CWT.
Uporabili smo 101 (od skupno 102) posnetek 40 preiskovancev iz baze MMSE-HR ter
56 (od skupno 59) posnetkov 10 preiskovancev iz baze PURE. Razlog za izločitev do-
ločenih posnetkov je v prisotnosti zašumljenih referenčnih signalov, ki bi preprečili
zanesljivo določitev referenčnih vrednosti PR. Posnetki baze MMSE-HR vključujejo
sedeče preiskovance med izvajanjem šestih nalog, ki sprožajo različna čustva, posnetki
baze PURE pa posnetke sedečih preiskovancev med mirovanjem, govorjenjem, ter med
različnimi izvedbami rotacije oz. translacije glave (skupno šest različnih scenarijev).
Po določitvi baz podatkov smo se lotili razvoja algoritma, ki bi omogočal izločitev
večjega števila šumnih signalov od obstoječih algoritmov. Odločili smo se za uporabo
valčne transformacije (ang. wavelet transform) pri dekompoziciji RGB-barvnih signa-
lov, pridobljenih iz video posnetkov obrazov in s tem za programsko povečanje števila
prostostnih stopenj za izločitev šumnih signalov iz rPPG-signala. Postopek pridobitve
pulznega signala iz video posnetkov s pomočjo predlaganega algoritma SB-CWT (ang.
Continuous-Wavelet-Transform-based Sub-Band) je naslednji:
– Za potrebe valčne transformacije smo kot osnovni valček izbrali valček iz družine
Airy, ki je del superdružine analitičnih valčkov, imenovane posplošeni Morseovi valčki
(ang. generalized Morse wavelets). Vrednosti zmnožka časa in pasovne širine (ang.
time-bandwidth product) so bile določene z obzirom na najnižjo pričakovano PR pri
ljudeh (40 BPM), vrednost parametra število glasov na oktavo (tj. parameter, s
katerim določamo diskretizacijo skal), pa je bilo postavljeno na 10.
– Z uporabo metode Viola-Jones [123, 209] smo zaznali obraz na prvi sličici vsakega
posameznega posnetka.
– Širino dobljenega interesnega območja (ang. region of interest; ROI) smo zmanjšali
na 60% izhodiščne vrednosti [36]. S tem smo zmanjšali število nekožnih slikovnih
elementov znotraj ROI. Pozicija ROI na prvi sličici je bila nato preslikana na vse
preostale sličice znotraj posameznega video posnetka.
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Zaključki
V raziskavi smo izpostavili dva pomembna izziva rPPG: zagotavljanje robustne prido-
bitve pulznega signala iz video posnetkov ter validacijo rezultatov rPPG-meritev.
1. V prvem delu raziskave smo razvili algoritem SB-CWT, ki temelji na uporabi
valčne transformacije za dekompozicijo surovih RGB-signalov, pridobljenih iz
video posnetkov obrazov. Testiranje delovanja algoritma, izvedeno na podlagi
javno dostopne baze podatkov, je pokazalo, da predlagan dekompozicijski način
poveča SNR rPPG-pulznih signalov in izboljša točnost meritev PR v primerjavi
z algoritmom SB, ki odraža stanje razvoja in tehnike. Ti rezultati potrjujejo
našo prvo raziskovalno hipotezo. Dodatno smo primerjali točnost meritev PR
s predlaganim algoritmom v primerjavi z nekaterimi drugimi rPPG-algoritmi –
SB-CWT je dosegel najnižje vrednosti RMSE in MAE.
2. V drugem delu raziskave smo ocenili veljavnost izbranih kazalcev rPPG-UST-
PRV (SDNN, RMSSD, pNN50) z uporabo temeljite statistične analize. Rezultati
kažejo, da so statistično korelirane, nepristrane in statistično značilne vrednosti
SDNN, kar delno potrjuje veljavnost kazalcev rPPG-UST-PRV, pridobljenih s
pomočjo rPPG, in našo drugopostavljeno hipotezo.
3. Celotni rezultati raziskave kažejo na jasen potencial uporabe rPPG v realnih
aplikacijah. Vendar pa pomanjkanje javno dostopnih baz podatkov, uporablje-
nih v rPPG-raziskavah, omejuje primerljivost in ponovljivost rezultatov, kar po
našem mnenju upočasnjuje razvoj rPPG. Uporaba javno dostopnih baz podat-
kov sicer raste iz leta v leto, hkrati pa se pojavljajo številne iniciative, ki želijo
rešiti omenjeno problematiko. Predlagamo, da uporaba rPPG v realnih aplikaci-
jah ter reševanje izziva, povezanega s ponovljivostjo in primerljivostjo rezultatov,
postaneta del prihodnjih raziskav s področja rPPG.
Na podlagi trenutnih smernic razvoja rPPG, široke razširjenost strojne opreme, po-
trebne za rPPG-meritve, ter potenciala rPPG za merjenje številnih fizioloških parame-
trov, se strinjamo z mnenjem enega izmed vodilnih raziskovalcev s področja rPPG –
doc. dr. Wenjina Wanga, ki pravi, da »prihaja vznik brezkontaktne fotopletizmografije«
(ang. »the dawn of rPPG is coming«) [70].
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