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Abstract 
We present a structure theorem for superstable quasi-varieties without DOP. We show that 
every algebra in such a quasi-variety weakly decomposes as the product of an affine algebra and 
a combinatorial algebra, that is, it is bi-interpretable with a two sorted structure where one sort 
is an affine algebra, the other sort is a combinatorial algebra and the only non-trivial 
polynomials between the two sorts are certain actions of the affine sort on the combinatorial 
sort. 
1. Introduction 
Suppose 3 is a language which contains only function symbols and constants. An 
elementary class K of algebras in 9 is called a quasi-variety (a variety) if K is closed 
under products and submodels (and homomorphic images). Equivalently, K is axio- 
matized by universal Horn sentences (equations). Let T be the theory of K. In general 
Twill be incomplete. K or Tare said to be superstable (without the dimensional order 
property, DOP) if all of the completions of Tare. 
In this paper, we present a structure theory for models in a superstable quasi-variety 
without the DOP. Shelah has argued [9] that these stability assumptions are neces- 
sary for any structure theorem. Before we can present the theorem, we must remind 
the reader of some definitions and give some motivating examples. 
Definition 1.1 (1) An algebra &’ is affine if for some ring R there is a left R-module 
J%’ which can be defined on the underlying set of d so that d and _N have the same 
polynomials. 
(2) An algebra J&’ is called abelian if for every term ~(2, j) and every ti, 6, C and 
d E A if z(G, C) = r(h, C) then z(& 2) = r(h, d). 
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(3) An algebra d is called combinatorial if for every term r(X, j) and every 5, b, C, d 
- - 
and SE A, if ~(a, c) = z(b, d) then ~(a, e) = r(h, 2). 
The proof of the following theorem can be found in [3]. 
Theorem 1.2. If Y is a superstable variety and 98 E V then there is an afine algebra 
LZ! E V and combinatorial algebra %? E V so that B 2 ~2 x W. 
This type of strong structural theorem is too much to ask for in a superstable 
quasi-variety without the DOP, as the following example shows. 
Example 1.3. To simplify the presentation, we will allow 9 to be multisorted. In this 
case suppose 9 has two sorts U and V. L? contains a constant 0 in V, a binary 
function + from V2 to V and a unary functionffrom V to U. The axioms for this 
quasi-variety state that the sort V has a vector space structure and the functionfis 
one-to-one. 
The standard model in our quasi-variety is a pair (U*, V*) where V* is a vector 
space over GF(2) (with + and 0 interpreted in the usual way) and U* is a copy of the 
underlying set of V*.f is a map identifying V* with U *. 
Any model in the quasi-variety looks like a pair (X, IV) where W is a vector space 
over GF(2) and X is a copy of W together with some additional points. This 
quasi-variety is 2-dimensional and so is superstable without the DOP. 
As this example illustrates, models in superstable quasi-varieties can have affine and 
combinatorial parts which interact non-trivially, contrary to the case of superstable 
varieties. 
Definition 1.4. Let SS! be an algebra and d(xO , . . , x,J be a term on 1;4. We say that 
d is a diagonal term on d if &kd(x , . . . , x) = x and 
&‘kd(d(x: , . . . , ~“0) , . . . , d(xk” , . . . , x”,)) = d(xO,, x; , . . . , x:). 
Discussion 1.5. If d(xO , , x,) is a diagonal term on d then there is a natural 
decomposition of ~4 into n + l-sorted algebra. Here we give only a sketch of this 
decomposition. The reader may refer to Chapter 11 of [6] for more details. 
First for i < n we define equivalence relations x -i y on A as 
x -iy iff &kd(x, ,x)=d(x, ,x,Y,x, ,x). 
t 
For i < n let Ai = A/ -i. 
To each algebra d we associate an n + l-sorted algebra & [d] in a language 9 [d] 
with sorts U. , . , U, and, for everyfg 9, n + 1 function symbols f0 , . . . , ,f,. The 
sort Ui is interpreted as Ai in &Cd]. We explain the interpretation of the functions by 
looking at a unary function symbolf; the other arities can be handled similarly. 
Nowfi(x, , . , x,) has variables xj of sort Uj and the range offi is the sort of Ui. In 
~~21111, .fi is interpreted by 
.L(aol -0 I . , a,/ -,) =f’(d(Qo , . , &I))/ -i, 
where a,, . , a, E A. It is easy to show this is well-defined. 
To help demonstrate the need for diagonal terms, consider the following example. 
Example 1.6. The language 3 will contain a unary function r’, a constant 0 and 
a binary function + The axioms of the quasi-variety will say that + is associative, 
T(T(x)) = T(X), r(O) = 0, T(X + y) = t(x) + z(y) = x + y, x + x = 0 and x + 0 = T(X). 
The kernel of 5 is a congruence on any algebra in this quasi-variety and modulo this 
congruence this algebra is an abelian group in which 2x = 0. 
This example has no binary decomposition term and although it has an affine part 
in some sense, the variety generated by it is unstable. To see this, consider an algebra 
in this quasi-variety built as follows: let (xi: i E o) u (yi: i E tu) be free generators for 
an abelian group G in which 2x = 0. Let A = G u (zij: i < j) and define z on A to be 
the identity map on G and s(zi,) = xi + yj. Define all the other operations consistently 
with the axioms. We now have an order defined on the sequence 
(X;Yi:iEW):XiJJ, < XjYj iff IT- ‘(X, + Yj)l = 2. 
One final example to explain the necessity of not having the DOP. 
Example 1.7. This example is a modification of the previous example. Let 
2 = (7, 0, + ,f;\jis<o where T, 0 and + are as before and,fi is unary function for each i. 
This quasi-variety has all the axioms as above together with h(x) =fi(z(x)), 
T(.fi(X)) = T(X) andjJx) # r(X) f or every i and for every i # j,J(x) #h(x). 
Once again, for every algebra in this quasi-variety, the kernel of T is a congruence 
and modulo this congruence this algebra is an abelian group in which 2x = 0. In 
addition, each congruence class has countably many distinguished elements corres- 
ponding to the values of thefi’s. 
This quasi-variety is superstable but there are completions with the DOP. In fact, 
any completion in which the range of z is infinite has the DOP. For, if A’ is a model of 
such a completion and a is a non-zero element of the range of r in A then the type 
p(x) determined by the set of formulas {r(x) = u) u (x # T(U)) u (x #,fi(a): i E co} is 
consistent, complete, and orthogonal to the empty set. The type of a over the empty 
set is non-trivial because of the group structure on the range of r so the theory of this 
model has a non-trivial type of depth greater than zero which implies the DOP (see 
[lo, Lemma X.7.21). 
The common thread between this example and the previous example is that 
although there is a recognizable affine part in both, there is no connection between the 
congruence classes given by the kernel of T. We will see that if we assume that our 
quasi-variety is without the DOP then there must be such a connection. 
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We need the following generalization of the notion of a combinatorial algebra (this 
definition also goes by the name strongly abelian; see for example [6]). 
Definition 1.8. We say that a congruence 8 on an algebra d is combinatorial if for 
every term T(X, y) and a, b, C, d and I? E A, if 5, h, and C are O-related and d and 2 are 
d-related then if r(Z, d, = r(h, 2) then z(C, d, = r(?, P). 
In an algebra &’ if T(X, y) is a term then t? = ker,(r) is the equivalence relation on 
A defined by: a 8 h iff for every z, $a, z) = Qb, z). The proof of the following theorem is 
contained in [3]. 
Theorem 1.9. If 2 is a superstable quasi-variety then there is a term g(x, ~7) so that for 
all BE 2, if H = ker,(g) then 
(1) 19 is the maximal combinatorial congruence on B and 
(2) 39/e is affine. 
As Example 1.7 shows, the conclusion of the theorem can occur in a superstable 
quasi-variety with the DOP. 
Definition 1.10. We say that quasi-variety 5! weakly decomposes if there is a diagonal 
term d(x, y) so that for every B E Z? if 0 = ker,(d) then 
(1) 8 is combinatorial congruence and 
(2) .29/e is affine. 
Discussion 1.11. To understand the next theorem and the previous definition, it is 
important to understand the distinction between “_5! weakly decomposes” and the 
conclusion of Theorem 1.9. Suppose d is a diagonal term for a quasi-variety =Z which 
weakly decomposes. Let 0 = ker,(d) and r~ = ker,(d). From Discussion 1.5 we see that 
any 58 E _Z is bi-interpretable via d with a two sorted structure with sorts B, and 
B, where B, and B2 are the classes of Q and CI respectively. Moreover, 8 E Con(B) and 
its interpretation in the two sorted structure is the identity on B, and universal on B,. 
Hence, the algebra formed by B1, together with polynomials restricted to B1, is affine 
(since g/e is affine). Since 0 is combinatorial, it follows that the restriction to B2 is 
a combinatorial algebra. Moreover, since 8 is a congruence, there can be no non- 
constant polynomial from B, to B,. 
To summarize then, if g is an algebra in a weakly decomposable quasivariety then 
it is bi-interpretable with a two sorted structure where one sort is an affine algebra, the 
other sort is a cominatorial algebra and the only non-trivial polynomials between the 
two sorts are certain actions of the affine sort on the combinatorial sort. 
Theorem 1.12. If 3’ is a superstable quasi-variety without the DOP then _!2 weakly 
decomposes. 
Let us outline the sections. Section 2 will contain various pieces of background 
material from [3] and other sources which we will need. In the second subsection, we 
develop the notion of positive primitive forking in a possibly incomplete class closed 
under products. This will allow us to use one notion of independence throughout 
instead of changing independence notion from completion to completion. The final 
subsections will deal with positive primitive saturation and the practical notion of 
NDOP we will use. A variant of Teq called QeP is also defined. In Section 3, the proof 
of Theorem 1.12 is given. 
The notation used is standard. For background on stability theory, see [l] or [IS]. 
2. The global theory 
2. I. Background 
The following definitions are standard. 
Definition 2.1. (1) A positive primitive formula (pp formula or just ppf) is any formula 
in the smallest set containing all the atomic formulas and closed under conjunction 
and existential-quantification. 
(2) An h-formula is any formula which is in the smallest set S which contains all the 
atomic formulas, is closed under quantification and conjunction and satisfies the 
condition that if cp E S and $ E S then 3x(p A Vx(q + $) E S. 
(3) A formula cp(s, y) is normal (with respect to a partition of its variables into 
x and y) in d if whenever q(A, a) n cp(A, h) # 0 for a, h E A then cp(A, a) = cp(A, b). 
(4) cp is said to be a product formula if whenever di is an T-structure for each i E I 
then 
n ail Cp(u) iff &ibcp(a(i)) for each i E I. 
iel 
Remarks 2.2. We will be using the terminology cp is a normal formula exclusively in 
the context of class of formulas. When we do this we implicitly mean that the formula 
is normal with respect to any partition of its variables. 
The following can be found in [4] or [7]. 
Fact 2.3. (1) hjbrmulas are product f?wmulas. 
(2) 1fK is a stable class closed under products then hlformulas are normal in any 
s/’ E K. 
(3) If atomic.formulas are normal in some algebra d then & is ahelian. 
(4) If K is a superstable class closed under products and ~2 E K then there is no 
infinite descending chain of equivalence relations on A d@ed by product,formulas. 
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(5) If all ppfs are normal in an algebra and ~2 and d kVx/3(x, x) for some ppf /I then 
/I defines an equivalence relation on A. 
The following theorem is proved in [3] (see the remarks after the statement of the 
theorem). 
Theorem 2.4. If9 is a superstable quasi-varier21 then there is a term p(x, y) so that if 
0 = ker,(p) thenfbr every S? E 22 
(1) 0 E Car@?), 
(2) 0 is combinatorial, 
(3) 2910 is afine and 
(4) P(Pb Yh z) = Pk z). 
Remark 2.5. (1) In the previous theorem, note that although 6910 is affine, it may not 
be in 9. 
(2) The third condition in the previous theorem is half of the second condition for 
being a diagonal term. 
(3) Although the proof of Theorem 2.4 is contained in [3], the statement is not. The 
proof of its analog for varieties, Theorem 2.3 of [3] is the subject of Section 2 of that 
paper. We would like to include some comments to help extract the proof of Theorem 
2.4 from Section 2 of [3]. In the terminology of [3], from Facts 2.3.2 and 2.3.4, it 
follows that a superstable quasi-variety is amenable. Theorem 2.3 of [3] is true for 
amenable quasi-varieties. In fact, since the quasi-varieties we are dealing with are 
superstable, the key proposition, Proposition 2.17 of [3] is true without the proviso in 
its statement that “ ... d is finitely generated . “. The proof of Theorem 2.3 of [3] is, 
word for word, a proof of our theorem here. 
2.2. Positive primitive independence 
For the time being, suppose K is any elementary class of structures closed under 
products. The underlying language could be multi-sorted. 
Definition 2.6. For d, 3 E K we write ti +,9? if A G B and whenever a E A and cp is 
a ppf then 
&bcp(a) iff .%?~&z). 
d is said to be pure in g in this case. 
f: LZZ + &J is a pure embedding iffis an embedding and the image off’is pure in ~8. 
We write d: 59 if there is a pure embedding of JZZ into 98. 
Definition 2.7. If d E K and a, b E A then cp(x, a) t$ $(x, b) if for any pure extensions 
of B of -c4, and all c E B if 98 l= cp(c, a) then g 1 $(c, b). In this definition, cp and + could 
be partial types or more genera1 infinitary formulas. 
Definition 2.8. Diag,(&) is the set of all f ppfs (all ppfs and negations) with para- 
meters from A true in ~7~2. 
The proof of the following lemma is straightforward. 
Lemma 2.9. (1) Suppose & E K. Zf 93 1 Diag,(&) then d & ~8. 
(2) Jf V(X) and $(x) are formulus over A then cp k$$ ifs Th(K)u Diag,(&) 
t- V’x(cp + $). 
Lemma 2.10. If .d E K, cp and t,bi are product formulas over A ,for all i E I and 
C,CJ t$Vi,, $i then up F$ $i.for some i E I. 
Proof. If not then for every i E I there are pi E K and bi E Bi SO that 
pi b cp(&) A 1 pi and d cP gi. But then d G giflicIgi via the diagonal map. The 
tuple (hi: i E I) contradicts cp ›~Vit,II/;. 0 
Definition 2.11. If s9 E K and B c A then a partial pp-type over B is a set of A ppfs 
over B in a fixed type variable X consistent with Diag,(&). A pp-type over B is 
a maximal partial pp-type over B. 
If p is a set of + ppfs (or f product formulas) then p+ is the set of positive instances 
occurring in p. 
Lemma 2.12. If d E K, T(X) is a consistent set of k product formulas over A and O(Y) 
is a product,formula then if r ä $ 0 then r + ä $Q. 
Proof. By Lemma 2.9, there are product formulas over AI/I~ for i < n so that 1 Gi E r 
and 
r+k$ev v *i. 
/ < ,, 
By Lemma 2.10, r + I-$ H or r + E$ pi for some i < n Since r is consistent we must 
have r+ t-$0. 0 
Discussion 2.13. Suppose d E K and B G A. We will call a partial type q over B, 
closed under conjunction, algebraic (in &) if q(x) u q(y) ä ,” x = y. From Lemma 2.10 
it follows that there is 6(x, b) E q+ so that 6(x, b) A 6(y, b) kK x = y. We say 6 defines 
x over b. 
If q is not algebraic then there is $7, & E,% and c, d E C, c # d, realizing q. By 
taking arbitrary powers over %? we see that q has unboundedly many realizations. 
Special warning. We are about to define many terms and notations which are 
similar to those used in the stability or forking theoretic setting. The reason we do this 
is to highlight the strong analogy between our notion of “pp-independence” and 
forking. We feel that the common notation makes it easier for someone who knows 
stability theory to follow what we are doing. Be warned that almost always in this 
paper the notation is local and so many details have to be checked on the basis of the 
definitions at hand. A good example is the following notation. 
Let S&(B) be the set of pp-types over B. This notation, for the moment, is relative to 
&‘. If C E A then tp(c;lB) is the set of 2 ppfs over B satisfied by C in &‘. We will use this 
notation with infinite C as well. 
Now we introduce the notion of pp-independence. This definition in this general 
context is similar to the work of Srour in [I l] (see in particular Example 9.4) and to 
Palyutin and Starchenko in [S]. 
Definition 2.14. If $3 E K and A, B, C E D then we say A is pp-independent from 
B over C in $3 and we write A bcB in $3 if tp(A/C) Fz tp+(A/BC). 
Remarks 2.15. Of course, in the previous definition, by Lemma 2.12, we have 
tp+(A/C)l-;tp+(A/BC). 
This notion of independence shares almost all the same abstract properties with 
non-forking. We enumerate some of the basic ones. 
Theorem 2.16. Suppose 9 E K and A, B, C G D. 
(1) (Monotonicity) Zf A &c B in 9, C c CO E B u C and B, c B v C then 
A bc,,B, in 9. 
(2) (Symmetry) !f A &c B in 9 then B &c A in 63. 
(3) (Transitivity)!fE~D,A~BandbothEIL.BandE~,Cin~thenE~L,Cin 
9. 
(4) (Finiteness) 
(a) !f A&cB in 9 then there is a ppf cp and tieA, heB and CeC so that 
23 1 q(G, 5, C) and tp(A/C) yz cp(X, 6, C). 
(b) Au~cBin~thenthereare~~A,~~Band~~C~othat~ffaA~~D, 
?EC’~Cand6EB’~DthenA’&czB’in9. 
(5) (Existence) If p E Sg(B) and B G C c D then there is 8 E K with 9 c,& and 
ti~Esothattikpandfi&,Cinb. 
Proof. Symmetry and existence are the only two that require any comment. To prove 
symmetry, assume the notation in the theorem. We have 
tp+(A/C)F;tp+(A/BC). 
61 
We want to show 
tp+(B/C)E;tp+(B/AC). 
Suppose G3 + cp(a, h, c) where a E A, h E B and c E C and cp is a ppf. There is a ppf 
$(x, c) so that 9 b $(a, c) and $(.u, c) Ez cp(x, h, c). So. 
Th(K) u Diag,(Q) F 3s$(x, c) A V.X($(~X, L.) + cp(ru, h, c)). 
Call the right-hand side of the last expression ~(b, c). Notice that it is an instance of 
a product formula. It follows that there is a ppf ii so that 9 !F ci(h, c) and 
Th(K) t V’Y@(Y, c) + x(.r, c)). 
Claim 2.17. 6(y, c) t-E cp(u, y, c). 
Proof. If 53 G,& and d \ S(b’, c) then since 9 1 $(a, c) and $ is a ppf we have 
d F $(a, c) A X(h’, c). so 8 b q(a, h’, c). 0 
This claim finishes the proof of symmetry. 
To prove existence, again assume the notation of the theorem. Consider the 
following set of formulas: 
r = Th(K) u Diag,(g) u p(X) u (l$(.%, F): $(S, C) is a ppf over C and 
p Y$lj(X, C)). 
If this is inconsistent then by Lemma 2.9, ~(2) tz V, < ,, $i(X, pi) where tii(X, Ci) are 
ppfs over C and p v z iji(S, C) for any i < n. But then by Lemma 2.10, p(2) If z Il/i(:r, pi) 
for some i. Contradiction. 
So suppose & F r. Then d E K, 2 ~~ 8 and there is ti E E so that ti 1 p and if F )=$(a) 
for some $, a ppf over C, then p t-,” $(-U, C). S’ mce Fi is a weaker notion then FE, it 
follows that p tt tp+ (G/C) and hence ti & B C in 8. This completes the proof of 
Theorem 2.16. 0 
The proof of existence in the previous theorem can be generalized slightly. 
Lemma 2.18. Suppose 9 E K and p is my consistent set qf ppfiy over D. Then there is 
a unique q E S’(D) so that p kzq+. 
Proof. Let 
q=($:$isappfoverDandPt~~f u {II): t,b is a ppf over D and pyg$). 
As in the proof of existence above, q is consistent, in S’(D) and is unique with the 
property that p k_x” qt. 0 
Corollary 2.19. If 9 E K, B G C E D and p is any partial pp-type over B then there is 
a unique q E S9(C) so that p tzq+. 
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Discussion 2.20. The previous corollary says that partial pp-types have unique inde- 
pendent extensions. This is analogous in stability theory to saying that every type is 
stationary. We want to adopt some suggestive terminology for this. If p is a partial 
pp-type over B and B E C G D where 9 E K then a is a generic realization of p over 
C if p F,” tp+(a/C); the type of a over C will be denoted plC. If B = C then we just say 
a is a generic realization of p. This makes sense even for a single consistent ppf over B. 
Now we will remove the relativization from the notion of pp-independence. 
Proposition 2.21 (Amalgamation). !f’zd is pure submodel of 97 and W, both in K, then 
there is a 9 E K and,f:g& 9 and g: %T: .9 witkf r A = g IA so tkatf(B) h f(Aj G(C) in 
9. 
Proof. This is just a special case of the existence property. It suffices to see that 
tp(B/A) E S’(A). If we know this then there is 9 E K so that %? ~,,.9 and 93’ c,9 with 
.S? g L&Y’ over A and moreover B’ & A C in 9. 
Now, to see that tp(B/A) E S”(A), we must see that 
Th(K) u tp(B/A) u Diag,(%) 
is consistent. By arguments similar to those already seen, if this set is not consistent 
then for some ppf cp and $ over A so that ~49 1 q(b) A 1 $(b), we have 
Th(K) u Diag,(%‘) t- 3xcp(x) A V’x(cp(.x) + $(x)). 
Call the right hand side of the previous line x. There is a ppf 6 over A so that 
Th(K) F 6 -+ x. But !23 b 6 which contradicts &? b q(b) A 1 G(b). 0 
Remarks 2.22. If K is a quasi-variety then one can take 9 to be the algebra generated 
by the union off(B) and g(C) in the previous proposition. This is because K is closed 
under subalgebras and even fewer ppfs involvingf(B) and g(C) will hold there. 
Proposition 2.23. (1) If cp and I/I are f ppfs ocer 9 E K and 9 G,& then cp f-,” rc/ ifs 
&*. 
(2) (Invariance) If 3 and d are in K, A, B and C are subsets of D and f: 9 G d then 
AhcB in 9 ifSf'(A) &,,,,f(B) in 8. 
(3) If a and % are in K with 93 G,,% and A G B then Sg(A) = S’(A). 
Proof. The last two follow immediately from the first. The direction from left to right 
is clear in the first so suppose cp t”, $ and let LF E K be such that 9 C,F. By 
amalgamation, we may assume that both & and 9 are pure subsets of some 23 E K. 
But then if 9 Iv(a) then 99 k ~(a) hence 9 1 $(a) so 9 1 $(a). This shows that 
cp)-;+. 0 
From now on we will stop mentioning in which model we have independence and 
we will drop the superscripts on E,, and S(A) when there is no confusion. 
Proposition 2.24. !f K is closed ltnder products und all p&i are normul in all models ,/ 
K then if 98 E K and a E B and A E B then there is A,, G A tvith 1 A,, 6 1 _Yj so that 
a &.,,A. 
Proof. For every ppf cp(s, y), if cp is represented in tp(u/A) then let a,,? be such that 
cp(.u, a,,) E tp(q/A). Let A0 = [u,: cp is represented in tp(n/A)j. By the normality of ppfs, 
tp(qlA,) tK tp+(a/A) and lAoI d IFI. 0 
From now on, assume that K is a class closed under products in which ppfs are 
normal in all algebras. Many of the purely formal aspects of non-forking in the stable 
context now go through for pp-independence. Also derived notions like orthogonality 
may be defined and their basic properties all hold in this context. For the type of 
elementary properties we have in mind, see Sections C and D of [S]. Having said this, 
we will now use the notation and terminology of stability theory freely in this context. 
Two properties of independence and orthogonality which are stronger than in the 
typical stable case are illustrated. They correspond to the fact that independence in 
this context is l-based (or normal). 
Lemma 2.25. Suppose &I E K and A c B. 
(1) [f‘a E B then the generic extension of tp(a/A) to B is bused on u. 
(2) lf p, q E S(A) and p2 and q2 are almost orthogonal then p and q are orthogonal. 
Proof. For the first, if (p(x, h) is a ppf over B and cp is in the generic extension of 
tp(u/A) to B then tp(cr/A) tK cp. Hence 3 != ~(u, h) and so 3~(cp(x, y) A ~(m, y)) is in the 
generic extension of tp(a/A) to B. By the normality of ppfs it is clear that this formula 
implies cp(.u, h). 
For the second, suppose p and q are not orthogonal and p2 is almost orthogonal to 
q2. By possibly working in a pure extension % of g’, we can find i: and Uihi for i < 3 so 
that 
(1) qiIplA?and biIqlAPfor i< 3, 
(2) (Uihi: i < 3) is independent over AC, 
(3) a0 depends on ho over AC, 
(4) a, is independent from bI over AF and 
(5) aOh has the same pp-type as u2b2 over AT. 
Let ~(x, _)I, C) be a ppf so that tp(uObo/A) t+K cp(x, y, ?) and V b cp(a,, b,, F). Hence 
W != 1 ~(a,, b,, (-1 A v(az, bz, i9. 
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It follows from our assumptions that (ai: i < 3) and (bi: i < 3) are independent 
realizations of p and q respectively. Since p2 and q2 are almost orthogonal and by the 
uniqueness of generic extensions, aobOal hi and a,b,a, h2 satisfy the same pp-type. But 
W ~38cp(%, ho, z)r\cp(az,hz,z))Al3z(cp(ao, bO> ~)Acp(Ql,h,>~)) 
which is a contradiction. Hence, p and q are orthogonal. 0 
2.3. Positive primitive saturation 
In this subsection, K is an elementary class closed under products (and possibly 
multi-sorted) and all ppfs are normal in all structures in K. 
Definition 2.26. d E K is said to be A-pp-saturated if for every B 5 A with 1 B 1 < 2, if 
p E S(B) then p is realized in &. 
If 1 = 19 I+ we call & a p-model. 
Lemma 2.27. Suppose K is closed under the union of pure chains. For any d E K and 
i, there is 3? E K with & zp 93 such that &!I is /l-pp-saturated. 
Proof. This is standard. Define ._%9’, by induction on c( < A+. Let go = &. If @a has 
been defined then use the amalgamation property to find aa+ 1 so that g’, ~,a~+ 1 
and every p E S(B,) is realized in 9#U + 1. If (n is a limit then take unions. g = uZ < j,+ BE 
is in K and is A-pp-saturated. 0 
Definition 2.28. If&Y E K, A G B and q E S(A) then 
(1) q is p-isolated if there is A0 E A with [A,, < j-56’ so that qtAOEKq. 
(2) (a,: x < /I) is a p-construction over A if tp(a,/A,) is p-isolated for every M < b 
where A, = {a,: 7 < a} u A. 
(3) C c B is p-constructible over A if there is a p-construction (a,: CY < fi) over 
A so that C = {a,: c1 < p}. 
(4) 99 is p-primary over A if 98 is a p-model and B is p-constructible over A. 
The following lemma is straightforward. 
Lemma 2.29. !f 93, 93’ E K are p-models and A c B and A’ G B’ so that tp(A) = tp(A’) 
and 93 is p-primary over A then there is f: 9# G 9’ so that ,f sends A to A’. 
Lemma 2.30. IfqeS(A), AcBcC with WEK and lAl<IYtpl then there is a 
p-isolated r E S(B) so that q G r. 
Proof. Choose r E S(B) so that q c r and r represents a maximal collection of ppfs. 
There is B,, G B so that r tBO t,r+ with lBOj < 191. It is fairly clear that 
rtBOuqkKr. 0 
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Lemma 2.31. For euery g E K und A _C B there is a p-primary model over A. 
Proof. Use Lemma 2.30 to produce a p-construction. 0 
The following theorem is the crucial connection for our purposes between the 
theory class K and some of its complete extensions. 
Theorem 2.32. lf 98 and %? are p-models in K and 8 E,V then 9<%‘. 
First we need a lemma. 
Lemma 2.33. If V E K and a, 6 E C and tp(Z) = tp(8) and q(x, a) E S(G) then 
q(x, 6) E S(h). 
Proof. If not then Th(K) u Diag,(%) u q(x, 6) is inconsistent. As we have argued 
before there then would be ppfs $, cp and (5 so that $(x, 6) A lcp(x, b) E q(x, b), 
W k S(6) and 
Th(K) I- 6(j) -+ W$(x, j) A Vx(W j) -+ cpk j))). 
But a and b have the same pp-type so %? b 6(Z). Hence cp(x, a) E q(x, ti) which is 
a contradiction. Cl 
Proof of the Theorem 2.32. Fix ti E B. We will show that “6 - C iff 6 and C have the 
same pp-type over 5” is a back-and-forth system where 6 E B and CE C. Fix 6 E B and 
CCC so that b - C. Suppose 6 E B and q(x, 6, ti) = tp(b/bZ). By Lemma 2.33, 
q(x, ?,a) E S(cG). Since V is a p-model, there is 2 E C so that 66 - Z. The other 
direction is similar. 0 
2.4. KeP 
In this subsection K is an elementary class of Z-structures closed under products. 
We introduce the language Pep and the class KeP. 
LP* is a multi-sorted language. For every ppf cp:= cp(x, y) together with a fixed 
partition of the variables, there is a sort U,. The sort corresponding to the formula 
x = y is thought of as the original universe and is just written U. In addition there are 
binary relation symbols R,(x, z) where x is a tuple of variables of sort U of the same 
length as the x from cp and z is a single variable of sort Ii,. Finally 9 is contained in 
_!Zep and all variables in symbols from 9 have sort U. 
We will define K ep by describing, up to isomorphism, the multi-sorted _Pp-struc- 
tures in it. Now suppose & E K. We construct Idep as follows: & with its entire 
Y-structure is placed in U. Now if cp(x, y) is a ppf then let A, = 3zcp(z, A) and let 
-‘p be the equivalence relation defined on A, by: a -V b iff & k Vz(cp(z, a) t* cp(z, b)). 
Interpret U, as the equivalence classes of -V. For R, we let R,(a, v) hold in Spiff for 
some (any) M? E c ~2 1 q(a, \v). 
Now Rep is the closure under isomorphism of the class of algebras deP for s4 E K. 
It is straightforward to prove: 
Proposition 2.34. (1) KeP is elementary. 
(2) K ep is closed under products. 
Remarks 2.35. (1) Notice that it is possible that U, is empty. Although this is 
non-standard, it causes no trouble here. 
(2) KeP is a conservative definitional extension of K and is mainly a convenience for 
what will follow. Note that, since if K is closed under products then so is Kep, 
everything we have proved about pp-independence applies equally to K ep. 
(3) The typical situation is when ppfs are normal in all algebras in K. Then for any 
ppf cp(x, y), R, acts as a projection from 3 ycp(x, y) to U,. In this case it is easy to see 
that ppfs are normal in all algebras in K ep as well. 
(4) If &’ E K and ppfs are normal in JS! then if $(x, b) is an instance of a consistent 
ppf over ~2 then we will write ‘rc/(x, h)l for b/ -$, the element of U, associated to b by 
R,. This is the “canonical parameter” associated with the definable set $(A, b). 
2.5. Positive primitive rank 
In this subsection K is an elementary class closed under products and we work in 
a rc-pp-saturated mode1 & E K for some large K. Define a rank R on ppfs with 
parameters from .4 as follows: For cp(x, u), a ppf with a E M 
(1) R(cp(x, a)) 3 0 iff _H k 3xcp(x, a). 
(2) for limit ordinals 6, R(cp(x, a)) 3 6 iff R(q(.x, a)) 3 x for all CI < S. 
(3) R(cp(x, a) 3 cx + 1 iff there is a ppf $(x, y) and hi for i < K so that 
(a) J# b 1 ~x(c~(x, U) A $(x, hi) A $(x, bj)) for i #j. 
(b) R(cp(x, U) A $(x, bi)) 3 C( for i < K. 
AsusualwesaythatR(cp)=a ifR(cp)3rforallccandR(cp)=zifR(cp)>abutnot 
> x + 1. If p is a collection of f ppfs closed under conjunction then R(p) is the 
minimum of R(q) for instances of ppfs in p, cp. 
The following is standard: 
Lemma 2.36. (1) If’ a, b E M and a and b have the same pp-type then 
R(cp(.~ a)) = R(cp(.u, b)). 
(2) If cp and $ are over M and JA’ b cp + I,!I then R(q) < R($). 
(3) There is un ordinal ‘y. so that ifR(q) > cl0 then R(q) = cc. 
Definition 2.37. We say that the class K is pp-superstable if for every ,_& E K, 
IS(A)/ < IAl + 21Y’. 
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Proposition 2.38. If‘K is superstahle then it is pp-superstable. 
Proof. Suppose A&’ E K and IS(A)/ > (A ( + 21yl. Choose a p-model B which is a pure 
extension of d. Then every type in S(A) is realized in an elementary extension of 98 by 
Theorem 2.32. Since all of these types are over A, this contradicts the superstability 
OfK. 0 
Proposition 2.39. K is pp-superstable if R(q) < x ,for all cp. 
Proof. The direction left to right is standard. The other direction follows from 
Lemma 2.40. If‘p G S(A) and cp(.u, a) E p with R(p) = R(p) = x then p ratK pt. 
Proof. Here we work in K ep. Suppose 6(x-, h) E p and A%! 1 ti(x, h) -+ cp(x, a). Let 
q = tp(‘$(x, b)l/a). If q is algebraic then by Discussion 2.13 there is a ppf 6(u, a) E q 
which defines u over a. In this case, p 1 a kK $(x, h). 
If q is not definable then it has unboundedly many realizations. Choose 6i E M 
so that (‘$(x, hi)‘: i < K) is a sequence of distinct realizations of q. It follows 
that R($(x, hi)) = R($(x, b)) for all i. This proves that R(cp(x, a)) > a which is 
a contradiction. 0 
2.4. Positive primitkle DOP 
In this section K is an elementary class closed under products and unions of pure 
chains. 
Definition 2.41. We say that K has the positive primitive dimensional order property 
(pp-DOP) if there are p-models MO, M1, A2 and N and p E S(N) so that 
(1) JZYO E pi C .N for i = 1, 2, 
(2) Ml boo Mz, 
(3) N is p-primary over M 1 M,, 
(4) p is not algebraic and 
(5) p is orthogonal to both MI and M,. 
Remarks 2.42. Remember that for a type (a pp-type in our context) to be orthogonal 
to a set it must be orthogonal to all types over that set. 
Proposition 2.43. Jf K is superstahle without the DOP then K does not have the 
pp-DO P. 
Proof. We use the proof of Proposition 1.1 from [2]. In fact, the proof goes through 
completely by replacing non-forking, a-model and cc-rank by pp-independence, 
p-model and R. We conclude that if K has the pp-DOP then there are p-models 
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& and ?J in K so that &’ G,%? and the theory of the pair (.GJ, &) is unstable. But by 
Theorem 2.32, this is an elementary pair. So we conclude, from [2] once again, that 
K has the DOP. 0 
We need the following version of the pp-DOP in the proof of Theorem 1.12. It is 
analogous to Lemma X.7.2. of [lo] where it is shown that in a superstable theory 
without the DOP all non-trivial regular types have depth zero. An affine structure is 
any pp-defined set (in KcP) which has a pp-defined Malcev term on it. 
Proposition 2.44 Suppose K does not have the pp-DOP, A G B and p E S(B). If p is not 
algebraic and tp(B/A) is the generic type of an afine structure then p is not orthogonal 
to A. 
Proof. Suppose BO, B1 and B, are independent realizations of tp(B/A). Choose 
a p-model M0 containing B0 independent from B, B, over A. Let N be p-primary over 
M,B, B2 and choose Mi, for i = 1,2, p-primary over M, Bi, contained in N, and such 
that N is p-primary over Ml M,. 
If B, is the result of applying the Malcev term on the affine structure to B,, B, and 
B, then B, is again a generic realization of tp(B/A) over B1 and B, separately. 
Moreover, B, c N. If q is the conjugate of p over B, then q1 N is orthogonal to both 
Ml and MZ. This implies that K has the pp-DOP which is a contradiction. 0 
3. A proof of the main theorem 
In this section we give the proof of the main theorem. 
Theorem 1.12. Jf 9 is a superstable quasi-variety without the DOP then 9 weakly 
decomposes. 
Proof. By Theorem 2.4, there is a kernel defined congruence 0 which, on all 98 E 9, is 
the maximal combinatorial congruence and 9?/8 is affine. In addition there is a term 
p(x, y) so that 0 = ker,(p) and p(p(x, y),z) = p(x, z) holds in 9. 
We will produce a pp equivalence relation TV so that 
xr\O=O and ~08=1 
holds in 9. 
To see that this is enough, suppose we consider the free algebra on two generators 
x and y and let d(x, y) be the element o-related to x and is x-related to y. We will show 
that d is the required diagonal term. 
First, y is a-related to d(x, y). If c( is the formula 3zct’ where a’ is a conjunction of 
atomic formulas then for some terms ??(x, y), cc’(y, d(x, y), 5(x, y)) holds. Since these 
formulas hold in a free algebra they hold everywhere in 9 so for any G9 E 9 and 
a, b E B, b is x-related to d(a, b). Similarly, a is e-related to d(a, b). Moreover, if a and 
b are U-related and c E B then 
d(a, c) (9 u 0 h U d(b, c). 
However, d(a, c) and d(b, c) are both x-related to c. Since c( A N = 0 holds in 9, 
d(a, c) = d(b, c). So 0 c ker,d. Similarly, if d(a, c) = d(b, c) then all b so in fact, 
0 = ker,d. 
Now for u, b, c E B, d(d(a, b), c) 6, d(a, b) Ua so d(d(a, b), c) = d(u, c). Similarly 
d(u, d(b, c)) = d(u, c) so d is a diagonal term. 
Now choose SI to be minimal so that c( 2 H = 1 holds in 9. Such an c( exists by Fact 
2.3 since 9 is superstable. 
We first prove that c( is kernel defined. Work for a moment in the free algebra on 
generators x and y. Let 7 = CIA 0. Choose an element d(x, y) which is U-related to 
x and cc-related to y. Since these relations hold in the free algebra and GI is pp-defined, 
ker,(d) refines x. 
Using a proof similar to Lemma 2.6 from [3], we can prove. 
Proposition 3.1. There is an n so that if WI are ;wlasses contained in the same cc-class 
then 
d(x,d(x, . . . ,d(x, U,))...) = d(x,d(x, . . . ,d(x, U,)...) . 
K 
L I ” ” 
So, by replacing d(x, y) with d(x, d(x, . . , d(x, y)) . . . ) we can additionally assume 
that for any two ;I-classes Ur and U2 contained in a given a-class and for any 
x, d(x, U,) = d(x, U,). 
Now choose a and h. Let U1 = u/l A b/a and UZ = bly. Since d(a, U,) = d(a, U,), 
there is a c E Ui so that d(u, c) = d(a, b). Since 9 is an abelian quasi-variety it follows 
that b and c are ker,(d)-related. From this we conclude that 00 ker,(d) = 1. But then, 
since c( is minimal with this property and ker,(d) refines a, ker,(d) = LX. Since y E c( and 
c( = ker,d, we conclude that for any x and any y-class U, d(x, U) is a singleton. 
Now we make one final modification to d: let d(x, y, z) := d(p(x, z), y) This term 
now has x-kernel equal to 0 and z is a parameter. 
We will work in sep and inside some large p-model %?. Suppose a is a generic cc-class 
and b is a generic Q-class over a. Let p be the generic type of “x E a n b”. If a n b is 
a singleton (that is, if p is algebraic) then we conclude that a A 0 = 0 holds in 9 and we 
are done. So suppose not. 
Now b realizes the generic type of an affine structure over a. Since 9 does not have 
the pp-DOP and we are assuming p is not algebraic, by Proposition 2.44 we conclude 
that p is not orthogonal to a. By Lemma 2.25, pz is not almost orthogonal to a. 
Choose clcZ realizing p’, and e so that 
cl A abC2c c2 h,be and e&,b. 
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Choose a ppf cp(xr, x2, y, U, u) so that %‘i= cp(cr, c2, e, a, b) and 
P %cp(x, ~2, c, a, h) and tp(cla) %&r, c2, Y, a,b). 
We may assume that cp implies that the cc-class of xi is u and the o-class of xi is u. 
Since p is the generic type of “x E a n h” and a and b are generic realizations of c( and 
G-classes respectively, we conclude that 
~x1x2MxI, x2 E u n u+ ~YCP(X~, x2, Y, u, v)) 
holds in 9. Similarly we conclude that there is 6(y, a) E tp+(e/a) so that 
VX2YtNX2 E u f- u A &Y, u) + 3xcp(x, x2, Y, u, u)) 
holds in 9. We can assume that A! satisfies 
(1) 
(2) 
q(x1, x2, Y, u, t.) + &Y, u). 
Define a binary relation ~‘(xr, x2) by the ppf 
4x1, ~21~ ~XYU~~‘CP(XI, d(x,, x1, x1, Y, ~3 U)A (~@2,4x,, x2, x), Y, u, ~‘1. 
We will show that LX’ is an equivalence relation which properly refines z and that 
x’ 0 9 = 1 holds in 9. This will provide a contradiction to the minimality of CL 
By Fact 2.3, to show M’ is an equivalence relation, we need only check that IY’(X, x) 
holds in 9. This follows easily from equation 1 and the fact that for any x, d(x, x, x) is 
in the same y-class as x. Of course, Co refines a. To see that this refinement is proper, let 
c’ be a generic realization of p over abc2e. cl and c’ are in the same y-class and hence 
d(cl, cl, x) = d(c’, c’, x) for any x. If a’(ci, c’) holds then it follows by the normality of 
ppfs that VZ(cp(c,, t)-(P(c’, 2)) holds. But p yiq(x, c2, e, a, b) so c’ and c1 are in 
different @‘-classes although they are in the same a-class. 
To finish then we must show that ~$0 6 = 1. To do this, we must show that every 
cr’-class intersects every &class. Choose an cc/-class a and any &class b’. Fix a c E ci and 
let a’ be the cc-class of c and b” the &class of c. Since c is both cx and o-related to 
d(c, c, c), we can use equation 1 to find an e’ so that 
cp(c, d(c, c, c), e’, a’, b”) 
holds, If we choose c’ E a’ n b’ we can use equation 2 to find c” E a’ n b’ so that 
cp(c”, d(c’, c’, c), e’, a’, b’) 
holds. But 0 = ker,d and CI = ker,d so d(c”, c”, c) = d(c’, c”, c) = d(c’, c’, c). Hence 
x’(c, c”) holds and so CI’ contradicts the minimality of a. 0 
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