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A B S T R A C T  
A new method is presented in this paper for synthesis of 
an expressionless face image from a face image contain- 
ing an arbitrary known expression. The proposed method 
enhances the performance of the existing principal com- 
ponents analysis which can be trained using a limited set 
of expressionless face images. This performance enhance- 
ment is achieved through the extraction of the basis set of 
the example face images in a global-local-based fashion. 
1. I N T R O D U C T I O N  
A face recognition system should be able to  cope with the 
numerous variations that can potentially exist between 
different images of the same face. One important source 
of image variations is the facial expressions that people 
show when they are in a specific emotion situation. The 
appearance of a happy, sad, or surprised person could be 
different to  that of a normal person. If this difference 
is significant, automatic face recognition systems might 
fail to recognise that person. In order to cope with facial 
expressions, there are three methods which can be used 
with existing face recognition systems. 
In the first method, the known face database em- 
ployed must contain images with all possible facial ex- 
pressions for each known person. However, most of the 
current face database collections, such as the FBI crimi- 
nal face database, contain expressionless faces. 
In the second method, a recognition strategy is de- 
veloped to  obtain invariance to facial expression varia- 
tions. However, this method can only achieve invariance 
to low intensity emotions. Moreover, this method cannot 
be used in conjunction with other methods to recognise 
a face image containing a combination of more than one 
image variations. 
In the third method, the input face image is compen- 
sated for facial expression and the compensated image is 
presented to the recognition system. This method can 
be used in conjunction with other methods to develop a 
face recognition system that can handle multiple forms of 
image variations. 
A facial expression compensation system should con- 
tain two stages: expression classification and expression 
synthesis. In the first stage, an input face image con- 
taining an arbitrary expression is classified into one of 
several possible facial expression classes. In the second 
stage, an expressionless face image is generated from the 
input face image. This paper deals specifically with the 
synthesis stage and the reader is referred to  the follow- 
ing publications for information on the classification stage 
It is reported in [3, 4, 51 that the use of local im- 
age information for classifying facial expression allows 
higher success rates than would be obtained with global 
image information techniques, such asprincipal Compo- 
nents Analysis (PCA). However, there are two issues asso- 
ciated with local information based methods which need 
to be dealt with: the selection of an appropriate local 
image region size, and the selection of the location of 
the image regions. No attempt has been reported in the 
literature to address these two issues. In this paper a 
new technique Quadtree Principal Components Analysis 
(QPCA) is proposed which implements a global-local de- 
composition of the input face image so as to  address these 
two issues. The QPCA offers a significant improvement 
in performance over that of the PCA for approximating 
face images using a limited set of examples. In addition, a 
method is proposed, based on the QPCA, for synthesising 
an expressionless face image from a face image containing 
a known expression. 
This paper is organised as follows. In Section 2, the 
existing methods are reviewed. In Section 3, the QPCA 
is proposed and the corresponding experimental results 
are given. The expression synthesis system and its as- 
sociated experimental results are presented in Section 4. 
In Section 5, the system discussions are given. Finally, 
concluding remarks are presented in Section 6. 
[I, 2,31. 
2. REVIEW OF EXISTING M E T H O D S  
Generally, the compensation for facial expression can be 
performed using two main methods: 30 model-based and 
2 0  image-based. These methods are explained in the fol- 
lowing: 
3D Model-Based Methods:  In these methods, facial 
synthesis is performed using an explicit physical model of 
the face. A good example of these methods is the work of 
Essa and Pentland [2] who extended a detailed anatomical 
and physical model of the face, and applied the model to 
both recognition and synthesis of facial expression. How- 
ever, Essa-Pentland’s synthesised images are not realistic, 
and it is doubtful whether their computationally inten- 
sive synthesis approach is practical without the use of a 
dedicated hardware. 
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2D Image-Based Methods:  These methods have been 
applied to the synthesis of rigid and non-rigid face tran- 
sitions [6, 7, 81. The methods exploit prior knowledge 
of prototypical faces from example images, and work by 
building flexible representations of them using a linear 
combination of labelled examples. 
The work of Beymer et al. [6] is a popular image-based 
technique to  synthesise facial expression. Beymer et al. 
cast the expression interpolation approach in a learning- 
by-example framework where each example image is asso- 
ciated with a position in a high-level, multi-dimensional 
parameter space denoting expression. Beymer et al. fur- 
ther presented a system for synthesising novel images of a 
particular face from just one image of the face. The idea 
is to  use a collection of example images of another person 
as a prototype for representing generic face transforma- 
tions. The image of the input face is first brought into 
correspondence with the closest prototype image, then 
the new images are synthesised from just one input face. 
An alternative image-based method which can be used 
for generating novel facial expression is based on the con- 
cept of linear object classes as proposed by Vetter and 
Poggio [9]. For linear object classes, the new image of an 
object from a class is analysed in terms of the shape and 
texture vectors of prototype objects. This requires cor- 
respondence to  be established between all feature points 
of the prototype images. It also requires correspondence 
between the new image and one of the prototypes of the 
same pose. Although Vetter-Poggio’s method was not ap- 
plied to facial expression synthesis, it has the potential to  
be used for this purpose. 
The image-based methods have their own advantages 
and disadvantages. The main advantage of the Beymer 
et al.’s method is that only two example images of an- 
other person are required as a prototype for generating 
an expressionless face image from just one input face. The 
disadvantage of this method is that the generated expres- 
sionless face image cannot represent the real face image 
because if, for instance, the person’s eyes are closed in the 
input image, there is no way to  produce an image with 
open eyes using only local image deformation. 
On the other hand, the advantage of Vetter-Poggio’s 
method is that the generated image is not directly built 
from the content of the input image, but from a linear 
combination of a collection of example images. There- 
fore, if a sufficient number of example faces are used, the 
method will produce a much better approximation of the 
expressionless face image. The main limitation of this 
method is the existence of linear object classes and the 
completeness of the available examples. 
3. Q U A D T R E E  P R I N C I P A L  C O M P O N E N T S  
ANALYSIS 
Given a linear space such as the face space, one can choose 
among different sets of basis vectors that will span the 
same space. The basis set used by Vetter and Poggio was 
the original set of images themselves. However, other po- 
tential basis sets can be used as well. One popular method 
for choosing the basis set is to  apply PCA to the exam- 
ple set. Since the basis images found by the PCA are 
orthogonal, the reconstruction of new images can be eas- 
ily performed. This orthogonality produces a more stable 
set of linear coefficients [lo] which may produce a better 
approximation of a different face image. However, a large 
number of example faces are still required to  accurately 
model all human faces. 
To enhances the PCA’s performance in modelling a 
face image using a limited number of example face images, 
the QPCA is proposed for extraction of the basis set. 
The reason for the performance enhancement is that the 
QPCA computes the basis set both globally and locally 
from the example set whereas the PCA only obtains the 
basis set globally. 
Algori thm 1 (Quadtree Principal Components Analy- 
sis) This method consists of the  following operations: 
I .  An initial set of N n-dimensional face images, { I I ,  
Iz , .  . . , I N }  ( B a i n i n g  S e t  0), is acquired. 
2. T h e  principal components of the distribution of faces 
images in P a i n i n g  S e t  0 (the f irst  level of the quadtree 
partition) are calculated. T h e  basis vectors (images) 
are named {by, b:, . . . , b;}. (see Figure 1). T h e  
face images are aligned. 
A n y  n-dimensional input  face image I can be pro- 
jected onto the basis images by the  following opera- 
tion: 
(1) 
where p is  the average face. This  describes a set  
of point-by-point image multiplications and summa-  
tions. T h e  weights Wk describe the  contribution of 
each basis image t o  the input  face image representa- 
tion. These weights can be used f o r  reconstruction 
of the input face image. T h e  reconstruction opera- 
t ion is implemented by: 
Wk = b z ( I  - p ) ,  (k = 1,. . . , N ) ,  
. N  
where i represents the approximation of I by a global 
combination of the face images of the training set. 
Figure 2 illustrates the approximation of two face 
images using a global combination of the t e n  face 
images displayed in Figure 1. A s  can be seen f r o m  
Figure 2, the f irst  input  image (a)  belongs to  the 
training set, hence the approximated face (b) looks 
very similar t o  the original face. T h e  error image 
(c )  which is obtained by: 
(3) e = I - I  
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appears dark which means that it contains pixel val- 
ues which are close to  zero or zero. Small  pixel val- 
ues denote small errors in this image. The  second 
input image (d) does n o t  belong to  the training set, 
hence the approximated face (e )  does not  look like 
the original image. T h e  approximation error (f) 
is  therefore higher than  that of the first input im- 
age. This  means that the principal components of 
t e n  face images cannot properly represent the face 
space and that m a n y  more face images should be 
added t o  the training set. Peneu and Atick [5] es- 
timated that a training set of more than 1000 face 
images (not aligned) was required in order to  per- 
form a reasonable approximation of any  face image. 
3. For each face image I k ,  ( k  = 1,. . . , N )  in Training 
Se t  0, the following operations are performed: 
(a) T h e  amage I k  is  omitted f r o m  Training Se t  0 
and the PCA is performed o n  the rest of the 
face images t o  obtain ( N  - 1) basis images. 
(b) T h e  weights are calculated based o n  I k  and the 
basis images. 
(c)  i k  is  reconstructed. 
(d) T h e  error image e k  is  calculated (as shown in 
Figure 3) 
(e) T h e  error image is divided into four non-over- 
lapping equally-sized subimages. These subim- 
ages are used t o  construct Training Se t  1 - the 
second level of the quadtree partition (see Fig- 
ure 4). 
4. The  PCA is performed o n  the face images of Train- 
ing Se t  I t o  obtain the associated basis images { b : ,  b;, 
. . . , b h } .  (See Figure 5). 
5. For each image in the latest training set the follow- 
ing operations are performed: 
(a) O n e  image i s  omitted from the training set and 
the PCA is performed o n  the rest of the images 
t o  obtain basis images. 
(b) T h e  weights are calculated by projecting the 
omitted image onto the basis images. 
(c)  T h e  projected image is reconstructed. 
(d)  T h e  error image i s  calculated. 
(e )  T h e  error image is divided into four  non-overl- 
apping equally-sized subimages and a new train- 
ing set is constructed. 
6. T h e  P C A  is performed o n  the images of the new 
training set t o  obtain the associated basis images. 
7'. T h e  algorithm continuously returns to  step 5 unless 
the images sizes in the new training set are less than 
four pixels. 
Figure 1: Principal components of ten face images. (a) 
Training set. (b) Average face. (c) Basis images. 
Figure 2: Approximation of two face images using global 
combination of ten face images of the training set. (a) 
Input image 1. (b) Approximated image 1. ( c )  Error 
image 1. (d) Input image 2. (e) Approximated image 2. 
(f) Error image 2. 
Figure 3: Ten error images calculated for the training set 
of ten face images shown in Figure l(a). 
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Figure 4: Training Set 1 constructed from the training 
set of ten face images shown in Figure 1(a). 
Figure 5: Basis images obtained from performing the 
PCA on Training Set 1 shown in Figure 4. 
Two experiments are carried out to  visualise the re- 
sults of approximating three different face images using 
the PCA and the QPCA techniques and to  determine 
how their approximation capabilities vary with the size 
of the training set. In these experiments two training 
sets are used. Training Set 1, which is used in Experi- 
ment 1, consists of 10 front-view face images. Training 
Set 2, which is used in Experiment 2, contains 50 front- 
view face images. Three front-view face images are also 
selected as input images (see Figure 6 (first row)). These 
images are neither in Training Set 1 nor Training Set 2. 
The experiments are performed as follows: 
Experiment 1: In this experiment, both the PCA and 
the QPCA are first trained on the images of Training Set 
1 and the associated basis images are obtained. Then the 
three input face images are separately projected onto the 
basis images and the projection weights are calculated. 
Finally, two sets of three images are reconstructed, one 
set using the calculated weights and the basis images of 
the PCA (see Figure 6 (second row)), and the other set 
using the calculated weights and the basis images of the 
QPCA (see Figure 6 (fourth row)). 
Experiment 2: The same procedure is repeated for Ex- 
periment 2 as used in Experiment 1, except that the larger 
Training Set 2 is now employed. The PCA reconstructed 
images are shown in Figure 6 (third row), while those for 
the QPCA are shown in Figure 6 (fifth row). 
As can be seen from Figure 6, the images reconstructed 
by the PCA which is trained on 10 example images, do not 
resemble the original images. The images reconstructed 
by the QPCA which is trained on the same number of ex- 
ample images, however, contain some resemblance to the 
original images. Utilisation of a larger training set of 50 
images improves the performance of both the PCA and 
the QPCA as shown in Figure 6. The important points 
found from these images are: (i) the QPCA outperforms 
the PCA for both experiments, and (ii) the QPCA per- 
forms better if trained on a larger training set. 
Input Images 
The PCA 
(1 0 examples) 
The PCA 
(50 examples) 
The QPCA 
(10 examples) 
The QPCA 
(50 examples) 
I I 
Figure 6: Approximating three front-view face images 
using the PCA and the QPCA (see text). 
4. PROPOSED EXPRESSION SYNTHESIS 
SYSTEM 
The QPCA is employed to  synthesise expressionless face 
image from face images containing known facial expres- 
sion. The synthesis process is as follows: 
Algorithm 2 (Expression Synthesis) This process is  per- 
formed in two steps. These steps are as  follows: 
Initialisation: In the initialisation step the following 
operations are performed: 
1. O n e  training set i s  acquired f o r  each facial expres- 
2. An image is manually selected f r o m  each training 
set and is named the reference image of the set. 
Although this selection i s  a n  arbitrary choice, the 
principle employed is that the face should be located 
in the centre of the image. 
sion. 
3. All images f r o m  each training set  are aligned based 
o n  the associated reference image using pixel-based 
correspondence. 
4. The  QPCA is  applied t o  each training set  to  gener- 
ate the basis images. 
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Synthesis: In the synthesis step the following operations 
are performed: 
1. A set of weights are calculated based on the input 
image and the basis image by  projecting the input 
image onto each basis image of the training set rep- 
resenting a similar facial expression as that of the 
input image. 
2. A n  expressionless face image is synthesised using 
the calculated weights from Step 1 and the basis im- 
age of the training set representing no facial expres- 
sion. 
An experiment is carried out to  demonstrate the per- 
formance of the above procedure. A database of 30 Cau- 
casian subjects containing 15 males and 15 females with 
both surprised and neutral aligned images are used to  
build two training sets: surprised and neutral. The initial- 
isation, described in Algorithm 2, is performed on both 
training sets. A face image of a person not included in 
either the training set and containing a surprised expres- 
sion is projected onto the surprised face space and the 
projection weights are obtained. Then, an image is syn- 
thesised using the calculated weights obtained from the 
surprised face space projection and the basis image of the 
neutral training set. The original and synthesised images 
are shown in Figure 7. Although, the quality of the syn- 
thesised image is not satisfactory, the synthesised image 
does closely resembles the same person's face. 
5. DISCUSSIONS 
The proposed synthesis procedure is based on 2D image- 
based method and can generate artificial images of an 
object when only a single image is given. This approach 
may, however, suffer if the set of available expression ex- 
amples is not complete. Since the QPCA method tries 
to eliminate the difference between the input image and 
its projection onto the example space by performing the 
quadtree decomposition procedure, increasing the num- 
ber of example images will improve the approximation of 
the input image. This is due to  the fact that a larger num- 
ber of example images will provide the QPCA with more 
global and local information to  synthesise a face image. 
Clearly, the use of 30 example faces is not sufficient to 
accurately model all human faces. Nevertheless, the ap- 
plication of the method to  a small example set of human 
faces does provide some promising preliminary results. 
6. CONCLUSIONS 
To synthesise an expressionless face image from a face 
image containing an arbitrary known expression, the new 
QPCA method is proposed. The QPCA implements a 
global-local quadtree decomposition of the input face im- 
age in order to minimise the difference between the input 
image and its projection onto the example space. The 
QPCA produces a higher quality approximation of the 
input image than the PCA, using only a limited number 
of example images. 
Figure 7: Synthesis of an expressionless face image. 
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