This paper describes our experiences developing highperformance code for astrophysical IV-body simulations.
Introduction
Computational methods to track the motions of bodies which interact with one another, and possibly subject to an external field aa well, have been the subject of extensive research for centuries. So-called "N-body" methods have been applied to problems in astrophysics, Permission to copy without fee ail or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association of Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. semiconductor device simulation, molecular dynamics, plasma physics, and fluid mechanics.
In this paper we restrict attention to gravitational N-body simulation.
The problem is stated as follows. Beginning with Appel [4] and Barnes and Hut [6] , there has been a flurry of interest in faster algorithms. Experimental evidence shows that heuristic algorithms require far fewer operations for most initial distributions of interest, and within acceptable error bounds. Indeed, while there are pathological bad inputs for both algorithms, the number of operations per time step is O(N) for Appel's method, and O(N log N) for the Barnes-Hut algorithm when the bodies are uniformly distributed in space and provided that certain control parameters are appropriately chosen. Greengard and Rokhlin [8] developed the fast multipole method with O(N) arithmetic complexity which is accurate to any fixed precision. Sundaram [16] subsequently extended this method to allow different bodies to be updated at different rates; this reduces the arithmetic complexity over a large time period. Thus far, however, because of the complexity and overheads in the fully adaptive 3 dimensional multipole method, the algorithm of Barnes and Hut continues to enjoy application in astrophysical simulations. Salmon [13] implemented the Barnes-Hut algorithm, with multipole approximations, on message passing architectures including the NCUBE and Intel iPSG. Warren and Salmon [17, 18] report impressive performance from extensive runs on the 512 node Intel Touchstone Delta. Singh etal. [14, 15] also implemented the Barnes- Hut algorithm for the experimental DASH prototype.
This paper contrasts our approach and conclusions with both these efforts. Parallel implementations of various versions of the fast multipole method are described in [9, 10, 12, 14, 19] . The Barnes-Hut algorithm Each internal node of the BH-tree represents a cluster. Once the BH-tree has been built, the centers-ofmass of the internal nodes are computed in one phase up the tree, starting at the leaves.
Step 3 computes accelerations; each body traverses the tree in depth-first manner starting at the root. For any internal node, if the distance D from the corresponding box to the body exceeds thequantity R/0, where Ristheside-lengthof the box and 6 is an accuracy parameter, then the effect of the subtree on the body is approximated by a twobody interaction between the body and a point mass located at the center-of-mass of the tree node. The tree traversal continues, but the subtree is bypassed.
Once the accelerations on all the bodies are known, the new positions and velocities are computed in Step 4. The entire process, starting with the construction of the BH-tree, is repeated for the desired number of time steps.
For convenience we refer to the set of nodes which contribute to the acceleration on a body as the essential nodes for the body.
Each body has a distinct set of essential nodes which changes with time.
One remark concerning distance measurements is in order. There are several ways to measure the distance between a body and a box. Salmon [13] [17, 18] , and of Singh etal. [14, 15] . We also point out the differences of our techniques from these approaches. Salmon [13] and Warren and Salmon [17] weight each body by the number of interactions in the previous time step. The volume enclosing the bodies is then recursively decomposed by orthogonal hyperplanes into regions of equal total weight. Figure 5 shows the resulting decomposition, often called the orthogonal recursive bisection, ORB for short. When bodies move across processor boundaries, or their weights change, work imbalances can result. The ORB is recomputed at the end of each time step.
Each processor builds a local tree for its set of bodies which is later extended into a locally essential tree.
The locally essential tree for a processor contains all the nodes of the global tree that are essential for the bodies contained within that processor. Once the locally essential trees have been built, the rest of the computation requires no further communication.
Both implementations use quadruple moments for higher accuracy. The global tree is neither explicitly nor implicitly built. The process of building the locally essential trees requires non-trivial book-keeping and synchronization. The book-keeping is complicated by the "store-andforward" nature of the process: when a processor receives information, it sifts through the data to retrieve any information that is locally essential, figure out what information must be forwarded, and discards the rest. The flow of information follows the dimension order of the hypercube.
We too use the ORB decomposition and build lo- 
Representation.
We represent the global BH-tree as follows. Since the oct-tree partitions are oblivious of the input distribution, each internal node represents a fixed region of space. We say that an internal node is owned by the processor whose domain contains a canonical point, say the center of the corresponding region.
The data for an internal node, the multipole representation for example, is maintained by the owning processor. Since each processor cent ains the ORB-tree it is a simple calculation to figure out which processor owns an internal node. The first issue is detecting termination: when does a processor know that all messages have been sent and received? The naive method of acknowledging receipt of every message, and having a leader count the numbers of messages sent and received within the system, proved inei%cient.
A better method is to use a series of global reductions the control network of the CM-5 to first compute the number of messages destined for each processor. After this the send/receive protocol begins; when a processor has received the promised number of messages, it is ready to synchronize for the next phase.
We noticed that the communication throughput varied with the sequence in which messages were sent and received.
As an extreme example, if all messages are sent before any is received, a large machine will simply crash when the number of virtual channels has been exhausted. In the CMMD message-passing library (version 3.0) each outstanding send requires a virtual channel [1] and the number of channels is limited.
Instead, we used a protocol which alternates sends with receives. The problem is thus reduced to ordering the messages to be sent. The Plummer sphere has very large density in the center. All examples contained about 10 million particles. As a result the amortized cost for remapping is extremely small per simulation step.
The implementations sustains an overall rate of over 38 Mflop/s per processor, or 9.8Gflop/sec for the 256-node configuration. The hand-written CDPEAC assembly routine achieves 44 Mega flops in the interaction computation.
The rest of the overhead is less than 13'?ZO. For the uniform distribution the corresponding figure is less than 9%.
These figures compare favorably with those reported by Warren and Salmon [17, 18] (see Figure 3) [17, 18] . The second last row is the percentage of time devoted exclusively to computing interactions (The entry for WS92 includes time for tree traversal).
Our incremental tree structure is more efficient than the conceptually simpler method of [18] . The tree building phase in their implementation takes more than 1270 of the total time. Singh etal. present a method similar to ours which takes about 5% to build the tree. If the final phase in both these approaches is speeded up by grouping bodies as we do then the fraction of time in building the tree will be significantly higher. In contrast our code spends less than 570 of the total time to update the tree.
4.1
Discussion of results BH tree Adjustment Figure 8 compares the time to dynamically adjust the BH tree versus building it from scratch. The time for rebuilding the tree is taken from the first time local trees are built. The actual rebuilding time in later steps is larger because the number of bodies per processor can vary greatly after the first time step.
The memory allocation routine is the major overhead in tree building process. Whenever a new BH node is inserted into the tree, the implementation must allocate memory for it. The memory management routines (malloco) provided by UNIX operating systems has extra overhead and contributes to the slow tree building process. In the implementation we use our customized memory allocation routine to acquire memory for BH tree. Although the customized routine reduces the overCaching vs. Traversal Figure 9 shows the effect of different group size on the time for vector units to compute interactions.
The computation time increases when the maximum number of bodies in a group (denoted by G) increases. As we compute acceleration for larger groups the bounding box for the group increases in size. As a result the number of BH boxes opened unnecessarily also increases, as does the size of essential data cache. Therefore the time for vector unit to process essential data increases.
The increase in computation time is not significant until G increases to around 400 for the following reason. Consider a uniform particle distribution.
In order to double the size of the bounding box the number of bodies must increase by a factor of eight in three dimensions. Therefore the increase in G must be significant to increase the cache length. Secondly, only those BH boxes surrounding the bodies will be affected by the change in G. Finally, the vector units process essential data in blocks of sixteen, so a small increase in G may not affect the total time for vector units to compute interactions. Figure 10 shows the effect of G on the time to prepare essential data for interaction computation. When G increases, the time to collect essential nodes decreases in both tree traversal and caching method.
The effect on tree traversal strategy is easy to understand. The number of tree traversals is inversely proportional to G, so the tree traversal time decreases as G increases.
Increasing G haa two different effects on the time to modify cache data. First the number of cache modification decreases as more bodies are processed at a time, so the time should decrease as G increaees.
On the other hand, each cache modification will become more expensive when G increases. The increased size of bounding box will decrease cache hit rate because the distance from one group to the next increases. As a result more expand/shrink operations become necessary and increases the cost. M. Warren and J. Salmon. Astrophysical n-body simulations using hierarchical tree data structures. In Proceedings of Supercomputing, 1992. 1.29
[18] M. Warren and J. Salmon. A parallel hashed octtree n-body algorithm, 1993. 
