The use of indicator variables for computing predictions for the linear model is a well known technique. Fuller (Fuller, W. A. (1980) . The use of indicator variables in computing predictions. J. Econometrics 2: 231-243.) extends this to predictions for models with a general covariance structure and nonlinear models. In this work we use indicator variables for spatial data models with trend and a parametrized but unknown covariance function. We show that Restricted Maximum Likelihood (REML) estimates are a natural way to estimate the covariance parameters under this schema. We use dummy variables to predict the response at any number of sites, on a random Gaussian field. A simulation study was conducted to study the performance of the estimate and predictor when we consider indicator variables in the model.
INTRODUCTION
The use of indicator variables (dummy variables) in regression models has been a common practice since allows for the inclusion of groups, classes and many other specific classification factors such as treatment levels. Each indicator variable takes only the values zero or one. The ith indicator variable is a n Â 1 column vector with ones in the rows corresponding to the observation receiving the ith treatment and zeros elsewhere. In this fashion, we can construct class variables using an indicator variable for each level of the class variable. Indicator variables have been used in, for example, analysis of variance models, analysis of covariance models, class variables to test homogeneity of regressions, just to mention a few. Fuller (1980) describes how indicator variables may be used to construct predicted values at the same time as the parameters in the model are being estimated. We will extend this idea for the case in which the covariance matrix is not known and for a particular class of linear models: spatial data models with trend and a parametrized covariance function.
In spatial data analysis it is usual to sample on a small grid or on a few sites, then, construct a model of the main features of the variable of interest. For example a model can contain a deterministic trend function plus an additive error, given by yðsÞ ¼ mðsÞ þ uðsÞ, s 2 < 2 :
The trend m s ð Þ, expresses the regular and continuous variation of y s ð Þ at the scale of observation of the experimental data. The random function u s ð Þ accounts for the erratic fluctuations around the trend (Journel and Huijgbregts, 1978) .
We assume that the form of m s ð Þ is known
where the functions f 0 s ð Þ, f 1 s ð Þ, . . . , f k s ð Þ are known, but the coefficients b ¼ 0 , . . . , k ð Þ 0 are unknown. The residual term u s ð Þ, may or may not be stationary but has a zero expectation.
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If s i , s j are two sites let AE ij ¼ covðuðs i Þ, uðs j ÞÞ: It is common to express D ¼ ð ij Þ as a function of few unknown parameters h, AE ij ¼ cov uðs i Þ, uðs j ÞÞ ¼ Rðs i , s j ; hÞ: À As we mentioned before, for known D, Fuller 1980 ð Þused indicator variables to construct predicted values in a linear framework. The methods were extended for nonlinear models, system of equations and autoregressive time series. We show that it can be applied in a direct way to spatial data also. In the case that D is unknown, we need to explore methods for estimating both, the parameters h of the covariance function and the parameters b of m s ð Þ: Once the parameters are estimated, the next step in the analysis is the prediction at several sites. These predictions are used to construct response maps. The use of indicator variables gives a method for estimating b and for predicting any number of sites, simultaneously.
We show, that for Restricted Maximum Likelihood (REML) estimates, the inclusion of any number of indicator variables does not affect the estimation procedure for the covariance parameters. The results in Sec. 3 show the advantage of the REML method over the Maximum Likelihood (ML) approach, under this particular condition.
INDICATOR VARIABLES
Let y s ð Þ; s 2 D È É a random function where D & < 2 , and
is unknown, the functions f 0 , f 1 , . . . , f k are known and u Á ð Þ is a random process with zero mean. It is clear that if we have n observed sites, we can write the model as
where y is a n Â 1 vector of observations, X is a n Â k þ 1 ð Þ matrix with elements ði, jÞ given by f jÀ1 s i ð Þ and
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We would like to predict the response at p different sites, s 
As proposed in Fuller 1980 ð Þ, we can combine Eqs. 1Þ ð and 2Þ ð in a very straight forward way, writing the model as:
where the part of W given by
The idea is to estimate b and simultaneously predict y 0 using the model given in Fuller 1980 ð Þ Note that
Thus, the GLS of c (the GLS estimator for b and the BLUP for y 0 ) is given by:
Obviously, we need to know the covariance function D to compute Eq. 6Þ ð . Since D is unknown we need to use some method for estimating it.
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ESTIMATING PARAMETERS
Suppose that the error e is a random Gaussian field with parametrized covariance function,
We describe the implementation of REML Estimation and ML Estimation in terms of model 3Þ
ð . We should note that model 3Þ
ð has the following characteristics: c is a
vector of parameters'' where k þ 1 are fixed parameters and p are random variables. Therefore the dimension for the parameter vector c 0 ¼ ðb 0 , y 0 0 Þ will increase with the number of sites we would like to predict. It would seem reasonable to use REML estimators in this situation to estimate h given the increasing number of parameters in c. However since we have only k þ 1 parameters (dimension of the vector b) we could expect that REML estimators for h using c (model 3Þ ð ) will be equal to REML using only b (model 1Þ ð ) and hence the dimension of y 0 would not have an effect on REML estimates as we will show here. This is not the case when we use ML methods under model 3Þ
ð . Lets us consider the model 3Þ ð ,
and e satisfies Eqs. 4Þ ð and 5Þ:
, thus from Eq. 6Þ, ð we can write the GLS for c as
Note that,
Now,
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Therefore,
and z has a singular normal distribution. Hence,
If we use Eq: ð7Þ, it is easy to verify that,
From the above equation we can write b c c as a function of y only, as given in Fuller 1980 ð Þ. Note that,
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If we write model 3Þ ð in terms of the error term:
Then the likelihood function based on z, can be written as
The likelihood function based on b c c À c is given by:
In order to discuss the REML estimation, we define:
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and therefore:
That is, the column space of A and B are the same (and orthogonal to WÞ.
REML estimators are obtained by maximizing the likelihood of Y þ . So it is possible to write the distribution of Y þ in terms of the distribution of e, proportional to the ratio between Eqs: ð9Þ and 10 ð Þ: Therefore, we will maximize the log of the likelihood function:
to find b h h REML . Some algebra (see Appendix) shows that this function is equal to the Restricted Likelihood without considering indicator variables (like in model (1)):
Peraza and Gonza´lez-Farı´as and thus, there is no difference in REML of h based on W from that based on X, to estimate h, as it should be. For the ML we maximize
If we use only the information in X, the likelihood is given by:
Thus the difference between the log-likelihood using indicator variables and the log-likelihood without them, is the term related to the estimation error. As a consequence, the bias will increase with the number of points predicted. We can use any other representation of Eq. 11 ð Þ, like the one given by Cressie 1991 ð Þ, that maximize
11 : This has some computational advantages.
Therefore, for a fixed n, it does not matter how many sites or which sites we would like to predict, the values of the REML estimates of h remain the same. The REML method is very stable compared to the ML method. In our simulations the ML method had some problems with convergence. As it is expected, the behavior of the ML method is worse than that of the REML method under model 3Þ ð and it gets worse with a large value of k or p, the number of variables in the mean function, as the simulation study in Sec. 4, will confirm.
SIMULATION STUDY
The purpose of this small simulation study is to confirm the difference between ML and REML in the estimation of covariance and regression parameters using an exponential covariance structure and a linear drift in a Gaussian random field, when the model includes indicator variables. There are many other studies in the literature in which the reduction in bias for the estimates of the covariance parameter, using the REML method, are worked out, see for example, Zimmerman (1989) , and Zimmerman and Zimmerman (1991) . However when we use indicator variables we will see that REML estimates are not affected whether we use X or W, whereas ML estimates are.
In a regular 16 Â 16 grid, we take randomly 64 sites (25% of the total 256) for purposes of prediction. So the length of y 0 is p ¼ 64: In the remaining ones, we simulate 500 samples, taking n ¼ 192, 128, and 64 sites in each case. This sample sizes correspond to 75, 50, and 25% of the total 256 sites respectively.
The parameter values were 1 ¼ 3 for the sill; 2 ¼ 1 for the range in the exponential covariance function,
The drift function is given by:
The parameter estimation using REML and ML methods were obtained using the W matrix and also using the X matrix (with and without the indicator variables). The results from the REML method are identical for all the sample sizes, which is expected from Eq. 11Þ ð a . In the case of the ML estimation, there are some remarkable differences. If we use the indicator variables the increase in bias is larger than when we use only the original information X ð Þ: In both cases, b h h ML are more biased than the estimators based on the REML method. The results are summarized in Table 1 and Fig. 1 .
As it is expected, the standard error decreases if we increase the sample size. For the ML estimation, the standard errors are uniformly smaller that those for the REML method. We have a bias reduction on a We used oun code as well as commercial software with GLS routines for special covariance structures, and REML and ML methods for estimation of covariance parameters.
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Peraza and Gonza´lez-Farı´as the REML estimators but ML estimators are less variable and, depending on the purpose of the study, we should decide which characteristic will be more important to preserve. As Cressie 1991 ð Þ points out, the estimators for the drift parameters are not too influenced by the estimators of covariance parameters, in all cases the estimators are near the true parameter values ( Fig. 2) . The same occurs with the predicted values. However REML estimators will have smaller prediction errors (see Fig. 3 ), which is an important characteristic when we construct prediction maps.
We calculate estimates for Varð b Þ and Varðb y y 0 À y 0 Þ, to confirm those results. For example, let us consider the diagonal elements a i of the matrix Varðb y y 0 À y 0 Þ: If we calculate the true variances of the prediction errors a i ¼ 2 ptrue, i , i ¼ 1, 2, . . . , 64 and take the differences with respect to the average of the variance prediction errors ð 2 p p, i ¼ ð1=500Þ P 500 j¼1 b a a ij , i ¼ 1,2,. . . , 64Þ, over the 500 replications for the 64 prediction sites and Figure 1 . Box-plots for covariance parameters.
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Figure 2. Box-plots for drift parameters. 
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Peraza and Gonza´lez-Farı´as for each one of the b j with j ¼ML indicator, ML or REML methods, we observe that REML estimates give the best estimation in the sense of being close to zero and having the smallest variance, followed by those of the ML method (since we are using only 3 parameters in the mean function). The bias in the ML estimates with indicator variables included, makes the estimations for the variance of the prediction errors to behave very badly. If we consider the average of the absolute difference between the true variances of the prediction errors and the average of the estimated variances,
we found that MADs are 0:4373, 0:0316, and 0:0237 for ML indicator, ML and REML respectively, which confirm that the REML method give better estimates for the variances of the prediction errors compared with the other alternative methods.
CONCLUSION
As we have shown, the use of indicator variables for spatial data with unknown (parametric) covariance matrix, may be easily implemented using any standard software allowing us to obtain estimates for the drift function parameters as well as the prediction responses at any number of locations. From the result in Sec. 3 (and the simulations), we strongly recommend the use of the REML method to get estimates for h, the variance-covariance parameters if we decide on using model 3Þ ð , the model with indicator variables.
It is important to mention that these results are not restricted to stationary error processes nor to spatial data.
APPENDIX
The results follow directly from Mardia et al 1979 ð Þ, pp. 455-460 .
Claim:
The Restricted Maximum Likelihood function is proportional to REML function considering indicator variables:
where l Ã h ð Þ and l Ã 1 h ð Þ are given in Eqs. 11Þ ð and 12Þ ð respectively.
(i) We show first that
or equivalently show that
where 
