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Abstract. The acceptance and use of conversational user interfaces (CUIs) which
are for example used in Conversational Agents (CAs) such as Alexa and Siri are
crucially dependent on their usability—which is often lacking in practice
according to user reviews. Referring to the usability norm DIN EN ISO 9241-11,
a usable product, system or service can be used to achieve specified goals with
high levels of effectiveness, efficiency, and satisfaction. However, in the case of
conversational agents, the bidirectional interaction experience differs from the
use of other input devices. We are proposing a conceptual framework for
evaluating the design of CAs with regard to the interaction principles as per DIN
EN ISO 9241-110. To increase the level of satisfaction in particular, we focus on
the new principle of user engagement in order to ensure trust and welfare and
specifically self-determination to ensure the success and positive user experience
of CUIs.
Keywords: conversational user interfaces, conversational agents, usability,
interaction principles, trust, self-determination theory
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Motivation

Conversational Agents (CAs), especially in the form of voice assistants, have arrived
in the everyday life of millions of people. In 2019, 146,9 million smart speaker devices
have been sold worldwide [1]. Alexa, Siri and Google Assistant support users in various
tasks, like controlling smart-home devices, providing entertainment, creating lists or
sharing reminders. Users appreciate the many benefits, such as easy setup and use as
well as room-transcending voice control [2]. Nevertheless, users also mention concerns,
as their usage is often limited to simple tasks, the interaction is often prone to error, and
the initial high expectations of human-like and intelligent interaction are often
disappointed [2–4]. Furthermore, media reports about data use by companies and
possible eavesdropping [5–7] raise concerns and worries among users and reduce
acceptance among potential new users [8]. This shows that besides the first two
components of usability (effectiveness and efficiency), the third component satisfaction
[9] is of special relevance, as it entails the users’ engagement and considerations of
human values like trust and well-being.
17th International Conference on Wirtschaftsinformatik,
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Conceptualization

Since User Experience (UX) of CAs is still unsatisfactory, it is crucial to understand
how we can design them in a more usable, less harmful manner. A suitable instrument
for achieving this is the usability norm DIN EN ISO 9241-11 as it explains how
usability should be considered when designing and evaluating systems, products and
services “[…] to enable users to achieve goals effectively, efficiently and with
satisfaction, taking account of the context of use” [9]. For this, it first has to be
determined for which task CAs should be used and assist the user. Second, the CA-user
interaction needs to follow a clear structure and should be moderated by the CA for a
successful and direct task completion. Following Grice’s maxims of conversation [10],
it is necessary to design conversations to be informative in a purposeful manner, true
and relevant in its content and, finally, perspicuous in its meaning. These aspects are
also reflected in the interaction principles from DIN EN ISO 9241-110 [11] and address
the first and second level of usability. As personalized and automated decision-making
of AI systems and also the impression of a human-like interaction make CAs appear
intelligent, the interaction principle user engagement (motivation, trustworthiness and
user involvement) is of particular importance.
Our approach, therefore, is to focus on the human values [12] of trust and well-being,
thereby addressing satisfaction and the interaction principles, especially user
engagement, to ultimately enhance the acceptance of CAs.
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Results

Based on the ISO norms and prior research, we are developing a conceptual model as
a framework for the design and evaluation of CAs with a focus on the third usability
level satisfaction and with the aim to ensure trust and well-being for the users. Thereby,
satisfaction implies the threshold between negative and positive UX, and also between
harm or risk from use on the one side and unexpected positive effects including
hedonic1 and eudaimonic2 well-being [13] on the other side (see Figure 1). In this way,
we focus on the avoidance of such harms and risks.
First, we emphasize the upholding of autonomy, privacy and transparency as trustbuilding factors for CA users during interaction. Due to their complexity and being
difficult to understand, CAs should be designed based on the trustworthy AI approach
[15]. This is demonstrated by studies on concerns about data collection and the lack of
understanding of the process flows or the data processing [16–19]. Transferred to our
framework, this is conceptualized through the aspects disclosing data collection and
processing (transparency), ensuring control and support in decision making (autonomy)
and respecting and upholding the development and life of the user without negative
consequences (privacy).

1
2

Hedonic well-being: positive emotions and evaluations
Eudaimonic well-being: meaning and vitality

Figure 1 Satisfaction (ISO 9241-11) as the threshold between negative and positive UX and
consequences

Second, self-determination theory (SDT) [20] offers a well-established framework
for the consideration of harm and risk, as it does not only emphasize need satisfaction
or dissatisfaction in a (non-)positive sense but also the active frustration of those needs
in a negative sense. In this way, the prevention of any thwarting of the three basic
psychological needs from SDT autonomy, competence and relatedness is hypothesized
to contribute to the avoidance of personal harm or risk [9] in regard to the user’s wellbeing, as need frustration is linked to ill-being outcomes like stress [21, 22] and anxiety
[23, 24]. Prior research has explored how to design for psychological need support to
ensure the experience of need satisfaction [29, 30]. Future research must determine
whether designing for the avoidance of need thwarting by CAs entails different
mechanisms than designing for need support [25, 26]. Often, need frustration might
result from unintended design shortcomings, other times, users might – in the case of
autonomy frustration – be willfully exploited [27, 28]. This shows the close connection
between trust and psychological well-being, and the importance of usable privacy [14]
and autonomy-focused approaches for both.
Furthermore, for the user satisfaction evaluation, our framework calls to include not
only measures to assess the extent of need satisfaction but also that of need frustration
[29]. Both violations of trust and detriments to well-being are negative consequences
from technology use that need to be avoided when designing CAs. We posit that this
should be the baseline for any evaluation, prior to looking at positive UX, which entails
positive emotions and experiences of meaning for the user. This is not to be considered
a step backwards, as positive experiences with technology are certainly crucial – from
a usability perspective, however, one needs to ascertain in the first place that basic
values [12] are considered and that no harm is done to the users.
In sum, applying the common usability process by understanding and analyzing the
context of use (in accordance with the human-centred design process [30]), we put a
special emphasis on trust and well-being regarding design and evaluation of CAs, since
these aspects help ensure the avoidance of harms and risks. We aim to support users to
be in control over the interaction with the CA, rather than the other way around (prevent
autonomy thwarting) by making the CAs’ capabilities and running processes in the
background transparent with respect for the users’ privacy. Further factors for
satisfaction are the prevention of the frustration of competence and relatedness in line
with SDT. For this, we allocate our framework’s factors in the interaction principles3
laid out in ISO 9241-110 [11] in order to put our concept into design practice.
3

For example, adhering to the interaction principle, controllability, entails the avoidance of the
thwarting of the users’ autonomy so that users can continue to act in a self-determined manner

References
1. Watkins, D.: Global Smart Speaker Vendor & OS Shipment and Installed Base Market Share
by Region: Q4 2019. Strategy Analytics (2020).
2. Pins, D., Boden, A., Essing, B., Stevens, G.: “Miss Understandable”: a study on how users
appropriate voice assistants and deal with misunderstandings. In: MuC ’20: Proceedings of
the
Conference
on
Mensch
und
Computer.
pp.
349–359
(2020).
https://doi.org/10.1145/3404983.3405511.
3. Cho, M., Lee, S., Lee, K.-P.: Once a Kind Friend is Now a Thing: Understanding How
Conversational Agents at Home are Forgotten. In: Proceedings of the 2019 on Designing
Interactive Systems Conference - DIS ’19. pp. 1557–1569. ACM Press, San Diego, CA, USA
(2019). https://doi.org/10.1145/3322276.3322332.
4. Luger, E., Sellen, A.: “Like Having a Really Bad PA”: The Gulf between User Expectation
and Experience of Conversational Agents. In: Proceedings of the 2016 CHI Conference on
Human Factors in Computing Systems - CHI ’16. pp. 5286–5297. ACM Press, Santa Clara,
California, USA (2016). https://doi.org/10.1145/2858036.2858288.
5. Carr, A., Day, M., Frier, S., Gurman, M.: Silicon Valley Is Listening to Your Most Intimate
Moments,
https://www.bloomberg.com/news/features/2019-12-11/silicon-valley-gotmillions-to-let-siri-and-alexa-listen-in, (2019).
6. Gray, S.: Always on: Privay Implications of Microphone-Enabled Devices,
https://www.ftc.gov/system/files/documents/public_comments/2016/08/00003-128652.pdf,
last accessed 2021/11/26.
7. Tabassum, M., Kosiński, T., Frik, A., Malkin, N., Wijesekera, P., Egelman, S., Lipford, H.R.:
Investigating Users’ Preferences and Expectations for Always-Listening Voice Assistants.
Proc. ACM Interact. Mob. Wearable Ubiquitous Technol. 3, 1–23 (2019).
https://doi.org/10.1145/3369807.
8. Oberhofer, A., Schmidt, S., Wild, C., Frison, A.-K., Riener, A.: The Influence of User
Openness on Acceptance and UX of Smart Speakers. In: Proceedings of Mensch und
Computer
2019.
pp.
621–625.
ACM,
Hamburg
Germany
(2019).
https://doi.org/10.1145/3340764.3344879.
9. ISO: DIN EN ISO 9241-11:2018 Ergonomics of human-system interaction — Part 11:
Usability: Definitions and concepts, https://www.iso.org/obp/ui/#iso:std:iso:9241:-11:ed2:v1:en, last accessed 2020/02/14.
10. Grice, H.P.: Studies in the way of words. Harvard Univ. Pr, Cambridge, Mass. (1995).
11. ISO: DIN EN ISO 9241-110:2020-10, Ergonomie der Mensch-System-Interaktion - Teil 110:
Interaktionsprinzipien. Beuth Verlag GmbH (2020). https://doi.org/10.31030/3147467.
12. Friedman, B. ed: Human values and the design of computer technology. CSLI Publications ;
Cambridge University Press, Stanford, Calif. : Cambridge ; New York (1997).
13. Mekler, E.D., Hornbæk, K.: Momentary Pleasure or Lasting Meaning?: Distinguishing
Eudaimonic and Hedonic User Experiences. In: Proceedings of the 2016 CHI Conference on
Human Factors in Computing Systems. pp. 4509–4520. ACM, San Jose California USA
(2016). https://doi.org/10.1145/2858036.2858225.
and have sufficient control and power over their personal data, which coincides with trust in
the VA.

14. Adams, A., Sasse, M.A.: Users are not the enemy. Commun. ACM. 42, 40–46 (1999).
https://doi.org/10.1145/322796.322806.
15. Smuha, N.A.: The EU Approach to Ethics Guidelines for Trustworthy Artificial Intelligence.
Computer Law Review International. 20, 97–106 (2019). https://doi.org/10.9785/cri-2019200402.
16. Kang, R., Dabbish, L., Fruchter, N., Kiesler, S.: “My Data Just Goes Everywhere:” User
Mental Models of the Internet and Implications for Privacy and Security. In: Proceedings of
the Eleventh USENIX Conference on Usable Privacy and Security. pp. 39–52 (2015).
17. Castelli, N., Ogonowski, C., Jakobi, T., Stein, M., Stevens, G., Wulf, V.: What Happened in
my Home?: An End-User Development Approach for Smart Home Data Visualization. In:
Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems. pp. 853–
866. ACM, Denver Colorado USA (2017). https://doi.org/10.1145/3025453.3025485.
18. Pins, D., Jakobi, T., Boden, A., Alizadeh, F., Wulf, V.: Alexa, We Need to Talk: A Data
Literacy Approach on Voice Assistants. In: Designing Interactive Systems Conference 2021.
pp. 495–507. Association for Computing Machinery, New York, NY, USA (2021).
https://doi.org/10.1145/3461778.3462001.
19. Jakobi, T., Patil, S., Randall, D., Stevens, G., Wulf, V.: It Is About What They Could Do with
the Data: A User Perspective on Privacy in Smart Metering. ACM Trans. Comput.-Hum.
Interact. 26, 2:1-2:44 (2019). https://doi.org/10.1145/3281444.
20. Vansteenkiste, M., Ryan, R.M., Soenens, B.: Basic psychological need theory:
Advancements, critical themes, and future directions. Motiv Emot. 44, 1–31 (2020).
https://doi.org/10.1007/s11031-019-09818-1.
21. Weinstein, N., Ryan, R.M.: A self-determination theory approach to understanding stress
incursion
and
responses.
Stress
and
Health.
27,
4–17
(2011).
https://doi.org/10.1002/smi.1368.
22. Campbell, R., Tobback, E., Delesie, L., Vogelaers, D., Mariman, A., Vansteenkiste, M.: Basic
psychological need experiences, fatigue, and sleep in individuals with unexplained chronic
fatigue. Stress and Health. 33, 645–655 (2017). https://doi.org/10.1002/smi.2751.
23. Ng, J.Y.Y., Ntoumanis, N., Thøgersen-Ntoumani, C., Deci, E.L., Ryan, R.M., Duda, J.L.,
Williams, G.C.: Self-Determination Theory Applied to Health Contexts: A Meta-Analysis.
Perspect Psychol Sci. 7, 325–340 (2012). https://doi.org/10.1177/1745691612447309.
24. Vansteenkiste, M., Ryan, R.M.: On psychological growth and vulnerability: Basic
psychological need satisfaction and need frustration as a unifying principle. Journal of
Psychotherapy Integration. 23, 263–280 (2013). https://doi.org/10.1037/a0032359.
25. Yang, X., Aurisicchio, M.: Designing Conversational Agents: A Self-Determination Theory
Approach. In: Proceedings of the 2021 CHI Conference on Human Factors in Computing
Systems.
pp.
1–16.
ACM,
Yokohama
Japan
(2021).
https://doi.org/10.1145/3411764.3445445.
26. De Vreede, T., Raghavan, M., De Vreede, G.-J.: Design Foundations for AI Assisted Decision
Making: A Self Determination Theory Approach. Presented at the Hawaii International
Conference on System Sciences (2021). https://doi.org/10.24251/HICSS.2021.019.
27. Gray, C.M., Kou, Y., Battles, B., Hoggatt, J., Toombs, A.L.: The Dark (Patterns) Side of UX
Design. In: Proceedings of the 2018 CHI Conference on Human Factors in Computing
Systems.
pp.
1–14.
ACM,
Montreal
QC
Canada
(2018).
https://doi.org/10.1145/3173574.3174108.

28. Mathur, A., Kshirsagar, M., Mayer, J.: What Makes a Dark Pattern... Dark?: Design
Attributes, Normative Considerations, and Measurement Methods. In: Proceedings of the
2021 CHI Conference on Human Factors in Computing Systems. pp. 1–18. ACM, Yokohama
Japan (2021). https://doi.org/10.1145/3411764.3445610.
29. Chen, B., Vansteenkiste, M., Beyers, W., Boone, L., Deci, E.L., Van der Kaap-Deeder, J.,
Duriez, B., Lens, W., Matos, L., Mouratidis, A., Ryan, R.M., Sheldon, K.M., Soenens, B.,
Van Petegem, S., Verstuyf, J.: Basic psychological need satisfaction, need frustration, and
need strength across four cultures. Motiv Emot. 39, 216–236 (2015).
https://doi.org/10.1007/s11031-014-9450-1.
30. ISO: ISO_9241-210:2019, Ergonomics of humansystem interaction – Part 210: Humancentred design for interactive systems (ISO_9241-210:2019); Deutsche Fassung
EN_ISO_9241-210:2019. Beuth Verlag GmbH (2019). https://doi.org/10.31030/3104744.

