The study of flavour-changing neutral currents (FCNC) gives access to important tests of the Standard Model (SM) and allows to search for hints of beyond the SM phenomena. We present here the study of the very rare decays B 0 → µ + µ 
Introduction
Flavor-changing neutral currents (FCNC) have played a significant role in the construction of the Standard Model of particle physics (SM). These processes are forbidden at tree level in the SM, hence they need to proceed at next-to-leading order, via loops, resulting in being rare or even very rare. An important set of FCNC processes involve the transition of a b quark to an sµ + µ − final state mediated by electroweak box and loop diagrams. If heavy new particles exist, they may contribute to FCNC decay amplitudes, affecting the measurement of SM observables. The branching fractions of the B 0 (s) → µ + µ − decays are of particular interest because the additional helicity suppression makes them very rare and because they are accurately predicted in the SM. Also the decay B 0 → K * (892)µ + µ − , where K * (892) → K + π − , and in particular the angular distribution of its four-body final state gives access to numerous observables sensitive to new physics. Angular observables such as the forward-backward asymmetry (A FB ) should be measured as a function of the invariant mass squared of the di-lepton system (q 2 ), as they can be sensitive to different types of new physics introduced as FCNCs at loop level. 
with
where
and ε J/ψK + are the values of acceptance times efficiency, and f u /f d (f u /f s ) is the ratio of the hadronisation probabilities of a b-quark into B + and B 0 (B 0 s ). The denominator D norm consists of a sum whose index k runs over the data-taking periods and the trigger selections. The α k parameter takes into account the different trigger prescale factors and integrated luminosities in the signal and normalisation channels. The ratio of the efficiencies corrects for reconstruction differences in each data sample k. Signal and reference channel events are selected with similar di-muon triggers.
The background to the B 0 (s) → µ + µ − signal originates from three main sources:
continuum background, the dominant combinatorial component, made from muons coming from uncorrelated hadron decays and characterised by a smooth di-muon invariant mass distribution. It is studied in the signal mass sidebands, and in an inclusive MC sample of semileptonic decays of b and c hadrons. partially reconstructed B → µµX decays, characterised by non-reconstructed final-state particles (X) and thus accumulating in the low di-muon invariant mass sideband; peaking background, due to B muon identification requirements. The MC invariant mass distributions of all these topologies are shown in the left plot in Figure 1 . The peaking background is due to B 0 (s) decays containing two hadrons misidentified as muons, which populate the signal region as shown in the central plot in Figure 1 .
Two multivariate discriminants, implemented as BDTs, have been employed: the "fake-BDT" aims at minimising the amount of hadrons erroneously identified as muons and the "continuum-BDT" aims at discriminating against the continuum background. For the fake-muon background, the vast majority of events with hadron misidentification are due to decays in flight of kaons and pions. The fake-BDT selection is tuned for a 95% efficiency for signal muons, and the resulting misidentification probability is equal to 0.09% for kaons and 0.04% for pions. The proton misidentification rate is negligible (< 0.01%). After the fake-BDT selection, the expected number of peaking-background events is equal to 0.7, with 10% uncertainty.
The continuum-BDT is based on 15 variables exploiting the reconstruction of the B decay vertex, the separation between production and decay vertices, and the characteristics of the signal muons and of the rest of the event. Right plot in Figure 1 shows the distribution of the continuum-BDT variable for signal and the various backgrounds. The final selection requires a continuum-BDT value larger than 0.24, corresponding to a signal relative efficiency of 54%, and to a reduction of the continuum background by a factor of ∼ 10 −3 . The B + yields are extracted with unbinned extended maximum-likelihood fits to the J/ψK + invariant mass distributions. An example is shown in the left plot in Figure 2 . All the yields are extracted from fits to data, while the shape parameters are determined from a simultaneous fit to data and MC samples. Free parameters are introduced for the mass scale and mass resolution to accommodate data-MC differences.
Both + µ − and B 0 → µ + µ − events are obtained from an unbinned extended maximum-likelihood fit on the di-muon invariant mass distribution performed simultaneously across three continuum-BDT intervals. Each interval corresponds to an equal efficiency of 18% for signal events, and it is ordered according to increasing signal-to-background ratio. The central plot of Figure 2 shows the di-muon invariant mass distributions in the Run 1 data in the third interval. The values determined by the fit are N s = 16 ± 12 and N d = −11 ± 9. The systematic uncertainties related to the continuum-BDT intervals and to the the fit models are included in the likelihood with Gaussian multiplicative factors with width equal to 
.2 and 11.8 relative to the absolute maximum of the likelihood, without the constraint of non-negative branching fractions. The hatched areas on the axes correspond to the excluded values from the upper limits at 95% CL. Also shown are the contours for the combined CMS-LHCb result, the SM prediction, and the maximum of the likelihood with non-negative branching fractions [1] .
the systematic uncertainty value. The primary result of this analysis is obtained by applying the natural boundary of non-negative yields, for which the fit returns the values N s = 11 and N d = 0.
The branching fractions for the decays B 
where the uncertainties are both statistical and systematic. The statistical uncertainty is dominant, with the systematic uncertainty equal to ± 0.3 × 10 −9 . The observed significance of the B 
Angular analysis of
We present here the results of the angular analysis of the decay B 0 → K * µ + µ − with the ATLAS detector, using 20.3 fb −1 of pp collision data at a centre of mass energy √ s = 8 TeV delivered by the LHC during 2012 [8] . In order to compare with other experiments and phenomenology studies, results are presented in six different bins of q 2 in the range 0.04 to 6.0 GeV 2 , where three of these bins overlap. Three angular variables are used to describe the decay: the angle between the K + and the direction opposite to the B 0 in the K * centre of mass frame (θ K ); the angle between the µ + and the direction opposite to the B 0 in the di-muon centre of mass frame (θ L ); and the angle between the two decay planes formed by the Kπ and the di-muon systems in the B 0 rest frame (φ). Figure 3 illustrates the angles used.
The angular differential decay rate for B 0 → K * µ + µ − is a function of q 2 , cos θ K , cos θ L and φ is expressed as a function of the angular parameters via coefficients that may be represented by the helicity or transversity amplitudes and is written as:
showing the angles θ K , θ L and φ defined in the text. Angles are computed in the rest frame of the K * , di-muon system and B 0 meson, respectively [8] .
Here F L is the fraction of longitudinally polarised K * s and the S i are angular coefficients. These angular parameters are functions of the real and imaginary parts of the transversity amplitudes of B 0 decays to
The forward-backward asymmetry is given by A FB = 3S 6 /4. The S i parameters depend on hadronic form factors which have significant uncertainties at leading order. It is possible to reduce the theoretical uncertainty on the parameters extracted from data by transforming the S i using ratios constructed to cancel form factor uncertainties at leading order. These ratios are given by Refs [9] as
All of the parameters introduced, F L , S i and P ( ) j , vary with q 2 and the data are analysed in q 2 bins to obtain an average value for a given parameter in that bin. Measurements of these quantities can be used as inputs to global fits used to determine the values of Wilson coefficients and search for new physics.
As the ATLAS detector does not have a dedicated charged-particle identification system, K * candidates are reconstructed to satisfy both possible Kπ mass hypotheses. The invariant Kπ mass is required to lie in the range [846, 946] MeV. The charge of the kaon candidate is used to assign the flavor of the B candidate. This procedure results in an incorrect flavor tag (mistag ω) of ω = 0.1088 ± 0.0005 (ω = 0.1086 ± 0.0005).
The region q 2 ∈ [0.98, 1.1] GeV 2 is vetoed to remove any contamination from the φ(1020) resonance. The remaining data with q 2 ∈ [0.04, 6.0] GeV 2 are analysed. Two K * cc control sample regions are defined for B decays to K * J/ψ and K * ψ(2S), respectively as q 2 ∈ [8, 11] and [12, 15] GeV 2 . The control samples are used to extract nuisance parameters of the signal probability density function (p.d.f.) from data. For q 2 < 6 GeV 2 the selected data sample consists of 787 events and is composed of signal B 2 , where the bin width is chosen to provide a sample of signal events sufficient to perform an angular analysis and to be larger than the mass resolution.
Extended unbinned maximum likelihood fits of the angular distributions of the decay are performed on the data for each q 2 bin. The variables used in the fit are m Kπµµ , the cosines of the helicity angles (cos θ K and cos θ L ), and φ. The full angular distribution cannot be reliably fit given the current statistics: trigonometric transformations are used to simplify the distribution through 'folding schemes'. Each transformation simplifies Eq. (4) such that only three parameters are extracted from each fit: F L , S 3 and one of the other S i parameters. The values and uncertainties of F L and S 3 obtained from the four fits are consistent with each other and the results reported are those found to have the smallest systematic uncertainty. This procedure [MeV] implies that S 6 (A FB ) and S 9 cannot be extracted. The angular parameters of interest for these schemes are (F L , S 3 , S i ) where i = 4, 5, 6, 8. These translate into (F L , P 1 , P j ), where j = 4, 5, 7, 8.
A two-step fit process is performed for the different signal regions in q 2 . The first step is a fit to the Kπµ + µ − invariant mass distribution, using the event-by-event uncertainty on the reconstructed mass as a conditional variable. For this fit the signal shape parameters are fixed to the values obtained from fits to data control samples. The results of the fits are shown in Figures 4 and the signal yields are given in Tables 1. A second step adds the (transformed) cos θ K , cos θ L and φ variables to the likelihood to extract F L and the S i parameters along with the combinatorial background shapes. Mass shape parameters and yields are fixed to the results obtained from the first step. From signal MC samples, the acceptance function is obtained as the deviation from the generated distribution of cos θ K , cos θ L , φ as a result of triggering, reconstruction and selection of events. The acceptance function multiplies the angular distribution in the fit. Figures 5 show for the different q 2 bins the distributions of the variables used in the fit for the S 5 folding scheme. Similar sets of distributions are obtained for the three other folding schemes: S 4 , S 7 and S 8 . The results of the angular fits to the data in terms of the S i and P ( ) i can be found in Table 2 . A total of seven inclusive and eleven exclusive B 0 , B 0 s , B + and Λ b background samples are studied as systematic uncertainties. Two additional background contributions are observed in the cos θ K and cos θ L distributions. They are also treated as systematic effects given the current statistics. A peak in cos θ K The main systematic uncertainties come from backgrounds, mainly the fake K * background and the background arising from partially reconstructed
Other systematic uncertainties in decreasing order of importance are coming from the background p.d.f. shape, the acceptance function, the combinatorial background, tracking alignment, knowledge of the magnetic field, bias from the maximum likelihood estimator, p T spectrum of B candidates, and scalar contributions from non-resonant Kπ transitions, The total systematic uncertainties for the P ( ) i parameters fitted are presented in Table 2 [12, 13] are shown in Figure 6 for the P ( ) parameters. With the exception of the P 4 and P 5 measurements in q 2 ∈ [4.0, 6.0] GeV 2 and P 8 in q 2 ∈ [2.0, 4.0] GeV 2 there is good agreement between theory and measurement. The deviation observed for P 4 (P 5 ) is consistent with the one reported by the LHCb Collaboration [14] , and it is approximately 2.5 (2.7) standard deviations away from the calculation of DHMV. The deviations are less significant for the other theoretical approaches. All measurements are found to be within three standard deviations of the range covered by the different predictions. Hence, including experimental and theoretical uncertainties, the measurements presented here are found to be in accordance with the expectations of the SM contributions to this decay. [2] ATLAS Collaboration, The ATLAS Experiment at the CERN Large Hadron Collider, JINST 3 (2008) S08003.
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