AUTOMATE is a package for symbolic computation on nite automata, extended rational expressions and nite semigroups. On the one hand, it enables one to compute the deterministic minimal automaton of the language represented by a rational expression or given by its table. On the other hand, given the transition table of a deterministic automaton, AUTO-MATE computes the associated transition monoid. The regular D-classes structure, and many properties of the elements in the monoid are provided. The program AUTOMATE has been written in C and is quite portable. The user interface includes specialized editors for easy displaying of the computed results.
Introduction
AUTOMATE is a package for symbolic computation on nite automata, extended rational expressions and nite semigroups. The original version which is described in this paper has been developed in the \Laboratoire d'Informatique Th eorique et Programmation" 3 by Jean-Marc Champarnaud and Georges Hansel in 1984-86. Several researchers in theoretical computer science have already used AUTOMATE with success for their own works 3, 22, 23, 25] .
Section 1 gathers the prerequisites in formal language and automaton theory useful for a good understanding of the package.
Section 2 presents the main areas of nite automata in theoretical and practical computer science, and also recalls the place of nite semigroups in regular language theory. Section 3 is dedicated to the external use of AUTOMATE. The main characteristics and the functionalities of the package are described, and the user is guided through a working session of AUTOMATE.
Section 4 deals with the internal aspect of the AUTOMATE program. A description of the main data types is given as well as a justi cation of the algorithms which have been implemented.
Section 5 discusses the performance of AUTOMATE. Moreover in Sections 4 and 5, we compare AUTOMATE with previous packages designed to perform similar computations.
Theoretical prerequisites
In this section, we collect the theoretical notions about automata, rational expressions and monoids which are useful for a good understanding of AUTOMATE. To get more details on automata and rational expressions, good references are the books of J. Berstel 4] , S. Eilenberg 9] , J. E. Hopcroft and J. D. Ullman 11] and for monoids the books of G. Lallement 16] and J.E. Pin 21 ].
Automata
Let A be a nite alphabet and let A be the free monoid generated by A, i.e. the set of the \words" over the alphabet A. A language (over the alphabet A) is a subset of A . An automaton ( nite or not) over the alphabet A is a 4-uple A = (Q; I; F; E) where Q is a set of states, I is a subset of Q whose elements are the initial states, F is a subset of Q whose elements are the nal states, E is a subset of the cartesian product Q A Q whose elements are the edges.
Let A = (Q; I; F; E) be an automaton. A path of A is a sequence (q i ; a i ; q i+1 ), i = 1; . . .; n, of consecutive edges. Its label is the word w = a 1 a 2 . . .a n . A word w = a 1 a 2 . . .a n is recognized by the automaton A if there is a path with the label w such that q 1 2 I and q n+1 2 F. The language recognized by the automaton A is the set of the words which it recognizes. The automaton A is trim if for all q 2 Q, there is at least a path through q beginning at an initial state and ending at a nal state. The automaton A is deterministic if there is only one initial state and if for all (q; a) 2 Q A there is at most one state q 0 such that (q; a; q 0 ) 2 E. Note that for a deterministic automaton, each letter a 2 A de nes a partial mapping a : Q ! Q de ned by a(q) = q 0 if (q; a; q 0 ) 2 E.
Restricted rational expressions
Let A be an alphabet. An atomic expression (on A) is either a letter a 2 A, or the empty word denoted by 1. A (restricted) rational expression is obtained by applying recursively the following operators to the atomic expressions: if r and r 0 are two rational expressions, one de nes their union r r 0 , their product rr 0 , the star of r written r 4 .
To each rational expression r is associated a language L(r), that is to say a subset of A recursively de ned as follows: to each letter a 2 A is associated the single element subset L(a) = fag; if r and r 0 are two rational expressions, the associated languages of which are already de ned, then to the union r r 0 is associated the language L(r r 0 ) = L(r) L(r 0 ), union of the languages L(r) and L(r 0 ), to the product rr 0 is associated the product 4 To be more precise, one should write (r) (r 0 ), (r)(r 0 ) and (r) language of L(r) and L(r 0 ), i.e. L(rr 0 ) = fuv=u 2 L(r); v 2 L(r 0 )g, to the star r is associated the language L(r ) = n L(r)] n .
A language L A is rational if there is a rational expression r such that L = L(r).
Extended rational expressions
The extended rational expressions are obtained by adding new operators to combine the rational expressions. In the AUTOMATE program the following operators have been implemented:
The plus operator written + : to the expression r + is associated the language L(r + ) = L(r ) n f1g. As a consequence, one can de ne the deterministic minimal automaton A L of the language L as follows: its set Q of states is the set of the classes cl(u); u 2 A , the only initial state is the class cl(1) of the empty word, its set of nal states is F = fcl(u)= u 2 Lg, its set E of edges is the set of the 3-uples (q; a; q 0 ) such that if u 2 q, then cl(ua) = q 0 (this de nition is possible as a consequence of the regularity of ). One checks that the automaton A L recognizes the language L.
The essential link between automata and rational expressions is then given by the following theorem. Theorem 1 (Kleene) A language L is rational if and only if the automaton A L has a nite number of states (and moreover A L is minimal among the automata recognizing L as far as the number of states is concerned).
Monoids
A monoid is a set equipped with an associative operation (which we write as a multiplication) having an identity element (written 1) 5 . In this paper we only consider nite monoids.
Let M be a monoid. An element e 2 M is idempotent if e 2 = e. An ideal (respectively right ideal, left ideal) is a subset I M such that MIM I (respectively IM M; MI I). 5 Remind that if there is no identity element, this set is called a \semigroup"; since it is always possible to add an auxiliary identity element to a semigroup and thus to get a monoid, we only consider this case. The existence of y is proved in the same way.
Let us show that b)) a). By proposition 2, the elements x and y are such that for the relation H, xy H e and yx H f:
Hence by proposition 3, H xy is a group and therefore, there exists an integer n such that (xy) n = e. Moreover, since e and x are R-equivalent and since e is idempotent, we have the equality ex = x. Since x belongs to M, the equalities and therefore, according to the hypothesis on a, the elements a and b are in the same H-class (for T).
Since b and e are in the same R-class of M, there is z 2 M such that bz = e. By proposition 1, the mapping x ! xz is a bijection from H b onto H e and then az and e are in the same H-class. This class is a group with e as its identity element (proposition 3); consequently, there exists an integer n such that (az) n = e and on the other hand eaz = az. As z 2 M, these equalities show that az and e are H M -equivalent. By proposition 1 the pre-images a and b of az and e by the bijection x ! xz are also H M -equivalent and consequently a is regular.
Transition monoid of a deterministic automaton
Let A = (Q; I; F; E) be a deterministic automaton. To each letter a 2 A is associated the partial mapping a : Q ! Q de ned by q a = q 0 if (q; a; q 0 ) 2 E. Then by induction, to each word w = ua, u 2 A , a 2 A, is associated the mapping w : Q ! Q de ned by q w = (q u) a:
The mapping w ! w is a morphism from A to the monoid T of the partial mappings from Q to Q and its image f w j w 2 A g is a submonoid M called the transition monoid of the automaton A.
Application elds
Studying nite automata is an old idea. It appeared in the fties with the works of S. Kleene, in particular in his seminal paper \Representations of events in nerve nets and nite automata " 15] . Afterwards, automaton theory, in its di erent aspects, has turned out to be fruitful in many elds. We give here only some examples, without any claim to exhaustiveness.
Starting from a description of the lexical rules of a language, it is possible, with a computer, to get an automaton recognizing this language. For instance, the Lex program 18] generates such automata; then, these automata can be used to realize many modi cations on an input text.
The Oxford English Dictionary has been computerized in order to make easier its updating and future revisions. Its structure has been described as a regular language 14], thus enabling the use of INR 13], a very e cient program computing nite automata and transducers.
Text editors and word processors currently make use of automata, especially for word searching and substituting in a text.
Lempel and Ziv's text compression algorithm 26] is nowadays a basic tool; its formalization requires the notion of automaton.
The technology of very large scale integrated circuits (VLSI) makes use of the model of nite automata for some aspects of its development. The behaviour of a circuit is described by a rational expression and the associated automaton allows one to produce the circuit 10].
Monoids has mainly been studied from a theoretical point of view with theoretical goals. Besides the numerous and intrinsic questions to which they give rise 16], they appeared to be fruitful in the language classi cation problem. For instance, M. P. Sch utzenberger has proved that a rational language can be dened by a star-free expression if and only if its syntactic monoid has only trivial groups. I. Simon has deepened this result in several directions. (ii) the transition monoid of a deterministic automaton given by its transition 5. the ability to compute, for an arbitrary word, its representative and its type.
(iii) the syntactic monoid of a rational language: to obtain it, it is su cient to compute the transition monoid of the minimal automaton of the language.
Data input and displaying
The data can either be entered from the keyboard, or be read in a le. A fullscreen special editor is available to input a deterministic automaton in order to compute its transition monoid.
The output is generally \ ltered" by a program such as more under UNIX BSD or pg under UNIX SYSTEM V. A full-screen special editor gives the ability to scan the table of the regular D-classes in every direction (this table may be several dozens screen deep and several screens wide).
A session example through AUTOMATE
Here is a commented example of a working session through AUTOMATE. We have adopted the following conventions : a) the comments are added in smaller and slanted characters b) the characters entered by the user are written in boldface c) the answers of AUTOMATE are displayed with typewriter characters This session has been worked out on a VAX/780 under BSD 4.3 UNIX. The alphabet of an e.r.e. is only made of lower case letters. It is the set of the lower case letters which appear in the e.r.e. Any e.r.e. must end with a ';' . The concatenation product is denoted by simple juxtaposition of expressions, U is the union operator, * denotes the star operator. The braces de ne a list of words : fa,bg is equivalent to aUb. The product has higher precedence than the union but the parenthesis enable one to change the precedence: in our example, the union of the words aaa, bbb and zzz will be rst computed and afterwards the product of the expressions aaaUbbbUzzz and fa,b,zg*. For every e.r.e., AUTOMATE computes the deterministic non-complete minimal automaton. The \pit", if there is one, is written 0 and it is not counted as a member of the states. The initial state of the minimal automaton is always the state number 1. 
R(results) T(trace) =(alphabet) <(file) M(monoide)!(UNIX) Q(quit
The The order of this list is the \hierarchical" one. Each line begins with the word which is the smallest among the words having the same transition function. The \type" of each element is indicated: * for a regular element, ** for an element belonging to a group, *** for an idempotent element.
The <space> key is pressed. The RESULTS menu is displayed. Option 3 is selected in order to call the editor of the regular D-classes; we get the following screen. 
The regular D-classes chart may be very large: several hundreds lines and columns; thus, it is displayed with the help of a special editor which enables one to inspect it in detail.
The <^A> key is pressed. The RESULTS menu is displayed. Option 5 is chosen in order to get the list of the monoid relations. ...
To continue, press Space
The <space> key is pressed. The RESULTS menu is displayed. The option 4 is selected in order to get the properties of a particular word.
This option computes the transition associated to an arbitrary given word as well as the smallest equivalent word. Moreover, the type (idempotent, element of a group or regular) is indicated.
...
Input the chosen word (then press
Return)
The word abacccdda is entered.
The following text appears on the screen. The <space> key is pressed. The RESULTS menu is displayed. Option 6 is selected in order to save the results in a le.
Give the name of the save file: mono1.res
The save le contains the summary, the lists of the elements and of the relations. The RESULTS menu is displayed. Option 7 is selected and the INITIAL OPTIONS menu is displayed. 
Enter the transition table
The following transition table is entered, using the editor control characters which are close to Emacs ones. 
To continue, press Space
The <space> key is pressed to return to the RESULTS menu... 4 Internal aspect
Programming
An important characteristic of the AUTOMATE program is its modularity. To each class of objects (automata, transition monoids,. . .) we associate a data type and several libraries of functions which enable one to deal with these types. The C language is especially adapted to the programming of AUTOMATE. Indeed, it gives the possibility to dynamically allocate memory blocks the size of which is only known at run time (this is the usual situation for the computation of automata and monoids); moreover, pointer arithmetic in C increases the program speed.
Implemented algorithms 4.2.1 The \automate" command
The construction of the non-deterministic automaton is realized according to a modi ed version of Thomson's method 24] . Minimization is done according to the method described in the book of Aho, Hopcroft and Ullman 1]. It is an O(n log n) algorithm, n being the number of states of the deterministic automaton.
The following features distinguish the automate command from the previous programs 2,17]:
The automata which successively appear in our construction have a unique initial state and are trim.
The program makes use of intermediate automata which are, whenever it is possible, directly deterministic (i.e. without an explicit determinization).
The functions which operate on the automata take into account the possible deterministic character of their arguments. These features noticeably increase the computating speed. Determinization is the part of the program which usually requires most of the CPU time. Systematic use of binary search trees for the comparison between subsets of states appreciably alleviates this step of the computation.
The \monoide" command
The following features distinguish the monoide command from the previous programs 8, 17, 19, 20] : All the elements of the transition monoid of a deterministic automaton are produced; only regular ones were computed in 8, 20] . For each element, the smallest representative according to the hierarchical order is given. A minimal set of relations between words which de nes the monoid is exhibited.
The regular D-classes with their structure can be displayed and the content of each H-class is given by the list of its minimal words.
The whole computation is made possible owing to the systematic use of binary search trees and owing to the taking into account of the relations which are progressively obtained as the work proceeds. More precisely the algorithm can be split into two successive phases: rst constructing the monoid and then computing the regular D-classes. 1) Constructing the monoid As far as the program is concerned, a monoid element is not exclusively a partial mapping but is a data structure collecting the following informations: the partial mapping from Q to Q associated to the element, the smallest word (in the hierarchical order) representative of the mapping, the kernel and the image of the mapping, the type of the element (idempotent, element of a group, regular, non-regular).
If v denotes the word representing the mapping, then the mapping itself is written v, its kernel is written k = k(v) and its image is written i = i(v). In the sequel, we may identify the monoid element, its representative word, and the associated mapping.
In this rst phase we simultaneously construct: -the linked list of the elements in the monoid -the tree of the relations which de ne the monoid and for each rank three search binary trees -a kernel-tree, the vertices of which are idempotent elements and such that, for each idempotent in the monoid, its kernel appears only once -an image-tree, the vertices of which are idempotent elements and such that, for each idempotent in the monoid, its image appears only once -the tree of the (kernel, image) pairs of the monoid elements; each vertex of this tree is labelled with a pair (k; i) and points to the tree of all the monoid elements the (kernel, image) pair of which is (k; i). This last tree is written A(k; i).
At each step of the construction, the tree of the relations and the trees of (kernel, image) pairs already produced are used to speed up the computation. Note that during this rst phase, only the \idempotent" and \element of a group" characteristics are worked out.
Let us now describe the algorithm in more detail.
INITIALIZATIONS
The list of the elements is initialized with the empty word 1 (the mapping 1 being the identity on Q). The tree of the (kernel, image) pairs of rank card(Q) has as its root the pair (k(1); i(1)) and the tree A(k(1); i(1)) has as its root the mapping 1. This element is idempotent; hence, its kernel is the root of the kernel-tree and its image is the root of the image-tree. Moreover, this element is initially the current element in the list of the elements. CURRENT STEP The current word u is successively concatenated with each letter a of the alphabet and for each word we get, we inspect if it represents a new element of the monoid. Let v = ua be the resulting word to be inspected. We proceed as follows.
If there is already a relation of the form s = w, s being a su x of v, then the word v represents a monoid element which has already appeared. Else, let (k; i) be the (kernel, image) pair of the mapping v; if the vertex labelled (k; i) exists in the tree of the (kernel, image) pairs, and if the vertex labelled v exists in the tree A(k; i), again the word v represents a monoid element which has already appeared. Let w be the representative word of this element; we store the new relation v = w in the tree of the relations. If the vertex labelled v does not exist, the word v represents a new element of the monoid and we add a vertex labelled v in the tree A(k; i). If the vertex labelled (k; i) does not exist, the word v represents a new element of the monoid; we add a vertex labelled (k; i) in the tree of the (kernel, image) pairs and we create the tree A(k; i) with v as its root. In case v is the representative of a new monoid element, we work out whether v is idempotent or element of a group. If need be, the kernel-trees and the image-trees are completed.
2) Computing the regular D-classes.
The regular D-classes computation is realized with the help of the kernel-trees and of the image-trees. For each rank, we group together the idempotents of the kernel-tree into distinct lists, each list collecting the ones which belong to the same D-class (which is necessarily regular). For this purpose, we make use of proposition 7: if e and f are two idempotents, they are in the same D-class if and only if the pairs (k(e); i(f)) and (k(f); i(e)) are in the tree of the (kernel, image)
pairs. The same processing is done on the image-tree. In this table, the following indications are given: n is the exponent which appears in the expression, n 1 is the number of states in the non-deterministic automaton recognizing the expression, n 2 is the number of states in the associated deterministic automaton , n 3 is the number of states in the minimal automaton and t is the CPU time on VAX/780.
Among previous similar packages, REGPACK 17] seems to be the most e cient. 12 The computation of the expression E with n = 5 by REGPACK on IBM/370 is reported to be done in 35 seconds (versus 1.5 seconds by AUTOMATE). 13 The next example gives an idea of the performance of the monoide command.
Let us consider the deterministic automaton de ned by the following table: 1 2 3 4 5 6 7 8 a 3 1 2 5 4 3 8 7 b 4 1 2 3 4 5 2 8
The transition monoid has 5778 elements. Its computation is achieved in 54 seconds on VAX/780. 12 The referee has pointed out to us that INR also is highly successful in computing the minimal automaton of such regular expressions. 13 A new e cient implementation of automata algorithms called AMORE is being developed at the Aachen University; according to 12], its status is still preliminary and we have no elements of comparison with respect to the computation speed.
