Abstract. This paper proposes a fuzzy-rough method of maintaining CaseBased Reasoning (CBR) systems. The methodology is mainly based on the idea that a large case library can be transformed to a small case library together with a group of adaptation rules, which take the form of fuzzy rules generated by the rough set technique. In paper [1], we have proposed a methodology for case base maintenance which used a fuzzy decision tree induction to discover the adaptation rules; in this paper, we focus on using a heuristic algorithm, i.e., a fuzzy-rough algorithm [2] in the process of simplifying fuzzy rules. This heuristic, regarded as a new fuzzy learning algorithm, has many significant advantages, such as rapid speed of training and matching, generating a family of fuzzy rules which is approximately simplest. By applying such a fuzzy-rough learning algorithm to the adaptation mining phase, the complexity of case base maintenance is reduced, and the adaptation knowledge is more compact and effective. The effectiveness of the method is demonstrated experimentally using two sets of testing data, and we also compare the maintenance results of using fuzzy ID3, in [1] , and the fuzzy-rough approach, as in this paper.
Introduction
At present, large-scale CBR systems are becoming more popular, with caselibrary sizes ranging from thousands [3] [4] to millions of cases [5] . Large case library sizes raise problems of case retrieval efficiency, and many CBR researchers pay more attention to the problem of Case Base Maintenance (CBM). According to Leake and Wilson [6] "case base maintenance is the process of refining a CBR system's case base to improve the system's performance". That is, "case base maintenance implements policies for revising the organization or contents (representation, domain content, accounting information, or implementation) of the case base, in order to facilitate future reasoning for a particular set of performance objectives".
How should we maintain large case-based reasoning systems? In the past, researchers have done much work i n this area. Smyth and Keane [7] suggested a competence-preserving deletion approach. They put forward the concept of competence (or coverage), being the range of target problems that a given system can solve and also a fundamental evaluation criterion of CBR system performance. Smyth and McKenna [8] also presented a new model of case competence, and demonstrated a way in which the proposed model of competence can be used to assist case authors.
Methodology for CBM using Fuzzy-Rough Approach
In this paper, we use the framework of case base maintenance in [1] to carry out our CBM process. The details of maintaining a case-base from scratch, as proposed in [1] , consists of four phases: firstly, an approach to learning feature weight automatically is used to evaluate the importance of different features in a given case base; secondly, clustering of cases will be carried out to identify different concepts in the case base using the acquired feature knowledge; thirdly, adaptation rules will be mined for each concept using fuzzy decision trees, but in this paper, we apply a fuzzyrough approach to mine adaptation rules for each concept; finally, a selection strategy based on the concepts of ε -coverage and ε -reachability is used to select representative cases.
In the following sub-section, we briefly introduce phases 1, 2 and 4 of the methodology proposed in [1] , and introduce our approach to step 3 in detail.
Phase One -Learning Feature Weights
In this section, a feature evaluation function is defined. The smaller the evaluation value, the better the corresponding features. Thus we would like to find the weights such that the evaluation function attains its minimum. The task of minimization of the evaluation function with respect to weights is performed using a gradient descent technique. We formulate this optimization problem as follows:
For a given collection of feature weights 
where 2 2 ) (
. When all the weights are equal to 1, the distance metric defined above degenerates to the Euclidean measure, denoted by
where α is a positive parameter. When all the weights take value 1, the similarity measure is denoted by
A feature evaluation index E is defined as
where N is the number of cases in the case base.
To minimize equation (3), we use a gradient descent technique. The change in j w
, where η is the learning rate. The training algorithm is described as follows:
Step 1. Select the parameter α and the learning rateη.
Step 2. Initialize j w with random values in [0, 1].
Step 3. Compute j w ∆ for each j using equation (4).
Step 4. Update j w with j w + j w ∆ for each j.
Step 5. Repeat step 3 and step 4 until convergence, i.e., until the value of E becomes less than or equal to a given threshold or until the number of iterations exceeds a certain predefined number.
Phase Two -Partitioning the Case Library into Several Clusters
This section attempts to partition the case library into several clusters by using the weighted distance metric with the weights learned in section 2.1. Since the considered features are considered to be real-valued, many methods, such as K-Means clustering [15] and Kohonen's self-organizing network [16] , can be used to partition the case library. However in this paper, in order to compare the fuzzy decision tree and fuzzyrough approaches in mining adaptation rules, we take the similarity matrix clustering method in [1] . 
, can be computed in the following way:
We attempt to find several adaptation rules with respect to the case
by fuzzy rules.
Consider a problem of learning from examples in which there are n+1 numerical attributes, described by the n+1 attributes. We first fuzzify these n+1 numerical attributes into linguistic terms.
The number of linguistic terms for each attribute is assumed to be five (which can be enlarged or reduced if it is needed in a real problem). These five linguistic terms are Negative Big, Negative Small, Zero, Positive Small, and Positive Big, in short, NB,NS, ZE, PS and PB respectively. Their membership functions are supposed to have triangular form and are shown in Figure 1 . For each attribute (the k-th attribute
, the two parameters in Figure 1 , a and b,
in which
and Card(E) denotes the cardinality of a crisp set E.
Figure 1. Five membership functions
After the process of fuzzification, we transform the crisp cases in the case library to fuzzy cases successfully. Each fuzzy case is considered to be a fuzzy set defined on the non-fuzzy label space consisting of all values of attributes, where the non-fuzzy label space consists of the linguistic terms of each attribute. Consider each fuzzy case as an initial fuzzy rule. We then apply the rough set technique to these fuzzy rules and get a subset of those fuzzy rules, which covers all fuzzy cases, and the cardinality of the subset is approximately minimal. The fuzzy-rough algorithm is divided into three tasks to be fulfilled [1] : (1) in search of a minimal reduct for each initial fuzzy rule, (2) in search of a family of minimal reducts for the i th (
, where M is the number of fuzzy cases )fuzzy case such that each reduct inside of this family covers the i th fuzzy case, and (3) in search of a subset of those fuzzy rules which covers all fuzzy cases and the cardinality of the subset is minimal.
We first introduce the definitions used in the fuzzy-rough approach.
In order to transfer the fuzzy data into fuzzy rules, firstly we introduce fuzzy knowledge base concept, Table 1 , and it can be regarded as the value of the ith fuzzy case for the jth attribute. C i is the classification result of the ith fuzzy example, the ith row is explained to be an initial fuzzy rule taking a form
with true degree i α (see Definition 1) and inconsistent degree i β (see
Definition 2).
A fuzzy knowledge base can be generated by selecting the maximal membership of each attribute over its range of non-fuzzy label values from the fuzzy data. 
From the ith initial fuzzy rule, many fuzzy rules can be generated such as
with a true degree and an inconsistent degree, where 
, where A and B are two fuzzy sets defined on the same universe U. The detailed algorithms of each task are described as follows:
Task 1 algorithm [2]:
It can be divided into six steps: Step1: for the i th initial fuzzy rule (
, the core K can be given by verifying whether an attribute is dispensable in the attribute set. K can be empty.
Set Γ :=1
Step 2: Take Γ attributes Γ Attr Attr Attr ,..., , 2 1 from K C −
Step 3: Add Γ Attr Attr Attr ,..., , 2 1 to K.
Step 4: compute the true degree and the inconsistent degree of the fuzzy rule
Step 5: if K is a reduct then exit successfully, else new Γ attributes Γ Attr Attr Attr ,..., , 2 1 are taken from K C − , goto Step 3.
Step 6: if all combinations of elements of K C − have been used and a reduct does not appear, 1 : With respect to the generated adaptation rules, we need a reasoning mechanism to predict the amount of adjustment for the solution of non-representative cases. We propose our fuzzy reasoning mechanism as in [1] .
As a result of this phase, for each case of a considered cluster, a set of adaptation rules (fuzzy production rules) is generated, and a reasoning mechanism for this set of fuzzy rules is given.
Selecting Representative Cases
This phase aims to select representative cases from each cluster according to the adaptation rules obtained in phase three. Our selection strategy uses the method in [1] , which is based on a ε -coverage concept. Instead of the deletion, [1] proposes a selection strategy which makes use of Smyth's proposed concepts of coverage and reachability with some changes (called ε -coverage and ε -reachability respectively). Let L be a cluster in which each case e is accompanied by a set of adaptation rules AR(e), ε be a small positive number, and ) , , , , (
be two cases in the cluster L. According to the reasoning mechanism established in phase 3, an adjustment amount ∆ of the solution for case q e can be obtained by m atching ) , , ( 
Experimental Analysis
This section presents the experimental analysis of our approach on a real-world problem, i.e. the rice taste (RT) problem. The RT data consist of five inputs and a single output whose values are associated with subjective evaluations of the flavor, appearance, taste, stickiness, toughness and overall evaluation of 105 different kinds of rice (Table 2 shows some typical records). After applying the learning feature weights algorithm mentioned in section 2.1 to these cases, the feature weight results shown in Table 3 are obtained (learning iterations = 10000 cycles). Phase two is the same as the one in [1] , readers can refer to that paper. As a result of this phase, the cases are partitioned into 14 classes. Some of these classes are shown in Table 4 . We label classes with less than 10 records as Odd classes and the rest Notodd classes. The learning of fuzzy adaptation rules is carried out on the Not-odd classes. The general form of a fuzzy adaptation rule generated from the fuzzy decision tree is as follows: For example, in cluster 3, which consists of 13 cases, one of the adaptation rules is:
Rule: IF the change of Flavor is medium and the change of Appearance is medium, THEN the change of overall evaluation is Positive Small. According to the case selecting strategy defined in section 2.4, we select cases {6,7,0,5,10} as the representative cases in this cluster 3 (see Table 5 , the specific ε =0.05). As a result of this selection, a total of 24 fuzzy adaptation rules are also selected (i.e. each case has five adaptation rules on average). After applying the case selection strategy to each not-odd cluster, 56 cases are deleted (see Table 6 ), in other words, the number of cases in rice taste case base can be reduced by 53%.
Comparing with that of the fuzzy decision tree method [19] , the result generated by fuzzy rough approach is quite positive. There are 56 cases are deleted by using fuzzy rough approach while only 39 cases are deleted by using fuzzy decision tree method. And the number of adaptation rules for each case generated by the fuzzy-rough method is much less than that of the fuzzy decision tree method (listed in the second column of Table 7 ). In order to evaluate the overall problem solving ability, we apply those deleted cases as new coming cases to the smaller case base and its associated adaptation rules generated by our maintenance approach for solving, the results shows that fuzzy rough approach is also much better than fuzzy decision tree method. Table 8 demonstrates the comparison results of those two methods. So the overall selection result based on the adaptation rules generated by fuzzy-rough method is better than those based on the rules generated by the fuzzy decision tree. We can therefore say the overall performance of the fuzzy-rough approach is better than that of the fuzzy decision tree induction method.
In this paper, we have developed a fuzzy-rough approach to maintaining case-based reasoning systems and compared the results with on that used fuzzy decision tree induction [1] . The main idea is to mine the adaptation knowledge by the fuzzy-rough approach, i.e., taking the fuzzy cases as fuzzy rules, then applying the rough set technique to those fuzzy rules, and generating a group of adaptation rules. A case selection strategy is then implemented based on these adaptation rules, and finally the original case library is replaced with a small case library plus adaptation knowledge. This adaptation knowledge plays the role of complementing the reduction of cases. The experimental analysis of our method showed promising results. Future work includes(1) a large scale testing of our methodology using different case-bases, (2) the refining of the fuzzy-rough algorithms, (3) a comprehensive analysis of the complexity of the case base maintenance and reasoning algorithm in time and space, and (4) future comparison with other methods, such as fuzzy decision tree, C4.5, genetic algorithm and so on. We are also very interested in building a framework of the case base maintenance, including a reasoning scheme, retaining new cases, and on-line or periodic updating.
