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Abstract
We present new oscillation criteria for the second order forced ordinary differential equation with mixed
nonlinearities:
(
p(t)x′
)′ + q(t)x + n∑
i=1
qi(t)|x|αi sgnx = e(t),
where p(t), q(t), qi(t), e(t) ∈ C[0,∞), p(t) is positive and differentiable, α1 > · · · > αm > 1 > αm+1 >
· · · > αn. No restriction is imposed on the forcing term e(t) to be the second derivative of an oscillatory
function. When n = 1, our results reduce to those of El-Sayed [M.A. El-Sayed, An oscillation criterion
for a forced second order linear differential equation, Proc. Amer. Math. Soc. 118 (1993) 813–817], Wong
[J.S.W. Wong, Oscillation criteria for a forced second linear differential equations, J. Math. Anal. Appl.
231 (1999) 235–240], Sun, Ou and Wong [Y.G. Sun, C.H. Ou, J.S.W. Wong, Interval oscillation theorems
for a linear second order differential equation, Comput. Math. Appl. 48 (2004) 1693–1699] for the lin-
ear equation, Nazr [A.H. Nazr, Sufficient conditions for the oscillation of forced super-linear second order
differential equations with oscillatory potential, Proc. Amer. Math. Soc. 126 (1998) 123–125] for the su-
perlinear equation, and Sun and Wong [Y.G. Sun, J.S.W. Wong, Note on forced oscillation of nth-order
sublinear differential equations, J. Math. Anal. Appl. 298 (2004) 114–119] for the sublinear equation.
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1. Introduction
We are here concerned with oscillatory behaviour of solutions of second order nonlinear dif-
ferential equation(
p(t)x′
)′ + f (t, x) = 0, t  0, (1)
where p(t) is positive and differentiable and f (t, x) is of the form
f (t, x) = q(t)x +
n∑
i=1
qi(t)|x|αi sgnx, (2)
α1 > · · · > αm > 1 > αm+1 > · · · > αn > 0. As usual, a solution x(t) of (1) is said to be oscilla-
tory if it is defined on some ray [T ,∞), T  0, and has unbounded set of zeros. Equation (1) is
said to be oscillatory if all solutions extendable throughout [0,∞) are oscillatory. When f (t, x)
takes the form (2), it is known that if q(t), qi(t) are also positive and continuously differentiable
then all solutions of (1) are extendable throughout [0,∞). However, when q(t), qi(t) change
signs as t tends to infinity, it is also known that Eq. (1) can have solutions with finite escape time,
i.e. it can become infinite at some finite t . See Coffman and Wong [6]. Throughout this paper we
shall, for simplicity, confine our discussion only to extendable solutions of Eq. (1).
When p(t) ≡ 1, q(t) ≡ 0, and n = 1 in (2), Eq. (1) becomes the familiar Emden–Fowler
equation
x′′ + q(t)|x|α sgnx = 0, α > 0. (3)
When α > 1, Eq. (3) is known as the superlinear equation and when 0 < α < 1, it is known as
the sublinear equation. The oscillation of Eq. (3) has been the subject of much attention during
the last 50 years, see the seminal book by Agarwal, Grace and O’Regan [2]. Most of the results
on oscillation of (3) are valid for the more general equation
x′′ + q(t)f (x) = 0, (4)
where xf (x) > 0 when x = 0 and f (x) satisfies certain conditions of superlinearity and sublin-
earity, see [2]. In particular, f (x) can be a finite sum of powers of x and if there exist in this sum
exponents of x which are both greater than and less than 1, then Eq. (4) is known as Emden–
Fowler equation of the mixed type. When f (t, x) in (1) takes the form of (2) and Eq. (1) is of a
mixed type, results on oscillation are more or less the same as when q(t), qi(t), i = 1,2, . . . , n,
are non-negative. This is however not the case when q(t), qi(t), i = 1,2, . . . , n, are oscillatory.
When n = 1, it is known (see Butler [4]) that Eq. (3) is oscillatory if q(t) is periodic and of
mean value zero, e.g. sin t or cos t . When f (x) is a finite sum of powers of x, the more general
equation is also oscillatory as shown in a subsequent paper by Butler [5] see also [11]. However,
for Eq. (1) with f (t, x) given in the form of (2), it seems to us that no known oscillation criterion
is applicable even to the simple equation of the mixed type:
x′′ + (sin t)x + (cos t)|x|α sgnx = 0, α = 1. (5)
On the other hand, if we consider the forced equation(
p(t)x′
)′ + q(t)x + n∑qi(t)|x|αi sgnx = e(t), (6)i=1
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n > 1. When n = 1, this approach was initiated by Agarwal and Grace [1, pp. 244–249] for
higher-order equations and subsequently developed in papers of Ou and Wong [13], Yang [26],
Yang [27], Sun and Agarwal [21,22].
For the simple case when n = 1, p(t) ≡ 1, q(t) ≡ 0 and q1(t) is non-negative in (6), one can
use a technique first introduced by Kartsatos [8,9] by assuming that e(t) is the second derivative
of an oscillatory function to obtain oscillation criteria for Eq. (6) as described in our earlier
work [24]. See also previous results in Keener [10], Rankin [15], Skidmore and Leighton [17],
Skidmore and Bowers [16] and Teufel [23] for special cases of the forced equation (6).
When the assumption that e(t) is the second derivative of an oscillatory function is not im-
posed, one can develop interval oscillation criteria for special cases of (6); in case qi(t) ≡ 0 for
all i = 1,2, . . . , n, see El-Sayed [7] and Wong [25]; in case q(t) ≡ 0 and n = 1, see Nazr [12]
when α1 > 1, and Sun [18], Sun and Wong [19] when αn < 1. In this paper, we employ the
arithmetic–geometric mean inequality to establish three oscillation theorems for the unforced
equation (1) and the forced equation (6). In the latter case our results are generalizations of re-
sults by El-Sayed [7] in case when the equation is linear, by Nazr [12] when it is superlinear
and by Sun and Wong [19] when it is sublinear. We also give an extension of the Nazr–Wong
theorem for Eq. (3) to the equation of mixed type (6), which is our Theorem 3. Examples are
given to illustrate our results when compared with known results on Emden–Fowler equations.
We hope to kindle reader’s interest in further research on the oscillation of equations of mixed
type, which arise, for example, in the growth of bacteria population with competitive species.
2. Main results
To motivate the formulation of our main results, we wish to quote the Nazr–Wong theorem on
interval oscillation criteria for the Emden–Fowler equation (3):
Theorem A. [12,25] Let α  1. If for any T  0, there exist a1, b1, a2, b2 such that T  a1 <
b1  a2 < b2 and{
q(t) 0, e(t) 0 if t ∈ [a1, b1],
q(t) 0, e(t) 0 if t ∈ [a2, b2], (7)
and if there exists a continuously differentiable function u(t) such that u(ai) = u(bi) = 0,
u(t) ≡ 0 for t ∈ [ai, bi] and
bi∫
ai
{
θ
∣∣e(t)∣∣1− 1α q1/α(t)u2(t) − u′2(t)}dt  0, (8)
where θ = α(α − 1)1/α−1 for i = 1,2, then all solutions of (3) are oscillatory. Note that the
constant θ in (8) above is always greater than 1 for all α > 1, so Theorem A is a stronger form
of Nazr’s theorem, where θ is replaced by 1.
We need the following lemma to state our first two theorems.
Lemma 1. Let {αi}, i = 1, . . . , n, be the n-tuple satisfying α1 > · · · > αm > 1 > αm+1 > · · · >
αn > 0. Then there exists an n-tuple (η1, η2, . . . , ηn) satisfying
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n∑
i=1
αiηi = 1,
which also satisfies either
(b)
n∑
i=1
ηi < 1, 0 < ηi < 1, or
(c)
n∑
i=1
ηi = 1, 0 < ηi < 1.
Proof. Consider the set
C0 =
{
(η1, . . . , ηn): 0 < ηi < 1, i = 1, . . . , n;
n∑
i=1
ηi < 1
}
,
which is an open convex positive cone in Rn. For a given n-tuple (α1, . . . , αn), the relation (a)
defines a hyperplane H1 in Rn. If α1 > 1, then the n-vector v1 = ( 1α1 ,0,0,0, . . . ,0) ∈ C0 ∩ H1.
For ε > 0 small, all the n-vector vε = ( 1α1 (1 − (n − 1)ε), εα2 , . . . , εαn ) ∈ C0 ∩ H1. Here we can
choose ε, 0 < ε < 1
(n−1)
αn(α1−1)
α1−αn . This shows that there are infinitely many n-tuples {ηi}, i =
1, . . . , n, satisfying (a) and (b).
For conditions (a) and (c), we first note that v2 = (0, . . . ,0, 1αn ) ∈ H1. Now condition (c)
defines another hyperplane H2. Note that hyperplanes separate the vector space Rn into two open
half spaces with vectors v = (v1, . . . , vn) satisfying ∑ni=1 vi < 1 and ∑ni=1 vi > 1 respectively.
Since v1 and v2 belong to two different half spaces because α1 > 1 and 0 < αn < 1, we conclude
that H1 must intersect H2, i.e. H1 ∩ H2 = ∅. Thus any vector v ∈ H1 ∩ H2 has components
satisfying (a) and (c). This completes the proof of Lemma 1. 
For a given set of exponents {αi} satisfying α1 > α2 > · · · > αm > 1 > · · · > αn > 0, Lemma 1
ensures the existence of an n-tuple (η1, . . . , ηn) such that either (a) and (b) hold or (a) and (c)
hold. When n = 2 and α1 > 1 > α2 > 0, in the first case, we have
η1 = 1 − α2(1 − η0)
α1 − α2 , η2 =
α1(1 − η0) − 1
α1 − α2 ,
where η0 can be any positive number satisfying, 0 < η0 < (α1 − 1)/α1. This will ensure that
0 < η1, η2 < 1 and conditions (a) and (b) are satisfied. In the second case, we simply solve (a)
and (c) and obtain
η1 = 1 − α2
α1 − α2 , η2 =
α1 − 1
α1 − α2 .
Theorem 1. If for any T  0, there exist a1, b1, a2, b2 such that T  a1 < b1  a2 < b2 and{
qi(t) 0, t ∈ [a1, b1] ∪ [a2, b2], i = 1,2, . . . , n,
e(t) 0, t ∈ [a , b ]; e(t) 0, t ∈ [a , b ], (9)1 1 2 2
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on (ai, bi) and
bi∫
ai
{
Q(t)u2(t) − p(t)y′2(t)}dt  0, (10)
for i = 1,2, where
Q(t) = k0
∣∣e(t)∣∣η0 n∏
i=1
(
q
ηi
i (t)
)+ q(t), (11)
k0 =∏ni=0 η−ηii , and η0, η1, . . . , ηn are positive constants satisfying (a) and (b) of Lemma 1, then
all solutions of Eq. (6) are oscillatory.
Let n = 2, and α1 > α2 > 0 where α1 > 1. By Lemma 1, there exist positive constants
η0, η1, η2 such that η0 + η1 + η2 = 1 and α1η1 + α2η2 = 1. In this case, the function Q(t)
in (11) becomes
Q(t) = η−η00 η−η11 η−η22
∣∣e(t)∣∣η0qη11 (t)qη22 (t) + q(t).
When n = 1, η1 = 1/α1, and η0 = 1 − 1/α1, so 0 < η0, η1 < 1, and the function Q(t) in (11)
becomes
Q(t) = α1(α1 − 1)1/α1−1
∣∣e(t)∣∣1− 1α1 q1/α11 (t) + q(t).
Setting q(t) ≡ 0 in (6), conditions (10) and (11) reduce to (8) and Theorem 1 becomes Nazr–
Wong Theorem A.
Proof of Theorem 1. Suppose that x(t) is a nonoscillatory solution of Eq. (6). Without loss of
generality, we may assume that x(t) > 0 for all t  t0 > 0, where t0 depends on the solution x(t).
When x(t) is eventually negative, the proof follows the same argument using the interval [a2, b2]
instead of [a1, b1]. Define r(t) = −p(t)x′(t)/x(t). Using (6), we find that r(t) satisfies the first
order nonlinear Riccati equation
r ′(t) = q(t) +
n∑
i=1
qi(t)
[
x(t)
]αi−1 − e(t)x−1(t) + r2(t)/p(t). (12)
By assumption, we can choose a1, b1  t0 such that qi(t)  0 and e(t)  0 for all t ∈ [a1, b1]
and i = 1,2, . . . , n. Recall the arithmetic–geometric mean inequality see [3]
n∑
i=1
ηiui 
n∏
i=0
u
ηi
i , where ui  0, (13)
where ηi > 0, i = 0,1,2, . . . , n, are chosen to satisfy (a) and (b) of Lemma 1 for the given
α1, α2, . . . , αn. Now return to (12) and identify u0 = η−10 |e(t)|x−1(t) and ui = η−1i qi(t)xαi−1(t)
in (13) to obtain
r ′(t) q(t) + η−η00
n∏
i=1
η
−ηi
i q
ηi
i (t)
∣∣e(t)∣∣η0 + r2(t)/p(t)
= Q(t) + r2(t)/p(t), (14)
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of Theorem 1 and integrating by parts, we find
0
b1∫
a1
{
Q(t)u2(t) − p(t)u′2(t)}dt + b1∫
a1
{
r(t)√
p(t)
u(t) +√p(t)u′(t)}2 dt. (15)
Using the assumption (10) in (15), we deduce
p(t)
[
u′(t) − u(t)x′(t)/x(t)]= 0, t ∈ [a1, b1],
from which it follows that u(t) = cx(t) for some constant c = 0. This is incompatible with the
fact that u(a1) = u(b1) = 0. The proof of Theorem 1 is complete. 
Theorem 2. If for any T  0, there exist a, b such that T  a < b and qi(t)  0, for t ∈ [a, b]
and i = 1, . . . , n, and there exists a continuously differentiable function u(t) satisfying u(a) =
u(b) = 0, u(t) ≡ 0 on (a, b) and
b∫
a
[
P(t)u2(t) − p(t)u′2(t)]dt  0,
where
P(t) = q(t) + k1
n∏
i=1
q
ηi
i (t),
k1 =∏ni=1 η−ηii , and η1, η2, . . . , ηn are positive constants satisfying (a) and (c) in Lemma 1, then
all solutions of Eq. (1) are oscillatory.
Proof. The proof is in fact a simpler version of the proof of Theorem 1. We need only to note
that e(t) ≡ 0 and η0 = 0 and apply conditions (a) and (c) of Lemma 1. 
Before stating our next result, we prove another lemma:
Lemma 2. Let u, A, B , C and D be positive real numbers. Then
(i) γ > 1, Auγ + B  γ (γ − 1)1/γ−1A1/γ B1−1/γ u;
(ii) 0 < λ < 1, Cu − Duλ  (λ − 1)λλ/(1−λ)Cλ/(λ−1)D1/(1−λ).
Proof. Let Φ(u) = Auγ − γ (γ − 1)1/γ−1A1/γ B1−1/γ u. It is easy to see that Φu(uˆ) = 0 is
minimum at uˆ, because Φu,u(u) is positive for all u. Solving Φu(uˆ) = 0, we obtain uˆ = (γ −
1)−1A−1/γ B1/γ . This gives Φ(uˆ) = −B .
Similarly, let Ψ (u) = Cu − Duλ and solve Ψu(u¯) = 0 to obtain u¯ = (λC−1D)1/(1−λ). Again
since Ψu,u(u) is positive for all u so u¯ is a minimum. Evaluating Ψ (u) at u¯, we obtain the right-
hand side of the inequality in (ii). 
Remark 1. We note that Lemma 2 remains valid if A 0 and D  0.
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b1  a2 < b2 and{
qi(t) 0, t ∈ [a1, b1] ∪ [a2, b2], i = 1, . . . ,m;
e(t) < 0, t ∈ (a1, b1) and e(t) > 0, t ∈ (a2, b2). (16)
If there exists a continuous function u(t) satisfying the conditions as defined in Theorem 1 and
positive numbers λi , i = 1, . . . ,m, and εj , j = m + 1, . . . , n, such that
bi∫
ai
[
Q̂(t)u2(t) − p(t)u′2(t)]dt  0, i = 1,2,
where
Q̂(t) = q(t) +
m∑
i=1
μi
(
λi |e|
)1−1/αi q1/αii (t) − n∑
j=m+1
δj
(
εj |e|
)1−1/αj q¯1/αjj (t), (17)
with
∑m
i=1 λi +
∑n
j=m+1 εj = 1, μi = αi(αi − 1)1/(αi−1), i = 1, . . . ,m, δj = αj (1 − αj )1/αj−1,
and q¯j (t) = max{−qj (t),0}, j = m + 1, . . . , n; then all solutions of Eq. (6) are oscillatory.
Proof. Assume to the contrary that x(t) is a nonoscillatory solution and that it is eventually
positive say x(t) > 0 for t  t0. Apply Lemma 2(i) to each of the first m nonlinear terms in
Eq. (6) rearranged as(
p(t)x′
)′ + q(t)x + m∑
i=1
[
qi(t)x
αi − λie(t)
]+ n∑
j=m+1
[
qj (t)x
αj − εj e(t)
]= 0. (18)
Noting the assumption (16) and applying Lemma 1(i) to the first summation term in (18), we
obtain(
p(t)x′
)′ + q(t)x + x m∑
i=1
μi
(
λi |e|
)1−1/αi q1/αii (t) + n∑
j=m+1
[
qj (t)x
αj − εj e(t)
]
 0. (19)
Introduce the Riccati substitution r(t) = −p(t)x′(t)/x(t) and apply Lemma 2(ii) to each of the
nonlinear terms in the last sum in (19). Here u = x(t), λ = αj , D = q¯j (t) and
C = λ(1 − λ)1/λ−1(ε|e|)1−1/λq¯1/λj (t).
We can obtain from (19) the following Riccati inequality
r ′(t) q(t) + r
2(t)
p(t)
+
m∑
i=1
μi
(
λi |e|
)1−1/αi q1/αii (t) − n∑
j=m+1
δj
(
εj |e|
)1−1/αj q¯1/αjj (t), (20)
where q¯j (t) = max(−qj (t),0). Using (17), we write (20) in its simpler form r ′(t) r2(t)p(t) + Q̂(t)
which is the same as (14) in the proof of Theorem 1. The remaining argument is the same as that
in Theorem 1 and this completes the proof of Theorem 3. 
Remark 2. In Theorem 3, we do not impose any restriction on signs of those coefficients corre-
sponding to sublinear terms of Eq. (6), i.e., qj (t) for j = m,m+1, . . . , n. If qj (t) is nonpositive,
we can easily see that Theorem 1 is invalid. However, Theorem 3 is valid for this case.
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(a) We first note that by setting n = 1 in both Theorems 1 and 3, the result becomes Theo-
rem A.
(b) We now introduce a method of constructing test functions u(t) as defined in Theorems 1
and 3. For ease of illustration, we consider the simple case n = 2, hence α1 > 1 > α2 > 0. Let
bi = ai +π√ci , i = 1,2, where ai, bi are given in Theorems 1 and 2. This determines ci , i = 1,2.
Choose u(t) = sin[√ci(t − ai)]. We obtain from Theorems 1 and 3 the following corollaries:
Corollary 1. Let η0, η1, η2 be chosen to satisfy (a), (b) of Lemma 1 for α1 > 1 > α2 > 0. If for
any T  0, there exist constants a1, b1, a2, b2 such that for T  a1 < b1  a2 < b2, it holds{
q1(t) 0,
q2(t) 0,
t ∈ [a1, b1] ∪ [a2, b2];
{
e(t) 0, t ∈ [a1, b1],
e(t) 0, t ∈ [a2, b2], (21)
and for ci = π2/(bi − ai)2, we have
bi∫
ai
{
sin2
(√
ci(t − ai)
){
q(t) + η−η00 η−η11 η−η22
∣∣e(t)∣∣η0qη11 (t)qη22 (t)}
− cip(t) cos2
(√
ci(t − ai)
)}
dt  0, (22)
then all solutions of the equation(
p(t)x′
)′ + q(t)x + q1(t)|x|α1 sgnx + q2(t)|x|α2 sgnx = e(t), (23)
are oscillatory.
Setting q1(t) ≡ q2(t) ≡ 0 in (23), conditions (21), (22) reduce to the result of El-Sayed [7] for
the linear equation.
Corollary 2. Assume that for any T  0, there exist constants a1, b1, a2, b2 such that T  a1 <
b1  a2 < b2, and
q1(t) 0, t ∈ [a1, b1] ∪ [a2, b2],
{
e(t) < 0, t ∈ (a1, b1),
e(t) > 0, t ∈ (a1, b1). (24)
Also assume that for α1 > 1 > α2 > 0, and that there exists some λ ∈ (0,1) such that
bi∫
ai
{
sin2
(√
ci(t − ai)
)[
q(t) + α1(α1 − 1)1/α1−1
(
λ
∣∣e(t)∣∣)1−1/α1q1/α11 (t)
− α2(1 − α2)1/α2−1
(
(1 − λ)∣∣e(t)∣∣)1−1/α2 q¯1/α22 (t)]
− cip(t) cos2
(√
ci(t − ai)
)}
dt  0, (25)
where q¯2(t) = max(−q2(t),0). Then all solutions of Eq. (23) are oscillatory.
(c) Another method of choosing test functions can be developed by considering the func-
tion class H which consists of kernels of two variables. Following Philos [14], we say that
the function H(t, s) belongs to H if it is defined on D = {(t, s): t  s  0}, H(t, t) = 0 for
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any H1,H2 ∈ H, let u(t) = √H1(b, t)H2(t, a), then it is easy to see that u(a) = u(b) = 0,
u(t) ≡ 0 on [a, b] and u(t) is differentiate on (a, b). Therefore by choosing appropriate func-
tions H1,H2 ∈ H, we can derive other oscillation criteria for Eq. (6) from Theorems 1 and 3.
For a given function H(t, s), we define h1(t, s) and h2(t, s) as follows
∂H
∂t
(t, s) =√H(t, s)h1(t, s), ∂H
∂s
(t, s) =√H(t, s)h2(t, s).
When u(t) = √H(b, t)H(t, a), we have u′(t) = 12 (
√
H(b, t)h(t, a)+√H(t, a)h2(b, t)). Similar
to Corollaries 1 and 2, we can deduce the following results from Theorems 1 and 3:
Corollary 3. Given α1, α2 with α1 > 1 > α2 > 0, let η0, η1, η2 be chosen to satisfy conditions
(a), (b) of Lemma 1. If for any T  0, there exist constants a1, b1, a2, b2 such that for T  a1 <
b1  a2 < b2 (21) holds and there exists H(t, s) ∈ H such that
bi∫
ai
{
H(bi, t)H(t, ai)
[
q(t) + η−η00 η−η11 η−η22
∣∣e(t)∣∣η0qη11 (t)qη22 (t)]
− p(t)
4
(√
H(bi, t)h1(t, ai) +
√
H(t, a)h2(b, t)
)2}
dt  0
for i = 1,2, then all solutions of (23) are oscillatory.
Corollary 4. Let α1 > 1 > α2 > 0. Assume that for any T  0, there exist constants a1, b1, a2,
b2 such that for T  a1 < b1  a2 < b2, (24) holds. If there exists H(t, s) ∈ H such that
bi∫
ai
{
H(bi, t)H(t, ai)
[
q(t) + α1(α1 − 1)1/α1−1
(
λ
∣∣e(t)∣∣)1−1/α1q1/α11 (t)
− α2(1 − α2)1/α2−1
(
(1 − λ)∣∣e(t)∣∣)1−1/α2 q¯1/α22 (t)]
− p(t)
4
[√
H(bi, t)h1(t, ai) +
√
H(t, ai)h2(bi, t)
]2}
dt  0,
for i = 1,2, where 0 < λ < 1 and q¯2(t) = max(−q2(t),0) then all solutions of (23) are oscilla-
tory.
Remark 3. Similar corollaries can be formulated for Theorem 2 concerning the unforced equa-
tion (1) with (2). We leave the details to the interested reader.
(d) We give two examples to illustrate the usefulness of Corollaries 1 and 2.
Example 1. Consider the forced Emden–Fowler equation of the mixed type
x′′ + h(sin 2t)x + 2c1(sin t)|x|5/2 sgnx + 2c2(cos t)|x|1/2 sgnx = − cos 2t, t  0, (26)
where h, c1, c2 are positive constants. For any T  0, let a1 = 2kπ , b1 = a2 = 2kπ + π4 , b2 =
2kπ + π2 where k = 0,1,2, . . . . Here α1 = 5/2 and α2 = 1/2, and we can choose ηa = η1 =
η3 = 1/3 so that conditions (a) and (b) in Lemma 1 are satisfied. It is also easy to see that the
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function u(t) = sin 4t , we find on [a1, b1] that (22) becomes
π/4∫
0
sin2 4t
{
h sin 2t + 3(c1c2)1/3 sin1/3 4t
}
dt − 2π
= 4h
15
+ 3(c1c2)1/3
π/4∫
0
sin7/3 4t dt − 2π  0. (27)
Simplifying the expression above, we conclude from (27) and Corollary 1 that Eq. (26) is oscil-
latory for
4h
15
+ 18
7
(c1c2)
1/3√π
(
2
3
)[
(1/6)
]−1  2π, (28)
where (·) is the Gamma function. Estimate (28) can be written as
4h/15 + 1.1068(c1c2)1/3  2π.
In particular, by choosing h large or c1, c2 both large, we have oscillation of (26).
Example 2. Consider the forced Emden–Fowler equation of the mixed type
x′′ + h(sin t)x + k1(sin t)|x|2 sgnx − k2(cos t)|x|1/2 sgnx = − cos t, t  0, (29)
where h, k1, k2 are positive constants. For any T  0, let a1 = 2kπ , b1 = a2 = 2kπ + π/2 and
b2 = 2kπ + π , where k = 0,1,2, . . . . Choose u(t) = sin 2t . It is easy to see that condition (24)
is satisfied, and turning to (25), we find with λ = 1/2
π/2∫
0
sin2(2t)
[
h sin t + 2√λk1 sin1/2 t cos1/2(t) − 14(1 − λ)k22 cos t
]
dt − π
= 8h
15
+ 8√k1 π/2∫
0
sin5/2 t cos5/2 t dt − k
2
2
1 − λ
π/2∫
0
sin2 t cos3 t dt − π
= 8h
15
+ 6
√
λk1
5
2(3/4)√
π
− 2k
2
2
15(1 − λ)k
2
2 − π  0,
or
2
(
4h − k
2
2
1 − λ
)√
π + 18√λk12(3/4) 15π3/2. (30)
We note from (30) that by choosing either h or k1 sufficiently large, one obtains oscillation
of (29). When k2 = 0, i.e. equation (29) contains no sublinear term, then (30) indicates that ei-
ther the linear and/or the superlinear term contribute to the oscillation of the force equation (29).
Also when k1 = k2 = 0 in Eq. (29), it becomes a simple forced linear equation, and condition (30)
reduces to h  15π/8 which coincides with the result of Nazr [12] in the linear case. This ex-
ample was also treated in our earlier work [20] by a different method and it was shown that the
lower bound can be improved to h (25/72)
√
15 = 1.3448.
Y.G. Sun, J.S.W. Wong / J. Math. Anal. Appl. 334 (2007) 549–560 559When h = k2 = 0, condition (30) requires √k1  4.3706. Nazr’s Theorem A when applied to
Eq. (3) with α = α1 > 1, gives the estimate
16α1(α1 − 1)1/α1−1k1/α11 
(
3
2
+ 1
2α1
)

(
2 − 2
2α1
)
 15π3/2. (31)
So when α1 = 2 in case of Eq. (29), the estimate obtained from (31) coincides with the estimate
by (30). Note that the calculation given by Nazr is incorrect [12, p. 125] and the correct version
is now given in (31) above.
Remark 4. We note that in Example 1, both nonlinear terms need to be presented to conclude
oscillation if there is no linear term whereas in Example 2, either superlinear, or linear term
can cause oscillation if the appropriate positive constant is chosen sufficiently large but not the
sublinear term. The question remains as to how to deal with cases when these constants are small.
In particular, we do not known whether all solutions of the unforced equation (5) are oscillatory,
particularly when 0 < α < 1.
Remark 5. We consider another example involving both superlinear and sublinear terms.
x′′ + (sin t)|x|α sgnx + m(cos t)|x|β sgnx = 0, (32)
where α > 1 > β > 0 and , m are constants. When either  or m is zero, it is known that (32) is
oscillatory. This is the result of Butler [4]. We speculate that all solutions of (32) are oscillatory.
Remark 6. For another related application of arithmetic–geometric inequality, we refer to Agar-
wal and Grace, [1, pp. 304–308].
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