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Abstract To assess the properties of the quark–gluon
plasma formed in ultrarelativistic ion collisions, the ATLAS
experiment at the LHC measures a correlation between the
mean transverse momentum and the flow harmonics. The
analysis uses data samples of lead–lead and proton–lead col-
lisions obtained at the centre-of-mass energy per nucleon
pair of 5.02 TeV, corresponding to total integrated luminosi-
ties of 22 μb−1 and 28 nb−1, respectively. The measurement
is performed using a modified Pearson correlation coeffi-
cient with the charged-particle tracks on an event-by-event
basis. The modified Pearson correlation coefficients for the
2nd-, 3rd-, and 4th-order flow harmonics are measured in the
lead–lead collisions as a function of event centrality quan-
tified as the number of charged particles or the number of
nucleons participating in the collision. The measurements are
performed for several intervals of the charged-particle trans-
verse momentum. The correlation coefficients for all studied
harmonics exhibit a strong centrality evolution, which only
weakly depends on the charged-particle momentum range.
In the proton–lead collisions, the modified Pearson correla-
tion coefficient measured for the 2nd-order flow harmonics
shows only weak centrality dependence. The lead-lead data
is qualitatively described by the predictions based on the
hydrodynamical model.
1 Introduction
The large azimuthal anisotropy observed for particles pro-
duced in heavy-ion collisions at RHIC [1–4] and the LHC [5–
8] is one of the main signatures of the formation of strongly
interacting matter called quark–gluon plasma (QGP). A stan-
dard picture of an ultrarelativistic heavy-ion collision is
that the initial, asymmetric ‘almond’ shape of the colliding
nuclei’s overlap region leads to the formation of pressure
gradients in the QGP. These pressure gradients transform the
 e-mail: atlas.publications@cern.ch
initial shape into an azimuthal anisotropy of the final-state
particle distributions through a nearly ideal hydrodynamic
evolution and subsequent QGP hadronisation process [9].
The azimuthal anisotropy is customarily decomposed into
Fourier components with the amplitude of the nth term
denoted by vn and known as a flow harmonic [10]. Theoret-
ical hydrodynamical models successfully describe observed
flow phenomena at low particle transverse momenta [11].
The properties of QGP were recently studied with measure-
ments of correlations between flow harmonics of different
order [12–16] as well as with analyses of event shapes [16–
20]. It is expected that in lead–lead (Pb+Pb) collisions the
magnitudes of the azimuthal flow harmonics [6,7] should
be correlated with the mean transverse momentum [pT]
of the particles on an event-by-event basis [21]. In this
paper, that correlation is called the vn–[pT] correlation. In
proton–lead (p+Pb) collisions, the measurements of multi-
particle correlations [22] show evidence of collective phe-
nomena. The spectra of identified particles in p+Pb colli-
sions are consistent with a presence of the radial flow [23]
while the nuclear modification factor at high pT approaches
unity [24]. Despite intensive studies, the mechanism respon-
sible for the collective behaviour in small collision systems
still remains unknown [9]. In p+Pb collisions the vn–[pT]
correlation could provide constraints on the initial geometry
of the particle source, thereby reducing the overall modelling
uncertainty. According to the hydrodynamical model predic-
tions [25], in p+Pb collisions the vn–[pT] correlation is sen-
sitive to the distribution of energy deposition in the first stage
of the collision. For a larger source a positive v2–[pT] cor-
relation is expected while for a compact source the negative
correlation is obtained. Simultaneous measurements of vn–
[pT] correlations in small and large systems may help disen-
tangle the role of initial conditions and subsequent dynamical
QGP evolution in final-state particle distributions.
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To measure the strength of the vn–[pT] correlation, the
Pearson correlation coefficient (PCC) R [25] is used where
R = cov(vn{2}
2, [pT])√
Var(vn{2}2)√Var([pT])
. (1)
The term vn{2}2 is the square of the nth-order flow harmonic
obtained using the two-particle correlation method [26],
cov(vn{2}2, [pT]) is the covariance between vn{2}2 and [pT],
and Var(vn{2}2) and Var([pT]) are the variances of the vn{2}2
and [pT] distributions, respectively. Experimentally, how-
ever, the finite event-by-event charged-particle track mul-
tiplicity results in an additional broadening of the vn{2}2
and [pT] distributions due to statistical fluctuations. Thus,
the values of the respective variances are increased, espe-
cially for [pT]. The magnitude of this broadening depends on
the choice of kinematic region and on detector performance,
making direct comparisons between experimental results and
with theoretical calculations difficult. To overcome this prob-
lem, a modified correlation coefficient ρ, less sensitive to
the charged-particle multiplicity than R, was suggested in
Ref. [25]. To reduce the auto-correlation effects and those
due to the finite charged-particle multiplicity in an event, the
variances of the vn{2}2 and [pT] distributions are replaced by
corresponding dynamical variables, which are more sensitive
to intrinsic initial-state fluctuations. The variance of vn{2}2
is replaced by its dynamical counterpart [27]
Var
(
vn{2}2
)
dyn = vn{2}4 − vn{4}4
= 〈corrn{4}〉 − 〈corrn{2}〉2, (2)
where corrn{2} and corrn{4} are the two- and four-particle
correlations [26] and where angular brackets denote that they
are averaged over events. These correlations are described in
detail in Sect. 4.
The variance of [pT] is replaced by the dynamical pT
fluctuation magnitude [28,29] ck defined as
ck =
〈
1
Npair
∑
i
∑
j =i
(pT,i − 〈[pT]〉)(pT, j − 〈[pT]〉)
〉
(3)
where 〈[pT]〉 is the average [pT] over the all analysed events.
The modified PCC ρ is thus defined as
ρ = cov(vn{2}
2, [pT])√
Var
(
vn{2}2
)
dyn
√
ck
. (4)
It was demonstrated in Ref. [25] that the ρ coefficient calcu-
lated using realistic and finite multiplicities provides a reli-
able estimate of the true value of R found in the limit of infi-
nite multiplicity, whereas the coefficient R, calculated using
Eq. (1) for finite multiplicity underestimates the true value.
The ALICE experiment measured [20] that the charged-
particle pT spectrum is correlated with the magnitude of the
elliptic flow. It is measured to be harder in collisions with
the higher second flow harmonics and softer in collisions
where the elliptic flow is smaller. The magnitude of spec-
tra modification is observed to increase with pT, starting to
be significant at around 1 GeV and reaching a few percent
at around 5 GeV. The modification is found to be most sig-
nificant in the mid-central collisions, decreasing in the most
central ones. The ALICE results suggest that the value of the
correlation coefficient should be significant in mid-central
and central collisions and that its magnitude and centrality
dependence should be sensitive to the scale of intrinsic fluc-
tuations of v2 and pT. Including particles of higher pT in the
measurement is expected to result in increased values of the
ρ(v2{2}2, [pT]). The [pT] correlations with v2 in peripheral
Pb+Pb collisions, v3 and v4 in wide centrality range as well
as for the v2 in high multiplicity p+Pb are unexplored by
measurements.
This paper reports on the first measurement of the ρ coef-
ficient with the ATLAS detector in Pb+Pb and p+Pb colli-
sions at a centre-of-mass energy per nucleon pair of 5.02 TeV.
The Pb+Pb data sample with a total integrated luminosity of
22 μb−1 was collected in 2015, and the p+Pb sample with
28 nb−1 in 2013.
This paper is organised as follows. Section 2 gives a
brief description of the ATLAS detector. Details of the event
selection and charged-particle reconstruction are provided
in Sect. 3. Section 4 describes the analysis procedure for
calculating the ρ coefficient. Systematic uncertainties are
described in Sect. 5 and Appendix A. Results are presented
in Sect. 6, followed by a summary in Sect. 7.
2 Experimental setup
The ATLAS experiment [30] at the LHC is a multipurpose
particle detector with a forward–backward symmetric cylin-
drical geometry and a near 4π solid angle coverage. The inner
detector (ID) covers the pseudorapidity1 range |η| < 2.5 and
is surrounded by a thin superconducting solenoid providing
a 2 T axial magnetic field. The ID consists of silicon pixel,
silicon microstrip (SCT), and straw tube tracking detectors.
After the 2013 p+Pb run, an additional pixel silicon layer,
the insertable B-layer [31,31,32], was installed prior to the
5.02 TeV Pb+Pb data-taking to attain more precise track-
1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-axis
along the beam pipe. The x-axis points from the IP to the centre of the
LHC ring, and the y-axis points upward. Cylindrical coordinates (r, φ)
are used in the transverse plane, φ being the azimuthal angle around the
z-axis. The pseudorapidity is defined in terms of the polar angle θ as
η = − ln tan(θ/2).
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ing. Lead/liquid-argon (LAr) sampling calorimeters provide
electromagnetic (EM) energy measurements with high gran-
ularity. A steel/scintillator tile hadronic calorimeter covers
the central pseudorapidity range (|η| < 1.7). The endcap
and forward regions are instrumented with LAr calorimeters
for EM and hadronic energy measurements up to |η| = 4.9.
The forward calorimeter (FCal) covers 3.2 < |η| < 4.9
and is used for centrality estimation [10]. The minimum-
bias trigger scintillators (MBTS) are located on each side of
the detector at z = ±3.6 m and detect charged particles with
2.07 < |η| < 3.86. The zero-degree calorimeter (ZDC),
located in the LHC tunnel and covering |η| > 8.3, is used
for triggering on collision events and pile-up event rejection.
It is calibrated to resolve an individual neutron originating
from the collision spectators.
A two-level trigger system selects events [33,34]. The
level-1 trigger is implemented in hardware and preselects
up to 105 events per second for further decisions by the
high-level trigger (HLT). The software-based HLT tuned for
Pb+Pb collision data selects up to 1000 events per second
for recording. This analysis primarily uses charged-particle
tracks in the ID, but information from the central calorime-
ters and the ZDC is also used for triggering, event selection,
and analysis.
3 Event and track selection
The Pb+Pb data in this analysis were selected using two
mutually exclusive minimum-bias triggers. Events with
semi-central and central collisions were selected if the scalar
sum of transverse energy in the entire ATLAS calorimeter
system exceeded 50 GeV. Peripheral events, i.e. those with
large impact parameter of the colliding Pb nuclei, fail the
50 GeV selection and were instead selected by requiring a
deposition in the ZDC corresponding to at least one neu-
tron and by requiring at least one track reconstructed in the
HLT. Data in this analysis are required to come from peri-
ods when the entire detector was functioning normally. The
events are required to have a reconstructed vertex within
100 mm of the nominal interaction point. The contribution
from events containing more than one inelastic interaction
(pile-up) is studied by exploiting correlations between the
transverse energy measured in the FCal (EFCalT ) with the
estimated number of neutrons in the ZDC, and with the num-
ber of tracks associated with a primary vertex [27,35]. The
distribution of EFCalT and the distribution of the number of
neutrons in events with more than one collision are broader
than the corresponding distributions in events with only one
collision. Pile-up events are suppressed by rejecting events
with abnormally large values of either EFCalT or the number
of neutrons in the ZDC compared with the charged-particle
multiplicity in the event. Approximately 0.2% of the events
are rejected by these requirements.
The p+Pb data in this analysis were selected using
minimum-bias triggers and high-multiplicity triggers (HMT).
The minimum-bias trigger required signals in both sides of
the MBTS system with a timing difference of less than 10 ns
to eliminate non-collision backgrounds. The HMT required
the total transverse energy in the calorimeter at level-one
and the number of ID track candidates reconstructed in the
HLT to be above predefined thresholds. Six combinations
of thresholds were used to optimise data-taking during peri-
ods with different luminosities. Samples of events collected
by these triggers are combined by applying event weights
to reproduce the charged-particle multiplicity distribution of
the minimum-bias trigger. Further details of the data selection
are given in Refs. [22,36]. The average pile-up probability
in the p+Pb dataset is approximately 3% but can be signif-
icantly larger in high-multiplicity events. Events with more
than one reconstructed vertex are removed from the sample.
Similarly to the Pb+Pb dataset, to remove events where the
two interaction vertices are too close to resolve as indepen-
dent ones, the ZDC signal on the Pb fragmentation side is
used. The distribution of the number of neutrons, which is
broader in events with pile-up than that for the events with-
out pile-up is exploited for that purpose [36]. The fraction of
rejected events varies with the event activity and reaches a
maximum of 10% for events with the highest multiplicities.
The analysis for both collision systems is performed in
narrow bins of event activity defined by the charged-particle
multiplicity Nch (described in Sect. 4), which estimates the
collision centrality. In addition, the Pb+Pb results are pre-
sented as a function of collision centrality expressed by
the average number of nucleons participating in the col-
lision, Npart, to allow comparison with theoretical predic-
tions [37]. The centrality is estimated from the EFCalT dis-
tribution [6,10] using the Glauber model [38]. The number
of events passing the selection requirements is 1.3 × 108 for
Pb+Pb within the 0–80% centrality interval. For the p+Pb
system, about 0.64 × 108 events enter the analysis.
The charged-particle tracks reconstructed in the ID are
required to satisfy selection criteria in order to suppress
the contribution of incorrectly reconstructed tracks and sec-
ondary products of particle decays. The selection criteria
include the requirement that the number of hits in the pixel
and SCT detectors should be greater than two and eight,
respectively, for the Pb+Pb data and greater than one and six
for the p+Pb data. The track impact parameters relative to the
collision vertex in the transverse direction, |d0|, and longitu-
dinal direction, |z0 sin θ |, are required to be less than 1 mm
for tracks in the Pb+Pb data sample and less than 1.5 mm in
the p+Pb sample. In addition, in p+Pb collisions, the track
impact parameter significances must satisfy |d0/σd0 | < 3
and |z0 sin θ/σz | < 3, where σd0 and σz are the uncertainties
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in d0 and z0 sin θ determined from the covariance matrix of
the track fit. The different selection criteria for Pb+Pb and
p+Pb optimise the performance of the track reconstruction
in differing running conditions.
Corrections needed due to track reconstruction effects are
evaluated using 4×106 Pb+Pb and 107 p+Pb minimum-
bias Monte Carlo (MC) events generated by the HIJING
v1.38b [39] event generator. After the generation, an azimuthal
flow is implemented using the afterburner technique [40],
and the pT spectrum is reweighted to match the data. Gen-
erated events were simulated in the detector by the Geant
4-based [41] ATLAS detector simulation programs [42] and
reconstructed using the same procedures and detector condi-
tions as the data. Track reconstruction corrections are applied
to each selected track using weights to account for the track-
ing efficiency 
 and the fake-track fraction f . The efficiency
is defined as the fraction of primary MC charged particles
that are matched to reconstructed tracks, and f is the frac-
tion of tracks that are not matched to primary MC particles or
are produced from random combinations of hits in the ID. A
similar analysis procedure is described in Refs. [10,16]. The
fake-track fraction and tracking efficiency are determined as
functions of the track pT and η and of the track multiplic-
ity in the event. Tracks included in the analysis are weighted
with the factor (1− f )/
. An additional multiplicative weight
evaluated from data is applied to the data to correct for detec-
tor non-uniformity in the azimuthal angle. These weights are
obtained by requiring the tracks to be distributed uniformly
in azimuth in all pseudorapidity slices of width 0.1.
In the Pb+Pb data, the contribution of fake tracks is
largest in central collisions at the lowest analysed track pT of
0.5 GeV and at the largest |η|, reaching up to 20%. The fake-
track rate is below 1% for tracks with pT above 2 GeV and
|η| < 1.5. The tracking efficiency depends weakly on cen-
trality, and in the most central events it is about 3% less than
in more peripheral events. The efficiency increases with the
track pT from about 50% at the lowest analysed pT to 70%
above 2 GeV. It is highest at mid-rapidity and drops by about
15% for |η| > 1. For p+Pb collisions, with pT increasing
from 0.3 to 1 GeV the efficiency increases from about 75%
(60%) to 83% (70%) at η ≈ 0 (|η| > 2). The p+Pb track-
ing efficiency is independent of the event’s multiplicity for
Nch ≥ 10, i.e. in the multiplicity range used in the analysis.
The fake rate in p+Pb collisions is very low, below 1% (3%)
at η ≈ 0 (|η| > 2).
4 Correlation coefficient ρ
In each event, charged-particle tracks are grouped into three
regions of subevents based on their pseudorapidity: region
A with −2.5 < η < −0.75, central region B with |η| <
0.5 and region C with 0.75 < η < 2.5. The v2n for the
n = 2–4 harmonics are calculated by correlating charged-
particle tracks from subevents A and C, which are separated
in pseudorapidity to suppress non-flow contributions. Tracks
in central region B are used to obtain the mean value of the
charged-particle transverse momentum in the event, [pT],
defined as
[pT] = 1∑
b wb
∑
b
wb pTb
where the summation is over tracks in region B, labelled by
index b. The variable ck (Eq. (3)) is also calculated using
tracks from region B. Here, and in following formulas, the
weights w include the fake-track fraction, efficiency, and
azimuthal non-uniformity corrections, as discussed in Sect. 3.
The covariance term from the numerator of Eq. (4) is
defined as
cov(vn{2}2, [pT])
= Re
(〈
1
∑
a,c wawc
∑
a,c
wawce
inφa−inφc ([pT] − 〈[pT]〉)
〉)
,
(5)
where φ is the azimuthal angle and indices a and c span the
tracks in regions A and C, respectively.
The two- and four-particle correlations used to define the
dynamical variance in Eq. (2), which enters the denominator
of Eq. (4), are calculated as in Ref. [26]
〈corrn{2}〉 = Re
(〈
1
∑
a,c wawc
∑
a,c
wawce
inφa−inφc
〉)
= Re (〈qn,aq∗n,c〉
) (6)
where the qa and qc are the complex flow vectors of subevent
A and subevent C, respectively, and the asterisk denotes the
complex conjugate. The flow vectors are
qn,a = 1∑
a wa
∑
a
wae
inφa and qn,c = 1∑
c wc
∑
c
wce
inφc .
The four-particle correlation is obtained from the expression
〈corrn{4}〉 = Re
(〈
(Q2n,a − Q2n,a)(Q2n,c − Q2n,c)∗
Sa Sc
〉)
,
(7)
where for subevent A
Qn,a =
∑
a
wae
inφa , Q2n,a =
∑
a
w2ae
i2nφa ,
Sa =
(
∑
a
wa
)2
−
∑
a
wa
2,
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and similarly for subevent C. Equation (7) represents the sum∑
ein(φ
a
1 +φa2 −φc3−φc4) over all particles from subevents A and
C normalised by the number of quadruplets without auto-
correlations in each subevent.
The second factor in the denominator of Eq. (4), the mean
pT fluctuation in the event class ck , is defined by Eq. (3) and
in this analysis it is calculated as
ck =
〈
1
(
∑
b wb)
2 − ∑b w2b
∑
b
∑
b′ =b
wb(pT,b
−〈[pT]〉)wb′(pT,b′ − 〈[pT]〉)
〉
.
The summation indices b and b′ run over all charged particles
in region B.
The correlation coefficient expressed by Eq. (4) is evalu-
ated for the range 0.5 < pT < 2 GeV in Pb+Pb collisions
and 0.3 < pT < 2 GeV in p+Pb collisions. These intervals,
called ‘main’, contain a large number of soft particles and
constitute the main result of the analysis which can be com-
pared with hydrodynamical models. For each system, two
additional pT ranges are considered: 0.5 < pT < 5 GeV
and 1 < pT < 2 GeV in the analysis of Pb+Pb collisions,
and 0.3 < pT < 5 GeV and 0.5 < pT < 2 GeV in p+Pb
collisions. These ranges facilitate the study of the sensitivity
of ρ(vn{2}2, [pT]) to the high pT part of the particle spec-
trum and to the lower charged-particle multiplicity from the
higher minimum pT value. The charged-particle pT range
0.5 < pT < 2 GeV is common to both systems and can be
used to compare the ρ(v2{2}2, [pT]) results from Pb+Pb and
p+Pb collisions.
The quantities of interest, i.e. cov(vn{2}2, [pT]),
Var
(
vn{2}2
)
dyn, ck , and ρ(vn{2}2, [pT]), are determined in
bins of reconstructed track multiplicity MAC measured in
the combination of regions A and C. This is done to avoid
a negative correlation between the multiplicity in subevents
A+C and B that occurs if the analysis is binned in multiplicity
in the entire ID. Narrow MAC bins are also chosen due to the
sensitivity to multiplicity fluctuations of the multi-particle
correlations that are used to obtain the Var
(
vn{2}2
)
dyn [27].
The events are grouped in fine bins with a width of ten in
MAC for 0.5 < pT < 5 GeV in the Pb+Pb analysis and
0.3 < pT < 5 GeV in the p+Pb analysis. It was cross-
checked that the variables of interest obtained with a finer
binning in MAC are consistent with the measurement with
the nominal binning.
To enable comparisons with the theoretical predictions
and with future experimental results, measurements obtained
in MAC are presented as a function of the ATLAS ID multi-
plicity Nch of 0.5 < pT < 5 GeV and |η| < 2.5. They are
projected from the MAC values taking into account tracking
efficiency and fake-track production as described in the pre-
vious section. A similar analysis procedure is described in
Ref. [22]. For the Npart dependencies in the Pb+Pb system,
the results measured in MAC multiplicity intervals are aver-
aged, with weights equal to the probabilities to find any given
MAC value in the centrality intervals.
The formulation of the modified PCC ρ(vn{2}2, [pT])
requires that there should be at least two tracks in each region
(A, B, and C). Further, Var(vn{2}2
)
dyn calculated according
to Eq. (6) can be negative at low multiplicities due to statisti-
cal fluctuations, which renders Eq. (4) invalid because of the√
Var
(
vn{2}2
)
dyn term. For each MAC bin, pT interval, and
harmonic, a criterion is applied that Var
(
vn{2}2
)
dyn needs to
be positive at a level of at least one standard deviation of
its statistical uncertainty. Results presented as a function of
Nch are produced only for those MAC intervals. For the Npart
dependencies in the Pb+Pb system, it is additionally required
for each centrality interval that the fraction of rejected events
due to this criterion does not exceed 1%.
5 Systematic uncertainties
The systematic uncertainty is estimated by varying individual
aspects of the analysis. The systematic uncertainties for the
main pT interval are discussed for each collision system.
Systematic uncertainties for the other pT intervals behave
consistently with the ones for the main pT interval. Since the
modified PCC ρ(vn{2}2, [pT]) is a ratio of quantities which
are calculated using tracks, many variations largely cancel
out and the resulting systematic uncertainties are small. To
suppress the statistical fluctuations and to get more robust
estimation of systematic uncertainties, they are averaged over
several, wide ranges of the charged-particle multiplicity. For
each uncertainty source and for each measurement point, the
maximum variation from the baseline measurement is used.
The total resulting uncertainty is the sum of the individual
contributions combined in quadrature. The following sources
of systematic uncertainties are considered.
Track selection The tracking performance has a relatively
small impact on vn{2}, but it directly affects the [pT] and
ckvia the admixture of the fake tracks, especially at low pT.
To assess the impact on ρ(vn{2}2, [pT]), the measurement
is repeated with tracks selected with looser and tighter track
quality criteria, thus increasing and decreasing the fake-track
rate, respectively. The weights used in the evaluation of mea-
sured quantities take the modified selection into account. The
loose track selection in the Pb+Pb analysis relaxes require-
ments on the number of pixel and SCT hits to at least one
and six, respectively. Additionally, the requirements on the
transverse and longitudinal impact parameters of the track
are relaxed to 1.5 mm. The tighter selection in the Pb+Pb
analysis tightens the requirement on the transverse and lon-
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gitudinal impact parameters of the track to 0.5 mm. For the
p+Pb analysis, the loose selection relaxes the requirements
on the transverse and longitudinal impact parameters of the
track to 2 mm and on the impact parameter significances
to less than 4. In the tight selection, the impact parame-
ter values and their significances must be less than 1 mm
and 2, respectively. For each of the two track selections the
absolute difference is calculated with respect to the baseline
measurement: |ρ(vn{2}2, [pT])base−ρ(vn{2}2, [pT])loose| or
|ρ(vn{2}2, [pT])base − ρ(vn{2}2, [pT])tight|. The largest dif-
ference is taken as a systematic uncertainty.
Detector material Since the tracks that are used in the cal-
culation of ρ(vn{2}2, [pT]) are weighted by the inverse of
the tracking efficiency, a bias in its estimation due to inac-
curate modelling of the material in the detector may change
the balance between low- and high-pT tracks in the sums.
Based on simulations, the estimated uncertainty in the detec-
tor description is obtained [43,44]. The resulting pT- and
η-dependent uncertainties in the track efficiency of up to 4%
are used to determine the systematic uncertainty.
Tracking azimuthal uniformity In this analysis, the weight-
ing factors w correct for any non-uniformity in the azimuthal
angle distribution of reconstructed tracks. The weights are
obtained from the data by requiring azimuthal uniformity
over the two-dimensional distribution of reconstructed tracks
in the η–φ plane. The effect of that correction on the result
is conservatively estimated by comparing the baseline mea-
surement and the measurement obtained without applying
this weight. The uncertainty is small, and it envelopes poten-
tial effects of imperfections in the weighting factors determi-
nation, including their dependence on the transverse momen-
tum, collision centrality, run-by-run differences, on dead
module maps or the vertex position.
Residual pile-up events The selection criteria discussed in
Sect. 3 suppress the fraction of pile-up events accepted for
analysis to almost zero in central Pb+Pb collisions. To esti-
mate the systematic uncertainty related to pile-up, the mea-
surement is conservatively repeated without this event rejec-
tion, resulting in at most a 1% difference in the most central
Pb+Pb events for the ρ(v2{2}2, [pT]) coefficient. The p+Pb
data were taken with higher pile-up than the Pb+Pb data.
To estimate the impact of contamination by residual pile-up
events, p+Pb results were obtained with only the vertex crite-
ria applied. The variation covers the estimated residual pile-
up fraction in events of the highest track multiplicity [36].
Centrality selection The minimum-bias trigger is fully effi-
cient for the 0–85% centrality interval. However, the total
fraction of inelastic Pb+Pb events selected is known only to
1% accuracy due to trigger inefficiency and possible sample
contamination in more peripheral interactions. The central-
ity is estimated using the EFCalT distribution [6,10] and the
Glauber model [38] to obtain the mapping from the observed
EFCalT to the number of nucleons participating in the col-
lision, Npart. The modified PCC uncertainty is evaluated by
repeating the analysis with the altered centrality selections on
the EFCalT distribution, which results in ±1% uncertainty
in the total fraction of inelastic Pb+Pb events. The centrality
selection contributes mainly to uncertainties for peripheral
collisions.
Figure 1 shows the magnitude of the systematic uncer-
tainties δρ(vn{2}2, [pT]) for n = 2 − 4 in Pb+Pb collisions
as a function of Nch. In Pb+Pb collisions, the systematic
uncertainty of the measured correlation coefficients across
different order harmonics and centralities is not dominated
by a single source. One of the largest uncertainties comes
from restoring the azimuthal uniformity, and dominates for
the second order harmonic in the most central collisions and
for the third and fourth order harmonics almost over the full
centrality range. A sizeable contribution to the uncertainty for
all three harmonics is due to the track selection. The impact
of the detector material is rather small except for a significant
contribution for the forth order harmonic in the most central
events. The residual pile-up in Pb+Pb collisions gives a negli-
gible contribution. Figure 1d shows systematic uncertainties
for ρ(v2{2}2, [pT]) coefficients in p+Pb collisions for the
main interval of 0.3 < pT < 2 GeV as a function of event
activity. In p+Pb interactions the largest uncertainty in the
most active collisions (Nch > 150) originates from pile-up.
The track selection is a source of sizeable uncertainty for this
collision system, while the azimuthal uniformity correction
procedure and the detector material have a small impact.
Details on the contributions to systematic uncertainties
from different sources of ck , Var
(
vn{2}2
)
dyn and
cov(vn{2}2, [pT]) are included in the Appendix.
6 Results
6.1 The constituents of the modified PCC
The constituents of the modified PCC, ck , Var
(
vn{2}2
)
dyn
and cov(vn{2}2, [pT]) and are combined, using Eq. (4), to
obtain ρ. Figure 2 shows the dynamical pT fluctuation coef-
ficient ck as a function of charged-particle multiplicity in
Pb+Pb and p+Pb collision systems for tracks in three dif-
ferent pT intervals. A strong decrease of ck with increasing
Nch is observed in all measured results. A similar decrease
was seen for ck in Au+Au and Pb+Pb data at lower centre-
of-mass energies [28,29], evaluated for lower pT range,
0.15 < pT < 2 GeV, not accessible with the ATLAS detec-
tor. For the same Nch, the ck values differ by an order of
magnitude for different pT ranges of tracks used in the anal-
ysis. For the intervals with the same lower pT limit, the ck
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Fig. 1 The systematic
uncertainty of ρ(vn{2}2, [pT])
as a function of Nch measured
with tracks from main pT
intervals for each collision
system for the a second, b third,
and c fourth harmonics in
Pb+Pb collisions, and for d
ρ(v2{2}2, [pT]) in p+Pb
collisions. The total uncertainty
is also shown
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Fig. 2 The variable ck for three
pT ranges as a function of the
charged-particle multiplicity
Nch of a Pb+Pb and b p+Pb
collisions. The statistical and
systematic uncertainties are
shown as vertical error bars
(smaller than symbols) and
boxes, respectively
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values are higher for the interval with the larger upper pT
limit.
Figure 3 shows Var
(
vn{2}2
)
dyn for n = 2 − 4 as func-
tion of Nch for Pb+Pb collisions. For low multiplicities,
Var
(
vn{2}2
)
dyn increases with increasing Nch, reaching a
maximum at Nch of approximately 500 (1000) for n =
2 (n = 3), respectively. At higher Nch values the vari-
ances decrease with multiplicity. The dynamical variance for
n = 4, measured for Nch  500, decreases with increas-
ing Nch. The ordering Var
(
v2{2}2
)
dyn > Var
(
v3{2}2
)
dyn >
Var
(
v4{2}2
)
dyn and the multiplicity dependence of
Var
(
vn{2}2
)
dyn are similar to the ordering and centrality
dependence of vn{2} measured by ATLAS [10]. Also shown
in Fig. 3 is Var
(
v2{2}2
)
dyn for p+Pb collisions as a function of
Nch. The dependence is monotonic, similarly to v2{2} [45].
In both collision systems and for all harmonics, the same
ordering of Var
(
vn{2}2
)
dyn depending on the pT interval is
123
985 Page 8 of 29 Eur. Phys. J. C (2019) 79 :985
Fig. 3 The variance
Var
(
vn{2}2
)
dyn for n = 2 − 4
for a–c Pb+Pb collisions and
Var
(
v2{2}2
)
dyn for d p+Pb
collisions for the three pT
intervals as a function of
charged-particle multiplicity
Nch. The statistical and
systematic uncertainties are
shown as vertical error bars and
boxes, respectively
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observed. The largest variances are observed for the pT inter-
vals with an increased lower limit. This is expected as the
vn{2} value increases strongly with pT below 3 GeV [10].
Additionally, the interval in which the upper limit on pT is
set to 5 GeV integrates the region with the highest values of
vn{2} (which occur around 3 GeV) and thus the values of the
variance are expected to be larger than that for the main pT
range.
In Fig. 4, the covariances cov(vn{2}2, [pT]) are shown
for the 2nd-, 3rd-, and 4th-order harmonics in Pb+Pb colli-
sions and for the second-order harmonics in p+Pb collisions.
They are presented as a function of Nch for three pT inter-
vals. Significant positive correlations between vn{2} and [pT]
are observed in the Pb+Pb events. The measured covariances
depend on the charged-particle multiplicity and the pT range
of the charged particles. In Pb+Pb collisions, a strong depen-
dence on the multiplicity is observed for n = 2 and 4. The
cov(v3{2}2, [pT]) depends only weakly on Nch. A negative
cov(v2{2}2, [pT]) is measured at multiplicities Nch < 200
and a negative cov(v3{2}2, [pT]) for 1 < pT < 2 GeV
below Nch < 1800. The covariances cov(v2{2}2, [pT]) in
p+Pb events are negative in the entire measured Nch range
and show weak Nch dependence. Unlike in Pb+Pb events, the
cov(v2{2}2, [pT]) in p+Pb events have similar magnitudes
for different pT intervals.
6.2 The modified PCC
The modified PCC ρ(vn{2}2, [pT]) for n = 2 − 4 in Pb+Pb
collisions and for n = 2 in p+Pb collisions is shown in
Fig. 5. In Pb+Pb collisions, the behaviour of ρ(v2{2}2, [pT])
is similar for all pT intervals. It starts at negative val-
ues for Nch < 200 and rapidly increases with multiplic-
ity up to ∼ 1500 particles where the increase slows down
and reaches the maximum at Nch ≈ 4500 of 0.24–0.3,
depending on the pT interval. At even higher Nch, the
ρ(v2{2}2, [pT]) value decreases rapidly. The significant cor-
relation observed for mid-central events suggests a connec-
tion between anisotropic and radial [46] flows which might
be attributed to stronger hydrodynamic response (larger pres-
sure gradients) to the large initial-state eccentricities [47].
The modified PCC multiplicity dependence could reflect a
balance between stronger radial flow observed in central
collision and the larger initial eccentricity seen in periph-
eral interactions. The decrease observed in central collisions,
for Nch  5000, might be related to the increased role of
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Fig. 4 The covariance
cov(vn{2}2, [pT]) for n = 2 − 4
in a–c Pb+Pb collisions and
cov(v2{2}2, [pT]) in d p+Pb
collisions for three pT ranges as
a function of the
charged-particle multiplicity
Nch. The statistical and
systematic uncertainties are
shown as vertical error bars and
boxes, respectively
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initial-state fluctuations in anisotropic flow [27]. However, a
complete understanding of this effect would require a more
precise modelling of heavy ion collisions. The correlation
coefficients calculated with the upper pT limit of 2 GeV are
10–20% smaller than the values obtained with a pT limit of
5 GeV. The correlation coefficient ρ(v3{2}2, [pT]) is evalu-
ated in Pb+Pb collisions for the same three pT ranges. The
magnitudes measured for ρ(v3{2}2, [pT]) are significantly
smaller than those measured for ρ(v2{2}2, [pT]) and simi-
lar to the magnitudes of ρ(v4{2}2, [pT]). All three curves
increase with Nch in the range of 1000 < Nch < 5000. At low
values of Nch, a flattening of the trend can be noticed. In the
most central collisions, a breakdown of the rise is seen, sim-
ilarly to the ρ(v2{2}2, [pT]). Above Nch ∼ 1500, the curves
for the two intervals with the same maximum pT are consis-
tent with each other and are below the curve for the interval
which uses tracks with pT up to 5 GeV. The largest values of
ρ(v4{2}2, [pT]) are observed at Nch ≈ 1000. For high Nch,
ρ(v4{2}2, [pT]) decreases with Nch up to about Nch ≈ 4000
and rises slowly at higher values. The trends obtained for pT
intervals with the same minimum value are consistent above
Nch ∼ 1500 as is the case for ρ(v3{2}2, [pT]). The decrease
for Nch < 4000 might be due to a contribution to v4 from
a non-linear term containing v22, decreasing with increasing
centrality [13]. However, a theoretical modelling of the initial
state and its subsequent evolution would be required to sup-
port this interpretation. Similarly to the ρ(v3{2}2, [pT]), the
ρ(v4{2}2, [pT]) correlations measured with the larger upper
pT limit have larger magnitudes. The results for the larger
upper pT limit show the sensitivity of the ρ(vn{2}2, [pT])
coefficients to the high pT part of the particle spectrum con-
taminated with non-flow correlations from jets. On the other
hand, the correlations measured for the intervals with fixed
upper pT limit (2 GeV) and varied lower pT limits are similar,
demonstrating insensitivity of the modified PCC coefficients
to a significant change of the event charged-particle mul-
tiplicity as expected [25]. The fourth-order correlations are
weaker than those for the second-order flow harmonic and for
Nch > 4000 are comparable to ρ(v3{2}2, [pT]). The results
for all harmonics indicate a change in the trend in events with
high Nch around 4500, which suggests a change in the nature
of the correlations in those events [47].
In p+Pb collisions, ρ(v2{2}2, [pT]) exhibits much weaker
Nch dependence than that in Pb+Pb collisions. For the main
pT interval, the modified PCC assumes a negative value of
approximately −0.1 and is almost constant within uncertain-
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Fig. 5 The PCC
ρ(vn{2}2, [pT])) for n = 2 − 4
in a–c Pb+Pb collisions and d
p+Pb collisions as a function of
the charged-particle multiplicity
Nch for three pT ranges. The
statistical and systematic
uncertainties are shown as
vertical error bars and boxes,
respectively
0 2000 4000
chN
0.1−
0
0.1
0.2
0.3
]) Tp,[2
{2
}
2v( ρ
 < 2 GeV
T
p0.5 < 
 < 5 GeV
T
p0.5 < 
 < 2 GeV
T
p1 < 
ATLAS
-1bμPb+Pb, 5.02 TeV, 22 
0 2000 4000
chN
0.05−
0
0.05
0.1
]) Tp,[2
{2
}
3v( ρ
 < 2 GeV
T
p0.5 < 
 < 5 GeV
T
p0.5 < 
 < 2 GeV
T
p1 < 
ATLAS
-1bμPb+Pb, 5.02 TeV, 22 
(b)(a)
0 2000 4000
chN
0
0.05
0.1
0.15
0.2
]) Tp,[2
{2
}
4v( ρ
 < 2 GeV
T
p0.5 < 
 < 5 GeV
T
p0.5 < 
 < 2 GeV
T
p1 < 
ATLAS
-1bμPb+Pb, 5.02 TeV, 22 
50 100 150 200 250
chN
0.2−
0.1−
0
]) Tp,[2
{2
}
2v( ρ
 < 2 GeV
T
p0.3 < 
 < 5 GeV
T
p0.3 < 
 < 2 GeV
T
p0.5 < 
ATLAS
-1+Pb, 5.02 TeV, 28 nbp
(d)(c)
ties. Values for different lower pT limits are similar, and the
ρ(v2{2}2, [pT]) magnitudes for the larger upper pT limit are
smaller. The magnitude (and sign) of the modified PCC in
p+Pb collisions is expected to be related to the distribution
of the energy deposition in the initial state, as predicted by
the hydrodynamic model [25]. In hydrodynamics, in p+Pb
collision, for small sources a higher initial pressure gradients
and smaller eccentricities are expected to be generated. This
mechanism could lead to the negative correlation of the final
state observables, this is the mean transverse momentum and
higher order flow harmonics. Thus, the negative value of the
modified PCC for v2{2} in p+Pb and peripheral Pb+Pb that
is measured should provide valuable constraints for models
describing the collectivity in small systems.
6.3 Comparison of p+Pb and Pb+Pb results
Figure 6 shows a comparison of p+Pb and Pb+Pb results
shown in Figs. 2, 3, 4, 5 for the common pT interval of
0.5 < pT < 2 GeV. The values of the ck (Fig. 6a) are similar
for p+Pb and Pb+Pb collisions in this pT interval, while the
behaviour of the dynamical variance Var
(
v2{2}2
)
dyn (Fig. 6b)
is very different due to the different initial eccentricities in the
overlap regions in Pb+Pb and p+Pb collisions. Only a small
rise with the multiplicity is observed for p+Pb collisions,
which is in agreement with a slow increase of v2{2} with
growing event activity [22,36,45]. For Nch ≈ 50, the dynam-
ical variances are comparable between Pb+Pb and p+Pb col-
lisions. The Nch dependence of cov(v2{2}2, [pT]) is signif-
icantly different for Pb+Pb and p+Pb collisions. A steady
rise from negative to positive values with Nch is observed
for peripheral Pb+Pb collisions, and approximately constant
values are obtained for p+Pb collisions. The Nch depen-
dence of ρ(v2{2}2, [pT]) is different for the two collision
systems. Much weaker Nch dependence of modified PCC
is observed in p+Pb collisions compared to Pb+Pb colli-
sions. For Nch < 100 the values of ρ(v2{2}2, [pT]) are con-
sistent between Pb+Pb and p+Pb collisions. The negative
ρ(v2{2}2, [pT]) coefficients for the small systems in p+Pb
and Pb+Pb collisions may suggest a more compact source
model [25]. The comparison of the systems underlines the
importance of the initial stage in the correlations described by
the ρ(v2{2}2, [pT]) coefficient. The theoretical predictions
for midcentral and central Pb+Pb collisions suggests that for
a large system an increase of the mean transverse momentum
indicates a stronger transverse flow and a stronger collective
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Fig. 6 Comparison of a ck , b
Var
(
v2{2}2
)
dyn, c
cov(v2{2}2, [pT]), and the d
ρ(v2{2}2, [pT]) for the range
0.5 < pT < 2 GeV as a function
of the charged-particle
multiplicity Nch. The statistical
and systematic uncertainties are
shown as vertical error bars and
boxes, respectively
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response to the initial geometry of the source, characterized
by the positive value of the modified PCC.
6.4 Comparison to theoretical predictions
To compare the Pb+Pb results with a theoretical predic-
tion in Ref. [25], the ρ(vn{2}2, [pT]) coefficients for 0.5 <
pT < 2 GeV are obtained as a function of centrality intervals
expressed by Npart using the procedure described in Sect. 4.
Figure 7 shows the Npart dependence of ρ(vn{2}2, [pT]) for
n = 2 − 4 in Pb+Pb collisions. It resembles the trends
observed in Fig. 5, which show the modified PCC as a func-
tion of Nch, a measure of event activity. The theoretical pre-
dictions of the ρ(vn{2}2, [pT]) coefficient are based on a
model in which the initial conditions were generated with
nucleon positions by a MC Glauber model [48]. These initial
conditions are then evolved using the pressure-driven 3+1D
hydrodynamical simulations with viscous effects followed
by the statistical particle emission to match multiplicities
observed experimentally [37]. The modified Pearson corre-
lation coefficient is then extracted from the final-state parti-
cles. The predictions for all harmonics are consistent with the
data within the large model uncertainties except for the most
central collisions where the predictions underestimate the
measured ρ(v2{2}2, [pT]) and for the semi-peripheral colli-
sions, for Npart ∼ 130, where the predictions overestimate
the ρ(v2{2}2, [pT]) and underestimate ρ(v4{2}2, [pT]).
7 Summary
The first measurement of the modified PCC ρ(vn{2}2, [pT]),
which quantifies the correlation between the flow harmonics
and the mean transverse momentum, is performed by ATLAS
experiment at the LHC. The measurement uses 22 μb−1 of
Pb+Pb data and 28 nb−1 of p+Pb data at the same centre-of-
mass energy per nucleon pair of 5.02 TeV.
The correlation coefficient for several charged-particle pT
ranges is measured as a function of the number of charged
particles Nch and, in Pb+Pb collisions, the average num-
ber of nucleons participating in the collision, Npart. For the
2nd-, 3rd-, and 4th-order harmonics, the measured quantities
exhibit a dependence on the choice of charged-particle pT
range. Measurements with an upper limit of 5 GeV on pT
indicate a stronger correlation than those with an upper limit
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Fig. 7 The PCC
ρ(vn{2}2, [pT]) for a n = 2, b
n = 3, and c n = 4 in Pb+Pb
collisions as a function of Npart
for three pT ranges. The
statistical and systematic
uncertainties are shown as
vertical error bars and boxes,
respectively. A comparison with
model predictions [37] is also
shown with a line added to
guide the eye
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of 2 GeV. For mid-central and central collisions, when vary-
ing the lower pT limit, consistent values of ρ(v3{2}2, [pT])
and ρ(v4{2}2, [pT]) coefficients are obtained, whereas for
the ρ(v2{2}2, [pT]) coefficient a difference of 10–20% is
seen. As a function of event activity, for Pb+Pb collisions,
a strong positive correlation ρ(v2{2}2, [pT]) is observed
in mid-central and central collisions while negative val-
ues are measured for peripheral events. The correlation
ρ(v3{2}2, [pT]) is found to be weaker, yet non-zero. The val-
ues of ρ(v4{2}2, [pT]) are also positive in the studied central-
ity range. Non-monotonic behaviour is observed in central
Pb+Pb collisions. That trend observed for ρ(v2{2}2, [pT]) in
Pb+Pb collisions is in line with expectations drawn from
the ALICE results [20]. In p+Pb collisions, the value of
ρ(v2{2}2, [pT]) is negative and approximately independent
of Nch.
The modified PCC is a valuable tool for studying the
dynamics of heavy-ion collisions. It provides a reliable esti-
mate of the magnitude of correlations calculated using finite
multiplicities. In comparison with existing results, it allows
quantitative comparisons between the experimental data and
theoretical models. The precise measurements of this observ-
able, presented in this paper, provide useful insights into
the interplay of the azimuthal anisotropies (azimuthal flow)
and the mean event pT (radial flow), providing input for a
better understanding of QGP dynamics and for constrain-
ing the theoretical models. The obtained ρ(vn{2}2, [pT])
coefficients for 0.5 < pT < 2 GeV were compared with
a theoretical prediction based on the pressure-driven 3+1D
hydrodynamical simulations with viscous effects. The pre-
dictions for all harmonics are consistent with the data within
the large model uncertainties. The only exception are the
most central collisions, where the predictions underestimate
the measured ρ(v2{2}2, [pT]) and the semi-peripheral colli-
sions, where the predictions overestimate the ρ(v2{2}2, [pT])
and underestimate ρ(v4{2}2, [pT]). Sizeable positive corre-
lations observed for non-peripheral Pb+Pb collisions support
a qualitatively expected scenario in which the azimuthal flow
originates from the pressure gradients.
In small system collisions the magnitude of the transverse
flow is expected to be very sensitive to the size of the initial
source in the hydrodynamic model. In particular, in the com-
pact source scenario in p+Pb collisions, the smaller source
sizes are expected to yield larger transverse flow and smaller
initial eccentricities. The negative sign of the modified PCC
measured in p+Pb collisions seems to support the compact
source scenario, and indicates the role of the initial conditions
in these systems.
123
Eur. Phys. J. C (2019) 79 :985 Page 13 of 29 985
Acknowledgements We thank CERN for the very successful oper-
ation of the LHC, as well as the support staff from our institutions
without whom ATLAS could not be operated efficiently. We acknowl-
edge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC,
Australia; BMWFW and FWF, Austria; ANAS, Azerbaijan; SSTC,
Belarus; CNPq and FAPESP, Brazil; NSERC, NRC and CFI, Canada;
CERN; CONICYT, Chile; CAS, MOST and NSFC, China; COLCIEN-
CIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech Repub-
lic; DNRF and DNSRC, Denmark; IN2P3-CNRS, CEA-DRF/IRFU,
France; SRNSFG, Georgia; BMBF, HGF, and MPG, Germany; GSRT,
Greece; RGC, Hong Kong SAR, China; ISF and Benoziyo Center,
Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST, Morocco; NWO,
Netherlands; RCN, Norway; MNiSW and NCN, Poland; FCT, Portu-
gal; MNE/IFA, Romania; MES of Russia and NRC KI, Russian Federa-
tion; JINR; MESTD, Serbia; MSSR, Slovakia; ARRS and MIZŠ, Slove-
nia; DST/NRF, South Africa; MINECO, Spain; SRC and Wallenberg
Foundation, Sweden; SERI, SNSF and Cantons of Bern and Geneva,
Switzerland; MOST, Taiwan; TAEK, Turkey; STFC, United Kingdom;
DOE and NSF, United States of America. In addition, individual groups
and members have received support from BCKDF, CANARIE, CRC
and Compute Canada, Canada; COST, ERC, ERDF, Horizon 2020, and
Marie Skłodowska-Curie Actions, European Union; Investissements d’
Avenir Labex and Idex, ANR, France; DFG and AvH Foundation, Ger-
many; Herakleitos, Thales and Aristeia programmes co-financed by EU-
ESF and the Greek NSRF, Greece; BSF-NSF and GIF, Israel; CERCA
Programme Generalitat de Catalunya, Spain; The Royal Society and
Leverhulme Trust, United Kingdom. The crucial computing support
from all WLCG partners is acknowledged gratefully, in particular from
CERN, the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Den-
mark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany),
INFN-CNAF (Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Tai-
wan), RAL (UK) and BNL (USA), the Tier-2 facilities worldwide and
large non-WLCG resource providers. Major contributors of computing
resources are listed in Ref. [49].
Data Availability Statement This manuscript has no associated data
or the data will not be deposited. [Authors’ comment: “All ATLAS sci-
entific output is published in journals, and preliminary results are made
available in Conference Notes. All are openly available, without restric-
tion on use by external parties beyond copyright law and the standard
conditions agreed by CERN. Data associated with journal publications
are also made available: tables and data from plots (e.g. cross section
values, likelihood profiles, selection efficiencies, cross section limits,
...) are stored in appropriate repositories such as HEPDATA (http://
hepdata.cedar.ac.uk/). ATLAS also strives to make additional material
related to the paper available that allows a reinterpretation of the data
in the context of new theoretical models. For example, an extended
encapsulation of the analysis is often provided for measurements in the
framework of RIVET (http://rivet.hepforge.org/).” This information is
taken from the ATLAS Data Access Policy, which is a public document
that can be downloaded from http://opendata.cern.ch/record/413.]
Open Access This article is distributed under the terms of the Creative
Commons Attribution 4.0 International License (http://creativecomm
ons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit
to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made.
Funded by SCOAP3.
Appendix
A Systematic uncertainty of ck , Var
(
vn{2}2
)
dyn and
cov(vn{2}2, [pT])
This section presents the systematic uncertainties of ck ,
Var
(
vn{2}2
)
dyn and cov(vn{2}2, [pT]) for the Pb+Pb and
p+Pb collisions at 5.02 TeV as a function of Nch. Each fig-
ure shows individual contributions to the total uncertainty
from sources described in Sect. 5, i.e. track selection, detec-
tor material, tracking azimuthal non-uniformity and residual
pile-up events. Figure 8 shows contributions to the system-
atic uncertainty of ck measured with tracks from the main
pT intervals in Pb+Pb and p+Pb collisions. The contribu-
tions to the systematic uncertainty of Var
(
vn{2}2
)
dyn as a
function of Nch for each collision system for the second,
third, and fourth order harmonics in Pb+Pb collisions, and
for Var
(
v2{2}2
)
dyn in p+Pb collisions are shown in Fig. 9.
Figure 10 presents the corresponding systematic uncertainty
of cov(vn{2}2, [pT]) for the second, third, and fourth order
harmonics in Pb+Pb collisions, and for cov(v2{2}2, [pT]) in
p+Pb collisions.
Fig. 8 The systematic
uncertainty of ck as a function of
Nch measured with tracks from
main pT intervals in a Pb+Pb
collisions and in b p+Pb
collisions. The total uncertainty
is also shown
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Fig. 9 The systematic
uncertainty of Var
(
vn{2}2
)
dyn as
a function of Nch measured with
tracks from main pT intervals
for each collision system for the
a second, b third, and c fourth
order harmonics in Pb+Pb
collisions, and for d
Var
(
v2{2}2
)
dyn in p+Pb
collisions. The total uncertainty
is also shown
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Fig. 10 The systematic
uncertainty of cov(vn{2}2, [pT])
as a function of Nch measured
with tracks from main pT
intervals for each collision
system for the a second, b third,
and c fourth order harmonics in
Pb+Pb collisions, and for d
cov(v2{2}2, [pT]) in p+Pb
collisions. The total uncertainty
is also shown
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