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A theoretical study of the low-energy scattering properties of two aligned identical bosonic and
fermionic dipoles in the presence of isotropic spin-orbit coupling (SOC) is presented. A general
treatment of particles with arbitrary (pseudo-) spin is given in the framework of multi-channel scat-
tering. At ultracold temperatures and away from shape resonances or closed-channel dominated
resonances, the cross-section can be well described within the Born approximation to within correc-
tions due to the s-wave scattering. We compare our findings with numerical calculations and find
excellent agreement.
I. INTRODUCTION
Many novel behaviors and phases in quantum few- and
many-body systems can be understood from the com-
petition between kinetic and interaction energies. The
extraordinary degree of control in systems of ultracold
quantum gases, therefore, provides versatile platforms
to study these quantum phenomena [1–4]. For instance,
short-range interactions (or more precisely, s-wave scat-
tering lengths) between atoms can be tuned to virtually
arbitrary values via magnetic Feshbach resonances [5],
allowing us to access the unitary regime [6–8] and study
Efimov physics [9–11]. On the other hand, long-range in-
teractions, especially the anisotropic dipole-dipole inter-
actions, can significantly change the excitation spectrum
[12] and the stability diagrams of Bose-Einstein Conden-
sation (BEC) [13–15], which has attracted intense in-
terest in gases of ultracold heteronuclear ground state
molecules [16, 17], and magnetic dipolar atoms such as
52Cr [14], 164Dy [18, 19], and 168Er [20]. More recently,
manipulating kinetic energies and corresponding disper-
sion relationship has been realized via the innovative syn-
thetic spin-orbit coupling (SOC) technique, i.e. coupling
a particle’s canonical momentum with its (pseudo-) spin
degrees of freedom [21, 22]. The realization of SOC pro-
vides an important ingredient for studying the fractional
quantum Hall effect, topological insulators [23, 24], and
has been a fundamental advancement in ultracold quan-
tum gases in recent years [25, 26].
There are currently several experimental techniques to
realize SOC in cold-atom systems, such as lattice shaking
[27] and Raman coupling [28]. In particular, the Raman
laser scheme has been applied to achieve one-dimensional
SOC (an equal mixture of Rashba and Dresselhaus spin-
orbit coupling) [28–33] and two-dimensional SOC [34–
36] in ultracold gases of alkali atoms. However, Raman
coupling for alkali atoms usually also comes along with
atomic heating due to spontaneous emission. This heat-
ing leads to the loss of quantum degeneracy and trap pop-
ulation, which is a major challenge to study many-body
quantum phenomena that manifest at a lower tempera-
ture and longer timescales. For atoms with higher ground
state orbital angular momentum, spontaneous emission
can be eliminated while still producing large Raman cou-
pling [37], making the open-shell lanthanide atoms Dy
and Er suitable candidates. These elements also possess
large magnetic dipole moment, allowing studies of the
interplay between SOC and long-range dipole-dipole in-
teractions that do not exist in alkali atomic gases, but
requiring a more sophisticated theoretical model. Exper-
imentally, SOC has been recently achieved by Ref. [38]
in 161Dy, which allowed for the realization of a long-lived
SOC degenerate dipolar Fermi gas. The bosonic system
of SOC dipolar gas has also been theoretically investi-
gated previously in BEC of 52Cr [39].
The existence of long-range dipole-dipole interactions
in these systems is expected to give an interesting in-
terplay with the SOC, leading to intriguing new quan-
tum phases. Previous theoretical studies on the inter-
play between short-range two-body interactions and SOC
in Fermi gases have explored novel superfluid states in
the BEC-BCS crossover [40–44]. For a BEC with SOC,
new quantum phases, such as a stripes phase, have been
predicted for a certain range of the Raman coupling
strengths determined by the inter- and intraspecies scat-
tering lengths [45–48]. The anisotropic and long-range
dipole-dipole interaction can be regarded as an additional
degree of freedom, which might lead to new physics, but
also brings new challenges in theoretical studies. To
construct a concrete theoretical model for SOC dipolar
quantum gases, the low-energy scattering between two
dipoles in the presence of SOC needs to be understood
first, which is the main topic of our study here.
Our theoretical formalism is inspired by several previ-
ous studies on ultracold collisions between two non-dipole
particles in the presence of the three-dimensional (3D)
isotropic SOC (which is a 3D analog of Rashba SOC)
[49–54]. While the 3D isotropic SOC has not yet been
realized experimentally in cold-atom systems, proposals
have been made that are based on adding more laser
fields. Recently, the realization of 2D isotropic SOC using
this scheme has been reported [55]. The laser scheme to
realize 3D isotropic SOC is ideally suited for lanthanide
atoms, where there is less atomic heating. On the other
hand, the 3D isotropic SOC is more closely related to
the cases in condensed-matter physics due to the high
2symmetry [56, 57]. This symmetry also allows for a fully
analytical treatment of low-energy scattering in the pres-
ence of SOC.
The low-energy scattering is strongly affected by the
asymptotic behavior of atoms at large distances. In our
system, the SOC persists even for atoms with infinite sep-
aration, which changes the threshold energies, and mod-
ifies the dispersion relation [25]; on the other hand, a
dipole-dipole interaction also dominates potential ener-
gies at large distances. The competition between SOC
and dipole-dipole interaction, therefore, gives rise to spe-
cial threshold behaviors. The details of our formalism
to study this problem is outlined below in Sec. II. An
analysis by applying the first-order Born approximation
is given in Sec. III. A comparison with numerical re-
sults for spin-1/2 dipolar fermions is given in Sec. IV. A
summary of our study is given in Sec. V.
II. FORMALISM
In our model, each dipole is treated as a point par-
ticle with mass m. The interaction potential V (~r) be-
tween two dipoles aligned to the z-axis and seperated by
a large distance ~r is therefore given by V (~r) → Vd (~r) =
d2
(
1− 3 cos2 θ) /r3. Here θ is the polar angle of ~r in
spherical coordinates, and d = µm
√
µ0/4π denotes the
dipole moment, where µm is the magnetic dipole moment
and µ0 is the vacuum permeability. The characteristic
length scale of the dipole potential Vd(~r) is given by the
dipole length D = µd2/~2 , where µ = m/2 is the two-
body reduced mass. Correspondingly, a natural energy
scale can be defined by the dipole energy ED = ~
2/µD2.
To mimic the experimentally available control of short-
range interactions by using methods such as Feshbach
resonances, we model the short-range potential by a sim-
plistic hard-wall potential, i.e. V (~r) = Vd(~r) for r ≥ rc,
and V (~r) = ∞ for r < rc. This specific chosen form
of the short-range potential, however, does not limit the
generality of our study of ultracold collisions especially
near potential resonances, which will be elaborated on
later.
Similar to Refs. [49–54], we focus on the scattering
in the center-of-mass frame. With the presence of 3D
isotropic SOC, the Hamiltonian in relative coordinates is
given by,
H =
~p2
2µ
+
kso
2µ
~p · (~s1 − ~s2) + V (~r), (1)
where ~s1 and ~s2 are the spin operators for atom 1 and
atom 2, ~p is the relative momentum operator, and kso is
the strength of SOC in the units of inverse length. The
energy scale for SOC can therefore be defined by the
recoil energy Er = ~
2k2so/2m.
Following the same spirit as Refs. [51–54], we solve the relative Schrödinger equation formally as a multichannel
problem, i.e. using channel functions (basis) of Ω, all degrees of freedom except for r, to expand the τ ’th independent
solution as,
Ψτ (~r) =
∑
ν
Φν(Ω)
Fντ (r)
r
. (2)
The channel functions adopted here are the tensor spherical harmonics that are simultaneous eigenstates of
{~j2, jz, ~ℓ2, ~s2} whose eigenvalues are collectively represented by ν. Here, ~ℓ is the (relative) orbital angular momentum
operator, ~s = ~s1 + ~s2 is the total spin operator, ~j is the total angular momentum, and jz is the projection to the
z-axis in the laboratory frame. The tensor spherical harmonics are defined as,
Φν (Ω) ≡ 〈θ, φ|(ℓs)jmj〉 = iℓ
∑
mℓ,ms
C
jmj
ℓmℓ;sms
Yℓmℓ (θ, φ)χ (s,ms) , (3)
where C
jmj
ℓmℓ;sms
are the Clebsch-Gordan coefficients, Yℓmℓ (θ, φ) are the usual spherical harmonics, and χ (s,ms) denote
the spin states. The iℓ phase term is introduced to make the matrix elements of the Hamiltonian all real, which will
be convenient for carrying out numerical propogation later. The matrix elements for the first two terms in Eq. (1)
(except for an additional phase associated with the iℓ term) have been derived previously in Refs. [51, 52]:
〈
(ℓ′, s′)j′m′j
∣∣ ~p2
2µ
|(ℓ, s)jmj〉 ≡ ~
2
2µ
(
−Iν′ν d
2
dr2
+B
(2)
ν′ν
)
=
(
− ~
2
2µ
d2
dr2
+
~
2ℓ(ℓ+ 1)
2µr2
)
δjj′δmjm′jδℓℓ′δss′ , (4)
3and
〈
(ℓ′, s′)j′m′j
∣∣ kso
2µ
~p · (~s1 − ~s2) |(ℓ, s)jmj〉 ≡ ~
2
2µ
(
Aν′ν
d
dr
+B
(1)
ν′ν
1
r
)
= δjj′δmjm′j
{
s′ 1 s
ℓ j ℓ′
}
(−1)j+ℓ+s′+s1+s2
×
[
−(−1)s
√
s1(s1 + 1)(2s1 + 1)
{
s1 s2 s
s′ 1 s1
}
+ (−1)s′
√
s2(s2 + 1)(2s2 + 1)
{
s2 s1 s
s′ 1 s′2
}]
×
(
−~
2kso
2µ
)[(
d
dr
− ℓ+ 1
r
)√
ℓ+ 1δℓ′,ℓ+1 +
(
d
dr
+
ℓ
r
)√
ℓδℓ′,ℓ−1
]
, (5)
which are all real. Here, the curly bracket denotes the 6j symbol. Since the isotropic SOC preserves total angular
momentum, different j’s are not coupled by these two terms. However, the anisotropic dipole-dipole interaction will
couple different j’s, and only mj is still a good quantum number due to the azimutual symmetry. The matrix elements
for dipole-dipole interaction are then given by,
〈
(ℓ′, s′)j′m′j
∣∣Vd(~r) |(ℓ, s)jmj〉 ≡ ~2
2µ
B
(3)
ν′ν
1
r3
= −iℓ−ℓ′ 2d
2
r3
(−1)ℓ′−ℓ+s+jδs′sΠℓjℓ′Cj
′m′j
jmj ;20
{
ℓ s j
j′ 2 ℓ′
}(
ℓ′ 2 ℓ
0 0 0
)
, (6)
where Πℓjℓ′ =
√
2ℓ+ 1
√
2j + 1
√
2ℓ′ + 1. These matrix elements are also real despite the iℓ
′−ℓ factor, since the 3-j
symbol at the end of Eq. (6) ensure that ℓ′− ℓ = 0,±2. In addition, the Clebsh-Gordan coefficient Cj
′m′j
jmj ;20
shows that
mj is a good quantum number and only channels with |j − j′| ≤ 2 can be coupled (specially, if mj = 0, only channels
with |j − j′| = 0, 2 are coupled.) In principle, one needs to include channels with all possible angular momenta for an
exact calculation, however, only a finite number of channels, j ≤ jmax, are needed in practice to obtain a converged
result for the scattering cross-sections, where jmax is sufficiently large (about 40 for our chosen parameters) [58].
In terms of these matrix elements, the Schrödinger
equation in matrix form can then be written as,
(
−I d
2
dr2
+A
d
dr
+B(r) − k2I
)
F (r) = 0, (7)
where the underlined variables, M , denote matrices with
matrix elements Mν′ν , I is the identity matrix, E =
~
2k2/2µ is the incident energy and B(r) = B(1)/r +
B(2)/r2 + B(3)/r3. The logarithmic derivative matrix
L = F ′F−1 can be obtained by propogating from rc to a
sufficiently large distance rmax (about 10
4D for our cho-
sen parameters). The details of the propagation method
is elaborated in Appendix A. TheK-matrix and S-matrix
are therefore given by,
K = (Lg − g′)−1(Lf − f ′), (8)
and
S = (I + iK)(I − iK)−1, (9)
respectively, where f and g are the regular and irregular
solutions in matrix form.
The regular solutions f are obtained by projecting the
plane-wave solutions onto the tensor spherical harmonics,
Eq. (3). The plane-wave solution with scattering energy
E = ~2k2/2µ can be written as
〈~r| ξ, ζ; +kˆ〉 =
√
1
2 + 2δξζ
×
[
ei
~kξζ ·~r
∣∣∣ξ,+kˆ〉 ∣∣∣ζ,−kˆ〉+ (−)pbe−i~kξζ ·~r ∣∣∣ζ,−kˆ〉 ∣∣∣ξ, kˆ〉] ,
(10)
where pb equals 0 (1) for identical bosons (fermions) and
|ξ, nˆ〉 is a single-particle state with the projection of spin
along the quantization axis nˆ being ~ξ. In the pres-
ence of 3D isotropic SOC, the particle can be well de-
scribed by its helicity state, where the quanization axis
is along the direction of its canonical momentum. Here
~kξζ is the canonical momenta with direction ~k and magni-
tude kξζ =
√
k2 + κ2ξζ − κξζ , where κξζ = (ξ + ζ) kso/2.
The expansion gives the matrix elements of f as fντ =
uντkτ rjl(kτ r)/
√
Nτ , where Nτ = π~
2
√
k2 + κ2ξζ/2µ is
the normalization constant chosen to ensure flux density
conservation, and
uντ =
√
2ℓ+ 1
2j + 1
Cj,ξ−ζℓ,0;s,ξ−ζC
s,ξ−ζ
s1,ξ;s2,−ζ
1 + (−)s1+s2−s+ℓ+pb√
2 + 2δξζ
.
(11)
Correspondingly, the matrix elements of the irregular so-
lutions g are given by gντ = uντkτ rnl(kτ r)/
√
Nτ , where
jl and nl are the regular and irregular spherical Bessel
4functions respectively. Hereafter, unless specified other-
wise, we use ν = {j,mj, ℓ, s} to collectively represent the
quantum numbers of the channel function in Eq. (3) and
τ = {j,mj, ξ, ζ} to represent the partial wave of a par-
ticular helicity state. Therefore, Eq. (11) can also be
regarded as a unitary tranformation between the helic-
ity basis denoted by {ξ, ζ} and the spin singlet/triplet
basis in the absence of SOC indicated by quantum num-
ber {ℓ, s} for a particular partial wave of {j,mj}. The
explicit values of uντ for spin-1/2 fermions and spin-1
bosons has been previously obtained for j = 0 in Ref.
[51] and Ref. [52] respectively, which can be used to
verify our Eq. (11) (after carefully taking care of the iℓ
factor). The form of regular and irregular solutions guar-
antee the K-matrix to be real and symmetric (and hence
the S-matrix to be unitary), where the proof is given in
Appendix B.
Finally, the cross-section from one partial wave
{j′,m′j} of helicity states {ξ′, ζ′} to another partial wave
{j,mj} of another helicity channel {ξ, ζ} is given by,
στ ′τ =
2π
k2τ ′
|Sτ ′τ − δτ ′τ |2. (12)
III. FIRST-ORDER BORN APPROXIMATION
One of the most important observables in ultracold col-
lisions is the threshold law behavior determined by the
competition between SOC, short-, and long-range inter-
actions. In this work, we are mostly interested in mag-
netic dipolar atoms whose dipole lengths is about 1 ∼ 10
nm for different species. Therefore, we are focusing on
the case ksoD < 1, as the SOC strength is reasonably
estimated to be kso ≈ 1 ∼ 10 µm−1. We remark that
the parameter regime of ksoD > 1 might be achieved in
systems of heteronuclear molecules or Rydberg atoms,
which is, however, beyond the scope of this paper.
The threshold behaviors for dipolar scattering with-
out SOC have been discussed in Refs. [59–62], where
the scattering cross-sections of partial waves with ℓ > 0
are universally determined by the dipole length. The
physical explanation is that scattering at low energy can
only occur at distances larger than the centrifugal barrier,
where the potential is dominated by the dipole-dipole in-
teraction. In addition, the 1/r3 behavior of dipole-dipole
interaction is weak at large distances, which allows the
application of the perturbative first-order Born approx-
imation. We apply the first-order Born approximation
within the multi-channel framework, where the K-matrix
can be approximated by [63, 64],
K(Born)τ ′τ = π
ˆ ∑
ν′ν
f∗ν′τ ′(r)2d
2 B˜
(3)
ν′ν
r3
fντ (r)dr, (13)
where B˜
(3)
ν′ν = B
(3)
ν′ν/4D by comparing with Eq. (6). In-
serting the expression of the regular solution fντ , we ar-
rive at,
K(Born)τ ′τ = 4D
~
2π
2µ
kτ ′kτ√
Nτ ′Nτ
∑
ν′ν
u∗ν′τ ′B˜
(3)
ν′νuντΓ
τ ′τ
ℓ′ℓ , (14)
where Γτ
′τ
ℓ′ℓ =
´
drjℓ′(kτ ′r)jℓ(kτ r)/r. Since we are in the
perturbative regime, i.e., K(Born)τ ′τ ≪ 1, the cross-section
can be approximated by
σ
(Born)
τ ′τ ≈
2π
k2τ ′
|2K(Born)τ ′τ |2. (15)
We would like to remark here that due to the absence of
a centrifugal barrier in the s-wave channel, the first-order
Born approximation should not apply to terms in the ex-
pansion when ℓ′ = ℓ = 0 as the integral Γτ
′τ
00 is divergent.
However, this is not a problem, as B˜
(3)
ν′ν = 0 for ℓ
′ = ℓ = 0,
and hence gives no contribution to K(Born)τ ′τ . Similar to the
argument for the non-SOC case [59], the s-wave contri-
butions can be included later by supplementing the Born
approximation with a short-range contribution that can
be determined from the full closed-coupling calculations.
The threshold behavior for partial waves satisfying the
first-order Born approximations can be further explored
by using the analytical properties of the integral Γτ
′τ
ℓ′ℓ :
Γτ
′τ
ℓ′ℓ =
(
kτ ′
kτ
)ℓ′ πΓ[ 12 (ℓ+ ℓ′)]
8Γ[ 12 (3 + ℓ− ℓ′)]Γ(32 + ℓ′)
× 2F1[ 1
2
(−1− ℓ+ ℓ′), 1
2
(ℓ + ℓ′),
3
2
+ ℓ′,
k2τ ′
k2τ
], (16)
for kτ ≥ kτ ′ , where 2F1(a, b, c, z) is the hypergeometric
function. Due to the symmetry of the integral, one can
obtain Γτ
′τ
ℓ′ℓ for kτ < kτ ′ by simply switching the primed
and unprimed indices on the right-hand side. In addtion,
we only need to focus on the cases with ℓ′ − ℓ = 0,±2,
since B˜
(3)
ν′ν equals zero otherwise. The integral can there-
fore be further simplified for kτ = kτ ′ ,
Γτ
′τ
ℓ′ℓ =


1
2ℓ′(ℓ′+1) , ℓ
′ = ℓ,
1
6(ℓ′+1)(ℓ′+2) , ℓ
′ = ℓ− 2,
1
6ℓ′(ℓ′−1) , ℓ
′ = ℓ+ 2.
(17)
For kτ 6= kτ ′ , the integral can also be simplified in the
limit kτ ′/kτ ≪ 1:
Γτ
′τ
ℓ′ℓ →


(ℓ′−1)!2ℓ
′
−1
(2ℓ′+1)!!
(
kτ′
kτ
)ℓ′
, ℓ′ = ℓ,
ℓ′!2ℓ
′
3(2ℓ′+1)!!
(
kτ′
kτ
)ℓ′
, ℓ′ = ℓ− 2,
(ℓ′−2)!2ℓ
′
−2
(2ℓ′+1)!!
(
kτ′
kτ
)ℓ′
, ℓ′ = ℓ+ 2.
(18)
where the (double) exclamation marks denote a (double)
factorial.
We remark here that, at the regime ksoD ≪ kD ≪ 1,
kτ ≈ kτ ′ ≈ k, Γτ ′τℓ′ℓ can therefore always be approximated
5by Eq. (17). Furthermore, if we investigate the case of
s1 = s2 = 0 (and therefore j = ℓ, j
′ = ℓ′ and mj = mj′ =
mℓ), one can verify that |2K(Born)τ ′τ | ≈ |δτ ′τ − S(Born)τ ′τ |
agrees with the T -matrix element |T (mℓ),Bornℓ′ℓ | found in
Ref. [59, 61] for dipole-dipole scattering without the pres-
ence of SOC.
IV. EXAMPLE: TWO SPIN-1/2 FERMIONIC
DIPOLES
We apply our analysis to systems of two identi-
cal spin-1/2 fermionic dipoles as an example, and fo-
cus on the mj = 0 and even j channels. In order
to simplify notification we use + and − to represent
the helicity +1/2 and −1/2 respectively in this sec-
tion. Furthermore, to avoid double counting, we al-
ways choose ξ < ζ. Therefore, the three possible two-
particle helicity states for the two dipoles are given by
(ξ, ζ) = (−,−), (−,+) and (+,+), with canonical mo-
mentum k−− =
√
k2 + (kso/2)2 + kso/2, k−+ = k,
and k++ =
√
k2 + (kso/2)2 − kso/2, and normalization
constant N−− = N++ = π~
2
√
k2 + (kso/2)2/2µ, and
N−+ = π~
2
√
k/2µ. Using Eq. (11), we find that for
j = 0, only (−,−) and (+,+) are involved and coupled to
the channel functions ν = {j = 0,mj = 0, ℓ = 0, s = 0}
and {0, 0, 1, 1}. For higher even j’s, all three possible he-
licity states are involved and coupled to ν = {j, 0, j, 0},
{j, 0, j − 1, 1} and {j, 0, j + 1, 1}. Therefore, only the
partial waves with j = 0 are coupled to s-wave, and the
first-order Born approximation can be applied to all other
higher partial waves.
Some of the elastic scattering cross-sections and corre-
sponding K-matrix elements are shown in Fig. 1. The
solid curves are numerical calculations using parameters
ksoD = 0.1 and rc = 0.22D, while the dashed curves
are the first-order Born approximations found from Eq.
(14) and Eq. (15). The first-order Born approximation
agrees excellently with the essentially exact calculations
at low scattering energy (small k) and high angular mo-
mentum partial waves. The almost perfect agreement
can be understood by realizing the scattering occurs at
larger distances for lower scattering energy and a higher
centrifugal barrier, where the first-order Born approxi-
mation becomes almost exact.
The first-order Born approximation also agrees well
for the essentially numerically exact inelastic process.
In Fig. 2, we present some inelastic cross-sections and
the corresponding K-matrix elements from channels of
(j,mj) = (2, 0) to (4, 0), but the state remains in the
same helicity, which also show very good agreement. We
can write out the explicit form for the elastic and inelastic
cross-sections whose incoming and outgoing two-particle
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Figure 1. (Color online)K-matrix elements and cross-sections
for elastic scattering in channels of (j,mj) = (2, 0), repre-
sented by the thick curves and (4, 0), by the thin curves. The
incoming and outgoing helicity states for each curve are indi-
cated on the figure. The solid curves are results from numer-
ical calculation with ksoD = 0.1 and rc = 0.22D, compared
with the dahsed curves from the first-order Born approxima-
tion. For the (j,mj) = (4, 0) channels, the dashed curves and
solid curves are essentially on top of each other and cannot
be distinguished visually at this scale.
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Figure 2. (Color online)K-matrix elements and cross-sections
for inelastic scattering from channels of (j,mj) = (2, 0) to
(4, 0), where the scattered state remains the same helicity.
Other parameters and notation are the same as Fig. 1.
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Figure 3. (Color online) The cross-sections for inelastic scat-
tering that changes helicity from channels of (j,mj) = (2, 0)
to (4, 0), where the initial and final helicity are indicated on
the figure. The solid curves are numerical calculations with
the same parameters as Fig. 1. The dashed curves show the
corresponding power law.
helicity states are the same:
σ
j,mj→j
′m′j
(−−)→(−−) = 128πD
2C2τ ′τ
(√
k2 + (kso/2)2 + kso/2
)2
k2 + (kso/2)2
,
(19)
σ
j,mj→j
′m′j
(−+)→(−+) = 128πD
2C2τ ′τ , (20)
σ
j,mj→j
′m′j
(++)→(++) = 128πD
2C2τ ′τ
(√
k2 + (kso/2)2 − kso/2
)2
k2 + (kso/2)2
,
(21)
where Cτ ′τ =
∑
ν′ν u
∗
ν′τ ′B˜
(3)
ν′νuντΓ
τ ′τ
ℓ′ℓ is a constant with
respect to k, and Γτ
′τ
ℓ′ℓ is given by Eq. (17). The
threshold power law at k ≪ kso can therefore be
given by σ
j,mj→j
′m′j
(−−)→(−−) → k0, σ
j,mj→j
′m′j
(−+)→(−+) → k0, and
σ
j,mj→j
′m′j
(++)→(++) → k4.
For inelastic scattering processes with different incom-
ing and outgoing helicity states, simple formulas for
cross-sections without involving the hypergeometric func-
tion do not exist. However, in the limit k ≪ kso, the
threshold behavior can still be analyzed by using Eq.
(18). For example, in the process τ ′ = {2, 0,−,+} → τ =
{4, 0,−,−}, we have k−+/k−− → k in the low k limit,
which leads to Γτ
′τ
ℓ′ℓ → kℓ
′
. Therefore, the leading order
of the K-matrix element is Kτ ′τ → kℓmin+1/2, where ℓmin
is the lowest ℓ′ that can couple to j′ = 2, which equals 1
in this case. The additional factor of 1/2 in the exponent
comes from the factor kτ ′kτ/
√
Nτ ′Nτ . The cross-section,
therefore, obeys the power law στ ′τ → k1. The same
analysis can be applied to other scattering processes, and
are summarized in Fig. 3 for cross-sections from chan-
nels of (j,mj) = (2, 0) to (4, 0) . We can see that the
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Figure 4. (Color online) The cross-sections in the subspace of
(j,mj) = (0, 0). In the left pannel, the solid/dashed curves
shows the cross-sections from (−,−)/(+,+) to (−,−) helicity
states, and in the right pannel, the solid/dashed curves shows
the cross-sections from (+,+)/(−,−) to (+,+) respectively.
These are numerical calculation results with ksoD = 0.05 and
different rc indicated on the figure. For the same set of pa-
rameters, the solid and dashed curves are essentially on top
of each other in this scale.
power-law describes the threshold behaviors well.
We have also carried out calculations for different rc,
and observe that the cross-sections for j > 0 discussed
previously are insensitive to rc, i.e., the cross-sections
at low scattering energy are universally determined by
the dipole length D and kso. This universality also ap-
plies better for lower k and higher angular momentum
j due to the better application of the first-order Born
approximation. However, for the partial cross-sections
in the subspace of j = 0, the universality implied by the
first-order Born approximation no longer exist due to the
absence of a centrifugal barrier. Indeed, we find that the
cross-section in the subspace of j = 0 depends on rc and
can change by orders of magnitude in our numerical cal-
culation, as shown in Fig. 4. One can also see that the
cross-sections in the j = 0 subspace share a lot of similar-
ities with the short-range results presented in Ref. [51],
such as the power-law behaviors, and the identical cross-
sections for the same final helicity state regardless of the
initial helicity state at very small k.
In addition, the cross-sections for final states (−,−) at
low scattering energy goes to a constant and can reach
resonance by tuning rc, similar to the non-SOC situation
studied in Ref. [65]. In particular, near the broad po-
tential resonances found in Ref. [65] (or more specificly,
away from shape resonances and closed-channel domi-
nated resonances), we have observed another universality,
i.e., the cross-section can be universally determined by
the dipole length D, SOC coupling kso, and the non-SOC
singlet s-wave scattering length as. This universality im-
plies that all the short-range physics can be absorbed
into one single parameter as, and the detailed form of
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Figure 5. (Color online) Elastic cross-sections for the helic-
ity state (−,−) in the subspace of (j,mj) = (0, 0) for dif-
ferent kso as a function of non-SOC singlet s-wave scattering
length as. The curves from top to bottom are corresponding
to ksoD = 0.01, 0.05, 0.1, 0.2, and 0.5. The diamod (penta-
gram) symbols are numerical results calculated near the res-
onance at rc ≈ 0.232D (0.103D). The solid curves are fitted
using Eq. (22). The dash-dotted curve guides the position of
resonances.
the short-range interaction is not important. The un-
derlying physics is the classical suppression of the WKB
wave function amplitude by the large potential well at
short distances [11], where a frame transformation is al-
lowed. Therefore, we do not expect this universality can
be applied to shape-resonances or closed-channel domi-
nated resonances, where details of short-range potential
becomes important.
As shown in Fig. 5, for a fixed ksoD, the elastic cross-
sections σj=0(−,−)→(−,−) are calculated near two different
resonances and can be fitted as a function of as/D,
σj=0(−,−)→(−,−)/D
2 =
σres/D
2
(D/as −D/ares)2/Γ2res + 1
, (22)
where σres, ares, and Γres are fitting parameters, which
only depend on ksoD. Figure 5 also shows the effect of kso
on resonances: the resonance shifts further to the posi-
tive side and becomes broader for larger SOC coupling.
Interestingly, the shift of resonance due to the presence
of SOC can be explained by the interplay between the
short-range interaction and SOC (see Appendix C for
details).
Another interesting feature in ultracold scattering with
the presence of SOC is that the particles are prefer-
entially scattered into the lowest helicity states (where
the particle’s momentum is antiparallel to its spin direc-
tion), regardless of their incidence channel [51, 60]. This
spontaneous handedness is an analog of an antiferromag-
netic phenomena induced by the momentum-dependent
magnetic field. The presence of dipole-dipole interaction
would not change this spontaneous handedness effect, as
can be seen by comparing the ratios of the different scat-
tering cross-sections στ ′τ/σττ ′ = k
2
τ/k
2
τ ′. Therefore, after
sometime, we expect all the particles in our system to be
in a “−” helicity state, and any rethermalization due to
a perturbation should be described by the total cross-
section of σtot(−,−)→(−,−) = σ
j=0
(−,−)→(−,−) + σ
(Born)
(−,−)→(−,−),
where
σ
(Born)
(−,−)→(−,−) =
∑
j,j′,mj
σ
j,mj→j
′mj
(−,−)→(−,−). (23)
Summing the partial cross-section from Eq. (19) in the
limit of k → 0 gives σtot(−,−)→(−,−) ≈ σj=0(−,−)→(−,−) +
4.46D2. Noticing that (32πD2/15 + 32πD2/45)/2 ≈
4.46D2 implies that the total cross-section from the first-
order Born approximation equals the average of cross-
sections for identical fermions (32πD2/15 ≈ 6.70D2) and
identical bosons (32πD2/45 ≈ 2.23D2) without the pres-
ence of SOC [61, 66]. We believe this reflects the fact that
the total cross-section sums over the singlet and triplet
cross-sections, which corresponds to the non-spin identi-
cal bosons and fermions respectively. In addition, when
the particles are in (−,−) helicity, they have equal prob-
ability to be projected into singlet and triplet states.
V. CONCLUSION
In summary, this paper extends previous theoretical
studies of ultracold scattering in the presence of 3D
isotropic SOC to a dipolar system. Our formalism is gen-
eral in the sense that it can be applied to either bosons or
fermions with arbitrary spin and the inclusion of any an-
gular momentum partial waves. Similar to the non-SOC
cases, the cross-sections involving high angular momen-
tum partial waves can be well described by the first-order
Born approximation, and can be determined universally
by the dipole length D and spin-orbit coupling strength
kso. However, the cross-sections that can couple to an
s-wave channel depend on the short-range physics and
can have resonances. Nevertheless, all the short-range
physics can be described by one additional parameter,
as, near a broad potential resonance. We have tested
our theory in the example system of spin-1/2 dipolar
fermions, and find excellent agreement with our numeri-
cal calculations.
While this work focuses on the ultracold regime E →
0+, our formalism can be easily extended to the nega-
tive scattering energy E = −κ2/2µ following the same
approach in Ref. [53]. In this energy regime, however,
the canonical momentum should be understood as given
by kξζ =
√
κ2ξζ − κ2−κξζ (which has the same definition
of k¯ in Ref. [53]). This topic, however, will be addressed
elsewhere in the future.
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Appendix A: Propagation Method
Based on the R-matrix propagation method using dis-
crete variable representations (DVR) basis, we develop
a numerically stable method for propagating the loga-
rithmic derivative matrix L = F ′F−1, where F is the
solution of Eq. (7). Numerically, we seperate the whole
regime into many sectors. For each sector r ∈ [a1, a2] the
propagation method allows us to calculate the logarith-
mic derivative matrix at one end L(a2) for a given L(a1)
on the other end. One key ingredient in this method
is the construction of the DVR basis. Our DVR basis
functions πj(r) are in the form of Langrange polynomial:
πi(r) =
√
1
w˜i
N∏
j 6=i
r − rj
ri − rj , (A1)
where ri = sxi + a¯ and w˜i = swi are defined by the N
Gauss-Lobatto quadrature points xi and weights wi cor-
respondingly, with s = (a2 − a1)/2 and a¯ = (a2 + a1)/2
[67]. One can easily verify that a DVR basis satisfies
πi(rj) = δij/
√
w˜i that leads to the DVR approximation,
i.e.
´ a2
a1
πi(r)v(r)πj (r)dr ≈ v(ri)δij with a smooth func-
tion v(r). In addition, the derivative of DVR basis π′i(r)
can be derived analytically.
Under the DVR approximation, Eq. (7) can be written
as,
H~c(µ) ≡ (T +M + V − k2I)~c(µ) = Λ~c(µ), (A2)
after integrating by parts, where c
(µ)
νj (in vector nota-
tion, ~c(µ)) are the expansion coefficients for the matrix
elements of F ,
Fνµ(r) =
∑
j
c
(µ)
νj πj(r). (A3)
The matrix elements of other terms in Eq. (A2) are given
by
Tµi,νj = δµν
∑
m
w˜mπ
′
i(rm)π
′
j(rm), (A4)
Mµi,νj = Aµν
1
2
∑
m
w˜m
[
πi(rm)π
′
j(rm)− π′i(rm)πj(rm)
]
,
(A5)
Vµi,νj = Bµν(ri)δij , (A6)
which are all symmetric. The surface term is given by
Λµi,νj = {πi(r)[δµνπ′j(r)−
1
2
Aµνπj(r)]}|a2a1 . (A7)
From the form of the surface term, we define a matrix
L = L −A/2, so that we have,
F ′(r) =
[
L(r) +
1
2
A
]
F (r), (A8)
which gives,
∑
jν
Λiτ,jνc
(µ)
jν =
∑
ν
[
δiNδjN
w˜N
Lµν(a2)c
(µ)
νN −
δi1δj1
w˜1
Lµν(a1)c
(µ)
ν1
]
.
(A9)
Defining the matrix hcc
′
with the elements
hcc
′
iτ,jν = Hiτ,jν +
δi1δj1
w˜1
Lµν(a1), (A10)
where c and c′ are a collective index for selected DVR
basis indices, i.e. i ∈ c and j ∈ c′. The radial equation
can therefore be written in a matrix form:(
hss hsN
hNs hNN
)(
~c
(µ)
s
~c
(µ)
N
)
=
(
0 0
0 L(a2)/w˜N
)(
~c
(µ)
s
~c
(µ)
N
)
,
(A11)
which leads to
1
w˜N
L(a2) = h
NN − hNs 1
hss
hsN , (A12)
with s = 1, 2, ..., N − 1. For the first sector, if we im-
pose a hard-wall boundary condition from the left, i.e.
F (a1) = 0, a specitial treatment has to be implemented
for this sector. Notice that only the first DVR basis π1(r)
has non-zero value at a1, the boundary condition can be
easily satisfied by chossing s = 2, ..., N − 1 for the first
sector. An additional feature from this formalism is that
one can easily see that L(a2) is automaticlly real and
symmetric if L(a1) is real and symmetric, implying L is
real and symmetric everywhere if we impose the hard-
wall boundary condition.
Appendix B: Symmetry of K-matrix
As we will show later, the K-matrix K is real and sym-
metric (correspondingly, the S-matrix S is a unitary ma-
trix) as long as L is real and symmetric. We have already
9shown that L is real and symmetric in the DVR formu-
lation. Below, we give a more general proof without the
help of any specific radial basis. From the definition of
L, we have,
F ′ − 1
2
AF = LF. (B1)
From hereon in this section, we neglect the underline for
matrix variables to sympify the notation. From the radial
equation Eq. (7), we have,
F ′′ = AF +B − k2I. (B2)
After some algebra, the derivative of L is given by,
L′ = B − k2I +
(
1
2
A− L
)
F ′F−1. (B3)
The definition of L can also be re-written as
F ′F−1 =
1
2
A+ L. (B4)
Finally, we have,
L′ = B − k2I +
(
1
2
A− L
)(
1
2
A+ L
)
. (B5)
Notice that B is real and symmetric, and A is real and
antisymmetric. Therefore, if L is real and symmetric,
L′ must also be real and symmetric, which implies L is
real and symmetric at all points as long as it is real and
symmetric at one point, which is usually satisfied at the
origin.
In order to show that K is also real and symmetric, we
need to apply the properties of Wronskian of the regular
and irregular solutions givn by [52],
f ′T f − fTf ′ + fTAf = 0, (B6)
g′T g − gTg′ + gTAg = 0, (B7)
and
f ′T g − fT g′ + fTAg = 1
π
I. (B8)
The radial wave function can be expressed in terms of
these regular and irregular solutions as F = f−gK. Since
f and g are both real, K is automatically guaranteed to
be real. Substituting the regular and iregular solution
into the definition of L gives,
(f ′ − g′K)− 1
2
A(f − gK) = L(f − gK), (B9)
which can be rewritten as,
L−1
[
(f ′ − g′K) − 1
2
A(f − gK)
]
= (f − gK), (B10)
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Figure 6. (Color online) Comparison ofD/a∗s (shown by green
pentagrams) and D/ares [shown by red circles (blue crosses)
for resonance near rc ≈ 0.232D (rc ≈ 0.103D)] as a function
of SOC strength ksoD.
and
(fT−KT gT )L = (f ′T−KT g′T )+1
2
(fT−KT gT )A. (B11)
Multiplying both the left and right-hand-side of these two
equations gives,
(fT −KT gT )
[
(f ′ − g′K)− 1
2
A(f − gK)
]
=[
(f ′T −KT g′T ) + 1
2
(fT −KT gT )A
]
(f − gK). (B12)
With the help of Wronskian, the above equation gives
K = KT , poving that K is symmetric.
Since K is real and symmetric, there exists a unitary
transofrmation U that can diagonlize K: U †KU = κ,
where κ is a diagonalized and real matrix. This unitrary
transformation U can also diagonalize I+ iK and I− iK,
which implies,
S ≡ (I + iK)(I − iK)−1 = (I − iK)−1(I + iK), (B13)
is a unitary matrix.
Appendix C: Frame Transformation
One elegant discovery in Ref. [54] is that, a frame
transformation can be found if the atom-atom interac-
tion is short-range. Here, we extend their approach from
the distinguishable particle case to the identical parti-
cle case. Under such a transformation, the short-range
hamiltonianHSR and the free-space hamiltonianHFS are
analytically related by,
HSR = HFS +
Er
2~2
[(~s1 − ~s2) · ~r, (~s1 − ~s2) · ~∇], (C1)
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where Er = ~k
2
so/2m. Noticing that our definition of kso
has a factor of two different than the one defined in Ref.
[54]. For spin-1/2 atoms, ~sn = ~~σ
(n)/2, where ~σ(n) is a
vector whose components are the three Pauli matrices for
the particle n. For identical particles, the second term of
the right-hand-side of Eq. (C1) can be simplified as,
ε = − Er
2~2
[
~l · ~s+ (~s1 − ~s2)2
]
, (C2)
where ~s = ~s1 + ~s2 is the total spin operator. Using ten-
sor spherical harmonics to expand this operator gives a
diagonal matrix for two spin-1/2 particles
εν = −Er
4
[j(j + 1)− ℓ(ℓ+ 1)− s(s+ 1) + 6] , (C3)
where ν = {j,mj, ℓ, s} are the quantum numbers for the
tensor spherical harmonics. In the spirit of frame trans-
formation [54], this effectively replaces the short-range
parameter (scattering phase shift) δν(k) by δν(kν), where
~
2k2ν/2µ = E − εν = ~2k2/2µ − εν . Near a s-wave res-
onance in free-space, the K-matrix reaches resonance if
1/as(ks)→ 0, where ~2k2s/2µ = ~2k2/2µ+ 3Er/2.
In the presence of long-range and anisotropic dipole-
dipole interaction, a direct application of the approach in
Ref. [54] is not appropriate. However, we find that the
resonance shift near an s-wave resonance described in
Fig. 5 can still be understood via this approach, since
the interplay between the short-range interaction and
SOC plays an important role here. Near the resonance of
rc ≈ 0.232D without the presence of SOC, we calculate
the value of s-wave scattering length a∗s = as(0) if the
corresponding potential parameters gives 1/as(ks) → 0.
Interestingly, as illustrated in Fig. 6, the values of a∗s
agrees well with ares in Eq. (22) that is calculated by
fitting the resonance of a numerical calculation with the
presence of SOC, clearly showing the shift of the reso-
nance position is a result of interplay between a short-
range interaction and SOC.
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