We develop and analyze a surface integral equation (SIE) whose solution pertains to numerical simulations of propagating time-harmonic electromagnetic waves in three dimensional dielectric media. The formulae to evaluate the far-field pattern and propagation of the electric and magnetic fields in the interior and exterior of a dielectric body, through surface integrals, require the solution of a 2 × 2 system of weakly-singular SIEs for the two unknown electric and magnetic fields at the interface surface of the dielectric body. The SIE is governed by an operator that is of the classical identity plus compact form.
Introduction
Mathematical and computer modeling of the propagation of electromagnetic waves in three dimensional dielectric media is fundamental to several applications. The classical approach to model the electric and magnetic fields in the interior and exterior of a dielectric body is based on the interior and exterior first-order Maxwell partial differential equations (PDE), augmented with a radiation condition for the exterior fields, and tangential continuity of the electric field and magnetizing field and normal continuity of the displacement field and the magnetic field across the interface [9, 6, 17] .
For all real and positive incident field frequencies and for all dielectric media constants satisfying some conditions (see [9, Theorem 2.1] ), the unique solution of the PDE model (resonance-free property) leads to a computable representation of the interior and exterior fields that does not suffer from spurious resonances or low-frequency breakdown.
Our focus in this work is on time-harmonic electromagnetic waves with positive frequency ω, which are described in a three dimensional piecewise-constant dielectric medium containing a domain D ⊂ R 3 , by the electric field E and magnetic field H [17, Page 178] with E(x, t) = Re E(x)e −iωt , H(x, t) = Re H(x)e −iωt , x / ∈ ∂D, (1.1)
where ∂D is the closed interface boundary of the dielectric body D. We will describe the spatial components [E, H] 
satisfy the time-harmonic dielectric medium Maxwell equations [17, Page 253] curl E(x) − iωµ(x)H(x) = 0, curl H(x) + iω (x)E(x) = 0, The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013. 10.059 where Q ⊂ R 3 is a compact set, bounded away from the dielectric body D. In practice, the dielectric body D is subject to excitation by an incident plane wave or a point source and in each of these two cases [E inc , H inc ] satisfies (1.6) with Q being the empty set or the set with the point source location respectively.
The total field is therefore [E tot , H tot ] with
with
In particular, inside D the induced field is the total field. Henceforth we will use almost everywhere the notation [E − , H − ] for the interior total field, but in a few places it will be convenient to retain the notation [E where n is the outward unit normal to ∂D. A consequence of (1.4), (1.6), and (1.9) is that the normal components of the fields (charges) also satisfy the interface conditions:
on ∂D.
(1.10)
The scattered field [E + , H + ] has the asymptotic behaviour of an outgoing spherical wave [6, Theorem 6.8, Page 164]
|x| H ∞ ( x) + O 1 |x| (1.11) as |x| → ∞ uniformly in all directions x = x/|x|, where k + = ω √ µ + + is the exterior wavenumber. The vector fields E ∞ and H ∞ are known as the far field patterns of E + and H + respectively. The outstanding survey by Epstein and Greengard in [10] spans over a century, starting with the work of Lorentz (1890), Mie (1907) , and Debye (1908) for scattering by spheres and leads to the 1949 work of Maue, who proposed the electric field IE (EFIE) (a Fredholm SIE of the first kind governed by a hyper-singular operator) and the magnetic field IE (MFIE) (a weakly-singular Fredholm SIE of the second-kind). The work in [10] is motivated by the lack of a desirable class of SIE (with robust mathematical analysis and properties), which is both odd and unsatisfactory.
As described in detail in [10] , the most desirable class of SIE is the weakly-singular Fredholm SIE of the second kind, governed by the identity plus a weakly-singular operator of negative-order (and hence a compact operator on a suitable Sobolev or a continuous function space) that does not suffer from low-frequency breakdown. SIE formulations for wave propagation models can be split into two types: those with and those without The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013. 10 .059
hyper-singular operators, and within each of these two types, whether the SIE model is resonance-free or not. The SIE formulations with positive-order hyper-singular operators require a regularizer, usually based on Calderón-type opposite order preconditioners, see [2, 6, 9, 14, 17] and references therein.
There is a plethora of SIE formulations for dielectric scattering and there are some among these with mathematical analysis for well-posedness of the formulations, see [4, 9, 11, 16, 17, 21] and references therein. In the recent work [9] , four different families of resonance-free SIEs for dielectric scattering are proposed and analyzed, but none of these belong to the most desirable class described in [10] . Recently the all-frequency formulation for the perfect electric conductor (PEC) model in [10] was generalized to the dielectric case in [11] . Unlike the classical Müller SIEs [16] , the formulation in [11] does not suffer from the low-frequency breakdown. This additional advantage is obtained in [11] by introduction of Debye sources that are directly related to the normal components of unknown fields.
The integral representation in [11] for four scalar unknowns involves stabilization using the inversion of a linear surface differential operator. In [11] this was taken care of by inverting the surface Laplace-Beltrami operator. Inclusion of the inversion of the LaplaceBeltrami in the integral formulation was also considered in [3] for the PEC case. The inversion was imposed in [3] weakly using two additional unknowns by means of Lagrange multipliers, leading to a strongly elliptic integral equation formulation [3, Equation (46)] with four scalar unknowns for the PEC case.
This article is concerned with an alternative all-frequency formulation to that in [11] with (i) all of the desirable properties proved in [11] ; (ii) no inversion of a surface differential operator as part of the formulation/stabiliztion; and most importantly (iii) a proof of well-posedness of the formulation through mathematical analysis in practically appropriate function spaces. For the curious importance of function spaces in computational electromagnetism, we refer to the 2011 Waves conference lecture material by Costabel [8] .
The 4 × 4 SIE formulation in [21] with two vector-valued equations and additional scalar equations (two tangential currents and two charges giving in total six scalar unknowns), described explicitly for the PEC scattering, can be considered as an alternative to the desired class of all-frequency formulation in [10] . Although no explicit equations reformulating the dielectric scattering model are given in [21] , there are some remarks for the dielectric case and some computations. After explicit derivation of the dielectric version of the formulation in [21] , the resulting equations (augmented with appropriate stabilization scalar integral equations) can be considered as an alternative to that in [11] . However, unlike the robust mathematical analysis in [10, 11] of the all-frequency formulation, similar results claimed in [21] are based on a simple argument that introduction of charges (augmented with some continuity equations) is likely to lead to well-posedness for all-frequencies. The idea of using surface charges as additional unknowns was also considered about three decades ago in [15] for the PEC case. However, as in [3] , the aim in [15] is to find a strongly elliptic integral equation reformulation rather than the desirable class of weakly-singular formulation that avoids the low-frequency breakdown. The formulation in [21] is closely related to the Picard extended Maxwell system [20] and based on the extended system, in a recent work [19] , for the PEC case, certain continuity equations are introduced for low-frequency stabilization. However, robust existence and uniqueness The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059 mathematical analysis are yet to be established for the reformulations in [19, 20] .
The low-frequency breakdown, from the context of the low-order method of moments (MoM) discretization, was taken care of in the engineering literature in various ways, such as using loop-tree and loop-star functions, see [5, 22] and references therein. While very useful in practice, similar to the current-charge derivation in [21] , for such formulations there are no mathematical analyses in appropriate function spaces to prove the wellposedness for all-frequencies so that the formulations can be used, for example, to develop high-order algorithms and associated numerical analyses.
In this work we propose, analyze, and demonstrate a new desired class of stabilized second-kind SIE formulation of the dielectric model that has only two vector-valued equations and incorporates stabilization, that is, it does not suffer from spurious frequencies and does have stable non-degenerate low-frequency electrostatic case limit. The unknowns in this 2 × 2 system are componentwise electric and magnetic fields at the interface ∂D. This coupling is natural when compared to the way the electric and magnetic fields are coupled by the first-order Maxwell system (1.4) in D ± . The key to achieving the resonancefree property is to take judicious combinations of a few weakly-singular operators. The key to avoiding the low-frequency breakdown is solving indirectly for both the tangential currents and normal charges so that none of the operators in the formulation are of order 1/ω. As described in [11] , the key to good behavior as ω → 0 is the normal components, since these are not constrained at ω = 0, unlike the tangential components.
As ω → 0, the stabilization scalar equations are automatically satisfied and the 2 × 2 formulation nicely decouples to a well-posed system We provide a complete existence, uniqueness, and regularity analysis of the formulation (augmented with a new pair of stabilizing scalar integral equations) for all frequencies in standard function spaces. The augmented two scalar integral equations are a smooth and stabilized way of imposing the natural requirement that the surface divergence of the electric and magnetic currents should be proportional, respectively, to the magnetic and electric charges. We numerically demonstrate that whilst our weakly singular second kind integral operator (without stabilization) has a non-trivial kernel for some frequencies, imposition of stabilization through our augmented two scalar integral equations removes these spurious frequencies. We also prove well-posedness of the non-degenerate system at the low-frequency limit.
Similar to the 4 × 4 formulation in [21] (described for the PEC case), our 2 × 2 secondkind weakly singular system with six scalar unknowns does not require inversion of the surface differential operator [11] . In particular, the derivation and proof of well posedness for our 2 × 2 system formulation is through an equivalent 4 × 4 system with two tangential currents and two normal charges being unknowns. The 4 × 4 system described in this article can be considered as the dielectric version of the basic 4 × 4 system given in [21] . Thus as a by product, in this article we also provide the all-frequency well-posedness and non-degenerate low-frequency limit robust mathematical analysis (see Appendix A) for the dielectric version of the formulation in [21] . However, it is useful to note that the two scalar integral equations we derive as part of stabilizing our system are different from those in [21] and hence we also provide a robust approach to add such stabilization to the dielectric version of the 4 × 4 system in [21] .
Our analysis in this work is based on the assumption that the dielectric domain D is of C m * ,1 class for some positive integer m * [14, Section 3.3] . Some of our analysis can be
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059 exploited for the m * = 0, Lipschitz case (see Remark 4) but the Lipschitz case is beyone the scope of this work and will be treated in a future work.
The new formulation in this work also has the computational advantage of not requiring the domain space of the weakly-singular SIE to be tangential. Our analysis to establish the equivalence of the classical dielectric model and the SIE based representation provide a natural decomposition into tangential surface currents and normal charges. The resonance-free well-posedness analysis of the new formulation is performed in both the Sobolev and continuous function space settings to facilitate future numerical analysis of various computational schemes to simulate the SIE. This paper is organized as follows. In the next section we introduce a standard class of surface integral operators, identities and describe key properties required for our analysis. In Section 3, we prove that the solution of the Maxwell PDE based dielectric model satisfies a new 2 × 2 system of weakly-singular SIEs and conclude the section by demonstrating that stabilization is necessary to obtain the resonance-free property. In Section 4 we introduce a stabilized version of the SIE system in suitable function spaces. The resonance-free well-posedness of the stabilized weakly-singular SIE system is established in Section 5. In Section 6, we prove the equivalence of the PDE and SIE based models, by developing concrete representations for the interior and exterior electric and magnetic fields in the three dimensional dielectric media, and also their far-field pattern using the componentwise solutions of the SIE model. In Section 7, as an alternative to the saddle point formulation, we provide a parameter based combined second-kind equation approach to incorporate the stabilization equations. In Appendix A we give, in explicit form, an equivalent representation that decomposes the SIE into tangential currents and normal charges and establish the well-posedness of the 4 × 4 system. We conclude this work in Appendix B by establishing the well-posedness of the formulation in the low frequency limit.
Surface integral operators and identities
In this section we introduce the surface integral operators that appear in our surface integral equations. We also introduce several identities relating to these integral operators that we use later in the paper. The starting point for defining our integral operators are various potentials and their traces onto the interface ∂D.
Let
For a non-negative integer m and σ ∈ R with 0 < σ ≤ 1, let C m (Ω) denote the standard space of m-times continuously differentiable functions and C m,σ (Ω) denote the Hölder space of all functions in C m (Ω) whose derivatives of order m are uniformly Hölder continuous with exponent σ. For s ∈ R and bounded Ω the space H s (Ω) is the standard Sobolev space of order s. For s ∈ R and unbounded Ω, the space H s loc (Ω) is the space of functions whose restriction to any bounded domain B ⊆ Ω is in H s (B). Henceforth, we will use H s (Ω) only when Ω is bounded. Following the standard convention,
The vector-valued counterparts of these spaces will be denoted by boldface symbols.
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059
For any first-or second-order differential operator d, we define
Let γ ± be the standard exterior/interior trace operator defined for a continuous vector field u on D ± as
n be respectively the (twisted) tangential and normal trace operators, defined for a continuous vector field u on D ± as
We recall that the surface ∂D is of class C 
Since m * ≥ 1, the tangential space can be defined in several ways, with or without using the trace operator γ ± t . For 0 < s ≤ m * , using the trace theorem, the trace operators
Further, using the trace theorem for Hölder spaces [13, Theorem 6.2.6], for any integer m and any 0 ≤ σ ≤ 1, with 0 ≤ m < m * , The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059
In the above notation, the superscripts ± tag traces onto ∂D from D + and D − respectively. Let
Let k ± = ω √ ± µ ± be respectively the exterior and interior wavenumber. Using our assumptions on the frequency and dielectric constants, we obtain k + > 0 and nonzero k − is real or complex with non-negative imaginary part, because for Im(
are the fundamental solutions of the scalar Helmholtz equation in D ± . Throughout this article, we tag integral operators whose kernel is induced by G ± with the subscripts ±.
Let Ψ V ± , Ψ V ± be respectively the scalar and vector single layer potential operators, defined for scalar and vector surface densities w and w as [6, 17] , we obtain
where the tangential-field-valued and scalar-valued operators are defined as
It is useful to consider the normal-field operator
The surface integral operators A ± and nF ± are compact as operators on C(∂D) and H 1 2 (∂D). Further, for 0 < α < 1, any integer m with 0 ≤ m < m * , and 0 < s ≤ m * , (2.18) are bounded linear operators. The operators in (2.15)-(2.17) enjoy these smoothing (and hence compactness) properties essentially because the kernels of these surface integral operators are weakly-singular.
For the electromagnetic scattering problem, we also need the Maxwell single-and double-layer potentials defined, for x ∈ R 3 \ ∂D, by
The tangential and normal traces of the Maxwell single-and double-layer potentials respectively have strongly singular kernels and hence the resulting surface integral operators do not enjoy smoothing (or compactness) properties. Using the jump relations [6, 17] , we obtain
for x ∈ ∂D, where the vector-valued surface integral operators are defined as
for x ∈ ∂D, and the scalar-valued surface integral operators are given by
for x ∈ ∂D. We note that for a tangential density w,
where for x ∈ ∂D,
It is also useful to consider the normal field surface integral operators
It is easy to verify the following properties.
Lemma 1 Let w ∈ X, where X = C(∂D) or X = H 1 2 (∂D) and let w ∈ X, where X = C(∂D) or X = H 1 2 (∂D). Then A ± w and B ± w are tangential on ∂D. If, in addition, w is tangential on ∂D, then D ± w and E ± w are tangential on ∂D.
Clearly the kernels of the surface integral operators D ± and G ± are weakly-singular. Hence G ± is a compact operator on C(∂D) and H 1 2 (∂D). Since ∂D is of at least C 1,1 -class, we obtain
for some constant C depending on the geometry of ∂D. Thus, because of the term n(x) − n(y) in (2.30), the operator E ± is weakly-singular. Hence C ± is a compact operator on C t (∂D) and H 1 2 t (∂D). In addition, for 0 < α < 1, any integer m with 0 ≤ m < m * and 0 < s ≤ m * , 
Finally, we define two further scalar integral operators that we use in our additional scalar integral equations for indirectly imposing the identities connecting currents and charges,
The operator S + − S − is compact on C(∂D) and H 1 2 (∂D) whilst the operator K + − K − is compact on C(∂D) and H 1 2 (∂D), and for 0 < α < 1 and any integer m with 0 ≤ m < m * and 0 < s ≤ m * , the following linear operators are bounded:
We finish this section by collecting some standard identities [15] for the derivation of various results in this article:
Lemma 2 Let v and v be respectively a tangential vector-valued differentiable function and a scalar-valued differentiable function on ∂D. Then
Throughout this article, [E, H] of the form in (1.3) is the unique solution of the dielectric scattering model (1.4)-(1.9). As described in Section 1, the electromagnetic field is induced by [E inc , H inc ]. Using the interface conditions in (1.9)-(1.10) and the identity [6, Equation (6.38)]
we obtain the following additional interface properties connecting the interior, exterior, and total electromagnetic fields:
These properties play a crucial role in our reformulation of the Maxwell dielectric media model and its mathematical analysis. 
2. Take the twisted tangential and normal traces γ ± t and γ ± n of the representations, leading to Calderon relations of the exterior, interior, incident and hence total fields. In particular, applying the four trace operators to (3.1), using the 4 × 2 form
2)
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059 and using (2.14), (2.20)-(2.23), it is easy to see that the Calderon relations will be based on the 4 × 4 exterior and interior surface integral Calderon operators
3. Carry out specific row operations on the Calderon relations for the exterior, interior and incident fields and obtain a 4 × 4 system of weakly-singular second kind SIE with unknowns being the currents and charges of the total electric and magnetic fields. This system can be considered to be a dielectric version of the 4 × 4 system described for the PEC case in [21] .
4. Further, take a particular linear combination of the 4 × 4 system to obtain a new 2 × 2 weakly-singular SIE system for the unknowns [γ
To describe the four steps, it is convenient to introduce the following notation for four dimensional vectors with components being electric and magnetic surface currents and charges,
The first step representations [17, Equations (5.6.49)-(5.6.50)] for the exterior and interior fields are E
The second step Calderon relations for the four-dimensional interior, exterior, and incident field densities are
where the third system is obtained using the property that [E inc , H inc ] satisfies the Maxwell equations (1.6) in D − with dielectric constants µ + , + . Using the interface conditions (1.9)-(1.10) in (3.4), we obtain
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013. 10.059 where D is the 4 × 4 diagonal matrix with entries 1,
Hence the first system in (3.6) can be written as
Subtracting the third system in (3.6) from the second system and using the relation s tot = s + + s inc , we obtain
Let E ± be the 4×4 diagonal matrix with entries [ ± , 1, µ ± , 1]. Multiplying the system (3.8) with E − and (3.9) with E + and adding the resulting systems, we obtain
It is easy to see that
where 
14)
The
For j = 1, 2, 3, 4 with (3.13) (j) denoting the j-th equation in the 4 × 4 system (3.13), using (3.14)-(3.15), and using the linear combinations (i) n × (3.13) (1) + n(3.13) (2) and (ii) n × (3.13) (3) + n(3.13) (4) , we obtain the 2 × 2 system 16) where M is the 2 × 2 weakly-singular operator
with 20) where, for x ∈ ∂D, e i (x) = 2
Remark 3 For any four-dimensional surface density s of the form in (3.4) with first and third components being tangential and second and third components being scalar fields, by Lemma 1 the first and third components of Ns are tangential. Using the above derivation, the system of equations (3.13) is equivalent to the system (3.16) with the former representing decomposition of the latter into tangential surface currents and normal charges.
Remark 4
The derivation of the SIE system in this section does not require the assumption that ∂D is of class C m * ,1 for some integer m * ≥ 1. In particular, the SIE reformulation of the dielectric PDE model is valid for the Lipschitz surface (m * = 0 case, with functions used in the derivation considered in appropriate function spaces). The main difference in operator properties for the Lipschitz case is that some of the operators in the formulation are not weakly-singular. Our analysis in the following sections does not require compactness properties of the operators and hence the majority of our analysis can be adapted for the Lipschitz surface case in appropriate spaces, with corresponding changes in properties of the operators and the solution.
The derived system (3.16) motivates us to consider the general second kind surface integral equation Figure 1 , where we plot the condition number (left hand ordinate) of the discretized system in a neighborhood of such a singular parameter set. (Details of the numerical scheme is beyond the scope of this article. In a future article, we develop and analyze a fully discrete Galerkin method based on that used for the PEC case by the authors in [12] .)
In the following section we state a second kind integral equation that is stabilized by the addition of two simple scalar integral equations (see next section) on the domain. We prove uniqueness and existence results for the stabilized system in Section 5, for all dielectric parameters and incident frequencies introduced in Section 1. In addition to the mathematically robust proof, Figure 1 demonstrates that this stabilization removes the spurious frequency, by considering the condition number (left hand ordinate) of the stabilized operator and the relative error (right hand ordinate) of the far-field computed using the stabilized operator. (For numerical experiments in Figure 1 , we incorporated the two additional conditions in the saddle-point form, leading to the stabilized operator. Another approach for incorporating the two additional scalar conditions is discussed in Section 7.) 4 A stabilized system of weakly-singular SIE In this section, motivated by the derivation in Section 3, we first consider a general form of the second-kind weakly singular integral equation in (3.23) in an appropriate function space with constraints. We discuss the stable non-degenerate low-frequency limit of the system in the function space and postpone the proof of the well-posedness at the low frequency limit to Appendix B. The derivation in Section 3 crucially depends on the four currents-charges relations (2.39). The exterior and interior electromagnetic fields that will be constructed from the solution of the general version of the weakly-singular SIE (3.16) should also satisfy the four currents-charges conditions.
One approach to achieve this is to add the required four currents-charges first order surface differential equations to the system. Instead, we use the novel approach of adding only two relatively smooth transmission type scalar integral equations. (The two additional equations are automatically satisfied at the low frequency limit.) We prove that adding the two weak version transmission conditions to stabilize the SIE (3.16) is sufficient to obtain the unique solution of the Maxwell PDE model that will satisfy the four currents-charges properties (2.39).
In order to describe a general form the SIE model based on (3.16) in an appropriate function space, we first observe that, because of the weak singularity of their kernels,
18)-(3.19) are compact as operators on C(∂D)
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059 Here ∂D is the unit sphere, + = 0 is the free space permittivity, µ + = µ − = µ 0 is the free space permeability, − = 0.836155284407652 + , and k ± = ω √ ± µ ± . We include the supremum norm relative error (right hand ordinate) in the far field (dash-dot line) computed using the stabilized SIE. The reference solution is computed using the Mie scattering code and the supremum norm is evaluated using more than 1200 points.
and on H 1 2 (∂D). Furthermore, for 0 < α < 1 and any integer m with 0 ≤ m < m * and 0 < s ≤ m * ,
are bounded linear operators. Consequently the 2×2 matrix operator M, defined in (3.17) is a compact operator on C(∂D) × C(∂D) and on H 
are bounded linear operators. These properties, together with properties of the incident field used in the previous section, motivate consideration of the following function spaces. Throughout the article, for some integer m † with 0 ≤ m † < m * and some α † with 0 < α † < 1 and for some s †
With Q as in (1.6), let
denote the space of all functions [E i ,
Q that (i) satisfy the Maxwell equations (1.6) in R 3 \ Q (with (x) = + and µ(x) = µ + for all x ∈ R 3 ); it follows by elliptic regularity that (ii) γ ± E i , γ ± H i ∈ Y ; and (iii) that E i , H i are continuous across the interface ∂D, that is, γ
The derivation in Section 3 motivates introduction of admissible closed subspaces X 2,R of X 2 and Y 2,R ⊂ X 2,R , using (3.20)-(3.22),
As motivated above, we introduce closed subspaces X 2,D and Y 2,D ⊂ X 2,D of functions that satisfy two weak transmission conditions:
where, using the bounded smoothing scalar single acoustic-layer operator (2.33), the first and second components of J ( e, h) are defined as
J ( e, h)
We may avoid the surface divergence in the above equations by applying integration by parts (the Stokes identity [17, Equation (2.5.193)]) and using (2.34) obtain J ( e, h)
The all-frequency stabilized version of the weakly-singular SIE system that we propose and analyze in this work for the Maxwell dielectric model is: for a given input data [f , g] ∈ X 2,R , find [e, h] ∈ X 2,D such that
where M is the 2 × 2 weakly-singular compact operator on X 2 defined in (3.17) and I is the identity operator. Using in the operator norm, where M 0 is a diagonal compact linear operator on X × X, defined by
In (4.16), with G 0 (x, y) = G(x, y; 0), using (2.25) and (2.26),
In Appendix B, we prove that I + M 0 is an invertible operator on X 2 . Hence as the frequency ω → 0, the well-posed system of SIE (4.13) converges to a well-posed and uncoupled system of second-kind SIE, governed by the operator I + M 0 .
We demonstrate our low-frequency stable SIE reformulation in the very low frequency case for a dielectric medium containing a sphere with refractive index m = 1.9 (the refractive index of glass) and k + = ω = 10 −8 . With this wavenumber/frequency, the exterior wavelength is about 3 × 10 8 times the diameter of the sphere and, taking into account the refractive index of the glass sphere, the interior wavelength is about 1.7 × 10 8 times the diameter of the sphere. For this low-frequency case, using our high-order algorithm, we achieve about 8-digit accuracy, as demonstrated in Figure 2 , where we plot the computed bistatic RCS and overlay RCS values obtained from the Mie series. In the same axis (with a different scale on the ordinate) we plot the relative error in the our far-field computation. We have about eight digits accuracy in the computed RCS values for all polar angles, demonstrating the capability of the new formulation for low frequency problems. In the next section we prove the well-posedness of the stabilized system (4.13), for all dielectric parameters and frequencies considered in Section 1.
Well-posedness of the stabilized weakly-singular SIE
We begin with two results concerning void electromagnetic fields in R 3 in the absence of incident waves. These results can be proved using standard arguments [9] .
Proposition 6 Suppose that [ E, H] ∈ Z 2 satisfies the Maxwell equations (1.4), the
Silver-Müller radiation condition (1.5), and has the interface continuity property
(That is, [ E, H] is a solution of (1.4)-(1.9) with E inc = 0 = H inc .) Then
Proposition 7 Suppose that [ E, H] ∈ Z 2 satisfies the Maxwell equations (with swapped interior/exterior dielectric constants)
the interface continuity property
and, if Im − = 0, satisfies the the Silver-Müller radiation condition
where B R denotes the ball centred at the origin with radius R. Then
The next result for a scalar field is the acoustic counterpart of the above result and can be proved using similar arguments by separately considering the cases Im − = 0 and Im − > 0.
Proposition 8 Let u, defined in R 3 , be a solution of the Helmholtz equation with wavenumber k ∓ in D ± that satisfies the Sommerfeld radiation condition. Let u and its normal derivative γ
satisfy the interface properties
Then u(x) = 0 for all x ∈ R 3 .
Now we are ready to prove the main well-posed result of the stabilized SIE model. 
in view of Remark 3, using (3.13) (with e inc = h inc = 0, e inc = h inc = 0 ) we obtain
In the first stage of the proof we show that the tangential components of e hom , h hom are zero. We then prove that the normal components of e hom , h hom are zero. We consider the fields
, where
10) 11) and first derive several properties of these fields. Applying the trace operators γ ± t to A ± , B ± in (5.10)-(5.11), substituting (2.14), (2.20)-(2.23) and comparing the resulting identities with those in (5.9), we see that [A, B] satisfies the following tangential trace interface properties on ∂D:
Applying the curl operator to (5.10) and using Lemma 2, we obtain
Similarly, applying the curl operator to (5.11) and using Lemma 2, we obtain
Applying the curl operator to (5.13) and (5.14) and using Lemma 2, we obtain that [A, B] satisfies the following second-order exterior/interior partial differential equations in D ± :
Since G ± is the fundamental solution of the Helmholtz equation, we obtain [6, 17] (
Next we show that the tangential traces of the magnetic fields curl A ± , curl B ± satisfy the following interface properties on ∂D:
Using the second identity in (5.15) we have
Using (5.16) and recalling k
A similar calculation gives
From (5.11), using Lemma 2 we get
Hence taking the tangential trace and using (2.20), (2.24) and (2.33), we obtain 
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013. 10.059 where in the last line we have used (4.9). Since [e hom , h hom ] ∈ X 2,D we obtain J (e hom , h hom ) = [0, 0] and hence 1 
Using (5.15), we obtain
The representation If Im − > 0, then A and B decay exponentially to zero at infinity due to (5.24), and we obtain the decay condition
Using (5.17), we obtain the following interface continuity property on ∂D 
D
− yields fields C and D which have jump relations complementing those of A and B and this will help to finish the first stage of the proof. Let
in D ± and
Using Lemma 2, it is easy to see that the pair [ C, D] satisfies the Maxwell equations
The properties of the exterior field operators in (5.29)-(5.30) yield the Silver-Müller radiation condition
To prove the interface continuity condition, we consider the field S in R 3 \ ∂D, defined as
Applying the tangential trace operators γ ± t to (5.34) and using (2.14), (2.20) , and (2.21) we obtain the jump relation 
Hence using (5.31), (5.35) and (5.37),
A similar argument, using the field T in R 3 \ ∂D, defined as
will show that γ
Using similar arguments with D
±
, we obtain the interface condition
Applying Proposition 6 to the pair [ C, D] yield that C and D are zero everywhere in R 3 . Hence using (5.31), C and D are also zero everywhere in R 3 . Hence by (5.36) and (5.37) the field S in (5.34) is zero everywhere in R 3 . Hence using (5.38), h hom × n = 0 on ∂D. The property e hom × n = 0 on ∂D can be proved similarly. This finishes the first stage of the proof. Now we turn our attention to the normal components e hom · n and h hom · n. Let 
Since e hom × n = h hom × n = 0, we have by the second equation in (5.9),
Multiplying by − and using the jump relation (5.41) gives
Thus the normal derivative of v satisfies the interface property
Similarly, the normal derivative of w satisfies the interface property
Since e hom × n = h hom × n = 0, using (4.9)-(4.10), we obtain
Since [e hom , h hom ] ∈ X 2,D satisfies J (e hom , h hom ) = [0, 0], using γ ± v = (S ± )(e hom · n) and γ ± w = (S ± )(h hom · n), we see that the standard traces of v and w satisfy the interface properties
Thus using Proposition 8, the scalar fields v and w are zero everywhere in R 3 . Let
Comparing with (5.40), for x ∈ D, we see that v(x) = v(x) = 0 and w(x) = w(x) = 0. It follows by the uniqueness of the acoustic transmission problem that v and w are zero everywhere in R 3 .
Using the jump relation (2.22) we get for x ∈ ∂D,
Since the tangential and normal components of e hom , h hom are zero, we obtain the uniqueness result.
Remark 10 For certain classes of low-order Galerkin boundary element methods, one may prefer to directly use two electric and magnetic surface tangential currents and associated two scalar charges as unknowns in a 4 × 4 system (as in [21] , described for the PEC case). As discussed in Remark 3, our 2 × 2 SIE system (4.13) is equivalent to the 4 × 4 system of the form (3.13). In Appendix A we start with a general version of (3.13) in a suitable function space and establish the well-posedness of the 4 × 4 system that can be considered as a stabilized dielectric version of the 4 × 4 PEC system in [21] .
Weakly-singular SIE to Maxwell dielectric model
In this section, we show that the unique solution [E, H] defined on R 3 \ ∂D of the Maxwell dielectric problem (1.3)-(1.9) and its far-field pattern can be easily computed using the unique solution of [e sie , h sie ] of (4.13). The proof of the exterior and interior field representation also includes an important result that the solution [e sie , h sie ] ∈ X 2,D automatically satisfies the four currents-charges relation (2.39).
Theorem 11
Let [e sie , h sie ] ∈ X 2,D be the unique solution of the 2 × 2 weakly-singular SIE (4.13) with input data [f , g] T = I(E inc , H inc ) as defined in (3.20)- (3.22) . Let P ± be the 2 × 4 Maxwell potential operator defined in (3.1) and D be the 4 × 4 diagonal matrix with entries 1,
Proof The proof is straightforward, using the Calderon identities (3.6), Propostion 6 on uniqueness for the Maxwell dielectric problem, and Theorem 9 on well posedness of the weakly-singular SIE.
Corollary 12
The far field patterns of the radiating fields E + and H + in (6.1), defined for x ∈ ∂B (the unit sphere), are
3)
where for scalar and vector surface densities w and w, 6) and G ∞ ( x, y) = e −ik + x·y , x ∈ ∂B, y ∈ ∂D. In the next section, we discuss a simple approach to incorporate the two scalar integral equation stabilization conditions introduced in Section 4.
Combined equation formulations
We recall that to obtain Figure 1 (see Section 3 after Remark 4) we incorporated the two scalar integral equation constraints in (4.7) (which were introduced by the integral operators in (4.11)-(4.12)) in the saddle-point form. This approach retains the all-frequency property of the formulation proved in this work. A disadvantage of the saddle-point form implementation is the introduction of two new unknowns in the system. The introduction of new unknowns may be avoided by instead considering the following constraintscombined second-kind system. (Computational details for these and other related allfrequency alternative approaches, based on the formulation and analysis in this article, will be considered in our future work.)
As in Lemma 1, let X = C(∂D) or X = H 1 2 (∂D). Following the notation in Section 3 we define the scalar-valued weakly-singular integral operators:
and
Then for any parameters (ξ 1 , ξ 2 ) ∈ C 2 and w = [e, h] ∈ X 2,D we have
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059 
where F (ξ 1 ,ξ 2 ) is the diagonal matrix with diagonal (ξ 1 , ξ 2 ). It follows that the unique solution w = [e, h] ∈ X 2,D of (4.13) with r = [f , g] ∈ X 2,R satisfies the second-kind equation 5) for all (ξ 1 , ξ 2 ) ∈ C 2 . Although the combined equation (7.5) with, for example, (ξ 1 , ξ 2 ) = (1, 1) does not have the spurious frequency of the [I + M] system (as demonstrated in Figure 3 ), the (ξ 1 , ξ 2 ) = (1, 1) coupled system does have its own spurious frequencies (see Figure 4) . However, in the case that for some frequency the combined second-kind operator in (7.5) is not invertible with coupling parameters (ξ 1 , ξ 2 ), an invertible system may be obtained using a different pair of coupling parameters (see Figure 4) .
A An equivalent 4 × 4 SIE system
In view of Remark 3, for a given incident field [e inc ,
inc , the 2×2 SIE system (4.13) for the unknowns [e, h] = [γ
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059 Figure 4 : Condition number of the combined operator for coupling parameters (ξ 1 , ξ 2 ) = (1, 1) (solid line) and (ξ 1 , ξ 2 ) = (2, 2) (dashed line). Here ∂D is the unit sphere, + = 0 is the free space permittivity, µ + = µ − = µ 0 is the free space permeability, − = 0.836155284407652 + , and
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059 X 2 is equivalent to the 4 × 4 system on X t × X n × X t × X n , given by
where, with X as defined in (4.3)-(4.4),
I is the 4 × 4 identity matrix, D is the 4 × 4 diagonal matrix with diagonal entries
and N is as defined in (3.11). Using Theorem 9 the equivalent system (A.1) has a unique solution.
The combined 2 × 2 system (7.5) is equivalent to the 4 × 4 system
where
where the last equality follows by applying integration by parts (the Stokes identity [17, Equation (2.5.193)]). We conclude this section by giving the explicit representation of the system (A.2) without using operator notation. To this end, for x, y ∈ ∂D, in the following four equations for brevity we use the short form G ± for G ± (x, y). Using the surface integral operators introduced in Section 2, the system (A.2) can be written as:
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059 B Well-posedness at low frequency limit
We recall Remark 5 and, in particular, that the low frequency limit of the SIE system (4.13) is described through the strongly converging limit I + M 0 of the operator I + M in (4.14). In this section we prove that I + M 0 : X 2 → X 2 is an invertible operator.
It is clear from (4.9)-(4.10) that if ω = 0 then J ( e, h) = [0, 0] for all e, h ∈ X. Hence for ω = 0, X 2,D = X 2 .
Theorem 13 lim ω→0 (I + M) = I + M 0 in operator norm. Further, if − ∈ R + or − ∈ C \ R, then I + M 0 : X 2 → X 2 is an invertible operator.
Proof The first statement follows directly from using the definition of M in (3.17)- (3.19) and M 0 in (4.15)-(4.18), properties of the operators described in Section 2 and the fact
The final publication is available via http://dx.doi.org/10.1016/j.jmaa.2013.10.059 that G ± − G 0 and grad x (G ± − G 0 ) are bounded on ∂D and converge uniformly to zero on ∂D as ω → 0.
Next we show the invertibility of I + M 0 on X 2 . Since M 0 : X 2 → X 2 is a compact operator, using the Fredholm alternative, it is sufficient to show that I + M 0 is injective on X 2 . Let e 0 , h 0 ∈ X be such that We recall our assumption that + , µ + , µ − are positive and − = 0. Hence λ µ ∈ R and λ µ = ±2. If − ∈ R + then λ ∈ R and λ = ±2. If − ∈ C \ R then λ ∈ C \ R.
Using (B.2)-(B.
3), the tangential and normal components of e 0 , h 0 satisfy four homogeneous uncoupled second-kind SIEs on ∂D e 0 × n + λ C 0 (e 0 × n) = 0, e 0 · n − λ G 0 e 0 · n = 0, (B.5) h 0 × n + λ µ C 0 (h 0 × n) = 0, h 0 · n − λ µ G 0 h 0 · n = 0. For the case − ∈ C \ R, since λ ∈ C \ R, using (B.11) it follows that grad w is zero in D − ∪ D + . That is, the left hand side of (B.9) is zero, which contradicts that e · n is nonzero.
For the case − ∈ R + , we have λ ∈ R and λ = ±2. Hence (B.11) yields 0 < Thus e 0 ·n = 0 on ∂D. A similar argument using the second equation in (B.6) and λ µ ∈ R and λ µ = ±2 yields h 0 · n = 0 on ∂D.
Next we prove that the tangential components of e 0 , h 0 are zero. Suppose, to seek a contradiction, that e 0 × n is non-zero on ∂D. Consider the potential W (x) = curl ∂D G 0 (x, y)(e × n)(y) ds(y),
x ∈ D ± .
Using the jump relations [6, Theorem 6.11], we obtain Hence using (B.13), we obtain using similar arguments to earlier,
We can now show that curl W is zero in D ∪ D + . If + ∈ C \ R, then λ ∈ C \ R, so the result is clear from (B.15). If − ∈ R + , we have λ ∈ R and λ = ±2. Hence (B.15) yields 0 < Since W = curl P , curl W = 0, and ∆P = 0, we obtain grad div P = 0. Since div P tends to zero at infinity we must have div P = 0 in D + . Since e 0 × n satisfies the first equation in (B.5), e 0 × n ∈ Y and hence (see [6, Page 170]) div P (x) = ∂D G 0 (x, y) div ∂D (e × n)(y) ds(y) so that div P is continuous across ∂D. Thus we conclude that div P = 0 in D ± . Using this, that P is continuous across ∂D, the fact that ∆P = 0 in D + and in D, the decay P (x) = O(|x| −1 ), grad P (x) = O(|x| −2 ), and Green's first vector formula [6, Equation (6.2)], and (B.14), we obtain
Hence we obtain, as previously,
(B.17)
