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ABSTRACT 
We show that the quantum wavefunction, interpreted as the probability density of finding a 
single non-localized quantum particle, which evolves according to classical laws of motion, is 
an intermediate description of a material quantum particle between the quantum and classical 
realms. Accordingly, classical and quantum mechanics should not be treated separately, a 
unified description in terms of the Wigner distribution function being possible. Although 
defined on classical phase space coordinates, the Wigner distribution function accommodates 
the nonlocalization property of quantum systems, and leads to both the Schrödinger equation 
for the quantum wavefunction and to the definition of position and momentum operators. 
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INTRODUCTION 
Quantum mechanics of material particles, i.e. particles with positive mass, which we refer to 
simply as particles in the following, differs qualitatively from classical mechanics in that it 
systematically replaces the fundamental concepts of the latter with completely different 
notions. For example, the state of a classical localized particle as determined by position and 
momentum vectors r and p, respectively, is described in quantum mechanics by a vector 〉Ψ|  
in the Hilbert space, which in the Schrödinger formalism becomes a non-localized function Ψ 
of position or momentum. In turn, the classical r and p vectors, with Cartesian components  
and , respectively, become in quantum mechanics the operators r  and , with Cartesian 
components  and , respectively. These quantum operators, which act on the quantum 
state (wavefunction), no longer commute but satisfy the commutation relation  
ix
ip ˆ pˆ
ixˆ ipˆ
 
ijijjiji ixppxpx δh=−= ˆˆˆˆ]ˆ,ˆ[ .                                                                                             (1) 
 
The meaning of the wavefunction Ψ is not yet clearly established, but it is generally 
considered that it is an appropriate tool for calculating the probability of outcomes of a 
measurement of an arbitrary quantum observable A, represented by an operator Aˆ  with 
eigenfunctions nψ  and eigenvalues . These eigenvalues are the only possible results of 
measurements of the observable A, the probability of obtaining them for a quantum system 
with a wavefunction 
nA
nn na ψ∑=Ψ  being proportional to .  2|| na
The aim of this paper is to show that the wavefunction in quantum mechanics is in fact 
a description of the quantum system that is intermediate between the quantum and the 
classical world. More precisely, the quantum wavefunction contains classical parameters in 
both the equation of motion and the corresponding initial conditions. Having established that 
the wavefunction is in fact a probability density of finding classically-moving non-localized 
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particles, we then argue that the net separation between the classical and quantum mechanical 
formalism has no sense, and therefore the only appropriate description of quantum mechanics 
is the phase space formalism. The Wigner distribution function, although defined on classical 
phase space coordinates, provides a suitable link between the quantum and classical aspects of 
the wavefunction and allows the derivation of the Schrödinger equation for the wavefunction 
as well as of the form of the position and momentum operators acting on it. 
 
QUANTUM ASPECTS THE QUANTUM WAVEFUNCTION 
The wavefunction of a quantum particle in the position representation, )(rΨ , satisfies the 
Schrödinger equation 
 
Ψ+Ψ∇−=Ψ=∂
Ψ∂ ),(
2
ˆ 2
2
tV
m
H
t
i rhh                                                                                   (2) 
 
where t is the time coordinate, m is the mass of the quantum particle, and the Hamiltonian 
operator Hˆ  is obtained by replacing the position and momentum coordinates in the classical 
non-relativistic Hamiltonian  with the operators r and , 
respectively, which act on . Besides the wavefunction itself, which is commonly 
considered as quantum in character, there are two definitely non-classical quantities in (2): the 
parameter  on the left-hand-side and the form of the momentum operator, . 
Indeed, in contrast to classical mechanics, where 
),(2/),,( 2 tVmtH rppr += ∇− hi
)(rΨ
hi ∇−= hip
dtmd /rp =  and, in particular, for a free 
particle starting from the origin of the system of coordinates p is parallel to r, in quantum 
mechanics p is normal to the surface )(rΨ = const., in a similar manner as the wavevector in 
optics is normal to the wavefront. Moreover, a complete determination of the state of a 
classical particle at the moment t requires two measurements at different times for the 
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determination of the temporal derivative of r that appears in the definition of p, whereas the 
quantum wavefunction established at a given time moment characterizes completely the 
quantum state, the momentum operator being defined, however, as the gradient of the 
spatially dependent wavefunction.  
The analogy of the momentum operator definition in quantum mechanics and wave 
optics (in the latter case an operator ∇−= )2/(ˆ πλip  can be introduced [1] that is canonically 
conjugate in the Hamiltonian sense to r, so that the wavelength λ is the analog of hπ2=h  
while the time coordinate in quantum mechanics is to be replaced in wave optics with a 
spatial coordinate) reminds us of the well-known argument that classical mechanics is an 
approximation to quantum mechanics analogously to the way geometrical optics is an 
approximation to wave optics. However, nobody has ever claimed that wave optics is of a 
fundamentally different nature than ray optics, and nobody has ever tried to separate the two 
mathematical theories of optics, as is the case with the classical and quantum mechanics. The 
reason is, perhaps, that the wave and ray theories have appeared at rather the same epoch and 
that the optical wavelength is measurable with classical means, whereas Planck’s constant is 
not observable in every-day experiences and hence had no place in classical mechanics.  
Not only does classical particle acquire a wave-like behavior in quantum mechanics, 
but its phase space topology changes; for simplicity we restrict ourselves in the following to 
the one-dimensional case, in which the position is denoted by x and momentum by p 
(  in quantum mechanics). Then, in the two-dimensional  phase space a 
classical particle is represented by a point, with an associated outer product 
 since x and p are numbers, while in quantum mechanics, according to 
the commutation relation, . Since the outer product represents the oriented area of 
the parallelogram with sides  and  (see, for example [2]), it follows that a quantum 
particle is always localized in a phase space area ; it is no longer a point, as in classical 
xip ∂∂−= /ˆ h ),( px
02/)( =−=∧ pxxppx
2/ˆˆ hipx =∧
xˆ pˆ
2/h
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mechanics. (A similar change in the phase space topology occurs in wave optics with regard 
to ray optics.) The existence of a minimum phase space area bestows to the quantum 
wavefunction its wave-like behavior and, in particular, implies the possibility of interference 
of material particles, a property that distinguishes a quantum particle from a classical one. 
 This change in phase space topology, determined by the commutation relation (1), 
which is independent of the wavefunction, is the essence of quantum behavior. The specific 
form of the wavefunction intervenes only in the uncertainty relation,    
 
2/h≥Δ⋅Δ px                                                                                                                        (3) 
 
where the uncertainty in x is defined by , a similar relation 
existing for , with the expectation value of any function of x and p, , 
calculated as ; of course, when products of 
x and p are encountered, their order is not arbitrary. The uncertainty in x (p) can be regarded 
as the spatial extent of the wavefunction in position (momentum). Note that both the 
commutation and uncertainty relations are defined in phase space. 
2222 )()( 〉〈−〉〈=〉〉〈−〈=Δ xxxxx
pΔ )/,( xixf ∂∂− h
∫ Ψ∂∂−Ψ=〉∂∂−〈 dxtxxixftxxixf ),()/,(),()/,( * hh
 
CLASSICAL ASPECTS OF THE QUANTUM WAVEFUNCTION 
In the Schrödinger equation (2), as in any formulation of quantum mechanics, the time 
coordinate t and the mass m of the quantum particle are purely classical parameters, with no 
associated operators. Moreover, the argument r of the wavefunction and of the potential 
energy in (2) is no different from the classical position vector. An insightful demonstration 
that, for a quantum system interacting with an environment that can be characterized by 
semiclassical dynamical variables, the time coordinate in (2) originates in the classical 
evolution of the environment variables and the wavefunction of the quantum system depends 
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on the environmental position variables (although this dependence is not explicit in the 
Schrödinger equation), can be found in [3].  
If the classicality of time, mass and position in (2) is common knowledge, the 
identification of classical aspects of the wavefunction itself is not. We have established in the 
previous section that the form of the wavefunction is irrelevant for the commutation relation 
(1). But, what determines the form of the wavefunction? It is the preparation process, which 
involves the particle source and other filtering devices, that is responsible for the form of the 
initial quantum state 〉Ψin| . Then, propagating through the set-up the wavefunction interacts 
continuously with different parts of the set-up, for example filters and slits, and retains 
information about them, as discussed in [4,5], the filtering devices having often a contribution 
to the form of . For example, in interference experiments involving slits the preparation 
device consists of the particle source 
inΨ
and the slits, which are considered as a position-
measuring device [6]. After passing through a slit the wavefunction is projected into a 
(classical) position state, (the position being that of the slit) which is considered as the initial 
wavefunction . Analogously, multiple slits generate a superposition of position states, the 
initial wavefunction (and hence the fringe pattern) depending on the (classical) distance 
between the slits. Detectors placed after the slit plane, and which make a determined 
(classical) angle θ with a certain slit, measure the momentum eigenstates [6], determining the 
final state of the wavefunction, . Quantum mechanics provides the probability 
 that the initial state is found in the observed final state. Quantum 
interference is an attribute of this probability function and not of quantum particles. 
inΨ
〉Ψ fin|
2||| 〉ΨΨ〈= infinP
In general, the effect of the components of the set-up (particle sources, filters, slits, 
detectors, etc.) on the wavefunction is treated qualitatively, though in many cases in 
agreement with experiments. Often at least the detecting device is downgraded to a semi-
classical or even a classical device. Moreover, in practically all cases, the engineering of the 
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quantum state of a particle implies interaction with classical fields or, at least, the fact that 
classical parameters intervene in the form of inΨ . For example, preparation of the motional 
ground state of a trapped ion and the engineering of its quantum state of motion is performed 
by applying electromagnetic fields, which drive transitions between ion’s states, the 
occupation of the metastable excited state depending on classical parameters such as the 
duration of the excitation pulses and the wavelength detuning of the exciting laser from the 
ionic transition frequency [7] (see also the references in [8] for other methods of engineering 
the states of trapped ions). Another, the so-called projection synthesis method, can be used to 
sculpt an arbitrary motional state of a trapped ion from a previously prepared coherent 
motional state using appropriately chosen laser pulses, the durations and phases of the laser 
pulses determining the fidelity of the process [8]. Deterministic entanglement of trapped ions 
(entanglement of all ions at a specific time) can be engineered by applying laser beams with 
appropriately detuned frequencies and specific time durations, as well as electric fields on 
Paul traps [9] (see also the references in [9] for other entanglement experiments). The 
transition frequencies between quantum states of Rydberg atoms are tuned using electric 
fields, and superposition of energy states of such atoms are realized applying pulses of 
classical microwave radiation, atom-cavity and atom-atom entangled states being created and 
manipulated by combining these classical pulses with cavity fields with precisely determined 
frequency [10]. Moreover, atoms can be trapped, guided, and focused by the forces exerted by 
intense and inhomogeneous electromagnetic fields with appropriately chosen wavelengths or 
by current carrying wires, microfabricated dispersive elements such as Fresnel zone plates are 
used in atom and electron optics experiments, electrons are manipulated by classical electric 
and magnetic fields, in temporal interference experiments involving massive particles the 
wavefunction is determined by the classical delay between particle wavepackets, which also 
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determines the parameters of temporal lenses and mirrors for atoms, and so on (see the 
extensive reference list in [11]).  
In conclusion, the macroscopic environment influences the wavefunction from its 
generation up to its detection; the macroscopic world enters the quantum mechanical 
description through the parameters in the Schrödinger equation (time, position variables, often 
potential energy expressions) and through boundary conditions (the form of the initial 
wavefunction), the eigenstates of the observable to be measured (determined by a generally 
classical measuring apparatus decided upon by the experimenter) determining the outcome 
probabilities of possible measurement results, which test the validity of quantum mechanics. 
It is hazardous, therefore, to consider the Schrödinger equation as a purely quantum 
description of the system. A more appropriate interpretation of the Schrödinger equation as a 
description of a quantum particle, intermediate between the microscopic (quantum) and 
macroscopic (classical) realms, should be considered instead. 
Another argument for the existence of a classical aspect of the wavefunction is based 
on the misleading assertion that the addition law of classical probabilities is invalidated by 
quantum interference phenomena. But is this really the case? In Ref. 12 it is convincingly 
demonstrated that the well-known fact in a two-slit experiment, namely that the probability of 
the photon reaching a certain point on the screen when both slits are open is not equal to the 
sum of probabilities of photons reaching that point when only one of the slits is open does not 
contradict the classical addition law, because what must be added are the probabilities of the 
photon passing through each one of the slit when both are open (similar generalizations hold 
for n-slit interferometers). And when this addition is performed classically we obtain the so-
called quantum result, i.e. interference fringes on the screen. 
Moreover, the quantum mechanical postulates are intrinsically related to classical 
measuring devices. More precisely, the quantum mechanical postulate, which states that a 
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measurement of an observable A described by an operator  always yields one of the 
eigenvalues of 
Aˆ
Aˆ , is not fulfilled in general. Its validity (and hence the conceptual 
foundations of quantum mechanics) depends on the strength of the interaction between the 
quantum system and the measuring apparatus, and, even worse, in weak measurements the 
result can even lie outside the range determined by the operators’ eigenvalues [13,14]. The so-
called strong measurements, which fulfill the quantum mechanical postulate, are those in 
which the measuring apparatus behaves classically, i.e. is prepared in a classical limit state for 
which the position uncertainty of the apparatus and thus the spatial extension of its 
wavefunction must be much larger than its de Broglie wavelength. Then, the real part of the 
Schrödinger equation satisfied by the wavefunction of the apparatus reduces to the Hamilton-
Jacobi equation and vice-versa. 
 
MEANING OF THE QUANTUM WAVEFUNCTION 
The commutation relation together with (3) establish that the product of the uncertainties in x 
and p, and hence the extent of the wavefunction in phase space, must be equal to or larger 
than the minimum phase space area . Actually, the state representing a quantum particle 
cannot be localized in a phase space region smaller than a quantum blob, which is canonical 
invariant [4,15]. In our opinion the wavefunction (in the position representation) is the spatial 
probability density of finding a single quantum particle, which evolves according to classical 
laws but differs from a classical particle because it cannot be localized in a phase space area 
smaller than  (smaller than  for an n-dimensional wavefunction). In this sense, 
contrary to the position defended by Schrödinger [16] and by de Broglie, who postulated the 
coexistence of phase-matched particles and guided-waves [17], the wavefunction has no 
ontological meaning; it does not exist as a real entity independent of our knowledge about it, 
as do, in our opinion, quantum particles. The wavefunction has, however, an epistemological 
2/h
2/h n)2/(h
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character (as argued by Born [18]) since it can be used to predict the results of future 
experiments from the knowledge of the present state of the system and the configuration of 
the measuring set-up through which it will pass.  
 The dissociation in meaning of the wavefunction from the quantum particle is imposed 
by experiments, which show that the wavefunction has a spatial extension that is not 
compatible with the localized character of the detected quantum particle. For example, in 
quantum interference experiments, the wavefunction must extend over the slits in order to 
observe interference fringes, but quantum particles pass through the slits. The wavefunction 
cannot represent the quantum particle, whose character does not change even if the 
wavefunction is modified by canonical transformations, for example. The existence of the 
minimum phase space area  does not necessarily mean that the quantum particle has this 
extent; it simply implies that a quantum particle cannot exist unless this phase space area is 
available. The minimum phase space area should be seen as a sort of self-sustained correlation 
area, necessary for the stability of the quantum particle. The extent of the quantum particle 
itself is not a question that present-day quantum mechanics can answer. 
2/h
The wavefunction interpretation as a probability amplitude for a single quantum 
system as opposed to a parameter that acquires physical meaning only as ensemble average 
over a large number of identical systems at a given moment in time was already defended in 
[19]. In this reference the wavefunction Ψ of a single particle acquires realistic interpretation 
through a so-called protective (or weak) measurement, i.e. a long-time measurement during 
which the wavefunction does not collapse because it interacts in a suitable manner with the 
environment, and during which the expectation values of several, even non-commuting 
observables can hence be determined. The wavefunction of the quantum system can 
eventually be recovered (up to a phase factor) from measurements of a sufficient number of 
observables, although all measurements are performed on a single system, and not on an 
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ensemble of identical copies of the quantum system existing in various allowed states. The 
interaction term  in the total Hamiltonian intH int0 HHHH a ++= , where  is the 
unperturbed Hamiltonian of the quantum system and  is the Hamiltonian of the apparatus, 
depends generally on the coordinate of the apparatus, the possible states of which after 
interaction are entangled with the eigenstates of the measured observable. An actual 
observation of the state of the apparatus implies a collapse of the wavefunction into one of 
these eigenstates. No such collapse is possible in a protective measurement since the 
entanglement is absent. Protective measurements can take place when the state  of the 
quantum system remains almost unchanged during measurement. If 
0H
aH
〉Ψ )(| t
〉Ψ )(| t  is at t = 0 and 
remains after the interaction time T in a nondegenerate eigenstate of the total Hamiltonian H, 
the interaction is sufficiently weak such that 〉Ψ )(| t  changes adiabatically and remains almost 
identical after ET Δ>> /h , where EΔ  is the smallest energy difference between  and the 
other eigenstates of H. If  is not an eigenstate of H it can be protected through repeated 
and dense measurements in the [0,T] interval of an observable for which the evolution of 
 under the unperturbed Hamiltonian  is a nondegenerate eigenstate. Protective 
measurements allow the distinction between protected nonorthogonal states of the quantum 
system, and can be generalized to determine the density matrix of a single quantum system 
[20]. 
〉Ψ|
〉Ψ )0(|
〉Ψ )0(| 0H
 A further insight into the meaning of wavefunction, as corresponding to classically 
moving particles, is provided in [21]. In this reference it is shown that the wavefunction is the 
probability density of classically propagating particles starting from the observation that if 
geometrical optics exactly accounts for the propagation of field discontinuities, then classical 
mechanics should describe exactly the propagation of discontinuities in the quantum wave 
function. And, indeed, the eikonal equation in optics is found to correspond to the classical 
Hamilton-Jacobi equation, the discontinuities propagating along the rays in geometrical optics 
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and along classical trajectories in relativistic quantum mechanics (the nonrelativistic case can 
also be accommodated) at least in the non-dispersive, time-harmonic wave case [21].  
A further support for the classical propagation law of quantum particles is provided in 
[22], where the evolution laws of quantum observables are derived from the classical 
Hamilton equations with the only additional assumption of phase space non-commutativity, 
which implies that (1) is satisfied by x and p and that the quantum particle occupies a phase 
space area of . This result is obtained without the introduction of Hilbert spaces and 
quantum operators and is independent of the quantum mechanical formalism. It states that the 
quantum particle differs from the classical one only with regard to phase space localizability. 
2/h
 Because the quantum particle, understood throughout this paper as a concentration of 
energy, is not classical (in the sense that it is not point-like), although satisfying classical laws 
of motion, our interpretation of the wavefunction differs from that in the hidden-variable 
Bohmian quantum mechanics, which implies classical particles that follow trajectories 
perfectly determined by the classical equation of motion complemented with an additional 
wavefunction-dependent quantum potential [23].  
 Another argument toward our interpretation of the wavefunction is that the classical 
limit of a quantum state is an ensemble of orbits and not just a single orbit [24], as is usually 
assumed by a superficial interpretation of the Ehrenfest’s theorem. The classical limit of 
quantum states implies then that quantum averages agree with classical averages and 
probability distributions in quantum mechanics concur with classical probabilities. In its 
standard formulation Ehrenfest’s theorem states that the expectation values of the position and 
momentum operators follow a classical trajectory, i.e. mpdtqd /ˆ/ˆ 〉〈=〉〈 ,  
, where 
〉〈=〉〈 )ˆ(/ˆ qFdtpd
〉〈≅ )ˆ(qF VF −∇=  is the force associated to the scalar potential V in the Hamiltonian 
operator . )ˆ(2/ˆˆ 2 qVmpH +=
 
 13
RECONCILIATION OF THE CLASSICAL AND QUANTUM ASPECTS OF THE 
QUANTUM WAVEFUNCTION 
The mainstream quantum mechanics states that the quantum and classical descriptions of the 
world are completely different, and at best correspondences must be searched between them. 
We have seen in the previous sections, however, that the quantum wavefunction carries 
information about the classical environment, and therefore the classical world is in 
(permanent) contact with the quantum world. How can we reconcile these two points of view? 
 A straightforward answer is provided by the Wigner distribution function (WDF) 
formalism of quantum mechanics, which employs classical phase space coordinates. More 
precisely, for pure quantum states the WDF is defined as [25] 
 
∫ −⎟⎠
⎞⎜⎝
⎛ +Ψ⎟⎠
⎞⎜⎝
⎛ −Ψ= − ')/'exp(;
2
';
2
');,( *1 dxipxtxxtxxhtpxW h ,                                             (4) 
 
(a similar definition exists for mixed states, but we do not refer to it here since we are 
interested only in the wavefunction) and provides the same information about the quantum 
state as the wavefunction, the phase space formalism being analogous to that of Heisenberg 
and Schrödinger. Among the many useful properties of the WDF, reviewed in [26-30], we 
mention the fact that the wavefunction can be recovered (up to a constant factor) from the 
WDF through an inverse Fourier transform:  and that 
the spatial probability density in quantum mechanics is given by: . The 
fact that the WDF, although real, is not positive defined, as a distribution function in classical 
mechanics, should not be a problem in quantum mechanics (as well as wave theory), since 
negative regions of WDF, corresponding in wave optics to tamasic or “dark” rays, are 
necessary to accommodate phenomena such as interference and diffraction [31]. An 
alternative set of postulates to that of standard quantum mechanics has been recently defined 
∫=ΨΨ dpipxpxWx )/exp(),2/()0()( * h
∫=Ψ dppxWx ),(|)(| 2
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in terms of the WDF [4], including an interpretation of the measurement problem that allows 
the inclusion of classical measuring devices in the phase space formalism of quantum 
mechanics. So, the classical and quantum aspects of the physical world are best reconciled in 
phase space, which use the same classical coordinates for both descriptions. The phase space 
representation of quantum mechanics provides even a refined quantum-classical 
correspondence rule than the Bohr-Heisenberg correspondence principle, as shown in [32]. 
More precisely, using the WDF it is not only possible to demonstrate that the frequency and 
probability of a quantum mechanical transition between stationary states correspond, 
respectively, to a multiple of the classical dynamic frequency and to a classical Fourier 
coefficient, but (even neglecting higher-order terms in the evolution equation for WDF) the 
WDF associated to the transition is limited to a phase-space trajectory with an average energy 
between the energies of the stationary states. 
 As stated in the previous sections, the essence of quantum mechanics is captured by 
the commutation relation (1). In the phase space, however, x and p commute, since they are 
numbers. Nevertheless, the commutation relation is incorporated in the very definition of the 
WDF, as we show below by deriving both the Schrödinger equation and the uncertainty 
relations from the evolution law of the WDF. To our knowledge, this derivation is performed 
here for the first time. 
 The evolution law of the WDF  
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is usually derived from the Schrödinger equation (2). However, the process can be reversed, 
and (2) can be derived from (5), since it can be demonstrated that the Fourier transform of the 
real-valued WDF over the momentum variable can always be written as [33] 
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(The demonstration in [33] refer to a classical, positive-definite WDF that satisfies the 
Liouville equation, i.e. the left-hand-side of (5), but only the real-valuedness of the WDF is 
necessary to show (6).) In order to derive from (5) the Schrödinger equation, we follow the 
treatment in [34], but starting from completely different premises: in our case the system is 
completely described by the quantum WDF (4) instead of a positive-defined phase space 
probability density for point-like classical particles, which follows the evolution law (5) (the 
classical WDF follows the Liouville equation). First, we derive the evolution law for the 
Wigner-Moyal transformation  in (6), which can be considered as a characteristic 
function over the momentum space. This equation is 
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which can be expressed in the new variables 2/'xxy += , 2/'' xxy −=  as 
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which is the analog of the Schrödinger equation for the quantum wavefunction. The latter is 
then finally obtained from (8) and (6).  
A few remarks are in order: the derivation of the Schrödinger equation from the 
characteristic function Z was performed in [34] for the particular case in which  is an 
infinitesimal parameter. This condition and the fact that the starting equation was the 
Liouville equation for the phase space probability density instead of (5) lead to the neglect of 
'x
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the right-hand-side of (7) in [34]. If  would have been negligible, we could in turn have 
neglected the right-hand-side of (7), the resulting equation appearing as derived from the 
Liouville equation.  
'x
 As mentioned above, for the classical phase space coordinates x and p the commutator 
vanishes, i.e. , as applied on the WDF, which means that the WDF is well defined 
on any phase space point. However, the uncertainties in x and p still satisfy (3) if the 
expectation value (ensemble average) is understood as phase space average. More exactly, 
defining the phase space expectation value of a function of x and p as 
0],[ =px
∫= dxdppxWpxfpxf ),(),(),(  (the WDF is considered normalized) the average phase space 
values for the position and momentum operators become identical to the expectation values 
for the operators  and xx =ˆ xip ∂∂−= /ˆ h  in standard quantum mechanics, respectively, acting 
on the quantum wavefunction: 
 
〉〈=Ψ∫Ψ=∫ −⎟⎠
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⎞⎜⎝
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' ** h                 (9a) 
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In general, the expectation value of any function of  and  can be calculated as a phase 
space average with the WDF as a weighting function, i.e. as 
xˆ pˆ
),()ˆ,ˆ( pxfpxf =〉〈  
. ∫= dxdppxWpxf ),(),(
Equations (9a) and (9b) can serve to define the non-commutative position and 
momentum operators that act on the quantum wavefunction,  and , respectively, for 
which . The commutation relation (1) is replaced in the phase space treatment of 
quantum mechanics by commuting operators that act on an extended two-dimensional 
xˆ pˆ
hipx =]ˆ,ˆ[
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distribution function, which cannot be localized in a phase space area smaller than ; the 
quantum parameter  is incorporated in the very definition of the WDF through the 
exponential term in (4), which relates the classical x and p variables through a Fourier 
transform describing a wave-like object extended in the (x,p) plane. In summary, the 
accommodation of the quantum parameter h  does not necessarily require the change of 
classical vectors into quantum mechanical operators; the replacement of classical point-like 
particles with extended quantum mechanical concentrations of energy suffice for this purpose. 
2/h
h
 The WDF thus reconciles the quantum and classical treatments of phenomena, and is 
perfectly compatible to both the Schrödinger equation and the commutation relation, although 
defined on the classical phase space. The WDF, as advocated in [4], can be used to treat in a 
unified manner both quantum and classical systems. The use of the WDF to describe quantum 
systems is also supported by experimental reasons. Marginal distributions of the WDF for 
homodyne observables are easily determined experimentally, and offer an equivalent 
description of the quantum state to that of the quantum wavefunction or density matrix. The 
(positive) marginal distribution of a measurable position observable X, which is a combination 
of quadratures , where the μ and ν parameters refer to different scaled and rotated 
reference frames in phase space in which X is determined, is related to the WDF (for ) by 
pxX ˆˆˆ νμ +=
1=h
 
W)] dkdxdppxpxXikXw ),((exp[)2(),,( 2 νμπνμ −−−∫= − ,                                              (10) 
 
or . The WDF and the marginal 
distributions, which represent probability distributions for the position X in the scaled and 
rotated phase space reference frames, determine each other completely; in consequence the 
marginal distributions offer equivalent information to the Schrödinger equation on the 
dXddXwpxXipxW νμνμνμπ ),,()](exp[)2(),( 1 −−∫= −
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evolution of the quantum system and on the characteristics of its stationary states. Their 
evolution under a Hamiltonian  is described by )ˆ(2/ˆ 2 xVpH +=
 
0
2
Im2
1
=⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂⎟⎠
⎞⎜⎝
⎛
∂
∂−∂
∂−∂
∂−
−
w
Xx
iVw
dt
dw
μ
ν
νμ                                                                   (11) 
 
(see [35] for details). Marginal distributions with  are actually measured in 
tomography experiments.  
122 =+νμ
 
CONCLUSIONS 
We have argued that the quantum wavefunction is an intermediate description of a material 
quantum particle between the quantum and classical realms. The quantum wavefunction is in 
our view a probability density of finding a single quantum particle, which evolves according 
to classical mechanical laws but is not classical since it cannot be localized in a phase space 
area smaller than  (for a one-dimensional system). According to these considerations we 
feel that classical and quantum mechanics should be treated separately, a unified description 
being possible in terms of the WDF. This distribution function, although defined on classical 
phase space coordinates, includes in its definition the nonlocalization property of quantum 
systems, and leads to both the Schrödinger equation for the quantum wavefunction and to the 
definition of position and momentum operators acting on it.  
2/h
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