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Necessary and sufficient conditions for positive
semidefinite quantum mutual information matrices
Feng Liu, Fei Gao, Su-Juan Qin, and Qiao-Yan Wen
Abstract—For any n-partite state ρA1A2···An , we define its
quantum mutual information matrix as an n by n matrix whose
(i, j)-entry is given by quantum mutual information I(ρAiAj ).
Although each entry of quantum mutual information matrix, like
its classical counterpart, is also used to measure bipartite cor-
relations, the similarity ends here: quantum mutual information
matrices are not always positive semidefinite even for collections
of up to 3-partite states. In this work, we obtain necessary
and sufficient conditions for the positive semidefinite quantum
mutual information matrix. We further define the genuine n-
partite mutual information which can be easily calculated. This
definition is symmetric, nonnegative, bounded and more accurate
for measuring multipartite states.
Index Terms—quantum mutual information matrix, positive
semidefinite, genuine mutual information.
I. INTRODUCTION
In classical information theory, the Shannon entropy
H(X) = H(p) = −∑i pi log2 pi is used to quantify the
information in a source X , which produces messages xi with
a probability distribution p = {pi}. Correlations between two
different discrete random variables X and Y are measured by
the mutual information
I(X : Y ) = H(X) +H(Y )−H(XY ).
The mutual information measures how much information X
and Y have in common, and it is bounded above by the
marginal entropies:
I(X : Y ) ≤ min{H(X), H(Y )}. (1)
By analogy with the mutual information it is possible to
define quantum mutual information for composite quantum
systems. When ρA1A2 is shared by two parties A1 and A2
with marginals ρA1 = trA2ρA1A2 and ρA2 = trA1ρA1A2 , the
straightforward generalization of the mutual information is the
quantum mutual information
I(ρA1A2) = S(ρA1) + S(ρA2)− S(ρA1A2), (2)
where S(ρAi) is the von Neumann entropy. The quantum mu-
tual information is also used to quantify the total correlations
in ρA1A2 [1,2]. As a rule of thumb, the quantum world is full
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of surprises as pointed out by Li and Luo in Ref. [3], and
indeed new phenomena arise here. (i) Suppose |A1A2〉 is a
pure state, S(A1|A2) < 0 if and only if |A1A2〉 is entangled.
In other words, the conditional entropy can be either positive,
negative, or zero in a general composite quantum system. (ii)
Based on quantum effects, which lead to stronger correlations
than classically possible, one has the following bound:
I(ρA1A2) ≤ 2min{S(ρA1), S(ρA2)}. (3)
The factor 2 is apparently of a quantum origin [3]. In partic-
ular, if S(A1|A2) < 0, then
I(ρA1A2) = S(A1)− S(A1|A2) > S(A1).
This phenomenon has many interesting applications for quan-
tum information theory.
In order to effectively registration of multiple ultrasound
images, Wang and Shen [4] introduce the mutual informa-
tion matrix. This matrix has been conjectured to be positive
semidefinite. Recently, Jakobsen [5] gave counterexamples
to the conjecture, and shew that the conjecture holds for
up to three random variables. By analogy with the mutual
information matrix we give the definition for quantum mutual
information matrix. Motivated by the Jakobsen’s result [5],
one might be tempted to guess that the quantum mutual
information matrix is always positive semidefinite for up to a
3-partite state. Amazingly, due to quantum effects (i) and (ii),
which lead to stronger correlations than classically possible,
the above conjecture does not hold in general, and then
the necessary and sufficient conditions should be considered.
This is the question we address in this work. On the other
hand, Polani [5] has observed that the mutual information
matrix is positive semidefinite in many applications. How to
give a naturally general sufficient condition that explains this
phenomenon is an open problem. Exploiting the eigenvalues of
the contract diagonal matrix with quantum mutual information
matrices and the form of the Shannon entropies, we define the
genuine n-partite quantum mutual information, and discuss
its properties. Then, the definition is testified in multi-qubit
pure states and proved to be more accurate than n-partite
information [6,7] on measurement the total correlation of
multipartite states.
In the next section we introduce the quantum mutual in-
formation matrix and give a counterexample to show that it is
not always positive semidefinite. Section III contains our proof
that the necessary and sufficient conditions for the positive
semidefinite mutual information matrix. We also explain why
we believe that these conditions can be continually hold when
the number of partite is increasing. In Sec. IV, we describe the
genuine n-partite quantum mutual information, and show that
2it is more effective on measurement of the total correlation.
We conclude in Sec. V.
II. QUANTUM MUTUAL INFORMATION MATRIX
For any n-partite state ρA1A2···An , we define its quantum
mutual information matrix to be the n by n matrix whose
(i, j) entry is given by I(ρAiAj ) where
ρAiAj = tr{A1A2···An}−{AiAj}ρA1A2···An .
In particular,
I(ρAiAi) = S(ρAi), I(ρAiAj ) = I(ρAjAi) and
I(ρAiAj ) ≥ 0.
Then the quantum mutual information matrix is as follows:
Mn =


S(ρA1) I(ρA1A2) · · · I(ρA1An)
I(ρA1A2) S(ρA2) · · · I(ρA2An)
.
.
.
.
.
.
.
.
.
.
.
.
I(ρA1An) I(ρA2An) · · · S(ρAn)

 (4)
which is obviously a real symmetric matrix. Then the quantum
mutual information matrix and its contract matrix M ′n (M ′n =
CTM ′nC where C is an invertible matrix, and CT is the matrix
transpose of C) have the same index of inertia.
In the classical world, the mutual information matrix was
proofed to be positive semi-definite for all three-tuples in [5].
The proof can be obtained from Eq.(1). Here, we will give a
counterexample for 2 by 2 quantum mutual information matrix
which is based on the negative conditional entropy.
Example 1. Consider a system A1A2 of two qubits in the
entangled state ρA1A2 = (|01〉 − |10〉)/
√
2. System A1(A2)
has the density operator I/2, and thus has entropy equal to
one. On the other hand, this is a pure state so
S(ρA1A2) = 0 and I(ρA1A2) = 2S(ρA1) = 2.
The quantum mutual information matrix for ρA1A2 is
M2 =
(
1 2
2 1
)
which is contract with
M ′2 =
(
1 0
0 −3
)
,
i.e. there exists the invertible matrix F =
(
1 0
−2 1
)
, which
transforms M2 into M ′2 as follows FM2FT = M ′2. Because
a matrix is positive semidefinite if and only if its eigenvalues
are all nonnegative, M2 is not a positive definite matrix.
The counterexample suggests that the negative conditional
entropy [8] or I(ρAiAj ) ≥ S(ρAi) is responsible for this
counterintuitive phenomenon. In the next section we study
this phenomenon from a different perspective and find the
necessary and sufficient conditions for positive semidefinite
mutual information matrices.
III. NECESSARY AND SUFFICIENT CONDITIONS
For any n-partite state ρA1A2···An , we are going to deter-
mine which states’ quantum mutual information matrices are
positive semidefinite. Combining the inequality relation (3)
with the zero entropy for a pure state, we have two lemmas
as follows.
Lemma 1. For the n-partite state ρA1A2···An , if there exists
i ∈ {1, 2, · · · , n} satisfying S(ρAi) = 0, then I(ρAiAj ) = 0
for every j ∈ {1, 2, · · · , n}.
These equalities can be proved by Eq.(3) for any 2-partite
state ρAiAj . From Eq. (3), we can see that
I(ρAiAj ) ≤ 2S(ρAi) = 0.
Since 0 ≤ I(ρAiAj ), we know that I(ρAiAj ) = 0 for every
j ∈ {1, 2, · · · , n}.
From Lemma 1, all elements in the ith row and ith column of
the quantum mutual information matrix Mn of ρA1A2···An are
zero when S(ρAi) = 0. Therefore, Mn has the same positive
semidefinite property with Mn−1 of ρA1A2···Ai−1Ai+1···An .
This is our second Lemma.
Lemma 2. For the n-partite state ρA1A2···An , if there exists
i ∈ {1, 2, · · · , n} satisfying S(ρAi) = 0, then Mn and Mn−1
of ρA1A2···Ai−1Ai+1···An have the same positive semi-definite
property.
Since Mn and its contract matrix have the same positive
semi-definite property, we can also make S(ρAi) in ascending
order, i.e. S(ρA1) ≤ S(ρA2) ≤ · · ·S(ρAn). Without loss of
generality, hereafter the matrix always have this characteristic.
Let the ith-order principle minor sequence of Mn is
Pi =


S(ρA1) I(ρA1A2) · · · I(ρA1Ai)
I(ρA1A2) S(ρA2) · · · I(ρA2Ai)
.
.
.
.
.
.
.
.
.
.
.
.
I(ρA1Ai) I(ρA2Ai) · · · S(ρAi)

 .
From the above lemmas, we give the explicit properties of
the quantum states which saturate the positive semi-definite
property of mutual information matrix, and have the following
results.
Theorem 1. For any 2-partite state ρA1A2 , we have
a) M2 must be positive semi-definite, when
S(ρA1) · S(ρA2) = 0.
b) M2 is positive semi-definite if and only if
P2 = S(ρA1) · S(ρA2)− I2(ρA1A2) ≥ 0,
when P1 = S(ρA1) > 0.
Proof. For ρA1A2 ,
M2 =
(
S(ρA1) I(ρA1A2)
I(ρA1A2) S(ρA2)
)
.
a) If there exists i ∈ {1, 2} satisfying S(ρAi) = 0 and
without loss of generality, let S(ρA1) = 0, M2 and M1 =
(S(ρA2)) have the same positive semi-definite property from
Lemma 1 and Lemma 2. M1 is positive semi-definite if and
only if S(ρA2) ≥ 0, which is always stand up. Therefore, we
obtain that
S(ρA1) · S(ρA2) = I2(ρA1A2) = 0
and M2 is positive semi-definite.
b) If S(ρA1) > 0, M2 is contract with
M ′2 =
(
S(ρA1) 0
0
S(ρA1 )·S(ρA2)−I2(ρA1A2 )
S(ρA1 )
)
.
M ′2 is positive semi-definite if and only if its every diagonal
elements are nonnegative, that is to say,
P2 = S(ρA1) · S(ρA2)− I2(ρA1A2) ≥ 0.
Therefore, M2 is positive semi-definite under the same condi-
tion.
This completes the proof of Theorem 1.
This result shows that M2 is positive semi-definite if and
only if its second order principle minor sequence is nonnega-
tive. That is to say, Theorem 1 can be equivalently expressed
as follows.
3Theorem 1’. For any 2-partite state ρA1A2 , M2 is positive
semi-definite if and only if all second order principle minor
sequences are nonnegative, i.e. its determinant |M2| is non-
negative.
The phenomena is completely different from mutual in-
formation matrices in the classical world, because H(X) ·
H(Y ) ≥ I2(X : Y ) is always stand up for any two random
variables X and Y from Eq.(1).
By analogy with the above processing of proof, it is possible
to obtain the similar necessary and sufficient conditions for 3-
partite state as follows.
Theorem 2. For any 3-partite state ρA1A2A3 , under the
concept of contract, we have
a) M3 is positive semi-definite if and only if
S(ρA2) · S(ρA3) ≥ I2(ρA2A3), when S(ρA1) = 0.
b) M3 is positive semi-definite if and only if
S(ρA1) · S(ρA3) ≥ I2(ρA1A3)
and S(ρA1) · I(ρA2A3) = I(ρA1A2) · I(ρA1A3),
when S(ρA1) ≥ 0 and S(ρA1) · S(ρA2) = I2(ρA1A2).
c) M3 is positive semi-definite if and only if
S(ρA1)·S(ρA2 )·S(ρA3)+2·I(ρA1A2)·I(ρA1A3)·I(ρA2A3) ≥
S(ρA1)·I2(ρA2A3)+S(ρA2)·I2(ρA1A3)+S(ρA3 )·I2(ρA1A2),
i.e. P3 ≥ 0, when P2 = S(ρA1) · S(ρA2)− I2(ρA1A2) > 0.
Proof. For ρA1A2A3 ,
M3 =

 S(ρA1) I(ρA1A2) I(ρA1A3)I(ρA1A2) S(ρA2) I(ρA2A3)
I(ρA1A3) I(ρA2A3) S(ρA3)

 .
a) If S(ρA1) = 0, M3 and
M2 =
(
S(ρA2) I(ρA2A3)
I(ρA2A3) S(ρA3)
)
have the same positive semi-definite property from Lemma 2.
From Theorem 1, we know M2 is positive semi-definite if
and only if S(ρA2) · S(ρA3) ≥ I2(ρA2A3). So M3 is positive
semi-definite under the same limitation.
b) Because S(ρA1) 6= 0, M3 is contract with
M ′3 =

 S(ρA1) 0 00 α β
0 β γ

 .
where α = S(ρA1 )·S(ρA2)−I
2(ρA1A2 )
S(ρA1)
,
β =
S(ρA1 )·I(ρA2A3)−I(ρA1A2)·I(ρA1A3)
S(ρA1 )
, and
γ =
S(ρA1 )·S(ρA3)−I2(ρA1A3 )
S(ρA1 )
.
When S(ρA1) · S(ρA2) − I2(ρA1A2) = 0, the necessary
condition for positive semi-definite M3 is its principle minor
sequences are all nonnegative. Then we have
α ≥ 0, γ ≥ 0, and
∣∣∣∣ α ββ γ
∣∣∣∣≥ 0.
However,
∣∣∣∣ α ββ γ
∣∣∣∣= −β2 ≥ 0 if and only if β = 0. M ′3
can be rewritten as follows

S(ρA1) 0 0
0 0 0
0 0
S(ρA1 )·S(ρA3)−I2(ρA1A3 )
S(ρA1 )

 .
So we obtain that M3 is positive semi-definite if and only
if
S(ρA1) · S(ρA3) ≥ I2(ρA1A3) and
S(ρA1) · I(ρA2A3) = I(ρA1A2) · I(ρA1A3).
c) When S(ρA1) ·S(ρA2)− I2(ρA1A2) > 0, M3 is contract
with
M ′′3 =

 S(ρA1) 0 00 ξ 0
0 0 ζ

 . (5)
where ξ = S(ρA1 )·S(ρA2 )−I
2(ρA1A2)
S(ρA1 )
, and
ζ =
S(ρA1 )·S(ρA3)−I2(ρA1A3 )
S(ρA1 )·(S(ρA1 )·S(ρA2)−I2(ρA1A2 ))
− (S(ρA1 )·I(ρA2A3 )−I(ρA1A2 )·I(ρA1A3 ))
2
S(ρA1 )·(S(ρA1)·S(ρA2 )−I2(ρA1A2 ))2 .
So, M3 is positive semi-definite if and only if ζ ≥ 0, i.e.
S(ρA1)·S(ρA2 )·S(ρA3)+2·I(ρA1A2)·I(ρA1A3)·I(ρA2A3) ≥
S(ρA1)·I2(ρA2A3)+S(ρA2)·I2(ρA1A3)+S(ρA3)·I2(ρA1A2).
This completes the proof of Theorem 2.
This result similarly shows that M3 is positive semi-definite
if and only if its every principle minor sequence are all
nonnegative. That is to say, Theorem 2 can be equivalently
expressed as follows.
Theorem 2’. For any 3-partite state ρA1A2A3 , M3 is positive
semi-definite if and only P3 = |M3| ≥ 0 when P2 > 0.
The phenomena is also completely different from mutual
information matrices in the classical world, because M3 is
always positive semi-definite for any three random variables
[5]. In the similar way, we convince that Mn is positive
semi-definite if and only if its determinant Pn = |Mn| is
nonnegative when the (n−1)th-order principle minor sequence
is positive.
In the next section, we will show that Mn can be used
to define the genuine n-partite quantum mutual information,
which supports Polani’s assertion [5].
IV. GENUINE QUANTUM MUTUAL INFORMATION
Quantum mutual information measures the total amount of
correlation (both classical and quantum) between two systems.
Consistent with this interpretation, the mutual information
is always non-negative. To measures the total amount of
correlation of n-partite state, the more complicated n-partite
information [6] (or In-measure [7]) is defined. However, in a
general quantum system In can be either positive, negative,
or zero, and there exists a typical quantum field theory which
can exhibit all three behaviors depending on the choice of n
systems [6,9]. The phenomenon means that unlike quantum
mutual information on 2-partite state, n-partite mutual infor-
mation is ill defined [4].
In order to overcome the problem, in this section, we
introduce two definitions about n-partite quantum mutual
information based on Mn. By calculating eigenvalues of Mn,
n-partite quantum mutual information is defined as the first
definition. The second definition is the mathematical expec-
tation of all 2-partite quantum mutual information in Mn, as
for the Shannon entropy. It is nonnegative and could be easily
calculated, and enables us to measure the total correlation on
more than two partite. In the end, these definitions are tested
and the second definition is proved to be effective.
Definition 1. Multipartite quantum mutual information I ′G
of n-partite state ρA1A2···An can be expressed
I ′G(ρA1:A2:···:An) = −
∑
i
λi log2 λi, (6)
4where λi are the eigenvalues of Mn, and 0 log2 0 = 0.
From Eq. (5), we know I ′G may be negative. So I ′G is still an
ill definition, and it cannot be selected as the genuine quantum
mutual information.
Definition 2. Genuine quantum mutual information IG of
n-partite state ρA1A2···An can be expressed
IG(ρA1:A2:···:An)
= −
∑
ij
p(I(ρAiAj )) log2 p(I(ρAiAj )), (7)
where p(I(ρAiAj )) = I(ρAiAj )/
∑
ij I(ρAiAj ).
To get some feeling for how the genuine quantum mutual
information behaves, we now give some properties of it.
Theorem 3. (Basic properties of the genuine quantum mutual
information IG)
a) IG is symmetric. It does not change under any permuta-
tion of the partite.
b) IG is non-negtive. It is zero if and only if the n-partite
has the form of ρA1A2···An = ρA1 ⊗ ρA2 ⊗ · · · ⊗ ρAn , where
ρAi is a reduced state of the ith subsystem and is pure.
c) IG(ρA1:A2:···:An) ≤ 2 log2 n, with equality if and only
if ρAi is pure with the knowledge of ρAj . Here, i, j ∈
{1, 2, · · · , n}.
Proof. a) Obvious from the relevant definitions.
b) − log2 p(I(ρAiAj )) ≥ 0, so IG ≥ 0 with equality if and
only if I(ρAiAj ) = 0. So S(ρAi) = 0 and ρAiAj = ρAi⊗ρAj ,
i.e., ρA1A2···An = ρA1 ⊗ ρA2 ⊗ · · · ⊗ ρAn and ρAi is pure.
c) A very useful property in information theory is x log2 x
is a convex function. We find that
IG(ρA1:A2:···:An) ≤ − log2
∑
ij p
2(I(ρAiAj ))
= − log2
∑
ij I
2(ρAiAj )/[
∑
ij I(ρAiAj )]
2
≤ −2 log2 n.
Notice that equality is achieved if and only if
I(ρAiAj ) = S(ρAk), for i, j, k ∈ {1, 2, · · · , n},
i.e. ρAi is pure with the knowledge of ρAj .
Multi-systems are correlated if together they contain more
information than taken separately. If we measure the lack
of information by entropy, this definition of correlations is
captured by the mutual information [10]. The total correlation,
as given by the quantum mutual information in Eq. (2), can-
not be exhausted by classical correlations and entanglement.
Nowadays, there are many ways of understanding the gap in
correlations. In the multipartite case it is known that there are
several inequivalent classes of states, such as those represented
by the W -state and the GHZ-state. D’Hondt and Panangaden
[11] shew that the W -state is the only pure state that can
be used to exactly solve the problem of leader election in
anonymous quantum networks, and the GHZ-state is the only
one that can be used to solve the problem of distributed
consensus when no classical post-processing is considered.
In order to gain intuition for the meaning of I ′G, IG, the
tripartite information [6,7], and the quantum correlation [12],
we consider a 3-qubit GHZ-state and a 4-qubit W -state
respectively. Here, the tripartite information is defined as
I3(ρA1:A2:A3) = I(ρA1:A2) + I(ρA1:A3)− I(ρA1:A2A3);
the quantum correlation is the following difference
Q(ρA1A2A3A4) = minΠ[I(ρA1A2A3A4)− I(Π(ρA1A2A3A4))],
where Π(ρA1A2A3A4) =
∑−→
k
Π
−→
k ρA1A2A3A4Π
−→
k
,
−→
k = (i1, i2, i3, i4) and Π−→k = Π
i1
A1
⊗ Πi2A2 ⊗Πi3A3 ⊗Πi4A4 .
Example 2. Consider the following tripartite pure state:
ρA1A2A3 = |GHZ〉〈GHZ|. (8)
where |GHZ〉 = 1√
2
(|000〉+ |111〉). It has I3(ρA1:A2:A3) = 0
because the correlations between A1 and A2 are redundant
with those between A1 and A3. The corresponding quantum
mutual information matrix is
M3 =

 1 1 11 1 1
1 1 1

 .
Therefore, I ′G(ρA1A2A3) = 0 because the three eigenvalues
of M3 are respectively 1, 0, 0. IG(ρA1A2A3) = log23,
which comes from I(ρAiAj ) = 1 for i, j ∈ {1, 2, 3}, and
p(I(ρAiAj )) =
1
9 .
For the maximally entangled state ρA1A2A3 , there should
exist nonzero quantum correlation because it is not a seperate
state. So it has nonzero total correlation, and I ′G(ρA1A2A3) = 0
and I3(ρA1:A2:A3) = 0 are all not good measurements. On the
other hand,
IG(ρA1A2A3) = 2log23,
which is just the maximum of IG(ρA1:A2:A3). Therefore, IG
in Eq. (7) can be defined as the genuine quantum mutual
information.
Example 3. Consider the following four-partite pure state:
ρA1A2A3A4 = |W 〉〈W |, (9)
where |W 〉 = 12 (|1000〉 + |0100〉 + |0010〉 + |0001〉).
It has Q(ρA1A2A3A4) = 2 from Fig.2 in Ref. [12]. So
I(ρA1A2A3A4) ≥ 2.
The reduced density operators are
ρAi =
1
4 (3|0〉〈0|+ |1〉〈1|,
and
ρAiAj =
1
4 (2|00〉〈00|+ (|01〉+ |10〉)(〈01|+ 〈10|),
where i, j ∈ {1, 2, 3, 4} and i 6= j. Then, its quantum mutual
information matrix is
M4 =


0.8113 0.6226 0.6226 0.6226
0.6226 0.8113 0.6226 0.6226
0.6226 0.6226 0.8113 0.6226
0.6226 0.6226 0.6226 0.8113

 .
The contract diagonal matrix of M4 have the four eigen-
values: 0.2706, 0.3335, 0.6228 and 0.8113. Therefore,
I ′G(ρA1A2A3A4) = 1.7810. Through simple calculations, we
obtain IG(ρA1A2A3A4) = 3.9897, which is closer to the
maximum value 2 log 2(4) = 4 of IG(ρA1A2A3A4).
IG in Eq. (7) is proved as a better multipartite total
correlation measurement again.
V. CONCLUSION
The mutual information matrix is n by n real symmetric
matrix, and is proved to be always positive semi-definite for
all three-tuples [5]. By analogy with it, we define the quantum
mutual information matrix which is also n by n real symmetric
matrix. However, it is not always positive semidefinite. In this
work, we give the necessary and sufficient conditions for the
saturating of positive semi-definite characteristic. Further, we
have shown that the quantum mutual information matrix can
5be used to provide a useful tool for characterizing the total
correlation in multipartite systems, overcoming some flaws of
the I-measure [7].
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