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Different artiﬁcial intelligent tools have been used to model pitting corrosion behaviour
of EN 1.4404 austenitic stainless steel. Samples from this material have been subjected
to polarization tests in different chloride solutions using different precursor salts: NaCl
and MgCl2. The aim of this work is to compare the results obtained from the different
classiﬁcation models using both solutions studying the inﬂuence of them. Furthermore,
in order to determine pitting potential values (Epit), different environmental conditions
have been tested varying chloride ion concentration, pH value and temperature. The
techniques used try to ﬁnd the relation between the environmental parameters studied
and the status pitting corrosion of this alloy. Several classiﬁcation techniques have been
used: Classiﬁcation Trees (CT), Discriminant Analysis (DA), K-Nearest-Neighbours (K-NN),
Back-Propagation Neural Networks (BPNN) and Support Vector Machine (SVM). The results
obtained show the good correlation between experimental and predicted data for all
the cases studied demonstrating the utility of artiﬁcial intelligence for modelling pitting
corrosion problem.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Austenitic stainless steel has become one of the most suitable materials for applications in building and architecture due
to its good properties such as good corrosion resistance. This property is primarily attributed to the passive ﬁlm formed on
its surface which is a mixture of iron and chromium oxides. The presence of chromium in austenitic stainless steel greatly
improves the corrosion resistance of this material by forming a thin stable oxide ﬁlm on the surface. This is the reason why
chromium–nickel stainless steels are now the most widely used materials in a wide range of corrosive environments both
at room and elevated temperatures [13]. However, it is known that under the action of aggressive ions, i.e. chloride anion,
the passive layer of stainless steel breaks causing pitting corrosion [20]. This kind of corrosion is one of the most important
problems in stainless steels. Nowadays, the cost of corrosion is estimated on the order of 3–4% of gross domestic product
(GDP) so many studies have been developed in order to reduce this effect [21].
The effects of pitting corrosion of stainless steels depend on different parameters such as environmental and metallurgi-
cal conditions, chemical composition, etc. Several researches have tried to investigate this phenomenon in order to improve
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292 M.J. Jiménez-Come et al. / Journal of Applied Logic 10 (2012) 291–297the behaviour of this material about corrosion resistance [6,11,24]. Pitting Resistance Equivalent (PRE) is the expression ob-
tained as a result from some of these studies. PRE sets a relation between Cr, Mo and N concentrations in the alloy in order
to quantify the inﬂuence of these elements on the corrosion behaviour in austenitic stainless steel [1,15]. In addition, envi-
ronmental conditions are one of the most critical aspects which affect corrosion resistance: depending on the type of saline
solutions and temperature, the material may suffer corrosion and its properties will be affected by this phenomenon [17].
In order to have a good control of corrosion it is necessary to develop automatic classiﬁcation models. Soft computing
approaches have been recently used to model and analyse complex systems in different ﬁelds of study, leading to achieve
tractability, robustness and low solution cost [2–4,19,22,23].
To continue our studies about modelling pitting corrosion in stainless steel [9], classiﬁcation techniques have been ap-
plied to study corrosion behaviour of type EN 1.4404 stainless steel using different salt solutions. In this work it is analysed
the corrosion behaviour of this material which contains 2–4 wt% molybdenum giving a substantial improvement in general
corrosion resistance, particularly in pitting corrosion. Based on experimental data from an European project called “Avoiding
catastrophic corrosion failure of stainless steel” – CORINOX – (RFSR-CT-2006-00022), partly developed in ACERINOX, differ-
ent classiﬁcation models have been used to evaluate pitting corrosion risk of austenitic stainless steel. Two different salt
solutions were used for polarization tests, NaCl and MgCl2, in different environmental conditions varying chloride ion con-
centrations, pH values and temperature in order to compare the results obtained and to describe the underlying corrosion
problem about EN 1.4404 stainless steel.
2. Methodology
2.1. The database
A set of 155 samples from EN 1.4404 stainless steel were subjected to polarization tests in different salt solutions: NaCl
(78 samples) and MgCl2 (77 samples). These tests were carried out in order to determine pitting potential values in different
environmental conditions. The composition of the material was: 0.026% C, 0.37% Si, 1.6% Mn, 0.01% S, 16.6% Cr, 10.2% Ni,
2.4% Mo, 0.025% N, 0.032% P. All the specimens were cut into 40 mm × 40 mm samples to measure pitting potentials. They
were subjected to electrochemical polarization tests in aqueous environment of varying chloride ion concentration (0.0025–
0.1 M), pH values (3.5–8) and temperature (278–348 K) in order to study pitting corrosion status. Different polarization
curves obtained from several tests are showed in Fig. 1.
All the samples tested were previously placed in electrical contact with copper. All of them were polished down to
#600 grit on wet silicon carbide paper. The tests were carried out using a potentiostat PARSTAT 2273. The solution into the
cell was desaturated with nitrogen before the beginning of the test during 30 minutes. The specimens were cathodically
cleaned at a conditioning potential of −1300 mV during 180 seconds in an initial stage. After that, the test is initiated
at −1100 mV with a scan rate of 0.17 mV/sec. For each sample tested, pitting potential was reported as the potential at
which the current density reached 100 μA/cm2. The values obtained for each test (chloride ion concentration, pH value,
temperature and pitting potential value) were used as database for modelling pitting corrosion status.
2.2. Classiﬁcation models
Based on experimental data, different types of classiﬁcation models have been used to evaluate status corrosion for each
sample tested: corrosion patterns (status 1) vs no-corrosion patterns (status 0). CT, DA, K-NN, BPNN and SVM techniques
have been used to solve this binary classiﬁcation problem.
The ﬁrst model used was CT which is one of the simplest and yet most successful forms of learning algorithm. This
technique has been extensively studied in artiﬁcial intelligence. This method takes as input a pattern described by a set
of features and produces an output calculated by testing attributes. The basic idea of this algorithm is to test the most
important attributes which make the most different to the classiﬁcation of the different samples.
DA is a powerful technique which is designed to ﬁnd explicit suitable boundaries for the different patterns studied. This
supervised method tries to achieve maximum separation among the data to get optimal boundaries between studied classes.
This technique deﬁnes new variables as combination of the original features. Two different discriminant functions have been
tested in this work: LDA (Linear Discriminant Analysis) and QDA (Quadratic Discriminant Analysis) in order to know which one
gives best results [16].
K-NN technique is a mathematically very simple classiﬁcation procedure. This technique computes the distance between
the pattern which label is unknown and each of the objects from the training set. The key idea behind K-NN classiﬁcation is
that similar observations belong to similar classes. For any test instance x, its k closest neighbours y1, y2, . . . , yk are studied
and a vote is used to assign the most common class to x. In this way, the class of x is given by the following equation:
c(x) = argmax
c∈C
k∑
i=1
δ
(
c, c(yi)
)
(1)
where c(x) is the class of x while c(yi) is the class of each neighbour studied and δ is a function that δ(u, v) = 1 if u = v .
Two parameters describe this model: the type of distance used and the number of neighbours considered. In this case,
Euclidean distance is used as the distance metric [8] and k is selected as impair numbers from 1 to 5.
M.J. Jiménez-Come et al. / Journal of Applied Logic 10 (2012) 291–297 293Fig. 1. Polarization curves measured for EN 1.4404 using MgCl2 precursor salt. Test conditions: 0.05 M (mol/L) chlorides ions, pH = 5.5 and different
temperatures.
Artiﬁcial Neural Networks (ANN) have been proposed as a means for mathematical computation. Artiﬁcial neurons are
connected together into an architecture forming a network where each input variable is connected to one or more output
nodes. A middle layer of neurons between the input and output units may be intercalated. Different values of weights are
assigned to each connection between the different neurons from the different layers. This conﬁguration gives a powerful
classiﬁer due to it has the ability to handle nonlinear relationships between the output and the input variables. The back-
propagation process adjusts weights of misclassiﬁed cases in order to improve the predictive power of the model. The
network used in this work has been trained using the Levenberg–Marquardt algorithm, minimizing the mean squared error
(MSE) of the difference between the value obtained by the network in each step and the target value [18]. The Levenberg–
Marquardt optimization method uses a search direction that is a cross between the Gauss–Newton direction and the steepest
descent direction [12,14]. The ANN model designed in this paper has many input neurons as features observed for each
pattern: chloride ion concentration, pH values, temperature and values of critical pitting potentials (Epit) and many output
neurons as categories: 1, patterns with corrosion and 0, pattern without corrosion. Neurons were connected to all previous
layers by weight connections. In training sequences, the output obtained from the network is compared to the desired value
and the error calculated is backpropagated to the hidden and input layers in order to adjust weight and minimize the error
using Levenberg–Marquardt algorithm getting the typical structure of BPNN. Different number of neurons in hidden layer
(1, 2, 5, 10, 20) and different epoch values have been used in training stage: 100, 300 and 500 in order to study the optimal
structure for the network.
The high training time required for most BPNN has forced authors to apply other techniques. In this way, kernel methods
and, in particular, support vector machines have been considered as a powerful artiﬁcial intelligence alternative to neural
network. Giving a data set M in the form of {x j, y j}tj=1 where x j is the feature vector and y j is the label for each pattern,
SVM works mapping patterns from training set into a high dimensional space by using different kernel functions φ : X → H .
This technique tries to obtain the optimal hyperplane in the new feature space which is the one with the maximal distance
to the closest pattern from the training data, therefore the good choice of kernel function is one of the most important
steps in this algorithm. The decision boundary for binary classiﬁcation problem takes the form of an optimal separating
hyperplane given by the equation: w · φ(x) + b = 0 where w is the weight vector and b is the bias. The hyperplane can be
obtained by solving the optimization problem:
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Percentage of all cases correctly classiﬁed for each method with MgCl2. Results were obtained by calculating the median from 20 repetitions for each model
(in the 2CV experiment).
Models CT DA K-NN BPNN (epoch = 300) SVM (C = 20)
LDA SQDA k = 1 k = 5 nh = 1 nh = 2 nh = 20 L P RBF
NaCl LOO PCA 0.94 0.87 0.90 0.95 0.92 0.91 0.94 0.92 0.92 0.96 0.94
No PCA 0.94 0.95 0.94 0.91 0.91 0.92 0.96 0.87 0.94 0.96 0.96
2CV PCA 0.93 0.87 0.91 0.94 0.92 0.92 0.93 0.89 0.90 0.95 0.92
No PCA 0.93 0.95 0.91 0.87 0.85 0.92 0.92 0.82 0.93 0.94 0.94
MgCl2 LOO PCA 0.99 0.92 0.97 0.96 0.99 0.96 0.95 0.87 0.99 0.96 0.97
No PCA 0.99 0.95 0.97 0.96 0.91 0.94 0.94 0.82 0.99 0.96 0.97
2CV PCA 0.98 0.92 0.98 0.95 0.95 0.96 0.96 0.86 0.98 0.97 0.97
No PCA 0.97 0.93 0.94 0.90 0.86 0.96 0.95 0.84 0.97 0.95 0.94
min
1
2
‖w‖2 + C
l∑
j=1
ξ j subject to y j
(
w · φ(x j) + b
)+ ξ j  1 and ξ j  0
for j = 1, . . . , t where ξ j are called slack variables and C is the regularization parameter used to balance the margin and
the training error.
This technique applies the Vapnik–Chervonenkis theory which sets the class of function which has a capacity that is
suitable for the amount of available training data. This theory provides bounds on the test error. The minimization of these
bounds depends on both the empirical risk and the capacity of the function class, leading to the principle of structural risk
minimization. The capacity concept of this theory is the Vapnik–Chervonenkis dimension deﬁned as the largest number of
points that can be separated in all possible ways using functions of the given class [5].
A special characteristic of SVM is that the solution to a classiﬁcation problem is represented by the support vectors
which are the points that determine the maximum margin hyperplane. To construct this optimum margin hyperplane,
the optimization problem has been solved using quadratic programming. Therefore, the effectiveness of SVM depends on
the selection of kernel, the kernel’s parameters and soft margin parameter (C ) as it was studied in previous work [9]. To
continue our studies in the same way, in order to compare the results with both solutions used, similar characteristics of the
different parameters for this technique were used. In this way, it is possible to get a comparison between the result obtained
using MgCl2 and those obtained from NaCl solutions. Different functions have been employed as kernel: linear, quadratic,
polynomial (grade 3) and radial basis function (RBF) with different scaling factors (γ = 2−3,20,23). Furthermore, different
values of C (2−5,2−1,20,23,27) were tested to get the optimal structure for this model. The best results are collected in
Table 1.
3. Experimental procedure
The data set obtained from CORINOX project, were classiﬁed into two different groups: corrosion and no-corrosion groups
for both cases, using NaCl and MgCl2 as precursor salts. The four different features measured for all the patterns were:
chloride ion concentration, pH values, temperature and values of critical pitting potentials (Epit).
Dimensionality of input data set can inﬂuence the ﬁnal classiﬁcation results. PCA is one of the most used methods for the
reduction of multidimensional data. The basic idea of PCA is to ﬁnd a set of linear transformation of the original variables
retaining in a relatively fewer of new variables the most important information [10]. In this work, two new principal features
have been used retaining 99% conﬁdence interval for the variance in the most of iterations in the training stage. The results
obtained using these new variables are compared to those obtained using all the original ones. Furthermore, the collected
data were scaled linearly falling in the interval [−1,1].
In order to validate all the classiﬁcation models used, two different techniques have been used: leave one out (LOO) and
2-cross validation (2CV) [7]. The different models were compared estimating the percentage of cases correctly classiﬁed in
order to choose the best technique to model austenitic stainless steel corrosion.
4. Results
Different classiﬁcation models have been used to study pitting corrosion status of EN 1.4404 stainless steels. All calcula-
tions were carried out using a 7.8 version of Matlab. In Table 1, some of the results obtained are shown. This table collects
the percentage of cases well classiﬁed for each model.
The results were obtained using two different precursor salts: NaCl and MgCl2 in order to compare the behaviour of
the different classiﬁcation models for both solutions. Two different techniques were used in learning stage: LOO and 2CV.
The results obtained from 2CV were obtained by calculating the median from 20 repetitions for each model. In addition,
all the models were tested by two ways: without preprocessing and using PCA. This preprocessing technique retains 99%
M.J. Jiménez-Come et al. / Journal of Applied Logic 10 (2012) 291–297 295Fig. 2. PCA–SVM–LOO & PCA–SVM–2CV using polynomial kernel (C = 20) to model pitting corrosion status of EN 1.4404 using NaCl as precursor salt.
conﬁdence interval for the variance in the most of iterations made in the training stage, maintaining the most important
information from the original features in the new ones.
According to Table 1, all the results obtained using LOO for CT are better than those obtained using 2CV, independent of
precursor salts used. The maximum values achieved in these cases are 94% in NaCl and 99% in MgCl2.
Otherwise, in DA, QDA improves the results for both cases: using PCA and without preprocessing in MgCl2 solutions.
However, for NaCl solutions experiments, linear function gives the best result without preprocessing. The maximum value
achieved in this case was 95% using noPCA–SQDA.
Applying K-NN method to model stainless steel pitting corrosion status, best results are obtained, in general way, using
low values of neighbour. However, the maximum value was 99% with PCA–LOO (MgCl2) for the highest value of k studied.
This fact may be due to using low value of k, outliers may have a large inﬂuence on the decision boundary making worse
the results. For this model, by the same way as PCA give best results, LOO improves the model for both solutions.
In BPNN classiﬁcation models, PCA improves the results for all the cases when 2CV is used. However, no occur the same
when LOO is used. The maximum value obtained was 97% with PCA–LOO in MgCl2 solution using 10 hidden units and a
value of epoch of 300. For this technique, low values of hidden units provide best results while values of epoch are no so
relevant.
On the other hand, SVMs show excellent accuracy to study status corrosion of stainless steel. The best results obtained
were 99% using MgCl2 and 96% when NaCl is used as salt precursor. Linear (L), quadratic or polynomial (P ) kernel functions
show better performance when low values of C are used. However, as the value of C increases, radial basis function improves
the results for this model in both solutions tested. The value of γ in RBF has an important effect on the accuracy of SVM.
The optimal value of this parameter for most of the models studied was γ = 1. This value was chosen for the results shown
in the table. In addition, when 2CV is used as validation technique, PCA improves the results obtained when support vector
machines are used as classiﬁcation models.
Some of the best results obtained using LOO and 2CV as validation techniques have been represented in Figs. 2 and 3
for each precursor salt used: NaCl and MgCl2, respectively. Fig. 2 shows the results using PCA–SVM–LOO/2CV classiﬁcation
models using polynomial kernel function in NaCl solutions, while in Fig. 3, linear kernel function is used with MgCl2 as
precursor salt. In both ﬁgures, the left representation belongs to LOO technique where patterns from the original database
are represented with different shapes depending on the corrosion status: triangles for no-corrosion samples and circles for
corrosion ones. Furthermore, the numbers represented following the points, indicate the original position in the database for
all the patterns in order to identify which observations are the most critical. Black star points represent those patterns which
have been wrong classiﬁed during some of all the iterations for this technique. On the other hand, right representations
belong to 2CV technique where all the patterns were represented based on their original status corrosion, similar to LOO
ﬁgure. In this case, the optimal hyperplane obtained for the iteration studied, is represented with a solid black line, in
addition, support vectors are pointed out with black square. The patterns which take part in test set for the iteration
represented are shown using coloured star: white for right classiﬁcated pattern and black for wrong classiﬁed ones.
Based on these ﬁgures, it can be deduced that the most critical condition tested for MgCl2 belongs to pattern 72 due
to it has been the pattern wrong classiﬁed for many iterations using both techniques of validation therefore, it should be
296 M.J. Jiménez-Come et al. / Journal of Applied Logic 10 (2012) 291–297Fig. 3. PCA–SVM–LOO & PCA–SVM–2CV using linear kernel function (C = 20) to model pitting corrosion status of EN 1.4404 using MgCl2 as precursor salt.
necessary to analyse its status corrosion in detail with electron microscope in order to conﬁrm the right original label
corrosion status.
5. Conclusions
In order to continue our studies about modelling pitting corrosion status in stainless steels using artiﬁcial intelligence,
different classiﬁcation models have been used. In this way, the results obtained alloy to compare the behaviour of these
models using two types of precursor salts: NaCl and MgCl2. In addition, different environmental parameters have been
studied in polarization test such as chloride ion concentration, pH and temperature. The results obtained using MgCl2 have
been compared to those obtained using NaCl in our previous studies. In this case, these techniques give a good correlation
between experimental and predicted data for all the cases studied. According to the results, RNBP and SVMs represent
powerful techniques for this binary classiﬁcation problem. Support vector machines become the most suitable tool studied
to evaluate pitting corrosion due to its high accuracy and low computational complexity. The best result achieved using this
technique was 99% for different kernel functions when MgCl2 is used as precursor salt.
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