We provide a decision procedure via conversion to a non-metric temporal logic, hence doing metric reasoning with no clocks.
Introduction
It is a great honour to be able to contribute to such a special issue of the Journal of Applied Non-classial Logics.
Temporal logics are perhaps some of the most applicable but least non-classical of logics.
Although they may have been used to represent classical reasoning (Prior, 1955) and although they have been used since the 11th century (Hasse, 2008) , they are nonclassical because they extend classical logic with non-truth functional modalities, or operators. However, the extension is conservative and so this is not a very radical way to be non-classical.
Temporal logics or to be more accurate, a very few specific temporal logics have been applied in hardware verification (Grumberg et al., 2008) and some software work (Manna et al., 1992) . Other (potential) applications range from multimedia (Shih et al., 1996) and databases (Tansel et al., 1993) , to artificial planning (Allen et al., 1991) and multi-agent systems (Engelfriet et al., 2002) .
The idea of verifying computer systems by means of formal reasoning within proof systems for temporal logic was first proposed in (Pnueli, 1977 ). Pnueli's particular temporal logic, PLTL, based on a discrete, natural numbers model of time, is now mainstream (Manna et al., 1995) but today, for applications involving real-time and hybrid systems, and with a system-wide view of overall required behaviour, it is more likely that an underlying dense, or specifically real-numbers, model of time is used and a formal logical language is employed with the ability to express metric, or quantitative timing, requirements as well as the relative order and overlap of propositional states and events. Early suggestions in this direction include (Koymans, 1990) and (Ostroff, 1989) .
The current standard metric temporal logic is called MTL metric temporal logic (Koymans, 1990; Alur et al., 1991) . It is reasonably expressive and its semantics for metric, or quantitative constraints is fairly intuitive. For example, we might want to say that every user request will be serviced within 5 seconds. In MTL, our servicing requirement is rendered as G (0,∞) (p → F (0,5) q) where G (0,∞) is a temporal operator quantifying a formula as always holding from now on, and F (0, 5) indicates that a formula will hold sometime within the next 5 seconds. Other metric temporal logics such as TPTL (Alur et al., 1994) , MITL (Alur et al., 1996) or the Duration Calculus (Chaochen, 1998) have since developed and comparisons are not always straightforward but most subsequent work on metric temporal logics has been with MTL or fragments of MTL.
The development of metric temporal logic has been a flourishing area over the last decade and we can not even summarize it all here but there are some clear reasons why the current situation is unsatisfactory. Essentially there are two versions of MTL, with different semantics, and the one version that is less natural, and less powerful, to use to express properties is the most amenable to automated reasoning tasks.
The most highly developed version of MTL is based on what is often called pointwise or discrete semantics (Ouaknine et al., 2008) . This means that we evaluate formulas over countably infinite discrete sequences of events at which a system may change state. This logic is amenable to automated techniques essentially by conversion to discrete reasoning on the sequences. Unfortunately, the formulas in this logic have what can only be seen to be un-intutive meanings with sub-formulas needing to be evaluated at state change points only. For example, F (0,5) F (0,5) p may not be true even if p holds within ten seconds (because there is no intervening change of state). See (Hirshfeld et al., 2004) .
The other, less common, semantics for MTL is called the continuous semantics. It allows more natural understanding of temporal operators (Ouaknine et al., 2008) and allows more properties to be expressed (Furia et al., 2008) . Unfortunately, MTL is highly undecidable over continuous time semantics (Alur et al., 1996) . See section 3.
In this paper we introduce another metric temporal logic with the continuous time semantics. The result is a simple, somewhat low-level, language MRTL, metric reals temporal logic.
MRTL is built on RTL (Reynolds, In press, 2010a) which is a tradional non-metric temporal logic. RTL is just the propositional temporal logic of the Until and Since connectives over real-numbers time. This was introduced in (Kamp, 1968) , shown to be sufficiently expressive (Kamp, 1968) , shown to be decidable in (Burgess et al., 1985) , axiomatized in (Gabbay et al., 1990; Reynolds, 1992) and recently shown to be in PSPACE (Reynolds, In press, 2010a) . RTL has a pure continuous semantics with no ad hoc constraints such as finite variability or non-zenoness imposed on the behaviours of the propositions. We discuss this in section 2.
MRTL builds on top of RTL simply by using some propositions to mark the ticking of a single universal clock matching the standard metric on the reals. These metric, or ticking, propositions are fixed, or pre-defined in any MRTL structure. Having a hierarchy of nested ticking propositions allows simple reference to arbitrarily accurate and arbitrarily extensive constraints. Again, the other non-metric propositions are completely unconstrained.
The MRTL clock is universal in the sense that the ticks mentioned in one subformula of a MRTL specification are from the same sequence of ticks-from the same clock-as ticks mentioned in any other subformula. This allows fairly straightforward expression of many typical metric temporal constraints. We will see how to translate MTL formulas into roughly equivalent MRTL ones. In fact, some simple useful properties can be easily expressed in MRTL even though they are known to be beyond any MTL style metric temporal logic. See sections 3 and 5.
In this paper we are able to to show decidability of the validity problem for MRTL in a surprising way, namely by transforming each MRTL formula into a non-metric RTL formula. Thus in a sense, our metric temporal reasoning is accomplished by referring to no clocks, not even the universal one. Hence the title of this paper.
We note that in paralell work (Reynolds, 2009; Reynolds, In press, 2010a ; Reynolds, submitted July 2010c) tableau techniques are being developed for reasoning with RTL. If successful, these will carry over directly to MRTL via our translation.
We also consider the complexity of the decision procedure for MRTL. There is a subtlety in the calculation because it is not absolutely clear how to measure the length of the input formula in MRTL. However, we present a PSPACE result in section 7.
Thus MRTL is a new metric temporal logic which is very expressive, is natural to use, can be applied in very general situations, affords a wide range of useful abbreviations and operators, has a PSPACE decision procedure, and has the promise of being amenable to standard reasoning techniques.
In section 2 we introduce RTL. In section 3 we give a short account of existing metric temporal logics. In section 4 we define MRTL and establish decidability and the complexity in the next two sections. We conclude with a summary and discussion of future work.
RTL
In this section we introduce a traditional non-metric temporal logic over realnumbers time. RTL, the propositional temporal logic over real-numbers time uses the Until and Since connectives introduced in (Kamp, 1968) . We know from (Kamp, 1968 ) that this logic is sufficiently expressive for many applications: technically it is expressively complete and so at least as expressive as any other usual temporal logic which could be defined over real-numbers time and as expressive as the first-order monadic logic of the real numbers. Later in the section we will see that there are reasoning techniques for RTL.
Fix a countable set L of atoms. Here, the frames (R, <), or flow of time, will be the irreflexive real-numbers order. Structures R = (R, <, h) will have frame (R, <) and a valuation h for the atoms, i.e. for each atom p ∈ L, h(p) ⊆ T . Valuations (over the reals) are sometimes called boolean signals.
The language L(U, S) is generated by the 2-place connectives U and S along with classical ¬ and ∧. That is, we define the set of formulas recursively to contain the atoms and for formulas α and β we include ¬α, α ∧ β, βU α and βSα.
Formulas are evaluated at points in structures R = (R, <, h). We write R, x |= α when α is true at the point x ∈ R. This is defined recursively as follows. Suppose that we have defined the truth of formulas α and β at all points of R. Then for all points x:
R, x |= p iff x ∈ h(p), for p atomic; R, x |= ¬α iff R, x |= α; R, x |= α ∧ β iff both R, x |= α and R, x |= β; R, x |= βU α iff there is y > x in R such that R, y |= α and for all z ∈ R such that x < z < y, we have R, z |= β; and R, x |= βSα iff there is y < x in R such that R, y |= α and for all z ∈ R such that y < z < x, we have R, z |= β.
Often, definitions, results or proofs will have a mirror image in which U and S are exchanged and < and > swapped. We do not always mention the mirror image.
As in most of the literature on temporal logics for discrete time, the "until" connective is written in an infix manner, βU α, rather than the prefix U (α, β). This corresponds to the natural language reading "I will be here until I become hungry" rather than the alternative "until I become hungry, I will be here". We choose to use the infix notation for until (and since) in this paper because it is more common in work on metric temporal logic although the prefix version appears in important previous work on the language for dense time such as (Kamp, 1968) , (Burgess et al., 1985) , (Gabbay et al., 1994) and (Reynolds, In press, 2010a) . The reader must beware, however, as the infix until connective seen with discrete time is usually a slightly different connective, the non-strict until connective which is definable from our strict one: see (Reynolds, 2003) .
Note that RTL uses various abbreviations. There are the classical α ∨ β = ¬(¬α ∧ ¬β); ⊤ = p ∨ ¬p (where p is some particular atom from L); ⊥ = ¬⊤; and α → β = (¬α) ∨ β. Then there are the common temporal ones: F α = ⊤U α, "alpha will be true (sometime in the strict future)" ; Gα = ¬F (¬α), "alpha will always hold (in the strict future)"; and their mirror images P and H.
Reasoning with RTL
In recent work (Reynolds, In press, 2010a) we show that as far as determining validity is concerned, RTL is just as easy to reason with as PLTL. In particular, the complexity of the decision problem is PSPACE-complete.
The proof in that paper uses intricate reasoning with the mosaic techniques in temporal logic. In particular we further develop the idea of linear time mosaics as seen in (Reynolds, 2003) . Mosaics were used to prove decidability of certain theories of relation algebras in (Németi, 1995) and have been used since quite generally in algebraic logic and modal logic. These mosaics are small pieces of a model, in our case, a small piece of a real-flowed structure. We decide whether a finite set of small pieces is sufficient to be used to build a real-numbers model of a given formula. This is also equivalent to the existence of a winning strategy for one player in a two-player game played with mosaics. The search for a winning strategy can be arranged into a search through a tree of mosaics which we can proceed through in a depth-first manner. By establishing limits on the depth of the tree (a polynomial in terms of the length of the formula) and on the branching factor (exponential) we can ensure that we have a PSPACE algorithm as we only need to remember a small fixed amount of information about all the previous siblings of a given node. See (Reynolds, In press, 2010a) for details.
Mosaic reasoning techniques can often be the foundation of tableau implementations (Marx et al., 2000) . The mosaic proof in (Reynolds, In press, 2010a ) suggests a tableau based method for determining RTL validity but details and subsequent development were left for future work. In (Reynolds, submitted July 2010c) we make further progress in this direction but there is still much to do.
Finite Variability
An alternative approach to RTL is to make assumptions about the discreteness of events in time and thus allow the continuous model to be encoded in a discretetime temporal logic. In (Rabinovich, 1998) and (Kesten et al., 1994 ) the assumption of finite variability is made, i.e. it is supposed that atoms do not change their truth values densely in time. Under such an assumption, standard discrete time techniques can be used to develop decision procedures. This assumption is acceptable when we are considering a closed system of discretely ticking components taking on binary valued states. However, the finite variability assumption is not appropriate when we want to reason about the unlimited environment of a typical robot, the unbounded openness of an agent exposed to the Internet, an information system which includes one or many human users, a system with some states defined in terms of ranges of continuous valued measurements, a careful argument about new laws of physics in unfamiliar domains or the full richness of behaviour expressible in human language. So we make no such finite variability assumption: valuations are unrestricted and the logic general. In fact, in our logic it is possible to easily specify which components do satisfy finite variability while leaving other components (including the environment) unrestricted.
MTL
We have mentioned that there are a wide variety of metric temporal logics. There are choices in the fundamentals of the semantics, discrete or continuous, and also in the expressiveness of the language. As pointed out in (Hirshfeld et al., 2004) , the situation is messy and and hoc with general results about expressiveness, decidability and complexity being confused by these properties being sensitive to slight differences in the semantics or choice of operators (Furia et al., 2007) . Thus we only give a brief overview.
Most of the timing work over the last two decades have been using the discrete (also called pointwise) semantics and the reasoning algorithms have been built on discrete temporal techniques such as automata or translations to PLTL. However, such approaches give rise to an un-natural, un-intuitive, expression of specifications exemplified by the F (0,5) F (0,5) α situation which we mentioned above. The discrete logics are also less generally applicable especially as they make strict assumptions on the behaviour of propositions. Expressiveness of the approaches is compared in (D'Souza et al., 2007) .
We will concentrate on the more natural continuous semantics (also called intervalbased).
The models are based on boolean signals, i.e. maps which determine the truth or falsity of propositions at any real-numbers time. We consider signals over the whole real numbers flow, allowing behaviours to have been going on infinitely into the past. However, it is also common to see the positive or non-negative reals being used as a frame.
Fix a countable set L of atoms. MTL Structures, just like RTL strudctures, R = (R, <, h) will have frame (R, <) and a valuation, or boolean signal, h for the atoms, i.e. for each atom p ∈ L, h(p) ⊆ T .
In what follows, (metric) intervals I will be interval subsets of (0, ∞) ⊂ R with end points in Q ∪ {∞}. Again, there are variants in which the intervals only have natural number end-points. The language for MTL is generated by the 2-place connectives U I and S I for each interval I along with classical ¬ and ∧. So we define the set of formulas recursively to contain the atoms and for formulas α and β we include ¬α, α ∧ β, βU I α and βS I α.
MTL formulas are evaluated at points in structures R = (R, <, h). We write R, x |= α when α is true at the point x ∈ R. This is defined recursively as follows. Suppose that we have defined the truth of formulas α and β at all points of R. Then for all points x:
R, x |= p iff x ∈ h(p), for p atomic; R, x |= ¬α iff R, x |= α; R, x |= α ∧ β iff both R, x |= α and R, x |= β; R, x |= βU I α iff there is y > x in R such that y − x ∈ I and R, y |= α and for all z ∈ R such that x < z < y, we have R, z |= β; and R, x |= βS I α iff there is y < x in R such that x − y ∈ I and R, y |= α and for all z ∈ R such that y < z < x, we have R, z |= β.
Abbreviations include F I α ≡ ⊤IU α and G I α ≡ ¬F I ¬α. The unrestricted Until of RTL is also an abbreviation αU β ≡ αU (0,∞) β. Similarly, Since.
Finite variability of the boolean signals is often assumed (explicitly) in order to obtain technical results about expressibility, decidability or complexity of MTL-like languages. There are some different ways of defining these restrictions but essentially we require that every proposition changes truth value only a finite number of times in any bounded interval of time. (Hirshfeld et al., 2004) .
MTL specifications
One aspect of MTL (and MTL-like languages) which is not often discussed but is relevant for us is the way that actual observed behaviours may be evaluated against specifications. This may be important for practical applications, but it also determines whether specifications in the language can correspond to some desired property in theory.
MTL has formulas such as G(r → pU [2.5,3.5] q)) saying that every r event is followed after a period of between 2.5 and 3.5 units (inclusive), by a q event and p holds continuously in between. Checking whether an actual behaviour of a system satisfies an MTL specification may thus be physically impossible. It would seem to need an indefinite number of stop-watches, one being set off whenever an r event occurs. Why do we need a lot of stop-watches? Because, the time limits are strictly defined. It is no good trying to use a global clock unless you are capable of recording the time of every r event with infinite accuracy. This is because having a q event 2.49999 units after r and none until the next 1.00002 units after that is not enough to satisfy the specification. MTL languages rely on measuring durations to infinite accuracy in order to determine whether formulas are satsfied, i.e. whether a particular observed duration lies within an interval or not. Furthermore, even a short formula (such as G(r → pU [2.5,3.5] q)) may require an infinite number of such measurements to be made (as an Until formula may need to be evaluated at an infinie number of starting points).
Thus we claim in this paper that MTL requires infinitely many, infinitely accurate clocks.
MTL expressiveness
MTL-like languages can express a reasonable range of metric temporal constraints. However, Amir Pnueli suggested that the modalities of MTL, and similar languages, are not completely adequate. He presented the following example specification: p and then q will hold within the coming unit of time. He conjectured that such specifications can not be expressed in metric langauges like MTL with finite numbers of connectives (Alur et al., 1991; Wilke, 1994) . This is sometimes known as Pnueli's conjecture. In (Hirshfeld et al., 1999; Hirshfeld et al., 2007) , Hirschfield and Rabinovich proved and strengthened the conjecture. It seems that MTL style languages are not able to express these simple and useful properties.
MTL reasoning
It has long been known that deciding valid formulas in MTL over dense time is highly undecidable (Alur et al., 1993) : there can be no procedure for determining validity. With some restrictions on behaviour, the (restricted) logics can be decided (Furia et al., 2008) and (Alur et al., 1996) but the procedures are so complicated that no implementations exists. Over the much simpler discrete model of time MTL is decidable with an EXPSPACE complexity (Alur et al., 1993) and tools do exist (Bianculli et al., 2007) . Over continuous time semantics the best results are probably for the following two MTL-like languages.
Metric Interval Temporal Logic (MITL) was introduced in (Alur et al., 1996) to be the fragment of MTL in which the intervals I on the operators U I can not be singleton intervals. They showed that deciding validity MITL (in continuous time semantics with finite variability) is EXPSPACE-complete. QTL, the quantified temporal logic, was introduced in (Hirshfeld et al., 2004) . It has ordinary non-metric until and since along with just two new operator ♦ 1 α meaning that α is true within the next one unit of time (plus mirror image operator). They showed that QTL is exactly as expressive as MITL over unrestriced continuous time semantics provided that the intervals in the MITL syntax only have integer end points. They show that deciding QTL is PSPACE-complete but note that the language is not succint as the expression of any long term constraint requires repeated nesting of ♦ 1 .
MRTL via ticks
In this section we introduce our new metric temporal logic, MRTL.
To define MRTL we work in RTL but split the set of propositional atoms L into two disjoint infinite sets and reserve one of the countable sets of atoms for special metric purposes leaving the other countable set of atoms for normal propositions. Suppose L = A ∪ T where A and T are disjoint countably infinite sets of atoms.
The metric propositions, those in T , are going to represent the ticking of a clock over time. One element, ! ∈ T , which we will also sometimes call ! 0 , will hold for an instant on the event of the regular ticking of the clock every one unit of time. The other propositions in T represent finer and coarser rates of ticking allowing us to easily refer to arbtrarily small and arbtrarily large durations of time. So suppose further that
These are a range of levels of granularity of ticking.
The various levels of ticks are propositions indicating the ticking of one single universal clock. Ticks will occur regularly across time. Sub-ticks will happen midway between ticks as well as coinciding with each tick: so they are twice as frequent. Super-ticks happen only at alternative ticks so they are half as frequent. Sub-sub-ticks will occur on every sub-tick and mid-way between each adjacent pair of sub-ticks. Super-super-ticks will only occur once every four ticks. And so on. There is thus a two-way infinite linear hierarchy of ticking propositions related to each other by factors of powers of two. Base 10, or other bases, could equally be used instead.
As we mentioned earlier, we call the clock universal because there is just one clock, albeit with a hierarchy of layers of ticking, in the semantics. All references to ticks within subformulas of an MRTL formula are references to the ticks in that one hierarchy. We see that this is in contrast to the semantics of MTL-like languages, where every truth evaluation of a subformula at every time point sets off its own stopwatch. So ! will be true in our MRTL structures at the integer points Z = {..., −2, −1, 0, 1, 2, ...} ⊂ R. In general ! n will be true at exactly the points 2 n Z = {m.2 n |m ∈ Z}. So at time point t = 6 we have all the following propositions true {..., ! −2 , ! −1 , !, ! 1 } in all MRTL structures. See the diagram.
. .
To be more rigorous, MRTL structures R = (R, <, h) will have the reals as frame and a valuation h for the atoms which is restricted, i.e. pre-defined, for the atoms in T as follows: for each n ∈ Z, h(
The language is just L(U, S) as for RTL and formulas are evaluated at points in structures R = (R, <, h) just as for RTL.
An MRTL formula φ is valid in MRTL iff R, x |= φ in all MRTL structures R, at all points x ∈ R. We present examples in the next section.
An MRTL formula is satisfiable inMRTL iff there is some MRTL structure R and some x ∈ R such that R, x |= φ.
MRTL Examples
In this section we will present some examples of specifications using MRTL. It will be apparent that MRTL is very expressive but that it is quite a low level, not very succint language. It also should be apparent that it does not say exactly the same sorts of metric things as MTL but it says slightly different sorts of things.
In a follow-on paper (Reynolds, in preparation for late 2010b) we will introduce many useful abbreviations into MRTL, and build a more convenient and traditional style metric temporal logic on top of MRTL. However, the purpose of this section in this paper is just to show that a wide range of interesting metric properties can be expressed, albeit often in lengthy ways. Defining the abbreviations in MRTL is a slightly messy business and has some subtleties so we leave that for the other paper.
In the examples, we will use seconds as the unit of time. Thus there is a tick every second.
In MRTL we can not say exactly that p will be true within the next 1 second from now. However, we can say that p will occur before 2 ticks from now:
Another way of saying the same things is in terms of the advancing of the display of a digital clock. In this case consider a digital clock with a seconds display. The clock is accurate but only shows time down to the last whole second, i.e. it has a precision of 1 second. Our property is thus that p occurs before this clock's display advances 2 seconds from what is displays now. This is an example of a common formulation of words which is slightly clumsy in English but is made precise by the MRTL semantics and is a natural concept.
As another example consider a similar property. Suppose we have a clock with a display which shows the time down to the last 0.5 seconds. We can say that p will be true before this clock advances by 1.5 seconds from what it shows now. That means either (1) we see p before the next sub-tick, or (2) the next sub-tick is not a tick and we see p before the second sub-tick after that, or (3) the next sub-tick coincides with a tick and we see p before the tick after that. So the formula, whih we might call F 0.5
Thus, in fact, continuing in a similar way, for any n > 0, we can specify that p will be true before a digital clock showing the time down to the last 2 −n seconds advances by 1 + 2 −n seconds from what it shows now.
For larger and larger values of n, this approaches "within one second" to any desired accuracy.
Note that there is nothing special about the duration of one second (as seen in the previous examples) in our semantics. For any duration d, and any desired level of accuracy 2 −n , we can say that p will be true within d seconds from now according to a clock with a display accurate to e = 2 −n seconds. In (Reynolds, in preparation for late 2010b) we will introduce abbreviations, such as F e (0,d) p to say this. For now we leave it as an exercise for the reader to try any specific example.
For a more complicted example consider the MTL formula pU [2.5,3.5] q. Again, we can not say this exactly in MRTL. However, we can something arbitrarily close to this. Consider the MRTL version of this property as rendered with a clock display updating every 0.25 seconds. In future work we will define an abbreviation pU 0.25 [2.5,3.5] q in MRTL for the property.
So how do we define pU 0.25 [2.5,3.5] q? Given that we are considering a duration of nearly 4 seconds here and that we want to work at a granularity of 0.25 seconds one way of defining this property in MRTL is to use 4/0.25 = 16 different conjuncts for the 16 different intervals between sub-sub-ticks lying between adjacent super-superticks. Each of these conjuncts is to capture the situation if the starting time point lies in that interval. For example, one conjunct might say (roughly) that if the starting point (modulo 4) is in [1.25, 1.5) then q holds from then until an end point where p holds at a time (modulo 4) in either the next interval [3.75, 4) or the next interval [0, 1.0). Saying that a time modulo 4 lies in a particular interval such as [1.25, 1.5) can be accomplished by checking the truth of the various ticks at the end point. For example,
says that a time (modulo 4) lies within the interval [1.25, 1.5). Space (and time) prevent us going into the full details here.
It is thus clear that with MRTL specifications there is only one clock. In assessing whether a particular behaviour satisfies a specification such as G(r → pU 0.25 [2.5,3.5] q) we do have to note down the time of each r event, but we only have to note what the clock says-accurate to 0.25 seconds. Compare that with the MTL semantics.
Thus, we have sketched an expressiveness result along the lines of the following. For each formula of the form αU I β of existing MTL, there is a sense in which we can approximate the semantics, the meaning, to any desired level of accuracy with an MRTL formula. We will leave the rigorous formulation and proof of this result for future work when we can make use of properly defined abbreviations.
Interestingly, MRTL can also easily express Pnueli's well-known example requirement, "within the next second there is a p event followed by a q event". However, we do have to modify the requirement slightly by also saying what sort of granularity or precision of digital clock is to measure that second. We saw that this is not expressible at all in MTL. Consider the case of a 0.5 second precision and the case when we are happy to allow durations which may be over a second when the clock display is inconclusive. In MRTL this property can be captured as follows. Thus we are saying that before the clock advances by 1.5 seconds from what it says now, there is a p followed by a q. There are two disjuncts, one for the case when the time now lies in the interval [0, 0.5) (modulo 1) and the other for when the time now lies in the interval [0.5, 1.0) (modulo 1). We just consider the first disjunct as the other is similar. This says that if the time now lies within the interval [0, 0.5) modulo 1, then either (1) there is a p before the next sub-tick and then a q before the second sub-tick after that; (2) there is a p before the next tick and then a q before the next sub-tick after that; or (3) there is a p followed by a q before the third next sub-tick. Each of these has further disjuncts depending on which interval the p occurs in so we do not present the full details here.
In this section we have seen, in principle, how to express some simple example properties in MRTL. All MTL properties can be captured approximately (to any desired precision) and other natural and useful properties can be expressed.
RTL vs MRTL: Correctness Proof
In this section we prove the main and surprising result that reasoning about validity (or equally satisfiability) in the metric logic MRTL can be be accomplished by reasoning (about a slightly different formula) in the non-metric RTL.
Of course, formulas of MRTL are just formulas of RTL. However, we have expectations (unambiguous specifications even) about how the ticking propositions are arranged. Thus, validity is not the same between the two logics: for example, G! is trivially unsatisfiable in MRTL but trivially satisfiable in RTL.
Fortunately for us, these expectations can, as far as validity and satisfiability are concerned, be captured directly in RTL. That is, we show that to decide φ in MRTL we can provide a RTL formula ψ which specifies enough about the properties of the metric propositions that the validity of φ in MRTL is equivalent to the validity of ψ → φ in RTL. This is a surprising result because it means that in determining satisfiability of a metric temporal constraint, all the metric information about durations does not add anything above the non-metric temporal aspects and some simple temporal properties such as non-zeno-ness (i.e. that ticks do not occur densely).
We want ψ to say (amongst other things) that the times at which ! k holds are discretely spaced without a first point or a last point and that there are no accumulation points. As we will see in the next lemma, this can all be done with one short formula:
We also have to relate the various sub-and super-ticks to eachother. This can be done by just relating each ! k to ! k+1 and we only need to consider the range k = −m, m − 1 + 1, ..., −1, 0, 1, ..., n where ! −m is the most fine ticking proposition and ! n is the most coarse to appear in our formula of interest φ.
So, let us define, for each k, ψ 
PROOF 2. -Suppose that φ is an MRTL formula using only atoms from
Let S −m = {s ∈ R|(R, <, g), s |=! −m }.
, we know that S −m is a discrete subset of R and countably infinite in both directions.
Enumerate the elements of S −m ∩ [z 0 , ∞) starting at some z 0 in increasing order as z 0 , z 1 , z 2 , z 3 , .... Enumerate the rest of S −m in decreasing order as z −1 , z −2 , ....
Choose a monotone map µ : R → R such that for all k = ..., −2, −1, 0, 1, 2, ...,
A simple induction on k going from −m up to n, and reasoning with ψ k k from z 0 outwards in both directions, tells us that each ! k is true at exactly the times in {z l.2 k |l ∈ Z}.
Then, a simple induction on the construction of φ, tells us that truth carries over via µ so that (R, <, h), µ −1 (t) |= ¬φ. So ¬φ is satisfiable in MRTL as required.
(⇐) Suppose that ¬φ is satisfiable in MRTL.
Say R, t |= ¬φ. Thus R, t |= ¬φ in the RTL semantics as well.
Also it can be readily checked that R, t |= ψ n −m . Thus R, t |= ψ n −m ∧ ¬φ and ¬(ψ n −m → φ) is satisfiable in RTL as required. COROLLARY 3. -MRTL is decidable.
Complexity
In this section we consider the complexity of the decision procedure which we have just outlined.
The main work of the procedure is done by the RTL decision procedure which we know from (Reynolds, In press, 2010a ) is in PSPACE. This means that (1) there is a Turing machine which can accept formulas of RTL as input, (2) for any formula it halts answering corretly whether the formula is valid in RTL or not, and (3) the space taken for machine to do its job is bound by a polynomial in terms of the size of the input formula.
It is important to be careful about what we mean by the size of the input formula when we consider complexity results for decision procedures for formal languages. In (Reynolds, In press, 2010a) we showed that for RTL we could consider the length of the input to be the same as the number of symbols in the formula. This is despite the fact that we could not use an input alphabet which has a separate symbol for each atom. (There are infinitely many atoms.)
We will see that things are different for MRTL.
The original MRTL formula-the one we want to decide-is not the input to the RTL decider. Instead, we need to consider the length of ψ n −m → φ where k = −m, m − 1 + 1, ..., −1, 0, 1, ..., n and where ! −m is the most fine ticking proposition and ! n is the most coarse to appear in the input formula φ.
Each ψ k k has length under 120 symbols. ψ n −m → φ thus has length under 120(n + m) + 50 plus the length of φ.
Unfortunately, the length of ψ n −m → φ is thus more dependent on the values of n and m rather than the length of φ. For example, φ 1 =! − 1∧! 1 and φ 100 =! −100 ∧! 100 are both the same length as MRTL formulas but the latter produces an input to the RTL procedure over 200 times as long. In fact, MRTL formulas of length 3 can blow up without bound.
The problem (and solution) here is that MRTL atoms are not arbitrary symbols but have semantics which depend on their ordering in the sequence ...,
... Thus, any decision procedure is going to have to be fed those indices on the tick symbols.
It is possible to assume a binary encoding for the sub-and super-scripts on the ticking propositions. It is then clear that we can have an exponential blow up in translating to RTL and overall an EXPSPACE decision procedure for MRTL.
However, we argue that we are mostly only concerned with a relatively small range of indices in order to express constraints and so there is no great succinctness advantage in using a binary encoding here.
Furthermore, in follow-on work (Reynolds, in preparation for late 2010b) a major concern is convenient expression of metric constraints. There we will define languages built on top of MRTL which assume rational numbers attached to connectives can be entered in binary. These numbers will be used to express the extent of durations, rather than the exponential size of the unit. For example, in F 0.5 (0,32) p, meaning that p will hold before a clock with precision 0.5 units reaches 32 units more than what it displays now. Consider the 32 unit duration. It will be convenient for such a measure to be entered in binary. Thus this formula would be input into an algorithm in binary as something like F0.1 _ (0,100000)p of length 17 symbols. When we translate such a formula into low-level MRTL as seen in this paper, there is a exponential expansion into a formula involving levels of ticks from ! −1 up to ! 5 . So, by writing the 32 in binary using six symbols we have effectively made use of a reference to ! 5 . Thus there is no harm, no inconvenience, in assuming that any direct references to ! 5 are also of length about six.
In any case, for these reasons we stipulate the length of a metric proposition ! n as an input in an algorithm, or as an input on a Turing machine tape, is a word of length 2 + |n|, i.e. with n expressed in unary. Thus we define the length of an MRTL formula to be the sum of the lengths of its symbol instances, where each symbol has length 1 except for each ! ±n which has length 2 + n (for positive n).
DEFINITION 4. -The length of an MRTL formula, for the purposes of input into decision procedures is the number of symbols in the formula (counting repeated appearances) with the integer numbers in the superscripts of ! ±n being in unary notation. That is the length of !
n is 2 + |n|.
For example, ψ 3 =! 3 ∧ (((¬! 3 )U ! 3 ) ∧ ((¬! 3 )S! 3 )) has length 31.
There is thus no exponential blow up in length as we translate from MRTL to the RTL formula which is fed into the PSPACE RTL decision procedure.
Overall, we get an PSPACE decsion procedure for MRTL. The decision problem is PSPACE-hard because MRTL extends RTL.
LEMMA 5. -MRTL is PSPACE-complete

Conclusion
In this paper we have presented a new paradigm for metric temporal logics.
We have introduced the simple metric temporal logic MRTL which is based on the idea of referring temporal constraints to the reading on an arbitrarily, but not infinitely precise single universal clock. This contrasts with existing metric temporal logics which require specifications of infinite accuracy, or at least specifications which put infinitely accurate end points on ranges. Existing metric temporal logics also allow specifications which are unrealistic to check because they seem to require the setting off of an infinite number of infinitely accurate stop-watches.
MRTL is a general metric temporal logic being able to handle arbitrary boolean signals over real-numbers time. There are no finite variability on the behaviour of the signals.
MRTL is an expressive language able to specify a wide range of metric temporal constraints. It captures ( adequately approximately) all MTL formulas but can also express other usefu metric properties. However, the formulas are often long and providing a range of convenient abbreviations is left as future work.
We have proved the decidability of MRTL by showing how it it can be translated into the non-metric dense-time temporal logic RTL. This gives an PSPACE decision procedure. This contrasts with the undecidability of MTL and (more than) matches the complexity of common sub-languages of MTL used for metric specifications.
In future work we will develop convenient abbreviations for the expression of metric constraints and also build other languages on top of MRTL. More succint expression is obviously useful but it often comes at a price of more complex reasoning. There needs to be a careful balance. See (Reynolds, in preparation for late 2010b).
Other future work will concentrate on reasoning tasks. Work is underway (Reynolds, submitted July 2010c) on developing tableau techniques for langauges like RTL. Hopefully, that can be extended to MRTL. There are currently no implementations for decision procedures for MTL-like languages.
Model checking techniques do exist for some variants of MTL. We will also need to consider whether they can be modified to work with MRTL or whether new approaches are possible.
