been generating debate and interest within IT corporations. These cloud computing environments provide storage and pro-cessing services such as Video Streaming. Recent failure events in Video Streaming services have demonstrated the critical importance of maintaining high availability in cloud computing infrastructures. One of the methods used to identify the trends of occurrences of of strategies of sensitivity analysis. This paper uses hierarchical modeling and different sensitivity analysis techniques to determine the parameters that cause the greatest impact on the availability exceptions. A combined evaluation indicates that system availability may be improved effectively by focusing on a reduced set of factors that produce large variation on the measure of interest.
INTRODUCTION
computing resources that can be rapidly provisioned and released with minimal management effort or service provider interaction [1] . This resource set is typically utilized as a service model where in the client only pays for what is consumed. Video on Demand (VoD) streaming services are run on cloud infrastructure platforms in order to offer cost savings, easy scalability, and high availability to users.
In recent years, the streaming service has grown dramatically, with a perception that in 2010 video consumption was expecting to reach 80% to 90% by the end of 2019 [3] . Cloud infrastructures have many interconnected components, which makes managing and administering your resources a complex activity, especially when done manually by your administrators [4] . It is important to note that these Amazon AWS [5] where the service rendering of several major companies, including one of the leading companies in the VoD
To evaluate the availability of the service, hirerarchical analytical models are employed to represent the architecture [6] . In this paper, we propose an availability model of a VoD service based on Eucalyptus cloud environment, for evaluating the sensitivity of VoD service components. For guiding the implementation of system improvements, Design of Experiments (DoE), Percentage Difference ande Discrete Averaged Sensitivity Index (DASI) were used for identifying availability bottlenecks of the VoD service.
The remainder of the paper is organized as follows: Section II introduces related works on system availability and sensitivity analysis, Section III introduces basic concepts of cloud computing technologies, video streaming, dependability models and analysis and sensitivity analysis. Section IV presents the architecture of the system analyzed in this paper. Section V presents the availability model designed for architecture. Section VI conducts a case study about architecture analysis and presents sensitivity analysis. Finally, Section VII shows the conclusions of the study and suggests possible future work.
II.
RELATED WORKS Recent research have employed hierarchical modeling to represent cloud computing architectures, it is possible to compare the different solutions and estimations of dependability measures [6] , [7] . Moreover, some works have also employed sensitivity analysis to identify the critical system components, and thereby propose infrastructure improvements [8] . In [9] , Khazaei et al. integrated an availability model in overall analytical sub-models of cloud system. Each sub-model captures a such as task blocking probability and total delay incurred on user tasks are obtained.
In [10] [12] Arau´jo et al., an availability model of a digital cloud library through a OpenNebula cloud manager is proposed, using an hierarchical approach to model and evaluate the digital library environment. Measurements were performed to obtain the availability parameters of the library service deployed in a private cloud.
On the other hand, [13] proposed a based parametric sensitivity analysis method applied to the Markov string to determine possible congestion in the availability of a virtualized system. This method was applied to analyze the availability measures of virtual machines associated with failure, recovery and migration of their applications. In [14] investigated hierarchical modeling techniques to evaluate a VoD service in a basic architecture, in addition they used parametric differential sensitivity analysis to identify the critical points of this architecture.
In this paper, the authors proposed availability models applied to a cloud environment for VoD streaming service. Furthermore, Design of Experiments (DoE), Percentage Difference and Discrete Averaged Sensitivity Index (DASI) were III. BACKGROUND This section presents the concepts which provide a background for this paper, including: cloud computing technologies, video streaming, dependability modeling and analysis and sensitivity analysis techniques.
A. Cloud Computing and the Eucalyptus Platform
A cloud computing system is comprised of a bundle of resources, such as hardware, software, development platforms and services, readily usable and accessible through the Internet [15] . Services can be provisioned on different levels by cloud computing providers, including Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS). In a cloud computing environment, virtual resources can also be dynamically allocated and resized to deal with a varying workload, enabling optimal use of physical resources. Cloud computing services are typically accessed through a pay-per-use model [16] and the provider offers is determined and guaranteed by means of service level agreements.
Eucalyptus is a software architecture based on Linux that leverage the implementation of private and hybrid IaaS clouds. This means that users can utilize their own collections of resources (hardware, storage and network) through a self-service interface according to their needs. The Eucalyptus software framework is with its own Web Service: Cloud Controller (CLC), Cluster Controller (CC), Node Controller (NC), Storage Controller (SC), e Walrus [17] .
B. Video Streaming
Video streaming is a technology used in the transmission of digital multimedia contenton the Internet [18]. Streaming enables load completely. This requires smaller network bandwidth and less storage space. As the multimedia data arrives, it is stored in a fast buffer before execution starts. Encoding, protocols and buffering mechanism are factors that might affect transmission of a video streaming [19] . The video streaming service works with the protocol Real Time Streaming Protocol (RTSP) which allows the control in the data transfer with real time properties. The RTSP makes the transfer possible on demand of real time data with audio and video [20] .
C. Models for Dependability Analysis
In early 1980s Laprie coined the term dependability for encompassing concepts such reliability, availability, safety, [22] , whereas reliability of system at t is the probability that the system performs its functions without failing up to time instant t. Availability can be expressed as the ratio of the expected system uptime to the expected system up and downtime: 
D. Sensitivity Analysis
The Design of Experiments, known as DoE, is method used to perform sensitivity analysis. Through this method it is possible to assess the importance of each parameter of the system and furthermore it can be used to simultaneously determine the individual and interactive effects of many factors that may affect the output measures. In the DoE method, parameters are called factors and the value that is assigned to each factor is called a level. There are numerous types of DoE and among the most commonly used are: full factorial design, fractional factorial design and simple design [23] . Sometimes the number of experiments required for a full factorial design is too large. This may happen if either the number of factors or their levels is large. It may not be possible to use a full factorial design due to the cost or the time required. In such cases, one can only use a fraction of the full factorial design [24] . Fractional factorial designs are commonly used to reduce the number of runs required to build an experiment [24] In this study we adopted the fractional factorial design, because there are more designs to reduce the number of runs required by the experiment.
Other method to determine parameter sensitivity is calculating Discrete Averaged Sensitivity Index (DASI) is the average value of the partial derivatives computed throughout a discrete range of values for the parameter of interest. DASI proposes to reduce dependency associated to a single parameter in the partial accurately. This sensitivity index can be obtained through Equation 1:
analysis in analytic models are needed when there is no direct closed-form equations for computing the measure of interest. When dealing with hierarchical or composite models, the analysis needs to consider all parameters from each model, determining their impact to the global measure of interest [25] , [26] , [27] . Partial derivatives are an important for per-forming sensitivity analysis, which enables conclusions fo-cused on the single point The DASI strategy calculates the partial derivative at various points, eliminating dependence on analyzing the behavior of IV.
SYSTEM ARCHITECTURE The system architecture is based on Eucalyptus cloud computing platform. A broad view of the components of the VoD service architecture is seen in Figure 1 [28] .
The VoD architecture is divided into two sides: client and the server. The physical structure is composed of three machines. One machine is used for frontend and two machines for the nodes. The client connects to the video streaming server through the Internet. A storage volume is allocated in the frontend for storing the collection of videos. A Virtual Machine (VM), running the Apache and VLC applications, is instantiated in the nodes. VLC provides the video streaming features, whereas Apache is responsible for hosting the service on a dedicated Web page. The user issues a request for displaying a video hosted on a the remote storage volume and transmits the stream to the user. AVAILABILITY MODELS This section discusses the availability models employed to represent the redundant architecture evaluated by this re-search, from which the availability values were calculated. Such values were obtained by the hierarchical combinatorial method, which combines the system state representation of Markov chains with RBDs [29] , and is the method commonly employed to evaluate complex IT systems. The systems were modeled and evaluated with the SHARPE [30] and Mercury [31] tools, which were A. Model for Architecture RBD and CTMC models were used to represent the subsystems of the architectures presented in Figure 1 . These models are then combined, constituting a hierarchical model [28] . The architecture can be divided into three parts: Frontend, Node and Service, which are represented by the RBD model depicted in Volume subsystem is allocated in the frontend for storing by a CTMC (see Figure 3) , which allows to compute availability values to be considered top-level in the RBD. A CTMC was proposed due to the interdependency between the system's components.
In the top-level model the service as well as the node subsystem infrastructure is represented by the Service RBD block. However the availability of such a sub-system (service + node subsystem infrastructure) cannot be properly represented by an RBD since the node subsystem implements an active redundant mechanism. depicted in Figure 3 , which represents the service availability of the node subsystem infrastructure. The CTMC comprises the states UUW, UDU, UUD, and UWU (service available), and the states DDW, DUW, DDD, DWU, DDU, DWD, and DUD (service unavailable). The notation for the states is based on the current condition of each component. The three letters represent initialisms of the operating condition of the three components, respectively, the up (U) or down (D). The NCs work by being alternately in warm standby mode, and only one of them should be up (U) at any one time, whilst the other is either in warm standby (W) or down (D). In this model the initial service is represented by UWU, and the second node is running. From this state it is possible to move to DWU (service failure), DWD (second node failure), or reached UWU (representing service repair), DWD (second node failure of all system components (DDD), the initialization of From state UDU (service and second node running), the possible outcomes are DDD (failure of all components), DDU, or UWU. The state UDU can lead to either the failure of all system components (DDD), the repair to waiting state machine with all system applications, making the service available again (UDU).
is unavailable and the two nodes are unavailable. From this state (DUD) and the repair of the second node (DDU). State DUD represents service unavailability, where service and second system (DDD), repair of the service (UUD), or repair of the warm standby mode of the second node (DUW). Conversely, state UUD indicates system availability, where the service and UUW (repair of the node to warm standby mode), and DDD (since failure of the only functional mode will automatically cause service failure too).
In state DUW the system is unavailable due to service node is in warm standby mode. From DUW the following states UUW indicates system availability. From this position in the model, the possibilities are warm standby failure (UUD), service service to become unavailable (DDW). The state DDW indicates second node in warm standby. From DDW, it is possible to reach (DDD), initialization of the second node (DDU), or repair of the System failure is an event that occurs when the provided service deviates from the intended service [31] , [32] . The represents the rate of node repair. A node in warm standby has
VoD
VoD was obtained from the inverse of the time to failure of the service module. To calculate this result, we used the CTMC model of Figure 3 and the Mercury tool [31] , [32] . The repair rate of the service is considered as the instantiation of a new virtual machine, including all the applications necessary to its operation (Apache and VLC). 
VI.
CASE STUDIES Four case studies were designed to analyze the system availability. The case studies can be summarized as follows: i) Case Study I: availability analysis of architecture. ii) Case Study II: sensitivity analysis of all the system components (see Figure 2) to establish a ranking of the most important parameters in the video streaming service. iii) Case Study III: analysis the behavior of the system using other technique of sensitivity analysis, by means of a percentage difference. iv) Case Study IV: analysis the behavior of the system using technique of sensitivity analysis, DASI.
A. Case Study I Figure 1 depicts the architecture, which has the dedicated frontend machine and two machines for the nodes. The Table  I shows the values of mean time to failure (MTTF) and mean time to repair (MTTR) used the model of the Frontend. Those values were obtained from [29] , [6] and were used to compute the dependability metrics for the frontend, and subsequently for the whole system. This subsystem has a MTTF of 180.72 h and a MTTR of 0.96999 h. The values used of MTTF and MTTR for Volume subsystem are described in the Table I . Those values were obtained from [29] . Table I presents the parameters for the blocks of the RBD model for the structure shown in the Figure 2 . The values of MTTF and MTTR of the Frontend and volume modules are based on [6] and [29] . The availability of the Service module is computed from the CTMC depicted in Figure 3 . Table II presents all values of the parameters used for computing the availability of the Service module. The values are based on the analyses shown in [6] and [29] . TABLE I: PARAMETERS FOR RBD OF THE SYSTEM value of 0.994401 for the availability of the video streaming system, without redundancy. This availability corresponds to about 49,05 hours of downtime in a year, and therefore highlights the importance of searching for effective solutions to improve this system.
B. Case Study II
fractional factorial designs to reduce the number of runs required by the experiment [33] . This way, we performed the analysis of a fractional factorial design of experiments to pro-vide point of view on the sensitivity of Video Stream Service availability with respect to each parameter. This analysis was performed on the 10 parameters shown in the ranking based on partial derivatives. Two levels were considered for each parameter: the minimum and maximum values used in the graphical analysis. This 2k factorial experiment was evaluated according to the individual effects for the system availability, and these values are shown in Table IV . The measures of interest were calculated with the values given in Table I and III, and the sensitivity ranking of availability for all parameters of the streaming service were given in Table IV . The tools Minitab was used for calculated sensitivity analysis [34] .
The results are ordered according to absolute values. Neg-ative values indicate that there is an inverse relationship between parameters and system availability. For example, the sensitivity with respect to failure rates is negative due to the fact that as failure rate increases (that is, the MTTF decreases) availability decreases. The index in Table IV largest effect values. Based on the results it can be concluded that the Fontend is the critical point of the video streaming system in terms of availability, and should therefore receive priority when improvements to the system are considered. The need to implement improvements in the Frontend modules method for reaching this conclusion would be to implement failover mechanisms in one or both of the components and evaluate on impact on system availability. 
C. Case Study III
In this case study analysis the behavior of the system using another technique of sensitivity analysis. In this case we used the percentage difference with this method we can also identify components that affect the availability of the systems.
The percentage difference is calculated using a Equation 4. This equation shows the expression for this approach, where output values, respectively, computed when varying A refined analysis combining the two rankings-2 k DoE and percentage difference indices may provide a reduced list of parameters which deserve the highest priority to improve the system availability. We perform such a combined analysis by checking the parameters which appear among the first three positions of the rankings. The parameters which match f f VoD Vol .
D. Case Study IV
In this case study, applied another technique of sensitivity analysis to evaluate the behavior of the system. In this case we used the DASI with this method we can also identify components that affect the availability of the systems.
The sensitivity ranking was obtained by DASI strategy through Equation 5, for the models of the Figures 2 and 3. The expressions of the partial derivatives for the subsystem A f , Av are listed below.
The partial derivatives for the subsystem AVoD2 with respect to each of the parameters of the CTMC model does not require detail because it is not the purpose of the analysis. In addition, the equations are complex.
In the Table VI , we present the ranking of the sensitivity analysis in descending order for the DASI strategy, in order to We identified at the top of the ranking of the sensitivity f f as the main components candidates for actions of system wN Is of less importance as pointed out by this strategy. This analysis gives us the possibility of not calculating the sensitivity strategy for only one specific configuration parameter, which allows us the flexibility of the value variation. This provides a better response to system availability.
Each strategy of sensitivity analysis can obtain a different ranking, the reason for which the we use for evaluation of the computational systems, more than one strategy, in order to obtain high reliability of these systems. That way, as we apply more than one strategy and relate their results, we have the opportunity to capture more events.
VII.
CONCLUSION This paper presented sensitivity analysis of VoD service availability based on hierarchical analytical models and distinct techniques to assess the impact of each input parameter. The results show that the system availability may be improved effectively by focusing on a reduced set of factors which produce large variation on steady-state availability. Most pa-rameters ranked in the highest positions of sensitivity rankings is related to the frontend component.
This component should receive the highest priority to achieve effective improvements on system availability. We also performed a combined analysis from the three techniques which is useful to reduce the list of parameters which an analyst should focus on, and solve possible conflicting results from distinct approaches. For future work, the authors propose to implement further sensitivity techniques, and also to extend the scope of the models considered in different topologies. 
