1. Introduction. In this expository paper we summarize the results of [23] , [1] and [20] about the construction of a canonical form for nonlinear systems similar to the Morse canonical form for linear systems.
The interest in canonical forms with respect to groups of transformations is due to the fact that they provide useful tools for analizing the dynamical properties of systems and for studying the solvability of control problems. In the linear framework, the Morse canonical form displays the properties which are invariant with respect to the transformations commonly used for modifying the dynamics or for designing observers ( [21] , [16] ), namely static state-feedbacks and output injections, together with changes of basis.
In a nonlinear framework, canonical forms, in a broad sense, have been considered from different point of view by many authors ( [28] , [14] , [6] , [7] , [8] , [19] , [17] ). At the present stage of the research, the class of nonlinear transformation that appears interesting to take into account contains feedbacks and change of coordinates that involve the derivatives of the input and, similarly, output in-2. Preliminaries. In order to clarify our objective, we briefly recall in this Section the properties of the Morse canonical form for linear systems. Then we will introduce, in the spirit of [3] , some differential algebraic tools that will be useful for dealing with the nonlinear systems we are going to consider.
2.1.
The Morse canonical form for linear systems. Given a linear system Σ represented by a set of equations of the form (1) ẋ(t) = Ax(t) + Bu(t), y(t) = Cx(t), where x ∈ X = n , u ∈ U = m , y ∈ Y = p , and A, B, C are real matrices of suitable dimensions, one is mainly interested in considering the following class of trasformations:
• changes of basis in the vector spaces X, U, Y ;
• static state feedbacks of the form u = F x + Gv, where F and G are real matrices of suitable dimensions and G is invertible;
• output injections, that modify the system dynamics by the assignmentẋ → x + Ky, where K is a real matrix of suitable dimensions.
More formally, one considers the group of all transformations acting on the set of triples (A, B, C) in the following way:
(A, B, C) −→ (T (A + BF + KC)T −1 , T BG, HCT −1 )
with G and H invertible.
Assuming that rank B = m and rank C = p, the invariants with respect to the action of such group of transformations are displayed by the Morse canonical form of the triple (A, B, C) ( [21] ). Without entering in the details, let us recall that associating to Σ the system matrix
we obtain, for a triple in canonical form, a system matrix having the following structure
• A 1 , A 2 and A 3 are in Jordan form,
• B 1 and B 2 are block diagonal matrices, with blocks of the form
• C 1 and C 3 are block diagonal matrices, with blocks of the form (1 0 . . . 0 0).
The block decomposition of the system matrix corresponds to an underlying decomposition of the state space of the form X = X 1 X 2 X 3 X 4 where
• X 2 := R is the maximum controllability subspace in Ker C; • X 2 X 4 := V is the maximum controlled invariant subspace in Ker C;
• X 1 X 2 := S is the minimum conditionally invariant subspace containing Im B.
The reduction of a given system matrix to the Morse canonical form is accomplished by applying suitable change of basis, a feedback that makes the system maximally unobservable, and a suitable output injection that makes the system maximally uncontrollable [21] , [16] ).
The invariants of the triple (A, B, C) displayed by the Morse canonical form are given by:
• the list I 1 = {n 1 , . . . , n k } of the controllability indices of the pair (A 1 , B 1 ) (these coincide also with the observability indices of the pair (A 1 , C 1 ) and with the structure at ∞ of Σ),
• the list I 2 of the controllability indices of the pair (A 2 , B 2 ),
• the list I 3 of the observability indices of the pair (A 3 , C 3 ),
• the list I 4 = {p 1 (z), . . . , p r (z)} of the invariant polynomials of A 4 , or the transmission polynomials of Σ.
2.2.
Algebraic-differential tools for nonlinear systems. Consider a nonlinear control system Σ of the form:
where x ∈ n , u ∈ m , y ∈ p , and where the components of f (.),g(.) and h(.) are meromorphic functions of the variable x on an open subset D ⊆ n . In order to associate with Σ a vector space of formal differentials we need to carry on, in the line of [3] , the following construction.
Let C denote the infinite set of real indeterminates defined by
For any positive integer r, we use the first r elements of C for denoting the coordinates of a point in r . Hence, a function from r to will be written as a function in the first r indeterminates of C.
The set K r , consisting of all meromorphic functions from r to is naturally endowed with a differential field structure determined by the usual partial derivative operators ∂/∂x i and ∂/∂u (k) j . The union r K r will be denoted simply by K. Any element of K is a meromorphic function depending on a finite subset of indeterminates of C and it will be simply denoted by F ({x i , u (k) j }). Quite obviously, K has a field structure, moreover it can be endowed with a differential structure determined by the system Σ. To this end, let us define a derivative operator δ, acting on K as follows:
for k ≥ 0 and for all j = 1, . . . , m,
We can consider now abstract vector spaces spanned over the differential field K. In particular, denoting by dC the infinite set of symbols dC = {dx i , i = 1, . . . , n; du
we can introduce the vector space E, spanned over K by the elements of dC, and we write E = span dC. Any element in E is a vector of the form
where only a finite number of coefficients F i , F ij are nonzero elements of K.
We define now an operator from K to E, that by abuse of notation will be denoted by d, in the following way :
The elements of E will be called one-forms and we will say that v ∈ E is an exact one-form if v = dF for some F ∈ K. We will usually refer to dF as to the differential of F .
The vector space E may be used for investigating the structural properties of Σ. By remarking that the components of the output y and their time derivativeṡ
. . .
are meromorphic functions of x, u, . . . , u (k) , and hence elements of K, we get,by differentiating, a vector in E for each component y
. .
is naturally associated to the system Σ.
Definition 1. Given the chain of vector spaces
The information contained in the structure at infinity is known to play a crucial role in the solution of many control problems ( [14] , [22] ). Here, we recall that the following equalities hold:
where ρ i 's is the index obtained from the ith step of the structure algorithm ( [27] , [15] ) applied to the system Σ, in particular σ n = ρ, the rank of the system.
Canonical form under state space transformations and feedback.
In dealing with nonlinear systems of the form (2), one is interested in considering a class of transformations larger than the one used in the linear case. Adopting a differential geometric point of view as in ( [14] and [22] ), diffeomorphisms and (nonlinear) static state feedbacks provide a natural choice in many interesting situations. In the differential algebraic approach ( [5] , [6] ) a more general class of transformations, involving not only the state and the output, but also a finite number of its derivatives, has proved to be appropriate.
For this class of transformation it is possible to parallel, up to some extent, the procedure that in the linear case leads to the Morse canonical form. In order to describe this, let us introduce the notions of generalized state-space transformation and of regular generalized state feedback.
Definition 2. A generalized state-space transformation is a map
such that for some k we have
Letting X = span{dx} and U = span{du, du, . . . , du (k) , . . .}, a generalized state-space transformation gives rise to an isomorphism τ : E = X ⊕ U → E = X ⊕ U satisfying the conditions
In particular, this means that there exist n elements ξ 1 , ξ 2 , . . . , ξ n ∈ K such that τ (X ) = span{dξ 1 , dξ 2 , . . . , dξ n } and ∂(ξ 1 , ξ 2 , . . . , ξ n )/∂(x 1 , x 2 , . . . , x n ) is generically nonsingular.
Definition 3. A regular generalized state feedback is a map
A regular generalized state feedback gives rise to an isomorphism
The generalized transformations we have introduced can be seen as a particular case of quasi-static feedback in the sense of [2] .
Locally, this definition yields:
and in the rest of the paper, we will consider only the regular situation in which rank(∂φ/∂v) = rank(∂ψ/∂u) = dim u = dim v.
Concerning output injection, it could be reasonable, at this point, in order to generalize the notion used in the linear framework, to start by considering additive assignments of the formẋ →ẋ + f (y, . . . , y (γ )), involving nonlinear functions of y and their derivatives. Actually, the transformations of this class may have undesired properties, since they could change the observability of the system, and the introduction of some restrictive conditions is therefore required. However, we will not undertake now the task of developing an appropriate generalization of the notion of output injection, since for carrying on, up to some extent, a construction similar to that of the Morse canonical form we do not need to allow, for a given system, all possible transformations induced by assignments of the forṁ x →ẋ + f (y, . . . , y (γ) ). It will be sufficient, in fact, to use only very particular output injections of the above kind for proving the following result of [23] . A deeper discussion about the generalization of the notion of output injection will be the object of Section 5. Proposition 1. Given a nonlinear system of the form (2), such that generically rank g(x) = m and rank ∂h(x)/∂x = p, there exist a generalized state space transformation, a generalized state feedback and an output injection that transform the system into the following form
Remark that Σ is linear from an input/output point of view and that the new input v is obtained in terms of x, u and of a finite number of derivatives of u. P r o o f. The proof of the statement is constructive and goes as follows.We start by constructing a suitable set of variables (ζ, v) by means of the following procedure:
S t e p 0: Define ζ 0 := y S t e p k: Choose a subset of (ζ k , v k ) of the components ofζ k−1 such that a basis for span{dx, dẏ, . . . , dy (k) }.
The procedure stops when (ζ k+1 , v k+1 ) is empty, namely when
A practical way of implementing the procedure described above consists essentially in applying the structure algorithm to the system. Namely, at Step 1, writeζ
• ∂y 11 (x, u)/∂u is full row rank and rank ∂y 11 (x, u)/∂u = rank ∂ẏ/∂u, • ∂(y, y 12 )/∂x = is full row rank and rank ∂(y, y 12 )/∂x = rank ∂(y, y 12 , y 13 )/∂x.
Then, define
It is easy to check that (ζ 1 , v 1 ) verify conditions (i), (ii) above.
At
Step k, after reordering if necessary, writė
• ∂y k1 /∂u is full row rank and rank ∂(y 11 , . . . , y (k−1)1 , y k1 )/∂u = rank ∂(y 11 , . . . , y (k−1)1 ,ẏ (k−1)2 )/∂u,
• ∂y k2 /∂x is full row rank and rank ∂(y, y 12 , . . . , y k2 )/∂x = rank ∂(y, y 12 , . . . , y k2 , y k3 )/∂x. Then, define
It is easy to check that (ζ k , v k ) satisfy conditions (i), (ii) above.
The set of variables (ζ 0 , . . . , ζ ν , v 1 , . . . , v ν ) obtained when the procedure stops can be completed by adding block variables
in such a way that the transformation
defined by the equations (4)- (9) is a diffeomorphism, linear in u, on some open subset of (n+m(ν+1)) . Solving for u, it yields a regular generalized state feedback described locally by
that satisfies the conditions
In order to display the effect of the transformations (10) and (11) on the original system, let us remark that, when the procedure stops after ν steps (that is when y (ν+1)1 and y (ν+1)2 are empty), one has a partition of the vector ζ 0 , or equivalently of y, into 2ν + 1 blocks ζ 0h , for 1 ≤ h ≤ 2ν + 1, whose dimensions correspond, for 1 ≤ h ≤ ν, to those of the blocks v h , or equivalently y h1 , and, for ν + 1 ≤ h ≤ 2ν + 1, to those of the blocks y (2ν+2−h)3 respectively (note, in fact, that we have from the above procedure ν blocks y k1 and ν + 1 blocks y k3 , some of which may obviously be empty). Then, expressing the system in the new variables, we get
Now, recalling how the variables ζ 0 , . . . , ζ ν have been defined in (5), (7) the relationsζ n h h = f h (ζ 0 , . . . , ζ ν ) can easily be modified by the particular output injection defined by the assignmenṫ
with 1 ≤ i ≤ ν, 1 ≤ j ≤ n h and ν + 1 ≤ h ≤ 2ν + 1. In this way we have
This, denoting (ζ 0 , . . . , ζ ν , ζ ν+1 ) by (ζ,ζ), gives finally the desired form
We can now remark the following facts about the representation (12). The subsystems described by the first two blocks of (12) , that represent the observable part of Σ , are invariant with respect to generalized state-space transformations and regular generalized state feedbacks. The first one contains the information about the algebraic structure at infinity of Σ, which corresponds to that contained in the list I 1 of the Morse canonical form. Namely, for each h, 1 ≤ h ≤ ν, there are as many zeros at infinity of order n h + 1 as dim ζ 0h . In particular, with the notations of Section 2.2, we have n h + 1 = σ h − σ h−1 . The list {n ν+1 , . . . , n 2ν+1 } obtained by the second block coincides, if Σ is linear, with the Morse list I 3 .
In order to decouple the last block, as done in the linear case, we should now make use of some sort of generalized output injection. Actually, as said previously, while the generalization of the notion of feedback we employed came in a quite natural way, the situation is much more involved for output injection. We will come back to this point in a next section, after discussing some examples.
Some examples
4.1. Example. The following system has been considered in [13] :
Applying the procedure described in Section 3, we obtain, at the various steps:
S t e p 0:
S t e p 1:
S t e p 2:
The procedure stops, and we can complete the transformation by chosing ζ 3 := x 4 and v 3 := u 3 so that (ζ,
As a result, the system takes the form
Example. Let us consider the following system:
The system is decoupable by a regular static state feedback. Then, the transformation we get by applying the procedure described in Section 3 reduces to a usual state space transformation and a regular state feedback.
At the various steps we obtain what follows:
The procedure stops, and we can complete the transformation by defining ζ 3 := x 3 . The canonical representation now takes the form
5. Generalizing the notion of output injection. In order to obtain a complete analogy with the Morse canonical form in the nonlinear setting we are working in, we would now decouple ζ ν+1 in (12) from (ζ 0 , . . . , ζ ν ) and (v 1 , . . . , v ν ) and then, possibly, we would split the corresponding block into a controllable and a noncontrollable part. In decoupling, we would use only transformations that may be viewed as a generalization of the notion of output injection, followed possibly by changes of coordinates.
In the nonlinear framework, linear output injections have been used in [12] . An additive nonlinear output injection, similar to the one used in Section 3 has been employed in [18] for linearizing a nonlinear system, as well as in [9] , [10] for transforming a nonlinear system into a bilinear one. In general, however, the problem of defining a quite general notion of output injection in a nonlinear framework has not received much attention in the literature.
Here, we consider a class of output injections, which are not necessarily additive and whose definition is consistent with that of quasi-static state feedback formalized in [2] . The basic idea is that of considering transformations that modify the dynamics of a system of the form (2) by the assignment (13)ẋ −→ θ(ẋ, y,ẏ, . . . , y (r) ).
In other terms, this amounts to transform the system
In the following, in order to make distinction between the derivatives of y along the trajectories of (14) and those along the trajectories of (15), we will denote the latter ones by y [k] , whereas the notation y (k) will stand for the first ones. Clearly, some restrictions must limit the choice of the function θ(f (x) + g(x)u, y,ẏ, . . . , y (r) ), in order to avoid pathological situations. In particular, we would prevent the possibility that an output injection can change the observability properties of the system. Let us illustrate this point by considering the following example. Let us apply to the system ẋ 1 = 0, x 2 = 0, y = x 1 x 2 , which is obviously not fully observable, the linear, additive output injection defined by θ(ẋ, y) = (ẋ 1 + y, 0) t . The resulting system is:
which turns out to be completely observable (in the sense of [4] ) since x 1 = y 2 /y [1] and x 2 = y [1] /y. Before going further, it is therefore useful to state formally, following [29] , the notion of observability we will consider in defining the notion of output injection (see also [11] ).
Definition 4. Given a system of the form (14), let X and U denote, as usual, span{dx} and span{du (k) , k ≥ 0} respectively, and let Y denote span{dy (k) , k ≥ 0}. Then, the observability space of the system is defined as:
Definition 5. A system of the form (14) is said to be observable if and only if dim(X ∩ (Y + U)) = n, i.e. if and only if span{dx} ⊂ span{dy
Now, given a system of the form (14) and a map of the form (13), we can consider the vector spaces H k = span{dy, dẏ, . . . , dy (k) , du, du, . . .} and H k = span{dy, dy [1] , . . . , dy [k] , du, du, . . .}. With these notations it is possible to state, as in [20] , the following definition of output injection (see also [1] ).
Definition 6. The map θ(ẋ, y,ẏ, . . . , y (r) ) (r ∈ N ) that transforms the system (14) into the system (15) is an output injection if the following conditions hold:
• ∂θ(ẋ, y,ẏ, . . . , y (r) )/∂ẋ is generically invertible.
The following Proposition, proved in [20] , states that the output injection defined above behaves well with respect to the observability.
Proposition 2. Given a system of the form (14) and a map θ of the form (13), let O denote the observability space of (14) and let O = X ∩ ( Y + U), where Y = span{dy [k] , k ≥ 0}, denote the observability space of (15) . If θ is an output injection, then O = O.
Let us now go back to the system Σ described by (12) at the end of Section 3. Denoting the block variables (ζ 0h , . . . , ζ n h h ) for 0 ≤ h ≤ ν, that is the variables of the first block in (12) , by ζ 1 , the block variables (ζ 0h , . . . , ζ n h h ) for ν + 1 ≤ h ≤ 2ν + 1, that is the variables of the second block in (12) , by ζ 2 and the block variable ζ ν+1 by ζ 3 , and analogously denoting the block variables (v 1 , . . . , v ν ) by w 1 and v ν+1 by w 2 , we can rewrite (12) as
Let us focus on the subsystem
1 , w 2 )) corresponding to the unobservable variable ζ 3 . The problem of decoupling ζ 3 from ζ 1 , ζ 2 and w 1 by means of an output injection does not seem to be tractable in general. So, we limit our attention to the situations in which f 3 has particular properties. Namely, we assume that, for each component f 3i of f 3 , there exists a function χ i (ζ 3 , w 2 ) such that:
In other terms, we assume that there exists a separation function of the observable variables and the unobservable ones.
Then, we have the following two cases: either f 3i does not depend on ζ 3 and on w 2 , and we chose χ i (ζ 3 , w 2 ) = 0, or (∂F i /∂χ i ) = 0. Now, by the construction carried on in the proof of Proposition 1, ζ 1 , ζ 2 and w (k) 1 can be expressed in terms of y and its derivatives. Hence we can define, in the case in which f 3i does not depend on ζ 3 and on v 2 , θ i (ζ 3i , y,ẏ, . . . , y (r) ) =ζ 3i − F i (ζ 1 , ζ 2 , w 1 , . . . , w
1 ). In the case in which ∂F i /∂χ i = 0, we can apply the implicit function theorem to get χ i = G i (f 3i , ζ 1 , ζ 2 , w 1 , . . . , w (µ) 1 ) and we define θ i (ζ 3i , y,ẏ, . . . , y (r) ) = G i (ζ 3i , ζ 1 , ζ 2 , w 1 , . . . , w
1 ). The map θ = (θ 1 , . . . , θ i , . . .) defines an output injection according to Definition 6 which transforms (16) intoζ where χ = (χ 1 , . . . , χ i , . . .), achieving the desired decoupling and yielding a maximal loss of accessibility.
Obviously, the separability condition seen above is only sufficient for assuring the possibility of decoupling ζ 3 by means of an output injection. In addition, the fact that such condition is not feedback invariant, as pointed out in [25] , shows that a complete characterization of existence of an output injection with the desired property is still far from being obtained. For the nonobservable part, we can writeẋ 2 = (x Now (i) implies ∂χ/∂v 2 = 0, while (ii) and (iii) imply ∂χ/∂v 2 = 0, that is a contradiction.
As a consequence, there is no separation function in this case and, actually, the nonobservable block cannot be decoupled from x 1 .
