An analysis is made of quadrature via two-point formulae when the integrand is Lipschitz or of bounded variation. The error estimates are shown to be as good as those found in recent studies using Simpson (three-point) formulae.
Introduction and preliminaries
The simplest quadrature rule of open type is based on the well-known midpoint formula where a < Á < b (see [3, p. 70] However, we can obtain (1.4) by using (1.3) on subintervals. The latter inequality provides [11, p. 3] ). In particular, the choices x = .3a + b/=4, y = .a + 2b/=3 and z = .b − a/=12 yield
that is,
Combining this with (1.5) supplies (1.4). Midpoint formulae of Euler type, based on (1.1), were treated recently in [4] . In this paper we consider similar results related to the two-point formula (1.2).
The fundamental ingredients in our analysis are the same, namely the two identities (1.7) [3] Two-point formulae 223
which may conveniently be referred to as the extended Euler formulae and which were established recently in [5] . Here T 0 .x/ = 0 and 
The Bernoulli polynomials B k .t/ (k ≥ 0) are uniquely determined by the identities
and
For further details on the Bernoulli polynomials and the Bernoulli numbers, see for example [1] or [2] . We have
so that B * 0 .t/ = 1 and B * 1 .t/ has a jump of −1 at each integer. From (1.10) it follows that B k .1/ = B k .0/ = B k for k ≥ 2, so that B * k .t/ is continuous for k ≥ 2. Moreover, using (1.9) we get
and this holds for every t ∈ R when k ≥ 3, and for every t ∈ R \ Z when k = 1; 2.
As in [4] , our analysis hangs on detailed properties of the Bernoulli polynomials. The analysis is effected via two families .F k / k≥1 and .G k / k≥1 of auxiliary functions. The basic idea of the two-point approach is outlined in Section 2 and centres on two two-point formulae. In Section 3 we develop the requisite results for the auxiliary functions and in Section 4 use these to determine error estimates when integrals are approximated by our two-point formulae. We consider integrands which are either of bounded variation or possess a Lipschitz property. We find that the error estimates for our current two-point procedures are as good as those obtained recently for three-point (Simpson) procedures (see [7, 8, 6, 9] ). Finally in Section 5 we make corresponding estimates when the domain of integration is given a general uniform partition and the two-point formulae are repeated for quadrature.
Generalisations of the two-point formula
The functions G k .t/ and F k .t/ are of period 1 and continuous for k ≥ 2 and so are determined by their behaviour on [0; 1]. This we investigate in the next section.
Let f : [a; b] → R be such that f .n−1/ exists on [a; b] for some n ≥ 1. We introduce the notation
Further, defineT
In the theorem below we establish two formulae which we term two-point formulae of Euler type and which play a key role in this paper. 
PROOF. Put x = .2a+b/=3; .a+2b/=3 in (1.6), multiply the two resultant formulae by .b − a/=2 and add. This produces (2.3). Formula (2.4) is obtained from (1.7) by the same procedure.
.n/ exists and is integrable on [a; b] for some n ≥ 1. In this case (2.3) holds with
while (2.4) holds with
By direct calculation we getB 1 = 0,B 2 = −1=9,B 3 = 0. This implies, by (2.2), thatT
Applying (2.4) with n = 1, 2 yields the identities
Similarly, (2.4) with n = 3; 4 generates the identities
The auxiliary functions
To proceed to error estimates, we need some properties of the functions G k .t/ and F k .t/. As noted earlier, it is enough to know these on [0; 1].
The Bernoulli polynomials of even order are symmetric and those of odd order skew-symmetric about 1=2, that is, 
Now by (3.3) we have
Further, the points 0 and 1 are zeros of F n .t/, that is, F n .0/ = F n .1/ = 0 (n ≥ 1). As we shall see below, they are the only zeros of F n .t/ for n = 2k (k ≥ 1). Also, using
We shall see that 0, 1=2 and 1 are the only zeros of
PROOF. Since B * n .t/ is of period 1 and continuous for n ≥ 2, we have for n ≥ 2 and 0 ≤ t ≤ 1 that
Further, using (3.1) we get
which proves the second identity.
Note that the identities established in Lemma 1 are valid for n = 1 too except at the points 1=3 and 2=3 of discontinuity of
LEMMA 2. For k ≥ 2 the function G 2k−1 .t/ has no zeros in the interval .0; 1=2/.
The sign of this function is determined by
PROOF. For k = 2, G 3 .t/ is given by (2.9) and we have G 3 .t/ > 0 (0 < t < 1=2), so our assertion is true for k = 2. Now, assume that k ≥ 3. Then 2k − 1 ≥ 5 and G 2k−1 .t/ is continuous and twice differentiable. Using (1.12) we get
We know that 0 and 1=2 are zeros of G 2k−1 .t/. Suppose that some Þ ∈ .0; 1=2/ is also a zero of G 2k−1 .t/. Then the derivative G 2k−1 .t/ must have at least one zero þ 1 ∈ .0; Þ/ and at least one zero þ 2 ∈ .Þ; 1=2/. Therefore G 2k−1 .t/ must have at least one zero inside .þ 1 ; þ 2 /. Thus, from the assumption that G 2k−1 .t/ has a zero inside .0; 1=2/, it follows from (3.8) that G 2k−3 .t/ also has a zero inside this interval, and so by induction G 3 .t/ has a zero on .0; 1=2/, which we have seen not to be the case. Hence G 2k−1 .t/ cannot have a zero on .0; 1=2/.
To determine the sign of G 2k−1 .t/, note that
We have from [1, 23.1.14] that .−1/ k B 2k−1 .t/ > 0 (0 < t < 1=2), which implies 
PROOF. Using (1.12) we get .
Also max
which completes the proof.
PROOF. Using (1.12) we get [10] The first assertion follows from (3.7) and (3.6). From (3.5), (3.9) and the periodicity of G m for m ≥ 2, we have
by (3.3), which leads to the second assertion. Finally, we use (3.5) again and the triangle inequality to obtain
which proves the third assertion.
Two-point formula error estimates
In this section we use the two-point formulae of Euler type established in Theorem 1 to prove a number of inequalities for various classes of functions.
Applying the above inequality, we get (4.1) from (2.4). Similarly, we can apply (4.3) with 8.t/ = G n ..t − a/=.b − a// and then use (2.3) to obtain (4.2).
PROOF. Using (2.6) and (2.7) we get |F 2 .t/| dt = 1=9, respectively. Therefore, using (2.5) and (2.1) and applying (4.1) with n = 1 and n = 2, we get the first and second inequalities, respectively. By Corollary 2, 
(see [7] and [9] ). This inequality is related to Simpson's quadrature formula and gives an error estimate for an L-Lipschitzian function on [a; b]. This may be compared with the first inequality
in Corollary 3. We see that, for this class of function, we have the same error estimate for the two-point quadrature rule as for Simpson's rule. However Simpson's rule requires the evaluation of f at three points, while the two-point rule requires evaluation at two points only. Error estimates applying with the repeated use of these formulae for a finite interval consisting of ¹ subintervals will also agree. In that context the Simpson scheme will involve evaluations at 2¹ + 1 points and our present procedure 2¹ points. .
PROOF. For n = 2k − 1 we have by (4.5) thatT n−1 .a; b/ = D k−1 .a; b/. Thus the first inequality follows from Corollary 2 and (4.1). Moreover, for m ≥ 2 we have that 
We apply the estimate (4.8) to
We now use the above inequality and (2.4) to obtain (4.6). In the same way, we apply the estimate (4. 
If f is continuous and of bounded variation on
[a; b], then b a f .t/ dt − M.a; b/ ≤ 1 18 .b − a/ 2 · V b a . f /:
[a; b], then b a f .t/ dt − M.a; b/ − .b − a/ 2 36 f .b/ − f .a/ ≤ √ 2 324 .b − a/ 3 · V b a . f /:
respectively. Therefore, using (2.5) and applying (4.6) with n = 1; 2; 3, we get respectively the first, second and third inequalities. Further, by Corollary 1,
The fourth inequality follows from (4.6) with n = 4 and (2.5).
REMARK 4. It has been established in [8] (see also [9] ) that
This inequality is related to Simpson's quadrature formula and gives the error estimate for a function of bounded variation on [a; b]. This may be compared with the first inequality 
[15]
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PROOF. The argument is similar to that used in the proof of Corollary 4. We apply Theorem 3 and use the formulae established in Corollary 1. 
where K .n; p/ = .1=2.n!// 1 0
where K * .n; p/ = .1=2.n!// 1 0
PROOF. By the Hölder inequality, we have
From this inequality, we get the estimate (4.6) from (2.4) and Remark 1. In the same way we get the estimate (4.10) from (2.3).
REMARK 6. For p = ∞ we have K .n; ∞/ = 1 2.n!/ 
where
.2k/! |B 2k | :
|F n .t/| and K * .n; 1/ := 1 2.n!/ max
Then, using Remark 5 and Theorem 3, we can extend the results established in Theorem 4 to the pair p = 1, q = ∞. Thus if we set 1=q = 0, then (4.9) and (4.10) hold for p = 1. Also, by Remark 5 and Corollary 5, we have for n = 1; 2 that
.n/ 1 , while for n = 3; 4 we have
where 
REMARK 8. For 1 < p ≤ ∞ we can easily determine
so that for n = 1 Theorem 4 yields
This may be compared with the similar inequality proved in [6] (see also [9] ), related to Simpson's rule
The comparison in Remark 2 also applies here.
Quadrature formulae error estimates
Let us divide the interval [a; b] into ¹ subintervals of equal length h = .b − a/=¹. Assume that f : [a; b] → R is such that f .n−1/ is continuous and of bounded variation on [a; b], for some n ≥ 1. We consider the repeated two-point quadrature formula
and the repeated modified two-point quadrature formula
while for m ≥ 2, we get using (4.5) that
The remainders ² n . f / and2 n . f / can be written as
where, for i = 1; : : : ; ¹,
We shall apply results from the preceding section to obtain some estimates for the remainders ² n . f / and2 n . f /. Before doing this, note that for n = 2k − 1 (k ≥ 2), we
Thus ² 2k−1 . f / =2 2k−1 . f /, so that (5.1) and (5.2) coincide in this case. This shows that (5.2) is interesting only when n = 2k (k ≥ 2). In this case we havẽ
In fact we have2 2k
Therefore for k ≥ 2 we can approximate
using either (5.1) with n = 2k − 1 or (5.2) with n = 2k − 2. To obtain the error estimate for this approximation, if we apply (5.1), then we must assume that f 
PROOF. Applying (4.1) and (4.2) we get for i = 1; : : : ; ¹, respectively,
Using the above estimates and the triangle inequality, we get from (5.5) that
The rest of the argument, from ( 
PROOF. Applying (4.6) and (4.7) we get for i = 1; : : : ; ¹ respectively that
Using the above estimates and the triangle inequality, we get from (5.5) that interval [a; b] . Applying (4.9) and (4.10) and using the above inequality, we get for i = 1; : : : ; ¹ that
The result follows from (5.5) by the triangle inequality.
In the following discussion we assume that f : [a; b] → R has a continuous derivative of order n, for some n ≥ 1. In this case we can use (2.4) and the second formula from Remark 1 to obtain, for i = 1; : : : ; ¹, that
Therefore we get by (5.5) that
Similarly, we get2 n . f / = .h n+1 =2.n!// 
From the discussion at the beginning of this section, the most interesting case is the repeated two-point quadrature formula of Euler type (5.1) for n = 2k (k ≥ 2), which can be rewritten as
The empty sum for k = 1 is taken as zero. 
PROOF. Using (5.6), we can rewrite ² 2k . f / as
On the other hand, (2.8) and Corollary 1 give
which implies ¹m REMARK 11. The repeated two-point quadrature formula of Euler type (5.9) is a generalisation of the two-point formula (1.2). Namely, from (5.10) for k = 1 and ¹ = 1 we get ² 2 . f / = .b − a/ 3 =36 f .Á/ and (5.9) reduces to (1.2). 
