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The study of G-identities of algebras with group action was begun in [4] and has been
continued in a number of papers since. The main goal of this paper is to display a basis for
the G-identities for M2(C), for each finite group G which acts faithfully on M2(C). Here
is an example which we hope will make the basic notions clear. Let G = {e, g} be Z/2Z
with action on M2(C) given by
e
(
a b
c d
)
=
(
a b
c d
)
and g
(
a b
c d
)
=
(
a −b
−c d
)
.
Then it is easy to see that for any 2 × 2 matrix x , that e(x) + g(x) is a diagonal matrix.
Since diagonal matrices commute, this gives us the G-identity
(
e(x1)+ g(x1)
)(
e(x2)+ g(x2)
)− (e(x2)+ g(x2))(e(x1) + g(x1))= 0.
In this particular case, a basis for the ideal of G-identities is immediate from Di Vincenzo’s
theorem. Di Vincenzo studied 2 × 2 matrices with Z/2Z grading and determined a basis
for the graded identities in [3]. (See [7] for the generalization to n × n matrices.) Since
Z/2Z is an abelian group, there is a well-known translation between group gradings and
group actions. Define π0(x) to be e(x)+g(x) and π1(x) to be e(x)−g(x). Then it follows
from Di Vincenzo’s theorem that all G-identities are consequences of these two:
π0(x1)π0(x2)− π0(x2)π0(x1) = 0,
π1(x1)π1(x2)π1(x3)− π1(x3)π1(x2)π1(x1) = 0.
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they are gotten be conjugation, cf. [5]. Hence, a finite group G acting faithfully on M2(C)
must be a subgroup of PGL2(C). These subgroups were classified in [1]. See [2] for a
more modern treatment. They are the cyclic groups Z/nZ, the dihedral groups Dn, the
alternating groups A4 and A5, and the symmetric group S4. We now describe our results in
each case.
For cyclic groups Z/nZ, the case of n = 2 is something of an exception and is handled
by Di Vincenzo’s theorem as we indicated. So we will assume that n 3. Let G = Z/nZ
be generated by g. Then g will act on M2(C) by conjugation by some matrix A of order n.
We may assume that A is a diagonal matrix of the form diag(1,ω), where ω is a primitive
nth root of 1. This implies that
g
(
a b
c d
)
=
(
a ω−1b
ωc d
)
.
Now, the group algebra CG can be written as a direct sum
⊕n−1
i=0 Cei , where each ei
is a primitive idempotent and ei = (1/n)∑n−1j=0 ω−jigj . Since G is abelian, we can use
this decomposition to get an equivalence between G-actions and G-gradings. In our
case, M2(C) =∑ eiM2(C). However, if n = 0,1, n − 1, then it is not hard to see that
eiM2(C) = 0. We will write en−1 as e−1. Then
e0
(
a b
c d
)
=
(
a 0
0 d
)
, e1
(
a b
c d
)
=
(
0 0
c 0
)
, and
e−1
(
a b
c d
)
=
(
0 b
0 0
)
.
Instead of a Z/nZ grading, it may be more useful to think of M2(C) as having a Z grading
concentrated in {0,1,−1}. At any rate, it satisfies the identities e1(x1)e1(x2) = 0 and
e−1(x1)e−1(x2) = 0. Also, from Di Vincenzo’s theorem, it satisfies
e0(x1)e0(x2) = e0(x2)e0(x1), e1(x1)e−1(x2)e1(x3) = e1(x3)e−1(x2)e1(x1), and
e−1(x1)e1(x2)e−1(x3) = e−1(x3)e1(x2)e−1(x1).
Our first theorem is that these generate all of the identities.
Theorem 1. All G-identities of M2(C), with G = Z/nZ, are consequences of the ones
enumerated above, namely,
Id. (1.1) e0(x)+ e1(x)+ e−1(x) = x .
Id. (1.2) eα(x1)eα(x2) = 0, for α = ±1.
Id. (1.3) e0(x1)e0(x2) = e0(x2)e0(x1).
Id. (1.4) eα(x1)e−α(x2)eα(x3) = eα(x3)e−α(x2)eα(x1), for α = ±1.
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and h, with relations gn = h2 = 1 and hgh = g−1. The group algebra CDn is a direct sum
of two copies of C and n− 1 copies of M2(C). Keeping the notation ei as above, note that
hei = e−ih for each i . It is not hard to see that the two copies of C are generated by the
idempotents (1/2)(1+h)e0 and (1/2)(1−h)e0; and that for i > 0 there is a copy of M2(C)
with basis ei , e−i , hei , and he−i . The identity matrix in this copy of M2(C) is ei + e−i . As
a subgroup of PGL2(C), we may take g as above and we may take h to be
(0 1
1 0
)
. So, the
action by h is
h
(
a b
c d
)
=
(
d c
b a
)
.
As above, if i  2 each of e±i and he±i acts as zero on M2(C). As for the remaining
elements, we have
(1 + h)e0
(
a b
c d
)
=
(
a + d 0
0 a + d
)
, (1 − h)e0
(
a b
c d
)
=
(
a − d 0
0 d − a
)
,
e1
(
a b
c d
)
=
(
0 0
c 0
)
, he1
(
a b
c d
)
=
(
0 c
0 0
)
,
e−1
(
a b
c d
)
=
(
0 b
0 0
)
, and he−1
(
a b
c d
)
=
(
0 0
b 0
)
.
It is now easy to write down G-polynomial identities. Theorem 2 gives a generating set.
Theorem 2. All G-identities of M2(C), with G = Dn, are consequences of the following:
Id. (2.1) (1/2)(1 + h)e0(x)+ 12 (1 − h)e0(x)+ e1(x)+ e−1(x) = x .
Id. (2.2) (1 + h)e0(x) is central.
Id. (2.3) (1 − h)e0(x1) commutes with every (1 − h)e0(x2) and anticommutes with every
e±1(x2) and every he±1(x2).
Id. (2.4) eα(x1)eα(x2), eα(x1)he−α(x2), heα(x1)e−α(x2), and heα(x1)heα(x2) all equal 0,
for α = ±1.
Id. (2.5) If α = ±1 and f,g ∈ {eα,heα}, then f (x1)x2g(x3) = f (x3)x2g(x1).
Id. (2.6) eα(x1)x2he−α(x3) = he−α(x3)x2eα(x1), for α = ±1.
Id. (2.7) eα(x1)e−α(x2) = he−α(x2)heα(x1) for α = ±1.
The remaining cases of G = A4, S4, or A5 are all similar. In each of these cases, M2(C)
decomposes as a G-module into two irreducible modules, the center C and the space of
trace zero matrices. It follows that the linear span of the image of G in the automorphism
groups of M2(C) is isomorphic to C⊕M3(C). Hence it contains elements  and ij , i, j =
1,2,3 that act on M2(C) as follows: M2(C) has basis v0 = I , v1 = e11 − e22, v2 = e12,
and v3 = e21. Then  projects onto I , so (A) = (1/2) tr(A)I , and each ij vα = δj,αvi .
We do not compute these elements of CG explicitly because we do not think that knowing
their exact form would add to our understanding of the identities. Such a computation is
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these elements. Here it is:
Theorem 3. Let G be A4, S4 , or A5, and let  and ij in CG be as above. Then all
G-identities of M2(C) with G-action are consequences of the following:
Id. (3.1) (x)+ 11(x)+ 22(x)+ 33(x) = x for all x .
Id. (3.2) (x) is central.
Id. (3.3) Every 1α(x1) commutes with every 1β(x2) and anticommutes with every ij (x2),
i = 2,3 and i, α,β = 1,2,3.
Id. (3.4) iα(x1)iβ (x2) = 0 for i = 2,3 and α,β = 1,2,3.
Id. (3.5) iα(x1)jβ(x2)iγ (x3) = 1α(x1)1β(x2)iγ (x3), where {i, j } = {2,3} and α,β,
γ = 1,2,3.
Id. (3.6) 3α(x1)2β(x2)+ 2β(x2)3α(x1) = 1α(x1)1β(x2), where α,β = 1,2,3.
Id. (3.7) iα(x1)x2iβ (x3) = iβ (x3)x2iα(x1), where i, α,β = 1,2,3.
1. Preliminaries
Given any set X and any finite group G we denote by C〈X;G〉 the free C-algebra on the
symbols g(x), where g ∈ G and x ∈ X. If e is the identity in G, we will sometimes write
e(x) as x . Then C〈X;G〉 admits an action of G in a natural way and it has the universal
property that given any G-algebra A over C and any set-theoretic map φ :X → A, there
exists a unique G-algebra map C〈X;G〉 → A extending φ. Elements of C〈X;G〉 are called
G-polynomials. Moreover, given f ∈ C〈X;G〉 and given any G-algebra A, f is said to be
a G-polynomial identity for A if it is mapped to zero under every G-map C〈X;G〉 → A.
The set of identities for A, Id(A) is a G-ideal of C〈X;G〉, and it is invariant under all
G-endomorphisms. A set S of G-polynomials is said to generate the identities of A, if
Id(A) is the smallest ideal containing S and invariant under the action of G and under all
G-endomorphisms of C〈X;G〉.
Lemma 4. Given a group G and a map φ :G → PGL2(C), so G acts on M2(C).
Given an invertible matrix B ∈ GL2(C), define a new G-action via ψ :G → PGL2(C) by
conjugating φ with B , i.e., ψ(g) = Bφ(G)B−1. Then, M2(C) has the same G-identities
with respect to each of these actions.
Proof. Consider an arbitrary G-monomial m = g1(x1) · · ·gn(xn) and arbitrary a1, . . . ,
an ∈ A. We write m1(a1, . . . , an) for the evaluation of m under the first action and
m2(a1, . . . , an) for the evaluation under the section. Then
m1(a1, . . . , an) = φ(g1)a1φ(g1)−1 · · ·φ(gn)anφ(gn)−1
and
m2(a1, . . . , an) = Bφ(g1)B−1a1Bφ(g1)−1B−1 · · ·Bφ(gn)B−1anBφ(gn)−1B−1
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(
B−1a1B, . . . ,B−1anB
)
B−1.
The lemma follows. 
Remark. The groups we discuss in this paper all act faithfully on M2(C). If Γ is any group
acting on M2(C), then the image of Γ in the automorphism group of M2(C) is one of the
groups we discussed, call it G. Then the Γ -identities of M2(C) in C〈X;Γ 〉 are the inverse
image of the G-identities of M2(C) in C〈X;G〉 under the map
C〈X;Γ 〉 → C〈X;G〉.
In general, if we form the quotient C〈X;G〉/ Id(A), we get the generic algebra for A. It
has the properties that it is a G-algebra, that it satisfies all of the G-identities of A, and that
every set-theoretic map φ :X → A induces a G-algebra map from C〈X;G〉/ Id(A) to A.
We now give a construction of the generic algebras for M2(C) with group actions.
Let F be the purely transcendental extension of C, F = C(ai, bi, ci, di | i = 1, . . . , k).
The algebras we consider will all be subalgebras of the 2 × 2 matrices over F , M2(F ).
First, for each i , let Xi be the generic matrix
Xi =
(
ai bi
ci ci
)
.
The C-algebra generated by the Xi is denoted Uk(M2(C)) and is the generic algebra for
M2(C) without a group action. Now, given a group G ⊂ PGL2(C), G acts on M2(F ), via
conjugation. Let Uk(M2(C),G) be the subalgebra of M2(F ) generated by all g(Xi), where
g ∈ G and i = 1, . . . , k. Then Uk(M2(C),G) is the smallest G-subalgebra containing
the Xi . It satisfies the two properties of generic algebras: it satisfies all of the G-identities
of M2(C) and given any B1, . . . ,Bk ∈ M2(C), there is a unique G-homomorphism from
Uk(M2(C),G) to M2(C) taking each Xi to Bi . This proves our next lemma.
Lemma 5. The algebras Uk(M2(C),G) constructed above are generic algebras for M2(C)
with G-action.
2. Proof of Theorem 1
Let G = Z/nZ be generated by the element g and assume that g acts on M2(C) by
conjugation with a matrix which we also call g. Using Jordan form and the fact that gn = 1,
Lemma 4 implies that we can take g to be a diagonal matrix diag(α,β), where α and β are
nth roots of 1. Moreover, we do not affect the action of g if we multiply it by a scalar. So,
we may replace α by 1 and β by β/α. This gives our next lemma.
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the action in which the generator acts via conjugation by
g =
(
1 0
0 ω
)
,
where ω is some primitive nth root of 1.
In order to prove Theorem 1, let I be the ideal of identities in C〈X;G〉 generated by the
identities in the theorem. Then I ⊆ Id(M2(C)). In order to show that they are equal, we
will construct a subset of C〈X;G〉 which is independent mod Id(M2(C)) and which spans
mod I .
Keeping the notation ei from the introduction, let B be the set of products of the form
e0(x)
n,
e0(x)
n e1(xi1)e0(x)
m e−1(xj1)e1(xi2)e−1(xj2) · · ·e1(xiα )e−1(xjα ),
e0(x)
n e1(xi1)e0(x)
m e−1(xj1)e1(xi2)e−1(xj2) · · ·e1(xiα ),
e0(x)
n e−1(xi1)e0(x)m e1(xj1)e−1(xi2)e1(xj2) · · ·e1(xiα )e1(xjα ), and
e0(x)
n e−1(xi1)e0(x)m e1(xj1)e−1(xi2)e1(xj2) · · ·e−1(xiα ),
where i1  i2  · · · , j1  j2  · · · , and where we are using the shorthand e0(x)n to denoted
e0(x1)n1 · · ·e0(xk)nk . Likewise, e0(x)m.
Lemma 7. No non-trivial linear combination of elements of B is an identity for M2(C).
Proof. Assume that we are given some linear combination of elements of B which
vanishes under every specialization into M2(C). We will show that all of the coefficients
must be zero. First, specialize each xi to a matrix of the form
xi 	→
(
ai 0
0 ai
)
.
Then, all elements of B become zero, except for the ones with no occurrences of e1 or e−1.
This leaves only the products e0(x)n. These specialize to an11 · · ·ankk . Since no combination
of these vanishes on C, the coefficients of all these terms must be zero.
Next, we specialize each xi to the generic matrix Xi . The remaining four types of
products in B give multiples of e22, e21, e11, and e12, respectively. So, if there were non-
trivial identities, there would have to be identities involving only one of the four types.
Consider the first of the four types. Specializing to Xi gives e22 times
a
n1
1 · · ·ankk dm11 · · ·dmkk ci1 · · ·ciα bj1 · · ·bjα .
Again, no combination of these is an identity for C. Similarly for the other types of basis
elements. 
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M2(C). The next lemma will complete the proof of Theorem 1 by showing that these
elements span C〈X;G〉 modulo the identities listed in the theorem.
Lemma 8. Every monomial in C〈X;G〉 can be written as a linear combination of elements
of B, modulo the identities of Theorem 1:
Id. (1.1) e0(x)+ e1(x)+ e−1(x) = x .
Id. (1.2) eα(x1)eα(x2) = 0, for α = ±1.
Id. (1.3) e0(x1)e0(x2) = e0(x2)e0(x1).
Id. (1.4) eα(x1)e−α(x2)eα(x3) = eα(x3)e−α(x2)eα(x1), for α = ±1.
Proof. It follows purely from the multiplicative structure of C[Z/nZ] that for any Z/nZ-
module M and any m ∈ M , that ei(m) = m if and only if gm = ωim. Turning now to
C〈X;G〉, modulo the first identity, every xi equals e0(xi)+ e1(xi)+ e−1(xi). Moreover,
gjxi = e0(xi)+ωje1(xi)+ω−j e−1(xi),
so the e0(xi), e1(xi), and e−1(xi) generate C〈X;G〉 modulo the identities. Next, consider
a non-zero product eα(xi)ueα(xj ), where α = ±1. Now we can substitute e0(u)+ eα(u)+
e−α(u) for u in this product. The term with eα(u) is zero by identity 2. Moreover,
it follows from the multiplication in C[Z/nZ] that eα(xi)e0(u) = eα(eα(xi)e0(u)),
since g(eα(xi)e0(u)) = ωαeα(xi)e0(u). Hence, the term involving e0(u) is also zero by
identity 2. So,
eα(xi)ueα(xj ) = eα(xi)e−α(u)eα(xj ).
Hence, by relation 4, eα(xi)ueα(xj ) = eα(xj )ueα(xi). This means that we can permute
the x indices in the eα(xi) terms and so we may assume that they are ordered. And, since
eα(xi)e0(u)eα(xj ) is zero, as we showed already, the e1 terms and the e−1 terms must
alternate. Finally, if a monomial u contains an equal number of e1 and e−1 terms, then
u = e0(u) and so it commutes with each e0(xi) by identity 3. This means that we can
assume that at most one e1 or e−1 is to the left of any e0 and this completes the proof. 
3. Proof of Theorem 2
The proof of Theorem 2 is similar to the proof of Theorem 1. We begin by studying
embeddings of Dn into PGL2(C).
Lemma 9. Let G = Dn act faithfully on M2(C). Then the G-identities are the same as the
action in which the generators g and h acts via conjugation by
g =
(
1 0
0 ω
)
, h =
(
0 1
1 0
)
,
where ω is some primitive nth root of 1.
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gh = αhg−1, where α is a scalar. It follows from an easy computation that h must be
of the form (
0 b
c 0
)
.
Since g is commutes with diagonal matrices, by Lemma 4, we can conjugate H with any
diagonal matrix without effecting the identities. Now conjugating with the diagonal matrix
diag(1,
√
b/c) yields (
0
√
bc√
bc 0
)
.
However, in PGL2(C), this is equal to the claimed value of h. 
We now describe a set B, as in the previous section, which will turn out to be a basis
for C〈X;G〉 modulo the G = Dn identities of M2(C). Again, we will prove this in two
steps: we will show that no non-zero combination of these elements can be an identity and
we will show that these elements together with the ideal of identities span C〈X;G〉. The
elements of B will be monomials in{
(1 + h)e0(xi), (1 − h)e0(xi), e1(xi), he1(xi), e−1(xi), he−1(xi)
}
.
Elements of B will consist of products of the form(
(1 + h)e0(x1)
)n1 · · ·((1 + h)e0(xk))nk ((1 − h)e0(x1))m1 · · · ((1 + h)e0(x1))mku,
where either u = 1 or u is a product of {e±1(xi), he±1(xi)} in which
(B1) The product cannot contain both he1 and he−1.
(B2) A term of the form eα(xi) (respectively heα(xi)) can be followed directly only by
a terms of the form e−α(xj ) or a term of the form heα(xj ) (respectively he−α(xj ) or
eα(xj )).
(B3) Every heα term can only come after every e−α term, α = ±1.
(B4) If i < j then eα(xi) can only come before eα(xj ) and heα(xi) can only come before
heα(xj ).
Lemma 10. No non-trivial linear combination of elements of B is an identity for M2(C).
Proof. As in Lemma 7 assume that we are given a linear combination f of elements of B
which is an identity for M2(C) and consider the specialization
xi 	→


ai + di
2
b
c
ai − di

 .2
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ai 0
0 ai
)
and
(
di 0
0 −di
)
,
and the e±1(xi) and he±1(xi) are as in the introduction. Now the ai and di are algebraically
independent. So, if we write
f =
∑
n,m
(
(1 + h)e0(x)
)n(
(1 − h)e0(x)
)m
un,m,
then some un,m would be a non-trivial identity. Without loss of generality, we may
assume that f = u does not involve any terms with either (1 + h)e0(xi) or (1 − h)e0(xi).
Each monomial specializes to a monomial in the bi and ci times a matrix unit. For
concreteness, consider the coefficient of e11. In this case, we are interested in monomials
which are products of binomials e−1(xi)e1(xj ), he1(xi)e1(xj ), e−1(xi)he−1(xj ), or
he1(xi)he−1(xj ). The latter does not occur and only one of the second or third can occur
by B1. These terms specialize to bicj , cicj , and bibj , respectively. So we need consider
u = u1u2, where u1 and u2 are (possibly empty) products of the forms
u1 = e−1
(
xi1
)
e1
(
xj1
) · · ·e−1(xiα )e1(xjα),
u2 = he1
(
xjα+1
)
e1
(
xjα+2
) · · ·he1(xjβ )e1(xjβ+1), or
u2 = he−1
(
xiα+1
)
e−1
(
xiα+2
) · · ·he−1(xiβ )e−1(xiβ+1),
where i1  i2  · · · and j1  j2  · · · . Under specialization we get either
bi1 · · ·biα cj1 · · ·cjβ+1 or bi1 · · ·biβ+1cj1 · · ·cjα .
Since the b indices and the c indices are each non-decreasing, these terms are all linearly
independent, so there is no relation between them. 
Lemma 11. Every monomial in C〈X;G〉 can be written as a linear combination of
elements of B, modulo the identities of Theorem 2:
Id. (2.1) (1/2)(1 + h)e0(x)+ (1/2)(1 − h)e0(x)+ e1(x)+ e−1(x) = x .
Id. (2.2) (1 + h)e0(x) is central.
Id. (2.3) (1 − h)e0(x1) commutes with every (1 − h)e0(x2) and anticommutes with every
e±1(x2) and every he±1(x2).
Id. (2.4) eα(x1)eα(x2), eα(x1)he−α(x2), heα(x1)e−α(x2) and heα(x1)heα(x2) all equal 0,
for α = ±1.
Id. (2.5) If α = ±1 and f,g ∈ {eα,heα}, then f (x1)x2g(x3) = f (x3)x2g(x1).
Id. (2.6) eα(x1)x2he−α(x3) = he−α(x3)x2eα(x1), for α = ±1.
Id. (2.7) eα(x1)e−α(x2) = he−α(x2)heα(x1) for α = ±1.
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(1 + h)e0(xi), (1 − h)e0(xi), e1(xi), e−1(xi), he1(xi), he−1(xi)
}
i
modulo identity (2.1). It is immediate that each xi is a linear combination of such terms
modulo (2.1). And the linear span of {(1±h)e0, e±1, he±1} is a two sided ideal in CG, so it
is G-invariant. Hence, each g(xi) will also be in the linear span of these terms modulo (2.1).
We now need to show that every monomial in these terms can be reduced to a combi-
nation of elements of B modulo the remaining identities. Given such a monomial, we can
use identity (2.2) to pull all (1 + h)e0(xi) terms to the left and order them. Next, we can
use identity (2.3) to pull all of the (1 − h)e0(xi) terms to the left of the remaining terms
and order them. So, we can assume without loss that our monomial does not involve any
e0 terms and we need to prove that it can be written as a combination of terms satisfying
(B1)–(B4). Clearly, by identity (2.4) every term violating (B2) is zero. So, our monomial
will alternate either e1 or he−1 terms with either e−1 or he1 terms. We may now use
identity (2.6) as many times as necessary to push all of the terms involving h to the right.
At this point, if both he1 and he−1 occur, say for concreteness that there are more he1
terms. Then every he−1 will be adjacent to an he1 term, and we can use identity (2.7) to
eliminate all of the he−1 terms and obtain (B1). This may disturb (B3), but we can restore
it using identity (2.6) again. Finally, we use identity (2.5) to get (B4). 
4. Proof of Theorem 3
In Blichfeldt’s book [1, Chapter 3] there is an embedding of each of the groups A4, S4,
and A5 into PGL2(C). It follows from that work that, for each of these groups, any two
embeddings are conjugate. This lets us prove our next lemma.
Lemma 12. Let G be A4, S4, or A5 with faithful action on M2(C). Then, as a G-module,
M2(C) is a sum of two irreducible submodules: diagonal matrices and matrices with trace
zero.
Proof. Since the G action is by conjugation both the diagonal matrices and trace zero
matrices are subspaces. Moreover, since the space of diagonal matrices is one-dimensional
it is certainly irreducible. So, it suffices to prove that the trace zero matrices forms an
irreducible module. We first consider the case of S4. The other two cases will follow
easily. For the representation theory of symmetric and alternating groups, we refer the
reader to [6].
Let M be the space of trace zero matrices. Let λ be the partition of 4 into (2,1,1).
Since λ is a partition of 4 there corresponds a minimal idempotent in the symmetric group
S4 which can be constructed using Young diagrams. Since e is minimal and degree three,
it suffices to prove that e(M) = 0. We used the Young diagram
1 4
2
3
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1 + (14))(1 − (12)− (13)− (23)+ (123)+ (132)).
We used the explicit embedding of S4 from [1] determined by
(1234) 	→ 1√
2
(
1 + i 0
0 1 − i
)
, (123) 	→
(
1 1
−i i
)
,
and the computer algebra system Macsyma to do the computation. We found
e
(
a b
c −a
)
= [2a + (2 − 2i)b + (2 + 2i)c − 2d]( 1 i−i −1
)
= 0.
This completes the proof for S4.
Now, in the case of A4, since the partition λ is not self-conjugate, the irreducible S4
module with character indexed by λ will remain irreducible on restriction to A4. Finally,
since A4 ⊂ A5 and M is an A5 module which is irreducible when restricted to an A4
module, it will also be irreducible as an A5 module. 
Now, as in the introduction, CG is a direct sum of three ideals: J which annihilates
M2(C); a one-dimensional ideal generated by  which maps a matrix A to (1/2) tr(A)I ;
and a copy of M3(C) with basis ij , where i, j = 1,2,3. To define the action of the ij
explicitly, let v1 = e11 − e22, v2 = e12, and v3 = e21. Then each ij vα = δj,αvi . So, for
example,
31
(
a b
c d
)
=
( 0 0
a − d
2
0
)
.
Let B be the set of all words u with factorization u = u1u2u3 such that
u1 = (x1)n1 · · · (xk)nk ,
u2 = 11(x1)1 · · · 11(xk)k 12(x1)m1 · · ·12(xk)mk 13(x1)p1 · · · 13(xk)pk ,
u3 ∈
{
1, 2j (xα), 3j (xα), 2i (xα)3j (xβ)
}
with one additional condition on u3. Let i = 2 or 3. We will order the symbols eij (xα) and
require that if eij (xα) occurs in u3 (either alone or in a product), it must be the maximal
such occurring in u. For the purposes of the proof, any total order on these symbols would
work, but for the sake of concreteness we may use the order induced by the lexicographical
order on the pair (j,α), i.e., eij (xα) is taken to be less than eik(xβ) if and only if either
j < k or j = k and α < β .
Lemma 13. No non-zero linear combination of elements of B is a G-identity for M2(C).
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xi 	→
(
a + d b
c a − d
)
.
Then each u1 specializes to an11 · · ·ankk I . Since no ij (xα) specializes to a matrix involving
the a’s, it follows that if some non-trivial linear combination of elements of B was zero
under such a specialization, there would be a non-trivial linear combination that specialized
to zero with all u1 terms equal to 1. So, we will assume we have such a specialization. Then
the u2 terms specialize to
u2 	→ d11 · · ·dkk bm11 · · ·bmkk cp11 · · ·cpkk .
As for the u3 terms, these specialize to either the identity, a multiple of e12, a multiple
of e21, or a multiple of e11. The matrices I , e12, e21, and e11 are linearly independent. So
under the hypothesis that there is a non-trivial identity, there must be a non-zero linear
combination of elements of B, each of which specializes to multiples of one of these
matrices and which gives zero under the specialization. All four cases are similar, so
consider the e12 case. In this case u3 = 2j (xα) and so specializes to either bα , cα , or dα
times e12. Say that u specializes to a monomial m = m(b1, . . . , dk). The order we imposed
on the 2j (xα) induces an order on the set {b1, . . . , dk} with
d1 < · · · < dk < b1 < · · · < bk < c1 < · · ·< ck.
Factor m as m′t , where t is the largest letter in m. Then m′ corresponds to a unique u2 and
t corresponds to a unique u3. So no cancellation is possible. 
Lemma 14. Every monomial in C〈X;G〉 can be written as a linear combination of
elements of B, modulo the identities of Theorem 3:
Id. (3.1) (x)+ 11(x)+ 22(x)+ 33(x) = x for all x .
Id. (3.2) (x) is central.
Id. (3.3) Every 1α(x1) commutes with every 1β(x2) and anticommutes with every ij (x2),
i = 2,3 and i, α,β = 1,2,3.
Id. (3.4) iα(x1)iβ (x2) = 0 for i = 2,3 and α,β = 1,2,3.
Id. (3.5) iα(x1)jβ(x2)iγ (x3) = 1α(x1)1β(x2)iγ (x3), where {i, j } = {2,3} and α,β,
γ = 1,2,3.
Id. (3.6) 3α(x1)2β(x2)+ 2β(x2)3α(x1) = 1α(x1)1β(x2), where α,β = 1,2,3.
Id. (3.7) iα(x1)x2iβ (x3) = iβ (x3)x2iα(x1), where i, α,β = 1,2,3.
Proof. Since  together with the ij span a two sided ideal of CG, it follows that, modulo
identity (3.1), C〈X;G〉 is spanned by monomials in (xα) and ij (xα). Next, modulo
identities (3.2) and (3.3), we can take any monomial in these terms and pull all of the
(x) terms to the left and order them, and all of the 1α(x) terms to the left of what remains
and order them. Now, by identity (3.4), in the rest of the word there is a product of ij (x)
214 A. Berele / Journal of Algebra 274 (2004) 202–214terms in which the first indices alternate 2’s and 3’s. But identity (3.5) says that if there
are three or more of them, we can change pairs of them to 1α(x) terms, which we can
again pull to the left and order by (3.3). This gives us a factorization u = u1u2u′3, where
u1 and u2 are as in the definition of u and u′3 is one of 1, 2j (xα), 3j (xα), 2i (xα)3j (xβ),
or 3i (xα)2j (xβ). If u3 is a product 3i (xα)2j (xβ), we can reverse the terms using the
identity (3.6). Finally, in order to get u in B, we now need only insure that the terms in u3
are maximal, as claimed. But this follows from (3.7). 
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