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Introduction
I n 1942, when Robert K. Merton formulated his four norms that comprise the ethos of ethical science (universalism, communism, disinterestedness and organized skepticism), he probably did not think of researchers archiving their data in a public repository. However, at least two of his norms relate directly to open access to research data, which means that data and supporting materials are made publicly available online (Berliner Erklärung, 2003) . These are communism, the idea that there is a common ownership of scientific goods (here data), and organized skepticism, the idea that every scientist has the duty to let other researchers scrutinize his or her work (Merton, 1973) . Well-documented and openly available datasets allow organized skepticism by enabling the replicability of research (Leonhart and Maurischat, 2004; Evans, 2010; Klein et al., 2013; McNutt, 2014a; . In this regard, open access to research data is a translation of the Mertonian norms for an ethical and democratic science to the digital age and a potential cure for the replication crisis we currently see in many scientific disciplines (McNutt, 2014a (McNutt, , 2016 Maxwell et al., 2015) . And it is for these reasons that open access to research data is currently mandated by prominent funding agencies and science policy makers (Organisation for Economic Co-operation and Development., 2007; Deutsche Forschungsgemeinschaft, 2012) .
Numerous prominent German research organizations-we surveyed researchers in Germany-have advocated open access to research data in small science since the Berlin Decleration on Open Access (Max-Planck-Gesellschaft, n.d.). The largest German research funder, the German Research Association, has published a much-read guideline for making data available (DFG, 2009 ). In addition, the European commission is testing open access to research data as a funding condition in Horizon 2020, a large funding program that aims to foster research in Europe (European Commission, 2013) .
Despite the broad consensus that open access to research data benefits the scientific enterprise, it is practiced only in moderation by academic researchers (Campbell et al., 2002; Alsheikh-Ali et al., 2011; Tenopir et al., 2011; Enke et al., 2012) . The low willingness of researchers to provide access to the data underlying their research has been identified as a major problem for the scientific enterprise (Tenopir et al., 2011; Enke et al., 2012; Andreoli-Versbach and Mueller-Langer, 2014) . Alsheikh-Ali et al. (2011) reviewed 500 research articles published in the 50 journals with the highest impact factor. They found that of the 50 journals, 44 (88%) had a data availability policy. Yet, of the 500 assessed papers, only 47 papers (9%) included a full dataset which was deposited online. Vlaeminck and Herrmann (2015) examined 346 journals in business and economics and found that only 49 journals mentioned a data availability policy (14.2%). Only few research funders actually require data management plans (Borgman, 2012) . And in cases where open access to research data is successfully practiced, it is often a top-down community effort (Sawicki et al., 1993) , a cooperative project (Abazajian et al., 2009) , or an institutional service (for example, panel data). Which means that Merton's norms are a world away from today's academic practice.
So far, the discrepancy between the ideal of open access to research data and the actual behaviour of research professionals has only been assessed for single research fields and had not been subjected to any kind of cross field comparison. Based on a survey among 1564 mainly German researchers across disciplines, we examine if this problem holds true for multiple disciplines and what explains it. We find that data withholding can best be explained by strategic reputation considerations and misaligned incentives in the academic reward system. We conclude that a rethinking of the academic reward structure to offer more formal recognition for intermediate products, such as data, code and consultation/transfer services, would have a positive impact on research collaboration and ultimately the integrity of the scientific enterprise as a whole.
Open access to research data: an untapped driver of scientific progress In her speech "Open infrastructures for Open Science" at the European Federation of Academies of Science and Humanities Annual Meeting, Neelie Kroes, then Vice President of the European Commission responsible for the Digital Agenda, stated: "[…] sharing data, and having the forum to openly use and build on what is shared, are essential to science. They fuel the progress and practice of scientific discovery" (Kroes, 2012) . The proclaimed benefit of open access to research data can essentially be explained by a qualitative and a quantitative perspective on scientific progress. It enables data-driven replication studies and thereby contributes to the integrity of scientific research (quality) and it allows asking new research questions based on openly available data and thereby utilizing synergies and preventing unnecessary duplication in the collection of data (quantity).
Enabling data-driven replication studies. Open access to research data can be a safeguard for scientific fraud and the dissemination of erroneous results by enabling data-driven replication studies. They can be regarded as a translation of Merton's organized skepticism to the digital age and, therefore, a driver for a sustainable scientific progress.
Issues with replicability are present across many fields of empirical research. In a study that aimed at replicating the effects found in100 psychological studies, only 39% of the main effects could be replicated (Open Science Collaboration, 2015) . The state of replicability in psychology has lead some to speak of a "crisis of reproducibility" and prompted new quality assurance policies such as the pre-registration of experiments (Maxwell et al., 2015) . A study published in Nature reported the failure to replicate significant experiments in cancer research in 47 out of 53 cases (Begley and Ellis, 2012) . In a study that aimed to replicate 18 effects published in two top economics journals (American Economic Review and the Quarterly Journal of Economics) between 2011 and 2014, the researchers were not able to find a significant effect in the same direction as the original study in seven of their replications (Camerer et al., 2016) .
It very-well be the case that this "crisis of replicability" is not a new phenomenon and that it only became apparent due to the increasing digitization of research. Furthermore, not being able to replicate a result does not necessarily mean that the results itself is incorrect . Nonetheless, the issues regarding replicability uncovered in these studies prompt academia to rethink its quality assurance procedures.
Data-driven replications are considered a potential solution (McNutt, 2014b; . Duvendack et al., (2015) differentiate between four types of replication studies: (a) narrow replications using the same data and methods as the replicated article, (b) wide replications using the same methods but different data, (c) reproductions using the same data but different methods, and (d) replications that use new data and new methods. In times of increasingly data-intensive research (Hey et al., 2009) and ever increasing publication rates, replication studies using the same data as the primary investigator (types a and c) are gaining in importance. They allow other researchers to detect erroneous analyses and data manipulation. Moreover, they involve lower transaction costs for the replicator since the datasets are ideally already available . These ARTICLE PALGRAVE COMMUNICATIONS | DOI: 10.1057 DOI: 10. /palcomms.2017 kinds of replications greatly benefit from open access to data from published results.
Besides the issue of data availability, replication efforts fail due to inadequate data documentation. In a study from 2009, Ioannidis et al. (2009) investigated 18 published and peerreviewed research articles on microarray studies. Even though all articles featured some form of data, the authors were only able to reproduce two studies. In all other cases, crucial information was missing. In addition, replication studies are not very attractive for the replicator. As Park (Park, 2004) states, replication studies are rarely conducted "because [they are] difficult to successfully accomplish and [carry] more risk than potential reward for both the replicator and the originator of the research." The little reward refers to the fact that replication studies are rarely published and that falsifications could infuriate influential members of the community in question.
Allowing new research questions based on openly available data. Open access to research data contributes to a more efficient resource allocation. It has the potential to minimize the overall collection effort and allows researchers to ask new research questions based on old data.
A prominent example of a project in which data sharing increased the speed of discovery in a whole research field is the Human Genome Project. The project was established in 1990 as an international research alliance whose aim it was to sequence the entire human genome by 2005 (Sawicki et al., 1993 . The alliance succeeded in its quest as early as 2003. A core reason for the early completion were the so-called Bermuda Principles, which state that data collected within the research alliance had to be annotated according to agreed standards and publicly archived within 24 hours after collection (Collins et al., 2003) . By defining documentation standards and obligating researchers to archive data, the Human Genome Project succeeded in sequencing the genome earlier than expected. The sequencing is considered as one of the greatest scientific achievements of all times. It has provided the basis for thousands of medical studies of inherited disorders.
Not only does open access to research data reduce the overall collection effort and spark new research, it also enables (new) methods such as semantic text analyses or meta analyses that aggregate many different datasets. In evidence-based medicine, for instance, meta analyses with individual patient data are considered the gold standard (Thomas et al., 2014) . In cancer research, a field that is increasingly using individual therapeutic methods, meta analyses enable more comprehensive factor analyses.
The discrepancy between the ideal and real life practice. Combined the examples of replication studies, the avoidance of data duplications, and novel research approaches show that there lies great potential in the reuse of openly available data from small science, which remains almost untouched (Cragin et al., 2010) . A study among 1329 environmental scientists from the Data Observation Network for Earth (DataOne) identified the lack of access to data from other researchers as the major obstacle to progress in the field (Tenopir et al., 2011) . Half of the respondents state that their own research has suffered because they could not access data from others. In the same study, 46% of the researchers stated that they do not archive their data electronically. Only 6% said that they have stored data publicly at least once in the past. Campbell et al. (2002) surveyed 1240 genetic researchers from the 100 US universities that receive the most funding from the National Institutes of Health (NIH). Fortyseven per cent of the surveyed researchers reported that they have been denied data by colleagues despite contacting them personally. Andreoli-Versbach and Mueller-Langer (2014) 
Methods
Our standardized online survey covers questions on data collection, data management and data sharing/withholding practices of academic researchers from a broad variety of disciplines. The survey was conducted in October and November 2014.
Survey instrument. To diminish the perceived intrusiveness, fear of disclosure and social desirability effects we use an online survey (Tourangeau and Yan, 2007) . The survey contains closed multiple-choice questions as rating scales. It covers questions on sociodemographics, the individual working context of the researcher, publication preferences, common impediments and incentives for sharing data, and expectations for using secondary data (Fecher et al., 2014) .
The full survey can be found on the project's GitHub page (https://github.com/ data-sharing/persistent/tree/master/dsa-03/). The survey instrument is based on a previous study, consisting of a systematic review of data sharing studies and a secondary data user survey (Fecher et al., 2015b) .
We conducted two pretest rounds, the first with researchers on the usability and comprehensibility of the survey, and the second with experts on data archiving and data reuse. The pretests led to minor changes in the wordings of the questions and to a shorter survey. We contacted every faculty head of 60 German universities and asked them to distribute the survey to researchers in their faculty. We selected the universities based on the number of students and chose the 20 largest, the 20 smallest and 20 medium-sized ones. Additionally, we contacted researchers from the four biggest German research organizations, the Max Planck Society, the Leibniz Association, the Helmholtz Association and the Fraunhofer Gesellschaft, and uploaded a link to the survey on our project website and on the website of the German Data Forum. In our mails to the faculty heads and in the introductory text of the survey, we specifically addressed researchers that work with data. That being said, our sample is a convenience sample and not representative of the entire population of academic researchers in Germany or worldwide.
Dataset. Overall, 2661 people started the questionnaire, but not all respondents finished it. We excluded respondents who did not answer any questions about their status, employer and discipline and those who had answered o20% of the questions. We were left with 1564 valid entries-which represents about 59% of all respondents who started the survey . Eighty-eight per cent of the respondents work in German institutions, while 12% of the respondents work in other countries. The relatively high number of researchers outside Germany in the sample can be explained by respondents reached via mailing lists and website postings. The average age of the respondents is 38 years. Figure 1 shows the composition of our sample by academic status and disciplinary background.
We derived the categories for the scientific disciplines from the "Statistische Jahrbuch" (Germany's statistical yearbook) (Statistisches Bundesamt and Statistisches Bundesamt, 2016) . In Table 1 we compare the numbers for the six disciplines (natural science, social science, humanscience, engineering, humanities and agricultural science) in total and separately for professors and researchers (with or without a PhD). The comparison highlights a disciplinary bias in the data. We over-sampled in particular the social sciences (31% in our sample versus 15% in the statistical yearbook) and the natural sciences (34% versus 25%). Vice versa, human sciences (12% versus 27%) and engineering (8% versus 18%) are underrepresented.
Variables and binomial regression. The discussion in the results section is mostly based on univariate frequency tables. We used a 5-point Likert scale that was depicted with equal spaces between the response options (Bentler and Chou, 1987) .
In addition, the appendix contains further tables including two binominal logistic regression models (Supplementary Appendix Table A .2). We prepared the binominal regressions out of an exploratory interest, which means that we did not optimize the models. Even if the models are not optimized, they provide more information than the sole frequency tables because they enable us to control for multiple external factors.
The choice for the dependent and independent variables derives from our systematic review on academic data sharing that we conducted in preparation of the survey (Fecher et al., 2015b) . Based on the systematic review, we designed a framework for the discussion of data sharing in academia including aspects like the perspective of the data producer, the secondary data user, or the influence of the community and legal systems. This framework also identifies enablers and barriers for data sharing. In the survey, we focused on those factors that concern the data producer.
The first model uses the dependent variable "willingness to share data with a broad audience" and the second model uses "has shared data with a broad audience in the past." We differentiate between these two since the actual willingness to disclose a dataset has been shown to differ from the actual researcher behaviour. Regarding the independent variables, we include various factors, identified in the systematic review. These factors comprise the status of the researcher (for example, student, researcher or professor), the discipline, the experience in using secondary data, the research aims, structural knowledge regarding data sharing, opinions on data sharing and the kind of data (qualitative, quantitative, sensitive) that is mostly used. Furthermore, we control for sex and age. For those independent variables, which concern opinions, we assessed approval or rejection of a statement by grouping the responses into two categories.
Results
To make the results of our study more accessible we structured them by reference to the five research questions we introducted earlier.
What is the researchers' general opinion on open access to data? Despite the fact that open access to research data is widely considered a way of fostering scientific progress and although it is promoted by science policy makers, few researchers make their data publicly available. To see how researchers view open access to data, one question battery targeted the researchers' general opinion. Table 2 summarizes the results to this set of questions.
The results show a general consensus in the research community that open access to data benefits academic research and that researchers should make their data publicly available. Eighty-three per cent of the respondents agree that openly available research data is a major contribution to scientific progress. Seventy-six per cent of the respondents say that other researchers should make their data publicly available. The majority of the researchers in our survey sees no disadvantage in making data publicly available. Seventy-four per cent disagree that they are deterred from publishing articles if a journal requires the publication of data. Seventeen per cent of the researchers agree with the statement that sharing data brings more disadvantages than advantages. While the results may be influenced by social desirability, the clarity of the responses shows that open access to research data is considered beneficial for research in general and is not considered detrimental to the individual researcher who shares data.
How and with whom have reseaerchers shared data in the past? Open access to research data can be understood as one form of data sharing. Therefore, this research question explores with whom researchers share their data, and hence, which particular forms of data sharing are common in small science. For this purpose, we asked the researchers if they themselves have already shared data with others and if so, with whom. Table 3 summarizes the responses to that question.
The results show that most researchers have shared data in the past, although most have done so selectively. Across disciplines, 13% of all respondents stated that they have shared research data publicly at least once in the past. In contrast, 16% of our respondents stated that they have never shared data with other researchers. This result is surprising, since previous research reported numbers below 10% for never having shared research data (Campbell et al., 2002; Tenopir et al., 2011 colleagues whom they know personally, but only 6% of all respondents stated that they have shared data with commercial researchers. Data sharing is already common practice among researchers. However, it mainly occurs among colleagues that know each other, for example, in joint research projects. In contrast, open access to data is a practice that is far less common.
There are also interesting results regarding the discipline and gender. For example: 28% of the social scientists and economists say that they have never shared data, whereas only 9% of natural scientists never shared data. 25% of the female researchers have never shared data, compared with 13% of the male researchers (see Supplementary Appendix Table A.1).
What factors influence open access to research data? This question explores whether there are any parameters that have an influence on the researchers' behaviour in regards to open access to data. Out of an exploratory interest, we tested factors that influence the sharing behaviour of a researcher. The sharing behaviour is defined here as the willingness to make data publicly available and the actual experience of making data publicly available.
The results of the regression analysis show that there is no significant influence of a researchers age on his/hers willingness to make data publicly available and on whether the respondent has done so in the past. The same holds true for the status a researcher has reached and his/her experience in academic research. This result is surprising, since previous research suggested that senior researchers are more willing to share data than their younger colleagues (Tenopir et al., 2011) .
Knowledge regarding data management has a positive effect on the data sharing behaviour. Researchers who know how to make data publicly available are significantly more willing to do so (Po0.008) and they are more likely to have done so in the past (Po0.001). Researchers who have used secondary data before are significantly more willing to make it available publicly (Po0.052). The results show that knowledge on data management and previous experience are good indicators for data sharing.
Publishing preferences have an effect on the data sharing behaviour. Researchers that value open access highly are significantly more likely to make their data publicly available (Po0.001; see Supplementary Appendix Table A .2). The fact that a journal has a high reputation and a fast publishing process have no significant influence (P = 0.627, respectively, P = 0.110).
There are also interesting descriptive results. Overall "only" 56% of the respondents say that they know where to find secondary data and 50% know where and how to publish research data. Natural scientists know more about where and how they can publish data than respondents from other disciplines. Researchers from engineering and agriculture know far less about where they can find secondary data for their research than respondents from other disciplines (see Supplementary Appendix Table A. 3). Seventy-nine per cent of the respondents in our survey agree that reputation/impact is important when publishing research results. It is by far the most important criteria when publishing, followed by a fast publishing process with 52% agreement, and lastly open access, with an agreement level of 39% (see Supplementary Appendix Table A. 
4).
What are barriers and enablers for open access to data? With this question we want to unravel the specific aspects that either stop researchers from providing open access to their data or that promote this form of data sharing.
By a wide margin, the most prominent concern researchers have is that "other researchers could publish before me" (80%; see Table 4 ); the test variable "to publish before sharing" (85%) is the second most important enabler for making data publicly available (see Supplementary Appendix Table A.5). Hence, most researchers would keep a dataset to themselves until they are sure they have published every aspect of it. Furthermore, 46% say the concern that their data could be misinterpreted prevents them from making it publicly available. Only a few researchers (12%) are concerned about being "criticized or falsified." The latter is interesting since potential falsifications have been widely hypothesized as a reason not to make make data available (Longo and Drazen, 2016a) .
The majority of the respondents (73%) disagree that criticism or falsification would prevent them from making data publicly available (Table 4 ). The effort that went into the data collection is considered a barrier to making data available for 59% of the researchers. They agreed with the statement "I would not share my data if the data collection required considerable effort." However, researchers are more likely to withhold their data if the sharing itself is a major effort (Table 4) . Overall the effort to make data available is the second biggest impediment we could find (only behind "other researchers could publish before me").
Interestingly, despite the demand for more formal recognition, only a minority regards "Co-authorship" as a motivator. Across disciplines, 79% of the respondents say that data citation would motivate them to make data available to others; only 10% say it would not. Financial support for sharing data is considered a motivator by only 17% of the respondents and rejected by 65% of the researchers (see Supplementary Appendix Table A .5). The results indicate that researchers seek more formal recognition. Despite the fact that the overall pattern in how the respondents evaluate statements are similar in all disciplines, there are some interesting differences. For example: 58% of the medical researchers see a co-authorship as an enabler for sharing but only 23% of the social scientists and economists and 21% of the humanities scholars. This result indicates that co-authorship for sharing data is accepted among medical researchers in contrast to all other disciplines (see Supplementary Appendix Table A. 
6).
For what purpose do researchers use secondary data? Our last question explores use cases for secondary data. Here, we want to understand what researchers would use openly available data for. If there was no demand for secondary data, the argument for open research data in small science would be invalid. We, therefore, asked researchers if they have used secondary data before and for which purpose they used it. Across all disciplines, 69% of researchers have worked with secondary data before.
Social science has the highest rate of secondary data users, with 78% of social scientists using this kind of data followed by natural science at 69%. The lowest rate of secondary data users can be found in agricultural science with 58% (see Supplementary Appendix Table A.7). The majority of the researchers across disciplines prefer to use secondary data to address novel research questions than to verify results. This assessment is especially true for the social sciences, where 69% of the respondents would use secondary data for novel research questions and only 17% to replicate results. In comparison, in medicine, 48% of the respondents would use secondary data for novel research questions and 38% for replicating results (see Supplementary Appendix Table A.8).
Discussion and policy implications
In the remainder of this article, we will highlight and interpret the findings of our study and reflect on potential policy measures. In all, 5.1 and 5.2 focus on theoretical derivations and 5.3 on practical implications of our results.
The social dilemma of academic data sharing. In many ways, open access to research data complies with good scientific practice in an increasingly digitized research environment. It increases collaboration and fosters discovery by treating data as a communitarian asset. This is in line with Merton's ideal of communalism as a characteristic of a democratic science (Merton, 1973) . By enabling data-driven replication studies, it, furthermore, corresponds to Merton's organized skepticism, and Popper's critical rationalism and the notion that researchers should not accept anything as a final truth (Popper, 2002) . It is, therefore, understandable that science policy makers are increasingly mandating open access to research data (for example most recently the EU competitiveness council (Enserink, 2016) .
However, the results of the survey confirm a mismatch between the expected societal benefits of open access to research data and the individual researcher's behaviour. Despite the fact that academia would be collectively better off if everyone shared, researchers rarely make their primary data openly available. This can be described as a social dilemma, a situation in which the individual's behaviour is at odds with public interest and social benefit. To this extent, the survey explains the individual attitudes and behaviours of academic researchers towards data sharing but also reveals systemic shortcomings of the existing scientific reward structure. What explains this social dilemma? To a large degree, data withholding and selective sharing can be explained by strategic publication considerations. Our results suggest that-unlike article publications-research data does not count as a standalone research output, but is rather seen as a raw material for article publications. More specifically: the main impediment to open access to research data is the concern that other researchers could publish with it first. This is particularly troublesome, since the value of open access to data is recognized, not only by prominent science funders, but also by the researchers in our survey.
Furthermore, a concern about transparency (for example, criticism or falsifications) is not seen as an impediment by most researchers. This is surprising since fear of falsification has widely been discussed as a major impediment for sharing data (Tenopir et al., 2011; Acord and Harley, 2012; Longo and Drazen, 2016b) . Our result could to some degree be related to social desirability issues that are always present in survey studies. It is also worth pointing out that previous studies focussed on other research areas (mainly the United States) and single fields (for example, environmental studies). Differences in academic cultures and the competitive nature of a research environment might also hold explanations for these differences. It would, therefore, be worthwhile to compare practices in different research areas, for example, regarding the effects of national policies, cultural differences or the competitiveness of the research environment.
Understanding academia as a reputation economy. Merton (1957) explained that a researcher's objective is to establish priority of discovery by being the first to report a finding. In exchange the researcher receives a reward in the form of peer recognition. This notion of reputation as a driver for scientific exchange has been recognized in ethnographic and sociological works such as Bourdieu's Homo academicus (Bourdieu, 1984) and Luhman's conception of science as an autopoietic system. The latter considers reputation as the only science-specific reward (Luhmann, 1990) . Similarly, the economics of science try to explain researchers' behaviour with formal peer recognition (for example, citation).
In this tradition, academia can be described as a reputation economy, a knowledge exchange system that is driven by each individual's desire to accumulate reputation and to achievefollowing Bourdieu's field theory (Bourdieu, 1993 )-a desirable level of social status (Fecher et al., 2015a) . In such a system, researchers share information and knowledge first and foremost if it pays off in form of peer recognition. This stands in contrast to other economies, most notably those where individuals strive to accumulate money. The traditional scientific autonomy, as it is common in Germany and large parts of the Western world, is conducive to the relative insularity of this self-reproducing social system (Luhmann, 1990) . The researchers in our sample even reject financial rewards in return for making their research data publicly available.
Understanding academia as a reputation economy helps to explain data withholding and selective sharing. Reputation in the current academic system is for the most part tied to high impact (journal) publications (Leahey, 2008; Schläpfer and Schneider, 2010) , whereas intermediate products, such as data, have little to no exchange value. This explains why researchers strategically withhold datasets until they have published every aspect of them, as sharing too early would risk a competitive disadvantage. The reputation metaphor also offers an explanation for the reuse behaviour of the surveyed researchers: They favour pursuing new research questions with secondary data instead of conducting replication studies, as these are harder to publish (Hamermesh, 2007) . Understanding the researchers' behaviour in these terms also shines a light on why datasets of published articles are poorly documented (Alsheikh-Ali et al., 2011): A researcher has no particular incentive to invest time and effort to make sure a dataset is easily reusable (Acord and Harley, 2012) .
From the point of view of a somewhat rational researcher in a reputation economy, data can be described as a powerful resource that, if shared without exploitation, loses its exclusive value in a competitive and self-referential system for reputation. This is why open research data remains, an ideal professed but not practiced (Andreoli-Versbach and Mueller-Langer, 2014) . Data is, in Bourdieu's, terms an objectified cultural capital that has little direct exchange value in a competitive field for recognition (Bourdieu, 1983) . It is reasonable to assume that more researchers would make their data publicly available if this behaviour generated a reputational payoff.
Policy implications: towards a market for research data. Understanding academia as a reputation economy can help designing policies that are in line with the academic reward system, academic autonomy and Merton's ideal of a democratic science. Making data management and data publication a worthwhile activity for researchers would, therefore, steer the academic system towards more scientific progress. A simple rule of three that is based on the idea of a reputation economy would be: Increasing reputational benefits. In science today, reputational gains are mainly bound to text-based publications. It is likely that more researchers would invest time and effort in data curation and publication if data citations and appropriate impact scores would count stronger in funding applications recruitment decisions. A rarely discussed option for the promotion of data management and publications could be awards for good datasets. Best paper awards are common practice across disciplines. Awarding good datasets, for instance at key conference, would highlight the importance of data and provide researchers that have invested efforts with data publication with peer recognition (Friesike et al., 2015) .
Reducing transaction costs. Insufficient data documentation has often been discussed as a major obstacle for replication studies (Ioannidis et al., 2009; Peters et al., 2016; Munafò et al., 2017) . A way to increase the reproducibility of research could, therefore, be the implementation and adoption of data documentation and availability policies by scientific journals and funding agencies. Furthermore, scientific communities could set standards for data documentation. This would help individual researchers to clearly understand what a good dataset looks like and how a documention should be carried out.
Increasing market transparency. This third rule applies mainly to the research infrastructure providers. Making it visible who shares data and what datasets are reused will increase the value that researchers attribute to shared datasets. Today, it is often difficult to figure out the status of a dataset. To increase the visibility would signal researchers that the community appreciates their efforts. In it's simplist form this could be a label on each publication highlighting that all underlying data is publicly available.
With this study we looked at individual researchers. Yet, it needs to be pointed out that researchers are embedded in a cultural and normative setting: their research environment. Merton himself (Merton, 1985) argued that his norms for ethical and modern research are not just individualistic values but need to be reflected on an institutional and organizational level. And indeed if we look at the work that reseachers perform many actions are not directly tied to journal publications. They review grant applications, they edit journals, they organize conferences, they share lecture notes among many other things. These forms of community service exist and researchers perform them because their research communities have taught them that this is an appropriate behaviour. And therefore, apart from creating incentives for the individual researcher to make data available, a "market for research data" inevitably implies changes in academic organizations. This concerns, for instance, the integration of data management in the curricula at universities, the recruitment policies of research organizations, and funding for data management. This, furthermore, entails top-down directives with respect to funding conditions and data management policies. Ideally, also research organizations perceive a value in terms of producing good datasets, for example because it enhances its reputation and the chances for funding.
As the study shows, the ideal of open science, as implied by Merton's norms of ethical research-in particular communism and organized skepticism-is not the most evident behavioural frame for academic researchers and academic insitutions. Instead, arguments for open science are trumped by individual reward considerations that are often tailored to publications. To steer academia towards more openness, it needs to shift focus towards intermediate products, such as data. 
Data availability
The data and supplementary material used for this study are available through the research data center (RDC) of the German Socio-Economic Panel (SOEP), which also ensures the long-term preservation of the data (DOI: 10.5684/dsa-03): https://github. com/data-sharing/persistent/tree/master/dsa-03/. To protect the interests of the participants of the survey, the RDC requires researchers to sign a non-disclosure agreement before accessing the data. Researchers are then allowed to analyse the full dataset and to publish the data in aggregated form, again protecting the privacy of the participants.
