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Summary
A long-term goal in AI is to build general-purpose intelligent agents that simultaneously
possess the ability to perceive the rich visual environment around us (through vision, audi-
tion, or other sensors), reason and infer from perception in an interpretable and actionable
manner, communicate this understanding to humans and other agents (e.g., hold a natural
language dialog grounded in the environment), and act on this understanding in physi-
cal worlds (e.g., aid humans by executing commands in an embodied environment). To
be able to make progress towards this grand goal, we must explore new multimodal AI
tasks, move from datasets to physical environments, and build new kinds of models.
In this dissertation, we combine insights from different areas of AI – computer vision,
language understanding, reinforcement learning – and present steps to connect the un-
derlying domains of vision and language to actions towards such general-purpose agents.
In Part I, we develop agents that can see and talk – capable of holding free-form conver-
sations about images – and reinforcement learning-based algorithms to train these visual
dialog agents via self-play. In Part II, we extend our focus to agents that can see, talk, and
act – embodied agents that can actively perceive and navigate in partially-observable sim-
ulated environments, to accomplish tasks such as question-answering. In Part III, we de-
vise techniques for training populations of agents that can communicate with each other,
to coordinate, strategize, and utilize their combined sensory experiences and act in the
physical world. These agents learn both what messages to send and who to communicate
with, solely from downstream reward without any communication supervision. Finally,
in Part IV, we use question-answering as a task-agnostic probe to ask a self-supervised
embodied agent what it knows about its physical world, and use it to quantify differences





A long-term goal in AI is to build general-purpose intelligent agents that simultaneously
possess the ability to perceive the rich visual environment around us (through vision, audi-
tion, or other sensors), reason and infer from perception in an interpretable and actionable
manner, communicate this understanding to humans and other agents (i.e., hold a natural
language dialog grounded in the environment), and act on this understanding in physical
worlds (e.g., aid humans by executing API calls or commands in a virtual or embodied
environment). In addition to being a fundamental scientific goal in artificial intelligence
(AI), even a small advance towards such intelligent systems can fundamentally change our
lives – from assistive chatbots for the visually impaired, to educational tools for children,
to natural language interaction with self-driving cars and in-home physical mobile robots!
Towards this grand goal, in this dissertation, we combine insights from different areas
of AI – computer vision, language understanding, reinforcement learning – and develop
tasks and techniques that span and connect the domains of vision and language to actions.
In Part I, we develop agents that can see and talk. Chapter 2 introduces the task of Visual
Dialog, which requires an AI agent to hold a meaningful dialog with humans in natural,
conversational language about visual content. Specifically, given an image, a dialog his-
tory, and a question about the image, the agent has to ground the question in image, infer
context from history, and answer the question accurately. Visual Dialog is disentangled
enough from a specific downstream task so as to serve as a general test of machine in-
telligence, while being sufficiently grounded in vision to allow objective evaluation of
individual responses and benchmark progress. We develop a novel two-person chat
data-collection protocol to curate a large-scale Visual Dialog dataset (VisDial). VisDial
consists of „1.2M dialog question-answer pairs from 10-round, human-human dialogs
grounded in „120k images from COCO. We then introduce a family of neural encoder-
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decoder models for Visual Dialog with 3 encoders – Late Fusion, Hierarchical Recurrent
Encoder and Memory Network – and 2 decoders (generative and discriminative), which
outperform a number of sophisticated baselines. We propose a retrieval-based evaluation
protocol for Visual Dialog where the AI agent is asked to sort a set of candidate answers
and evaluated on metrics such as mean-reciprocal-rank of human response. Putting it
all together, we demonstrate the first ‘visual chatbot’! Then in Chapter 3, we explore
algorithms to train these visual dialog agents without exhaustively collecting human-
annotated datasets (via simulation or self-play). Specifically, we pose a cooperative ‘im-
age guessing’ game between two agents – Q-BOT and A-BOT– who communicate in nat-
ural language dialog so that Q-BOT can select an unseen image from a lineup of images.
We use deep reinforcement learning (RL) to learn the policies of these agents end-to-end
– from pixels to multi-agent multi-round dialog to game reward. We demonstrate two ex-
perimental results. First, as a ‘sanity check’ demonstration of pure RL (from scratch), we
show results on a synthetic world, where the agents communicate in ungrounded vocab-
ulary, i.e., symbols with no pre-specified meanings (X, Y, Z). We find that two bots invent
their own communication protocol and start using certain symbols to ask/answer about cer-
tain visual attributes (shape/color/style). Thus, we demonstrate the emergence of grounded
language among ‘visual’ dialog agents with no human supervision. Second, we conduct
large-scale real-image experiments on the VisDial dataset, where we pretrain with super-
vised dialog data and show that the RL ‘fine-tuned’ agents significantly outperform SL
agents. Interestingly, the RL Q-BOT learns to ask questions that A-BOT is good at, ulti-
mately resulting in more informative dialog and a better team.
In Part II, we extend our focus to agents that can see, talk, and act – embodied agents that
can actively perceive and navigate in partially-observable simulated environments, to ac-
complish tasks such as question-answering. Specifically, in Chapter 4, we introduce the
task of EmbodiedQA, release a dataset of programmatically-generated visual questions
and answers grounded in 3D environments, evaluation metrics, and develop a hierar-
chical architecture for navigation and question-answering in these environments trained
with imitation and reinforcement learning. And then in Chapter 5, we present a modular
approach for learning policies over long planning horizons for EmbodiedQA. Our pol-
icy operates at multiple timescales, where the higher-level master policy proposes sub-
goals to be executed by specialized sub-policies. Our choice of subgoals is compositional
and semantic, i.e. they can be sequentially combined in arbitrary orderings, and assume
human-interpretable descriptions (e.g. ‘exit room’, ‘find kitchen’, ‘find refrigerator’, etc.).
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In Part III, we devise techniques for training populations of agents that can comunicate
with each other, to coordinate, strategize, and utilize their combined sensory experi-
ences and act in the physical world. Specifically, we develop TarMAC, an architecture
for targeted multi-agent communication, where agents learn both what messages to send
and who to communicate with, solely from downstream task-specific reward without
any communication supervision, which is then evaluated on a diverse set of cooperative
multi-agent navigation tasks, of varying difficulties, with varying number of agents, in a
variety of environments ranging from 2D grids of shapes and simulated traffic junctions
to complex 3D indoor environments.
In Part IV, we propose question-answering as a task-agnostic probe to ask a self-supervised
embodied agent what it knows about its physical world. We apply our method to two re-
cent approaches to predictive modeling – action-conditional CPC [3] and SimCore [4].
After training agents with these predictive objectives in a visually-rich, 3D environment
with an assortment of objects, colors, shapes, and spatial configurations, we probe their
internal state representations with synthetic (English) questions, without backpropagat-
ing gradients from the question-answering decoder into the agent (unlike EmbodiedQA,
where agents are trained end-to-end to answer questions). The performance of differ-
ent agents when probed this way reveals that they learn to encode factual, and seem-
ingly compositional, information about objects, properties and spatial relations from their
physical environment. Our approach is intuitive, i.e. humans can easily interpret re-
sponses of the model as opposed to inspecting continuous vectors, and model-agnostic, i.e.
applicable to any modeling approach. By revealing the implicit knowledge of objects,
quantities, properties and relations acquired by agents as they learn, question-conditional
agent probing can stimulate the development of stronger predictive learning objectives.
1.2 Related Work
Vision ` Language: VQA Ñ Visual Dialog. A number of problems at the intersec-
tion of vision and language have gained prominence – image captioning [6–9], video/-
movie description [10–12], text-to-image coreference/grounding [13–18], visual story-
telling [19, 20], and of course, visual question answering (VQA) [21–34]. However, all
of these involve (at most) a single-shot natural language interaction – there is no dialog.
More recently, and concurrent with our work in Part I, Vries et al. [35] and Mostafazadeh et














Figure 1.1: Previous work on agents that can see, talk, and/or act can be arranged along the
axes of vision (from a single-frame to video), language (from captioning and single-shot question
answering to dialog), and actions (from passive observers to active agents).
Visual Dialog is the visual analogue of text-based dialog and conversation modeling.
While some of the earliest developed chatbots were rule-based [37], end-to-end learning
based approaches are now being actively explored [38–44]. A recent large-scale conver-
sation dataset is the Ubuntu Dialogue Corpus [45], which contains about 500K dialogs
extracted from the Ubuntu channel on Internet Relay Chat (IRC). Liu et al. [46] perform
a study of problems in existing evaluation protocols for free-form dialog. One important
difference between free-form textual dialog and VisDial is that in VisDial, the two partic-
ipants are not symmetric – one person (the ‘questioner’) asks questions about an image
that they do not see; the other person (the ‘answerer’) sees the image and only answers
the questions (in otherwise unconstrained text, but no counter-questions allowed). This
role assignment gives a sense of purpose to the interaction (why are we talking? To help
the questioner build a mental model of the image), and allows objective evaluation of
responses.
Vision ` Language Ñ Action: Embodied Question Answering. Although aforemen-
tioned image and video question answering and dialog tasks require reasoning about
natural language questions posed about visual content, a crucial limitation is the lack of
control – these tasks present answering agents with a fixed view of the environment (i.e.
one or more images from some fixed trajectory through the world) from which the agent
must answer the question, never allowing the agents to actively perceive (what if I can’t
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answer a question from my current view?). In contrast, in our work on Embodied Ques-
tion Answering in Part II, agents control their trajectory and fate, for good or ill. The task
is significantly harder than VQA (i.e. most random paths are useless) but the agent has
the flexibility to avoid confusing viewpoints and seek informative visual input.
Vision + Action: Visual Navigation. The problem of navigating in an environment based
on visual perception has long been studied in vision and robotics (see [47] for an exten-
sive survey). Classical techniques divide navigation into two distinct phases – mapping
(where visual observations are used to construct a 3D model of the environment), and
planning (which selects paths based on this map). Recent developments in deep RL have
proposed fused architectures that go directly from egocentric visual observations to navi-
gational actions [48–54]. The key distinction between these and our work in Part II is how
the goals are specified. Visual navigation typically specifies agent goals either implicitly
via the reward function [50, 51] (thus training a separate policy for each goal/reward),
or explicitly by conditioning on goal state representations [55] including images of target
objects [49]. In contrast, EmbodiedQA specifies agent goals via language, which is inher-
ently compositional and renders training a separate policy for every question infeasible.
Language + Action: Situated Language Learning. Inspired by the classical work of
Winograd [56], a number of recent works have revisited grounded language learning by
situating agents in simple globally-perceived environments and tasking them with goals
specified in natural language. The form and structure of these goal specifications range
from declarative programs [57], to simple templated commands [58,59], to free-form nat-
ural language instructions [60, 61].
Vision + Language + Action: Embodiment. Most relevant to Part II are recent works that
extend the situated language learning paradigm to settings where agents’ perceptions are
local, purely visual, and change based on their actions – a setting we refer to as embodied
language learning.
In concurrent work to ours, Hermann et al. [52] and Chaplot et al. [48] both develop em-
bodied agents in simple game-like environments consisting of 1-2 rooms and a handful
of objects with variable color and shape. In both settings, agents were able to learn to
understand simple ‘go to X’/‘pick up X’ style commands where X would specify an object
(and possibly some of its attributes). Similarly, Oh et al. [54] present embodied agents in
a simple maze-world and task them to complete a series of instructions.
6
Part I





We believe that the next generation of visual intelligence systems will need to posses the
ability to hold a meaningful dialog with humans in natural language about visual content.
Applications:
• Aiding visually impaired users in understanding their surroundings [62] or social
media content [63] (AI: ‘John just uploaded a picture from his vacation in Hawaii’, Hu-
man: ‘Great, is he at the beach?’, AI: ‘No, on a mountain’).
• Aiding analysts in making decisions from large volumes of surveillance data (Hu-
man: ‘Did anyone enter this room last week?’, AI: ‘Yes, 27 instances logged on camera’,
Human: ‘Were any of them carrying a black bag?’),
• Interacting with an AI assistant (Human: ‘Alexa – can you see the baby in the baby
monitor?’, AI: ‘Yes, I can’, Human: ‘Is he sleeping or playing?’).
• Robotics applications where the operator may be ‘situationally blind’ and operating
via language [64] (Human: ‘Is there smoke in any room around you?’, AI: ‘Yes, in one
room’, Human: ‘Go there and look for people’).
Despite rapid progress at the intersection of vision and language – in particular, in image
captioning and visual question answering (VQA) – it is clear that we are far from this
grand goal of an AI agent that can ‘see’ and ‘communicate’. In captioning, the human-
machine interaction consists of the machine simply talking at the human (‘Two people are
in a wheelchair and one is holding a racket’), with no dialog or input from the human. While
VQA takes a significant step towards human-machine interaction, it still represents only
a single round of a dialog – unlike in human conversations, there is no scope for follow-up
questions, no memory in the system of previous questions asked by the user nor consis-
tency with respect to previous answers provided by the system (Q: ‘How many people on
wheelchairs?’, A: ‘Two’; Q: ‘How many wheelchairs?’, A: ‘One’).
As a step towards conversational visual AI, we introduce a novel task – Visual Dialog –
along with a large-scale dataset, an evaluation protocol, and novel deep models.
Task Definition. The concrete task in Visual Dialog is the following – given an image I,
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Figure 2.1: We introduce a new AI task – Visual Dialog, where an AI agent must hold a dialog
with a human about visual content. We introduce a large-scale dataset (VisDial), an evaluation
protocol, and novel encoder-decoder models for this task.
a history of a dialog consisting of a sequence of question-answer pairs (Q1: ‘How many
people are in wheelchairs?’, A1: ‘Two’, Q2: ‘What are their genders?’, A2: ‘One male and one
female’), and a natural language follow-up question (Q3: ‘Which one is holding a racket?’),
the task for the machine is to answer the question in free-form natural language (A3: ‘The
woman’). This task is the visual analogue of the Turing Test.
Consider the Visual Dialog examples in Fig. 2.2. The question ‘What is the gender of the
one in the white shirt?’ requires the machine to selectively focus and direct attention to
a relevant region. ‘What is she doing?’ requires co-reference resolution (whom does the
pronoun ‘she’ refer to?), ‘Is that a man to her right?’ further requires the machine to have
visual memory (which object in the image were we talking about?). Such systems also
need to be consistent with their outputs – ‘How many people are in wheelchairs?’, ‘Two’,
‘What are their genders?’, ‘One male and one female’ – note that the number of genders being
specified should add up to two. Such difficulties make the proposed problem a highly
interesting and challenging one.
Why do we talk to machines? Prior work in language-only (non-visual) dialog can be
arranged on a spectrum with the following two end-points:
goal-driven dialog (e.g. booking a flight for a user)
Ù
goal-free dialog (or casual ‘chit-chat’ with chatbots)
The two ends have vastly differing purposes and conflicting evaluation criteria. Goal-
driven dialog is typically evaluated on task-completion rate (how frequently was the user
able to book their flight) or time to task completion [41,65] – clearly, the shorter the dialog
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Figure 2.2: Differences between image captioning, Visual Question Answering (VQA) and Visual
Dialog. Two (partial) dialogs are shown from our VisDial dataset, which is curated from a live
chat between two Amazon Mechanical Turk workers (Sec. 2.3).
the better. In contrast, for chit-chat, the longer the user engagement and interaction, the
better. For instance, the goal of the 2017 $2.5 Million Amazon Alexa Prize is to “create a
socialbot that converses coherently and engagingly with humans on popular topics for 20
minutes.”
We believe our instantiation of Visual Dialog hits a sweet spot on this spectrum. It is
disentangled enough from a specific downstream task so as to serve as a general test of ma-
chine intelligence, while being grounded enough in vision to allow objective evaluation of
individual responses and benchmark progress. The former discourages task-engineered
bots for ‘slot filling’ [66] and the latter discourages bots that put on a personality to avoid
answering questions while keeping the user engaged [37].
Contributions. We make the following contributions:
• We propose a new task: Visual Dialog, where a machine must hold dialog with a
human about visual content.
• We develop a novel two-person chat data-collection protocol to curate a large-scale
Visual Dialog dataset (VisDial). Upon completion1, VisDial will contain 1 dialog
each (with 10 question-answer pairs) on „140k images from the COCO dataset [67],
1VisDial data on COCO-train („83k images) and COCO-val („40k images) is already available for
download at visualdialog.org. Since dialog history contains the ground-truth caption, we will not be col-
lecting dialog data on COCO-test. Instead, we will collect dialog data on 20k extra images from COCO
distribution (which will be provided to us by the COCO team) for our test set.
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(a) What the ‘questioner’ sees. (b) What the ‘answerer’ sees.
(c) Example dialog from Vis-
Dial dataset.
Figure 2.3: Collecting visually-grounded dialog data on Amazon Mechanical Turk via a live chat
interface where one person is assigned the role of ‘questioner’ and the second person is the ‘an-
swerer’. We show the first two questions being collected via the interface as Turkers interact with
each other in Fig. 2.3a and Fig. 2.3b. Remaining questions are shown in Fig. 2.3c.
for a total of „1.4M dialog question-answer pairs.
• We introduce a family of neural encoder-decoder models for Visual Dialog
– Late Fusion: that embeds the image, history, and question into vector spaces
separately and performs a ‘late fusion’ of these into a joint embedding.
– Hierarchical Recurrent Encoder: that contains a dialog-level Recurrent Neu-
ral Network (RNN) sitting on top of a question-answer (QA)-level recurrent
block. In each QA-level recurrent block, we also include an attention-over-
history mechanism to choose and attend to the round of the history relevant to
the current question.
– Memory Network: that treats each previous QA pair as a ‘fact’ in its memory
and learns to ‘poll’ the stored facts and the image to develop a context vector.
We train all these encoders with 2 decoders (generative and discriminative) – all
settings outperform a number of sophisticated baselines, including our adaption of
state-of-the-art VQA models to VisDial.
• We propose a retrieval-based evaluation protocol for Visual Dialog where the AI
agent is asked to sort a list of candidate answers and evaluated on metrics such as
mean-reciprocal-rank of the human response.
• We conduct studies to quantify human performance.
• Putting it all together, on the project page we demonstrate the first visual chatbot!
2.2 Related Work
Vision and Language. Our work is related to prior work in vision and language, such as
those on image captioning [6–9], video/movie description [10–12], text-to-image coref-
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erence/grounding [13–18], visual storytelling [19, 20], and of course, visual question
answering (VQA) [21–27, 29, 30]. However, all of these involve (at most) a single-shot
natural language interaction – there is no dialog. Concurrent with our work, two recent
works [35, 36] also study visual dialog.
Visual Turing Test. Closely related to our work is that of Geman et al. [68], who proposed
a fairly restrictive ‘Visual Turing Test’ – a system that asks templated, binary questions. In
comparison, 1) our dataset has free-form, open-ended natural language questions collected
via two subjects chatting on Amazon Mechanical Turk (AMT), resulting in a more realistic
and diverse dataset (see Fig. 2.8). 2) The dataset in [68] only contains street scenes, while
our dataset has considerably more variety since it uses images from COCO [67]. More-
over, our dataset is two orders of magnitude larger – 2,591 images in [68] vs „140k images,
10 question-answer pairs per image, total of „1.4M QA pairs.
Text-based Question Answering. Our work is related to text-based question answering
or ‘reading comprehension’ tasks studied in the NLP community. Some recent large-
scale datasets in this domain include the 30M Factoid Question-Answer corpus [69], 100K
SimpleQuestions dataset [70], DeepMind Q&A dataset [71], the 20 artificial tasks in the
bAbI dataset [72], and the SQuAD dataset for reading comprehension [73]. VisDial can
be viewed as a fusion of reading comprehension and VQA. In VisDial, the machine must
comprehend the history of the past dialog and then understand the image to answer
the question. By design, the answer to any question in VisDial is not present in the past
dialog – if it were, the question would not be asked. The history of the dialog contextualizes
the question – the question ‘what else is she holding?’ requires a machine to comprehend
the history to realize who the question is talking about and what has been excluded, and
then understand the image to answer the question.
Conversational Modeling and Chatbots. Visual Dialog is the visual analogue of text-
based dialog and conversation modeling. While some of the earliest developed chatbots
were rule-based [37], end-to-end learning based approaches are now being actively ex-
plored [38–44]. A recent large-scale conversation dataset is the Ubuntu Dialogue Cor-
pus [45], which contains about 500K dialogs extracted from the Ubuntu channel on In-
ternet Relay Chat (IRC). Liu et al. [46] perform a study of problems in existing evaluation
protocols for free-form dialog. One important difference between free-form textual dia-
log and VisDial is that in VisDial, the two participants are not symmetric – one person
(the ‘questioner’) asks questions about an image that they do not see; the other person (the
‘answerer’) sees the image and only answers the questions (in otherwise unconstrained
text, but no counter-questions allowed). This role assignment gives a sense of purpose to
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Figure 2.4: Detailed instructions for Amazon Mechanical Turkers on our interface
Figure 2.5: Examples from VisDial
the interaction (why are we talking? To help the questioner build a mental model of the
image), and allows objective evaluation of individual responses.
2.3 The Visual Dialog Dataset (VisDial)
We now describe our VisDial dataset. We begin by describing the chat interface and data-
collection process on AMT, analyze the dataset, then discuss the evaluation protocol.
Consistent with previous data collection efforts, we collect visual dialog data on images
from the Common Objects in Context (COCO) [67] dataset, which contains multiple ob-
jects in everyday scenes. The visual complexity of these images allows for engaging and
diverse conversations.
Live Chat Interface. Good data for this task should include dialogs that have (1) temporal
continuity, (2) grounding in the image, and (3) mimic natural ‘conversational’ exchanges.
To elicit such responses, we paired 2 workers on AMT to chat with each other in real-
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time (Fig. 2.3). Each worker was assigned a specific role. One worker (the ‘questioner’)
sees only a single line of text describing an image (caption from COCO); the image re-
mains hidden to the questioner. Their task is to ask questions about this hidden image
to ‘imagine the scene better’. The second worker (the ‘answerer’) sees the image and
caption. Their task is to answer questions asked by their chat partner. Unlike VQA [22],
answers are not restricted to be short or concise, instead workers are encouraged to reply
as naturally and ‘conversationally’ as possible. Fig. 2.3c shows an example dialog.
This process is an unconstrained ‘live’ chat, with the only exception that the questioner
must wait to receive an answer before posting the next question. The workers are al-
lowed to end the conversation after 20 messages are exchanged (10 pairs of questions and
answers).
To ensure quality of data, we provide detailed instructions on our interface as shown in
Fig. 2.4. Since the workers do not know their roles before starting the study, we provide
instructions for both questioner and answerer roles.
We also piloted a different setup where the questioner saw a highly blurred version of
the image, instead of the caption. The conversations seeded with blurred images resulted
in questions that were essentially ‘blob recognition’ – ‘What is the pink patch at the bottom
right?’. For our full-scale data-collection, we decided to seed with just the captions since
it resulted in more ‘natural’ questions and more closely modeled the real-world applica-
tions discussed in Sec. 2.1 where no visual signal is available to the human.
Building a 2-person chat on AMT. Despite the popularity of AMT as a data collection
platform in computer vision, our setup had to design for and overcome some unique
challenges – the key issue being that AMT is simply not designed for multi-user Hu-
man Intelligence Tasks (HITs). Thus, to host a live two-person chat on AMT to collect our
dataset, we had to go beyond Amazon tools that are available and develop our own back-
end messaging infrastructure based on Redis messaging queues and Node.js. To support
data quality, we ensured that a worker could not chat with themselves (using say, two
different browser tabs) by maintaining a pool of worker IDs paired. To minimize wait
time for one worker while the second was being searched for, we ensured that there was
always a significant pool of available HITs. If one of the workers abandoned a HIT (or was
disconnected) midway, automatic conditions in the code kicked in asking the remaining
worker to either continue asking questions or providing facts (captions) about the image
(depending on their role) till 10 messages were sent by them. Workers who completed the
task in this way were fully compensated, but our backend discarded this data and auto-
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(a) (b)
Figure 2.6: Distribution of lengths for questions and answers (2.6a); and percent coverage of
unique answers over all answers from the train dataset (2.6b), compared to VQA. For a given
coverage, VisDial has more unique answers indicating greater answer diversity.
matically launched a new HIT on this image so a real two-person conversation could be
recorded. Our entire data-collection infrastructure (front-end UI, chat interface, backend
storage and messaging system, error handling protocols) is publicly available2. Fig. 2.5
shows random samples of dialogs from the VisDial dataset.
2.4 VisDial Dataset Analysis
2.4.1 Analyzing VisDial Questions
Visual Priming Bias. One key difference between VisDial and previous image question-
answering datasets (VQA [22], Visual 7W [74], Baidu mQA [24]) is the lack of a ‘visual
priming bias’ in VisDial. Specifically, in all previous datasets, subjects saw an image while
asking questions about it. As analyzed in [27, 28, 30], this leads to a particular bias in the
questions – people only ask ‘Is there a clocktower in the picture?’ on pictures actually con-
taining clock towers. This allows language-only models to perform remarkably well on
VQA and results in an inflated sense of progress [27, 30]. As one particularly perverse
example – for questions in the VQA dataset starting with ‘Do you see a . . . ’, blindly an-
swering ‘yes’ without reading the rest of the question or looking at the associated image
results in an average VQA accuracy of 87%! In VisDial, questioners do not see the image.
As a result, this bias is reduced.
2github.com/batra-mlp-lab/visdial-amt-chat
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(a) Question lengths by type and round. Av-
erage length of question by type is fairly
consistent across rounds. Questions starting
with ‘any’ (‘any people?’, ‘any other fruits?’,
etc.) tend to be the shortest.
(b) Percentage coverage of question types
per round. As conversations progress, ‘Is’,
‘What’ and ‘How’ questions reduce while
‘Can’, ‘Do’, ‘Does’, ‘Any’ questions occur
more often. Questions starting with ‘is’ are
the most popular in the dataset.
Figure 2.7
Question Statistics. Fig. 2.6a shows the distribution of question lengths in VisDial – we
see that most questions range from four to ten words.
Fig. 2.7a shows question lengths by type and round. Average length of question by type
is consistent across rounds. Questions starting with ‘any’ (‘any people?’, ‘any other fruits?’,
etc.) tend to be the shortest.
Fig. 2.7b shows round-wise coverage by question type. We see that as conversations
progress, ‘is’, ‘what’ and ‘how’ questions reduce while ‘can’, ‘do’, ‘does’, ‘any’ questions
occur more often. Questions starting with ‘is’ are the most popular in the dataset.
Fig. 2.8 shows ‘sunbursts’ visualizing the distribution of questions (based on the first four
words) in VisDial vs. VQA. While there are a lot of similarities, some differences immedi-
ately jump out. There are more binary questions3 in VisDial as compared to VQA – the
most frequent first question-word in VisDial is ‘is’ vs. ‘what’ in VQA. A detailed compar-
ison of the statistics of VisDial vs. other datasets is available in Tab. 2.1.
Finally, there is a stylistic difference in the questions that is difficult to capture with the
simple statistics above. In VQA, subjects saw the image and were asked to stump a smart
3 Questions starting in ‘Do’, ‘Did’, ‘Have’, ‘Has’, ‘Is’, ‘Are’, ‘Was’, ‘Were’, ‘Can’, ‘Could’.
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Table 2.1: Comparison of existing image question answering datasets with VisDial
# QA Pairs # Images Q Length A Length A Length ą 2 Top-1000 A Human Accuracy
DAQUAR [21] 12,468 1,447 11.5˘ 2.4 1.2˘ 0.5 3.4% 96.4% -
Visual Madlibs [75] 56,468 9,688 4.9˘ 2.4 2.8˘ 2.0 47.4% 57.9% -
COCO-QA [23] 117,684 69,172 8.7˘ 2.7 1.0˘ 0 0.0% 100% -
Baidu [24] 316,193 316,193 - - - - -
VQA [22] 614,163 204,721 6.2˘ 2.0 1.1˘ 0.4 3.8% 82.7% X
Visual7W [74] 327,939 47,300 6.9˘ 2.4 2.0˘ 1.4 27.6% 63.5% X
VisDial (Ours) 1,232,870 123,287 5.1˘ 0.0 2.9˘ 0.0 37.1% 63.2% X
robot. Thus, most queries involve specific details, often about the background (‘What
program is being utilized in the background on the computer?’). In VisDial, questioners did not
see the original image and were asking questions to build a mental model of the scene.
Thus, the questions tend to be open-ended, and often follow a pattern:
• Generally starting with the entities in the caption:
‘An elephant walking away from a pool in an exhibit’,
‘Is there only 1 elephant?’,
• digging deeper into their parts or attributes:
‘Is it full grown?’, ‘Is it facing the camera?’,
• asking about the scene category or the picture setting:
‘Is this indoors or outdoors?’, ‘Is this a zoo?’,
• the weather:
‘Is it snowing?’, ‘Is it sunny?’,
• simply exploring the scene:
‘Are there people?’, ‘Is there shelter for elephant?’,
• and asking follow-up questions about the new visual entities discovered from these
explorations:
‘There’s a blue fence in background, like an enclosure’,
‘Is the enclosure inside or outside?’.
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(a) VQA Questions (b) VisDial Questions (c) VisDial Answers
Figure 2.8: Distribution of first n-grams for (left to right) VQA questions, VisDial questions and
VisDial answers. Word ordering starts towards the center and radiates outwards, and arc length
is proportional to number of questions containing the word.
2.4.2 Analyzing VisDial Answers
Answer Lengths. Fig. 2.6a shows the distribution of answer lengths. Unlike previous
datasets, answers in VisDial are longer and more descriptive – mean-length 2.9 words
(VisDial) vs 1.1 (VQA), 2.0 (Visual 7W), 2.8 (Visual Madlibs). Moreover, 37.1% of answers
in VisDial are longer than 2 words while the VQA dataset has only 3.8% answers longer
than 2 words (Tab. 2.1).
(a) Answer lengths by question type and
round. Across question types, average re-
sponse length tends to be longest in the mid-
dle of the conversation.
(b) Percentage of QAs with pronouns for
different rounds. In round 1, pronoun usage
in questions is low (in fact, almost equal to
usage in answers). From rounds 2 through
10, pronoun usage is higher in questions
and fairly consistent across rounds.
Fig. 2.9a shows answer lengths by type of question they were said in response to and
round. In contrast to questions, there is significant variance in answer lengths. Answers
to binary questions (‘Any people?’, ‘Can you see the dog?’, etc.) tend to be short while an-
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swers to ‘how’ and ‘what’ questions tend to be more explanatory and long. Across ques-
tion types, answers tend to be the longest in the middle of conversations.
Fig. 2.6b shows the cumulative coverage of all answers (y-axis) by the most frequent an-
swers (x-axis). The difference between VisDial and VQA is stark – the top-1000 answers
in VQA cover „83% of all answers, while in VisDial that figure is only „63%. There is
a significant heavy tail in VisDial – most long strings are unique, and thus the coverage
curve in Fig. 2.6b becomes a straight line with slope 1. In total, there are 337,527 unique
answers in VisDial (out of 1,232,870 total).
Answer Types. Since the answers in VisDial are longer strings, we can visualize their dis-
tribution based on the starting few words (Fig. 2.8c). An interesting category of answers
emerges – ‘I think so’, ‘I can’t tell’, or ‘I can’t see’ – expressing doubt, uncertainty, or lack
of information. This is a consequence of the questioner not being able to see the image –
they are asking contextually relevant questions, but not all questions may be answerable
with certainty from that image. We believe this is rich data for building more human-
like AI that refuses to answer questions it doesn’t have enough information to answer.
See [76, 77] for a related, but complementary effort on question relevance in VQA.
Binary Questions vs. Binary Answers. In VQA, binary questions are simply those with
‘yes’, ‘no’, ‘maybe’ as answers [22]. In VisDial, we must distinguish between binary ques-
tions3 and binary answers. Answers to such questions can (1) contain only ‘yes’ or ‘no’,
(2) begin with ‘yes’, ‘no’, and contain additional information or clarification, (3) involve
ambiguity (‘It’s hard to see’, ‘Maybe’), or (4) answer the question without explicitly saying
‘yes’ or ‘no’ (Q: ‘Is there any type of design or pattern on the cloth?’, A: ‘There are circles and
lines on the cloth’). We call answers that contain ‘yes’ or ‘no’ as binary answers – 149,367
and 76,346 answers in subsets (1) and (2) from above respectively. Binary answers in VQA
are biased towards ‘yes’ [22,27] – 61.40% of yes/no answers are ‘yes’. In VisDial, the trend
is reversed. Only 46.96% are ‘yes’ for all yes/no responses. This is understandable since
workers did not see the image, and were more likely to end up with negative responses.
2.4.3 Analyzing VisDial Dialog
In Section 2.4.1, we discussed a typical flow of dialog in VisDial. We analyze two quanti-
tative statistics here.
Coreference in dialog. Since language in VisDial is the result of a sequential conversation,
it naturally contains pronouns – ‘he’, ‘she’, ‘his’, ‘her’, ‘it’, ‘their’, ‘they’, ‘this’, ‘that’,
‘those’, etc. In total, 38% of questions, 19% of answers, and nearly all (98%) dialogs contain
at least one pronoun, thus confirming that a machine will need to overcome coreference
19
Figure 2.10: Most frequent answer responses except for ‘yes’/‘no’
ambiguities to be successful on this task.
In Fig. 2.9b, we see that pronoun usage is lower in the first round compared to other
rounds, which is expected since there are fewer entities to refer to in the earlier rounds.
The pronoun usage is also generally lower in answers than questions, which is also un-
derstandable since the answers are generally shorter than questions and thus less likely
to contain pronouns. In general, the pronoun usage is fairly consistent across rounds
(starting from round 2) for both questions and answers.
Temporal Continuity in Dialog Topics. (A) Counting the Number of Topics: In order to
quantify the qualitative differences between VisDial and VQA, we performed a human
study where we manually annotated question ‘topics’ for 40 images (a total of 400 ques-
tions), chosen randomly from the val set. The topic annotations were based on human
judgement with a consensus of 4 annotators, with topics such as: asking about a particu-
lar object (‘What is the man doing?’), the scene (‘Is it outdoors or indoors?’), the weather (“Is
the weather sunny?’), the image (‘Is it a color image?’), and exploration (‘Is there anything
else?”). We performed similar topic annotation for questions from VQA for the same set
of 40 images, and compared topic continuity in questions.
Across 10 rounds, VisDial questions have 4.55˘ 0.17 topics on average, confirming that
these are not 10 independent questions. Recall that VisDial has 10 questions per image as
opposed to 3 for VQA. Therefore, for a fair comparison, we compute average number of
topics in VisDial over all ‘sliding windows’ of 3 successive questions. For 500 bootstrap
samples of batch size 40, VisDial has 2.14˘ 0.05 topics while VQA has 2.53˘ 0.09. Lower
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mean number of topics suggests there is more continuity in VisDial because questions do
not change topics as often.
(B) Transition Probabilities over Topics: We can take this analysis a step further by com-
puting topic transition probabilities over topics as follows. For a given sequential dialog
exchange, we now count the number of topic transitions between consecutive QA pairs,
normalized by the total number of possible transitions between rounds (9 for VisDial and
2 for VQA). We compute this ‘topic transition probability’ (how likely are two successive
QA pairs to be about two different topics) for VisDial and VQA in two different settings
– (1) in-order and (2) with a permuted sequence of QAs. Note that if VisDial were simply
a collection of 10 independent QAs as opposed to a dialog, we would expect the topic
transition probabilities to be similar for in-order and permuted variants. However, we
find that for 1000 permutations of 40 topic-annotated image-dialogs, in-order-VisDial has
an average topic transition probability of 0.61, while permuted-VisDial has 0.76 ˘ 0.02.
In contrast, VQA has a topic transition probability of 0.80 for in-order vs. 0.83˘ 0.02 for
permuted QAs.
There are two key observations: (1) In-order transition probability is lower for VisDial
than VQA (i.e. topic transition is less likely in VisDial), and (2) Permuting the order of
questions results in a larger increase for VisDial, around 0.15, compared to a mere 0.03 in
case of VQA (i.e. in-order-VQA and permuted-VQA behave significantly more similarly
than in-order-VisDial and permuted-VisDial).
Both these observations establish that there is smoothness in the temporal order of topics
in VisDial, which is indicative of the narrative structure of a dialog, rather than indepen-
dent question-answers.
Statistics of an NLP dialog dataset. In this analysis, our goal is to measure whether
VisDial behaves like a dialog dataset. In particular, we compare VisDial, VQA, and Cor-
nell Movie-Dialogs Corpus [78]. The Cornell Movie-Dialogs corpus is a text-only dataset
extracted from pairwise interactions between characters from 617 movies, and is widely
used as a standard corpus in the natural language processing (NLP) and dialog commu-
nities.
One popular evaluation criteria used in the dialog research community is the perplexity
of language models trained on dialog datasets – the lower the perplexity of a model, the
better it has learned the structure in the dialog dataset.
For the purpose of our analysis, we pick the popular sequence-to-sequence (Seq2Seq)
language model [79] and use the perplexity of this model trained on different datasets as
a measure of temporal structure in a dataset.
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Table 2.2: Comparison of sequences in VisDial, VQA, and Cornell Movie-Dialogs corpus in their
original ordering vs. permuted ‘shuffled’ ordering. Lower is better for perplexity while higher is
better for classification accuracy. Left: Cornell corpus has the highest absolute increase in perplex-
ity followed by VisDial and VQA, which indicates the degree of linguistic sequential structure in
these datasets. Right: The classifier on VisDial achieves the highest accuracy, followed by Cornell,





VQA 7.83 8.16 ˘ 0.02 52.8 ˘ 0.9
Cornell (10) 82.31 85.31 ˘ 1.51 61.0 ˘ 0.6
VisDial (Ours) 6.61 7.28 ˘ 0.01 73.3 ˘ 0.4
As is standard in the dialog literature, we train the Seq2Seq model to predict the proba-
bility of utterance Ut given the previous utterance Ut´1, i.e. PpUt | Ut´1q on the Cornell
corpus. For VisDial and VQA, we train the Seq2Seq model to predict the probability of a
question Qt given the previous question-answer pair, i.e. PpQt | pQt´1, At´1qq.
For each dataset, we used its train and val splits for training and hyperparameter tuning
respectively, and report results on test. At test time, we only use conversations of length
10 from Cornell corpus for a fair comparison to VisDial (which has 10 rounds of QA).
For all three datasets, we created 100 permuted versions of test, where either QA pairs or
utterances are randomly shuffled to disturb their natural order. This allows us to compare
datasets in their natural ordering w.r.t. permuted orderings. Our hypothesis is that since
dialog datasets have linguistic structure in the sequence of QAs or utterances they con-
tain, this structure will be significantly affected by permuting the sequence. In contrast, a
collection of independent question-answers (as in VQA) will not be significantly affected
by a permutation. Tab. 2.2 compares the original, unshuffled test with the shuffled test-
sets on two metrics:
(A) Perplexity: We compute the standard metric of perplexity per token, i.e. exponent of the
normalized negative-log-probability of a sequence (where normalized is by the length of
the sequence). Tab. 2.2 shows perplexities for the original unshuffled test and permuted
test sequences.
We notice a few trends. First, we note that the absolute perplexity values are higher
for the Cornell corpus than QA datasets. We hypothesize that this is due to the broad,
unrestrictive dialog generation task in Cornell corpus, which is a more difficult task than
question prediction about images, which is in comparison a more restricted task.
Second, in all three datasets, the shuffled test has statistically significant higher perplexity
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than the original test, which indicates that shuffling does indeed break the linguistic
structure in the sequences.
Third, the absolute increase in perplexity from natural to permuted ordering is highest
in the Cornell corpus (3.0) followed by our VisDial with 0.7, and VQA at 0.35, which is
indicative of the degree of linguistic structure in the sequences in these datasets. Finally,
the relative increases in perplexity are 3.64% in Cornell, 10.13% in VisDial, and 4.21% in
VQA – VisDial suffers the highest relative increase in perplexity due to shuffling, indicat-
ing the existence of temporal continuity that gets disrupted.
(B) Classification: As our second metric to compare datasets in their natural vs. permuted
order, we test whether we can reliably classify a given sequence as natural or permuted.
Our classifier is a simple threshold on perplexity of a sequence. Specifically, given a pair
of sequences, we compute the perplexity of both from our Seq2Seq model, and predict
that the one with higher perplexity is the sequence in permuted ordering, and the se-
quence with lower perplexity is the one in natural ordering. The accuracy of this simple
classifier indicates how easy or difficult it is to tell the difference between natural and per-
muted sequences. A higher classification rate indicates existence of temporal continuity
in the conversation, thus making the ordering important.
Tab. 2.2 shows the classification accuracies achieved on all datasets. We can see that the
classifier on VisDial achieves the highest accuracy (73.3%), followed by Cornell (61.0%).
Note that this is a binary classification task with the prior probability of each class by
design being equal, thus chance performance is 50%. The classifiers on VisDial and Cor-
nell significantly outperform chance, but not the one on VQA (52.8%), indicating a lack of
general temporal continuity.
To summarize this analysis, our experiments show that VisDial is significantly more
dialog-like than VQA, and behaves more like a standard dialog dataset, the Cornell Movie-
Dialogs corpus.
2.4.4 VisDial Evaluation Protocol
One fundamental challenge in dialog systems is evaluation. Similar to the state of affairs
in captioning and machine translation, it is an open problem to automatically evaluate
the quality of free-form answers. Existing metrics such as BLEU, METEOR, ROUGE are
known to correlate poorly with human judgement in evaluating dialog responses [46].
Instead of evaluating on a downstream task [42] or holistically evaluating the entire con-
versation (as in goal-free chit-chat [80]), we evaluate individual responses at each round
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(t “ 1, 2, . . . , 10) in a retrieval or multiple-choice setup.
Specifically, at test time, a VisDial system is given an image I, the ‘ground-truth’ dialog
history (including the image caption) C, pQ1, A1q, . . . , pQt´1, At´1q, the question Qt, and a
list of N “ 100 candidate answers, and asked to return a sorting of the candidate answers.
The model is evaluated on retrieval metrics – (1) rank of human response (lower is better),
(2) recall@k, i.e. existence of the human response in top-k ranked responses, and (3) mean
reciprocal rank (MRR) of the human response (higher is better).
The evaluation protocol is compatible with both discriminative models (that simply score
the input candidates, e.g. via a softmax over the options, and cannot generate new an-
swers), and generative models (that generate an answer string, e.g. via Recurrent Neural
Networks) by ranking the candidates by the model’s log-likelihood scores.
Candidate Answers. We generate a candidate set of correct and incorrect answers from
four sets:
(A) Correct: Ground-truth human response to the question.
(B) Plausible: Answers to 50 most similar questions. Similar questions are those that start
with similar tri-grams and mention similar semantic concepts. To capture this, all ques-
tions are embedded into a vector space by concatenating the GloVe vectors of the first
three words with the averaged GloVe embeddings of the remaining words in the ques-
tions. Euclidean distances are used to compute neighbors. Since these neighboring ques-
tions were asked on different images, their answers serve as ‘hard negatives’.
(C) Popular: The 30 most popular answers from the dataset – e.g. ‘yes’, ‘no’, ‘2’, ‘1’, ‘white’,
‘3’, ‘grey’, ‘gray’, ‘4’, ‘yes it is’. The inclusion of popular answers forces the machine to
pick between likely a priori responses and plausible responses for the question, thus in-
creasing the task difficulty.
(D) Random: The remaining are answers to random questions in the dataset. To generate
100 candidates, we first find the union of the correct, plausible, and popular answers, and
include random answers until a unique set of 100 is found.
2.5 Neural Visual Dialog Models
In this section, we develop a number of neural Visual Dialog answerer models. Recall
that the model is given as input – an image I, the ‘ground-truth’ dialog history (including
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At a high level, all our models follow the encoder-decoder framework, i.e. factorize into
two parts – (1) an encoder that converts the input pI, H, Qtq into a vector, and (2) a decoder
that converts this embedded input into an output. We describe choices for each compo-
nent next and present experiments with all encoder-decoder combinations.
Decoders: We use two types of decoders:
• Generative (LSTM) decoder: where the input encoding is set as the initial state
of the Long Short-Term Memory (LSTM) language model. During training, we
maximize the log-likelihood of the ground-truth answer given its corresponding in-
put encoding (trained end-to-end). To evaluate, we use the model’s log-likelihood
scores and rank candidate answers.
Note that this decoder does not need to score options during training. As a result,
such models do not exploit the biases in option creation and typically underperform
models that do [81], but it is debatable whether exploiting such biases is really in-
dicative of progress. Moreover, generative decoders are more practical in that they
can actually be deployed in real applications.
• Discriminative (softmax) decoder: computes dot product between input encoding
and an LSTM encoding of each of the answer options. These dot products are fed
into a softmax to compute the posterior probability over options. During training,
we maximize the log-likelihood of the correct option. During evaluation, options
are ranked based on their posterior probabilities.
Encoders: We develop 3 different encoders (listed below) that convert inputs pI, H, Qtq
into a joint representation. In all cases, we represent I via the `2-normalized activations
from the penultimate layer of VGG-16 [82]. For each encoder E, we experiment with all
possible ablated versions: EpQtq, EpQt, Iq, EpQt, Hq, EpQt, I, Hq (for some encoders, not all
combinations are ‘valid’; details below).
• Late Fusion (LF) Encoder: In this encoder, we treat H as a long string with the
entire history pH0, . . . , Ht´1q concatenated. Qt and H are separately encoded with
2 different LSTMs, and individual representations of participating inputs pI, H, Qtq
are concatenated and linearly transformed to a joint representation.
• Hierarchical Recurrent Encoder (HRE): In this encoder, we capture the intuition
that there is a hierarchical nature to our problem – each question Qt is a sequence
of words that need to be embedded, and the dialog as a whole is a sequence of
question-answer pairs pQt, Atq. Thus, similar to [43], we propose an HRE model
that contains a dialog-RNN sitting on top of a recurrent block (Rt). The recurrent
block Rt embeds the question and image jointly via an LSTM (early fusion), embeds
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each round of the history Ht, and passes a concatenation of these to the dialog-
RNN above it. The dialog-RNN produces both an encoding for this round and a
dialog context to pass onto the next round. We also add an attention-over-history
(‘Attention’ in Fig. 2.11) mechanism allowing the recurrent block Rt to choose and
attend to the round of the history relevant to the current question. This attention
mechanism consists of a softmax over previous rounds (0, 1, . . . , t ´ 1) computed
from the history and question+image encoding.
• Memory Network (MN) Encoder: We develop a MN encoder that maintains each
previous question and answer as a ‘fact’ in its memory bank and learns to refer to
the stored facts and image to answer the question. Specifically, we encode Qt with
an LSTM to get a 512-d vector, encode each previous round of history pH0, . . . , Ht´1q
with another LSTM to get a tˆ 512 matrix. We compute inner product of question
vector with each history vector to get scores over previous rounds, which are fed to a
softmax to get attention-over-history probabilities. Convex combination of history
vectors using these attention probabilities gives us the ‘context vector’, which is
passed through an fc-layer and added to the question vector to construct the MN
encoding. In the language of Memory Network [42], this is a ‘1-hop’ encoding (see
Fig. 2.12). We further extend this in the MNA encoder, where we compute attention
over VGG-16 [82] convolutional layer image features (in a manner similar to Yang et
al. [83]) using the question`history embedding from Memory Network.
We use a ‘[encoder]-[input]-[decoder]’ convention to refer to model-input combi-
nations. For example, ‘LF-QI-D’ has a Late Fusion encoder with question+image
inputs (no history), and a discriminative decoder.
2.6 Experiments
Splits. VisDial v0.9 contains 83k dialogs on COCO-train and 40k on COCO-val images.
We split the 83k into 80k for training, 3k for validation, and test on the 40k COCO-val.
Baselines. We compare to a number of baselines:
(A) Simple Baselines: Answer Prior: Answer options to a test question are encoded with
an LSTM and scored by a linear classifier. This captures ranking by frequency of answers
in our training set without resolving to exact string matching. NN-Q: Given a test ques-
tion, we find k nearest neighbor questions (in GloVe space) from train, and score answer
options by their mean-similarity with these k answers. NN-QI: First, we find K nearest
neighbor questions for a test question. Then, we find a subset of size k based on image
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Figure 2.11: Architecture of HRE encoder with attention. At the current round Rt, the model
attends to relevant history from previous rounds, based on the current question. This attention-
over-history feeds into a dialog-RNN along with question to generate joint representation Et for
the decoder.
feature similarity. Finally, we rank options by their mean-similarity to answers to these k
questions. We use k “ 20, K “ 100.
(B) Adapting VQA models to VisDial: Finally, we adapt several (near) state-of-art VQA
models (SAN [83], HieCoAtt [26]) to Visual Dialog. Since VQA is posed as classification,
we ‘chop’ the final VQA-answer softmax from these models, feed these activations to our
discriminative decoder (Section 2.5), and train end-to-end on VisDial. Note that our LF-
QI-D model is similar to that in [84]. Altogether, these form fairly sophisticated baselines.
Training Details. (A) Preprocessing: We spell-correct VisDial data using the Bing API [85].
Following VQA, we lowercase all questions and answers, convert digits to words, and
remove contractions, before tokenizing using Python NLTK [86]. We then construct a
dictionary of words that appear at least five times in the train set, giving us a vocabulary
of around 7.5k.
(B) Hyperparameters: All our models are implemented in Torch [87]. Model hyperparam-
eters are chosen by early stopping on val based on the Mean Reciprocal Rank (MRR)
metric. All LSTMs are 2-layered with 512-dim hidden states. We learn 300-dim embed-
dings for words and images. These word embeddings are shared across question, history,
and decoder LSTMs. We use Adam [88] with a learning rate of 10´3 for all models. Gra-
dients at each iterations are clamped to r´5, 5s to avoid explosion. Our code and trained
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Figure 2.12: Memory Network (MN) encoder
models are available at visualdialog.org.
Results. Tab. 2.3 shows results for our models and baselines on VisDial v0.9 (evaluated
on 40k from COCO-val).
A few key takeaways – 1) As expected, all learning based models significantly outper-
form non-learning baselines. 2) All discriminative models significantly outperform gen-
erative models, which as we discussed is expected since discriminative models can tune
to the biases in the answer options. 3) Our best generative and discriminative models
are MNA-QIH-G with 0.534 MRR, and MNA-QIH-D with 0.609 MRR. 4) We observe that
naively incorporating history doesn’t help much (LF-Q vs. LF-QH and LF-QI vs. LF-QIH)
or can even hurt a little (LF-QI-G vs. LF-QIH-G). However, models that better encode his-
tory (MN/HRE) perform better than corresponding LF models with/without history (e.g.
LF-Q-D vs. MN-QH-D). 5) Models looking at I ({LF,HRE,MN,MNA }-QIH) outperform
corresponding blind models (without I). 6) Attention over image features further boosts
performance (MN-QIH vs. MNA-QIH).
Human Studies. We conducted studies on AMT to quantitatively evaluate human per-
formance on this task for all combinations of {with image, without image}ˆ{with history,
without history} on 100 random images at each of the 10 rounds. Specifically, in each
setting, we show human subjects a jumbled list of 10 candidate answers for a question –
top-9 predicted responses from our ‘LF-QIH-D’ model and the 1 ground truth answer –
and ask them to rank the responses. Each task was done by 3 human subjects.
Results of this study are shown in the top-half of Tab. 2.4. We find that without access
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Table 2.3: Performance of methods on VisDial v0.9, measured by mean reciprocal rank (MRR),
recall@k and mean rank. Higher is better for MRR and recall@k, lower is better for mean rank.










Answer prior 0.3735 23.55 48.52 53.23 26.50
NN-Q 0.4570 35.93 54.07 60.26 18.93














































LF-Q-G 0.5048 39.78 60.58 66.33 17.89
LF-QH-G 0.5055 39.73 60.86 66.68 17.78
LF-QI-G 0.5204 42.04 61.65 67.66 16.84
LF-QIH-G 0.5199 41.83 61.78 67.59 17.07
HRE-QH-G 0.5102 40.15 61.59 67.36 17.47
HRE-QIH-G 0.5237 42.29 62.18 67.92 17.07
HREA-QIH-G 0.5242 42.28 62.33 68.17 16.79
MN-QH-G 0.5115 40.42 61.57 67.44 17.74
MN-QIH-G 0.5259 42.29 62.85 68.88 17.06
















































LF-Q-D 0.5508 41.24 70.45 79.83 7.08
LF-QH-D 0.5578 41.75 71.45 80.94 6.74
LF-QI-D 0.5759 43.33 74.27 83.68 5.87
LF-QIH-D 0.5807 43.82 74.68 84.07 5.78
HRE-QH-D 0.5695 42.70 73.25 82.97 6.11
HRE-QIH-D 0.5846 44.67 74.50 84.22 5.72
HREA-QIH-D 0.5868 44.82 74.81 84.36 5.66
MN-QH-D 0.5849 44.03 75.26 84.49 5.68
MN-QIH-D 0.5965 45.55 76.22 85.37 5.46





SAN1-QI-D 0.5764 43.44 74.26 83.72 5.88
HieCoAtt-QI-D 0.5788 43.51 74.49 83.96 5.84
to the image, humans perform better when they have access to dialog history – compare
the Human-QH row to Human-Q (R@1 of 30.31 vs. 25.10). As perhaps expected, this
gap narrows down when humans have access to the image – compare Human-QIH to
Human-QI (R@1 of 48.03 vs. 46.12).
Note that these numbers are not directly comparable to machine performance reported in
the main paper because models are tasked with ranking 100 responses, while humans are
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Table 2.4: Human-machine performance comparison on VisDial v0.5, measured by mean recipro-
cal rank (MRR), recall@k for k “ t1, 5u and mean rank. Note that higher is better for MRR and
recall@k, while lower is better for mean rank.













Human-Q 0.441 25.10 67.37 4.19
Human-QH 0.485 30.31 70.53 3.91
Human-QI 0.619 46.12 82.54 2.92










HREA-QIH-G 0.477 31.64 61.61 4.42
MN-QIH-G 0.481 32.16 61.94 4.47
MN-QIH-D 0.553 36.86 69.39 3.48
asked to rank 10 candidates. This is because the task of ranking 100 candidate responses
would be too cumbersome for humans.
To compute comparable human and machine performance, we evaluate our best discrim-
inative (MN-QIH-D) and generative (HREA-QIH-G, MN-QIH-G)4 models on the same
10 options that were presented to humans. Note that in this setting, both humans and
machines have R@10 = 1.0, since there are only 10 options.
Tab. 2.4 bottom-half shows the results of this comparison. We can see that, as expected,
humans with full information (i.e. Human-QIH) perform the best with a large gap in
human and machine performance (compare R@5: Human-QIH 83.76% vs. MN-QIH-D
69.39%). This gap is even larger when compared to generative models, which unlike the
discriminative models are not actively trying to exploit the biases in the answer candi-
dates (compare R@5: Human-QIH 83.76% vs. HREA-QIH-G 61.61%).
Furthermore, we see that humans outperform the best machine even when not looking at the
image, simply on the basis of the context provided by the history (compare R@5: Human-
QH 70.53% vs. MN-QIH-D 69.39%).
Perhaps as expected, with access to the image but not the history, humans are significantly
better than the best machines (R@5: Human-QI 82.54% vs. MN-QIH-D 69.39%). With
access to history humans perform even better.
From in-house human studies and worker feedback on AMT, we find that dialog history
plays the following roles for humans: (1) provides a context for the question and paints
a picture of the scene, which helps eliminate certain answer choices (especially when the
image is not available), (2) gives cues about the answerer’s response style, which helps
4 We use both HREA-QIH-G, MN-QIH-G since they have similar accuracies.
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identify the right answer among similar answer choices, and (3) disambiguates amongst
likely interpretations of the image (i.e., when objects are small or occluded), again, helping
identify the right answer among multiple plausible options.
2.7 Conclusions
To summarize, we introduce a new AI task – Visual Dialog, where an AI agent must
hold a dialog with a human about visual content. We develop a novel two-person chat
data-collection protocol to curate a large-scale dataset (VisDial), propose retrieval-based
evaluation protocol, and develop a family of encoder-decoder models for Visual Dialog.
We quantify human performance on this task via human studies. Our results indicate that
there is significant scope for improvement, and we believe this task can serve as a testbed
for measuring progress towards visual intelligence.
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Chapter 3
Learning Cooperative Visual Dialog Agents
with Deep Reinforcement Learning
3.1 Introduction
Chapter 2 and concurrent work by Vries et al. [35] both study the task of visually-grounded
dialog. Perhaps somewhat counterintuitively, both these works treat dialog as a static su-
pervised learning problem, rather than an interactive agent learning problem that it nat-
urally is. Specifically, both works [35, 89] first collect a dataset of human-human dialog,
i.e., a sequence of question-answer pairs about an image pq1, a1q, . . . , pqT, aTq. Next, a ma-
chine (a deep neural network) is provided with the image I, the human dialog recorded
till round t ´ 1, pq1, a1q, . . . , pqt´1, at´1q, the follow-up question qt, and is supervised to
generate the human response at. Essentially, at each round t, the machine is artificially
‘injected’ into the conversation between two humans and asked to answer the question
qt; but the machine’s answer ât is thrown away, because at the next round t` 1, the ma-
chine is again provided with the ‘ground-truth’ human-human dialog that includes the
human response at and not the machine response ât. Thus, the machine is never allowed
to steer the conversation because that would take the dialog out of the dataset, making it
non-evaluable.
In this paper, we generalize the task of Visual Dialog beyond the necessary first stage
of supervised learning – by posing it as a cooperative ‘image guessing’ game between
two dialog agents. We use deep reinforcement learning (RL) to learn the policies of these
agents end-to-end – from pixels to multi-agent multi-round dialog to the game reward.
Our setup is illustrated in Fig. 3.1. We formulate a game between a questioner bot (Q-BOT)
and an answerer bot (A-BOT). Q-BOT is shown a 1-sentence description (a caption) of an
unseen image, and is allowed to communicate in natural language (discrete symbols)
with the answering bot (A-BOT), who is shown the image. The objective of this fully-
cooperative game is for Q-BOT to build a mental model of the unseen image purely from
the natural language dialog, and then retrieve that image from a lineup of images.
Notice that this is a challenging game. Q-BOT must ground the words mentioned in the
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I think we were talking about this image!
Two zebra are walking around their pen at the zoo.
Q1: Any people in the shot?
A1: No, there aren’t any.
[0.1, -1, 0.2, … , 0.5]
Q10: Are they facing each other?
A10: They aren’t.
[-0.5, 0.1, 0.7, … , 1]
Figure 3.1: A cooperative image guessing game between two agents – Q-BOT and A-BOT– who
communicate through a natural language dialog so that Q-BOT can select a particular unseen
image from a lineup. We model these agents as deep neural networks and train them end-to-end
with reinforcement learning.
provided caption (‘Two zebra are walking around their pen at the zoo.’), estimate which images
from the provided pool contain this content (there will typically be many such images
since captions describe only the salient entities), and ask follow-up questions (‘Any people
in the shot? Are there clouds in the sky? Are they facing each other?’) that help it identify the
correct image.
Analogously, A-BOT must build a mental model of what Q-BOT understands, and answer
questions (‘No, there aren’t any. I can’t see the sky. They aren’t.’) in a precise enough way
to allow discrimination between similar images from a pool (that A-BOT does not have
access to) while being concise enough to not confuse the imperfect Q-BOT.
At every round of dialog, Q-BOT listens to the answer provided by A-BOT, updates its be-
liefs, and makes a prediction about the visual representation of the unseen image (specifi-
cally, the fc7 vector of I), and receives a reward from the environment based on how close
Q-BOT’s prediction is to the true fc7 representation of I. The goal of Q-BOT and A-BOT is
to communicate to maximize this reward. One critical issue is that both the agents are im-
perfect and noisy – both ‘forget’ things in the past, sometimes repeat themselves, may not
stay consistent in their responses, A-BOT does not have access to an external knowledge-
base so it cannot answer all questions, etc. Thus, to succeed at the task, they must learn to
play to each other’s strengths.
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An important question to ask is – why force the two agents to communicate in discrete
symbols (English words) as opposed to continuous vectors? The reason is twofold. First,
discrete symbols and natural language is interpretable. By forcing the two agents to
communicate and understand natural language, we ensure that humans can not only
inspect the conversation logs between two agents, but more importantly, communicate
with them. After the two bots are trained, we can pair a human questioner with A-BOT to
accomplish the goals of visual dialog (aiding visually/situationally impaired users), and
pair a human answerer with Q-BOT to play a visual 20-questions game. The second rea-
son to communicate in discrete symbols is to prevent cheating – if Q-BOT and A-BOT are
allowed to exchange continuous vectors, then the trivial solution is for A-BOT to ignore
Q-BOT’s question and directly convey the fc7 vector for I, allowing Q-BOT to make a per-
fect prediction. In essence, discrete natural language is an interpretable low-dimensional
“bottleneck” layer between these two agents.
Contributions. We introduce a novel goal-driven training for visual question answering
and dialog agents. Despite significant popular interest in VQA, all previous approaches
have been based on supervised learning, making this the first instance of goal-driven train-
ing for visual question answering / dialog. We demonstrate two experimental results.
First, as a ‘sanity check’ demonstration of pure RL (from scratch), we show results on
a diagnostic task where perception is perfect – a synthetic world with ‘images’ con-
taining a single object defined by three attributes (shape/color/style). In this synthetic
world, for Q-BOT to identify an image, it must learn about these attributes. The two bots
communicate via an ungrounded vocabulary, i.e., symbols with no pre-specified human-
interpretable meanings (‘X’, ‘Y’, ‘1’, ‘2’). When trained end-to-end with RL on this task,
we find that the two bots invent their own communication protocol – Q-BOT starts using
certain symbols to query for specific attributes (‘X’ for color), and A-BOT starts respond-
ing with specific symbols indicating the value of that attribute (‘1’ for red). Essentially,
we demonstrate the automatic emergence of grounded language and communication among
‘visual’ dialog agents with no human supervision!
Second, we conduct large-scale real-image experiments on the VisDial dataset [89]. With
imperfect perception on real images, discovering a human-interpretable language and
communication strategy from scratch is both tremendously difficult and an unnecessary
re-invention of English. Thus, we pretrain with supervised dialog data in VisDial before
‘fine tuning’ with RL; this alleviates a number of challenges in making deep RL converge
to something meaningful. We show that these RL fine-tuned bots significantly outper-
form the supervised bots. Most interestingly, while the supervised Q-BOT attempts to
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mimic how humans ask questions, the RL trained Q-BOT shifts strategies and asks ques-
tions that the A-BOT is better at answering, ultimately resulting in more informative dia-
log and a better team.
3.2 Related Work
Vision and Language. Most related to this paper is our previous work on Visual Dia-
log (Chapter 2) and concurrent work by Vries et al. [35]. We proposed the task of Visual
Dialog in [89], collected the VisDial dataset by pairing two subjects on Amazon Mechan-
ical Turk to chat about an image (with assigned roles of ‘Questioner’ and ‘Answerer’),
and trained neural visual dialog answering models. De Vries et al. [35] extended the
Referit game [90] to a ‘GuessWhat’ game, where one person asks questions about an im-
age to guess which object has been ‘selected’, and the second person answers questions in
‘yes’/‘no’/NA (natural language answers are disallowed). One disadvantage of Guess-
What is that it requires bounding box annotations for objects; our image guessing game
does not need any such annotations and thus an unlimited number of game plays may
be simulated. Moreover, as described in Sec. 3.1, both these works unnaturally treat di-
alog as a static supervised learning problem. Although both datasets contain thousands
of human dialogs, they still only represent an incredibly sparse sample of the vast space
of visually-grounded questions and answers. Training robust, visually-grounded dialog
agents via supervised techniques is still a challenging task.
In our work, we take inspiration from the AlphaGo [91] approach of supervision from
human-expert games and reinforcement learning from self-play. Similarly, we perform
supervised pretraining on human dialog data and fine-tune in an end-to-end goal-driven
manner with deep RL.
20 Questions and Lewis Signaling Game. Our proposed image-guessing game is natu-
rally the visual analog of the popular 20-questions game. More formally, it is a generaliza-
tion of the Lewis Signaling (LS) [92] game, widely studied in economics and game theory.
LS is a cooperative game between two players – a sender and a receiver. In the classical set-
ting, the world can be in a number of finite discrete states t1, 2, . . . , Nu, which is known
to the sender but not the receiver. The sender can send one of N discrete symbols/signals
to the receiver, who upon receiving the signal must take one of N discrete actions. The
game is perfectly cooperative, and one simple (though not unique) Nash Equilibrium is
the ‘identity mapping’, where the sender encodes each world state with a bijective signal,
and similarly the receiver has a bijective mapping from a signal to an action.
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Our proposed ‘image guessing’ game is a generalization of LS with Q-BOT being the
receiver and A-BOT the sender. However, in our proposed game, the receiver (Q-BOT) is
not passive. It actively solicits information by asking questions. Moreover, the signaling
process is not ‘single shot’, but proceeds over multiple rounds of conversation.
Text-only or Classical Dialog. Li et al. [44] have proposed using RL for training dialog
systems. However, they hand-define what a ‘good’ utterance/dialog looks like (non-
repetition, coherence, continuity, etc.). In contrast, taking a cue from adversarial learn-
ing [93, 94], we set up a cooperative game between two agents, such that we do not need
to hand-define what a ‘good’ dialog looks like – a ‘good’ dialog is one that leads to a
successful image-guessing play.
Emergence of Language. There is a long history of work on language emergence in
multi-agent systems [95]. The more recent resurgence has focused on deep RL [96–99].
The high-level ideas of these concurrent works are similar to our synthetic experiments.
For our large-scale real-image results, we do not want our bots to invent their own un-
interpretable language and use pretraining on VisDial [89] to achieve ‘alignment’ with
English.
3.3 Cooperative Image Guessing Game:
In Full Generality and a Specific Instantiation
Players and Roles. The game involves two collaborative agents – a questioner bot (Q-
BOT) and an answerer bot (A-BOT) – with an information asymmetry. A-BOT sees an
image I, Q-BOT does not. Q-BOT is primed with a 1-sentence description c of the unseen
image and asks ‘questions’ (sequence of discrete symbols over a vocabulary V), which
A-BOT answers with another sequence of symbols. The communication occurs for a fixed
number of rounds.
Game Objective in General. At each round, in addition to communicating, Q-BOT must
provide a ‘description’ ŷ of the unknown image I based only on the dialog history and
both players receive a reward from the environment inversely proportional to the error in
this description under some metric `pŷ, ygtq. We note that this is a general setting where
the ‘description’ ŷ can take on varying levels of specificity – from image embeddings (or
fc7 vectors of I) to textual descriptions to pixel-level image generations.
Specific Instantiation. In our experiments, we focus on the setting where Q-BOT is tasked
with estimating a vector embedding of the image I. Given some feature extractor (i.e., a
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Are there any animals?




























[0.1, -2, 0, … , 0.57] Reward Function
Figure 3.2: Policy networks for Q-BOT and A-BOT. At each round t of dialog, (1) Q-BOT generates
a question qt from its question decoder conditioned on its state encoding S
Q
t´1, (2) A-BOT encodes
qt, updates its state encoding SAt , and generates an answer at, (3) both encode the completed
exchange as FQt and F
A
t , and (4) Q-BOT updates its state to S
Q
t , predicts an image representation
ŷt, and receives a reward.
pretrained CNN model, say VGG-16), no human annotation is required to produce the
target ‘description’ ŷgt (simply forward-prop the image through the CNN). Reward/error
can be measured by simple Euclidean distance, and any image may be used as the visual
grounding for a dialog. Thus, an unlimited number of ‘game plays’ may be simulated.
3.4 Reinforcement Learning for Dialog Agents
In this section, we formalize the training of two visual dialog agents (Q-BOT and A-BOT)
with Reinforcement Learning (RL) – describing formally the action, state, environment, re-
ward, policy, and training procedure. We begin by noting that although there are two
agents (Q-BOT, A-BOT), since the game is perfectly cooperative, we can without loss of
generality view this as a single-agent RL setup where the single “meta-agent” comprises
of two “constituent agents” communicating via a natural language bottleneck layer.
Action. Both agents share a common action space consisting of all possible output se-
quences under a token vocabulary V. This action space is discrete and in principle,
infinitely-large since arbitrary length sequences qt, at may be produced and the dialog
may go on forever. In our synthetic experiment, the two agents are given different vo-
cabularies to coax a certain behavior to emerge (details in Sec. 3.5). In our VisDial experi-
ments, the two agents share a common vocabulary of English tokens. In addition, at each
round of the dialog t, Q-BOT also predicts ŷt, its current guess about the visual represen-
tation of the unseen image. This component of Q-BOT’s action space is continuous.
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State. Since there is information asymmetry (A-BOT can see the image I, Q-BOT can-
not), each agent has its own observed state. For a dialog grounded in image I with
caption c, the state of Q-BOT at round t is the caption and dialog history so far sQt “
rc, q1, a1, . . . , qt´1, at´1s, and the state of A-BOT also includes the image sAt “ rI, c, q1, a1, . . . , qt´1, at´1, qts.
Policy. We model Q-BOT and A-BOT operating under stochastic policies πQpqt | s
Q
t ; θQq
and πApat | sAt ; θAq, such that questions and answers may be sampled from these policies
conditioned on the dialog/state history. These policies will be learned by two separate
deep neural networks parameterized by θQ and θA. In addition, Q-BOT includes a feature
regression network f p¨q that produces an image representation prediction after listening
to the answer at round t, i.e., ŷt “ f ps
Q
t , qt, at; θ f q “ f ps
Q
t`1; θ f q. Thus, the goal of policy
learning is to estimate the parameters θQ, θA, θ f .
Environment and Reward. The environment is the image I upon which the dialog is
grounded. Since this is a purely cooperative setting, both agents receive the same reward.
Let `p¨, ¨q be a distance metric on image representations (Euclidean distance in our exper-























i.e., the change in distance to the true representation before and after a round of dialog. In
this way, we consider a question-answer pair to be low quality (i.e., have a negative re-
ward) if it leads the questioner to make a worse estimate of the target image representation
than if the dialog had ended.
Note that the total reward summed over all time steps of a dialog is a function of only the

















overall improvement due to dialog
(3.2)
This is again intuitive – ‘How much do the feature predictions of Q-BOT improve due to
the dialog?’ The details of policy learning are described in Sec. 3.4.2, but before that, let
us describe the inner working of the two agents.
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3.4.1 Policy Networks for Q-BOT and A-BOT
Fig. 3.2 shows an overview of our policy networks for Q-BOT and A-BOT and their inter-
action within a single round of dialog. Both the agent policies are modeled via Hierarchi-
cal Recurrent Encoder-Decoder neural networks, which have recently been proposed for
dialog modeling [38, 43, 89].
Q-BOT consists of the following four components:
- Fact Encoder: Q-BOT asks a question qt: ‘Are there any animals?’ and receives an answer
at: ‘Yes, there are two elephants.’. Q-BOT treats this concatenated pqt, atq-pair as a ‘fact’ it
now knows about the unseen image. The fact encoder is an LSTM whose final hidden
state FQt P R
512 is used as an embedding of pqt, atq.
- State/History Encoder is an LSTM that takes the encoded fact FQt at each time step
to produce an encoding of the prior dialog including time t as SQt P R
512. Notice
that this results in a two-level hierarchical encoding of the dialog pqt, atq Ñ F
Q
t and
pFQ1 , . . . , F
Q
t q Ñ S
Q
t .
- Question Decoder is an LSTM that takes the state/history encoding from the previous
round SQt´1 and generates question qt by sequentially sampling words.
- Feature Regression Network f p¨q is a single fully-connected layer that produces an
image representation prediction ŷt from the current encoded state ŷt “ f pS
Q
t q.
Each of these components and their relation to each other are shown on the left side of
Fig. 3.2. We collectively refer to the parameters of the three LSTM models as θQ and those
of the feature regression network as θ f .
A-BOT has a similar structure to Q-BOT with slight differences since it also models the
image I via a CNN:
- Question Encoder: A-BOT receives a question qt from Q-BOT and encodes it via an
LSTM QAt P R
512.
- Fact Encoder: Similar to Q-BOT, A-BOT also encodes the pqt, atq-pairs via an LSTM to get
FAt P R
512. The purpose of this encoder is for A-BOT to remember what it has already
told Q-BOT and be able to understand references to entities already mentioned.
- State/History Encoder is an LSTM that takes as input at each round t – the encoded
question QAt , the image features from VGG [82] y, and the previous fact encoding F
A
t´1
– to produce a state encoding, i.e.
´
py, QA1 , F
A






Ñ SAt . This allows the
model to contextualize the current question w.r.t. the history while looking at the image
to seek an answer.
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- Answer Decoder is an LSTM that takes the state encoding SAt and generates at by se-
quentially sampling words.
To recap, a dialog round at time t consists of 1) Q-BOT generating a question qt condi-
tioned on its state encoding SQt´1, 2) A-BOT encoding qt, updating its state encoding S
A
t ,
and generating an answer at, 3) Q-BOT and A-BOT both encoding the completed exchange
as FQt and F
A
t , and 4) Q-BOT updating its state to S
Q
t based on F
Q
t and making an image
representation prediction ŷt for the unseen image.
3.4.2 Joint Training with Policy Gradients
In order to train these agents, we use the REINFORCE [100] algorithm that updates policy
parameters pθQ, θA, θ f q in response to experienced rewards. In this section, we derive the
expressions for the parameter gradients for our setup.
Recall that our agents take actions – communication pqt, atq and feature prediction ŷt – and




JpθA, θQ, θgq where, (3.3)












While the above is a natural objective, we find that considering the entire dialog as a
single RL episode does not differentiate between individual good or bad exchanges within
it. Thus, we update our model based on per-round rewards,









Following the REINFORCE algorithm, we can write the gradient of this expectation as an
expectation of a quantity related to the gradient. For θQ, we derive this explicitly:
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Figure 3.3: Emergence of grounded dialog: (a) Each ‘image’ has three attributes, and there are six
tasks for Q-BOT (ordered pairs of attributes). (b) Both agents interact for two rounds followed by
attribute pair prediction by Q-BOT. (c) Example 2-round dialog where grounding emerges: color,
shape, style have been encoded as X, Y, Z respectively. (d) Improvement in reward while policy
learning.





















































Similarly, gradient w.r.t. θA, i.e., ∇θA J can be derived as
∇θA J “ EπQ,πA
”





As is standard practice, we estimate these expectations with sample averages. Specifically,
we sample a question from Q-BOT (by sequentially sampling words from the question
decoder LSTM till a stop token is produced), sample its answer from A-BOT, compute the
scalar reward for this round, multiply that scalar reward to gradient of log-probability
of this exchange, propagate backward to compute gradients w.r.t. all parameters θQ, θA.
This update has an intuitive interpretation – if a particular pqt, atq is informative (i.e., leads
to positive reward), its probabilities will be pushed up (positive gradient). Conversely, a
poor exchange leading to negative reward will be pushed down (negative gradient).
Finally, since the feature regression network f p¨q forms a deterministic policy, its parame-
ters θ f receive ‘supervised’ gradient updates for differentiable `p¨, ¨q.
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3.5 Emergence of Grounded Dialog
To succeed at our image guessing game, Q-BOT and A-BOT need to accomplish a number
of challenging sub-tasks – they must learn a common language (do you understand what I
mean when I say ‘person’?) and develop mappings between symbols and image represen-
tations (what does ‘person’ look like?), i.e., A-BOT must learn to ground language in visual
perception to answer questions and Q-BOT must learn to predict plausible image repre-
sentations – all in an end-to-end manner from a distant reward function. Before diving
in to the full task on real images, we conduct a ‘sanity check’ on a synthetic dataset with
perfect perception to ask – is this even possible?
Setup. As shown in Fig. 3.3, we consider a synthetic world with ‘images’ represented as a
triplet of attributes – 4 shapes, 4 colors, 4 styles – for a total of 64 unique images. A-BOT has
perfect perception and is given direct access to this representation for an image. Q-BOT
is tasked with deducing two attributes of the image in a particular order – e.g., if the task
is (shape, color), Q-BOT would need to output (square, purple) for a (purple, square, filled)
image seen by A-BOT (see Fig. 3.3b). We form all 6 such tasks per image.
Vocabulary. We conducted a series of pilot experiments and found the choice of the vo-
cabulary size to be crucial for coaxing non-trivial ‘non-cheating’ behavior to emerge. For
instance, we found that if the A-BOT vocabulary VA is large enough, say |VA| ě 64 (#im-
ages), the optimal policy learnt simply ignores what Q-BOT asks and A-BOT conveys the
entire image in a single token (e.g. token 1 ” (red, square, filled)). As with human com-
munication, an impoverished vocabulary that cannot possibly encode the richness of the
visual sensor is necessary for non-trivial dialog to emerge. To ensure at least 2 rounds of
dialog, we restrict each agent to only produce a single symbol utterance per round from
‘minimal’ vocabularies VA “ t1, 2, 3, 4u for A-BOT and VQ “ tX, Y, Zu for Q-BOT. Since
|VA|#rounds ă #images, a non-trivial dialog is necessary to succeed at the task.
Policy Learning. Since the action space is discrete and small, we instantiate Q-BOT and A-
BOT as fully specified tables of Q-values (state, action, future reward estimate) and apply
tabular Q-learning with Monte Carlo estimation over 10k episodes to learn the policies.
Updates are done alternately where one bot is frozen while the other is updated. Dur-
ing training, we use ε-greedy policies [101], ensuring an action probability of 0.6 for the
greedy action and split the remaining probability uniformly across other actions. At test
time, we default to greedy, deterministic policy obtained from these ε-greedy policies.
The task requires outputting the correct attribute value pair based on the task and image.
Since there are a total of 4` 4` 4 “ 12 unique values across the 3 attributes, Q-BOT’s final
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action selects one of 12ˆ12“144 attribute-pairs. We use `1 and ´1 as rewards for right
and wrong predictions.
Results. Fig. 3.3d shows the reward achieved by the agents’ policies vs. number of RL
iterations (each with 10k episodes/dialogs). We can see that the two quickly learn the
optimal policy. Fig. 3.3b,c show some example exchanges between the trained bots. We
find that the two invent their own communication protocol – Q-BOT consistently uses
specific symbols to query for specific attributes: X Ñ color, Y Ñ shape, Z Ñ style. And
A-BOT consistently responds with specific symbols to indicate the inquired attribute, e.g.,
if Q-BOT emits X (asks for color), A-BOT responds with: 1 Ñ purple, 2 Ñ green, 3 Ñ blue,
4 Ñ red. Similar mappings exist for responses to other attributes. Essentially, we find
the automatic emergence of grounded language and a communication protocol among ‘visual’
dialog agents without any human supervision!
3.6 Experiments
Our synthetic experiments in the previous section establish that when faced with a coop-
erative task where information must be exchanged, two agents with perfect perception
are capable of developing a complex communication protocol.
In general, with imperfect perception on real images, discovering human-interpretable
language and communication strategy from scratch is both tremendously difficult and
an unnecessary re-invention of English. We leverage the recently introduced VisDial
dataset [89] that contains (as of the publicly released v0.5) human dialogs (10 rounds
of question-answer pairs) on 68k images from the COCO dataset, for a total of 680k QA-
pairs. Example dialogs from the VisDial dataset are shown in Tab. 3.1.
Image Feature Regression. We consider a specific instantiation of the visual guessing
game described in Sec. 3.3 – specifically at each round t, Q-BOT needs to regress to the
vector embedding ŷt of image I corresponding to the fc7 (penultimate fully-connected
layer) output from VGG-16 [82]. The distance metric used in the reward computation is





















Training Strategies. We found two training strategies to be crucial to ensure/improve
the convergence of the RL framework described in Sec. 3.4, to produce any meaningful
dialog exchanges, and to ground the agents in natural language.
1) Supervised Pretraining. We first train both agents in a supervised manner on the train
split of VisDial [89] v0.5 under an MLE objective. Thus, conditioned on human dialog his-
tory, Q-BOT is trained to generate the follow-up question by human1, A-BOT is trained to
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Table 3.1: Selected examples of Q-BOT-A-BOT interactions for SL-pretrained and RL-full-QAf.
RL-full-QAf interactions are diverse, less prone to repetitive and safe exchanges (“can’t tell", “don’t
know" etc.), and more image-discriminative.
Image + Caption Human-Human dialog [89] SL-pretrained Q-BOT-A-BOT dialog RL-full-QAf Q-BOT-A-BOT dialog
A couple of people in the snow on skis.
What are their genders? 1 man 1 woman
Are they both adults? Yes
Do they wear goggles? Looks like
sunglasses
Do they have hats on? Man does
Are there any other people? No
What color is man’s hat? Black
Is it snowing now? No
What is woman wearing? Blue jacket and
black pants
Are they smiling? Yes
Do you see trees? Yes
How many people? 2
Male or female? I can’t tell
What are they wearing? I can’t tell, they are far away
What color are skis? I can’t tell
Are they wearing goggles? Yes
Are they wearing goggles? Yes
Are they wearing goggles? Yes
Are they wearing goggles? Yes
Are they wearing hats? Yes
Are they wearing goggles? Yes
Are people male or female or both? I think 1 is male, can’t see other
1 ...
What are they wearing?They are all wearing snow pants and jackets
Is it snowing? It does not appear to be snowing at moment
Can you see any trees? Yes, there are lot of trees in background
Can you see any buildings in background? No, I can not
Can you see any trees? Yes, there are lot of trees in background
Can you see any buildings in background? No, I do not see any
buildings
Can you see any trees? Yes, there are lot of trees in background
Can you see any buildings in background? No , I do not see any
buildings
Does it look like they are in park? It does not appear to be
Two men giving thumbs up holding large slices of pizza.
How old are men? They look to be 30’s
Are they in restaurant? I can’t tell, its close
up
Do men look they might be related? Maybe
Are they each holding slice of pizza in 1
hand and giving thumbs up with other? 1
holding slice, other holding box...
What kind of pizza do they have? cheese
Does box have pizza company name on it?
No
Are there any pictures or graphics on box?
No
Are men slender or heavy set? Slender
Do either of men wear glasses? Yes
1 or both? 1
How old are men? They look like they are in their 20’s
Are they male or female? 1 male and 1 female
What are they wearing? T shirt and shorts
What kind of pizza is it? Looks like pepperoni
Does it look good? Yes it does
Can you tell what kind of pizza it is? Looks like
pepperoni
Are there any toppings on pizza? Pepperoni
Are there any toppings on pizza? Pepperoni
Are there any toppings on pizza? Looks like cheese,
but I can’t tell...
Are there any other toppings on pizza? No
How old are men? They look like they are in their 20’s
Are they wearing chef’s hat? No
Do they have long hair? No
What kind of pizza is it? Looks like pepperoni
Does it look good? Yes
Are there any other people around? No
Are they inside or outside? Inside
Can you tell what time of day it is? No
Are there any other people around? No
What color are walls? White
A man riding a skateboard down the side of a ramp.
How old is man? In his teens
Is he wearing helmet? No
Is he wearing any protective gear? No
What color is his hair? Dirty blonde or
dark brown
What color is his shirt? Black with red
letters
Is he wearing shorts? Yes
What color are his shorts? Denim
Are there other people visible? No
What color are his shoes? I can’t see
them
Is this at skate park? Yes
How old is man? I can’t see his face, I don’t know
What is he wearing? shorts and t shirt
What color is his shirt? white
what color are his pants? black
what color is his shirt? blue
What color are his shoes? Black
What color are his shoes? Black
What color are his shoes? Black
What color are his shoes? Black
What color are his shoes? Black
What color is skateboard? It is hard to tell but I think it’s black
Is he wearing helmet? Yes
Is he wearing knee pads? No, no knee pads
Is it day or night? It is daytime
Is it sunny? It is bright out, but I see no shadows, so I can not
Can you see any other people? There are 2 other people in
background
Is it day or night? It is daytime
Is it sunny? Yes, it is sunny
What color is skateboard? It is hard to tell but I think it’s black
Is he wearing helmet? Yes, he is wearing helmet
An airplane sitting on an asphalt landing strip.
What color is plane? White and blue
Is there writing on plane? Yes it says
lufthansa
What color is ground? Grey tarmac
Any people? No people visible
Can you see airport? Yes
What color is it? Grey
Is there sunshine? No it’s kind of
overcast
Any other planes? No other planes
Any grass? No grass
Any trees? No tree
What color is plane? White
Is it large or small? Large
Any people? No
Any writing on plane? Yes
Any writing on plane? Yes
Any writing on plane? Yes
Any writing on plane? Yes
What does it say? UNK
What color is plane? White
Any writing on it? Yes
What color is airplane? White with red and blue stripes
Can you tell what airline it is? No, it’s too far away
What time of day is it? It is daytime
Can you see any people? No
Can you see any buildings? Yes, in background
Is it day or night time? It is daytime
Can you see sky? Yes
Are there clouds in sky? Yes, few
Does it look like it’s going to rain? Yes it does
Does it look like it’s going to rain? Yes it does
A dog watching food cook in an oven.
What color is dog? Brown and white
What breed is dog? Look like brittany
spaniel
Is dog wearing collar? Not able to see
Can you tell what is cooking? Look like
beans
Is oven stainless steel? Yes
Does it have see through glass? Yes
How many racks in oven? 2
Can you see knobs? No
Does oven have wooden handle? Not
able to see
Are beans in pot? Glass dish
What kind of dog is it? I can’t tell
What color is it? White
Is it large or small? Large
What kind of food is it? I can’t tell
Is it large or small? Small
What color is it? White
Is it large or small? Large
What color are walls? White
What kind of floor? Can’t see floor
What kind of floor? Can’t see floor
What kind of dog is it? Terrier of some kind
What color is it? White and grey
Can you tell what kind of food it is? No
Are there people around? No people
Is it inside or outside? Inside
Can you tell what time of day it is? No I can’t
What color is room? I can’t see walls
Do you see any windows? No
Do you see any windows? No
Do you see any windows? No
A man making the live long and prosper sign from star trek.
How old is this man? He looks like late
teens
Does he have short hair or long hair?
Medium
What color is his hair? Brown
Is he wearing glasses? No
Does he have facial hair? No
How is he dressed? He’s white
dress shirt with red tie and matching red
vest over it looks like school uniform
Is he larger man or is he skinny? He’s
skinny
Is this picture taken outside? Inside
Can you tell if it’s daytime? I’m not sure
Can you tell what room he is standing
in? He’s in hallway
How old is man? He looks like he’s in his 20s
What is he wearing? T shirt and jeans
What color is his hair? Black
What is he wearing? T shirt and jeans
What color is his hair? Black
What is he wearing? T shirt and jeans
What color is his hair? Black
Is it short or long? Short
What color is his hair? Black
Is it short or long? Short
Where is man located? Looks like classroom of some sort
What is man wearing? Black t shirt and jeans
Are there any other people in picture? Yes, quite few people in
background
What color is table? Picture is black and white, but it’s wood table
Is there anything else on table? Not that I can see
What are other people doing? They are standing in front of him, but
I don’t know what they
Are there any windows? Not that I can see
What color are walls? I can’t see walls
What time of day do you think it is? I can’t tell
What is man wearing? Black t shirt and jeans
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generate the response by human2, and the feature network f p¨q is optimized to regress to
y. The CNN in A-BOT is pretrained on ImageNet. This pretraining ensures that the agents
can generally recognize some objects/scenes and emit English questions/answers. The
space of possible pqt, atq is tremendously large and without pretraining most exchanges
result in no information gain about the image.
2) Curriculum Learning. After supervised pretraining, we ‘smoothly’ transition the agents
to RL training according to a curriculum. Specifically, we continue supervised training for
the first K (say 9) rounds of dialog and transition to policy-gradient updates for the re-
maining 10´ K rounds. We start at K “ 9 and gradually anneal to 0. This curriculum
ensures that the agent team does not suddenly diverge off policy, if one incorrect q or a is
generated.
Models are pretrained for 15 epochs on VisDial, after which we transition to policy-
gradient training by annealing K down by 1 every epoch. All LSTMs are 2-layered with
512-d hidden states. We use Adam [88] with a learning rate of 10´3, and clamp gradients
to r´5, 5s to avoid explosion. All our code will be made publicly available. There is no
explicit state-dependent baseline in our training as we initialize from supervised pretrain-
ing and have zero-centered reward, which ensures a good proportion of random samples
are both positively and negatively reinforced.
Model Ablations. We compare to a few natural ablations of our full model, denoted
RL-full-QAf. First, we evaluate the purely supervised agents (denoted SL-pretrained), i.e.,
trained only on VisDial data (no RL). Comparison to these agents establishes how much
RL helps over supervised learning. Second, we fix one of Q-BOT or A-BOT to the super-
vised pretrained initialization and train the other agent (and the regression network f )
with RL; we label these as Frozen-Q or Frozen-A respectively. Comparing to these partially
frozen agents tell us the importance of coordinated communication. Finally, we freeze
the regression network f to the supervised pretrained initialization while training Q-BOT
and A-BOT with RL. This measures improvements from language adaptation alone.
We quantify performance of these agents along two dimensions – how well they perform
on the image guessing task (i.e. image retrieval) and how closely they emulate human
dialogs (i.e. performance on VisDial dataset [89]).
Evaluation: Guessing Game. To assess how well the agents have learned to cooperate at
the image guessing task, we setup an image retrieval experiment based on the test split
of VisDial v0.5 („9.5k images), which were never seen by the agents in RL training. We
present each image + an automatically generated caption [8] to the agents, and allow them
to communicate over 10 rounds of dialog. After each round, Q-BOT predicts a feature
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(a) Guessing Game Evaluation.
(b) Visual Dialog Answerer Evaluation.
Model MRR R@5 R@10 Mean Rank
SL-pretrain 0.436 53.41 60.09 21.83
Frozen-Q 0.428 53.12 60.19 21.52
Frozen-f 0.432 53.28 60.11 21.54
RL-full-QAf 0.428 53.08 60.22 21.54
Frozen-Q-multi 0.437 53.67 60.48 21.13
(c) Qualitative Retrieval Results.
Figure 3.4: a) Guessing Game Evaluation. Plot shows the rank in percentile (higher is better) of
the ‘ground truth’ image (shown to A-BOT) as retrieved using fc7 predictions of Q-BOT vs. rounds
of dialog. Round 0 corresponds to image guessing based on the caption alone. We can see that
the RL-full-QAf bots significantly outperforms the SL-pretrained bots (and other ablations). Error
bars show standard error of means. (c) shows qualitative results on this predicted fc7-based image
retrieval. Left column shows true image and caption, right column shows dialog exchange, and
a list of images sorted by their distance to the ground-truth image. The image predicted by Q-
BOT is highlighted in red. We can see that the predicted image is often semantically quite similar.
b) VisDial Evaluation. Performance of A-BOT on VisDial v0.5 test, under mean reciprocal rank
(MRR), recall@k for k “ t5, 10u and mean rank metrics. Higher is better for MRR and recall@k,
while lower is better for mean rank. We see that our proposed Frozen-Q-multi outperforms all
other models on VisDial metrics by 3% relative gain. This improvement is entirely ‘for free’ since
no additional annotations were required for RL.
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representation ŷt. We sort the entire test set in ascending distance to this prediction and
compute the rank of the source image.
Fig. 3.4a shows the mean percentile rank of the source image for our method and the
baselines across the rounds (shaded region indicates standard error). A percentile rank
of 95% means that the source image is closer to the prediction than 95% of the images
in the set. Tab. 3.1 shows example exchanges between two humans (from VisDial), the
SL-pretrained and the RL-full-QAf agents. We make a few observations:
• RL improves image identification. We see that RL-full-QAf significantly outper-
forms SL-pretrained and all other ablations (e.g., at round 10, improving percentile
rank by over 3%), indicating that our training framework is indeed effective at train-
ing these agents for image guessing.
• All agents ‘forget’; RL agents forget less. One interesting trend we note in Fig. 3.4a
is that all methods significantly improve from round 0 (caption-based retrieval) to
rounds 2 or 3, but beyond that all methods with the exception of RL-full-QAf get
worse, even though they have strictly more information. As shown in Tab. 3.1,
agents will often get stuck in infinite repeating loops but this is much rarer for RL
agents. Moreover, even when RL agents repeat themselves, it is after longer gaps
(2-5 rounds). We conjecture that the goal of helping a partner over multiple rounds
encourages longer term memory retention.
• RL leads to more informative dialog. SL A-BOT tends to produce ‘safe’ generic
responses (‘I don’t know’, ‘I can’t see’) but RL A-BOT responses are much more de-
tailed (‘It is hard to tell but I think it’s black’). These observations are consistent with
recent literature in text-only dialog [44]. Our hypothesis for this improvement is
that human responses are diverse and SL trained agents tend to ‘hedge their bets’
and achieve a reasonable log-likelihood by being non-committal. In contrast, such
‘safe’ responses do not help Q-BOT in picking the correct image, thus encouraging
an informative RL A-BOT.
Evaluation: Emulating Human Dialogs. To quantify how well the agents emulate human
dialog, we evaluate A-BOT on the retrieval metrics proposed in our previous work [89].
Specifically, every question in VisDial is accompanied by 100 candidate responses. We
use the log-likehood assigned by the A-BOT answer decoder to sort these candidates and
report the results in Tab. 3.4b. We find that despite the RL A-BOT’s answer being more
informative, the improvements on VisDial metrics are minor. We believe this is because
while the answers are correct, they may not necessarily mimic human responses (which
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is what the answer retrieval metrics check for). In order to dig deeper, we train a variant
of Frozen-Q with a multi-task objective – simultaneous (1) ground truth answer supervi-
sion and (2) image guessing reward, to keep A-BOT close to human-like responses. We
use a weight of 1.0 for the SL loss and 10.0 for RL. This model, denoted Frozen-Q-multi,
performs better than all other approaches on VisDial answering metrics, improving the
best reported result on VisDial by 0.7 mean rank (relative improvement of 3%). Note that
this gain is entirely ‘free’ since no additional annotations were required for RL.
Human Study. We conducted a human interpretability study to measure (1) whether hu-
mans can easily understand the Q-BOT-A-BOT dialog, and (2) how image-discriminative
the interactions are. We show human subjects a pool of 16 images, the agent dialog (10
rounds), and ask humans to pick their top-5 guesses for the image the two agents are
talking about. We find that mean rank of the ground-truth image for SL-pretrained agent
dialog is 3.70 vs. 2.73 for RL-full-QAf dialog. In terms of MRR, the comparison is 0.518 vs.
0.622 respectively. Thus, under both metrics, humans find it easier to guess the unseen
image based on RL-full-QAf dialog exchanges, which shows that agents trained within our
framework (1) successfully develop image-discriminative language, and (2) this language
is interpretable; they do not deviate off English.
3.7 Conclusions
To summarize, we introduce a novel training framework for visually-grounded dialog
agents by posing a cooperative ‘image guessing’ game between two agents. We use deep
reinforcement learning to learn the policies of these agents end-to-end – from pixels to
multi-agent multi-round dialog to game reward. We demonstrate the power of this frame-
work in a completely ungrounded synthetic world, where the agents communicate via
symbols with no pre-specified meanings (X, Y, Z). We find that two bots invent their own
communication protocol without any human supervision. We go on to instantiate this
game on the VisDial [89] dataset, where we pretrain with supervised dialog data. We find
that the RL ‘fine-tuned’ agents not only significantly outperform SL agents, but learn to
play to each other’s strengths, all the while remaining interpretable to human observers.
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Part II





The embodiment hypothesis is the idea that intelligence emerges in the interaction
of an agent with an environment and as a result of sensorimotor activity.
Smith and Gasser [102]
In Part I, we developed architectures and techniques for agents that can see and talk (i.e.
visual dialog agents). While visual dialog agents can hold conversations about a static
image, they cannot make any change to the state of their environment (what if I can’t an-
swer a question from my current view, or I am asked to make coffee?). Essentially, current
visual dialog ‘agents’ have no agency! Towards this goal of building agents that can per-
ceive, communicate in natural language, and execute actions in physical environments,
we present a new AI task – Embodied Question Answering (EmbodiedQA), along with
virtual environments, evaluation metrics, and a novel deep reinforcement learning (RL)
model for this task.
Concretely, the EmbodiedQA task is illustrated in Fig. 4.1 – an agent is spawned at a ran-
dom location in an environment (a house or building) and asked a question (e.g. ‘What
color is the car?’). The agent perceives its environment through first-person vision (a sin-
gle RGB camera) and can perform a few atomic actions: move-tforward, backward, right,
leftu and turn-tright, leftu. The goal of the agent is to intelligently navigate the environ-
ment and gather the visual information necessary to answer the question.
EmbodiedQA is a challenging task that subsumes several fundamental AI problems as
sub-tasks. Clearly, the agent must understand language (what is the question asking?) and
vision (what does a car look like?), but a successful agent must also learn to perform:
Active Perception: The agent may be spawned anywhere in the environment and may
not immediately ‘see’ the pixels containing the answer to the visual question (i.e. the car
may not be visible). Thus, the agent must move to succeed – controlling the pixels that it
will perceive. The agent must learn to map its visual input to the correct action based on
its perception of the world, the underlying physical constraints, and its understanding
of the question.
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Figure 4.1: Embodied Question Answering – EmbodiedQA– tasks agents with navigating rich 3D
environments in order to answer questions. These embodied agents must jointly learn language
understanding, visual reasoning, and navigation to succeed.
Common Sense Reasoning: The agent is not provided a floor-plan or map of the envi-
ronment, and must navigate from egocentric views alone. Thus, it must learn common
sense (where am I? where are cars typically found in a housing compound? and where is the
garage with respect to me?) similar to how humans may navigate in a house they have
never visited (the car is probably in the garage outside, so I should find a door that leads out).
Language Grounding: One commonly noted shortcoming of modern vision-and-language
models is their lack of grounding – these models often fail to associate entities in text
with corresponding image pixels, relying instead on dataset biases to respond seem-
ingly intelligently even when attending to irrelevant regions [29, 30]. In EmbodiedQA,
we take a goal-driven view of grounding – our agent grounds a visual question not
into pixels but into a sequence of actions (‘garage’ means to navigate towards the house
exterior where the ‘car’ is usually parked).
Credit Assignment: From a reinforcement learning perspective, EmbodiedQA presents
a particularly challenging learning problem. Consider the question ‘How many rooms
contain chairs?’. How does an agent discover that this question involves exploring the
environment to visit ‘rooms’, detecting ‘chairs’, incrementing a count every time a ‘chair’
is in the view (except while the agent is in the same ‘room’), and stopping when no more
‘rooms’ can be found? All without knowing what a ‘room’ is or how to find it, what a
‘chair’ looks like, or what counting is. To succeed, the agent must execute a somewhat
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precise sequence of hundreds of inter-dependent actions (forward, forward, turn-right,
forward, forward, . . . , turn-left, ‘5’) – all to be learned from a reward signal that says ‘4’
is the right answer and anything else is incorrect. The task is complex enough that most
random action sequences result in negative reward, and when things do go wrong its
difficult for the agent to know why – was the question misunderstood? Can the agent
not detect chairs? Did the agent navigate incorrectly? Was the counting incorrect?
As the first step in this challenging space, we judiciously scope out a problem space –
environments, question types, learning paradigm – that allow us to augment the sparse
RL rewards with imitation learning (showing the agent example trajectories) and reward
shaping [103] (giving intermediate ‘getting closer or farther’ navigation rewards). Specif-
ically, our approach follows the recent paradigm from robotics and deep RL [104, 105] –
that the training environments are assumed to be sufficiently instrumented – i.e., provide
access to the agent location, depth and semantic annotations of the environment, and al-
low for computing obstacle-avoiding shortest paths from the agent to any target location.
Crucially, at test time, our agents operate entirely from egocentric RGB vision alone – no
structured representation of the environments, no access to a map, no explicit localization
of the agent or mapping of the environment, no A* or any other heuristic planning, and no
pre-processing or hand-coded knowledge about the environment or the task of any kind.
The agent in its entirety – vision, language, navigation, answering modules – is trained
completely end-to-end – from raw sensory input (pixels and words) to goal-driven multi-
room indoor navigation to visual question answering!
Contributions. We make the following contributions:
• We propose a new AI task: EmbodiedQA, where an agent spawned in an environ-
ment must intelligently navigate from an egocentric view to gather the necessary
information to answer visual questions about its environment.
• We introduce a novel Adaptive Computation Time [106] navigator – that decom-
poses navigation into a ‘planner’ that selects actions, and a ‘controller’ that exe-
cutes these primitive actions a variable number of times before returning control to
the planner. When the agent decides it has seen the required visual information to
answer the question, it stops navigating and outputs an answer.
• We initialize our agents via imitation learning and show that agents can answer
questions more accurately after fine-tuning with reinforcement learning – that is,
when allowed to control their own navigation for the express purpose of answering
questions accurately. Unlike some prior work, we explicitly test and demonstrate
generalization of our agents to unseen environments.
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• We evaluate our agents in House3D [107] a rich, interactive environment based on
human-designed 3D indoor scenes from the SUNCG dataset [2]. These diverse vir-
tual environments enable us to test generalization of our agent across floor-plans,
objects, and room configurations – without the concerns of safety, privacy, and ex-
pense inherent to real robotic platforms.
• We introduce the EQA dataset of visual questions and answers grounded in House3D.
The different question types test a range of agent abilities – scene recognition (location),
spatial reasoning (preposition), color recognition (color). While the EmbodiedQA
task definition supports free-fom natural language questions, we represent each
question in EQA as as a functional program that can be programmatically generated
and executed on the environment to determine the answer. This gives us the ability
to control the distribution of question-types and answers in the dataset, deter algo-
rithms from exploiting dataset bias [27,30], and provide fine-grained breakdown of
performance by skill.
• We integrated House3D renderer with Amazon Mechanical Turk (AMT) allowing
subjects to remotely operate the agent. These expert demonstrations of question-based
navigation serve as a benchmark to compare our proposed and future algorithms.
All our code and data will be made publicly available.
4.2 Related Work
Closest to EmbodiedQA are recent works that extend the situated language learning
paradigm to settings where agents’ perceptions are local, purely visual, and change based
on their actions – a setting we refer to as embodied language learning.
In concurrent and unpublished work, Hermann et al. [52] and Chaplot et al. [48] both de-
velop embodied agents in simple game-like environments consisting of 1-2 rooms and a
handful of objects with variable color and shape. In both settings, agents were able to
learn to understand simple ‘go to X’/‘pick up X’ style commands where X would specify
an object (and possibly some of its attributes). Similarly, Oh et al. [54] present embodied
agents in a simple maze-world and task them to complete a series of instructions. In con-
trast to these approaches, our EmbodiedQA environments consist of multi-room homes
(„8 per home) that are densely populated by a variety of objects („54 unique objects per
home). Furthermore, the instructions and commands in these works are low-level and














Figure 4.2: We place our work in context by arranging prior work along the axes of vision (from a
single-frame to video), language (from single-shot question answering to dialog), and action (from
passive observers to active agents). When viewed from this perspective, EmbodiedQA presents a
novel problem configuration – single-shot QA about videos captured by goal-driven active agents.
We refer the reader to Section 1.2 for an overview of prior work along various 2D slices in this
space.
Interactive Environments. There are a number of interactive environments commonly
used in the community, ranging from simple 2D grid-worlds (e.g. XWORLD [58]), to 3D
game-like environments with limited realism (e.g. DeepMind Lab [5] or Doom [48]), to
more complex, realistic environments (e.g. AI2-THOR [50] or Stanford 2D-3D-S [108]).
While realistic environments provide rich representations of the world, most consist of
only a handful of environments due to the high difficulty of their creation. On the other
hand, large sets of synthetic environments can be programmatically generated; however,
they typically lack realism (either in appearance or arrangement). In this work, we use
the House3D [107] environment as it strikes a useful middle-ground between simple syn-
thetic and realistic environments. See Sec. 4.3.1 for more details.
Hierarchical Agents. We model our EmbodiedQA agents as deep hierarchical agents that
decompose the overall control problem such that a higher-level planner invokes lower-
level controls to issue primitive actions. Such hierarchical modeling has recently shown
promise in the deep reinforcement learning setting [54, 59, 109]. Our model also draws

































































Figure 4.3: The EQA dataset is built on a subset of the environments and objects from the SUNCG
[2] dataset. We show (a) sample environments and the (b) rooms and (c) objects that are asked
about in the EmbodiedQA task.
4.3 EQA Dataset: Questions In Environments
Having placed EmbodiedQA in context, we now dive deeper by outlining the environ-
ments in which our agents are embodied and the questions they must answer. We will
publicly release the environments, our curated EQA dataset, and our code to aid research
in this nascent area.
4.3.1 House3D: Interactive 3D Environments
We instantiate EmbodiedQA in House3D [107], a recently introduced rich, interactive en-
vironment based on 3D indoor scenes from the SUNCG dataset [2]. Concretely, SUNCG
consists of synthetic 3D scenes with realistic room and furniture layouts, manually de-
signed using an online interior design interface (Planner5D [110]). Scenes were also fur-
ther ‘verified’ as realistic by majority vote of three human annotators. In total, SUNCG
contains over 45k environments with 49k valid floors, 404k rooms containing 5 million
object instances of 2644 unique objects from 80 different categories. House3D converts
SUNCG from a static 3D dataset to a set of virtual environments, where an agent (ap-
proximated as a cylinder 1 meter high) may navigate under simple physical constraints
(not being able to pass through walls or objects). Fig. 4.3a shows top-down views of
sample environments. Full details may be found in [107].
We build the EQA dataset on a pruned subset of environments from House3D. First, we
only consider environments for which all three SUNCG annotators consider the scene
layout realistic. Next, we filter out atypical environments such as those lacking ground or
those that are too small or large (only keeping houses with an internal area of 300-800m2
covering at least 1{3 the total ground area). Finally, we exclude non-home environments
by requiring at least one kitchen, living room, dining room, and bedroom.
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4.3.2 Question-Answer Generation
We would like to pose questions to agents that test their abilities to ground language, use
common sense, reason visually, and navigate the environments. For example, answering
the question ‘What color is the car?’ ostensibly requires grounding the symbol ‘car’, rea-
soning that cars are typically outside, navigating outside and exploring until the car is
found, and visually inspecting its color.
We draw inspiration from the CLEVR [111] dataset, and programmatically generate a
dataset (EQA) of grounded questions and answers. This gives us the ability to control
the distribution of question-types and answers in the dataset, and deter algorithms from
exploiting dataset bias.
Queryable Rooms and Objects. Figs. 4.3c, 4.3b show the queryable rooms (12) and ob-
jects (50) in EQA. We exclude objects and rooms from SUNCG that are obscure (e.g. log-
gia rooms) or difficult to resolve visually (e.g. very small objects like light switches). We
merge some semantically similar object categories (e.g. teapot, coffee_kettle) and singular
vs plural forms of the same object type (e.g. (books, book)) to reduce ambiguity.
Questions as Functional Programs. Each question in EQA is represented as a functional
program that can be executed on the environment yielding an answer1. These func-
tional programs are composed of a small set of elementary operations (selectp¨q, uniquep¨q,
queryp¨q, etc.) that operate on sets of room or object annotations.
The number and the order of evaluation of these elementary operations defines a question
type or template. For instance, one question type in EQA is the location template:
location: ‘What room is the <OBJ> located in?’
where <OBJ> refers to one of the queryable objects. The sequence of elementary opera-
tions for this question type is:
selectpobjectsq Ñ uniquepobjectsq Ñ queryplocationq.
The first function, selectpobjectsq, gets all the object names from the environment. The
second, uniquepobjectsq, retains only the objects that have a single instance in the entire
house. The third, queryplocationq, generates a question (by filling in the appropriate tem-
plate) for each such object. The 2nd operation, uniquepobjectsq, is particularly important
to generate unambiguous questions. For instance, if there are two air conditioners in the
house, the question ‘What room is the air conditioner located in?’ is ambiguous, with poten-
1or a response that the question is inapplicable (e.g. referring to objects not in the environment) or am-
biguous (having multiple valid answers).
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tially two different answers depending on which instance is being referred to.
Question Types. Associated with each question type is a template for generating a ques-
tion about the rooms and objects, their attributes and relationships. We define nine ques-

















location: ‘What room is the <OBJ> located in?’
color: ‘What color is the <OBJ>?’
color_room: ‘What color is the <OBJ> in the <ROOM>?’
preposition: ‘What is <on/above/below/next-to> the <OBJ> in the <ROOM>?’
existence: ‘Is there a <OBJ> in the <ROOM>?’
logical: ‘Is there a(n) <OBJ1> and a(n) <OBJ2> in the <ROOM>?’
count: ‘How many <OBJs> in the <ROOM>?’
room_count: ‘How many <ROOMs> in the house?’
distance: ‘Is the <OBJ1> closer to the <OBJ2> than to the <OBJ3> in the <ROOM>?’
The <ROOM> and <OBJ> tags above can be filled by any valid room or object listed in
Fig. 4.3b and Fig. 4.3c respectively. Given these question templates, the possible answers
are room names (location), object names (preposition), yes/no (existence, logical and
distance), color names (color) or numbers (counts).
These questions test a range of agent abilities including object detection (existence), scene
recognition (location), counting (count), spatial reasoning (preposition), color recognition
(color), and logical operators (logic). Moreover, many of these questions require multiple
capabilities: e.g., answering a distance question requires recognizing the room and objects
as well as reasoning about their spatial relation. Furthermore, the agent must do this
by navigating the environment to find the room, looking around the room to find the
objects, and possibly remembering their positions through time (if all three objects are
not simultaneously visible).
Different question types also require different degrees of navigation and memory. For
instance, ‘How many bedrooms in the house?’ requires significant navigation (potentially
exploring the entire environment) and long-term memory (keeping track of the count),
while a question like ‘What color is the chair in the living room?’ requires finding a single
room, the living room, and looking for a chair.
EQA is easily extensible to include new elementary operations, question types, and tem-
plates as needed to increase the difficulty of the task to match the development of new
models. As a first step in this challenging space, our experiments focus on EQA v1, which
consists of 4 question types – location, color, color_room, preposition. One virtue of these
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questions is that there is a single target queried object (<OBJ>), which enables the use
of shortest paths from the agent’s spawn location to the target as expert demonstrations
for imitation learning (details in Section 4.4.1). We stress that EQA is not a static dataset,
rather a curriculum of capabilities that we would like to achieve in embodied communi-
cating agents.
Question-Answer Generation and Dataset Bias. In principle, we now have the ability to
automatically generate all valid questions and their associated answers for each environ-
ment by executing the functional programs on the environment’s annotations provided
by SUNCG. However, careful consideration is needed to make sure the developed dataset
is balanced over question types and answers.
For each filled question template (e.g. ‘What room is the refrigerator located in?’), we execute
its functional form on all associated environments in the dataset (i.e. those containing re-
frigerators) to compute the answer distribution for this question. We exclude questions
for which the normalized entropy of the answer distribution is below 0.5 – e.g., an agent
can simply memorize that refrigerators are almost always in kitchens, so this question
would be discarded. We also exclude questions occurring in fewer than four environ-
ments as the normalized entropy estimates are unreliable.
Finally, in order to benchmark performance of agents vs human performance on EQA,
it is important for the questions to not be tedious or frustrating for humans to answer.
We do not ask count questions for objects with high counts (>=5) or distance questions
between object triplets without clear differences in distance. We set these thresholds and
room / object blacklists manually based on our experience performing these tasks.
Complete discussion of the question templates, functional programs, elementary opera-
tions, and various checks-and-balances can be found in the supplement.
EQA v1 Statistics. The EQA v1 dataset consists of over 5000 question across over 750 en-
vironments, referring to a total of 45 unique objects in 7 unique room types. The dataset
is split into train, val, test such that there is no overlap in environments across splits.
Fig. 4.4 shows the dataset splits and question type distribution. Approximately 6 ques-
tions are asked per environment on average, 22 at most, and 1 at fewest. There are rel-
atively few preposition questions as many frequently occurring spatial relations are too
easy to resolve without exploration and fail the entropy thresholding. We will make EQA






train 643 147 4246
val 67 104 506
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Figure 4.5: Our Adaptive Computation Time (ACT) navigator splits the navigation task between a
planner and a controller module. The planner selects actions and the controller decides to continue
performing that action for a variable number of time steps – resulting in a decoupling of direction
(‘turn left’) and velocity (‘5 times’) and strengthening the long-term gradient flows of the planner
module.
4.4 A Hierarchical Model for EmbodiedQA
We now introduce our proposed neural architecture for an EmbodiedQA agent. Recall
that the agent is spawned at a random location in the environment, receives a question,
and perceives only through a single egocentric RGB camera. Importantly, unlike some
prior work [57, 59, 61, 112, 113], in EmbodiedQA, the agent does not receive any global
or structured representation of the environment (map, location, objects, rooms), or of the
task (the functional program that generated the question).
Overview of the Agent. The agent has 4 natural modules – vision, language, navigation,
answering – and is trained from raw sensory input (pixels and words) to goal-driven
multi-room indoor navigation to visual question answering. The modules themselves
are built up largely from conventional neural building blocks – Convolutional Neural
Networks (CNNs) and Recurrent Neural Networks (RNNs). One key technical novelty
in our model is the use of Adaptive Computation Time (ACT) RNNs by Graves [106],
which is an elegant approach for allowing RNNs to learn how many computational steps
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to take between receiving an input and emitting an output by back-propagating through
a ‘halting’ layer. We make use of this idea in our navigation module to cleanly separate
the decision between – direction (where to move, decided by a ‘planner’) and velocity
(how far to move, decided by a ‘controler’). Fig. 4.5 illustrates the different modules in
our agent, which we describe next.
Vision. Our agent takes egocentric RGB images from the House3D renderer as input,
which we process with a small CNN consisting of 4 t5ˆ5 Conv, ReLu, BatchNorm, 2ˆ2
Max-Poolu blocks, producing a fixed-size representation.
A strong visual system for EmbodiedQA should encode information about object at-
tributes (i.e. colors and textures), semantics (i.e. object categories), and environmental
geometry (i.e. depth). As such, we pretrain the CNN under a multi-task pixel-to-pixel
prediction framework – treating the above CNN as an encoder network, we train multi-
ple network heads to decode the 1) original RGB values, 2) semantic class, and 3) depth
of each pixel (which can be obtained from the House3D renderer).
Language. Our agents also receive questions which we encode with 2-layer LSTMs with
128-dim hidden states. Note that we learn separate question encoders for the navigation
and answering modules – as each may need to focus on different parts of the question.
For instance, in the question ‘What color is the chair in the kitchen?’, ‘color’ is irrelevant for
navigation and ‘kitchen’ matters little for question answering (once in the kitchen).
Navigation. We introduce a novel Adaptive Computation Time (ACT) navigator that
decomposes navigation into a ‘planner’, that selects actions (forward, left, right), and
a ‘controller’, that executes these primitive actions a variable number of times (1,2, . . . )
before returning control back to the planner. Intuitively, this structure separates the inten-
tion of the agent (i.e. get to the other end of the room) from the series of primitive actions
required to achieve this directive (i.e. ‘forward, forward, forward, ...’), and is reminiscent
of hierarchical RL approaches [54, 59, 109]. This division also allows the planner to have
variable time steps between decisions, strengthening long-term gradient flows.
Formally, let t “ 1, 2, . . . , T denote planner timestamps, and n “ 0, 1, 2, . . . Nptq denote the
variable number of controller steps. Let Int denote the encoding of the image observed at
t-th planner-time and n-th controller-step. We instantiate the planner as an LSTM. Thus,
the planner maintains a hidden state ht (that is updated only at planner timesteps), and
samples an action at P tforward, turn-left, turn-right, stop-navigationu:
at, ht Ð PLNR
´




where Q is the question encoding. After taking this action, the planner passes control
to the controller, which considers the planner’s state and the current frame to decide to
continue performing at or to return control to the planner, i.e.
t0, 1u Q cnt Ð CTRL pht, at, I
n
t q (4.2)
If cnt “ 1 then the action at repeats and CTRL is applied to the next frame. Else if c
n
t “ 0
or a max of 5 controller-steps has been reached, control is returned to the planner. We
instantiate the controller as a feed-forward multi-layer perceptron with 1 hidden layer.
Intuitively, the planner encodes ‘intent’ into the state encoding ht and the chosen action
at, and the controller keeps going until the visual input Int aligns with the intent of the
planner.
Question Answering. After the agent decides to stop (or a max number of actions have
been taken), the question answering module is executed to provide an answer based on
the sequence of frames I11 , . . . , I
n
T the agent has observed throughout its trajectory. The
answering module attends to each of the last five frame, computes an attention pooled
visual encoding based on image-question similarity, combines these with an LSTM en-
coding of the question, and outputs a softmax over the space of 172 possible answers.
4.4.1 Imitation Learning and Reward Shaping
We employ a two-stage training process. First, the navigation and answering modules are
independently trained using imitation/supervised learning on automatically generated
expert demonstrations of navigation. Second, the entire architecture is jointly fine-tuned
using policy gradients.
Independent Pretraining via Imitation Learning. Most questions that could be asked
in EmbodiedQA do not have a natural ‘correct’ navigation required to answer them. As
mentioned in Section 4.3.2, one virtue of EQA v1 questions is that they contain a single
target queried object (<OBJ>). This allows us to use the shortest path from the agent’s
spawn location to the target as an expert demonstration.
The navigation module is trained to mimic the shortest path actions in a teacher forcing
setting - i.e., given the history encoding, question encoding, and the current frame, the
model is trained to predict the action that would keep it on the shortest path. We use a
cross-entropy loss and train the model for 15 epochs. We find that even in this imitation
learning case, it is essential to train the navigator under a distance-based curriculum. In
the first epoch, we backtrack 10 steps from the target along the shortest path and initialize
the agent at this point with the full history of the trajectory from the spawned location.
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We step back an additional 10 steps at each successive training epoch. We train for 15
epochs total with batch size ranging from 5 to 20 questions (depending on path length
due to memory limitations).
The question answering module is trained into predict the correct answer based on the
question and the frames seen on the shortest path. We apply standard cross-entropy
training over 50 epochs with a batch size of 20.
Target-aware Navigational Fine-tuning. While the navigation and answering modules
that result from imitation learning perform well on their independent tasks, they are
poorly suited to dealing with each other. Specifically, both modules are used to following
the provided shortest path, but when in control the navigator may generalize poorly and
provide the question answerer with unhelpful views of target (if it finds it at all). Rather
than try to force the answering agent to provide correct answers from noisy or absent
views, we freeze it and fine-tune the navigator.
We provide two types of reward signals to the navigator: the ultimate question answering
accuracy achieved at the end of the navigation and a reward shaping [103] term that gives
intermediate rewards for getting closer to the target. Specifically, the answering reward
is 5 if the agent answers correctly and 0 otherwise. The navigational reward for each
forward action is 0.005 times the change in distance to the target object (there is no reward
or penalty for turning).
We train the agent with REINFORCE [100] policy gradients with a running average base-
line for the answer reward. As in the imitation learning setting, we follow a curriculum of
increasing distance between spawn and target locations. Our entire codebase is publicly
available2.
4.5 Experiments and Results
The ultimate goal of an EmbodiedQA agent is to answer questions accurately. However,
it is important to disentangle success/failure at the intermediate task of navigation from
the ultimate downstream task of question answering.
Question Answering Accuracy. Our agent (and all baselines) produce a probability dis-
tribution over 172 possible answers (colors, rooms, objects). We report the mean rank
(MR) of the ground-truth answer in the answer list sorted by the agent’s beliefs, where
the mean is computed over all test questions and environments.
Navigation Accuracy. We evaluate navigation performance on EQA v1 by reporting the
2github.com/facebookresearch/EmbodiedQA
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Figure 4.6: Sample trajectories from ACT+Q-RL agent projected on a floor plan (white areas are
unoccupiable) and on-path egocentric views. The agent moves closer to already visible objects
– potentially improving its perception of the objects. Note that the floor plan is shown only for
illustration and not available to the agents.
distance to the target object at navigation termination pdTq, change in distance to target
from initial to final position pd∆q, and the smallest distance to the target at any point in
the episode pdminq. All distances are measured in meters along the shortest path to the
target. We also record the percentage of questions for which an agent either terminates in
p%rTq or ever enters p%rêq the room containing the target object(s). Finally, we also report
the percent of episodes in which agents choose to terminate navigation and answer before
reaching the maximum episode length p%stopq. To sweep the difficulty of the task at test
time, we spawn the agent 10, 30, or 50 actions away from the target and report each metric
for T´10, T´30, T´50 settings.
Navigation Baselines. We compare our ACT navigator with a number of sophisticated
baselines and ablations.
- Reactive CNN. This is a feedforward network that uses the last-n frames to predict the
next action. We tried n “ t1, 3, 5, 10u and report n “ 5, which worked best. Note that
this is a target-agnostic baseline (i.e., is not aware of the question). The purpose of this
baseline is to check whether simply memorizing frames from training environments
generalizes to test (it does not).
- Reactive CNN+Question. This combines the frame representation (as above) with an
LSTM encoding of the question to predict the next action. This is similar to the approach
of [49], with the difference that the goal is specified via a question encoding instead of
a target image.
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Table 4.1: Quantitative evaluation of EmbodiedQA agents on navigation and answering metrics
for the EQA v1 test set. Ill-defined cells are marked with ‘-’ because 1) reactive models don’t have
a stopping action, 2) humans pick a single answer from a drop-down list, so mean rank is not
defined, 3) most distance metrics are trivially defined for shortest paths since they always end at
the target object by design.
Navigation QA
dT d∆ dmin %rT %rê %stop MR














Reactive 2.09 2.72 3.14 -1.44 -1.09 -0.31 0.29 1.01 1.82 50% 49% 47% 52% 53% 48% - - - 3.18 3.56 3.31
LSTM 1.75 2.37 2.90 -1.10 -0.74 -0.07 0.34 1.06 2.05 55% 53% 44% 59% 57% 50% 80% 75% 80% 3.35 3.07 3.55
Reactive+Q 1.58 2.27 2.89 -0.94 -0.63 -0.06 0.31 1.09 1.96 52% 51% 45% 55% 57% 54% - - - 3.17 3.54 3.37




ACT+Q 0.46 1.50 2.74 0.16 0.15 0.12 0.42 1.42 2.63 58% 54% 45% 60% 56% 46% 100% 100% 100% 3.09 3.13 3.25




e # HumanNav˚ 0.81 0.81 0.81 0.44 1.62 2.85 0.33 0.33 0.33 86% 86% 86% 87% 89% 89% - - - - - -
ShortestPath+VQA - - - 0.85 2.78 4.86 - - - - - - - - - - - - 3.21 3.21 3.21
- LSTM+Question. The above two are memoryless navigators. This LSTM navigator
takes as input the encodings of the question, current frame, and previous action, and
predicts the next action. Note that these are identical inputs/outputs as our ACT nav-
igator. The purpose of comparing to this ablation of our approach is to establish the
benefit of our proposed planner-controller architecture.
Navigation Oracles. We compare against two oracles:
- HumanNav* denotes goal-driven navigations by AMT workers remotely operating the
agent (˚ denotes that data human studies were conducted on a subset set of test).
- ShortestPaths+VQA denotes the question answering performance achieved by our an-
swering module when fed in shortest path at test time.
Table 4.1 shows the results of all baselines compared with our approach trained with just
imitation learning (ACT+Q) and our approach fine-tuned with RL (ACT+Q-RL). We make
a few key observations:
• All baselines are poor navigators. All baselines methods have negative d∆, i.e. they
end up farther from the target than where they start. This confirms our intuition that
EmbodiedQA is indeed a difficult problem.
• Memory helps. All models start equally far away from the target. Baselines aug-
mented with memory (LSTM vs Reactive and LSTM-Q vs Reactive-Q) end closer to
the target, i.e. achieve smaller dT, than those without.
• ACT Navigators performs best. Our proposed navigator (ACT+Q) achieves the
smallest distance to target at the end of navigation (dT), and the RL-finetuned navi-
gator (ACT+Q-RL) achieves the highest answering accuracy.
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• RL agent overshoots. Interestingly, we observe that while our RL-finetuned agent
(ACT+Q-RL) gets closest to the target in its trajectory (i.e., achieves least dmin) and
enters the target room most often (i.e., achieves highest %rê), it does not end closest
to the target (i.e., does not achieve highest d∆). These statistics and our qualitative
analysis suggests that this is because RL-finetuned agents learn to explore, with a
lower stopping rate (%stop), and often overshoot the target. This is consistent with
observations in literature [105]. In EmbodiedQA, this overshooting behavior does
not hurt the question answering accuracy because the answering module can attend
to frames along the trajectory. This behavior can be corrected by including a small
negative reward for each action.
• Shortest paths are not optimal for VQA. A number of methods outperform Short-
estPath+VQA in terms of answering accuracy. This is because while the shortest
path clearly takes an agent to the target object, it may not provide the best van-
tage to answer the question. In future work, these may be improved by ray tracing
methods to appropriately frame of the target object at termination.
4.6 Conclusion
We present Embodied Question Answering (EmbodiedQA) – a new AI task where an
agent is spawned at a random location in a 3D environment and asked a question. In
order to answer, the agent must first intelligently navigate to explore the environment,
gather information through first-person (egocentric) vision, and then answer the ques-
tion. We develop a novel neural hierarchical model that decomposes navigation into a
‘planner’ – that selects actions or a direction – and a ‘controller’ – that selects a velocity
and executes the primitive actions a variable number of times – before returning control to
the planner. We initialize the agent via imitation learning and fine-tune it using reinforce-
ment learning for the goal of answering questions. We develop evaluation protocols for
EmbodiedQA, and evaluate our agent in the House3D virtual environment. Additionally,
we collect human demonstrations by connecting workers on Amazon Mechanical Turk to
this environment to remotely control an embodied agents.
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Chapter 5
Neural Modular Control for Embodied Ques-
tion Answering
5.1 Introduction
Abstraction is an essential tool for navigating our daily lives. When seeking a late night
snack, we certainly do not spend time planning out the mechanics of walking and are
thankfully also unburdened of the effort of recalling to beat our heart along the way.
Instead, we conceptualize our actions as a series of higher-level semantic goals – exit
bedroom; go to kitchen; open fridge; find snack; – each of which is executed through special-
ized coordination of our perceptual and sensorimotor skills. This ability to abstract long,
complex sequences of actions into semantically meaningful subgoals is a key component
of human cognition [114] and it is natural to believe that artificial agents can benefit from
applying similar mechanisms when navigating our world.
We study such hierarchical control in the context of our previous work – Embodied Ques-
tion Answering (EmbodiedQA) [115] – where an embodied agent is spawned at a random
location in a novel environment (e.g. a house) and asked to answer a question (‘What color
is the piano in the living room?’). To do so, the agent must navigate from egocentric vi-
sion alone (without access to a map of the environment), locate the entity in question
(‘piano in the living room’), and respond with the correct answer (e.g. ‘red’). From a rein-
forcement learning (RL) perspective, EmbodiedQA presents challenges that are known
to make learning particularly difficult – partial observability, planning over long time
horizons, and sparse rewards – the agent may have to navigate through multiple rooms
in search for the answer, executing hundreds of primitive motion actions along the way
(forward; forward; turn-right; . . . ) and receiving a reward based only on its final answer.
To address this challenging learning problem, we develop a hierarchical Neural Modu-
lar Controller (NMC) – consisting of a master policy that determines high-level subgoals,





Q: What color is the sofa 
in the living room?
Exit-room Find-room[living] Find-object[sofa]
Grey
Figure 5.1: We introduce a hierarchical policy for Embodied Question Answering. Given a ques-
tion (“What color is the sofa in the living room?”) and observation, our master policy predicts a
sequence of subgoals – Exit-room, Find-room[living], Find-object[sofa], Answer – that are then exe-
cuted by specialized sub-policies to navigate to the target object and answer the question (“Grey”).
and sub-policies that execute a series of low-level actions to achieve these subgoals. Our
NMC model constructs a hierarchy that is arguably natural to this problem – navigation to
rooms and objects vs. low-level motion actions. For example, NMC seeks to break down
a question ‘What color is the piano in the living room?’ to the series of subgoals exit-room;
find-room[living]; find-object[piano]; answer; and execute this plan with specialized neu-
ral ‘modules’ corresponding to each subgoal. Each module is trained to issue a variable
length series of primitive actions to achieve its titular subgoal – e.g. the find-object[piano]
module is trained to navigate the agent to the input argument piano within the current
room. Disentangling semantic subgoal selection from sub-policy execution results in eas-
ier to train models due to shorter time horizons. Specifically, this hierarchical structure
introduces:
– Compressed Time Horizons: The master policy makes orders of magnitude fewer de-
cisions over the course of a navigation than a ‘flat model’ that directly predicts primi-
tive actions – allowing the answering reward in EmbodiedQA to more easily influence
high-level motor control decisions.
– Modular Pretraining: As each module corresponds to a specific task, they can be
trained independently before being combined with the master policy. Likewise, the
master policy can be trained assuming ideal modules. We do this through imitation
learning [116, 117] sub-policies.
– Interpretability: The predictions made by the master policy correspond to semantic
subgoals and exposes the reasoning of the agent to inspection (‘What is the agent trying
to do right now?’) in a significantly more interpretable fashion than just its primitive
actions.
First, we learn and evaluate master and sub-policies for each of our subgoals, trained us-
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ing behavior cloning on expert trajectories, reinforcement learning from scratch, and re-
inforcement learning after behavior cloning. We find that reinforcement learning after be-
havior cloning dramatically improves performance over each individual training regime.
We then evaluate our combined hierarchical approach on the EQA [115] benchmark in
House3D [107] environments. Our approach significantly outperforms prior work both
in navigational and question answering performance – our agent is able to navigate closer
to the target object and is able to answer questions correctly more often.
5.2 Related Work
Our work builds on and is related to prior work in hierarchical reinforcement and imita-
tion learning, grounded language learning, and embodied question-answering agents in
simulated environments.
Hierarchical Reinforcement and Imitation Learning. Our formulation is closely related
to Le et al. [118], and can be seen as an instantiation of the options framework [119, 120],
wherein a global master policy proposes subgoals – to be achieved by local sub-policies –
towards a downstream task objective [109, 121, 122]. Relative to other work on automatic
subgoal discovery in hierarchical reinforcement learning [123–125], we show that given
knowledge of the problem structure, simple heuristics are quite effective in breaking
down long-range planning into sequential subgoals. We make use of a combination of
hierarchical behavior cloning [116] and actor-critic [126] to train our modular policy.
Neural Module Networks and Policy Sketches. At a conceptual-level, our work is analo-
gous to recent work on neural module networks (NMNs) [59,127,128] for visual question
answering. NMNs first predict a ‘program’ from the question, consisting of a sequence
of primitive reasoning steps, which are then executed on the image to obtain the answer.
Unlike NMNs, where each primitive reasoning module has access to the entire image
(completely observable) our setting is partially observable – each sub-policy only has ac-
cess to first-person RGB – making active re-evaluation of subgoals after executing each
sub-policy essential. Our work is also closely related to policy sketches [59], which are
symbolic descriptions of subgoals provided to the agent without any grounding or sub-
policy for executing them. There are two key differences w.r.t. to our work. First, an
important framework difference – Andreas et al. [59] assume access to a policy sketch at
test time, i.e. for every task to be performed. In EmbodiedQA, this would correspond to
the agent being provided with a high-level plan (exit-room; find-room[living]; ...) for every
question it is ever asked, which is an unrealistic assumption in real-world scenarios with
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a robot. In contrast, we assume that subgoal supervision (in the form of expert demon-
strations and plans) are available on training environments but not on test, and the agent
must learn to produce its own subgoals. Second, a subtle but important implementation
difference – unlike [59], our sub-policy modules accept input arguments that are embed-
dings of target rooms and objects (e.g.find-room[living], find-object[piano]). This results
in our sub-policy modules being shared not just across tasks (questions) as in [59], but
also across instantiations of similar navigation sub-policies – i.e., find-object[piano] and
find-object[chair] share parameters that enable data efficient learning without exhaus-
tively learning separate policies for each.
Grounded Language Learning. Beginning with SHRDLU [56], there has been a rich pro-
gression of work in grounding language-based goal specifications into actions and pix-
els in physically-simulated environments. Recent deep reinforcement learning-based ap-
proaches to this explore it in 2D gridworlds [58,59,113], simple visual [48,52,54,129–131]
and textual [132, 133] environments, perceptually-realistic 3D home simulators [49, 50,
115, 134, 135], as well as real indoor scenes [51, 136, 137]. Our hierarchical policy learns
to ground words from the question into two levels of hierarchical semantics. The master
policy grounds words into subgoals (such as find-room[kitchen]), and sub-policies ground
these semantic targets (such as cutting board, bathroom) into primitive actions and raw pix-
els, both parameterized as neural control policies and trained end-to-end.
Embodied Question-Answering Agents. Finally, hierarchical policies for embodied ques-
tion answering have previously been proposed by us (described in Chapter 4 [115]) and
by Gordon et al. [134] in the AI2-THOR environment [138]. Our hierarchical policy, in
comparison, is human-interpretable, i.e. the subgoal being pursued at every step of navi-
gation is semantic, and due to the modular structure, can navigate over longer paths than
prior work, spanning multiple rooms.
5.3 Neural Modular Control
We now describe our approach in detail. Recall that given a question, the goal of our agent
is to predict a sequence of navigation subgoals and execute them to ultimately find the
target object and respond with the correct answer. We first present our modular hierarchi-
cal policy. We then describe how we extract optimal plans from shortest path navigation
trajectories for behavior cloning. And finally, we describe how the various modules are




Notation. Recall that NMC has 2 levels in the hierarchy – a master policy that generates
subgoals and sub-policies for each of these subgoals. We use i to index the sequence of
subgoals and t to index actions generated by sub-policies. Let S “ tsu denote the set
of states, G “ tgu the set of variable-time subgoals with elements g “ xgtask, gargumenty,
e.g. g “ xexit-room,Noney, or g “ xfind-room,bedroomy. Let A “ tau be the set of primitive
actions (forward, turn-left, turn-right). The learning problem can then be succinctly put
as learning a master policy πθ : S Ñ G parameterized by θ and sub-policies πφg : S Ñ
A Y tstopu parameterized by φg, @g P G, where the stop action terminates a sub-policy
and returns control to the master policy.
While navigating an environment, control alternates between the master policy select-
ing subgoals and sub-policies executing these goals through a series of primitive actions.
More formally, given an initial state s0 the master policy predicts a subgoal g0 „ πθpg|s0q,
the corresponding sub-policy executes until some time T0 when either (1) the sub-policy
terminates itself by producing the stop token aT0 „ πφg0 pa|sT0q “ stop or (2) a maximum
number of primitive actions has been reached. Either way, this returns the control back to
the master policy which predicts another subgoal and repeats this process until termina-
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for the master policy. Notice that the terminal state of the ith sub-policy sTi forms the state
for the master policy to predict the next subgoal gi`1. For the pi ` 1qth subgoal gi`1, the
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. (5.2)
Note that by concatenating all sub-policy trajectories in order pσg0 , σg1 , . . . , σgT q, the entire
trajectory of states and primitive actions can be recovered.
Subgoals xTasks, Argumentsy. As mentioned above, each subgoal is factorized into a
task and an argument g “ xgtask, gargumenty. There are 4 possible tasks – exit-room, find-room,
find-object, and answer. Tasks find-object and find-room accept as arguments one of the
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Table 5.1: Subgoals and conditions used to automatically extract them from expert trajectories.
Subgoal Argument(s) Description Success
Exit-room None When there is only 1
door in spawn room, or
1 door other than door
entered through in an in-
termediate room; agent is







When there are multiple
doors and the agent has
to search and pick the







When the agent has to





Answer None When the agent has to





50 objects and 12 room types in EQA v1 dataset [115] respectively; exit-room and answer




xfind-object,couchy, xfind-object,cupy, . . . , xfind-object,xboxy,
(
50 args
xfind-room,livingy, xfind-room,bedroomy, . . . , xfind-room,patioy.
(
12 args
Descriptions of these tasks and their success criteria are provided in Table 5.1.
Master Policy. The master policy ß` parameterized by θ is implemented as a single layer
Gated Recurrent Unit (GRU). At each high-level step i`1, the master policy ß`pg|sTiq takes
as input the concatenation of a encoding of the question q P R128, the image feature vTi P
R128 of the current frame and an encoding oi P R32 computed from a 1-hot representation
of the ith subgoal, i.e. 1pgiq. This information is used to update the hidden state hi P R1048
that encodes the entire trajectory up to time t and serves as the state representation. The
policy then produces a probability distribution over all possible (64) subgoals G. We
train these policies with actor-critic methods and thus the network also produces a value
estimate.
Sub-policies. To take advantage of the comparatively lower number of subgoal tasks,
we decompose sub-policy parameters φg into φgtask and φgargument , where φgtask are shared
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across the same task and φgargument is an argument specific embedding. Parameter sharing
enables us to learn the shared task in a sample-efficient manner, rather than exhaustively
learning separate sub-policies for each combination.
Like the master policy, each sub-policy πφg is implemented as a single-layer GRU. At each
low-level time step t, a sub-policy πφgpa|stq takes as input the concatenation of the image
feature vt P R128 of the current frame, an encoding pt´1 P R32 computed from a 1-hot
representation of the previous primitive action i.e. 1pat´1q, and the argument embedding
φgargument . These inputs are used to update the hidden state h
g
t P R
1048 which serves as
the state representation. The policy then outputs a distribution over primitive actions
(forward, turn-left, turn-right, stop). As with the master policy, each sub-policy also
output a value estimate. shows this model structure.
Perception and Question Answering. To ensure fair comparisons to prior work, we
use the same perception and question answering models as in Chapter 4 [115]. The
perception model is a simple convolutional neural network trained to perform auto-
encoding, semantic segmentation, and depth estimation from RGB frames taken from
House3D [107]. Like [115], we use the bottleneck layer of this model as a fixed feature
extractor. We also use the same post-navigational question-answering model as [115],
which encodes the question with a 2-layer LSTM and performs dot-product based atten-
tion between the question encoding and the image features from the last five frames along
the navigation path right before the answer module is called. This post-navigational an-
swering module is trained using visual features along the shortest path trajectories and
then frozen. By keeping these parts of the architecture identical to [115], our experimen-
tal comparisons can focus on the differences only due to our contributions, the Neural
Modular Controller.
5.3.2 Hierarchical Behavior Cloning from Expert Trajectories
The questions in EQA v1 dataset [115] (e.g. ‘What color is the fireplace?’) are constructed
to inquire about attributes (color, location, etc.) of specific target objects (‘fireplace’). This
notion of a target enables the construction of an automatically generated expert trajectory
ps˚0 , a
˚




Tq – the states and actions along the shortest path from the agent spawn
location to the object of interest specified in the question. Notice that these shortest paths
may only be used as supervision on training environments but may not be utilized during
evaluation on test environments (where the agent must operate from egocentric vision
alone).
Specifically, we would like to use these expert demonstrations to pre-train our proposed
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NMC navigator using behavior cloning. However, these trajectories ps˚0 , a
˚





correspond to a series of primitive actions. To provide supervision for both the mas-
ter policy and sub-policies, these shortest-path trajectories must be annotated with a se-










(a) Q: What color is the fireplace? A:
Brown
(b) Distribution of subgoals with number of actions
from the target object as per expert plans. Closer
to the target object, the expert plan predominantly
consists of Find-object, while as we move farther
away, the proportion of Find-room and Exit-room
goes up.
Figure 5.2: We extract expert subgoal trajectories from shortest paths by dividing paths on room
transition boundaries (circled in (a))and following the rules in Tab. 5.1.
We automate this ‘lifting’ of annotation up the hierarchy by leveraging the object and
room bounding boxes provided by the House3D [107]. Essentially, a floor plan may be
viewed as an undirected graph with rooms as nodes and doorways as edges connecting a
pair of adjacent rooms. An example trajectory is shown in Fig. 5.2a for the question ‘What
color is the fireplace?’. The agent is spawned in a bedroom, the shortest path exits into
the hall, enters the living room, and approaches the fireplace. We convert this trajectory
to the subgoal sequence (exit-room, find-room[living], find-object[fireplace], answer)
by recording the transitions on the shortest path from one room to another, which also
naturally provides us with temporal extents of these subgoals.
We follow a couple of subtle but natural rules: (1) find-object is tagged only when the
agent has reached the destination room containing the target object; and (2) exit-room
is tagged only when the ‘out-degree’ of the current room in the floor-plan-graph is ex-
actly 1 (i.e. either the current room has exactly one doorway or the current room has two
doorways but the agent came in through one). Rule (2) ensures a semantic difference
between exit-room and find-room – informally, exit-room means ‘get me out of here’ and
find-room[name] means ‘look for room name’.
Tab. 5.1 summarizes these subgoals and the heuristics used to automatically extract them
from navigational paths. Fig. 5.2b shows the proportions of these subgoals in expert tra-
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jectories as a function of the distance from target object. Notice that when the agent is
close to the target, it is likely to be within the same room as the target and thus find-object
dominates. On the other hand, when the agent is far away from the target, find-room and
exit-room dominate.
We perform this lifting of shortest paths for all training set questions in EQA v1 dataset
[115], resulting in N expert trajectories tΣ˚nuNn“1 for the master policy and Kpąą Nq tra-
jectories tσ˚gku
K
k“1 for sub-policies. We can then perform hierarchical behavior cloning by
minimizing the sum of cross-entropy losses over all decisions in all expert trajectories. As
is typical in maximum-likelihood training of directed probabilistic models (e.g. hierarchi-
cal Bayes Nets), full supervision results in decomposition into independent sub-problems.
Specifically, with a slight abuse of notation, let ps˚i , g
˚
i`1q P Σ
˚ denote an iterator over all






denote a sum over such tuples.














































Intuitively, each sub-policy independently maximizes the conditional probability of ac-
tions observed in the expert demonstrations, and the master policy essentially trains as-
suming perfect sub-policies.
5.3.3 Asynchronous Advantage Actor-Critic (A3C) Training
After the independent behavior cloning stage, the policies have learned to mimic expert
trajectories; however, they have not had to coordinate with each other or recover from
their own navigational errors. As such, we fine-tune them with reinforcement learning –
first independently and then jointly.
Reward Structure. The ultimate goal of our agent is to answer questions accurately;
however, doing so requires navigating the environment sufficiently well in search of the
answer. We mirror this structure in our reward R, decomposing it into a sum of a sparse
terminal reward Rterminal for the final outcome and a dense, shaped reward Rshaped [103]
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determined by the agent’s progress towards its goals. For the master policy πθ, we set
Rterminal to be 1 if the model answers the question correctly and 0 otherwise. The shaped
reward Rshaped at master-step i is based on the change of navigable distance to the target
object before and after executing subgoal gi. Each sub-policy πφg also has a terminal 0/1
reward Rterminal for stopping in a successful state, e.g. Exit-room ending outside the room
it was called in (see Tab. 5.1 for all success definitions). Like the master policy, Rshaped
at time t is set according to the change in navigable distance to the sub-policy target
(e.g. a point just inside a living room for find-room[living]) after executing the primitive
action at. Further, sub-policies are also penalized a small constant (-0.02) for colliding
with obstacles.
Policy Optimization. We update the master and sub-policies to maximize expected dis-
counted future rewards Jpπθq and Jpπφgq respectively through the Asynchronous Advan-
tage Actor Critic [126] policy-gradient algorithm. Specifically, for the master policy, the
gradient of the expected reward is written as:




QpsTi , giq ´ cθpsTiq
˘‰
(5.4)
where cθpsTiq is the estimated value of sTi produced by the critic for πθ. To further re-
duce variance, we follow [139] and estimate QpsTi , giq « RθpsTiq ` γcθpsTi`1q such that
QpsTi , giq ´ cθpsTiq computes a generalized advantage estimator (GAE). Similarly, each
sub-policy πφg is updated according to the gradient




Qpsi, aiq ´ cφgpsiq
¯ı
. (5.5)
Recall from Section 5.3.1 that these critics share parameters with their corresponding pol-
icy networks such that subgoals with a common task also share a critic. We train each
policy network independently using A3C [126] with GAE [139] with 8 threads across 4
GPUs. After independent reinforcement fine-tuning of the sub-policies, we train the mas-
ter policy further using the trained sub-policies rather than expert subgoal trajectories.
Initial states and curriculum. Rather than spawn agents at fixed distances from target,
from where accomplishing the subgoal may be arbitrarily difficult, we sample locations
along expert trajectories for each question or subgoal. This ensures that even early in
training, policies are likely to have a mix of positive and negative reward episodes. At the
beginning of training, all points along the trajectory are equally likely; however, as train-
ing progresses and success rate improves, we reduce the likelihood of sampling points
nearer to the goal. This is implemented as a multiplier α on available states rs0, s1, ..., sαTs,
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(a) Exit-room (b) Find-room (c) Find-object
(d) Loss curves for master
policy
Figure 5.3: (a,b,c) Success rate over training iterations for each sub-policy task using behavior
cloning (BC), reinforcement learning from scratch (A3C), and reinforcement finetuning after be-
havior cloning (BC+A3C) training regimes. We find BC+A3C significantly outperforms either BC
or A3C alone. Each of these is averaged over 5 runs. (d) Losses for master policy during behavior
cloning i.e. assuming access to perfect sub-policies.
initialized to 1.0 and scaled by 0.9 whenever success rate crosses a 40% threshold.
5.4 Experiments and Results
Dataset. We benchmark performance on the EQA v1 dataset [115], which contains„9, 000
questions in 774 environments – split into 7129p648q / 853p68q / 905p58q questions (envi-
ronments) for training/validation/testing respectively1. These splits have no overlap-
ping environments between them, thus strictly checking for generalization to novel envi-
ronments. We follow the same splits.
Evaluating sub-policies. We begin by evaluating the performance of each sub-policy
with regard to its specialized task. For clarity, we break results down by subgoal task
rather than for each task-argument combination. We compare sub-policies trained with
behavior cloning (BC), reinforcement learning from scratch (A3C), and reinforcement
fine-tuning after behavior cloning (BC+A3C). We also compare to a random agent that
uniformly samples actions including stop to put our results in context. For each, we re-
port the success rate (as defined in Tab. 5.1) on the EQA v1 validation set which consists
of 68 novel environments unseen during training. We spawn sub-policies at randomly se-
lected suitable rooms (i.e. Find-object[sofa] will only be executed in a room with a sofa) and
allow them to execute for a maximum episode length of 50 steps or until they terminate.
Fig. 5.3 shows success rates for the different subgoal tasks over the course of training. We
observe that:
- Behavior cloning (BC) is more sample-efficient than A3C from scratch. Sub-policies
1Note that the size of the publicly available dataset on embodiedqa.org/data is larger than the one re-
ported in the original version of the paper due to changes in labels for color questions.
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Table 5.2: Evaluation of EmbodiedQA agents on navigation and answering metrics for the EQA
v1 test set.
Navigation QA
d0 (For reference) dT (Lower is better) d∆ (Higher is better) accuracy (Higher is better)
T´10 T´30 T´50 T´10 T´30 T´50 T´10 T´30 T´50 T´10 T´30 T´50
PACMAN (BC) [115] 1.15 4.87 9.64 1.19 4.25 8.12 -0.04 0.62 1.52 48.48% 40.59% 39.87%
PACMAN (BC+REINFORCE) [115] 1.15 4.87 9.64 1.05 4.22 8.13 0.10 0.65 1.51 50.21% 42.26% 40.76%
NMC (BC) 1.15 4.87 9.64 1.44 4.14 8.43 -0.29 0.73 1.21 43.14% 41.96% 38.74%
NMC (BC+A3C) 1.15 4.87 9.64 1.06 3.72 7.94 0.09 1.15 1.70 53.58% 46.21% 44.32%
trained using BC improve significantly faster than A3C for all tasks, and achieve higher
success rates for Exit-room and Find-room. Interestingly, this performance gap is larger
for tasks where a random policy does worse – implying that BC helps more as task
complexity increases.
- Reinforcement Fine-Tuning with A3C greatly improves over BC training alone. Ini-
tializing A3C with a policy trained via behavior cloning results in a model that sig-
nificantly outperforms either approach on its own, nearly doubling the success rate of
behavior cloning for some tasks. Intuitively, mimicking expert trajectories in behavior
cloning provides dense feedback for agents about how to navigate the world; however,
agents never have to face the consequences of erroneous actions e.g. recovering from
collisions with objects – a weakness that A3C fine-tuning addresses.
Evalating master policy. Next, we evaluate how well the master policy performs during
independent behavior cloning on expert trajectories i.e. assuming perfect sub-policies,
as specified in Eq. 5.3a. Even though there is no overlap between training and valida-
tion environments, the master policy is able to generalize reasonably and gets „ 48%
intersection-over-union (IoU) with ground truth subgoal sequences on the validation set.
Note that a sequence of sub-goals that is different from the one corresponding to the
shortest path may still be successful at navigating to the target object and answering the
question correctly. In that sense, IoU against ground truth subgoal sequences is a strict
metric. Fig. 5.3d shows the training and validation cross-entropy loss curves for the mas-
ter policy.
Evalating NMC. Finally, we put together the master and sub-policies and evaluate nav-
igation and question answering performance on EmbodiedQA. We compare against the
PACMAN model proposed in [115]. For accurate comparison, both PACMAN and NMC
use the same publicly available and frozen pretrained CNN2, and the same visual ques-
tion answering model – pretrained to predict answers from last 5 observations of expert
2github.com/facebookresearch/EmbodiedQA
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trajectories, following [115]. Agents are evaluated by spawning 10, 30, or 50 primitive ac-
tions away from target, which corresponds to distances of 1.15, 4.87, and 9.64 meters from
target respectively, denoted by d0 in Tab. 5.2. When allowed to run free from this spawn
location, dT measures final distance to target (how far is the agent from the goal at ter-
mination), and d∆ “ dT ´ d0 evaluates change in distance to target (how much progress
does the agent make over the course of its navigation). Answering performance is mea-
sured by accuracy (i.e. did the predicted answer match ground-truth). Note that [115]
report a number of additional metrics (percentage of times the agent stops, retrieval eval-
uation of answers, etc.). Accuracies for PACMAN are obtained by running the publicly
available codebase accompanying [115], and numbers are different than those reported in
the original version of [115] due to changes in the dataset1.
As shown in Tab. 5.2, we evaluate two versions of our model – 1) NMC (BC) naively
combines master and sub-policies without A3C finetuning at any level of hierarchy, and 2)
NMC (BC+A3C) is our final model where each stage is trained with BC+A3C, as described
in Sec. 5.3. As expected, NMC (BC) performs worse than NMC (BC + A3C), evident in
worse navigation dT, d∆ and answering accuracy. PACMAN (BC) and NMC (BC) go
through the same training regime, and there are no clear trends as to which is better –
PACMAN (BC) has better d∆ and answering accuracy at T´10 and T´50, but worse at T´30.
No A3C finetuning makes it hard for sub-policies to recover from erroneous primitive
actions, and for master policy to adapt to sub-policies. A3C finetuning significantly boosts
performance, i.e. NMC (BC + A3C) outperforms PACMAN with higher d∆ (makes more
progress towards target), lower dT (terminates closer to target), and higher answering
accuracy. This gain primarily comes from the choice of subgoals and the master policy’s
ability to explore over this space of subgoals instead of primitive actions (as in PACMAN),
enabling the master policy to operate over longer time horizons, critical for sparse reward
settings as in EmbodiedQA.
5.5 Conclusion
We introduced Neural Modular Controller (NMC), a hierarchical policy for EmbodiedQA
consisting of a master policy that proposes a sequence of semantic subgoals from question
(e.g. ‘What color is the sofa in the living room?’ Ñ Find-room[living], Find-object[sofa], Answer),
and specialized sub-policies for executing each of these tasks. The master and sub-policies
are trained using a combination of behavior cloning and reinforcement learning, which
is dramatically more sample-efficient than each individual training regime. In particular,
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behavior cloning provides dense feedback for how to navigate, and reinforcement learn-
ing enables policies to deal with consequences of their actions, and recover from errors.
The efficacy of our proposed model is demonstrated on the EQA v1 dataset [115], where
NMC outperforms prior work both in navigation and question answering.
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Part III




TarMAC: Targeted Multi-Agent Commu-
nication
6.1 Introduction
Finally, in addition to being able to see, talk (to humans), and act, intelligent agents in real-
world scenarios should also be able to comunicate with each other, to coordinate, strategize
and utilize their combined sensory experiences and act in the physical world. The ability
to communicate has wide-ranging applications for artificial agents – from multi-player
gameplay in simulated games (e.g. DoTA, Quake, StarCraft) or physical worlds (e.g. robot
soccer), to networks of self-driving cars communicating with each other to achieve safe
and swift transport, to teams of robots on search-and-rescue missions deployed in hostile
and fast-evolving environments.
A salient property of human communication is the ability to hold targeted interactions.
Rather than the ‘one-size-fits-all’ approach of broadcasting messages to all participating
agents, as has been previously explored [1, 96], it can be useful to send/receive certain
messages to/from specific recipients/senders. This enables a more flexible collabora-
tion strategy in complex environments. For example, within a team of search-and-rescue
robots with a diverse set of roles and goals, a message for a fire-fighter (“smoke is coming
from the kitchen”) is largely meaningless for a bomb-defuser.
In this work, we develop a collaborative multi-agent deep reinforcement learning ap-
proach that supports targeted communication. Crucially, each individual agent actively
selects which other agents to send messages to. This targeted communication behavior is
operationalized via a simple signature-based soft attention mechanism: along with the
message, the sender broadcasts a key which encodes properties of agents the message is
intended for, and is used by receivers to gauge the relevance of the message. This commu-
nication mechanism is learned implicitly, without any attention supervision, as a result of
This chapter is based on work done during an internship at Facebook AI Research.
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end-to-end training using a downstream task-specific team reward.
The inductive bias provided by soft attention in the communication architecture is suf-
ficient to enable agents to 1) communicate agent-goal-specific messages (e.g. guide fire-
fighter towards fire, bomb-defuser towards bomb, etc.), 2) be adaptive to variable team
sizes (e.g. the size of the local neighborhood a self-driving car can communicate with
changes as it moves), and 3) be interpretable through predicted attention probabilities
that allow for inspection of which agent is communicating what message and to whom.
Our results however show that just using targeted communication is not enough. Com-
plex real-world tasks might require large populations of agents to go through multiple stages
of collaborative communication and reasoning, involving large amounts of information to be
persistent in memory and exchanged via high-bandwidth communication channels. To this
end, our actor-critic framework combines centralized training with decentralized execu-
tion [140], thus enabling scaling to a large number of agents. In this context, our inter-
agent communication architecture supports multiple stages of targeted interactions at ev-
ery time-step, and the agents’ recurrent policies support persistent relevant information
in internal states.
While natural language, i.e. a finite set of discrete tokens with pre-specified human-conventionalized
meanings, may seem like an intuitive protocol for inter-agent communication – one that
enables human-interpretability of interactions – forcing machines to communicate among
themselves in discrete tokens presents additional training challenges. Since our work fo-
cuses on machine-only multi-agent teams, we allow agents to communicate via contin-
uous vectors (rather than discrete symbols), and via the learning process, agents have
the flexibility to discover and optimize their communication protocol as per task require-
ments.
We provide extensive empirical demonstration of the efficacy of our approach across a
range of tasks, environments, and team sizes. We begin by benchmarking multi-agent
communication with and without attention on a cooperative navigation task derived from
the SHAPES environment [128]. We show that agents learn intuitive attention behavior
across a spectrum of task difficulties. Next, we evaluate the same targeted multi-agent
communication architecture on the traffic junction environment [1], and show that agents
are able to adaptively focus on ‘active’ agents in the case of varying team sizes. Finally, we
demonstrate effective multi-agent communication in 3D environments on a cooperative
first-person point-goal navigation task in the rich House3D environment [107].
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6.2 Related Work
Multi-agent systems fall at the intersection of game theory, distributed systems, and Ar-
tificial Intelligence in general [141], and thus have a rich and diverse literature. Our work
builds on and is related to prior work in deep multi-agent reinforcement learning, the
centralized training and decentralized execution paradigm, and emergent communica-
tion protocols.
Multi-Agent Reinforcement Learning (MARL). Within MARL (see [142] for a survey),
our work is related to recent efforts on using recurrent neural networks to approximate
agent policies [143], algorithms stabilizing multi-agent training [140, 144], and tasks in
novel application domains such as coordination and navigation in 3D simulated environ-
ments [145–147].
Centralized Training & Decentralized Execution. Both [1] and [148] adopt a fully cen-
tralized framework at both training and test time – a central controller processes local
observations from all agents and outputs a probability distribution over joint actions. In
this setting, any controller (e.g. a fully-connected network) can be viewed as implicitly
encoding communication. [1] present an efficient architecture to learn a centralized con-
troller invariant to agent permutations – by sharing weights and averaging as in [149].
Meanwhile [148] proposes to replace averaging by an attentional mechanism to allow tar-
geted interactions between agents. While closely related to our communication architec-
ture, his work only considers fully supervised one-next-step prediction tasks, while we
tackle the full reinforcement learning problem with tasks requiring planning over long
time horizons.
Moreover, a centralized controller quickly becomes intractable in real-world tasks with
many agents and high-dimensional observation spaces (e.g. navigation in House3D [107]).
To address these weaknesses, we adopt the framework of centralized learning but decen-
tralized execution (following [96, 140]) and further relax it by allowing agents to commu-
nicate. While agents can use extra information during training, at test time, they pick
actions solely based on local observations and communication messages received from
other agents.
Finally, we note that fully decentralized execution at test time without communication is
very restrictive. It means 1) each agent must act myopically based solely on its local ob-
servation and 2) agents cannot coordinate their actions. In our setting, communication
between agents offers a reasonable trade-off between allowing agents to globally coor-
dinate while retaining tractability (since the communicated messages are much lower-
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Table 6.1: Comparison with prior work on cooperative multi-agent continuous communication.
Decentralized Targeted Multi-Stage Reinforcement
Execution Communication Decisions Learning
DIAL [96] Yes No No Yes (Q-Learning)
CommNets [1] No No Yes Yes (REINFORCE)
VAIN [148] No Yes Yes No (Supervised)
ATOC [153] Yes No No Yes (Actor-Critic)
TarMAC (this paper) Yes Yes Yes Yes (Actor-Critic)
dimensional than the observation space).
Emergent Communication Protocols. Our work is also related to recent work on learning
communication protocols in a completely end-to-end manner with reinforcement learn-
ing – from perceptual input (e.g. pixels) to communication symbols (discrete or continu-
ous) to actions (e.g. navigating in an environment). While [96, 97, 99, 150–152] constrain
agents to communicate with discrete symbols with the explicit goal to study emergence
of language, our work operates in the paradigm of learning a continuous communication
protocol in order to solve a downstream task [1, 148, 153]. While [153] also operate in a
decentralized execution setting and use an attentional communication mechanism, their
setup is significantly different from ours as they use attention to decide when to com-
municate, not who to communicate with (‘who’ depends on a hand-tuned neighborhood
parameter in their work). Table 6.1 summarizes the main axes of comparison between
our work and previous efforts in this exciting space.
6.3 Technical Background
Decentralized Partially Observable Markov Decision Processes (Dec-POMDPs). A
Dec-POMDP is a cooperative multi-agent extension of a partially observable Markov de-
cision process ( [154]). For N agents, it is defined by a set of states S describing possible
configurations of all agents, a global reward function R, a transition probability function
T, and for each agent i P 1, ..., N a set of allowed actions Ai, a set of possible observations
Ωi and an observation function Oi. Operationally, at each time step every agent picks an
action ai based on its local observation ωi following its own stochastic policy πθipai|ωiq.
The system randomly transitions to the next state s1 given the current state and joint action
Tps1|s, a1, ..., aNq. The agent team receives a global reward r “ Rps, a1, ..., aNq while each
agent receives a local observation of the new state Oipωi|s1q. Agents aim to maximize the
total expected return J “
řT
t“0 γ
trt where γ is a discount factor and T is the episode time
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horizon.
Actor-Critic Algorithms. Policy gradient methods directly adjust the parameters θ of the
policy in order to maximize the objective Jpθq “ Es„pπ ,a„πθpsq rRps, aqs by taking steps in
the direction of ∇Jpθq. We can write the gradient with respect to the policy parameters as
∇θ Jpθq “ Es„pπ ,a„πθpsq r∇θ log πθpa|sqQπps, aqs ,
where Qπps, aq is called the action-value, it is the expected remaining discounted reward
if we take action a in state s and follow policy π thereafter. Actor-Critic algorithms learn
an approximation of the unknown true action-value function Q̂ps, aq by e.g. temporal-
difference learning [155]. This Q̂ps, aq is called the Critic while the policy πθ is called the
Actor.
Multi-Agent Actor-Critic. [140] propose a multi-agent Actor-Critic algorithm adapted to
centralized learning and decentralized execution. Each agent learns its own individual
policy πθipai|ωiq conditioned on local observation ωi, using a centralized Critic which
estimates the joint action-value Q̂ps, a1, ..., aNq.
6.4 TarMAC: Targeted Multi-Agent Communication
We now describe our multi-agent communication architecture in detail. Recall that we
have N agents with policies tπ1, ..., πNu, respectively parameterized by tθ1, ..., θNu, jointly
performing a cooperative task. At every timestep t, the ith agent for all i P t1, ..., Nu
sees a local observation ωti , and must select a discrete environment action a
t
i „ πθi and
a continuous communication message mti , received by other agents at the next timestep,
in order to maximize global reward rt „ R. Since no agent has access to the underlying
state of the environment st, there is incentive in communicating with each other and being
mutually helpful to do better as a team.
Policies and Decentralized Execution. Each agent is essentially modeled as a Dec-POMDP
augmented with communication. Each agent’s policy πθi is implemented as a 1-layer
Gated Recurrent Unit [156]. At every timestep, the local observation ωti and a vector c
t
i
aggregating messages sent by all agents at the previous timestep (described in more de-
tail below) are used to update the hidden state hti of the GRU, which encodes the entire
message-action-observation history up to time t. From this internal state representation,






predicts a categorical distribution over the space of actions,
and another output head produces an outgoing message vector mti . Note that for all
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Figure 6.1: Overview of our multi-agent architecture with targeted communication. Left: At every
timestep, each agent policy gets a local observation ωti and aggregated message c
t
i as input, and
predicts an environment action ati and a targeted communication message m
t
i . Right: Targeted
communication between agents is implemented as a signature-based soft attention mechanism.
Each agent broadcasts a message mti consisting of a signature k
t
i , which can be used to encode
agent-specific information and a value vti , which contains the actual message. At the next timestep,
each receiving agent gets as input a convex combination of message values, where the attention
weights are obtained by a dot product between sender’s signature kti and a query vector q
t`1
j
predicted from the receiver’s hidden state.
our experiments, agents are symmetric and policies are instantiated from the same set of
shared parameters; i.e. θ1 “ ... “ θN. This considerably speeds up learning.
Centralized Critic. Following prior work [140, 144], we operate under the centralized
learning and decentralized execution paradigm wherein during training, a centralized
critic guides the optimization of individual agent policies. The centralized Critic takes as
input predicted actions tat1, ..., a
t





agents to estimate the joint action-value Q̂t at every timestep. The centralized Critic is
learned by temporal difference [155] and the gradient of the expected return Jpθiq “ ErRs
with respect to policy parameters is approximated by:

















Note that compared to an individual critic Q̂iphti , a
t
iq for each agent, having a centralized
critic leads to considerably lower variance in policy gradient estimates since it takes into
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account actions from all agents. At test time, the critic is not needed anymore and policy
execution is fully decentralized.
Targeted, Multi-Stage Communication. Establishing complex collaboration strategies re-
quires targeted communication i.e. the ability to send specific messages to specific agents,
as well as multi-stage communication i.e. multiple rounds of back-and-forth interactions
between agents. We use a signature-based soft-attention mechanism in our communi-
cation structure to enable targeting. Each message mti consists of 2 parts – a signature
kti P R









At the receiving end, each agent (indexed by j) predicts a query vector qt`1j P R
dk from its
hidden state ht`1j and uses it to compute a dot product with signatures of all N messages.
This is scaled by 1{
a





































Note that (6.2) also includes αii corresponding to the ability to self-attend [157], which we
empirically found to improve performance, especially in situations when an agent has
found the goal in a coordinated navigation task and all it is required to do is stay at the
goal, so others benefit from attending to this agent’s message but return communication
is not needed.
For multiple stages of communication, aggregated message vector ct`1j and internal state
htj are first used to predict the next internal state h
1t









Next, h1tj is used to predict signature, query, value followed by repeating Eqns 6.1-6.4 for
multiple rounds until we get a final aggregated message vector ct`1j to be used as input
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at the next timestep.
6.5 Experiments
We evaluate our targeted multi-agent communication architecture on a variety of tasks
and environments. All our models were trained with a batched synchronous version
of the multi-agent Actor-Critic described above, using RMSProp with a learning rate of
7ˆ 10´4 and α “ 0.99, batch size 16, discount factor γ “ 0.99 and entropy regularization
coefficient 0.01 for agent policies. All our agent policies are instantiated from the same
set of shared parameters; i.e. θ1 “ ... “ θN. Each agent’s GRU hidden state is 128-d,
message signature/query is 16-d, and message value is 32-d (unless specified otherwise).
All results are averaged over 5 independent runs with different seeds.
6.5.1 SHAPES
The SHAPES dataset was introduced by [128]1, and originally created for testing compo-
sitional visual reasoning for the task of visual question answering. It consists of synthetic
images of 2D colored shapes arranged in a grid (3ˆ 3 cells in the original dataset) along
with corresponding question-answer pairs. There are 3 shapes (circle, square, triangle), 3
colors (red, green, blue), and 2 sizes (small, big) in total (see Fig. 6.2).
We convert each image from SHAPES into an active environment where agents can now
be spawned at different regions of the image, observe a 5ˆ 5 local patch around them
and their coordinates, and take actions to move around – tup, down, left, right, stayu. Each
agent is tasked with navigating to a specified goal state in the environment – t‘red’, ‘blue
square’, ‘small green circle’, etc. u – and the reward for each agent at every timestep is
based on team performance i.e. rt “
# agents on goal
# agents .
Table 6.2: Success rates on 3 different settings of cooperative navigation in the SHAPES environ-
ment.
30ˆ 30, 4 agents, findrreds 50ˆ 50, 4 agents, findrreds 50ˆ 50, 4 agents, findrred,red,green,blues
No communication 95.3˘2.8% 83.6˘3.3% 69.1˘4.6%
No attention 99.7˘0.8% 89.5˘1.4% 82.4˘2.1%
TarMAC 99.8˘0.9% 89.5˘1.7% 85.8˘2.5%
Having a symmetric, team-based reward incentivizes agents to cooperate with each other
1github.com/jacobandreas/nmn2/tree/shapes
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(a) 4 agents have to find rred, red, green, blues respectively. t “ 1: inital spawn locations; t “ 2: 4
was on red at t “ 1 so 1 and 2 attend to messages from 4 since they have to find red. 3 has found
its goal (green) and is self-attending; t “ 6: 4 attends to messages from 2 as 2 is on 4’s target –
blue; t “ 8: 1 finds red, so 1 and 2 shift attention to 1; t “ 21: all agents are at their respective goal
locations and primarily self-attending.
(b) 8 agents have to find red on a large 100 ˆ 100 environment. t “ 7: Agent 2 finds red and
signals all other agents; t “ 7 to t “ 150: All agents make their way to 2’s location and eventually
converge around red.
Figure 6.2: Visualizations of learned targeted communication in SHAPES. Best viewed in color.
in finding each agent’s goal. For example, as shown in Fig. 6.2a, if agent 2’s goal is to find
red and agent 4’s goal is to find blue, it is in agent 4’s interest to let agent 2 know if it passes
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by red (t “ 2) during its exploration / quest for blue and vice versa (t “ 6). SHAPES serves
as a flexible testbed for carefully controlling and analyzing the effect of changing the size
of the environment, no. of agents, goal configurations, etc. Fig. 6.2 visualizes learned
protocols from two different configurations, and Table 6.2 reports quantitative evaluation
for three different configurations. Benefits of communication and attention increase with
task complexity (30ˆ 30 Ñ 50ˆ 50 & findrreds Ñ findrred,red,green,blues).
How does targeting work in the communication learnt by TarMAC? Recall that each
agent predicts a signature and value vector as part of the message it sends, and a query
vector to attend to incoming messages. The communication is targeted because the at-
tention probabilities are a function of both the sender’s signature and receiver’s query
vectors. So it is not just the receiver deciding how much of each message to listen to.
The sender also sends out signatures that affects how much of each message is sent to
each receiver. The sender’s signature could encode parts of its observation most relevant
to other agents’ goals (for example, it would be futile to convey coordinates in the sig-
nature), and the message value could contain the agent’s own location. For example, in
Fig. 6.2a, at t “ 6, we see that when agent 2 passes by blue, agent 4 starts attending to
agent 2. Here, agent 2’s signature encodes the color it observes (which is blue), and agent
4’s query encodes its goal (which is also blue) leading to high attention probability. Agent
2’s message value encodes coordinates agent 4 has to navigate to, as can be seen at t “ 21
when agent 4 reaches there.
6.5.2 Traffic Junction
(a) Brake probabilities at
different locations on the
hard traffic junction envi-
ronment. Cars tend to
brake close to or right be-
fore entering junctions.
(b) Attention probabilities
at different locations. Cars
are most attended to in the
‘internal grid’ – right after
the 1st junction and before
the 2nd.
(c) No. of cars being attended to. 1)
is positively correlated with total cars,
indicating that TarMAC is adaptive to
dynamic team sizes, and 2) is slightly
right-shifted, since it takes few steps of
communication to adapt.
Figure 6.4: Results on the traffic junction environment.
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Table 6.3: Success rates on traffic junction.
Our targeted 2-stage communication archi-
tecture gets a success rate of 97.1% on the
‘hard’ variant of the task, significantly out-
performing [1]. Note that 1- and 2-stage re-
fer to the number of rounds of communica-
tion between actions ((6.4)).
Easy Hard
No communication 84.9˘4.3% 74.1˘3.9%
CommNets [1] 99.7˘0.1% 78.9˘3.4%
TarMAC 1-stage 99.9˘0.1% 84.6˘3.2%
TarMAC 2-stage 99.9˘0.1% 97.1˘1.6%
Figure 6.3: Success rates for 1 vs. 2-stage vs. mes-
sage size on Hard. Performance does not de-
crease significantly even when the message vec-
tor is a single scalar, and 2 rounds of back-and-
forth communication before taking an environ-
ment action leads to a significant improvement
over 1-stage.
Environment and Task. The simulated traffic junction environments from [1] consist
of cars moving along pre-assigned, potentially intersecting routes on one or more road
junctions. The total number of cars is fixed at Nmax and at every timestep, new cars
get added to the environment with probability parrive. Once a car completes its route,
it becomes available to be sampled and added back to the environment with a different
route assignment. Each car has a limited visibility of a 3ˆ 3 region around it, but is free
to communicate with all other cars. The action space for each car at every timestep is gas
and brake, and the reward consists of a linear time penalty ´0.01τ, where τ is the number
of timesteps since car has been active, and a collision penalty rcollision “ ´10.
Quantitative Results. We compare our approach with CommNets [1] on the easy and hard
difficulties of the traffic junction environment. The easy task has one junction of two one-
way roads on a 7ˆ 7 grid with Nmax “ 5 and parrive “ 0.30, while the hard task has four
connected junctions of two-way roads on a 18ˆ 18 grid with Nmax “ 20 and parrive “ 0.05.
See Fig. 6.4a, 6.4b for an example of the four two-way junctions in the hard task. As shown
in Table 6.3, a no communication baseline has success rates of 84.9% and 74.1% on easy
and hard respectively. On easy, both CommNets and TarMAC get close to 100%. On
hard, TarMAC with 1-stage communication significantly outperforms CommNets with a
success rate of 84.6%, while 2-stage further improves on this at 97.1%, which is an „18%
absolute improvement over CommNets.
Model Interpretation. Interpreting the learned policies, Fig. 6.4a shows braking prob-
abilities at different locations: cars tend to brake close to or right before entering traffic
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junctions, which is reasonable since junctions have the highest chances for collisions.
Turning our attention to attention probabilities (Fig. 6.4b), we can see that cars are most-
attended to when in the ‘internal grid’ – right after crossing the 1st junction and before
hitting the 2nd junction. These attention probabilities are intuitive: cars learn to atten-
tively attend to specific sensitive locations with the most relevant local observations to
avoid collisions.
Finally, Fig. 6.4c compares total number of cars in the environment vs. number of cars
being attended to with probability ą 0.1 at any time. Interestingly, these are (loosely)
positively correlated, with Spearman’s σ “ 0.49, which shows that TarMAC is able to
adapt to variable number of agents. Crucially, agents learn this dynamic targeting behav-
ior purely from task rewards with no hand-coding! Note that the right shift between the
two curves is expected, as it takes a few timesteps of communication for team size changes
to propagate. At a relative time shift of 3, the Spearman’s rank correlation between the
two curves goes up to 0.53.
Message size vs. multi-stage communication. We study performance of TarMAC with
varying message value size and number of rounds of communication on the ‘hard’ variant
of the traffic junction task. As can be seen in Fig. 6.3, multiple rounds of communication
leads to significantly higher performance than simply increasing message size, demon-
strating the advantage of multi-stage communication. In fact, decreasing message size to
a single scalar performs almost as well as 64-d, perhaps because even a single real num-
ber can be sufficiently partitioned to cover the space of meanings/messages that need to
be conveyed for this task.
6.5.3 House3D
Finally, we benchmark TarMAC on a cooperative point-goal navigation task in House3D [107].
House3D provides a rich and diverse set of publicly-available2 3D indoor environments,
wherein agents do not have access to the top-down map and must navigate purely from
first-person vision. Similar to SHAPES, the agents are tasked with finding a specified
goal (such as ‘fireplace’), spawned at random locations in the environment and allowed
to communicate with each other and move around. Each agent gets a shaped reward
based on progress towards the specified target. An episode is successful if all agents end
within 0.5m of the target object in 50 navigation steps.
Table 6.4 shows success rates on a find[fireplace] task in House3D. A no-communication
2github.com/facebookresearch/house3d
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navigation policy trained with the same reward structure gets a success rate of 62.1%.
Mean-pooled communication (no attention) performs slightly better with a success rate
of 64.3%, and TarMAC achieves the best success rate at 68.9%. Fig. 6.5 visualizes predicted
navigation trajectories of 4 agents. Note that the communication vectors are significantly
more compact (32-d) than the high-dimensional observation space, making our approach
particularly attractive for scaling to large teams.





Figure 6.5: Agents navigating to the fireplace in House3D (marked in yellow). Note in particu-
lar that agent 4 is spawned facing away from it. It communicates with others, turns to face the
fireplace, and moves towards it.
6.6 Conclusions and Future Work
We introduced TarMAC, an architecture for multi-agent reinforcement learning which al-
lows targeted interactions between agents and multiple stages of collaborative reasoning
at every timestep. Evaluation on three environments shows that our model is able to learn
intuitive attention behavior and improves performance, with downstream task-specific
team reward as sole supervision.
While multi-agent navigation experiments in House3D show promising performance, we
aim to exhaustively benchmark TarMAC on more challenging 3D navigation tasks be-
cause we believe this is where decentralized targeted communication can have the most
impact – as it allows scaling to a large number of agents with large observation spaces.
Given that the 3D navigation problem is hard in and of itself, it would be particularly
interesting to investigate combinations with recent advances orthogonal to our approach
(e.g. spatial memory, planning networks) with TarMAC.
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Part IV




Probing Emergent Semantics in Predictive
Agents via Question Answering
7.1 Introduction
Since the time of Plato, philosophers have considered the apparent distinction between
“knowing how" (procedural knowledge or skills) and “knowing what" (propositional
knowledge or facts). It is uncontroversial that deep reinforcement learning (RL) agents
can effectively acquire procedural knowledge as they learn to play games or solve tasks.
Such knowledge might manifest in an ability to find all of the green apples in a room, or
to climb all of the ladders while avoiding snakes. However, the capacity of such agents
to acquire factual knowledge about their surroundings – of the sort that can be readily
hard-coded in symbolic form in classical AI – is far from established. Thus, even if an
agent successfully climbs ladders and avoids snakes, we have no certainty that it ‘knows’
that ladders are brown, that there are five snakes nearby, or that the agent is currently in
the middle of a three-level tower with one ladder left to climb.
The acquisition of knowledge about objects, properties, relations and quantities by learning-
based agents is desirable for several reasons. First, such knowledge should ultimately
complement procedural knowledge when forming plans that enable execution of com-
plex, multi-stage cognitive tasks. Second, there seems (to philosophers at least) to be
something fundamentally human about having knowledge of facts or propositions [158].
If one of the goals of AI is to build machines that can engage with, and exhibit convincing
intelligence to, human users (e.g. justifying their behaviour so humans understand/trust
them), then a need for uncovering and measuring such knowledge in learning-based
agents will inevitably arise.
Here, we propose the question-conditional probing of agent internal states as a means to
study and quantify the knowledge about about objects, properties, relations and quanti-
This chapter is based on work done during an internship at DeepMind.
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Figure 7.1: We train predictive agents to explore a visually-rich 3D environment with an assort-
ment of objects of different shapes, colors and sizes. As the agent navigates (trajectory shown
in white on the top-down map), an auxiliary network learns to simulate representations of fu-
ture observations (labeled ‘Simulation Network’) k steps into the future, self-supervised by a loss
against the ground-truth egocentric observation at t ` k. Simultaneously, another decoder net-
work is trained to extract answers to a variety of questions about the environment, conditioned
on the agent’s internal state but without affecting it (notice ‘stop gradient’ – gradients from the
QA decoder are not backpropagated into the agent). We use this question-answering paradigm
to decode and understand the internal representations that such agents develop. Note that the
top-down map is only shown for illustration and not available to the agent.
ties encoded in the internal representations of neural-network-based agents. Couching an
analysis of such knowledge in terms of question-answering has several pragmatic advan-
tages. First, question-answering provides a general purpose method for agent-analysis
and an intuitive investigative tool for humans – one can simply ask an agent what it
knows about its environment and get an answer back, without having to inspect internal
activations. Second, the space of questions is essentially open-ended – we can pose arbi-
trarily complex questions to an agent, enabling a comprehensive analysis of the current
state of its propositional knowledge. Question-answering has previously been studied
in textual [73, 159], visual [21, 22, 89] and embodied [115, 134] settings. Crucially, how-
ever, these systems are trained end-to-end for the goal of answering questions. Here, we
utilize question-answering simply to probe an agent’s internal representation, without
backpropagating gradients from the question-answering decoder into the agent. That is,
we view question-answering as a general purpose (conditional) decoder of environmen-
tal information designed to assist the development of agents by revealing the extent (and
limits) of their knowledge.
Many techniques have been proposed for endowing agents with general (i.e. task-agnostic)
knowledge, based on both hard-coding and learning. Here, we specifically focus on the
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effect of self-supervised predictive modeling – a learning-based approach – on the acqui-
sition of propositional knowledge. Inspired by learning in humans [160–163], predictive
modeling, i.e. predicting future sensory observations, has emerged as a powerful method
to learn general-purpose neural network representations [3, 4, 164–171]. These represen-
tations can be learned while exploring in and interacting with an environment in a task-
agnostic manner, and later exploited for goal-directed behavior.
We evaluate predictive vs. non-predictive agents (both trained for exploration) on our
question-answering testbed to investigate how much knowldge of object shapes, quanti-
ties, and spatial relations they acquire solely by egocentric prediction. The set of questions
is intended to be holistic, i.e. answering tends to require knowledge of relevant aspects of
the whole environment, rather than that which can be gleaned from a single observation
or a few consecutive observations.
Concretely, we make the following contributions
• In a visually-rich 3D room environment developed in the Unity engine, we develop
a set of questions designed to probe a diverse body of factive knowledge about the
environment – from identifying shapes and colors (‘What shape is the red object?’)
to counting (‘How many blue objects are there?’) to spatial relations (‘What is the
color of the chair near the table?’), exhaustive search (‘Is there a cushion?’), and
comparisons (‘Are there the same number of tables as chairs?’).
• We train RL agents augmented with predictive loss functions – 1) action-conditional
CPC [3] and 2) SimCore [4] – for an exploration task and analyze the internal rep-
resentations they develop by decoding answers to our suite of questions. Crucially,
the QA decoder is trained independent of the predictive agent and we find that
QA performance is indicative of the agent’s ability to capture global environment
structure and semantics solely through egocentric prediction. We compare these pre-
dictive agents to strong non-predictive LSTM baselines as well as to an agent that is
explicitly optimized for the question-answering task.
• We establish generality of the encoded knowledge by testing zero-shot generaliza-
tion of a trained QA decoder to compositionally novel questions (unseen combi-
nations of seen attributes), suggesting a degree of compositionality in the internal
representations captured by predictive agents.
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Table 7.1: QA task templates. In every episode, objects and their configurations are randomly
generated, and these templates get translated to QA pairs for all unambiguous ăshape, colorą
combinations. There are 50 shapes and 10 colors in total. See B.4 for details.
Question type Template Level codename # QA pairs
Attribute What is the color of the ăshapeą? color 500
What shape is the ăcolorą object? shape 500
Count How many ăshapeą are there? count_shape 200
How many ăcolorą objects are there? count_color 40
Exist Is there a ăshapeą? existence_shape 100
Compare ` Count Are there the same number of ăcolor1ą objects as ăcolor2ą objects? compare_n_color 180
Are there the same number of ăshape1ą as ăshape2ą? compare_n_shape 4900
Relation ` Attribute What is the color of the ăshape1ą near the ăshape2ą? near_color 24500
What is the ăcolorą object near the ăshapeą? near_shape 25000
7.2 Background and related work
Our work builds on prior work on predictive modeling and auxiliary loss functions in
reinforcement learning as well as grounded language learning and embodied question
answering.
Propositional knowledge is knowledge that a statement, expressed in natural or formal
language, is true [172]. Since at least Plato, epistemologist philosophers have contrasted
propositional knowledge with procedural knowledge (knowledge of how to do something),
and some (but not all) distinguish this from perceptual knowledge (knowledge obtained by
the senses that cannot be translated into a proposition) [173]. An ability to exhibit this sort
of knowledge in a convincing way is likely to be crucial for the long-term goal of having
agents achieve satisfying interactions with humans, since an agent that cannot express
its knowledge and beliefs in human-interpretable form may struggle to earn the trust of
users.
Predictive modeling and auxiliary loss functions in RL. The power of predictive mod-
eling for representation learning has been known since at least the seminal work of [160]
on emergent language structures. More recent examples include Word2Vec [174], Skip-
Thought vectors [175], and BERT [176] in language, while in vision similar principles
have been applied to context prediction [177, 178], unsupervised tracking [179], inpaint-
ing [180] and colorization [181]. More related to us is the use of such techniques in
designing auxiliary loss functions for training model-free RL agents, such as successor
representations [50, 182], value and reward prediction [170, 183], contrastive predictive
coding (CPC) [3, 184], and SimCore [4].
Grounded language learning. Inspired by the work of [56] on SHRDLU, several recent
works have explored linguistic representation learning by grounding language into ac-
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tions and pixels in physical environments – in 2D gridworlds [58, 59, 113], 3D [48–52, 54,
115, 130, 131, 134–136, 185] and textual [132, 133] environments. Closest to our work is the
task of Embodied Question Answering [115, 134, 186–188] – where an embodied agent
in an environment (e.g. a house) is asked to answer a question (e.g. “What color is the
piano?”). Typical approaches to EmbodiedQA involve training agents to move for the
goal of answering questions. In contrast, our focus is on learning a predictive model
in a goal-agnostic exploration phase and using question-answering as a post-hoc testbed
for evaluating the semantic knowledge that emerges in the agent’s representations from
predicting the future.
Neural population decoding. Probing an agent with a QA decoder can be viewed as a
variant of neural population decoding, used as an analysis tool in neuroscience [189–191]
and more recently in deep learning [3, 4, 192–195]. The idea is to test whether specific in-
formation is encoded in a learned representation, by feeding the representation as input
to a probe network, generally a classifier trained to extract the desired information. In
RL, this is done by training a probe to predict parts of the ground-truth state of the en-
vironment, such as an agent’s position or orientation, without backpropagating through
the agent’s internal state.
Prior work has required a separate network to be trained for each probe, even for closely
related properties such as position vs. orientation [3] or grammatical features of differ-
ent words in the same sentence [194]. Moreover, each probe is designed with property-
specific inductive biases, such as convnets for top-down views vs. MLPs for position [4].
In contrast, we train a single, general-purpose probe network that covers a variety of
question types, with an inductive bias for language processing. This generality is pos-
sible because of the external conditioning, in the form of the question, supplied to the
probe. External conditioning moreover enables agent analysis using novel perturbations
of the probe’s training questions.
Neuroscience. Predictive modeling is thought to be a fundamental component of hu-
man cognition [160, 163, 196]. In particular, it has been proposed that perception, learn-
ing and decision-making rely on the minimization of prediction error [161, 162]. A well-
established strand of work has focused on decoding predictive representations in brain
states [197, 198]. The question of how prediction of sensory experience relates to higher-
order conceptual knowledge is complex and subject to debate [199, 200], though some
have proposed that conceptual knowledge, planning, reasoning, and other higher-order
functions emerge in deeper layers of a predictive network. We focus on the emergence of
propositional knowledge in a predictive agent’s internal representations.
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7.3 Environment & Tasks
Environment. We use a Unity-based visually-rich 3D environment (see Figure 7.1). It is
a single L-shaped room that can be programmatically populated with an assortment of
objects of different colors at different spatial locations and orientations. In total, we use
a library of 50 different objects, referred to as ‘shapes’ henceforth (e.g. chair, teddy, glass,
etc.), in 10 different colors (e.g. red, blue, green, etc.). For a complete list of environment
details, see Sec. B.4.
At every step, the agent gets a 96ˆ 72 first-person RGB image as its observation, and the
action space consists of movements (move-tforward,back,left,rightu), turns (turn-tup,down,left,rightu),
and object pick-up and manipulation (4 DoF: yaw, pitch, roll, and movement along the
axis between the agent and object). See Table B.3 in the Appendix for the full set of actions.
Question-Answering Tasks. We develop a range of question-answering tasks of varying
complexity that test the agent’s local and global scene understanding, visual reasoning,
and memory skills. Inspired by [111, 115, 134], we programmatically generate a dataset
of questions (see Table 7.1). These questions ask about the presence or absence of objects
(existence_shape), their attributes (color, shape), counts (count_color, count_shape), quantita-
tive comparisons (compare_count_color, compare_count_shape), and elementary spatial relations
(near_color, near_shape). Unlike the fully-observable setting in CLEVR [111], the agent
does not get a global view of the environment, and must answer these questions from
a sequence of partial egocentric observations. Moreover, unlike prior work on Embod-
iedQA [115, 134], the agent is not being trained end-to-end to move to answer questions.
It is being trained to explore, and answers are being decoded (without backpropagat-
ing gradients) from its internal representation. Thus, in order to answer these questions,
the agent must learn to encode relevant aspects of the environment in a representation
amenable to easy decoding into symbols (e.g. what does the word “chair” mean? or what
representations does computing “how many” require?).
7.4 Approach
Learning an exploration policy. Predictive modeling has proven to be effective for an
agent to develop general knowledge of its environment as it explores and behaves to-
wards its goal, typically maximising environment returns [3, 4]. Since we wish to evalu-
ate the effectiveness of predictive modeling independent of the agent’s specific goal, we
define a simple task that stimulates the agent to visit all of the ‘important’ places in the
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Figure 7.2: Approach: at every timestep t, the agent receives an RGB observation xt as input,
processes it using a convolutional neural network to produce zt, which is then processed by an
LSTM to select action at. The agent learns to explore – it receives a reward of 1.0 for navigating to
each new object. As it explores the environment, it builds up an internal representation ht, which
receives pressure from an auxiliary predictive module to capture environment semantics so as to
accurately predict consequences of its actions multiple steps into the future. We experiment with
a vanilla LSTM agent and two recent predictive approaches – CPC|A [3] and SimCore [4]. The
internal representations are then probed via a question-answering decoder whose gradients are
not backpropagated into the agent. The QA decoder is an LSTM initialized with ht and receiving
the question at every timestep.
environment (i.e. to acquire an exploratory but otherwise task-neutral policy). This is
achieved by giving the agent a reward of `1.0 every time it visits an object in the room
for the first time. After visiting all objects, rewards are refreshed and available to be con-
sumed by the agent again (i.e. re-visiting an object the agent has already been to will now
again lead to a `1.0 reward), and this process continues for the duration of each episode
(30 seconds or 900 steps).
During training on this exploration task, the agent receives a first-person RGB observation
xt at every timestep t, and processes it using a convolutional neural network to produce
zt. This is input to an LSTM policy whose hidden state is ht and output a discrete action at.
The agent optimizes the discounted sum of future rewards using an importance-weighted
actor-critic algorithm [201].
Training the QA-decoder. The question-answering decoder is operationalized as an
LSTM that is initialized with the agent’s internal representation ht and receives the ques-
tion as input at every timestep (see Fig. 4.5). The question is a string that we tokenise
into words and then map to learned embeddings. The question decoder LSTM is then
unrolled for a fixed number of computation steps after which it predicts a softmax distri-
bution over the vocabulary of one-word answers to questions in Table 7.1, and is trained
via a cross-entropy loss. Crucially, this QA decoder is trained independent of the agent
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policy; i.e. gradients from this decoder are not allowed to flow back into the agent. We
evaluate question-answering performance by measuring top-1 accuracy at the end of the
episode – we consider the agent’s top predicted answer at the last time step of the episode
and compare that with the ground-truth answer.
The QA decoder can be seen as a general purpose decoder trained to extract object-
specific knowledge from the agent’s internal state without affecting the agent itself. If
this knowledge is not retained in the agent’s internal state, then this decoder will not be
able to extract it. This is an important difference with respect to prior work [115, 134] –
wherein agents were trained to move to answer questions, i.e. all parameters had access
to linguistic information. Recall that the agent’s navigation policy has been trained for ex-
ploration, and so the visual information required to answer a question need not be present
in the observation at the end of the episode. Thus, through question-answering, we are
evaluating the degree to which agents encode relevant aspects of the environment (object
colors, shapes, counts, spatial relations) in their internal representations and maintain this
information in memory beyond the point at which it was initially received. See B.1.3 for
more details about the QA decoder.
7.4.1 Auxiliary Predictive Losses
We augment the baseline architecture described above with an auxiliary predictive head
consisting of a simulation network (operationalized as an LSTM) that is initialized with
the agent’s internal state ht and deterministically simulates future latent states s1t , . . . , s
k
t , . . .
in an open-loop manner, receiving the agent’s action sequence as input. We evaluate two
predictive losses – action-conditional CPC [3] and SimCore [4]. See Fig. 4.5 for overview,
B.1.2 for details.
Action-conditional CPC (CPC|A, [3]) makes use of a noise contrastive estimation model
to discriminate between true observations processed by the convolutional neural network
z`t`k (k steps into the future) and negatives randomly sampled from the dataset z
´
t`k, in
our case from other episodes in the minibatch. Specifically, at each timestep t` k (up to a
maximum), the output of the simulation core skt and z
`
t`k are fed to an MLP to predict 1,
and skt and z
´
t`k are used to predict 0.
SimCore [4] uses the simulated state skt to condition a generative model based on Con-
vDRAW [202] and GECO [203] that predicts the distribution of true observations ppxt`k|ht, at,...,pt`kqq
in pixel space.
Baselines. We evaluate and compare the above approaches with 1) a vanilla RL agent
without any auxiliary predictive losses (referred to as ‘LSTM’), and 2) a question-only
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Figure 7.3: L – Reward in an episode. R – Top-1 QA accuracy. Averaged over 3 seeds. Shaded
region is 1 SD.



















































Baseline: Question-only 29 ˘ 3 04 ˘ 2 10 ˘ 2 63 ˘ 4 24 ˘ 3 24 ˘ 3 49 ˘ 3 70 ˘ 3 04 ˘ 2 09 ˘ 3
LSTM 31 ˘ 4 04 ˘ 1 10 ˘ 2 54 ˘ 6 34 ˘ 3 38 ˘ 3 53 ˘ 3 70 ˘ 3 04 ˘ 2 09 ˘ 3
CPC|A 32 ˘ 3 06 ˘ 2 08 ˘ 2 64 ˘ 3 39 ˘ 3 39 ˘ 3 50 ˘ 4 70 ˘ 3 06 ˘ 2 10 ˘ 3
SimCore 60 ˘ 3 72 ˘ 3 81 ˘ 3 72 ˘ 3 39 ˘ 3 57 ˘ 3 56 ˘ 3 73 ˘ 3 30 ˘ 3 59 ˘ 3
Oracle: No SG 63 ˘ 3 96 ˘ 2 81 ˘ 2 60 ˘ 3 45 ˘ 3 57 ˘ 3 51 ˘ 3 76 ˘ 3 41 ˘ 3 72 ˘ 3
agent that receives zero-masked observations as input and is useful to measure biases in
our question-answering testbed. Such a baseline is critical, particularly when working
with simulated environments, as it can uncover biases in the environment’s generation
of tasks that can result in strong but uninteresting performance from agents capable of
powerful function approximation [204].
No stop gradient. We also compare against an agent without blocking the QA decoder
gradients (labeled ‘No SG’). This model differs from the above in that it is trained end-to-
end – with supervision – to answer the set of questions in addition to the exploration task.
Hence, it represents an agent receiving privileged information about how to answer and
its performance provides an upper bound for how challenging these question-answering
tasks are in this context.
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7.5 Experiments & Results
7.5.1 Question-Answering Performance
We begin by analyzing performance on a single question – shape – which are of the form
“what shape is the ăcolorą object?”. Figure 7.3 shows the average reward accumulated
by the agent in one episode (left) and the QA accuracy at the last timestep of the episode
(right) for all approaches over the course of training. We make the following observations:
Figure 7.4: (Left): Sample trajectory (1 Ñ 4) and QA decoding predictions (for top 5 most probable
answers) for the ‘What shape is the green object?’ from SimCore. Note that top-down map is not
available to the agent. (Right): QA accuracy on disjoint train and test splits.
• All agents learn to explore. With the exception ‘question-only’, all agents achieve
high reward on the exploration task. This means that they visited all objects in
the room more than once each and therefore, in principle, have been exposed to
sufficient information to answer all questions.
• Predictive models aid navigation. Agents equipped with auxiliary predictive losses
– CPC|A and SimCore – collect the most rewards, suggesting that predictive mod-
eling helps navigate the environment efficiently. This is consistent with findings
in [4].
• QA decoding from LSTM and CPC|A representations is no better than chance.
• SimCore’s representations lead to best QA accuracy. SimCore gets to a QA accu-
racy of „72% indicating that its representations best capture propositional knowl-
edge and are best suited for decoding answers to questions. Figure 7.4 (Left) shows
example predictions.
• Wide gap between SimCore and No SG. There is a „24% gap between SimCore
and the No SG oracle, suggesting scope for better auxiliary predictive losses.
It is worth emphasizing that answering this shape question from observations is not a chal-
lenging task in and of itself. The No SG agent, which is trained end-to-end to optimize
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Figure 7.5: (Left) DeepMind Lab environment [5]: Rectangular-shaped room with 6 randomly
selected objects out of a pool of 20 different objects of different colors. (Right) QA accuracy for
color questions (What is the color of the ăshapeą?) in DeepMind Lab. Consistent with results in
the main paper, internal representations of the SimCore agent lead to the highest accuracy while
CPC|A and LSTM perform worse and similar to each other.
both for exploration and QA, achieves almost-perfect accuracy („96%). The challenge
arises from the fact that we are not training the agent end-to-end – from pixels to navi-
gation to QA – but decoding the answer from the agent’s internal state, which is learned
agnostic to the question. The answer can only be decoded if the agent’s internal state
contains relevant information represented in an easily-decodable way.
Decoder complexity. To explore the possibility that answer-relevant information is present
in the agent’s internal state but requires a more powerful decoder, we experiment with
QA decoders of a range of depths. As detailed in Figure B.2 in the appendix, we find
that using a deeper QA decoder with SimCore does lead to higher QA accuracy (from
1 Ñ 12 layers), although greater decoder depths become detrimental after 12 layers. Cru-
cially, however, in the non-predictive LSTM agent, the correct answer cannot be decoded
irrespective of QA decoder capacity. This highlights an important aspect of our question-
answering evaluation paradigm – that while the absolute accuracy at answering ques-
tions may also depend on decoder capacity, relative differences provide an informative
comparison between internal representations developed by different agents.
Table 7.2 shows QA accuracy for all QA tasks (see Figure B.3 in appendix for training
curves). The results reveal large variability in difficulty across question types. Questions
about attributes (color and shape), which can be answered from a single well-chosen frame
of visual experience, are the easiest, followed by spatial relationship questions (near_color
and near_shape), and the hardest are counting questions (count_color and count_shape). We
further note that:
• All agents perform better than the question-only baseline, which captures any bi-
105
ases in the environment or question distributions (enabling strategies such as con-
stant prediction of the most-common answer).
• CPC|A representations are not better than LSTM on most question types.
• SimCore representations achieve higher QA accuracy than other approaches, sub-
stantially above the question-only baseline on count_color (57% vs. 24%), near_shape
(30% vs. 4%) and near_color (59% vs. 9%), demonstrating a strong tendency for en-
coding and retaining information about object identities, properties, and both spa-
tial and temporal relations.
Finally, as before, the No SG agent trained to answer questions without stopped gradients
achieves highest accuracy for most questions, although not all – perhaps due to trade-offs
between simultaneously optimizing performance for different QA losses and the explo-
ration task.
7.5.2 Compositional Generalization
While there is a high degree of procedural randomization in our environment and QA
tasks, overparameterized neural-network-based models in limited environments are al-
ways prone to overfitting or rote memorization. We therefore constructed a test of the
generality of the information encoded in the internal state of an agent. The test involves a
variant of the shape question type (i.e. questions like “what shape is theăcolorą object?”),
but in which the possible question-answer pairs are partitioned into mutually exclusive
training and test splits. Specifically, the test questions are constrained such that they are
compositionally novel – the ăcolor, shapeą combination involved in the question-answer
pair is never observed during training, but both attributes are observed in other contexts.
For instance, a test question-answer pair “Q: what shape is the blue object?, A: table” is
excluded from the training set of the QA decoder, but “Q: what shape is the blue object?,
A: car” and “Q: What shape is the green object?, A: table” are part of the training set (but
not the test set).
We evaluate the SimCore agent on this test of generalization (since other agents perform
poorly on the original task). Figure 7.4 (right) shows that the QA decoder applied to Sim-
Core’s internal states performs at substantially above-chance (and all baselines) on the
held-out test questions (although somewhat lower than training performance). This indi-
cates that the QA decoder extracts and applies information in a comparatively factorized
(or compositional) manner, and suggests (circumstantially) that the knowledge acquired
by the SimCore agent may also be represented in this way.
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7.5.3 Robustness of the results
To check if our results are robust to the choice of environment, we developed a similar
setup using the DeepMind Lab environment [5] and run the same experiments without
any change in hyperparameters.
The environment consists of a rectangular room that is populated with a random selection
of objects of different shapes and colors in each episode. There are 6 distinct objects in
each room, selected from a pool of 20 objects and 9 different colors. We use a similar
exploration reward structure as in our earlier environment to train the agents to navigate
and observe all objects. Finally, in each episode, we introduce a question of the form
‘What is the color of the ăshapeą?’ where ăshapeą is replaced by the name of an object
present in the room.
Figure 7.5 shows question-answering accuracies in the DeepMind Lab environment. Con-
sistent with the results presented above, internal representations of the SimCore agent
lead to the highest answering accuracy while CPC|A and the vanilla LSTM agent per-
form worse and similar to each other. Crucially, for running experiments in DeepMind
Lab, we did not change any hyperparameters from the experimental setup described be-
fore. This demonstrates that our approach is not specific to a single environment and that
it can be readily applied in a variety of settings.
7.6 Discussion
Developing agents with world models of their environments is an important problem in
AI. To do so, we need tools to evaluate and diagnose the internal representations forming
these world models in addition to studying task performance. Here, we marry together
population or glass-box decoding techniques with a question-answering paradigm to dis-
cover how much propositional (or declarative) knowledge agents acquire as they explore
their environment.
We started by developing a range of question-answering tasks in a visually-rich 3D envi-
ronment, serving as a diagnostic test of an agent’s scene understanding, visual reasoning,
and memory skills. Next, we trained agents to optimize an exploration objective with
and without auxiliary self-supervised predictive losses, and evaluated the representa-
tions they form as they explore an environment, via this question-answering testbed.
We compared model-free RL agents alongside agents that make egocentric visual predic-
tions and found that the latter (in particular SimCore [4]) are able to reliably capture de-
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tailed propositional knowledge in their internal states, which can be decoded as answers
to questions, while non-predictive agents do not, even if they optimize the exploration
objective well.
Interestingly, not all predictive agents are equally good at acquiring knowledge of ob-
jects, relations and quantities. We compared a model learning the probability distribu-
tion of future frames in pixel space via a generative model (SimCore [4]) with a model
based on discriminating frames through contrastive estimation (CPC|A [3]). We found
that while both learned to navigate well, only the former developed representations that
could be used for answering questions about the environment. [4] previously showed
that the choice of predictive model has a significant impact on the ability to decode an
agent’s position and top-down map reconstructions of the environment from its internal
representations. Our experiments extend this result to decoding factual knowledge, and
demonstrate that the question-answering approach has utility for comparing agents.
Finally, the fact that we can even decode answers to questions from an agent’s inter-
nal representations learned solely from egocentric future predictions, without exposing
the agent itself directly to knowledge in propositional form, is encouraging. It indicates
that the agent is learning to form and maintain invariant object identities and properties
(modulo limitations in decoder capacity) in its internal state without explicit supervision. It
is „30 years since [160] showed how syntactic structures and semantic organization can
emerge in the units of a neural network as a consequence of the simple objective of pre-
dicting the next word in a sequence. This work corroborates Elman’s belief in the power
of prediction by demonstrating the diversity of knowledge that can emerge when a sit-
uated neural-network agent is endowed with powerful predictive objectives applied to
raw pixel observations. We think we have just scratched the surface of what might be dis-
covered using such techniques, and hope our work inspires future research in evaluating




In this dissertation, we have studied several tasks and techniques that situate agents in
multimodal environments, enabling them to actively interact with other agents via lan-
guage and the environment via actions. In Visual Dialog (Part I), we had an agent inter-
acting in natural language with a human/machine partner about images. In Embodied
Question Answering (Part II), we augmented this setup so agents could take physical ac-
tions in an embodied environment, in addition to answering questions asked by a human
partner. In TarMAC (Part III), we further augmented this setup so agents interact and co-
ordinate with not just one but multiple partners, while still taking actions in an embodied
environment. And finally, in Part IV, we explored a complementary question – how do
we train these embodied agents for any task, so that the knowledge they develop supports
easy decoding to language – minimizing the requirement for preemptively-collected lan-
guage annotations and demonstrating the efficacy of language as a tool for agent design.
Not only is embodiment important for agents to develop a richer understanding of lan-
guage – grounded in physical concepts and actions (instead of text corpuses) – but it is
also necessary so that agents have access to all the information humans have access to
and/or have aggregated through years and generations of embodied interactions with
the world – an intuitive notion of physics (e.g. how spring-body systems work), how peo-
ple think and interact with each other (psychology and theory of mind), common sense
knowledge (e.g. how switches work or how mirrors work), etc. It is practically infeasible
to compress all of that causal knowledge and common sense into a static corpus. I posit
that such knowledge learned from embodiment in realistic environments will not only
be useful for embodied tasks, but also for tasks on static corpuses, where current state-
of-the-art models have high accuracy as per established metrics but trivial for humans to
break and expose inconsistencies in e.g. visual dialog, visual question answering, etc.
Now the real world is perhaps the best environment for robots to be embodied in and
learn via interaction from, but training an embodied robot from scratch in the real-world
is too dangerous and sample-inefficient to be viable. So the typical pipeline involves
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pretraining in simulation, and then transfering to and finetuning on a real robot. This
pipeline necessitates realistic and fast simulators (e.g. House3D [107], THOR [138], Habi-
tat [205], Gibson [206]). But beyond their current capabilities, which primarily focus
on visual navigation in indoor environments (` object interaction in THOR), we need
bigger environments (at the scale of complete cities), humans in the loop (via say web-
based APIs), more modalities – smell, sound, fine-grained touch – and realistic sens-
ing, actuation and physics. The move from focused tasks on static datasets (e.g. image
classification [207], Visual Dialog [89]) to focused tasks in environments (e.g. naviga-
tion [48–54,136], EmbodiedQA [115,134,186–188]) has enabled recent advances in embod-
ied AI, but the next stream of breakthroughs will be unlocked by the move to open-ended,
realistic, multi-task environments (e.g. an agent that can get groceries from the market).
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This supplementary document is organized as follows:
• Sec. A.1 presents the question-answer generation engine in detail, including func-
tional programs associated with questions, and checks and balances in place to
avoid ambiguities, biases, and redundancies.
• Sec. A.2 describes the CNN models that serve as the vision module for our Embod-
iedQA model. We describe the model architecture, along with the training details,
quantitative as well as qualitative results.
• Sec. A.3 describes the answering module in our agent.
• Sec. A.4 reports machine question answering performance conditioned on human
navigation paths (collected via human studies on Amazon Mechanical Turk).
• Finally, youtube.com/watch?v=gVj-TeIJfrk shows example navigation and answer pre-
dictions by our agent.
Table A.1: Functional forms of all question types in the EQA dataset
Template Functional Form
location selectpobjectsq Ñ uniquepobjectsq Ñ blacklistplocationq Ñ queryplocationq
color selectpobjectsq Ñ uniquepobjectsq Ñ blacklistpcolorq Ñ querypcolorq
color_room selectproomq Ñ uniqueproomq Ñ selectpobjectsq Ñ uniquepobjectsq Ñ blacklistpcolorq Ñ querypcolor_roomq
preposition selectproomq Ñ uniqueproomq Ñ selectpobjectsq Ñ uniquepobjectsq Ñ blacklistpprepositionq Ñ relatepq Ñ querypprepositionq
existence selectproomq Ñ uniqueproomq Ñ selectpobjectsq Ñ blacklistpexistenceq Ñ querypexistq
logical selectproomq Ñ uniqueproomq Ñ selectpobjectsq Ñ blacklistpexistenceq Ñ queryplogicalq
count selectproomq Ñ uniqueproomq Ñ selectpobjectsq Ñ blacklistpcountq Ñ querypcountq
room_count selectproomq Ñ queryproom_countq
distance selectproomq Ñ uniqueproomq Ñ selectpobjectsq Ñ uniquepobjectsq Ñ blacklistpdistanceq Ñ distancepq Ñ querypdistanceq
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A.1 Question-Answer Generation Engine
Recall that each question in EQA is represented as a functional program that can be exe-
cuted on the environment yielding an answer1. In this section, we describe this process
in detail. In the descriptions that follow, an ‘entity’ can refer to either a queryable room
or a queryable object from the House3D [107] environment.
Functional Forms of Questions. The functional programs are composed of elementary
operations described below:
1. selectpentityq: Fetches a list of entities from the environment. This operation is sim-
ilar to the ‘select’ query in relational databases.
2. uniquepentityq: Performs filtering to retain entities that are unique (i.e. occur exactly
once). For example, calling uniqueproomsq on the set of rooms r‘living_room’, ‘bedroom’, ‘bedroom’s
for a given house will return r‘living_room’s.
3. blacklistptemplateq: This function operates on a list of object entities and filters out a
pre-defined list of objects that are blacklisted for the given template. We do not ask
questions of a given template type corresponding to any of the blacklisted objects.
For example, if the blacklist contains the objects t‘column’, ‘range_hood’, ‘toy’u and
the objects list that the function receives is t‘piano’, ‘bed’, ‘column’u, then the output
of the blacklistpq function is: t‘piano’, ‘bed’u
4. queryptemplateq: This is used to generate the questions strings for the given template
on the basis of the entities that it receives. For example, if queryplocationq receives
the following set of object entities as input: r‘piano’, ‘bed’, ‘television’s, it produces
3 question strings of the form: what room is the <OBJ> located in? where <OBJ>
“ t‘piano’, ‘bed’, ‘television’u.
5. relatepq: This elementary operation is used in the functional form for preposition
questions. Given a list of object entities, it returns a subset of the pairs of objects
that have a t‘on’, ‘above’, ‘under’, ‘below’, ‘next to’u spatial relationship between them.
6. distancepq: This elementary operation is used in the functional form for distance
comparison questions. Given a list of object entities, it returns triplets of objects
such that the first object is closer/farther to the anchor object than the second object.
1or a response that the question is inapplicable (e.g. referring to objects not in the environment) or am-
biguous (having multiple valid answers).
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Having described the elementary operations that make up our functional forms, the ex-
planations of the functional forms for each question template is given below. We catego-
rize the question types into 3 categories based on the objects and the rooms that they refer
to.
1. Unambiguous Object: There are certain question types that inquire about an object
that must be unique and unambiguous throughout the environment. Examples of
such question types are location and color. For example, we should ask ‘what room is
the piano located in?’ if there is only a single instance of a ‘piano’ in the environment.
Hence, the functional forms for location and color have the following structure:
selectpobjectsq Ñ uniquepobjectsq Ñ queryplocation{colorq.
selectpobjectsq gets the list of all objects in the house and the uniquepobjectsq only
retains objects that are unique, thereby ensuring unambiguity. The queryptemplateq
function prepares the question string by filling in the slots in the template string.
2. Unambiguous Room + Unambiguous Object: In continuation of the above, there
is another set of question types that talk about objects in rooms where in addition to
the objects being unique, the rooms should also be unambiguous. Examples of such
question types include color_room, preposition, and distance. The additional unam-
biguity constraint on the room is because the question ‘what is next to the bathtub in
the bathroom?’ would become ambiguous if there are two or more bathrooms in the
house. The functional forms for such types are given by the following structure:
selectproomsq Ñ uniqueproomsq Ñ selectpobjectsq Ñ uniquepobjectsq Ñ queryptemplateq.
The first two operations in the sequence result in a list of unambiguous rooms
whereas the next two result in a list of unambiguous objects in those rooms. Note
that when selectp¨q appears as the first operation in the sequence (i.e., select oper-
ates on an empty list), it is used to fetch the set of rooms or objects across the entire
house. However, in this case, selectpobjectq operates on a set of rooms (the output
of selectproomsq Ñ uniqueproomsq Ñ), so it returns the set of objects found in those
specific rooms (as opposed to fetching objects across all rooms in the house).
3. Unambiguous Room: The final set of question types are the ones where the rooms
need to be unambiguous, but the objects in those rooms that are being referred to do
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Table A.2: (L-R) Quantitative results for the segmentation, depth estimation, and autoencoder
heads of our multi-task perception network. All metrics are reported on a held out validation set.
Pixel Accuracy Mean Pixel Accuracy Mean IOU
single 0.780 0.246 0.163







not. Examples of such question types are: existence, logical, and count. It is evident
that for asking about the existence of objects or while counting them, we do not re-
quire the object to have only a single instance. ‘Is there a television in the living room?’
is a perfectly valid question, even if there are multiple televisions in the living room
(provided that there is a single living room in the house). The template structure for
this is a simplified version of (2):
selectproomsq Ñ uniqueproomsq Ñ selectpobjectsq Ñ queryptemplateq.
Note that we have dropped uniquepobjectsq from the sequence as we no longer re-
quire that condition to hold true.
See Table A.1 for a complete list of question functional forms.
Checks and balances. Since one of our goals is to benchmark performance of our agents
with human performance, we want to avoid questions that are cumbersome for a hu-
man to navigate for or to answer. Additionally, we would also like to have a balanced
distribution of answers so that the agent is not able to simply exploit dataset biases and
answer questions effectively without exploration. This section describes in detail the var-
ious checks that we have in place to ensure these properties.
1. Entropy+Frequency-based Filtering: It is important to ensure that the distribution
of answers for a question is not too ‘peaky’, otherwise the mode guess from this
distribution will do unreasonably well as a baseline. Thus, we compute the normal-
ized entropy of the distribution of answers for a question. We drop questions where
the normalized entropy is below 0.5. Further, we also drop questions that occur in
less than 4 environments because the entropy counts for low-frequency questions
are not reliable.
2. Non-existence questions: We add existence questions with ‘no’ as the answer for
objects that are absent in a given room in the current environment, but which are
present in the same room in other environments. For example, if the living room in
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the current environment does not contain a piano, but pianos are present in living
rooms of other environments across the dataset, we add the question ‘is there a piano
in the living room?’ for the current environment with a ground truth answer ‘no’. The
same is also done for logical questions.
3. Object Instance Count Threshold: We do not ask counting questions (room_count
and count) when the answer is greater than 5, as they are tedious for humans.
4. Object Distance Threshold: We consider triplets of objects within a room consisting
of an anchor object, such that the difference of distances between two object-anchor
pairs is at least 2 metres. This is to avoid ambiguity in ‘closer’/‘farther’ object dis-
tance comparison questions.
5. Collapsing Object Labels: Object types that are visually very similar (e.g. ‘teapot’
and ‘coffee_kettle’) or semantically hierarchical in relation (e.g. ‘bread’ and ‘food’) intro-
duce unwanted ambiguity. In these cases we collapse the object labels to manually
selected labels (e.g. (‘teapot’, ‘coffee_kettle’)Ñ ‘kettle’ and (‘bread’, ‘food’)Ñ ‘food’).
6. Blacklists:
• Rooms: Some question types in the EQA dataset have room names in the ques-
tion string (e.g. color_room, exist, logical). We do not generate such questions
for rooms that have obscure or esoteric names such as ‘loggia’, ‘freight eleva-
tor’, ‘aeration’ etc. or names from which the room being referred might not be
immediately obvious e.g. ‘boiler room’, ‘entryway’ etc.
• Objects: For each question template, we maintain a list of objects that are not
to be included in questions. These are either tiny objects or whose name de-
scriptions are too vague e.g. ‘switch’ (too small), ‘decoration’ (not descriptive
enough), ‘glass’ (transparent), ‘household appliance’ (too vague). These blacklists
are manually defined based on our experiences performing these tasks.
A.2 CNN Training Details
The CNN comprising the visual system for our EmbodiedQA agents is trained under a
multi-task pixel-to-pixel prediction framework. We have an encoder network that trans-
forms the egocentric RGB image from the House3D renderer [107] to a fixed-size repre-
sentation. We have 3 decoding heads that predict 1) original RGB values (i.e. an autoen-
coder), 2) semantic class, and 3) depth for each pixel. The information regarding semantic
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GT RGB Pred. RGB GT Depth Pred. Depth GT Seg. Pred. Seg.
Figure A.1: Some qualitative results from the hybrid CNN. Each row represents an input image.
For every input RGB image, we show the reconstruction from the autoencoder head, ground truth
depth, predicted depth as well as ground truth segmentation and predicted segmentation maps.
class and depth of every pixel is available from the renderer. The range of depth values
for every pixel lies in the range r0, 1s and the segmentation is done over 191 classes.
Architecture. The encoder network has 4 Conv blocks, comprising of 5ˆ 5 Conv filters,
ReLU, BatchNorm and 2ˆ 2 MaxPool. Each of the 3 decoder branches of our network
upsample the encoder output to the spatial size of the original input image. The number
of channels in the output of the decoder depends on the task head – 191, 1 and 3 for the
semantic segmentation, depth and autoencoder branches respectively. The upsampling
is done using bilinear interpolation. The architecture also has skip connections from the
2nd and the 3rd Conv layers.
Training Details. We use cross-entropy loss to train the segmentation branch of our
hybrid network. The depth and autoencoder branches are trained using the Smooth-
`1 loss. The total loss is a linear combination of the 3 losses, given by overall_loss “
seg_loss ` 10ˆdepth_loss ` 10ˆreconstruction_loss. We use the Adam optimizer with a
learning rate of 10´3 and a batch size of 20. The hybrid network is trained for a total of 5
epochs on a dataset of 100k RGB training images from the renderer.
Quantitative Results. Table A.2 shows some quantitative results. For each of the 3 dif-
ferent decoding heads of our multi-task CNN, we report results on the validation set for
two settings - when the network is trained for all tasks at once (hybrid) or each task in-
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Figure A.2: Conditioned on the navigation frames and question, the question answering mod-
ule computes dot product attention over the last five frames, and combines attention-weighted
combination of image features with question encoding to predict the answer.
dependently (single). For segmentation, we report the overall pixel accuracy, mean pixel
accuracy (averaged over all 191 classes) and the mean IOU (intersection over union). For
depth and autoencoder, we report the Smooth-`1 on the validation set.
Qualitative Results. Some qualitative results on images from the validation set for seg-
mentation, depth prediction and autoencoder reconstruction are shown in Figure A.1.
A.3 Question Answering Module
The question answering module predicts the agents’ beliefs over the answer given the
agent’s navigation. It first encodes the question with an LSTM, last five frames of the nav-
igation each with a CNN, and then computes dot product attention over the five frames to
pick the most relevant ones. Next, it combines attention-weighted sum of image features
with the question encoding to predict a softmax distribution over answers. See Fig. A.2.
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A.4 Human Navigation `Machine QA
In order to contrast human and shortest-path navigations with respect to question an-
swering, we evaluate our QA model on the last 5 frames of human navigations collected
through our Amazon Mechanical Turk interface. We find the mean rank of the ground
truth answer to be 3.51 for this setting (compared to 3.26 when computed from shortest-
paths). We attribute this difference primarily to a mismatch between the QA system
training on shortest paths and testing on human navigations. While the shortest paths
typically end with the object of interest filling the majority of the view, humans tend to
stop earlier as soon as the correct answer can be discerned. As such, human views tend
to be more cluttered and pose a more difficult task for the QA module. Fig. A.5 highlights
this difference by contrasting the last 5 frames from human and shortest-path navigations


























Figure A.3: Visualizations of queryable objects from the House3D renderer. Notice that instances















Figure A.4: Visualizations of queryable rooms from the House3D renderer.
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Figure A.5: Examples of last five frames from human navigation vs. shortest path.
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(a) location questions before entropy+count based filtering
(b) location questions after entropy+count based filtering
Figure A.6: The answer distribution for location template questions. Each bar represents a ques-
tion of the form ‘what room is the <OBJ> located in?’ and shows a distribution over the answers
across different environments. The blank spaces in A.6b represent the questions that get pruned
out as a result of the entropy+count based filtering.
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(a) preposition questions before entropy+count based filtering
(b) preposition questions after entropy+count based filtering
Figure A.7: The answer distribution for preposition template questions. Each bar represents a
question of the form ‘what is next to the <OBJ>?’ and shows a distribution over the answers across
different environments. The blank spaces in A.7b represent the questions that get pruned out as a
result of the entropy+count based filtering.
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(a) color questions before entropy+count based filtering
(b) color questions after entropy+count based filtering
Figure A.8: The answer distribution for color template questions. Each bar represents a question
of the form ‘what color is the <OBJ>?’ and shows a distribution over the answers across different
environments (the color of each section on a bar denotes the possible answers). The blank spaces
in A.8b represent the questions that get pruned out as a result of the entropy+count based filtering.
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Appendix B
Probing Emergent Semantics in Predictive
Agents via Question Answering
B.1 Network architectures and Training setup
B.1.1 Importance Weighted Actor-Learner Architecture
Agents were trained using the IMPALA framework [201]. Briefly, there are N parallel
‘actors’ collecting experience from the environment in a replay buffer and one learner
taking batches of trajectories and performing the learning updates. During one learning
update the agent network is unrolled, all the losses (RL and auxiliary ones) are evaluated
and the gradients computed.
B.1.2 Agents
Input encoder To process the frame input, all models in this work use a residual net-
work [208] of 6 64-channel ResNet blocks with rectified linear activation functions and
bottleneck channel of size 32. We use strides of (2, 1, 2, 1, 2, 1) and don’t use batch-norm.
Following the convnet we flatten the ouput and use a linear layer to reduce the size to 500
dimensions. Finally, We concatenate this encoding of the frame together with a one hot
encoding of the previous action and the previous reward.
Core architecture The recurrent core of all agents is a 2-layer LSTM with 256 hidden units
per layer. At each time step this core consumes the input embedding described above and
update its state. We then use a 200 units single layer MLP to compute a value baseline
and an equivalent network to compute action logits, from where one discrete action is
sampled.
Simulation Network Both predictive agents have a simulation network with the same
architecture as the agent’s core. This network is initialized with the agent state at some
random time t from the trajectory and unrolled forward for a random number of steps up
to 16, receiving only the actions of the agent as inputs. We then use the resulting LSTM
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hidden state as conditional input for the prediction loss (SimCore or CPC|A).
SimCore We use the same architecture and hyperparameters described in [4]. The out-
put of the simulation network is used to condition a Convolutional DRAW [202]. This
is a conditional deep variational auto-encoder with recurrent encoder and decoder us-
ing convolutional operations and a canvas that accumulates the results at each step to
compute the distribution over inputs. It features a recurrent prior network that receives
the conditioning vector and computes a prior over the latent variables. See more details
in [4].
Action-conditional CPC We replicate the architecture used in [3]. CPC|A uses the output
of the simulation network as input to an MLP that is trained to discriminate true versus
false future frame embedding. Specifically, the simulation network outputs a condition-
ing vector after k simulation steps which is concatenated with the frame embedding zt`k
produced by the image encoder on the frame xt`k and sent through the MLP discrimina-
tor. The discriminator has one hidden layer of 512 units, ReLU activations and a linear
output of size 1 which is trained to binary classify true embeddings into one class and
false embeddings into another. We take the negative examples from random time points
in the same batch of trajectories.
B.1.3 QA network architecture
Question encoding The question string is first tokenized to words and then mapped to in-
tegers corresponding to vocabulary indices. These are then used to lookup 32-dimensional
embeddings for each word. We then unroll a 64-units single-layer LSTM for a fixed num-
ber of 15 steps. The language representation is then computed by summing the hidden
states for all time steps.
QA decoder. To decode answers from the internal state of the agents we use a second
LSTM initialized with the internal state of the agent’s LSTM and unroll it for a fix number
of steps, consuming the question embedding at each step. The results reported in the
main section were computed using 12 decoding steps. The terminal state is sent through
a two-layer MLP (sizes 256, 256) to compute a vector of answer logits with the size of the
vocabulary and output the top-1 answer.
B.1.4 Hyper-parameters
The hyper-parameter values used in all the experiments are in Table B.1.
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(a) To test whether the CPC|A loss provided improved rep-
resentations we reconstructed the environment top-down
view, similar to [4]. Indeed the reconstruction loss is lower
for CPC|A than for the LSTM agent.
(b) QA accuracy for the CPC|A agent is not better than the
LSTM agent, for both sampling strategies of negatives.
Figure B.1
B.1.5 Negative sampling strategies for CPC|A
We experimented with multiple sampling strategies for the CPC|A agent (whether or
not negative examples are sampled from the same trajectory, the number of contrastive
prediction steps, the number of negative examples). We report the best results in the
main text. The CPC|A agent did provide better representations of the environment than
the LSTM-based agent, as shown by the top-down view reconstruction loss (Figure B.1a).
However, none of the CPC|A agent variations that we tried led to better-than-chance
question-answering accuracy. As an example, in Figure B.1b we compare sampling nega-
tives from the same trajectory or from any trajectory in the training batch.
B.2 Effect of QA network depth
To study the effect of the QA network capacity on the answer accuracy, we tested de-
coders of different depths applied to both the SimCore and the LSTM agent’s internal
representations (B.2). The QA network is an LSTM initialized with the agent’s internal
state that we unroll for a fix number of steps feeding the question as input at each step.
We found that, indeed, the answering accuracy increased with the number of unroll steps
from 1 to 12, while greater number of steps became detrimental. We performed the same
analysis on the LSTM agent and found that regardless of the capacity of the QA network,
we could not decode the correct answer from its internal state, suggesting that the limit-
ing factor is not the capacity of the decoder but the lack of useful representations in the
LSTM agent state.
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Figure B.2: Answer accuracy over training for increasing QA decoder’s depths. Left subplot shows
the results for the SimCore agent and right subplot for the LSTM baseline. For SimCore, the QA
accuracy increases with the decoder depth, up to 12 layers. For the LSTM agent, QA accuracy is
not better than chance regardless of the capacity of the QA network.
B.3 Answering accuracy during training for all questions
The QA accuracy over training for all questions is shown in Figure B.3.
B.4 Environment
Our environment is a single L-shaped 3D room, procedurally populated with an assort-
ment of objects.
Actions and Observations. The environment is episodic, and runs at 30 frames per sec-
ond. Each episode takes 30 seconds (or 900 steps). At each step, the environment pro-
vides the agent with two observations: a 96x72 RGB image with the first-person view of
the agent and the text containing the question.
The agent can interact with the environment by providing multiple simultaneous actions
to control movement (forward/back, left/right), looking (up/down, left/right), picking
up and manipulating objects (4 degrees of freedom: yaw, pitch, roll + movement along
the axis between agent and object).
Rewards. To allow training using cross-entropy, as described in Section 7.4, the environ-
ment provides the ground-truth answer instead of the reward to the agent.
Object creation and placement. We generate between 2 and 20 objects, depending on the
task, with the type of the object, its color and size being uniformly sampled from the set
described in Table B.2.
132
Objects will be placed in a random location and random orientation. For some tasks, we
required some additional constraints - for example, if the question is "What is the color of
the cushion near the bed?", we need to ensure only one cushion is close to the bed. This









Policy entropy regularization 0.0003
Discount factor 0.99
No. of ResNet blocks 6
No. of channel in ResNet block 64
Frame embedding size 500
No. of LSTM layers 2
No. of units per LSTM layer 256
No. of units in value MLP 200
No. of units in policy MLP 200
Simulation Network
Overshoot length 16
No. of LSTM layers 2
No. of units per LSTM layer 256
No. of simulations per trajectory 6
No. of evaluations per overshoot 2
SimCore
No. of ConvDRAW Steps 8
GECO kappa 0.0015
CPC|A
MLP discriminator size 64
QA network
Vocabulary size 1000
Maximum question length 15
No. of units in Text LSTM encoder 64
Question embedding size 32
No. of LSTM layers in question decoder 2
No. of units per LSTM layer 256
No. of units in question decoder MLP 200
No. of decoding steps 12
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Figure B.3: QA accuracy over training for all questions and all models.
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Table B.2: Randomization of objects in the Unity room. 50 different types, 10 different colors and
3 different scales.
Attribute Options
Object basketball, cushion, carriage, train, grinder, candle, teddy, chair,
scissors, stool, book, football, rubber duck, glass, toothpaste, arm chair,
robot, hairdryer, cube block, bathtub, TV, plane, cuboid block,
car, tv cabinet, plate, soap, rocket, dining table, pillar block,
potted plant, boat, tennisball, tape dispenser, pencil, wash basin,
vase, picture frame, bottle, bed, helicopter, napkin, table lamp,
wardrobe, racket, keyboard, chest, bus, roof block, toilet
Color aquamarine, blue, green, magenta, orange, purple, pink, red,
white, yellow
Size small, medium, large
Table B.3: Environment action set.
Body movement actions Movement and grip actions Object manipulation
NOOP GRAB GRAB + SPIN_OBJECT_RIGHT
MOVE_FORWARD GRAB + MOVE_FORWARD GRAB + SPIN_OBJECT_LEFT
MOVE_BACKWARD GRAB + MOVE_BACKWARD GRAB + SPIN_OBJECT_UP
MOVE_RIGHT GRAB + MOVE_RIGHT GRAB + SPIN_OBJECT_DOWN
MOVE_LEFT GRAB + MOVE_BACKWARD GRAB + SPIN_OBJECT_FORWARD
LOOK_RIGHT GRAB + LOOK_RIGHT GRAB + SPIN_OBJECT_BACKWARD
LOOK_LEFT GRAB + LOOK_LEFT GRAB + PUSH_OBJECT_AWAY
LOOK_UP GRAB + LOOK_UP GRAB + PULL_OBJECT_CLOSE
LOOK_DOWN GRAB + LOOK_DOWN
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