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ESSAYS ON REGIME SWITCHING AND DSGE MODELS WITH
APPLICATIONS TO U.S. BUSINESS CYCLE
FAN ZHUO
Boston University, Graduate School of Arts and Sciences, 2016
Major Professor: Zhongjun Qu, Associate Professor of Economics
ABSTRACT
This dissertation studies various issues related to regime switching and DSGE models. The meth-
ods developed are used to study U.S. business cycles.
Chapter one considers and derives the limit distributions of likelihood ratio based tests for
Markov regime switching in multiple parameters in the context of a general class of nonlinear
models. The analysis simultaneously addresses three difficulties: (1) some nuisance parameters
are unidentified under the null hypothesis, (2) the null hypothesis yields a local optimum, and
(3) the conditional regime probabilities follow stochastic processes that can only be represented
recursively. When applied to US quarterly real GDP growth rates, the tests suggest strong evidence
favoring the regime switching specification over a range of sample periods.
Chapter two develops a modified likelihood ratio (MLR) test to detect regime switching in state
space models. I apply the filtering algorithm introduced in Gordon and Smith (1988) to construct
a modified likelihood function under the alternative hypothesis of two regimes and I extend the
analysis in Chapter one to establish the asymptotic distribution of the MLR statistic under the null
hypothesis of a single regime. I also apply the test to a simple model of the U.S. unemployment
rate. This contribution is the first to develop a test based on the likelihood ratio principle to detect
regime switching in state space models.
The final chapter estimates a search and matching model of the aggregate labor market with
sticky price and staggered wage negotiation. It starts with a partial equilibrium search and match-
ing model and expands into a general equilibrium model with sticky price and staggered wage. I
v
study the quantitative implications of the model. The results show that (1) the price stickiness and
staggered wage structure are quantitatively important for the search and matching model of the
aggregate labor market; (2) relatively high outside option payments to the workers, such as unem-
ployment insurance payments, are needed to match the data; and (3) workers have lower bargaining
power relative to firms, which contrasts with the assumption in the literature that workers and firms
share equally the surplus generated from their employment relationship.
vi
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1Chapter 1
Likelihood Ratio Based Tests for Markov Regime Switching (with Zhongjun Qu)
1.1 Introduction
Markov regime switching models are widely considered in economics and finance. Hamilton
(1989) is a seminal contribution, which provides not only a framework for describing economic
recessions, but also a general algorithm for filtering, smoothing and maximum likelihood esti-
mation while building on the work of Goldfeld and Quandt (1973) and Cosslett and Lee (1985).
Surveys of this voluminous literature can be found in Hamilton (2008, 2016).
Three approaches have been considered for detecting regime switching. The first approach
involves translating this issue into testing for parameter homogeneity against heterogeneity. For
the latter, Neyman and Scott (1966) studied the C(α) test. Chesher (1984) derived a score test and
showed that it is closely related to the information matrix test of White (1982). Lancaster (1984)
and Davidson and MacKinnon (1991) are related contributions. Watson and Engle (1985) designed
a test statistic that allows the heterogeneity to follow a stationary AR(1) process. Carrasco et al.
(2014) further developed this approach by considering general dynamic models and allowing the
heterogeneity to follow flexible weakly dependent processes. They analyzed a class of tests and
showed that they are asymptotically locally optimal against a specific alternative characterized in
their paper. The above tests have two common features. First, they only require estimating the
model under the null hypothesis. Second, they are designed for detecting parameter heterogeneity,
not particularly Markov regime switching. Although the tests can have power against a broad class
of alternatives, their power can be substantially lower than what is achievable if the parameters
indeed follow a finite state Markov chain.
The second approach, due to Hamilton (1996), is to conduct generic tests of the hypothesis that
a K-regime model (e.g., K = 1) adequately describes the data. The insight is that if a K-regime
specification is accurate, then the score function should have mean zero and form a martingale
2difference sequence. Otherwise, the model should be enriched to allow for additional features, in
some situations by introducing an additional regime. Hamilton (1996) demonstrated how to im-
plement such tests as a by-product of calculating the smoothed probability that a given observation
is from a particular regime. This makes the tests simple and widely applicable. Meanwhile, it re-
mains important and useful to have testing procedures that focus specifically on detecting Markov
switching alternatives.
The third approach proceeds under the (quasi) likelihood ratio principle. The (quasi) likeli-
hood functions are constructed assuming a single regime under the null and two regimes under
the alternative hypothesis. The analysis faces three challenges. (i) Some nuisance parameters are
unidentified under the null hypothesis. As a result, the log likelihood ratio is locally non-quadratic,
causing the Chi-square approximation to its distribution to break down. This gives rise to the
Davies (1977a) problem. (ii) The null hypothesis yields a local optimum (c.f. Hamilton, 1990),
making the score function identically zero when evaluated at the null parameter estimates. Con-
sequently, a second order Taylor approximation to the likelihood ratio is insufficient for analyzing
its asymptotic properties. (iii) The conditional regime probability, i.e., the probability of being in a
particular regime at time t given the information up to the time t − 1, follows a stochastic process
that can only be represented recursively. The first two difficulties are also present when testing for
mixtures. It is the simultaneous occurrence of all three difficulties that plagues the study of the
likelihood ratio in the current context. For example, when analyzing high order expansions of the
likelihood ratio, it is necessary to study high order derivatives of the conditional regime probability
with respect to the model’s parameters. So far, the statistical properties of the latter have remained
elusive. Consequently, the asymptotic distribution of the log likelihood ratio has also remained
unknown.
Meanwhile, several important progresses have been made by Hansen (1992), Garcia (1998),
Cho and White (2007), and Carter and Steigerwald (2012). Specifically, Hansen (1992) clearly
documented why the difficulties (i) and (ii) cause the conventional approximation to the likelihood
ratio to break down. Further, he treated the likelihood function as a stochastic process indexed by
the transition probabilities (i.e., the probabilities of remaining in the first regime p and remaining
3in the second regime q) and the switching parameters, and derived a bound for its asymptotic
distribution. His result provides a platform for conducting conservative inference. Garcia (1998)
suggested an approximation to the log likelihood ratio that would follow if the score had a positive
variance at the null estimates. Results in the current paper will show that this distribution is in
general different from the actual limiting distribution. Recently, Cho and White (2007) made a
significant progress. They suggested a quasi likelihood ratio (QLR) test against a two-component
mixture alternative (i.e., a model where the current regime arrives independently of its past values).
There, the difficulty (iii) is avoided because the conditional regime probability is reduced to a
constant, which can further be treated as an additional unknown parameter. Carter and Steigerwald
(2012) further discussed a consistency issue related to QLR test. The current paper makes use of
several important techniques in Cho and White (2007). At the same time, it goes beyond their
framework to confront directly Markov switching alternatives. As will be seen, the power gains
from doing so can be quite substantial.
Specifically, this paper considers a family of likelihood ratio based tests and establishes their
asymptotic distributions in the context of nonlinear models allowing for multiple switching param-
eters. The framework encompasses the important special cases of testing for regime switching in
autoregressive models and in autoregressive distributed lags models. Throughout the analysis, the
model has two regimes under the alternative hypothesis. Some parameters can remain constant
across the two regimes. The analysis is structured in five steps:
1. We characterize the dynamics of the conditional regime probability (i.e., the probability of
being in a particular regime at time t given the information up to the time t − 1) and its
high order derivatives with respect to the model’s parameters. We show that, when evaluated
at the null parameter estimates, the former reduces to a constant while the latter can all
be represented as linear first order difference equations with the lagged coefficients equal
to p + q − 1. Because 0 < p, q < 1, these equations are all stable and amenable to the
applications of uniform laws of large numbers and functional central limit theorems. This
novel characterization is a critical step that makes the subsequent analysis feasible.
42. We fix p and q and derive a fourth order Taylor approximation to the likelihood ratio. This
step builds on the analysis in Cho and White (2007), but accounts for the effect of the time
variation in the conditional regime probability. The results are informative about why sub-
stantial power gains relative to the QLR test are possible when the data are not generated by
simple mixtures.
3. We view the likelihood ratio as an empirical process indexed by p and q and derive its limit-
ing distribution. The values of p and q are required to be strictly between 0 and 1 satisfying
p + q ≥ 1 +  with  being some arbitrarily small constant. These requirements are com-
patible with applications in macroeconomics and finance; see the discussion in Section 1.3.
The empirical process perspective undertaken here follows a rich array of studies, including
Hansen (1992), Garcia (1998), Cho and White (2007), and Carrasco et al. (2014).
4. While the above limiting distributions are adequate for a broad class of models, they can lead
to over-rejections when a further singularity (the source of which is specified later) is present.
To overcome this problem, we analyze a sixth order expansion of the likelihood ratio along
the line p + q = 1 and an eighth order expansion at p = q = 1/2. The leading terms are then
incorporated into the asymptotic distribution to safe guard against their effects. This leads to
a refined distribution that delivers reliable approximations throughout our experimentations.
This refinement is valid whether or not this singularity is truly present.
5. We provide a unified algorithm for simulating the refined asymptotic distribution. For mod-
els that are linear under the null hypothesis, the elements needed for this algorithm can all
be computed analytically. This permits developing a computer program, which mainly re-
quires the researcher writing down the model under the null hypothesis, specifying which
parameters are allowed to switch, and providing the permissible values for the two transition
probabilities.
The asymptotic distribution shows some uncommon features. First, nuisance parameters, though
constrained to be constant across the regimes, can affect the limiting distribution. Second, prop-
5erties of the regressors (i.e., whether they are strictly or weakly exogenous) also affect the dis-
tribution. Third, the distribution depends on which parameter (i.e., the intercept, the slope or the
residual variance) is allowed to switch. These features imply that some bootstrap procedures can be
inconsistent and that standard information criteria, such as BIC, can be sensitive to the hypothesis
and the model’s structure. The above implications are further discussed in Section 1.6.
We conduct simulations using a data generating process (DGP) considered in Cho and White
(2007). The results show that the power difference can be large when the regimes are persistent, a
situation that is common in practice. We also apply the testing procedure to the US quarterly real
GDP growth rates, over the period 1960:I-2014:IV and a range of subsamples. The results con-
sistently favor the regime switching specification. In addition, the smoothed regime probabilities
closely mirror NBER’s recession dating. To our knowledge, this is the first time such consistent
evidence for regime switching in mean output growth is documented through hypothesis testing.
From a methodological perspective, this paper contributes to the literature that studies hypoth-
esis testing when some regularity conditions fail to hold. Besides the works mentioned above,
closely related studies include the following. Davies (1977b), King and Shively (1993), Andrews
and Ploberger (1994, 1995), and Hansen (1996) considered tests when a nuisance parameter is
unidentified under the null hypothesis. Andrews (2001) studied tests when, in addition to the above
feature, some parameter lies on the boundary of the maintained hypothesis. Hartigan and Hartigan
(1985), Ghosh and Sen (1985), Lindsay (1995), Liu and Shao (2003), Chen and Li (2009), and Gu
et al. (2013) tackled the issues of zero score and/or unidentified nuisance parameters in the context
of mixture models. Chen et al. (2014) considered uniform inference on the mixing probability in
mixture models when nuisance parameters are present. Rotnitzky et al. (2000) developed a theory
for deriving the asymptotic distribution of the likelihood ratio statistic when the information matrix
has rank one less than full; also see the discussions in their paper (page 244) for other studies on
the same issue in various contexts. Dovonon and Renault (2013) studied distributions of tests for
moment restrictions when the associated Jacobian matrix is degenerate at the true parameter value.
The current work is the first that simultaneously tackles the difficulties (i) to (iii) in the hypothesis
testing literature. We conjecture that the techniques developed can have implications for hypothesis
6testing in other related contexts that involve models with hidden Markov structures.
The chapter is structured as follows. Section 1.2 presents the model and the hypotheses. Section
1.3 introduces a family of test statistics. Section 1.4 studies the asymptotic properties of the log
likelihood ratio for prespecified p and q. Section 1.5 presents four sets of results. It establishes the
weak convergence of the second order derivative of the concentrated log likelihood. It provides the
limiting distribution of the test statistic. It introduces a finite sample refinement. Finally, it outlines
an algorithm for obtaining the relevant critical values. Section 1.6 discusses some implications of
the theory for bootstrapping and information criteria. Section 1.7 examines the test’s finite sample
properties. Section 1.8 considers an application to the US real GDP growth rates. Section 1.9
concludes. All proofs are in the appendix.
The following notation is used. ||x|| is the Euclidean norm of a vector x. ||X|| is the vector
induced norm of a matrix X. x⊗k and X⊗k denote the k-fold Kronecker product of x and X, respec-
tively. The expression vec(A) stands for the vectorization of a k dimensional array A. For example,
for a three dimensional array A with n elements along each dimension, vec(A) returns a n3-vector
whose (i+ ( j−1)n+ (k−1)n2)-th element equals A(i, j, k). 1{·} is the indicator function. For a scalar
valued function f (θ) of θ ∈ Rp, ∇θ f (θ0) denotes a p-by-1 vector of partial derivatives evaluated
at θ0, ∇θ′ f (θ0) equals the transpose of ∇θ f (θ0), and ∇θ j f (θ0) denotes its j-th element. In addition,
∇θ j1∇θ j2 · · ·∇θ jk f (θ0) denotes the k-th order partial derivative of f (θ) taken sequentially with respect
to the j1, j2, ..., jk-th element of θ evaluated at θ0. The symbols “⇒”, “→d” and “→p” denote weak
convergence under the Skorohod topology, convergence in distribution and in probability, and Op(·)
and op(·) is the usual notation for the orders of stochastic magnitude.
1.2 Model and hypotheses
We sequentially discuss the following issues: the model, the log likelihood functions under the null
(i.e., one regime) and the alternative (i.e., two regimes) hypothesis, and some assumptions related
to these two aspects.
The model is as follows. Let
{
(yt, x′t)
}
be a sequence of random vectors with yt being a scalar
7and xt a finite dimensional vector. Let st be an unobserved binary variable, whose value determines
the regime at time t. Define the information set at time t − 1 as
Ωt−1 = σ-field
{
..., x′t−1, yt−2, x
′
t , yt−1
}
. (1.1)
Let f (·|Ωt−1; β, δ) denote the conditional density of yt, satisfying
yt|(Ωt−1, st) v
{
f (·|Ωt−1; β, δ1), if st = 1,
f (·|Ωt−1; β, δ2), if st = 2, (t = 1, ....,T ). (1.2)
This specification allows the vector δ to switch between δ1 and δ2, while restricting the vector β to
remain constant across the regimes. Henceforth, we abbreviate the two densities on the right hand
side of (1.2) as ft(β, δ1) and ft(β, δ2), respectively.
The regimes are Markovian, i.e., p(st = 1|Ωt−1, st−1 = 1, st−2, ...) = p(st = 1|st−1 = 1) = p and
p(st = 2|Ωt−1, st−1 = 2, st−2, ...) = p(st = 2|st−1 = 2) = q. The resulting stationary (or invariant)
probability for st = 1 is given by
ξ∗ ≡ ξ∗(p, q) = 1 − q2 − p − q . (1.3)
Evaluated at 0 < p, q < 1, the log likelihood function associated with (1.2) is such that
LA(p, q, β, δ1, δ2) (1.4)
=
T∑
t=1
log
{
ft(β, δ1)ξt|t−1(p, q, β, δ1, δ2) + ft(β, δ2)(1 − ξt|t−1(p, q, β, δ1, δ2))} ,
where ξt|t−1(·) denotes the probability of st = 1 given Ωt−1, i.e.,
ξt|t−1(p, q, β, δ1, δ2) = p(st = 1|Ωt−1; p, q, β, δ1, δ2) (t = 1, ...,T ), (1.5)
8which satisfies the following recursive relationship
ξt|t(p, q, β, δ1, δ2) =
ft (β, δ1) ξt|t−1(p, q, β, δ1, δ2)
ft (β, δ1) ξt|t−1(p, q, β, δ1, δ2) + ft (β, δ2) (1 − ξt|t−1(p, q, β, δ1, δ2)) , (1.6)
ξt+1|t(p, q, β, δ1, δ2) = pξt|t(p, q, β, δ1, δ2) + (1 − q)(1 − ξt|t(p, q, β, δ1, δ2)). (1.7)
Throughout the paper, we set the initial value ξ1|0 = ξ∗. As shown later, using a different initial
value does not affect the asymptotic results. When δ1 = δ2 = δ, the log likelihood reduces to
LN(β, δ) =
T∑
t=1
log ft(β, δ). (1.8)
This paper studies tests based on (1.8) and (1.4) for the single regime specification against the
two regimes specification given in (1.2). To proceed, we impose the following restrictions on the
DGP and the parameter space. Let nβ and nδ denote the dimensions of β and δ.
Assumption 1.1. (i) The random vector
(
x′t , yt
)
is strict stationary, ergodic and β-mixing with
the mixing coefficient βτ satisfying βτ ≤ cρτ for some c > 0 and ρ ∈ [0, 1). (ii) Under the null
hypothesis, yt is generated by f (·|Ωt−1; β∗, δ∗), where β∗ and δ∗ are interior points of Θ ⊂ Rnβ and
∆ ⊂ Rnδ with Θ and ∆ being compact.
Part (i) is the same as Assumption A.1(i) in Cho and White (2007). As discussed there, the β-
mixing condition is commonly used when analyzing Markov processes. It allows xt to be affected
by regime switching under the null hypothesis. Part (ii) specifies the true parameter values. The
interior point requirement ensures that the asymptotic expansions considered later are well defined.
Assumption 1.2. Under the null hypothesis: (i) (β∗, δ∗) uniquely solves max(β,δ)∈Θ×∆ E[LN(β, δ)];
(ii) for any 0 < p, q < 1, (β∗, δ∗, δ∗) uniquely solves max(β,δ1,δ2)∈Θ×∆×∆ ELA(p, q, β, δ1, δ2).
Part (i) implies that (β, δ) is globally identified at (β∗, δ∗) under the null hypothesis. Part (ii) im-
plies that there does not exist a two-regime specification (i.e., with δ1 , δ2) that is observationally
9equivalent to the single-regime specification (i.e., with δ1 = δ2 = δ∗). The next assumption relates
the identification properties in Assumption 1.2 to some asymptotic properties of the estimators.
Assumption 1.3. Under the null hypothesis, we have: (i) T−1[LN(β, δ)−ELN(β, δ)] = op (1) holds
uniformly over (β, δ) ∈ Θ × ∆ with T−1 ∑Tt=1(∇(β′,δ′)′ log ft(β, δ)(∇(β′,δ′) log ft(β, δ)) being positive
definite in an open neighborhood of (β∗, δ∗) for sufficiently large T; (ii) for any 0 < p, q < 1,
T−1[LA(p, q, β, δ1, δ2) − ELA(p, q, β, δ1, δ2)] = op (1) holds uniformly over (β, δ1, δ2) ∈ Θ × ∆ × ∆.
The above assumption states that (1.8) and (1.4) both satisfy uniform laws of large numbers.
Along with Assumption 1.2, it implies that, under the null hypothesis, the maximizers of (1.8)
and (1.4) for 0 < p, q < 1 converge in probability to (β∗, δ∗) and (β∗, δ∗, δ∗) respectively. This
assumption allows (1.4) to have multiple local maximizers. The latter feature will be accounted for
when analyzing the likelihood expansions.
Assumptions 1.1 to 1.3 are similar to those used in Cho and White (2007), with two important
differences. First, the likelihood (1.4) corresponds to a Markov switching model, not a mixture
model. Second, multiple parameters are allowed to be affected by the regime switching.
Using the above notation, the null and alternative hypotheses can be more formally stated as:
H0 : δ1 = δ2 = δ∗ for some unknown δ∗;
H1 : (δ1, δ2) = (δ∗1, δ
∗
2) for some unknown δ
∗
1 , δ
∗
2 and (p, q) ∈ (0, 1) × (0, 1).
Technically, as discussed in Cho and White (2007), the null hypothesis can also be formulated as:
H′0 : p = 1 and δ1 = δ∗ or H
′′
0 : q = 1 and δ2 = δ∗. In H
′
0, because the model remains in the first
regime with probability 1, any statement about the second regime becomes irrelevant. The reversed
holds for H′′0 .
Below, we introduce a model that will be used throughout the paper to illustrate the main
components of the theory.
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An illustrative model. An important application of regime switching is to linear models with
Gaussian errors:
yt = z′tα + w′tγ11{st=1} + w
′
tγ21{st=2} + ut, (1.9)
where α, γ1 and γ2 are unknown finite dimensional parameter vectors and ut are i.i.d. Normally
distributed whose unknown variance can also potentially switch. The variables zt and wt can include
lagged values of yt. Therefore, the specification encompasses finite order autoregressive models
and autoregressive distributed lags models as special cases. In relation to (1.1) and (1.2), we have
Ωt−1 = σ-field
{
..., z′t−1,w
′
t−1, yt−2, z
′
t ,w
′
t , yt−1
}
and x′t =
(
z′t ,w′t
)
. Three situations can arise depending
on which parameters are allowed to be affected by regime switching: (a) Only the variance of ut
is affected. Let σ21 and σ
2
2 denote its variances under the two regimes. Then, in relation to (1.2),
we have δ1 = σ21, δ2 = σ
2
2 and β
′ = (α′, γ′) with γ = γ1 = γ2. (b) Only the regression coefficients
are affected. Let σ2 denote the variance of ut. Then, we have δ1 = γ1, δ2 = γ2 and β′ = (α′, σ2).
(c) Both components are affected. We have δ′1 = (γ
′
1, σ
2
1), δ
′
2 = (γ
′
2, σ
2
2) and β = α. The results
in this paper will encompass all three situations. In the most general situation (c), the densities
corresponding to (1.2) are given by
 ft(β, δ1)ft(β, δ2)
 =

1√
2piσ21
exp
{
− (yt−z′tα−w′tγ1)2
2σ21
}
1√
2piσ22
exp
{
− (yt−z′tα−w′tγ2)2
2σ22
}
 .
Note that the normality assumption in this model can be replaced by other distributional assump-
tions, provided that ft(β, δ1) and ft(β, δ2) are replaced by the appropriate densities.
We now illustrate Assumptions 1.1-1.3 using this model. Regarding Assumption 1.1, because
of the linearity, the β-mixing requirement of
(
x′t , yt
)
reduces to that of xt. The latter is satisfied if
xt follows a stationary VARMA(P,Q) process
∑P
j=0 B jxt− j =
∑Q
j=0 A jεt− j with εt being mean zero
i.i.d. random vectors whose density is absolutely continuous with respect to Lebesgue measure
on Rdim(εt); see Mokkadem (1988). Other processes that are β-mixing with a geometric rate of
decay, as reviewed in Chen (2013), include those generated by threshold autoregressive models,
functional coefficient autoregressive models, and GARCH and stochastic volatilities models. Re-
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garding Assumption 1.2, part (i) is satisfied if Ext x′t has full rank. Part (ii) requires that, if the data
are generated by δ1 , δ2 with 0 < p, q < 1, the conditional distribution of yt will exhibit features
that are not captured by the single regime linear specification. That is, the resulting Kullback-
Leibler divergence will be positive. Finally, in Assumption 1.3, the rank requirement essentially
requires T−1
∑T
t=1 xt x
′
t to be positive definite in large samples. The rest of the assumption requires
uniform laws of large numbers to hold. Because ξt|t−1(p, q, β, δ1, δ2) are bounded between 0 and 1,
the latter holds under Assumption 1.1 and mild conditions on the moments of yt and xt.
1.3 The test statistic
This section studies three issues. First, it considers a family of test statistics based on the log
likelihood ratio. Second, it previews the difficulties involved in deriving the limiting distribution
and outlines the strategies for addressing them. Third, it examines empirically relevant values for
the transition probabilities p and q. The latter is important not only for making the tests practically
relevant, but also for the technical analysis needed later in the paper.
Let β˜ and δ˜ denote the maximizer of the null log likelihood:
(β˜, δ˜) = arg max
β,δ
LN(β, δ). (1.10)
The log likelihood ratio evaluated at some 0 < p, q < 1 then equals
LR(p, q) = 2
[
max
β,δ1,δ2
LA(p, q, β, δ1, δ2) − LN(β˜, δ˜)
]
. (1.11)
This leads to the following test statistic:
SupLR(Λ) = Sup
(p,q)∈Λ
LR (p, q) ,
where Λ is a compact set specified below and the supremum is taken to obtain the strongest
evidence against the null hypothesis. Operators other than the supremum can also be used. For
example, following Andrews and Ploberger (1994) and Carrasco, Hu and Ploberger (2014), one
12
can consider ExpLR(Λ) =
∫
Λ
LR (p, q) dJ(p, q), where J(p, q) is a function that assigns weights
on p and q. Such considerations lead to a family of test statistics based on LR(p, q). This paper
focuses on SupLR(Λ); the results extend immediately to ExpLR(Λ).
The test statistic SupLR(Λ) is not new. For example, it has been studied by Hansen (1992) and
Garcia (1998). The contribution of this paper is in obtaining an adequate approximation to its finite
distribution and in providing an algorithm for simulating it. We now discuss nonstandard features
associated with this statistic and highlight our strategy for tackling them.
First, the time varying regime probability ξt|t−1(p, q, β, δ1, δ2) present challenges. On the one
hand, it can only be expressed recursively; see (1.6) and (1.7). On the other hand, when obtaining
asymptotic expansions, it is essential to study its high order derivatives with respect to β, δ1 and
δ2. So far, its effect on the log likelihood ratio has remained unknown, even for the simplest
situation where p and q are prespecified. In an important contribution, Cho and White (2007, p.
1675) suggested to avoid this difficulty by replacing the likelihood (1.4) with that for a mixture
(i.e., a model where the regime arrives independently of the past with ξt|t−1(p, q, β, δ1, δ2) = pi
throughout the sample):
∑T
t=1 log {pi ft(β, δ1) + (1 − pi) ft(β, δ2)}. However, this quasi log likelihood
function behaves differently from the actual likelihood when p + q − 1 is different from zero. This
can translate into large power differences as seen later in this paper. This is troubling because in
economic and financial applications the regimes are typically substantially serially dependent. In
this paper, we make progresses by observing that ξt|t−1(p, q, β, δ1, δ2) and its derivatives can all be
characterized as first order difference equations, whose properties further simplify drastically once
we evaluate them at (β˜, δ˜). This is a critical step that makes the subsequent analysis feasible.
Second, the log likelihood ratio has three nonstandard features as in mixture models: (i) The
values of p and q are unidentified under the null hypothesis. Consequently, there are infinite di-
rections to approach any one distribution in the null hypothesis (i.e., the score space is infinite
dimensional). This complicates matters because a key step in establishing the asymptotic property
of the likelihood ratio lies in determining what happens to the score function as we approach the
null hypothesis. To address this, we treat the log likelihood ratio as an empirical process indexed
by p and q, such that once they are fixed, the score space becomes finite dimensional. Such an em-
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pirical process perspective follows from a rich array of studies, with the most closely related being
Hansen (1992), Garcia (1998), Cho and White (2007), and Carrasco, Hu and Ploberger (2014). (ii)
The score of (1.4) is identically zero when evaluated at the null parameter estimates. Consequently,
a second order Taylor expansion is insufficient for analyzing the likelihood ratio. To address this,
we obtain likelihood expansions of the fourth order, and in some specifications, of the eighth order.
The obstacles for deriving such expansions are substantial, especially given that we allow for multi-
ple switching parameters. (iii) The values p = 1 and q = 1 fall on the boundary of parameter space.
Cho and White (2007) addressed this issue by considering the surfaces specified by H0,H′0 and H
′′
0
and then combined the results to obtain the null limiting distribution. Here, such an approach is no
longer feasible because of the additional challenge introduced by ξt|t−1(p, q, β, δ1, δ2). We pursue
a different route. That is, when defining the test statistic, we restrict the supports of p and q to
be closed subsets of (0, 1). This approach has also been used when testing for structural changes
(e.g., Hawkins, 1987, Andrews, 1993, Andrews and Ploberger, 1994, and Bai and Perron, 1998)
and threshold effects (e.g., Hansen, 1996). It is also used in Hansen (1992) and Garcia (1998).
We now examine empirically relevant values for the transition probabilities p and q. Hamil-
ton (2008, the first paragraph in p.1) reviewed 12 articles that applied regime switching models
in a wide range of contexts. Among them, 10 articles considered two-regime specifications with
constant transition probabilities. These studies are related to: exchange rates (Jeanne and Masson,
2000), output growth (Hamilton, 1989 and Chauvet and Hamilton, 2006), interest rates (Hamilton,
1988, 2005, Ang and Bekaert, 2002b), debt-output ratio (Davig, 2004), bond prices (Dai, Sin-
gleton and Yang, 2007), equity returns (Ang and Bekaert, 2002a), and consumption and dividend
processes (Garcia, Luger and Renault, 2003). Eighteen sets of estimates are reported. The values
of the transition probabilities are between 0.855 and 0.998 for the more persistent regime and 0.740
and 0.997 for the other. These estimates are representative of applications in economics and finance
and they strongly suggest two features. First, none of the values correspond to mixtures. That is,
the values of p + q are all substantially above 1.0. Second, at least one regime is fairly persistent.
That is, the value of p (and q) can be fairly close to 1.0.
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Motivated by the above observations, we suggest to specify Λ as follows
Λ = {(p, q) : p + q ≥ 1 +  and  ≤ p, q ≤ 1 −  with  > 0} . (1.12)
This set can be generalized to allow for different trimming proportions (e.g., replacing p+q ≥ 1+
and  ≤ p, q ≤ 1 −  with p + q ≥ 1 + 1 and 2 ≤ p, q ≤ 1 − 3 with 1, 2, 3 > 0). The set can also
be narrowed if additional information about p and q is available. For example, if their values are
both expected to be higher than 0.5, then we can consider
{(p, q) : 0.5 +  ≤ p, q ≤ 1 −  with  > 0} . (1.13)
The specification (1.13) is in fact consistent with all the 10 studies mentioned in the previous para-
graph. In this paper, we focus on (1.12); the results continue to hold for the latter two specifications,
provided that the set Λ in the limiting distribution is changed accordingly.
As will be seen in the next section, for certain models and hypotheses, the asymptotic distribu-
tions of LR (p, q) at p + q = 1 and p + q > 1 can be different. This arises when
∇δi1∇δi2 ft(β˜, δ˜) = α′i1i2∇(β′,δ′1)′ ft(β˜, δ˜) (1.14)
holds for some i1, i2 ∈ {1, ..., nδ+ nβ}, where αi1i2 is a known vector of constants. Because p + q = 1
falls out of the set (1.12), such a change in the distribution does not interfere with the first order
asymptotic approximation to the likelihood ratio. However, the issue of approximation adequacy
when  is small will arise and we shall account for it using a high order refinement as follows. First,
we derive an asymptotic approximation to the likelihood ratio that is valid over (1.12) whether or
not (1.14) holds. Then, we study the adequacy of this approximation when (1.14) holds. The
analysis will show that the approximation becomes less adequate when p + q is close to 1. Next,
we derive an higher order expansion of the likelihood ratio under p + q = 1. Finally, the additional
terms in this expansion are incorporated into the original asymptotic distribution to obtain a refined
approximation. Note that whether or not (1.14) holds, as well as the values of αi1i2 , will be known
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once the model and the hypotheses are specified.
1.4 The log likelihood ratio under prespecified p and q
The conditional regime probability ξt+1|t(p, q, β, δ1, δ2) represents the major difference between
Markov switching and mixture models. We therefore begin by studying this quantity as well as its
derivatives with respect to β, δ1 and δ2. The results will further enable us to develop expansions
of the concentrated log likelihood under the null hypothesis. The results reported in this section
all hold uniformly over (p, q) ∈ [, 1 − ] × [, 1 − ] with  being an arbitrary constant satisfying
0 <  < 1/2.
1.4.1 The conditional regime probability
We first make the following two observations. (a) The expressions (1.6) and (1.7) can be combined
to represent ξt+1|t(p, q, β, δ1, δ2) recursively as (t = 1, 2, ...):
ξt+1|t(p, q, β, δ1, δ2) (1.15)
= p + (p + q − 1) ft(β, δ2)(ξt|t−1(p, q, β, δ1, δ2) − 1)
ft(β, δ1)ξt|t−1(p, q, β, δ1, δ2) + ft(β, δ2)(1 − ξt|t−1(p, q, β, δ1, δ2)) .
This is a first order difference equation that relates ξt+1|t(p, q, β, δ1, δ2) to ξt|t−1(p, q, β, δ1, δ2). Im-
mediately, this relationship implies that the derivatives of ξt+1|t(p, q, β, δ1, δ2) with respect to β, δ1, δ2
must also follow first order difference equations. (b) Although these difference equations are non-
linear when evaluated at general values of δ1 and δ2, they simplify substantially once we let δ1 = δ2.
Because the asymptotic expansions considered later are around the null parameter estimates, ana-
lyzing the latter case will be sufficient.
The next lemma contains the details on ξt+1|t(p, q, β, δ1, δ2) and its derivatives evaluated at δ1 =
δ2 = δ, where δ represents an arbitrary value in ∆. Define an augmented parameter vector
θ = (β′, δ′1, δ
′
2)
′ (1.16)
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and three sets of integers (they index the elements in β, δ1 and δ2, respectively)
I0 =
{
1, ..., nβ
}
, I1 =
{
nβ + 1, ..., nβ + nδ
}
, I2 =
{
nβ + nδ + 1, ..., nβ + 2nδ
}
.
To ease the notation, let ξ¯t+1|t and f¯t denote ξt+1|t(p, q, β, δ1, δ2) and ft(β, δ1) (or ft(β, δ2)) evaluated
at some β and δ1 = δ2 = δ. Also, let ∇θ j1 ...∇θ jk ξ¯t|t−1, ∇θ j1 ...∇θ jk f¯1t and ∇θ j1 ...∇θ jk f¯2t denote the
k-th order partial derivatives of ξt|t−1(p, q, β, δ1, δ2), ft(β, δ1) and ft(β, δ2) with respect to the j1-
th,..., jk-th elements of θ evaluated at some β and δ1 = δ2 = δ. The following relationships hold:
∇θ j1 ...∇θ jk f¯1t = ∇θ j1 ...∇θ jk f¯2t if j1, ..., jk all belong to I0, ∇θ j1 ...∇θ jk f¯1t = 0 if any of j1, ..., jk belongs
to I2, and ∇θ j1 ...∇θ jk f¯2t = 0 if any of j1, ..., jk belongs to I1.
Lemma 1.1. Let ρ = p + q − 1 and r = ρξ∗(1 − ξ∗) with ξ∗ defined in (1.3). Then, for t ≥ 1, we
have, under δ1 = δ2 = δ:
1. ξ¯t+1|t = ξ∗.
2. ∇θ j ξ¯t+1|t = ρ∇θ j ξ¯t|t−1 + E¯ j,t, where
E¯ j,t =

0
r∇θ j log f¯1t
−r∇θ j log f¯2t
if j ∈ I0
if j ∈ I1
if j ∈ I2
.
3. ∇θ j∇θk ξ¯t+1|t = ρ∇θ j∇θk ξ¯t|t−1 + E¯ jk,t, where E¯ jk,t is given by (with (Ia, Ib) denoting a case with
j ∈ Ia and k ∈ Ib; a, b = 0, 1, 2):
(I0, I0) : 0
(I0, I1) : − r∇θ j f¯2tf¯t
∇θk f¯1t
f¯t
+
r∇θ j∇θk f¯1t
f¯t
(I0, I2) :
r∇θ j f¯2t
f¯t
∇θk f¯2t
f¯t
− r∇θ j∇θk f¯2tf¯t
(I1, I1) :
ρ(1−2ξ∗)∇θ j ξ¯t|t−1∇θk f¯1t
f¯t
+
ρ(1−2ξ∗)∇θk ξ¯t|t−1∇θ j f¯1t
f¯t
+
r∇θ j∇θk f¯1t
f¯t
− 2rξ∗∇θ j f¯1tf¯t
∇θk f¯1t
f¯t
(I1, I2) :
ρ(2ξ∗−1)∇θ j ξ¯t|t−1∇θk f¯2t
f¯t
− ρ(2ξ∗−1)∇θk ξ¯t|t−1∇θ j f¯1tf¯t +
r(2ξ∗−1)∇θ j f¯1t
f¯t
∇θk f¯2t
f¯t
(I2, I2) :
ρ(2ξ∗−1)∇θ j ξ¯t|t−1∇θk f¯2t
f¯t
+
ρ(2ξ∗−1)∇θk ξt|t−1∇θ j f¯2t
f¯t
− r∇θ j∇θk f¯2tf¯t −
2r(ξ∗−1)∇θ j f¯2t
f¯t
∇θk f¯2t
f¯t
.
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4. ∇θ j∇θk∇θl ξ¯t+1|t = ρ∇θ j∇θk∇θl ξ¯t|t−1+E¯ jkl,t, where the expressions for E¯ jkl,t with j, k, l ∈ {Ia, Ib, Ic}
and a, b, c = 0, 1, 2 are given in the appendix.
Remark: The lemma holds for samples of any size. It shows that, when δ1 = δ2, the conditional
regime probability (ξ¯t+1|t) equals the stationary probability (ξ∗), while its derivatives up to the third
order all follow first order linear difference equations. The lagged coefficients always equal ρ =
p + q− 1. Because 0 < p, q < 1, these difference equations are always stable. As seen below, these
features allow us to apply properties of first order linear systems to analyze the properties of the
log likelihood. They are the key elements that make the subsequent analysis feasible.
Now we take a closer look at the four results in the lemma. The first result is intuitive. Because
the two regimes are identical when δ1 = δ2, observing the data brings no information about the
regime probability. The second to fourth results reflect the first to third order effects of a unit
change in the parameters’ values on the regime probability. For the first order, changing the value
of β has no effect; ξt+1|t(p, q, β, δ1, δ2) remains equal to ξ∗. Meanwhile, changing the values of δ1
and δ2 have exactly the opposite effects, i.e., ∇θ j ξ¯t+1|t = −∇θ j+nδ ξ¯t+1|t for any j ∈ I1. The results
concerning the second order derivatives have a similar structure. In particular, changing β only has
no effect, while changing δ1 and δ2 after a change in β still have equal opposite effects, as indicated
by the cases (I0, I1) and (I0, I2). The remaining three cases are more complex, but they all show
that E¯ jk,t depend only on ∇θ j ξ¯t|t−1 ( j ∈ I1 ∪ I2) and quantities related to the density functions. The
third order effects consist of ten different cases corresponding to different combinations of j, k and
l. For the analysis later, the exact expressions of E¯ jkl,t will be unimportant. What matters is that
they depend only on lower order derivatives of ξ¯t|t−1 and quantities related to the density functions.
The recursive structure within the results, i.e., the higher order derivatives depend successively
on the lower orders with the first order depending only on ∇θ j log f¯1t and ∇θ j log f¯2t, suggests a
strategy for analyzing their statistical properties. That is, we can start with the first order deriva-
tives, and then use the results cumulatively to study the second order followed by the third order
derivatives. Such a strategy is implemented in Lemma 1.5 in the appendix.
Using ξ∗ as the initial value for ξt+1|t(p, q, β, δ1, δ2) is not restrictive. With a generic finite initial
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value, the first result in the lemma becomes ξ¯t+1|t = (1 − q) + ρξ¯t|t−1, while the other results also
hold, but with ξ∗ and r replaced by ξ¯t|t−1 and ρξ¯t|t−1(1 − ξ¯t|t−1), respectively. Because |ρ| < 1, ξ¯t|t−1
converges at an exponential rate to ξ∗ as t increases. Consequently, the first to the fourth order
derivatives all converge to their counterparts in the lemma at an exponential rate. This fast rate of
convergence implies that using a different finite initial value will not affect the asymptotic results
presented later.
Below, we further illustrate the results in the lemma using the linear model (1.9).
The illustrative model (cont’d). Consider the general case where the regression coefficients and
the error variance are both allowed to switch. Lemma 1.1.2 implies:
∇αξ¯t+1|t = 0, (w.r.t. the non-switching parameters)
∇γ1 ξ¯t+1|t = ρ∇γ1 ξ¯t|t−1 + r wtσ2
(
yt − z′tα − w′tγ
)
,
∇σ21 ξ¯t+1|t = ρ∇σ21 ξ¯t|t−1 + r
1
2σ2
(
(yt−z′tα−w′tγ)2
σ2
− 1
)
,
 (w.r.t. the parameters in the first regime)
∇γ2 ξ¯t+1|t = −∇γ1 ξ¯t+1|t,
∇σ22 ξ¯t+1|t = −∇σ21 ξ¯t+1|t.
 (w.r.t. the parameters in the second regime)
When evaluated at the true parameter value, the derivatives with respect to γ1 and σ21 all reduce to
stationary AR(1) processes with mean zero. Their variances are finite and satisfy (with σ2∗ denoting
the true value of σ2 and ∇γ1 j the first order derivative w.r.t. the j-th element of γ1)
E
(
∇γ1 j ξ¯t+1|t
)2
= r
2
(1−ρ2)σ2∗ Ew
2
jt, E(∇σ21 ξ¯t+1|t)
2 = r
2
2(1−ρ2)σ4∗ .
The processes specified by Lemma 1.1.3-1.1.4, although more complex, also have finite means and
variances when evaluated at the true parameter values, provided that the relevant moments of wt, zt
and ut exist. Such results for the general model (1.2) are established in Lemma 1.5 in the appendix.
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1.4.2 Concentrated log likelihood and its expansion
To obtain an asymptotic approximation to the log likelihood ratio (1.11), a standard approach would
be to expand LA(p, q, β, δ1, δ2) around the null estimates (β˜, δ˜, δ˜). However, this is infeasible here
due to the complex dependence between the estimates of δ1 and δ2 as LA(p, q, β, δ1, δ2) can have
multiple local maxima. Cho and White (2007) encountered a similar problem and proceeded by
working with the concentrated likelihood. We adopt their insightful strategy. This allows us to
break the analysis into two steps. In the first step, we quantify the dependence between the es-
timates of δ1 and δ2 using the first order conditions that define the concentrated likelihood (see
Lemma 1.2 below). This effectively removes β and δ1 from the subsequent analysis. In the second
step, we expand the concentrated likelihood around δ2 = δ˜ (see Lemma 1.3 below) and obtain an
approximation to LR(p, q).
Specifically, let βˆ(δ2) and δˆ1(δ2) be the maximizer of the log likelihood for a given value δ2 ∈ ∆
(here the dependence of βˆ and δˆ1 on p and q is suppressed to simplify the notation), i.e.,
(βˆ(δ2), δˆ1(δ2)) = arg max
β,δ1
LA(p, q, β, δ1, δ2). (1.17)
Let L(p, q, δ2) denote the concentrated log likelihood, i.e., L(p, q, δ2) = LA(p, q, βˆ(δ2), δˆ1(δ2), δ2).
Then, the two terms in the likelihood ratio (1.11) satisfy:
max
β,δ1,δ2
LA(p, q, β, δ1, δ2) = max
δ2
L(p, q, δ2)
and
LN(β˜, δ˜) = L(p, q, δ˜).
Consequently:
LR(p, q) = 2 max
δ2
[
L(p, q, δ2) − L(p, q, δ˜)
]
. (1.18)
For k ≥ 1, letL(k)i1...ik (p, q, δ2) (i1, ..., ik ∈ {1, ..., nδ}) denote the k-th order derivative ofL(p, q, δ2)
with respect to the (i1, ..., ik)-th elements of δ2. Let d j ( j ∈ {1, ..., nδ}) denote the j-th element of
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(δ2 − δ˜). Then, a fourth order Taylor expansion of L(p, q, δ2) around δ˜ is given by
L(p, q, δ2) − L(p, q, δ˜) =
nδ∑
j=1
L(1)j (p, q, δ˜)d j +
1
2!
nδ∑
j=1
nδ∑
k=1
L(2)jk (p, q, δ˜)d jdk (1.19)
+
1
3!
nδ∑
j=1
nδ∑
k=1
nδ∑
l=1
L(3)jkl(p, q, δ˜)d jdkdl
+
1
4!
nδ∑
j=1
nδ∑
k=1
nδ∑
l=1
nδ∑
m=1
L(4)jklm(p, q, δ¯)d jdkdldm,
where in the last term δ¯ is a value that lies between δ2 and δ˜.
Below, we provide two lemmas to analyze this expansion. The next assumption is needed in
order to apply a law of large numbers and a central limit theorem to the terms in (1.19). It is sim-
ilar to but slightly stronger than Assumption A5 (iii) in Cho and White (2007). There, instead of
α(k)/k, the respective values are 4, 2, 2 and 1 for k = 1, 2, 3 and 4.
Assumption 1.4. There exists an open neighborhood of (β∗, δ∗), denoted by B(β∗, δ∗), and a se-
quence of positive, strictly stationary and ergodic random variables {υt} satisfying Eυ1+ct < L < ∞
for some c > 0, such that
sup
(β,δ1)∈B(β∗,δ∗)
∣∣∣∣∣∣∇θi1 ...∇θik ft (β, δ1)ft (β, δ1)
∣∣∣∣∣∣
α(k)
k
< υt
for all i1, ..., ik ∈
{
1, ..., nβ + nδ
}
, where 1 ≤ k ≤ 5; α(k) = 6 if k = 1, 2, 3 and α(k) = 5 if k = 4, 5.
The next lemma characterizes the derivatives of βˆ(δ2) and δˆ1(δ2) with respect to δ2 evaluated at
δ2 = δ˜. To shorten the expressions, let ξ˜t+1|t and f˜t denote ξt+1|t(p, q, β, δ1, δ2) and ft(β, δ1) evaluated
at (β, δ1, δ2) = (β˜, δ˜, δ˜). Also, let ∇δ1i1 ...∇δ1ik ξ˜t|t−1 and ∇δ1i1 ...∇δ1ik f˜1t denote the k-th order derivative
of ξt+1|t(p, q, β, δ1, δ2) and ft(β, δ1) with respect to the i1-th, ..., ik-th elements of δ1 evaluated at
(β, δ1, δ2) = (β˜, δ˜, δ˜). Finally, define
U˜ jk,t =
1
f˜t
{(
1 − ξ∗
ξ∗
)
∇δ1 j∇δ1k f˜1t +
1
ξ2∗
∇δ1 j ξ˜t|t−1∇δ1k f˜1t +
1
ξ2∗
∇δ1 j f˜1t∇δ1k ξ˜t|t−1
}
, (1.20)
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D˜ jk,t =
∇(β′,δ′1)′ f˜1t
f˜t
U˜ jk,t, I˜t =
∇(β′,δ′1)′ f˜1t
f˜t
∇(β′,δ′1) f˜1t
f˜t
,
V˜ jklm = T−1
T∑
t=1
U˜ jk,tU˜lm,t, D˜lm = T−1
T∑
t=1
D˜lm,t, I˜ = T−1
T∑
t=1
I˜t.
Note that U˜ jk,t involves the first and second order derivatives with respect to the j-th and k-th ele-
ments of δ1. The term inside the curly brackets can also be represented as ((1 − ξ∗)/ξ∗)∇δ2 j∇δ2k f˜2t−
(1/ξ2∗)∇δ2 j ξ˜t|t−1∇δ2k f˜2t − (1/ξ2∗)∇δ2 j f˜2t∇δ2k ξ˜t|t−1. As will be seen, U˜ jk,t determines L(2)jk (p, q, δ˜) while
D˜ jk,t and I˜t appear within L(4)jklm(p, q, δ˜).
Lemma 1.2. Under the null hypothesis and Assumptions 1.1-1.4, for all k, l,m ∈ {1, ..., nδ}, we
have:
1. Let ek be an nδ-dimensional unit vector whose k-th element equals 1, then
 ∇δ2k βˆ(δ˜)ξ∗∇δ2k δˆ1(δ˜)
 = (ξ∗ − 1)
 0ek
 + Op(T−1/2).
2. The second order derivatives satisfy
 ∇δ2k∇δ2l βˆ(δ˜)ξ∗∇δ2k∇δ2l δˆ1(δ˜)
 = −I˜−1 1T
T∑
t=1
D˜kl,t + Op(T−1/2).
3. The third order derivatives satisfy
 ∇δ2k∇δ2l∇δ2m βˆ(δ˜)ξ∗∇δ2k∇δ2l∇δ2m δˆ1(δ˜)
 = Op(1).
The above results generalize Lemma B2(a)-(d) in Cho and White (2007) to Markov switching
models and will be used as inputs to analyze L(k)i1,...,ik (p, q, δ2) in the expansion (1.19). They show
how the parameters δ1 and β need to change in order to maximize the likelihood when δ2 is moved
away from δ˜. Specifically, consider a unit change in the j-th element of δ2. Then, Lemma 1.2.1
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shows that, in the first order, δˆ1 j(δ2) will change by (ξ∗ − 1)/ξ∗ + Op(T−1/2), while all the other
elements of δˆ1(δ2) and βˆ(δ2) will only change by a factor of order Op(T−1/2). Interestingly, the
quantity (1 − ξ∗)/ξ∗ is simply the stationary probability of the second regime divided by the first.
Lemma 1.2.2 pertains to changes in the second order. There, the time variation in the conditional
regime probability enters explicitly. Finally, the expression for the third order derivative is not
needed for the limiting distribution and therefore omitted.
Assumption 1.5. There exists η > 0, such that supp,q∈[,1−] sup|δ−δ˜|<η T−1|L(5)jklmn(p, q, δ)| = Op (1)
for all j, k, l,m, n ∈ {1, ..., nδ}, where  is an arbitrary small constant satisfying 0 <  < 1/2.
In a standard problem, we would need the second order derivativeL(2)jk (p, q, δ) to be continuous
in δ (e.g., Amemiya, 1985, p.111), or the third order derivative T−1L(3)jkl(p, q, δ) to be Op (1) to
ensure that a local quadratic expansion is an adequate approximation to the log likelihood. Here,
L(4)jklm(p, q, δ) plays the same role as the second order derivative in a standard problem. This is why
the above assumption on the fifth order derivative is needed. The next lemma provides the leading
terms of L(k)i1,...,ik (p, q, δ) (k = 1, 2, 3, 4) in the expansion (1.19).
Lemma 1.3. Under the null hypothesis and Assumptions 1.1-1.5, for all j, k, l,m ∈ {1, ..., nδ}, we
have
1. L(1)j (p, q, δ˜) = 0.
2. T−1/2L(2)jk (p, q, δ˜) = T−1/2
∑T
t=1 U˜ jk,t + op (1).
3. T−3/4L(3)jkl(p, q, δ˜) = Op
(
T−1/4
)
.
4. T−1L(4)jklm(p, q, δ¯) = −{V˜ jklm − D˜′jk I˜−1D˜lm + V˜ jmkl − D˜′jm I˜−1D˜kl + V˜ jlkm − D˜′jl I˜−1D˜km} + op (1).
The first order derivative L(1)j (p, q, δ˜) is identically zero for any sample size. Consequently, the
MLE of δ2 will converge at a rate slower than T−1/2. The second order derivative L(2)jk (p, q, δ˜) is of
order Op(T 1/2), rather than Op(T ). As seen below, its leading term T−1/2
∑T
t=1 U˜ jk,t converges to a
multivariate normal distribution, whose property depends explicitly on the time varying conditional
regime probability. The third order derivativeL(3)jkl(p, q, δ˜) is also of order Op(T 1/2). The expression
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of its leading term is not needed to derive the limiting distribution, but we will further analyze it
when providing a finite sample refinement. Finally, the fourth order derivative L(4)jklm(p, q, δ¯) is
of order Op(T ). Its leading term provides a consistent estimator of the asymptotic variance of
T−1/2
∑T
t=1 U˜ jk,t.
Remark: The first component of U˜ jk,t, ((1 − ξ∗)/ξ∗)∇δ1 j∇δ1k f˜1t/ f˜t, is also present when test-
ing against mixture alternatives; see Cho and White (2007, Lemma 2(a)). It is sometimes called
the dispersion score; see Lindsay (1995, p.71). The remaining two components are new and are
due to the Markov switching structure. They are ((1 − ξ∗)/ξ∗) ∑t−1s=1 ρs(∇δ1 j log f˜1(t−s))(∇δ1k log f˜1t)
and ((1 − ξ∗)/ξ∗) ∑t−1s=1 ρs(∇δ1k log f˜1(t−s))(∇δ1 j log f˜1t). Intuitively, among the three components, the
first picks up overdispersion, while the remaining two pick up serial dependence introduced by the
Markov regimes. Further, the magnitudes of the latter two components become more pronounced
relative to the first as ρ approaches 1. This follows because the first component is independent of
ρ after division by ((1 − ξ∗)/ξ∗) while the latter two components involve weights ρs. This feature
suggests that the power difference between testing against Markov switching alternatives and mix-
ture alternatives can be substantial when the regimes are persistent, i.e., when ρ is close to 1. This
is confirmed by the simulations reported later.
The illustrative model (cont’d). We illustrate the leading terms of T−1/2L(2)jk (p, q, δ˜) as well as
T−1L(4)jklm(p, q, δ˜) in Lemma 1.3 using (1.9). Suppose only γ is allowed to switch. Then, U˜ jk,t and
D˜ jk,t are, respectively,
(1−ξ∗
ξ∗
) {w jtwkt
σ˜2
(
u˜2t
σ˜2
− 1
)
+
t−1∑
s=1
ρs
(w j(t−s)u˜t−s
σ˜2
) (
wkt u˜t
σ˜2
)
+
t−1∑
s=1
ρs
(wk(t−s)u˜t−s
σ˜2
) (w jt u˜t
σ˜2
)}
(1.21)
and [
z′t u˜t
σ˜2
1
2σ˜2
(
u˜2t
σ˜2
− 1
)
w′t u˜t
σ˜2
]′
U˜ jk,t, (1.22)
where u˜t denote the residuals under the null and σ˜2 = T−1
∑T
t=1 u˜
2
t . These two expressions show
that U˜ jk,t and D˜ jk,t depend only on the regressors and the estimates under the null hypothesis. This
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makes the covariance function of T−1/2
∑T
t=1 U˜ jk,t, and therefore of T
−1/2L(2)jk (p, q, δ˜), consistently
estimable. This feature will be used when deriving the relevant critical values.
1.5 Asymptotic approximations
Let L(2)(p, q, δ˜) be a square matrix whose ( j, k)-th element is given by L(2)jk (p, q, δ˜) for j, k ∈
{1, 2, ..., nδ}. This section consists of four sets of results. (1) It establishes the weak convergence of
T−1/2L(2)(p, q, δ˜) over  ≤ p, q ≤ 1− . (2) It obtains the limiting distribution of SupLR(Λ). (3) It
develops a finite sample refinement that improves the asymptotic approximation when a singularity
is present. (4) It develops an algorithm to obtain the relevant critical values.
1.5.1 Weak convergence of L(2)(p, q, δ˜)
For 0 < pr, qr, ps, qs < 1 and j, k, l,m ∈ {1, 2, ..., nδ}, define
ω jklm (pr, qr; ps, qs) = V jklm (pr, qr; ps, qs) − D′jk(pr, qr)I−1Dlm(ps, qs), (1.23)
where V jklm (pr, qr; ps, qs) = E
[
U jk,t (pr, qr) Ulm,t (ps, qs)
]
,D jk(pr, qr) = ED jk,t(pr, qr), and I =
EIt. Here, U jk,t (pr, qr) , D jk,t(pr, qr) and It are defined as U˜ jk,t, D˜ jk,t and I˜t in (1.20) but evaluated
at (pr, qr, β∗, δ∗) instead of (pr, qr, β˜, δ˜).
Proposition 1.1. Under the null hypothesis and Assumptions 1.1-1.5, we have, over  ≤ p, q ≤
1 −  :
T−1/2L(2)(p, q, δ˜)⇒ G (p, q) ,
where the elements of G (p, q) are mean zero continuous Gaussian processes satisfying
Cov[G jk(pr, qr),Glm(ps, qs)] = ω jklm(pr, qr; ps, qs)
for j,k,l,m ∈ {1,2,...,nδ}, where ω jklm(pr,qr; ps,qs) is given by (1.23).
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In the appendix, the result is proved by first showing the finite dimensional convergence and
then the stochastic equicontinuity.
Below, we illustrate some important features of ω jklm (pr, qr; ps, qs). It will emerge that this
function depends on: (1) the model’s dynamic properties (e.g., whether the regressors are strictly
exogenous or predetermined), (2) which parameters are allowed to switch (e.g., regressions coef-
ficients or the variance of the errors), and (3) whether nuisance parameters are present. Conse-
quently, to make the test easy to apply in practice, we will need a procedure that can adapt to these
features to obtain critical values without requiring laborious derivations from the practitioner. Such
a procedure is developed in Section 1.5.4.
The illustrative model (cont’d). We consider a simpler version of (1.9) for which the covariance
function ω jklm (pr, qr; ps, qs) can be computed analytically:
yt = wtγ11{st=1} + wtγ21{st=2} + ut,
where ut ∼i.i.d.N(0, σ2∗), and wt is a scalar regressor that is either strictly exogenous (e.g., a con-
stant) or equals yt−1. Define ρr = pr + qr − 1 and ρs = ps + qs − 1. The subscript “*” continues to
denote the true parameter value.
First, we allow γ to switch, while assuming σ2∗ is unknown but remains constant across the
regimes. Then, in the strictly exogenous regressor case, the covariance function (1.23) equals
2(1 − pr)(1 − ps)
(1 − qr)(1 − qs)
[Var(w2t ) + 2
∑∞
k=1 (ρrρs)
k E(w2t w
2
t−k)]
σ4∗
. (1.24)
In the lagged dependent variable case, it equals
(1 − pr)(1 − ps)
(1 − qr)(1 − qs)
(
1
1 − γ2∗
) {
4
1 − γ2∗
+
4ρrρs
1 − γ2∗
(
2
1 − ρrρsγ2∗
+
1
1 − ρrρs
)
(1.25)
+
16ρ2rρsγ
2∗(
1 − ρrγ2∗
) (
1 − ρrρsγ2∗
) + 16ρrρ2sγ2∗(
1 − ρsγ2∗
) (
1 − ρrρsγ2∗
) − 16ρrρsγ2∗
(1 − ρrγ2∗)(1 − ρsγ2∗)
}
.
These two functions are different even when wt ∼ i.i.d.N(0, 1) and γ∗ = 0. This follows because
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∇γ1ξt|t−1 is independent of ∇γ1 f1t when wt is strictly exogenous, but not when it is only predeter-
mined. This comparison shows that the covariance function is affected by the dynamic properties
of the model.
Now, we consider the same situation as above but assume σ2∗ is known. Then, in the strictly
exogenous regressor case, the covariance function equals
2(1 − pr)(1 − ps)
(1 − qr)(1 − qs)
[E(w4t ) + 2
∑∞
k=1 (ρrρs)
k E(w2t w
2
t−k)]
σ4∗
, (1.26)
while in the lagged dependent variable case, it equals
(1 − pr)(1 − ps)
(1 − qr)(1 − qs)
(
1
1 − γ2∗
) {
6
1 − γ2∗
+
4ρrρs
1 − γ2∗
(
2
1 − ρrρsγ2∗
+
1
1 − ρrρs
)
(1.27)
+
16ρ2rρsγ
2∗(
1 − ρrγ2∗
) (
1 − ρrρsγ2∗
) + 16ρrρ2sγ2∗(
1 − ρsγ2∗
) (
1 − ρrρsγ2∗
) − 16ρrρsγ2∗
(1 − ρrγ2∗)(1 − ρsγ2∗)
}
.
These two functions are different from (1.24) and (1.25). This shows that the presence of nuisance
parameters can also alter the covariance function.
Next, we allow σ2∗ to switch but require the unknown regression coefficient γ∗ to remain con-
stant across the regimes. Then, irrespective of whether wt is strictly exogenous, we have
Cov (G (pr, qr) ,G (ps, qs)) =
(1 − pr)(1 − ps)
(1 − qr)(1 − qs)
1
σ8∗
{
3
2
+
(
ρrρs
1 − ρrρs
)}
. (1.28)
This function is different from both (1.24) and (1.25). Thus, even after conditioning on the model,
the covariance function can still be different depending on which parameter is allowed to switch.
We report some simulation results to complement the above analysis. The parameter values
are γ∗ = 0.5 and σ2∗ = 1. In the strictly exogenous regressor case, wt is generated as being in-
dependent of us at all leads and lags by wt = 0.5wt−1 + εt with εt ∼ i.i.d.N(0, 1). This ensures
that the regressors follow the same DGP in both cases. Further, we let (pr, qr) = (0.6, 0.9) and
(ps, qs) = (0.6, x) with x varying between 0.1 and 0.9. Figure 1.1 reports the five correlations
functions given by (1.24)-(1.27) (Here, correlations instead of covariances are plotted to ease com-
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parisons). The solid lines starting from the top correspond to (1.28), (1.26), (1.24), (1.27) and
Note: The figure shows correlations between G(pr, qr) and G(ps, qs) with G(pr, qr) = (0.60, 0.90)
and G(ps, qs) = (0.60, x), where x varies between 0.1 and 0.9. The solid lines starting from the top
correspond to expressions in displays (1.27), (1.25), (1.23) and (1.24) in the paper. The dashed lines
are correlations computed using simulations with T = 250.
Figure 1.1: Correlation functions
(1.25), respectively. These functions demonstrate clearly the dependence on the three factors high-
lighted above. Also included in the figure are correlations computed from simulations (i.e., the
dashed lines). They are generated by simulating samples of 250 observations using the same pa-
rameter value as above, computing T−1/2
∑T
t=1 U˜ jk,t using each series and then repeating 10,000
times to obtain the empirical correlations. The values are close to their asymptotic approximations
in all five cases.
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1.5.2 Limiting distribution of SupLR(Λ)
Let Ω(p, q) be an n2δ-dimensional square matrix whose ( j + (k − 1)nδ, l + (m − 1)nδ)-th element
is given by ω jklm (p, q; p, q). Then, Proposition 1.1 implies E[vec G (p, q) vec G (p, q)′] = Ω(p, q).
The next result gives the asymptotic distribution of SupLR(Λ).
Proposition 1.2. Suppose the null hypothesis and Assumptions 1.1-1.5 hold. Then:
SupLR(Λ)⇒ sup
(p,q)∈Λ
sup
η∈Rnδ
W(2)(p, q, η), (1.29)
where Λ is given by (1.12) and
W(2)(p, q, η) =
(
η⊗2
)′
vec G (p, q) − 1
4
(
η⊗2
)′
Ω(p, q)
(
η⊗2
)
.
The quantity η plays the role of T−1/4(δ2 − δ˜) in (1.19). Its dimension is unaffected by the
presence of nuisance parameters. If nδ = 1, then the optimization over η can be solved analytically,
leading to SupLR(Λ) ⇒ max[0, sup(p,q)∈Λ G (p, q) /
√
Ω(p, q)]2. The right hand side can equal
zero with positive probability, with the value of the latter depending on the covariance function of
G (p, q) /
√
Ω(p, q) over (p, q). If nδ > 1, the optimization will need to be carried out numerically.
However, becauseW(2)(p, q, η) is a quadratic function of η⊗2, the optimization remains relatively
standard.
Below, we illustrate the above limiting distribution and also examine its adequacy in finite
samples. The illustration also suggests the desirability for a finite sample refinement when a further
singularity is present.
The illustrative model (cont’d). We consider the following special case of (1.9):
yt = µ + αyt−1 + ut, (1.30)
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where ut ∼ i.i.d. N(0, σ2) and µ, α and σ2 are unknown. As shown below, the distribution of
SupLR(Λ), as well as the adequacy of the asymptotic approximation, can differ substantially de-
pending on whether µ or α is allowed to switch.
Figure 1.2 summarizes the finite sample and asymptotic distributions of SupLR(Λ) for testing
regime switching in µ only or α only. We consider µ = 0, α = 0.5 and σ2 = 1. The set Λ
Note: The figure shows three distributions that arise when testing for regime switching in an AR(1)
model: yt = µ + αyt−1 + ut with ut ∼ i.i.d.N(0, σ2). The finite sample distribution is generated with
T = 250. The original approximation corresponds to the distribution in Proposition 1.2. The refined
approximation is given in Corollary 1.1.
Figure 1.2: Distributions in an AR(1) model
is specified as (1.13) with  = 0.05, The sample size is 250 and all results are based on 5000
replications. Two features emerge. First, the finite sample (the solid lines) and asymptotic (the
long dashed lines) distributions are both quite different between the two cases. This is consistent
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with the covariance function of T−1/2
∑T
t=1 U˜ jk,t being parameter dependent; see the illustration in
Section 5.1. Second, the asymptotic distribution provides an adequate approximation when testing
for switching in α, but not when testing for switching in µ. For the latter case, the asymptotic
distribution falls to the left of the finite sample distribution. The structure of T−1/2
∑T
t=1 U˜ jk,t is
informative about the second feature. It is given by:
For µ switching: 1
σ˜2
(1−ξ∗
ξ∗
) {
T−1/2
∑T
t=1
(
u˜2t
σ˜2
− 1
)
+ 2T−1/2
∑T
t=1
(∑t−1
s=1 ρ
s u˜t−s
σ˜
u˜t
σ˜
)}
,
For α switching: 1
σ˜2
( 1−ξ∗
ξ∗
) {
T−1/2
∑T
t=1
(
u˜2t
σ˜2
− 1
)
y2t−1 + 2T
−1/2 ∑T
t=1
(∑t−1
s=1 ρ
s yt−s−1u˜t−s
σ˜
yt−1u˜t
σ˜
)}
,
where u˜t denote the residuals under the null and σ˜2 = T−1
∑T
t=1 u˜
2
t . When testing for switching
in µ, the first term in the curly brackets is in fact identically zero for any sample size. Also, the
magnitude of the second term decreases as ρ approaches 0, i.e., as p+q approaches 1. Consequently,
in finite samples, the magnitude of T−1/2
∑T
t=1 U˜ jk,t can be too small to dominate the higher order
terms in the likelihood expansion. This explains why the asymptotic distribution that relies entirely
on T−1/2
∑T
t=1 U˜ jk,t can be inadequate. In contrast, when testing for switching in α, the first term in
the curly brackets converges to a normal distribution that is independent of p and q. Therefore, the
issues discussed do not arise.
Figure 1.3 provides some further information by comparing the finite sample and asymptotic
distributions of LR(p, q) when testing for µ switching at some selected values of (p, q) that equal
(0.90, 0.90), (0.90, 0.75) and (0.90, 0.60). Consistent with the discussion above, a gap between the
finite sample distribution (the solid line) and the asymptotic distribution (the long dashed line)
opens up and grows wider as p + q approaches 1. We have also found in unreported simulations,
that when testing for α switching, these two distributions remain close to each other in all three
cases.
In summary, the illustration suggests that the asymptotic approximation in Proposition 1.2
needs to be improved if the hypotheses imply that L(2)(p, q, δ˜) equals zero when p + q = 1. When
testing for switching in the intercept in the illustrative model, the latter arises because the following
linear relationship holds for all t: ∇σ2 f1t(µ˜, α˜, σ˜2) = 0.5∇µ∇µ f1t(µ˜, α˜, σ˜2).
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Figure 1.3: Distributions when testing for switching in the intercept evaluated at fixed p and q
1.5.3 A refinement
This subsection derives a sixth order expansion of the likelihood ratio along p+q = 1 and an eighth
order expansion at p = q = 1/2. (The reason for why the latter is needed is explained below.) The
respective leading terms are then incorporated into the limiting distribution to deliver a refined ap-
proximation. These expansions are derived under the following assumption.
Assumption 1.6. The following linear relationship holds for all t and all i1, i2 ∈ {1, ..., nδ} :
∇δ1i1∇δ1i2 f˜1t = α
(1)′
i1i2
∇β f˜1t + α(2)′i1i2∇δ1 f˜1t, (1.31)
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where α(1)i1i2 and α
(2)
i1i2
are nβ and nδ dimensional known vectors of constants.
Whether or not this assumption holds is known once the model and the hypotheses are specified.
The following assumption strengthens Assumption 1.4. It is similar to A.5 (iv) in Cho and White
(2007). The subsequent analysis makes heavy use of their results developed in Section 2.3.2.
Assumption 1.7. There exists an open neighborhood of (β∗, δ∗), B(β∗, δ∗), and a sequence of
positive, strictly stationary and ergodic random variables {υt} satisfying Eυ1+ct < ∞ for some c > 0,
such that the supremums of the following quantities over B(β∗, δ∗) are bounded from the above by
υt:
∣∣∣∣∇θi1 ...∇θik ft (β, δ1) / ft (β, δ1)∣∣∣∣4 , ∣∣∣∇θi1 ...∇θim ft (β, δ1) / ft (β, δ1)∣∣∣2 , ∣∣∣∣∇θi1 ...∇θi8 ft (β, δ1) / ft (β, δ1)∣∣∣∣,∣∣∣∇θ j1∇θi1 ...∇θi7 ft (β, δ1) / ft (β, δ1)∣∣∣ , ∣∣∣∣∇θ j1∇θ j2∇θi1 ...∇θi6 ft (β, δ1) / ft (β, δ1)∣∣∣∣, where k = 1, 2, 3, 4, m =
5, 6, 7, i1, ..., i7 ∈
{
1, ..., nβ + nδ
}
and j1, j2 ∈
{
1, ..., nβ
}
.
Before proceeding, we first establish some notations. To approximate the third and sixth order
derivatives of the concentrated log likelihood, define (the symbol s˜ stands for skewness)
s˜ jkl,t(p, q) =
(1 − p) (p − q)
(1 − q)2
∇δ1 j∇δ1k∇δ1l f˜1t
f˜t
(1.32)
and let G(3)jkl(p, q) be a continuous Gaussian process with mean zero satisfying
ω(3)jklmnu(pr, qr; ps, qs)
= Cov(G(3)jkl (pr, qr) ,G
(3)
mnu (ps, qs))
= E
[
s jkl,t(pr, qr)smnu,t(ps, qs)
]
− E
[∇(β′,δ′1) f1t
ft
s jkl,t(pr, qr)
]
I−1
[∇(β′,δ′1)′ f1t
ft
smnu,t(ps, qs)
]
,
where s jkl,t(p, q) is the same as s˜ jkl,t(p, q) but evaluated at the true parameter values (the other
quantities are also evaluated at the true parameter values). To approximate the fourth and eighth
order derivatives, define (the symbol k˜ stands for kurtosis.)
k˜ jklm,t(p, q) =
1 − p
2 − p − q
1 + (1 − p1 − q
)3 ∇δ1 j∇δ1k∇δ1l∇δ1m f˜1tf˜t
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+
(
1 − p
1 − q
)2 ∑
(i1,i2,i3,i4)∈S
1
f˜t
{
−∇δ1i1∇δ1i2∇β′ f˜1tα
(1)
i3i4
− ∇δ1i1∇δ1i2∇δ′1 f˜1tα
(2)
i3i4
+
1
2
α(1)′i1i2∇β∇β′ f˜1tα
(1)
i3i4
+ α(1)′i1i2∇β∇δ′1 f˜1tα
(2)
i3i4
}
(1.33)
and let G(4)i1i2i3i4(p, q) denote a continuous Gaussian process with mean zero satisfying
ω(4)i1i2...i8(pr, qr; ps, qs) = Cov
(
G(4)i1i2i3i4 (pr, qr) ,G
(4)
i5i6i7i8
(ps, qs)
)
= E
[
ki1i2i3i4,t (pr, qr) ki5i6i7i8,t (ps, qs)
]
− E
[∇(β′,δ′1) f1t
ft
ki1i2i3i4,t (pr, qr)
]
I−1
[∇(β′,δ′1)′ f1t
ft
ki5i6i7i8,t (ps, qs)
]
,
where the index set S in (1.33) is given by S = { jklm, jlkm, jmkl, kl jm, km jl, lm jk}, ki1i2i3i4,t(p, q)
is equivalent to k˜i1i2i3i4,t(p, q) but evaluated at the true parameter values (the remaining quantities
are also evaluated at the true parameter values).
The next lemma characterizes the asymptotic properties of L(k)i1i2...ik (p, 1 − p, δ˜) for i1, ..., ik ∈
{1, ..., nδ} and k = 3, ..., 8. It generalizes Lemma 3, 4(a), 5(a)-(e) in Cho and White (2007) by
allowing for multiple switching parameters.
Lemma 1.4. Under the null hypothesis and Assumptions 1.1-1.6:
1. The following results hold uniformly over {(p, q) :  ≤ p, q ≤ 1 − , p + q = 1}:
T−1/2L(3)jkl(p, q, δ˜) = T−1/2
T∑
t=1
s˜ jkl,t(p, q) + op (1)⇒ G(3)jkl(p, q),
T−1/2L(4)jklm(p, q, δ˜) = Op (1) , T−1/2L(5)jklmn(p, q, δ˜) = Op (1) ,
T−1L(6)jklmnr(p, q, δ˜) = −
∑
(i1,i2,...,i6)∈IND
ω(3)i1i2...i6(p, q; p, q) + op (1) ,
where IND={jklmnr,jkmlnr,jknlmr,jkrlmn,jlmknr,jlnkmr,jlrkmn,jmnklr,jmrkln,jnrklm}.
2. The following results hold at p = q = 1/2 :
T−1/2L(3)jkl(p, q, δ˜) = op (1) ,
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T−1/2L(4)jklm(p, q, δ˜) = T−1/2
T∑
t=1
k˜ jklm,t(p, q) + op (1)⇒ G(4)jklm(p, q),
T−1/2L(k)i1i2...ik (p, q, δ˜) = Op (1) , where i1, ..., ik ∈ {1, ..., nδ} for k=5,6 and 7,
T−1L(8)jklmnrsu(p, q, δ˜) = −
∑
(i1,i2,...,i8)∈IND
ω(4)i1i2...i8(p, q; p, q) + op (1) .
where the elements of IND are as follows: i1 = j; each triplet (i2, i3, i4) corresponds to one of
the 35 outcomes of picking 3 elements from {k, l,m, n, r, s, u} (the ordering does not matter);
and i5, i6, i7,i8 correspond to the remaining elements.
The above two sets of results characterize the high order derivatives along the line p + q = 1.
When p , 1/2, the third order term T−1/2
∑T
t=1 s˜ jkl,t(p, 1 − p) replaces the second order term
T−1/2
∑T
t=1 U˜ jk,t to become the leading term in the likelihood expansion. Consequently, a sixth
order expansion is needed to approximate the likelihood ratio. When p = 1/2, the fourth order term
T−1/2
∑T
t=1 k˜ jklm,t(p, 1 − p) becomes the leading term, and consequently an eighth order expansion
is needed.
The restriction p = 1−q is not imposed when representing the leading term in T−1/2L(3)jkl(p, q, δ˜).
This ensures that the coefficient in front of (∇δ1 j∇δ1k∇δ1l f˜1t/ f˜t) is correct even when p + q , 1.
For the same reason, we also do not impose p = q = 1/2 when expressing the leading term of
T−1/2L(4)jklm(p, q, δ˜). The results assume all the second order derivatives with respect to the switch-
ing parameters can be written as linear combinations of the first order derivatives (this holds when
testing for switching in the intercept in a linear model). If such a relationship holds only for a
subset of derivatives (this is the case when testing for switching in both the intercept and the slope
parameter), then when constructing s˜ jklm,t(p, q), we simply set α
(1)
i1i2
= 0 and α(2)i1i2 = 0 for those
cases where (1.31) is not satisfied.
We now incorporate the leading terms in Lemma 1.4 to obtain a refined approximation. To ease
notation, we first express the relevant quantities in the lemma using matrix notations. Let G(3)(p, q)
be a n3δ- dimensional vector whose ( j + (k − 1)nδ + (l − 1)n2δ)-th element is given by G(3)jkl(p, q). Let
Ω(3)(p, q) denote an n3δ by n
3
δ matrix whose ( j + (k − 1)nδ + (l − 1)n2δ,m + (n − 1)nδ + (r − 1)n2δ)-th
35
element is given by ω(3)jklmnr(p, q; p, q). Define
W(3)(p, q, η) = T−1/4 1
3
(
η⊗3
)′
vec G(3)(p, q) − T−1/2 1
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(
η⊗3
)′
Ω(3)(p, q)
(
η⊗3
)
.
Let G(4)(p, q) be an n4δ- dimensional vector whose ( j + (k − 1)nδ + (l− 1)n2δ + (m− 1)n3δ)-th element
is given by G(4)jklm(p, q). Let Ω
(4)(p, q) be an n4δ by n
4
δ matrix whose ( j + (k − 1)nδ + (l − 1)n2δ + (m −
1)n3δ, n + (r − 1)nδ + (s − 1)n2δ + (u − 1)n3δ)-th element is given by ω(4)jklmnrsu(p, q; p, q). Define
W(4)(p, q, η) = T−1/2 1
12
(
η⊗4
)′
vec G(4)(p, q) − T−1 1
576
(
η⊗4
)′
Ω(4)(p, q)
(
η⊗4
)
.
We propose approximating the distribution of the SupLR(Λ) test using
S∞(Λ) ≡ sup
(p,q)∈Λ
sup
η∈Rnδ
{
W(2)(p, q, η) +W(3)(p, q, η) +W(4)(p, q, η)
}
, (1.34)
where Λ is specified in (1.12).
Corollary 1.1. Under Assumptions 1.1-1.6 and the null hypothesis, we have, over (1.12):
Pr
(
SupLR(Λ) ≤ s) − Pr (S∞(Λ) ≤ s)→ 0.
Remark: The above result holds irrespective of whether or not the relationship (1.31) holds. This
follows because the additional terms W(3)(p, q, η) +W(4)(η) both converge to zero as T → ∞.
These terms provide refinement in finite samples, having no effect asymptotically.
Below, we illustrate the refined approximation using the AR(1) model considered above. As
will be seen, the refinement substantially improves the approximation when testing for regime
switching in the intercept, while having little effect when testing for switching in the slope coeffi-
cient. For the latter, the original approximation in Proposition 1.2 is already adequate.
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The illustrative model (cont’d). First, consider testing for regime switching in µ in (1.30). The
quantities (1.32) and (1.33) are equal to, respectively,
(1−p)(p−q)
(1−q)2
1
σ˜3
{(
u˜t
σ˜
)3 − 3 u˜tσ˜ } ,[
1−p
2−p−q
(
1 +
(1−p
1−q
)3) − 3 (1−p1−q )2] 1σ˜4 {( u˜tσ˜ )4 − 6 ( u˜tσ˜ )2 + 3} .
The refined approximations are reported as dotted lines in the second subfigure in Figures 1.2 and
1.3. The results confirm that the improvements are substantial.
Next, consider testing for regime switching in α. The quantities (1.32) and (1.33) are equal to,
respectively,
(1−p)(p−q)
(1−q)2
1
σ˜3
{(
u˜tyt−1
σ˜
)3 − 3 u˜tyt−1σ˜ } ,
1−p
2−p−q
(
1 +
(1−p
1−q
)3) 1
σ˜4
{(
u˜tyt−1
σ˜
)4 − 6 ( u˜tyt−1σ˜ )2 + 3} .
The refined approximation is reported as the dotted lines in the first subfigure in Figure 1.2. As a
desirable feature, the refinement has little effects on the approximation.
1.5.4 Obtaining critical values
This section shows how to obtain the critical values of S∞(Λ) defined in (2.34). The idea is to
sample from the distribution of the vector process [vec G (p, q)′ , vec G(3) (p, q)′ , vec G(4) (p, q)′]
and then solve the maximization problem (1.34) over (p, q) ∈ Λ and η ∈ Rnδ . Because this vector
process is Gaussian with mean zero, to generate the desired draws it suffices to obtain a consistent
estimator of its covariance function over Λ . Such an observation has also been made by Hansen
(1992) and Garcia (1998).
Let U˜(2)t (p, q) be an n
2
δ-dimensional vector whose ( j + (k − 1)nδ)-th element is given by U˜ jk,t in
(1.20). Let U˜(3)t (p, q) be an n
3
δ-dimensional vector whose ( j + (k − 1)nδ + (l − 1)n2δ)-th element is
given by s˜ jkl,t(p, q) in (1.32). Let U˜
(4)
t (p, q) be an n
4
δ-dimensional vector whose ( j + (k − 1)nδ + (l−
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1)n2δ + (m − 1)n3δ)-th element is given by k˜ jklm,t(p, q) in (1.33). Define
G˜t (p, q) =

U˜(2)t (p, q)
U˜(3)t (p, q)
U˜(4)t (p, q)
 .
Let U(2)t (p, q),U
(3)
t (p, q),U
(4)
t (p, q) and Gt (p, q) be defined as U˜(2)t (p, q), U˜(3)t (p, q), U˜(4)t (p, q) and
G˜t (p, q) but evaluated at the true values under the null hypothesis. Because the vector process
T−1/2
∑T
t=1 G˜t (p, q) converges weakly to [vec G (p, q)′ , vec G(3)(p, q)′, vec G(4)(p, q)′] over  ≤ p, q
≤ 1 − , its covariance function provides a consistent estimator for the latter. Further, we have
T−1/2
T∑
t=1
G˜t (p, q)
= T−1/2
T∑
t=1
Gt (p, q) −
T−1 T∑
t=1
Gt (p, q)
∇(β′,δ′1) f1t
ft
 I−1T−1/2 T∑
t=1
∇(β′,δ′1)′ f1t
ft
+ op (1) ,
where all the quantities on the right hand side are evaluated at the true parameter values under the
null hypothesis. The term inside the curly brackets converges to a nonrandom matrix by the law of
large numbers. Therefore, a consistent estimator of the desired covariance function is given by
T−1
T∑
t=1
G˜t (pr, qr) G˜t (ps, qs)′ (1.35)
−
T−1 T∑
t=1
G˜t (pr, qr)
∇(β′,δ′1) f˜1t
f˜t
 I˜−1
T−1 T∑
t=1
G˜t (ps, qs)
∇(β′,δ′1) f˜1t
f˜t

′
,
where I˜ is the estimated information matrix, i.e., I˜ = T−1
∑T
t=1[∇(β′,δ′1)′ f˜1t/ f˜t][∇(β′,δ′1) f˜1t/ f˜t].
Remark: The estimator (1.35) has three desirable features. First, the parameter values are the
MLE from estimating the null model. They are simple to obtain. Second, the relevant quantities
can all be expressed as functions of (∇θ j f˜1t/ f˜t), (∇θ j∇θk∇θl f˜1t/ f˜t) and (∇θ j∇θk∇θl∇θm f˜1t/ f˜t). For
models that are linear under the null hypothesis, they can all be computed analytically. Third,
nuisance parameters do not affect the dimension of the optimization in (1.34). Therefore, they do
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not noticeably increase the computational cost.
The illustrative model (cont’d). We show how to compute the quantities in (1.35) when testing
for switching in µ in the model (1.30). In more general linear models with multiple switching
parameters, the relevant quantities can be obtained in a similar manner. The vector G˜t (pr, qr)
consists of three elements (u˜t denote OLS residuals):
U˜(2)t (p, q) =
2
σ˜2
(1−p
1−q
)∑t−1
s=1(p + q − 1)s u˜t−su˜tσ˜2 ,
U˜(3)t (p, q) =
(1−p)(p−q)
(1−q)2
1
σ˜3
{(
u˜t
σ˜
)3 − 3 u˜tσ˜ } ,
U˜(4)t (p, q) =
[
1−p
2−p−q
(
1 +
(1−p
1−q
)3) − 3 (1−p1−q )2] 1σ˜4 {( u˜tσ˜ )4 − 6 ( u˜tσ˜ )2 + 3} .
They depend on the model only through the OLS residuals. The vector ∇(β′,δ′1) f˜1t/ f˜t also consists
of three elements:
∇(β′,δ′1) f˜1t
f˜t
=
[
yt−1u˜t
σ˜2
1
2σ˜2
(
u˜2t
σ˜2
− 1
)
u˜t
σ˜2
]
.
They depend on the model only through the OLS residuals and the regressor yt−1 and are also
simple to compute. The estimated information matrix is I˜ = T−1
∑T
t=1[∇(β′,δ′1)′ f˜1t/ f˜t][∇(β′,δ′1) f˜1t/ f˜t].
1.6 Implications for bootstrap procedures and information criteria
The results in the previous section provide a platform for evaluating the consistency of various
bootstrap procedures. Although a comprehensive study of such procedures is beyond the scope of
the paper, it is possible to illustrate some important aspects using the linear model (1.9). Through-
out this section the test is computed over Λ defined by (1.12).
Bootstrap procedures. We begin with the important special case where the regressors contain
only a constant and lagged values of yt, and the errors are normally distributed. A standard para-
metric bootstrap procedure proceeds as follows. (1) Estimate the model under the null hypothesis
(e.g., estimate an autoregressive model), (2) Sample from the Normal distribution whose mean
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equals zero and variance equals the sample variance of the residuals. Use the draws along with
the estimated coefficients to generate a new autoregressive series. (3) Compute the test using the
newly generated series. (4) Repeat the steps (1)-(3). The above procedure is asymptotically valid.
This follows because all the parameters are estimated consistently, and the normality and the AR(1)
structure are also preserved. Consequently, the covariance function in the bootstrap world is con-
sistent with what determines the asymptotic distribution in Proposition 1.1.
Next, consider the more general situation where a second variable is present in the regressors;
e.g., an autoregressive distributed lags (ADL) model. Because the model does not specify the joint
distribution of the dependent variable and the regressors, the bootstrap procedure described above
is no longer applicable. Two alternative approaches deserve some consideration.
The first approach involves keeping the regressors fixed at their original values when gen-
erating the data, i.e., using the fixed regressor bootstrap. This procedure has been shown to be
asymptotically valid in the context of testing for structural breaks (Hansen, 2000). However, the
same procedure is in general no longer consistent in the current context. This is because, in contrast
to the original model, in the bootstrap world the regressors are strictly but not weakly exogenous.
This alters the covariance function appearing in Proposition 1.1 (c.f. (1.24) and (1.25) and the ac-
companying discussions). We provide some simulation results to illustrate the potential severity of
the size distortion. The data are generated using the model (1.30) with the same specifications. The
sample size T = 250. The solid line in Figure 1.4 shows the finite sample distribution, while the
dashed line corresponds to the fixed regressor bootstrap. The difference is quite substantial. This
difference does not decrease when the sample size is increased to 500.
The second approach involves specifying the joint distribution of the data. For example, if we
have an ADL model with normal errors, we specify a full model that corresponds to a Gaussian
vector autoregression. Then, we can apply the parametric bootstrap to the augmented model. Such
a bootstrap procedure will be consistent if it asymptotically produces the same covariance function
in Proposition 1.1. A key property of this procedure is that it entails specifying a parametric model
for the regressors. Investigating the sensitivity to such specifications is useful but is beyond the
scope of this paper.
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Note: The model under the null hypothesis is yt = µ + αyt−1 + ut with ut ∼ i.i.d.N(0, σ2). The figure
shows the finite sample distribution when testing for regime switching in the intercept (the solid line)
and the bootstrapped distribution obtained by keeping the regressor fixed (the dashed line). T = 250.
The true parameter values are µ = 0, α = 0.5, σ = 1.
Figure 1.4: A bootstrap procedure applied to an AR(1) model
Information criteria. The asymptotic results also imply that the finite sample properties of con-
ventional information criteria, such as BIC, can be sensitive to the structure of the model and also
which parameters are allowed to switch. This is because the distribution of the likelihood ratio
depends on which parameter is allowed to switch, while in BIC the penalty term depends only on
the dimension of the model and the sample size. We illustrate such sensitivities using the model
(1.30) by contrasting the outcomes from the following two applications. (1) We apply BIC to de-
termine whether there is regime switching in the intercept. The other parameters are assumed to be
constant. (2) The same as (1) except that the slope parameter is allowed to switch. In the simulated
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data, no regime switching is present; µ = 0, α = 0.5 and σ2 = 1. The set Λ is specified as (1.13)
with  = 0.05. The sample size is 250. Out of the 5000 realizations, BIC falsely classifies 12.5%
for the first application, while only 2.4% for the second application. Because the penalty terms
in the Akaike information criterion and the Hannan–Quinn information criterion have the same
structure, they are also expected to exhibit the same sensitivity.
1.7 Monte Carlo
We examine the test’s size and power properties and also compare with the tests of Cho and White
(2007) and Carrasco, Hu and Ploberger (2014). The DGP is
yt = µ1 · 1{st=1} + µ2 · 1{st=2} + αyt−1 + et with et ∼ i.i.d. N(0, σ2), (1.36)
where the intercept switches between two regimes with p(st = 1|st−1 = 1) = p and p(st = 2|st−1 =
2) = q, α = 0.5 and σ2 = 1. The choice of this DGP is motivated by two considerations. First,
it is considered in Cho and White (2007), therefore using it facilities the comparison between the
tests. Second, as seen in the empirical application in Section 1.8, such a specification provides
a sensible approximation to the postwar U.S. quarterly real GDP growth series. Throughout this
section, we specify Λ as (1.12) with  = 0.05 and 0.02. The distribution (1.34) is simulated using
5000 realizations. The rejection frequencies reported are all based on 5000 replications.
Let θ˜ = (µ˜, α˜, σ˜2)′ denote the MLE under the null hypothesis. The supTS of Carrasco, Hu
and Ploberger (2014) is implemented as follows. First, obtain µ2,t(ρ) = (1/(2σ˜4))
∑
s<t ρ
t−se˜te˜s,
ΓT (ρ) = T−1/2
∑T
t=1 µ2,t(ρ), and ET (ρ) = T−1
∑T
t=1 εt(ρ)
′εt(ρ), where e˜t = yt−µ˜−α˜yt−1, ρ = p+q−1,
and εt(ρ) are the residuals from regressing µ2,t(ρ) on the score with the latter computed under the
null hypothesis and evaluated at θ˜. Next, compute the supremum of 0.5[max(ΓT (ρ)/
√ET (ρ), 0)]2
over ρ. We consider ρ ∈ [0.05, 0.90] and ρ ∈ [0.02, 0.96]. They correspond to Λ0.05 and Λ0.02
specified above. The resulting tests are denoted by supTS1 and supTS2 respectively.
Table 1.1 reports rejection frequencies under the null hypothesis, i.e., with µ1 = µ2 = 0. The
rejection frequencies of SupLR(Λ) are overall close to the nominal levels, although some mild
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Table 1.1: Rejection frequencies under the null hypothesis
Level 2.50 5.00 7.50 10.00
T=200 SupLR(Λ0.05) 2.98 6.60 10.84 14.46
SupLR(Λ0.02) 2.88 6.22 9.64 13.62
QLR 2.43 5.30 7.50 10.00
supTS1 2.76 5.32 7.72 9.84
supTS2 2.38 5.34 7.76 9.94
T=500 SupLR(Λ0.05) 2.34 6.34 9.54 13.50
SupLR(Λ0.02) 2.38 6.26 10.24 13.92
QLR 2.33 5.43 7.53 10.20
supTS1 2.54 5.42 7.78 10.22
supTS2 2.22 4.86 7.28 10.36
Note: The values of corresponding to the QLR test are taken from Table
II in Cho and White (2007). The values related to the supTS tests are
obtained using the accompanying code of Carrasco et al. (2014) adapted
to the model considered here. Number of replications: 5000.
over-rejections do exist. In particular, when T = 200, the rejection rates at the 5% and 10% levels
are 6.60% and 14.46% for  = 0.05, and 6.22% and 13.62% for  = 0.02. Similar rejection rates
are observed when T = 500. The results also confirm that the QLR and supTS tests have excellent
size properties.
For power properties, following Cho and White (2007), we let µ1 = −µ2 with µ2 = 0.2, 0.6
and 1.0. Motivated by the empirical estimates discussed in Section 1.3, we consider three pairs
of values for (p, q): (0.70, 0.70), (0.70, 0.90) and (0.90, 0.90). The rejection frequencies at the 5%
nominal levels are reported in Table 1.2.
As none of the alternatives correspond to mixtures (i.e., p+q , 1), the power of the SupLR(Λ)
test is consistently higher than that of QLR. The difference increases significantly as one or both
of the regimes become more persistent, i.e., as the value of p + q increases. For example, con-
sider the cases µ2 = 0.6 and 1.0. When (p, q) = (0.7, 0.7), the rejection frequencies for the
SupLR(Λ0.05) test are 20.24% and 96.58%, with the corresponding values for QLR being 9.46%
and 68.83%. When (p, q) = (0.7, 0.9), the rejection frequencies for the SupLR(Λ0.05) test become
38.14% and 99.80% with the corresponding values for QLR being 13.40% and 60.56%. Further,
when (p, q) = (0.9, 0.9), the values become 60.30% and 100% for SupLR(Λ0.05), and 7.06% and
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Table 1.2: Rejection frequencies under the alternative hypothesis
(p, q) µ2 = 0.20 µ2 = 0.60 µ2 = 1.00
(0.70, 0.70) SupLR(Λ0.05) 7.40 20.24 96.58
SupLR(Λ0.02) 7.66 18.28 96.28
QLR 6.16 9.46 68.83
supTS1 5.68 10.78 33.60
supTS2 5.28 9.66 32.88
(0.70, 0.90) SupLR(Λ0.05) 6.94 38.14 99.80
SupLR(Λ0.02) 7.30 33.58 99.72
QLR 6.14 13.40 60.56
supTS1 4.90 5.50 19.50
supTS2 4.94 5.14 16.90
(0.90, 0.90) SupLR(Λ0.05) 8.22 60.30 100.00
SupLR(Λ0.02) 8.44 56.52 100.00
QLR 5.76 7.06 7.30
supTS1 6.66 11.22 5.54
supTS2 6.42 10.86 5.24
Note: The values of corresponding to the QLR test are taken from Table
III in Cho and White (2007). Note that there the values in the rows of
0.1 and 0.9 in their table should be exchanged. The values related to
the supTS tests are obtained using the accompanying code of Carrasco
et al. (2014) adapted to the model considered here. Replications: 5000.
Nominal level: 5%. Sample size: 500.
7.30% for QLR. The results strongly suggest that although the test of Cho and White (2007) can
be valuable for detecting mixtures, the SupLR(Λ) test can offer substantial power gains when the
DGPs are expected to fall outside that family.
The comparison with the supTS tests shows a similar pattern. However, the reason behind
the power difference is not the same. Specifically, a key component of the test is µ2,t(ρ), which
measures the correlation between the residuals (e˜t) obtained under the null hypothesis. On the one
hand, omitting regime switching causes e˜t to be positively correlated. On the other hand, such
an omission makes α˜ upward biased, with the bias growing stronger as the regimes become more
persistent (such a phenomenon is studied extensively in Perron (1990 and 1991), which showed
that omitting a structural change can cause the autoregressive coefficient to be upward biased, po-
tentially leading to low testing power for hypotheses related to unit roots or deterministic trends).
The bias in α˜ causes overdifferencing the series and consequently makes e˜t negatively correlated.
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In finite samples, these two opposite effects can potentially annihilate each other, making the value
of µ2,t(ρ) insensitive to the departure from the null hypothesis. This finding is consistent with the
simulation results in Carrasco, Hu and Ploberger (2014, Table II), which show that the test can
have good power properties when the lagged dependent variable is not present. Some further sim-
ulations and comparisons are provided in the next section using parameters calibrated to empirical
estimates.
1.8 Application
Following the influential work of Hamilton (1989), a large body of literature has considered mod-
eling the US real output growth as a regime switching process. Here, we apply the SupLR(Λ) test
to assess the evidence for such a specification. The analysis is based on the real GDP growth rates
(Series GDPC1, available from the Saint Louis Fed website). It utilizes a full sample that consists
of quarterly observations over the period 1960:I–2014:IV and a range of subsamples specified later.
The analysis proceeds as follows. First, we examine whether the SupLR(Λ) test detects strong ev-
idence for regime switching that holds consistently over different subsamples. Next, we examine
whether such evidence is still present when the QLR and supTS tests are used instead. Then, we
compute the smoothed regime probabilities to examine the empirical relevance of the model and
the results. Finally, some simulations are conducted with parameters values calibrated to the empir-
ical estimates to further illustrate the test’s size and power properties in this important application.
The model (1.36) is used throughout, though the sensitivity analysis will also be conducted. The
set Λ is as in (1.12) with  = 0.02. All the results are based on 5% critical values unless stated
otherwise.
The testing results. We begin with the full sample. The SupLR(Λ0.02) test equals 8.75, with the
critical value being 7.62. The null hypothesis is therefore rejected at the 5% level. Note that the
above full sample includes the recent Great Recession, which might have had a large effect on the
test. To evaluate the evidence further, we consider a subsample that corresponds to 1960:I–2006:IV.
The SupLR(Λ0.02) test equals 8.57. The critical value is 7.61. The null hypothesis remains rejected.
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Figure 1.5: Test values over subsamples
The analysis can be taken further. That is, the SupLR(Λ0.02) test can be computed over a range
of subsamples to evaluate the consistency of the results. To this end, we let the first subsample
be 1960:I–1980:I and then gradually incorporate additional observations quarter-by-quarter. This
leads to 140 subsamples of increasing sizes. The resulting values are shown in Figure 1.5(a). Note
that the critical values are pointwise with respect to the subsamples, therefore the figure should be
interpreted as an informal illustration. There, the test statistics exceed the critical values for 106
out of the 140 subsamples. We conclude that there is fairly consistent evidence favoring the regime
switching specification. To our knowledge, this is the first occasion such consistent evidence for
regime switching in output growth is documented through hypothesis testing.
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Figures 1.5(b)-(c) report the QLR and supTS tests over the same subsamples. The two tests
exceed the critical values only when the Great Recession period is included. Overall, the evidence
for the regime switching specification is not as strong when viewed through these two tests.
Note: The solid lines are the estimates. The shaded areas correspond to NBER’s
recession dating.
Figure 1.6: Smoothed recession probabilities
Recession probabilities. Figures 1.6(a)-(b) report the regime probabilities for the two samples
1960:I–2006:IV and 1960:I–2014:IV. This allows us to examine the simple model (1.36)’s empiri-
cal adequacy and also assess the effect of the Great Recession on the estimates. In the figures, the
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shaded areas correspond to NBER’s recession dating available from its website.
The results suggest that the model provides an informative approximation. Specifically, for the
period 1960:I–2006:IV, the recession probabilities agree well with the NBER’s dating for all the
recessions. For the full sample, the two results remain consistent, except that the model now as-
signs low probabilities to the relatively shallow recessions of 1969IV-1970:IV and 2001:I-2001:IV.
This follows because when the Great Recession is included, the estimates for (µ1, µ2, α, σ2, p, q)
change from (−0.16, 0.97, 0.09, 0.48, 0.77, 0.94) to (−0.54, 0.75, 0.19, 0.49, 0.66, 0.96) and, conse-
quently, the mean growth rate during recessions decreases from −0.18 to −0.67. The difference can
therefore be viewed as reflecting the unusual nature of the recent recession.
Robustness checks. We evaluate the results’ robustness along two dimensions. In practice, the
lag order of the autoregression under the null hypothesis is unknown and often determined using
some information criterion. To reflect such an uncertainty, we estimate the lag orders associated
with the subsamples using BIC and then repeat the analysis. The minimum and maximum lag
orders are set to 1 and 4. Note that here BIC is applied under the null hypothesis to control the
size of the test. This is different from using it to determine whether regime switching is present as
described in Section 1.6. The null hypothesis is rejected at the 5% level for 92 of the 140 subsam-
ples. The evidence of regime switching remains fairly consistent. At the same time, the results also
points to the increased difficulty in distinguishing between a regime switching specification and a
linear specification that allows for more flexible serial dependencies.
We repeat the analysis but using reverse recursive subsamples. That is, we let 1994:IV–2014:IV
be the first subsample and then incorporate additional observations backward quarter-by-quarter.
The lag order is determined by BIC for each subsample. The results show that the null hypothesis
is rejected at the 5% level for 120 of the 140 subsamples. Finally, we exclude the Great Recession,
i.e., letting 1986:IV-2006:IV be the first subsample and then incorporate additional observations
backward quarter-by-quarter. The null hypothesis is now rejected for 47 out of the 108 subsamples
at the 5% level. It is rejected in 88 out of the 108 subsamples if the 10% nominal level is used
instead. Therefore, although the evidence is weaker in this case, it remains considerable and fairly
48
consistent across the subsamples.
Further simulations. We evaluate the size and power properties using the parameter estimates
obtained above. Specifically, we simulate data using the model (1.36) with the parameter values
(µ1, µ2, α, σ2, p, q) set to the estimates obtained under the null and alternative hypotheses. The
sample sizes correspond to those implied by 1960:I–2006:IV and 1960:I–2014:IV. The results are
summarized below.
Consider the rejection frequencies under the null hypothesis. For the period 1960:I–2006:IV,
we obtain (µ˜, α˜, σ˜2) = (0.60, 0.28, 0.65). The rejection frequencies at the 2.5%, 5.0%, 7.5% and
10% levels are 3.18%, 6.62%, 10.30% and 14.68% for SupLR(Λ0.05) and 2.98%, 7.36%, 10.74%
and 14.36% for SupLR(Λ0.02). For the period 1960:I–2014:IV, we get (µ˜, α˜, σ˜2) = (0.51, 0.33, 0.64).
At the same levels, the rejection frequencies are 2.74%, 5.76%, 9.10% and 13.02% for SupLR(Λ0.05)
and 2.80%, 5.64%, 9.38% and 12.94% SupLR(Λ0.02). These values are consistent with the simula-
tion results reported in the previous section.
Consider the rejection rates under the alternative hypothesis. The estimates of (µ1, µ2, α, σ2, p, q)
for the two periods are (−0.16, 0.97, 0.09, 0.48, 0.77, 0.94) and (−0.54, 0.75, 0.19, 0.49, 0.66, 0.96).
The rejection frequencies of SupLR(Λ0.02) equal 66% and 65%. Overall, the results suggest the
test can be informative in empirically relevant situations. In comparison, the rejection frequencies
for the QLR test are 14% and 25%, and for the supTS2 test are 24% and 10%, respectively.
1.9 Conclusion
This chapter analyzed a family of likelihood based tests for Markov regime switching in the context
of nonlinear models allowing for multiple switching parameters. In addition to deriving the limiting
distribution and obtaining a finite sample refinement, a unified algorithm for simulating the critical
values was also developed. When applied to the US quarterly real GDP growth rates, the tests
delivered consistent evidence favoring the regime switching specification. It is conjectured that
the techniques developed can have implications for hypothesis testing in other related contexts,
such as testing for Markov switching in state space models and in multivariate regressions. Such
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investigations are currently in progress.
1.10 Appendix 1
Throughout the appendix, ξt|t−1(p, q, β, δ1, δ2), ft(β, δ1) and ft(β, δ2) are abbreviated as ξt|t−1, f1t and
f2t, respectively. As stated prior to Lemma 1.1, ”−” (e.g, ξ¯t|t−1) denotes that a quantity is evaluated
at δ1 = δ2 = δ, where δ is some arbitrary parameter value in ∆.
Proof of Lemma 1.1. The equation (1.15) can be written as
ξt+1|t = p + ρ
At
Bt
, (1.37)
where ρ is as defined in the lemma, At = f2t(ξt|t−1 − 1) and Bt = ( f1t − f2t)ξt|t−1 + f2t.
Consider Lemma 1.1.1. Apply f¯1t = f¯2t = f¯t:
B¯t = f¯t and A¯t = f¯t(ξ¯t|t−1 − 1). (1.38)
Plugging this into (1.39), we obtain ξ¯t+1|t = p + ρ(ξ¯t|t−1 − 1). This implies ξ¯2|1 = p + ρ(ξ¯1|0 − 1) =
p +ρ (ξ∗ − 1) = ξ∗, where the last equality follows from the definition of ρ and ξ∗. This process can
be iterated forward, leading to ξ¯t+1|t = ξ∗ for all t ≥ 1.
Consider Lemma 1.1.2. Differentiate (1.39) with respect to θ j ( j = 1, ..., nβ + 2nδ):
∇θ jξt+1|t = ρ
{∇θ j At
Bt
− At∇θ j Bt
B2t
}
, (1.39)
where
∇θ j At = ∇θ j f2t(ξt|t−1 − 1) + f2t∇θ jξt|t−1,
∇θ j Bt = (∇θ j f1t − ∇θ j f2t)ξt|t−1 + ( f1t − f2t)∇θ jξt|t−1 + ∇θ j f2t.
Below, we evaluate the right hand side of (1.39) under three possible situations:
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(1). If j ∈ I0, then ∇θ j f¯1t = ∇θ j f¯2t and f¯1t = f¯2t = f¯t, implying
∇θ j A¯t = (ξ¯t|t−1 − 1)∇θ j f¯2t + f¯t∇θ j ξ¯t|t−1 and ∇θ j B¯t = ∇θ j f¯2t (1.40)
Combining this with (1.38), we obtain ∇θ j ξ¯t+1|t = ρ∇θ j ξ¯t|t−1. In particular, at t = 1: ∇θ j ξ¯2|1 =
ρ∇θ j ξ¯1|0 = ρ∇θ jξ∗ = 0, where the last equality holds because ξ∗ is independent of θ. This process
can be iterated forward, leading to ∇θ j ξ¯t+1|t = 0 for all t ≥ 1.
(2). If j ∈ I1, then ∇θ j f¯2t = 0 and f¯1t = f¯2t = f¯t, implying
∇θ j A¯t = f¯t∇θ j ξ¯t|t−1 and ∇θ j B¯t = ξ¯t|t−1∇θ j f¯1t. (1.41)
Combining this with (1.38), we have ∇θ j ξ¯t+1|t = ρ∇θ j ξ¯t|t−1−ρ(ξ¯t|t−1−1)ξ¯t|t−1∇θ j log f¯1t = ρ∇θ j ξ¯t|t−1−
ρ (ξ∗ − 1) ξ∗∇θ j log f¯1t. The result then follows because r = ρ (1 − ξ∗) ξ∗. Note that ∇θ j ξ¯t+1|t can also
be written as
∇θ j ξ¯t+1|t = r
t−1∑
s=0
ρs∇θ j log f¯1(t−s) (1.42)
(3). If j ∈ I2, then ∇θ j f¯1t = 0 and f¯1t = f¯2t = f¯t, implying
∇θ j A¯t = ∇θ j f¯2t(ξ¯t|t−1 − 1) + f¯t∇θ j ξ¯t|t−1 and ∇θ j B¯t = (1 − ξ¯t|t−1)∇θ j f¯2t. (1.43)
Therefore, ∇θ j ξ¯t+1|t = ρ∇θ j ξ¯t|t−1 + ρ(ξ¯t|t−1 − 1)ξ¯t|t−1∇θ j log f¯2t = −r
∑t−1
s=0 ρ
s∇θ j log f¯2(t−s). Because
∇θ j f¯2(t−s) = ∇θ j−nδ f¯1(t−s) when j ∈ I2, it follows that ∇θ j ξ¯t+1|t equals the negative of (1.42).
Consider Lemma 1.1.3. Differentiating (1.39) with respect to θk:
∇θ j∇θkξt+1|t = ρ
{∇θ j∇θk At
Bt
− ∇θ j At∇θk Bt
B2t
− ∇θk At∇θ j Bt
B2t
− At∇θ j∇θk Bt
B2t
+ 2
At∇θ j Bt∇θk Bt
B3t
}
, (1.44)
where
∇θ j∇θk At = ∇θ j∇θk f2t(ξt|t−1 − 1) + ∇θ j f2t∇θkξt|t−1 + ∇θk f2t∇θ jξt|t−1 + f2t∇θ j∇θkξt|t−1,
∇θ j∇θk Bt = (∇θ j∇θk f1t − ∇θ j∇θk f2t)ξt|t−1 + (∇θ j f1t − ∇θ j f2t)∇θkξt|t−1
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+ (∇θk f1t − ∇θk f2t)∇θ jξt|t−1 + ( f1t − f2t)∇θ j∇θkξt|t−1 + ∇θ j∇θk f2t.
We now evaluate the right hand side of (1.44) at δ1 = δ2 = δ under six possible situations:
(1). If j ∈ I0 and k ∈ I0, then f¯1t = f¯2t = f¯t, ∇θ j f¯1t = ∇θ j f¯2t,∇θk f¯1t = ∇θk f¯2t,∇θ j∇θk f¯1t =
∇θ j∇θk f¯2t and ∇θ j ξ¯t+1|t = ∇θk ξ¯t+1|t = 0, implying ∇θ j∇θk A¯t = ∇θ j∇θk f¯2t(ξ¯t|t−1 − 1) + f¯t∇θ j∇θk ξ¯t|t−1
and ∇θ j∇θk B¯t = ∇θ j∇θk f¯2t. Combining them with (1.38) and (1.40), ∇θ j∇θk ξ¯t+1|t equals
ρ
{∇θ j∇θk f¯2t(ξ¯t|t−1−1)+ f¯t∇θ j∇θk ξ¯t|t−1
f¯t
− (ξ¯t|t−1−1)∇θ j f¯2t∇θk f¯2t
f¯ 2t
− (ξ¯t|t−1−1)∇θk f¯2t∇θ j f¯2t
f¯ 2t
− (ξ¯t|t−1−1)∇θ j∇θk f¯2tf¯t + 2
(ξ¯t|t−1−1)∇θ j f¯2t∇θk f¯2t
f¯ 2t
}
= ρ∇θ j∇θk ξ¯t|t−1.
Starting at t = 1 and iterating forward, we have ∇θ j∇θk ξ¯t+1|t = 0 for all t ≥ 1.
The proof for the remaining five cases uses similar arguments; we only outline the main steps.
(2). If j ∈ I0 and k ∈ I1, then ∇θ j f¯1t = ∇θ j f¯2t,∇θk f¯2t = ∇θ j∇θk f¯2t = ∇θ j ξ¯t+1|t = 0, implying
∇θ j∇θk A¯t = ∇θ j f¯2t∇θk ξ¯t|t−1 + f¯t∇θ j∇θk ξ¯t|t−1 and ∇θ j∇θk B¯t = ξ¯t|t−1∇θ j∇θk f¯1t. Combining these two
equations with (1.38), (1.40) and (1.41), ∇θ j∇θk ξ¯t+1|t equals
ρ
{∇θ j f¯2t∇θk ξ¯t|t−1+ f¯t∇θ j∇θk ξ¯t|t−1
f¯t
− ∇θ j f¯2t(ξ¯t|t−1−1)ξ¯t|t−1∇θk f¯1t
f¯ 2t
− ∇θk ξ¯t|t−1∇θ j f¯2tf¯t
− (ξ¯t|t−1−1)ξ¯t|t−1∇θ j∇θk f¯1tf¯t +
2(ξ¯t|t−1−1)ξ¯t|t−1∇θ j f¯2t∇θk f¯1t
f¯ 2t
}
The result follows from rearranging the terms.
(3). If j ∈ I0 and k ∈ I2, then ∇θ j f¯1t = ∇θ j f¯2t and ∇θk f¯1t = ∇θ j∇θk f¯1t = ∇θ j ξ¯t+1|t = 0, implying
∇θ j∇θk A¯t = ∇θ j∇θk f¯2t(ξ¯t|t−1−1)+∇θ j f¯2t∇θk ξ¯t|t−1 + f¯t∇θ j∇θk ξ¯t|t−1 and ∇θ j∇θk B¯t = (1− ξ¯t|t−1)∇θ j∇θk f¯2t.
Combining these results with (1.38), (1.40) and (1.43), ∇θ j∇θkξt+1|t equals
{
∇θ j∇θk f¯2t(ξ¯t|t−1−1)+∇θ j f¯2t∇θk ξ¯t|t−1+ f¯t∇θ j∇θk ξ¯t|t−1
f¯t
+
(ξ¯t|t−1−1)2∇θ j f¯2t∇θk f¯2t
f¯ 2t
− [∇θk f¯2t(ξ¯t|t−1−1)+ f¯t∇θk ξ¯t|t−1]∇θ j f¯2t
f¯ 2t
+
(ξ¯t|t−1−1)2∇θ j∇θk f¯2t
f¯t
− 2(ξ¯t|t−1−1)
2∇θ j f¯2t∇θk f¯2t
f¯ 2t
}
.
The result follows from rearranging the terms.
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(4). If j ∈ I1 and k ∈ I1, then ∇θ j f¯2t = ∇θk f¯2t = ∇θ j∇θk f¯2t = 0, implying ∇θ j∇θk A¯t =
f¯t∇θ j∇θk ξ¯t|t−1 and ∇θ j∇θk B¯t = ξ¯t|t−1∇θ j∇θk f¯1t + ∇θ j f¯1t∇θk ξ¯t|t−1 + ∇θk f¯1t∇θ j ξ¯t|t−1. Combining them
with (1.38), (1.41), ∇θ j∇θkξt+1|t equals
ρ
{
∇θ j∇θk ξ¯t|t−1 −
ξ¯t|t−1∇θ j ξ¯t|t−1∇θk f¯1t
f¯t
− ξ¯t|t−1∇θk ξ¯t|t−1∇θ j f¯1tf¯t
− (ξ¯t|t−1−1)[ξ¯t|t−1∇θ j∇θk f¯1t+∇θ j f¯1t∇θk ξ¯t|t−1+∇θ j ξ¯t|t−1∇θk f¯1t]f¯t +
2(ξ¯t|t−1−1)ξ¯2t|t−1∇θ j f¯1t∇θk f¯1t
f¯ 2t
}
.
The result follows from rearranging the right hand side terms.
(5). If j ∈ I1 and k ∈ I2, then ∇θ j f¯2t = ∇θk f¯1t = ∇θ j∇θk f¯1t = ∇θ j∇θk f¯2t = 0, implying ∇θ j∇θk A¯t =
∇θk f¯2t∇θ j ξ¯t|t−1 + f¯t∇θ j∇θk ξ¯t|t−1 and ∇θ j∇θk B¯t = ∇θ j f1t∇θk ξ¯t|t−1 − ∇θk f¯2t∇θ j ξ¯t|t−1. Combining them
with (1.38), (1.41) and (1.43), ∇θ j∇θk ξ¯t+1|t equals
ρ
{
∇θk f¯2t∇θ j ξ¯t|t−1+ f¯t∇θ j∇θk ξ¯t|t−1
f¯t
− (1−ξ¯t|t−1)∇θ j ξ¯t|t−1∇θk f¯2tf¯t −
[
∇θk f¯2t(ξ¯t|t−1−1)+ f¯t∇θk ξ¯t|t−1
]
ξ¯t|t−1∇θ j f¯1t
f¯ 2t
− (ξ¯t|t−1−1)
[
∇θ j f1t∇θk ξ¯t|t−1−∇θk f¯2t∇θ j ξ¯t|t−1
]
f¯t
− 2(ξ¯t|t−1−1)
2ξ¯t|t−1∇θ j f¯1t∇θk f¯2t
f¯ 2t
}
.
The result follows from rearranging the terms.
(6). If j ∈ I2 and k ∈ I2, then ∇θ j f¯1t = ∇θk f¯1t = ∇θ j∇θk f¯1t = 0, implying ∇θ j∇θk A¯t =
∇θ j∇θk f¯2t(ξ¯t|t−1−1)+∇θ j f¯2t∇θk ξ¯t|t−1+∇θk f¯2t∇θ j ξ¯t|t−1+ f¯t∇θ j∇θk ξ¯t|t−1 and∇θ j∇θk B¯t = (1−ξ¯t|t−1)∇θ j∇θk f¯2t−
∇θ j f¯2t∇θk ξ¯t|t−1 − ∇θk f¯2t∇θ j ξ¯t|t−1. Combining them with (1.38) and (1.43), ∇θ j∇θk ξ¯t+1|t equals
ρ
{∇θ j∇θk f¯2t(ξ¯t|t−1−1)+∇θ j f¯2t∇θk ξ¯t|t−1+∇θk f¯2t∇θ j ξ¯t|t−1+ f¯t∇θ j∇θk ξ¯t|t−1
f¯t
−
[
∇θk f¯2t(ξ¯t|t−1−1)+ f¯t∇θk ξ¯t|t−1
]
(1−ξ¯t|t−1)∇θ j f¯2t
f¯ 2t
−
[
∇θ j f¯2t(ξ¯t|t−1−1)+ f¯t∇θ j ξ¯t|t−1
]
(1−ξ¯t|t−1)∇θk f¯2t
f¯ 2t
− (ξ¯t|t−1−1)[(1−ξ¯t|t−1)∇θ j∇θk f¯2t−∇θ j f¯2t∇θk ξ¯t|t−1−∇θk f¯2t∇θ j ξ¯t|t−1]f¯t +2
(ξ¯t|t−1−1)3∇θ j f¯2t∇θk f¯2t
f¯ 2t
}
.
The result follows from rearranging the terms.
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Consider Lemma 1.1.4. Differentiating (1.44) with respect to θl:
∇θ j∇θk∇θlξt+1|t
= ρ
{∇θ j∇θk∇θl At
Bt
− ∇θ j∇θk At∇θl Bt
B2t
− ∇θ j∇θl At∇θk Bt
B2t
− ∇θ j At∇θk∇θl Bt
B2t
+
2∇θ j At∇θk Bt∇θl Bt
B3t
−∇θk∇θl At∇θ j Bt
B2t
− ∇θk At∇θ j∇θl Bt
B2t
+
2∇θk At∇θ j Bt∇θl Bt
B3t
−∇θl At∇θ j∇θk Bt
B2t
− At∇θ j∇θk∇θl Bt
B2t
+
2At∇θ j∇θk Bt∇θl Bt
B3t
+
2∇θl At∇θ j Bt∇θk Bt
B3t
+
2At∇θ j∇θl Bt∇θk Bt
B3t
+
2At∇θ j Bt∇θk∇θl Bt
B3t
− 6At∇θ j Bt∇θk Bt∇θl Bt
B4t
}
,
where
∇θ j∇θk∇θl At = ∇θ j∇θk∇θl f2t(ξt|t−1 − 1) + ∇θ j∇θl f2t∇θkξt|t−1 + ∇θk∇θl f2t∇θ jξt|t−1
+ ∇θl f2t∇θ j∇θkξt|t−1 + ∇θ j∇θk f2t∇θlξt|t−1 + ∇θ j f2t∇θk∇θlξt|t−1
+ ∇θk f2t∇θ j∇θlξt|t−1 + f2t∇θ j∇θk∇θlξt|t−1,
∇θ j∇θk∇θl Bt = (∇θ j∇θk∇θl f1t − ∇θ j∇θk∇θl f2t)ξt|t−1 + (∇θ j∇θl f1t − ∇θ j∇θl f2t)∇θkξt|t−1
+ (∇θk∇θl f1t − ∇θk∇θl f2t)∇θ jξt|t−1 + (∇θl f1t − ∇θl f2t)∇θ j∇θkξt|t−1
+ ∇θ j∇θk∇θl f2t + (∇θ j∇θk f1t − ∇θ j∇θk f2t)∇θlξt|t−1
+ (∇θ j f1t − ∇θ j f2t)∇θk∇θlξt|t−1 + (∇θk f1t − ∇θk f2t)∇θ j∇θlξt|t−1
+ ( f1t − f2t)∇θ j∇θk∇θlξt|t−1
We now evaluate the above terms at δ1 = δ2 = δ for 10 possible cases. We only report the values
of E¯ jkl,t but omit the derivation details.
(1). If j ∈ I0, k ∈ I0 and l ∈ I0, then E¯ jkl,t = 0.
(2). If j ∈ I0, k ∈ I0 and l ∈ I1, then E¯ jkl,t equals
r
{
−∇θ j∇θk f¯2t∇θl f¯1t
f¯ 2t
− ∇θ j f¯2t∇θk∇θl f¯1t
f¯ 2t
− ∇θk f¯2t∇θ j∇θl f¯1t
f¯ 2t
+
∇θ j∇θk∇θl f¯1t
f¯t
+ 2
∇θ j f¯2t∇θk f¯2t∇θl f¯1t
f¯ 3t
}
.
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(3). If j ∈ I0, k ∈ I0 and l ∈ I2, then E¯ jkl,t equals
r
{∇θ j∇θk f¯2t∇θl f¯2t
f¯ 2t
+
∇θ j f¯2t∇θk∇θl f¯2t
f¯ 2t
+
∇θk f¯2t∇θ j∇θl f¯2t
f¯ 2t
− ∇θ j∇θk∇θl f¯2tf¯t − 2
∇θ j f¯2t∇θk f¯2t∇θl f¯2t
f¯ 3t
}
.
(4). If j ∈ I0, k ∈ I1 and l ∈ I1, then E¯ jkl,t equals
ρ(1 − 2ξ∗)
[∇θ j∇θl f¯1t∇θk ξ¯t|t−1
f¯t
+
∇θ j∇θk f¯1t∇θl ξ¯t|t−1
f¯t
+
∇θl f¯1t∇θ j∇θk ξ¯t|t−1
f¯t
+
∇θk f¯1t∇θ j∇θl ξ¯t|t−1
f¯t
−∇θ j f¯2t∇θl f¯1t∇θk ξ¯t|t−1
f¯ 2t
− ∇θ j f¯2t∇θk f¯1t∇θl ξ¯t|t−1
f¯ 2t
]
+ r
[∇θ j∇θk∇θl f¯1t
f¯t
− ∇θ j f¯2t∇θk∇θl f¯1t
f¯ 2t
]
−2rξ∗
[∇θl f¯1t∇θ j∇θk f¯1t
f¯ 2t
+
∇θk f¯1t∇θ j∇θl f¯1t
f¯ 2t
− 2∇θ j f¯2t∇θk f¯1t∇θl f¯1t
f¯ 3t
]
(5). If j ∈ I0, k ∈ I1 and l ∈ I2, then E¯ jkl,t equals
ρ(1 − 2ξ∗)
[∇θk f¯1t∇θ j∇θl ξ¯t|t−1
f¯t
− ∇θl f¯2t∇θ j∇θk ξ¯t|t−1f¯t +
∇θ j f¯2t∇θl f¯2t∇θk ξ¯t|t−1
f¯ 2t
−∇θ j f¯2t∇θk f¯1t∇θl ξ¯t|t−1
f¯ 2t
+
∇θ j∇θk f¯1t∇θlξt|t−1
f¯t
− ∇θ j∇θl f¯2t∇θk ξ¯t|t−1f¯t
]
−r(1 − 2ξ∗)
[∇θ j∇θk f¯1t∇θl f¯2t
f¯ 2t
+
∇θ j∇θl f¯2t∇θk f¯1t
f¯ 2t
− 2∇θ j f¯2t∇θk f¯1t∇θl f¯2t
f¯ 3t
]
.
(6). If j ∈ I0, k ∈ I2 and l ∈ I2, then E¯ jkl,t equals
−ρ(1 − 2ξ∗)
[∇θ j∇θl f¯2t∇θk ξ¯t|t−1
f¯t
+
∇θ j∇θk f¯2t∇θl ξ¯t|t−1
f¯t
+
∇θl f¯2t∇θ j∇θk ξ¯t|t−1
f¯t
+
∇θk f¯2t∇θ j∇θl ξ¯t|t−1
f¯t
−∇θ j f¯2t∇θl f¯2t∇θk ξ¯t|t−1
f¯ 2t
− ∇θ j f¯2t∇θk f¯2t∇θl ξ¯t|t−1
f¯ 2t
]
− r
[∇θ j∇θk∇θl f¯2t
f¯t
− ∇θ j f¯2t∇θk∇θl f¯2tf¯t
]
.
+2r(1 − ξ∗)
[∇θl f¯2t∇θ j∇θk f¯2t
f¯ 2t
+
∇θk f¯2t∇θ j∇θl f¯2t
f¯ 2t
− 2∇θ j f¯2t∇θk f¯2t∇θl f¯2t
f¯ 3t
]
(7). If j ∈ I1, k ∈ I1 and l ∈ I1, then E¯ jkl,t equals
ρ(1 − 2ξ∗)
[∇θ j∇θk f¯1t∇θl ξ¯t|t−1
f¯t
+
∇θ j∇θl f¯1t∇θk ξ¯t|t−1
f¯t
+
∇θk∇θl f¯1t∇θ j ξ¯t|t−1
f¯t
+
∇θ j f¯1t∇θk∇θl ξ¯t|t−1
f¯t
+
∇θk f¯1t∇θ j∇θl ξ¯t|t−1
f¯t
+
∇θl f¯1t∇θ j∇θk ξ¯t|t−1
f¯t
]
−2ρ
[∇θ j f¯1t∇θk ξ¯t|t−1∇θl ξ¯t|t−1
f¯t
+
∇θk f¯1t∇θ j ξ¯t|t−1∇θl ξ¯t|t−1
f¯t
+
∇θl f¯1t∇θ j ξ¯t|t−1∇θk ξ¯t|t−1
f¯t
]
+ρ(6ξ2∗ − 4ξ∗)
[∇θ j f¯1t∇θk f¯1t∇θl ξ¯t|t−1
f¯ 2t
+
∇θk f¯1t∇θl f¯1t∇θ j ξ¯t|t−1
f¯ 2t
+
∇θl f¯1t∇θ j f¯1t∇θk ξ¯t|t−1
f¯ 2t
]
−2rξ∗
[∇θ j∇θk f¯1t∇θl f¯1t
f¯ 2t
+
∇θ j∇θl f¯1t∇θk f¯1t
f¯ 2t
+
∇θk∇θl f¯1t∇θ j f¯1t
f¯ 2t
]
+ r
∇θ j∇θk∇θl f¯1t
f¯t
+ 6rξ2∗
∇θ j f¯1t∇θk f¯1t∇θl f¯1t
f¯ 3t
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(8). If j ∈ I1, k ∈ I1 and l ∈ I2, then E¯ jkl,t equals
−ρ(1 − 2ξ∗)
[∇θ j∇θk ξ¯t|t−1∇θl f¯2t
f¯t
− ∇θ j∇θl ξ¯t|t−1∇θk f¯1tf¯t −
∇θk∇θl ξ¯t|t−1∇θ j f¯1t
f¯t
− ∇θ j∇θk f¯1t∇θl ξ¯t|t−1f¯t
]
−ρ(6ξ2∗ − 6ξ∗ + 1)
[∇θk f¯1t∇θl f¯2t∇θ j ξ¯t|t−1
f¯ 2t
+
∇θ j f¯1t∇θl f¯2t∇θk ξ¯t|t−1
f¯ 2t
]
+2ρ
[∇θl f¯2t∇θ j ξ¯t|t−1∇θk ξ¯t|t−1
f¯t
− ∇θ j f¯1t∇θk ξ¯t|t−1∇θl ξ¯t|t−1f¯t −
∇θk f¯1t∇θ j ξ¯t|t−1∇θl ξ¯t|t−1
f¯t
]
−r(1 − 2ξ∗)∇θ j∇θk f¯1t∇θl f¯2tf¯ 2t + (6ξ
2∗ − 4ξ∗)
[
ρ
∇θ j f¯1t∇θk f¯1t∇θl ξ¯t|t−1
f¯ 2t
− r∇θ j f¯1t∇θk f¯1t∇θl f¯2t
f¯ 3t
]
.
(9). If j ∈ I1, k ∈ I2 and l ∈ I2, then E¯ jkl,t equals
−ρ(1 − 2ξ∗)
[∇θ j∇θk ξ¯t|t−1∇θl f¯2t
f¯t
+
∇θ j∇θl ξ¯t|t−1∇θk f¯2t
f¯t
− ∇θk∇θl ξ¯t|t−1∇θ j f¯1tf¯t +
∇θk∇θl f¯2t∇θ j ξ¯t|t−1
f¯t
]
−ρ(6ξ2∗ − 6ξ∗ + 1)
[∇θl f¯2t∇θ j f¯1t∇θk ξ¯t|t−1
f¯ 2t
+
∇θk f¯2t∇θ j f¯1t∇θl ξ¯t|t−1
f¯ 2t
]
− r(1 − 2ξ∗)∇θk∇θl f¯2t∇θ j f¯1tf¯ 2t
+2ρ
[∇θk f¯2t∇θ j ξ¯t|t−1∇θl ξ¯t|t−1
f¯t
+
∇θl f¯2t∇θ j ξ¯t|t−1∇θk ξ¯t|t−1
f¯t
− ∇θ j f¯1t∇θk ξ¯t|t−1∇θl ξ¯t|t−1f¯t
]
+[6(1 − ξ∗)2 − 4(1 − ξ∗)]
[
ρ
∇θk f¯2t∇θl f¯2t∇θ j ξ¯t|t−1
f¯ 2t
+ r
∇θ j f¯1t∇θk f¯2t∇θl f¯2t
f¯ 3t
]
.
(10). If j ∈ I2, k ∈ I2 and l ∈ I2, then E¯ jkl,t equals
−ρ(1 − 2ξ∗)
[∇θ j∇θk f¯2t∇θl ξ¯t|t−1
f¯t
+
∇θ j∇θl f¯2t∇θk ξ¯t|t−1
f¯t
+
∇θk∇θl f¯2t∇θ j ξ¯t|t−1
f¯t
+
∇θ j f¯2t∇θk∇θl ξ¯t|t−1
f¯t
+
∇θk f¯2t∇θ j∇θl ξ¯t|t−1
f¯t
+
∇θl f¯2t∇θ j∇θk ξ¯t|t−1
f¯t
]
+2r(1 − ξ∗)
[∇θ j f¯2t∇θk∇θl f¯2t
f¯ 2t
+
∇θk f¯2t∇θ j∇θl f¯2t
f¯ 2t
+
∇θl f¯2t∇θ j∇θk f¯2t
f¯ 2t
]
+ρ[6(1 − ξ∗)2 − 4(1 − ξ∗)]
[∇θ j f¯2t∇θk f¯2t∇θl ξ¯t|t−1
f¯ 2t
+
∇θ j f¯2t∇θl f¯2t∇θk ξ¯t|t−1
f¯ 2t
+
∇θk f¯2t∇θl f¯2t∇θ j ξ¯t|t−1
f¯ 2t
]
+2ρ
[∇θ j f¯2t∇θk ξ¯t|t−1∇θl ξ¯t|t−1
f¯ 2t
+
∇θk f¯2t∇θ j ξ¯t|t−1∇θl ξ¯t|t−1
f¯ 2t
+
∇θl f¯2t∇θ j ξ¯t|t−1∇θk ξ¯t|t−1
f¯ 2t
]
−r∇θ j∇θk∇θl f¯2tf¯t − 6r(1 − ξ∗)2
∇θ j f¯2t∇θk f¯2t∇θl f¯2t
f¯ 3t
.
The next lemma provides stochastic bounds for ξ¯t+1|t and its derivatives.
Lemma 1.5. Suppose Assumption 1.4 hold. Then, there exists an open neighborhood of (β∗, δ∗) ,
denoted by B (β∗, δ∗) , and a sequence of strictly stationary and ergodic random variables {λt}
56
satisfying Eλ1+ct < M < ∞ for some c,M > 0, such that:
sup
(β,δ1)∈B(β∗,δ∗)
∣∣∣∣∇θi1 ...∇θik ξ¯t+1|t∣∣∣∣ α(k)k < λt (t = 1, ...,T )
for all i1, ..., ik ∈
{
1, .., 2nδ + nβ
}
and k = 1, 2, 3 and 4, where α(k) = 6 if k = 1, 2, 3 and α(k) = 5
if k = 4. The above inequalities hold uniformly over  ≤ p, q ≤ 1 −  with  being an arbitrary
number satisfying 0 <  < 1/2.
Proof of Lemma 1.5. We use the difference equations in Lemma 1.1 to relate ∇θi1 ...∇θik ξ¯t+1|t to
the density functions f¯1t and f¯2t and their derivatives. Because the higher order derivatives depend
successively on the lower orders, we start with k = 1. Without loss of generality, suppose j ∈ I1.
Then, apply (1.42):
∣∣∣∇θ j ξ¯t+1|t∣∣∣6 ≤
 t−1∑
s=0
∣∣∣∣∣∣∣rρs∇θ j f¯1(t−s)f¯t−s
∣∣∣∣∣∣∣

6
≤
 ∞∑
s=0
∣∣∣rρs∣∣∣ υ1/6t−s
6 ≤
 ∞∑
s=0
(1 − )sυ1/6t−s
6 ,
where the second inequality follows from Assumption 1.4 and the last inequality uses ρ = p+q−1.
Because {υt} is stationary and ergodic, the right hand side is also stationary and ergodic (White,
2001, Theorem 3.35). Denote it by λt and apply Minkowski’s inequality for an infinite sum:
Eλ1+ct = E
 ∞∑
s=0
(1 − )sυ1/6t−s
6(1+c) ≤
 ∞∑
s=0
[
E((1 − )sυ1/6t−s)6(1+c)
] 1
6(1+c)

6(1+c)
=
 ∞∑
s=0
(1 − )s
[
Eυ1+ct−s
] 1
6(1+c)

6(1+c)
≤ L
 ∞∑
s=0
(1 − )s

6(1+c)
,
where the last inequality holds because Eυ1+ct−s is finite by Assumption 1.4. Because
∑∞
s=0(1− )s =
1/ < ∞, we have Eλ1+ct ≤ L/6(1+c) < ∞. This establishes the result for k = 1. Let M = L/6(1+c).
The proof for k > 1 is similar. For k = 2, we have |∇θ j∇θi ξ¯t+1|t|3 ≤ (
∑∞
s=0
∣∣∣ρsE¯ ji,t−s∣∣∣)3. We
provide upper bounds for |E¯ ji,t| for five possible cases. Specifically, if j ∈ I0 and i ∈ I1, then
∣∣∣E¯ ji,t∣∣∣ =
∣∣∣∣∣∣∣−r∇θ j f¯2tf¯t ∇θi f¯1tf¯t + r∇θ j∇θi f¯1tf¯t
∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣r∇θ j f¯2tf¯t ∇θi f¯1tf¯t
∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣r∇θ j∇θi f¯1tf¯t
∣∣∣∣∣∣∣ ≤ 2 |r| υ1/3t .
57
The same bound holds if j ∈ I0 and i ∈ I2. If j ∈ I1 and i ∈ I1, then |E¯ ji,t| ≤ 2 |ρ (1 − 2ξ∗)| λ1/6t−1υ1/6t +
3 |r| υ1/3t . If j ∈ I1 and i ∈ I2, then |E¯ ji,t| ≤ 2 |ρ (1 − 2ξ∗)| λ1/6t−1υ1/6t + |r(2ξ∗ − 1)| υ1/3t . If j ∈ I2 and
k ∈ I2, then |E¯ ji,t| ≤ 2 |ρ (1 − 2ξ∗)| λ1/6t−1υ1/6t + (|r| + |2r(ξ∗ − 1)|) υ1/3t . Consequently, there exists a
finite constant C1, such that for all the five cases we have |E¯ ji,t| ≤ C1(λ1/6t−1υ1/6t + υ1/3t ). This implies∣∣∣∇θ j∇θi ξ¯t+1|t∣∣∣3 ≤ (∑∞s=0 C1(1 − )s(λ1/6t−1υ1/6t + υ1/3t ))3. The right side is stationary and ergodic; we
continue to denote it by λt. By Minkowski’s inequality:
Eλ1+ct ≤
 ∞∑
s=0
[
E
(
C1(1 − )s(λ1/6t−1υ1/6t + υ1/3t )
)3(1+c)] 13(1+c) 
3(1+c)
. (1.45)
Apply Minkowski’s inequality followed by the Cauchy–Schwarz inequality to the summands:
E
(
C1(1 − )s(λ1/6t−1υ1/6t + υ1/3t )
)3(1+c)
≤ (C1(1 − )s)3(1+c) [(Eλ(1+c)/2t−1 υ(1+c)/2t ) 13(1+c) + (Eυ(1+c)t ) 13(1+c) ]3(1+c)
≤ (C1(1 − )s)3(1+c) [(Eλ(1+c)t−1 Eυ(1+c)t ) 16(1+c) + (Eυ(1+c)t ) 13(1+c) ]3(1+c) .
Because Eλ(1+c)t−1 < M and Eυ
(1+c)
t < L, the last term in the preceding display is no greater than
(1 − )3(1+c)sC3(1+c)1
[
(ML)
1
6(1+c) + L
1
3(1+c)
]3(1+c)
≤ C2(1 − )3(1+c)s, (1.46)
where C2 is a finite constant independent of p and q. Plug this into (1.45), we have Eλ1+ct ≤
C2(
∑∞
s=0(1 − )s)3(1+c) = C2/3(1+c) < ∞. This proves the result for k = 2.
Now, consider k = 3. Inspecting the expressions of E¯ jil,t reported in the proof of Lemma 1.1
shows that they comprise the following terms (a, b, c = 1, 2):
∇θ j∇θi f¯at∇θl f¯bt
f¯ 2t
,
∇θ j∇θi∇θl f¯at
f¯t
,
∇θ j f¯at∇θi f¯bt∇θl f¯ct
f¯ 3t
,
∇θl f¯at∇θ j∇θi ξ¯t|t−1
f¯t
,
∇θ j f¯at∇θl f¯bt∇θi ξ¯t|t−1
f¯ 2t
,
∇θ j∇θi f¯at∇θl ξ¯t|t−1
f¯t
,
∇θ j f¯at∇θi ξ¯t|t−1∇θl ξ¯t|t−1
f¯t
.
(1.47)
By Assumption 1.4 and the above results for k = 1 and 2, the quantities in (1.47) are bounded,
respectively, by υ1/2t , υ
1/2
t , υ
1/2
t , υ
1/6
t λ
1/3
t−1, υ
1/3
t λ
1/6
t−1, υ
1/3
t λ
1/6
t−1 and υ
1/6
t λ
1/3
t−1. Therefore, the ten cases
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specified in Lemma 1.1 all satisfy
∣∣∣E¯ jil,t∣∣∣ ≤ C3(υ1/2t + υ1/6t λ1/3t−1 + υ1/3t λ1/6t−1), where C3 is a finite
constant independent of p and q. This implies
∣∣∣∇θ j∇θi∇θl ξ¯t+1|t∣∣∣2 ≤
∣∣∣∣∣∣∣
∞∑
s=0
(1 − )sC3(υ1/2t + υ1/6t λ1/3t−1 + υ1/3t λ1/6t−1)
∣∣∣∣∣∣∣
2
.
Denote the right hand side by λt and proceed along the same lines as between (1.45) and (1.46). It
then follows that Eλ1+ct < ∞. For k = 4, the expressions of E¯ jilm,t, although omitted here, include
terms as in (1.47) but with the orders of derivatives sum to 4 instead of 3. Using the same arguments
as between (1.45) and (1.46), it can be shown that Eλ1+ct < ∞ holds.
The next lemma establishes stochastic orders of some quantities related to ξt|t−1, f1t and f2t.
The quantities are all evaluated at (β˜, δ˜, δ˜).
Lemma 1.6. Let is, js, ls,ms, ns be arbitrary integers satisfying 1 ≤ is, js, ls,ms, ns ≤ 2nδ + nβ for
s ∈ {1, 2, 3, 4}. The following results hold uniformly over  ≤ p, q ≤ 1−  with  being an arbitrary
number satisfying 0 <  < 1/2:
1. For any a ∈ {1, 2}, u ∈ {1, 2, 3, 4} and v ∈ {0, 1, 2, 3} satisfying u + v ≤ 4, we have (interpret
∇θ j1 ...∇θ jv ξ˜t|t−1 as 1 when v = 0)
1
T
T∑
t=1
∇θi1 ...∇θiu f˜at
f˜t
∇θ j1 ...∇θ jv ξ˜t|t−1 = op(1), (1.48)
Further, if u + v ≤ 3, then the result holds with op(1) replaced by Op(T−1/2).
2. For any (a, b, c) ∈ {1, 2}, (u,w) ∈ {1, 2, 3} and v ∈ {0, 1, 2} satisfying u + v + w ≤ 4 :
1
T
T∑
t=1
∇θi1 ...∇θiu f˜at
f˜t
∇θ j1 ...∇θ jv f˜bt
f˜t
∇θl1 ...∇θlw f˜ct
f˜t
= Op(1).
3. For any (a, b, c) ∈ {1, 2}, (u,w) ∈ {1, 2, 3} and (v, z) ∈ {0, 1} satisfying u + v + w + z ≤ 3 :
1
T
T∑
t=1
∇θi1 f˜at
f˜t
∇θ j1 ...∇θ ju f˜bt
f˜t
∇θl1 ...∇θlv f˜ct
f˜t
∇θm1 ...∇θmw ξ˜t|t−1∇θn1 ...∇θnz ξ˜t|t−1 = Op(1).
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Proof of Lemma 1.6. By the mean value theorem, the left hand side of (1.48) equals
T−1
T∑
t=1
∇θi1 ...∇θiu f ∗at
f ∗t
∇θ j1 ...∇θ jv ξ∗t|t−1 (1.49)
+
T−3/2 T∑
t=1
∇θ′
∇θi1 ...∇θiu f¯atf¯at ∇θ j1 ...∇θ jv ξ¯t|t−1

 T 1/2 (θ˜ − θ∗) ,
where ”∗” and ”−” denote that the relevant quantities are evaluated at the true values θ′∗ = (β′∗, δ′∗, δ′∗)
and θ¯′ =
(
β¯′, δ¯′, δ¯′
)
, where θ¯ lies between θ˜′ = (β˜′, δ˜′, δ˜′) and θ∗. The first summation is over terms
that are stationary and ergodic, which are bounded by λv/α(k)t υ
u/α(k)
t by Assumption 1.4 and Lemma
1.5. Apply Ho¨lder’s inequality:
E(λv/α(k)t υ
u/α(k)
t )
1+c ≤
(
E
(
λv(1+c)/α(k)t
)α(k)/v) vα(k) (
E
(
υu(1+c)/α(k)t
)α(k)/(α(k)−v)) α(k)−vα(k)
≤
(
Eλ1+ct
) v
α(k)
(
Eυ1+ct
) α(k)−v
α(k)
where the last inequality follows because u + v < α(k). Both terms on the right hand side are
finite by Assumption 1.4 and Lemma 1.5. Therefore, the first term in the display (1.49) is op (1)
by Theorem 3.34 in White (2001). Now turn to the second term in the display (1.49). We have, for
any k ∈
{
1, ..., 2nδ + nβ
}
:
∣∣∣∣∣∣∣T−3/2
T∑
t=1
∇θk
∇θi1 ...∇θiu f¯atf¯at ∇θ j1 ...∇θ jv ξ¯t|t−1

∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣T−3/2
T∑
t=1
∇θi1 ...∇θiu∇θk f¯at
f¯at
∇θ j1 ...∇θ jv ξ¯t|t−1
∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣T−3/2
T∑
t=1
∇θi1 ...∇θiu f¯at
f¯at
∇θ j1 ...∇θ jv∇θk ξ¯t|t−1
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣T−3/2
T∑
t=1
∇θi1 ...∇θiu f¯at
f¯at
∇θk f¯at
f¯at
∇θ j1 ...∇θ jv ξ¯t|t−1
∣∣∣∣∣∣∣
≤ T−3/2
T∑
t=1
{
2υ(u+1)/α(k)t λ
v/α(k)
t + υ
u/α(k)
t λ
(v+1)/α(k)
t
}
= Op
(
T−1/2
)
,
where the equality follows from Assumption 1.4, Lemma 1.5 and u + v + 1 ≤ 5. Therefore, the
display (1.49) is op (1).
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Now we consider the cases with u+v ≤ 3. If u+v < 3, then the terms inside the first summation
of (1.49) are bounded by λv/6t υ
u/6
t . We have
E(λv/6t υ
u/6
t )
2(1+c) ≤
(
E(λv(1+c)/3t )
3
v
)v/3 (
E(υu(1+c)/3t )
3
(3−v)
)(3−v)/3
≤
(
Eλ1+ct
)v/3 (
Eυ1+ct
)(3−v)/3
.
The right hand side is finite. If u+v = 3, i.e., u = 3 and v = 0, then E(λv/6t υ
u/6
t )
2(1+c) = Eυt(1+c) < ∞.
Apply the central limit theorem; it follows that the left hand side of (1.48) is Op
(
T−1/2
)
.
Lemma 1.6.2 and 1.6.3 can be proved using the same arguments, i.e., first applying the mean
value theorem and then obtaining bounds for the two resulting terms separately. It follows that the
left hand side quantity in Lemma 1.6.2 is bounded by T−1
∑T
t=1 υ
(u+v+w)/α(k)
t +Op(T
−1/2), while that
in Lemma 1.6.3 is bounded by T−1
∑T
t=1 υ
(1+u+v)/α(k)
t λ
(w+z)/α(k)
t + Op(T
−1/2). The two leading terms
both satisfy a law of large numbers, therefore are Op(1).
We state some notations to be used in subsequent proofs. Define
θˆ(δ2) = (βˆ(δ2)′, δˆ1(δ2)′, δ′2)
′,
where βˆ(δ2) and δˆ1(δ2) are defined in (1.17). Let ξˆt+1|t, fˆ1t and fˆ2t denote ξt+1|t(p, q, β, δ1, δ2),
ft(β, δ1) and ft(β, δ2) evaluated at (β, δ1, δ2) = (βˆ(δ2), δˆ1(δ2), δ2). Let ∇θi1 ...∇θik ξˆt+1|t, ∇θi1 ...∇θik fˆ1t
and ∇θi1 ...∇θik fˆ2t denote the k-th order derivatives of ξt+1|t, f1t and f2t with respect to the i1-th,...ik-th
elements of θ evaluated at (βˆ(δ2), δˆ1(δ2), δ2).
Proof of Lemma 1.2. As the proof is long, we organize it into three parts, corresponding to Lemma
1.2.1, 1.2.2 and 1.2.3 respectively.
Proof of the first result in Lemma 1.2. By construction, θˆ(δ2) satisfies
M(1)j (p, q, δ2) = T−1
T∑
t=1
Mˆ jt
Bˆt
= 0 ( j = 1, ..., nβ + nδ), (1.50)
where
Bˆt = ( fˆ1t − fˆ2t)ξˆt|t−1 + fˆ2t, (1.51)
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Mˆ jt = (∇θ j fˆ1t − ∇θ j fˆ2t)ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θ j ξˆt|t−1 + ∇θ j fˆ2t.
Because (1.50) holds for all δ2 ∈ ∆, its derivatives with respect to δ2 must equal zero. The proof
makes use of this property. It proceeds in three steps. For an arbitrary k ∈ {1, ..., nδ}, the first step
differentiates the nβ + nδ equations in (1.50) with respect to δ2k to obtain a system of nβ + nδ linear
equations, with ∇δ2k βˆ(δ2) and ∇δ2k δˆ1(δ2) being the unknowns. The second step evaluates these
equations at δ2 = δ˜ and provides approximations to them. The third step solves these approximating
equations to obtain explicit expressions for ∇δ2k βˆ(δ˜) and ∇δ2k δˆ1(δ˜). These three steps are then
repeated for all k ∈ {1, ..., nδ} to prove Lemma 1.2.1. The idea of differentiating the first order
conditions is inspired by Cho and White (2007). At the same time the proof here is more complex
due to the presence of ξt+1|t and the allowance for multiple switching parameters.
Step 1 for proving Lemma 1.2.1. Consider an arbitrary k ∈ {1, ..., nδ} and an arbitrary j ∈{
1, ..., nβ + nδ
}
. Taking the first order derivative of the j-th equation (1.50) with respect to the δ2k
(Here, view Bˆt and Mˆ jt as functions of p, q and δ2; note that β and δ1 are now functions of these
three elements.):
M(2)jk (p, q, δ2) =
1
T
T∑
t=1
∇δ2k Mˆ jt
Bˆt
− 1
T
T∑
t=1
∇δ2k Bˆt
Bˆ2t
Mˆ jt = 0, (1.52)
where
∇δ2k Mˆ jt =
{
ξˆt|t−1∇θ j∇θ′ fˆ1t + (1 − ξˆt|t−1)∇θ j∇θ′ fˆ2t + (∇θ j fˆ1t − ∇θ j fˆ2t)∇θ′ ξˆt|t−1 (1.53)
+(∇θ jξt|t−1)(∇θ′ fˆ1t − ∇θ′ fˆ2t) + ( fˆ1t − fˆ2t)(∇θ j∇θ′ ξˆt|t−1)
}
∇δ2k θˆ(δ2),
and
∇δ2k Bˆt =
{
ξˆt|t−1∇θ′ fˆ1t + (1 − ξˆt|t−1)∇θ′ fˆ2t + ( fˆ1t − fˆ2t)∇θ′ ξˆt|t−1
}
∇δ2k θˆ(δ2) (1.54)
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with
∇δ2k θˆ(δ2) =

∇δ2k βˆ(δ2)
∇δ2k δˆ1(δ2)
ek

, (1.55)
where ek is an nδ-dimensional vector whose k-th element equals 1 and otherwise zero. We view
(1.52) as a linear equation with the first (nβ + nδ) elements of ∇δ2k θˆ(δ2) being the unknowns. The
above differentiation can be carried for all j = 1, ..., nβ+nδ,while keeping k fixed at the same value.
This delivers nβ + nδ equations with the same number of unknowns specified in (1.55).
Step 2 for proving Lemma 1.2.1. We first evaluate T−1
∑T
t=1(∇δ2k Bˆt/Bˆ2t )Mˆ jt in (1.52) at δ2 = δ˜
for an arbitrary j ∈ {1, ..., nβ + nδ}. It equals (using f˜1t = f˜2t = f˜t and ξ˜t|t−1 = ξ∗)
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[ξ∗∇θ′ f˜1t + (1 − ξ∗)∇θ′ f˜2t]∇δ2k θˆ(δ˜).
Using (1.55), this can be rewritten as
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[ ∇β′ f˜1t ∇δ′1 f˜1t ]

∇δ2k βˆ(δ˜)
ξ∗∇δ2k δˆ1(δ˜)

+
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
(1 − ξ∗)∇δ2k f˜2t,
where ∇β′ f˜1t denotes the derivative of ft (β, δ1) with respect to β evaluated at βˆ(δ˜) and δˆ1(δ˜); ∇δ′1 f˜1t
and ∇δ2k f˜2t are defined analogously. Further, if j ∈
{
1, ..., nβ
}
, then preceding display equals (using
∇θ j f˜1t = ∇θ j f˜2t)
1
T
T∑
t=1
[
∇θ j f˜1t
f˜t
∇β′ f˜1t
f˜t
∇θ j f˜1t
f˜t
∇δ′1 f˜1t
f˜t
] 
∇δ2k βˆ(δ˜)
ξ∗∇δ2k δˆ1(δ˜)
 + 1T (1 − ξ∗)
T∑
t=1
∇θ j f˜1t
f˜t
∇δ2k f˜2t
f˜t
. (1.56)
Meanwhile, if j ∈
{
nβ + 1, ..., nβ + nδ
}
, then the same display equals (using ∇θ j f˜2t = 0) ξ∗ times
(1.56). Let D be a diagonal matrix whose first nβ diagonal elements equal 1 and the rest ξ∗. Then
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the above two cases for j can be combined, leading to
DI˜

∇δ2k βˆ(δ˜)
ξ∗∇δ2k δˆ1(δ˜)
 + D

(1 − ξ∗) 1T
∑T
t=1
∇β f˜1t
f˜t
∇δ2k f˜2t
f˜t
(1 − ξ∗) 1T
∑T
t=1
∇δ1 f˜1t
f˜t
∇δ2k f˜2t
f˜t
 , (1.57)
where I˜ is defined in (1.20).
Now consider the first term in (1.52). It equals (using f˜1t = f˜2t = f˜t and ξ˜t|t−1 = ξ∗)
{
1
T
∑T
t=1
[
ξ∗∇θ j∇θ′ f˜1t
f˜t
+
(1−ξ∗)∇θ j∇θ′ f˜2t
f˜t
+
∇θ j f˜1t−∇θ j f˜2t
f˜t
∇θ′ ξ˜t|t−1 + ∇θ j ξ˜t|t−1 ∇θ′ f˜1t−∇θ′ f˜2tf˜t
]}
∇δ2k θˆ(δ˜).
All the terms inside the curly brackets are Op(T−1/2) by Lemma 1.6.1. Their effects are dominated
by I˜, which is positive definite in large samples. Combining this with (1.57) and (1.52), we have:
I˜

∇δ2k βˆ(δ˜)
ξ∗∇δ2k δˆ1(δ˜)
 = −

(1 − ξ∗) 1T
∑T
t=1
∇β f˜1t
f˜t
∇δ2k f˜2t
f˜t
(1 − ξ∗) 1T
∑T
t=1
∇δ1 f˜1t
f˜t
∇δ2k f˜2t
f˜t
 + Op(T−1/2). (1.58)
The preceding display provides (nβ + nδ) linear equations with the same number of unknowns.
Step 3 for proving Lemma 1.2.1. We show how to solve (1.58) for k = nδ. Consider the
following partition of the system (1.58) with I˜22, φ˜2 and B˜2 being scalars:

I˜11 I˜12
I˜21 I˜22


φ˜1
φ˜2
 =

B˜1
B˜2
 + Op(T−1/2).
This implies

I˜11 I˜12
0 I˜22 − I˜21 I˜−111 I˜12


φ˜1
φ˜2
 =

B˜1
B˜2 − I˜21 I˜−111 B˜1
 + Op(T−1/2), (1.59)
which further implies φ˜2 = [B˜2− I˜21 I˜−111 B˜1]/[I˜22− I˜21 I˜−111 I˜12]+Op(T−1/2). Because B˜1 = (ξ∗ − 1) I˜12
and B˜2 = (ξ∗ − 1) I˜22, after cancellation we have φ˜2 = ξ∗ − 1 + Op(T−1/2). Plugging this result into
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the first set of equations in (1.59), we obtain φ˜1 = I˜−111 B˜1 − I˜−111 I˜12φ˜2 + Op(T−1/2) = (ξ∗ − 1) I˜−111 I˜12 −
I˜−111 I˜12
[
(ξ∗ − 1) + Op(T−1/2)
]
+ Op(T−1/2) = Op(T−1/2). This completes the proof for the case
k = nδ. For other values of k, the same argument can be used after exchanging the k- and nδ-th
columns of I˜ and the k- and nδ-th elements of φ˜ and B˜. 
Proof of the second result in Lemma 1.2. View the quantities in (1.52) as functions of δ2, p and
q and differentiate them with respect to the l-th element of δ2 (l = 1, ..., nδ) :
M(3)jkl(p, q, δ2) =
1
T
T∑
t=1
∇δ2k∇δ2l Mˆ jtBˆt − ∇δ2k Mˆ jt∇δ2l BˆtBˆ2t − ∇δ2k∇δ2l BˆtBˆ2t Mˆ jt (1.60)
−∇δ2k Bˆt
Bˆ2t
∇δ2l Mˆ jt + 2
∇δ2k Bˆt∇δ2l Bˆt
Bˆ3t
Mˆ jt
 = 0,
where
∇δ2k∇δ2l Mˆ jt =
nβ+2nδ∑
s=1
{
∇θ′ ξˆt|t−1∇θ j∇θs fˆ1t + ξˆt|t−1∇θ j∇θs∇θ′ fˆ1t (1.61)
− ∇θ′ ξˆt|t−1∇θ j∇θs fˆ2t + (1 − ξˆt|t−1)∇θ j∇θs∇θ′ fˆ2t
+ (∇θ j∇θ′ fˆ1t − ∇θ j∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇θ j fˆ1t − ∇θ j fˆ2t)∇θs∇θ′ ξˆt|t−1
+ (∇θs fˆ1t − ∇θs fˆ2t)∇θ j∇θ′ ξˆt|t−1 + (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇θ j ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θ j∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θ j∇θs∇θ′ ξˆt|t−1
}
×
∇δ2k θˆs(δ2)∇δ2l θˆ(δ2)
+
{
ξˆt|t−1∇θ j∇θ′ fˆ1t + (1 − ξˆt|t−1)∇θ j∇θ′ fˆ2t + (∇θ j fˆ1t − ∇θ j fˆ2t)∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θ j ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θ j∇θ′ ξˆt|t−1
}
∇δ2k∇δ2l θˆ(δ2),
and
∇δ2k∇δ2l Bˆt =
nβ+2nδ∑
s=1
{
∇θ′ ξˆt|t−1∇θs fˆ1t + ξˆt|t−1∇θs∇θ′ fˆ1t − ∇θ′ ξˆt|t−1∇θs fˆ2t (1.62)
+ (1 − ξˆt|t−1)∇θs∇θ′ fˆ2t + (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θs∇θ′ ξˆt|t−1
}
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× ∇δ2k θˆs(δ2)∇δ2l θˆ(δ2)
+
{
ξˆt|t−1∇θ′ fˆ1t + (1 − ξˆt|t−1)∇θ′ fˆ2t + ( fˆ1t − fˆ2t)∇θ′ ξˆt|t−1
}
∇δ2k∇δ2l θˆ(δ2).
We now apply (1.53), (1.54), (1.61) and (1.62) to analyze the five terms in (1.60). Start with the
third term T−1
∑T
t=1[∇δ2k∇δ2l Bˆt/Bˆ2t ]Mˆ jt. At δ2 = θ˜, it equals
nβ+2nδ∑
u=1
nβ+2nδ∑
s=1
{
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[∇θu ξ˜t|t−1∇θs f˜1t + ξ∗∇θs∇θu f˜1t − ∇θu ξ˜t|t−1∇θs f˜2t
+ (1 − ξ∗)∇θs∇θu f˜2t + (∇θu f˜1t − ∇θu f˜2t)∇θs ξ˜t|t−1]
}
∇δ2l θˆu(δ˜)∇δ2k θˆs(δ˜)
+
nβ+nδ∑
s=1
{
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t]
}
∇δ2k∇δ2l θˆs(δ˜).
Because ∇δ2l θˆu(δ˜) and ∇δ2k θˆs(δ˜) are Op
(
T−1/2
)
except when s ∈ {nβ + k, nβ + nδ + k} and u ∈
{nβ + l, nβ + nδ + l}, the preceding display equals
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
{∇δ1l ξ˜t|t−1∇δ1k f˜1t + ξ∗∇δ1k∇δ1l f˜1t − ∇δ1l ξ˜t|t−1∇δ1k f˜2t
+ (1 − ξ∗)∇δ1k∇δ1l f˜2t + (∇δ1l f˜1t − ∇δ1l f˜2t)∇δ1k ξ˜t|t−1}∇δ2l δˆ1l(δ˜)∇δ2k δˆ1k(δ˜)
+
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
{∇δ2l ξ˜t|t−1∇δ1k f˜1t + ξ∗∇δ1k∇δ2l f˜1t − ∇δ2l ξ˜t|t−1∇δ1k f˜2t
+ (1 − ξ∗)∇δ1k∇δ2l f˜2t + (∇δ2l f˜1t − ∇δ2l f˜2t)∇δ1k ξ˜t|t−1}∇δ2l δˆ2l(δ˜)∇δ2k δˆ1k(δ˜)
+
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
{∇δ1l ξ˜t|t−1∇δ2k f˜1t + ξ∗∇δ2k∇δ1l f˜1t − ∇δ1l ξ˜t|t−1∇δ2k f˜2t
+ (1 − ξ∗)∇δ2k∇δ1l f˜2t + (∇δ1l f˜1t − ∇δ1l f˜2t)∇δ2k ξ˜t|t−1}∇δ2l δˆ1l(δ˜)∇δ2k δˆ2k(δ˜)
+
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
{∇δ2l ξ˜t|t−1∇δ2k f˜1t + ξ∗∇δ2k∇δ2l f˜1t − ∇δ2l ξ˜t|t−1∇δ2k f˜2t
+ (1 − ξ∗)∇δ2k∇δ2l f˜2t + (∇δ2l f˜1t − ∇δ2l f˜2t)∇δ2k ξ˜t|t−1}∇δ2l δˆ2l(δ˜)∇δ2k δˆ2k(δ˜)
+
nβ+nδ∑
s=1
{
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t]
}
∇δ2k∇δ2l θˆs(δ˜) + Op(T−1/2).
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Apply ∇δ2l δˆ1l(δ˜) = (ξ∗ − 1)/ξ∗ + Op
(
T−1/2
)
, ∇δ2k δˆ1k(δ˜) = (ξ∗ − 1)/ξ∗ + Op
(
T−1/2
)
and ∇δ2l δˆ2l(δ˜) =
∇δ2l δˆ2l(δ˜) = 1 and rearrange the terms, the preceding display reduces to
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
{(
1 − ξ∗
ξ∗
)
∇δ1k∇δ1l f˜1t (1.63)
+
1
ξ2∗
∇δ1l ξ˜t|t−1∇δ1k f˜1t +
1
ξ2∗
∇δ1l f˜1t∇δ1k ξ˜t|t−1
}
+
nβ+nδ∑
s=1
{
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t]
}
∇δ2k∇δ2l θˆs(δ˜) + Op(T−1/2).
As in the proof of Lemma 1.2.1, the above display leads to (nβ + nδ) equations with j taking values
between 1 and (nβ + nδ). These equations can be written collectively as
DI˜

∇δ2k∇δ2l βˆ(δ˜)
ξ∗∇δ2k∇δ2l δˆ1(δ˜)
 + D

1
T
∑T
t=1
∇β f˜1t
f˜t
U˜kl,t
1
T
∑T
t=1
∇δ1 f˜1t
f˜t
U˜kl,t
 + Op(T−1/2).
This completes the analysis for the third term in (1.60). Below we show the other terms in (1.60)
are all asymptotically negligible.
Consider the first term in (1.60). Applying the expression (1.61) to (1.60) leads to quantities of
the following form: T−1
∑T
t=1(∇θi1 ...∇θiu f˜at/ f˜t)(∇θ j1 ...∇θ jv ξ˜t|t−1), where a ∈ {1, 2}, u ∈ {1, 2, 3} and
v ∈ {0, 1, 2} with 1 ≤ u + v ≤ 3. They are all Op(T−1/2) because of Lemma 1.6.1. Therefore, this
term is negligible. Consider the second term in (1.60). At δ2 = δ˜, ∇δ2k Bˆt can be rewritten as
nβ∑
s=1
∇θs f˜1t∇δ2k θˆs(δ˜) +
nβ+nδ∑
s=nβ+1
ξ∗∇θs f˜1t∇δ2k θˆs(δ˜) (1.64)
+
nβ+2nδ∑
s=nβ+nδ+1
(1 − ξ∗)∇θs f˜2t∇δ2k θˆs(δ˜)
=
nβ∑
s=1
∇βs f˜1t∇δ2k βˆs(δ˜) +
nδ∑
s=1,s,k
ξ∗∇δ1s f˜1t∇δ2k δˆ1s(δ˜) + ∇δ1k f˜1t
(
ξ∗∇δ2k δˆ1k(δ˜) + (1 − ξ∗)
)
.
The preceding display is Op(T−1/2) because ∇δ2k βˆs(δ˜) = Op(T−1/2) and ∇δ2k δˆ1s(δ˜) = Op(T−1/2)
for s , k, and ξ∗∇δ2k δˆ1k(δ˜) + (1 − ξ∗) = Op(T−1/2). Therefore, the second term in (1.60) is also
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negligible. The fourth and fifth terms are also Op(T−1/2) after applying (1.64) to ∇δ2k Bˆt.
Combining the above results for the five terms, we can rewrite (1.60) as
I˜

∇δ2k∇δ2l βˆ(δ˜)
ξ∗∇δ2k∇δ2l δˆ1(δ˜)
 = −

1
T
∑T
t=1
∇β f˜1t
f˜t
U˜kl,t
1
T
∑T
t=1
∇δ1 f˜1t
f˜t
U˜kl,t
 + Op
(
T−1/2
)
.
Dividing both sides by I˜ leads to the desired result. 
Proof of the third result in Lemma 1.2. View the quantities in (1.60) as functions of δ2, p and q
and differentiate them with respect to the h-th element of δ2 (h = 1, ..., nδ):
M(4)jklh(p, q, δ2) =
1
T
T∑
t=1
∇δ2k∇δ2l∇δ2h Mˆ jtBˆt − ∇δ2k∇δ2l Mˆ jt∇δ2h BˆtBˆ2t (1.65)
− ∇δ2k∇δ2h Mˆ jt∇δ2l Bˆt
Bˆ2t
− ∇δ2k Mˆ jt∇δ2l∇δ2h Bˆt
Bˆ2t
+ 2
∇δ2k Mˆ jt∇δ2l Bˆt∇δ2h Bˆt
Bˆ3t
− ∇δ2k∇δ2l∇δ2h Bˆt
Bˆ2t
Mˆ jt − ∇δ2k∇δ2l Bˆt
Bˆ2t
∇δ2h Mˆ jt + 2
∇δ2k∇δ2l Bˆt∇δ2h Bˆt
Bˆ3t
Mˆ jt
− ∇δ2k∇δ2h Bˆt
Bˆ2t
∇δ2l Mˆ jt −
∇δ2k Bˆt
Bˆ2t
∇δ2l∇δ2h Mˆ jt + 2
∇δ2k Bˆt∇δ2h Bˆt
Bˆ3t
∇δ2l Mˆ jt
+ 2
∇δ2k∇δ2h Bˆt∇δ2l Bˆt
Bˆ3t
Mˆ jt + 2
∇δ2k Bˆt∇δ2l∇δ2h Bˆt
Bˆ3t
Mˆ jt
+2
∇δ2k Bˆt∇δ2l Bˆt
Bˆ3t
∇δ2h Mˆ jt − 6
∇δ2k Bˆt∇δ2l Bˆt∇δ2h Bˆt
Bˆ4t
Mˆ jt.
 = 0.
Among the fifteen terms, only the 1st and the 6th term involve third order derivatives. They will
be analyzed later. Among the remaining terms, we have the following five cases: (1) The 4th,
7th and 9th terms involve second order derivatives of Bˆt and first order derivatives of Mˆ jt, which
lead to: T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)(∇θ j1∇θ j2 f˜bt/ f˜t), T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)∇θ j1 ξ˜t|t−1∇θ j2 ξ˜t|t−1,
T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θ j1∇θ j2 f˜bt/ f˜t), T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t)∇θ j2 ξ˜t|t−1 and
T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)∇θ j1 ξ˜t|t−1, where 1 ≤ i1, i2, j1, j2 ≤ nβ + 2nδ, a = 1, 2 and b = 1, 2. They
are all Op (1) by Lemma 1.6. (2) The 2rd, 3rd and 10th terms consist of first order derivatives
of Bˆt and second order derivatives of Mˆ jt. They lead to: T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θ j1∇θ j2∇θ j3 f˜bt/ f˜t),
T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t)∇θ j2 ξ˜t|t−1 , T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)∇θ j1∇θ j2 ξ˜t|t−1,
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T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t) and T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t)∇θ j2 ξ˜t|t−1, which are Op (1).
These three terms are thus Op(T−1/2) after applying (1.64) to the first order derivatives of Bˆt. (3)
The 5th, 11th and 14th terms have:
T−1
T∑
t=1
(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θ j1∇θ j2 f˜ct/ f˜t)
and
T−1
T∑
t=1
(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θi3 f˜ct/ f˜t)∇θ j1 ξ˜t|t−1,
which are all Op (1). Then these three terms are Op(T−1/2) after applying (1.64). (4) The 8th, 12th
and 13th terms lead to:
T−1
T∑
t=1
(∇θi1 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t)(∇θ j2 f˜ct/ f˜t),
T−1
T∑
t=1
(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θ j1∇θ j2 f˜ct/ f˜t),
and
T−1
T∑
t=1
(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θi3 f˜ct/ f˜t)∇θ j1 ξ˜t|t−1,
which are all Op (1). (5) The 15th term consists of
T−1
T∑
t=1
(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θi3 f˜ct/ f˜t)(∇θi4 f˜ct/ f˜ct).
This term is Op
(
T−1/2
)
after applying (1.64).
To analyze the remaining two terms in (1.65), we need third order derivatives of Mˆ jt and Bˆt:
∇δ2k∇δ2l∇δ2h Mˆ jt
=
nβ+2nδ∑
u=1
nβ+2nδ∑
s=1
{
∇θu ξˆt|t−1∇θ j∇θs∇θ′ fˆ1t + ∇θu∇θ′ ξˆt|t−1∇θ j∇θs fˆ1t + ξˆt|t−1∇θ j∇θs∇θu∇θ′ fˆ1t
+ ∇θ′ ξˆt|t−1∇θ j∇θs∇θu fˆ1t − ∇θu ξˆt|t−1∇θ j∇θs∇θ′ fˆ2t − ∇θu∇θ′ ξˆt|t−1∇θ j∇θs fˆ2t
+ (1 − ξˆt|t−1)∇θ j∇θs∇θu∇θ′ fˆ2t − ∇θ′ ξˆt|t−1∇θ j∇θs∇θu fˆ2t
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+ (∇θ j∇θu∇θ′ fˆ1t − ∇θ j∇θu∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇θ j∇θu fˆ1t − ∇θ j∇θu fˆ2t)∇θs∇θ′ ξˆt|t−1
+ (∇θ j∇θ′ fˆ1t − ∇θ j∇θ′ fˆ2t)∇θs∇θu ξˆt|t−1 + (∇θ j fˆ1t − ∇θ j fˆ2t)∇θs∇θu∇θ′ ξˆt|t−1
+ (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇θ j∇θu ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇θ j∇θu∇θ′ ξˆt|t−1
+ (∇θs∇θu∇θ′ fˆ1t − ∇θs∇θu∇θ′ fˆ2t)∇θ j ξˆt|t−1 + (∇θs∇θu fˆ1t − ∇θs∇θu fˆ2t)∇θ j∇θ′ ξˆt|t−1
+ (∇θu∇θ′ fˆ1t − ∇θu∇θ′ fˆ2t)∇θ j∇θs ξˆt|t−1 + (∇θu fˆ1t − ∇θu fˆ2t)∇θ j∇θs∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θ j∇θs∇θu ξˆt|t−1
+ ( fˆ1t − fˆ2t)∇θ j∇θs∇θu∇θ′ ξˆt|t−1
}
∇δ2k θˆs(δ2)∇δ2l θˆu(δ2)∇δ2h θˆ(δ2)
+
nβ+2nδ∑
u=1
nβ+2nδ∑
s=1
{
∇θu ξˆt|t−1∇θ j∇θs fˆ1t + ξˆt|t−1∇θ j∇θs∇θu fˆ1t − ∇θu ξˆt|t−1∇θ j∇θs fˆ2t
+ (1 − ξˆt|t−1)∇θ j∇θs∇θu fˆ2t + (∇θ j∇θu fˆ1t − ∇θ j∇θu fˆ2t)∇θs ξˆt|t−1
+ (∇θ j fˆ1t − ∇θ j fˆ2t)∇θs∇θu ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇θ j∇θu ξˆt|t−1
+ (∇θs∇θu fˆ1t − ∇θs∇θu fˆ2t)∇θ j ξˆt|t−1 + (∇θu fˆ1t − ∇θu fˆ2t)∇θ j∇θs ξˆt|t−1
+ ( fˆ1t − fˆ2t)∇θ j∇θs∇θu ξˆt|t−1
}
[∇δ2k∇δ2h θˆs(δ2)∇δ2l θˆu(δ2) + ∇δ2k θˆs(δ2)∇δ2l∇δ2h θˆu(δ2)]
+
nβ+2nδ∑
s=1
{
ξˆt|t−1∇θ j∇θs∇θ′ fˆ1t + ∇θ′ ξˆt|t−1∇θ j∇θs fˆ1t + (1 − ξˆt|t−1)∇θ j∇θs∇θ′ fˆ2t
− ∇θ′ ξˆt|t−1∇θ j∇θs fˆ2t + (∇θ j∇θ′ fˆ1t − ∇θ j∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇θ j fˆ1t − ∇θ j fˆ2t)∇θs∇θ′ ξˆt|t−1
+ (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇θ j ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇θ j∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θ j∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θ j∇θs∇θ′ ξˆt|t−1
}
∇δ2h θˆ(δ2)∇δ2k∇δ2l θˆs(δ2),
+
{
ξˆt|t−1∇θ j∇θ′ fˆ1t + (1 − ξt|t−1)∇θ j∇θ′ fˆ2t + (∇θ j fˆ1t − ∇θ j fˆ2t)∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θ j ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θ j∇θ′ ξˆt|t−1
}
∇δ2k∇δ2l∇δ2h θˆ(δ2),
and
∇δ2k∇δ2l∇δ2h Bˆt
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=
nβ+2nδ∑
s=1
nβ+2nδ∑
u=1
{
∇θu∇θ′ ξˆt|t−1∇θs fˆ1t + ∇θu ξˆt|t−1∇θs∇θ′ fˆ1t + ∇θ′ ξˆt|t−1∇θs∇θu fˆ1t
+ ξˆt|t−1∇θs∇θu∇θ′ fˆ1t − ∇θu∇θ′ ξˆt|t−1∇θs fˆ2t − ∇θu ξˆt|t−1∇θs∇θ′ fˆ2t + (1 − ξˆt|t−1)∇θs∇θu∇θ′ fˆ2t
− ∇θ′ ξˆt|t−1∇θs∇θu fˆ2t + (∇θu∇θ′ fˆ1t − ∇θu∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇θu fˆ1t − ∇θu fˆ2t)∇θs∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θs∇θu ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θs∇θu∇θ′ ξˆt|t−1
}
∇δ2l θˆu(δ2)∇δ2k θˆs(δ2)∇δ2h θˆ(δ2)
+
nβ+2nδ∑
s=1
nβ+2nδ∑
u=1
{
∇θu ξˆt|t−1∇θs fˆ1t + ξˆt|t−1∇θs∇θu fˆ1t − ∇θu ξˆt|t−1∇θs fˆ2t + (1 − ξˆt|t−1)∇θs∇θu fˆ2t
+ (∇θu fˆ1t − ∇θu fˆ2t)∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θs∇θu ξˆt|t−1
}
×
[
∇δ2h∇δ2l θˆu(δ2)∇δ2k θˆs(δ2) + ∇δ2l θˆu(δ2)∇δ2h∇δ2k θˆs(δ2)
]
+
nβ+2nδ∑
s=1
{
∇θ′ ξˆt|t−1∇θs fˆ1t + ξˆt|t−1∇θs∇θ′ fˆ1t + (1 − ξˆt|t−1)∇θs∇θ′ fˆ2t − ∇θ′ ξˆt|t−1∇θs fˆ2t
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θs∇θ′ ξˆt|t−1
}
∇δ2h θˆ(δ2)∇δ2k∇δ2l θˆs(δ2)
+
[
ξˆt|t−1∇θ′ fˆ1t + (1 − ξˆt|t−1)∇θ′ fˆ2t + ( fˆ1t − fˆ2t)∇θ′ ξˆt|t−1
]
∇δ2k∇δ2l∇δ2h θˆ(δ2).
Consider the 1st term in (1.65). In the expression of ∇δ2k∇δ2l∇δ2h Mˆ jt, only the last two lines in-
volve third order derivatives of θˆ(δ2). These derivatives are multiplied by (after division by f˜t):
T−1
∑T
t=1 ∇θi1∇θi2 f˜at/ f˜t and T−1
∑T
t=1(∇θi1 f˜at/ f˜t)∇θ j1 ξ˜t|t−1, where a = 1, 2. They are Op(T−1/2) by
Lemma 1.6. The remaining components of ∇δ2k∇δ2l∇δ2h Mˆ jt lead to: T−1
∑T
t=1(∇θi1 ...∇θik f˜at/ f˜t) for
a = 1, 2 and k ≤ 4 and T−1 ∑Tt=1(∇θi1 ...∇θik f˜at/ f˜t)(∇θ j1 ...∇θ jm ξ˜t|t−1) for a = 1, 2 and k + m ≤ 4.
They are all op(1) by Lemma 1.6. Therefore the contribution of ∇δ2k∇δ2l∇δ2h Mˆ jt to (1.65) is
op(1). Finally, we turn to the 6th term in (1.65). In the expression for ∇δ2k∇δ2l∇δ2h Bˆt, only the
final line involves third order derivatives of θˆ(δ2). It can be analyzed in the same way as the
second term in (1.52); see Step 2 of the proof there. The remaining components, multiplied by
Mˆ jt, lead to: T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θ j1∇θ j2 ξ˜t|t−1), T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t),
T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t)(∇θ j2 ξ˜t|t−1), T−1
∑T
t=1(∇θi1∇θi2∇θi3 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t) and
T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θ j1 ξ˜t|t−1) for a = 1, 2 and b = 1, 2. They are all Op (1) by Lemma
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1.6. This implies the desired result. 
Proof of Lemma 1.3. The first order derivative with respect to the j-th element of δ2 satisfies
L(1)j (p, q, δ2) =
T∑
t=1
1
Bˆt
(
∇θ′ fˆ1tξˆt|t−1 + ∇θ′ fˆ2t(1 − ξˆt|t−1) + ( fˆ1t − fˆ2t)∇θ′ ξˆt|t−1
)
∇δ2 j θˆ(δ2)
=
nβ+nδ∑
s=1
 T∑
t=1
1
Bˆt
(
∇θs fˆ1tξˆt|t−1 + ∇θs fˆ2t(1 − ξˆt|t−1) + ( fˆ1t − fˆ2t)∇θs ξˆt|t−1
)∇δ2 j θˆs(δ2)
+
T∑
t=1
1
Bˆt
(
∇δ2 j fˆ2t(1 − ξˆt|t−1) + ( fˆ1t − fˆ2t)∇δ2 j ξˆt|t−1
)
,
where the second equality follows from the definition of ∇δ2 j θˆ(δ2); see (1.55). The term inside
the curly brackets equals zero because of the first order conditions determining βˆ(δ2) and δˆ1(δ2).
Therefore, we can write
L(1)j (p, q, δ2) =
T∑
t=1
Lˆ jt
Bˆt
,
where Bˆt is defined in (1.51) and Lˆ jt = ∇δ2 j fˆ2t(1 − ξˆt|t−1) + ( fˆ1t − fˆ2t)∇δ2 j ξˆt|t−1. The following
results hold at δ2 = δ˜: ξ˜t|t−1 = ξ∗, δˆ1(δ˜) = δ˜ and βˆ(δ˜) = β˜. Consequently, L(1)j (p, q, δ˜) = (1 −
ξ∗)
∑T
t=1(∇δ2 j f˜2t/ f˜t) = 0, where the last equality follows because δ˜ is the MLE of the null likelihood.
This proves the first result in the lemma.
Now consider the second result. Because ξ˜t|t−1 = ξ∗, the following identity holds at δ2 = δ˜:
Lˆ jt = [(1 − ξ∗)/ξ∗]Mˆ(nβ+ j)t. (1.66)
This relationship generalizes an analogous result in Cho and White (2007, p. 1683-1684, c.f.
the relationship between ht (θ2) and kt (θ2)) to Markov switching models. It allows us to relate
L(2)jk (p, q, δ2) toM(2)(nβ+ j)k(p, q, δ2) when analyzing the former’s properties. Specifically, we differ-
entiate L(1)j (p, q, δ2) with respect to the k-th element of δ2:
L(2)jk (p, q, δ2) =
T∑
t=1
∇δ2k Lˆ jt
Bˆt
−
T∑
t=1
∇δ2k Bˆt
Bˆ2t
Lˆ jt,
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where
∇δ2k Lˆ jt = {∇δ2 j∇θ′ fˆ2t(1 − ξˆt|t−1) − ∇δ2 j fˆ2t∇θ′ ξˆt|t−1 (1.67)
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇δ2 j ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θ′ ξˆt|t−1}∇δ2k θˆ(δ2).
BecauseM(2)(nβ+ j)k(p, q, δ2) = 0, we have
T−1/2L(2)jk (p, q, δ2) = T−1/2L(2)jk (p, q, δ2) − T 1/2
(
1 − ξ∗
ξ∗
)
M(2)(nβ+ j)k(p, q, δ2) (1.68)
= T−1/2
T∑
t=1
∇δ2k Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t
Bˆt

− T−1/2
T∑
t=1
∇δ2k Bˆt
Bˆ2t
{
Lˆ jt −
(
1 − ξ∗
ξ∗
)
Mˆ(nβ+ j)t
}
,
where second summation on the right hand side equals 0 at δ2 = δ˜ because of (1.66). Now consider
the two terms in the first summation separately. At δ2 = δ˜, T−1/2
∑T
t=1 ∇δ2k Lˆ jt/Bˆt equals
T−1/2
T∑
t=1
1
f˜t
{
(1 − ξ∗)∇δ1 j∇δ1k f˜1t +
1
ξ∗
∇δ1 j f˜1t∇δ1k ξ˜t|t−1 +
1
ξ∗
∇δ1k f˜1t∇δ2 j ξ˜t|t−1
}
+ Op(T−1/2).
Meanwhile, at δ2 = δ˜, T−1/2
∑T
t=1 ∇δ2k Mˆ(nβ+ j)t/Bˆt equals
−T−1/2
T∑
t=1
1
f˜t
{
(1 − ξ∗)∇δ1 j∇δ1k f˜1t +
1
ξ∗
∇δ1 j f˜1t∇δ1k ξ˜t|t−1 +
1
ξ∗
∇δ1k f˜1t∇δ2 j ξ˜t|t−1
}
+ Op(T−1/2).
The result follows by combining the above two displays.
Consider the third order derivatives. Using (1.68), we have
T−3/4L(3)jkl(p, q, δ2) − T 1/4
(
1 − ξ∗
ξ∗
)
M(3)(nβ+ j)kl(p, q, δ2) (1.69)
= T−3/4
T∑
t=1
∇δ2k∇δ2l Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k∇δ2l Mˆ(nβ+ j)t
Bˆt

− T−3/4
T∑
t=1
∇δ2l Bˆt
Bˆt
∇δ2k Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t
Bˆt

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− T−3/4
T∑
t=1
∇δ2k Bˆt
Bˆt
∇δ2l Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2l Mˆ(nβ+ j)t
Bˆt

− T−3/4
T∑
t=1
∇δ2k∇δ2l Bˆt
Bˆ2t
{
Lˆ jt −
(
1 − ξ∗
ξ∗
)
Mˆ(nβ+ j)t
}
+ 2T−3/4
T∑
t=1
∇δ2k Bˆt∇δ2l Bˆt
Bˆ3t
{
Lˆ jt −
(
1 − ξ∗
ξ∗
)
Mˆ(nβ+ j)t
}
,
where the last two summations equal 0 because of (1.66) and
∇δ2k∇δ2l Lˆ jt
=
nβ+2nδ∑
s=1
{
∇δ2 j∇θs∇θ′ fˆ2t(1 − ξˆt|t−1) − ∇δ2 j∇θs fˆ2t∇θ′ ξˆt|t−1 − ∇δ2 j∇θ′ fˆ2t∇θs ξˆt|t−1
− ∇δ2 j fˆ2t∇θs∇θ′ ξˆt|t−1 + (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇δ2 j ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇δ2 j∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇δ2 j∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θs∇θ′ ξˆt|t−1
}
∇δ2k θˆs(δ2)∇δ2l θˆ(δ2)
+
{
∇δ2 j∇θ′ fˆ2t(1 − ξˆt|t−1) − ∇δ2 j fˆ2t∇θ′ ξˆt|t−1 + (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇δ2 j ξˆt|t−1
+ ( fˆ1t − fˆ2t)∇δ2 j∇θ′ ξˆt|t−1
}
∇δ2k∇δ2l θˆ(δ2).
The first summation in (1.69) consists of the following: T−3/4
∑T
t=1(∇θi1 ...∇θiu f˜at/ f˜t)∇θ j1 ...∇θ jv ξ˜t|t−1
with u + v ≤ 3. They are Op(T−1/4) by the first result in Lemma 1.6. Combining this result with
Lemma 1.2, it follows that this summation is Op(T−1/4). The remaining two summations in (1.69)
have the same structure. They are both Op(T−1/4) after applying (1.64).
Consider the fourth order derivatives. Applying (1.69) and omitting terms that are zero implied
by (1.66), we have
T−1L(4)jklm(p, q, δ2) −
(
1 − ξ∗
ξ∗
)
M(4)(nβ+ j)klm(p, q, δ2) (1.70)
= T−1
T∑
t=1
∇δ2k∇δ2l∇δ2m Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k∇δ2l∇δ2m Mˆ(nβ+ j)t
Bˆt

− T−1
T∑
t=1
∇δ2m Bˆt
Bˆt
∇δ2k∇δ2l Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k∇δ2l Mˆ(nβ+ j)t
Bˆt

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− T−1
T∑
t=1
∇δ2l∇δ2m Bˆt
Bˆt
∇δ2k Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t
Bˆt

− T−1
T∑
t=1
∇δ2l Bˆt
Bˆt
∇δ2m∇δ2k Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k∇δ2m Mˆ(nβ+ j)t
Bˆt

+ 2T−1
T∑
t=1
∇δ2m Bˆt
Bˆt
∇δ2k Lˆ jt∇δ2l BˆtBˆ2t −
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t∇δ2l Bˆt
Bˆ2t

− T−1
T∑
t=1
∇δ2k∇δ2l Bˆt
Bˆt
∇δ2m Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2m Mˆ(nβ+ j)t
Bˆt

− T−1
T∑
t=1
∇δ2k∇δ2m Bˆt
Bˆt
∇δ2l Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2l Mˆ(nβ+ j)t
Bˆt

− T−1
T∑
t=1
∇δ2k Bˆt
Bˆt
∇δ2l∇δ2m Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2l∇δ2m Mˆ(nβ+ j)t
Bˆt

+ 2T−1
T∑
t=1
∇δ2k Bˆt
Bˆt
∇δ2l Lˆ jt∇δ2m BˆtBˆ2t −
(
1 − ξ∗
ξ∗
) ∇δ2m Bˆt∇δ2l Mˆ(nβ+ j)t
Bˆ2t

+ 2T−3/4
T∑
t=1
∇δ2k Bˆt∇δ2l Bˆt
Bˆ2t
∇δ2m Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2m Mˆ(nβ+ j)t
Bˆt
 ,
where
∇δ2k∇δ2l∇δ2m Lˆ jt
=
nβ+2nδ∑
u=1
nβ+2nδ∑
s=1
{
∇δ2 j∇θs∇θu∇θ′ fˆ2t(1 − ξˆt|t−1) + ∇δ2 j∇θs∇θu fˆ2t∇θ′ ξˆt|t−1
− ∇δ2 j∇θs∇θ′ fˆ2t∇θu ξˆt|t−1 − ∇δ2 j∇θs fˆ2t∇θu∇θ′ ξˆt|t−1
− ∇δ2 j∇θu∇θ′ fˆ2t∇θs ξˆt|t−1 − ∇δ2 j∇θu fˆ2t∇θs∇θ′ ξˆt|t−1
− ∇δ2 j∇θ′ fˆ2t∇θs∇θu ξˆt|t−1 − ∇δ2 j fˆ2t∇θs∇θu∇θ′ ξˆt|t−1
+ (∇θs∇θu∇θ′ fˆ1t − ∇θs∇θu∇θ′ fˆ2t)∇δ2 j ξˆt|t−1 + (∇θs∇θu fˆ1t − ∇θs∇θu fˆ2t)∇δ2 j∇θ′ ξˆt|t−1
+ (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇δ2 j∇θu ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇δ2 j∇θu∇θ′ ξˆt|t−1
+ (∇θu∇θ′ fˆ1t − ∇θu∇θ′ fˆ2t)∇δ2 j∇θs ξˆt|t−1 + (∇θu fˆ1t − ∇θu fˆ2t)∇δ2 j∇θs∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇δ2 j∇θs∇θu ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θs∇θu∇θ′ ξˆt|t−1
}
×
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∇δ2k θˆs(δ2)∇δ2l θˆu(δ2)∇δ2m θˆ(δ2)
+
nβ+2nδ∑
u=1
nβ+2nδ∑
s=1
{
∇δ2 j∇θs∇θu fˆ2t(1 − ξˆt|t−1) − ∇δ2 j∇θs fˆ2t∇θu ξˆt|t−1 − ∇δ2 j∇θu fˆ2t∇θs ξˆt|t−1
− ∇δ2 j fˆ2t∇θs∇θu ξˆt|t−1 + (∇θs∇θu fˆ1t − ∇θs∇θu fˆ2t)∇δ2 j ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇δ2 j∇θu ξˆt|t−1
+ (∇θu fˆ1t − ∇θu fˆ2t)∇δ2 j∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θs∇θu ξˆt|t−1
}
×
[
∇δ2m∇δ2k θˆs(δ2)∇δ2l θˆu(δ2) + ∇δ2k θˆs(δ2)∇δ2l∇δ2m θˆu(δ2)
]
+
nβ+2nδ∑
s=1
{
∇δ2 j∇θs∇θ′ fˆ2t(1 − ξˆt|t−1) − ∇δ2 j∇θs fˆ2t∇θ′ ξˆt|t−1
− ∇δ2 j∇θ′ fˆ2t∇θs ξˆt|t−1 − ∇δ2 j fˆ2t∇θs∇θ′ ξˆt|t−1
+ (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇δ2 j ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇δ2 j∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇δ2 j∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θs∇θ′ ξˆt|t−1
}
×
∇δ2k∇δ2l θˆs(δ2)∇δ2m θˆ(δ2)
+
nβ+2nδ∑
s=1
{
∇δ2 j∇θs fˆ2t(1 − ξˆt|t−1) − ∇δ2 j fˆ2t∇θs ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇δ2 j ξˆt|t−1
+ ( fˆ1t − fˆ2t)∇δ2 j∇θs ξˆt|t−1
}
∇δ2k∇δ2l∇δ2m θˆs(δ2).
We consider the terms in (1.70) separately. The first summation involves the following quan-
tities: T−1
∑T
t=1(∇θi1 ...∇θik f˜at/ f˜t) for k = 2, 3, 4 and T−1
∑T
t=1(∇θi1 ...∇θik f˜at/ f˜t)(∇θ j1 ...∇θ jm ξ˜t|t−1) for
2 ≤ k + m ≤ 4. They are all op(1). Consequently the first summation is also op (1). The 2nd,
4th, 5th, 8th, 9th and 10th terms involve first order derivatives of Bˆt, and are op (1) because of the
relationship (1.64). The remaining three terms have the same structure. It suffices to analyze the
first of them:
−T−1
T∑
t=1
∇δ2l∇δ2m Bˆt
Bˆt
∇δ2k Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t
Bˆt
 (1.71)
Further, for ∇δ2l∇δ2m Bˆt, it suffices to consider ((1 − ξ∗)/ξ∗)∇δ1l∇δ1m f˜1t + (1/ξ2∗)∇δ1l f˜1t∇δ1m ξ˜t|t−1 +
(1/ξ2∗)∇δ1l ξ˜t|t−1∇δ1m f˜1t +
∑nβ+nδ
s=1 (ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t)∇δ2l∇δ2m θˆs(δ˜). For ∇δ2k Lˆ jt, it suffices to
consider (1 − ξ∗)∇δ1 j∇δ1k f˜1t + (1/ξ∗)∇δ1 j f˜1t∇δ1k ξ˜t|t−1 + (1/ξ∗)∇δ1 j ξ˜t|t−1∇δ1k f˜1t. For ∇δ2k Mˆ(nβ+ j)t, it
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suffices to consider − (1 − ξ∗)∇δ1 j∇δ1k f˜1t− (1/ξ∗)∇δ1 j f˜1t∇δ1k ξ˜t|t−1− (1/ξ∗)∇δ1 j ξ˜t|t−1∇δ1k f˜1t. Combin-
ing the above three formulas, we have, at δ˜ (1.71) equals
− T−1
T∑
t=1
U˜lm,t + nβ+nδ∑
s=1
ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t
f˜t
∇δ2l∇δ2m θˆs(δ˜)
 U˜ jk,t + op (1)
= −T−1
T∑
t=1
U˜lm,tU˜ jk,t − T−1
T∑
t=1
U˜ jk,t∇(β′,δ′1) f˜1tf˜t
 I˜−1D˜lm + op (1)
= −
{
V˜ jklm − D˜′jk I˜−1D˜lm
}
+ op (1) ,
where the first equality uses Lemma 1.2.2 and the second applies (1.20). Consequently,
T−1L(4)jklm(p, q, δ˜) − T−1
(
1 − ξ∗
ξ∗
)
M(4)(nβ+ j)klm(p, q, δ˜)
= −
{
V˜ jklm − D˜′jk I˜−1D˜lm + V˜ jmkl − D˜′jm I˜−1D˜kl + V˜km jl − D˜′km I˜−1D˜ jl
}
+ op (1) .
This proves the final result of the lemma. 
The next lemma will be used in the proof of Proposition 1.1 for establishing the stochastic
equicontinuity. We use ”*” to signify that the quantity is evaluated at the true parameter value.
Lemma 1.7. Let Assumptions 1.1-1.5 and the null hypothesis hold. Let zt(ρ) = T−1/2
∑t−1
s=1 ρ
t−sε jsεit,
where εit = ∇δ1i f ∗1t/ f ∗t and ε js = ∇δ1 j f ∗1s/ f ∗s . Then, for any ρ, ρ1 and ρ2 satisfying  − 1 ≤ ρ1 ≤ ρ ≤
ρ2 ≤ 1 − , we have
E

∣∣∣∣∣∣∣
T∑
t=1
[zt(ρ) − zt(ρ1)]
∣∣∣∣∣∣∣
2 ∣∣∣∣∣∣∣
T∑
t=1
[zt(ρ2) − zt(ρ)]
∣∣∣∣∣∣∣
2 ≤ C (ρ − ρ1)2 , (1.72)
where C is a finite constant that depends only on 0 <  < 1/2 and the moments of εit and ε js up to
the fourth order.
Proof. Let ct−s(ρ) = T−1/2ρt−s, ct−s(ρ1, ρ) = ct−s(ρ) − ct−s(ρ1) and zt(s, r) = zt(r) − zt(s). We first
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show that the left hand side of (1.72) is bounded from above by
C
 T∑
t=1
t−1∑
s=1
ct−s(ρ1, ρ)2

 T∑
t=1
t−1∑
h=1
ct−h(ρ, ρ2)2
 . (1.73)
Because ε js and εit are martingale differences, the left hand side equals
E
T∑
t=1
zt(ρ1, ρ)2zt(ρ, ρ2)2 + E
T∑
t=1
T∑
k=1,k,t
zt(ρ1, ρ)2zk(ρ, ρ2)2
+ 2E
T∑
t=1
T∑
l=1,l,t
zt(ρ1, ρ)zl(ρ1, ρ)zt(ρ, ρ2)zl(ρ, ρ2)
= (T.1)+(T.2)+(T.3).
We analyze the three terms separately:
(T.2) = E
T∑
t=1
ε2it
 t−1∑
s=1
ct−s(ρ1, ρ)ε js

2 t−1∑
k=1
ε2ik
k−1∑
h=1
ck−h(ρ, ρ2)ε jh

2
+ E
T∑
k=1
ε2ik
k−1∑
h=1
ck−h(ρ, ρ2)ε jh

2 k−1∑
t=1
ε2it
 t−1∑
s=1
ct−s(ρ1, ρ)ε js

2
.
Due to symmetry, it suffices to consider the first term on the right hand side, which equals
C1
T∑
t=1
t−1∑
k=1
E
 t−1∑
s=1
ct−s(ρ1, ρ)2ε2js
 ε2ik
k−1∑
h=1
ck−h(ρ, ρ2)2ε2jh
 (I)
+ C1
T∑
t=1
t−1∑
k=1
k−1∑
s=1
k−1∑
h=1,h,s
ct−s(ρ1, ρ)ct−h(ρ1, ρ)ck−s(ρ, ρ2)ck−h(ρ, ρ2) (II)
for some 0 < C1 < ∞, where C1 depends only on Eε2it and Eε2jt. (Below, the finite constants Cs
(s = 2, 3, 4, 5) also depend only on the moments of ε jt and εit, up to the fourth order). Term (I) is
further bounded by
C2
T∑
t=1
∑
k<t
(
t−1∑
s=1
ct−s(ρ1, ρ)2)(
k−1∑
h=1
ck−h(ρ, ρ2)2) ≤ C2
T∑
t=1
(
t−1∑
s=1
ct−s(ρ1, ρ)2)
T∑
t=1
(
t−1∑
h=1
ct−h(ρ, ρ2)2).
(1.74)
78
Applying the Cauchy-Schwarz inequality to the elements of (II), we have
k−1∑
s=1
|ct−s(ρ1, ρ)ck−s(ρ, ρ2)| ≤ (
k−1∑
s=1
ct−s(ρ1, ρ)2)1/2(
k−1∑
s=1
ck−s(ρ, ρ2)2)1/2
and
k−1∑
h=1
|ct−h(ρ1, ρ)ck−h(ρ, ρ2)| ≤ (
k−1∑
h=1
ct−h(ρ1, ρ)2)1/2(
k−1∑
h=1
ck−h(ρ, ρ2)2)1/2.
Combining these two inequalities:
|(II)| ≤ C1
T∑
t=1
∑
k<t
k−1∑
s=1
ct−s(ρ1, ρ)2

k−1∑
h=1
ck−h(ρ, ρ2)2
 (1.75)
≤ C1
T∑
t=1
 t−1∑
s=1
ct−s(ρ1, ρ)2
 T∑
t=1
 t−1∑
h=1
ct−h(ρ, ρ2)2
 ,
which is proportional to (1.74). Hence,
|(I)+(II)| ≤ C3
T∑
t=1
 t−1∑
s=1
ct−s(ρ1, ρ)2
 T∑
t=1
 t−1∑
h=1
ct−h(ρ, ρ2)2
 . (1.76)
Apply the Cauchy-Schwarz inequality to (T.3):
|(T.3)| ≤ E
 T∑
t=1
zt(ρ1, ρ)2

 T∑
t=1
zt(ρ, ρ2)2

= E
 T∑
t=1
zt(ρ1, ρ)2
T∑
k=1,k,t
zk(ρ, ρ2)2
 + E T∑
t=1
zt(ρ1, ρ)2zt(ρ, ρ2)2, (1.77)
where the first term is the same as (T.2) and the second term equals (T.1). Consequently, a separate
analysis of (T.3) is not needed.
Finally, we turn to (T.1). It equals
Eε4it
T∑
t=1
E t−1∑
s=1
t−1∑
k=1
t−1∑
h=1
t−1∑
l=1
ct−s(ρ1, ρ)ct−k(ρ1, ρ)ct−h(ρ, ρ2)ct−l(ρ, ρ2)ε jsε jkε jhε jl

= Eε4itEε
4
jt
T∑
t=1
 t−1∑
s=1
ct−s(ρ1, ρ)2ct−s(ρ, ρ2)2
 + Eε4it (Eε2jt)2 T∑
t=1
 t−1∑
s=1
t−1∑
h=1,h,s
ct−s(ρ1, ρ)2ct−h(r, r2)2

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+ 2Eε4it
(
Eε2jt
)2 T∑
t=1
 t−1∑
s=1
ct−s(ρ1, ρ)ct−s(ρ, ρ2)
t−1∑
k=1,k,s
ct−k(ρ1, ρ)ct−k(ρ, ρ2)

≤ C4
T∑
t=1
 t−1∑
s=1
t−1∑
h=1
ct−s(ρ1, ρ)2ct−h(ρ, ρ2)2
 (III)
+ C4
T∑
t=1
 t−1∑
s=1
ct−s(ρ1, ρ)ct−s(ρ, ρ2)
t−1∑
k=1,k,s
ct−k(ρ1, ρ)ct−k(ρ, ρ2)
 . (IV)
As in (1.75), we have |(IV)| ≤ C4 ∑Tt=1 ∑t−1s=1 ct−s(ρ1, ρ)2 ∑t−1k=1 ct−k(ρ, ρ2)2. Hence,
|(III)+(IV)| ≤ C5
 T∑
t=1
t−1∑
s=1
ct−s(ρ1, ρ)2

 T∑
t=1
t−1∑
h=1
ct−h(ρ, ρ2)2
 . (1.78)
Combining (1.76), (1.77), and (1.78) leads to (1.73).
By the mean value theorem: ct−s(ρ1, ρ) = T−1/2(ρt−s − ρt−s1 ) ≤ T−1/2(t− s)(1− 2)t−s−1(ρ− ρ1).
The right hand side of (1.73) is therefore bounded by C{T−1 ∑Tt=1 ∑t−1s=1(t− s)2(1−2)2(t−s−1)}2(ρ2−
ρ1)2. The term in the curly brackets is finite; the result follows after redefining the constant C. 
Proof of Proposition 1.1. Apply the mean value theorem:
T−1/2
T∑
t=1
U˜ jk,t = T−1/2
T∑
t=1
U jk,t +
T−1 T∑
t=1
∇θ′U¯ jk,t
 T 1/2(θ˜ − θ∗), (1.79)
where U jk,t and U¯ jk,t have the same definition as U˜ jk,t but evaluated at the true value θ∗ and some
value θ¯ that lies between θ˜ and θ∗, respectively.
We establish the weak convergence of the first term of (1.79) in two steps. First, for any  ≤ p,
q ≤ 1 − , T−1/2 ∑Tt=1 U jk,t satisfies the central limit theorem. Second, to verify its stochastic
equicontinuity, it suffices to consider the second component in its definition (1.20). This term
equals
T−1/2
1
ξ2∗
T∑
t=1
∇δ1 jξt|t−1
∇δ1k f1t
ft
=
(
1 − p
1 − q
) T−1/2 T∑
t=1
 t−1∑
s=1
ρs
∇δ1 j f1(t−s)
ft−s
 ∇δ1k f1tft
 .
where the quantities are all evaluated at the true value θ∗, and the equality follows from (1.42)
and (1.3). Denote the quantity inside the curly brackets as W(ρ). Note that we have |ρ| ≤ 1 − 2.
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Then, Lemma 1.7 implies, for any ρ1 ≤ ρ ≤ ρ2, we have E[|W(ρ1) −W(ρ)|2 |W(ρ) −W(ρ2)|2] ≤
C (ρ1 − ρ2)2, where C is a finite constant. This fulfills the condition required in Theorem 13.5
in Billingsley (1999; c.f. the Display (13.14) in p. 143). This shows that W(ρ) is stochastic
equicontinuous.
The second term in (1.79) equals, by the mean value theorem,
−
T−1 T∑
t=1
(∇(β′,δ′) f1t
ft
)
U jk,t
 I−1
T−1/2 T∑
t=1
(∇(β′,δ′)′ f1t
ft
) + op (1)
= −D jkI−1
T−1/2 T∑
t=1
(∇(β′,δ′)′ f1t
ft
) + op (1) ,
where the quantities are all evaluated at the true value θ∗ and the second equality holds because of
the uniform law of large numbers. The term inside the last curly brackets is independent of p and
q and satisfies the central limit theorem. Combining the above results for the two terms in (1.79),
it follows that T−1/2
∑T
t=1 U˜ jk,t converges weakly over  ≤ p, q ≤ 1 − . The covariance function
follows immediately; we omit the details. 
Proof of Proposition 1.2. Let η = T−1/4(δ2 − δ˜). The expansion (1.19) can be equivalently
represented in matrix notation as
L(p, q, δ2) − L(p, q, δ˜)
=
1
2!
(
η⊗2
)′ [
T−1/2 vecL(2)(p, q, δ˜)
]
+
1
3!
(
η⊗3
)′ ∗ Op (T−1/4) − 18 (η⊗2)′ [Ω(p, q) + op (1)] (η⊗2) .
Because Ω(p, q) is positive definite, the right hand side will be negative with probability approach-
ing 1 unless η = Op (1). Thus, for any ε > 0, we can choose M < ∞ such that P (‖η‖ ≤ M) ≥ 1 − ε
for sufficiently large T . Restricting to this set, we have
sup
(p,q)∈Λ
sup
‖η‖≤M
[
L(p, q, δ2) − L(p, q, δ˜)
]
= sup
(p,q)∈Λ
sup
‖η‖≤M
{(
η⊗2
)′ [
T−1/2 vecL(2)(p, q, δ˜)
]
− 1
4
(
η⊗2
)′
Ω(p, q)
(
η⊗2
)}
+ op (1)
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=⇒ sup
(p,q)∈Λ
sup
‖η‖≤M
{(
η⊗2
)′
G(p, q) − 1
4
(
η⊗2
)′
Ω(p, q)
(
η⊗2
)}
,
where the convergence follows from Proposition 1.1 and that the supremum operator is continuous
when taken over a compact set. Finally, the result follows because ε can be made arbitrarily small.

Lemma 1.8. Under Assumptions 1.1-1.6 and the null hypothesis, the following results hold uni-
formly over {(p, q) :  ≤ p, q ≤ 1 − , p + q = 1} for any k, l ∈ {1, ..., nδ}
1. Let ek be an nδ dimensional unit vector whose k-th element equals 1, then

∇δ2k βˆ(δ˜)
ξ∗∇δ2k δˆ1(δ˜)
 = (ξ∗ − 1)

0
ek

2. The second order derivatives satisfy

∇δ2k∇δ2l βˆ(δ˜)
ξ∗∇δ2k∇δ2l δˆ1(δ˜)
 = −
(
1 − ξ∗
ξ∗
) {
αkl − I˜−1 1T
T∑
t=1
1
f˜t

∇β∇δ1k∇δ1l f˜1t(1−ξ∗
ξ∗
)
∇δ1∇δ1k∇δ1l f˜1t

+ I˜−1
1
T
T∑
t=1
1
f˜t

∇β∇β′ f˜1tα(1)kl + ∇β∇δ′1 f˜1tα
(2)
kl
∇δ1∇β′ f˜1tα(1)kl

}
+op(T−1/2),
where I˜ is defined in (1.20) and α′kl = (α
(1)′
kl , α
(2)′
kl ).
Proof of Lemma 1.8. When p + q = 1, the derivatives of ξt|t−1 with respect to θ all equal zero
when evaluated at δ1 = δ2 = δ. This essentially reduces the problem to that of Cho and White
(2007), except for the complication induced by multiple switching parameters. The first result in
the lemma follows from the same argument as in Lemma 1.2; we omit the details. The second
result is more complex; its proof is given below.
Consider (1.60). There, only the summations over the first and the third terms are nonzero
by the relationship (1.64) and the first result of this lemma. Evaluate these two terms at the null
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estimates over j ∈ {1, ..., nβ + nδ}, we obtain,
D
1
T
T∑
t=1

(1−ξ∗
ξ∗
) ∇β∇δ1k∇δ1l f˜1t
f˜t(1−ξ∗
ξ∗
)2 ∇δ1∇δ1k∇δ1l f˜1t
f˜t
 + D 1T
T∑
t=1

∇β∇β′ f˜1t
f˜t
∇δ2k∇δ2l βˆ(δ˜) +
∇β∇δ′1 f˜1t
f˜t
ξ∗∇δ2k∇δ2l δˆ1(δ˜)
∇δ1∇β′ f˜1t
f˜t
∇δ2k∇δ2l βˆ(δ˜) +
∇δ1∇δ′1 f˜1t
f˜t
∇δ2k∇δ2l δˆ1(δ˜)

and
DI˜

∇δ2k∇δ2l βˆ(δ˜)
ξ∗∇δ2k∇δ2l δˆ1(δ˜)
 + D
(
1 − ξ∗
ξ∗
) 
1
T
∑T
t=1
∇β f˜1t
f˜t
∇δ1k∇δ1l f˜1t
f˜t
1
T
∑T
t=1
∇δ1 f˜1t
f˜t
∇δ1k∇δ1l f˜1t
f˜t
 ,
where D has the same definition as in (1.57). Combine the preceding two displays, we obtain

∇δ2k∇δ2l βˆ(δ˜)
ξ∗∇δ2k∇δ2l δˆ1(δ˜)

= −
(
1 − ξ∗
ξ∗
)
I˜−1

1
T
∑T
t=1
∇β f˜1t
f˜t
∇δ1k∇δ1l f˜1t
f˜t
1
T
∑T
t=1
∇δ1 f˜1t
f˜t
∇δ1k∇δ1l f˜1t
f˜t
 + I˜−1 1T
T∑
t=1

(1−ξ∗
ξ∗
)
1
f˜t
∇θβ∇δ1k∇δ1l f˜1t( 1−ξ∗
ξ∗
)2 1
f˜t
∇θδ1∇δ1k∇δ1l f˜1t

+ I˜−1
1
T
T∑
t=1

∇β∇β′ f˜1t
f˜t
∇δ2k∇δ2l βˆ(δ˜) +
∇β∇δ′1 f˜1t
f˜t
ξ∗∇δ2k∇δ2l δˆ1(δ˜)
∇δ1∇β′ f˜1t
f˜t
∇δ2k∇δ2l βˆ(δ˜) +
∇δ1∇δ′1 f˜1t
f˜t
∇δ2k∇δ2l δˆ1(δ˜)
 .
Apply ∇δ1 j∇δ1k f˜1t = α′jk∇(β′,δ′1)′ f˜1t and
∑T
t=1(∇δ1∇δ′1 f˜1t/ f˜t) = 0, the preceding display equals

∇δ2k∇δ2l βˆ(δ˜)
ξ∗∇δ2k∇δ2l δˆ1(δ˜)
 (1.80)
= −
(
1 − ξ∗
ξ∗
)
αkl + I˜−1
1
T
T∑
t=1

(1−ξ∗
ξ∗
)
1
f˜t
∇θβ∇δ1k∇δ1l f˜1t(1−ξ∗
ξ∗
)2 1
f˜t
∇θδ1∇δ1k∇δ1l f˜1t

+ I˜−1
1
T
T∑
t=1

∇β∇β′ f˜1t
f˜t
∇δ2k∇δ2l βˆ(δ˜) +
∇β∇δ′1 f˜1t
f˜t
ξ∗∇δ2k∇δ2l δˆ1(δ˜)
∇δ1∇β′ f˜1t
f˜t
∇δ2k∇δ2l βˆ(δ˜)
 .
Here, ∇δ2k∇δ2l βˆ(δ˜) and ∇δ2k∇δ2l δˆ1(δ˜) appear on both sides of the display. We address this in two
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steps. First, because the last two terms on the right hand side are Op(T−1/2), we have

∇δ2k∇δ2l βˆ(δ˜)
ξ∗∇δ2k∇δ2l δˆ1(δ˜)
 = −
(
1 − ξ∗
ξ∗
) 
α(1)kl
α(2)kl
 + Op(T−1/2).
Second, apply this result, to the third term on the right hand side of (1.80). The latter equals
−
(
1 − ξ∗
ξ∗
)
1
T
I˜−1
T∑
t=1

∇β∇β′ f˜1t
f˜t
α(1)kl +
∇β∇δ′1 f˜1t
f˜t
α(2)kl
∇δ1∇β′ f˜1t
f˜t
α(1)kl
 + op
(
T−1/2
)
.
The result follows by applying this expression to (1.80). 
Proof of Lemma 1.4. The key to the proof is that when p + q = 1, the likelihood corresponds to
that of a mixture model. The arguments used here rely heavily on that in Lemmas C2, 3 and 4 in
Cho and White (2007). Below we outline the main steps.
Consider the first result. Among the summations on the right hand side of (1.69), only the
first is nonzero. Further, when evaluated at the null estimates, T−1/2
∑T
t=1(∇δ2k∇δ2l Lˆ jt/Bˆt) and ((1−
ξ∗)/ξ∗)T−1/2
∑T
t=1(∇δ2k∇δ2l Mˆ(nβ+ j)t/Bˆt) equal
(1 − ξ∗)T−1/2
T∑
t=1
∇δ1 j∇δ1k∇δ1l f˜1t
f˜t
+ (1 − ξ∗)T−1/2
T∑
t=1
∇δ1 j∇β′ f˜1t
f˜t
∇δ2k∇δ2l βˆ(δ˜),
(1 − ξ∗)3
ξ2∗
T−1/2
T∑
t=1
∇δ1 j∇δ1k∇δ1l f˜1t
f˜t
+ (1 − ξ∗)T−1/2
T∑
t=1
∇δ1 j∇β′ f˜1t
f˜t
∇δ2k∇δ2l βˆ(δ˜).
Taking their difference gives
T−1/2L(3)jkl(p, q, δ˜) = −
(1 − ξ∗) (1 − 2ξ∗)
ξ2∗
T−1/2
T∑
T=1
∇δ1 j∇δ1k∇δ1l f˜1t
f˜t
⇒ G(3)jkl.
Now we turn to T−1/2L(4)jklm(p, q, δ˜). In (1.70), only the 1st, 3rd, 6th and 7th summation on the
right hand side are nonzero. For the 1st summation, T−1/2
∑T
t=1 ∇δ2k∇δ2l∇δ2m Lˆ jt/Bˆt evaluated at δ˜
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equals
(1 − ξ∗)T−1/2 ∑Tt=1 1f˜t {∇δ2 j∇δ2k∇δ2l∇δ2m f˜2t + ∇δ2 j∇δ2l∇β′ f˜2t∇δ2m∇δ2k βˆ(δ˜)
+∇δ2 j∇δ2k∇β′ f˜2t∇δ2l∇δ2m βˆ(δ˜) + ∇δ2 j∇δ2m∇β′ f˜2t∇δ2k∇δ2l βˆ(δ˜) + ∇δ2 j∇β′ f˜2t∇δ2k∇δ2l∇δ2m βˆ(δ˜)
}
.
Meanwhile, ((1 − ξ∗)/ξ∗)T−1/2 ∑Tt=1 ∇δ2k∇δ2l∇δ2m Mˆ(nβ+ j)t/Bˆt at δ˜ equals
((1 − ξ∗)/ξ∗)T−1/2 ∑Tt=1 1f˜t { (ξ∗−1)3ξ2∗ ∇δ1 j∇δ1k∇δ1l∇δ1m f˜1t
+ (ξ∗ − 1)∇δ1 j∇δ1l∇β′ f˜1t∇δ2k∇δ2m βˆ(δ˜) + (ξ∗ − 1)∇δ1 j∇δ1l∇δ′1 f˜1t∇δ2k∇δ2m δˆ1(δ˜)
+ (ξ∗ − 1)∇δ1 j∇δ1k∇β′ f˜1t∇δ2l∇δ2m βˆ(δ˜) + (ξ∗ − 1)∇δ1 j∇δ1k∇δ′1 f˜1t∇δ2l∇δ2m δˆ1(δ˜)
+ (ξ∗ − 1)∇δ1 j∇δ1m∇β′ f˜1t∇δ2k∇δ2l βˆ(δ˜) + (ξ∗ − 1)∇δ1 j∇δ1m∇δ′1 f˜1t∇δ2k∇δ2l δˆ1(δ˜)
+ ξ∗∇δ1 j∇β′ f˜1t∇δ2k∇δ2l∇δ2m βˆ(δ2)
}
.
Their difference equals
(1 − ξ∗)
(
1 +
( 1−ξ∗
ξ∗
)3)
T−1/2
∑T
t=1
∇δ1 j∇δ1k∇δ1l∇δ1m f˜1t
f˜t
−
(1−ξ∗
ξ∗
)2
T−1/2
∑T
t=1
∇δ1 j∇δ1l∇β′ f˜1t
f˜t
α(1)km −
(1−ξ∗
ξ∗
)3
T−1/2
∑T
t=1
∇δ1 j∇δ1l∇δ′1 f˜1t
f˜t
α(2)km
−
(1−ξ∗
ξ∗
)2
T−1/2
∑T
t=1
∇δ1 j∇δ1k∇β′ f˜1t
f˜t
α(1)lm −
(1−ξ∗
ξ∗
)3
T−1/2
∑T
t=1
∇δ1 j∇δ1k∇δ′1 f˜1t
f˜t
α(2)lm
−
(1−ξ∗
ξ∗
)2
T−1/2
∑T
t=1
∇δ1 j∇δ1m∇β′ f˜1t
f˜t
α(1)kl −
(1−ξ∗
ξ∗
)3
T−1/2
∑T
t=1
∇δ1 j∇δ1m∇δ′1 f˜1t
f˜t
α(2)kl + op (1) .
The preceding display is Op (1) by Lemma 1.2 and Assumption 1.4. The 3rd, 6th and 7th summa-
tion in (1.70) share the same structure. Applying Lemma 1.8.2, the 3rd term equals,
(1−ξ∗
ξ∗
)2
T−1/2
∑T
t=1
∇β′∇δ1l∇δ1m f˜1t
f˜t
α(1)jk +
(1−ξ∗
ξ∗
)3
T−1/2
∑T
t=1
∇δ′1∇δ1l∇δ1m f˜1t
f˜t
α(2)jk
−
( 1−ξ∗
ξ∗
)2
T−1/2
∑T
t=1(α
(1)
jk )
′ ∇β∇δ′1 f˜1t
f˜t
α(2)lm −
(1−ξ∗
ξ∗
)2
T−1/2
∑T
t=1(α
(1)
jk )
′ ∇β∇β′ f˜1t
f˜t
α(1)lm
−
( 1−ξ∗
ξ∗
)2
T−1/2
∑T
t=1(α
(2)
jk )
′ ∇δ1∇β′ f˜1t
f˜t
α(1)lm = Op (1) .
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Now consider the fifth order derivative. The components of
T−1/2L(5)jklmn(p, q, δ2) − T−1/2
(
1 − ξ∗
ξ∗
)
M(5)(nβ+ j)klmn(p, q, δ2) (1.81)
can be grouped into three subsets according to whether they depend on the first, second or third or-
der derivatives of Bˆt, c.f. (1.69). First, those depending on the first order derivatives are identically
zero using the relationship (1.64). Second, apply the first result of Lemma 1.8 to (1.62). We have
∇δ2k∇δ2l Bˆt/ f˜t evaluated at δ˜ equals
(
1 − ξ∗
ξ∗
) ∇(β′,δ′1)′ f˜1t
f˜t
αkl +
∇(β′,δ′1)′ f˜1t
f˜t

∇δ2l∇δ2m βˆ(δ˜)
ξ∗∇δ2l∇δ2m δˆ1(δ˜)
 . (1.82)
Applying the second result in Lemma 1.8, the term involving [(1− ξ∗)/ξ∗]αkl gets canceled and the
remainder term is of lower order. Consequently, in (1.81), the terms depending on the second order
derivatives of Bˆt are all Op (1). Third, the terms depending on the third order derivatives of Bˆt are
of the following form:
T−1/2
T∑
t=1
∇δ2k∇δ2l∇δ2m Bˆt
Bˆt
∇δ2n Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2n Mˆ(nβ+ j)t
Bˆt
 . (1.83)
When evaluated at δ˜, ∇δ2n Lˆ jt/Bˆt and (∇δ2n Mˆ(nβ+ j)t/Bˆt) are representable as linear functions of
(Mˆit/Bˆt) (i = 1, ..., nβ + nδ) because of ∇δ1 j∇δ1n f˜1t = α′jn∇(β′,δ′1)′ f˜1t, c.f. (1.67), (1.53) and (1.51).
Such an insightful observation is made in Cho and White (2007). This implies that, at δ˜, the order
of (1.83) is the same as that of
T−1/2
T∑
t=1
∇δ2k∇δ2l∇δ2m Bˆt
Bˆt
Mˆit
Bˆt
, i = 1, ..., nβ + nδ. (1.84)
The order of (1.84) can be found by analyzing (1.65). There, the terms that depend on the 0th, 1st
and 2rd order derivatives of Bˆt are all of order Op(T−1/2) after applying (1.64) and (1.82). The only
term that remains is (1.84). Therefore, for (1.65) to equal zero, (1.84) must be of order Op(1) when
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evaluated at δ˜. This implies (1.83) is Op (1) .
Now, consider the sixth order derivatives. To this end, we need to obtain expressions for
∇δ2k∇δ2l∇δ2h βˆ(δ˜) and ξ∗∇δ2k∇δ2l∇δ2h δˆ1(δ˜) by analyzing (1.65). The effects of the terms other than
(1.84) are negligible. Writing out the expression for (1.84) explicitly, we obtain
T−1
T∑
t=1
{∇(β′,δ′1)′ f˜1t
f˜ 2t
[
(ξ∗ − 1)2
ξ2∗
(ξ∗ − 1) + (1 − ξ∗)
]
∇δ1k∇δ1l∇δ1h f˜1t
+
∇(β′,δ′1)′ f˜1t
f˜ 2t
nβ+2nδ∑
u=1
[(ξ∗ − 1)∇δ1k∇θu f˜1t + (1 − ξ∗)∇δ2k∇θu f˜2t]∇δ2h∇δ2l θˆu(δ˜)
+
∇(β′,δ′1)′ f˜1t
f˜ 2t
nβ+2nδ∑
s=1
[(ξ∗ − 1)∇θs∇δ1l f˜1t + (1 − ξ∗)∇θs∇δ2l f˜2t]∇δ2h∇δ2k θˆs(δ˜)
+
∇(β′,δ′1)′ f˜1t
f˜ 2t
nβ+2nδ∑
s=1
[(ξ∗ − 1)∇θs∇δ1h f˜1t + (1 − ξ∗)∇θs∇δ2h f˜2t]∇δ2k∇δ2l θˆs(δ˜)
+ I˜

∇δ2k∇δ2l∇δ2h βˆ(δ˜)
ξ∗∇δ2k∇δ2l∇δ2h δˆ1(δ˜)

}
= op (1) .
Equivalently,

∇δ2k∇δ2l∇δ2h βˆ(δ˜)
ξ∗∇δ2k∇δ2l∇δ2h δˆ1(δ˜)
 (1.85)
= −I˜−1T−1
T∑
t=1
∇(β′,δ′1)′ f˜1t
f˜ 2t
[
(ξ∗ − 1)2
ξ2∗
(ξ∗ − 1) + (1 − ξ∗)
]
∇δ1k∇δ1l∇δ1h f˜1t
− (ξ∗ − 1)
nδ∑
u=1
[αku∇δ2h∇δ2l δˆ1u(δ˜) + αlu∇δ2h∇δ2k δˆ1u(δ˜) + αhu∇δ2k∇δ2l δˆ1u(δ˜)] + op (1) .
Now apply the above expression to analyze T−1L(6)jklmnr(p, q, δ˜). The latter equals, by using the
same argument as in Cho and White (2007, l.13-24 in p. 1713),
T−1
∑
(i1,i2,...,i6)∈IND
T∑
t=1
∇δ2i4∇δ2i5∇δ2i6 Bˆt
Bˆ2t
(
∇δ2i2∇δ2i3 Lˆi1t −
1 − ξ∗
ξ∗
∇δ2i2∇δ2i3 Mˆ(nβ+i1)t
)
+ op (1) ,
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where all the quantities are evaluated at δ2 = δ˜. Further, at δ2 = δ˜, ∇δ2i4∇δ2i5∇δ2i6 Bˆt equals[
(ξ∗ − 1)2
ξ2∗
(ξ∗ − 1) + (1 − ξ∗)
]
∇δ1i4∇δ1i5∇δ1i6 f˜1t
+ (ξ∗ − 1)∇(β′,δ′1) f˜1t
nδ∑
u=1
[αi4u∇δ2i5∇δ2i6 δˆ1u(δ˜) + αi5u∇δ2i4∇δ2i6 δˆ1u(δ˜) + αi6u∇δ2i4∇δ2i5 δˆ1u(δ˜)]
+ ∇(β′,δ′1) f˜1t

∇δ2i4∇δ2i5∇δ2i6 βˆ(δ˜)
ξ∗∇δ2i4∇δ2i5∇δ2i6 δˆ1(δ˜)
 .
Because of (1.85), the above display equals
(ξ∗ − 1)(1 − 2ξ∗)
ξ2∗
∇δ1i4∇δ1i5∇δ1i6 f˜1t − (∇(β′,δ′1) f˜1t) I˜−1
 1T
T∑
t=1
∇(β′,δ′1)′ f˜1t
f˜ 2t
∇δ1i4∇δ1i5∇δ1i6 f˜1t


The result follows because, when evaluated at δ˜, ∇δ2i2∇δ2i3 Lˆi1t−[(1−ξ∗)/ξ∗]∇δ2i2∇δ2i3 Mˆ(nβ+i1)t equals
[(ξ∗ − 1)(1 − 2ξ∗)/ξ2∗]∇δ1i1∇δ1i2∇δ1i3 f˜1t.
Consider p = q = 1/2. The results for the 3rd to the 6th order derivatives follow immediately
from the proofs above. The arguments for showing T−1/2L(7)i1,...i7(1/2, 1/2, δ˜) = Op (1) are similar
to those for T−1/2L(5)i1,...i5(p, 1 − q, δ˜). The proof for T−1/2L
(8)
i1,...i8
(1/2, 1/2, δ˜) is similar to that of
T−1/2L(6)i1,...i6(p, q, δ˜). We omit the details. 
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Chapter 2
Testing for Regime Switching in State Space Models
2.1 Introduction
Economists have long recognized the possibility that model parameters may not be constant through
time, and that instead there can be variations in model structure. If these variations are tempo-
rary and recurrent, then the Markov regime switching model can offer a natural modeling choice.
Hamilton (1989) makes a seminal contribution that not only introduces a framework with Markov
regime switching for describing economic growth, but also provides a general algorithm for filter-
ing, smoothing, and maximum likelihood estimation. A survey of the literature on regime switch-
ing models can be found in Hamilton (2008). Meanwhile, state space models are widely used in
economics and finance to study time series with latent state variables. Harvey (1981) and Mein-
hold and Singpurwalla (1983) introduced economists to the use of the Kalman (1960) filter for
constructing state space model likelihood functions through the prediction error decomposition.
Latent state variables and regime switching can arise at the same time, which poses a challenge for
modeling them jointly.
Meanwhile, as Hamilton (1990) pointed out, conducting formal tests for the presence of Markov
switching is challenging. There are generally three approaches for detecting regime switching.
The first approach tests for parameter homogeneity versus heterogeneity. Early contributions in-
clude Neyman and Scott (1966), Chesher (1984), Lancaster (1984) and Davidson and MacKinnon
(1991). Recently, Carrasco et al. (2014) further developed this approach and proposed a class of
optimal tests for the constancy of parameters in random coefficients models where the parame-
ters are weakly dependent under the alternative hypothesis. The second approach, from Hamilton
(1996), offers a series of specification tests of regime switching in time series models. These tests
only need researchers to estimate the model under the null hypothesis and have powers against a
wide range of alternative models. However, their powers can be lower than what is achievable if
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the parameters indeed follow a finite state Markov chain. The third approach is based on the (quasi)
likelihood ratio principle. Several important advances have been made by Hansen (1992), Garcia
(1998), Cho and White (2007), and Carter and Steigerwald (2012). Qu and Zhuo (2015) is a recent
development, which analyzes likelihood ratio based tests for Markov regime switching allowing for
multiple switching parameters. The purpose of the present paper is to detect the regime switching
in state space models.
The likelihood function for a state space model with regime switching is hard to construct,
as discussed in Kim and Nelson (1999). Different approximations to the likelihood function have
been considered in the literature, such as in Gordon and Smith (1988) and Highfield (1990). This
paper uses the approximation applied in Gordon and Smith (1988). Based on this approximation, I
develop a modified likelihood ratio (MLR) test.
I extend the techniques developed in Qu and Zhuo (2015) to handle the nonstandard features
associated with the MLR test. These nonstandard features include the following: (1) Some nui-
sance parameters are unidentified under the null hypothesis, which violates the standard conditions
that yield the chi-squared asymptotic distribution for the test statistic. This gives rise to the Davies
(1977a) problem. (2) The null hypothesis yields a local optimum (c.f. Hamilton (1990)), making
the score function identically zero at the null parameter estimates. Consequently, a second order
Taylor approximation of the likelihood ratio is insufficient to study its asymptotic properties. (3)
Conditional regime probabilities follow stochastic processes that can only be constructed recur-
sively. Moreover, this paper tackles an additional difficulty introduced by the latent state variables
when expanding the MLR. The asymptotic distribution of the MLR test statistic is analyzed in five
steps.
1. I describe the algorithm used to construct the modified likelihood function for Markov
switching state space models introduced in Gordon and Smith (1988).
2. I characterize the conditional regime probability, the filtered latent state, the mean squared
error of the filtered latent state, and their high order derivatives with respect to the model
parameters.
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3. I first fix p and q and derive a fourth order Taylor approximation to the MLR. Then, I view
the MLR as an empirical process indexed by p and q, and derive its asymptotic distribution.
4. While the above limiting distributions are adequate for a broad class of models, they can lead
to over-rejections in some situations specified later. To resolve the issue of over-rejection,
the higher order terms in the likelihood expansion are incorporated into the asymptotic dis-
tribution to safe guard their effects.
5. I apply a unified algorithm proposed in Qu and Zhuo (2015) to simulate the above refined
asymptotic distribution.
Three Monte Carlo experiments are conducted to examine the MLR statistic. The first experiment
checks the improvement introduced by the refined asymptotic distribution. The second and third ex-
periments check the size and power of the MLR statistic. I also apply my method to study changes
in U.S. unemployment rates and find strong evidence favoring the regime switching specification.
This chapter is the first to develop a likelihood ratio based test for detecting regime switching
in state space models and contributes to the literature in several ways. First, I demonstrate the
construction of the modified likelihood function under a two regimes specification for general state
space models. Next, I study the Taylor expansion of the MLR when some regularity conditions fail
to hold. Finally, I apply my method to an empirical example and discuss the comovement between
the U.S. business cycle and changes in monthly U.S. unemployment rates.
The chapter is structured as follows. In Section 2.2, I provide the general model, the basic filter,
and the hypotheses. Section 2.3 introduces the test statistic. Section 2.4 studies the asymptotic
properties of the MLR for prespecified p and q. Section 2.5 provides the limiting distribution of
the MLR test statistic and introduces a finite sample refinement. Section 2.6 examines the finite
sample properties of the test statistic. Section 2.7 considers an empirical application to the U.S.
unemployment rate. Section 2.8 concludes. All proofs are collected in the appendix.
The following notation is used. ||x|| is the Euclidean norm of a vector x. ||X|| is the vector
induced norm for a matrix X. x⊗k and X⊗k denote the k-fold Kronecker product of x and X, respec-
tively. The expression vec(A) stands for the vectorization of a k dimensional array A. For example,
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for a three dimensional array A with n elements along each dimension, vec(A) returns a n3-vector
whose (i+ ( j−1)n+ (k−1)n2)-th element equals A(i, j, k). 1{·} is the indicator function. For a scalar
valued function f (θ), let θ ∈ Rp, ∇θ f (θ0) denotes a p × 1 vector of partial derivatives with respect
to θ and evaluated at θ0. ∇θ′ f (θ0) equals the transpose of ∇θ f (θ0) and ∇θ j f (θ0) denotes its j-th
element. For a matrix function P(θ), ∇θ j P(θ) denotes the derivative of P(θ) with respect to the j-th
element in θ. The symbols “⇒”, “→d” and “→p” denote weak convergence under the Skorohod
topology, convergence in distribution and in probability, respectively. Op(·) and op(·) are the usual
notations for the orders of stochastic magnitude.
2.2 Model and hypotheses
This section presents the model and hypotheses. The discussion consists of the following: the
model, the log likelihood function under the null hypothesis (i.e., one regime), the modified log
likelihood function under the alternative hypothesis (i.e., two regimes), and some assumptions
related to these three aspects.
2.2.1 The model
Consider the following state space representation of a dynamic linear model with switching in both
transition and measurement equations:
xt = Gst + Fst xt−1 + ut, (2.1)
yt = H′st xt + A
′
st zt, (2.2)
ut ∼ N (0,Qst) . (2.3)
The transition equation (2.1) describes the dynamics of the unobserved state vector xt as a function
of a J × 1 vector of shocks ut and xt−1. The measurement equation (2.2) describes the evolution of
an observed scalar time series as a function of xt and a K × 1 vector of weakly exogenous variables
zt. The measurement error, normally included in (2.2), is treated as a latent variable in xt. Fst is
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of dimension J × J, Gst is of dimension J × 1, Hst is of dimension J × 1, and Ast is of dimension
K × 1. Qst is a positive semidefinite symmetric matrix of dimension J × J.
The subscripts in Fst , Gst , Hst , Ast , and Qst imply that some of the parameters in these matrices
are dependent on an unobserved binary variable st whose value determines the regime at time t.
The regimes are Markovian, i.e., p(st = 1|st−1 = 1) = p and p(st = 2|st−1 = 2) = q. The resulting
stationary (or invariant) probability for st = 1 is given by
ξ∗(p, q) =
1 − q
2 − p − q . (2.4)
In the subsequent analysis, ξ∗(p, q) is abbreviated as ξ∗. Because this chapter seeks to test regime
switching in state space models based on the likelihood ratio principle, subsections 2.2.2-2.2.3
will focus on constructing the likelihood function under the two regimes specification, and the
likelihood function under one regime specification is a by-product of the standard Kalman filter.
2.2.2 Modified Kalman filter
When constructing the likelihood function for a general state space model with regime switching,
each iteration of the Kalman filter produces a two-fold increase in the number of cases to consider
under a two regimes specification, as noted by Gordon and Smith (1988) and Harrison and Stevens
(1976). This means there can be more than 1000 components in the likelihood function for a
sample of size T = 10. This makes studying this likelihood function and its expansion infeasible.
Therefore, an approximation is considered here to “collapse” the filtered states when st = 1 and
st = 2 to a single filtered state at each t, as in Gordon and Smith (1988).
Define the information set at time t − 1 as
Ωt−1 = σ-field{..., z′t−1, yt−2, z′t , yt−1}.
Suppose the model parameters are known. The modified Kalman filter algorithm, conditional on
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st = i, is given by:
x(i)t|t−1 := Gi + Fixt−1|t−1, (2.5)
P(i)t|t−1 := FiPt−1|t−1F
′
i + Qi, (2.6)
µ(i)t|t−1 := yt − H′i x(i)t|t−1 − A′izt, (2.7)
C(i)t|t−1 := H
′
i P
(i)
t|t−1Hi, (2.8)
x(i)t|t := x
(i)
t|t−1 + P
(i)
t|t−1Hi[C
(i)
t|t−1]
−1µ(i)t|t−1, (2.9)
P(i)t|t := (I − P(i)t|t−1Hi[C(i)t|t−1]−1H′i )P(i)t|t−1, (2.10)
where xt−1|t−1 is an estimate of xt−1 based on information up to time t − 1; x(i)t|t−1 is an estimate of xt
based on information up to time t − 1 given st = i; P(i)t|t−1 is an estimate of the mean squared error
of x(i)t|t−1; µ
(i)
t|t−1 estimates the conditional forecast error of yt based on information up to time t − 1
given st = i; and C
(i)
t|t−1 estimates the conditional variance of the forecast error µ
(i)
t|t−1.
Let ξt|t be an estimate of Pr(st = 1|Ωt). The “collapse” step combines the two filtered states
x(1)t|t and x
(2)
t|t into a single estimate of xt based on Ωt by
xt|t := ξt|t x(1)t|t + (1 − ξt|t)x(2)t|t . (2.11)
Then, the mean squared error of xt|t can be computed as:
Pt|t := ξt|tP(1)t|t + (1 − ξt|t)P(2)t|t + ξt|t(1 − ξt|t)
(
x(1)t|t − x(2)t|t
) (
x(1)t|t − x(2)t|t
)′
. (2.12)
At the end of each iteration, equations (2.11) and (2.12) are employed to collapse the two filtered
states into one filtered state xt|t and calculate the mean squared error of xt|t, i.e. Pt|t.
2.2.3 Modified Markov switching filter
To complete the modified Kalman filter, we need to calculate ξt|t for t = 1, 2, ...,T . The calculation
of ξt|t is based on the Markov regime switching filter introduced in Hamilton (1989) and conducted
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in three steps.
1. At the beginning of the t-th iteration, given ξt−1|t−1, we have
ξt|t−1 := pξt−1|t−1 + (1 − q)(1 − ξt−1|t−1). (2.13)
2. An estimate of the density of yt is obtained by
f (yt|Ωt−1) := ξt|t−1 f (yt|st = 1,Ωt−1) + (1 − ξt|t−1) f (yt|st = 2,Ωt−1),
where the conditional density satisfies
f (yt|st = i,Ωt−1) :=
[
2piC(i)t|t−1
]−1/2
exp
−
[
µ(i)t|t−1
]2
2C(i)t|t−1
 , (i = 1, 2) (2.14)
where µ(i)t|t−1 and C
(i)
t|t−1 are given in (2.7) and (2.8).
3. Once yt is observed, we can update the modified conditional regime probability
ξt|t : =
[
pξt−1|t−1 + (1 − q)(1 − ξt−1|t−1)] f (yt |st = 1,Ωt−1)
f (yt |st = 2,Ωt−1) + [pξt−1|t−1 + (1 − q)(1 − ξt−1|t−1)] [ f (yt |st = 1,Ωt−1) − f (yt |st = 2,Ωt−1)] .
(2.15)
Figure 2.1 presents a flowchart for the filter described in subsections 2.2.2-2.2.3. The modified
log likelihood function under the two regimes specification, i.e.
∑T
t=1 log
[
f (yt|Ωt−1)], is given as a
by-product of the filter. The initial values ξ0|0, x0|0 and P0|0 will be discussed in the next subsection.
2.2.4 Hypotheses
Let δ represent parameters that are affected by regime switching, taking a value of δ1 in regime 1
and δ2 in regime 2. Let β represent parameters that remain constant across the regimes. Then, for
any prespecified 0 < p, q < 1, the modified log likelihood function is given by
LA(p, q, β, δ1, δ2)
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Figure 2.1: Flowchart for the filter: state space models with regime switching
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=
T∑
t=1
log
{
f1t(p, q, β, δ1, δ2)ξt|t−1(p, q, β, δ1, δ2) + f2t(p, q, β, δ1, δ2)(1 − ξt|t−1(p, q, β, δ1, δ2))} ,
(2.16)
where
fit(p, q, β, δ1, δ2) = f (yt|st = i,Ωt−1),
which is defined in (2.14). When δ1 = δ2 = δ, the modified log likelihood function reduces to
LN(β, δ) =
T∑
t=1
log f1t(p, q, β, δ, δ) (2.17)
:=
T∑
t=1
log ft(β, δ),
which can be computed using the standard Kalman filter. This paper studies a test statistic based
on (2.17) and (2.16) for the one regime specification versus the two regimes specification. To start,
I impose the following restrictions on the DGP and the parameter space, following Assumption 1-3
in Qu and Zhuo (2015).
Assumption 2.1. (i) The random vector (z′t , yt) is strict stationary, ergodic and β-mixing with
the mixing coefficient βτ satisfying βτ ≤ cρτ for some c > 0 and ρ ∈ [0, 1). (ii) Under the null
hypothesis, yt is generated by f (·|Ωt−1; β∗, δ∗) where β∗ and δ∗ are interior points of Θ ⊂ Rnβ and
∆ ⊂ Rnδ with Θ and ∆ being compact.
Assumption 2.2. Under the null hypothesis: (i) (β∗, δ∗) uniquely solves max(β,δ)∈Θ×∆ E
[
LN(β, δ)
]
;
(ii) for any 0 < p, q < 1, (β∗, δ∗, δ∗) uniquely solves max(β,δ1,δ2)∈Θ×∆×∆ E
[
LA(β, δ1, δ2)
]
.
Assumption 2.3. Under the null hypothesis, we have: (i) T−1
[
LN(β, δ) − ELN(β, δ)
]
= op(1) holds
uniformly over (β, δ) ∈ Θ×∆, with T−1 ∑Tt=1 (∇(β′,δ′)′ log ft(β, δ)) (∇(β′,δ′) log ft(β, δ)) being positive
definite over an open neighborhood of (β∗, δ∗) for sufficiently large T; (ii) for any 0 < p, q < 1,
T−1
[
LA(β, δ1, δ2) − ELA(β, δ1, δ2)
]
= op(1) holds uniformly over (β, δ1, δ2) ∈ Θ × ∆ × ∆.
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Using the above notation, the null and alternative hypotheses can be more formally stated as:
H0 : δ1 = δ2 = δ∗ for some unknown δ∗,
H1 : (δ1, δ2) = (δ∗1, δ
∗
2) for some unknown δ
∗
1 , δ
∗
2 and (p, q) ∈ (0, 1) × (0, 1).
For the remainder of this paper, I use an ARMA(K, L) model to illustrate the main results.
The illustrative model. Let us consider a general ARMA(K, L) model:
mt =
K∑
k=1
φk,st mt−k + εt +
L∑
l=1
θl,stεt−l, εt ∼ i.i.d. N(0, σ2st ), (2.18)
yt = αst + mt, (2.19)
where only yt is observable but not mt or st. In this illustrative model, some or all of the model
parameters can be affected by st. This ARMA model can be written into the setting in (2.1)-(2.3)
as follows: Define nr = max{K, L + 1}. Interpret φ j,st = 0 for j > K and θ j,st = 0 for j > L. Let
Fst =

φ1,st φ2,st · · · φnr−1,st φnr ,st
1 0 · · · 0 0
0 1 · · · 0 0
...
... · · · ... ...
0 0 · · · 1 0

, Gst = 0,
ut =

εt
0
...
0

∼ N (0,Qst) , Qst =

σ2st 0 · · · 0
0 0 · · · 0
...
... · · · ...
0 0 · · · 0

,
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Hst =

1
θ1,st
...
θnr−1,st

, Ast = αst , and zt = 1.
2.3 The test statistic
This section proposes the MLR test statistic. Let β˜ and δ˜ denote the maximizer of the log likelihood
function under null hypothesis:
(β˜, δ˜) = arg max
β,δ
LN(β, δ). (2.20)
The MLR evaluated at some 0 < p, q < 1 then equals
MLR(p, q) = 2
[
max
β,δ1,δ2
LA(p, q, β, δ1, δ2) − LN(β˜, δ˜)
]
. (2.21)
It is natural to consider the following test statistic:
S upMLR(Λ) = sup
(p,q)∈Λ
MLR(p, q),
where Λ is a compact set to be specified later. Similar test statistics have been studied by Hansen
(1992), Garcia (1998) and Qu and Zhuo (2015).
2.4 MLR under prespecified p and q
This section studies the MLR under a given (p, q) ∈ Λ . The choice of Λ will be discussed in the
next section.
2.4.1 Conditional regime probability
Let us first study the conditional regime probability ξt+1|t(p, q, β, δ1, δ2) as well as its derivatives
with respect to β, δ1 and δ2 because the results will be needed to develop the expansion of the
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modified log likelihood function. Combining equations (2.13) and (2.15) gives a recursive formula
to calculate ξt+1|t(p, q, β, δ1, δ2):
ξt+1|t(p, q, β, δ1, δ2)
=p + (p + q − 1) f2t(p, q, β, δ1, δ2)(ξt|t−1(p, q, β, δ1, δ2) − 1)
f1t(p, q, β, δ1, δ2)ξt|t−1(p, q, β, δ1, δ2) + f2t(p, q, β, δ1, δ2)(1 − ξt|t−1(p, q, β, δ1, δ2)) ,
(2.22)
where
fit(p, q, β, δ1, δ2) = f (yt|st = i,Ωt−1) (2.23)
as in (2.14). This recursive formula implies that the derivatives of ξt+1|t with respect to the model
parameters must also follow first order difference equations. Because the asymptotic expansions are
considered around the estimates under the null hypothesis, it is sufficient to study ξt+1|t(p, q, β, δ1, δ2)
and its derivatives at δ1 = δ2 = δ for an arbitrary value of δ in ∆.
Let θ = (β′, δ′1, δ
′
2)
′ be an augmented parameter vector. I then define three sets of integers (they
index the elements in β, δ1 and δ2, respectively):
I0 = {1, ..., nβ}, I1 = {nβ + 1, ..., nβ + nδ}, I2 = {nβ + nδ + 1, ..., nβ + 2nδ}.
Let “g¯” denote that g(β, δ1, δ2) is evaluated at some β and δ1 = δ2 = δ, i.e., ξ¯t+1|t and f¯t denote
that ξt+1|t(p, q, β, δ1, δ2) and f1t(p, q, β, δ1, δ2) (or f2t(p, q, β, δ1, δ2)) are evaluated at some β and
δ1 = δ2 = δ. Let ∇θ j1 ...∇θ jk ξ¯t|t−1, ∇θ j1 ...∇θ jk f¯1t and ∇θ j1 ...∇θ jk f¯2t denote the k-th order derivatives
of ξt|t−1(p, q, β, δ1, δ2), f1t(p, q, β, δ1, δ2) and f2t(p, q, β, δ1, δ2) with respect to the ( j1, ..., jk)-th el-
ements of θ, evaluated at some β and δ1 = δ2 = δ. Also let “F¯” denote the matrix Fi (i = 1 or
2) evaluated at some β and δ1 = δ2 = δ and ∇θ j1 ...∇θ jk F¯i denote the k-th order derivatives of the
parameter matrix Fi evaluated at some β and δ1 = δ2 = δ. By definition, the following relation-
ship holds: ∇θ j1 ...∇θ jk f¯1t = ∇θ j1 ...∇θ jk f¯2t if j1, ..., jk all belong to I0. The next lemma is parallel to
Lemma 1 in Qu and Zhuo (2015), which characterizes the properties of ξt+1|t(p, q, β, δ1, δ2) and its
derivatives when δ1 = δ2 = δ.
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Lemma 2.1. Let ξ0|0 = ξ∗, ρ = p + q − 1 and r = ρξ∗(1 − ξ∗) with ξ∗ defined in (2.4). Then, for
t ≥ 1, we have:
1. ξ¯t+1|t = ξ∗.
2. ∇θ j ξ¯t+1|t = ρ∇θ j ξ¯t|t−1 + E¯ j,t, where
E¯ j,t = r
∇θ j f¯1t
f¯t
− ∇θ j f¯2t
f¯t
 ,
with j ∈ {I0, I1, I2}.
3. ∇θ j∇θk ξ¯t+1|t = ρ∇θ j∇θk ξ¯t|t−1 + E¯ jk,t, where E¯ jk,t are given by (Let (Ia,Ib) denote the situation with
j ∈ Ia and k ∈ Ib; a, b = 0, 1, 2,):
(I0, I0) : 0
(I0, I1) or (I0, I2) : r
(∇θ j∇θk f¯1t
f¯t
− ∇θ j∇θk f¯2tf¯t +
∇θ j f¯2t
f¯t
∇θk f¯2t
f¯t
− ∇θ j f¯2tf¯t
∇θk f¯1t
f¯t
)
(I1, I1) or (I1, I2) or (I2, I2) :
r
∇θ j∇θk f¯1tf¯t − ∇θ j∇θk f¯2tf¯t
 + ρ(1 − 2ξ∗) ∇θ j f¯1tf¯t − ∇θ j f¯2tf¯t
∇θk ξ¯t|t−1 + (∇θk f¯1tf¯t − ∇θk f¯2tf¯t
)
∇θ j ξ¯t|t−1

−
2r ξ∗∇θ j f¯1tf¯t ∇θk f¯1tf¯t − (1 − ξ∗)∇θ j f¯2tf¯t ∇θk f¯2tf¯t
 + r(2ξ∗ − 1) ∇θ j f¯1tf¯t ∇θk f¯2tf¯t + ∇θ j f¯2tf¯t ∇θk f¯1tf¯t
 .
4. ∇θ j∇θk∇θk ξ¯t+1|t = ρ∇θ j∇θk∇θk ξ¯t|t−1 + E¯ jkl,t, where E¯ jkl,t are given in the appendix with j, k, l ∈
{Ia, Ib, Ic} and a, b, c = 0, 1, 2.
I now discuss the first order derivatives of fit appearing in the lemma. By (2.5), (2.6), (2.7),
(2.8), (2.14), and (2.23), we have:
fit =
[
2piH′i
(
FiPt−1|t−1F′i + Qi
)
Hi
]−1/2
exp
−
[
yt − H′i
(
Gi + Fixt−1|t−1
) − A′izt]2
2H′i
(
FiPt−1|t−1F′i + Qi
)
Hi
 .
The first order derivative of fit with respect to the j-th component in θ is as follows:
∇θ j fit = fit

[
yt − H′i
(
Gi + Fixt−1|t−1
) − A′izt]
H′i
(
FiPt−1|t−1F′i + Qi
)
Hi
 (2.24)
×
{
∇θ j H′i
(
Gi + Fixt−1|t−1
)
+ ∇θ j A′izt + H′i
(
∇θ jGi + ∇θ j Fixt−1|t−1 + Fi∇θ j xt−1|t−1
)}
101
+ fit
 12H′i (FiPt−1|t−1F′i + Qi) Hi


[
yt − H′i
(
Gi + Fixt−1|t−1
) − A′izt]2
H′i
(
FiPt−1|t−1F′i + Qi
)
Hi
− 1

×
{
∇θ j H′i
(
FiPt−1|t−1F′i + Qi
)
Hi + H′i
(
FiPt−1|t−1F′i + Qi
)
∇θ j Hi
+H′i
(
∇θ j FiPt−1|t−1F′i + Fi∇θ j Pt−1|t−1F′i + FiPt−1|t−1∇θ j F′i + ∇θ j Qi
)
Hi
}
.
The exact expressions for the second order derivatives of fit are included in the appendix. The
properties of xt|t and Pt|t and their derivatives will be studied in the next subsection (see Lemma 2.3
below). Note that, for some β and δ1 = δ2,
∇θ j f¯1t − ∇θ j f¯2t
= f¯t

[
yt − H¯′
(
G¯ + F¯ x¯t−1|t−1
)
− A¯′zt
]
H¯′
(
F¯P¯t−1|t−1F¯′ + Q¯
)
H¯

×
{(
∇θ j H¯′1 − ∇θ j H¯′2
) (
G¯ + F¯ x¯t−1|t−1
)
+
(
∇θ j A¯′1 − ∇θ j A¯′2
)
zt
+H¯′
[(
∇θ jG¯1 − ∇θ jG¯2
)
+
(
∇θ j F¯1 − ∇θ j F¯2
)
x¯t−1|t−1
]}
+ f¯t
 12H¯′ (F¯P¯t−1|t−1F¯′ + Q¯) H¯


[
yt − H¯′
(
G¯ + F¯ x¯t−1|t−1
)
− A¯′zt
]2
H¯′
(
F¯P¯t−1|t−1F¯′ + Q¯
)
H¯
− 1

×
{(
∇θ j H¯′1 − ∇θ j H¯′2
) (
F¯P¯t−1|t−1F¯′ + Q¯
)
H¯ + H¯′
(
F¯P¯t−1|t−1F¯′ + Q¯
) (
∇θ j H¯1 − ∇θ j H¯2
)
+H¯′
[(
∇θ j F¯1 − ∇θ j F¯2
)
P¯t−1|t−1F¯′ + F¯P¯t−1|t−1
(
∇θ j F¯′1 − ∇θ j F¯′2
)
+
(
∇θ j Q¯1 − ∇θ j Q¯2
)]
H¯
}
,
in which the ∇θ j x¯t−1|t−1 and ∇θ j P¯t−1|t−1 terms are canceled out. Consequently, these two quantities
are not needed for calculating ∇θ j ξ¯t+1|t. Similarly, ∇θ j∇θk x¯t−1|t−1 and ∇θ j∇θk P¯t−1|t−1 are not needed
for calculating ∇θ j∇θk f¯1t−∇θ j∇θk f¯2t. This is also true for higher order derivatives of ( f1t− f2t) when
evaluated at δ1 = δ2. I now use an example to illustrate Lemma 2.1.
The illusterative model (cont’d). Consider the illustrative example (2.18)-(2.19) and assume that
both αst and σ
2
st are affected by regime switching. Lemma 2.1 implies that
∇α1 ξ¯t+1|t = ρ∇α1 ξ¯t|t−1 + r
1
σ¯2
[
yt − α¯ − H¯′F¯ x¯t−1|t−1
]
,
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∇σ21 ξ¯t+1|t = ρ∇σ21 ξ¯t|t−1 + r
1
2σ¯2

(
yt − α¯ − H¯′F¯ x¯t−1|t−1
)2
σ¯2
− 1
 .
Because the filter described in subsections 2.2.2-2.2.3 reduces to the standard Kalman filter when
δ1 = δ2, ∇α1 ξ¯t+1|t and ∇σ21 ξ¯t+1|t both reduce to stationary AR(1) processes with mean zero when
evaluated at the true parameter values under the null hypothesis. Their variances are finite and
satisfy
E(∇α1 ξ¯t+1|t)2 =
r2
(1 − ρ2)σ2∗
and E(∇σ21 ξ¯t+1|t)
2 =
r2
2(1 − ρ2)σ4∗
,
where σ2∗ denotes the true value of σ2st under the null hypothesis.
2.4.2 Filtered state and its mean squared error
Since both the filtered state in (2.11) and its mean squared error in (2.12) are components in the
modified log likelihood function, it is important to study these functions and their derivatives with
respect to β, δ1 and δ2. As in the previous subsection, it is sufficient to study these quantities when
δ1 = δ2.
Under Assumptions 2.1-2.3 and when δ1 = δ2, xt in (2.1) is stationary. The unconditional mean
of xt can be employed as the initial value, denoted by x0|0. The unconditional mean of xt satisfies
E(xt) = G¯ + F¯E(xt−1). This implies
x0|0 = (I − F¯)−1G¯.
The next lemma provides the initial value for Pt|t when δ1 = δ2, denoted by P0|0. Its results are also
used later to study the properties of xt|t and Pt|t.
Lemma 2.2. Let F¯ have all it eigenvalues inside the unit circle. Set P0|0 = P¯∗, where P¯∗ solves
P¯∗ =
[
I −
(
F¯P¯∗F¯′ + Q¯
)
H¯
[
H¯′
(
F¯P¯∗F¯′ + Q¯
)
H¯
]−1
H¯′
] (
F¯P¯∗F¯′ + Q¯
)
. (2.25)
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Then, under the null hypothesis and Assumption 2.1-2.3,
P¯t|t = P¯∗, P¯(i)t|t = P¯∗ and P¯t|t−1 = F¯P¯∗F¯
′ + Q¯,
for all t = 1, ...,T.
In the subsequent analysis, P¯t|t−1 is abbreviated as P¯. The following assumption, which is
analogous to Proposition 13.2 in Hamilton (1994), ensures that P¯∗ and P¯ are unique.
Assumption 2.4. The eigenvalues of (
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯
are all inside the unit circle.
I use the ARMA model in (2.18)-(2.19) to illustrate this assumption.
The illustrative model (cont’d.) Consider the model in (2.18)-(2.19). Then, P¯∗ and P¯ are equal to
0 and Q¯ respectively. The quantity in Assumption 2.4 is given by:
(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯ =

−θ¯1 −θ¯2 · · · −θ¯nr−1 0
1 0 0 · · · 0
0 1 0 · · · 0
0 0
. . . 0
...
0 · · · 0 1 0

,
where θ¯ j denotes that the parameter θ j,st is evaluated at some β and δ1 = δ2 = δ. For the ARMA(1, 1)
model, Assumption 2.4 is equivalent to −1 < θ¯1 < 1.
The next lemma contains the details on the first and second order derivatives of the filtered state
and its mean squared error when evaluated at δ1 = δ2 = δ.
Lemma 2.3. Under the null hypothesis and Assumptions 2.1-2.4, we have:
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1. For any j ∈ Ia, a = 0, 1, 2,
vec
(
∇θ j P¯t|t
)
=
[(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯
]⊗2
vec
(
∇θ j P¯t−1|t−1
)
+ vec
(
P¯ j,t
)
,
where
P¯ j,t = ξ∗
(
I − P¯H¯H¯
′
H¯′P¯H¯
) [
∇θ j F¯1P¯∗F¯′ + F¯P¯∗∇θ j F¯′1 + ∇θ j Q1
] (
I − H¯H¯
′P¯
H¯′P¯H¯
)
+ (1 − ξ∗)
(
I − P¯H¯H¯
′
H¯′P¯H¯
) [
∇θ j F¯2P¯∗F¯′ + F¯P¯∗∇θ j F¯′2 + ∇θ j Q2
] (
I − H¯H¯
′P¯
H¯′P¯H¯
)
− ξ∗
 P¯
(
∇θ j H¯1H¯′ + H¯∇θ j H¯′1
)
H¯′P¯H¯
−
(
P¯H¯H¯′
) (
∇θ j H¯′1P¯H¯ + H¯′P¯∇θ j H¯1
)
(
H¯′P¯H¯
)2
 [F¯P¯∗F¯′ + Q¯]
− (1 − ξ∗)
 P¯
(
∇θ j H¯2H¯′ + H¯∇θ j H¯′2
)
H¯′P¯H¯
−
(
P¯H¯H¯′
) (
∇θ j H¯′2P¯H¯ + H¯′P¯∇θ j H¯2
)
(
H¯′P¯H¯
)2
 [F¯P¯∗F¯′ + Q¯] .
2. For any j ∈ Ia, a = 0, 1, 2,
∇θ j x¯t|t =
[(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯
]
∇θ j x¯t−1|t−1 + X¯ j,t,
where the expression of X¯ j,t are given in the appendix.
3. For any j ∈ Ia and k ∈ Ib, a, b = 0, 1, 2,
vec
(
∇θ j∇θk P¯t|t
)
=
[(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯
]⊗2
vec
(
∇θ j∇θk P¯t−1|t−1
)
+ vec
(
P¯ jk,t
)
,
where the expression of P¯ jk,t are given in the appendix.
4. For any j ∈ Ia and k ∈ Ib, a, b = 0, 1, 2,
∇θ j∇θk x¯t|t =
[(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯
]
∇θ j∇θk x¯t−1|t−1 + X¯ jk,t,
where the expression of X¯ jk,t are given in the appendix.
Lemma 2.3 shows that the first and second order derivatives of the filtered state and its mean
squared error all follow first order linear difference equations and the lagged coefficient matrices
for them always include
[
I − P¯H¯(H¯′P¯H¯)−1H¯′
]
F¯. The recursive structures implied by Lemma 2.3
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suggest that we apply a similar strategy to analyze xt|t and Pt|t, as we are studying the properties
of the higher order derivatives of ξt+1|t. The following example illustrates the results in Lemma 2.3
with an ARMA(1, 1) model.
The illustrative model (cont’d.) Consider the ARMA(1, 1) model in (2.18)-(2.19) and assume
only αst switches. Lemma 2.3 implies that P¯∗ and P¯ are equal to 0 and Q¯, respectively. Meanwhile,
further calculations show that ∇θ j P¯t|t = 0 for j ∈ {1, ..., nβ + 2} and
∇θ j x¯t|t =

[
0 0
]′
j ∈ {1, ..., nβ},[
− ξ∗1+θ¯1 0
]′
j = nβ + 1,[
− 1−ξ∗1+θ¯1 0
]′
j = nβ + 2.
The second order derivatives of Pt|t and xt|t, with respect to α1, satisfy
∇2α1 P¯t|t = 2ξ∗(1 − ξ∗)
 1
1 − θ¯21


1 −θ¯1
−θ¯1 1

and
∇2α1 x¯t|t =

−θ¯1 0
1 0
∇2α1 x¯t−1|t−1 − 2∇α1 ξ¯t|t
[
1 0
]′
+
[
−φ¯1θ¯1 φ¯1
]′ (yt − α¯ − H¯′F¯ x¯t−1|t−1
σ¯2
)
2ξ∗(1 − ξ∗),
where
∇α1 ξ¯t|t = ρ∇α1 ξ¯t−1|t−1 + (1 − ξ∗)ξ∗
[∇α1 f¯1t
f¯t
− ∇α1 f¯2t
f¯t
]
.
In this case, when δ1 = δ2, ∇2α1 P¯t|t is a constant matrix, while ∇2α1 x¯t|t depends on ∇2α1 x¯t−1|t−1, ∇α1 ξ¯t|t,
and the prediction error, yt − α¯ − H¯′F¯ x¯t−1|t−1, at time t.
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2.4.3 Modified log likelihood function and its expansion
Because of the multiple local maxima in LA(p, q, β, δ1, δ2), it is difficult to directly expand this
function around the null estimates (β˜, δ˜, δ˜). Both Cho and White (2007) and Qu and Zhuo (2015)
suggest to work with the concentrated likelihood function. To derive the concentrated likelihood
function, β and δ1 are treated as functions of δ2 and the dependence between (β, δ1) and δ2 is
quantified using the first order conditions that define the concentrated and modified log likelihood
function (see Lemma 2.11 in the appendix). This effectively removes β and δ1 from the subsequent
analysis and allows us to work with the concentrated, modified log likelihood function, which is
only a function of δ2. Therefore, we can expand the concentrated, modified log likelihood function
around δ2 = δ˜ (see Lemma 2.4 below) to obtain an approximation for MLR(p, q).
For any δ2 ∈ ∆, we can write
L(p, q, δ2) = max
β,δ1
LA(p, q, β, δ1, δ2)
and (
βˆ(δ2), δˆ1(δ2)
)
= arg max
β,δ1
LA(p, q, β, δ1, δ2).
Then,
MLR(p, q) = 2 max
δ2
[L(p, q, δ2) − L(p, q, δ˜)].
For k ≥ 1, let L(k)i1...ik (p, q, δ2) (i1, ...ik ∈ {1, ..., nδ}) denote the k-th order derivative of L(p, q, δ2)
with respect to the (i1, ...ik)-th elements of δ2. Let d j ( j ∈ {1, ..., nδ}) denote the j-th element of
(δ2 − δ˜). Then, a fourth order Taylor expansion of L(p, q, δ2) around δ˜ is given by
L(p, q, δ2) − L(p, q, δ˜) =
nδ∑
j=1
L(1)j (p, q, δ˜)d j +
1
2!
nδ∑
j=1
nδ∑
k=1
L(2)jk (p, q, δ˜)d jdk (2.26)
+
1
3!
nδ∑
j=1
nδ∑
k=1
nδ∑
l=1
L(3)jkl(p, q, δ˜)d jdkdl
+
1
4!
nδ∑
j=1
nδ∑
k=1
nδ∑
l=1
nδ∑
m=1
L(4)jklm(p, q, δ¯)d jdkdldm,
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where in the last term δ¯ is a value that lies between δ2 and δ˜. Two lemmas will be provided to
analyze this expansion. Here, two more assumptions, which are similar to Assumptions 4 and 5 in
Qu and Zhuo (2015), are needed.
Assumption 2.5. There exists an open neighborhood of (β∗, δ∗), denoted by B(β∗, δ∗), and a se-
quence of positive, strictly stationary and ergodic random variables {υt} satisfying Eυ1+ct < L < ∞
for some c > 0, such that
sup
(β,δ1)∈B(β∗,δ∗)
∣∣∣∣∣∣∇θi1 ...∇θik ft (β, δ1)ft (β, δ1)
∣∣∣∣∣∣
α(k)
k
< υt
for all i1, ..., ik ∈
{
1, ..., nβ + nδ
}
, where 1 ≤ k ≤ 5; α(k) = 6 if k = 1, 2, 3 and α(k) = 5 if k = 4, 5.
Assumption 2.6. There exists η > 0, such that supp,q∈[,1−] sup|δ−δ˜|<η T−1|L(5)jklmn(p, q, δ)| = Op (1)
for all j, k, l,m, n ∈ {1, ..., nδ}, where  is an arbitrary small constant satisfying 0 <  < 1/2.
The next lemma characterizes the derivatives of βˆ(δ2) and δˆ1(δ2) with respect to δ2 evaluated at
δ2 = δ˜. To shorten the expressions, let ξ˜t+1|t and f˜t denote ξt+1|t(p, q, β, δ1, δ2) and ft(β, δ1) evaluated
at (β, δ1, δ2) = (β˜, δ˜, δ˜). Also, let ∇δ1i1 ...∇δ1ik ξ˜t|t−1 and ∇δ1i1 ...∇δ1ik f˜1t denote the k-th order derivative
of ξt+1|t(p, q, β, δ1, δ2) and ft(β, δ1) with respect to the (i1, ..., ik)-th elements of δ1, evaluated at
(β, δ1, δ2) = (β˜, δ˜, δ˜). Finally, define
U˜ jk,t =
(
1 − ξ∗
ξ∗
)2 ξ∗∇δ1 j∇δ1k f˜1tf˜t + (1 − ξ∗) ∇δ1 j∇δ1k f˜2tf˜t
 + ξ∗∇δ2 j∇δ2k f˜1tf˜t + (1 − ξ∗) ∇δ2 j∇δ2k f˜2tf˜t

−
(
1 − ξ∗
ξ∗
) ξ∗∇δ2 j∇δ1k f˜1tf˜t + (1 − ξ∗) ∇δ2 j∇δ1k f˜2tf˜t + ξ∗∇δ1 j∇δ2k f˜1tf˜t + (1 − ξ∗) ∇δ1 j∇δ2k f˜2tf˜t

+
1
ξ2∗
∇δ1 j ξ˜t|t−1 (∇θk f¯1tf¯t − ∇θk f¯2tf¯t
)
+
∇θ j f¯1t
f¯t
− ∇θ j f¯2t
f¯t
∇δ1k ξ˜t|t−1 , (2.27)
and
D˜ jk,t =
ξ∗∇(β′,δ′1)′ f˜1t + (1 − ξ∗)∇(β′,δ′2)′ f˜2t
f˜t
U˜ jk,t,
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I˜t =
ξ∗∇(β′,δ′1)′ f˜1t + (1 − ξ∗)∇(β′,δ′2)′ f˜2tf˜t

ξ∗∇(β′,δ′1) f˜1t + (1 − ξ∗)∇(β′,δ′2) f˜2tf˜t
 ,
V˜ jklm = T−1
T∑
t=1
U˜ jk,tU˜lm,t, D˜lm = T−1
T∑
t=1
D˜lm,t, I˜ = T−1
T∑
t=1
I˜t. (2.28)
As will be seen, U˜ jk,t is the leading term inL(2)jk (p, q, δ˜), while D˜ jk,t and I˜t appear when constructing
the leading term of L(4)jklm(p, q, δ˜). The next lemma, analogous to Lemma 3 in Qu and Zhuo (2015),
presents the properties of L(k)i1...ik (p, q, δ2) when δ2 is evaluated at the null estimate, i.e. δ˜.
Lemma 2.4. Under the null hypothesis and Assumptions 2.1-2.6, for all j, k, l,m ∈ {1, ..., nδ}, we
have
1. L(1)j (p, q, δ˜) = 0.
2. T−1/2L(2)jk (p, q, δ˜) = T−1/2
∑T
t=1 U˜ jk,t + op (1).
3. T−3/4L(3)jkl(p, q, δ˜) = Op
(
T−1/4
)
.
4. T−1L(4)jklm(p, q, δ¯) = −{V˜ jklm − D˜′jk I˜−1D˜lm + V˜ jmkl − D˜′jm I˜−1D˜kl + V˜ jlkm − D˜′jl I˜−1D˜km}+ op (1).
The illustrative model (cont’d.) We use the ARMA(1, 1) model to illustrate the leading terms of
T−1/2L(2)jk (p, q, δ˜) and T−1L(4)jklm(p, q, δ˜) in Lemma 2.4. Suppose only αst switches. Then, U˜ jk,t and
D˜ jk,t equal, respectively,
(
1 − ξ∗
ξ∗
) 
1 + φ˜21 + 2φ˜1θ˜1
1 − θ˜21
 ( 1
σ˜2
) (
µ˜2t
σ˜2
− 1
)
+ 2
(
µ˜t
σ˜2
)  t−1∑
s=1
ρs
(
µ˜t−s
σ˜2
)
−2(φ˜1 + θ˜1)
t−1∑
j=1
(−θ˜1) j−1
 t− j∑
s=1
ρs−1
(
µ˜t−s
σ˜2
)
+ φ˜1θ˜1
(
µ˜t− j
σ˜2
)

and [
(yt−1−α˜)µ˜t
σ˜2
µ˜tµ˜t−1
σ˜2
1
2σ˜2
(
µ˜2t
σ˜2
− 1
)
− µ˜t
σ˜2
(
ξ∗(1−φ˜1)
1+θ˜1
) ]
U˜ jk,t,
where µ˜t denotes the residuals under the null hypothesis and σ˜2 = T−1
∑T
t=1 µ˜
2
t . This makes the
variance function of T−1/2
∑T
t=1 U˜ jk,t, and therefore of T
−1/2L(2)jk (p, q, δ˜), consistently estimable.
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2.5 Asymptotic approximations
Let L(2)(p, q, δ˜) be a square matrix with its ( j, k)-th element given by L(2)jk (p, q, δ˜) for any j, k ∈
{1, 2, ..., nδ}. This section has three sets of results. (1) The weak convergence of T−1/2L(2)(p, q, δ˜)
over  ≤ p, q ≤ 1− . (2) The limiting distribution of S upMLR(Λ). (3) A finite sample refinement
that improves the asymptotic approximation.
2.5.1 Weak convergence of L(2)(p, q, δ˜)
For 0 < pr, qr, ps, qs < 1 and j, k, l,m ∈ {1, 2, ..., nδ}, define
ω jklm (pr, qr; ps, qs) = V jklm (pr, qr; ps, qs) − D′jk(pr, qr)I−1Dlm(ps, qs), (2.29)
where V jklm (pr, qr; ps, qs) = E
[
U jk,t (pr, qr) Ulm,t (ps, qs)
]
,D jk(pr, qr) = ED jk,t(pr, qr), and I =
EIt. Here, U jk,t (pr, qr) , D jk,t(pr, qr) and It have the same definitions as U˜ jk,t, D˜ jk,t and I˜t in (2.27)
and (2.28) but evaluated at (pr, qr, β∗, δ∗) instead of (pr, qr, β˜, δ˜). The following lemma is parallel
to Lemma 4 in Qu and Zhuo (2015).
Lemma 2.5. Under the null hypothesis and Assumptions 2.1-2.6, we have, over  ≤ p, q ≤ 1 −  :
T−1/2L(2)(p, q, δ˜)⇒ G (p, q) ,
where the elements of G (p, q) are mean zero continuous Gaussian processes satisfying
Cov[G jk(pr, qr),Glm(ps, qs)] = ω jklm(pr, qr; ps, qs)
for j,k,l,m ∈ {1,2,...,nδ}, where ω jklm(pr,qr; ps,qs) is given by (2.29).
In the appendix, this lemma is proved by first showing the finite dimensional convergence and
then the stochastic equicontinuity.
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2.5.2 Limiting distribution of S upMLR(Λε)
Let E be a set of open balls that includes all possible values of (p, q) such that L(2)jk (p, q, δ˜) ≡ 0
for any j, k ∈ {1, 2, ..., nδ}. For example, if for some specific j1 and k1, L(2)j1k1(p1, q1, δ˜) ≡ 0, then
(p, q) ∈ E if p ∈ (p1 − 1, p1 + 1) and q ∈ (q1 − 1, q1 + 1) for any small 1, say 1 = 0.01. Define
Λ = {(p, q) :  ≤ p, q ≤ 1 − , and (p, q) < E}. (2.30)
Let Ω(p, q) be an n2δ-dimensional square matrix whose ( j + (k − 1)nδ, l + (m − 1)nδ)-th element
is given by ω jklm (p, q; p, q). Then, Lemma 2.5 implies E[vecG (p, q) vecG (p, q)′] = Ω(p, q).
The next result, which is analogous to Proposition 2 in Qu and Zhuo (2015), gives the asymptotic
distribution of S upMLR(Λ).
Proposition 2.1. Suppose the null hypothesis and Assumptions 2.1-2.6 hold. Then
S upMLR(Λ)⇒ sup
(p,q)∈Λ
sup
η∈Rnδ
W(2)(p, q, η), (2.31)
where Λ is given by (2.30) and
W(2)(p, q, η) =
(
η⊗2
)′
vecG (p, q) − 1
4
(
η⊗2
)′
Ω(p, q)
(
η⊗2
)
.
Some important features of ω jklm (p, q; p, q) have been shown in section 5.1 of Qu and Zhuo (2015)
by simple examples. In the current context, I also observe the similar features of ω jklm (p, q; p, q)
that this function depends on: (1) the model’s dynamic properties (e.g., whether the regressors are
strictly exogenous or predetermined), (2) which parameters are allowed to switch (e.g., regressions
coefficients or the variance of the errors), and (3) whether nuisance parameters are present.
2.5.3 A refinement
Qu and Zhuo (2015) provided a refinement to the asymptotic distribution when L(2)(p, q, δ˜) ≡ 0.
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In such situations, the magnitude of T−1/2
∑T
t=1 U˜ jk,t can be too small to dominate the higher or-
der terms in the likelihood expansion when p + q is close to 1. This indicates that an asymptotic
distribution that relies entirely on T−1/2
∑T
t=1 U˜ jk,t can be inadequate. Motivated by this observa-
tion, I consider a refinement to the asymptotic approximation under Markov switching state space
models. The following assumption is parallel to Assumption 6 in Qu and Zhuo (2015).
Assumption 2.7. There exists an open neighborhood of (β∗, δ∗), B(β∗, δ∗), and a sequence of
positive, strictly stationary and ergodic random variables {υt} satisfying Eυ1+ct < ∞ for some c > 0,
such that the supremums of the following quantities over B(β∗, δ∗) are bounded from above by υt:∣∣∣∣∇θi1 ...∇θik ft (β, δ1) / ft (β, δ1)∣∣∣∣4 , ∣∣∣∇θi1 ...∇θim ft (β, δ1) / ft (β, δ1)∣∣∣2 , ∣∣∣∣∇θi1 ...∇θi8 ft (β, δ1) / ft (β, δ1)∣∣∣∣,∣∣∣∇θ j1∇θi1 ...∇θi7 ft (β, δ1) / ft (β, δ1)∣∣∣ , ∣∣∣∣∇θ j1∇θ j2∇θi1 ...∇θi6 ft (β, δ1) / ft (β, δ1)∣∣∣∣, where k = 1, 2, 3, 4, m =
5, 6, 7, i1, ..., i8 ∈
{
1, ..., nβ + nδ
}
and j1, j2 ∈
{
1, ..., nβ
}
.
Obtaining all the leading terms in an even higher order expansion of the modified likelihood
function is very difficult in the current context. This paper considers incorporating some specific
terms for the refinement. Define
s˜ jkl,t(p, q) = − (1 − ξ∗)(1 − 2ξ∗)
ξ2∗
∇δ1 j∇δ1k∇δ1l f˜1t
f˜t
, (2.32)
where x˜t|t and P˜t|t are treated as constant when calculating ∇δ1 j∇δ1k∇δ1l f˜1t here. For j, k, l,m, n, u ∈
{1, ..., nδ}, let G(3)jkl(p, q) be a continuous Gaussian process with mean zero that satisfies
ω(3)jklmnu(pr, qr; ps, qs)
= Cov(G(3)jkl (pr, qr) ,G
(3)
mnu (ps, qs))
= E
[
s jkl,t(pr, qr)smnu,t(ps, qs)
]
− E
 ξ∗∇(β′ ,δ′1) f1t + (1 − ξ∗)∇(β′ ,δ′2) f2tf˜t s jkl,t(pr, qr)
 I−1  ξ∗∇(β′ ,δ′1)′ f1t + (1 − ξ∗)∇(β′ ,δ′2)′ f2tf˜t smnu,t(ps, qs)
 ,
where s jkl,t(p, q) is the same as s˜ jkl,t(p, q) but is evaluated at true parameter values. The other
quantities on the right hand side are also evaluated at the true parameter values. For the fourth and
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eighth order derivatives, define
k˜ jklm,t(p, q) = (1 − ξ∗)
1 + (1 − ξ∗ξ∗
)3 ∇δ1 j∇δ1k∇δ1l∇δ1m f˜1tf˜t , (2.33)
where x˜t|t and P˜t|t are treated as constant when calculating ∇δ1 j∇δ1k∇δ1l∇δ1m f˜1t here. For i1, ..., i8 ∈
{1, ..., nδ}, let G(4)i1i2i3i4(p, q) denote a continuous Gaussian process with mean zero that satisfies
ω(4)i1i2 ...i8 (pr, qr; ps, qs)
= Cov
(
G(4)i1i2i3i4 (pr, qr) ,G
(4)
i5i6i7i8
(ps, qs)
)
= E
[
ki1i2i3i4 ,t (pr, qr) ki5i6i7i8 ,t (ps, qs)
]
− E
 ξ∗∇(β′ ,δ′1) f1t + (1 − ξ∗)∇(β′ ,δ′2) f2tf˜t ki1i2i3i4 ,t (pr, qr)
 I−1  ξ∗∇(β′ ,δ′1) f1t + (1 − ξ∗)∇(β′ ,δ′2) f2tf˜t ki5i6i7i8 ,t (ps, qs)
 ,
where ki1i2i3i4,t(p, q) equals k˜i1i2i3i4,t(p, q) but evaluated at the true parameter values. The remaining
quantities on the right hand side are also evaluated at the true parameter values. The next lemma
characterizes the asymptotic properties of s˜ jkl,t(p, q) and k˜ jklm,t(p, q) when j, k, l,m ∈ {1, ..., nδ}.
Lemma 2.6. Under the null hypothesis and Assumptions 2.1-2.7, we have
T−1/2
T∑
t=1
s˜ jkl,t(p, q)⇒ G(3)jkl(p, q)
and
T−1/2
T∑
t=1
k˜ jklm,t(p, q)⇒ G(4)jklm(p, q).
We now incorporate the corresponding terms to obtain a refined approximation. Let G(3)(p, q)
be a n3δ- dimensional vector whose ( j + (k − 1)nδ + (l − 1)n2δ)-th element is given by G(3)jkl(p, q). Let
Ω(3)(p, q) denote an n3δ −by−n3δ matrix whose ( j + (k−1)nδ + (l−1)n2δ,m + (n−1)nδ + (r−1)n2δ)-th
element is given by ω(3)jklmnr(p, q; p, q). Define
W(3)(p, q, η) = T−1/4 1
3
(
η⊗3
)′
vecG(3)(p, q) − T−1/2 1
36
(
η⊗3
)′
Ω(3)(p, q)
(
η⊗3
)
.
Let G(4)(p, q) be an n4δ- dimensional vector whose ( j + (k − 1)nδ + (l− 1)n2δ + (m− 1)n3δ)-th element
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is given by G(4)jklm(p, q). Let Ω
(4)(p, q) be an n4δ − by − n4δ matrix whose ( j + (k − 1)nδ + (l − 1)n2δ +
(m − 1)n3δ, n + (r − 1)nδ + (s − 1)n2δ + (u − 1)n3δ)-th element is given by ω(4)jklmnrsu(p, q; p, q). Define
W(4)(p, q, η) = T−1/2 1
12
(
η⊗4
)′
vecG(4)(p, q) − T−1 1
576
(
η⊗4
)′
Ω(4)(p, q)
(
η⊗4
)
.
Then, the distribution of the S upMLR(Λ) test statistic can be approximated by:
S∞(Λ) ≡ sup
(p,q)∈Λ
sup
η∈Rnδ
{
W(2)(p, q, η) +W(3)(p, q, η) +W(4)(p, q, η)
}
, (2.34)
where Λ is specified in (2.30). The following corollary is analogous to Corollary 1 in Qu and
Zhuo (2015).
Corollary 2.1. Under Assumptions 2.1-2.7 and the null hypothesis, we have:
Pr (S upMLR(Λ) ≤ s) − Pr (S∞(Λ) ≤ s)→ 0,
over Λ in (2.30).
Note that the above result holds irrespective of the model. This follows because the additional
terms W(3)(p, q, η) and W(4)(p, q, η) both converge to zero as T → ∞. These terms provide
refinements in finite samples, having no effect asymptotically. The critical values can be obtained
by following the simulation procedures described in section 5.4 of Qu and Zhuo (2015).
The illustrative model (cont’d). Consider the ARMA(1, 1) model in (2.18)-(2.19) and assume αst
switches. This model can be written as:
mt = φmt−1 + et + θet−1, et ∼ i.i.d. N(0, σ2)
yt = αst + mt.
To illustrate the effects of the refined approximation, I simulate data using the ARMA(1, 1) model
with T = 2000, α1 = α2 = 0, φ = 0.9, θ = −0.70 and σ = 0.2. Then, for each simulated sample
and fixed (p, q), I calculate MLR(p, q), the approximation to MLR(p, q) using only the second and
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fourth order terms in the Taylor expansion, and the approximation to MLR(p, q) using the second
order, fourth order and refinement terms in the Taylor expansion. After simulating 500 samples, I
calculate both the correlation between MLR(p, q) and its approximation using only the second and
fourth order terms, and the correlation between MLR(p, q) and its approximation using the second
order, fourth order and refinement terms. I also check these correlations for different p and q. The
results are summarized in Table 2.1, which shows that including the refinement terms brings the
approximation closer to the MLR(p, q) statistic.
Table 2.1: Correlations between MLR(p, q) statistic and original and refined approximations
Between MLR(p, q) and
(p, q) original approximation refined approximation
(0.90, 0.90) 0.989 0.994
(0.70, 0.90) 0.217 0.843
(0.50, 0.80) 0.239 0.822
2.6 Monte Carlo
This section examines the size and power properties of the S upMLR test statistic. The DGP is
mt = φmt−1 + et + θet−1, et ∼ i.i.d. N(0, σ2)
yt = αst + mt,
where yt is observable and αst switches with p(st = 1|st−1 = 1) = p and p(st = 2|st−1 = 2) = q.
Assign φ = 0.9, θ = −0.70 and σ = 0.2. The choice of this DGP is motivated by both the model
studied in Perron (1993) and the empirical application in the next section. In this section, Λ is
specified as in (2.30) with  = 0.01. The critical values and rejection frequencies are all based on
3000 replications.
Table 2.2 reports the sizes of the S upMLR(Λ) test statistic at five different nominal levels.
Under the null hypothesis, we set α1 = α2 = 0. The rejection frequencies overall are close to the
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Table 2.2: Rejection frequencies under the null hypothesis
Level 1.00 2.50 5.00 7.50 10.00
T = 200 S upMLR(Λ0.01) 1.20 3.67 7.40 10.20 14.23
T = 500 S upMLR(Λ0.01) 1.17 2.63 6.33 9.60 12.70
nominal levels with mild over-rejections in some cases. For example, the rejection rates at the 5%
and 10% levels are 7.40% and 14.23% respectively, for  = 0.01 and sample size T = 200. Similar
rejection rates are observed when T = 500.
For power properties, I set α1 = −τ and α2 = τ, with τ = 0.05, 0.10, 0.15, 0.20 and 0.25. The
sample size T = 500 and the number of replications is 3000. Three pairs of values for (p, q) are
considered: (0.70, 0.70), (0.70, 0.90) and (0.90, 0.95). The rejection frequencies at the 5% nominal
level are reported in Table 2.3. The power of the S upMLR statistic increases as the magnitude of
|α1 − α2| increases.
Table 2.3: Rejection frequencies under the alternative hypotheses
(p, q) τ 0.05 0.10 0.15 0.20 0.25
(0.70, 0.70) S upMLR(Λ0.01) 6.33 6.67 21.00 74.33 99.67
(0.70, 0.90) S upMLR(Λ0.01) 7.67 8.67 26.33 85.67 100
(0.90, 0.95) S upMLR(Λ0.01) 5.47 6.13 17.70 69.57 97.13
Nominal level, 5%.
2.7 Application
In this section, I apply the MLR test developed in the preceding sections to study the changes in
monthly U.S. unemployment rates. The data are from the labor force statistics reported in the Cur-
rent Population Survey. The full sample is from January 1960 to July 2015. A simple ARMA(1, 1)
model as in (2.18) and (2.19) is considered, i.e.
mt = φmt−1 + et + θet−1, et ∼ i.i.d. N(0, σ2)
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yt = αst + mt.
Here, αst switches and indicates the mean level of change in the unemployment rate at time t.
S upMLR(Λ0.01) equals 36.99 for the full sample with the critical value being 8.83 at the 5% level.
The test statistic therefore provides strong evidence favoring the regime switching specification. To
provide some further evidence for the relevance of the regime switching specification, I estimate the
probability of being in particular regime. Let st = 1 and st = 2 represent the tight and slack labor
market regimes, respectively. Here the tight and slack labor market regimes are defined from the
perspective of the job-seekers. The estimation results show that the regime shifts closely follow the
recession and expansion periods dated by the National Bureau of Economic Research (NBER) and
shown in Figure 2.2. Comparing the smoothed regime probabilities and the dates of the recession
Note: The shaded areas correspond to the NBER defined recessions. The solid line indicates
the smoothed probabilities of being in the tight labor market regime.
Figure 2.2: Smoothed probabilities of being in the tight labor market regime
and expansion periods, I find that the labor market normally takes time to react at the beginning of
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a recession. The estimation under a two regimes specification also provides detailed information
on changes in the labor market and the durations of each regime. In the tight labor market regime,
the unemployment rate increases by 0.26% per month on average and this regime lasts about 8.8
months. In the slack labor market regime, the unemployment rate decreases by 0.03% per month
and the regime lasts about 79.4 months. The model assigns low probabilities, around 20 − 30%,
to the tight regime during the relatively shallow recessions of July 1990 to March 1991 and March
2001 to November 2001. This makes sense, because the increases in the unemployment rate during
these two recessions are relatively moderate when compared with other recessions, such as the
recent Great Recession from December 2007 to June 2009.
2.8 Conclusion
This chapter develops a modified likelihood ratio (MLR) based test for detecting regime switching
in state space models. The asymptotic distribution of this test statistics is also established. When
applied to changes in U.S. monthly unemployment rates, the test finds strong evidence favoring
the regime switching specification. This paper is the first to develop a test that is based on the
likelihood ratio principle for detecting regime switching in state space models. The techniques
developed in this paper can have implications for hypothesis testing in more general contexts, such
as testing for regime switching in state space models with multiple observables.
2.9 Appendix 2A: Derivatives of the density function
The derivatives of fit in (2.16) are calculated here. By (2.5), (2.6), (2.7), (2.8), (2.14) and (2.23),
we have:
fit =
[
2piC(i)t|t−1
]−1/2
exp
−
[
µ(i)t|t−1
]2
2C(i)t|t−1
 ,
where
µ(i)t|t−1 = yt − H′i
(
Gi + Fixt−1|t−1
) − A′izt
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and
C(i)t|t−1 = H
′
i
(
FiPt−1|t−1F′i + Qi
)
Hi.
Then the first order derivative of µ(i)t|t−1 with respect to the j-th component in θ is
∇θ jµ(i)t|t−1 = −∇θ j H′i
(
Gi + Fixt−1|t−1
) − H′i (∇θ jGi + ∇θ j Fixt−1|t−1 + Fi∇θ j xt−1|t−1) − ∇θ j A′izt. (2.35)
and the first order derivative of C(i)t|t−1 with respect to the j-th component in θ is
∇θ jC(i)t|t−1 = ∇θ j H′i
(
FiPt−1|t−1F′i + Qi
)
Hi + H′i
(
FiPt−1|t−1F′i + Qi
)
∇θ j Hi
+ H′i
(
∇θ j FiPt−1|t−1F′i + Fi∇θ j Pt−1|t−1F′i + FiPt−1|t−1∇θ j F′i + ∇θ j Qi
)
Hi. (2.36)
Then the first order derivative of fit with respect to the j-th component in θ is
∇θ j fit = − fit
 µ
(i)
t|t−1
C(i)t|t−1
 (∇θ jµ(i)t|t−1) + fit
 12C(i)t|t−1


[
µ(i)t|t−1
]2
C(i)t|t−1
− 1
 (∇θ jC(i)t|t−1) .
Similarly, the derivative of ∇θ jµ(i)t|t−1 respect to the k-th component in θ is
∇θ j∇θkµ(i)t|t−1 = −∇θ j∇θk H′i
(
Gi + Fixt−1|t−1
) − ∇θ j H′i (∇θkGi + ∇θk Fixt−1|t−1 + Fi∇θk xt−1|t−1)
− ∇θk H′i
(
∇θ jGi + ∇θ j Fixt−1|t−1 + Fi∇θ j xt−1|t−1
)
− H′i
(
∇θ j∇θkGi + ∇θ j∇θk Fixt−1|t−1 + ∇θ j Fi∇θk xt−1|t−1 + Fi∇θ j∇θk xt−1|t−1
)
− ∇θ j∇θk A′izt. (2.37)
The derivative of ∇θ jC(i)t|t−1 respect to the k-th component in θ is
∇θ j∇θkC(i)t|t−1 = ∇θ j∇θk H′i
(
FiPt−1|t−1F′i + Qi
)
Hi + ∇θ j H′i
(
FiPt−1|t−1F′i + Qi
)
∇θk Hi
∇θ j H′i
(
∇θk FiPt−1|t−1F′i + Fi∇θk Pt−1|t−1F′i + FiPt−1|t−1∇θk F′i + ∇θk Qi
)
Hi
+ ∇θk H′i
(
FiPt−1|t−1F′i + Qi
)
∇θ j Hi + H′i
(
FiPt−1|t−1F′i + Qi
)
∇θ j∇θk Hi
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+ H′i
(
∇θk FiPt−1|t−1F′i + Fi∇θk Pt−1|t−1F′i + FiPt−1|t−1∇θk F′i + ∇θk Qi
)
∇θ j Hi
+ ∇θk H′i
(
∇θ j FiPt−1|t−1F′i + Fi∇θ j Pt−1|t−1F′i + FiPt−1|t−1∇θ j F′i + ∇θ j Qi
)
Hi
+ H′i
(
∇θ j FiPt−1|t−1F′i + Fi∇θ j Pt−1|t−1F′i + FiPt−1|t−1∇θ j F′i + ∇θ j Qi
)
∇θk Hi
+ H′i
(
∇θ j∇θk FiPt−1|t−1F′i + ∇θ j Fi∇θk Pt−1|t−1F′i + ∇θ j FiPt−1|t−1∇θk F′i
)
Hi
+ H′i
(
∇θk Fi∇θ j Pt−1|t−1F′i + Fi∇θ j∇θk Pt−1|t−1F′i + Fi∇θ j Pt−1|t−1∇θk F′i
)
Hi
+ H′i
(
∇θk FiPt−1|t−1∇θ j F′i + Fi∇θk Pt−1|t−1∇θ j F′i + FiPt−1|t−1∇θ j∇θk F′i
)
Hi
+ H′i
(
∇θ j∇θk Qi
)
Hi. (2.38)
Then the derivative of ∇θ j fit respect to the k-th component in θ is
∇θ j∇θk fit = −
(∇θk fit)
 µ
(i)
t|t−1
C(i)t|t−1
 (∇θ jµ(i)t|t−1) − fit
 µ
(i)
t|t−1
C(i)t|t−1
 (∇θ j∇θkµ(i)t|t−1)
− fit
∇θkµ
(i)
t|t−1
C(i)t|t−1
−
µ(i)t|t−1
(
∇θkC(i)t|t−1
)
[
C(i)t|t−1
]2
 (∇θ jµ(i)t|t−1)
+
(∇θk fit)
 12C(i)t|t−1


[
µ(i)t|t−1
]2
C(i)t|t−1
− 1
 (∇θ jC(i)t|t−1)
− fit
 ∇θkC
(i)
t|t−1
2
[
C(i)t|t−1
]2


[
µ(i)t|t−1
]2
C(i)t|t−1
− 1
 (∇θ jC(i)t|t−1)
+ fit
 12C(i)t|t−1

2
[
µ(i)t|t−1
] (
∇θkµ(i)t|t−1
)
C(i)t|t−1
−
[
µ(i)t|t−1
]2 (∇θkC(i)t|t−1)[
C(i)t|t−1
]2
 (∇θ jC(i)t|t−1)
+ fit
 12C(i)t|t−1


[
µ(i)t|t−1
]2
C(i)t|t−1
− 1
 (∇θ j∇θkC(i)t|t−1) .
2.10 Appendix 2B: Proofs
Proof of Lemma 2.1: The equation (2.22) can be written as
ξt+1|t = p + ρ
At
Bt
, (2.39)
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where At = f2t(ξt|t−1 − 1) and Bt = ( f1t − f2t)ξt|t−1 + f2t. Let “-” (e.g. ξ¯t|t−1) denote that the quantity
is evaluated at (β′, δ′, δ′).
Consider Lemma 2.1.1. Because f¯1t = f¯2t = f¯t, it follows that
A¯t = f¯t(ξ¯t|t−1 − 1) and B¯t = f¯t. (2.40)
Plugging this into (2.39), we have
ξ¯t+1|t = p + ρ(ξ¯t|t−1 − 1).
This, together with (2.13), implies ξ¯2|1 = p+ρ(ξ¯1|0−1) = p+ρ(ξ∗−1) = ξ∗, where the last equality
follows from the definition of ρ and ξ∗. This can be iterated forward, leading to ξ¯t+1|t = ξ∗ for all
t ≥ 1.
Consider Lemma 2.1.2. Differentiate (2.39) with respect to the j-th component in θ, we have
∇θ jξt+1|t = ρ
{∇θ j At
Bt
− At∇θ j Bt
B2t
}
, (2.41)
where
∇θ j At = ∇θ j f2t(ξt|t−1 − 1) + f2t∇θ jξt|t−1
and
∇θ j Bt = (∇θ j f1t − ∇θ j f2t)ξt|t−1 + ( f1t − f2t)∇θ jξt|t−1 + ∇θ j f2t.
Below, we evaluate the right hand side of (2.41) at (β′, δ′, δ′) for two possible situations:
(1). If j ∈ I0, then ∇θ j f¯1t = ∇θ j f¯2t and f¯1t = f¯2t = f¯t. Consequently
∇θ j A¯t = ∇θ j f¯2t(ξ∗ − 1) + f¯t∇θ j ξ¯t|t−1,
∇θ j B¯t = ∇θ j f¯2t. (2.42)
Combining (2.42) with (2.40), we have ∇θ j ξ¯t+1|t = ρ∇θ j ξ¯t|t−1. This implies, at t = 1, we have
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∇θ j ξ¯2|1 = ρ∇θ j ξ¯1|0 = ρ∇θ jξ∗ = 0. This can be iterated forward leading to ∇θ j ξ¯t|t−1 = 0.
(2). If j ∈ I1 or j ∈ I2, then f¯1t = f¯2t = f¯t and
∇θ j A¯t = ∇θ j f¯2t(ξ∗ − 1) + f¯t∇θ j ξ¯t|t−1,
∇θ j B¯t = ξ∗∇θ j f¯1t + (1 − ξ∗)∇θ j f¯2t. (2.43)
Combining this with (2.40), we have
∇θ j ξ¯t+1|t = ρ
∇θ j ξ¯t|t−1 − (ξ∗ − 1)ξ∗
∇θ j f¯1t
f¯t
− ∇θ j f¯2t
f¯t

= ρ∇θ j ξ¯t|t−1 + r
∇θ j f¯1t
f¯t
− ∇θ j f¯2t
f¯t
 ,
where r = ρ(1 − ξ∗)ξ∗. Note that ∇θ j ξ¯t+1|t can also be written as
∇θ j ξ¯t+1|t = r
t−1∑
s=0
ρs
∇θ j f¯1t−s
f¯t
− ∇θ j f¯2t−s
f¯t
 . (2.44)
Because ∇θ j f¯1t
f¯t
− ∇θ j f¯2t
f¯t
 = − ∇θ j−nδ f¯1tf¯t − ∇θ j−nδ f¯2tf¯t
 , (2.45)
when j ∈ I2, we have
∇θ j ξ¯t+1|t = −∇θ j−nδ ξ¯t+1|t.
In addition, from (2.13) and (2.44), we have
∇θ j ξ¯t|t = (1 − ξ∗)ξ∗
t−1∑
s=0
ρs
∇θ j f¯1t−s
f¯t
− ∇θ j f¯2t−s
f¯t
 (2.46)
= ρ∇θ j ξ¯t−1|t−1 + (1 − ξ∗)ξ∗
∇θ j f¯1t
f¯t
− ∇θ j f¯2t
f¯t
 ,
when j ∈ Ia, a = 1, 2, and
∇θ j ξ¯t|t = −∇θ j−nδ ξ¯t|t.
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Consider Lemma 2.1.3. Differentiating (2.41) with respect to θk:
∇θ j∇θkξt+1|t = ρ
{∇θ j∇θk At
Bt
− ∇θ j At∇θk Bt
B2t
− ∇θk At∇θ j Bt
B2t
− At∇θ j∇θk Bt
B2t
+ 2
At∇θ j Bt∇θk Bt
B3t
}
, (2.47)
where
∇θ j∇θk At = ∇θ j∇θk f2t(ξt|t−1 − 1) + ∇θ j f2t∇θkξt|t−1 + ∇θk f2t∇θ jξt|t−1 + f2t∇θ j∇θkξt|t−1,
∇θ j∇θk Bt = (∇θ j∇θk f1t − ∇θ j∇θk f2t)ξt|t−1 + (∇θ j f1t − ∇θ j f2t)∇θkξt|t−1
+ (∇θk f1t − ∇θk f2t)∇θ jξt|t−1 + ( f1t − f2t)∇θ j∇θkξt|t−1 + ∇θ j∇θk f2t.
We now evaluate the right hand side of (2.47) at δ1 = δ2 = δ under three possible situations:
(1) If j ∈ I0 and k ∈ I0, then f¯1t = f¯2t = f¯t, ∇θ j f¯1t = ∇θ j f¯2t, ∇θk f¯1t = ∇θk f¯2t, ∇θ j∇θk f¯1t =
∇θ j∇θk f¯2t and ∇θ j ξ¯t+1|t = ∇θk ξ¯t+1|t = 0, implying ∇θ j∇θk A¯t = ∇θ j∇θk f¯2t(ξ¯t|t−1 − 1) + f¯t∇θ j∇θk ξ¯t|t−1
and ∇θ j∇θk B¯t = ∇θ j∇θk f¯2t. Combining them with (2.42) and (2.40), ∇θ j∇θk ξ¯t+1|t equals
ρ
{∇θ j∇θk f¯2t(ξ¯t|t−1−1)+ f¯t∇θ j∇θk ξ¯t|t−1
f¯t
− (ξ¯t|t−1−1)∇θ j f¯2t∇θk f¯2t
f¯ 2t
− (ξ¯t|t−1−1)∇θk f¯2t∇θ j f¯2t
f¯ 2t
− (ξ¯t|t−1−1)∇θ j∇θk f¯2tf¯t + 2
(ξ¯t|t−1−1)∇θ j f¯2t∇θk f¯2t
f¯ 2t
}
= ρ∇θ j∇θk ξ¯t|t−1.
Starting at t = 1 and iterating forward, we have ∇θ j∇θk ξ¯t+1|t = 0 for all t ≥ 1.
(2) If j ∈ I0 and k ∈ I1, then ∇θ j f¯1t = ∇θ j f¯2t and ∇θ j ξ¯t+1|t = 0, which imply that
∇θ j∇θk A¯t = ∇θ j∇θk f¯2t(ξ∗ − 1) + ∇θ j f¯2t∇θk ξ¯t|t−1 + f¯t∇θ j∇θk ξ¯t|t−1
and
∇θ j∇θk B¯t = ξ∗∇θ j∇θk f¯1t + (1 − ξ∗)∇θ j∇θk f¯2t.
Combing these two equations with (2.40), (2.42) and (2.43), ∇θ j∇θk ξ¯t+1|t equals
ρ
{
1
f¯t
[
∇θ j∇θk f¯2t(ξ∗ − 1) + ∇θ j f¯2t∇θk ξ¯t|t−1 + f¯t∇θ j∇θk ξ¯t|t−1
]
− 1
f¯ 2t
[(
∇θ j f¯2t(ξ∗ − 1)
) (
ξ∗∇θk f¯1t + (1 − ξ∗)∇θk f¯2t
)]
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− 1
f¯ 2t
[
∇θ j f¯2t
(
∇θk f¯2t(ξ∗ − 1) + f¯t∇θk ξ¯t|t−1
)]
− (ξ∗ − 1) 1
f¯t
(
ξ∗∇θ j∇θk f¯1t + (1 − ξ∗)∇θ j∇θk f¯2t
)
+2(ξ∗ − 1) 1
f¯ 2t
[
∇θ j f¯2t
(
ξ∗∇θk f¯1t + (1 − ξ∗)∇θk f¯2t
)]}
.
The result follows from rearranging the terms. For the case j ∈ I0 and k ∈ I2, we have the same
result.
(3) If j ∈ I1 and k ∈ I1, then
∇θ j∇θk A¯t = ∇θ j∇θk f¯2t(ξ∗ − 1) + ∇θ j f¯2t∇θk ξ¯t|t−1 + ∇θk f¯2t∇θ j ξ¯t|t−1 + f¯t∇θ j∇θk ξ¯t|t−1
and
∇θ j∇θk B¯t = ξ∗∇θ j∇θk f¯1t + (1 − ξ∗)∇θ j∇θk f¯2t + (∇θ j f¯1t − ∇θ j f¯2t)∇θk ξ¯t|t−1 + (∇θk f¯1t − ∇θk f¯2t)∇θ j ξ¯t|t−1.
Applying the similar derivative above, we have ∇θ j∇θk ξ¯t+1|t equals
ρ
{
1
f¯t
[
∇θ j∇θk f¯2t(ξ∗ − 1) + ∇θ j f¯2t∇θk ξ¯t|t−1 + ∇θk f¯2t∇θ j ξ¯t|t−1 + ∇θ j∇θk ξ¯t|t−1
]
− 1
f¯ 2t
[(
∇θ j f¯2t(ξ∗ − 1) + f¯t∇θ j ξ¯t|t−1
) (
ξ∗∇θk f¯1t + (1 − ξ∗)∇θk f¯2t
)]
− 1
f¯ 2t
[(
ξ∗∇θ j f¯1t + (1 − ξ∗)∇θ j f¯2t
) (
∇θk f¯2t(ξ∗ − 1) + f¯t∇θk ξ¯t|t−1
)]
− (ξ∗ − 1) 1
f¯t
(
ξ∗∇θ j∇θk f¯1t + (1 − ξ∗)∇θ j∇θk f¯2t + (∇θ j f¯1t − ∇θ j f¯2t)∇θk ξ¯t|t−1 + (∇θk f¯1t − ∇θk f¯2t)∇θ j ξ¯t|t−1
)
+2(ξ∗ − 1) 1
f¯ 2t
[(
ξ∗∇θ j f¯1t + (1 − ξ∗)∇θ j f¯2t
) (
ξ∗∇θk f¯1t + (1 − ξ∗)∇θk f¯2t
)]}
.
The result follows from rearranging the terms. For the cases j ∈ I1 and k ∈ I2, and j ∈ I2 and
k ∈ I2, we have the same result.
Consider Lemma 2.1.4. Differentiating (2.47) with respect to θl:
∇θ j∇θk∇θlξt+1|t
= ρ
{∇θ j∇θk∇θl At
Bt
− ∇θ j∇θk At∇θl Bt
B2t
− ∇θ j∇θl At∇θk Bt
B2t
− ∇θ j At∇θk∇θl Bt
B2t
+
2∇θ j At∇θk Bt∇θl Bt
B3t
−∇θk∇θl At∇θ j Bt
B2t
− ∇θk At∇θ j∇θl Bt
B2t
+
2∇θk At∇θ j Bt∇θl Bt
B3t
−∇θl At∇θ j∇θk Bt
B2t
− At∇θ j∇θk∇θl Bt
B2t
+
2At∇θ j∇θk Bt∇θl Bt
B3t
+
2∇θl At∇θ j Bt∇θk Bt
B3t
+
2At∇θ j∇θl Bt∇θk Bt
B3t
+
2At∇θ j Bt∇θk∇θl Bt
B3t
− 6At∇θ j Bt∇θk Bt∇θl Bt
B4t
}
,
124
where
∇θ j∇θk∇θl At = ∇θ j∇θk∇θl f2t(ξt|t−1 − 1) + ∇θ j∇θl f2t∇θkξt|t−1 + ∇θk∇θl f2t∇θ jξt|t−1
+ ∇θl f2t∇θ j∇θkξt|t−1 + ∇θ j∇θk f2t∇θlξt|t−1 + ∇θ j f2t∇θk∇θlξt|t−1
+ ∇θk f2t∇θ j∇θlξt|t−1 + f2t∇θ j∇θk∇θlξt|t−1
and
∇θ j∇θk∇θl Bt = (∇θ j∇θk∇θl f1t − ∇θ j∇θk∇θl f2t)ξt|t−1 + (∇θ j∇θl f1t − ∇θ j∇θl f2t)∇θkξt|t−1
+ (∇θk∇θl f1t − ∇θk∇θl f2t)∇θ jξt|t−1 + (∇θl f1t − ∇θl f2t)∇θ j∇θkξt|t−1
+ ∇θ j∇θk∇θl f2t + (∇θ j∇θk f1t − ∇θ j∇θk f2t)∇θlξt|t−1
+ (∇θ j f1t − ∇θ j f2t)∇θk∇θlξt|t−1 + (∇θk f1t − ∇θk f2t)∇θ j∇θlξt|t−1
+ ( f1t − f2t)∇θ j∇θk∇θlξt|t−1.
We now evaluate the above terms at δ1 = δ2 = δ for 4 possible cases. We only report the values of
E¯ jkl,t but omit the derivation details.
(1) If j ∈ I0, k ∈ I0 and l ∈ I0, then E¯ jkl,t = 0.
(2) If j ∈ I0, k ∈ I0 and l < I0, then E¯ jkl,t equals
r
 1f¯t (∇θ j∇θk∇θl f¯1t − ∇θ j∇θk∇θl f¯2t) − 1f¯t2
[
∇θ j∇θk f¯2t(∇θl f¯1t − ∇θl f¯2t)
]
− 1
f¯t
2
[
∇θk f¯2t(∇θ j∇θl f¯1t − ∇θ j∇θl f¯2t)
]
− 1
f¯t
2
[
∇θ j f¯2t(∇θk∇θl f¯1t − ∇θk∇θl f¯2t)
]
+ 2
1
f¯t
3
[
∇θ j f¯2t∇θk f¯2t(∇θl f¯1t − ∇θl f¯2t)
] .
(3) If j ∈ I0, k < I0 and l < I0, then E¯ jkl,t equals
r
∇θ j∇θl∇θk f¯1tf¯t − ∇θ j∇θl∇θk f¯2tf¯t

+ ρ(1 − 2ξ∗)

(
∇θ j∇θl f¯1t − ∇θ j∇θl f¯2t
)
f¯t
∇θk ξ¯t|t−1 +
(
∇θ j∇θk f¯1t − ∇θ j∇θk f¯2t
)
f¯t
∇θl ξ¯t|t−1 +
(
∇θl f¯1t − ∇θl f¯2t
)
f¯t
∇θ j∇θk ξ¯t|t−1
+
(
∇θk f¯1t − ∇θk f¯2t
)
f¯t
∇θ j∇θl ξ¯t|t−1 −
∇θ j f¯2t
(
∇θl f¯1t − ∇θl f¯2t
)
f¯ 2t
∇θk ξ¯t|t−1 −
∇θ j f¯2t
(
∇θk f¯1t − ∇θk f¯2t
)
f¯ 2t
∇θl ξ¯t|t−1

− r
∇θ j f¯2t
(
∇θk∇θl f¯1t − ∇θk∇θl f¯2t
)
f¯t
+
∇θk f¯2t
(
∇θ j∇θl f¯1t − ∇θ j∇θl f¯2t
)
f¯t
+
∇θl f¯2t
(
∇θ j∇θk f¯1t − ∇θ j∇θk f¯2t
)
f¯t
125
+
∇θ j∇θk f¯2t
(
∇θl f¯1t − ∇θl f¯2t
)
f¯t
+
∇θ j∇θl f¯2t
(
∇θk f¯1t − ∇θk f¯2t
)
f¯t

− 2rξ∗
∇θ j∇θk f¯1t
(
∇θl f¯1t − ∇θl f¯2t
)
f¯ 2t
+
∇θ j∇θl f¯1t
(
∇θk f¯1t − ∇θk f¯2t
)
f¯ 2t
−
∇θ j∇θk f¯2t
(
∇θl f¯1t − ∇θl f¯2t
)
f¯ 2t
−
∇θ j∇θl f¯2t
(
∇θk f¯1t − ∇θk f¯2t
)
f¯ 2t

+ 2r(1 − 2ξ∗)
∇θ j f¯2t∇θk f¯2t∇θl f¯1tf¯ 3t +
∇θ j f¯2t∇θk f¯1t∇θl f¯2t
f¯ 3t
 + 4r  ξ∗∇θ j f¯2t∇θl f¯1t∇θk f¯1tf¯ 3t −
(1 − ξ∗)∇θ j f¯2t∇θl f¯2t∇θk f¯2t
f¯ 3t

(4) If j < I0, k < I0 and l < I0, then E¯ jkl,t equals
r
∇θ j∇θl∇θk f¯1tf¯t − ∇θ j∇θl∇θk f¯2tf¯t

+ ρ(1 − 2ξ∗)

(
∇θ j∇θl f¯1t − ∇θ j∇θl f¯2t
)
f¯t
∇θk ξ¯t|t−1 +
(
∇θ j∇θk f¯1t − ∇θ j∇θk f¯2t
)
f¯t
∇θl ξ¯t|t−1 +
(
∇θk∇θl f¯1t − ∇θk∇θl f¯2t
)
f¯t
∇θ j ξ¯t|t−1
+
(
∇θl f¯1t − ∇θl f¯2t
)
f¯t
∇θ j∇θk ξ¯t|t−1 +
(
∇θk f¯1t − ∇θk f¯2t
)
f¯t
∇θ j∇θl ξ¯t|t−1 +
(
∇θ j f¯1t − ∇θ j f¯2t
)
f¯t
∇θk∇θl ξ¯t|t−1

− r
∇θ j f¯2t
(
∇θk∇θl f¯1t − ∇θk∇θl f¯2t
)
f¯t
+
∇θk f¯2t
(
∇θ j∇θl f¯1t − ∇θ j∇θl f¯2t
)
f¯t
+
∇θl f¯2t
(
∇θ j∇θk f¯1t − ∇θ j∇θk f¯2t
)
f¯t
+
∇θ j∇θk f¯2t
(
∇θl f¯1t − ∇θl f¯2t
)
f¯t
+
∇θ j∇θl f¯2t
(
∇θk f¯1t − ∇θk f¯2t
)
f¯t
+
∇θk∇θl f¯2t
(
∇θ j f¯1t − ∇θ j f¯2t
)
f¯t

− 2rξ∗
∇θ j∇θk f¯1t
(
∇θl f¯1t − ∇θl f¯2t
)
f¯ 2t
+
∇θ j∇θl f¯1t
(
∇θk f¯1t − ∇θk f¯2t
)
f¯ 2t
+
∇θk∇θl f¯1t
(
∇θ j f¯1t − ∇θ j f¯2t
)
f¯ 2t
−
∇θ j∇θk f¯2t
(
∇θl f¯1t − ∇θl f¯2t
)
f¯ 2t
−
∇θ j∇θl f¯2t
(
∇θk f¯1t − ∇θk f¯2t
)
f¯ 2t
−
∇θk∇θl f¯2t
(
∇θ j f¯1t − ∇θ j f¯2t
)
f¯ 2t

− 2ρ

(
∇θ j f¯1t − ∇θ j f¯2t
)
f¯t
∇θk ξ¯t|t−1∇θl ξ¯t|t−1 +
(
∇θk f¯1t − ∇θk f¯2t
)
f¯t
∇θ j ξ¯t|t−1∇θl ξ¯t|t−1 +
(
∇θl f¯1t − ∇θl f¯2t
)
f¯t
∇θ j ξ¯t|t−1∇θk ξ¯t|t−1

+ ρ(6ξ2∗ − 4ξ∗)

(
∇θ j f¯1t∇θk f¯1t
)
f¯ 2t
∇θl ξ¯t|t−1 +
(
∇θ j f¯1t∇θl f¯1t
)
f¯ 2t
∇θk ξ¯t|t−1 +
(
∇θk f¯1t∇θl f¯1t
)
f¯ 2t
∇θ j ξ¯t|t−1

− ρ(6ξ2∗ − 6ξ∗ + 1)

(
∇θ j f¯1t∇θk f¯2t
)
f¯ 2t
∇θl ξ¯t|t−1 +
(
∇θ j f¯1t∇θl f¯2t
)
f¯ 2t
∇θk ξ¯t|t−1 +
(
∇θk f¯1t∇θ j f¯2t
)
f¯ 2t
∇θl ξ¯t|t−1
+
(
∇θk f¯1t∇θl f¯2t
)
f¯ 2t
∇θ j ξ¯t|t−1 +
(
∇θl f¯1t∇θ j f¯2t
)
f¯ 2t
∇θk ξ¯t|t−1 +
(
∇θl f¯1t∇θk f¯2t
)
f¯ 2t
∇θ j ξ¯t|t−1

+ ρ[6(1 − ξ∗)2 − 4(1 − ξ∗)]

(
∇θ j f¯2t∇θk f¯2t
)
f¯ 2t
∇θl ξ¯t|t−1 +
(
∇θ j f¯2t∇θl f¯2t
)
f¯ 2t
∇θk ξ¯t|t−1 +
(
∇θk f¯2t∇θl f¯2t
)
f¯ 2t
∇θ j ξ¯t|t−1

+ 6rξ2∗
∇θ j f¯1t∇θk f¯1t∇θl f¯1t
f¯ 3t
− r(6ξ2∗ − 4ξ∗)
∇θ j f¯1t∇θk f¯1t∇θl f¯2tf¯ 3t +
∇θ j f¯1t∇θk f¯2t∇θl f¯1t
f¯ 3t
+
∇θ j f¯2t∇θk f¯1t∇θl f¯1t
f¯ 3t

+ r[6(1 − ξ∗)2 − 4(1 − ξ∗)]
∇θ j f¯1t∇θk f¯2t∇θl f¯2tf¯ 3t +
∇θ j f¯2t∇θk f¯2t∇θl f¯1t
f¯ 3t
+
∇θ j f¯2t∇θk f¯1t∇θl f¯2t
f¯ 3t

− 6r(1 − ξ∗)2
∇θ j f¯2t∇θk f¯2t∇θl f¯2t
f¯ 3t
.
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
Proof of Lemma 2.2. When δ1 = δ2, we can directly apply the proposition 13.1 in Hamilton
(1994) to show that the sequence of predicted mean squared error P¯t|t−1 convergences. Then by
(2.10) and (2.12), P¯t|t also convergences to a positive semidefinite matrix P¯∗. Let P0|0 = P¯∗, then
the results in this lemma hold and (2.25) can be achieved by combining (2.6), (2.10) with (2.12)
when δ1 = δ2. In addition, by (2.12) and (2.6), we also have both P¯
(i)
t|t and P¯t+1|t equal to P¯∗ and
F¯P¯∗F¯′ + Q¯ for t = 1, ...,T . 
Proof of Lemma 2.3. To show Lemma 2.3.1, combining (2.8) and (2.10), then
P(i)t|t = (I − P(i)t|t−1Hi[H′i P(i)t|t−1Hi]−1H′i )P(i)t|t−1.
The first order derivative of P(i)t|t with respect to θ j gives
∇θ j P(i)t|t =
I − P
(i)
t|t−1HiH
′
i
H′i P
(i)
t|t−1Hi
∇θ j P(i)t|t−1
I − HiH′i P
(i)
t|t−1
H′i P
(i)
t|t−1Hi
 (2.48)
−
P
(i)
t|t−1
(
∇θ j HiH′i + Hi∇θ j H′i
)
H′i P
(i)
t|t−1Hi
−
(
P(i)t|t−1HiH
′
i
) (
∇θ j H′i P(i)t|t−1Hi + H′i P(i)t|t−1∇θ j Hi
)
(
H′i P
(i)
t|t−1Hi
)2
 P(i)t|t−1.
The first order derivative of P(i)t|t−1 in (2.6) with respect to θ j gives
∇θ j P(i)t|t−1 = Fi∇θ j Pt−1|t−1F′i + ∇θ j FiPt−1|t−1F′i + FiPt−1|t−1∇θ j F′i + ∇θ j Qi.
By the last two equations, we have
∇θ j P(i)t|t =

I − P
(i)
t|t−1HiH
′
i
H′i P
(i)
t|t−1Hi
 Fi
∇θ j Pt−1|t−1
F′i
I − HiH′i P
(i)
t|t−1
H′i P
(i)
t|t−1Hi

 (2.49)
+
I − P
(i)
t|t−1HiH
′
i
H′i P
(i)
t|t−1Hi
 (∇θ j FiPt−1|t−1F′i + FiPt−1|t−1∇θ j F′i + ∇θ j Qi)
I − HiH′i P
(i)
t|t−1
H′i P
(i)
t|t−1Hi

−
P
(i)
t|t−1
(
∇θ j HiH′i + Hi∇θ j H′i
)
H′i P
(i)
t|t−1Hi
−
(
P(i)t|t−1HiH
′
i
) (
∇θ j H′i P(i)t|t−1Hi + H′i P(i)t|t−1∇θ j Hi
)
(
H′i P
(i)
t|t−1Hi
)2
 P(i)t|t−1.
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Let δ1 = δ2, then
∇θ j P¯(i)t|t =
[(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯
]
∇θ j P¯t−1|t−1
[
F¯′
(
I − H¯H¯
′P¯
H¯′P¯H¯
)]
(2.50)
+
(
I − P¯H¯H¯
′
H¯′P¯H¯
) [
∇θ j F¯iP¯∗F¯′ + F¯P¯∗∇θ j F¯′i + ∇θ j Qi
] (
I − H¯H¯
′P¯
H¯′P¯H¯
)
−
 P¯
(
∇θ j H¯iH¯′ + H¯∇θ j H¯′i
)
H¯′P¯H¯
−
(
P¯H¯H¯′
) (
∇θ j H¯′i P¯H¯ + H¯′P¯∇θ j H¯i
)
(
H¯′P¯H¯
)2
 [F¯P¯∗F¯′ + Q¯] ,
where (
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯ and F¯′
(
I − H¯H¯
′P¯
H¯′P¯H¯
)
have all their eigenvalues inside the unit circle by Assumption 2.4.
Taking first order derivative with respect to θ j in (2.12) and let δ1 = δ2, we have
∇θ j ¯ˆPt|t = ξ∗∇θ j P¯(1)t|t + (1 − ξ∗)∇θ j P¯(2)t|t .
Together with the result in (2.50),
∇θ j P¯t|t =
[(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯
]
∇θ j P¯t−1|t−1
[
F¯′
(
I − H¯H¯
′P¯
H¯′P¯H¯
)]
(2.51)
+ ξ∗
(
I − P¯H¯H¯
′
H¯′P¯H¯
) [
∇θ j F¯1P¯∗F¯′ + F¯P¯∗∇θ j F¯′1 + ∇θ j Q1
] (
I − H¯H¯
′P¯
H¯′P¯H¯
)
+ (1 − ξ∗)
(
I − P¯H¯H¯
′
H¯′P¯H¯
) [
∇θ j F¯2P¯∗F¯′ + F¯P¯∗∇θ j F¯′2 + ∇θ j Q2
] (
I − H¯H¯
′P¯
H¯′P¯H¯
)
− ξ∗
 P¯
(
∇θ j H¯1H¯′ + H¯∇θ j H¯′1
)
H¯′P¯H¯
−
(
P¯H¯H¯′
) (
∇θ j H¯′1P¯H¯ + H¯′P¯∇θ j H¯1
)
(
H¯′P¯H¯
)2
 [F¯P¯∗F¯′ + Q¯]
− (1 − ξ∗)
 P¯
(
∇θ j H¯2H¯′ + H¯∇θ j H¯′2
)
H¯′P¯H¯
−
(
P¯H¯H¯′
) (
∇θ j H¯′2P¯H¯ + H¯′P¯∇θ j H¯2
)
(
H¯′P¯H¯
)2
 [F¯P¯∗F¯′ + Q¯] ,
which gives the result in the lemma.
To show Lemma 2.3.2, by (2.5), (2.7), (2.8) and (2.9), we have
x(i)t|t =
I − P(i)t|t−1HiH′iH′i P(i)t|t−1Hi
 (Fixt−1|t−1 + Gi) +
 P(i)t|t−1HiH′i P(i)t|t−1Hi
 (yt − A′izt) .
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Then the first order derivative of x(i)t|t with respect to θ j gives
∇θ j x(i)t|t =
I − P(i)t|t−1HiH′iH′i P(i)t|t−1Hi
 Fi∇θ j xt−1|t−1 (2.52)
+
I − P(i)t|t−1HiH′iH′i P(i)t|t−1Hi
 (∇θ j Fixt−1|t−1 + ∇θ jGi)
−
∇θ j P(i)t|t−1HiH′i + P(i)t|t−1∇θ j HiH′i + P(i)t|t−1Hi∇θ j H′iH′i P(i)t|t−1Hi
 (Fixt−1|t−1 + Gi)
+

(
P(i)t|t−1HiH
′
i
) (
∇θ j H′i P(i)t|t−1Hi + H′i∇θ j P(i)t|t−1Hi + H′i P(i)t|t−1∇θ j Hi
)
(
H′i P
(i)
t|t−1Hi
)2
 (Fixt−1|t−1 + Gi)
+
∇θ j P(i)t|t−1Hi + P(i)t|t−1∇θ j HiH′i P(i)t|t−1Hi
 (yt − A′izt)
−

(
P(i)t|t−1Hi
) (
∇θ j H′i P(i)t|t−1Hi + H′i∇θ j P(i)t|t−1Hi + H′i P(i)t|t−1∇θ j Hi
)
(
H′i P
(i)
t|t−1Hi
)2
 (yt − A′izt)
−
 P(i)t|t−1HiH′i P(i)t|t−1Hi
∇θ j A′izt.
When δ1 = δ2, we have
∇θ j x¯(i)t|t =
(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯∇θ j x¯t−1|t−1 (2.53)
+
(
I − P¯H¯H¯
′
H¯′P¯H¯
) (
∇θ j F¯i x¯t−1|t−1 + ∇θ jG¯i
)
−
∇θ j P¯(i)t|t−1H¯H¯′ + P¯∇θ j H¯iH¯′ + P¯H¯∇θ j H¯′iH¯′P¯H¯
 (F¯ x¯t−1|t−1 + G¯)
+

(
P¯H¯H¯′
) (
∇θ j H¯′i P¯H¯ + H¯′∇θ j P¯(i)t|t−1H¯ + H¯′P¯∇θ j H¯i
)
(
H¯′P¯H¯
)2
 (F¯ x¯t−1|t−1 + G¯)
+
∇θ j P¯
(i)
t|t−1H¯ + P¯∇θ j H¯i
H¯′P¯H¯
−
(
P¯H¯
) (
∇θ j H¯′i P¯H¯ + H¯′∇θ j P¯(i)t|t−1H¯ + H¯′P¯∇θ j H¯i
)
(
H¯′P¯H¯
)2
 (yt − A¯′zt)
−
(
P¯H¯
H¯′P¯H¯
)
∇θ j A¯′izt,
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where the expressions for ∇θ j P¯(1)t|t−1 and ∇θ j P¯(1)t|t−1, based on (2.6), are given by:
∇θ j P¯(1)t|t−1 = ∇θ j F¯1P¯F¯′ + F¯∇θ j P¯t−1|t−1F¯′ + F¯P¯∇θ j F¯′1 + ∇θ j Q¯1, (2.54)
and
∇θ j P¯(2)t|t−1 = ∇θ j F¯2P¯F¯′ + F¯∇θ j P¯t−1|t−1F¯′ + F¯P¯∇θ j F¯′2 + ∇θ j Q¯2. (2.55)
By (2.11), when δ1 = δ2,
∇θ j x¯t|t = ξ∗∇θ j x¯(1)t|t + (1 − ξ∗)∇θ j x¯(2)t|t .
Therefore,
∇θ j x¯t|t =
(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯∇θ j x¯t−1|t−1 + X¯ j,t, (2.56)
where
X¯ j,t =
(
I − P¯H¯H¯
′
H¯′P¯H¯
) [
ξ∗
(
∇θ j F¯1 x¯t−1|t−1 + ∇θ jG¯1
)
+ (1 − ξ∗)
(
∇θ j F¯2 x¯t−1|t−1 + ∇θ jG¯2
)]
− ξ∗
∇θ j P¯(1)t|t−1H¯H¯′ + P¯∇θ j H¯1H¯′ + P¯H¯∇θ j H¯′1H¯′P¯H¯
 (F¯ x¯t−1|t−1 + G¯)
+ ξ∗

(
P¯H¯H¯′
) (
∇θ j H¯′1P¯H¯ + H¯′∇θ j P¯(1)t|t−1H¯ + H¯′P¯∇θ j H¯1
)
(
H¯′P¯H¯
)2
 (F¯ x¯t−1|t−1 + G¯)
− (1 − ξ∗)
∇θ j P¯(2)t|t−1H¯H¯′ + P¯∇θ j H¯2H¯′ + P¯H¯∇θ j H¯′2H¯′P¯H¯
 (F¯ x¯t−1|t−1 + G¯)
+ (1 − ξ∗)

(
P¯H¯H¯′
) (
∇θ j H¯′2P¯H¯ + H¯′∇θ j P¯(2)t|t−1H¯ + H¯′P¯∇θ j H¯2
)
(
H¯′P¯H¯
)2
 (F¯ x¯t−1|t−1 + G¯)
+ ξ∗
∇θ j P¯
(1)
t|t−1H¯ + P¯∇θ j H¯1
H¯′P¯H¯
−
(
P¯H¯
) (
∇θ j H¯′1P¯H¯ + H¯′∇θ j P¯(1)t|t−1H¯ + H¯′P¯∇θ j H¯1
)
(
H¯′P¯H¯
)2
 (yt − A¯′1zt)
+ (1 − ξ∗)
∇θ j P¯
(2)
t|t−1H¯ + P¯∇θ j H¯2
H¯′P¯H¯
−
(
P¯H¯
) (
∇θ j H¯′2P¯H¯ + H¯′∇θ j P¯(2)t|t−1H¯ + H¯′P¯∇θ j H¯2
)
(
H¯′P¯H¯
)2
 (yt − A¯′2zt)
−
(
P¯H¯
H¯′P¯H¯
) [
ξ∗∇θ j A¯′1 + (1 − ξ∗)∇θ j A¯′2
]
zt.
To show Lemma 2.3.3. By (2.12), we have the second order derivatives of Pt|t with respect to
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θ j and θk, when evaluated at some δ1 = δ2, is given by
∇θ j∇θk P¯t|t = ξ∗(1 − ξ∗)
(
∇θ j x¯(1)t|t − ∇θ j x¯(2)t|t
) (
∇θk x¯(1)t|t − ∇θk x¯(2)t|t
)′
+ ξ∗(1 − ξ∗)
(
∇θk x¯(1)t|t − ∇θk x¯(2)t|t
) (
∇θ j x¯(1)t|t − ∇θ j x¯(2)t|t
)′
+ ∇θ j ξ¯t|t
(
∇θk P¯(1)t|t − ∇θk P¯(2)t|t
)
+ ∇θk ξ¯t|t
(
∇θ j P¯(1)t|t − ∇θ j P¯(2)t|t
)
+ ξ∗∇θ j∇θk P¯(1)t|t + (1 − ξ∗)∇θ j∇θk P¯(2)t|t .
There are three main components in this expression, ∇θ j x¯(1)t|t −∇θ j x¯(2)t|t , ∇θ j P¯(1)t|t −∇θ j P¯(2)t|t and ξ∗∇θ j∇θk P¯(1)t|t +
(1−ξ∗)∇θ j∇θk P¯(2)t|t . ∇θ j x¯(i)t|t and ∇θ j P¯(1)t|t are given in (2.53) and (2.50). To study ∇θ j∇θk P¯(i)t|t , by (2.49),
we have
∇θ j∇θk P(i)t|t =

I − P
(i)
t|t−1HiH
′
i
H′i P
(i)
t|t−1Hi
 Fi
∇θ j∇θk Pt−1|t−1
F′i
I − HiH′i P
(i)
t|t−1
H′i P
(i)
t|t−1Hi

 + P(i)jk,t,
where
P(i)jk,t = ∇θk

I − P
(i)
t|t−1HiH
′
i
H′i P
(i)
t|t−1Hi
 Fi
∇θ j Pt−1|t−1
F′i
I − HiH′i P
(i)
t|t−1
H′i P
(i)
t|t−1Hi


+

I − P
(i)
t|t−1HiH
′
i
H′i P
(i)
t|t−1Hi
 Fi
∇θ j Pt−1|t−1∇θk
F′i
I − HiH′i P
(i)
t|t−1
H′i P
(i)
t|t−1Hi


+ ∇θk
I − P
(i)
t|t−1HiH
′
i
H′i P
(i)
t|t−1Hi
 (∇θ j FiPt−1|t−1F′i + FiPt−1|t−1∇θ j F′i + ∇θ j Qi)
I − HiH′i P
(i)
t|t−1
H′i P
(i)
t|t−1Hi

+
I − P
(i)
t|t−1HiH
′
i
H′i P
(i)
t|t−1Hi
∇θk (∇θ j FiPt−1|t−1F′i + FiPt−1|t−1∇θ j F′i + ∇θ j Qi)
I − HiH′i P
(i)
t|t−1
H′i P
(i)
t|t−1Hi

+
I − P
(i)
t|t−1HiH
′
i
H′i P
(i)
t|t−1Hi
 (∇θ j FiPt−1|t−1F′i + FiPt−1|t−1∇θ j F′i + ∇θ j Qi)∇θk
I − HiH′i P
(i)
t|t−1
H′i P
(i)
t|t−1Hi

− ∇θk
P
(i)
t|t−1
(
∇θ j HiH′i + Hi∇θ j H′i
)
H′i P
(i)
t|t−1Hi
−
(
P(i)t|t−1HiH
′
i
) (
∇θ j H′i P(i)t|t−1Hi + H′i P(i)t|t−1∇θ j Hi
)
(
H′i P
(i)
t|t−1Hi
)2
 P(i)t|t−1
−
P
(i)
t|t−1
(
∇θ j HiH′i + Hi∇θ j H′i
)
H′i P
(i)
t|t−1Hi
−
(
P(i)t|t−1HiH
′
i
) (
∇θ j H′i P(i)t|t−1Hi + H′i P(i)t|t−1∇θ j Hi
)
(
H′i P
(i)
t|t−1Hi
)2
∇θk P(i)t|t−1.
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Therefore, we have
ξ∗∇θ j∇θk P¯(1)t|t + (1 − ξ∗)∇θ j∇θk P¯(2)t|t
=
[(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯
]
∇θ j∇θk P¯t−1|t−1
[
F¯′
(
I − H¯H¯
′P¯
H¯′P¯H¯
)]
+ ξ∗P¯(1)jk,t + (1 − ξ∗)P¯(2)jk,t
and
∇θ j∇θk P¯t|t =
[(
I − P¯H¯H¯
′
H¯′P¯H¯
)
F¯
]
∇θ j∇θk P¯t−1|t−1
[
F¯′
(
I − H¯H¯
′P¯
H¯′P¯H¯
)]
+ P¯ jk,t,
where
P¯ jk,t = ξ∗P¯(1)jk,t + (1 − ξ∗)P¯(2)jk,t
+ ξ∗(1 − ξ∗)
(
∇θ j x¯(1)t|t − ∇θ j x¯(2)t|t
) (
∇θk x¯(1)t|t − ∇θk x¯(2)t|t
)′
+ ξ∗(1 − ξ∗)
(
∇θk x¯(1)t|t − ∇θk x¯(2)t|t
) (
∇θ j x¯(1)t|t − ∇θ j x¯(2)t|t
)′
+ ∇θ j ξ¯t|t
(
∇θk P¯(1)t|t − ∇θk P¯(2)t|t
)
+ ∇θk ξ¯t|t
(
∇θ j P¯(1)t|t − ∇θ j P¯(2)t|t
)
.
This gives the result in Lemma 2.3.3.
To show Lemma 2.3.4. By (2.11), we have
∇θ j∇θk xt|t = ∇θ j∇θkξt|t
(
x(1)t|t − x(2)t|t
)
+ ∇θ jξt|t
(
∇θk x(1)t|t − ∇θk x(2)t|t
)
+ ∇θkξt|t
(
∇θ j x(1)t|t − ∇θ j x(2)t|t
)
+ ξt|t∇θ j∇θk x(1)t|t + (1 − ξt|t)∇θ j∇θk x(2)t|t
and
∇θ j∇θk x¯t|t = ∇θ j ξ¯t|t
(
∇θk x¯(1)t|t − ∇θk x¯(2)t|t
)
+ ∇θk ξ¯t|t
(
∇θ j x¯(1)t|t − ∇θ j x¯(2)t|t
)
+ ξ∗∇θ j∇θk x¯(1)t|t + (1 − ξ∗)∇θ j∇θk x¯(2)t|t ,
when δ1 = δ2. By the previous results, we just need to derive ∇θ j∇θk x¯(i)t|t . Differentiating ∇θ j x(i)t|t in
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(2.52) with respect to θk, we have
∇θ j∇θk x(i)t|t =

I − P
(i)
t|t−1HiH
′
i
H′i P
(i)
t|t−1Hi
 Fi
∇θ j∇θk xt−1|t−1 + X(i)jk,t,
where
X(i)jk,t = ∇θk

I − P(i)t|t−1HiH′iH′i P(i)t|t−1Hi
 Fi
∇θ j xt−1|t−1
+ ∇θk
I − P(i)t|t−1HiH′iH′i P(i)t|t−1Hi
 (∇θ j Fixt−1|t−1 + ∇θ jGi)I − P(i)t|t−1HiH′iH′i P(i)t|t−1Hi
∇θk (∇θ j Fixt−1|t−1 + ∇θ jGi)
− ∇θk
∇θ j P(i)t|t−1HiH′i + P(i)t|t−1∇θ j HiH′i + P(i)t|t−1Hi∇θ j H′iH′i P(i)t|t−1Hi
 (Fixt−1|t−1 + Gi)
−
∇θ j P(i)t|t−1HiH′i + P(i)t|t−1∇θ j HiH′i + P(i)t|t−1Hi∇θ j H′iH′i P(i)t|t−1Hi
∇θk (Fixt−1|t−1 + Gi)
+ ∇θk

(
P(i)t|t−1HiH
′
i
) (
∇θ j H′i P(i)t|t−1Hi + H′i∇θ j P(i)t|t−1Hi + H′i P(i)t|t−1∇θ j Hi
)
(
H′i P
(i)
t|t−1Hi
)2
 (Fixt−1|t−1 + Gi)
+

(
P(i)t|t−1HiH
′
i
) (
∇θ j H′i P(i)t|t−1Hi + H′i∇θ j P(i)t|t−1Hi + H′i P(i)t|t−1∇θ j Hi
)
(
H′i P
(i)
t|t−1Hi
)2
∇θk (Fixt−1|t−1 + Gi)
+ ∇θk
∇θ j P(i)t|t−1Hi + P(i)t|t−1∇θ j HiH′i P(i)t|t−1Hi
 (yt − A′izt)
+
∇θ j P(i)t|t−1Hi + P(i)t|t−1∇θ j HiH′i P(i)t|t−1Hi
∇θk (yt − A′izt)
− ∇θk

(
P(i)t|t−1Hi
) (
∇θ j H′i P(i)t|t−1Hi + H′i∇θ j P(i)t|t−1Hi + H′i P(i)t|t−1∇θ j Hi
)
(
H′i P
(i)
t|t−1Hi
)2
 (yt − A′izt)
−

(
P(i)t|t−1Hi
) (
∇θ j H′i P(i)t|t−1Hi + H′i∇θ j P(i)t|t−1Hi + H′i P(i)t|t−1∇θ j Hi
)
(
H′i P
(i)
t|t−1Hi
)2
∇θk (yt − A′izt)
− ∇θk
 P(i)t|t−1HiH′i P(i)t|t−1Hi
∇θ j A′izt −
 P(i)t|t−1HiH′i P(i)t|t−1Hi
∇θ j∇θk A′izt.
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Then, when δ1 = δ2, X¯(i)jk,t can be achieved and
∇θ j∇θk x¯t|t =
[(
I − P¯t|t−1H¯H¯
′
H¯′P¯t|t−1H¯
)
F¯
]
∇θ j∇θk x¯t−1|t−1 + X¯ jk,t,
where
X¯ jk,t = ∇θ j ξ¯t|t
(
∇θk x¯(1)t|t − ∇θk x¯(2)t|t
)
+ ∇θk ξ¯t|t
(
∇θ j x¯(1)t|t − ∇θ j x¯(2)t|t
)
+ ξ∗X¯(1)jk,t + (1 − ξ∗)X¯(2)jk,t.

The next lemma provides stochastic bounds for ξ¯t+1|t and its derivatives.
Lemma 2.7. Suppose Assumption 2.5 hold. Then, there exists an open neighborhood of (β∗, δ∗) ,
denoted by B (β∗, δ∗) , and a sequence of strictly stationary and ergodic random variables {λt}
satisfying Eλ1+ct < M < ∞ for some c,M > 0, such that:
sup
(β,δ1)∈B(β∗,δ∗)
∣∣∣∣∇θi1 ...∇θik ξ¯t+1|t∣∣∣∣ α(k)k < λt (t = 1, ...,T )
for all i1, ..., ik ∈
{
1, .., 2nδ + nβ
}
and k = 1, 2, 3 and 4, where α(k) = 6 if k = 1, 2, 3 and α(k) = 5
if k = 4. The above inequalities hold uniformly over  ≤ p, q ≤ 1 −  with  being an arbitrary
number satisfying 0 <  < 1/2.
Proof of Lemma 2.7: We use the difference equations in Lemma 1 to relate ∇θi1 ...∇θik ξ¯t+1|t to the
density functions f¯1t and f¯2t and their derivatives. Because the higher order derivatives depend
successively on the lower orders, we start with k = 1. Without loss of generality, suppose j ∈ I1.
Then, apply (2.44):
∣∣∣∇θ j ξ¯t+1|t∣∣∣6 ≤
 t−1∑
s=0
∣∣∣∣∣∣∣rρs
∇θ j f¯1(t−s)
f¯t−s
− ∇θ j f¯2(t−s)
f¯t−s

∣∣∣∣∣∣∣

6
≤ 2
 ∞∑
s=0
∣∣∣rρs∣∣∣ υ1/6t−s
6 ≤ 2
 ∞∑
s=0
(1 − )sυ1/6t−s
6 ,
where the second inequality follows from Assumption 2.5 and the last inequality uses ρ = p+q−1.
Because {υt} is stationary and ergodic, the right hand side is also stationary and ergodic (White,
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2001, Theorem 3.35). Denote it by λt and apply Minkowski’s inequality for an infinite sum:
Eλ1+ct = 2E
 ∞∑
s=0
(1 − )sυ1/6t−s
6(1+c) ≤ 2
 ∞∑
s=0
[
E((1 − )sυ1/6t−s)6(1+c)
] 1
6(1+c)

6(1+c)
= 2
 ∞∑
s=0
(1 − )s
[
Eυ1+ct−s
] 1
6(1+c)

6(1+c)
≤ 2L
 ∞∑
s=0
(1 − )s

6(1+c)
,
where the last inequality holds because Eυ1+ct−s is finite by Assumption 2.5. Because
∑∞
s=0(1− )s =
1/ < ∞, we have Eλ1+ct ≤ 2L/6(1+c) < ∞. This establishes the result for k = 1 by setting
M = 2L/6(1+c).
The proof for k > 1 is similar. For k = 2, we have |∇θ j∇θi ξ¯t+1|t|3 ≤ (
∑∞
s=0
∣∣∣ρsE¯ ji,t−s∣∣∣)3. I provide
upper bounds for |E¯ ji,t| for five possible cases. Specifically, if j ∈ I0 and i ∈ I1, then
∣∣∣E¯ ji,t∣∣∣ = r
∣∣∣∣∣∣∣∇θ j∇θi f¯1tf¯t − ∇θ j∇θi f¯2tf¯t + ∇θ j f¯2tf¯t ∇θi f¯2tf¯t − ∇θ j f¯2tf¯t ∇θi f¯1tf¯t
∣∣∣∣∣∣∣
≤ r

∣∣∣∣∣∣∣∇θ j∇θi f¯1tf¯t
∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣∇θ j∇θi f¯2tf¯t
∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣∇θ j f¯2tf¯t ∇θi f¯2tf¯t
∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣∇θ j f¯2tf¯t ∇θi f¯1tf¯t
∣∣∣∣∣∣∣

≤ 4 |r| υ1/3t .
The same bound holds if j ∈ I0 and i ∈ I2. If j ∈ I1 and i ∈ I1, then |E¯ ji,t| ≤ 4 |ρ (1 − 2ξ∗)| λ1/6t−1υ1/6t +
2 (2 |r| + |r(2ξ∗ − 1)|) υ1/3t . The same bound holds if j ∈ I1 and i ∈ I2, and j ∈ I2 and i ∈ I2.
Consequently, there exists a finite constant C1, such that for all the three cases we have |E¯ ji,t| ≤
C1(λ
1/6
t−1υ
1/6
t + υ
1/3
t ). This implies
∣∣∣∇θ j∇θi ξ¯t+1|t∣∣∣3 ≤ (∑∞s=0 C1(1 − )s(λ1/6t−1υ1/6t + υ1/3t ))3. The right
side is stationary and ergodic; we continue to denote it by λt. By Minkowski’s inequality:
Eλ1+ct ≤
 ∞∑
s=0
[
E
(
C1(1 − )s(λ1/6t−1υ1/6t + υ1/3t )
)3(1+c)] 13(1+c) 
3(1+c)
. (2.57)
Apply Minkowski’s inequality followed by the Cauchy–Schwarz inequality to the summands:
E
(
C1(1 − )s(λ1/6t−1υ1/6t + υ1/3t )
)3(1+c)
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≤ (C1(1 − )s)3(1+c) [(Eλ(1+c)/2t−1 υ(1+c)/2t ) 13(1+c) + (Eυ(1+c)t ) 13(1+c) ]3(1+c)
≤ (C1(1 − )s)3(1+c) [(Eλ(1+c)t−1 Eυ(1+c)t ) 16(1+c) + (Eυ(1+c)t ) 13(1+c) ]3(1+c) .
Because Eλ(1+c)t−1 < M and Eυ
(1+c)
t < L, the last term in the preceding display is no greater than
(1 − )3(1+c)sC3(1+c)1
[
(ML)
1
6(1+c) + L
1
3(1+c)
]3(1+c)
≤ C2(1 − )3(1+c)s, (2.58)
where C2 is a finite constant independent of p and q. Plug this into (2.57), we have Eλ1+ct ≤
C2(
∑∞
s=0(1 − )s)3(1+c) = C2/3(1+c) < ∞. This proves the result for k = 2.
Now, consider k = 3. Inspecting the expressions of E¯ jil,t reported in the proof of Lemma 2.1
shows that they comprise the following terms (a, b, c = 1, 2):
∇θ j∇θi f¯at∇θl f¯bt
f¯ 2t
,
∇θ j∇θi∇θl f¯at
f¯t
,
∇θ j f¯at∇θi f¯bt∇θl f¯ct
f¯ 3t
,
∇θl f¯at∇θ j∇θi ξ¯t|t−1
f¯t
,
∇θ j f¯at∇θl f¯bt∇θi ξ¯t|t−1
f¯ 2t
,
∇θ j∇θi f¯at∇θl ξ¯t|t−1
f¯t
,
∇θ j f¯at∇θi ξ¯t|t−1∇θl ξ¯t|t−1
f¯t
.
(2.59)
By Assumption 2.4 and the above results for k = 1 and 2, the quantities in (2.59) are bounded,
respectively, by υ1/2t , υ
1/2
t , υ
1/2
t , υ
1/6
t λ
1/3
t−1, υ
1/3
t λ
1/6
t−1, υ
1/3
t λ
1/6
t−1 and υ
1/6
t λ
1/3
t−1. Therefore, the ten cases
specified in Lemma 2.1 all satisfy
∣∣∣E¯ jil,t∣∣∣ ≤ C3(υ1/2t + υ1/6t λ1/3t−1 + υ1/3t λ1/6t−1), where C3 is a finite
constant independent of p and q. This implies
∣∣∣∇θ j∇θi∇θl ξ¯t+1|t∣∣∣2 ≤ ∣∣∣∣∑∞s=0(1 − )sC3(υ1/2t + υ1/6t λ1/3t−1 + υ1/3t λ1/6t−1)∣∣∣∣2.
Denote the right hand side by λt and proceed along the same lines as between (2.57) and (2.58). It
then follows that Eλ1+ct < ∞. For k = 4, the expressions of E¯ jilm,t, although omitted here, include
terms as in (2.59) but with the orders of derivatives sum to 4 instead of 3. Using the same arguments
as between (2.57) and (2.58), it can be shown that Eλ1+ct < ∞ holds. 
The follow two lemmas provides stochastic bounds for x¯t|t , P¯t|t and their derivatives.
Lemma 2.8. Suppose Assumption 2.5 hold. Then, there exists an open neighborhood of (β∗, δ∗) ,
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denoted by B (β∗, δ∗) , and a sequence of strictly stationary and ergodic random variables
{
λi,t
}
sat-
isfying Eλ1+cii,t < Mi < ∞ for some ci,Mi > 0, such that for the i-th entry of x¯t|t and its derivatives:
sup
(β,δ1)∈B(β∗,δ∗)
∣∣∣∣∇θi1 ...∇θik x¯t|t,i∣∣∣∣ α(k)k < λi,t (t = 1, ...,T )
for all i1, ..., ik ∈
{
1, .., 2nδ + nβ
}
and k = 1, 2, 3 and 4, where α(k) = 6 if k = 1, 2, 3 and α(k) = 5
if k = 4. The above inequalities hold uniformly over  ≤ p, q ≤ 1 −  with  being an arbitrary
number satisfying 0 <  < 1/2.
Lemma 2.9. Suppose Assumption 2.5 hold. Then, there exists an open neighborhood of (β∗, δ∗) ,
denoted by B (β∗, δ∗) , and a sequence of strictly stationary and ergodic random variables
{
λi j,t
}
satisfying Eλ1+ci ji j,t < Mi j < ∞ for some ci j,Mi j > 0, such that for the (i,j)-th entry of P¯t|t and its
derivatives:
sup
(β,δ1)∈B(β∗,δ∗)
∣∣∣∣∇θi1 ...∇θik P¯t|t,i j∣∣∣∣ α(k)k < λi j,t (t = 1, ...,T )
for all i1, ..., ik ∈
{
1, .., 2nδ + nβ
}
and k = 1, 2, 3 and 4, where α(k) = 6 if k = 1, 2, 3 and α(k) = 5
if k = 4. The above inequalities hold uniformly over  ≤ p, q ≤ 1 −  with  being an arbitrary
number satisfying 0 <  < 1/2.
Proof of Lemma 2.8-2.9: The proofs for Lemma 2.8-2.9 are omitted here since they follow the
similar proofs in Lemma 2.7.
The next lemma establishes stochastic orders of some quantities related to ξt|t−1, f1t and f2t.
The quantities are all evaluated at (β˜, δ˜, δ˜).
Lemma 2.10. Let is, js, ls,ms, ns be arbitrary integers satisfying 1 ≤ is, js, ls,ms, ns ≤ 2nδ + nβ for
s ∈ {1, 2, 3, 4}. The following results hold uniformly over  ≤ p, q ≤ 1−  with  being an arbitrary
number satisfying 0 <  < 1/2:
1. For any a ∈ {1, 2}, u ∈ {1, 2, 3, 4} and v ∈ {0, 1, 2, 3} satisfying u + v ≤ 4, we have (interpret
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∇θ j1 ...∇θ jv ξ˜t|t−1 as 1 when v = 0)
1
T
T∑
t=1
∇θi1 ...∇θiu f˜at
f˜t
∇θ j1 ...∇θ jv ξ˜t|t−1 = op(1), (2.60)
Further, if u + v ≤ 3, then the result holds with op(1) replaced by Op(T−1/2).
2. For any (a, b, c) ∈ {1, 2}, (u,w) ∈ {1, 2, 3} and v ∈ {0, 1, 2} satisfying u + v + w ≤ 4 :
1
T
T∑
t=1
∇θi1 ...∇θiu f˜at
f˜t
∇θ j1 ...∇θ jv f˜bt
f˜t
∇θl1 ...∇θlw f˜ct
f˜t
= Op(1).
3. For any (a, b, c) ∈ {1, 2}, (u,w) ∈ {1, 2, 3} and (v, z) ∈ {0, 1} satisfying u + v + w + z ≤ 3 :
1
T
T∑
t=1
∇θi1 f˜at
f˜t
∇θ j1 ...∇θ ju f˜bt
f˜t
∇θl1 ...∇θlv f˜ct
f˜t
∇θm1 ...∇θmw ξ˜t|t−1∇θn1 ...∇θnz ξ˜t|t−1 = Op(1).
Proof of Lemma 2.10: By the mean value theorem, the left hand side of (2.60) equals
T−1
T∑
t=1
∇θi1 ...∇θiu f ∗at
f ∗t
∇θ j1 ...∇θ jv ξ∗t|t−1 (2.61)
+
T−3/2 T∑
t=1
∇θ′
∇θi1 ...∇θiu f¯atf¯at ∇θ j1 ...∇θ jv ξ¯t|t−1

 T 1/2 (θ˜ − θ∗) ,
where ”*” and ”-” denote that the relevant quantities are evaluated at the true values θ′∗ = (β′∗, δ′∗, δ′∗)
and θ¯′ =
(
β¯′, δ¯′, δ¯′
)
, where θ¯ lies between θ˜′ = (β˜′, δ˜′, δ˜′) and θ∗. The first summation is over terms
that are stationary and ergodic, which are bounded by λv/α(k)t υ
u/α(k)
t by Assumption 2.5 and Lemma
2.7-2.9. Apply Holder’s inequality:
E(λv/α(k)t υ
u/α(k)
t )
1+c ≤
(
E
(
λv(1+c)/α(k)t
)α(k)/v) vα(k) (
E
(
υu(1+c)/α(k)t
)α(k)/(α(k)−v)) α(k)−vα(k)
≤
(
Eλ1+ct
) v
α(k)
(
Eυ1+ct
) α(k)−v
α(k)
where the last inequality follows because u + v < α(k). Both terms on the right hand side are finite
by Assumption 2.5 and Lemma 2.7-2.9. Therefore, the first term in the display (2.61) is op (1) by
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Theorem 3.34 in White (2001). Now turn to the second term in the display (2.61). We have, for
any k ∈
{
1, ..., 2nδ + nβ
}
:
∣∣∣∣∣∣∣T−3/2
T∑
t=1
∇θk
∇θi1 ...∇θiu f¯atf¯at ∇θ j1 ...∇θ jv ξ¯t|t−1

∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣T−3/2
T∑
t=1
∇θi1 ...∇θiu∇θk f¯at
f¯at
∇θ j1 ...∇θ jv ξ¯t|t−1
∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣T−3/2
T∑
t=1
∇θi1 ...∇θiu f¯at
f¯at
∇θ j1 ...∇θ jv∇θk ξ¯t|t−1
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣T−3/2
T∑
t=1
∇θi1 ...∇θiu f¯at
f¯at
∇θk f¯at
f¯at
∇θ j1 ...∇θ jv ξ¯t|t−1
∣∣∣∣∣∣∣
≤ T−3/2
T∑
t=1
{
2υ(u+1)/α(k)t λ
v/α(k)
t + υ
u/α(k)
t λ
(v+1)/α(k)
t
}
= Op
(
T−1/2
)
,
where the equality follows from Assumption 2.4, Lemma 2.7-2.9 and u + v + 1 ≤ 5. Therefore, the
display (2.61) is op (1).
Now we consider the cases with u+v ≤ 3. If u+v < 3, then the terms inside the first summation
of (2.61) are bounded by λv/6t υ
u/6
t . We have
E(λv/6t υ
u/6
t )
2(1+c) ≤
(
E(λv(1+c)/3t )
3
v
)v/3 (
E(υu(1+c)/3t )
3
(3−v)
)(3−v)/3
≤
(
Eλ1+ct
)v/3 (
Eυ1+ct
)(3−v)/3
.
The right hand side is finite. If u+v = 3, i.e., u = 3 and v = 0, then E(λv/6t υ
u/6
t )
2(1+c) = Eυt(1+c) < ∞.
Apply the central limit theorem; it follows that the left hand side of (2.60) is Op
(
T−1/2
)
.
Lemma 2.10.2 and 2.10.3 can be proved using the same arguments, i.e., first applying the mean
value theorem and then obtaining bounds for the two resulting terms separately. It follows that the
left hand side quantity in Lemma 10.2 is bounded by T−1
∑T
t=1 υ
(u+v+w)/α(k)
t + Op(T
−1/2), while that
in Lemma 10.3 is bounded by T−1
∑T
t=1 υ
(1+u+v)/α(k)
t λ
(w+z)/α(k)
t + Op(T
−1/2). The two leading terms
both satisfy a law of large numbers, therefore are Op(1). 
Lemma 2.11. Under the null hypothesis and Assumptions 2.1-2.5, for all k, l,m ∈ {1, ..., nδ}, we
have:
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1. Let ek be an nδ-dimensional unit vector whose k-th element equals 1, then

∇δ2k βˆ(δ˜)
ξ∗∇δ2k δˆ1(δ˜)
 = (ξ∗ − 1)

0
ek
 + Op(T−1/2).
2. The second order derivatives satisfy

∇δ2k∇δ2l βˆ(δ˜)
ξ∗∇δ2k∇δ2l δˆ1(δ˜)
 = −I˜−1 1T
T∑
t=1
D˜kl,t + Op(T−1/2).
3. The third order derivatives satisfy

∇δ2k∇δ2l∇δ2m βˆ(δ˜)
ξ∗∇δ2k∇δ2l∇δ2m δˆ1(δ˜)
 = Op(1).
Proof of Lemma 11: As the proof is long, we organize it into three parts, corresponding to Lemma
2.11.1, 2.11.2 and 2.11.3 respectively.
Proof of Lemma 2.11.1. By construction, θˆ(δ2) satisfies the first order conditions:
M(1)j (p, q, δ2) =
1
T
T∑
t=1
Mˆt
Bˆt
= 0, ( j ∈ {1, ..., nβ + nδ}), (2.62)
where
Bˆt = fˆ1tξˆt|t−1 + fˆ2t(1 − ξˆt|t−1),
Mˆ jt = (∇θ j fˆ1t − ∇θ j fˆ2t)ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θ j ξˆt|t−1 + ∇θ j fˆ2t. (2.63)
Because (2.62) holds for any δ2 ∈ ∆, its derivative with respect to δ2 must equal zero. The proof
exploits this fact. It consists of three steps. The first step takes first order derivatives of the nβ + nδ
restrictions in (2.62) with respect to δ2k, where k ∈ {1, ..., nδ}, obtain a system of nβ + nδ linear
equations with ∇δ2k βˆ(δ2) and ∇δ2k δˆ1(δ2) being the unknowns. The second step evaluates these
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equations at δ2 = δ˜ and obtains approximation to them. The third step solves these approximating
equations to obtain explicit expressions for ∇δ2k βˆ(δ2) and ∇δ2k δˆ1(δ2). These three steps are then
repeated for every k ∈ {1, ..., nδ} to obtain the lemma.
Step 1 for proving Lemma. Pick an arbitrary k ∈ {1, ..., nδ} and an arbitrary j ∈ {1, ..., nβ + nδ}.
Differentiate the j-th equation from (2.62) with respect to the k-th element of δ2 to obtain
M(2)jk (p, q, δ2) =
1
T
T∑
t=1
∇δ2k Mˆ jt
Bˆt
− 1
T
T∑
t=1
∇δ2k Bˆt
Bˆ2t
Mˆ jt = 0, (2.64)
where
∇δ2k Mˆ jt =
{
ξˆt|t−1∇θ j∇θ′ fˆ1t +
(
1 − ξˆt|t−1
)
∇θ j∇θ′ fˆ2t +
(
∇θ j fˆ1t − ∇θ j fˆ2t
)
∇θ′ ξˆt|t−1
+∇θ j ξˆt|t−1
(
∇θ′ fˆ1t − ∇θ′ fˆ2t
)
+ ( fˆ1t − fˆ2t)∇θ j∇θ′ ξˆt|t−1
}
∇δ2k θˆ(δ2) (2.65)
and
∇δ2k Bˆt =
{
ξˆt|t−1∇θ′ fˆ1t +
(
1 − ξˆt|t−1
)
∇θ′ fˆ2t +
(
fˆ1t − fˆ2t
)
∇θ′ ξˆt|t−1
}
∇δ2k θˆ(δ2) (2.66)
with
∇δ2k θˆ(δ2) =

∇δ2k βˆ(δ2)
∇δ2k δˆ1(δ2)
ek

, (2.67)
where ek is an nδ dimensional vector, whose k-th element equals 1 and the others zero. We view
(2.64) as a linear equation with the first nβ + nδ elements of ∇δ2k θˆ(δ2) being the unknowns.
The above differentiation can be carried for all j = 1, ..., nβ + nδ while keeping k fixed at the
same value. This delivers nβ + nδ equations with the same number of unknown contained in (2.67).
Step 2 for proving Lemma. We evaluate the term T−1
∑T
t=1(∇δ2k Bˆt/Bˆ2t )Mˆ jt in (2.64) at δ2 = δ˜
for an arbitrary j ∈ {1, ..., nβ + nδ}. It equals
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[
ξ∗∇θ′ f˜1t + (1 − ξ∗)∇θ′ f˜2t
]
∇δ2k θˆ(δ˜).
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Using (2.67), this can be rewritten as
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[
ξ∗∇β′ f˜1t + (1 − ξ∗)∇β′ f˜2t
]
∇δ2k βˆ(δ˜)
+
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[
ξ∗∇δ′1 f˜1t + (1 − ξ∗)∇δ′1 f˜2t
]
∇δ2k δˆ1(δ˜)
+
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[
ξ∗∇δ2k f˜1t + (1 − ξ∗)∇δ2k f˜2t
]
. (2.68)
Now, let j run through the set {1, ..., nβ + nδ}. Let
I˜ =
1
T
T∑
t=1

ξ∗∇β f˜1t+(1−ξ∗)∇β f˜2t
f˜t
ξ∗∇β′ f˜1t+(1−ξ∗)∇β′ f˜2t
f˜t
ξ∗∇β f˜1t+(1−ξ∗)∇β f˜2t
f˜t
ξ∗∇δ′1 f˜1t+(1−ξ∗)∇δ′1 f˜2t
f˜t
ξ∗∇δ1 f˜1t+(1−ξ∗)∇δ1 f˜2t
f˜t
ξ∗∇β′ f˜1t+(1−ξ∗)∇β′ f˜2t
f˜t
ξ∗∇δ1 f˜1t+(1−ξ∗)∇δ1 f˜2t
f˜t
ξ∗∇δ′1 f˜1t+(1−ξ∗)∇δ′1 f˜2t
f˜t
 .
Then, (2.68) can be written as
I˜

∇δ2k βˆ(δ˜)
∇δ2k δˆ1(δ˜)
 +

1
T
∑T
t=1
ξ∗∇β f˜1t+(1−ξ∗)∇β f˜2t
f˜t
ξ∗∇δ2k f˜1t+(1−ξ∗)∇δ2k f˜2t
f˜t
1
T
∑T
t=1
ξ∗∇δ1 f˜1t+(1−ξ∗)∇δ1 f˜2t
f˜t
ξ∗∇δ2k f˜1t+(1−ξ∗)∇δ2k f˜2t
f˜t
 , (2.69)
where I˜ is the observed information evaluated at the null estimates. Now we turn to the first term
at δ2 = δ˜ in (2.64). It equals
 1T
T∑
t=1
ξ∗ ∇θ j∇θ′ f˜1tf˜t + (1 − ξ∗) ∇θ j∇θ
′ f˜2t
f˜t
+
∇θ j f˜1t − ∇θ j f˜2tf˜t
∇θ′ ξˆt|t−1 + ∇θ j ξˆt|t−1 (∇θ′ f˜1t − ∇θ′ f˜2tf˜t
)
∇δ2k θˆ(δ˜).
All the terms inside the curly brackets are Op(T−1/2). Their effects are dominated by I˜ which is
positive definite in large sample. Combining this fact with (2.64) and (2.69) , we obtain
I˜

∇δ2k βˆ(δ˜)
∇δ2k δˆ1(δ˜)
 = −

1
T
∑T
t=1
ξ∗∇β f˜1t+(1−ξ∗)∇β f˜2t
f˜t
ξ∗∇δ2k f˜1t+(1−ξ∗)∇δ2k f˜2t
f˜t
1
T
∑T
t=1
ξ∗∇δ1 f˜1t+(1−ξ∗)∇δ1 f˜2t
f˜t
ξ∗∇δ2k f˜1t+(1−ξ∗)∇δ2k f˜2t
f˜t
 + Op(T−1/2). (2.70)
To solve this, it is important to check ξ∗∇δ1k f˜1t + (1 − ξ∗)∇δ1k f˜2t and ξ∗∇δ2k f˜1t + (1 − ξ∗)∇δ2k f˜2t. By
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the results in (2.51) and (2.56), we have
∇δ2k P˜t−1|t−1 =
(
1 − ξ∗
ξ∗
)
∇δ1k P˜t−1|t−1,
and
∇δ2k x˜t−1|t−1 =
(
1 − ξ∗
ξ∗
)
∇δ1k x˜t−1|t−1.
Applying (2.24) and the above two equalities, we have
ξ∗∇δ2k f˜1t + (1 − ξ∗)∇δ2k f˜2t =
(
1 − ξ∗
ξ∗
) [
ξ∗∇δ1k f˜1t + (1 − ξ∗)∇δ1k f˜2t
]
. (2.71)
Then we can solve the unknowns in (2.70) and get

∇δ2k βˆ(δ˜)
∇δ2k δˆ1(δ˜)
 =
(
ξ∗ − 1
ξ∗
) 
0
ek
 + Op(T−1/2).

Proof of Lemma 2.11.2. View the quantities in (2.64) as functions of δ2, p and q, and differentiate
it with respect to the l-th component of δ2 (l = 1, ..., nδ):
M(3)jkl(p, q, δ2)
=
1
T
T∑
t=1
∇δ2k∇δ2l Mˆ jtBˆt − ∇δ2k Mˆ jt∇δ2l BˆtBˆ2t − ∇δ2k∇δ2l BˆtBˆ2t Mˆ jt − ∇δ2l Mˆ jt∇δ2k BˆtBˆ2t + 2∇δ2k Bˆt∇δ2l BˆtBˆ3t Mˆ jt

= 0, (2.72)
where
∇δ2k∇δ2l Mˆ jt =
nβ+2nδ∑
s=1
{
∇θ′ ξˆt|t−1∇θ j∇θs fˆ1t + ξˆt|t−1∇θ j∇θs∇θ′ fˆ1t
−∇θ′ ξˆt|t−1∇θ j∇θs fˆ2t + (1 − ξˆt|t−1)∇θ j∇θs∇θ′ fˆ2t
+(∇θ j∇θ′ fˆ1t − ∇θ j∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇θ j fˆ1t − ∇θ j fˆ2t)∇θs∇θ′ ξˆt|t−1
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+(∇θs fˆ1t − ∇θs fˆ2t)∇θ j∇θ′ ξˆt|t−1 + (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇θ j ξˆt|t−1
+(∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θ j∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θ j∇θs∇θ′ ξˆt|t−1
}
∇δ2k θˆs(δ2)∇δ2l θˆ(δ2)
+
{
ξˆt|t−1∇θ j∇θ′ fˆ1t +
(
1 − ξˆt|t−1
)
∇θ j∇θ′ fˆ2t +
(
∇θ j fˆ1t − ∇θ j fˆ2t
)
∇θ′ ξˆt|t−1 +
+∇θ j ξˆt|t−1
(
∇θ′ fˆ1t − ∇θ′ fˆ2t
)
+ ( fˆ1t − fˆ2t)∇θ j∇θ′ ξˆt|t−1
}
∇δ2k∇δ2l θˆ(δ2)
and
∇δ2k∇δ2l Bˆt =
nβ+2nδ∑
s=1
{
∇θ′ ξˆt|t−1∇θs fˆ1t + ξˆt|t−1∇θs∇θ′ fˆ1t − ∇θ′ ξˆt|t−1∇θs fˆ2t + (1 − ξˆt|t−1)∇θs∇θ′ fˆ2t
+(∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θs∇θ′ ξˆt|t−1
}
∇δ2k θˆs(δ2)∇δ2l θˆ(δ2)
+
{
ξˆt|t−1∇θ′ fˆ1t + (1 − ξˆt|t−1)∇θ′ fˆ2t + ( fˆ1t − fˆ2t)∇θ′ ξˆt|t−1
}
∇δ2k∇δ2l θˆ(δ2).
To study (2.72), we can start with the third term T−1
∑T
t=1
[
∇δ2k∇δ2l Bˆt/Bˆ2t
]
Mˆ jt. At θ˜, it equals
nβ+2nδ∑
u=1
nβ+2nδ∑
s=1
{
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[∇θu ξ˜t|t−1∇θs f˜1t + ξ∗∇θs∇θu f˜1t − ∇θu ξ˜t|t−1∇θs f˜2t
+(1 − ξ∗)∇θs∇θu f˜2t + (∇θu f˜1t − ∇θu f˜2t)∇θs ξ˜t|t−1
}
∇δ2k θˆs(δ˜)∇δ2l θˆu(δ˜)
+
nβ+2nδ∑
s=1
 1T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t]
∇δ2k∇δ2l θˆs(δ˜).
Because ∇δ2k θˆs(δ˜) and ∇δ2l θˆu(δ˜) are Op(T−1/2) except for the following four cases s = nβ + k,
s = nβ + nδ + k, u = nβ + l and u = nβ + nδ + l, the preceding display equals
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
{
∇δ1l ξ˜t|t−1∇δ1k f˜1t + ξ∗∇δ1k∇δ1l f˜1t − ∇δ1l ξ˜t|t−1∇δ1k f˜2t
+(1 − ξ∗)∇δ1k∇δ1l f˜2t + (∇δ1l f˜1t − ∇δ1l f˜2t)∇δ1k ξ˜t|t−1
}
∇δ2k δˆ1k(δ˜)∇δ2l δˆ1l(δ˜)
+
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
{
∇δ2l ξ˜t|t−1∇δ1k f˜1t + ξ∗∇δ1k∇δ2l f˜1t − ∇δ2l ξ˜t|t−1∇δ1k f˜2t
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+(1 − ξ∗)∇δ1k∇δ2l f˜2t + (∇δ2l f˜1t − ∇δ2l f˜2t)∇δ1k ξ˜t|t−1
}
∇δ2k δˆ1k(δ˜)∇δ2l δˆ2l(δ˜)
+
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
{
∇δ1l ξ˜t|t−1∇δ2k f˜1t + ξ∗∇δ2k∇δ1l f˜1t − ∇δ1l ξ˜t|t−1∇δ2k f˜2t
+(1 − ξ∗)∇δ2k∇δ1l f˜2t + (∇δ1l f˜1t − ∇δ1l f˜2t)∇δ2k ξ˜t|t−1
}
∇δ2k δˆ2k(δ˜)∇δ2l δˆ1l(δ˜)
+
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
{
∇δ2l ξ˜t|t−1∇δ2k f˜1t + ξ∗∇δ2k∇δ2l f˜1t − ∇δ2l ξ˜t|t−1∇δ2k f˜2t
+(1 − ξ∗)∇δ2k∇δ2l f˜2t + (∇δ2l f˜1t − ∇δ2l f˜2t)∇δ2k ξ˜t|t−1
}
∇δ2k δˆ2k(δ˜)∇δ2l δˆ2l(δ˜)
+
nβ+nδ∑
s=1
 1T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t]
∇δ2k∇δ2l θˆs(δ˜) + Op(T−1/2).
Apply ∇δ2l δˆ1l(δ˜) = (ξ∗ − 1)/ξ∗ + Op(T−1/2), ∇δ2k δˆ1k(δ˜) = (ξ∗ − 1)/ξ∗ + Op(T−1/2), ∇δ2l δˆ2l(δ˜) =
∇δ2k δˆ2k(δ˜) = 1 and rearrange terms, the preceding display further reduces to
1
T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
×
{(
1 − ξ∗
ξ∗
)2 [
ξ∗
∇δ1k∇δ1l f˜1t
f˜t
+ (1 − ξ∗) ∇δ1k∇δ1l f˜2t
f˜t
]
+
[
ξ∗
∇δ2k∇δ2l f˜1t
f˜t
+ (1 − ξ∗) ∇δ2k∇δ2l f˜2t
f˜t
]
−
(
1 − ξ∗
ξ∗
) [
ξ∗
∇δ2k∇δ1l f˜1t
f˜t
+ (1 − ξ∗) ∇δ2k∇δ1l f˜2t
f˜t
+ ξ∗
∇δ1k∇δ2l f˜1t
f˜t
+ (1 − ξ∗) ∇δ1k∇δ2l f˜2t
f˜t
]
+
1
ξ2∗
[
∇δ1k ξ˜t|t−1
(∇θl f¯1t
f¯t
− ∇θl f¯2t
f¯t
)
+
(∇θk f¯1t
f¯t
− ∇θk f¯2t
f¯t
)
∇δ1l ξ˜t|t−1
]}
+
nβ+nδ∑
s=1
 1T
T∑
t=1
ξ∗∇θ j f˜1t + (1 − ξ∗)∇θ j f˜2t
f˜ 2t
[ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t]
∇δ2k∇δ2l θˆs(δ˜) + Op(T−1/2).
The above display leads to (nβ+nδ) equations with j = 1, ..., nβ+nδ. These equations can be written
collectively as
I˜

∇δ2k∇δ2l βˆ(δ˜)
∇δ2k∇δ2l δˆ1(δ˜)
 +

1
T
∑T
t=1
ξ∗∇β f˜1t+(1−ξ∗)∇β f˜2t
f˜ 2t
U˜kl,t
1
T
∑T
t=1
ξ∗∇δ1 f˜1t+(1−ξ∗)∇δ1 f˜2t
f˜ 2t
U˜kl,t
 + Op(T−1/2),
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where
U˜kl,t =
(
1 − ξ∗
ξ∗
)2 [
ξ∗
∇δ1k∇δ1l f˜1t
f˜t
+ (1 − ξ∗) ∇δ1k∇δ1l f˜2t
f˜t
]
+
[
ξ∗
∇δ2k∇δ2l f˜1t
f˜t
+ (1 − ξ∗) ∇δ2k∇δ2l f˜2t
f˜t
]
−
(
1 − ξ∗
ξ∗
) [
ξ∗
∇δ2k∇δ1l f˜1t
f˜t
+ (1 − ξ∗) ∇δ2k∇δ1l f˜2t
f˜t
+ ξ∗
∇δ1k∇δ2l f˜1t
f˜t
+ (1 − ξ∗) ∇δ1k∇δ2l f˜2t
f˜t
]
+
1
ξ2∗
[
∇δ1k ξ˜t|t−1
(∇θl f¯1t
f¯t
− ∇θl f¯2t
f¯t
)
+
(∇θk f¯1t
f¯t
− ∇θk f¯2t
f¯t
)
∇δ1l ξ˜t|t−1
]
.
This completes the analysis of the third term in (2.72). As shown below, the other terms in (2.72)
are all asymptotically negligible. Note that at δ2 = δ˜, ∇δ2k Bˆt can be rewritten as
nβ∑
s=1
∇θs f˜1t∇δ2k θˆs(δ˜) +
nβ+2nδ∑
s=nβ+1
[
ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t
]
∇δ2k θˆs(δ˜)
=
nβ∑
s=1
∇θs f˜1t∇δ2k βˆs(δ˜) +
nδ∑
s=1,s,k
[
ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t
]
∇δ2k δˆ1s(δ˜)
+
[
ξ∗∇δ1k f˜1t + (1 − ξ∗)∇δ1k f˜2t
] [
∇δ2k δˆ1k(δ˜) +
(
1 − ξ∗
ξ∗
)]
. (2.73)
This representation is useful because, corresponding to the three terms on the right hand side, we
have ∇δ2k βˆs(δ˜) = Op(T−1/2), ∇δ2k δˆ1s(δ˜) = Op(T−1/2) when s , k and ∇δ2k δˆ1k(δ˜) + (1 − ξ∗)/ξ∗ =
Op(T−1/2) by the previous results. So, the second, fourth and fifth terms are all Op(T−1/2) in (2.72)
after applying (2.73) to ∇δ2k Bˆt. 
Proof of Lemma 2.11.3. View the quantities in (2.72) as functions of δ2, p and q and differentiate
them with respect to the h-th element of δ2 (h = 1, ..., nδ):
M(4)jklh(p, q, δ2) =
1
T
T∑
t=1
∇δ2k∇δ2l∇δ2h Mˆ jtBˆt − ∇δ2k∇δ2l Mˆ jt∇δ2h BˆtBˆ2t (2.74)
− ∇δ2k∇δ2h Mˆ jt∇δ2l Bˆt
Bˆ2t
− ∇δ2k Mˆ jt∇δ2l∇δ2h Bˆt
Bˆ2t
+ 2
∇δ2k Mˆ jt∇δ2l Bˆt∇δ2h Bˆt
Bˆ3t
− ∇δ2k∇δ2l∇δ2h Bˆt
Bˆ2t
Mˆ jt − ∇δ2k∇δ2l Bˆt
Bˆ2t
∇δ2h Mˆ jt + 2
∇δ2k∇δ2l Bˆt∇δ2h Bˆt
Bˆ3t
Mˆ jt
− ∇δ2k∇δ2h Bˆt
Bˆ2t
∇δ2l Mˆ jt −
∇δ2k Bˆt
Bˆ2t
∇δ2l∇δ2h Mˆ jt + 2
∇δ2k Bˆt∇δ2h Bˆt
Bˆ3t
∇δ2l Mˆ jt
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+ 2
∇δ2k∇δ2h Bˆt∇δ2l Bˆt
Bˆ3t
Mˆ jt + 2
∇δ2k Bˆt∇δ2l∇δ2h Bˆt
Bˆ3t
Mˆ jt
+2
∇δ2k Bˆt∇δ2l Bˆt
Bˆ3t
∇δ2h Mˆ jt − 6
∇δ2k Bˆt∇δ2l Bˆt∇δ2h Bˆt
Bˆ4t
Mˆ jt.
 = 0.
Among the fifteen terms, only the 1st and the 6th term involve third order derivatives. They will
be analyzed later. Among the remaining terms, we have the following five cases: (1) The 4th,
7th and 9th terms involve second order derivatives of Bˆt and first order derivatives of Mˆ jt, which
lead to: T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)(∇θ j1∇θ j2 f˜bt/ f˜t), T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)∇θ j1 ξ˜t|t−1∇θ j2 ξ˜t|t−1,
T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θ j1∇θ j2 f˜bt/ f˜t), T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t)∇θ j2 ξ˜t|t−1 and
T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)∇θ j1 ξ˜t|t−1, where 1 ≤ i1, i2, j1, j2 ≤ nβ + 2nδ, a = 1, 2 and b = 1, 2. They
are all Op (1) by Lemma 2.10. (2) The 2rd, 3rd and 10th terms consist of first order derivatives
of Bˆt and second order derivatives of Mˆ jt. They lead to: T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θ j1∇θ j2∇θ j3 f˜bt/ f˜t),
T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t)∇θ j2 ξ˜t|t−1, T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)∇θ j1∇θ j2 ξ˜t|t−1,
T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t) and T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t)∇θ j2 ξ˜t|t−1, which are Op (1).
These three terms are thus Op(T−1/2) after applying (2.73) to the first order derivatives of Bˆt.
(3) The 5th, 11th and 14th terms consist of: T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θ j1∇θ j2 f˜ct/ f˜t), and
T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θi3 f˜ct/ f˜t)∇θ j1 ξ˜t|t−1, which are all Op (1). Consequently, these three
terms are Op(T−1/2) after applying (2.73). (4) The 8th, 12th and 13th terms lead to:
T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t)(∇θ j2 f˜ct/ f˜t), T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θ j1∇θ j2 f˜ct/ f˜t),
T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θi3 f˜ct/ f˜t)∇θ j1 ξ˜t|t−1, which are all Op (1). (5) The 15th term con-
sists of T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θi3 f˜ct/ f˜t)(∇θi4 f˜ct/ f˜ct). This term is Op
(
T−1/2
)
after apply-
ing (2.73).
To analyze the remaining two terms in (2.74), we need third order derivatives of Mˆ jt and Bˆt:
∇δ2k∇δ2l∇δ2h Mˆ jt
=
nβ+2nδ∑
u=1
nβ+2nδ∑
s=1
{
∇θu ξˆt|t−1∇θ j∇θs∇θ′ fˆ1t + ∇θu∇θ′ ξˆt|t−1∇θ j∇θs fˆ1t + ξˆt|t−1∇θ j∇θs∇θu∇θ′ fˆ1t
+ ∇θ′ ξˆt|t−1∇θ j∇θs∇θu fˆ1t − ∇θu ξˆt|t−1∇θ j∇θs∇θ′ fˆ2t − ∇θu∇θ′ ξˆt|t−1∇θ j∇θs fˆ2t
147
+ (1 − ξˆt|t−1)∇θ j∇θs∇θu∇θ′ fˆ2t − ∇θ′ ξˆt|t−1∇θ j∇θs∇θu fˆ2t
+ (∇θ j∇θu∇θ′ fˆ1t − ∇θ j∇θu∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇θ j∇θu fˆ1t − ∇θ j∇θu fˆ2t)∇θs∇θ′ ξˆt|t−1
+ (∇θ j∇θ′ fˆ1t − ∇θ j∇θ′ fˆ2t)∇θs∇θu ξˆt|t−1 + (∇θ j fˆ1t − ∇θ j fˆ2t)∇θs∇θu∇θ′ ξˆt|t−1
+ (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇θ j∇θu ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇θ j∇θu∇θ′ ξˆt|t−1
+ (∇θs∇θu∇θ′ fˆ1t − ∇θs∇θu∇θ′ fˆ2t)∇θ j ξˆt|t−1 + (∇θs∇θu fˆ1t − ∇θs∇θu fˆ2t)∇θ j∇θ′ ξˆt|t−1
+ (∇θu∇θ′ fˆ1t − ∇θu∇θ′ fˆ2t)∇θ j∇θs ξˆt|t−1 + (∇θu fˆ1t − ∇θu fˆ2t)∇θ j∇θs∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θ j∇θs∇θu ξˆt|t−1
+ ( fˆ1t − fˆ2t)∇θ j∇θs∇θu∇θ′ ξˆt|t−1
}
∇δ2k θˆs(δ2)∇δ2l θˆu(δ2)∇δ2h θˆ(δ2)
+
nβ+2nδ∑
u=1
nβ+2nδ∑
s=1
{
∇θu ξˆt|t−1∇θ j∇θs fˆ1t + ξˆt|t−1∇θ j∇θs∇θu fˆ1t − ∇θu ξˆt|t−1∇θ j∇θs fˆ2t
+ (1 − ξˆt|t−1)∇θ j∇θs∇θu fˆ2t + (∇θ j∇θu fˆ1t − ∇θ j∇θu fˆ2t)∇θs ξˆt|t−1
+ (∇θ j fˆ1t − ∇θ j fˆ2t)∇θs∇θu ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇θ j∇θu ξˆt|t−1
+ (∇θs∇θu fˆ1t − ∇θs∇θu fˆ2t)∇θ j ξˆt|t−1 + (∇θu fˆ1t − ∇θu fˆ2t)∇θ j∇θs ξˆt|t−1
+ ( fˆ1t − fˆ2t)∇θ j∇θs∇θu ξˆt|t−1
}
[∇δ2k∇δ2h θˆs(δ2)∇δ2l θˆu(δ2) + ∇δ2k θˆs(δ2)∇δ2l∇δ2h θˆu(δ2)]
+
nβ+2nδ∑
s=1
{
ξˆt|t−1∇θ j∇θs∇θ′ fˆ1t + ∇θ′ ξˆt|t−1∇θ j∇θs fˆ1t + (1 − ξˆt|t−1)∇θ j∇θs∇θ′ fˆ2t
− ∇θ′ ξˆt|t−1∇θ j∇θs fˆ2t + (∇θ j∇θ′ fˆ1t − ∇θ j∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇θ j fˆ1t − ∇θ j fˆ2t)∇θs∇θ′ ξˆt|t−1
+ (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇θ j ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇θ j∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θ j∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θ j∇θs∇θ′ ξˆt|t−1
}
∇δ2h θˆ(δ2)∇δ2k∇δ2l θˆs(δ2),
+
{
ξˆt|t−1∇θ j∇θ′ fˆ1t + (1 − ξt|t−1)∇θ j∇θ′ fˆ2t + (∇θ j fˆ1t − ∇θ j fˆ2t)∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θ j ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θ j∇θ′ ξˆt|t−1
}
∇δ2k∇δ2l∇δ2h θˆ(δ2),
and
∇δ2k∇δ2l∇δ2h Bˆt
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=
nβ+2nδ∑
s=1
nβ+2nδ∑
u=1
{
∇θu∇θ′ ξˆt|t−1∇θs fˆ1t + ∇θu ξˆt|t−1∇θs∇θ′ fˆ1t + ∇θ′ ξˆt|t−1∇θs∇θu fˆ1t
+ ξˆt|t−1∇θs∇θu∇θ′ fˆ1t − ∇θu∇θ′ ξˆt|t−1∇θs fˆ2t − ∇θu ξˆt|t−1∇θs∇θ′ fˆ2t + (1 − ξˆt|t−1)∇θs∇θu∇θ′ fˆ2t
− ∇θ′ ξˆt|t−1∇θs∇θu fˆ2t + (∇θu∇θ′ fˆ1t − ∇θu∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇θu fˆ1t − ∇θu fˆ2t)∇θs∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θs∇θu ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θs∇θu∇θ′ ξˆt|t−1
}
∇δ2l θˆu(δ2)∇δ2k θˆs(δ2)∇δ2h θˆ(δ2)
+
nβ+2nδ∑
s=1
nβ+2nδ∑
u=1
{
∇θu ξˆt|t−1∇θs fˆ1t + ξˆt|t−1∇θs∇θu fˆ1t − ∇θu ξˆt|t−1∇θs fˆ2t + (1 − ξˆt|t−1)∇θs∇θu fˆ2t
+ (∇θu fˆ1t − ∇θu fˆ2t)∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θs∇θu ξˆt|t−1
}
×
[
∇δ2h∇δ2l θˆu(δ2)∇δ2k θˆs(δ2) + ∇δ2l θˆu(δ2)∇δ2h∇δ2k θˆs(δ2)
]
+
nβ+2nδ∑
s=1
{
∇θ′ ξˆt|t−1∇θs fˆ1t + ξˆt|t−1∇θs∇θ′ fˆ1t + (1 − ξˆt|t−1)∇θs∇θ′ fˆ2t − ∇θ′ ξˆt|t−1∇θs fˆ2t
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇θs∇θ′ ξˆt|t−1
}
∇δ2h θˆ(δ2)∇δ2k∇δ2l θˆs(δ2)
+
[
ξˆt|t−1∇θ′ fˆ1t + (1 − ξˆt|t−1)∇θ′ fˆ2t + ( fˆ1t − fˆ2t)∇θ′ ξˆt|t−1
]
∇δ2k∇δ2l∇δ2h θˆ(δ2).
Consider the 1st term in (2.74). In the expression of ∇δ2k∇δ2l∇δ2h Mˆ jt, only the last two lines in-
volve third order derivatives of θˆ(δ2). These derivatives are multiplied by (after division by f˜t):
T−1
∑T
t=1 ∇θi1∇θi2 f˜at/ f˜t and T−1
∑T
t=1(∇θi1 f˜at/ f˜t)∇θ j1 ξ˜t|t−1, where a = 1, 2. They are Op(T−1/2) by
Lemma 2.10. The remaining components of ∇δ2k∇δ2l∇δ2h Mˆ jt lead to: T−1
∑T
t=1(∇θi1 ...∇θik f˜at/ f˜t) for
a = 1, 2 and k ≤ 4 and T−1 ∑Tt=1(∇θi1 ...∇θik f˜at/ f˜t)(∇θ j1 ...∇θ jm ξ˜t|t−1) for a = 1, 2 and k + m ≤ 4.
They are all op(1) by Lemma 2.10. Therefore the contribution of ∇δ2k∇δ2l∇δ2h Mˆ jt to (2.74) is op(1).
Finally, we turn to the 6th term in (2.74). In the expression for ∇δ2k∇δ2l∇δ2h Bˆt, only the final line
involves third order derivatives of θˆ(δ2). It can be analyzed in the same way as the second term
in (2.64); see Step 2 of the proof there. The remaining components, multiplied by Mˆ jt, lead to:
T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θ j1∇θ j2 ξ˜t|t−1), T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t),
T−1
∑T
t=1(∇θi1∇θi2 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t)(∇θ j2 ξ˜t|t−1), T−1
∑T
t=1(∇θi1∇θi2∇θi3 f˜at/ f˜t)(∇θ j1 f˜bt/ f˜t) and
T−1
∑T
t=1(∇θi1 f˜at/ f˜t)(∇θi2 f˜bt/ f˜t)(∇θ j1 ξ˜t|t−1) for a = 1, 2 and b = 1, 2. They are all Op (1) by Lemma
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A.2.2. This implies the desired result. 
Proof of Lemma 2.4: The first order derivative of L(p, q, δ2) with respect to δ2 j gives
L(1)j (p, q, δ2)
= ∇δ2 jL(p, q, δ2)
=
T∑
t=1
1
Bˆt
(
∇θ′ fˆ1tξˆt|t−1 + ∇θ′ fˆ2t(1 − ξˆt|t−1) + ( fˆ1t − fˆ2t)∇θ′ ξˆt|t−1
)
∇δ2 j θˆ(δ2)
=
nβ+nδ∑
s=1
 T∑
t=1
1
Bˆt
(
∇θs fˆ1tξˆt|t−1 + ∇θs fˆ2t(1 − ξˆt|t−1) + ( fˆ1t − fˆ2t)∇θs ξˆt|t−1
)∇δ2 j θˆs(δ2)
+
T∑
t=1
1
Bˆt
(
∇δ2 j fˆ1tξˆt|t−1 + ∇δ2 j fˆ2t(1 − ξˆt|t−1) + ( fˆ1t − fˆ2t)∇δ2 j ξˆt|t−1
)
,
where the third equality follows from the definition of ∇δ2 j θˆ(δ2). The term inside the curly brackets
is zero because of the first order conditions determining βˆ(δ2) and δˆ1(δ2). Thus,
L(1)j (p, q, δ2) =
T∑
t=1
Lˆ jt
Bˆt
,
where Bˆt is defined in (2.39) and Lˆ jt = ∇δ2 j fˆ1tξˆt|t−1 + ∇δ2 j fˆ2t(1 − ξˆt|t−1) + ( fˆ1t − fˆ2t)∇δ2 j ξˆt|t−1. When
δ2 = δ˜, by (2.71), we have
Lˆ jt =
(
1 − ξ∗
ξ∗
)
Mˆ(nβ+ j)t (2.75)
and
L(1)j (p, q, δ˜) =
(
1 − ξ∗
ξ∗
)
M(1)nβ+ j(p, q, δ˜) = 0.
Consider the second result in the lemma. Differentiate L(1)j (p, q, δ2) with respect to the k-th
component of δ2:
L(2)jk (p, q, δ2) =
T∑
t=1
∇δ2k Lˆ jt
Bˆt
−
T∑
t=1
∇δ2k Bˆ jt
Bˆt
Lˆ jt,
where
∇δ2k Lˆ jt = {ξˆt|t−1∇δ2 j∇θ′ fˆ1t + (1 − ξˆt|t−1)∇δ2 j∇θ′ fˆ2t + (∇δ2 j fˆ1t − ∇δ2 j fˆ2t)∇θ′ ξˆt|t−1
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+(∇θ′ fˆ1t − ∇θ′ fˆ2t)∇δ2 j ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θ′ ξˆt|t−1}∇δ2k θˆ(δ2).
BecauseM(2)(nβ+ j)k(p, q, δ2) = 0, we have
T−1/2L(2)jk (p, q, δ2) = T−1/2L(2)jk (p, q, δ2) − T 1/2M(2)(nβ+ j)k(p, q, δ2)
= T−1/2
T∑
t=1
∇δ2k Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t
Bˆt

−T−1/2
T∑
t=1
∇δ2k Bˆt
Bˆ2t
{
Lˆ jt −
(
1 − ξ∗
ξ∗
)
Mˆ(nβ+ j)t
}
.
The second summation on the right hand side equals 0 when evaluated at δ2 = δ˜ by (2.75). Consider
the first summation, at δ2 = δ˜, T−1/2
∑T
t=1
[
∇δ2k Lˆ jt/Bˆt
]
equals
nβ+2nδ∑
s=1
{
T−1/2
T∑
t=1
[
ξ∗∇δ2 j∇θs f˜1t + (1 − ξ∗)∇δ2 j∇θs f˜2t
f˜t
+
(∇δ2 j f˜1t − ∇δ2 j f˜2t)∇θs ξ˜t|t−1 + (∇θs f˜1t − ∇θs f˜2t)∇δ2 j ξ˜t|t−1
f˜t
]}
∇δ2k θˆs(δ˜).
The terms in the curly brackets are all Op(1) while ∇δ2k θˆs(δ˜) = Op(T−1/2) unless s = nβ + k or
s = nβ + nδ + k. Similarly, at δ2 = δ˜, T−1/2
∑T
t=1
[
∇δ2k Mˆ(nβ+ j)t/Bˆt
]
equals
nβ+2nδ∑
s=1
{
T−1/2
T∑
t=1
[
ξ∗∇δ1 j∇θs f˜1t + (1 − ξ∗)∇δ1 j∇θs f˜2t
f˜t
+
(∇δ1 j f˜1t − ∇δ1 j f˜2t)∇θs ξ˜t|t−1 + (∇θs f˜1t − ∇θs f˜2t)∇δ1 j ξ˜t|t−1
f˜t
]}
∇δ2k θˆs(δ˜),
and terms in the curly brackets are all Op(1) while ∇δ2k θˆs(δ˜) = Op(T−1/2) unless s = nβ + k or
s = nβ + nδ + k. Combining the two preceding displays, we have
T−1/2L(2)jk (p, q, δ˜) = T−1/2
T∑
t=1
U˜ jk,t + op(1).
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Consider the third order derivatives. We have
T−3/4L(3)jkl(p, q, δ2) − T 1/4
(
1 − ξ∗
ξ∗
)
M(3)(nβ+ j)kl(p, q, δ2) (2.76)
= T−3/4
T∑
t=1
∇δ2k∇δ2l Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k∇δ2l Mˆ(nβ+ j)t
Bˆt

−T−3/4
T∑
t=1
∇δ2l Bˆt
Bˆt
∇δ2k Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t
Bˆt

−T−3/4
T∑
t=1
∇δ2k Bˆt
Bˆt
∇δ2l Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2l Mˆ(nβ+ j)t
Bˆt

−T−3/4
T∑
t=1
∇δ2k∇δ2l Bˆt
Bˆ2t
{
Lˆ jt −
(
1 − ξ∗
ξ∗
)
Mˆ(nβ+ j)t
}
+2T−3/4
T∑
t=1
∇δ2k Bˆt∇δ2l Bˆt
Bˆ2t
{
Lˆ jt −
(
1 − ξ∗
ξ∗
)
Mˆ(nβ+ j)t
}
,
where
∇δ2k∇δ2l Lˆ jt
=
nβ+2nδ∑
s=1
{
ξˆt|t−1∇δ2 j∇θs∇θ′ fˆ1t + (1 − ξˆt|t−1)∇δ2 j∇θs∇θ′ fˆ2t + (∇δ2 j∇θs fˆ1t − ∇δ2 j∇θs fˆ2t)∇θ′ ξˆt|t−1
+(∇δ2 j∇θ′ fˆ1t − ∇δ2 j∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇δ2 j fˆ1t − ∇δ2 j fˆ2t)∇θs∇θ′ ξˆt|t−1
+(∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇δ2 j ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇δ2 j∇θ′ ξˆt|t−1
+(∇θ′ fˆ1t − ∇θ′ fˆ2t)∇δ2 j∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θs∇θ′ ξˆt|t−1
}
∇δ2k θˆs(δ2)∇δ2l θˆ(δ2)
+
{
ξˆt|t−1∇δ2 j∇θ′ fˆ1t + (1 − ξˆt|t−1)∇δ2 j∇θ′ fˆ2t + (∇δ2 j fˆ1t − ∇δ2 j fˆ2t)∇θ′ ξˆt|t−1
+(∇θ′ fˆ1t − ∇θ′ fˆ2t)∇δ2 j ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θ′ ξˆt|t−1
}
∇δ2k∇δ2l θˆ(δ2).
The first summation in (2.76) consists of the following: T−3/4
∑T
t=1(∇θi1 ...∇θiu f˜at/ f˜t)∇θ j1 ...∇θ jv ξ˜t|t−1
with u + v ≤ 3. They are Op(T−1/4) by the first result in Lemma 2.10. Combining this result with
Lemma 2.11, it follows that this summation is Op(T−1/4). The remaining two summations in (2.76)
have the same structure. They are both Op(T−1/4) after applying (2.73).
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Consider the fourth order derivatives. We have
T−1L(4)jklm(p, q, δ2) −
(
1 − ξ∗
ξ∗
)
M(4)(nβ+ j)klm(p, q, δ2) (2.77)
= T−1
T∑
t=1
∇δ2k∇δ2l∇δ2m Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k∇δ2l∇δ2m Mˆ(nβ+ j)t
Bˆt

−T−1
T∑
t=1
∇δ2m Bˆt
Bˆt
∇δ2k∇δ2l Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k∇δ2l Mˆ(nβ+ j)t
Bˆt

−T−1
T∑
t=1
∇δ2l∇δ2m Bˆt
Bˆt
∇δ2k Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t
Bˆt

−T−1
T∑
t=1
∇δ2l Bˆt
Bˆt
∇δ2m∇δ2k Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k∇δ2m Mˆ(nβ+ j)t
Bˆt

+2T−1
T∑
t=1
∇δ2m Bˆt
Bˆt
∇δ2k Lˆ jt∇δ2l BˆtBˆ2t −
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t∇δ2l Bˆt
Bˆ2t

−T−1
T∑
t=1
∇δ2k∇δ2l Bˆt
Bˆt
∇δ2m Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2m Mˆ(nβ+ j)t
Bˆt

−T−1
T∑
t=1
∇δ2k∇δ2m Bˆt
Bˆt
∇δ2l Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2l Mˆ(nβ+ j)t
Bˆt

−T−1
T∑
t=1
∇δ2k Bˆt
Bˆt
∇δ2l∇δ2m Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2l∇δ2m Mˆ(nβ+ j)t
Bˆt

+2T−1
T∑
t=1
∇δ2k Bˆt
Bˆt
∇δ2l Lˆ jt∇δ2m BˆtBˆ2t −
(
1 − ξ∗
ξ∗
) ∇δ2m Bˆt∇δ2l Mˆ(nβ+ j)t
Bˆ2t

−T−1
T∑
t=1
∇δ2k∇δ2l∇δ2m Bˆt
Bˆ2t
{
Lˆ jt −
(
1 − ξ∗
ξ∗
)
Mˆ(nβ+ j)t
}
,
where
∇δ2k∇δ2l∇δ2m Lˆ jt
=
nβ+2nδ∑
u=1
nβ+2nδ∑
s=1
{ξˆt|t−1∇δ2 j∇θs∇θu∇θ′ fˆ1t + (1 − ξˆt|t−1)∇δ2 j∇θs∇θu∇θ′ fˆ2t
+ (∇δ2 j∇θs∇θu fˆ1t − ∇δ2 j∇θs∇θu fˆ2t)∇θ′ ξˆt|t−1
+ (∇δ2 j∇θs∇θ′ fˆ1t − ∇δ2 j∇θs∇θ′ fˆ2t)∇θu ξˆt|t−1 + (∇δ2 j∇θs fˆ1t − ∇δ2 j∇θs fˆ2t)∇θu∇θ′ ξˆt|t−1
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+ (∇δ2 j∇θu∇θ′ fˆ1t − ∇δ2 j∇θu∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇δ2 j∇θu fˆ1t − ∇δ2 j∇θu fˆ2t)∇θs∇θ′ ξˆt|t−1
+ (∇δ2 j∇θ′ fˆ1t − ∇δ2 j∇θ′ fˆ2t)∇θs∇θu ξˆt|t−1 + (∇δ2 j fˆ1t − ∇δ2 j fˆ2t)∇θs∇θu∇θ′ ξˆt|t−1
+ (∇θs∇θu∇θ′ fˆ1t − ∇θs∇θu∇θ′ fˆ2t)∇δ2 j ξˆt|t−1 + (∇θs∇θu fˆ1t − ∇θs∇θu fˆ2t)∇δ2 j∇θ′ ξˆt|t−1
+ (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇δ2 j∇θu ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇δ2 j∇θu∇θ′ ξˆt|t−1
+ (∇θu∇θ′ fˆ1t − ∇θu∇θ′ fˆ2t)∇δ2 j∇θs ξˆt|t−1 + (∇θu fˆ1t − ∇θu fˆ2t)∇δ2 j∇θs∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇δ2 j∇θs∇θu ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θs∇θu∇θ′ ξˆt|t−1}×
∇δ2k θˆs(δ2)∇δ2l θˆu(δ2)∇δ2m θˆ(δ2)
+
nβ+2nδ∑
u=1
nβ+2nδ∑
s=1
{ξˆt|t−1∇δ2 j∇θs∇θu fˆ1t + (1 − ξˆt|t−1)∇δ2 j∇θs∇θu fˆ2t
+ (∇δ2 j∇θs fˆ1t − ∇δ2 j∇θs fˆ2t)∇θu ξˆt|t−1
+ (∇δ2 j∇θu fˆ1t − ∇δ2 j∇θu fˆ2t)∇θs ξˆt|t−1 + (∇δ2 j fˆ1t − ∇δ2 j fˆ2t)∇θs∇θu ξˆt|t−1
+ (∇θs∇θu fˆ1t − ∇θs∇θu fˆ2t)∇δ2 j ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇δ2 j∇θu ξˆt|t−1
+ (∇θu fˆ1t − ∇θu fˆ2t)∇δ2 j∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θs∇θu ξˆt|t−1}×
[∇δ2m∇δ2k θˆs(δ2)∇δ2l θˆu(δ2) + ∇δ2k θˆs(δ2)∇δ2l∇δ2m θˆu(δ2)]
+
nβ+2nδ∑
s=1
{ξˆt|t−1∇δ2 j∇θs∇θ′ fˆ1t + (1 − ξˆt|t−1)∇δ2 j∇θs∇θ′ fˆ2t + (∇δ2 j∇θs fˆ1t − ∇δ2 j∇θs fˆ2t)∇θ′ ξˆt|t−1
+ (∇δ2 j∇θ′ fˆ1t − ∇δ2 j∇θ′ fˆ2t)∇θs ξˆt|t−1 + (∇δ2 j fˆ1t − ∇δ2 j fˆ2t)∇θs∇θ′ ξˆt|t−1
+ (∇θs∇θ′ fˆ1t − ∇θs∇θ′ fˆ2t)∇δ2 j ξˆt|t−1 + (∇θs fˆ1t − ∇θs fˆ2t)∇δ2 j∇θ′ ξˆt|t−1
+ (∇θ′ fˆ1t − ∇θ′ fˆ2t)∇δ2 j∇θs ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θs∇θ′ ξˆt|t−1}∇δ2k∇δ2l θˆs(δ2)∇δ2m θˆ(δ2)
+
nβ+2nδ∑
s=1
{ξˆt|t−1∇δ2 j∇θs fˆ1t + (1 − ξˆt|t−1)∇δ2 j∇θs fˆ2t + (∇δ2 j fˆ1t − ∇δ2 j fˆ2t)∇θs ξˆt|t−1
+ (∇θs fˆ1t − ∇θs fˆ2t)∇δ2 j ξˆt|t−1 + ( fˆ1t − fˆ2t)∇δ2 j∇θs ξˆt|t−1}∇δ2k∇δ2l∇δ2m θˆs(δ2).
When δ2 = δ˜, all the terms in (2.77) are op(1) except the 3rd, 6th and 7th terms. These three terms
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share the same structure and it is suffice to study the first of them:
−T−1
T∑
t=1
∇δ2l∇δ2m Bˆt
Bˆt
∇δ2k Lˆ jtBˆt −
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t
Bˆt
 . (2.78)
According to the previous study, for ∇δ2l∇δ2m Bˆt it is sufficient to consider
(
1 − ξ∗
ξ∗
)2 [
ξ∗
∇δ1l∇δ1m f˜1t
f˜t
+ (1 − ξ∗) ∇δ1l∇δ1m f˜2t
f˜t
]
+
[
ξ∗
∇δ2l∇δ2m f˜1t
f˜t
+ (1 − ξ∗) ∇δ2l∇δ2m f˜2t
f˜t
]
−
(
1 − ξ∗
ξ∗
) [
ξ∗
∇δ2l∇δ1m f˜1t
f˜t
+ (1 − ξ∗) ∇δ2l∇δ1m f˜2t
f˜t
+ ξ∗
∇δ1l∇δ2m f˜1t
f˜t
+ (1 − ξ∗) ∇δ1l∇δ2m f˜2t
f˜t
]
+
1
ξ2∗
[
∇δ1l ξ˜t|t−1
(∇θm f¯1t
f¯t
− ∇θm f¯2t
f¯t
)
+
(∇θl f¯1t
f¯t
− ∇θl f¯2t
f¯t
)
∇δ1m ξ˜t|t−1
]
+
nβ+nδ∑
s=1
{
[ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t]
}
∇δ2l∇δ2m θˆs(δ˜),
and for
∇δ2k Lˆ jt
Bˆt
−
(
1 − ξ∗
ξ∗
) ∇δ2k Mˆ(nβ+ j)t
Bˆt
,
it is sufficient to consider
(
1 − ξ∗
ξ∗
)2 ξ∗∇δ1 j∇δ1k f˜1tf˜t + (1 − ξ∗) ∇δ1 j∇δ1k f˜2tf˜t
 + ξ∗∇δ2 j∇δ2k f˜1tf˜t + (1 − ξ∗) ∇δ2 j∇δ2k f˜2tf˜t

−
(
1 − ξ∗
ξ∗
) ξ∗∇δ2 j∇δ1k f˜1tf˜t + (1 − ξ∗) ∇δ2 j∇δ1k f˜2tf˜t + ξ∗∇δ1 j∇δ2k f˜1tf˜t + (1 − ξ∗) ∇δ1 j∇δ2k f˜2tf˜t

+
1
ξ2∗
∇δ1 j ξ˜t|t−1 (∇θk f¯1tf¯t − ∇θk f¯2tf¯t
)
+
∇θ j f¯1t
f¯t
− ∇θ j f¯2t
f¯t
∇δ1k ξ˜t|t−1 .
So, at δ2 = δ˜, (2.78) equals
−T−1
T∑
t=1
U˜lm,t + 1f˜t
nβ+nδ∑
s=1
{
[ξ∗∇θs f˜1t + (1 − ξ∗)∇θs f˜2t]
}
∇δ2l∇δ2m θˆs(δ˜)
 U˜ jk,t + op(1)
= −T−1
T∑
t=1
U˜lm,tU˜ jk,t − T−1
T∑
t=1
U˜ jk,t ξ∗∇(β′,δ′1) f˜1t + (1 − ξ∗)∇(β′,δ′1) f˜2tf˜t
 I˜−1D˜lm + op(1)
= −
[
V˜ jklm − D˜′jk I˜−1D˜lm
]
+ op(1).
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Consequently,
T−1L(4)jklm(p, q, δ˜) − T−1
(
1 − ξ∗
ξ∗
)
M(4)(nβ+ j)klm(p, q, δ˜)
= −
{
V˜ jklm − D˜′jk I˜−1D˜lm + V˜ jmkl − D˜′jm I˜−1D˜kl + V˜km jl − D˜′km I˜−1D˜ jl
}
+ op (1) .
This proves the last result of the lemma. 
The next lemma is the same as Lemma A.3 in Qu and Zhuo (2015) and will be used in the
proof of Lemma 2.5 for establishing the stochastic equicontinuity. Let ”*” signify that the quantity
is evaluated at the true parameter value.
Lemma 2.12. Let Assumptions 2.1-2.6 and the null hypothesis hold. Let zt(ρ) = T−1/2
∑t−1
s=1 ρ
t−sε jsεit,
where εit = ∇δ1i f ∗1t/ f ∗t and ε js = ∇δ1 j f ∗1s/ f ∗s . Then, for any ρ, ρ1 and ρ2 satisfying  − 1 ≤ ρ1 ≤ ρ ≤
ρ2 ≤ 1 − , we have
E

∣∣∣∣∣∣∣
T∑
t=1
[zt(ρ) − zt(ρ1)]
∣∣∣∣∣∣∣
2 ∣∣∣∣∣∣∣
T∑
t=1
[zt(ρ2) − zt(ρ)]
∣∣∣∣∣∣∣
2 ≤ C (ρ − ρ1)2 , (2.79)
where C is a finite constant that depends only on 0 <  < 1/2 and the moments of εit and ε js up to
the fourth order.
Proof of Lemma 2.12: See the proof of Lemma A.3 in Qu and Zhuo (2015).
Proof of Lemma 2.5: Apply the mean value theorem:
T−1/2
T∑
t=1
U˜ jk,t = T−1/2
T∑
t=1
U jk,t +
T−1 T∑
t=1
∇θ′U¯ jk,t
 T 1/2(θ˜ − θ∗), (2.80)
where U jk,t and U¯ jk,t have the same definition as U˜ jk,t but evaluated at the true value θ∗ and some
value θ¯ that lies between θ˜ and θ∗, respectively. We establish the weak convergence of the first term
of (2.80) in two steps. First, for any  ≤ p, q ≤ 1 − , T−1/2 ∑Tt=1 U jk,t satisfies the central limit
theorem. Second, to verify its stochastic equicontinuity, it suffices to consider the following term
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in its definition (2.27):
T−1/2
1
ξ2∗
T∑
t=1
∇δ1 jξt|t−1
(∇δ1k f1t
ft
− ∇δ1k f2t
ft
)
=
(
1 − p
1 − q
) T−1/2 T∑
t=1
 t−1∑
s=1
ρs
(∇δ1 j f1t−s
ft
− ∇δ1 j f2t−s
ft
) (∇δ1k f1tft − ∇δ1k f2tft
) ,
where the quantities are all evaluated at the true value θ∗, and the equality follows from (2.44)
and (2.4). Denote the quantity inside the curly brackets as W(ρ). Note that we have |ρ| ≤ 1 − 2.
Then, Lemma 2.11 implies, for any ρ1 ≤ ρ ≤ ρ2, we have E[|W(ρ1) −W(ρ)|2 |W(ρ) −W(ρ2)|2] ≤
C2 (ρ1 − ρ2)2, where C2 is a finite constant. We can apply the similar proof to the third and fourth
components in T−1/2
∑T
t=1 U jk,t. Then the condition required in Theorem 13.5 in Billingsley (1999)
is satisfied.
The second term in (2.80) equals, by the mean value theorem,
−
T−1
T∑
t=1
 ξ∗∇
(
β′ ,δ′1
) f1t + (1 − ξ∗)∇(β′ ,δ′1) f2t
ft
 U jk,t
 I−1
T−1/2
T∑
t=1
 ξ∗∇
(
β′ ,δ′1
) f1t + (1 − ξ∗)∇(β′ ,δ′1) f2t
ft

 + op (1)
= −D jk I−1
T−1/2
T∑
t=1
 ξ∗∇
(
β′ ,δ′1
) f1t + (1 − ξ∗)∇(β′ ,δ′1) f2t
ft

 + op (1) ,
where the quantities are all evaluated at the true value θ∗ and the equality holds because of the
uniform law of large numbers. The term inside the last curly brackets is independent of p and q
and satisfies the central limit theorem. Combining the above results for the two terms in (2.80),
it follows that T−1/2
∑T
t=1 U˜ jk,t converges weakly over  ≤ p, q ≤ 1 − . The covariance function
follows immediately. 
Proof of Proposition 2.1: Let η = T−1/4(δ2 − δ˜). The expansion (2.26) can be equivalently repre-
sented in matrix notation as
L(p, q, δ2) − L(p, q, δ˜)
=
1
2!
(
η⊗2
)′ [
T−1/2vecL(2)(p, q, δ˜)
]
+
1
3!
(
η⊗3
)′ × Op (T−1/4) − 18 (η⊗2)′ [Ω(p, q) + op (1)] (η⊗2) .
Because Ω(p, q) is positive definite, the right hand side will be negative with probability approach-
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ing 1 unless η = Op (1). Thus, for any ε > 0, we can choose M < ∞ such that P (‖η‖ ≤ M) ≥ 1 − ε
for sufficiently large T . Restricting to this set, we have
sup
(p,q)∈Λ
sup
‖η‖≤M
[
L(p, q, δ2) − L(p, q, δ˜)
]
= sup
(p,q)∈Λ
sup
‖η‖≤M
{(
η⊗2
)′ [
T−1/2vecL(2)(p, q, δ˜)
]
− 1
4
(
η⊗2
)′
Ω(p, q)
(
η⊗2
)}
+ op (1) (2.81)
=⇒ sup
(p,q)∈Λ
sup
‖η‖≤M
{(
η⊗2
)′
G(p, q) − 1
4
(
η⊗2
)′
Ω(p, q)
(
η⊗2
)}
,
where the convergence follows from Lemma (2.81) and that the supremum operator is continuous
when taken over a compact set. Finally, the result follows because ε can be made arbitrarily small.

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Chapter 3
Estimating a Search and Matching Model with Sticky Price and Staggered Wage
Negotiation
3.1 Introduction
The Mortensen-Pissarides (MP) search and matching model has become the driving force for labor
market issues in macroeconomics. By focusing on the search and matching aspect, that is, workers
searching for jobs, firms searching for workers, and both sides being matched with each other, the
model assumes that search in the labor market is frictional and provides a description of employ-
ment flow in an economy. Moreover, the search and matching model is tractable and convenient
to be integrated into standard macroeconomic models as an alternative to the perfectly competitive
Walrasian labor market model. Merz (1995) and Andolfatto (1996) were among the first to inte-
grate this search and matching framework into a general equilibrium model. They have illustrated
its relative success in explaining cyclical behavior in wages and employment fluctuations.
However, Shimer (2005) pointed out that these models fail to account for the observed business
cycle frequency fluctuations in unemployment and job vacancies, given shocks of a plausible mag-
nitude. These variables are at least 10 times more volatile in U.S. data than in the MP model. The
possible reason is that under standard parametrization, there is a linear relationship between wages
and the labor market tightness. Any improvement in labor market conditions will be immediately
transferred to wage, thus reducing the incentives for firms to post vacancies. Researchers have put
great efforts to remedy this “puzzle”. To date, most of the literature is theoretical and based on cal-
ibration, for example, Hagedorn and Manovskii (2008) proposed a new calibration strategy to the
standard search and matching model to identify the value of unemployment benefit and bargaining
power. Only recently, some researchers have started applying more formal estimation methods to
study the quantitative implications of the search and matching framework, such examples include
Gertler et al. (2008) and Lubik (2009).
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In addition, micro level data and everyday experience suggest that prices are sticky and wages
adjust infrequently in a staggered manner. A growing body of literature, surveyed by Taylor (1999),
shows how sticky prices can be fruitfully incorporated into macroeconomics models. Gertler et al.
(2008) also argued that the wages from new wage negotiations are sticky in relation to previously
bargained wages. By assuming sticky wages in a search and matching framework, the model can
generate sizable volatility based on the assumption that the new hires are paid at the going wage,
a positive shock can lead to more profits for firms from hiring and production, which encourages
firms to post vacancies. Meanwhile, as in the framework of Pissarides (2009), Haefke et al. (2009)
and Rudanko (2009), sticky wages should have no effect on real aggregates.
The purpose of this paper is to estimate a search and matching model of the aggregate labor
market with sticky price and staggered wage negotiation. By applying a Bayesian methodology, I
study the comprehensive quantitative implications of the entire search and matching model and the
role of sticky price and staggered wage negotiations.
The first main finding is that sticky prices and staggered wages are quantitatively important for
the search and matching model of the aggregate labor market. Our model matches the business
cycle statistics fairly better than models without price and wage rigidities as in Lubik (2009). Sec-
ond, different from Shimer (2005) and Trigari (2009), a relatively high outside alternative for the
worker is needed to match the data, which gives support to the considerably high outside option
argument in Hagedorn and Manovskii (2008). Third, in most of the calibration literature, worker’s
share in the Nash bargaining is set to 0.5, meaning that workers and firms equally share the surplus
generated from their employment relationship, however our estimation results indicate that workers
have relatively lower bargaining power than firms.
This chapter proceeds as follows. In the next section, I describe a simple search and matching
model with sticky price and staggered wage negotiation, followed by a discussion in Section 3.3
of the data used and the empirical strategy. In Section 3.4, I present and discuss the baseline
estimation results. Section 3.5 investigates the model sensitivity and compares important statistics
from the data and different models. Section 3.6 concludes.
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3.2 Model
This paper is based on a partial equilibrium search and matching model and expands it to a general
equilibrium model with sticky prices and staggered wages. I first describe the optimization prob-
lems of the households and firms, followed by a discussion of the price and wage determination.
3.2.1 The household
Our economy is populated by a continuum of households of measure unity. In addition households
equally share income and risk among all family members. The utility of a representative household
is defined by
E
∞∑
j=t
β j−t
C1−σj − 11 − σ − χ jn j
 , (3.1)
where Ct denotes aggregate consumption and n ∈ [0, 1] is the portion of employed household
members. β ∈ (0, 1) is the discount factor, σ ≥ 0 is the coefficient of relative risk aversion, and χt is
an exogenous stochastic process, which gives the disutility of labor at t. Household members either
supply labor services or search for a job. Since the employment is determined by the search and
matching process, households cannot control it. The representative household’s budget constraint
is
Ct + Tt = wtnt + (1 − nt)b + Πt, (3.2)
where b is the unemployment benefit financed by a lump-sum tax Tt. wt is the wage and Πt is the
dividend that the household receives as the owner of the firms. Since the employment status are
determined by the search and matching process, the first-order condition simply gives the Euler
equation:
C−σt = λt, (3.3)
where λt is the Lagrange multiplier on the budget constraint.
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3.2.2 The labor market
The MP job search and matching model assumes that the search in the labor market is frictional.
These frictions are represented by a Cobb-Douglas matching function. Let ut denote job seekers
and vt denote vacancies in the economy and θt ≡ vt/ut denote the labor market tightness. The flow
of matches is given by a constant return to scale function m(ut, vt) ≡ µtuξt v1−ξt , where ξ ∈ (0, 1) is
the match elasticity of the unemployed, and µt is an exogenous stochastic process that affects the
efficiency of the matching process. I define the employment as nt = 1− ut and assume that the new
matches become productive after one period. Both old and new matches are destroyed at a constant
separation rate ρ ∈ (0, 1). So, the employment evolves according to
nt = (1 − ρ)[nt−1 + vt−1q(θt−1)], (3.4)
where q(θt) ≡ m(ut, vt)/vt represents the probability of filling a vacancy.
3.2.3 The firm
Monopolistically competitive firms produce differentiated products. The firm’s output yt is pro-
duced with labor being the only input, i.e.
yt = Atnαt , (3.5)
where At is an aggregate technology shock and α ∈ [0, 1]. The firm’s output is demanded by
households with a preference for variety that results in a demand function:
yt =
(
pt
Pt
)−
Yt, (3.6)
where yt is the firm production, pt is the price set by the firm, Pt is the aggregate price,  is the
demand elasticity, and Yt is the aggregate production. In addition, I assume that vacancy posting is
subject to a cost κψv
ψ
t , in which κ > 0 and ψ > 0. Following Rotemberg (2008), I introduce nominal
162
rigidity in the form of quadratic price adjustment costs:
ϑ
2
(
pt
pt−1
− pi
)2
Yt, (3.7)
where ϑ controls the price stickiness in the economy and pi is the steady state inflation rate associ-
ated with the final good. The firm chooses its optimal price pt, the number of workers, nt, and the
number of vacancies, vt, to be posted by maximizing the profit function
Et
∞∑
t=0
βtλt
( ptPt )1−Yt − wtnt − κψvψt − ϑ2
(
pt
pt−1
− pi
)2
Yt
 , (3.8)
subject to the employment flow equation (3.4), the firm’s production equation (3.5), and the demand
equation (3.6).
The first-order conditions are
pt : 1 − ϑ(pit − pi)pit + Etβt+1
[
ϑ(pit+1 − pi)pit+1 Yt+1Yt
]
= (1 − ϕt), (3.9)
nt : τt = α
Yt
nt
ϕt − wt + (1 − ρ)Etβt+1τt+1, (3.10)
vt : κv
ψ−1
t = (1 − ρ)q(θt)Etβt+1τt+1, (3.11)
where βt+1 = β · λt+1λt is the stochastic discount factor, and ϕt is the Lagrange multiplier on the firm’s
production function (3.5) and represents the real marginal cost. τt is the Lagrange multiplier on
the employment flow function (3.4), and represents the marginal value of a job at t. The first-order
conditions (3.10) and (3.11) imply that
κvψ−1t
q(θt)
= (1 − ρ)Etβt+1
αYt+1nt+1 ϕt+1 − wt+1 + κv
ψ−1
t+1
q(θt+1)
 . (3.12)
The left-hand side of this equation gives the firm’s cost of hiring one more worker and the right-
hand side is the firm’s profit from creating a new job, taking into consideration the probability of
separation.
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3.2.4 Wage bargaining
Frictions in the labor market create a prospective mutual surplus between firm-worker matches.
This surplus equals the value added of the match compared to the payoff of both parties in the
labor market. I assume the economic surplus is split between workers and firms by maximizing the
bargaining function from Lubik (2009):
S Pt =
(
1
λt
· ∂Wt(nt)
∂nt
)η (
∂Jt(nt)
∂nt
)1−η
, (3.13)
where η ∈ [0, 1] is the workers’ bargaining power, λt is the marginal utility as defined in (3.3),
∂Wt(nt)
∂nt
is the marginal value of a job to the household, given by
∂Wt(nt)
∂nt
= λtwt − λtb − χt + βEt ∂Wt+1(nt+1)
∂nt+1
· ∂nt+1
∂nt
, (3.14)
where ∂nt+1∂nt = (1 − ρ)[1 − θtq(θt)] from (3.4).
∂Jt(nt)
∂nt
= τt is the marginal value of a job to the firm.
So, the bargaining solution is given by
(1 − η)
[
1
λt
· ∂Wt(nt)
∂nt
]
= η
(
∂Jt(nt)
∂nt
)
. (3.15)
Substituting (3.9), (3.10), (3.11), and (3.14) into (3.15), and solving for wt, we get
W∗t = wt = η(α
yt
nt
ϕt + κv
ψ−1
t θt) + (1 − η)(b + χtCσt ). (3.16)
where W∗t represents the optimal wage after bargaining. From this representation of the bargaining
wage, we can see that it is a linear combination of the firm’s surplus from hiring and the value
of the worker’s outside alternative from unemployment, defined as b + χtCσt , which includes both
unemployment benefit b and the consumption utility of leisure χtCσt .
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3.2.5 Staggered wages
Following Erceg et al. (2000), each household supplies specialized labor nt( j), which is combined
according to
nt =
[∫ 1
0
nt( j)
wt −1
wt d j
] wt
wt −1
, (3.17)
by a representative labor aggregator (or “employment agency”), where wt > 0 is an exogenous
stochastic process. The profit maximization of the labor aggregator implies that the labor service
demand is given by
nt( j) =
[
wt( j)
Wt
]−wt
nt, (3.18)
where the aggregate wage index is
Wt =
[∫ 1
0
wt( j)1−
w
t d j
]1/(1−wt )
. (3.19)
Different from Lubik (2009), who assumes there is no wage rigidity in his paper, I follow Sala et al.
(2010) and assume that in each period, a fraction 1 − θw of workers are able to renegotiate their
wages. In addition, the fraction θw of workers who are not able to renegotiate their wages receive
wt( j) = wt−1( j)piγwt−1pi
1−γw , (3.20)
where γw ∈ [0, 1] is the wage indexation parameter. If the indexation parameter γw = 0, wt( j)
indexes fully to steady-state inflation, pi; if γw = 1, wt( j) indexes fully to lagged inflation, pit−1. In
the presence of staggered wages, the aggregate wage index evolves as
Wt =
[
(1 − θw)(W∗t )1/(
w
t −1) + θw(Wt−1piγwt−1pi
1−γw)1/(
w
t −1)
]wt −1
. (3.21)
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3.2.6 Market clearing
To close the model, the resource constraint implies that
Yt = (Ct +
κ
ψ
vψt )Mt, (3.22)
where Mt is an exogenous stochastic process, indicating possible measurement error.
3.2.7 Model summary
The complete model consists of 9 endogenous variables determined by 9 equations: the flow of
employment function (3.4), the production function (3.5), the optimal pricing function (3.9), the
optimal vacancy setting function (3.12), the optimal bargaining wage setting function (3.16), the
stagger wage function (3.21), the resource constraint (3.22), and identity equations θt =
vt
ut
and
nt = 1 − ut. In addition, there are 6 shocks1: to the aggregate technology At , to the matching
efficiency µt, to the Lagrangian parameter with respect to equation (3.5) ϕt, to the disutility of labor
χt, to the wage markup wt , and to the output measurement, Mt. The complete model is summarized
in Appendix 3A and the log-linearized system is summarized in Appendix 3B.
3.3 Data and estimation
3.3.1 Data
I will estimate the log-linearized version of the model using quarterly U.S. data from 1964:I–
2004:IV: ut, vt, Ct, Yt, and Wt. Unemployment variable ut is the unemployment rate of over-16-
year-olds. The series for vacancies vt is the index of help-wanted ads in the 50 major metropolitan
areas. I calculate real wages by dividing average weekly earnings in private nonfarm employment
by the GDP deflator in chained year 2000 dollar. The consumption series Ct is real personal con-
sumption expenditure in chained year 2000 dollar. The output series is real consumption and GDP
1There are 5 shocks in log-linearized system since wage markup wt is fixed at 0 and it does not show up in the
log-linearized model when the steady state inflation is set at 1.
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in chained year 2000 dollar. I convert it to per-capita terms by scaling with the labor force. All
series are passed through the Hodrick-Prescott filter with smoothing parameter 1,600.
3.3.2 Bayesian estimation
Recently, Bayesian estimation methods have become widely used in estimating DSGE model such
as in An and Schorfheide (2007) and Smets and Wouters (2007). Lubik (2009) also applied
Bayesian estimation methods to a search and matching model of the aggregate labor market. I
will use a Bayesian estimation method for the search and matching model discussed above with
sticky price and staggered wage. The state-space form of the log-linearized model is characterized
by the state equation
Xt = A(θ)Xt−1 + B(θ)ζ1,t, (3.23)
where Xt is a vector of endogenous variables, ζ1,t is a vector of innovations, and θ is a vector of
parameters; and the measurement equation is
S t = C(θ)Xt + D(θ)ζ2,t, (3.24)
where ζ2,t is a vector of measurement errors and S t is a vector of observable variables, that is,
S t = 100[∆ log Yt,∆ log ut,∆ log vt,∆ log Ct,∆ log Wt]. (3.25)
ζ1,t and ζ2,t are mutually independent.
Numerical methods are used to find the posterior for inference and for computing integration
of functions of parameter. We can apply the Markov Chain Monte Carlo (MCMC) method to
produce a Markov chain (or a sample of the posterior distribution). One efficient algorithm to
generate the Markov chain is the Metropolis-Hastings algorithm and this paper uses the Random
Walk Metropolis-Hastings (RWMH) algorithm.
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Table 3.1: Prior for the structural parameters
Definitions Parameter Density Mean Std. Dev.
Discount factor β Fixed 0.99 -
Labor elasticity α Fixed 0.67 -
Wage markup w Fixed 0 -
Unemployment benefit b Fixed 0.40 -
Relative risk aversion σ Gamma 1.00 0.10
Separation rate ρ Beta 0.10 0.02
Scaling factor on job matching µ Gamma 0.60 0.10
Match elasticity ξ Beta 0.70 0.15
Demand elasticity  Gamma 10.00 2.00
Scaling factor on price adjustment ϑ Gamma 105.00 20.00
Scaling factor on vacancy creation κ Gamma 0.05 0.01
Elasticity of vacancy creation ψ Gamma 1.00 0.20
Mean of disutility of labor χ Gamma 0.70 0.20
Worker bargaining power η Uniform 0.50 0.25
Wage stickiness θw Beta 0.75 0.10
Indexation to past inflation γw Beta 0.75 0.10
AR-coefficients of shocks ρi Beta 0.90 0.05
Std of shocks σi Inverse Gamma 0.01 1.00
Std of log measurement error σM Inverse Gamma 0.01 1.00
3.3.3 Prior
The priors are reported in Table 3.1. The choice of priors for the Bayesian estimation is based on
the typical values used in calibration studies. I assign share parameters a Beta distribution with
support on the unit interval. I also use Gamma distributions for real-valued parameters and flat
priors for labor market parameter. The details are as follows. I set the discount factor, β, at 0.99
and the labor elasticity, α, at 0.67 as usual. Wage markup wt is fixed at 0 and it does not show up
in log-linearized model when the steady state inflation is set at 1. The unemployment benefit b is
set at 0.40, which is the same as in Shimer (2005) and lower than usual values discussed in other
work. For instance, Gertler et al. (2008) use b = 0.98 in their framework. The reason for us to take
b = 0.40 is that in this paper the overall outside alternative of the worker is b + χtCσt instead of b;
even if b is a small number, b + χtCσt could be relatively large. So, I fix b and assign the mean of
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the disutility of labor, χ, a wide Gamma prior with the mean at 0.70 and a standard deviation of
0.20.
I choose a relatively narrow prior for the intertemporal substitution elasticity, σ, with mean 1
and a standard deviation of 0.1 as in Lubik (2009). According to the analysis in Shimer (2005),
jobs last for about 2.5 years on average, which suggests a quarterly separation rate ρ = 0.1. So I set
the mean exogenous separation rate at 0.1 with a standard deviation of 0.02. In order to match the
observed job-finding rate of 0.7 per quarter (Shimer 2005), I set a prior mean of 0.6 for the scaling
factor on job matching, µ, and a prior mean of 0.7 for the match elasticity, ξ. I follow Trigari (2009)
and set the demand elasticity, , with a mean 10 and a standard deviation of 2. Based on Krause
and Lubik (2007), the scaling factor on price adjustment is set to ϑ = 105 with a standard deviation
of 20. The scale parameter in the vacancy cost function is set to κ = 0.05 with a standard deviation
of 0.01 as in Rotemberg (2008). The mean of the elasticity of vacancy creation ψ is set to 1 with a
standard deviation of 0.50, because in most papers, vacancy creation costs are linear, i.e. ψ = 1.
The parameter η represents the bargaining power of the workers and calibration studies use a
wide range of values. Since I am interested in how much information on η is available from the
data, I have chosen an flat prior for this parameter on the unit interval. I follow Sala et al. (2010)
and set both wage stickiness, θw, and indexation to past inflation, γw, at mean 0.75 with a standard
deviation of 0.1.
The log of measurement error process is a white noise with mean 0 and the prior for its standard
deviation is an inverse-gamma distribution with mean 0.01 and standard deviation 1. The rest of
the exogenous stochastic processes are described by AR(1) processes with a prior mean on the
autoregressive parameters of 0.9 and the innovations as having inverse-gamma distributions with
typical standard deviations.
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3.4 Results
3.4.1 Posterior estimates of the parameters
Table 3.2 reports the estimation results and 90 percent coverage intervals. Some parameter es-
timates stand out. First, the posterior mean of η is 0.08 with a 90 percent coverage interval
[0.07, 0.09], which shifts away from the prior. This implies that workers can only claim a smaller
portion of the surplus than can the firms, therefore the incentive for the firms to create vacancies is
quite strong. This result is close to the values of 0.05 in Hagedorn and Manovskii (2008) and of
0.03 in Lubik (2009). With low bargaining power for workers, the output, employment and wage
respond marginally, while the job creation increases. The argument is that a positive shock, such
as an increasing in productivity, will lead to higher profits. Firms get a large share of the profits
and have a strong incentive to post vacancies. However, because of the low bargaining power of
workers, wage will not change much, which gives little incentive for workers to work more hours
and produce more products. This is important for the volatility of employment fluctuations, which
has been discussed by Cooley and Quadrini (1999).
Table 3.2: Posterior estimates: baseline model
Parameter Prior Posterior Posterior
Mean Mean 90 Percent Interval
ρ 0.10 0.10 [0.09,0.12]
ξ 0.70 0.65 [0.60,0.70]
 10.00 7.00 [5.14,9.37]
ϑ 105.00 120.83 [107.85,134.32]
ψ 1.00 1.48 [1.18,1.69]
σ 1.00 1.00 [0.89,1.10]
κ 0.05 0.04 [0.03,0.05]
θw 0.75 0.46 [0.40,0.51]
γw 0.75 0.59 [0.43,0.72]
η 0.50 0.08 [0.07,0.09]
χ 0.80 0.49 [0.39,0.62]
Second, the recent literature has paid enough attention to the unemployment benefit or the out-
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side option of the worker. The discussion in Lubik (2009) points out that the generic parameter, b,
is not structural per se, but rather a reduced-form coefficient that captures only a part of the outside
alternative of the worker. Its value changes with other components of the outside alternative. In or-
der to get a full picture of this outside alternative, I compute b +χCσ at the posterior mean and find
a value 0.84 with a 90 percent coverage interval [0.72, 0.96], which indicates that a relatively high
outside alternative for the worker is needed to match the data and gives support to the considerably
high outside option argument in Hagedorn and Manovskii (2008).
Third, the posterior distributions of the price adjustment coefficient ϑ, the wage stickiness
coefficient θw, and the indexation to past inflation coefficient γw indicate the presence of sticky
prices and staggered wages. Further discussions and a brief sensitivity analysis will be shown in
the next section.
In most papers, vacancy creation costs are linear, i.e. ψ = 1. Rotemberg (2008) uses a low
value as ψ = 0.2. The estimation results show that the vacancy creation cost function is not linear
and the elasticity posterior mean is 1.48. A suggested explanation in Lubik (2009) is that this high
value could balance potentially “excessive” vacancy created by the high bargaining power of firms.
The estimation results of the other parameters are in line with the values from calibration stud-
ies. The posterior mean of the job separation rate ρ is 0.10 with a 90 percent coverage interval
[0.09, 0.12], which is exactly the suggested value in Shimer (2005). The posterior distributions of
the demand elasticity  is slightly lower than the prior mean and the scaling factor on price adjust-
ment ϑ is a little higher than the prior mean. The posterior distribution of the scaling factor on
vacancy creation κ is basically covered by its prior distribution. The autoregressive coefficients of
the shocks (not reported) are all around 0.90, indicating that the model generates enough internal
propagation to capture the substantial persistence in the data.
3.4.2 Variance decomposition
To investigate the most important driving forces of the business cycle as seen through the model, I
compute the variance decompositions. Selected results are reported in Table 3.3. They show that in
the estimated model, unemployment dynamics are mainly driven by marginal cost and technology
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Table 3.3: Variance decomposition: benchmark model (in percent)
Matching Technology Marginal Cost Labor Output Measure
u 13.24 23.79 61.71 0.00 1.26
v 0.57 27.2 71.03 0.00 1.20
W 0.76 22.25 11.47 46.76 18.76
Y 2.77 84.07 12.90 0.00 0.26
shocks. The marginal cost shock also operates through the job creation as it affects the expected
value of a job. So, the vacancies and wage dynamics are controlled by this shock, especially the
dynamics of vacancies. The output variances are explained almost exclusively by the technology
shock.
Meanwhile, wage dynamics are mainly driven by the labor shocks with technology shock con-
tributing a considerably a small portion of the wage dynamics. It is not surprising that labor shock
matters most for wage dynamics since they directly affect wage through the outside alternative of
the worker. In addition, they appear directly in the wage equation (3.16).
3.4.3 Impulse response analysis
Consider first the dynamic effects of different shocks on vacancies and unemployment. The im-
pulse response functions are depicted in Figure 3.1. Since the variance decomposition shows that
the labor shock has no effect on both vacancies and unemployment, I do not graph the impulse re-
sponse function with respect to this shock. With a one unit increase in the efficiency of the matching
process, unemployment decreases and vacancy posting increases immediately. After the first pe-
riod, the unemployment keeps decreasing and the vacancy posting also decreases. This is because
a positive shock to matching efficiency creates employment and fills vacancies. In the longer term,
both unemployment and vacancy posting impulse responses vanish to zero. With a one unit of
technology or marginal cost shock, the unemployment rate decreases. The first reason is that with
the staggered real wage setting, a larger effective share of the surplus accruing to firms increases
their incentive to create vacancies in response to the shocks. Meanwhile, the wage is rigid and does
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Figure 3.1: Impulse response of unemployment and vacancies
not change a lot immediately after shocks in our baseline model, which makes posting vacancies
very attractive to firms but less attractive for workers to fill these job offers. The second reason is
that the introduction of price stickiness creates a more gradual adjustment within the labor market
because of more persistent consumption and output under price rigidity. Both interpretations ex-
plain the considerably smaller changes in unemployment than the changes in vacancies after the
shock.
In Figure 3.2, I compare the impulse response functions of vacancies for the baseline model
with and without price and wage rigidity. It is clear that the initial responses of vacancies are higher
under the baseline model than the model without price and wage rigidities, which coincides with
our previous argument that firms are more willing to post jobs when there is rigidity. Meanwhile,
we can see that the impulse responses of vacancy posting from the model without price and wage
rigidity are relatively close to the impulse responses of vacancy posting in the baseline model. The
reason is that both models apply the Nash wage bargaining and the estimations from both models
give low bargaining power to workers, which leads to sizable changes in vacancy posting in both
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SPSRW: baseline model with Sticky Price and Stagger Real Wage.
No SPSRW: baseline model without Sticky Price and Stagger Real Wage.
Figure 3.2: Impulse responses of vacancies under two models
models.
The impulse response functions for wages are depicted in Figure 3.3. Based on the baseline
model, which includes the staggered real wage, all shocks produce hump-shaped wage responses.
With a positive shock to the efficiency of the matching process, workers who are seeking for a job
are more likely to find a job. Meanwhile firms need to pay more to attract workers, which leads
to an increase in real wage. With a positive shock to technology, the real wage is procyclical and
increases in booms. The positive response of wages to a one unit shock in marginal cost indicates
a positive relationship between these two and this relationship is mainly determined in the optimal
bargaining wage setting process. However, wage rigidity makes the dynamics of wage change
relatively small immediately after the shock, which, however, gradually increase in the next few
periods. With a positive shock to leisure, workers dislike work more and require higher returns
from working, which explains the increase in wage. Moreover, comparing with the model without
real wage rigidity, the introduction of the staggered real wage reduces the volatility of the real wage
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SPSRW: baseline model with Sticky Price and Stagger Real Wage.
No SPSRW: baseline model without Sticky Price and Stagger Real Wage.
Figure 3.3: Impulse response of wages with respect to different shocks
and strongly increases the incentive for firms to hire workers. The effect of measurement shocks
on wage is immediate and does not last long in both models.
3.5 Model sensitivity and summary statistics
3.5.1 Model sensitivity
The posterior mean of the scaling factor on price adjustment ϑ is 107.82 with a 90 percent coverage
region of [120.83, 134.32], which is slightly higher than in Krause and Lubik (2007). To test the
sensitivity of the model with respect to the value of this factor, I set ϑ at 1 and then estimate the
model. This experiment shows that the marginal likelihood drops from -419.01 in the baseline
model to -497.99 in this model almost without price rigidity. The introduction of price stickiness
creates a more gradual adjustment within the labor market because of the interaction of prices with
labor market variables.
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The posterior mean of wage stickiness θw is 0.46 with a 90 percent coverage region of [0.40, 0.51].
Therefore, this wage stickiness coefficient is different from 0, meaning that about a half of the work-
ers can renegotiate their wages each period. The posterior mean of the indexation to past inflation
γw is 0.59 with a 90 percent coverage region of [0.43, 0.72]. Therefore, the price changes index
not only to lagged inflation, but also to steady-state inflation. An experiment setting both θw and
γw to 0 shows that the marginal likelihood drops from -419.01 in the baseline model to -508.67 in
the model with θw and γw fixed. Both experiments of price rigidity and staggered wage negotiating
parameters indicate that the introduction of price stickiness and staggered wage is important for the
overall fit of the model.
3.5.2 Business cycle statistics
Shimer (2005) pointed out that MP models fail to account for the observed business cycle fre-
quency fluctuations in unemployment and job vacancies, given shocks of plausible magnitudes.
These variables are at least 10 times more volatile in U.S. data than in the MP model. In ad-
dition, unemployment is countercyclical whereas vacancies are procyclical or the two variables
demonstrate a Beveridge curve. To show how well our estimated model matches the unconditional
second moments of the data, I compute various statistics both from data and from simulations of
the estimated model with parameters set at their posterior means. The statistics are listed in Table
3.4.
Table 3.4: Summary statistics
Second Moments Data Baseline Model Baseline Model Without
Price and Wage Rigidities
σ(y) 1.57 1.54 1.68
σ(u)/σ(y) 7.34 6.47 6.38
σ(v)/σ(y) 9.23 9.53 7.93
ρ(u, v) -0.87 -0.44 -0.38
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The model matches these statistics reasonably well. The relative standard deviation of output,
vacancies and unemployment are close to these of the data. The estimated model is less successful
at capturing the high negative correlation between unemployment and vacancies in the data, the
so-called Beveridge curve.
3.6 Conclusion
I estimate a search and matching model with sticky price and staggered wage negotiation on aggre-
gate data using a Bayesian method. The structural estimation of the full model allows us to assess
the viability of the model as a plausible description of labor market dynamics, taking into account
all moments of the data and not just selected covariates.
The contribution of this paper is that it answers three questions. (i) Is the price stickiness
or the staggered wage plausible? (ii) What is the proper value of unemployment benefit? and
(iii) What is the worker’s power in Nash wage bargaining? To answer the first question, I have
studied the marginal likelihood of the baseline model and the model without price stickiness and
staggered wage. The results shed light on the importance of sticky prices and staggered wages as
they allow firms to benefit from increasing employment in a boom. To answer the second question,
I analyze the composition of the outside alternatives to worker in this particular model and compute
its mean and 90 percent coverage interval based on the posterior distribution, which indicates that
a relatively high outside alternative for the worker is needed to match the data and gives support to
the considerably high outside option argument in Hagedorn and Manovskii (2008). To answer the
third question, I assign a flat prior for the bargaining power parameter on the unit interval and get a
low bargaining power for workers from the data. The findings in this paper are broadly consistent
with the recent literature and would support continued use of the search and matching framework
with sticky price and staggered wage negotiation to analyze aggregate labor market issues.
3.7 Appendix 3A: General equilibrium
I derive a system of equations for 9 variables
177
1. The flow of employment function
nt = (1 − ρ)[nt−1 + vt−1q(θt−1)].
2. The production function
Yt = Atnαt .
3. The optimal pricing function
1 − ϑ(pit − pi)pit + Etβt+1
[
ϑ(pit+1 − pi)pit+1 Yt+1Yt
]
= (1 − ϕt).
4. The optimal vacancy setting function
κvψ−1t
q(θt)
= (1 − ρ)Etβt+1
αYt+1nt+1 ϕt+1 − wt+1 + κv
ψ−1
t+1
q(θt+1)
 .
5. The optimal bargaining wage setting function
W∗t = η(α
Yt
nt
ϕt + κv
ψ−1
t θt) + (1 − η)(b + χtCσt ).
6. The staggered wage function
Wt =
[
(1 − θw)(W∗t )1/(
w
t −1) + θw(Wt−1piγwt−1pi
1−γw)1/(
w
t −1)
]wt −1
.
7. The resource constraint
Yt = (Ct +
κ
ψ
vψt )Mt.
8. The job market tightness identity
θt =
vt
ut
.
178
9. The employment identity
nt = 1 − ut.
3.8 Appendix 3B: Log-linearized system
The log-linearized system is summarized as follows:
1. The flow of employment function
nˆt = (1 − ρ)[nˆt−1 + vµθ
−ξ
n
(vˆt−1 + µˆt−1 − ξθˆt−1)].
2. The production function
Yˆt = Aˆt + αnˆt.
3. The optimal pricing function
pˆit = βEtpˆit+1 +
 − 1
ϑ
ϕˆt.
4. The optimal vacancy setting function
(ψ − 1)vˆt + ξθˆt − µˆt = σ(Cˆt − Cˆt−1)
+β(1 − ρ) µθ
−ξ
κvψ−1
Et[α
Y
n
ϕ(Yˆt+1 − nˆt+1 + ϕˆt+1)]
+β(1 − ρ)Et[(ψ − 1)vˆt+1 + ξθˆt+1 + µˆt+1]
5. The optimal bargaining wage setting function
Wˆ∗t =
1
W
{
ηα
Y
n
ϕ(Yˆt − nˆt + ϕˆt) + ηκvψ−1θ[(ψ − 1)vˆt + θˆt]
}
+
1
W
{
(1 − η)χCσ(σCˆt + χˆt)
}
.
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6. The staggered wage function
Wˆt = (1 − θw)Wˆ∗t + θw(γwpˆit−1 + Wˆt−1).
7. The resource constraint
Yˆt =
C
Y
Cˆt +
κ
Y
vψvˆt + Mˆt.
8. The job market tightness identity
θˆt = vˆt − uˆt.
9. The employment identity
nˆt = −unuˆt.
.
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