ABSTRACT Community plays an important role in shaping a network. Quantitatively interpreting a community is necessary for graph generalization which is used for privacy preserving, summarization, and dimensionality reduction in social network mining. However, there are few works in community detection focusing on making sense of the identified communities. In this paper, we study communities in the social media context and investigate structure-based communities from the perspective of community topical homophily. We train Latent Dirichlet Allocation topic model to capture the topics in the aggregated tweets of each user in a community and propose new distance metrics to quantify the topic similarity of individual users, cliques, and communities. By building a Twitter topic modeling system to interpret the communities identified by two community detection algorithms in a large scale Twitter topology, we discover evidence that Twitter users in a community show common interests in general. The major contributions of this paper lie in that it verifies the topical homophily in structure-based social media communities and proposes new metrics to quantitatively label the degree of the homophily and describe the theme of the communities.
I. INTRODUCTION
In the book ''Tribes: We Need You to Lead Us'', Seth Godin wrote, ''For millions of years, human beings have been part of one tribe or another. A group needs only two things to be a tribe: a shared interest and a way to communicate''. Today's social media has accelerated the formation of virtual tribes by providing new channels of communication. Twitter is such a platform exploited by people sharing common interests to build online communities. In fact, an online communities can be either explicit or implicit. People join explicit communities by specifying their memberships and form implicit communities by following and friending others.
Extensive research has been carried out on community detection algorithm design and evaluation to discover hidden communities in a network and measure the goodness of the discovered communities. Existing community detection algorithms can be generally divided into topic-based approaches and structure-based approaches. Only few research efforts fall in the topic-based approach which groups individuals sharing common topic interests into a community, thus generating communities that are topically homogenous. However, a topic-based community usually does not reflect community structure and there might be minimum interaction among users in the same topical community. On the other hand, the widely studied structure-based approaches define a community as an internally well-connected and also externally well-separated structure [1] , [2] . The goodness of a structurebased community is usually measured by topology-related metrics, such as modularity, conductance, triangle participation ratio, etc. However, it is not clear how to make sense of the identified communities and there exists little effort on the interpretation of the structure-based communities.
Nevertheless, identifying communities is only the first step and further inspections to make sense of the communities are necessary for understanding the functional and dynamic role communities playing in a complex system. In addition, quantitatively interpreting a community is necessary for graph generalization, which represents a community as a supernode in the generalized graph. As mentioned in [3] , it is desirable to not only group users that have high degree of similarity into one community but also preserve the community structure of the graph. Generalization has been used for privacy preserving, summarization, and dimensionality reduction in social network mining.
In this paper, we study communities in the social media context and investigate each identified structure-based community from the perspective of the topic homogeneity of users in the community. More specifically, we ask the following question, ''Do people on social media who form hidden structure-based communities share common interests?'' A straightforward approach to quantify the interest of a social media user is to manually parse all the tweets from the user, which is infeasible for a network consisting of a large amount of users. We explore topic models for this purpose and choose Latent Dirichlet Allocation (LDA) model to discover the distribution of topics in the aggregated tweets of a Twitter user. More specifically, we train the LDA model with Wikipedia corpus and set the number of topics to 25, 50, 75, and 100 respectively, then use the trained models to transform the aggregated user tweets into vectors of n-dimensional topic probability distributions, where n is the number of topics in the model. Furthermore, for any pair of Twitter users in the same community, we quantify their topic distance by calculating Jensen Shannon distance of their topic probability distribution vectors. The Jensen Shannon distance gives us a close approximation of how similar the user tweet documents are according to the topics in the trained models and provides us a way of inferring how common the interests of two users are. In terms of discovering hidden communities in a network, we apply two community detection algorithms, a clique based algorithm called Clique Augmentation Algorithm [4] and a network coding and random walk based algorithm called Infomap [5] , on a large-scale Twitter follower topology.
A challenge in topic modeling is to train the model well. In order to verify the quality of our trained LDA models, we inspect the topic structures identified by our models. Topic structure visualization shows that our trained models generate coherent words for a topic and capture the major topics for a user. Moreover, we propose new topic similarity measurements called internal and external similarity to quantify the user topic similarity at user-level, clique-level, and community-level. Our experimental results find clear cut between the interest of users in the same clique/community and users in random groups across all levels for the majority of the cases. The results show that the Clique Augmentation Algorithm and Infomap can detect hidden communities that show strong community themes. It also confirms our assumption that user forms community because they share interest is valid. In addition, we discover many interesting unknown relationships and interests among groups of people in social media.
The contribution of this work are three folds:
• We propose a systematic approach to study the interpretation of structure-based communities from the perspective of user-level, clique-level, and community-level interests.
• We build a Twitter community topic modeling system and show the feasibility of user topic modeling in Twitter context.
• We show quantitative evidence that users in hidden cliques and communities in Twitter demonstrate strong common interests. The remaining of the paper is organized as follows: Section 2 introduces the LDA model and the architecture of our Twitter community topic modeling system. Section 3 shows the experimental results and section 4 gives a brief review of work on community detection and topic modeling. Section 5 concludes the paper and outlines our future work.
II. TWITTER COMMUNITY TOPIC MODELING FRAMEWORK
In this section, we first briefly introduce topic modeling then present the architecture of our Twitter community topic modeling system.
A. TOPIC MODELING
In general, topic modeling is to use generative statistical models to analyze the words in a collection of documents to discover the hidden semantic structure in these documents. The model we choose is the well-known statistical topic model, Latent Dirchlet Allocation (LDA) [6] , [7] . In LDA model, the hidden semantic structure includes:
• a list of topics, i.e., the topics occurring in the collection of documents
• the per-topic word distribution ϕ for a specific topic, i.e., the list of words in a topic and the probability of a word appearing in a topic
• the per-document topic distribution θ for a specific document, i.e., the probability that a document covers each topic,
• the per-document per-word topic word assignments z, i.e., the topic for a word in a document. In other words, LDA represents documents as random mixtures over latent topics that generate words with certain probabilities. It assumes that each document in a collection of documents is generated with the following generative process:
1) Choose the length of the document N as N ∼ Poisson(ξ ) 2) Choose topic distribution for the document θ as θ ∼ Dir(α) 3) Generate each word in the document by: a) choose a topic t for the word with z ∼ multinomial(θ ) b) choose a word in the topic t with w ∼ multinomial(ϕ t ) where ϕ t ∼ Dir(β). Assuming this generative model for a collection of documents, the central computing problem for LDA is to inspect the observed collection to find the hidden topic structure that is most likely to generate the collection, that is, to figure out the latent variables φ, θ , and z. In addition, the above LDA model is conditioned on three parameters, α and β, and k, where α is the parameter of the Dirichlet prior on the per-document topic distribution, β is the parameter of the Dirichlet prior on the per-topic word distribution, and k is the number of topics covered by the collection of documents. Figure 1 illustrates the architecture of our Twitter community topic modeling system. Our system contains five modules, preprocessing, training, model, analysis, and visualization, as described below:
B. SYSTEM ARCHITECTURE
Preprocessing: this module preprocesses the collection of documents by removing stop words, urls, and short articles. Preprocessing of training documents produces a corpus containing a list of (document id, word id, and word frequency) tuples for each document in the training set, and a dictionary containing a list of words appearing in the corpus and their ids. In our experiments, we use wikipedia corpus as training set. Preprocessing of documents of interest produces a bag of words which is basically a list of word id and word frequency in the document. In our system, each document of interest is the aggregated tweets from one single user. Since the rich data set of tweets are generally noisy, ambiguous, unstructured, and ungrammatical, preprocessing the tweets is a crucial step. To filter the noises from the tweets, we adopt linguistic processing, remove stop words, urls, and hashtag (#), and remove non-english languages. Furthermore, we perform lemmatization. For example, hire, hiring, hired in user tweet will be changed to hire and marked with noun or verb based on the context.
Training: this module trains the LDA model with the training corpus. We adopt the Python gensim [8] implementation of the LDA model and use Wikipedia corpus as the training corpus. The output of this module is a list of topics and the topic word distribution, which is the probability distribution of words for each topic. This topic structure can then be used to discover the topics in a user's aggregated tweets. As stated in the model section, there are three parameters α, β, and k associated with the model. α controls per document topic distribution, and a higher α value causes a document to contain a mixture of more of the topics. β controls per topic word distribution, and a higher β value causes a topic to contain a mixture of more words. k is used to specify the number of topics that we would like to discover. In this paper, we use the default α and β values in the gensim implementation and experiment with k as 25, 50, 75, and 100 topics respectively.
Model: this module uses the trained LDA model to reveal the topic distribution of a given users' aggregated tweets. The model outputs the topic distribution of the specific user.
Analysis: this module determines and labels topics by checking the distribution of words for each topic, quantifies the distance between the topic distribution vector of every pair of users, and calculates the topic distance between users in the same community and in different communities. The finding from the analysis can help interpret the topic interest of any specific user and tag communities which consist of users with coherent interests with a set of community themes. The community structures are given as an input to this module.
Visualization: this module visualizes the topic word distribution revealed by the LDA model with LDAVis tool, illustrates the topic distribution of a specific twitter user, demonstrates the distances between pair of users in the same community and in different communities.
III. EXPERIMENTAL RESULTS
In this section, we present our observations on the topic similarities of users in structure-based communities. We start with the description of the Twitter communities, user tweets, and training corpus we collected and processed for the experiment, then demonstrate the quality of our trained LDA model. Subsequently, we introduce the term internal topic similarity and external topic similarity measured with Jensen Shannon Divergence to quantify the topic similarities at user-level, clique-level, and community-level. Furthermore, we compare the topic similarity among users in a clique versus users in a community of the same size. Lastly, we evaluate the impact of the number of topics of the LDA model on the topic similarity of users.
A. DATA SETS 1) Community
The communities we use in this paper are produced by applying two community detection algorithms on the same Twitter topology, a Twitter user follower topology we collected over a 3-month period in summer 2013. The topology contains 190, 520 users and 1, 001, 528 undirected edges. The two community detection algorithms are Clique Augmentation Algorithm(CAA) [4] and InfoMap [5] . CAA is a clique based algorithm and Infomap is based on network coding and random walk, therefore the communities produced by these two algorithms are different. We consider users with less than five tweets on their timelines inactive users and communities of size less than 5 active users are omitted. As a result, we observe 1883 CAA generated communities covering 24, 146 unique users and 8526 communities identified by Infomap covering 153, 216 unique users.
2) User Tweets
For each user in the communities, a maximum of 3, 200 of his most recent tweets are downloaded from the user's timeline due to Twitter's limitation on the number of extracted tweets for each user. The average amount of tweets downloaded for all unique users is 1, 462. The tweets are then pre-processed by removing hashtag, URL, and @ sign. All tweets from one user are aggregated into one document.
3) Training data
The corpus used to train an LDA model is the entire collection of articles in the English Wikipedia which was downloaded from [9] in May 2016. The collection contains over 5 million articles. The corpus was filtered using a stop word list [10] of non-descriptive and vulgar words. Articles shorter than 50 words were omitted and words in the corpus were tokenized using a lemmatization engine and a part of speech tagger. Words that are less than 2 characters or more than 15 characters in length are omitted from the corpus. A dictionary, containing words and their ids is derived from the corpus. The Wikipedia dictionary is filtered to 170,000 words that occur in no less than 5 and no more than 50% of the articles in the corpus. 
B. MODEL PERFORMANCE
We train the LDA model by setting the number of topics to 25, 50, 75, and 100 respectively. As can be seen clearly in Figure 2 and Figure 3 , our trained models generate coherent words for each topic and can be used to reveal the interest of a Twitter user through his aggregated tweets. Figure 2 visualizes the topic structure in the trained model for 50 topics using the LDAVis tool where topic 13 is the example topic. It is clear that all the words in this topic are tightly associated with law enforcement. Other topics also show similar coherence. Figure 3 shows the topic-word distribution of a Twitter account which is a bankruptcy lawyer firm. Interestingly, its two two peak topics, topic 13 and topic 21, are for law VOLUME 6, 2018 enforcement and economy respectively. It is obvious that these two topics fit the interest of the user as a bankruptcy lawyer very well.
C. JENSEN-SHANNON DIVERGENCE (JSD)
We use Jensen-Shannon Divergence [11] to measure the similarity of the topic distribution of two users. Given two probability distribution vector P and Q, their Jensen-Shannon Divergence (JSD) is defined in Equation 1. The square root of the Jensen-Shannon divergence is often referred to as JensenShannon distance. In our experiment, each user's interest is represented by a topic probability distribution vector calculated by the Wikipedia corpus trained LDA model. The smaller the JSD between the topic probability distribution of two users is, the more common interests the two users share.
JSD(P, Q)
= 1 2 D(P, M ) + 1 2 D(Q, M ), where M = 1 2 (P + Q) and D(P, Q) = i P(i)ln P(i) Q(i) 0 ≤ JSD(P, Q) ≤ ln(2)(1)
D. INTERNAL TOPIC SIMILARITY VS. EXTERNAL TOPIC SIMILARITY
Internal topic similarity and external topic similarity can be measured at individual user, clique, and community level. We define user-level internal topic similarity to be the average JSD between a user and all other users in the same clique or community respectively. To calculate user-level external topic similarity, we first choose a number of random users not in the same clique or community as the user, then calculate the average JSD between the user and all the randomly chosen users. In order to compare fairly, the number of random users we choose is the same as the size of the clique or community. Clique-level and community-level internal and external topic similarity are defined to be the average of user-level internal or external topic similarity of all users in the same clique or community respectively. Figure 4 demonstrates the user-level internal and external topic similarity for a specific user. The community this user belongs to is identified by the CAA algorithm. x-coordinate is the id of users in the same community as the user of interest, y-coordinate is the internal (blue) or external (green) topic similarity. In this example, there are 23 users in this community. It is clear that randomly chosen users have higher JSD than users in the same community as the user of interest. The user level internal and external topic similarity of the majority of users show similar patterns. However, we do observe outliers which shows less internal topic similarity than external topic similarity. By scrutinizing the structurebased community the outliers belong to, we find sometimes the unexpected behavior is due to the lack of shared interest of the specific community while other times it is caused by the choice of random users. Therefore, we further measure the clique-level and community-level topic similarities to show that the unexpected behaviors are not dominating cases. Figure 5 demonstrates the clique-level internal and external topic similarity. Since Infomap does not grow communities from cliques, we can only show the results for CAA. x-coordinate is the id of a clique (totally 1,883 cliques analyzed), y-coordinate is the internal (blue) or external (green) topic similarity of the clique. As we can see, there exists clear evidence that the majority of the cliques show lower average distance thus stronger stronger interest among its users than random users. Another observation is that the majority of cliques have internal topic similarity below 0.2. This indicates strong interest among users in the same clique. It also validates the effectiveness of our trained topic model. Figure 6 and Figure 7 compare the community-level internal and external topic similarity for communities of different sizes generated by both CAA and Infomap where x-axis is the community id and y-axis is the internal (green) and external (blue) topic similarity. Anthropologist Dunbar [12] suggests that the size of communities with strong ties in both traditional social networks and Internet-based social networks should be limited to 150 (called Dunbar's number) because of human's cognitive constraints and time constraints. Large communities of size over 150 people contain weak connections among their members and are therefore not stable. Therefore we report the community-level topic similarities of communities of size between 4 and 150 and communities of size above 150 separately. Again, as the clique-level topic similarity, it is clear that users in the same community share stronger interest than random users for the majority of communities of size between 4 and 150. The majority of communities have internal similarity below 0.2. This validates the communities identified by both CAA and Infomap have both good community structure and strong community themes. We also manually inspect identified communities and are able to interpret many interesting communities such as Sedona sightseeing community, Craft Beer community, and many social bot communities. Another interesting observation is communities of size between 4 and 150 identified by CAA have slightly lower internal similarity than communities of size range identified by Infomap. In addition, the community level internal topic similarity for communities of size greater than 150 is higher for communities in size between 4 and 150. Nevertheless, we discover an unexpected behavior where both algorithms identified communities of size greater than 150 achieving rather low community-level external topic similarity. Further experiment needs to be carried out to understand this behavior.
E. CLIQUE VS. COMMUNITY Figure 8 illustrates the comparison between cliques and communities where x-axis is the clique/community id and y-axis is the internal similarity for the clique and the community resultant from the clique. Intuitively, since the size of the community resultant from a clique is larger than the clique, and users chosen into the communities have looser connections than users in the clique, we expect community internal topic similarity is higher than the clique internal topic similarity while there is no big difference between these two measurements. It reinforces the performance of the community detection algorithms CAA in terms of finding meaningful communities.
F. THE EFFECT OF THE NUMBER OF TOPICS
To evaluate the consequences of the number of topics, that is parameter k in LDA model, we choose k as 25, 50, 75, VOLUME 6, 2018 and 100 and train four LDA models then calculate the average community level internal topic similarities and external topic similarities across all communities identified by CAA algorithm. Figure 9 shows the average internal vs. external topic similarities measures as JSD divergence for all four topic numbers. We can see that as the number of topics increases, the average JSD for both internal and external distance increase which indicates the decrease of internal and external topic similarity. This is intuitive since as topic number increases, a topic in a model with less topics might be further divided into two or more topics in a model with more topics. The figure also clearly states that average communitylevel external topic similarities are consistently lower than their internal counterparts across all four models.
IV. RELATED WORK
Community detection algorithms can be grouped into structure-based or topic-based approaches. The majority of community detection algorithms in literature are structurebased. [1] , [13] are survey papers which compared existing community detection algorithms for discovering both disjoint and overlapping communities and proposed a spectrum of metrics which measure the structural property of the identified communities, such as density, clustering coefficient, conductance, and triangle participation ratio. An interesting conclusion in [1] was that community detection algorithms with good structural properties do not necessarily yield ground-truth communities [14] . Our paper is different since we evaluate communities with their topic interest, not with the ground-truth information.
Few work falls in the topic-based category which generates communities that are topically similar. Reference [15] proposed a generative model to discover communities based on topics, social graph topology, and nature of user interactions. It used the modularity to measure the goodness of their communities. Reference [16] proposed an efficient structurebased approach for detecting communities that share common interests on Twitter starting from celebrities representing an interest category. Reference [17] proposed a Bayesian generative model for community extraction which considered both the network topology and user topic to generate communities that are well-connected and also topically meaningful. However, the dataset was relatively small with only 151 users and the algorithm identified only 8 communities.
Reference [18] incorporated community discovery into topic analysis in the text-associated graphs to guarantee the topical coherence in the communities so that users in the same communities are closely linked to each other and share common latent topics. The dataset was small and the number of topics were pre-defined. For Twitter, they only collected Obama and there are only 1,023 users. For DBLP, each user was categorized into data mining, databases, machine learning, and information retrieval. Our study handles larger dataset without any a priori knowledge of the topics. Reference [20] proposed to group the users sharing the same interests by analyzing their textual posts. In addition, they added sentimentanalysis to distinguish users with a positive opinion and negative opinion, called polarities. They applied Principal Component Analysis to find the principle components, called interest center and used k-mean clustering algorithms to cluster the users based on their distance to principle components. This is different from our research since we are not proposing any algorithm for clustering users. Reference [24] proposed a LDA-based model to detect user topics based on their tweets then created the topic graph also called semantic graph where the weight was the topic similarity of two users, then applied existing community detection algorithm to find the community in the topic graph. The evaluation was weak since it was not clear how to evaluate their topic based communities and the paper only demonstrated the topics in one community.
Another group of related researches study the feasibility of topic modeling of Twitter data. Reference [22] proposed and compared several tweets aggregation schemes to train the topic model. Reference [21] applied LDA topic model to the follower graph of a social network, in order to label the nodes and the edges in the graph with multiple topics. It is different from traditional LDA which is applied on documents to find the topics in the documents. Reference [25] addressed the problem of friend recommendation and service recommendation with a framework that exploits homophily to establish an integrated network linking a user to interested services and connecting different users with common interests. It defined homophily as ''people with similar interest tend to connect to each other and people of similar interest are more likely to be friends.'' Our work is to verify whether homophily exists in the opposite direction, that is, whether people who form communities on social media share common interest or not.
V. CONCLUSIONS AND FUTURE WORK
This paper presents a new methodology using topic modeling to verify structure-based communities based on whether their members share strong common interest or not. We propose new metrics such as internal and external topic similarity of clique and community to quantify the degree of common interests among their members. The results show that the clique based clique augmentation algorithm and infomap algorithm can detect hidden structure-based communities that show strong community theme. It also gives evidence that the assumption that user forms community because they share interest is valid. For future work, we would like to investigate more with topic models by using Twitter data as the training corpus. Furthermore, [26] pointed out that traditional LDA does not fit Twitter data very well so we plan to investigate other LDA variations. We will also compare different community detection algorithms in terms of their capability of identifying communities consisting of users with similar interests. 
