Abstract. In the paper we present a method that allows an extraction of singleword terms for a specific domain. At the next stage these terms can be used as candidates for multi-word term extraction. The proposed method is based on comparison with general reference corpus using log-likelihood similarity. We also perform clustering of the extracted terms using k-means algorithm and cosine similarity measure. We made experiments using texts of the domain of computer science. The obtained term list is analyzed in detail.
Introduction
Automatic term extraction is an important task in the field of natural language processing [1] . Even preliminary term extraction with certain degree of errors for further manual processing is very useful. Extracted terms can be used, for example, in ontology construction, information retrieval, etc.
Manual term extraction is possible but it relies on human knowledge of an expert, so, this process is expensive and very slow. Another important consideration is that the extracted terms would be subjective [9] , i.e. the experts would have different opinions, while the automatic processing is more objective though it depends on the availability of the corpus data.
Traditionally, the investigations on term extraction are focused on extraction of multi-word terms. POS tagging and various parsers, as well as statistical methods are used in this task [6] . In this case, the main purpose of the statistical methods is the evaluation of the strength of connection between words in multi-word terms.
In our opinion, this task should be separated into two steps. At the first step, we detect most probable single words that are candidates for being terms in a specific domain. At the second step, we can apply techniques for multi-word term extraction for obtained single-word terms.
In this paper, we present a method that corresponds to the first step of term extraction (single-word terms extraction) and corresponding experiments for Spanish language. We also perform automatic clustering of terms.
Further in the paper we first describe the method, then present detailed results of our experiments and discuss them, and finally conclusions are drawn.
Description of the Term Extraction Method
The proposed method is a modified version of the method presented in [8] for Chinese language. The input data are texts from a specific domain: in our experiments we used texts of the domain of computer science. Also, some general reference corpus should be used for comparison. It is expected that the reference corpus is rather big because otherwise we will not be able to filter out general words of the domain corpus.
The general idea is related to comparison of weighted frequencies in the two corpora: if a word appears much more frequently in the domain corpus, it is a probable term. Note that in [8] it is stated that log-likelihood comparison gives better results than more traditional tf-idf based comparison.
There are two main stages during the whole processing: preprocessing and proper term extraction using log-likelihood.
We modified the method [8] in the following aspects: it is applied to IndoEuropean language (Spanish) with corresponding changes in preprocessing; we do not use any enrichment with additional resources (for example, WordNet) that is important part of the original method; we changed the formula for calculation of the log-likelihood similarity: instead of using more traditional log-likelihood test, we calculate the log-likelihood based distance [7] , [2] . Note that this distance measure was precisely developed for comparison of corpora. We also was obliged to add an additional step in the calculations that distinguishes the domain terms as compared to possible words from the general corpus with the same properties, see Formula 4.
Several operations are performed at the preprocessing step. First we tokenize the texts. Then all words are changed to the unified register. We ignore punctuation marks, special symbols, and numbers; all words are lemmatized using freely available lemmatizer for Spanish developed in our laboratory. We filter out auxiliary words: prepositions, articles, auxiliary words, etc.
For calculation of weights of words we used the following formula [7] . As the result of application of this formula, all words in the domain corpus are assigned weights.
Another important step in the algorithm consists in the following. Note that Formula 1 cannot distinguish to which of the two corpora the term belongs, i.e. Formula 1 is symmetrical for both corpus. We should somehow correct this situation because we are searching terms specifically in the domain corpus, and not all words with similar properties. So, we add an additional condition: we take into account only terms that satisfy Formula 4, i.e. their relative frequency is bigger in the domain corpus than in the reference corpus. If this condition is false, then we discard the word as a possible term: in our case, we multiply its weight by -1. 
After application of Formula 4, some words of the domain corpus will be discarded as possible terms: their weight will be negative. See an example given in Table 1 . It can be seen that the word software has very high weight. At the same time, though the word sol (sun) also has rather high weight, it is discarded because its relative frequency in the reference corpus is greater than in the domain corpus.
After application of this processing we have a list of words from the domain corpus ordered by their weight. Still, the question remains what is the value of the threshold for selection of the upper part of this list. For the moment we use the empirical value for this threshold, see below.
Experiments and Discussion
In our experiments we used the following data (in Spanish). We used issues of the Excelsior newspaper (Mexico, 1990s) as a general reference corpus, total 1,365,991 running words. We used texts related to computer science loaded from Wikipedia as a domain corpus, for example, articles about informatics, software, programming, etc. Totally we used 26 articles that contain 44,495 words.
After several experiments, we decided empirically to use threshold of 270 elements for the selection of the terms with the highest weight. In the paper [8] , threshold of 216 terms was selected, but they also used additional analysis of relations in Chinese analogue of WordNet.
After extraction of terms and selection of the set of high scored terms, we cluster them using standard k-means algorithm. Note that k-means algorithm needs a manual selection of number of classes for clustering. For calculating of the similarity during clustering we used the standard cosine measure calculated over tf-idf values. We used an empirical threshold of 19 classes for this algorithm.
An interesting question arises if verbs should be part of the list of terms because in technical writing verbs are often lexical functions to the corresponding nouns. For example, for a noun program the lexical function Oper 1 will be design (a program) or develop (a program), see [5] . Similar question arises for nouns derived from the corresponding verbs, e.g., development. For the moment, we decided to exclude verbs for evaluation of results, but leave the derived nouns.
Results of one of the experiments are presented in Table 2 . The words are clustered using k-means algorithm. The first word in the cell is the centre of the class. Some words were extracted in English, like, for, to, DAQ, etc., i.e. in the form they were represented in the source texts. The extracted words belong to various fields of computer science: programming, bioinformatics, electronics, etc.
In the table, we stroke out the words that are clearly errors of the term detection algorithm. Some of these errors can be easily corrected, like, to or etc. We also underlined verbs, which we do not take into account.
If we have a look at the obtained list, it can be easily seen that it has many words that are terms of science in general, like analysis, model, science, theory, etc. We marked these words with italic. It is not clear if these words are errors of the method or not. Since we make comparison with general reference corpus, we do not have the possibility to distinguish them from more specific terms. On the other hand, it seems very plausible that we can detect them if we also make a comparison with a domain corpus of other scientific field. Some words that were absent in the dictionary of the system of the morphological analysis appear as two morphological forms, e.g. genoma and genomas (genome, genomes). Note that usually they belong to the same cluster that is an additional proof of the correct functioning of the clustering algorithm.
The next step is evaluation of the obtained results. As usual in case of term detection and classification, evaluation is not trivial since there are no gold standards. This is an objective situation due to the fact that term extraction is really subjective.
In the paper [8] , after manual evaluation of results, it is reported around 70% of precision.
We evaluate our results using the following calculations. Totally we obtained 270 terms, form these terms there are 31 verbs (underlined), i.e., there are 239 left. There are 19 errors that clearly are not terms of the domain (stroke out). Thus, we obtain precision of (239-19)/239=92.5%. If we consider terms of general science (48 terms) as errors, then we get the following precision (239-(19+48))/239 = 72%. Calculation of recall would be even more subjective; some domain dictionary might be used for this; still, the compilation of this dictionary keeps being subjective and does not guarantee its completeness.
Conclusions
In the paper we presented the method that allows for extraction of single-word terms. We consider that this can be the first step for multi-word term extraction. The proposed method is based on comparison with general reference corpus using loglikelihood similarity that is used for corpus comparison. In addition, we perform term clustering using k-means algorithm and cosine similarity measure.
We made experiments using texts of the domain of computer science. We analyzed in detail the obtained term list. Our results show precision of 92.5% using manual evaluation if we consider general scientific terms as correct ones and 72% if we consider them as errors.
As the main direction of future work we would like to mention:
• Comparison with various corpora for filtering terms that belong to domain of general science.
• Comparison of various log-likelihood measures.
• Extraction of multi-word terms using the extracted single-word terms as the candidates.
