A two-player one-round binary game consists of two cooperative players who each one replies by one bit to a message that receives privately; they win the game if both questions and answers satisfy some predetermined property. A game is called entangled if the players are allowed to share a priori entanglement. It is well-known that the maximum winning probability (value) of entangled XOR-games (binary games in which the predetermined property depends only on the XOR of the two output bits) can be computed by a semidefinite programming. In this paper we extend this result in the following sense; if a binary game is uniform, meaning that in the optimal strategy the marginal distributions of the output of each player are uniform, then its entangled value can be efficiently computed by a semidefinite programming. We also introduce a lower bound on the entangled value of a general two-player one-round game; this bound depends on the size of the output set of each player and can be computed by a semidefinite programming. In particular, we show that if the game is binary, ωq is its entangled value, and ω sdp is the optimum value of the corresponding semidefinite program, then 0.68 ω sdp < ωq ≤ ω sdp .
Introduction
Consider a game with two players, Alice and Bob, in which they upon receiving questions s and t, respectively, drawn from some probability distribution π(s, t), output a and b. They win the game if the value of a predetermined Boolean function V (a, b, s, t) = V (a, b|s, t) is 1. Alice and Bob can agree on a strategy before starting the game, but no communication is allowed afterwards. Such a game is called a two-player one-round game. Finding the best strategy and the winning probability, called the value, of these games is the main concern of this paper.
Two-player one-round games have been introduced in order to study the power of multiprover interactive proofs (MIP) [2, 1] . It is known that given an explicit description of the probability distribution π and the Boolean function V , it is NP-complete to decide whether the winning probability of the game is greater than a given bound or not. Indeed, this statement still holds even if Alice and Bob's answers are binary (a, b ∈ {0, 1}), and the function V (a, b|s, t) depends only on the XOR of their answers (V (a, b|s, t) = V (a ⊕ b|s, t)). Moreover, the complexity class of problems that admit a two-prover one-round XOR proof system with completeness α = 12/16 and soundness β = 11/16 + ǫ, for every 0 < ǫ < 1/16, is equal to NEXP (⊕MIP α,β [2, 1] = NEXP) [4, 6] .
Considering quantum physics into account, Alice and Bob may increase their winning probability by sharing an entangled state; they determine a and b according to local measurements of the shared state in some basis depending on their questions (Alice's basis depends on s and Bob's basis depends on t). Such a game is called an entangled game.
Estimating the value of entangled games is a hard problem in general since there is no known bound on the amount of entanglement that should be shared between the two players in order to reach the optimal strategy. We do not know even if some finite amount of entanglement is enough or not [5, 13] . Also, no relation has been established between MIP * α,β [2, 1] (two-prover one-round interactive proofs with shared entanglement, and with completeness α and soundness β; * denotes the presence of entanglement) with constant gap and NEXP.
1 However, in some special cases the value of entangled games can be efficiently approximated.
The winning probability of XOR-games can be expressed as a semidefinite programming (SDP) and be computed efficiently [7, 4] . Indeed, this SDP can be solved in PSPACE; Wehner [15] has shown that ⊕MIP * α,β [2, 1] is in QIP α,β (2) (two-message quantum interactive proofs) which combining with the celebrated result of Jain, Ji, Upadhyay and Watrous [9] (see also [10] ) that QIP = PSPACE obtains ⊕MIP * α,β [2, 1] ⊆ PSPACE, for every α and β with an inverse polynomial gap. Regarding entangled XOR-games we also known that NP ⊆ ⊕MIP * 1−ǫ,1/2+ǫ [2, 1] , for every 0 < ǫ < 1/2, [3] . We can also estimate the value of entangled unique games. A game is called unique if for every s and t, and any given answer a from Alice there exists a unique b such that V (a, b|s, t) = 1 and vice versa (for every b there exists a unique a with V (a, b|s, t) = 1). Kempe, Regev, and Toner in [12] have shown that the corresponding SDP to a unique game provides a close approximation of the value of the game; if the value of the game is 1 − ǫ, it efficiently obtains a strategy with winning probability at least 1 − 6ǫ. They also have shown that this estimation can be improved if the game is uniform as well.
2
Our contribution: The focus of this paper is computing the value of entangled games with a small set of outputs. We consider binary games (a, b ∈ {0, 1}) which are not necessarily XOR-games. It is known that entangled Alice and Bob can win a binary game with probability 1 if and only if they can always win without entanglement [4] . But in general no relation is known between the classical value and quantum value of binary games. In this paper we show that if a binary game is uniform, its entangled value can be efficiently computed by an SDP (see Theorem 1) . By generalizing the ideas of this result, we also provide a lower bound on the value of a general entangled game as follows.
We correspond an SDP (see Section 3) to a game G with the optimum value ω sdp (G). Due to the description of the SDP it is easy to see that ω sdp (G) is an upper bound for ω q (G), the entangled value of G. Here we prove the lower bound
where k is the size of the output set of Alice and Bob (a, b ∈ {1, . . . , k}), and c 2 ≈ 0.68 and
These results are based on the techniques of Tsirelson [7] who for proving that the value of XOR-games can be computed by an SDP, provides an embedding of unit vectors into the space of observables (hermitian matrices with +1, −1 eigenvalues) that preserves the inner product. The point is that the entangled value of XOR-games can be expressed in terms of observables, and then this embedding obtains a way to construct a strategy from a solution of the SDP. In general, however, the value of an entangled game is given by an optimization problem over POVM measurements, so we should directly deal with POVM 1 Ito, Kobayashi, and Matsumoto in [8] have shown that NEXP is contained in MIP * 1,1−2 −p(n) [2, 1] , where the union is taken over all polynomials p(n); in their protocol for NEXP the gap is exponentially small, but the output of each prover is only two bits. In the same paper they have proved that PSPACE is in MIP elements instead of observable. Here based on a similar construction as in [7] , we provide an embedding of a real vector space into the space of positive semidefinite matrices which approximately preserves the inner product. As a result, we obtain an estimation of the entangled value of games based on SDP.
Definitions
Definition 1 A two-player one-round game G consists of a probability distribution π on a set of the form S × T , and a function V : A × B × S × T → {0, 1}, where A and B are two given sets. The game starts by choosing (s, t) ∈ S × T according to distribution π, sending s to the first player (called Alice) and t to the second player (called Bob); then Alice and Bob output a ∈ A and b ∈ B, respectively. They win the game if V (a, b, s, t) = V (a, b|s, t) = 1.
The value of a game is the maximum winning probability of the game over all strategies of Alice and Bob. This optimum value in the classical case is denoted by ω c (G). In the quantum case where Alice and Bob can use quantum resources the game is called an entangled game and its maximum winning probability is denoted by ω q (G).
Definition 2 MIP α,β [2, 1] k is the class of languages L for which there exists a two-prover one-round interactive proof where the message of each prover to the verifier is in the set {1, . . . , k} such that if x ∈ L (x / ∈ L), then the verifier accepts with probability at least α (at most β).
The corresponding complexity class with quantum provers (but classical verifier) is denoted by MIP * n there is a corresponding game G x for which x ∈ L if and only if ω q (G x ) is at least α (otherwise it is at most β). Therefore, giving an algorithm to estimate the value of entangled games immediately provides some upper bound on the power of two-prover one-round interactive proofs with entangled provers.
SDP relaxation
A general strategy of Alice and Bob for playing an entangled game has the following structure. They share a bipartite state |φ and depending on their questions, locally measure it to decide about their output messages. Without loss of generality we may assume that the measurements are projective, so Alice upon receiving s ∈ S performs the projective measurement {P s 1 , . . . , P s k }, and similarly let {Q t 1 , . . . , Q t k } be the projective measurement of Bob corresponding to message t ∈ T . (Here we assume that A = B = {1, . . . , k}.) Thus the probability that Alice and Bob output a ∈ A and b ∈ B is φ|P s a ⊗ Q t b |φ , and the winning probability of this strategy is equal to
Then, ω q (G) is equal to the maximum value of this expression over all choices of |φ , {P To any entangled game there is a corresponding SDP which provides an upper bound on the value of the game. For any state |φ , and projective measurements {P 
and |w
Therefore,
We conclude that the maximum value of the right hand side of this equation
and similarly b |w t b = |φ . Thus we obtain the following SDP Maximize:
Subject to: z|z = 1, |v
Observe that although the second and third constraints are not in terms of inner products, they simply can be written in that form (see [12] ). Letting ω sdp (G) be the optimum value of the above SDP, we conclude that
Uniform binary games
A game is called uniform if in the optimal strategy the marginal distributions of Alice and Bob's output are uniform, i.e., for any s and t, the probability that Alice (Bob) outputs a ∈ {1, . . . , k} (b ∈ {1, . . . , k}) is 1/k. Using our notation, this is equivalent to φ|P s a ⊗I|φ = φ|I ⊗ Q t b |φ = 1/k for any s, t, a and b. For example, any XOR-game is uniform because Alice and Bob can share a random bit, play the optimal strategy, and then both flip their outputs depending on the random bit; since a + b mod 2 does not change if one flips both a and b, the winning probability of this new uniform strategy remains the same.
It is shown by Tsirelson [7] that for any XOR-game the upper bound ω sdp (G) is equal to ω q (G). In this paper, we extend this result and show that for any uniform binary game G, ω q (G) can be computed by an SDP.
The corresponding SDP to a uniform binary game is slightly different from the one given in the previous section. Indeed, since the game is uniform for every s and a we have
and similarly for every t and b
For a binary game G we let ω u sdp (G) to be the optimum value of the SDP (7) together with the extra constraints (9) and (10).
Theorem 1 ω q (G) = ω u sdp (G), for every uniform binary game G.
The proof of this theorem follows from almost the same steps as in the proof of Tsirelson for XOR-games. The only difference is that in XOR-games, ω q (G) can be expressed in terms of observables which does not hold for a general binary game. So instead of observables we directly work on projections and try to follow similar steps. (7) with the extra constraints (9) and (10). We show that there exists a strategy for Alice and Bob with winning probability
Without loss of generality we may assume that
Then for any s since |v
for some real numbers x s,0 , . . . , x s,m . Since |v 
3 We can rotate all the vectors in the space; also note that |z is a unit vector.
Similarly, for any t we have 
Denote the matrices obtained from vectors |v 
Now consider the following strategy for the entangled game; the shared bipartite state is |ψ , and Alice and Bob's measurement operators are {P
⊺ }, respectively. Then if Alice and Bob receive s and t, the probability of outcomes a and b is equal to
As a result, the winning probability of this strategy is
which is equal to ω u sdp (G). We are done. 2
Generalizing to an arbitrary game
We can solve the corresponding SDP of the previous section for any entangled binary game G and compute its uniform value. But a general binary game is not necessarily uniform, and then this uniform value may not be equal to ω q (G). However, we can think of this number as an approximation of ω q (G). Having this idea in mind, here we follow the same steps as in the previous section in order to efficiently find a lower bound on ω q (G) for an arbitrary game G.
Theorem 2 For every game G we have
where k is the size of sets A and B, and c k is given by
and
The following corollary is an immediate consequence of this theorem.
Recall that by the result of Ito, Kobayashi, and Matsumoto [8] NEXP Proof: The inequality ω q (G) ≤ ω sdp (G) is already discussed in Section 3. Let |z , |v with winning probability at least c k ω sdp (G). For simplicity, we first prove the case k = 2 and then generalize it to an arbitrary k.
The same as before we may assume that |z is given by (12) . Also suppose that the vectors |v s a and |w t b are given by (13) and (16). For any s ∈ S define the matrices
and M
So the eigenvalues of both M However, we do not really require that Alice's operators to be projection; instead, we need them to be positive semidefinite and sum to identity (to consist POVM measurements). So we slightly change the matrices x s,0 I + M are orthogonal and
we have 
are positive semidefinite, and also since M 
It is easy to see that for any s, t, a and b we have
where α s = max{x 
in the interval [1/2, 1] is equal to 2/(1 + √ 2). Thus we conclude that
As a result, the winning probability of this strategy
is at least
ω sdp (G). 5 Notice that x s,0 = z|v s 0 = v s 0 |v s 0 , and thus 0 ≤ x s,0 ≤ 1.
The proof for a larger k is similar to k = 2. Again, to every vector |v s a and |w t b
we correspond a positive semidefinite matrix as follows. Let |u (1) , . . . , |u (k) be the vectors corresponding to either a question s from Alice, or question t from Bob. Then u (i) |u (j) = 0 for any i = j and i |u (i) = |z . Let
. . .
The same as before since u (37) Therefore, considering these measurement operators (the same as before, Bob's operators are replaced by the transpose of these matrices) and the state |ψ defined by (18), we obtain ω q (G) ≥ c k ω sdp (G). Note that the constant c k is given by 
where the minimum is taken over all non-negative numbers u
0 , . . . , u
0 that sum to one.
6
To compute the minimum one can simplify the expression by considering the following two cases and use the Lagrange multiplier method: first, for all i, u 
