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Zusammenfassung
Das CMS Experiment des LHC Beschleunigers am Forschungszentrum CERN bei
Genf wird ab dem Jahr 2008 erste Proton-Proton Kollisionen bei bis dahin unereich-
ten Schwerpunktsenergieen untersuchen. Damit die Entdeckung von bisher nur theo-
retisch vorhergesagten Elementarteilchen mo¨glich ist, wurde in CMS der mit einer
sensitiven Fla¨che von 198m2 gro¨ßte Siliziumspurdetektor bisher eingebaut. Segmen-
tiert in mehr als 15. 000 Silizium Streifen Module, bildeten die Konstruktion und der
Test des Spurdetektors große Herausforderungen an die beteiligten Institute. Das III.
Physikalische Institut B der RWTH Aachen war maßgeblich am Bau und Test der
beno¨tigten Unterstrukturen, sogenannten Petals, der Endkappen des Spurdetektors
beteiligt. Die Petals wurden in einem Reinraum zusammengebaut und ersten einfa-
chen Tests unterzogen, welche die generelle Funktionstu¨chtigkeit jeder verwendeten
Komponente sicherstellen sollten. Die beim Zusammenbau gefunden Fehler werden
aufgezeigt und no¨tige Verbesserungen an den Silizium Streifen Modulen werden kurz
erla¨utert. Anschließend wurden die Petals einem mehrta¨gigen Ku¨hltest unterzogen,
der als erster alle beno¨tigen Auslesekomponenten der Endkappen zusammen unter
CMS a¨hnlichen Temperaturbedingungen von −10◦C Siliziumtemperatur kontrollier-
te um genauere Kenntnis u¨ber mo¨gliche Fehler zu erhalten. Dabei wurden effiziente
Analysemethoden entwickelt, die es erlauben Defekte auf dem Niveau von einzelnen
Silizium Streifen zu finden und so die Qualita¨t der eingebauten Komponenten unter
thermischem Streß zu bestimmen. Die Analyse von 288 gebauten Petals ergab eine
Einzelstreifenfehlerquote von weniger als 4 . Anschließend wurden die Petals in den
Endkappen des Spurdetektors eingebaut und diese zum CERN gebracht, wo weite-
re Ku¨hltests mit beiden Endkappen durchgefu¨hrt wurden. Hier vorgestellt wird der
Kalttest einer der beiden Endkappen der am CERN durchgefu¨hrt wurde, die Analyse
der dort gefundenen Fehler wird erla¨utert und die exzellente Qualita¨t der getesteten
Endkappe wird verdeutlicht. Die durchgefu¨hrten Messungen ergaben eine dem Einzel
Petal Test vergleichbare Fehlerzahl von 4 schlechter Streifen. Das abschließende
Kapitel dieser Arbeit widmet sich der Analyse der gefundenen Defekte und deren Im-
plementierung in Monte Carlo Simulationen um die Auswirkungen von Modul Fehlern
auf die Spurrekonstruktion in CMS aufzuzeigen. Dazu werden die beiden in CMS
benutzten Spurrekonstruktionsalgorithmen benutzt und deren Ergebnisse miteinander
verglichen. Diese erste Analyse zeigt, dass auch bei einer großen Anzahl von Feh-
lern in der Gro¨ßenordung von 5% eine sehr gute Spurrekonstruktionseffizienz erreicht
wird. Nimmt man die bis zum Mai 2008 bekannte Fehlerrate von 2 des gesamten
Spurdetektors als Grundlage der Simulation, ergeben sich keine Auswirkungen auf die
betrachteten Effizienzen.
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Abstract
The CMS experiment at the LHC accelerator at the research center CERN close
to Geneva will study proton proton collisions at up to now unprecedented centre of
mass energies from the year 2008 on. To discover theoretically predicted elementary
particles, CMS was equipped with the largest silicon tracker so far with a sensitive area
of 198m2. Partitioned into more than 15. 000 silicon strip modules, the construction
and test of the tracker was a huge challenge for the involved institutes. The III.
Physikalisches Institut B of the RWTH Aachen had a leading role in the construction
and test of substructures, so called petals, for the end caps of the tracker. The
petals were assembled in a clean room and underwent first basic tests to ensure the
general operationability of each component. Failures detected during the assembly
are described and improvements of the silicon strip modules are discussed. After the
assembly the petals underwent a cold test for several days. For the first time all
readout components of the petal were tested together at a temperature of −10◦C,
similar to the final conditions in CMS. Efficient analysis methods were developed,
that allow to find defects on the level of single silicon strips and hence obtain an
overview over the quality of the components under thermal stress. The analysis of 294
assembled petals resulted in a single strip failure rate of less than 4. Subsequently
the petals were inserted into the tracker end caps and shipped to CERN where further
cold tests were done with both end caps. Presented here is the cold test of one
of the two end caps which was constructed at CERN. The analysis of the failures
detected is illustrated and the excellent quality of the tested end cap is confirmed.
The measurements yield a failure rate of 4 comparable to the single petal test. The
final chapter discusses the impact of defects on the track reconstruction. Defects were
implemented into a Monte Carlo simulation. Track reconstruction is done using two
algorithms which are compared with each other. The analysis shows that even with a
large number of defects as large as 5% a very good track reconstruction efficiency is
obtained. Taking the known defect rate of May 2008 of 2 no effects on the track
reconstruction efficiencies are observed.
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Chapter 1
Introduction
The research institute CERN1 was founded in 1954 by 12 European Member states.
Since that time great achievements in the field of high energy physics were made.
The long history of particle accelerators at CERN helped to discover the standard
model of particle physics as it is known today. The last big CERN accelerator LEP2
provided a detailed study of electroweak interactions producing and testing the Z ,W+
and W− gauge bosons. LEP also proved that not more than three generations of
particles exist.
1.1 The Large Hadron Collider
In 2008 the LHC3 will begin to collide two proton beams. In 2009 it will reach its
design centre-of-mass energy of
√
s = 14 TeV. The LHC is housed in the nearly 27 km
long former LEP tunnel. To be able to accelerate the protons to such high energies
the LHC is equipped with 1232 superconducting dipole magnets which work at a
temperature of 1. 9K and provide magnetic fields up to 8. 33T. At maximum field the
magnets store an energy of about 600MJ and the proton beam approximately 360MJ.
Collisions will happen at a rate of 40MHz at the design luminosity of 1034 cm−2s−1.
The luminosity depends on machine parameters as follows:
L =
N 2b nbfrevγr
4pinβ∗
F (1.1)
where Nb is the number of particles per bunch, nb the number of bunches per beam,
frev the revolution frequency, γr the gamma factor, n the normalized transverse
beam emittance, β∗ the beta function at the interaction point and F the geometric
luminosity reduction factor. Due to the proton-proton collisions at the interaction
points the luminosity is not stable, but decreases.This leads to a luminosity lifetime
of τluminosity = 14. 9 h. Refilling the LHC needs several cycles of the smaller CERN
colliders and takes approximately 16min. Further acceleration of the protons from
1European Organization for Nuclear Research CERN.
2Large Electron Positron collider.
3Large Hadron Collider.
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Parameter Value Symbol
Proton energy 7 [TeV]
Number of bunches 2808 nb
Number of particles per bunch 1.15 · 1011 Nb
Stored energy per beam 362 [MJ]
RMS beam size at CMS 16.7 [µm]
Peak luminosity at CMS 1 · 1034 [cm−2s−1]
Interactions per bunch crossing 19.02
RMS bunch length 7.55 [cm]
Luminosity life time 14.9 [h]
Revolution frequency 11.245 [kHz] frev
Relativistic gamma 7461 γr
Geometric luminosity reduced factor 0.836 F
Minimum turnarount time 1.2 [h]
Approximated turnaround time
7 [h]
after 10 years of running
Table 1.1: Important LHC working parameters. [2]
450GeV to the peak energy of 7TeV per beam takes another 20min [1]. After a beam
abort at full energy a theoretical minimum turnaround time of Tturnaround ≈ 70min is
expected taking into account the ramp down of the LHC magnets and the reinjection
of the beam. Experimental data shows that after 10 years of LHC operation in praxis
a factor of 6 should be applied to gain a reasonable value for the LHC turnaround
time, this leads to an approximated time of Tturnaround ≈ 7 h. Table 1.1 lists impor-
tant LHC working parameters. Positioned at four of the eight interaction points of
the LHC (see figure 1.1) are the four LHC experiments: test
test
Experiment
ALICE A Large Ion Collider Experiment [4]
LHCb Large Hadron Collider b [5]
ATLAS A Toroidal LHC ApparatuS [6]
CMS Compact Muon Solenoid [7]
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Figure 1.1: Sketch of the LHC ring with the experimental caverns. Red painted sites were newly
excavated to house LHC experiments [3].
ATLAS and CMS are two multi purpose experiments that share the aim to com-
plete the standard model of particle physics and to search for new physics beyond
the standard model and will be operated at the highest luminosities. LHCb is de-
signed to study CP-violations in b-quark decays. It will run at a peak luminosity of
1032 cm−2 s−1 while ALICE is being built to examine a new state of matter, the
quark-gluon plasma. To test the strongly interacting matter at very high densities,
ALICE will not only study pp collisions but will focus on lead-lead collisions with a
peak luminosity of 1027 cm−2 s−1.
1.2 The CMS Physics Program
The LHC covers a wide range of possible particle production processes and the po-
tential decays. Figure 1.2 shows the total expected cross sections σevent of some
standard model particles compared to the Tevatron4 cross sections. Event rates are
calculated using eqn. 1.1 as
N˙event = L · σevent . (1.2)
CMS aims to discover the last missing standard model particle, the Higgs boson.
The current limit on the Higgs boson mass is still the exclusion limit from LEP
at 114. 4GeV/c2 [9]. Figure 1.3 shows the branching ratio of the Higgs boson as
4The Tevatron is a pp¯ collider at the Fermi National Accelerator Laboratory in the USA and
operates at
√
s = 1. 96TeV
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Figure 1.2: LHC standard model cross sections compared to the Tevatron cross sections [8].
expected from theoretical predictions. CMS covers a potential mass range for the
Higgs discovery from 100GeV/c2 up to 1TeV/c2. Since the Higgs boson mass is
expected to be at the lower bound of its allowed mass range, a promising decay channel
for a Higgs discovery at a Higgs mass smaller than 140GeV/c2 will be H → γγ.
However the dominating decay channel for Higgs masses lower than 150GeV/c2 is
H → bb¯, but this is a challenging analysis because it is dominated by other QCD5
processes (cp. figure 1.2 σbb¯). Is the Higgs mass larger than 160GeV/c
2 the Higgs
decay is dominated by the two channels H → W+W− and H → ZZ. Again
the W+W− decay is hard to detect because of the high QCD background. That
is the reason why for high Higgs masses the most probable detection channel is
H → ZZ → µ+µ−µ+µ−. Top quark physics will also be a major part of CMS
physics program. The top quark is the heaviest standard model particle, with a mass
of 172. 6GeV/c2 [10]. Radiative loop corrections containing the top quark enter
calculations of the Higgs boson mass and makes the measurement of the top quark
mass an important goal for LHC physics. With its short lifetime of τtop ≈ 4 · 10−25 s
the top quark will not hadronize and in nearly all cases decay into a W boson and a b
quark. To reconstruct this decay an extremely high spatial resolution and at the same
5Quantum Chromo Dynamic
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Figure 1.3: Higgs boson branching ratio up to 1TeV/c2 [11].
time a very fast read out is required, these demands are best met by a silicon strip
detector (chapter 2). Collecting enough top quark events will not be a problem for
CMS because LHC will produce about 1 top quark pair per second and thus collects
enough data to probe the top quark properties with a much higher precision than
before.
Satellite data proves that only 4% of the total energy in the universe (dark energy
+ dark matter) is known to us as baryonic matter [12]. Models of heavy particles
such as Super Symmetry (SUSY) claim to be able to solve this problem of not known
total energy. R-Parity conserving SUSY models predict the existence of heavy super
symmetric particles that are candidates for dark matter. LHC has the potential to
probe SUSY and other models beyond the standard model.
1.3 The CMS Detector
The CMS detector has an onion shell like structure, see figure 1.4. The innermost
part is the silicon pixel vertex detector, followed by the silicon strip tracker. Both are
enclosed by the electromagnetic calorimeter which itself is situated inside the hadron
calorimeter. All above mentioned sub detectors sit inside a solenoidal magnet. Outside
the solenoid are the muon chambers that are interleaved with the iron return yoke.
CMS has a total mass of 12. 500 t, a length of 21. 6m, and a diameter of 14. 6m. The
CMS coordinate system has its origin at the interaction point and is a right-handed
system, the x-axis points toward the LHC ring center, while the y-axis points vertically
upward, the z-axis points parallel to the beam pipe.
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Figure 1.4: Sketch of the CMS detector, all subdetectors are labeled [13].
The Silicon Pixel Detector
The CMS inner tracking devices are very important for precise measurements of
charged particle tracks and must also be able to identify secondary vertices from
b − quark or τ -lepton decays. Located closest to the LHC beam pipe is the silicon
pixel detector. The very high particle fluxes and radiation doses (see tab. 1.2) require
a tracking device with a very high granularity, radiation hardness and a fast read out.
The high fluxes > 4. 6·1014cm−2 translate into hit particle densities of ≈ 1MHz/mm2
at a radius of 4 cm falling to ≈ 60 kHz/mm2 at a radius of 22 cm. The goal to keep
the occupancy below 1% requires a silicon pixel technology at radii smaller than
Radius Hadron Flux Dose
[cm] [1014cm−2] [kGy]
4 32 840
11 4.6 190
22 1.6 70
75 0.3 7
115 0.2 1.8
Table 1.2: Particle flux and radiation dose at different radii inside the CMS tracker.
1.3. The CMS Detector 7
Figure 1.5: The CMS silicon pixel detector consisting of three barrel layers and two end-caps [14].
11 cm. A pixel size of 150 × 100µm2 was chosen to gain equal track reconstruction,
in the r−φ and in the z direction. Figure 1.5 shows the CMS pixel system consisting
of three barrel layers at radii of 4. 4, 7. 3 and 10. 2 cm and two end-cap disks (from
r ≈ 6 cm to 15 cm). Barrel and end-caps contain 64 million pixels in total that cover
an area of 1. 06m2 corresponding to a pseudo rapidity range of −2. 5 < η < 2. 5.
In this η range a mean number of three hits per track inside the pixel detector is
observed. The price of this very good tracking performance in a very high radiation
environment is paid by suffering from radiation damage, thus the CMS pixel detector
was created in a way that allows the system to be accessed and replaced yearly if
needed, but design studies expect a lifetime of at least 2 years of LHC running [15].
The Silicon Strip Detector
The silicon strip detector (tracker) follows the silicon pixel detector at radii between
20 cm and 110 cm. Since this thesis will focus on tracker aspects in the following
chapters, the silicon strip tracker is described in detail in chapter 2.
The Electromagnetic Calorimeter
As meantioned above the decay H → γγ is one of the most promising decay channels
for observing the Higgs boson in the low mass region. Identification of photons and
electrons is done with the help of the electro-magnetic calorimeter (ECAL). The ECAL
surrounds the inner tracking devices and is built of lead tungstate (PbWO4) crystals
that are used in the two ECAL parts, the barrel and the end-caps. Figure 1.6 shows one
fourth of the ECAL barrel and end-caps which cover an η region of |η| < 3. 0. Since
single electro-magnetic particle identification requires high granularity, the ECAL bar-
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Figure 1.6: Slice of 1/4th of the CMS electromagnetic calorimeter barrel and end-cap region [14].
rel is built from 61. 200 crystals with a cross section of 22× 22mm2. 14648 PbWO4
chrystals with a cross section of 28. 6 × 28. 6mm2 constitute the ECAL end-caps.
These chrystals must be capable of collecting the complete energy deposited by pho-
tons and electrons, hence the barrel chrystals have a length of 230mm corresponding
to 25. 8 radiation lengths (X0) and the end-cap chrystals have a length of 220mm or
24. 7X0. The advantage of PbWO4 is the high density and the small Molie`re radius
of 21. 9mm. One of the disadvantages of PbWO4 is its relatively low photon yield of
only 30 γ/MeV, this disadvantage is being cared of by taking avalanche photo diodes
which in turn have to be operated at very stable temperatures of ≈ 0. 1◦C. The
energy resolution can be parameterized as(σE
E
)2
=
(
S√
E
)2
+
(
N
E
)2
+ C2 (1.3)
with σ from the Gaussian fit, E the measured energy, S the stochastic term, N the
noise and C the constant term. Test beam results show that energy resolutions
σE/E < 0. 4% for particle energies > 100GeV can be achieved [14].
The Hadron Calorimeter
The hadron calorimeter (HCAL) is the outermost detector inside of the solenoidal
magnet. Its main purpose is to measure hadron jet energies as from b-quark jets and
thus make it possible to reconstruct missing energy carried away by neutrinos, all this
in the confined space between the ECAL and the magnet. The CMS HCAL is a sam-
pling calorimeter, it offers one sampling segment in the barrel region and two sampling
segments in the end-cap and forward region. The HCAL barrel and end-cap are read
out using plastic scintillators that are instrumented with single wavelength shifting
fibres. The HCAL forward region is instrumented with radiaton hard quartz fibres
that guarantee a fast collection of Cerenkov light and are read out using phototubes.
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Figure 1.7: Schematic r-φ view of the CMS HCAL barrel and end-cap, outside of the solenoid
(white space between barrel layers 16 and 1) the two read out layers of the HCAL
outer detector are shown. Not shown is the HCAL forward detector [14].
As absorber material brass and stainless steel were taken because they offer a short
interaction length λ and are non-magnetic. Figure 1.7 shows a schematic view of the
CMS HCAL barrel and end-cap and their different layers, not shown is the forward
part of the HCAL positioned 11. 2m away from the interaction point. Layers 0, 15
and 16 of the barrel region consist of stainless steel followed by an scintillating layer.
The inner layers are built of brass interspaced with a scintillator. These 16 layers
only sum up to a total interaction length of 7. 2λ which is not enough compared to
the approximately 11λ needed to get a good energy resolution for jet energies above
1TeV. Hence the solenoid was taken as additional absorber adding approximately 3λ
to the HCAL barrel. Hadronic particles transversing the solenoid are read out using
the HCAL outer detector with one scintillating layer. The barrel covers an η region
|η < 1. 4|. In the barrel each scintillator reads out an area in η−φ of 0. 087×0. 087
or 2592 channels. The HCAL end-cap extends from 1. 3 < η < 3. 0 and uses only
brass as absorption material. It sums up to a total of 10λ with a read out cover-
age between 0. 087 × 0. 175 and also 2592 channels. The HCAL forward detector
(3. 0 < η < 5. 0) uses steel as absorption matrial with 9. 8λ. The quatz fibres cover
a η − φ range of 0. 175 × 0. 175 in 1728 channels. The HCAL total energy resolu-
tion can be parameterized as described in eqn. 1.3 for the ECAL. Test beam results
indicate HCAL energy resolutions of σE/E < 1. 0% for pions with an energy above
100GeV [14], [16].
The Muon System
The CMS muon system is positioned outside the solenoid and between of the return
yoke. Only muons and neutrinos will propagate through all other above mentioned
detector systems. Because of the extremely small interaction probability for neutrinos,
the muon chambers will only detect muons. As mentioned in section 1.2 a Higgs
boson with a mass larger than 180GeV/c2 decays with more than 10% probability
into a ZZ pair. The most promising reconstruction channel for the ZZ decay is into
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four muons, thus it is essential to have a very good muon identification system. To
accomplish this task three different kind of gas detectors are used. In the small
η region |η| < 1. 2 drift tubes (DT) can be used to identify the muons because
of the small remaining magnetic field, the small muon flux and the relatively small
background. In the η regions 1. 2 < |η| < 2. 4 the magnetic fields are higher, the
muon flux and the background are larger. This results in a choice for cathode strip
chambers (CSC). In addition to the DTs and the CSCs both regions are equipped
with resistive plate chambers (RPC), that are operated in avalanche mode to ensure
good muon reconstruction even at high event rates up to 10 kHz/cm2. The RPCs are
the most important part of the Muon trigger system because they have the fastest
response time and a good time resolution but a coarser position resolution. With their
help the correct bunch crossing is identified. Figure 1.8 shows the layout of the CMS
muon chamber system with its three different chamber types. The total muon system
covers 25. 000m2 and has a total of about 1 million readout channels. The maximum
drift length for the deposited charge is approximately 2cm. The minimal single spatial
resolution for both the DTs and the CSCs is 200µm. An angular resolution in φ of
≈ 1mrad for the DTs and of ≈ 10mrad for the CSCs can be achieved. CSCs and
DTs together with the RPCs represent parts of the CMS level one trigger system to
deliver independent information of two detector systems for tracking [14].
Figure 1.8: R-z view of the CMS muon system [14].
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Figure 1.9: Slice throuth the CMS detector showing the magnet and its return yoke, the change in
the magnetic field direction in the return yoke can be seen when following the muon
path [17].
The Solenoid and its Return Yoke
The CMS solenoid is a superconducting magnet. The maximum field of 3. 8T was
chosen to achieve a good momentum resolution even for the highest energetic muons
up to 1TeV/c2. At full field the current drawn by the magnet is 19. 5 kA with a total
stored energy of 2. 7GJ. The magnetic flux generated by the superconducting coil is
returned by a 1. 5m thick saturated iron yoke. Charged muons in the return yoke are
bent in the opposite direction compared to the detectors within the magnet volume.
A muon traversing one eigth of the CMS detector is shown in figure 1.9 [14].
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Chapter 2
The CMS Silicon Strip Tracker
This chapter covers the detailed description of the silicon strip tracker with a focus on
the tracker end-caps and their substructures the so-called petals. The most important
part of the tracker, the silicon strip modules, is described in this chapter to present
the background for the analysis described in chapters 4 and 5.
2.1 General Design
Besides the silicon pixel detector (see section 1.5) the CMS detector includes the
silicon strip tracker. Its purpose is to measure the tracks of charged particles with
the highest possible efficiency and spatial resolution. The tracker dimensions are
2. 5m in diameter with a total length of 5. 8m. At the full LHC design luminosity of
1034 cm−2s−1 there will be more than 1000 particles in each proton proton collision.
The total area covered by silicon strip modules is 209m2 with 15. 148 silicon strip
modules providing a coverage for η < |2. 5|. Figure 2.1 shows a schematic view
of the CMS strip tracker with its four silicon strip subdetectors and the silicon pixel
vertex detector. The four silicon strip sub-detectors are
Abbreviation Name
TID Tracker Inner Disk
TIB Tracker Inner Barrel
TOB Tracker Outer Barrel
TEC Tracker End Cap.
TIB and TOB have the modules arranged in cylinders parallel to the z-axis while TID
and TEC have disks with modules mounted perpendicular to the z-axis. Figure 2.2
shows one quarter of the silicon strip tracker in the r-z-projection. Two different
kinds of modules can be seen, single-sided modules and double-sided modules which
are mounted back to back with an angle of 100mrad in order to get a two-dimensional
information.
13
14 Chapter 2. The CMS Silicon Strip Tracker
Figure 2.1: Sketch of the CMS silicon strip tracker. [18].
2.1.1 TIB and TID
The TIB consists of four cylinders at radii of 255. 0, 339. 0, 418. 5 and 498. 0mm.
The two inner layers contain double-sided modules with a pitch of 80µm. The two
outer cylinders house single-sided modules with a pitch p of 120µm. The single
point resolution p/
√
12 for TIB is 23µm for the inner layers and 35µm for the outer
cylinders. In total TIB houses 2724 modules.
TID is assembled from three disks placed in a z range between 800mm and 900mm
from the interaction point. The two inner disks house the double-sided modules.
In TID the modules and sensors are wedge shaped. The strip pitch varies on each
module between 100µm and 141µm. TID contains 816 silicon strip modules. The
modules are 320µm thick for TIB and TID. [15]
2.1.2 TOB
The TOB consists of 5208 modules that are mounted on six barrel layers at radii of
608mm, 692mm, 780mm, 868mm, 960mm and 1080mm. All modules used in
the TOB have a silicon thickness of 500µm with a pitch of 183µm for the inner
four layers and 122µm for the outer two. The single-point resolutions are 53µm and
35µm respectively. [15]
2.1.3 TEC
Like the TID the tracker end-caps consist of two parts, which are referred to as
TEC+ and TEC- indicating their position along the z-axis, each TEC extends from
±1240mm to ±2800mm. Both TECs contain 3200 modules each. The modules are
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Figure 2.2: One quarter of the tracker in the r-z plane. TID, TIB, TOB and TEC are color coded
and the position of single and double sided modules are shown. [19].
arranged on substructures called petals which are mounted on nine disks. Figure 2.3
shows the basic layout of one TEC. The different colors indicate the rings of modules,
beginning with seven rings of silicon modules on disks 1 − 3 and decreasing in three
steps (disks 4−6, 7−8, 9) to only four rings on disk nine. No modules are mounted
in higher η regions because of radiation damages. There are two different types of
petals, the so-called front petals are mounted on the side facing the interaction point
of each disk while the back petals are mounted on the opposing side. To ensure a
full detector coverage, the modules are overlapping each other. Rings 1,3,5 and 7
on the side facing the interaction point of each petal (side A for front petals, side C
for back petals) and the even numbered rings 2, 4 and 6 on the other sides (B and
D). In total 288 petals complete the two tracker end-caps. One sector, a unit which
consists of nine front and nine back petals - one pair per disk - in the same angular
range of ∆φ = 45 ◦ comprises 400 modules. Sector one (cp. figure 2.4) starts at
an angle of −11. 25 ◦ up to an angle of 33. 75 ◦ and so forth. In total there are eight
sectors per TEC. Rings one to four hold modules with a sensor thickness of 320µm
and 500µm for rings five to seven with a pitch between 97µm and 184µm [15].
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Ring 1
Ring 3
Ring 5
Ring 7
Figure 2.3: Basic layout of one TEC. The colors accentuate the ring wise mounted modules on
each of the nine disks. [20].
Figure 2.4: Photograph of TEC+ disc one. The front petals with their odd rings one to seven and
parts of the back petals can be seen.
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2.2 Silicon Strip Modules
2.2.1 Energy Loss of Charged Particles in a Medium
The energy loss dE/dx of a charged particle in a medium is described by the Bethe-
Bloch equation:
−dE
dx
= κρ
Z
A
z2
β2
[
ln
(
2meγ2β2c2Wmax
I2
)
− 2β2 − δ − 2C
Z
]
. (2.1)
ρ : density of the medium,
Z : atomic number of the medium,
A : atomic weight of the medium,
I : effective averaged ionization potential,
δ : density correction factor,
C : shell correction term,
Wmax : maximum energy transfer of a single collision.
The remaining terms are properties of the passing particle :
z : charge,
β : velocity
in units of c,
γ :
√
1
1−β2 the Lorentz-factor.
Figure 2.5 shows the energy deposition of charged pi mesons in silicon. For small
energies, dE/dx drops with a factor of 1
β2
. The minimum in eqn. 2.1 is reached at
an energy of about 300MeV. Particles having this minimal dE/dx are referred to
as a minimal ionizing particles (MIP). For a 320µm thick layer of silicon one can
assume that the deposited energy per µm detector is 285 eV/µm [21]. Taking into
account the energy needed to create an electron-hole pair in silicon of 3. 6eV [22]
one MIP creates a charge of 25. 000 electron-hole-pairs. The energy loss of particles
with higher energies are subject to a so called relativistic rise. The density correction
reduces the rise the rise to the extent that all particles with energies in this domain
can be referred to as MIPs.
2.2.2 Silicon Strip Sensor Design
The silicon strip modules used for the tracker are based on p+ in n-bulk type six inch
silicon wafers with a silicon crystal orientation of 〈100〉 minimizing the surface charge
compared to the more common 〈111〉 orientation. Figure 2.6 shows the layout of a
silicon sensor used in the CMS inner tracker. The bulk material is n-doped silicon
into which highly doped p+ silicon strips are embedded. These are encircled by a p+
implant, the so-called bias ring, that is needed to deplete the silicon sensor. On top
of the silicon sits an insulator followed by aluminum strips over the p+ silicon strips.
The depletion voltage is applied between the bias ring and the aluminum back plane
on the bulk. This biasing scheme requires a good ohmic contact between aluminum
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Figure 2.5: Energy deposition dE/dx of charged pi mesons in silicon for different thicknesses [23].
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Figure 2.6: Schematic view of a silicon strip sensor as designed and used for the CMS tracker [24].
and silicon, thus a thin n+-doped silicon layer was inserted between the silicon bulk
and the back plane. To control the electrical field at the sensor edges a floating
aluminum ring, the guard ring, encloses the other aluminum strips. Together with
the n+ coating the guard ring suppresses edge effects and degrades the electrical field
successively. Each p+ implant has a DC-pad which is connected to the bias ring via
a poly resistor, so each strip has the same potential. During operation the silicon is
depleted using high voltage. If in this condition a particle passes through the silicon,
electron hole pairs will be created and the electrons will drift to the p+ implants.
These signals are capacitively coupled to the aluminum strips, the AC pads. Each AC
pad is connected to the read out electronics via a 25µm thick wire bond.
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2.2.3 Radiation Damage
The silicon sensors are operated in a harsh radiation environment. Ten years of
LHC operation sum up to a total of 1. 6 · 1014 1−MeV-neutron equivalent per cm2.
The sensors will suffer from radiation damage. Heavy particles such as pi-mesons or
protons traversing the sensors interact with the silicon lattice damaging the lattice
structure of the semiconductor. The resulting imperfections form new energy levels
in between the valence and the conduction band. The probability of electron tran-
sits from the valence to the conduction band is increased leading to higher leakage
currents. Impurities in the lattice such as missing atoms also alter the characteristics
of the silicon. After some years of operation with the accumulation of impurities,
the imperfections effectively invert the Si type, meaning that formerly n-doped silicon
changes its doping to p. It was observed that the impurities degenerate with time
when no radiation is present. This effect is called annealing. It is time dependent with
a time constant of approx. ten minutes at room temperature. At lower temperatures
this time constant increases exponentially, leading to annealing times up to some days
at the tracker operation temperature of about −10 ◦C. Another effect opposing the
annealing is the so called reverse annealing. This effect describes the irreversible clus-
tering of lattice defects in the silicon. It is also reduced at low temperatures. Because
the additional damage done by reverse annealing outbalances the positive annealing
effect, the tracker will be operated well below room temperature.
2.2.4 CMS Silicon Strip Modules
In total the CMS tracker is built of 15 different types of silicon strip modules. They
are different for for TIB, TID, TOB and TEC, but they all share a common design.
Figure 2.7 shows a CMS tracker silicon strip module of the TEC sub-detector. All
module components are glued to a carbon frame with radiation-hard glue [25]. The
carbon frame has four holes for module mounting. As a first step in module construc-
tion the silicon sensors are glued to the carbon frame. TEC rings 1-4 and all TID and
TIB modules consist of only one silicon sensor, while the TEC rings 5-7 and all TOB
modules are built of two silicon sensors. Each sensor either has 512 of 768 silicon
strips which are depleted using electrical lines inside of a capton foil. Next to the sili-
con sensors is a pitch-adapter that reduces the sensor strip pitch to 44µm, to connect
the sensor with the front end hybrid. The connection of each silicon strip with the
second silicon sensor, with the pitch-adapter or from pitch-adapter to the front-end-
hybrid is done via 25µm thick wire bonds. Mounted on the front-end-hybrid are the
different readout and control devices of each module, which themselves are powered
and read out via electrical lines inside another capton foil. The Analogue Pipeline
Voltage APVs are the readout chips of the module, the data of two APV-chips are
multiplexed by the APV-multiplexer (APV-MUX) chip [26]. Because the LHC has a
colliding cycle of 40MHz it is important that the trigger information for each module
is processed simultaneously. To adjust the different signal propagation times due to
differing cable length and provide the trigger information the Tracker Phase Locked
Loop or TPLL-chip can delay signals reaching the module up to 375 ns [27]. The
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Figure 2.7: A photograph of a TEC ring six module fixed on its carrier plate.
Detector Control Unit DCU controls the hybrid control voltages of 1. 25V and 2. 5V
and also provides information of other module parameters such as the silicon temper-
ature and the leakage current of the sensor. Each DCU has a unique number making
it possible to identify the read out module [28].
The APV
An APV reads out the signals of 128 silicon strips in four groups of 32 channels storing
the analogue signals in a 192 cells deep pipeline. Working at 40MHz - the LHC clock
- every 25 ns the strip data is stored to one pipeline row allowing a maximum storage
time of 4. 8µs until the data is overwritten. During LHC operation the APVs will
be operated in two different modes, the peak mode in which every single strip is
read out, has a signal rise time of 50 ns. It is the choice at LHC start. Operation
in deconvolution mode allows a readout with a signal rise time of only 25 ns and
convolutes the strip signals of three following pipeline cells. To test the APV it has
an internal pulse generator that creates a calibration pulse inducing a charge on the
silicon strip. Each tracker module either has four or six APV-chips. A typical APV
data frame is shown in figure 2.8, it consists of a 12 bit digital header. The first three
bits mark the beginning of the header, eight bits store the information of the pipeline
and there is one failure bit. Following the header are 128 data bits with the analogue
single strip information. It is terminated with a tick mark that defines the logical one.
Without data, a tick mark is sent every 35 clock cycles for synchronization purposes.
The height of one tick mark is equivalent to the signal created by eight MIPs, making
it possible to calculate the deposited charge in units of electrons. A built in inverter
allows the user to switch from positive to negative signals [29].
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Figure 2.8: A typical dataset of the APV chip. Entries 0 to 12 represent the digital header, while
entries 13 to 141 display the silicon strip data. This sequence is terminated by a tick
mark representing the logical 1 [24].
2.2.5 Cooling of Silicon Strip Modules
To ensure stable operation of the silicon strip modules and to reduce radiation dam-
age (cp. section 2.2.3) the modules are mounted on cooling pipes. These are flushed
with C6F14 to transport the thermal power out of the tracker. Figure 2.9 a) exem-
plarily shows the power consumption of a CMS tracker silicon module for different
silicon temperatures. The line labelled
”
silicon power” shows the change of power
consumption for one module that is governed by the leakage current Ileak as follows:
Ileak ≈ TSi2 · exp
(
− 0. 62
k · TSi
)
(2.2)
where k is Boltzmann’s constant and TSi the silicon temperature. The bold line
labelled
”
dissipated cooling power”shows the removed power per silicon module for a
given cooling liquid temperature. A liquid temperature has to be taken that allows to
remove more power than is dissipated by the module. In the given example the critical
temperature of a silicon module is −6◦C. Higher temperatures would result in the
so-called thermal runaway . The leakage current would rise to values where the silicon
modules are damaged. Temperatures below the critical temperature would result in
a stable condition and the sensor temperature would fall to a stable temperature
TStable. Silicon temperatures below this stable point would result in a rise to the
stable condition and the modules could savely be operated. To define the cooling
liquid temperature one needs to know the power consumption of the module after
irradiation. Since not all tracker modules are cooled with the same efficiency, a
conservative test was made, testing the power consumption of TEC ring 5 modules
that were irradiated with a dose equaling 500 fb−1 or more than ten years of LHC
operation. Figure 2.9 b) shows test results for a temperature of the cooling liquid of
−25 ◦C. Each solid line represents a TEC ring 5 module and its power consumption.
The dotted lines are tests with the same modules but with a higher depletion voltage.
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Figure 2.9: a) Power consumption of one of the CMS tracker TEC silicon strip modules for differ-
ent silicon temperatures. b) Power consumption of TEC Ring 5 modules at a liquid
temperature of −25 ◦C. Solid lines are unirradiated modules, dotted lines irradiated
modules [30].
It can be seen that for all but two tested modules a stable temperature of about
−16 ◦C sensor temperature can be achieved with a liquid temperature of −25 ◦C. The
tracker is insulated from the ECAL by a thermal screen. The thermal screen ensures
a silicon temperature lower than −10 ◦C while at the same time, the ECAL surface is
at nearly room temperature. CMS provides a cooling system that can remove away
up to 128 kW of thermal power, compared to the expected 60 kW power dissipation
of the tracker (including the pixel vertex detector) after ten years of operation. To
avoid condensation inside the tracker volume, the tracker is flushed with pre-cooled
nitrogen at a rate of ≈ 25m3/h.
2.2.6 Determination of the Noise of Silicon Strip Modules
Even if no particle traverses the module there will be some electrons reaching the
conduction band and therefore one will always detect a small current. In order to
reduce this current as best as possible, the detector is cooled and depleted leaving
only a small signal called noise. However, the intrinsic noise of the used read out
electronics and the difference in silicon sensor design results in the fact that the noise
values of different strips are not comparable without recalculations.
Noise Sources
The total intrinsic detector noise has several sources which can be divided into current
created thus parallel noise and voltage created hence serial noise sources. A measure
of the noise is the Equivalent Noise Charge ENC of a silicon strip. It depends on the
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Figure 2.10: Noise sources of a silicon strip module consist of serial and parallel sources [31].
time constant τ of the shaper in the APV amplifier. Figure 2.10 shows a schematic
view of the circuit used in CMS tracker silicon modules. Four noise sources are shown
which comprise of parallel and serial noise inputs which are explained below.
Shot noise created by the statistical fluctuation of the detector bias current Ileak is
added as parallel noise:
ENCIleak =
e
2q
√
q · Ileak · τ (2.3)
with e being Eulers constant and q the electron charge. The noise induced by the
polyresistor RP that describes the noise induced by the fluctuations between the
ground potential and the silicon sensor is also a parallel noise source and is calculated
as
ENCRP =
e
q
√
kBT · τ
2RP
, (2.4)
kB representing Boltzmanns constant, T the sensor temperature and RP the silicon
sensor poly resistor. Voltage induced thermal serial noise is created by the read out
line resistor Rs and the the total capacitance CTot of the silicon sensor:
ENCRS =
e · CTot
q
√
kBT · RS
6τ
. (2.5)
The amplifier noise consists of a parallel part and serial part which depends on the
total capacitance
ENCAmplifier = c+ CTot · ENCSerialAmplifier. (2.6)
Test results measured both constants c and ENCSerialAmplifier and yielded for both APV
read out modes [32]:
ENCPeak = 270e− + 38
e−
pF
· CTot[pF] (2.7)
ENCDec = 430e− + 61
e−
pF
· CTot[pF]. (2.8)
Assuming that CTot depends on the strip length LStrip it is parameterized as follows [33]
CTot =
(
0. 8
[
pF
cm
]
+ 1. 7
w
p
[
pF
cm
])
· LStrip[cm] = 1. 225
[
pF
cm
]
· LStrip[cm] (2.9)
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with a constant silicon strip width w to silicon strip pitch p value of 0. 25 for all
CMS tracker silicon modules it is possible to calculate the amplifier noise for each
tracker module. The amplifier noise has been obtained at room temperature (TRef =
298. 15K) but during CMS operation the silicon sensors are cooled to −10◦C. Thus,
the amplifier noise has to be corrected for temperature impacts. It has been found
that the amplifier noise scales with temperature following a potenial law [34]:
ENCAmplifier(T) = ENCAmplifier(TRef) ·
(
T
TRef
)0.93
. (2.10)
When the APV deconvolution mode is used the serial and the parallel noise sources
are scaled by two different ratios [35]:
(
ENCParallelDeconvolution
ENCParallelPeak
)2
=
1
e2x2
· [e2x − 4x− e−2x] (2.11)
(
ENCSerialDeconvolution
ENCSerialPeak
)2
=
1
e2x2
· [e2x + 4x− e−2x] (2.12)
with x= 0. 5 being the ratio between shaping time τ and sampling time interval ∆t.
ENCRS , ENCILeak and ENCRP have to be corrected with use of the shown factors.
External noise sources also have to be added to the above meantioned sources, the
front end read out electronics (ENCFED) and the optical read out links (ENCOL) also
contribute to the total noise. Their impact has been estimated to be limited by
ENCFED < 350e− [36] and ENCOL < 300e− [37]. The explained noise sources are
not correlated and thus the overall total noise is calculated as
ENCTot =
√∑
i
ENC2i . (2.13)
Total ENC noises for the nine different sensor lengths have been calculated at an
assumed silicon sensor temperature of −10◦C. The mean hybrid temperature can be
assumed to be 10K warmer than the sensor temperature (cp. chapter 4 figure 4.3
and chapter 5 histogram 5.2) and for the shown calculations the APV temperature is
regarded 20K warmer than the sensor temperature. Table 2.1 lists the expected ENC
noise coming from the different sources for a TEC Ring 6 module. Input parameters
for the silicon sensors are RS = 50Ω, RP = 1. 5MΩ and τ = 50ns, CTot was computed
using the strip lengths presented in [33]. Tests of the leakage currents (cp. chapter 4
figure 4.5 and chapter 5 histogram 5.4) have shown that at the beginning of the LHC
datataking period the majority of the silicon sensors show currents of the order of
1µA. This current will increase up to values of the order of 100µA due to irradiation
and hence these leakage currents are the basis of the calculations of the total noise.
Table 2.2 lists the total calculated noise for all strip lengths used in the CMS tracker.
2.2. Silicon Strip Modules 25
ENC Source: ILeak RP RS Amplifier OL FED Tot
Peak mode [e−] 759 131 292 1060 300 350 1420
Dec. mode [e−] 331 57 449 1698 300 350 1847
Table 2.1: Impact of the different noise sources on the total noise in peak and an deconvolution
mode of a TEC R6 module. ENCILeak was calculated with an assumed leakage current
of 1µA. It dominates the total noise when going to higher values.
ENCTot [e−]
Before irradiation After irradiation
Peak Mode Decon. Mode Peak Mode Decon. Mode
TIB 1201 1397 7650 3578
TOB 1428 1863 7688 3784
TEC R1 1108 1184 7635 3500
TEC R2 1116 1204 7637 3507
TEC R3 1182 1355 7647 3561
TEC R4 1196 1385 7649 3573
TEC R5 1291 1588 7664 3656
TEC R6 1420 1847 7687 3776
TEC R7 1497 1996 7701 3852
Table 2.2: Total ENC noise for all tracker module geometries. The presented values are calculated
at an estimated sensor temperature of −10◦C and a drawn leakage current of 1. 0µA
for unirradiated sensors and 100µA for irradiated sensors. The total noise for irradiated
sensors is dominated by the noise induced by the fluctuating leakge current.
Pedestal
As a first step in the noise measurement, the pedestal Pi per channel is calculated.
The pedestal Pi is the output created by a single strip i if no input signal is present:
Pi =
∑N
n=1 xi,n
N
(2.14)
with xi,n the single strip data per single event, N is the total number of events.
Raw Noise
The pedestal varies from channel to channel. The pedestal itself is the mean value
around which the signal fluctuates statistically. The variance of a strips pedestal is
the single strip raw noise σi :
σi =
√∑N
n=1(xi,n − Pi)2
N− 1 (2.15)
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Common-Mode-Corrected Noise
The influence of readout electronics is taken into account by calculating another type
of noise, taking single silicon strip groups together which share the same readout
electronics. For a unit of 32 strips on the APV, the common mode CMn is calculated
as:
CMn =
∑32
i=1 Pi
32
−
∑32
i=1 xi,n
32
. (2.16)
Now it is possible to calculate the common mode subtracted noise CMSi:
CMSi =
√∑N
n=1(Pi − CMn − xi,n)2
N− 1 . (2.17)
Comparisons of the pedestals, raw noise and common mode subtracted noise allow
conclusions on the quality of each strip. Having calculated the different kind of noise
it is essential to take into account the different module geometries such as differing
strip lengths. Figure 2.11 shows test beam results for all TOB and TEC modules
for the two different APV readout modes making it possible to normalize the single
strip noises and compare the noises of each module type with each other using the
following correlations for the ENC yielded from the test beam results with L being
the strip length [15]:
ENCpeak = (36. 6 ± 1. 9)e−/cm · L+ (405± 27)e− (2.18)
ENCdec = (49. 9 ± 3. 2)e−/cm · L+ (590± 47)e−. (2.19)
(a) (b)
Figure 2.11: Equivalent noise charge for all different TEC module strip lengths, a) peak mode and
b) deconvolution mode [15].
2.3 Petals and Petal Components
A petal is the mechanical trapezoidal structure used in the tracker end-caps to mount
the silicon strip modules together with the read-out devices, power connectors, and
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InsertsCooling 
Manifold
Figure 2.12: Bare front petal body with cooling manifold and aluminum inserts.
cooling. Figure 2.12 shows the mechanical base of a long front petal. The cooling
manifold together with the aluminum inserts can be seen. Each petal body has a
sandwich structure beginning with a 0. 4mm thick CFC skin followed by 10mm of
NOMEX into which the titanium cooling pipes are inserted. The final layer again is
built of 0. 4mm thick CFC. In total there are four different petal body types. Long
(front and back) petals for disks one to disk three and short petals for disks four to
disk nine.
2.3.1 Cooling Concept
A fully equipped front petal produces a thermal power of about 87W after irradiation.
To remove this heat, each module is connected to four aluminum inserts with direct
contact to the cooling pipes inside the petal. Two inserts connect the module carbon
frame legs to the cooling pipes to remove the heat dissipated by the silicon sensors
and two inserts are positioned next to the module hybrid. There are two independent
cooling circuits per petal with a layout to minimize laminar flows of the cooling
liquid. The pipes are built of titanium with an outer diameter of 3. 9mm and a
wall thickness of 0. 25mm. A flow of 2. 3 kg/min of the C6F14 fluid translates to a
temperature difference between petal inlet and manifold outlet of about 2 ◦C. After
being integrated into a TEC four to five petals form a cooling circuit.
2.3.2 Components
Apart from the petal body with the integrated cooling pipes and the silicon strip
modules each petal carries electrical mother boards the Inter Connect Boards ICBs,
Digital Opto Hybrids DOHs, Communication and Control Units CCUs and small
electrical boards containing a laser. These Analogue Opto Hybrids AOHs transfer
the analogue data to the readout electronics. Appendix A gives a detailed list
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Figure 2.13: The five different interconnect boards [21].
of important addresses and parameters for the described petal components in this
section.
The Interconnect Board ICB
The ICB presents the basic electrical units of each petal. In total there are five
different types of ICBs which can be seen in figure 2.13. The basic part of each
ICB is the ICB 46 with the different external power cable connectors for module low
and high voltages and low voltage for the CCUs and the AOHs. ICB 46 also has
two connectors for the CCUs and connectors for the silicon modules and AOHs. The
number 46 in the ICB name refers to the rings of modules that are powered with
it, so ICB 46 powers the rings four and six and is located on sides B/D (front/back
petal). In addition there are the ICBs labeled as ICB 1, ICB 2, ICB 3 and ICB 57
that are connected to the main ICB 46 with the different connectors for modules and
AOHs. Due to restricted space, ICB 1 holds only module connectors and the AOH
connectors of ring one are built on ICB 2.
The Communication and Control Unit CCU
Control signals for the silicon modules and the AOHs are sent by the CCUs.The CCU
itself is mounted on a motherboard the CCU Module CCUM that also holds a DCU
as control chip and a PLL chip. Each petal has two CCUs, one CCU sends signals to
rings one to four and the second CCU is responsible for the rings five to seven. One
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3.4.2. Fault repair reconfiguration 
The mechanism used to reconfigure a ring with a faulty module is explained in this paragraph 
with reference to the Figure 14. 
Figure 14 Fault repair reconfiguration example 
A fault can occur anywhere in a CCU module in a control ring. Any of the components on the 
module, i.e. the CCU itself, the LVDS line driver, the local power supply, the connector etc. 
could become defective. In this example, one will assume that the CCUM-3 is somehow 
defective. This could be recognized in a variety of ways at the FEC level, for instance the 
ring may become silent, or a number of malformed packets could be received at the FEC or 
finally packet could occasionally become lost in the ring. Should this happen the software in 
the FEC has to start a fault scan procedure.  
To support the search in software of the fault in the ring, the following protocol is 
implemented in the CCU: 
- after hardware reset the CCU assumes that the good input and output ports are always 
the ports A. 
- consider the CCU which has to be programmed to change its output port (in this example 
CCUM-2): the CCU can change the output port it uses only upon reception of a well 
formed packet addressed to the CCU itself from the active input port (A or B) 
- consider the CCU which has to be programmed to change its input port (in this example 
CCUM-4): to instruct the CCU to switch to the alternate input port B (or back to A), a well 
formed packet with the command to perform this reconfiguration has to be fully received 
from the port B (or A) itself. 
- packet requesting the switch of input and output ports may not be returned from the 
receiving CCU integrally to the FEC which should not expect to receive them back well 
formed. These packets will necessarily be cut by the CCU which performs the switch. 
During this reconfiguration, the FEC should not expect to receive well formed returning 
packets. 
Notice that the FEC does not know where the fault occurred and has to search for it. The 
procedure is based on searching the fault from the end of the ring back to the first CCU 
module and can work as follows: 
- the ring is reset, all CCUs are configured to use ports A for input and output 
- sending packet or tokens to the faulty ring will result in no packet or malformed packets 
to be returned 
- the FEC assumes that CCUM-4 is faulty. It will send a message to CCU-3 to use its 
alternative output port and the FEC itself is programmed to listen to input port B (this has 
to be so because the CCU-4 can not use the alternative output port, as this is not 
connected, see figure) 
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Figure 2.14: Working scheme of the token ring. CCUM-3 is skipped using the secondary circuit
B [38].
front and one back petal form a control unit, the so called control ring. Each control
ring consists of four CCUs connected serially, this electrical circuit is called a token
ring. The communication protoc l used by the CCUs is a token ring like protocol
making it ossibl to ddress each CCU individually by a hexadecimal address.
If the above described serial token ring fails, two petals or up to 51 silicon modules
cannot be readout anymore. To minimize e probability of such a scenario, the ring
was designed with two parallel circuits making it possible to skip one defect CCU
without loosing the other three. Figure 2.14 shows the basic design of the token ring
with its two electrical control circuits. The example shows the two circuits in case of
a defect in CCUM-3. CCUM-1 uses the primary input and output circuit A to transfer
the data to CCUM-2. The output channel than is changed to the secondary circuit
B to bypass the malfunctioning CCUM-3 and CCUM-4 switches back to the primary
circuit A again to complete the ring. If more than two neighboring CCUs fail, the
two petals are lost and at least one CCUM must be exchanged. The I2C-protocol by
Philips [39], is used by the CCUs to communicate with the silicon modules and the
AOHs which do have d fferent hexadecimal addresses. [38]
The Digital Opto Hybrid DOH
Communication signals are sent to the petals via optical fibers to the DOH. DOHs
are only assembled on back petals because of the token ring design. They house a
spare CCU in case of a CCU failure in the token ring. The DOH converts the optical
control signals into electrical signals and transfers them to the CCUs. A data rate of
40MBit per second can be achieved. To ensure a low failure rate the maximum bit
failure rate of a DOH is 10−9. [40]
The Analogue Opto Hybrid AOH
Data translation from analogue electrical to analogue optical is done via the AOH.
For that purpose the AOH has a InGaAsP/InP multi-quantum-well laser working at
1,310 nm. Each laser transfers the data of two APVs or 256 silicon strips to the final
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Figure 2.15: Tuning of the AOH laser with the help of APV tick marks. The solid lines correspond
to the base line of a tick mark, the dashed lines to the top. In-between the two
horizontal black lines lies the dynamic working range of the laser and the colored
arrows show the impact of different gain settings to the output signal height.
read out hardware outside of the tracker. Hence there are AOHs with either two or
three laser for four or six APV modules. Depending on the AOH position on a petal,
the laser fiber lengths differ from 35 cm to 120 cm.
As the laser output power is dependent on the temperature, the conductivity of
the laser can be altered between values of 5mSievert and 12. 5mSievert in steps
of 2. 5mSievert. These settings are called the gain of every laser and correspond
to settings of gain zero (smallest conductivity) up to gain three. After setting the
gain, the bias current is adjusted to specify the best working conditions using the
APV tick marks. Figure 2.15 shows the tuning of an AOH laser with all four gain
settings. The colored arrows show the tick mark height for the four applied gain
settings and the same input signal. If the signal is higher/lower than the dynamic
range - indicated by the horizontal lines - of the laser the AOH will cut off the signal
and will sent the highest/lowest possible value at the upper/lower end of its range.
In data taking mode, the requirements of the AOH output signal is that its height
equals 80% of the AOH dynamic range and that its minimum/maximum value is
inside the dynamic range. The laser efficiency is strongly temperature dependant and
tests showed that the output efficiency increases linearily with 0. 22%/◦C when going
to smaller temperatures with 100% efficiency at + 20◦C [41]. [42]
Modules
The number of silicon modules per petal differs for front and back petals and decreases
with growing z-distance from the interaction point (cp. figure 2.2). Table 2.3 shows
the different number of silicon modules per disk and petal in a range from 17 modules
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Disk Mounted Rings Number of Silicon Modules
Front Petal Back Petal
1-3 1-7 28 23
4-6 2-7 24 21
7-8 3-7 20 19
9 4-7 17 17
Table 2.3: Number of modules per petal type and disk.
for disk nine petal to 28 modules for a disk one to three front petal. Each ring has
a different number of silicon modules, this number changes between front and back
petals:
Ring Number of Silicon Modules
Front Petal Back Petal
1 4 2
2 4 2
3 3 2
4 4 3
5 4 6
6 4 3
7 5 5
To have a unique number for each module, the convention is to name the module by
its ring number followed by its ring position. The ring position is counted clockwise
facing the interaction point starting with one, e.g. position 7.3 names ring seven third
module. Double-sided modules on rings one, two and five consist of two modules back
to back and are distinguished as normal N and stereo S.
2.3.3 Powering
CCUs, AOHs and silicon modules are operated with a supply low voltage (LV) of 2. 5V
and the module hybrids also get a second service voltage of 1. 25V. The depletion
high voltage (HV) for the silicon sensors has to be set individually and is limited to
450V. To reduce the needed power circuits and to keep the drawn currents per power
circuit small, there are three independent LV and HV groups per petal. LV/HV Group
one holds the rings one and two, while Group two is responsible for the powering
of rings three, four and six, finally rings five and seven are served by Group three.
Furthermore the HV groups are divided again splitting into two HV channels A and
B which themselves contain up to four power lines, making it possible to supply
single modules or two modules with different voltages. Each power group has its own
connector and two connectors are needed to complete the CCU token ring, making a
maximum total of eight connectors for a long petal.
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Chapter 3
Petal Assembly
All components belonging to a petal (cp. section 2.3) are assembled in the petal
assembly and first basic tests with the components are done. Over a period of 15
month’s between June ’05 and September 2006 a collaboration of seven institutes
built the 288 petals of both tracker end-caps. The III. Physikalisches Institut B was
one of the seven Petal Integration Centers PICs and it was the collaboration’s petal
repair center. During the petal production Aachen assembled 28 petals and repaired
23. This chapter describes the assembly of the TEC petals.
3.1 Workflow
The petal bodies with the cooling pipes and the inserts were manufactured in Aachen
at the I. Physikalisches Institut B. After the mechanical structure was built, the pre-
tested ICBs and the CCUs were attached and the petal was fixed inside an aluminum
frame for transportation. Materials such as screws, centerliners and washers were
provided for the PICs for each petal before shipping. From Aachen the petals were
shipped to Hamburg where the AOHs were assembled. From there the petals were
shipped to the other PICs that assembled the modules and tested them. All steps
starting with AOH mounting were done in clean rooms.
3.2 Assembly Setup
Each PIC had to built a special test setup consisting of several hardware components
needed to test the petal electronics and the external read out chain. Figure 3.1 shows
a sketch of the setup in each PIC. The main component is a PC with the control
hardware. In the setups no LHC clock or trigger device is present. It was replaced
by the Trigger Sequencer Card TSC that creates clock and trigger. The TSC output
signals are sent to the Front End Controller FEC. Electrical token ring signals than
are sent to the petal and its CCUs and back to the FEC again. Basic testing only
requires LV connection to the petal which is provided by a DELPHI powersupply and
transfered to the petal with special Low Impedance Cables LIC, the Multi Service
MS cables. One MS cable houses the LV connections for one LV and one HV power
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Figure 3.1: Basic components used in the assembly setup. The data path is shown. Abbreviations
are explained in the text.
group. To connect each of the three power groups an adpater is used, the electrical
patch panel that has connectors for every powergroup and the CCU control power.
The CCUs are powered using a standard power supply.
Module data is sent via the AOH into optical cables, the short ribbon cables. A short
ribbon cable has a connector for twelve AOH laser fibres and bundles these into one
plug. The maximum number of AOH fibres is 68 for a long front petal, therefore six
short ribbon cables are needed to read out every petal. The optical cable transfers the
data to the Optical Electrical Converter OEC where the optical signals are converted
back to electrical signals. Finally the Optical-Front End Driver O-FED creates the
output data on twelve electrical channels which are sent to the Karlsruhe Multiplexer
K-Mux. The K-Mux is a switching device with eight slot’s and one output line per slot.
In the assembly setup two slots are equipped with cards having ten input channels
each. The K-Mux switches between the different input channels and puts the signals
to the slots output channel. Thus there are two output channels that are connected
to a scope for optical data analysis.
3.3 Assembly Procedure
After reception of the petals and the components the modules are tested in a single
module test, the ARC test [43]. Modules were selected according to the depletion
voltage which was determined in the single sensor test [44]. After passing the ARC
test, the modules were booked with a web interface [45] connected to the construc-
tion database [46] where all tracker components are listed. Than the modules were
transfered to the assembly setup into the clean room. The petal in its aluminum
frame was fixed to a jig. An assembler was responsible for the module mounting and
testing. Guided through this process by the assembly software [47], the assembler saw
the actual progress and the parts needed for each assembly step. To prevent failures,
photographs of the components together with sketches of the module position and
connectors are displayed as illustrated in figure 3.2. Petals, modules, CCUs and AOHs
have a unique 2 dimensional matrix code that has to be scanned and that is compared
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Figure 3.2: Work mask of the assembly software showing the progress and components needed.
The sketch on the right shows the module layout and position [47].
with the stored information of the online booking system to ensure that the correct
components are assembled to the correct petals.
3.3.1 CCUs and ICB
The CCUs are plugged to the ICB without further fixation. Subsequently a token ring
communication test is done. To test if the ICB connectors for the AOHs and modules
are working correctly I2C communication tests are done using dummy hybrids and
AOHs. If these tests succeed, the AOH assembly can start.
3.3.2 AOHs
AOHs are assembled ring per ring with the exception of rings five and seven. The
assembly software verifys that a correct AOH is taken by comparing the information
of the construcion data base with the component used. If the right AOH was taken
the actual assembly procedure is shown, listing the small parts such as screws and
washers. For every screw the torque is displayed. After all AOHs of a ring are in place
the fibres are routed through radiation hard plastic clips and connected to an optical
patch panel that chains AOH fibres to the short ribbon cables. Figure 3.3 shows
assembled AOHs with their fibres fixed by plastic clips. The AOH fibres themselves
have a matrix code. But early petal assemblies showed the need for a human readable
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Figure 3.3: Assembled AOHs on ICB 57 the plastic fiber clips can be seen.
label. Hence every AOH fiber connector was labeled with three digits e.g. 552. The
first and the second number represent the ring and position as for modules (cp.
section 2.3.2). The last digit represents the laser number, beginning with zero from
the left laser seen from the AOH matrix code. Now the I2C communication between
the AOHs and its corresponding CCU is tested. After passing this test, the optical
output of the laser is tested with the help of the scope. The different gain settings are
tested beginning with the lowest gain. Expected is a signal rise of more than 500mV
from the output of the lowest gain to the output of the highest gain. If the signal
amplitude is higher than this threshold, the AOH test is passed and the next AOH
can be tested. If the outputsignal is too low, the fiber connector has to be cleaned
and the test has to be repeated. In case of several low output signals, the AOH is
exchanged.
3.3.3 Modules
Before the integration of modules can be started, the inserts are coated with thermal
grease [48] to improve the thermal contact between the cooling liquid temperature
and the carbon frame. With the help of a dispensor, dots of 1. 2mg of thermal grease
are put on the inserts and washers (five dots on the inserts and washers, six dots
on bridges). The thermal grease is smoothed out with a small plexiglass plate. The
inserts lack a thread. Small threaded plastic precision pins (centerliners) are plugged
into the inserts. The centerliners together with the precision holes in the module’s
carbon frame guarantee a mechanical assembly precision of 100µm.
The assembly software is used to scan the matrix code of each module before the
module mounting starts. Because the modules overlap each other the assembly cannot
be done following the module positions but the lower modules have to be mounted
first. Placed on top of these modules are washers or bridges, that are fixed on the
inserts. As different module geometries need different washers, bridges and screws
the proper parts are displayed to the assembler by the assembly software. Figure 3.4
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Figure 3.4: Photograph of a front petal Ring 7 assembly. Centerliners with washers and the first
bridge are in place.
Header Tick Mark
Data
Figure 3.5: Screenshots of the scope used for the assembly module tests. a) APV output without
data, the tick mark and the header have to be clearly visible to pass this test and b)
shows header and tick mark with data.
shows the mounting of the lower three Ring 7 modules of a front petal with the first
bridge, centerliners and washers in place. After all bridges of a ring are mounted, the
modules are connected to the ICB and tested. A basic I2C test is done first testing
the module’s connection. This test is followed by a test of the module hybrids. The
APVs are read out first without and than with analogue data as can be seen in
figure 3.5. This test requires experience, as the result depends on the judgement of
the assembler. If there are no irregularities as bad signal quality or a defect header,
the next module can be tested.
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3.3.4 Finalizing the Assembly
After the assembly is completed, the petal is optically inspected, focussing on the
module bonds and the screws, testing if the correct torque was applied. Finally the
petal’s aluminum frame is closed with lids and the petal is ready for further tests.
The DOH together with a fifth CCU are not mounted in the PICs but were assembled
just before the petals were inserted into the TECs. During the assembly procedure a
list of the IDs of the mounted components is written to XML files that are uploaded
into the construction database. Figure 3.6 shows the four sides A, B, C and D of a
fully equipped long front and back petal.
3.4 Production Results
In total 368 petals were assembled. Figure 3.7 shows the evolution of the petal
assembly between June 2005 and August 2006. The blue line with the triangular
markers shows the numbers of the petals assembled. Three production steps are
clearly visible indicated by the red vertical lines. These were caused by the petal
rework - unmounting of silicon modules - due to newly discovered flaws in the back
plane of the silicon modules.
(a) Front petal side A (b) Front petal side B
(c) Back petal side C (d) Back petal side D
Figure 3.6: a) Front petal side A with its rings 1,3,5 and 7 facing the interaction point and b) front
petal side B with rings 2,4 and 6. Figures c) and d) show the C and D sides of a back
petal also with odd and even rings [21].
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Figure 3.7: Petal production [49]. The triangles show the number of assembled petals, the squares
represent the number of long term tested petals (cp. chapter 4).The solid turquoise
line represents the number of integrated sectors into both TECs. The three vertical
lines are major petal production stops due to the petal rework.
3.4.1 Petal Rework
The first 18 assembled petals were used for the testing of the final Data AQuisition
DAQ. The modules used old standards. The ICB layout had changed after these petals
were built. Thus all DAQ petals had to be reworked using final ICBs and modules.
Even more petals had to be reworked because the silicon modules had a bad HV con-
nection on the back plane. During the module production measurements had shown
that the contact between the aluminum back plane and copper cross piece had high
ohmic resistances in the order of kΩ. A workaround was introduced using conducting
silver-loaded epoxy [50]. 31 petals had been built with the epoxy-improved HV con-
nection when it became clear, that the epoxy became brittle after some temperature
cycles. Another petal rework had to be done, replacing the glued modules. Finally
the silver epoxy was replaced with encapsulated wire bonds that combine good ohmic
contact with high temperature robustness. The developement of the module back
plane is shown in figure 3.8. Simultaneous to the petal production the petal inte-
gration into the TEC+ had begun. The first 18 integrated petals had modules with
glued back plane but without the wire bonds. The petals were removed and replaced.
3.4.2 Repair Center
As a repair center the PIC Aachen recieved petals with problems observed during
the long term test (cp. chapter 4) from other PICs and petals from the Tracker
Integration Center TIC at the I. Physikalisches Institut B Aachen, where the TEC+
was equipped with petals. Figure 3.10 shows the defect statistics collected in the petal
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(a) (b) (c)
Figure 3.8: Evolution of the silicon module’s back plane contact. a) Original back plane contact
using a single copper cross piece and b) first improvement with conductive glue. c)
final contact using encapsulated bonds.
(a) (b)
Figure 3.9: Mechanical defects during petal assembly. a) broken readout bonds ff a silicon module,
b) a scratch on a silicon sensor. [24]
repair center. In total 46 modules, 14 AOHs and two CCUs had to be exchanged on
final production petals. In addition to this, two petal bodies had to be exchanged,
one because the cooling manifold connector was broken and the other because LV
and HV were accidentaly interchanged and the ICB was damaged. In the course of
the HV powering seven module hybrids were damaged and the modules had to be
exchanged. The main cause of module errors though are read-out bonds broken by
mechanical contact in the assembly as shown in figure 3.9 a). 29 modules had to
exchanged after handling errors during the assembly sequence or after bent bonds had
been observed at an optical inspection. Handling errors in two cases led to broken
carbon frames and in one case to a scratch on the silicon sensor (cp. figure 3.9 b)).
Although all used modules were tested in the ARC setup before the assembly, some
modules showed broken I2C connections with one or more of their chips resulting in
seven modules that had to be changed. Two modules showed leakage currents above
the test limits and also had to be replaced. These are the problems observed on
final petals, not mentioned here are defects that occured during the petal rework,
because these modules were tested again and sent to different PICs qualified as new
modules. The most common problem observed with AOHs are defect fibres caused
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Figure 3.10: Petal defects statistics: a) The total number of found defects by type and b) module
defects in detail c) the same for AOH defects.
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by mishandling. AOH fibres are very fragile and break easily under mechanical stress.
This resulted in six defect fibers. On five AOHs the laser stopped working during the
petal long term tests. One reason for this is the glue that connects the laser to the
AOH board. This glue is specified only to a lowest temperature of −21 ◦C. In the
beginning some long term setups operated at temperatures as low as −27 ◦C causing
cracks in the glue followed by a break in the connection between AOH and laser.
After this observation, the lowest test temperature was set to −25 ◦C. The following
tests showed no broken glue connections at any AOH. Additional failures observed
were defect I2C connections on two AOHs and one broken AOH due to mishandling.
For both CCUs no token ring connection could be established and they had to ex-
changed.
3.4.3 Final Results
After a learning phase of some monthes, the petal assembly became efficient without
too many failures. Experience clearly reduced the failures through mishandling. After
the assembly and the exchanges of defect components every petal worked well. It can
be assumed that after the intense optical inspection no further mechanical defects
remained on the petal. Figure 3.11 shows the percentage of defect single read-out
channels per module for both TECs taken from the tracker construction database
with ARC test data. In total only two modules with more than two percent of defects
were included all other modules have less than two percent of defect strips making
the final 288 petals used for the CMS tracker excellent tracking components.
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Figure 3.11: Single strip failure rate per module after the petal assembly. Data taken from the
construction database using ARC data. a) shows the TEC+ petals and b) the petals
included in TEC- [51].
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Chapter 4
Petal Long Term Test
After completing the petal assembly a detailed analysis of the petal components was
done using a setup to simulate CMS conditions at −10 ◦C. Apart from testing the
petals components under thermal stress, environment variables such as the low voltage
behaviour and noise analysis were done in each of the PICs. This chapter describes
the setup used in Aachen and shows the test results of all PICs which can be accessed
at the petal long term test result web pages [52] and [53].
4.1 Long Term Setup
Single petal tests in CMS-like conditions require a readout chain suited to collect the
data of up to 68 optical fibers. Two cooling units are needed to cool the petal and its
components. Picture 4.1 shows the setup used for long term petal tests. The petal
control and read out chain is nearly identical to the assembly setup (cp. fig. 3.1) but
more hardware had to be used to collect and store all data. Housed in the so-called
long term PC was the TSC and the FEC, their data was sent to the petal and the
data of the modules was sent by six optical long ribbon cables to six O-FEDs. The 72
channels of the O-FEDs were connected to the K-MUX from where the eight output
cables were connected to a nine bit FED inside the long term PC. The petal itself was
fixed inside a custom made refridgerator that was capable of cooling to −30 ◦C. To
satisfy safety demands the refridgerator was continuously flushed with pre-cooled dry
air with a dew point temperature of −70 ◦C. Active cooling was provided by a cooling
plant using FC-77 [54] (C8F18) instead of C6F14 due to price reasons. Three different
electronic devices were used as power supplies, six LAMBDA power supplies [55]
delivered the module’s and AOH’s LV while the CCU’s LV was provided by a standard
power supply. High voltage from so-called DEPP power supplies [56] together with
the LAMBDA’s was connected to a switching matrix whose only purpose was to
switch on and of the HV on the corresponding Multi Service cable line. The hardware
was controlled by the so-called slow control PC and a special LABVIEW [57] software
application. The long term PC also had a long term software [58] installed that
steered the test scenario and set the environment temperatures and high voltages by
sending the required values to the slow control PC. At CERN a different setup was
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Figure 4.1: Long term setup used in Aachen. The petal is cooled actively with the help of a cooling
plant and passively with a custom made refridgerator. The data is sent and read out
by the long term PC. The hardware is controlled by the slow control PC.
used with the nearly final CMS hardware, thus the results are plotted seperately for
CERN and all other PICs.
4.2 Slow Control and Interlock Conditions
The hardware components used in the LT setup were all connected to a main multiple
socket which was controlled by the slow control PC and in case of an interlock condi-
tion the power was cut from all devices but the dry air supply. Inside the refridgerator
five Dallas 18B20 [59] temperature probes and two Sensirion SHT11 [60] combined
temperature, relative humidity probes monitored the environmental air conditions next
to the petal. The dew point temperature was calculated and if one of the interlock
limits was exceeded safety actions were taken as described in table 4.1.
4.3 Run Types
Before data can be recorded the APVs and the AOH laser have to be tuned for read
out. A correct timing has to be found together with the best working conditions for
the laser to yield best possible signal resolution. The two settings are derived from the
timing run and the opto scan run. Environmental data as the module’s LV, HV and
temperatures are derived from the module’s DCUs in the I2C dump run and leakage
currents are obtained by the extendet I-V run. If all parameters are tuned, data can
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Value Limit Interlock Action Type
TAirMax − TDPMin < 12◦C Set refridgerator and CP to +17◦C Software
TAirMax − TDPMin < 6◦C
Set refridgerator and CP to +17◦C
Software
Switch of HV
IHV 1mA – Hardware
I1.25V 6A – Hardware
I2.5V 12A – Hardware
Refridgerator door open
Switch off LV/HV
Software
Set refridgerator and CP to +17◦C
Table 4.1: Interlock limits and actions taken if limits are exceeded. TAirMax denotes the highest
measured temperature inside the refridgerator, TDPMin the minimum dew point, CP means
cooling plant.
be taken to perform the noise analysis after both the pedestal run and the calibration
profile run were saved. The different run types are described now.
Time Tune
This run determines and calibrates the different signal delays due to varying cables
lengths. It ensures that all APVs get the control signals simultaneously and that the
APV output data arrives synchronously at the FEDs. To accomplish this, tick marks
are sent and with the help of the TPLL chip the delays are adjusted in 25 ns steps.
Then a fine tune is done in steps of 1. 04 (25/24) ns. Finally the TPLL is loaded with
the best value.
Opto Scan
During the opto scan the four different gain settings of the AOH laser are tested and
the bias currents are varied to find the best working conditions for the laser. Since
non-final versions of the FEDs were used no calibration was available to derive the
optimal gain setting for each AOH. A gain setting of 2 was chosen for all AOHs. After
an opto scan the tick mark must have a height of at least 100 ADC counts or else
the optical connectors had to be cleaned and the test had to be repeated.
I2C Dump
DCU data was recorded in the I2C dump run. Information such as the silicon temper-
ature, the hybrid temperature, the applied voltages were read out and saved.
Extended I-V
With the help of the switching matrix I-V curves from 0V up to 400V were taken
and the leakage current Ileak was measured for every module. An upper limit on the
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Figure 4.2: a) pedestal of a TEC module and b) corresponding CMS, channels within the white
box are not flagged and strips in the grey region are flagged as faulty.
leakage current was set to 10µA for single-sensor modules of rings 1 to 4 and 20µA
for double-sensor modules of the higher rings. At this point it must be mentioned
that some modules share a HV line and thus the leakage current of these modules
is identical and the currents drawn by these modules cannot be distinguished in this
test. Appendix A lists the number of modules sharing a HV line. In the later analysis
the leakage current for all modules was taken at 400V. It was divided by the number
of modules sharing a line and by the number of sensors per module.
Pedestal
Pedestal runs were taken during the long term test in the APV peak mode and in
deconvolution mode. With the help of the pedestal (cp. eqn. 2.17) the common
mode subtracted noise CMS was calculated and very basic cuts were applied to find
defect strips. After calculating the pedestal for each strip, the mean value per APV
was taken and a ± 10% cut was applied to determine bad strips. The pedestal for an
arbitrary TEC module is shown in graph 4.2, the left hand plot illustrates the pedestal
for each silicon strip without further calculations, the right hand picture shows the
flagging procedure for strips. The risk of this approach is the influence of single strips
with a noise high above the median of the APV. These strips can raise the mean
value in a way that even good strips are flagged. In further analysis studies these high
noise channels are excluded from the calculation of the APV mean/median.
Calibration Profile
The APV can create an internal charge which is injected to the APVs input. The
resulting signal is sensitive to single strip parameters as the capacitance. The resulting
signals are read out and fitted. The rise time contains the information if a strip is
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working correctly and in a well known module environment the calibration profiles are
used to distinguish between different failure sources using the calibration pulse rise
time, the pulse height and its shape.
4.4 Long Term Test Scenario
After fixing the petal in the refridgerator and connecting it to the read out chain
an opto scan was done to determine if all channels had a tick mark higher than 100
ADC counts. If not, the corresponding fibres had to be cleaned until the desired signal
strength was achieved. Then the refridgerator was closed and flushed with dry air
until the relative humidity inside the refridgerator was below 5%. The detailed long
term test was started with two scenarios, the “long term run” or the “commisioning
run” in their most recent versions. Both scenarios were defined in a XML file that
contained a sequence of the different run types together with commands to change
the environment variables like temperature and HV. Data from the different runs was
saved to a root file to directories after each step. Petal qualification was done after
the long term run that took approximately 36 hours depending on the PIC1 and was
divided into three temperature cycles from +16 ◦C to −25 ◦C. After reaching the
proper temperature the test scenario waited for one hour before taking pedestals at
400V. The data of all runs is saved, but only three runs are used for defect analyzing:
The first tests taken in a warm environment together with the last cold data and the
last warm data. If the analysis showed smaller defects such as low tick marks but
otherwise the petal was accepted, a commissioning run is used as a fast check, this
commissioning run took about one day and comprised only one cold cycle.
4.5 Environmental Measurements
One aspect of the long term test was to show that all components worked properly
under thermal stress and as a unit. The presented results were obtained during the
first warm and last cold DCU runs and represent the 288 tested petals used to built
TEC+ and TEC- with their 6400 DCUs. To yield the correct results the DCU values
had to be calibrated. But for 1124 DCUs no calibration factor was available. For
them the mean calibration factor of all other DCUs was taken. Results which arise
from missing calibration factors are indicated by a solid black line in all presented
plots.
4.5.1 Temperature
A main focus was set on testing the silicon modules at silicon temperatures of −10◦C
or below. The silicon and hybrid temperatures reached are shown separately for 4 and
6 APV modules in figure 4.3 for the warm test phase and the last cold cycle. The back
1The petal read out and control was identical for all seven PICs but the refridgerators used
differed in power. As a result, the cooling procedure took different amounts of time in the PICs.
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Figure 4.3: Temperature distribution separated for 4 and 6 APV modules, the black line depicts
the DCUs for which no calibration data was available. a) and b) show the silicon
temperatures and c), d) the hybrid temperatures.
to back mounting of silicon modules with 6 APVs (lower number of inserts per sensor)
leads to a higher sensor temperature. This expectation is met with a temperature
difference of approx. 3◦C between the 6 APV modules and the 4 APV modules. All
test setups in the the different PICs were capable of cooling down the modules below
the desired temperature with mean values of −20◦C for 4 APV modules and −17◦C
looking at 6 APV modules. Since the hybrids dissipate most of the power of a silicon
module their temperatures are higher. They show the same behaviour as the silicon
sensor temperatures.
4.5.2 Low Voltage
A good measure of the temperature robustness of the modules are the module supply
voltages which are shown in picture 4.4 for both LV lines. Mean values diverging from
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Figure 4.4: Low voltages from the DCU run. The voltages barely change for different temperatures.
the values of 1. 25V and 2. 50V can be explained with the LV sense points on the
petals which are situated on the geometric center of the ICB parts of the belonging
rings. The measured low voltages are approximately 5% lower than the set points.
This has no impact on the operation of the hybrid. Petals tested at the CERN PIC do
not show this influence, because power supplies were used, which allowed a better LV
sensing. Hence the maximum around the set voltages represent the CERN petals while
all other PICs peak at the lower voltages. The tail of the 2. 5V at 2. 15V is either
an artifact from the unknown DCU calibration value or originates in the fact that
the used LAMBDA power supplie’s 2 internal sensing circuit had a too small safety
resistor compared to the resistance of the sense wire [61]. Both LV distributions show
no impact from the temperature with a mean deviation of 0. 3which is negligible.
4.5.3 Leakage Current
The leakage current drawn by each sensor will increase over time because of the
radiation damage. Low currents guarantee a longer sensor lifetime. The measured
leakage currents of the first warm run are plotted normalized to single sensors in
figure 4.5. In the cold environment no leakage currents were measured because they
were expected to be negligible. The single outlier above 10µA represents a ring 7
module of which two share the same HV line making it impossible to tell which module
2Only Aachen PIC.
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Figure 4.5: Leakage currents measured in the long term test in warm environment normalized to
single sensors, in cold no leakage currents were mesaured.
draw the high current. These modules and all others with a leakage current above
the threshold were retested during the TEC integration. Their leakage currents were
below 10µA then3.
4.6 Basic Test of the Tracker Cooling Concept
During the petal qualification period the question arose if the CMS cooling concept
is capable of removing enough power from the tracker and keep the silicon at the
desired −10◦ C. A fully equipped long front petal was prepared with an external
temperature probe mounted between the petal body and a R6 module’s backplane.
With this petal special long term runs were taken. The first scenario had a stable
refridgerator temperature of −10◦ C while the cooling plant temperature was set to
values of 0, -10 and -20◦ C. In the second scenario the refridgerator was switched
off, no dry air was flushed and the cooling plant was set to -10 and -20◦ C, thus
CMS-like conditions were achieved. Graph 4.6 shows both special runs with the set
temperatures and the R6 probe read out. To get an estimation of the actual air
temperature around the probe, data of the other refridgerator probes were taken and
from them the temperature in the vicinity of the module was calculated. With a
running refridgerator the modules temperature is clearly depending on the cooling
plant temperature. When the cooling plant is set to 0◦ C the R6 temperature is
around three degrees above the air temperature inside the refridgerator, when the CP
is set to −10◦ C R6 temperature and surrounding temperature match and in the last
step at −20◦ C the CP is capable of cooling the module even below the refridgerators
temperature. Hence this basic test already implicates that the cooling plant removes
enough power from the petals. Regarding the second test without the active cooling
from the refridgerator, it is obvious that the CP governs the modules temperature but
is not capable of cooling the silicon enough to reach the desired −10◦ C. Although the
silicon temperature is of high interest regarding radiation damage, the main power
of a silicon module is dissipated of the hybrid and this power has to be removed
3Storage time and humid environment can influence the IV behaviour in the first test after the
assembly.
4.6. Basic Test of the Tracker Cooling Concept 53
Time[h]
0 2 4 6 8 10 12 14 16 18 20 22
C]o
Te
m
pe
ra
tu
re
[
-20
-10
0
10
20
30
Fridge Set
CP Set
Fridge Read
CP Read
R6
App. Air Temp R6 
(a) Test with Trefridgerator = −10 ◦C
Time[h]
0 2 4 6 8 10 12 14 16 18 20
C]o
Te
m
pe
ra
tu
re
[
-20
-10
0
10
20
30
CP Read
R6
App. Air Temp R6 
(b) Refridgerator switched off
Figure 4.6: Two tests of the tracker cooling concept, a) the test with the refridgerator turned on
while in graph b) only the cooling plant is running. Systematical errors are not plotted,
the following values represent the errors: ∆read CP = ± 0. 1◦C, ∆read refridgerator =
± 1. 0◦C, ∆R6 = ± 0. 5◦C, ∆App air temp r6 = ± 0. 73◦C. The error given for the
approximated R6 air temperature is a statistical estimation of the used sensors.
efficiently to hold the tracker at stable temperatures. The removed power over time
dQ
dt
can be calculated using the following equation:
dQ
dt
= ρ · v · Cp ·∆T (4.1)
with ρ being the temperature dependent density of the used FC-77, v the flux, Cp the
specific heat of FC-77 and ∆T the measured temperature difference between the fluid
entering the petal and the fluid leaving the petal. Since the temperature probes used
had a large systematical error of ±0. 5◦ C the measurements have high uncertainties:
T [◦C] Removed Power dQdt [W]
Refridgerator at −10◦C Refridgerator Switched Off
0 31. 7± 21. 7
−10 30. 9± 21. 7 92. 6± 21. 7
−20 46. 3± 21. 6 108. 0± 21. 6
The power of the petal can also be measured from the drawn currents and low voltages
measured by the LAMBDA power supplies. The result is 58. 9 ± 0. 5W for the first
scenario and 52. 3 ± 0. 2W for the run without active cooling of the refridgerator
with negligible temperature dependence. When the refridgerator is switched on, the
power removed from the CP rises by 50% when the CP temperature is lower than
the refridgerator temperature. Without active cooling the removed power increases
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Figure 4.7: Different tick heights in a warm/cold environment a)/b) while c) describes the differ-
ence in tick height. The use of a different optical read out in the CERN PIC is obvious
regarding the achieved tick heights.
significantly and even when taking the large errors into account more power is removed
than the petal dissipats. The CMS tracker cooling concept foresees a cooling fluid
flux that is 50% higher than the maximum flux allowed by the long term setup. This
gives confidence that the concept is going to work well and that the silicon sensors
can also be cooled efficiently when the tracker volume is flushed with dry air.
4.7 AOH Tune
Before taking pedestals, the laser had to be tuned. As there was no calibration
possible between FED input voltage and the laser output voltage, it was not possible
to define the best set gain for each AOH and thus for all laser an AOH setting of
two was applied. Figure 4.7 shows the tick mark heights of all AOHs at different
temperatures. The comparison between the tick mark heights shows the percentaged
change of the tick height when changing from warm to cold. All PICs show an
increase of approximately 23% or 39 ADC counts while the laser in the CERN setup
only gain 6%. The non-gaussian distribution for the CERN PIC is derived from the
fact that some of the laser stopped working and were not retested during the single
petal test but in the TEC- sector test [62]. The absolut difference in tick mark height
regarding the CERN setup is originated in the fact that the used optical read out is
not comparable to the other PICs.
4.8 Noise Analysis Results
Pedestals in the long term test were taken in the peak mode and the deconvolution
mode with inverter on and off. This section shows only the results obtained in the
peak mode with inverter turned on because this will be the operation mode during the
first data taking at LHC. Noise data derived in the other modes is presented in [63].
The pedestals of each strip are shown in histogram 4.8 for all PICs and the CERN PIC.
A minimum pedestal of 150ADC counts was required in the long term test resulting
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Figure 4.8: a) and b) show the pedestals in APV peak mode taken in the first warm and the last
cold phase of the long term test for all PICs and only the CERN PIC while c) plots the
absolute pedestal difference between cold and warm for each strip.
in the sharp edge at this lower value. The distribution for the PICs without CERN
has its maximum at 350ADC counts limited by the maximum tick height while petals
tested at CERN range up to 550ADC counts and their mean being 22. 5% higher due
to a different read out chain. Regarding the cold test, the distribution’s shape does
not change for all PICs but the CERN and an increase of 26ADC counts is observed,
an effect already seen at the AOH tune. Modules tested at CERN do not see this
effect but their pedestal distribution is widened resulting in a higher RMS and a tail up
to 750ADC counts. This effect can be seen even clearer when regarding the absolut
pedestal difference where the non-CERN modules show a gaussian spread with only a
few outliers where no signal was observed in the cold environment. In total 129 laser
cause the higher tail with absolut pedestal differences of more than 100ADC counts
per channel and 21 laser showed a too low difference. This behaviour was observed
for only three laser in the other PICs and can be explained by bad optical contacts
which after cleaning were fine. The 150 bad tested modules on 46 petals raised the
question if the CERN test results are as reliable as the results from the other PICs.
The fact that these petals were retested shortly after their long term test in the petal
insertion test of TEC- (results can be found in [62]) where they worked perfectly well
makes it clear that not changing this huge amount of modules was the right decision.
With the pedestals the previously described noise analysis was done and channels
outside the cuts were flagged as noisy. Because the APV edge channels 1, 2, 127 and
128 are known to have a high pick up noise they are often outside the cuts but are not
to be regarded as bad strips. The final distribution of normal non flagged channels
and all other channels is depicted in picture 4.9. The CMS noise was normalized to
the mean of each APV and a 10% cut was applied. Channels inside the normalized
CMS range between 0.9 and 1.1 are regarded as normal channels. The flagged APV
edge channels outbalance the other bad noisy channels by one order of magnitude
in the range between one and 1. 5 times the CMS noise. For strips showing the
highest derivations from 1 no difference between APV edge channels and the other
channels can be seen. Strips with a too low normalized CMS noise show a lack of
APV edge channels and the distribution’s lower tail describes the intrinsic noise from
the electronics used. In total only 0. 16% of the channels excluding the APV edge
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Figure 4.9: Common mode subtracted noise [63]. a) and b) illustrate the normalized CMS noise in
warm and cold. Strips outside the long term cuts and APV edge strips are displayed.
channels are outside the cuts increasing to 0. 31% in the cold setup. Finally it can
be said, that the overall noise behaviour of all petals is very good and well below 1%
which was the aim before starting the petal integration.
4.9 Module and Petal Grading
Apart from high noise, failures are also determined using the calibration profile test
together with the measured leakage current per sensor. A detailed description of
single strip failure detection and module grading using these methods can be found
in [64]. The following values and limits were used to derive the module grade:
Parameter Lower Value Upper Value Cut Type
Pedestal 150 400 Absolute [ADC counts]
Normalized Noise 0. 9 1. 1 [ADC counts]
Normalized Pulse Height −20% +20% Percentage
Rise Time Average Subtracted −15 15 Absolute [ns]
Normalized Calibration Amplitude −20% +20% Percentage
Table 4.2: Cuts used for long term test single module grading.
As this analysis flagged a module as bad whenever one of the above cut limits was
exceeded, a lot of modules were flagged even when they failed only in one test and
passed the same test in a later phase of the long term scenario. Thus a more detailed
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Figure 4.10: Total number of flagged channels after long term test for all petals compared to the
single module ARC test [52].
Grade Total Bad Channels Module Quality Total Ileak
A N< 0. 5% < 25% of B modules, no C modules
A F N< 0. 5% < 25% of B modules, no C modules >Nsensor ∗ 3µA
B 0. 5% <N< 1% < 50% of B modules, no C modules
B F 0. 5% <N< 1% < 50% of B modules, no C modules >Nsensor ∗ 3µA
C 1% <N< 1. 5% 1 C module with < 2. 5% of bad channels
C 1% <N< 1. 5% 1 C module with < 2. 5% of bad channels >Nsensor ∗ 10µA
D Any other combination
Table 4.3: Petal grading criteria used in the long term setups.
analysis was developed and applied using all taken data during the long term runs.
Details can be found in [65]. Applying all these cuts the total number of flagged
channels for the long term test is below 1. 24 with only 4909 flagged channels
in total as shown in figure 4.10. The number of defect channels from the single
module ARC test is given as a comparison for the tested modules and the dotted box
combining ARC and LT test flagged channels describes the number of faulty channels
flagged in both tests. The discrepancy between both tests is originated in the different
setups and the used cuts. Both setups also flagged noisy channels that do work but
where a smaller signal to noise ratio is expected. These channels built the main part
of the two numbers with a total fraction of 0. 9.
Finally the petals are graded using single module grades as basis for the petal grading,
shown in table 4.3. Using these cuts all 288 petals were tested as grade “A” and
qualified to enter the CMS tracker. testtesttesttesttesttesttesttesttesttesttest
testtesttesttesttesttesttesttesttesttesttesttesttesttesttest
testtesttesttesttesttesttesttesttesttesttesttesttesttesttest
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Chapter 5
TEC- Cold Test
After the petals were assembled and long term tested, they were transported to the
two TICs located in Aachen and CERN where the petals were mounted on the TEC
structures. When TEC+ was finished, it was shipped to CERN for further testing.
TEC- was assembled at CERN in a special clean room, the Tracker Integration Facility
TIF. Next to the TIF a special cold room was installed, to test a TEC in CMS-like
conditions at − 10 ◦C silicon temperature. After both TECs had been equipped with
petals, 50% of each TEC were tested in a cold environment. The cold test of TEC+
together with all analysis methods is described in [21]. This chapter focuses on the
results of the coldtest of the TEC- sectors 2,4,6 and 7. All results presented here were
obtained by the TEC group at CERN. The plots shown are accessible online at [62].
5.1 The Cold Room Setup
The cold room at CERN was built and designed in Lyon to test the tracker end-caps.
It had a cooling capacity of 6. 1 kW at − 20 ◦C, while at the same time the dew point
of the air was controlled to prevent the freeze-out of water. Additionally an external
dry air supply was installed that flushed the TEC volume and the cold room with dry
air with a dew point of − 70 ◦C. The active cooling was provided by two units. One
chiller per sector under test was needed to reach − 10 ◦C silicon temperature. The
two custom made chillers had cooling capacities of 1. 5 kW and 3 kW at − 20 ◦C [66].
Cold Room Slow Control
For safety a slow control system was installed consisting of three subsystems and 45
different sensors. 12 Honeywell HIH-3610-001 humidity sensors [67] together with 16
pt100 temperature sensors formed the first subsystem read out by a Programmable
Logic Controller PLC that also represents a part of the final slow control system, the
Detector Control System DCS. The second system consisted of 12 TRHX probes [68]
that combine temperature and humidity measurements. They were read out by a
dedicated Labview application. The remaining five temperature sensors were read
out by a second dedicated Labview application. The sensors were distributed in the
cold room: one sensor in each corner of the room and close to the TEC bulkhead
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Figure 5.1: a) Cold room temperature recorded with three slow control systems (TRHX, Labview
and DCS) compared to temperatures on the petal (thermistors DCS), the spikes indicate
a malfunctioning sensor. b) Spread of the interlock value T -Tdewpoint.
in between disks 2 and 3, 4 and 5 and disks 7 and 8. The coldest points near a
TEC are the cooling liquid inlets at the bulkhead. Thus the temperature and the
dew point were also measured at these points. Finally one sensor was placed below
the TEC bulkhead and another sensor on top of the TEC. Temperature information
from the petals was obtained from 16 thermal resistors that were also read out by the
PLC system. The limit of the interlock was set at a difference between the measured
temperature and the corresponding dew point of at least 8 ◦C. A typical temperature
distribution for a cold test is shown in figure 5.1, the temperature distribution from
the slow control systems is shown and compared with petal temperatures in purple.
The bands represent the temperature range of each subsystem from the lowest to
the highest measured temperature. The spikes are read out failures of single sensors.
During the complete test, the petal temperatures mark the highest temperatures
ensuring a maximum difference between dew point and measured temperature. This
temperature difference is shown for the TRHX probes and is well beyond the interlock
limit.
TEC Readout and Power Control
In total 48 Low Impedance Cables LICs were used to power two TEC sectors (800
modules) simultaneously. The LICs were connected to the final CMS tracker CAEN
power supplies [69]. These were connected to the DCS and interlock limits regarding
the module currents were set. A control and read out chain using final hardware
components connected the FECs with the two TEC sectors. Data was sent to the
FEDs.
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5.2 Test Procedure
After connecting the sectors to the DAQ, a sequence of runs was started to setup the
sectors for operation. In a first step the FEDs were configured by determining their
in-situ noise level. It was subtracted from the data later. This test is called Trim
DAQ test and naturally only the FEDs must be powered. Than the TEC was powered
and the FECs were pre-configured. They scan through their connections to derive a
first map of input channels without linking them to an AOH laser. This mapping is
done in the connection scan, the FEC switches on each single laser individually while
the FEDs scan through all input channels and find the device. A mapping between
the FEC output channels and the corresponding FED input connectors is recorded.
The already described timing run (cp. section 4.3) was followed by an opto scan and
another timing run. Finally the APV settings were adjusted by taking VPSP, latency
and delay scans. With the help of the VPSP APV register, the relative position of
the analogue data signals between the logical 0 and the logical 1 was adjusted. The
VPSP scan sets the APV register to a value that the data is positioned in the middle
between logical 0 and logical 1. The latency scan also adjusts an APV register by
scanning through all possible latency register settings with a given number of events
and sets the latency to the value where the maximum number of signals are found
and the mean signal strength is best. Finally the delay scan sets the timing, using
the PLL settings with a minimum time step of 1. 04 ns. The system should now be
ready to take data or perform pedestal runs. It must be mentioned that after each
run detected failures such as missing connections, low signals etc. had to be checked
and debugged, making the initial setup a rather complicated procedure.
The cold test consisted of the described set of runs that were taken first in a warm
environment (coldroom switched off, chiller set to +15 ◦C) and after the cool down of
the cold room again in cold conditions. During the cool down the tested sectors were
powered and the DCUs read out to make sure that the coldest point of the setup was
not near the TEC volume. Therefore the chiller temperatures were reduced in steps
of −5 ◦C only after the outer environment of the cold room already had past this
temperature. The continuous read out of the DCUs not only heated the TEC, but
also provided information of the dissipated power and silicon temperature. I2C tests
during cool down were made to test the electrical stability of the sector’s components
under thermal stress.
5.3 Results
The presented results cover three topics: the environmental measurements from the
DCU data, the AOH tuning data and the noise analysis.
5.3.1 DCU Readout
Between the tuning and data taking runs, the DCUs were read out to retrieve addi-
tional data on the environment such as the LV distribution, the module temperatures
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Figure 5.2: Temperatures for 4 and 6-APV modules are shown. a) and b) show the silicon tem-
perature while c) and d) present the hybrid temperature.
and the module’s leakage currents. DCU data was taken by simply running command
line program scripts without graphical user interfaces, making it impossible for the
user to see if a run was successful for all read out chips. Hence the presented number
of DCUs varies for the different data and is lower than the total of 1600 DCUs of the
four tested sectors. One problem analyzing DCU data are their calibration values. Ev-
ery DCU has an individual tuning constant which was measured before the DCU was
connected to the module. The data received has to be calibrated. Unfortunately the
list of constants was not complete and 308 DCUs in the cold test were re-calibrated
using a default value.
Temperature measurements at room temperature were taken and compared to the
values at the lowest temperature. Figure 5.2 shows these temperatures for each DCU.
At room temperature a difference between 4 APV modules and 6 APV modules can
be observed with a mean temperature of of 23. 9 ◦C for the sum of both distributions.
After cool-down the mean silicon temperature for all modules was −9. 8 ◦C. The
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Figure 5.3: a), d) show the LV 1. 25V (2. 50V) distribution for the TEC- cold test at warm en-
vironment. b),e) show the measured LV at maximum cool down. c) and f) show the
Voltage deviation between the cold and the warm measurements.
mean temperature for 4 APV modules is lower compared to the 6 APV modules. The
temperature difference of about 4 ◦C does not change going from a warm environment
to the cold. Regarding the hybrid temperatures a similar behaviour can be observed.
The only outliers arise from DCUs without correct calibration value. The temperature
measurements indicate that the final CMS tracker cooling system (cp. chapter 2) will
be capable of cooling the tracker sufficiently, even if an active cooling as provided by
the cool room is not comparable to the dissipation of power by continuously flushed
nitrogen.
The supply voltages are plotted in figure 5.3 and show the voltage distributions for
the warm and cold environment runs. The voltages are stable under thermal stress
and do not change visibly which is shown in the DCU by DCU value subtraction of
both distributions. The robustness of the supply voltages shows that the design of
the used connectors was chosen well and no complications are expected during CMS
operation.
An important value is the high voltage leakage current for each module during data
taking. Figure 5.4 shows the measured currents at 250V. Nearly all modules have
leakage currents below 10µA and 20µA for one- and two-sensor modules, respec-
tively. A TEC+ run without high voltage [21] showed that the measured currents
are indistinguishable from values taken with high voltage. The only conclusion re-
garding the leakage currents is that the change in temperature did not effect the
currents drawn. Another possibility would be that the DCU measurement is not pre-
cise enough, to show an impact on the small currents drawn with unirradiated sensors.
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Figure 5.4: a) Normalized single sensor leakage currents during warm runs. b) corresponding leak-
age currents in cold conditions are plotted and c) shows the subtracted Ileak per sensor.
5.3.2 AOH Tune
When all modules are powered correctly, the tuning runs start with the AOH gain
scan. This run determines the closest setting of each AOH with respect to the target
value of 0. 8V/ V. Figure 5.5 shows the results of the gain scan in warm and in cold
environment. In total there are 3776 lasers. After the petal insertion into TEC-, 4
lasers were defect. Thus only 3772 laser are presented here. The gain spread for the
different lasers at room temperature has a clear peak at 0. 8V/ V for a gain of 1. At
room temperature more than 85% of the lasers are set to gain 1, only 10% of the
lasers have a higher set gain. In the cold setup the gain setting is shifted to lower gains
as could be expected from the laser behaviour (cp. section 2.3.2). The distribution
shows that nearly 50% of the lasers are set to gain 0 while the other half is set to
gain 1. In principle it is not a problem if the sample is divided into two, but since the
gain is directly proportional to the APV tick height it is recommended that all lasers
are set to equal gains. With an input charge of 1 MIP applied, a gain of 1. 0V/ V
corresponds to 100 ADC counts in the FED. A tick mark (8 MIPs) is recorded as 640
ADC counts at the recommended gain of 0. 8V/ V. Histogram 5.6 depicts the tick
mark height after the gain scan. Entries below 500 ADC counts represent already
known failures from the petal insertion and do not change when going from warm to
cold. The small tail around 525 ADC counts has its origin in the small number of
laser with a gain setting of 0. Switching to the cold setup a double peak structure is
visible that arises from the spread of the gain distribution. The mean tick mark height
is higher for the laser with a gain set to 1 and lower for a gain set to 0. For tick marks
measured with a setting of 0, the dynamic range of the AOH is not used efficiently
and data resolution is lost. The decrease of lasers set to gain 1 and the synchronous
increase of the gain setting 0 makes the AOH laser a reliable data transmitter that
even after the loss of power due to the long working time or due to irradiation has
enough margin to increase the power with the gain settings of 2 and 3.
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Figure 5.5: a), c) AOH gain scan for all gain settings and b), d) show the selected gains. In a warm
environment 85% of all laser are set to tgain 1. Due to the increase in laser output
power the set gain is shifted to a set gain value of 0 in cold environment.
5.3.3 Noise Analysis and Defect Detection
The main focus when analyzing silicon strip module data is on their noise behaviour.
A detailed noise analysis results in an improved understanding of the detector and
allows a separation between normal, noisy and dead strips. This section describes the
analysis used of the TEC- cold test. Data was taken in the two APV modes: peak and
deconvolution. Here only the peak mode results are presented. The corresponding
results for the deconvolution data are shown in appendix B together with the scaled
noise per Ring in both APV modes.
Analysis Steps
After data was taken, it has a raw format and FED ADC counts are stored. First
of all these FED information is converted to electrons using the information, that
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Figure 5.6: a) shows the tick mark height at room temperature,the tick mark height in cold envi-
ronment is shown in b).
(a) warm (b) cold
Figure 5.7: The noise in units of e− for the warm test is depicted in a), b) presents the scaled noise
during the cooling phase.
a tick mark equals 200. 000 e−. The measured tick height allows to convert the
ADC counts into electrons. The pedestals and the CMS are calculated for every
module. Picture 5.7 shows the cumulative scaled noise distribution for sectors 2,4,6
and 7 separated into disks, rings and petal types. On the left hand side the noise
distribution for back petals is shown and on the right hand side the front petals.
Each horizontal line represents a ring with normal strips in green color, noisy strips
in red and dead strips in purple. The scaled noise per ring increases with increasing
ring number due to the longer silicon strip length. Hence the absolute number of
electrons creating the noise increases. The sensor thickness is reflected in the RMS
of the noise distribution which has an average value of 58 e− for the rings 1 to 4
and rises to an average value of 190 e− for the thicker sensors on rings 5 to 7 in the
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warm setup. Switching to the cold environment, the general noise behaviour does
not change, but the RMS of the noise decreases by approximately 10%. A result of
the temperature dependent noise in the silicon sensor. This behaviour is only true
for the normal flagged strips. Noisy strips have a significantly higher noise than the
surrounding strips while dead strips have a reduced noise.
To evaluate the number of noisy and dead strips a detailed analysis is needed that
will be described now. Since each APV has its own unique pedestal the analysis is
done on an APV basis. Tests showed an increased noise on the APV edge channels,
1, 2 and 127, 128. They are excluded from first calculations. For the remaining 124
strips the mean CMS µCMS is calculated. All strips that fail to meet the cut defined
by
|CMS − µCMS| < 500 e− (5.1)
are removed. The 5 highest and 5 lowest strips are also removed and the median M1
of the remaining strips is evaluated. A first classification is done using the following
cuts cstrip on CMS − M1:
cstrip Channels Flag
> +7σ 1,2,127,128 noisy
> +5σ 3,4,. . . ,126 noisy
< −5σ 1,2,. . . ,128 dead.
(5.2)
Channels that fulfill of one of these cuts are removed to determine the median M2
of the remaining strips. The final flags are obtained using M2 for all APV channels
(including the previously removed channels) with the same cuts cstrip. All non flagged
strips are regarded as normal. The total number of malfunctioning strips is calculated
in the described way for all modules in the tested sector. Another important result
is the scaled normalized CMS for each strip. To achieve this value the noise data
is normalized to the silicon strip length and sensor thickness of ring 1 modules. For
each ring the median of all normal strips is calculated together with the RMS. Fig. 5.8
shows the noise dependency on the strip length. A linear fit is applied to the data.
With the help of this fit the noise of each ring is normalized to the strip length of ring
1 modules. This fit shows the expected linear behaviour of the noise with increasing
strip length.
Results
Figure 5.9 shows the normalized CMS noise for the warm and the cold cycle. Dead
strips mark the lower tail of the noise distribution and have a wider spread than
the normal and noisy strips due to the varying internal electronic noise. The total
noise decreases by 92 electrons when the sectors are cooled. The setup worked well
without the creation of further noise. When cooling down the TEC- the noise spread
decreases by approximately 12% for the normal non-flagged channels. The total
number of defect strips is shown in picture 5.10 and contains the already known
defects from the TEC- sector test, where two laser and one APV were found dead
(cp. appendix C). Including these strips 0. 22% strips are identified with respect to all
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Figure 5.8: Linear noise dependence on silicon strip length measured for TEC- during the warm
and cold phase of the cold test.
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Figure 5.9: Noise distribution of TEC- during the cold test, strips flagged as noisy or dead are
marked.
strips and 0. 21% when the APV edge strips are ignored. The classification of defect
strips is independent of the higher noise of the APV edge strips. The same is true for
the cold setup where the number of defects does not change. More dependent on the
sector temperature are the noisy strips. Their number more than doubles from 0. 19%
to 0. 41% when going from warm to cold but only when taking all strips into account.
If the analysis is done excluding the APV edge strips the number of noisy strips is
stable. This behaviour has its origin in the analysis. The overall noise decreases
as does the RMS and therefore more channels are flagged in cold nearly exclusively
consisting of APV edge channels. Results obtained in deconvolution mode can be
found in appendix B. The behaviour discussed above is also true in deconvolution
mode with the difference that the number of noisy channels decreases due to the
additional statistical smoothing effect of the convolution.
Ultimately the TEC- cold test showed the good quality of the TEC- tested in cold.
The environmental variables as LV, leakage current and AOH tune worked as expected
without loss on the TEC hardware side. Single strip analysis showed less than 1%
defect channels and a stable noise behaviour in the warm and in the cold environment.
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Figure 5.10: Single strip defects found in TEC- cold test. Normal, noisy and dead strips are shown.
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Chapter 6
Monte Carlo Generation With
Tracker Defects
This chapter covers modelling of the previously found tracker defects. Handling of
noisy strips and defect hardware has been included into the CMS Software framework
CMSSW [70] to give users access to the different failure sources and use them in their
analysis.
The structure of the software describing the tracker defects is shown together with
a general layout of the defect storage concerning data size and accessibility. Finally
these defects are included in a simulation to investigate the impact of different tracker
defects on the tracking efficiency and the number of hits per reconstructed track.
6.1 CMSSW Design Model of Tracker Defects
CMSSW is a C++ based software framework used by the CMS collaboration for
physics analysis. Tracker defects are stored and accessed with CMSSW tools. The
basic design model describing how to access tracker defects is shown in figure 6.1.
Input data from different failure sources (i.e. the tracker construction database or
defects found during data taking) are stored in different databases. These are accessed
using the Event Setup ES with a special software tool the ESProducer that provides an
interface to the CMSSW user without the need to contact each database individually.
It merges the stored information. Information delivered by the ESProducer is used
to deploy classes providing user functions which provide information on the different
types of defects. Even non-expert users without any knowledge of the design model
can easily access the tracker defects and use them for their analysis.
6.1.1 Tracker Defects Databases
Storage of tracker defects requires a data structure that combines fast data access
with small data size. The defects are stored module by module. The basic data type
for storage of tracker defects is an integer number that contains 32 bits of data. The
32 bits are used to store a range of bad strips and a flag as shown in figure 6.2. A
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Input data Collector User Interface
Database 1
ES Producer
Function1()
FunctionN()
...
Figure 6.1: Defects from different databases, representing different defect input sources are col-
lected using an ESProducer. It provides the user functions for an analysis.
32 Bit Integer Containing Bad Strip Information
32 3130 29 28 27 26 25 24 23 22 21 19 18 17 16 15 14 1320 12 711 10 9 8 6 5 4 3 2 1
Number of First Bad 
Strip
Number of Consecutive 
Bad Strips
 Flag
Figure 6.2: A 32 bit integer number is needed to store the information of n neighbouring strips.
Bits 32 to 22 hold the information of the first defect strip in a range of defect strips.
Ten more bits are needed to store the information of the number of bad strips in that
range and finally the bits one to twelve represent a data flag indicating the failure type.
range of defect strips is defined by the first bad strip that shows a defect followed
by the total number of defect strips in that range. Since the ESProducer delivers a
collection of all defects without their sources a flag was introduced that stores this
information. The database can handle every possible failure beginning from only one
defect strip up to a complete module. As long as the defect strips have the same
source and have a consecutive sequence it only needs the basic data unit of one 4
byte integer to store this information. If a module has different sources of defects or
different ranges of bad strips, e.g. strips 112 to 115 and an APV is defect (strips 512
to 640) this requires more (two in this example) integer numbers. The worst case
scenario with respect to data size is a tracker where every second strip on each of the
modules is defect, resulting in a total data size of approximately 23MB.
In the database two data types are stored: a vector containing the silicon module id,
the so-called detid, and two pointers to a second vector. This vector stores the above
described integer numbers that define the range of bad strips and the corresponding
flag. Figure 6.3 shows the two data types and their dependencies from each other.
The pointers define the number of integers needed to store the defects for each
module, the first pointer is the address of the first range of defects for a module while
the second pointer points to the last element in that range.
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Figure 6.3: Database data structure showing the two needed data types to store the tracker de-
fects. A vector containing an integer number representing the detid and two additional
pointers are stored for each tracker module with defects. The first pointer points to the
beginning of the bad strip range of the corresponding detid, thus the second pointer
indicates the end of this range.
6.2 Monte Carlo Production with Tracker Defects
Tracker defects are included in the Monte Carlo production by altering the digitization
process. In a first step the process is generated (gen). A generator event is created
from a proton proton collision as could happen in the real detector. The following
simulation uses physics models to generate the event but without detector simulation.
The detector information is added in the detector simulation step. Each particle is
propagated through the detector simulating energy deposition, detector interactions
and the magnetic field using the GEANT4 software package [71]. The so found tracks
and particles are used in the digitization process. Simulated hits are digitized using
the simulation of the electronic read out devices. At this point the production chain is
altered and tracker defects are implemented. The list of hits is compared with the list
of defects strip by strip. A hit on a defect strip is ignored. Then the production chain
continues with the clusterization process that calculates clusters from the digitized
hits, followed by the reconstruction. The last step in the Monte Carlo chain is the
track reconstruction using clusters (reco).
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6.2.1 Variable Definition
The analysis uses the CMS coordinate system (cp. section 1.4) with the following
conventions. The azimuthal angle φ is defined as:
φ = arctan
y
x
(6.1)
and the polar angle θ is defined as:
θ = arctan
y
z
(6.2)
the used definition of the pseudo rapidity η finally is calculated by:
η = −ln|tanθ
2
|. (6.3)
To analyze the events reconstructed tracks have to be matched to generated tracks.
This analysis uses ∆r and ∆p⊥ for the matching. The definition of ∆r requires
knowledge of the angle φ and the pseudo rapidity η:
∆φ = φreco − φgen (6.4)
∆η = |ηreco − ηgen| (6.5)
where ∆φ is projected into the range −pi < ∆φ ≤ pi. The definition of ∆r is
∆r =
√
∆φ2 +∆η2. (6.6)
The second discriminating variable is the momentum perpendicular to the beam axis
p⊥ = p · sin θ. ∆p⊥ is calculated using the following equation:
∆p⊥ = |p⊥reco − p⊥gen|. (6.7)
The basic analysis concept is to compare generated tracks with the reconstructed
tracks and find a matching between these two. To do this, the following cuts were
applied:
∆r ≤ 0. 1
∆p⊥ ≤ 10%.
6.2.2 Test Scenarios
To test the tracking quality a large number of tracks is needed that are distributed
homogeneously in the tracker volume. This analysis benefits from the symmetry of
the tracker in η and φ. The test sample contains tracks in ”sector 1“ that comprises
1013 modules (6.7% of the tracker) in the η-range 0 ≤ η ≤ 2,5 and φ between
−11. 25◦ ≤ φ ≤ 33. 75◦. It includes the modules in TEC+ sector 1 together
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with the corresponding TID, TIB and TOB modules. The test samples describe
four different tracker defect rates: 0, 5, 25 and 50% of the modules in sector 1
were randomly set defect. µ−µ+-pairs were created back-to-back with a fixed energy
of 50GeV/c2 and a flat η distribution. The pair production makes it possible to
compare the positive η range with defects included with the corresponding negative
η range without defects. For each defect level 100 different datasets with randomly
distributed defects were created with 5,000 events each, summing up to 500,000
events. Hence the derived results represent the mean behavior with respect to tracking
aspects. All datasets and the described analysis were done using the software version
CMSSW 1 8 0.
6.2.3 Data Analysis
Reconstruction is done using different tracking algorithms, using either the combi-
natorial track finding algorithm ctf [14] or the road search algorithm rs [72]. Both
algorithms work in three steps, the first step is the seed finding (computing a first
set of parameters). In a second step a pattern recognition is done and finally the
track is fitted. Steps one and two are algorithm dependent, the combinatorial track
finder builts its seed out of three hits and requires a minimum p⊥. In the next step
the algorithm searches for hits inside a window that is defined by track parameters
in the next tracker layer and, if found, the track is propagated to that layer until the
final track can be fitted in the third step with a calman filter [73]. The road search
algorithm uses rings that are defined by the r-z position and span over 360◦ including
all modules in that range. The roads are built using pre-defined lines in the rings that
are used to fit a track in a small window. Finally in a last step also a calman filter
is used. Both algorithms use initial parameters for tracking, including a minimum
number of required hits per track. In this analysis the road search algorithm required
four hits per track like the combinatorial track finding algorithm.
The number of matched reconstructed tracks is compared to the number of gen-
erated tracks. This comparison directly yields the tracking efficiency of the tracker
which for sector 1 is illustrated in figure 6.4. Tracking efficiencies for the four sub-
samples are shown in both plots. The efficiency with respect to a flawless tracker
is higher than 99. 5% for the whole η region and both tracking algorithms. Regard-
ing the combinatorial track finder the efficiency drops only slightly when 5% of the
tracker modules are defect and even when 25% of the tracker is damaged the track
reconstruction is better than 90% dropping only to values lower than 75% when half
of the tracker is not working. The road search algorithm suffers more when defects
are applied. With only 5% of defects the tracking efficiency drops to mean values of
90%, dropping dramatically when more damages are included to minimum values of
10% for the 50% failure sample. The difference between the two algorithms comes
from the fact, that road search uses pre-defined ways to compute the trajectories and
cannot find enough hits on these roads to built tracks. Tracker defects for |η| ≤ 1. 5
show a higher impact on track reconstruction than for higher η regions, this is due to
the fact that in this η region the TECs add more tracking layers to the tracks.
An important value for tracking is the number of hits per track. This number strongly
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Figure 6.4: Tracking efficiency using a test sample and modules of sector 1 in comparison to the
not damaged part of the tracker on the left side of the vertical line. The colors show
different tracker defect percentages from zero to fifty percent. a),c) show the overall
efficiency using the combinatorial track finder(road search) algorithm and b),d) show
the same data zoomed.
depends on the η and φ angle. Sector 1 was tested with respect to the number of
hits per track per η range. Figure 6.5 shows the distribution of hits per reconstructed
track and η. For figure 6.6 the mean number of hits per track for each η bin is
calculated. The errorbar represents the standard deviation of the distribution. Again
the four data samples representing different defect levels are taken and compared to
the corresponding −η region without defects. Tracks in the region |η| < 0. 8 only
transverse through the tracker barrel region. The mean number of hits per track in this
tracker area is eleven. This number decreases to its minimum around |η| = 1, where
the barrel region ends and the end-caps begin. A maximum is reached at |η| = 2
with 16 hits per track, for the highest η regions the number of hits decreases again
because the particles now only hit end-cap modules. This behavior fits well into the
observed decrease of tracking efficiency described above. The expected drop in the
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mean number of hits per track is the considered defect percentage. The expectation
is well met by the sample data that was analyzed with the combinatorial track finding
algorithm. Here the spread for a working detector is around 1. 5 hits. The distribution
broadens with rising defect percentage level and reaches a width of 2. 5 hits at 50%
defects. The road search algorithm shows the same results but the errors and the
observed drop in the number of hits per track are smaller. This originates from the
algorithm’s track finding part which was shown to be not able to find tracks when
the tracker shows a lot of defects. Therefore every track that is found has to have a
relatively high number of hits with only small deviations.
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Figure 6.6: Mean number of hits per track vs. the tracker η range. The defects were only applied
to the modules of sector 1, the symmetric part of the tracker was tested without
applied defects which can be seen in the negative η range. a) and b) show the defect
percentages in one plot and c) to h) the single distributions.
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6.3 More Realistic Failure Scenarios and Results
To get realistic results, defects reflecting real hardware defects were simulated and
analyzed. One possible failure source causing a lot of modules to stop working are
the tracker power supplies. Impacts on the tracking efficiency are described in the
following subsection. All currently (May 2008) known hardware defects from the
construction database, the cold test and other tracker tests add up to less than
the 0. 2% of tracker defects consisting of a large number of single strip defects.
The effect on tracking performance is negligible. The results together with another
scenario representing the failure of tracker subdetectors can be found in appendix C.
6.3.1 Power Racks
The tracker is powered from 29 power racks located inside the CMS cavern in direct
vicinity of the experiment. During operation it will not be possible to access these
racks due to the high radiation doses. The failure of three of these power racks
has been simulated and the impact on tracking efficiency was tested. Table 6.3.1
shows the number of modules connected to the racks and their allocation to the sub-
detectors. The power supplies were arrayed in a way to minimize losses in tracking
Rack # Modules Sub Detector Tracker[%]
x2n33 570 TOB 3.8
x3n32
228 TOB
4.2
400 TEC
x4n35
234 TOB
4.2
400 TEC
Table 6.1: Number of modules connected to the three chosen racks x2n33, x3n32 and x4n35.
quality, thus not more than 4. 2% of the tracker are connected to one rack. The
resulting tracking efficiency using both tracking algorithms is shown in figure 6.7.
The road search algorithm shows drops in the tracking efficiency down to 70% for
rack x2n33. This rack only contains TOB modules. If too many modules are missing
on a track the road search stops and the efficiency drops. In comparison to this,
the combinatorial track finder can reconstruct these tracks and the obtained tracking
efficiency is higher than 95% over the complete η range. The failures create a wider
σ of the number of hits per track, which can be seen for both algorithms in figure 6.8.
The lower tracking efficiency with the road search leads to smaller derivations from
the mean number of hits per track. On the other hand a broader distribution for the
combinatorial track finder is observed regarding the number of hits. In the defect η
region the mean number of hits is lower.
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Figure 6.7: a) shows a zoomed view of the efficiency resulting using combinatorial track finder,
even with applied defects it is much better than 95%. The tracking efficieny obtained
with the road search algorithm (b) drops to 70% where the modules from the racks
are missing.
6.3.2 Results
Single tracker defects in the order of a few percent and consisting mostly of single strip
defects have a negligible impact on tracking. Only when larger structures are damaged
the tracking efficiency of the CMS tracker will decrease to values below 90%, strongly
depending on the tracking algorithm used. If during CMS operation serious damages
(> 5%) should occur the tracking algorithms including cluster reconstruction (not
discussed here) have to be tuned to the new conditions which should allow even better
tracking performances than presented here.
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Figure 6.8: Number of hits per track for the two tracking algorithms. The distribution attained
with combinatorial track finder (left column) is broader compared to the road search
algorithms distribution (right column).
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Chapter 7
Conclusion and Outlook
This thesis describes the construction of the CMS tracker focusing on the tracker
end-caps. 6,400 silicon strip modules had to be assembled on substructures called
petals and tests evaluating the quality of the petals had to be performed.
The petal production began in 2005 and was done by petal integration centers, the
III. Physikalische Institut B. was one of the integration centers to built petals and also
was the petal repair center. The main cause of errors was found to be handling errors.
From 64 total exchanged components 46 were defect due to mishandling. Unforeseen
failures on the used silicon modules resulted in 47 petals that had to be rebuilt. In
total 288 petals were built and qualified for further testing with a single strip defect
rate on the silicon modules of below 1%.
After the petal assembly, the petals were tested under CMS like temperature condi-
tions of −10◦C. This so-called long term test cycled between room temperature and
the cold environment and lasted up to three days. The performance of the silicon
strip modules was tested. All modules were tested below −10◦ and showed a stable
low voltage behaviour. The leakage currents of all modules but two were below the
limit of 10µA. Further noise analysis on a single strip basis found a total defect rate
of only 4. The so qualified petals were integrated into the tracker end-caps and
these were brought to CERN. This thesis shows the test of 50% of the TEC- in a
cold environment. The performed tests were comparable to the found results of the
single petal test and found a single strip defect rate of also only 4. In summary all
tests showed the excellent quality of the CMS tracker end-caps after their assembly.
Finally the impacts of tracker defects were investigated using a Monte Carlo simu-
lation and datasets of 50GeV/c2 µ+µ−-pairs. The two CMS track reconstruction
algorithms found an negligible impact of defects on track reconstruction efficiency
and the number of hits per track for the until May 2008 known total tracker defect
rate of 2. It was also shown that the position of the tracker power-supplies inside
their racks was chosen well and no impact on the reconstruction efficiency arises if
one of those racks fails.
The construction of the CMS tracker was done efficiently and with care. The tracker
is an excellent tool to detect charged particles. Together with the other CMS sub-
detector systems it will be one of the foundations to help CMS succeed in the search
for new physics.
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Appendix A
Module Parameters
The following table lists the most important working parameters such as electrical
addresses, the AOH types, the number of APVS and module types normal (N) and
stereo (S). Not meantioned here is the hexadecimal address of the fifth CCU on the
DOH. This CCU can be addressed using the hexadecimal address 0x77.
A.1 Back Petal
Position Module # APVs CCU I2C LV HV AOH Type
Type [hex] [hex] [Group] [Grp/ [Nr Lasers/
Undergrp/ /Length in mm]
Line]
1.1 N 6 7B 0x15 1 1/A/1 3/100
1.2 S 6 7B 0x14 1 1/A/2 3/110
2.1 N 6 7B 0x13 1 1/B/1 3/88
2.2 S 6 7B 0x12 1 1/B/2 3/88
3.1 N 4 7B 0x11 2 2/A/1 2/80
3.2 N 4 7B 0x19 2 2/A/2 2/88
4.1 N 4 7B 0x18 2 2/A/3 2/70
4.2 N 4 7B 0x17 2 2/A/4 2/80
4.3 N 4 7B 0x16 2 2/A/5 2/88
5.1 N 6 3F 0x15 3 3/A/1 3/56
5.2 S 6 3F 0x14 3 3/A/2 3/56
5.3 N 6 3F 0x13 3 3/A/2 3/70
5.4 S 6 3F 0x12 3 3/A/3 3/70
5.5 N 6 3F 0x11 3 3/A/3 3/80
5.6 S 6 3F 0x19 3 3/A/4 3/80
6.1 N 4 3F 0x18 2 2/B/1 2/35
6.2 N 4 3F 0x17 2 2/B/2 2/56
6.3 N 4 3F 0x16 2 2/B/3 2/70
7.1 N 4 3F 0x1E 3 3/B/1 2/56
7.2 N 4 3F 0x1D 3 3/B/1 2/70
7.3 N 4 3F 0x1C 3 3/B/2 2/70
7.4 N 4 3F 0x1B 3 3/B/3 2/80
7.5 N 4 3F 0x1A 3 3/B/3 2/88
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A.2 Front Petal
Position Module # APVs CCU I2C LV HV AOH Type
Type [hex] [hex] [Group] [Grp/ [Nr Lasers/
Undergrp/ /Length in mm]
Line]
1.1 N 6 6F 0x13 1 1/A/1 3/120
1.2 S 6 6F 0x12 1 1/A/2 3/110
1.3 N 6 6F 0x11 1 1/A/3 3/110
1.4 S 6 6F 0x1F 1 1/A/4 3/110
2.1 N 6 6F 0x17 1 1/B/1 3/100
2.2 S 6 6F 0x16 1 1/B/2 3/100
2.3 N 6 6F 0x15 1 1/B/3 3/88
2.4 S 6 6F 0x14 1 1/B/4 3/88
3.1 N 4 6F 0x1A 2 2/A/1 2/100
3.2 N 4 6F 0x19 2 2/A/2 2/88
3.3 N 4 6F 0x18 2 2/A/3 2/88
4.1 N 4 6F 0x1E 2 2/A/4 2/88
4.2 N 4 6F 0x1E 2 2/A/4 2/88
4.3 N 4 6F 0x1C 2 2/A/5 2/70
4.4 N 4 6F 0x1B 2 2/A/5 2/70
5.1 N 6 5F 0x13 3 3/A/1 3/80
5.2 S 6 5F 0x12 3 3/A/2 3/70
5.3 N 6 5F 0x11 3 3/A/3 3/70
5.4 S 6 5F 0x19 3 3/A/4 3/56
6.1 N 4 5F 0x17 2 2/B/1 2/70
6.2 N 4 5F 0x16 2 2/B/1 2/56
6.3 N 4 5F 0x15 2 2/B/2 2/35
6.4 N 4 5F 0x14 2 2/B/2 2/35
7.1 N 4 5F 0x1E 3 3/B/1 2/80
7.2 N 4 5F 0x1D 3 3/B/1 3/80
7.3 N 4 5F 0x1C 3 3/B/2 3/70
7.4 N 4 5F 0x1B 3 3/B/3 3/70
7.5 N 4 5F 0x1A 3 3/B/3 3/56
Appendix B
TEC- Cold Test Noise Results
B.1 Peak Mode
Scaled Noise for all Rings taken in Peak mode. The shown noise is taken and nor-
malized to the noise of Ring 1 afterwards representing the normed noise.
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Figure B.1: Scaled Noise per Ring Peak Mode
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B.2 Deconvolution Mode
Noise results obtained in the TEC- cold test and taken in deconvolution mode. The
graphs appear in the same order as they are presented in chapter 5.
Scaled Noise
(a) warm (b) cold
Figure B.2: The noise in units of e− for the warm test is depicted in a), b) presents the scaled
noise during the cooling phase.
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Figure B.3: Linear noise dependance on silicon strip length measured for TEC- during the warm
and cold phase of the cold test.
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Figure B.4: Noise distribution of TEC- during the cold test, strips flagged as noise or dead are
marked.
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Figure B.5: Single strip defects found in TEC- cold test, normal, noisy and dead strips are drawn.
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Scaled Strip Noise for all Rings
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Figure B.6: Scaled Noise per Ring Deconvolution Mode
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Appendix C
Analysis of Tracker Sub Detector
Defects
C.1 Hardware Defects Known Until May 2008
This section describes the impact of the real tracker defects known after the tracker
was completed. The presented single strip defects represent the status after the single
module ARC test, since this is the most reliable information of single strip defect
analysis. The presented hardware defects were observed during several tests during
the tracker assembly. TEC+ results are taken from [21], TEC- results from [62] and
TIB/TID results from [74], from the TOB community no information was available,
finally the number of bad strips after the single module test was taken from the tracker
integration database. With a defect percentage of only 0. 3% the impact is to small
to be observed in tracking performance.
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Figure C.1: Mean Number of Hits per Track and η for Defects until May 2008.
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Figure C.2: Tracking Efficiency for Defects until May 2008.
C.1. Hardware Defects Known Until May 2008 97
Subdetctor DetId Sector Disc Petal Module Defect # Lost Strips
(Geometric ID TID/TIB)
TEC+ 470389061 1 6 BP 22 No I2C 768
TEC+ 470323956 2 2 BP 75 Laser 1 low tick mark 256
TEC+ 470356806 3 4 BP 21 Laser 1 dead 256
TEC+ 470373356 3 5 BP 73 APVs 2,5 256
TEC+ 470312420 5 1 FP 71 No I2C 512
TEC+ 470361484 5 4 FP 43 APV 6 128
TEC+ 470410724 5 7 FP 71 No I2C 512
TEC+ 470410736 5 7 FP 74 No HV 512
TEC+ 470410740 5 7 FP 75 No HV 512
TEC+ 470423140 6 8 BP 31 Laser 3 low 256
TEC+ 470308804 7 1 BP 61 Laser 1 dead 256
TEC+ 470325132 7 2 BP 43 APV 2 128
TEC- 470115812 4 5 FP 71 No I2C APV 2 128
TEC- 470181096 3 9 FP 72 No I2C Laser 1 256
TEC- 470062276 4 2 BP 61 No I2C Laser 2 256
TEC- 470132964 7 6 FP 71 No I2C Laser 2 256
TEC- 470063300 8 2 BP 61 No I2C Laser 1 256
TEC- 470161574 8 8 BP 52 No I2C Laser 3 256
TID+/TIB+ 369142262 1.1.2.2.2.3.2.01.1 no HV 768
TID+/TIB+ 369142261 1.1.2.2.2.3.2.03.1 no HV 768
TID+/TIB+ 369142266 1.1.2.2.2.3.2.05.1 no HV 768
TID+/TIB+ 369142265 1.1.2.2.2.3.2.07.1 no HV 768
TID+/TIB+ 369142270 1.1.2.2.2.3.2.09.1 no HV 768
TID+/TIB+ 369142269 1.1.2.2.2.3.2.11.1 no HV 768
TID+/TIB+ 369157188 1.1.1.3.1.1.4.01.1 no HV 768
TID+/TIB+ 369157192 1.1.1.3.1.1.4.03.1 no HV 768
TID+/TIB+ 369157196 1.1.1.3.1.1.4.05.1 no HV 768
TID+/TIB+ 402674442 2.1.2.1.2.1.1.01.1 no HV 768
TID+/TIB+ 402674441 2.1.2.1.2.1.1.03.1 no HV 768
TID+/TIB+ 402674446 2.1.2.1.2.1.1.05.1 no HV 768
TID+/TIB+ 402674445 2.1.2.1.2.1.1.07.1 no HV 768
TID+/TIB+ 402674450 2.1.2.1.2.1.1.09.1 no HV 768
TID+/TIB+ 402674449 2.1.2.1.2.1.1.11.1 no HV 768
TID+/TIB+ 369141961 1.1.1.2.2.3.2.07 missing from Pisa 768
TID+/TIB+ 369142206 1.1.2.2.2.2.3.09 missing from Pisa 768
TID+/TIB+ 369173868 1.1.1.4.1.4.2.05 defect PLL 768
TID+/TIB+ 470066792 1.1.1.3.2.2.6.01 defect PLL 768
TID+/TIB+ 369125694 1.1.2.1.2.1.4.09 broken AOH fibre 256
TID+/TIB+ 402675376 2.1.2.3.1.2.1.05 broken AOH fibre 256
TID+/TIB+ 402675372 2.1.2.3.1.2.1.07 broken AOH fibre 256
TID-/TIB- 369169524 1.2.1.4.1.2.1 no HV 768
TID-/TIB- 369169528 1.2.1.4.1.2.2 no HV 768
TID-/TIB- 369169532 1.2.1.4.1.2.3 no HV 768
TID-/TIB- 369169604 1.2.1.4.1.2.6.01 missing from Pisa 768
TID-/TIB- 369169608 1.2.1.4.1.2.6.03 missing from Pisa 768
TID-/TIB- 369169612 1.2.1.4.1.2.6.05 missing from Pisa 768
TID-/TIB- 369121722 1.2.2.1.2.3.2.05 broken AOH fibre 256
TID-/TIB- 369136903 1.2.1.2.1.4.4.11 broken AOH fibre 256
TID-/TIB- 402664852 1.2.1.2.2.1.4.11 broken AOH fibre 256
TID-/TIB- 369136903 2.2.2.2.2.2.1.09 broken AOH fibre 256
TOB+/- no information available –
Single strip defects from tracker construction DB 11064
Total 27328
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C.2 Simulated Sub Detector Failures
Tracking efficiency and the mean number of hits are shown for data samples that
simulate the defect of the subsystems TID, TIB, TOB, TEC and a comprised system
of TIB and TID called TIBTID. All data samples are compared to dataset of a working
tracker. The differences in tracking for both algorithms is as was expected from the
sample data and the rack scenarios in chapter 6.
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Figure C.3: Mean Number of Hits per Track and η Subdetector TOB.
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Figure C.4: Mean Number of Hits per Track and η Subdetector TEC.
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Figure C.5: Mean Number of Hits per Track and η Subdetector TIB.
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Figure C.6: Mean Number of Hits per Track and η Subdetector TID.
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Figure C.7: Mean Number of Hits per Track and η Subdetector TIBTID.
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Figure C.8: Tracking Efficiency Defective Subdetectors TOB, TEC.
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Figure C.9: Tracking Efficiency Defective Subdetectors TIB, TID.
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