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Abstract— In this paper, we extend both Bianchi’s and Kumar’s
models and characterize the channel activities governed by IEEE
802.11 DCF in multi-hop wireless networks from the perspective
of an individual sender. In particular, we incorporate the effect
of PHY/MAC attributes (such as transmit power and physical
carrier sense) that need not be considered in WLANs but become
extraordinarily important in multi-hop wireless networks, and
derive the throughput attained by each sender. With the use
of the analytical model derived, we investigate the impact of
transmit power and carrier sense threshold on network capacity,
and identify a simple operating condition under which the network
may attain throughput that is close to its optimal value. Based on
the insight shed from the analytical model, we then propose a dis-
tributed and localized algorithm, called Local Minimum Spanning
Tree with Carrier Sense Adjustment (LMST-CSA) that determines
both the transmit power and the carrier sense threshold of a node.
We evaluate LMST-CSA via J-Sim simulation [1]. Simulation results
show that LMST-CSA achieves higher throughput as compared
to conventional IEEE 802.11 DCF, LMST with no carrier sense
adjustment, and LMST with static carrier sense adjustment.
I. INTRODUCTION
In recent years, wireless ad hoc networks have become
increasingly popular in both military and civilian applications
due to its capability of building networks without the need for
a pre-existing infrastructure. Because the wireless medium is
shared, a medium access control (MAC) protocol is needed to
coordinate medium access among wireless nodes. The Distrib-
uted Coordination Function (DCF) defined in IEEE 802.11 is
such a CSMA/CA-based medium access method.
There have been quite a number of studies on the per-
formance of IEEE 802.11 DCF [2][3][4][5]. Cal´i et al.[2]
derive a theoretical throughput bound by approximating IEEE
802.11 with a p-persistent model of IEEE 802.11. Based on
the analytical model, they observe that the system throughput
only relies on the value of p and the number of active nodes.
They also show that with the current parameter settings of
IEEE 802.11, the maximal achievable system throughput falls
far beneath the theoretical capacity bound. Bianchi [3] models
the behavior of the binary backoff counter at one tagged node
as a discrete Markov chain. It determines the transmission
probability and analyzes the saturation throughput under the
assumption that in each transmission attempt, regardless of the
number of retransmissions, each packet collides with constant
and independent probability. Kumar et al. [4] presents a fixed
point analysis of Bianchi’s model, and give explicit expressions
for the collision probability, the aggregate attempt rate, and the
aggregate throughput in the asymptotic regime of a large number
of nodes. All these studies focus on single-cell WLANs.
Recently Medepalli and Tobagi [5] extend Bianchi’s model
to accommodate the effect of hidden/exposed nodes in multi-
hop wireless networks. They show that the minimum contention
window size used in the exponential backoff algorithm has
a more profound effect on mitigating flow starvation than
the maximum contention window size. What has not been
exclusively addressed in the study is the impact of several
important PHY/MAC control knobs — transmit power and
carrier sense threshold — that determine the sharing range of
the wireless medium (and hence the extent of spatial reuse).
Note that the level of transmit power not only affects network
connectivity, but also determines how the wireless medium is
“shared” among nodes. The carrier sense threshold, on the other
hand, specifies the received signal strength above which a node
determines that the medium is busy and will not attempt for
transmission. A low carrier sense threshold reduces the number
of concurrent transmissions (and hence spatial reuse), while a
high carrier sense threshold increases the interference among
concurrent transmissions. Both attributes ultimately determine
how many connections can simultaneously take place without
significant interference. They are of secondary concern in single-
cell WLANs where each node is assumed to use the maximal
transmit power and can hear each other. However, they become
extraordinarily important for determining the network capacity
governed by DCF in multi-hop wireless networks.
Aside from modeling the DCF performance, research efforts
have also been made on devising topology/power control al-
gorithms and on determining the carrier sense threshold for
improving the network capacity. Most of the topology control
algorithms [6][7][8][9] define the neighbor relation with the
use of Euclidean distance (i.e., the protocol model), and do
not explicitly consider the effect of signals contributed by
other concurrent transmission (i.e., interferences) on the link
quality (and hence the neighbor relation). Several recent power
control algorithms [10][11] do consider the effect of interference
but require the underlying MAC to support scheduling-based
medium access. (Note that IEEE 802.11 DCF is a contention-
based MAC that does not support deterministic scheduling.) On
the other hand, several studies [12][13][14] have attempted to
identify an optimal carrier sense threshold that maximizes the
network capacity. Zhai and Yang [15] investigate the impact of
carrier sense in multi-rate and multi-hop scenarios where nodes
Fig. 1. An illustration of the desirable operational condition.
have various levels of transmit power. Recently Kim et al. [16]
study the the relation between the transmit power and the carrier
sense threshold, and show that with a scheduling-based MAC,
spatial reuse depends only on the ratio of the transmit power
to the carrier sense threshold. What has not been extensively
investigated is how to jointly tune the transmit power and carrier
sense threshold for improving the network capacity governed
under IEEE 802.11 DCF in multi-hop wireless networks.
In this paper, we extend Bianchi’s [3] and Kumar’s models
[4] to multi-hop wireless networks, and investigate the impact of
transmit power and carrier sense threshold on network through-
put. Based on the insight shed from the analytical model, we
then devise a distributed and localized algorithm that determines
how to tune the transmit power and carrier sense threshold.
Specifically, the major contributions of this paper are
(1) We model the channel activities governed by IEEE 802.11
DCF in multi-hop wireless networks by extending the models
in [3] and [4]. In a multi-hop wireless network, it is difficult to
obtain a consistent view for the entire network — a node may
detect the channel to be busy while another node senses the
channel to be idle. As a result, we model the channel activities
from the perspective of an individual sender, and categorize
them as perceived by each sender into four types: idle, busy,
collision and successful transmission. The effect of accumulated
interference is also faithfully incorporated in the model. We
obtain the throughput attained by each sender by deriving the
probability that each activity occurs and its expected duration.
(2) Based on the analytical model derived, we investigate
the impact of transmit power and carrier sense threshold on
network capacity. While it is quite computationally expensive
to calculate an optimal operational point from the model (as
it involves solving a set of fixed point equations in a high-
dimensional space), we have been able to identify a simple
operating condition under which the network may attain the
system throughput that is close to its optimal value (and based
on which a distributed algorithm can be readily designed).
Specifically, from analyzing the model, we find that high system
throughput can be achieved when the area, SLs, silenced by a
sender s is reduced as much as possible under the premise that
SLs covers the interference area INr of its intended receiver r
(Figure 1). This increases spatial reuse while not deteriorating
collisions due to the hidden node problem.
(3) The model analysis suggests that each node reduces its
transmit power as much as possible, and adjust its carrier sense
threshold to meet the above desirable operational condition.
However, the transmit power can not be arbitrary small in order
to preserve the network connectivity. As such, we propose, based
on our prior work (Local Minimum Spanning Tree (LMST) al-
gorithm) [7], a distributed and localized algorithm, called LMST
with Carrier Sense Adjustment (LMST-CSA) that determines
both the transmit power and the carrier sense threshold of a node.
Each node executes LMST to determine its minimal transmit
power to maintain network connectivity, and then adjusts its
carrier sense threshold such that the desirable condition is held
(i.e., the sender silences all the nodes in the interference area
of its intended receiver). One major challenge in devising such
a distributed algorithm is that, nodes may use different levels
of transmit power under LMST, and hence it is difficult for
each node to determine an appropriate carrier sense threshold
to silence all the nodes in the interference area of its intended
receiver. This is due to the fact that whether or not this condition
holds really depends on the carrier sense threshold and transmit
power of nodes in the interference area. To tackle this problem,
we take another view based on the fact that each sender can
be an interference node of others, and enforce that each sender
adjusts its carrier sense threshold so that it will be silenced by
other nodes when it may induce collisions to the transmission
activities of those nodes.
(4) We evaluate our proposed algorithm LMST-CSA via J-Sim
simulation [1]. Results show that LMST-CSA achieves higher
throughput as compared to conventional IEEE 802.11 DCF,
LMST with no carrier sense adjustment, and LMST with static
carrier sense adjustment. While power control directly affects
the degree of spatial reuse and contributes most to improving
system throughput, the advantage of carrier sense threshold is
more manifest when the node density is not high.
The remainder of the paper is organized as follows. In
Section II-B, we first give a brief overview of the basic access
mechanism of DCF, and then introduce the propagation and
interference models used in the paper. In Section III, we present
our model for characterizing the transmission activities governed
by DCF in multi-hop wireless networks. In Section IV, we
analyze the model and give the insight of how the transmit
power and the carrier sense threshold should be set in order
to attain system throughput that is close to optimal. Based on
this insight, we present in Section V our proposed algorithm,
LMST-CSA, and evaluate its performance via J-Sim simulation
in Section VI. Finally, we conclude this paper in Section VII.
II. BACKGROUND AND ACCUMULATIVE INTERFERENCE
A. Brief Description of IEEE 802.11 DCF
The basic CSMA/CA mechanism in DCF operates as follows.
When a station has a frame to transmit, it senses the medium
first. After the medium is sensed idle for a time interval of
Distributed InterFrame Space (DIFS), it starts to transmit the
frame. Otherwise, the station defers its transmission according
to a Binary Exponential Backoff (BEB) algorithm: it maintains
a random backoff timer, whose value is uniformly distributed in
[0, CW − 1], where CW stands for Contention Window. CW
is initially set to its minimum value CWmin, and doubled, up
to its maximum value CWmax, after each time the frame incurs
a collision. The backoff timer is decremented by one for each
physical slot time σ when the channel is idle, suspended when-
ever the channel becomes busy, and reactivated after the channel
is sensed idle again for a DIFS. The node transmits when the
backoff timer reaches zero. After the transmission, the source
node (sender) expects to receive a positive acknowledgement
(ACK) frame from the destination node (receiver) within a time
interval of Short InterFrame Space (SIFS). If an ACK is not
received in SIFS, the sender assumes the frame has experienced
a collision, and then schedules a retransmission for this frame,
updating CW according to the BEB algorithm described above.
B. Propagation and Interference Models
In wireless networks, the signal Pr received at the receiver is a
decreasing function of the distance d between the sender and the
receiver. Let Ps denote the transmit power of the sender s, g the
antenna gain, and α the path loss exponent (that typically ranges
between 2 and 4), then the received power can be expressed as
Pr =
gPs
dα
. (1)
In order to decode the received signal correctly, the received
signal is required to exceed a threshold called the receive
sensitivity (RXth). By Eq. (1), the transmission range dtx,
defined as the maximum value of d such that Pr ≥ RXth,
can be calculated as
dtx = (
gPs
RXth
)
1
α . (2)
The channel is sensed busy if the sensed signal level is larger
than the carrier sense threshold CSth or idle otherwise. Let the
Carrier Sense set of a sender s (denoted as CSs) be defined as
the set of nodes such that the sender s will sense the channel
to be busy if any of these nodes transmits. Formally,
CSs = {s′| gPs
′
d(s, s′)α
≥ CSth}, (3)
where d(s, s′) is the distance between the sender s and s′. The
carrier sense range dcs, defined as the maximum value of d(s, s′)
such that Eq. (3) holds, can be expressed as
dcs = (
gPs
CSth
)
1
α . (4)
To handle the case that different nodes may use different
power levels, we further define the SiLence set of a sender s
(denoted as SLs) as the set of nodes that will detect the channel
to be busy if the sender s transmits. Formally,
SLs = {s′| gPs
d(s, s′)α
≥ CS′th}, (5)
where CS′th is the carrier sense threshold of node s′. Note that
in a homogeneous network where all the nodes use uniform
transmit power and carrier sense threshold, i.e., Ps = Ps′ and
CSth = CS′th, we have SLs ≡ CSs. This, however, is not true
in heterogeneous networks. We will examine this in detail in
Section IV-C.
When a sender s transmits to its receiver r, another sender
s′ may start to transmit if s is outside its carrier sense range
dcs (i.e., s 6∈ CSs′). The two signals may overlap in time at the
receiver r. Whether the signal from sender s can be correctly
decoded depends on the so-called capture effect, i.e., the stronger
signal will capture the receiver modem, while the weaker signal
will be rejected as noise. Different analytical models have been
Fig. 2. The relation between d, dcs, din, CSs and INr .
devised to characterize the capture effect [17][18]. In this paper
we adopt the following widely used model — the receiver r can
correctly decode the signal if the signal to interference power
ratio (SIR) exceeds a certain threshold β, i.e.,
SIR =
Pr
Σs′ 6=sPs′/d(s′, r)α
≥ β, (6)
where d(s′, r) is the distance between a sender s′ and the
receiver r.
Finally we define the INterference set of a receiver r (denoted
as INr) as the set of nodes whose transmission, if overlapping
with the transmission of sender s, will cause collision at the
receiver r. Specifically,
INr = {s′| gPs/d
α
gPs′/d(s′, r)α
< β}. (7)
With the definition of the interference set, the interference range
din, defined as the maximum value of d(s′, r) such that Eq. (7)
holds, can be expressed as
din = β
1
α · d. (8)
In what follows, unless ambiguity arises, we use CSs (INr) to
refer to both the carrier sense set (the interference set) and the
area within which nodes in the carrier sense set (the interference
set) are located. Figure 2 depicts the relation between d, dcs,
din, CSs and INr.
C. Effect of Accumulative Interference
By the definition of CSs, each node in CSs is a contending
node whose transmission will make node s sense a busy channel.
However, nodes outside CSs may transmit at the same time and
their accumulative signal may exceed CSth. As a result, the
effective set of contending nodes is larger than CSs, and includes
virtual nodes which account for the effect of accumulative
signals by multiple nodes outside CSs. To formalize the notion
of virtual nodes, we assume that nodes are randomly distributed
on a plane following a Poisson point process with density δ.
Each sender transmits in a randomly chosen slot with the attempt
probability Pa, which will be derived in Section III.
First we note that each node in CSs is a contenting node, and
the number of transmission attempts contributed by CSs per slot
is λ0 = δ · pid2cs · Pa. Now we consider a thin ring Ri(i ∈ ℵ)
with the inner radius ri = dcs+ (i− 1)∆r and the outer radius
ri+∆r. The signal power received at node s from any node in
Ri is Pri =
gPs
rα
i
. In order for node s to sense a busy medium,
there should be at least CSthPri = (
ri
dcs
)α nodes that transmit in
Ri. Thus the effective number of transmission attempts made by
nodes in Ri per slot is λi = (dcsri )
α · δ · 2piri∆r · Pa. Summing
up the effect of accumulative interference contributed by all the
rings, we have (assuming α > 2):
λ = λ0 +
∞∑
i=1
λi = δpid2csPa +
∫ ∞
dcs
[2(
dcs
r
)αδpirPa]dr
=
α
α− 2δpid
2
csPa. (9)
Eq. (9) implies that the effective number of transmission attempts
per slot (with the effect of accumulative interference considered)
is equivalent to the number of attempts within a carrier sense
area of pi(
√
α
α−2 · dcs)2. Hence to incorporate the effect of
accumulative interference, we define an effective carrier sense
threshold as
ĈSth = (
α− 2
α
)
α
2 · CSth. (10)
Similary, we can obtain a new capture effect threshold
βˆ = (
α
α− 2)
α
2 · β. (11)
By plugging ĈSth and βˆ into the simple model in Section II-B,
we will be able to calculate the number of contending nodes
or interference nodes in the same fashion (but with the effect
of accumulative interference contributed by nodes outside CSs
considered). For notational convenience, we henceforth use the
notations of (i) CSth, CSs, SLs and dcs; and (ii) β, INr and
din, even though they are redefined based on ĈSth and βˆ.
III. PROPOSED MODEL FOR CHARACTERIZING IEEE
802.11-OPERATED MULTI-HOP WIRELESS NETWORKS
Our model extends Bianchi’s model [3] and Kumar’s model
[4] to multi-hop wireless networks. As compared to Medepalli
and Tobagi’s work [5], we focus on modeling the impact of
the transmit power and the carrier sense threshold on channel
efficiency. We assume that nodes are randomly distributed on a
plane following a Poisson point process with density δ. Without
loss of generality, we assume that ρ of the nodes are senders
while the other (1 − ρ) of the nodes are receivers, where
0 ≤ ρ ≤ 0.5 ensures the number of receivers is more than
the number of senders and each receiver is expecting frames
from its corresponding sender. We also assume that the network
operates under the saturation condition, i.e., the transmission
queue of a sender is always nonempty. The base rate is used in
all the transmissions.
Now we model the channel activities from the perspective of
an individual sender. This is because a consistent view for the
entire network cannot be readily obtained in a multi-hop wireless
network — a node may detect the channel to be busy while
another node senses the channel to be idle. The first parameter
of interest is the attempt probability Pa that a sender transmits
in a randomly chosen (virtual) slot.1 Bianchi [3] derives this
parameter (under the saturation condition) in single-cell WLANs
as
Pa =
2(1− 2Pc)
(1− 2Pc)(CWmin + 1) + PcCWmin(1− (2Pc)m) , (12)
1We follow Bianchi’s model and define a virtual slot as the interval between
the occurrences of two specific events. It may be much longer than the physical
slot size σ. For example, the transmission slot is composed of frame size
consecutive physical slots.
where Pc is the conditional collision probability given that
a transmission attempt is made, and m = log2(CWmaxCWmin ) is
the maximum number of backoff stages. We claim that the
same expression can be directly applied to multi-hop wireless
networks (except that Pc has to be re-derived). This is because
Bianchi derives the parameter also from the perspective of an
individual sender and the only key assumption made in Eq. (12)
is that, for each transmission attempt (regardless of the number
of retransmissions), each frame incurs collision with a constant
and independent probability Pc. This assumption still holds in
multi-hop wireless networks as long as the backoff timer of each
node is statistically independent of others. The latter holds true
when the minimum contention window CWmin and the number
of nodes is large [3].
Let Tv denote the expected virtual slot time (i.e., the expected
time interval between the beginning instants of two consecutive
virtual slots), and S the normalized throughput for each sender.
Then S can be expressed as
S =
Pa(1− Pc) · payload size
Tv
, (13)
where payload size is the payload size, and Pa(1 − Pc) is the
probability that a node makes a transmission attempt and the
attempt is successful.
To determine Tv from the perspective of each individual
sender s in a multi-hop wireless network, we consider four
possible channel activities as perceived by s in a virtual slot:
• successful transmission by the sender s: If sender s receives
an ACK frame within an interval of SIFS after the data
frame is transmitted, it determines that the transmission is
successful. Note that sender s cannot detect whether or
not transmissions by other nodes are successful, because a
frame is determined to be successfully received if and only
if the sender receives the corresponding ACK frame.
• collision in which sender s involves: If sender s does not
receive an ACK within an interval of SIFS after the data
frame is transmitted, it determines that a collision occurs.
• idle: If the power level of the received signal falls below
CSth, the channel is said to be idle. The reason why sender
s does not attempt for transmission in this state is because
its backoff timer has not expired.
• busy: If the power level of the received signal exceeds
CSth when sender s is in its backoff stage, the channel
is determined to be busy. This results from transmissions
of other nodes. Note that we do not distinguish whether
the transmission is successful or incurs collisions.
Let the probability that a virtual slot is a successful transmis-
sion slot, a collision slot, an idle slot, and a busy slot be denoted
as Psucc, Pcol, Pidle and Pbusy , respectively, and the correspond-
ing duration as Tsucc, Tcol, Tidle, and Tbusy , respectively. Then
Tv = Psucc · Tsucc + Pcol · Tcol + Pidle · Tidle + Pbusy · Tbusy .
We now derive the probability that each of the four activities
occurs in a virtual slot and their expected durations.
Sender s makes a transmission attempt in a virtual slot with
probability Pa, and each transmission attempt is successful with
probability (1−Pc). Thus, the probability that a virtual slot is a
successful transmission (made by sender s) is Psucc = Pa(1−
Pc). The duration of a successful transmission is Tsucc = TH +
TP + TACK + SIFS +DIFS, where TH , TP and TACK are,
respectively, the time required to transmit the protocol header,
the payload and the acknowledgement. They can be calculated
given the respective frame sizes and the bit rate.
Similarly, the probability that a virtual slot is a collision in
which sender s is involved is Pcol = PaPc. The duration of a
collision is Tcol = TH + TP + SIFS +DIFS. Note that Tcol
is different from that (i.e., TH + TP + SIFS + EIFS) used
in single-hop WLANs where the sender can detect collisions
by sensing the medium after its transmission attempt and hence
need to wait for an interval of EIFS.
Sender s detects the channel to be idle when no node in
CSs ∪ {s} transmits. Thus, the probability that a virtual slot is
an idle slot is Pidle = (1−Pa)|CSs|+1. The duration of an idle
slot Tidle is a physical slot time σ.
When sender s is in the backoff stage and senses the channel
to be busy, at least one node in CSs transmits. Thus, the
probability that a virtual slot is a busy slot is Pbusy = (1 −
Pa)(1− (1−Pa)|CSs|). The duration of a busy slot is Tbusy =
TH + TP +DIFS.
With all the expressions in place, Tv can be expressed as
Tv = Pa(1− Pc)Tsucc + PaPcTcol + (1− Pa)|CSs|+1σ
+(1− Pa)(1− (1− Pa)|CSs|)Tbusy. (14)
What is yet to be derived is the conditional collision probabil-
ity, Pc, given a transmission attempt. A transmission attempt, A,
ends up with a collision when (i) at least one node in CSs∩INr
starts to transmit at the beginning of the attempt A, or (ii) at
least one node in INr\CSs starts to transmit at or after the
beginning of the attempt A. Moreover, since sender s is outside
of the carrier sense range of nodes in INr\CSs (Figure 2), there
is a vulnerable period, V , during which if any node in INr\CSs
attempts to transmit, the transmission from sender s to node r
will be unsuccessful. By definition we have V = TH + TP .
Therefore, the collision probability Pc can be expressed as
Pc = 1− (1− Pa)|CSs∩INr|(1− Pa)|INr\CSs| VTv , (15)
where VTv is the number of virtual slots in the vulnerable
period. Because at the beginning of each of these virtual slots
a node in INr\CSs may attempt for transmission, the term
(1− Pa)|INr\CSs| has to be raised to a power of VTv .
We have validated the analytical model devised above via
J-Sim in a wide variety of network scenarios (with varying
node density and system parameters). Analytical results match
reasonably well with simulation results with a maximum error
of 10%. Due to the page limit, we do not show the comparison
between analytical and simulation results. The interested reader
is referred to [19] for a detailed account of model validation.
IV. DERIVATION OF DESIRABLE OPERATIONAL CONDITION
In Section III, we have derived our model as a set of fixed
point equations, i.e.,
Pa
4
= F1(Pc),
Pc
4
= F2(Pa, Tv, CSs, INr),
Tv
4
= F3(Pa, Pc, CSs).
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Fig. 3. Plot of F2(F1(Pc), F3(F1(Pc), Pc)) vs. Pc with different dcs.
δ 100/km2
d 1/
√
piδ =56.4m
α 4
β 10
CWmin 32
CWmax 1024
ρ 0.5
σ 20µs
DIFS 50µs
SIFS 10µs
TH 344µs
TACK 144µs
payload size 1024B
BitRate 2Mbps
TABLE I
PARAMETERS USED FOR MODEL ANALYSIS.
However, use of the derived model to enable each node to adjust
its transmit power and carrier sense threshold is also challenging.
First, solving these fixed point equations in high-dimensional
space is computationally expensive [20]. Second, even if the
solution to the set of fixed point equations can be derived, it
depends on several system parameters, such as the node density,
the binary exponential backoff parameters, the frame sizes, and
even the network topology (with which CSs and INr can be
determined). All the parameters may not be readily available to
a node for decision making.
Instead of solving the set of fixed point equations numerically,
we focus on getting insights from the model, and then devise
algorithms for tuning the transmit power and the carrier sense
threshold accordingly. In what follows, we first prove given
CSs and INr, a unique solution exists to the set of fixed point
equations. Then we investigate how tuning transmit power Ps
and carrier sense threshold CSth (or equivalently varying CSs
and INr) affects the system throughput.
A. Proof of existence of a unique solution
We first prove given CSs and INr, a unique solution exists
to the set of fixed point equations.
Theorem 1: Given CSs and INr, there exists an unique
solution for the set of fixed point equations.
Proof: We substitute Tv in F2 with F3, and Pa in the
resulting expression F2(Pa, F3(Pa, Pc)) with F1. Then we have
Pc = F2(F1(Pc), F3(F1(Pc), Pc)). By observing the derivative
of F2 with respect to Pc, we know that F2 is a non-increasing
function of Pc in the range [0, 1]. Thus, equation Pc = F2(Pc)
have an unique solution. After solving the unique solution for
Pc, we can further solve the unique solution for Pa and Tv .
As an example, in Figure 3, we numerically plot
F2(F1(Pc), F3(F1(Pc), Pc)) vs. Pc using parameters given in
Table I and several carrier sense ranges dcs = 80, 110, 140,
170, 200 and 230 meters. The intersection of the plot with the
“y=x” line corresponds to the unique solution for Pc.
50 100 150 200 250 300 350 400 450 500
50
100
150
200
250
300
350
400
450
d
cs
S 
(kb
ps
)
 
 
100
200
300
400
Fig. 4. Normalized throughput S vs. carrier sense range dcs. The percentage
of senders ρ is assumed to be 1/2, and hence |CSs| = 12pid2csδ.
B. Impact of Ps and CSth on system throughput
According to the propagation and interference models (Sec-
tion II-B), both Ps and CSth affect CSs (Eq. (3)). In addition
tuning Ps also determines the distance, d, between the sender
and the receiver, which in turn, affects INr. As a result, while
we study how CSs and d directly affect system throughput,
these effects can be readily extended to Ps and CSth.
To analyze the impact of CSs on system throughput, we
consider two cases: (i) CSs entirely covers INr (i.e., INr ⊂
CSs) and (ii) CSs does not entirely cover INr.
Case I: CSs entirely covers INr: When CSs covers entirely
INr, we have INr\CSs = ∅ and CSs∩INr = INr. Therefore
Eq. (15) reduces Pc = 1 − (1 − Pa)|INr|, and Pc becomes
independent of Tv and CSs. As a result, the equilibrium
behaviour of the system can be determined by the solution to
the fixed point equation Pc = F2(F1(Pc)). This is corroborated
by the numerical results in Figure 3. When dcs is large (e.g.,
dcs ≥ 200), the fixed point for Pc is independent of dcs.
Lemma 1: When Pa and Pc are fixed, Tv is a non-decreasing
function of |CSs|.
Proof: Eq. (14) can be rewritten as Tv = Pa(1−Pc)Tsucc+
PaPcTcol+(1−Pa)Tbusy− (1−Pa)|CSs|(Tbusy−σ). Because
Tbusy > σ in IEEE 802.11 DCF, Tv is a non-decreasing function
of |CSs| when Pa and Pc are fixed.
Theorem 2: When INr ⊂ CSs, the normalized per-user
throughput S is a non-increasing function of |CSs|.
Proof: When CSs entirely covers INr, Pa and Pc can
be determined by the fixed point analysis of Pc = F2(F1(Pc))
After Pa and Pc are determined, by Lemma 2, Tv is a non-
decreasing function of |CSs|. By Eq. (13), we conclude that S
is a non-increasing function of |CSs|.
Case II: CSs does not entirely cover INr: The analysis
becomes more complicated in this case, because Pc now depends
on Tv , CSs, and INr. Instead, we make the following observa-
tions from numerical examples. Figure 4 gives the normalized
throughput S versus the carrier sense range dcs, for different
values of node densities (δ = 100, 200, 300 and 400 /km2).
Note that the vertical lines in Figure 4 correspond to the values
of d+din (i.e., when CSs just entirely covers INr) for networks
with different node densities.
Theorem 2 states that under the condition that CSs entirely
covers INr the smaller CSs, the higher the normalized through-
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Fig. 5. Plot of Normalized Throughput S vs. d, setting dcs = d+ din
put, and the largest throughput is attained at dcs = d + din.
This is corroborated by Figure 4. Moreover, as shown in Figure
4, as dcs continues to decrease (and becomes smaller than
d + din), the normalized throughput S continues to increase
but then decreases. This is because, when dcs becomes suffi-
ciently small, INr\CSs becomes large even though CSs∩INr
becomes small. As a result, the term |INr\CSs| VTv in Eq. (15)
becomes dominant because of the factor VTv . Consequently Pc
increases, and the normalized throughput decreases. However,
as mentioned before, it is computational intensive to find the
optimal point.
As solving the solution that gives the optimal normalized
throughput requires fixed point analysis in high dimensions,
instead of instrumenting each node to on-line calculate the
optimal operational point (e.g., d∗cs), we simply use the condition
that CSs entirely covers INr (i.e., dcs = d + din), and then
attempt to attain higher throughput by decreasing dcs. Note
that the major factor that determines whether or not dcs can be
decreased is the distance, d, between the sender and its receiver.
After the criterion for CSs is determined, we now investigate
the impact of the distance d between the sender and the receiver
on system throughput. By Eq. (8), the interference range din and
hence the interference area INr increases with d. Consequently,
Pc increases with the increase in INr and hence d (Eq. (15)),
which in turn leads to the decrease in system throughput. This is
corroborated by Figure 5 in which the system throughput S vs.
d is depicted for different densities with the use of parameters in
Table I and under the condition dcs = d+ din for every d. This
indicates if we can reduce the distance between each sender and
receiver pair, we can further reduce CSs while still satisfying
the condition that CSs entirely covers INr.
Based on the above, we conclude that higher system through-
put can be achieved with the use of smaller transmit power
(subject to network connectivity) and carrier sense threshold that
satisfies the condition that CSs entirely covers INr. Moreover,
because the condition is independent of most system parameters,
it is well-suited to be used in the design of a distributed and
localized algorithm.
C. What if Nodes Use Different Levels of Transmit Power
Given a fixed value of CSth and the fact that different
nodes may use different levels of transmit power, CSs could
be of arbitrary shape, as it depends on the transmit power Ps′
of node s′ (Eq. (3)). The higher the value of Ps′ , the larger
the corresponding distance d(s, s′). Similarly, INr may be of
arbitrary shape, because it depends on the transmit power Ps′
of node s′ (Eq. (7). The higher the value of Ps′ , the larger the
corresponding distance d(s′, r). Finally, CSs and SLs are no
longer perfectly overlapped due to various levels of transmit
power and carrier sense thresholds.
Because of these differences, we need to validate the proposed
analytical model. Fortunately, we can still use the derived
probability and duration expressions for each channel activity,
since only the size of CSs matters. The only change that needs
to be made is that in the expression of the collision probability
Pc (Eq. (15)), CSs has to be replaced by SLs. Note that in
the model analysis, the monotonicity of functions does not
depend on the shape of CSs and INr, and hence the same
conclusion can still be reached that higher system throughput
can be achieved when the use of lower transmit power and
the carrier sense threshold that ensures SLs (rather than CSs)
entirely covers INr.
V. LOCALIZED ALGORITHM JOINT POWER CONTROL AND
CARRIER SENSE ADJUSTMENT
Based on the insight obtained from the analytical model, we
design a localized algorithm that jointly adjusts transmit power
and carrier sense threshold to improve the system throughput.
Even though higher throughput can be achieved with the
use of smaller transmit power, the transmit power cannot be
arbitrarily small, otherwise, the network may be partitioned.
Thus, the proposed algorithm is built upon our earlier work,
Localized Minimum Spanning Tree (LMST) [7]. Each node
executes LMST to determine its transmit power so as to preserve
network connectivity, and then adjusts its carrier sense threshold
to ensure that SLs covers INr. In what follows, we first
summarize LMST, and then elaborate on how each node adjusts
its carrier sense threshold based on local information. One major
challenge we will tackle is that, as nodes may use different
levels of transmit power, INr cannot be readily available to a
sender as it is determined by the transmit power of nodes in the
interference area.
A. Local Minimum Spanning Tree
For the completeness of the paper, we first summarize LMST.
The interested reader is referred to [7] for a more detailed
account of LMST and its properties.
LMST assumes that each node knows its location information,
and has the same maximum transmit power. Each node s
broadcasts periodically a Hello message using its maximal
transmit power. The information contained in a Hello message
includes, among other things, the id and the position of the
node. Based on the neighborhood information from the received
Hello messages, node s builds its local minimum spanning tree
Ts that spans all the nodes within its visible neighborhood NVs ,
defined as the nodes that can be reached by node s with the
maximum transmit power. The time it takes to build Ts varies
from O(M logN) (the original Prim’s algorithm [21]) to almost
linear of M (the optimal algorithm [22]), where N and M is
the number of vertices and edges in NVs , respectively. Node s
decides that node s′ is its neighbor if and only if (s, s′) is a
Fig. 6. Interfered area INs created by sender s.
link on Ts. The network topology under LMST is all the nodes
and their individually perceived neighbor relations. Note that
the topology is not a simple superposition of all local MSTs. It
has been proved in [7] that the topology derived under LMST
preserves network connectivity.
With consideration of receive sensitivity RXth, each node
s has to adjust its transmit power Ps sufficient to reach its
farthest neighbor (i.e., the farthest one-hop node in Ts). Define
the distance between node s and its farthest neighbor as the
radius ds. Then, we have
gPs
dαs
= RXth =⇒ Ps = 1
g
·RXth · dαs . (16)
B. Carrier Sense Threshold Adjustment
Because under LMST nodes may use different levels of
transmit power, each node has to choose a different carrier
sense threshold in order to meet the second desirable operational
condition: the carrier sense threshold satisfies the condition that
SLs (rather than CSs) covers INr. Now the problem is that
it is not feasible to enable each sender to adjust its CSth to
satisfy the condition, because this really depends on the carrier
sense threshold and transmit power of interference nodes (refer
to Eqs. (5) and (7)). To solve this problem, we take another
equivalent view based on the fact that each sender is also an
interference node of some other nodes. Thus, each sender s takes
a cooperative attitude and adjusts its carrier sense threshold
CSth so that it will be silenced by other senders when sender
s may induce collisions to the transmissions of other senders.
As shown in Figure 6, we consider the INterfered set INs
created by sender s, i.e., the set of receivers which will be
interfered by the transmission of s (e.g., r′ ∈ INs). Under
LMST, each sender s sets its transmit power Ps to reach its
farthest neighbor at a distance of ds such that the received
signal strength at that receiver is RXth. Therefore, sender s
may corrupt the transmission from sender s′ to receiver r′ if
RXth
g·Ps/d(s,r′)α < β or d(s, r
′) < (β gPsRXth )
1
α = β
1
α ds (the last
equality results from Eq. (16)). Note that although CSs, INr
and SLs may be of arbitrary shape in the case of heterogeneous
transmit power, the interfered area INs is always a regular disk
with radius dsin = β
1
α ds.
Let Ps(s′) denote the received power level at sender s from
sender s′. To ensure that sender s is in SLs′ , under LMST-CSA
sender s has to adjust its CSsth to be the minimum value of
Ps(s′). As shown in Figure 6, the minimum value of Ps(s′) is
achieved when sender s′ is dsin + ds′ away from node s:
Ps(s
′) ≥ gPs′
(dsin + ds′)
α
=
RXth · dαs′
(β
1
α ds + ds′)α
=
RXth
(1 + ds
ds′
β
1
α )α
(17)
Max Power 0.2818W
RXth -95.5dBm
Max dtx ≈ 160m
CBR traffic 1000 pps
Default CSth -114.6dBm
Default dcs ≈ 480m
TABLE II
PARAMETERS USED IN THE SIMULATION STUDY.
All the parameters in Eq. (17) are locally available to sender s,
except ds′ , because node s′ may be multi-hop away from node
s. Fortunately there is a desirable property of LMST that we
can leverage. Recall that each node constructs a local minimum
spanning tree under LMST and it is shown in [7] that the
expected node degree under LMST is very close to that of a
global spanning tree, 2 − 2n . As 2 − 2n → 2 as n → ∞, the
spanning tree is known to have the least average node degree
among all the spanning subgraphs. Let davg denote the average
radius – the average distance between each node and its farthest
neighbor (in terms of Euclidean distance) — under LMST. This
roughly implies there exist 3 nodes within a circle with the
radius of davg under LMST, i.e., δ · pid2avg ≈ 3, and hence
davg ≈
√
3
piδ . To avoid excessive message exchanges in order to
obtain the value ds′ , we use davg to approximate ds′ . Note that
one needs to know the node density δ in order to calculate davg .
Under LMST-CSA, each node s knows the number of nodes in
its visible neighborhood NVs in the information exchange of
LMST. Hence δ can be approximated as |N
V
s |
pidmaxtx
, where dmaxtx is
the maximum transmission range obtained (in Eq. (2)) when a
node uses the maximum transmit power.
Recall that in order to account for the effect of accumulative
interference, in the derivation above, we are actually using the
effective carrier sense threshold ĈSth and the effective capture
effect threshold β̂ (Section II-C). Thus, by Eqs. (10), (11) and
(17), each node adjusts its carrier sense threshold as:
CSth = (
α
α− 2)
α
2 · ĈSth = ( α
α− 2)
α
2 · RXth
(1 + ds
ds′
β̂
1
α )α
(18)
≈ ( α
α− 2)
α
2 · RXth
(1 + ds
davg
β̂
1
α )α
=
RXth
(
√
α−2
α
+ ds
davg
β
1
α )α
.
Eq. (18) implies that the higher transmit power a node uses, the
larger its radius ds (Eq. (16)), and a lower carrier sense threshold
CSth it chooses. This is consistent with intuition — nodes
with high transmit power are more likely induce collisions, and
hence should “yield” to other transmissions by choosing a more
sensitive CSth value.
VI. SIMULATION RESULTS
In this section, we evaluate LMST-CSA via J-Sim simulation
[1]. In the simulation study, nodes are randomly distributed in a
1000m × 1000m area following a Poisson point process. Half of
the nodes are randomly selected as senders, and for each sender,
a receiver is randomly selected from its one-hop neighbors. Each
sender sends CBR traffic at a rate of 1000 packets per second.
Other PHY/MAC parameters are given in both Table I and Table
II. A total of four different node densities are used: δ = 100,
200, 300 and 400/km2. Given a specific node density, each data
point is the average of 24 simulation runs (in order to smooth
out fluctuation caused by topology peculiarities). Figure 7 gives
an example topology with 100 nodes.
Fig. 7. An example topology with 100 nodes in a 1000m × 1000m area. Each
of the 50 solid arrows indicates a sender/receiver pair. Dashed lines are other
links in the topology (i.e. within dtx).
We compare LMST-CSA with three other algorithms: (i) DCF
in which each node uses the maximum transmit power and the
default value of CSth; (ii) LMST in which each node uses the
transmit power determined by LMST and the default value of
CSth; (iii) LMST-SCS in which each node uses the transmit
power determined by LMST and a fixed value of CSth. The
fixed value of CSth is determined under the assumption that
every node uses a similar transmit power (ds ≈ davg). That is,
if ds ≈ davg , CSth in Eq. (18) can be reduces to
CSth =
RXth
(
√
α−2
α + β
1
α )α
. (19)
The performance metric used for comparison is the end-to-
end throughput attained by each pair of sender and receiver.
As mentioned above, for each sender, a receiver is randomly
selected from its one-hop neighbors. Therefore, the end-to-end
throughput attained is closed to the network capacity under
DCF. However, when power control is exercised (e.g., under
LMST, LMST-SCS and LMST-CSA), the end-to-end throughput
is smaller than the network capacity. This is because with power
control, longer links are eliminated from the topology, and a flow
may traverse multiple hops to reach its receiver.
Figure 8 gives the average end-to-end throughput attained
by a sender under different algorithms. DCF incurs the worst
throughput. This is because every node uses the maximum trans-
mit power, which leads to little spatial reuse. Th performance
becomes even worse when the node density becomes large —
the throughput attained by each sender is only 1.97kbps when
the network size is 400 nodes.
Under LMST, each node uses the transmit power sufficient to
reach its farthest one-hop on-tree neighbor, which allows more
spatial reuse. Because the difference between the transmit power
under LMST and the maximum transmit power becomes larger
with the increase in the network size, LMST achieves much
higher throughput than DCF when the network size is large —
each sender attains a throughput of 69.2kbps when the network
size is 400.
Under LMST each node uses the default value of CSth (given
in Table II). By Eqs. (2) and (4), dcs used by each node is
Fig. 8. Avg. end-to-end throughput attained by each sender vs. network size.
still approximately 3 times of its transmission range dtx. As
discussed in Section IV, higher throughput can be attained by
reducing SLs under the premise that SLs covers INr. Plugging
parameters given in Tables I and II into Eq. (19), we have dcs =
(
√
α−2
α +β
1
α ) ·dtx ≈ 2.5dtx. LMST-SCS sets dcs to 2.5dtx (i.e.,
further reduces SLs), and hence achieves higher throughput than
LMST.
One interesting observation is that the extra throughput
attained by LMST-SCS by selecting a better value of CSth
becomes less significant as the network size increases. For
example, LMST-SCS achieves 19.7% higher throughput than
LMST when the network size is 100, but only 10.3% higher
when the network size is 400. This is because dtx deceases
with the increase in the network size, and the different in the si-
lence area between LMST and LMST-SCS becomes insignificant.
Consequently, the advantage of adjusting CSth diminishes.
LMST-SCS assumes that every node uses a similar level of
transmit power. However, the transmit power assigned by LMST
to each node is different. Instead of using a fixed CSth, LMST-
CSA enables each node to set its CSth according to its transmit
power, and hence achieves higher throughput than LMST-SCS.
The extra throughput attained by LMST-CSA becomes less
significant with the increase in the network size. For example,
LMST-CSA achieves 17.0% higher throughput than LMST-SCS
when the network size is 100, but only 3.26% higher when
the network size is 400. This is because the different in the
transmit power among different senders becomes insignificant
as the network size increases. As a result, the advantage of
adjusting CSth according to the transmit power diminishes.
In conclusion, jointly adjusting transmit power and carrier
sense threshold leads to better system throughput. While power
control directly affects the degree of spatial reuse and contributes
most to improving system throughput, the advantage of adjusting
carrier sense threshold is more manifest when the node density
is not high.
VII. CONCLUSION
In this paper, we extend both Bianchi’s and Kumar’s models
and characterize the channel activities governed by IEEE 802.11
DCF in multi-hop wireless networks from the perspective of
an individual sender. In particular, we incorporate the effect of
PHY/MAC attributes that need not be considered in WLANs
but become extraordinarily important in multi-hop wireless
networks. We then derive the throughput attained by each sender.
From the analytical model derived, we investigate the impact
of transmit power and carrier sense threshold on network
capacity. We find that high system throughput can be achieved
when the area, SLs, silenced by a sender s is reduced as much
as possible under the premise that SLs covers the interference
area INr of its intended receiver r. Based on this insight,
we propose a distributed and localized algorithm, LMST-CSA,
that determines both the transmit power and the carrier sense
threshold of a node. Simulation results show that LMST-CSA
achieves higher throughput as compared to conventional IEEE
802.11 DCF, LMST with no carrier sense adjustment, and LMST
with static carrier sense adjustment.
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