This paper addresses the Stein conjecture in the simultaneous estimation of a matrix mean of a multivariate normal distribution with a known covariance matrix. Stein (1973) derived an unbiased estimator of a risk function for orthogonally equivariant estimators and considered to isotonize the estimator which minimizes the main part of the unbiased risk-estimator. We call it the Stein risk-minimization estimator (RM) in this paper. Although the Stein RM estimator has been recognized as an excellent procedure with a nice risk-performance, it has a complicated form based on the isotonizing algorithm, and no analytical properties such as minimaxity have been shown. The aim of this paper is to fix this conjecture in lower dimensional cases, that is, the minimaxity of the Stein RM estimator is established for the two and three dimensions.
Introduction
For i = 1, . . . , p and j = 1, . . . , m, let x ij be mutually independent random variables. Suppose that p ≤ m and that x ij 's are distributed as the normal distribution with mean θ ij and variance one, respectively. The simultaneous estimation of θ ij 's is then considered under sum of the quadratic loss functions, where Φ(Λ) = diag (ϕ 1 (Λ), . . . , ϕ p (Λ)).
A powerful tool for finding a minimax estimator is the use of an unbiased estimator of risk function of the estimator δ(Φ). Using the so-called Stein identity of a normal distribution, Stein (1973) showed that the risk function of δ(Φ) can be expressed as R(δ(Φ), Θ) = mp + E [ ∆] , where 5) for c 0 = m − p − 1. This means that mp + ∆ is an unbiased estimator of the risk. Since X is a minimax estimator with the constant risk mp, the orthogonally equivariant estimator δ(Φ) is minimax if Φ satisfies that ∆ ≤ 0. Two representative examples of the orthogonally equivariant and minimax estimators are the Efron-Morris (1972) estimator 
Another interesting idea of Stein (1973) is to minimize the risk-unbiased estimator ∆ with respect to ϕ i with incorporating the whole information in −4ϕ i ∑ j̸ =i λ i /(λ i − λ j ). From (1.5), the minimizing function ϕ i is provided by
RM is expected to possess nice risk properties, it has two shortcomings: One is that the inequality ∆ ≤ 0 for ϕ
RM i
's does not hold. In fact, it can be shown that ∆ > 0 with a positive probability as stated in Proposition 2.1. This means that the minimaxity of δ RM cannot be guaranteed by the approach of the risk unbiased estimation. The other shortcoming is that although the shrinkage functions ϕ i 's should possess the natural ordering ϕ 1 ≤ . . . ≤ ϕ p as a desirable property, this ordering is not always satisfied for the minimizing functions ϕ RM i 's.
To fix the second shortcoming, we use the isotonizing method. When the natural ordering is violated, we perform the isotonizing algorithm by pooling the adjacent pairs
See Stein (1977) and Robertson, Wright and Dykstra (1988) and see also Lin and Perlman (1985) for details of the algorithm. It is also noted that ϕ
The isotonizing functions ϕ
's satisfy the natural ordering ϕ However, no analytical proof has been provided for the minimaxity, because the estimator is so complicated that it is very hard to evaluate the risk function.
The aim of this paper is to challenge this conjecture. We can establish the minimaxity of the Stein RM estimator δ RM * in the lower dimensional cases, namely, it is minimax for c 0 ≥ 1 in the case p = 2 and for c 0 ≥ 2 in the case p = 3. Although the general dimensional case p is too hard to handle, Proposition 2.2 given in Section 2 suggests that the condition c 0 ≥ p − 1 may be imposed on the minimaxity. All the proofs are given in Section 3. The risk performances of the estimators are numerically investigated in Section 4, and it is shown that the positive-part Stein RM estimator is better than other competitive estimators in most cases. 's instead of δ RM , however, we can show the minimaxity, namely, ∆ ≤ 0 for δ RM * in lower dimensional cases.
Our method for the proof of the minimaxity is to decompose the space of Λ into several subsets corresponding to the forms of (ϕ
), and to show that ∆ ≤ 0 on each decomposed subset. For example, in the case of p = 2, it is seen that (ϕ 
Proposition 2.2 suggests that we need to assume the condition c 0 ≥ p − 1, namely m ≥ 2p, for the minimaxity of the Stein minimization estimator. In the lower dimensional cases of p = 2 and p = 3, it can be verified that the condition c 0 ≥ p − 1 is sufficient for the minimaxity.
Proposition 2.3 For
c 0 ≥ 1, the Stein risk-minimization estimator δ RM * is minimax for p = 2.
Proposition 2.4 For c 0 ≥ 2, the Stein risk-minimization estimator δ
RM * is minimax for p = 3.
Proof of the minimaxity
In this section, we shall give proofs of Propositions 2.1-2.4. For simplicity, we use here the notations ϕ i and ϕ * i instead of ϕ
RM i
and ϕ RM * i , respectively. Also let
and ϕ i and λ i ϕ i are expressed as
Preliminary lemmas
To prove the main results, we prepare several lemmas.
Proof. For (1), the inequality (3.1) is equivalent to
both of which are satisfied by the conditions.
For the proof of (2), we first note that for constants D ij 's,
, and we shall show that I = 0. From the identity (3.2), I is written
Hence,
which means that I = 0.
For the proof of (3), from the identity (3.2), it is observed that
which is equal to zero. Therefore the proof of Lemma 3.1 is complete.
Lemma 3.2 (1)
and (∂/∂λ i )F i is expressed as
which proves (1). For (2), it is observed that λ i ϕ
, which yields the r.h.s. of (2) . For the proof of (3), completing square with respect to ϕ i gives that
which yields the first equality in (3.3). The second equality in (3.3) can be obtained by using (1) and (2) of Lemma 3.2, and the proof is complete.
Proof of Proposition 2.1
From Lemma 3.2, ∆ for δ RM is written as
Using the equalities given in (2) and (3) of Lemma 3.1, we can rewrite it as
which is equal to (2.1). Let
so that ∆ is expressed as
This expression means that ∆ tends to infinity as λ 1 − λ 2 → 0. Hence, ∆ > 0 with a positive probability.
Proof of Proposition 2.2
Using (3) of Lemma 3.2, we observe that
where the second equality follows from (2) and (3) of Lemma 3.1. Using the identity similar to (3.2) gives that
Since i < j, it is noted that λ i ≥ λ j and ϕ i ≤ ϕ j . We thus use the inequality (3.1) to obtain that
From (3.6), we can see that
which proves Proposition 2.2.
Proof of Proposition 2.3
We first treat the simple case p = 2 and prove the minimaxity of the Stein minimization estimator δ RM * . For p = 2, ϕ * i 's are given as follows:
On the set of ϕ 1 ≤ ϕ 2 , Proposition 2.2 implies that ∆ ≤ 0 for c 0 ≥ 1. Hence, we shall show that ∆ ≤ 0 on the set of ϕ 1 > ϕ 2 . Let ϕ 12 = (λ 1 ϕ 1 + λ 2 ϕ 2 )/(λ 1 + λ 2 ). Then, it can be written as
Noting that
12 − 4ϕ 12 , which is not positive. Therefore, Proposition 2.3 is proved.
Proof of Proposition 2.4
We now handle the case of p = 3 and prove the minimaxity of the Stein minimization estimator δ RM * . The isotonic functions ϕ * i 's take the following four cases: (C1) In the case that
The result in the case (C1) follows from Proposition 2.2. For the case (C4), it is noted that ϕ 13 is expressed as ϕ 13 = (3c 0 + 2
and using the identity (3.2), we can see that
The same arguments as in (3.7) is used to rewrite ∆ as
The derivative (∂/∂λ 1 )(λ 1 ϕ 13 ) is written as
Hence, ∆ is expressed by
13 − 8ϕ 13 , which is not positive.
Finally, we shall show that ∆ ≤ 0 in the two cases (C2) and (C3). Since both cases can be proved by the same arguments, it is sufficient to show it in the case (C2). In the case (C2), the unbiased risk estimator (1.5) gives ∆ = ∆ 1 + ∆ 23 , where
where the simple notation ϕ is used here instead of ϕ 23 . From (3) of Lemma 3.2, it follows that
A similar argument gives the expression
It is noted that
Combining (3.9) and (3.10), we can rewrite ∆ 23 as
and (∂/∂λ 2 )
Combining (3.12) and (3.13) yields that
Hence, substituting this expression into (3.11) and combining it with ∆ 1 , we obtain the expression
(3.14)
We first evaluate the term
Since ϕ 2 > ϕ 3 in the case (C2), we can use the inequality (3.15) to show that
. Then, we can use (3) of Lemma 3.1 to obtain that
From (2) of Lemma 3.1, it follows that
Hence, ∆ in (3.14) is evaluated as
We shall evaluate the last term in the r.h.s. of (3.16). It is observed that
The second last term in the r.h.s. of (3.17) is further rewritten as
Then, combining the last terms in (3.17) and (3.18), we see that 
Substituting (3.20) into (3.16), we obtain that
From Lemma 3.3 given below, it can be shown that
It is also observed that
Hence from (3.21), 
