The aim of the paper is to establish dense correspondence of high resolution 3D human faces. To achieve the goal, this paper proposes an automatic method to establish dense correspondence of high resolution 3D human faces via Möbius Transformations. For high resolution 3D faces, geodesic remeshing is used to reduce the number of vertices. Since the extent of the 3D face data varies from example to example, an ellipse fit method is proposed to extract consistently matching face points. The facial feature points are located by using texture and shape information of 3D faces. These correspondent facial feature points are used to generate Möbius transformations and achieve sparse correspondence between 3D faces. TPS (Thin-Plate Spline) transformation is used to represent the deformation of 3D faces by using controlling points which selected from the sparse correspondence set. For every vertex of the TPS warped reference 3D face, they are projected into every triangle face of the sample 3D face, then the closest projections are used to define the new mesh vertices of the sample 3D face. The sample 3D face with new mesh shares the same connectivity with the reference 3D face, thus the dense correspondence between the reference 3D face and the sample 3D face with new mesh is achieved. The experimental results on BJUT-3D face database show that our method achieves better performance than existing methods.
Introduction
Establishing dense correspondence between high resolution 3D human faces is a very important and complex problem. Solving the problem can contribute to facial modeling [1] , shape registration [2] , face transfer [3] , face recognition [4] , shape matching [5] , etc. For example, [1] proposed a morphable face model which can be used in facial modeling and facial animation. When building the morphable face model, the shape and texture of the 3D face examples must be transformed into a vector space representation. So different 3D faces must be registered by computing dense one-to-one correspondence between these 3D faces. Furthermore, through the dense one-to-one correspondence, if each 3D face can be represented as a vector by concatenating the coordinates and texture information of its vertices, the vectors can be viewed as an effective features for face modeling and recognition, and we can apply many mathematical tools such as Principal Component Analysis (PCA) directly to these concatenated vectors [6] .
Establishing dense correspondence between high resolution 3D human faces is a challenging work. One reason is that the geometry of the 3D face is very complex, the extent of the 3D face data varies from example to example [7] . The number of the clearly correspondent points between different 3D faces is very small, these points are mostly the distinct feature points in human face, such as the nose tip, the corner of eyes and lip, etc. [8] For the points on the smooth regions of human face (cheek, forehead, etc.), it's difficult to define the correspondence [9] . Another reason is that with the development of the 3D data acquisition technology and computer visualization technology, it is convenient to acquire high resolution 3D faces [10] . For high resolution 3D human faces, the vertices numbers are usually beyond 50000, some even beyond 70000, it's time consuming to process such high resolution 3D faces.
Related Work
Existing methods which related to our work can be commonly classified into ICP (Iterative Closest Point) based and TPS (Thin-Plate Spline) based types.
The ICP algorithm proposed by [11] starts with an initial rigid transformation and iteratively searches for closest points in two surfaces and optimizes the rigid transformation by minimizing the mean square distance metric. There are also many variants of the ICP method, such as [12] , [13] , [14] , etc. These ICP methods are based on the rigid transformation, which are unsuitable for non-rigid deformation, such as with 3D human faces. For the non-rigid deformation, [15] proposed a hierarchical method for aligning warped meshes, they used a piecewise rigid compensating warp and cut each mesh into a set of overlapping regions, these overlapping regions were allowed to translate and rotate relative to each other. The resulting set of regions and their translations and rotations constituted a piecewise rigid approximation of the curved warp. The method of [15] can obtain global alignment with non-rigid deformation, but their method pertains to the choice of compensating warp, and the local rigid transformation was not suitable for complex shape variety such as high resolution 3D human faces.
When dealing with 3D human face, thin-plate spline (TPS) is used for transferring the landmark-based deformation since it is the only spline that can be cleanly decomposed into affine and non-affine subspaces while minimizing a global bending energy function [16] based on the second derivative of the spatial mapping. In this sense, the TPS can be considered to be a natural non-rigid extension of the affine map. As a result, for non-rigid deformation of 3D human faces, The TPS transformation has been widely used. [17] proposed a point matching algorithm named TPS-RPM (Thin-Plate Spline-Robust Point Matching) algorithm for non-rigid registration. They formulate feature-based non-rigid registration as a non-rigid point matching problem. The TPS-RPM algorithm utilizes the softassign, deterministic annealing [18] , [19] , [20] , the thin-plate spline for the spatial mapping and outlier rejection to compute point correspondence iteratively. Although the performance of the TPS-RPM algorithm is demonstrated and validated in a series of carefully designed synthetic experiments, when dealing with 3D faces, it will perform not so well because of the dimension limitation of the correspondence matrix and the impracticalness of applying TPS on global dense point sets. [9] presented an automatic point matching method which adopted the TPS transformation to model the deformation of 3D faces. They proposed a random point selecting method to get the controlling points for TPS transformation and used an iterative closest point searching strategy to achieve dense point alignment of 3D faces. The main disadvantage of this method was that the deformations of some local shapes are not satisfactory because some of the controlling points were improperly selected. [10] proposed an automatic multi-sample 3D face registration method. Different from [9] , they generated the controlling points of TPS by using a farthest point sampling (FPS) method and used a dynamical reference based on deformable model to implement the multi-sample registration. Since the controlling points generated by FPS method cannot guarantee sparse correspondence, the result of dense correspondence are not so well. [8] described a non-rigid registration method for fully automatic 3D facial image mapping. They first used shape and texture information to locate the facial feature points, then used these facial feature points as controlling points for TPS transformation. When building the dense correspondence, they designed a scheme to define the new mesh vertices of the sample surface, and after all the sample surfaces
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were remeshed using the same reference, the dense correspondence was established.
Outline of Our Work
This paper proposes an automatic method to establish dense correspondence of high resolution 3D human faces via Möbius Transformations. Our method are mainly inspired by [8] and [21] . In our method, we first use geodesic remeshing to reduce the vertices number of the 3D faces (Section 2), which can alleviate the time consuming problem when processing the high resolution 3D faces, then we propose an ellipse fit method to extract consistently matching face points since the extent of the 3D face data varies from example to example (Section 3). After extracting the consistently matching face points, we use the texture and shape information of the 3D faces to locate facial feature points (Section 4.1), the main contribution of these facial feature points is to generate Möbius transformations [21] . When we get these Möbius transformations, we can utilize them to generate sparse correspondent points (Section 4.2). Finally, we perform TPS warping to achieve dense correspondence by using the sparse correspondent points as control points (Section 5). During TPS warping, we defined a new mesh of the sample 3D face by using the closest projections (Section 5), when finding the closest projections, we propose a new method to project a vertex to a triangle (Section 5).
Geodesic Remeshing
For high resolution 3D human faces, the vertices numbers are usually beyond 50000, some even beyond 70000. It's time consuming to process such high resolution 3D faces. To alleviate the time-consuming procedures, one obvious solution is to reduce the vertices number of the 3D faces and maintain the resolution as high as possible. Since different 3D faces always have different number of vertices, we also should make them have the same number of vertices. To achieve these goals, we use the method proposed by [22] , because their method is fast and easy to implement. Our intuitive idea is: (1) Select one 3D face from 3D face databases as reference 3D face; (2) Geodesic remesh the reference 3D face with some proper vertices number which is smaller than the original vertices number of the reference 3D face; (3) Using the remeshed reference 3D face to sample other 3D faces, thus all the 3D faces have the same vertices number and share the same connectivity, that is, they are in full dense correspondence.
We choose the nose tip as the start point. Because at this stage we don't demand high accuracy of the nose tip's position, we simply transform the 3D face's three-dimensional Cartesian coordinates ( ,, x y z ) into cylindrical coordinates ( ,, z  ), and choose the vertex whose radial distance  have maximum value as the nose tip. That is: After choosing the nose tip as the start point, we iteratively add most geodesically distant point from the points we already have added on the 3D face's surface. Then we use the method in [22] to calculate the geodesic triangles. Fig. 1 shows the remeshing result, the original 3D face's vertices number is about 70000, the remeshed 3D face's vertices number is 30000.
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Compute Consistently Matching Face Points
For different 3D faces, the boundaries of them are poorly defined, the extent of the 3D face data varies from example to example [7] . For example, the 3D face scans in the 3D face database often include significant neck and ear areas that are not present in all the examples [7] . So, finding dense correspondence between different 3D faces is a partial correspondence problem [23] . To effectively establish dense correspondence between 3D faces, we should search for an optimal subset of k face points that match consistently, then find the dense correspondence between these k elements [23] .
We observe that the ellipsoidal area around the five sense organs of 3D face is the consistently matched area between different 3D faces. So we should find ways to search the optimal subset of k face points within the ellipsoidal area. Here we propose an ellipse fit method to extract the optimal subset of k face points. The method is as follows: 1) Get 2D face image. Since the 3D face have texture information in each vertex, we simply transform the Cartesian coordinates of the 3D faces to cylindrical coordinates. 2) Ellipse fit. We use the method proposed by [24] to locate facial profile feature points in 2D face image. Fig. 3 shows the result of locating facial profile feature points. When we get the facial profile feature points, we can fit an ellipse around these points in the least square sense. The quadratic form of an ellipse is: gx  . In (2), the number of unknowns is 5, the number of facial profile feature points is usually beyond 5, so the matrix A is rectangular: more equations than unknowns. That is, A u g  is over determined. It's a least square problem to solve the equation [25] , that is, minimize
The least squares estimate for u is the solutionû of the square symmetric system using
TT A Au A g  [25] . Fig. 4 shows the ellipse fit result. 3) Extract consistently matching face points. To extract consistently matching face points, we remove the points outside the ellipse area, then use the texture image and shape image (see Fig. 2 ) to inverse-warp the rest texture coordinates associated with the 3D points. That is, map every 2D points inside the ellipse area to 3D face mesh:
cos , sin , 
Sparse Correspondence
In order to find dense correspondence between 3D faces, we should find sparse correspondence between 3D faces at first. Since we will perform TPS (Thin-Plate Spline) warp on the 3D faces to achieve dense correspondence, it is vital to select proper and enough control points for TPS [10] . Fig. 6 shows the main steps to achieve sparse correspondence between 3D faces. 
Locate Facial Feature Points
Since every vertex in the 3D faces have texture information, we can use such texture information to locate the facial feature points. When we locate the facial feature points based on texture information, we can further extract the more correspondent facial feature points with the help of 3D shape information.
The main techniques here we used are a unified tree-structured model [24] and shape index [26] . We use the method proposed by [24] to locate facial feature points in 2D images since their method is very effective and especially useful when dealing with image in wild. We should point out that in our sparse correspondence procedure, we can use other techniques to locate the facial feature points in 2D images (e.g. [8] and [27] ), as long as such techniques can achieve accurate result when locating facial feature points.
We first transform the Cartesian coordinates of the 3D faces to cylindrical coordinates (Fig. 2) , then use the method proposed by [24] to locate the facial feature points. The detail to find the facial feature points can be found in [24] . After locating the facial feature points in 2D images, we can use the 2D face texture image and shape image (Fig. 2) to map every 2D facial feature points to 3D face mesh. Fig. 7 shows the result of locating the facial feature points. There may exist noise in the 3D face texture information, and when transform the Cartesian coordinates to the cylindrical coordinates, some 3D geometric information may lose, so there will be some errors when locate the 3D facial feature points. To achieve sparse correspondence, we must get rid of those errors. We
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can use 3D information of the 3D face to get rid of those errors and further extract correspondent facial feature points pairs. The shape index [26] captures the intuitive notion of local shape such as convex, saddle, and concave of a surface, and can describe subtle shape variations. Considering the complexity of human face, we use the difference of the shape index of the points to determine if these points are really correspondent. 
Möbius Voting Based on Facial Feature Points
Since the 3D human faces are near-isometric genus-zero surfaces, we can use Möbius voting to get the sparse correspondence set. [21] found a way to search for isometries or near-isometries between two different genus-zero surfaces M, N in the space of Möbius transformations. The main technique we used is motivated by it.
The steps of the technique is as follows: 1) Uniformization.
We use the mid-edge uniformization step of [21] to map the 3D face mesh surface to the extended complex plane Ĉ. We map each vertex 2) Point sample. We select every correspondent point from the correspondent facial feature point's pairs as the start points, then uniformly sample discrete sets of N points 1 S and 2 S from each 3D face M and N, as described by [21] . Then project 1 S and 2 S onto the complex plane Ĉ to form the planar point samples
3) Generating Möbius transformations. We maintain a non-negative real matrix 
International Journal of Computer and Electrical Engineering
As the vote value and sum it into the fuzzy correspondence matrix: We use the max-row-column algorithm [21] to iteratively look for the maximal entry greater than zero in the fuzzy correspondence matrix 
Dense Correspondence
Now we have the sparse correspondence set, which includes 3D facial feature points pairs and Möbius voting correspondent pairs, next we will use the sparse correspondence set to achieve dense correspondence. Here we use the TPS-based method. For simplicity, we call the remeshed 3D face as reference face M, one of the other 3D faces as sample face N. We use the point pairs in the sparse correspondence set as fiducial points and TPS warp the reference face M to the sample face N as described by [28] . After warping, the sample face N and the warped reference face M' are topologically similar. Then for every vertex of the warped reference face M', we project them to every triangle face of the sample face N and find the closest ones, then we use the closest projections to define the new mesh vertices of the sample face. We denote the sample face with the new mesh vertices as N' , we can see that the vertices number and order of N' is the same as the vertices number and order of M, and N' shares the same connectivity with the reference face M, thus the dense correspondence between M and N' is achieved.
When finding the closest projections, we proposed a new method to project a vertex to a triangle. Fig. 9 shows a triangle in 3D space.
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Volume 6, Number 6, December 2014 In Fig. 10 , v is projected to the plane of the triangle and get point v', which is in region 3, so we project v' to line bc and get point v'', which is the projection result.
When we get the projection result v'', we can use barycentric coordinates to get the texture information of v''. That is as follows, we first get the barycentric coordinates   
Experiments and Results
The experiments are implemented on BJUT-3D face database [29] . This database contains 500 Chinese 3D faces (250 females and 250 males) which are acquired by the CyberWare Laser Scanner in special environment. Each subject has the 3D shape data and texture data and generally have more than 70000 vertices and 140000 triangles. There are 100 faces from BJUT-3D face database used in our experiments. To evaluate the efficiency of geodesic remeshing, we measure the mean-square Hausdorff distance between the original mesh and a series of geodesic remeshing versions. The Hausdorff distance between two sets of points X and Y is
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Volume 6, Number 6, December 2014 To evaluate the dense correspondence degree of our method, we compare our method with Hu's method [9] , Qin's method [10] , and Guo's method [8] . Within which, Guo's method is the most closest one to our method, they also defined a new mesh of the sample 3D face, so we use the mean-square Hausdorff distance and average root mean square (RMS) error for the assessment. Here, the mean-square Hausdorff distance between the sample face N and the sample face with the new mesh vertices N' exhibits the similarity between N and N', the RMS error is defined as the mean distance between the correspondent points on the
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Volume 6, Number 6, December 2014 reference 3D face mesh M and the sample face with the new mesh vertices N'. As for Hu's method and Qin's method, they directly established dense correspondence between reference 3D face and sample 3D face, so we only use average root mean square (RMS) error for the assessment. Fig. 12 shows the similarity between N and N'. From Fig. 13 , we can see that the mean-square Hausdorff distance of our method is smaller than that of the Guo's method, which indicate that the sample face with new mesh generated by our method is more similar than that of Guo's method. The average root mean square error of our method is the smallest one, which indicates that the correspondence degree of our method is higher than other three methods.
Conclusion
This paper proposed an automatic method to find dense correspondence between different high resolution non-rigid 3D human faces. The idea of our method lies in three points. Firstly, the texture and shape information of 3D face are used to extract consistently matching face points and locate the facial feature points, which can generate Möbius transformations. Secondly, we utilize these Möbius transformations to achieve sparse correspondence between 3D faces. Lastly, we use the TPS transformation to represent the deformation of 3D faces, the TPS control points are selected from the sparse correspondence set, then for every vertex of the warped reference face, we project them to every triangle face of the sample face and use the closest projections to define the new mesh vertices of the sample face. The sample face with new mesh shares the same connectivity with the reference face, thus the dense
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Volume 6, Number 6, December 2014 correspondence between the reference face and the sample face with new mesh is achieved. The experimental results on BJUT-3D face databases demonstrate that our method achieve better performance compared with the existing methods.
