Abstract-Carrier files are commonly described as host files in digital watermarking in which hidden files are embedded on it. As a result, new files are formed which contain the hidden files or messages. This paper aim at resolving the problem of capacity in Image watermarking and utilizes the bits ratios of the watermark and carrier file as the raw data for analysis. The data are obtained from the result of the first project undertaken to determine the implementation of different applications available in the public domain for embedding a watermark.
Abstract-Carrier files are commonly described as host files in digital watermarking in which hidden files are embedded on it. As a result, new files are formed which contain the hidden files or messages. This paper aim at resolving the problem of capacity in Image watermarking and utilizes the bits ratios of the watermark and carrier file as the raw data for analysis. The data are obtained from the result of the first project undertaken to determine the implementation of different applications available in the public domain for embedding a watermark.
Feed-forward neural network (FFNN) is used for analysis because is applicable to a wide range of forecasting problems and yields a high degree of accuracy for the bits ratios of watermark and host. The result indicates the relationship between the carrier file and the hidden file, which establishes a pattern where the larger the bits of the carrier file, the larger the watermark bits and vice versa. Although this is only in terms of Image watermarking. Further studies should apply the same technique on video and audio watermarking.
Keywords-Digital watermarking; carrier file; hidden file; watermarked file; feed-forward neural network I. INTRODUCTION Digital watermark is express as a marker or a unique sign that is embedded into a carrier file (video, audio, and image) in the process of digital watermarking in order to aid the verification, authenticity and integrity of the carrier file. Its applications are prominent to copyright protections and are mostly used to identify the true ownership of the copyright. It's one of the most important aspects of information hiding along site steganography and cryptography. Digital watermarking involves inserting a digital piece of information as a watermark called hidden/secret message or a mark/unique sign into a carrier file called carrier or host (audio, text or image) file by using an embedding algorithm [1] .
A good embedding algorithm should ensure that the presence of the hidden file or unique marker remains undetectable by the human eye (blind watermarking) or impossible to remove by any means [2] . Most importantly the watermark should resist any attempt to damage or distort it. Furthermore, the content of the watermark file should not alter the information stored in the carrier file [3] . The common method of embedding a watermark in a carrier file is to utilize a spatial domain of the carrier file to insert the watermark in the least significant bits (LSB). This allows a watermark to be inserted in the carrier file without affecting it [4] . However, this approach possesses a number of drawbacks when it is attacked. Another method consists of embedding a watermark in a transform domain. This approach involves mapping the watermark from one set of coordinates to another. To achieve improved imperceptibility and robustness, the embedding of the watermark is carried out in the transformed domain [3] . This approach is said to be very robust against most of the common known attacks because the watermark is spread throughout the carrier file. There are many techniques that are use for embedding, all those techniques tries to achieve same goal, which are robustness, capacity and quality [1] .
The pursuit for all watermarking applications to have a fairly sharp trade-off between robustness, capacity and quality remains a priority. The perceptual quality of the carrier file after embedding and robustness (the ability for the watermark to resist from any intentional and unintentional alteration) and the capacity (the ratio of the watermark bits to the carrier file) are mostly treated separately by many researchers. There is no common consensus of a particular approach for solving these problems. Despite an onward research in the area of watermarking, yet, robustness, capacity and quality still remains a problem of watermarking. Even with the availability of many software for watermarking with different scheme, unfortunately, most of the watermarking them available in the public domain does not meet the trade-off between robustness, quality and capacity as observed in the first part of this project [5] [6] . The carrier file, watermark file, and watermarked file dynamics might be the issues for the trade-off. Little attention has so far been given to the exploring these three files before and after watermarking. In an attempt to solve the problem of capacity, this paper utilizes the bits ratios of the watermark and carrier file as the raw data for analysis. The data are obtained from the result of the first project undertaken to determine the implementation of different applications available in the public domain. Feedforward neural network is used for the analysis.
Feed-forward neural networks (FFNNs) constitute the most important neural networks that can be applied to a wide range of forecasting problems with a high degree of accuracy [7] . Several large-scale forecasting competitions with a large number of commonly used time series forecasting models conclude that combining forecasts from more than one model often leads to improved performance, especially when the models in the ensemble are quite different.
Following this section is section 2, which presents an overview of the files required in course of the digital watermarking procedure. Section 3 contains a description of the experiment on the files involved in digital watermarking. This is followed by Section 4 which discusses the result and Section 5 the conclusion based on the findings.
II.
AN OVERVIEW ON FILES IN DIGITAL WATERMARKING
Watermarking is considered the l e a d i n g information hiding technique in the area of copyright protection whereby a watermark is embedded in a carrier file, either in a perceptible or an imperceptible form. The carrier file is commonly referred to as host file and can be in form of a digital still image file, audio file, video file or text file. The secret message or hidden data may also be in the form of image, audio, video and text file as shown in Figure 1 . However, the output file is always in the form of the carrier file. For example, if an image file is embedded in an audio file its outer form is an audio file containing a secrete image file. The first part of this study consists of a comparative analysis of the performance of different applications available in the public domain which are applied to different file formats [5] , [6] . Image files were embedded on an image file, and the output file and the original file were compared by the size of the error relative to the input signal commonly known as signal to noise ratio (SNR) measured in decibel units as given in Equation [8] . PSNR has been used to evaluate the quality of secret file images after embedding. Although there is no standard value for PSNR, the larger the PSNR, the better the image quality will be. Previous research considered the acceptable quality of watermarked image being achieved when the PSNR was greater than 30db [9] , while other studies supposed 34 db [10] or an exaggerated value as high as 38 db [11] [12] [13] [14] . Based on these suggested values, this research [5] and [6] evaluates the PSNR of the host file and the secret file using Equation 2 implementation with MATLAB. This paper utilises these results in [5] and cumulate the generated sizes of the host files, the hidden files and the output files before embedding (see Table 1) III.
EXPERIMENT The experiment involves a simulation of the raw data obtained from [5] . The procedure is shown in Figure 2 . The first step consisted of data entry.
A. Dataset
A sample of 30 image files was used as a carrier files and 30 image files as the watermark files which resulted in 30 image files as the output file. The maximum size of the carrier file counted the same as the output file and vice versa. The maximum PNSR was 62.44 and the minimum 43.06 with a standard deviation of 4.8. These served as the raw data used for feed-forward neural network analysis B. Experiment setup The experiment dwells on training, validation and testing. The training instances are presented to the network during and adjusted according to its error on each instance. The measure the network generalisation and halt the training when generalisation stops improving. Finally, the testing which has no effect on the training and, thus, provides an independent
Hidden Message
Output file (1) (2) measure of the network performance during and after training. The data were partitioned into 70%:10%:20% suitable for training, validation and testing respectively. Initian neural network (nn) parameters used in developing the classifier were Levenbarg-Marquardt algorithms, sigmoid activation function at hidden layer neurons, linear activation function at output layer neurons and mse as the performance metrix, the performance plot of the classifier. The number of hidden layer neurons, data partition ration and learning algorithms were obtained after several experimental trials RESULT The result of the simulations is presented in Figure 3 showing a plot of training, validation and test errors. The validation error increased when the validation check was 6 which occurred at epoch 1 at which point the training stopped. The result presented in Figure 3 was considered as reasonable since the mean square error value was relatively small. Similar characteristics occurred between test and validation error and significant over fitting at epoch 1 through which the optimal validation error was obtained. Figure 4 shows the confusion matrices for training, validation, testing and the complete datasets. The classifier outputs are relatively accurate due to high cases of correct responses displayed in the green squares. No number of incorrect cases was recorded. The blue squares at the lower right hand corner show the overall classification performance. The receiver operative curve for the classifier in Figure 5 shows that the accuracy of the classification indicated by the blue lines is good. CONCLUSION This paper presents an attempt to solve the problem of capacity in image watermarking, this paper utilizes the bits ratios of the watermark files and carrier files as the raw data for analysis. The data are obtained from the result of the first project undertaken to determine the implementation of different watermarking software available in the public domain. Feed-forward neural network is used for the analysis.
Several different watermarking techniques are used in building up of those software used. We embedded watermark files on to the carrier files. The result of the embedding (that is the watermark bits and the carrier file bits) are the raw data. Feed-forward neural network result helps us to establish the relationship between the carrier files and the hidden files patterns. Its indicated that the larger the bits of the carrier files, the larger the watermark bits to be embedded and vice versa.
Although this is only in terms of Image, further studies should apply the same technique on video and audio.
