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Abstract 
Alternative forms are proposed for the coefficients in the series expansions of certain orthogonal functions. 
An application is made to the expansion in series of ultraspherical polynomials. Advantages in the numerical 
calculation of such coefficients, similar to those previously obtained by P.J. Scanlon for the case of Legendre 
polynomials, are shown to continue to exist. Numerical examples are given to illustrate the attainable accuracy. 
Keywords: Ultraspherical polynomials; Orthogonal functions; Series expansions 
1. Introduction 
In [3], Scanlon derived a new form for the coefficients in the expansion in series of Legendre 
polynomials, which can be advantageous in certain cases. A closer look at his procedure shows that 
the same result can be achieved by means of a more systematic approach. This allows us to obtain 
similar results for other important cases of expansions in series of special functions. The advantages 
are similar to those attained in the case considered by Scanlon. 
In Section 2, we derive Scanlon’s results in a different way, which is more enlightening, and then 
we sketch the procedure applicable to more general cases. In Section 3, this method is applied to the 
expansion in series of ultraspherical polynomials. In Section 4, finally, numerical results are shown 
to illustrate the accuracy obtained by the present method. 
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2. Generalizing Scanlon’s method 
In [ 31, Scanlon proposed a method for evaluating the coefficients a, in the expansion of a given 
f E L2 [ - 1 , 1 ] in series of Legendre polynomials, 
f(x) = & + ;)a,Mx), in L*[-l,l]. (2.1) 
rr=o 
Instead of computing the a,,‘~ directly from their definition [4, p.87, Eq. (4X6)], 
s 
I 
a,, = _, f(x)f’,,(x> dx, 
Scanlon showed that, in certain cases, it is more convenient to use the formula 
(2.2) 
Jz ’ J (J f f(x) 4 = ; -I _, (t- X)1/2dX > 
COS[(~ + ;I arccos t] dt 
qT-3 * 
(2.3) 
Such a result was obtained via direct manipulations also involving the Chebyshev polynomials (cf. 
[ 3, $31). The same result, however, can be obtained in a more straightforward way, introducing 
in (2.2) the well-known integral representation for the nth Legendre polynomial P,,(x) [ 4, p.87, 
Eq. (4.8.6) 1, 
p cx) =e 
II 
J 
'(cos~-cose)-'i2cos[(n+1)~]d~, 
2 O<@<r x’=cose 9 * , 
r 0 
thus obtaining 
= g ./_‘, f(x) (lict _ X)1,2CoS~(n~+&70st’ dt) dx, 
where we set t = cos 4. Interchanging the order of integration finally gives (2.3). 
Computing a, by (2.3) can be advantageous, for instance, when one wishes to evaluate all of them 
to the same predetermined accuracy, using an adaptive Gaussian routine (cf. [ 31) . 
The derivation above suggests a general procedure that can be applied to other cases as well, 
offering the same advantages. Suppose we want to evaluate the coefficients a, in the expansion 
f(x) = ~a,,Mx), in L2(a,b), (2.5) 
where {4,,(x) }r$, represents an orthogonal basis in L2( a, b) with respect to the Lebesgue measure. 
Easy modifications are required to take into account the case of a different measure with a given 
density. Besides, the interval (a, b) can be finite or infinite. The coefficients a,, are then given by 
J 
h 
a, = k,, f(x)ch,(x> dx, 
‘I 
(2.6) 
where 
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k,’ := 
s 
‘&(x) dx (2.7) 
‘I 
reduces to unity whenever the basis above is orthonormal. Suppose that an integral representation 
exists for +n (x) as 
4 (x) = I” ZL(x, y)Jl,(y) dy, a<x<b, -cO<c<d<+cO. 
Then, 
an = k,~b.f(-4(~d K,(K Y)&,(Y) dy ) ~d~~(y)(~bK,(x,y)f(x)dx)dy, dx = k, 
provided that interchanging the order of integration is permissible. Now, if the integral 
s 
b 
I,,(Y) := KC-G y)f(x) dx, c < y < d, 
(I 
(2.8) 
(2.9) 
(2.10) 
can be evaluated analytically or is “easy” to compute, and if evaluating s,d (cII1 (y) I,,( y) dy is conve- 
nient, then it may be more advantageous to compute a,, from 
a, = k, 
s 
cd h,/n(~)lnC~l dy 
rather than from (2.6). 
(2.11) 
It is clear that, as in Scanlon’s case, integral representations of 4,,(x) like that in (2.8) are 
especially “good” when K,, (x, y) does not depend on n and rj&, ( y) is also “nice”. In Scar&n’s case, 
$r,, (y) = cos [ (n + i) y] . Note that when K,, (x, y) does not depend on n, so does Z,,(y) . Computational 
savings are attained when Z,,(y) can be evaluated analytically. 
Remark 2.1. More generally, in (2.8) we may allow for c, d to depend on x. If the domain 
D = {(x,y): a < x < b,c(x) < y < d(x)}, c(.),d(.) E C’[a,b], is also “normal” with respect 
to the y-axis, then (2.9) can be written as 
a.=k,~~d”~,(y)(~~~K,,(x,y)f(x)dx)dy, (2.12) 
where co, do denote certain constants and a~( a), p( .) are certain continuous functions. Note that the 
case c = c(x) , d = d(x) occurs in the problem considered by Scanlon and in Section 3. A sufficient 
condition for interchanging the order of integration, satisfied in all cases considered here, is of course 
that K,,(., .),f(.).$n(.) E Co(D) or E L’(D) (by Fubini’s theorem). 
Remark 2.2. When K,, (x, y) = K(x, y) is independent of IZ, Eq. (2.8) represents a linear transfor- 
mation of the basis {$,,(x)}:~ into {&(x)}r?. 
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3. Application to ultraspherical polynomials 
In this section we apply the ideas developed in Section 2 to obtain alternative forms for the 
expansion coefficients in series of ultraspherical (also called Gegenbauer’s) polynomials. 
Consider the expansion 
f(x) = F unP,(%), inL*([-l,l],dp), A>O, (3.1) 
IFI 
with dp = ( 1 - x2) A-1/2 dq and 
s 1 a,, = k, _, f(x)Z’,‘“‘(x)( 1 - x2)\-“*dx, (3.2) 
where 
n+A 
k, := ~ 
n! r*v> 
,2’-** r( 2A + n) r(U) (3.3) 
are the normalization constants (obtained from [4, formulas (9.1.1) and (4.3.3) ] for cy = ,8 = A - i ) , 
and Z denotes the gamma function. Recall the integral representation [ 1, p.177, formula (32) ] 
P’“‘(x) = h @ cos[(n+A)@l II II (sinO)‘-2A 
s (cos q!J - cos 8)‘-* 
d+, A>O 
3 
0 
x := c0s 8, h, = 
2AT(A + 9 (2A)n 
&n!T(A) ’ 
(3.4) 
where (z),isthePochhammersymbol,(~).:=~(~+l)(z+2)...(z+~-l)=~(z+~)/~(z) 
forIz= 1,2,3 ,..., and (z )O := 1. Hence we obtain 
a,, = k,h, 
’ cos[ (n + A) arcxos t] 
(t - x)ly/K-G 
dt dx 
= k,h, s 1 z’qt) -1 dc-7 cos [(II + A) arccos t] dt, 
where we set 
Z’“‘(t) := J ’ fcx) dx 
-1 (t-x)‘-” * 
(3.5) 
(3.6) 
In (3.5), the variable t has been replaced by 4, with t = cos 4, and the order of integration has 
been changed. This procedure is the same that was followed in the case of Legendre polynomials in 
Section 2; for A = i we recover such a case. The advantages are also similar: whenever evaluating 
(3.6) is convenient, in particular when the integration there can be accomplished analytically, it may 
be advisable to compute a, from (3.5). Note that, similarly to the case of Legendre polynomials, 
ZcA) (t) does not depend on II, and the integrand in (3.5) depends on it in a very simple way. 
The last integral in (3.5) can be computed, e.g., as a Gaussian sum (cf. [ 3, (7) and (8) ] ). When 
A gets closer to zero, we could expect a worse behavior, as the integrand in (3.6) approaches a 
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nonintegrable function. However, by writing f(x) = (f(x) - f(t)) + f(t) in (3.6), the integrand 
can be split into two terms, the first being well-behaved (assuming some regularity for f), while 
the second can be integrated explicitly, yielding -f(t) (t + 1)*/A. As in (3.5) such a term is 
multiplied by k,,h, and, after simplification, one obtains k,h, = (n + A)2A/( s-T(2h)), it follows that 
k,, h,, - 2n/r as A -+ 0. Therefore computations can be carried out also when A is near to zero. 
When A > i, on the other hand, things go better than for the case of Legendre polynomials, and 
when A 3 1, in particular, the integrand in (3.6) is continuous (for f(x) continuous). The case 
of Chebyshev polynomials of the second kind (A = 1)) instead, is included and I(*) (t) is just the 
primitive of f(t) that vanishes at t = - 1. 
4. Numerical results 
Numerical experiments were performed to test the applicability of the approach proposed in the 
previous section. 
The following schemes were used to compute the coefficients of the expansion into ultraspherical 
polynomials PcA)( x) y1 = 0 1 2 ” 9 9 7 ,..‘. 
GG (Gauss-Gegenbauer rule based method). The integral in (3.2) is numerically evaluated by 
the Gauss-Gegenbauer rule (assuming the abscissas and the weights are available) with nGG points 
(see [21). 
GL (Gauss-Legendre rule based method). The integral in (3.2) is numerically integrated by 
summing up the values obtained applying the Gauss-Legendre rule with nGL points on each of %b 
subintervals the integration interval is divided into. 
TR (Trapezoidal Rule based method). The same as in GL, but the trapezoidal rule is used, instead 
of Gauss-Legendre’s. 
RI (Repeated Integration based method). The integral in (3.5) is numerically evaluated by the 
Gauss-Chebyshev rule with ylcc points. The integral in (3.6)) whose value enters (3.5)) is numerically 
evaluated by applying the same numerical scheme as in GL. 
The GL and TR schemes are accurate only if the integrand in (3.2) is nonsingular. When the 
integrand is singular and no Gauss-Gegenbauer abscissas and weights are available, more sophisticated 
integration rules must be devised. We do not consider here this case. Similarly, the procedure RI is 
effective only when the integrands in (3.5) and (3.6) are nonsingular, otherwise ad hoc schemes 
must be used, and computing the integral (3.5) is, in general, very expensive. 
Consider, as an example for the function f(x) to be reconstructed, a finite sum of ultraspherical 
polynomials, i.e., 
f(x) := -&n + l)P,‘“‘(x), (4.1) 
n=o 
for N = 10. Note that the integrand in (3.6) is singular whenever A < 1, which makes the evaluation 
of (3.5) computationally expensive. Assume A > 1, for instance A = 2. The coefficients zi,, IZ = 
0 %n,X, %n,X = 15, are evaluated by the procedures TR, GL, RI and GG; then the values obtained 
ak uskd to approximate f(x) by 
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(4.2) 
In (4.2)) we chose y1,,, > N to check how large is the departure of zi, from 0, for n > N. Setting 
Xi = -1 + i * 2/p, i = 0,. . . , p, with p = 40, a measure of the fitting of f(x) to f(x) in the interval 
[ - 1 , 1 ] is given by the average error 
1 p 
e=- 
cl 
f(&) - .?(%) 
P i=r f Cxi> 
(4.3) 
In Fig. 1, the average relative errors made using TR, GL and RI procedures, with nGL = 6, nGC = 15, 
nsub = 2k, k = 0,3,4, . . . , 10, are plotted. The error made using GG with nGG = 17, which does not 
depend on &“b, is also shown. 
Note that the reconstruction of the function f(x) by the procedure RI is better than that obtained by 
TR and by GL. The behavior of the errors can be justified, looking at the computed coefficients. Table 
1 reports the values ii,,, IZ = 0, . . . , nmax, computed by GG and by TR, GL, RI, with &,b = 1024. The 
errors in the a, made using TR are the largest, thus accounting for the ensuing poor reconstruction. 
On the other hand, GL, RI and GG provide approximations ii,, n = 0, . . . , N, which are correct up to 
six digits. In each case, however, nonzero values for zi,, it = 11, . . . , 15, are obtained. This fact sheds 
some light on the behavior of the errors shown in Fig. 1. 
Table 2 shows the rounded CPU-time spent on an IBM RISC 6000/530 machine for evaluating 
IZ,,, + 1 = 16 coefficients zi,,, by TR, GL and RI. The CPU-time spent by GG (which does not depend 
on &,b) is less than lo-’ seconds. 
0 200 400 600 800 1000 
I I I I I I 
0 200 400 600 800 1000 
nsub 
Fig. 1. Average relative errors made when reconstructing f(x) in (4.1) evaluating the coefficients by CL, TR or RI. The 
integration interval was divided into nsub = 2k subintervals. The relative error for GG (which does not depend on n&) is 
also shown for comparison. 
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Table 1 
The coefficients computed by procedure GG, and by procedures TR, GL, RI, setting nsuh = 1024 
Exact TR GL RI 
1 0.999 886 . 10” 0.100000 10’ 0.100000~ 10’ 
2 0.199989. 10’ 0.200 000 10’ 0.200 000 10’ 
3 0.299 977 10’ 0.300 000 10’ 0.300 000 . 10’ 
4 0.399981 10’ 0.400 000 . 10’ 0.400 000 10’ 
5 0.499966. 10’ 0.500 000 . 10’ 0.500000 10’ 
6 0.599 974 . 10’ 0.600000. 10’ 0.600000. 10’ 
7 0.699 954 . 10’ 0.700 000 10’ 0.700000 10’ 
8 0.799 966 10’ 0.800 000 . 10’ 0.800000. 10’ 
9 0.899943 10’ 0.900000~ 10’ 0.900 000. 10’ 
10 0.999958. 10’ 0.100000’ 102 0.100000~ 102 
11 0.109993. lo2 0.110000 lo2 0.110000~ lo2 
0 -0.496 898 . 10-s -0.141430 10-h -0.181032. lo-” 
0 -0.814356. 10-s -0.230748. 1O-6 -0.133 177 lo-” 
0 -0.577 197.10-3 -0.163367. lO-‘j -0.232 862. lo-” 
0 -0.937 299 . 10-s -0.264021 1O-6 0.975 217. lo-‘s 
0 -0.659099. IO-’ -0.185380. 10-h 0.220216. IO-” 
GG 
0.100000~ 10’ 
0.200000 10’ 
0.300000~ 10’ 
0.400000~ 10’ 
0.500000~ 10’ 
0.600 000 . 10’ 
0.700000’ 10’ 
0.800000. 10’ 
0.900000’ IO’ 
0.100000’ IO2 
0.110000~ lo2 
-0.117717 lo-‘* 
0.422 809. lo-l2 
-0.379444. 10-12 
0.162747. lo-” 
0.296 858. lo-” 
Note that, within RI, the integral (3.6) does not depend on ~1, hence it is evaluated only once in order 
to compute all coefficients. The same fact holds within GL for the values yi := f(xi) ( I - x?)~-‘/*, 
i= l,... , nGLnsub, the X,‘S being the quadrature abscissas used to evaluate the integral (3.2). 
Both the integral (3.6) and the values yi need a nonnegligible portion of the overall CPU-time 
to be evaluated, so calculating them only once results in large computational savings. Let c[ z ] 
be the computational cost to evaluate I, assuming that the cost of one multiplication plus one 
addition represents a computational unit. To estimate c[yi], set fi (x) := (1 - x*)~-‘/*, f?(x) := 
1 /(t - x)’ -A. On an IBM RISC 6000/530 machine with xlf release 2.1 FORTRAN compiler, we 
recorded approximately c[fi] E c[ f2] N 30, c[cos] r” c[arccos] E 5. As c[PjA)] 21 y1 and, for 
f(x) given by (4.1), c[f] ? N+iN(N+l), it follows that Cic[yi] = Ci(c[f] +c[fi]) represents 
a large part of the cost for evaluating each 5,. 
Assume that c[ P, n,,b] is the cost of evaluating nmax + 1 coefficients by procedure P, using n,,b 
subintervals. A straightforward analysis of procedures RI and GL shows that the following rough 
Table 2 Table 3 
CPU-seconds for evaluating nmax + 1 = 16 coefficients for 
f(x) as in (4.1 ) , using several values for nSuh 
nsuh TR GL RI 
CPU-seconds for evaluating nmax + 1 = 16 coefficients for 
f(x) = ex, using several values for &h 
nauh TR GL RI 
1 0.00 0.00 0.01 1 0.01 0.00 0.00 
8 0.00 0.01 0.02 8 0.00 0.01 0.01 
16 0.01 0.01 0.05 16 0.01 0.00 0.02 
32 0.02 0.01 0.09 32 0.01 0.01 0.04 
64 0.04 0.03 0.18 64 0.02 0.02 0.07 
128 0.08 0.05 0.36 128 0.03 0.05 0.13 
256 0.15 0.10 0.70 256 0.07 0.08 0.26 
512 0.28 0.23 1.42 512 0.12 0.16 0.54 
1024 0.56 0.44 2.81 1024 0.24 0.33 I .07 
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estimates can be assumed: 
(4.4) 
C[RI, &bI N C(C[kI + C[hiI) + f’kubkiL&X(C[fl + C[f2I > 
i=O 
+ n(-jc(c[cosl + c[arccosl> + &lax. (4.5) 
For &,b = 1024, neglecting c[ ki] and C[ hi] (which is reasonable as nsub is large), we obtain 
c, := c[RI, 10241 /c[GL, 10241 21 6.17, while the ratio r between the CPU-times from Table 2 is 
r 21 6.39. Given the severe simplifications made evaluating cr, this agreement can be considered 
satisfactory. 
The CPU-time spent by GG is less than lop2 seconds, i.e., smaller than all the others. As GG 
is also the most accurate, when appropriate Gaussian abscissas and weights are available, the other 
procedures are not worth using. Otherwise, the superiority of RI on TR and GL is shown in Fig. 1 
and Table 2. If the reconstruction of f(x) is sought within a good accuracy, say e < 10p6, RI should 
be used, since such a result can be achieved even with &b = 8, spending 0.02 CPU-seconds. On the 
other hand, TR fails, while GL requires ?&,b = 512 and 0.23 CPU-seconds. 
Fig. 2 shows the average relative errors made when reconstructing 
f(x) = ex 
through its expansion (4.2) with II,,, = 15 and A = 2. As above, we set ?rcL = 6, ncc = 15 and 
l~cc = 17. Again, the procedure GG turns out to be the most efficient. It requires less than lop2 
seconds and provides the most accurate reconstruction. Recall, however, that it is applicable only 
when Gaussian abscissas and weights are available. On the other hand, the superiority of RI on TR 
and GL is clear, RI being by far more accurate and less CPU-time-consuming than GL, as can be seen 
from Table 3. Taking &,b = 1, RI requires less than lop2 seconds, while it provides a more accurate 
solution than TR, and yields the same accuracy as GL with nsub = 1024, spending 0.33 seconds. 
For f(x) = eX, we obtained c[f] 21 5; Eqs. (4.4) and (4.5) thus yield c, 2: 3.07, while r 21 3.24. 
The agreement is rather satisfactory and suggests that (4.4) and (4.5) are reliable, at least when nsub 
is sufficiently large. 
Summarizing, the numerical results presented here show that the RI procedure performs better than 
TR and GL. Therefore, RI may represent a preferable method when no ad hoc schemes are available, 
i.e., for arbitrary h’s, at least when the integrand in (3.6) is nonsingular. 
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Fig. 2. As in Fig. 1, for f(x) = 8. 
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