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The aim of this paper is to examine multiple Markov dependence for the 
discrete as well as for the continuous parameter case. In both cases the Markov 
property with arbitrary parameter values is investigated and it is shown that it 
leads to the degeneration of the multiple Markov dependence to the simple one. 
1. INTRODUCTION 
In a paper published in 1973, losifescu [2] showed by an example that if one 
starts in the continuous parameter case with a definition of the double Markov 
chain which parallels the classical definition of a continuous parameter simple 
Markov chain, and furthermore, if certain natural conditions are fulfilled, the 
only transition probabilities satisfying these assumptions are the trivial ones, 
i.e., those corresponding to a simple Markov chain. In this paper we show that 
this attempt is, in general, bound to fail. 
For the sake of simplicity and with no loss of generality concerning the con- 
clusions, we shall deal throughout this paper only with double Markov chains. In 
Section 2 we discuss discrete parameter double Markov chains, mainly the basic 
definition and its impact on the functional relations governing this type of 
dependence as well as the Markov property with arbitrary parameter values 
leading eventually to degeneration. In Section 3 we examine the continuous 
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parameter case. LVe demonstrate that the Markov property with arbitrary 
parameter values and rather natural additional assumptions leads to degeneration. 
As a by-product we prove that the same property leads also to the degeneration 
of the discrete parameter case. 
2. THE DISCRETE PARAMETER CASE 
2.1. Let {.Q, %“, Ip} be a probability space and (Xn : n > 0) a sequence 
of random variables defined on 52 and taking values in a denumerable set I called 
the state space. 
DEFINITION 2.1. A discrete parameter double Markov chain is a sequence 
of discrete random variables {X, : n > 0} possessing the following property: 
for any n 2 1 and any i, ,..., in E I we have 
= P(X,(u) = i, 1 X,-,(uI) = in-, , Xfl-l(w) = in-J 
whenever the left member is defined. 
Let us set for any i, j, K E I: 
p,(r) = P(X,(CO) = i), r 3 0, 
pjjp, s) = P(X&J) = j I XT(W) = i), O,(r<s, 
pij&, s, t) = P(X,(w) = h I X,(u) = i, x’,(w) =i), Odr<s<t, 
whenever the right members are defined. Probabilistic arguments show that 
pij(r, s) and&r, S, t) make sense for any 0 < r < s < t. Namely, p,(r, Y) = 6, , 
where ?&, is the Kronecker symbol, and 
for i = j. (2.3) 
(Note that pdjK(r, r, t) is not defined for i # j, so that we can take any value 
for this case.) Continuing in this way, we also have 
Pzw&, t, t) = %, for i = j. (2.4) 
Clearly (2.4) is consistent with (2.2) and (2.3). 
It is easily seen that p,(r), p,(r, s), and p i3k (Y, s, t) can be calculated in terms of 
the initial distribution {pi(O), p,(O, 1) : i, j E I} and the transition probabilities 
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{ PijJJT, r + 1, r + 2): i, j, k E I, T > 0} by means of the following functional 
relations: 
Note also that the following existence theorem can be proven by standard 
techniques as for discrete parameter simple Markov chains (see, e.g., Chung 
[L p. 71): 
THEOREM 2.2. Let a denumerable set I, a sequence {pi(O); i E I}, a mutrix 
{ p,,(O, 1): i, j E I}, and a farnib of functions {p&r, r + 1, r + 2): i, j, k E I, 
r >, 0} be given satisfying the conditions 
Pi(O), Pi@, 11, Pij&> y + 1, r + 2) 3 0, 
2 Pi(O) = ; P,,(O* 1) = & Pii&, y + 1, r + 2) = 1 
for all i, j, k E I and Y > 0. There exists a probability space (52, S, P} and a 
discrete parameter double Markov chain (X, : n > 0} defined on it with the state 
space I, the initial distribution {pi(O), pi,(O, 1) : i, j EI}, and the transition 
ProbabiZities {pi&, r + 1, r + 2) : i, j, k E I; r b O}. 
2.3. The Markov property (2.1) is obviously implied by the more general 
condition: for any n 3 3, 0 < t, < .*. < t, , and any i1 ,..., i,, E I we have 
lP(Xtn(w) = is 1 Xt,(w) = iV , 1 < Y < n - 1) 
= P(-Q(w) = in I &,&J> = in-, , &,&J) = C-J (2.5) 
whenever the left member is defined. 
For discrete parameter simple Markov chains (2.1) and (2.5) are equivalent. 
Examples of discrete parameter double Markov chains show that (2.5) is not 
necessarily verified. Note also that (2.5) is equivalent to the following functional 
relation: 
$,pijp(r, r + 13 r + 2, Pjpk(r + l, r + 2, v, PAr + 2> O9 t, 
== pij&, r + 1, v) pjkc(r + 1, v, t), o<r<r+1==zr+2<v<t. 
I f  v  == Y + 3, then (2.6) follows from (2.1). 
(2.6) 
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3. THE CONTINUOUS PARAMETER CASE 
3.1. Let T = [0, 03). We start with the following “natural” definition 
of a continuous parameter double Markov chain: 
DEFINITION 3.1. A continuous parameter double Markov chain is a family 
of discrete random variables {Xi : t E T} possessing the following property: 
foranyn>3,O<tr<...<t,,andanyi, ,..., i,, E I we have 
P(AFtn(w) = i, j Xt,(w) = i, , 1 < v ,( n - 1) 
= P(Xtn(w) = in I X,n-,(w) = i,-, , XCJw) = i,J (3.1) 
whenever the left member is defined. 
Let P,(Y), pij(y, s), and P&Y, S, t), 0 < Y ,( s < t, have the same meaning 
as in the discrete parameter case with the only modification being that now all 
parameter values are from T. Then (3.1) implies the following functional 
relation: 
= Pii&, $9 4 Pjkl(S, -zJ, t), O<r<s<u<v<t. 
(3.2) 
Note also that the existence theorem can be proven as for continuous parameter 
simple Markov chains. 
3.2. We are interested in knowing whether or not (3.1) leads to the collapse 
of the concept of a double Markov chain. We get the following result: 
THEOREM 3.3. Let {X, : t E T} be a continuous parameter double Markov 
chain such that: (a) the convergence in (3.2) is uniform with respect o u, s < u < v; 
(b) limtls p,(s, t) existsfor aZZ i, j E I; (c) lim,,, pi&s, U, V) exists for aZZj, p, k E I. 
Then {Xi : t E T} reduces to a continuous parameter simple Maukov chain if and 
only if lim,,, p&r, s, u) exists and does not depend on i E I and Y > 0 for all 
i, j, p E I. 
Proof. Take (3.2), sum it up with respect to Z, and let u 4 s. We get 
The left term does not depend on i E I and Y  > 0, and so neither doesp,&, s, v). 
Conversely, if P&Y, S, t) = p&s, t) it follows that lim,J,pijk(~, s, t) exists and 
does not depend on i E I and Y  > 0. 
Let us remark that (a) and (c) are only needed in the first part of the above 
proof, whereas (b) is only needed in the latter one. Moreover note that (a) is not 
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needed for the degeneration if (c) holds true and lim,,, pi&, s, U) = ?$, ; 
this is the type of example examined by Iosifescu in [2] for the stationary case 
only. 
3.3. Let us apply Theorem 3.3 to the discrete parameter case. We have: 
THEOREM 3.4. Let {X ,, : n > 0} be a discrete parameter double Markov chain. 
Then (2.5) is true if and only if {X, : n > O> reduces to a discrete parameter simple 
Markov chain. 
Proof. For each t E T set Y, = Xftl , where [t] is the integral part of t. Set 
7rii(y, s) = P(Y,(w) = j 1 Y,(w) = i), O<r<s, 
T&Y, s, t) = lP(Yt(w) = k 1 Yr(co) = i, Y,(w) = j), O<r<s<t, 
whenever the right members are defined. Clearly nij(y, s) = p&r], [s]) and 
q&, s, t) = pdl?], PI, PI) and consequently (Yt : t E T} is a continuous 
parameter double Markov chain satisfying the conditions of Theorem 3.3. 
Hence (Yt : t E T. reduces to a continuous parameter simple Markov chain. 
In other words, (X, : n > 0} reduces to a discrete parameter simple Markov 
chain. 
COROLLARY. The unique solution of (2.6) is p&r, s, t) = pik(s, t). 
4. CONCLUSION 
Although the existence theorem guarantees that a continuous parameter 
analogue of the double Markov chain in the framework of the classical theory 
is well defined, Theorem 3.3 shows that either it degenerates to a continuous 
parameter simple Markov chain or it lacks standard “good” properties and hence 
its use in applications seems very unlikely. 
Due to the failure of this “natural” attempt to define continuous parameter 
double Markov dependence one has to look for a completely different approach 
to this problem. 
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