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Алгебраические модели программ с процедурами предназначены для изу-
чения семантических свойств самих программ на их образах–схемах программ.
Для моделей программ с процедурами формулируются проблемы либеризации
и эквивалентности. Рассматривается подкласс моделей программ с процеду-
рами – специальные перегородчатые модели. Для таких моделей программ
улучшена оценка сложности алгоритма, решающего проблему либеризации.
Введено понятие примитивных схем программ как подкласса специальных пе-
регородчатых. Для них установлена разрешимость проблемы эквивалентности
при разрешимости проблемы эквивалентности в специального вида моделях
программ без процедур. Для некоторых случаев разрешимости проблемы эк-
вивалентности приведены оценки сложности.
1. Введение
В данной статье продолжены исследования перегородчатых моделей программ,
начатые в [1]. Остановимся коротко на тематике статьи [1].
Основная часть её посвящена описанию метатеории алгебраических моделей про-
грамм с процедурами и описанию проблематики самой теории этих моделей. При
этом метатеория занимается отбором моделей, подлежащих изучению, а проблема-
тика нацелена на исследование семантических свойств моделируемых программ.
Алгебраические модели программ с процедурами введены для программ, исполь-
зующих в своей работе аппарат процедур. Они явились естественным обобщением
моделей программ без процедур, широко применяемых в теории схем программ.
Объекты этих моделей называются схемами программ.
В проблематике теории введённых моделей центральное место отводится про-
блеме эквивалентности схем, принадлежащих модели, и поэтому встал вопрос о
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выделении класса моделей, подающих надежду на разрешимость в них данной про-
блемы. В [1] в качестве выделяемых предложены так называемые перегородчатые
модели. Интерес к ним основан на следующем: отдельная перегородчатая модель
по определению индуцируется некоторой моделью программ без процедур, и та яв-
ляется её подмоделью, а для таких моделей проблема эквивалентности достаточно
хорошо изучена. Поэтому часть статьи [1] посвящена исследованию перегородчатых
моделей.
Для них в первую очередь рассмотрена проблема либеризации в модели, состо-
ящая в поиске алгоритма, который, получив на свой вход схему из модели, строит
эквивалентную ей свободную схему (так называется схема, все элементы которой
участвуют при её функционировании). Дело здесь в том, что в подавляющем числе
случаев разрешимости проблемы эквивалентности в модели предварительно уста-
навливалась разрешимость в ней проблемы либеризации.
Наложением определённых требований на параметры перегородчатой модели в
[1] введены специальные перегородчатые модели и описан алгоритм построения по
схеме эквивалентной ей схемы, претендующей на статус свободной в модели. Однако
доказательство того, что претензия обоснована, опущено.
К отмеченному недочёту добавилось ошибочное утверждение о критерии разре-
шимости проблемы эквивалентности в специальной перегородчатой модели.
В связи с изложенным стали необходимыми дальнейшие исследования в моделях
этого типа, чему и посвящена данная статья.
Здесь нами доказана теорема 1 о разрешимости проблемы либеризации в спе-
циальной перегородчатой модели, причём предложен разрешающий её алгоритм,
имеющий меньшую сложность, чем алгоритм, рассмотренный в [1]. Далее введено
понятие примитивной схемы в специальной перегородчатой модели и установлено,
что в классе примитивных схем проблема эквивалентности разрешима, если она
разрешима в модели, индуцирующей эту специальную перегородчатую (теорема 2).
Дана и оценка сложности разрешающего алгоритма.
В заключение приведены случаи, когда в индуцирующих моделях решена про-
блема эквивалентности, причём с оценками сложности решения. Это – так называ-
емые уравновешенные полугрупповые модели программ без процедур, исследован-
ные в [2] – [4].
Нами воспроизведены определения всех рассматриваемых здесь моделей про-
грамм, дабы не отсылать читателя к статье [1].
2. Рассматриваемые модели программ
Здесь даются определения общего вида матричной модели программ с процеду-
рами и её частного вида – перегородчатой модели.
Матричные модели программ с процедурами строятся над четырьмя конечными
и непересекающимися алфавитами Y,C,R и P . Элементы первых трех алфавитов
называются символами операторов, вызовов и возвратов соответственно, элементы
алфавита P именуются логическими переменными, каждая из которых принимает
значение из множества {0, 1} . Алфавиты Y,C,R, P называются базисом.
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Элементы матричной модели называются схемами программ. Определению схе-
мы предпошлём введение множества X , где
X = {x|x : P → {0, 1}} :
его элементы называются наборами.
Схема программы по своей структуре представляет размеченный конечный ори-
ентированный граф следующего строения. Граф распадается на подграфы с непе-
ресекающимися множествами вершин. Один из подграфов называется главным,
остальные – процедурными. В главном подграфе выделены вершина вход без вхо-
дящих в неё дуг и вершина выход без исходящих из неё дуг. В любом процедурном
подграфе тоже выделены две вершины – инициальная и финальная. В каждом под-
графе имеется специальная вершина loop без исходящих из неё дуг. Перечисленные
вершины не имеют меток, а все остальные помечены символами из Y,C и R , назы-
ваясь соответственно преобразователями, вызовами и возвратами. Всякому вызову
соответствует свой персональный возврат, именуемый парным вызову ; тот и другой
принадлежат общему для них подграфу. Все вызовы перенумерованы. Из всякой
вершины, отличной от выхода схемы, вызова, финальной и вершины loop , исхо-
дят дуги, каждая из которых помечена своим набором из X , в количестве, равном
числу наборов в X . Из вызова исходит единственная дуга, которая ведёт в иници-
альную вершину некоторого подграфа (он называется ассоциированным с данным
вызовом), и тогда из финальной вершины этого подграфа идёт дуга в парный вызо-
ву возврат, и это – единственная приходящая в него дуга. В инициальную вершину
могут входить дуги только из вызовов, а из финальной вершины могут исходить
дуги только в возвраты. Так осуществляется связь между подграфами, ибо начало
























Рис. 1: Пример схемы программы
На рис. 1 приведен пример матричной схемы программы. Здесь {y1, y2, y3} ⊆
Y, {c1, c2} ⊆ C, {r1, r2} ⊆ R,P = {p} . Схема содержит один процедурный подграф.
Функционирование схемы осуществляется на функциях разметки.Функцией раз-
метки называется отображение множества всех слов, построенных над Y ∪ C ∪ R
(оно обозначается H ), в множество X . Множество всех функций разметки обозна-
чается L .
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Пусть µ ∈ L . Выполнением схемы на функции µ называется процесс, состоя-
щий в путешествии по схеме и сопровождающийся построением слова из H ; оно
называется цепочкой.
Для однозначности выбора пути, кроме µ , используется магазин, в который за-
гружаются номера вызовов в схеме. Путешествие начинается по дуге, исходящей из
входа, при пустых магазине и цепочке. Переход через вершину с сопоставленным ей
символом сопровождается приписыванием этого символа к текущей цепочке спра-
ва. Если переходимая вершина – вызов, то в магазин загружается его номер. При
переходе через инициальную вершину и финальную вершину текущая цепочка не
изменяется. Во втором случае из макушки магазина, который заведомо не пуст,
извлекается номер, и путешествие продолжается по дуге, ведущей к возврату, пар-
ному вызову с этим номером. Из входа схемы путь идёт по дуге, помеченной набором
µ(Λ) , где Λ – пустая цепочка. При переходе через преобразователь, возврат, ини-
циальную вершину тоже используется функция µ : в качестве следующей берется
дуга, несущая метку µ(h) , где h – построенная цепочка. При достижении выхода
путешествие прекращается; говорим, что схема остановилась на µ , и построенную
цепочку называем результатом её выполнения на µ . Альтернативным является
случай бесконечного путешествия по схеме или случай попадания в вершину loop ,
когда путешествие прекращается без результата.
Схему из матричной модели, не содержащую процедурных подграфов, назовём
простой. Также простой именуем матричную модель, построенную над базисом, в
котором C и R пусты.
Пусть ν – эквивалентность в множестве H , и L ⊆ L . Схемы G1, G2 назовем
(ν, L)-эквивалентными (обозначим: G1
ν,L∼ G2 ) тогда и только тогда, когда, какой
бы ни была функция µ из L , всякий раз, как на ней останавливается одна из схем,
останавливается и другая, и в этом случае результатами их выполнения являются
ν -эквивалентные цепочки.
Множество всех схем над выбранным базисом, рассматриваемое вместе с (ν, L)-
эквивалентностью схем, называется матричной (ν, L)-моделью, а ν, L – её пара-
метрами.
Перегородчатая модель программ с процедурами представляет собой тот част-
ный случай матричной модели над базисом Y,C,R, P , в которой параметры ν, L
индуцируются параметрами τ, l некоторой простой модели над Y, P ; последняя на-
зывается индуцирующей первую.
Эквивалентность ν вводится следующим образом. Цепочки h1 и h2 из H счи-
таем ν -эквивалентными в том и только том случае, когда совпадают их проекции
на множество C ∪R , и, кроме того, если представить цепочки hi , i = 1, 2 , в виде
hi = h0ib1h1ib2 . . . bkhki, k ≥ 0,
где b1b2 . . . bk есть общая проекция цепочек h1, h2 на множество C ∪R , то при всех
j, j = 0, . . . , k , имеет место соотношение
hj1
τ∼ hj2.
Здесь τ –эквивалентность цепочек g1, g2 над алфавитом Y записывается в виде
g1
τ∼ g2 .
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Опишем, как строится множество L функций разметки.
Начнём с того, что задание отдельной функции разметки из L фактически сво-
дится к разметке наборами из X вершин бесконечного дерева, в котором из всякой
вершины исходят дуги в количестве, равном общему числу символов в алфавитах
Y,C,R , причём каждая дуга помечена своим символом. Таким образом, всякой вер-
шине дерева соответствует цепочка, полученная выписыванием друг за другом сим-
волов, метящих дуги пути, идущего из корня дерева в данную вершину. Набор из
X , сопоставленный этой вершине, воспринимается как значение функции разметки
именно на этой цепочке, а разметка всех вершин дерева наборами из X определяет
функцию разметки.
Заметим теперь, что всякая вершина дерева является корнем его поддерева, все
дуги которого помечены только символами из Y и всеми такими символами. Выде-
лим поддеревья описанного типа, вырастающие из корня дерева или из его вершины,
в которую ведёт дуга с меткой из C или R . Всякое выделенное поддерево разметим
наборами из X так, чтобы это определило функцию разметки из l . По определе-
нию, выполненная разметка даёт функцию разметки из L , и иных функций в L
нет.
Итак, перегородчатая модель программ с параметрами ν, L построена.
В дальнейшем базис, над которым строятся перегородчатые модели, считаем
фиксированным и поэтому его не упоминаем, а функции разметки из L называем
просто допустимыми для модели с этим параметром.
3. Проблема либеризации в перегородчатой модели
программ
Обозначим M рассматриваемую нами перегородчатую модель программ и опре-
делим проблему либеризации в M .
Пусть G – схема из M . Маршрутом в ней назовём ориентированный путь, на-
чинающийся в её входе, именуя его маршрутом через схему, если он оканчивается
в выходе схемы.
Говорим, что маршрут в схеме реализуем, если существует допустимая для M
функция разметки, которая при выполнении на ней схемы прокладывает в ней путь,
начинающийся этим маршрутом.
По определению, схема G называется свободной в M , если всякая её вершина,
отличная от loop , находится на некотором реализуемом маршруте через G . Пробле-
ма либеризации в M состоит в поиске алгоритма, который для любой поступившей
на его вход схемы из M строит эквивалентную ей свободную схему. Если такой
алгоритм найден, проблема называется разрешимой.
Рассмотрим проблему либеризации для частного вида перегородчатых моделей,
именуемых нами специальными. Так называется модель, индуцируемая простой мо-
делью с параметрами τ и l , удовлетворяющими требованиям: какими бы ни были
цепочки h1, h2 над Y и функция µ из l ,
h1h2
τ∼ h2 ⇒ h2 = Λ,
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h1
τ∼ h2 ⇒ µh1 = µh2,
где µ ∈ l .
В этом случае τ называется эквивалентностью без циклов, а µ – согласованной
с ней функцией разметки. Обозначим M1 специальную перегородчатую модель и
M0 – индуцирующую её простую модель. Подчеркнём, что M0 – это подмодель
модели M1 .
Основной в данном разделе является теорема 1.
Теорема 1. Проблема либеризации в M1 разрешима.
Прежде всего установим следующее утверждение.
Утверждение 1. В M0 разрешима проблема либеризации.
Действительно, пусть G – простая схема. Поскольку τ – эквивалентность без
циклов, а l содержит все согласованные с ней функции, любой маршрут через G
реализуем. Таким образом, трансформация схемы G в эквивалентную ей свобод-
ную осуществляется алгоритмом, который сначала отмечает вершины, достижи-
мые маршрутами из входа схемы, удаляя из неё недостижимые вершины, а затем
встречной разметкой вершин из выхода схемы находит те вершины, из которых вы-
ход недостижим, направляет в loop дуги, идущие в них из отмеченных вершин, а
сами вершины удаляет. Очевидно, что полученная схема свободна и эквивалентна
схеме G .
Теперь займёмся анализом маршрутов через схему из M1 , не являющуюся про-
стой. Пусть G – такая схема. Опорной в ней назовём вершину, имеющую тип: вход,
выход, вызов, возврат. Преемником опорной вершины v1 назовём такую опорную
вершину v2 , в которой завершается ориентированный путь из v1 , не содержащий
внутри опорных вершин. Сам путь именуем е-маршрутом из v1 в v2 .
Легко увидеть, что для любой опорной вершины эффективно, то есть алгорит-
мом, выявляются все её преемники. При этом выход не имеет преемников вообще,
преемниками входа могут быть вызов и выход, преемниками вызова – вызов и воз-
врат, а преемниками возврата – вызов, выход схемы и возврат, и в случае, когда
преемником является возврат, он определяется не всегда однозначно (из-за пере-
хода через финальную вершину, из которой дуги ведут в общем случае в разные
возвраты).
Любой реализуемый маршрут через схему из M1 представляет собой последова-
тельность примыкающих друг к другу е-маршрутов. Рассмотрим его проекцию на
вызовы и возвраты. Если она не пуста, очевидными свойствами проекции являются
следующие:
1) каждому вхождению вызова (возврата) соответствует вхождение парного с
ним возврата (вызова), и вхождение вызова расположено раньше вхождения
возврата;
2) имеются парные вызов и возврат, вхождения которых соседствуют;
3) если между вхождениями парных вызова и возврата находится вхождение
какого-либо вызова (возврата), то между этими вхождениями присутствует и
вхождение парного ему возврата (вызова).
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При доказательстве теоремы 1 учитываем эти свойства.
Доказательство теоремы 1. Пусть G – схема из M1 , отличная от простой.
Опишем алгоритм ρ1 , трансформирующий её в эквивалентную свободную.
На первом этапе своей работы алгоритм ρ1 виртуально проводит в схеме дуги
из вызовов в парные им возвраты и рассматривает полученные при этом ориенти-
рованные пути из входа схемы в её выход и из инициальной вершины подграфа в
его финальную вершину. Он называет их трассами.
Согласно изложенным ранее замечаниям о реализуемых маршрутах через схему,
имеет место следующее: если в главном подграфе отсутствуют трассы, содержащие
вызов, или нет процедурных подграфов с трассами без вызовов, то свободная схема,
эквивалентная схеме G , является простой. Она пуста, если в главном подграфе
нет трасс вообще, а в противном случае состоит из вершин, принадлежащих е-
маршрутам из входа схемы в выход, соскальзывающие с которых дуги ведут в loop .
Построением такой схемы алгоритм ρ1 завершает работу.
Если же имеются отмеченные выше трассы, алгоритм переходит ко второму эта-
пу работы, выполняя разметку вызовов в схеме.
Он называет изначально сквозной трассу в процедурном подграфе, не содержа-
щую вызовов. Для всякой такой трассы алгоритм отмечает вызовы, ассоциируемые
с его подграфом. Если после этого появляются трассы, в которых отмечены все
принадлежащие ей вызовы, то алгоритм называет их тоже сквозными и работает с
ними также как с изначально сквозными. Процесс выявления сквозных трасс про-
должается до тех пор, пока появляются новые сквозные трассы. С их исчерпанием
разметка закончена.
Если в главном подграфе не оказалось сквозных трасс, то свободная схема, эк-
вивалентная схеме G , проста, и алгоритм строит её по описанным выше правилам.
В противном случае он проводит выделение сквозных трасс, принадлежащих
реализуемым маршрутам через схему, начиная с тех из них, что находятся в глав-
ном подграфе. Выделенной является сквозная трасса, находящаяся в подграфе, в
который ведёт дуга из вызова, принадлежащего предыдущей выделенной трассе.
Закончив этот процесс, алгоритм выполняет заключительную работу, удаляя из
схемы не функционирующие в ней элементы. Он оставляет в схеме только те про-
цедурные подграфы, в которых имеются выделенные сквозные трассы. В каждом
таком подграфе алгоритм удаляет вершины, не принадлежащие е-маршрутам из
вызовов, находящихся в выделенной трассе, и из парных им возвратов; при этом
дуги, ведущие из оставленных вершин в удаляемые, направляет в loop . Подобным
образом алгоритм обрабатывает и главный подграф, рассматривая в нём добавочно
е-маршруты из входа в выход. Свободная схема, эквивалентная схеме G , построена,
и алгоритм останавливается.
Теорема 1 доказана.
Обратимся к вопросу о сложности алгоритма ρ1 , сосредоточив внимание на оцен-
ке старшего члена в верхней оценке алгоритма.
Пусть G – схема, поступившая на вход алгоритма ρ1 . Она задаётся таблицей
переходов, в которой строки идентифицируются вершинами схемы, а столбцы –
наборами из X . Предположим, что в G нет процедурных подграфов без входящих
в них дуг, и есть хотя бы один процедурный подграф.
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Обозначим l – число подграфов в схеме G , m – число вызовов в ней и n –
максимум количества преобразователей в отдельных подграфах схемы. Отметим,
что l ≤ m+ 1 .
В работе алгоритма ρ1 следует рассмотреть этапы, состоящие в построении трасс
в схеме, в выделении сквозных трасс и в освобождении схемы от неработающих
элементов.
При построении трасс для всякой вершины v типа вход, инициальная, возврат
отыскиваются достижимые из неё по преобразователям вершины типа выход, фи-
нальная, вызов. При этом для v просматриваются ориентированные пути из неё,
идущие по преобразователям и содержащие не более одного витка цикла. Это тре-
бует для v
b0n log n
операций, где b0 – константа. Таким образом, старший член в верхней оценке слож-
ности построения трасс в схеме выражается числом
b1(m+ l)n log n, (1)
где b1 – константа.
На этом этапе в таблице переходов отмечаются специальным символом вызовы и
возвраты, принадлежащие трассам. Этап завершается вычёркиванием в таблице пе-
реходов строк, соответствующих неотмеченным вызовам и возвратам, а также тем
инициальным вершинам, которые оказались без входящих в них дуг; вместе с вы-
чёркиванием строки, соответствующей инициальной вершине, удаляется и строка,
соответствующая финальной вершине того же подграфа.
Заметим, что экстремальным при оценке сложности алгоритма ρ1 является слу-
чай, когда таблица переходов осталась неизменной, т.е. сохранились её параметры
l,m, n . Далее будем отталкиваться от этого случая.
Выделение сквозных трасс осуществляется просмотром в таблице переходов
строк, идентифицируемых инициальными вершинами или входом. Предположим,
что обнаружены изначально сквозные трассы. Тогда на каждом шаге алгоритм ρ1
отмечает хотя бы один вызов, т.е. число шагов не превышает m . Поскольку на от-
дельном шаге просматривается в таблице переходов не более l строк, старший член
в верхней оценке сложности второго этапа имеет вид
b2ml, (2)
где b2 – константа.
Наконец, переходим к третьему этапу, т.е. освобождению схемы от неработающих
элементов. Тогда для вершин типа вход, инициальная, возврат строятся простые
схемы, ведущие в вершины типа выход, финальная, вызов. Число таких схем не
превышает (m+ l)2 . При построении каждой схемы выполняется
b3n log n
операций. Таким образом, старший член в верхней оценке сложности третьего этапа
имеет вид
b3(m+ l)
2n log n, (3)
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где b3 – константа.
Обозревая (1), (2), (3) и учитывая, что l ≤ m+ 1 , приходим к тому, что старший
член в верхней оценке сложности алгоритма ρ1 имеет вид
b4(m+ 1)
2n log n,
где b4 – константа.
4. Классы примитивных схем программ
Задача данного раздела – исследовать проблему эквивалентности в специальной
перегородчатой модели программ. Она по-прежнему обозначается M1 .
Основной результат устанавливается теоремой 2.
Теорема 2. Если проблема эквивалентности разрешима в простой модели, инду-
цирующей специальную перегородчатую, то она разрешима в классе примитивных
схем, принадлежащих этой модели.
Примитивной в модели M1 называется свободная схема программы, удовле-
творяющая требованию: какой бы ни была её опорная вершина, все её преемники
помечены различающимися символами. Очевидно, что всякая свободная простая
схема примитивна.
Доказательству теоремы 2 предпошлём следующие понятия. Пусть v1 – опорная
вершина в схеме из M1 и v2 – её преемник. Обозначим G(v1, v2) простую схему,
построенную по следующим правилам: в ней оставляются все вершины, принадле-
жащие е-маршрутам рассматриваемой схемы из v1 в v2 , и если v1 – это возврат, то
он заменяется входом создаваемой схемы, если v2 – это вызов, то её выходом; при
этом инициальную вершину считаем входом, финальную – выходом.
Маршруты в схемах из M1 называются сочетаемыми, если они прокладываются
общей для них допустимой для M1 функцией разметки.
Цепочкой несомой маршрутом схемы назовём ту, что получается выписыванием
друг за другом символов, сопоставленных вершинам маршрута, при просмотре его
от начала к концу.
Сопряжёнными в схемах из M1 назовём опорные вершины, которые являются
концами сочетаемых маршрутов, несущих эквивалентные цепочки.
Доказательство теоремы 2. Оно опирается на следующие факты, извлекае-
мые из самого определения эквивалентности свободных схем из модели M1 . Пусть
рассматриваются две эквивалентные свободные схемы, тогда
1) для всякой опорной вершины в одной из них имеется сопряжённая с ней вер-
шина в другой схеме, и если это – вызовы, то парные им возвраты помечены
одинаково;
2) пары сопряженных вершин могут повторяться, но число различных пар ко-
нечно;
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3) если сочетаемые маршруты оканчиваются в паре сопряженных вершин, от-
личных от выходов схем, то они без потери сочетаемости однозначно продол-
жаются до следующей пары сопряженных вершин.
Отсюда следует, как построить алгоритм, распознающий эквивалентность при-
митивных схем. Обозначим его ρ2 , и пусть на его вход поступили две примитивные
схемы G1, G2 . Тогда, начиная с пары сопряжённых вершин, состоящей из входов
схем, алгоритм ρ2 для каждой очередной пары сопряженных вершин выполняет
следующее. Он находит всех преемников этих вершин и проверяет, выполняется
ли требование: для каждого преемника одной вершины имеется преемник другой
вершины с той же меткой. Если оно не выполнено, то алгоритм ρ2 квалифициру-
ет схемы как неэквивалентные и останавливается. Если это требование выполне-
но, то на основании примитивности схем между найденными преемниками имеется
взаимно-однозначное соответствие, и алгоритм ρ2 проверяет, выполняется ли требо-
вание 2. Если нет, то он останавливается, объявляя схемы неэквивалентными. Иначе
он в общем случае пополняет список пар сопряженных вершин новыми парами и
переходит к рассмотрению следующей необработанной пары. Согласно 1, в списке
конечное число пар, и если алгоритм ρ2 исчерпал его без остановки на одной из
них, то он установил эквивалентность схем и завершил свою работу.
Теорема 2 доказана.
При оценке сложности алгоритма ρ2 по-прежнему выявляем старший член в
верхней оценке сложности.
Пусть G1, G2 – примитивные схемы, поступившие на вход алгоритма ρ2 . Каждая
из них задана таблицей переходов, которая построена описанным ранее способом.
Обозначим li – число подграфов, mi – число вызовов и ni – максимум числа пре-
образователей в отдельных подграфах схемы Gi , i = 1, 2. Пусть
l = max{l1, l2},
m = max{m1,m2},
n = max{n1, n2}.
Обозначим ρ0 алгоритм, распознающий эквивалентность простых схем из M0 ,
и пусть f(k) – сложность алгоритма ρ0 при подаче на него схем, в которых число
преобразователей не превосходит k ; здесь k ≥ 0 .
Заметим, что случаем максимальной сложности алгоритма ρ2 является эквива-
лентность схем G1, G2 , и рассмотрим этот случай.
В своей работе алгоритм ρ2 для пар сопряженных вершин схем G1, G2 , а их не
более 2m + 1 , выполняет по три этапа действий для каждой пары: строит преем-
ников вершин, входящих в пару, проверяет, совпадают ли метки преемников одной
вершины из пары с метками преемников второй вершины, и если совпадают, то про-
веряет эквивалентность простых схем, соответствующих преемникам с одинаковой
меткой.
На первом этапе старший член в верхней оценке его сложности имеет вид
d1n log n,
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на втором этапе –
d2(m+ 1) log(m+ 1),
на третьем этапе –
(m+ 1)(d3n log n+ f(n)),
где d1, d2, d3 – константы.
Здесь мы применяем рассуждения, выполненные при оценке сложности алгорит-
ма ρ1 .
Таким образом, старший член в оценке сложности алгоритма ρ2 имеет вид
(2m+ 1)[d2(m+ 1) log(m+ 1) + d3(m+ 1)n log n+ (m+ 1)f(n)],
т.е. для mˆ = m+ 1 не превышает числа
dmˆ2(log mˆ+ n log n+ f(n)),
где d – константа.
5. Заключение. Случаи разрешимости проблемы
эквивалентности в простой модели программ
Все приводимые ниже оценки относятся к уравновешенным полугрупповым мо-
делям программ с левым сокращением. Такие модели рассматривались в [2] и [3].
Параметры τ и l отдельной модели удовлетворяют следующим требованиям.
Эквивалентность ν является полугрупповой, уравновешенной и обладающей
свойством левого сокращения, т.е.
• какими бы ни были цепочки h1, h2, h3, h4 над Y , выполняется импликация
(h1
τ∼ h2)&(h3 τ∼ h4)⇒ h1h3 τ∼ h2h4;
• для любых цепочек над Y из их τ -эквивалентности следует равенство их длин;
• какими бы ни были цепочки h1, h2, h3, h4 над Y , выполняется импликация
(h1h3
τ∼ h2h4)&(h1 τ∼ h2)⇒ h3 τ∼ h4.
Множество l состоит из всех τ -согласованных функций разметки.
Пусть M0 – простая уравновешенная полугрупповая модель программ с левым
сокращением. В [2] и [3] установлена разрешимость проблемы эквивалентности в
M0 , причём разрешающий алгоритм имеет экспоненциальную сложность относи-
тельно размеров испытуемых схем.
В связи с этим в [2] и [3] введено дополнительное требование к τ : говорим, что τ
обладает свойством правого сокращения, если для любых цепочек h1, h2, h3, h4 над
Y выполняется импликация
(h1h3
τ∼ h2h4)&(h3 τ∼ h4)⇒ h1 τ∼ h2.
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Тогда в верхней оценке сложности алгоритма, распознающего эквивалентность
схем, старшие члены имеют вид C5n5 log n и C6n4q(n) log n , где n – максимум разме-
ров испытуемых схем, q(n) – сложность распознавания τ –эквивалентности цепочек
над Y , имеющих длину n , а C5, C6 – константы. Этот результат получен тоже в [2],
[3].
Наконец, в [4] рассмотрены частные случаи уравновешенной полугрупповой мо-
дели с левым и правым сокращением – коммутативные модели. В такой модели эк-
вивалентность τ определяется так. Задается множество T , состоящее из пар (y1, y2) ,
где y1, y2 ∈ Y ; множество T непременно содержит все пары вида (y, y) , где y ∈ Y , в
любой паре (y1, y2) из T символы y1, y2 называются перестановочными. Две цепоч-
ки над Y объявляются τ -эквивалентными, если любая из них может быть получена
из другой перестановками соседних перестановочных символов.
Для коммутативной модели программ различаются случаи: перестановочность
символов транзитивна или нет. В первом случае выполняется условие: если
(y1, y2), (y2, y3) принадлежат множеству T , то ему принадлежит и пара (y1, y3) .
В [4] установлено, что в первом случае старшим членом в верхней оценке слож-
ности алгоритма, разрешающего эквивалентность схем, является C7n2 log n , а во
втором – C8n3 log n . Здесь n – максимум размеров испытуемых схем, а C7, C8 –
константы.
На основании полученной оценки для алгоритма ρ2 и приведенных оценок воз-
можно установить оценки для алгоритмов проверки эквивалентности в классах при-
митивных схем из перегородчатых моделей, индуцированных перечисленными клас-
сами простых моделей.
Пусть mˆ = max{m1,m2} + 1, n = max{n1, n2} , где mi – число вызовов в схеме
Gi , ni – максимальное по подграфам число преобразователей в схеме Gi i = 1, 2 .
Утверждение 2. В уравновешенной полугрупповой перегородчатой модели про-
грамм с левым и правым сокращением существует алгоритм проверки эквива-
лентности со сложностью не больше
K1mˆ
2(log mˆ+ n5 log n+ n4q(n)),
где q(n) – сложность распознавания τ -эквивалентности цепочек над Y , имеющих
длину n.
Утверждение 3. В коммутативной перегородчатой модели программ существу-
ет алгоритм проверки эквивалентности со сложностью не больше
K2mˆ
2(log mˆ+ n3 log n).
Утверждение 4. В транзитивно коммутативной перегородчатой модели про-
грамм существует алгоритм проверки эквивалентности со сложностью не боль-
ше
K3mˆ
2(log mˆ+ n2 log n).
Здесь K1, K2, K3 – константы.
Этими рассуждениями подтверждается, что коммутативные модели представля-
ют практический интерес.
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Algebraic program models with procedures are designed to analyze program semantic
properties on their models called program schemes. Liberisation and equivalence prob-
lems are stated for program models with procedures. A subclass of program models with
procedures called special gateway models is investigated. A better complexity algorithm
for the liberisation in such models is proposed. Primitive program schemes are defined
as a subclass of special gateway models. It is shown that the equivalence problem in such
models is decidable if the equivalence problem is decidable in special program models
without procedures. For some cases of decidability the complexity is evaluated.
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