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Abstract This paper investigates two numerical implementations of con-
tinuum boundary conditions in parallel high performance computing (HPC)
systems in conjunction with multiscale modelling comprising molecular dy-
namics (MD) and computational fluid dynamics (CFD) methods. The multi-
scale method provides the best compromise in terms of accuracy and compu-
tational cost in mesoscale regimes, however, there are still algorithmic chal-
lenges preventing the practical application of these methods. The present
study investigates some of these challenges, namely different domain decom-
positions of the momentum transferred from the continuum domain to the
atomistic region in conjunction with HPC parallelisation.
Keywords: hybrid atomistic-continuum, boundary conditions, molecu-
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1 Introduction
Miniaturisation of conventional devices offers several advantages, includ-
ing reduced operating volume, increased throughput and improved accu-
racy [1–5]. As the operational dimensions reduce to smaller scales the
surface-to-volume ratio increases and the phenomena observed are charac-
terised by an inherent multiscale nature [6–8]. High-fidelity computational
modelling of micro and nano fluid flows based on the Euler/Navier-Stokes
equations (for the continuum scales) and molecular dynamics (for the atom-
istic scales) increasingly receives more attention amongst academic research
groups because of its promising computational features with respect to the
design and optimisation of micro/nano devices [9–12].
The traditional continuum models tend to neglect the microscopic mech-
anisms of the phenomena involved in these scales and, therefore, cannot
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entirely represent the fluid flow physics inside micro and nano scale sys-
tems [13]. In the cases where the macroscopic constitutive relations or
boundary conditions become inadequate, microscopic models such as molec-
ular dynamics (MD) have to be employed. The Achilles heel of the molecular
simulations is the high computational cost that restricts their applications
to nanoscale systems and time scales below microseconds. To circumvent
the implications arising from the disparity of scales, both spatial and tempo-
ral multiscale frameworks have been developed [2, 11, 14–20]. The accuracy
and efficiency of the above methods is based on the information exchange
between the continuum and atomistic regions. A challenging task is to im-
pose macroscopic boundary conditions on the molecular domain because the
microscopic description is associated with more degrees of freedom than the
macroscopic one.
This paper presents two parallel implementations of the pressure across
the continuum-atomistic interface and discusses the associated parallel per-
formance issues.
2 Methodology
In hybrid continuum (CFD)-molecular (MD) modelling, consistency of the
physical (conservation) laws across boundaries of the MD and CFD domains
needs to be imposed. The molecular system is, therefore, initialised accord-
ing to the continuum density, ρcon, and temperature, Tcon. In the atomistic
simulations, the molecular system is constrained through the continuum ve-
locity and temperature gradient by controlling the molecular motion within
confined regions of the molecular boundaries. Enforcing the continuum con-
straints requires altering the properties of the atoms at the boundaries in
order to match the continuum velocity, ucon, and temperature, Tcon. Addi-
tionally, the local continuum pressure, Pcon, is applied normal to the outer
surface of the constrained region in order to keep the atoms within the molec-
ular domain, as well as to impose the correct pressure onto the molecular
system. Figure 1 shows the decomposition of the computational domain
to atomistic and continuum regions. The blue boundary cells are used for
transferring information from the continuum to the molecular region and
the ghost cells for the reverse procedure.
The average velocity of particles in the constrained region RBCT (bound-
ary cells), shown in blue colour in Fig. 1, should correspond to the con-
tinuum velocity ucon. Assuming that N particles with total mass M =∑i=N
i=1 mi and velocities ui belong to RBCT , the particles velocities should
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Figure 1: Schematic representation of the domain decomposition in hybrid
atomistic-continuum simulations
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Figure 2: Simulation Set Up
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be re-scaled:
u
′
i = ui −
1
M
i=N∑
i=1
miui + ucon . (1)
The continuum temperature is applied to the microscopic system through
an energy transfer scheme [2] according to which energy is added to or
removed from the atomistic system, so that the atomistic temperature equals
the macroscopic one without needing to modify the particles mean velocity.
Hybrid methods often apply the normal pressure through external forces [6].
This approach, however, inserts/removes energy depending on the velocity of
the atoms subjected to the force. This results in oscillations in the molecular
system [2]. The oscillations can be significantly reduced by using the velocity
reversing scheme [2], where the pressure, Pcon, is applied by reversing the
velocity vector of atoms that move in the opposite direction of the pressure
force. If the outer surface of the constrained region is normal to a dimension
α, then an atom i is reversed by changing the sign of the respective velocity
component: v
′
i,α = −v
′
i,α. For each reversed atom, i, a momentum pi =
2miv
′
i,α is implemented. To apply a pressure Pcon at each MD time step,
the algorithm continues to reverse atoms until the transferred momentum
equals the required momentum transfer due to the pressure:
∑
i
2miv
′
i = Pcon∆tActr , (2)
where the sum is over the reversed atoms, ∆t is the time step, and Actr is
the surface area of the constrained region.
The most computationally intensive operation of the hybrid boundary
conditions implementation is the velocity reversing scheme for applying the
continuum pressure. Two techniques have been developed to parallelise the
velocity reversing scheme as shown in Figure 3:
• A-Method: A continuum pressure, Pcon, corresponding to momentum
transfer pa, is applied to the molecular region, and the total contin-
uum momentum is equally distributed (pa/N1) across the N1 proces-
sors, which comprise the first layer of the parallel grid corresponding
to the upper boundary transfer region. In this case, each processor
has to identify its outermost atoms and reverse their velocities until
a total momentum pa/N1 is applied. If the upper layer of processors
does not contain enough particles for applying the continuum mo-
mentum, then the information regarding the remaining momentum is
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transferred to the neighbouring lower processor where the same pro-
cedure is applied. Using this approach the momentum is distributed
and transferred through the individual columns of the parallel grid.
• B-Method: An alternative approach is based on the communication
between all allocated processors within the computational domain,
aiming at identifing the outermost atoms and apply the velocity revers-
ing scheme directly. Figure 3(b) shows the entire continuum momen-
tum being applied directly to the molecular region and not distributed
across the parallel grid, as in Figure 3(a). The main advantage of this
method is its physical consistency since the continuum momentum is
applied only to the globally outermost atoms that are likely to escape
from the atomistic region. Its efficiency depends on the values of the
applied continuum pressure.
The key factor that affects the performance efficiency is the searching al-
gorithm for the outermost atoms. The B-Method finds the global outermost
atoms before applying the velocity reversing scheme, thus leading to addi-
tional communication between the processors at the (i,k) level, as shown in
Figure 1. On the other hand, the A-Method inherently assumes a uniform
pressure distribution at the molecular-continuum interface. The A-Method
calculates the total momentum by the velocity reversing scheme and applies
it independently to each (i,j) processor column, as shown in Figure 1. It
also performs a local search of the outmost atoms in each processor column
until the global continuum pressure is achieved.
3 Results and Discussion
The parallel implementation of the boundary conditions has been made
in conjunction with the LAMMPS molecular dynamics code [21] and its
extensions for hybrid atomic-continuum interfaces developed by the authors
[2,11,20]. Similar to most MD codes, LAMMPS employs a Cartesian domain
decomposition allowing particles to travel from one processor to the other
and, therefore, in the execution face it can easily cope with curved tubes
and corrugated surfaces (see [11] and references therein). The main limiting
factor is associated with the construction of the system and the allocation of
the particles to the various processors, especially in the cases where complex
potentials are employed; this may lead to load imbalance.
In the present study, the size of the molecular domain is 20σ, 55σ and
20σ in the x, y and z directions, respectively. Periodic boundary conditions
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(a) A-Method
(b) B-Method
Figure 3: Parallel implementations of momentum transfer from the contin-
uum to the molecular region
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are applied in the x and z directions. Along the y direction the two sides
of the domain are constrained by a solid thermal wall and a continuum-
based boundary condition. In the present simulations, the thermal wall is
modelled by two planes of a (111) face-centred cubic (fcc) lattice with the
temperature of the wall being maintained by a velocity rescaling algorithm
that is applied to each plane separately. This type of thermal walls operates
as heat baths and aims to maintain a thermal equilibrium without the need
of an additional thermostat. In the present simulations the density of the
wall atoms and the interaction parameters are ρwall = 1.0 mσ
−3, ϵwf = 0.6 ϵ
and σwf = 1.0 σ. These parameters represent a solid wall with no slip
boundary conditions and correspond to a total number of 676 wall particles.
The density of the fluid has been set as ρfluid = 0.8 mσ
−3 corresponding
to the generation of 18, 144 particles. The continuum boundary conditions
are applied in 45σ < y < 55σ and the flow region is between 0σ < y < 45σ.
The simulations are performed for a total 6× 106 time steps, with ∆tMD =
0.001τ .
Figure 4 shows the parallel speed up of the molecular code for three
different values of continuum pressure. A super-linear speed up is observed
due to the increased memory requirements of the serially executed molecu-
lar solver. If a smaller system had been employed the miss-cache problems
of the serial code might have been avoided but in this case the size of the
system would not be appropriate for a hybrid multiscale simulation. The
results reveal that for smaller values of continuum pressure, the B-Method
presents higher speed-up values, however, as the pressure increases from
Pcon = 6.32ϵσ
−3 to Pcon = 8.0ϵσ
−3 the A-Method becomes more efficient.
Increased values of pressure correspond to an increased number of parti-
cles participating in the velocity reversing scheme, therefore contributing to
the reduced efficiency of the B-Method that detects the global outermost
particles.
In the case where the calculated pressure values are smaller than the
continuum pressure, the algorithm reduces the number of particles for the
velocity reversal, making it comparable to the actual number of processors
allocated to the top (i,k) level. As a result, it becomes more efficient to
globally search (B-Method) for the few outermost atoms and reverse their
velocities rather than allocating the pressure values to the processor columns
(A-Method). As the values of pressure increase, the number of outermost
atoms also increases, thus penalising the global search approach and favour-
ing the A-Method that distributes the workload to the processor columns.
The global search approach (B-Method) utilises MPI collective communica-
tion commands and its performance is better than the B-Method only in the
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cases that the number of particles that needs to be detected is smaller than
the number of processors allocated to the first Cartesian level (i,k). This is
shown in Figure 4(a) and explains the improved speedup when increasing
the total number of processors.
When increasing the number of processors allocated to the top level, the
comparative performance of the B- over A-Method also increases. However,
as the continuum pressure values increase leading to numbers of particles
comparable to the number of processors (Figure 4(b) for number of proces-
sors less than 100) the performance of the two methods is at the same level.
As the number of processors increases to 256, the B-Method starts showing
a performance advantage. If the pressure continues to increase even further
(Figure 4(c)) then the number of particles that need to be identified signif-
icantly increases, hence the A-Method becomes more efficient. However, as
the number of processors further increases this advantage no longer exists
and the total simulation time for 256 processors remains the same for both
methods, as shown in Fig. 4(c).
Figure 5 shows the total simulation time as a function of pressure, for
both the A- and B-Method, as well as for a number of processors. The time
required for a simulation using the B-Method increases non-linearly with
pressure. On the other hand, the A-Method which distributes the total
pressure to the number of processors of the top layer, presents almost a
constant performance as a function of pressure. For lower pressure values
(Pcon = 1.58ϵσ
−3), the B-Method is faster even on 64 processors compared
to the A-Method on 128 processors.
4 Concluding remarks
The present study shows that the method used for transferring boundary
conditions in the parallel implementation of a multi-scale hybrid CFD-MD
method can significantly affect the performance of the computational algo-
rithm. The overall performance depends on the simulation problem, number
of processor used, total number of particles and continuum pressure applied.
The main advantage of the A-Method is consistent performance when in-
creasing the number of processors and better efficiency than the B-Method
at higher pressure values, whereas the B-Method shows better performance
at lower pressure values. Further work needs to be performed to avoid cache
and memory problems encountered in connection with the sequential execu-
tion of multiscale codes. Finally, the implementation of the above techniques
in conjunction with incompressible and compressible CFD methods devel-
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Figure 4: Parallel speed up for various values of continuum pressure10
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oped by the authors [22–25] is underway.
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