In this paper we introduce a method for representation of the human hand in virtual or mixed environments and interaction with virtual objects. We use a head-mounted display with two cameras installed on top to record the user´s hand, which is then cut out and shown in the virtual environment. Extracted features like silhouette and fingertip positions enable direct visual interaction with objects in virtual worlds. Applications of the approach are presented and feature extraction methods, the overlay technique and the hardware-and software setup of the system are described. Finally the benefits and limitations of the approach are discussed.
Introduction
Mixed reality (MR) applications enable the integration of aspects of the real world in virtual environments. While augmented reality applications, which present additional content on top of the captured real world, have become common and are widely used, MR applications are still experimental. In this paper we describe how the human hand (or other limbs) can be visually represented and included in a virtual reality (VR) environment to enable intuitive interaction with virtual objects. Hand interaction in VR is natural and intuitive, since users see their own hand from ego-perspective like in everyday life. Many applications ranging from VR-games over scientific data visualizations, imaging procedures to simulations, present a mixed or virtual environment from ego perspective too. Therefore they could benefit from the presented visual interaction approach. In recent years, many visual hand tracking approaches have been introduced and were shown to be effective for special applications. According to [1] , many previous limitations such as the lack of real time ability, the requirement for colored gloves or expensive hardware like infrared-or 3D-cameras could be overcome for tracking applications, e.g. the simple control of a cursor, remote control of electronic home entertainment equipment or robots and even recognition of sign languages. Also in medical engineering, contact-free hand control systems are of great interest because of their hygienic benefits. However, most of the approaches used hand tracking and hand gesture recognition to control a computer without providing a congruent visual representation of the hand; thus they were difficult to learn and use.
Methods
The hand of a user is cut out from a camera captured live video and can then be shown in the VR or any other application window. We combine VR with a video see-through approach from an ego-perspective using a hardware setup consisting of two cameras mounted on top of a headmounted display (HMD). The hand segment must be extracted in high quality to enable realistic presentation and interaction. This means that the hand must be distinguished from the background with very few false positive and false negative classified pixels. Also, parts of the background that are enclosed in the hand area, e.g. when the hand forms the "ok-sign", must also be excluded from the hand detection. At the time of writing this paper we achieve high quality hand segmentation by using a special blue background. The cropped hand is copied to the virtual environment and shown as an over-or underlay but it is also used to detect collisions with virtual objects.
Video See-through AR-Hardware
The AR system was implemented as a video see-through system. In such a system, an image is captured by a camera which is then displayed on a screen behind the camera -often a HMD. Compared to an optical see-through approach, this has the advantage that a live-video can be completely obscured by opaque overlay image-segments. For our system we used the consumer HMD Z800 produced by eMagin with a resolution of 800x600 pixels in 24bit color and 32° horizontal field of view together with uEye cameras from IDS, also with 24bit color and a 1280x1024 pixels resolution which we installed on an adjustable aluminum angle (see Figure 1 ). Camera images were resized by subsampling and cropping to VGA resolution before processing. 
Color based hand segmentation
The area representing pixels that are classified as skin may have no holes and the transitions to the background may not be unsteady. The result of the hand segmentation is a hand mask binary-image, which is the basis of hand feature extraction. This means that errors in the mask will be carried forward to following processing steps. To reduce dimensionality of the feature space, the image can be transformed from RGB-to HSV-(hue, saturation, value) color space, which is oriented on human color perception and enables color tone (hue) definition independent of brightness and saturation. In a standard 24Bit image hue describes the angle on a continuous color-circle whereas saturation and value define the amount of the color saturation and brightness. The so-called chroma, a combination of hue and saturation is sufficient to classify skin pixels. For color with little saturation, no robust classification is possible, so such colors should be considered part of the background since skin color has no low saturation under typical lighting conditions.
Chroma keying
Because the prototype was not designed for outdoor or mobile use, segmentation for arbitrary backgrounds was not needed. The idea to filter out an easy to find color, like done in so called chroma keying, led to using a unicolor background.
Since the typical usage scenario is sitting on a chair in front of a table, the background has to be big enough to fill the complete area that is visible from user perspective, even if users turn their head slightly. Experiments with different materials and colors have shown that an image of the background should have low color variance and therefore small hue-and saturation ranges that should never overlap with the ranges of captured skin, so a separation is always possible. The colors blue and green are complementary to most skin hue tones, which are mixtures of red and brown in most cases. We tested lots of materials in different colors, mainly blue and green. Cloth always led to less reflection than plastic or foam, so we concentrated on cloth. Bright colors showed more reflection of ambient light, creating a slight tinge around the edges of foreground objects, known as spill. The spill from green color was more obvious than the one from blue color. As seen in Figure 2 , blue color had a significantly smaller variance of hue, leaving much space for foreground color ranges, and at the same time higher saturation providing good reliability of measured hue values. Also, blue cloth reflected only a limited amount of the color spectrum (mainly hue values near blue), whereas green reflected light in manifold colors. The use of cloth with matted surface ensured good image results since aliasing effects arising when capturing structured material could be avoided. The best material we could find for our application was a blue matted cloth. Figure 3 shows that the skin color can be separated from our blue background in the histograms of all three channels of the HSV color space. The right hue-histogram also shows that the hand range has a sufficient distance to the background range, which makes the segmentation robust.
Lighting
Even in closed rooms that provide partially controlled lighting conditions, small variations in illumination may occur. Such variations may originate from environmental changes. These variations affect intensity but also the spectrum. This may cause a spectrum-shift to blue or red, reducing the reliability of color based segmentation. For best results, environmental light should be avoided totally or light sources should be used that are much brighter than light from outside. Shadows falling on the background should be avoided. Especially sharp shadows which are cast by foreground objects can lead to artifacts in the segmentation result. Diffuse light sources, for example umbrella-like reflectors or diffusers, provided softer shadows in our tests, particularly when the light may fall from two or more sides onto the background. Extremely colored lamps can have impact on measured huevalues and should be turned off if the segmentation produces artifacts like holes. To a certain point, lighting that is too bright or dark can be compensated by changing the exposure time of the camera. Very low exposure times lead to noisy images with colors that have low saturation. With the used uEyecameras we achieved good results in a closed office room at a frame rate of 34-36 Hz when using the ceiling lighting with fluorescent tubes.
Compensation of highlights
Bright areas appearing in the captured scene may result in totally white areas in the image referred as highlights.
Reflections on skin and especially on fingernails should always be classified as parts of the hand, even if the corresponding pixels lie outside of the skin color range. This can be done by creating an additional highlight-mask that includes all pixels with brightness values above a defined threshold. This mask can be combined with other segmentation-masks to create a final cutout-mask for the hand.
Combination of the segments
Due to the circular continuum of the HSV representation, the hue values of the selected skin pixels must sometimes be mapped to two ranges, e.g. C1 = [0°, 13°] and C2= [330°, 360°]. Depending on individual skin color and lighting conditions, hue values could be located left, right or on both sides of the hue-curve (see the two red circles in Figure 4 ). For the case in Figure 4 two separate mask images will be created. These two masks and the highlight mask are then combined by logical OR operator, defining the hand mask. For the following post processing, contours need to be extracted from the image. For evaluation of the segment combination, we performed a rendering of the original hand with its mirrored image.
Calibration of color and brightness
For the computation of segmented color ranges, the histograms for the background color need to be computed. At first, an image is needed that captures the blue background exclusively and from the user perspective. As soon as the color variance, computed over the complete image, falls below a threshold value (ca. 4 for an 8Bit image), hue mean and standard deviation are saved. If the variance is too big, the mean brightness of the image is computed and the camera exposure is adjusted accordingly some steps up or down inside a loop, until the desired variance is found. If this is not the case for ~40 frames, the user is asked to orientate the camera to the background or to change illumination. Once mean and standard deviation of the background´s hue are determined, a background color range is defined that includes additional "safety distances" on both sides, to compensate small changes. This hue range is then reserved for the background. Ranges left and right of the background range are allowed as color ranges for foreground objects.
Modeling of the hand
To provide interaction between this hand representation and virtual objects inside the VR, like collision or grabbing, some model representing the hand was needed. To set up such model, the segmented area in each image needs to be analyzed and special features need to be extracted, depending on the type of desired interaction.
A hand model that is based on fingertip positions only may lead to inconsistent appearance and behavior like unnatural intersection. One solution for this problem may be to keep a tight relation between hand model and graphical presentation of the hand. In case of two-dimensional interaction between hand contour and virtual objects, it is, for example, possible that the key feature on which interaction is based is the hand shape itself.
Feature extraction
All feature extraction is based on the previously derived hand mask. From this, all needed features of higher order are deduced, e.g. hand contour, its convex hull, convexity defects and fingertip positions. For this purpose, the contours of all white segments in the mask image will be computed. Contours are then available as point sequences for each component in a two-level hierarchy that can be searched and accessed efficiently. Each contour represents the silhouette of the corresponding component, but may also include inner contours, meaning "holes". More than two of these levels are not needed for the analysis of the hand mask, because the projection of a hand into the image plane will always produce one connected component only. From all identified contours, the one with maximum inner area with respect to its inner holes is heuristically considered as the hand´s contour. All other contours are filtered, so no segmented objects may be bigger than the hand in the image. Inner holes that are smaller than a defined threshold (that should depend on image resolution) will be filled.
Fingertip extraction
Based on the derived contour of the hand, fingertip positions, the convex hull and the convexity defects may be extracted. A convexity defect is a geometrical structure that is V-formed and corresponds to one straight line segment of the convex hull. So it has a start-point and an end-point that lie on the convex hull and a depth point that is the point on the contour between start-and endpoint with maximum distance to the convex hull (see .
The convex hull is shown in Figure 5 -left as a green line; its convexity defects (thin white lines along the finger contours) are built. To find the pair of defects defining each finger, an algorithm was developed that uses the angles between the lines connecting depth-and start-, resp. endpoint of two defects (shown as red lines in Figure 5 -right).
Evaluation
Our experiments have shown that a hand can reach a maximal speed of about 5m/s, so its position may "jump" 20cm in between frames, if a low frame rate of 25 fps is used. This suggests that it does not make much sense to search for the fingertips near their old positions. Additionally, we cannot know for sure, which finger belongs to which tip. This could lead to strange behavior for finger tracking. For example, fast turning the hand may lead to a state, where two fingers have interchanged positions. Because of these limitations that cannot be overcome for now, fingertip positions must be computed for every single image from scratch if all movements and gestures are allowed.
Results
The system was implemented using custom hardware and C++ together with OpenGL and OpenCV. For demonstration purposes we developed some applications for the interaction with virtual objects. In Figure 6 we demonstrate the manual grasping and moving of a virtual ball. While interacting with the ball it behaves "naturally" and grasping and moving tasks are intuitive. The virtual ball's motion is animated due to the gravity; the user can interactively determine the ball's motion speed and direction by pushing the ball. All interactions are handled in real-time with a highly accurate collision management without any penetration. This is possible because interaction is based on the hand silhouette only and no other features here, which is congruent to visual hand representation. Figure 6 left shows a computation step for the determination of the ball's motion direction dependent on the point of skin area P and center C; in the right figure all motion vectors are summed to zero, the virtual ball is grasped. 
Conclusion
In this paper, a novel visual bare hand representation for interaction in Mixed or Virtual Reality environments was introduced. The needed Video See-through hardware setup and the software system were described. We have proposed a color based segmentation method through color analysis in combination with a special blue background, inspired by chroma keying. Particular attention was paid to the detailed representation of the hand and the interaction between virtual objects and hand. A grasping task was presented, though many other tasks can be done using additional hand features like fingertip positions. Interaction was easy to learn and intuitive. Many applications could benefit from this new form of MR hand interaction, especially if presented from egoperspective. For now, only 2D and pseudo-3D interaction in VR is possible. Future work will focus on real 3D interaction and mobile use with arbitrary backgrounds.
