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ABSTRACT
Aims. Our aim is to determine the critical parameters in water chemistry and the contribution of water to the oxygen budget by
observing and modelling water gas and ice for a sample of eleven low-mass protostars, for which both forms of water have been
observed.
Methods. A simplified chemistry network, which is benchmarked against more sophisticated chemical networks, is developed that
includes the necessary ingredients to determine the water vapour and ice abundance profiles in the cold, outer envelope in which the
temperature increases towards the protostar. Comparing the results from this chemical network to observations of water emission lines
and previously published water ice column densities, allows us to probe the influence of various agents (e.g., far-ultraviolet (FUV)
field, initial abundances, timescales, and kinematics).
Results. The observed water ice abundances with respect to hydrogen nuclei in our sample are 30−80 ppm, and therefore contain only
10–30% of the volatile oxygen budget of 320 ppm. The keys to reproduce this result are a low initial water ice abundance after the
pre-collapse phase together with the fact that atomic oxygen cannot freeze-out and form water ice in regions with Tdust >∼ 15 K. This
requires short prestellar core lifetimes <∼0.1 Myr. The water vapour profile is shaped through the interplay of FUV photodesorption,
photodissociation, and freeze-out. The water vapour line profiles are an invaluable tracer for the FUV photon flux and envelope
kinematics.
Conclusions. The finding that only a fraction of the oxygen budget is locked in water ice can be explained either by a short pre-
collapse time of <∼0.1 Myr at densities of nH ∼ 104 cm−3, or by some other process that resets the initial water ice abundance for the
post-collapse phase. A key for the understanding of the water ice abundance is the binding energy of atomic oxygen on ice.
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1. Introduction
In cold clouds (∼10 K), water is predominantly found on dust
grains in the form of water ice. Its main formation pathway is
in-situ: atomic oxygen is accreted from the gas phase onto the
grain surface and is successively hydrogenated to form water ice
(e.g. Tielens & Hagen 1982; Hiraoka et al. 1998; Miyauchi et al.
2008; Ioppolo et al. 2008, 2010; Mokrane et al. 2009; Oba et al.
2009; Cuppen et al. 2010; Dulieu et al. 2010). Water vapour can
form in the gas phase through ion-molecule chemistry at low
temperatures and through neutral-neutral reactions at high tem-
peratures (for recent review, see van Dishoeck et al. 2013). The
gas and ice phases are linked through freeze-out from the gas
phase onto dust grains, and through thermal and non-thermal
desorption of ice back into the gas phase. Because water ice for-
mation is eﬃcient and starts already in molecular clouds prior
to collapse, most models of pre- and protostellar evolution turn
the bulk of the available oxygen into water ice in the cold parts
of the cores (e.g., Aikawa et al. 2008; Hollenbach et al. 2009;
Caselli et al. 2012).
 Herschel is an ESA space observatory with science instruments
provided by European-led Principal Investigator consortia and with im-
portant participation from NASA.
Water ice can be observed through infrared absorption of
vibrational bands superposed on the continuum of an embed-
ded young stellar object or a background star. Surveys of large
samples of low- and high-mass protostars as well as back-
ground sources reveal typical water ice column density ratios
Ns-H2O/NH ∼ 5 × 10−5 (e.g., Smith et al. 1993; Gibb et al.
2004; Pontoppidan et al. 2004; Boogert et al. 2004, 2008, 2011;
Whittet et al. 2001, 2007, 2013; Öberg et al. 2011). Here NH
is the column density of hydrogen nuclei, inferred either from
the silicate optical depth or the colour excess toward the star.
Although these values can vary by up to a factor of 2, the im-
plication is that water ice contains only a small fraction, <20%,
of the overall interstellar oxygen abundance with respect to hy-
drogen atoms of 5.75 × 10−4 (Przybilla et al. 2008). Water gas
can lock up a large fraction of oxygen, but only in hot gas
where high-temperature neutral-neutral reactions drive most of
the oxygen not contained in refractory grains into water (e.g.,
van Dishoeck et al. 2011, and references therein). Indeed, in
cold regions the water gas abundance has been found to be
very low, 10−10−10−8, as inferred from observations with the
Submillimeter Wave Astronomy Satellite (SWAS) and subse-
quent missions (Snell et al. 2000; Bergin et al. 2000; Caselli et al.
2012).
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Table 1. List of protostellar cores and their envelope properties.
Name Tbola nH,0a r0a renva αa NHa N∗Ha Ns-H2O Water transition(K) (cm−3) (au) (103 au) (cm−2) (cm−2) (1018 cm−2) o0 p0 p1 p2
L 1527 44 1.8(8) 5.4 4.6 0.9 1.4(23) 1.2(23) 4.7± 1.3d • • • •
IRAS 15398 52 3.9(9) 6.2 2.7 1.4 8.2(23) 6.2(23) 14.8± 4.0b • • • •
L1551-IRS5 94 1.4(9) 28.9 14.1 1.8 7.4(23) 4.4(23) 10.9± 0.2c • • • •
TMC1 101 1.7(8) 3.7 5.0 1.1 4.8(22) 3.9(22) 7.9± 0.2c • • •
HH 46 104 7.1(8) 28.5 16.8 1.6 4.9(23) 3.3(23) 7.8± 0.8b • • • •
TMC1A 118 1.0(9) 7.7 6.7 1.6 2.0(23) 1.3(23) 5.3± 0.2c • • •
RCrA-IRS5 126 2.2(7) 10.0 10.0 0.8 4.9(22) 4.5(22) 3.6± 0.3b •
TMR1 133 8.2(8) 8.8 6.8 1.6 1.8(23) 1.2(23) 7.4± 0.3c • • • •
L 1489 200 4.1(8) 8.4 6.2 1.5 9.8(22) 6.9(22) 4.3± 0.5b • • • •
HH 100-IRS 256 3.5(6) 15.5 15.5 0.5 4.9(22) 4.7(22) 2.5± 0.2b •
RNO 91 340 2.7(8) 6.6 6.0 1.2 9.9(22) 8.1(22) 4.2± 0.4b • • • •
Notes. The evolutionary stage is determined by the bolometric temperature, Tbol. The horizontal line separates Class 0 and Class I sources, using
Tbol = 70 K as criterion for separation (Chen et al. 1995). The envelope is characterised by a power-law density distribution with volume density at
the inner edge, nH,0, inner radius, r0, envelope radius renv, and power-law exponent α (Eq. (1)). The overall column density along the line-of-sight
from the envelope edge towards the core centre is denoted by NH, whereas N∗H represents the column density in the water-freezeout zone, i.e.,
regions where water is mostly in icy form (see Sect. 3.2 for more details). Ns-H2O is the observed water ice column density (Boogert et al. 2008;
Zasowski et al. 2009; Aikawa et al. 2012). The abbreviations for the water transition lines are: (o0) ortho ground state H2O 110−101; (p0) para
ground state H2O 111−000; (p1) H2O 202−111; (p2) H2O 211−202. The bullet symbol (•) indicates that this transition has been observed. (a) Envelope
parameters from Kristensen et al. (2012) ; Water ice column densities are from (b) Boogert et al. (2008), (c) Zasowski et al. (2009), and (d) Aikawa
et al. (2012).
While the overall picture of high ice and low gas-phase wa-
ter abundances in cold clouds appears well established, there are
only a few sources for which both ice and gas have been ob-
served along the same line of sight. Using the Infrared Space
Observatory, the column densities of ice and warm water vapour
have been determined through mid-infrared absorption lines to-
ward a dozen high-mass infrared-bright sources (van Dishoeck
& Helmich 1996; Boonman & van Dishoeck 2003). The warm
water absorption lines originate in the inner envelope where the
dust temperature is above the water ice sublimation temperature,
which is of the order of ∼100 K (e.g., Fraser et al. 2001; Burke &
Brown 2010), and column densities comparable to those of water
ice have been found. The infrared absorption data of warm wa-
ter have subsequently been combined with SWAS submillime-
tre emission lines of cold water of the same high-mass sources
to infer the gas-phase water abundance profile in both the cold
and the warm gas (Boonman et al. 2003). Using diﬀerent trial
abundance structures applied to physical models of the sources
constrained from continuum data, a jump in the gas-phase water
abundance of ∼4 orders of magnitude from cold to warm regions
was established. Using a standard ice abundance of 10−4, the ice
column in these models was found to be a factor of 3–6 above the
observed values. Although no full gas-grain model was adopted,
even this simple empirical analysis showed diﬃculties in getting
the water gas and ice chemistry to be consistent.
With the increased sensitivity of ground- and space-based in-
frared and submillimetre instrumentation, the combined study of
water gas and ice can now be extended to low-mass protostars.
In particular, ESO-VLT 3 μm and Spitzer mid-infrared water ice
spectra exist for about 50 infrared-bright low-mass protostars
(e.g., van Broekhuizen et al. 2005; Boogert et al. 2008), and the
Herschel Space Observatory (Pilbratt et al. 2010) has observed
submillimetre lines of water vapour of a comparable sized sam-
ple. Here we investigate the overlapping set of eleven low-mass
protostars.
The goal of this paper is to constrain the relative importance
of the main processes that shape the water vapour and ice abun-
dance profiles in the cold parts of protostellar envelopes. To this
end, a Simplified Water Network (SWaN) is developed, which
is a dedicated tool that only incorporates the key processes that
control the water gas and ice abundances in regions with tem-
peratures <∼100 K. This model is then combined with physical
envelope models from Kristensen et al. (2012). Together these
data provide insight into the cold water chemistry as well as the
puzzle as to why water ice occupies only a minor fraction of the
available oxygen (Whittet 2010).
The paper is structured as follows. In Sect. 2 we introduce
the Herschel HIFI observations of our sample, and give a brief
overview of the observations and existing physical models of the
sources. In Sect. 3 we introduce our simplified network (with
the benchmarking results against full networks shown in the
Appendix B) and analyse its sensitivity to key parameters. In
Sect. 4 we compare the models with the observations of water
ice column densities and Herschel spectra, which is followed by
a discussion on the important parameters in Sect. 5 and the con-
clusions in Sect. 6.
2. Observations and physical models
2.1. Observations
Our observations of water vapour lines were obtained within the
framework of the Herschel key project Water in Star-forming
Regions with Herschel (WISH; van Dishoeck et al. 2011). The
sub-sample analysed here was specifically selected to contain
observations of both water vapour and water ice column den-
sities. Thus, our target list is limited to eleven infrared-bright
low-mass protostars (two Class 0, nine Class I; Table 1). The
observed column densities of water ice range from 2.5 × 1018
to 1.5 × 1019 cm−2 (Boogert et al. 2008; Zasowski et al. 2009;
Aikawa et al. 2012). Since the water ice column density is esti-
mated by observing water ice absorption in MIR spectra towards
the embedded protostar, these column densities are always upper
limits for the ice content of the envelope. Other contributions can
be provided by, e.g., foreground clouds or disks.
Herschel observations are performed with the Heterodyne
Instrument for the Far-Infrared (HIFI de Graauw et al. 2010),
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which provides line profiles of cold water vapour down to an
unprecedented sensitivity and spatial resolution and opens up
the spectral window to observe emission lines from higher ex-
cited levels. For all eleven protostars, observations have been
performed in the ortho-ground state transition H2O 110−101
at 557 GHz. For most sources there are also data of the para
ground-state H2O 111−000 at 1113 GHz, plus two additional ex-
cited transitions – H2O 202−111 at 988 GHz, and H2O 211−202 at
752 GHz. A list of observing dates and IDs is found in Table D.1
in the Appendix. It should be noted that there are two more
sources with observations of both the water ice and water vapour,
but they are excluded from our sample due to contamination with
foreground absorption (Elias 29) and outflow emission (GSS30-
IRS), which do not allow to draw any conclusions from their
Herschel observations.
For the data reduction, the two polarisations (H, V) are com-
bined and corrected for main beam eﬃciency as described in
Kristensen et al. (2012). For low-mass sources, the HIFI lines
are dominated by broad features due to the outflow, which is not
of interest here. A Gaussian decomposition following Mottram
et al. (2014) has been be used to subtract the contribution of
the water emission from the outflows and spot shocks. The
continuum-subtracted spectra alongside the best-fits for the non-
envelope contribution are depicted in Fig. 1.
2.2. Physical models
To analyse the water gas and ice data, a physical model of the
protostellar envelope is needed which specifies the density and
temperature profiles of the protostellar envelope. Spherically
symmetric model fits for each source have been made by
Kristensen et al. (2012). Following the procedure by Jørgensen
et al. (2002) the density profile is characterised by a power-law
density structure of the form
nH(r) = nH,0
(
r
r0
)−α
· (1)
The dust temperature has been determined self-consistently by
performing a full continuum radiative transfer calculation as-
suming a central source with the observed luminosity as input.
The best fitting values of α, envelope mass, and envelope ex-
tent have been obtained by comparison with the spectral en-
ergy distribution and sub-millimetre continuum images of the
sources. The envelope is truncated at the point where either the
dust temperature is <10 K or the hydrogen number density is
<2 × 104 cm−3, whichever comes first. These points mark the
transition between the envelope and the ambient cloud, which in
our simulations is assumed to be chemically inert and devoid of
water. The gas temperature is mostly coupled to the dust temper-
ature, but following the approach by Bruderer et al. (2012) we
take into account that in regions with elevated UV radiation field
Tgas > Tdust.
Fractional abundances with respect to hydrogen nuclei of
various species Xi ≡ ni/nH are specified at each radius, r, mea-
sured from the centre of the core. Alternatively, the visual extinc-
tion, AV , measured from the outer edge of the envelope, renv, can
be used to describe the chemistry, acknowledging the fact that
substantial changes in abundance profiles are introduced with the
attenuation of the interstellar radiation field (ISRF). The extinc-
tion in the radial direction is obtained from the models through
AV (r) =
∫ renv
r
nH(r′)dr′/1.9×1021 cm−2 mag−1 where the conver-
sion factor in the denominator is taken from the empirical deter-
mination by Bohlin et al. (1978) and Rieke & Lebofsky (1985).
3. Model abundances in protostellar envelopes
3.1. Simplified Water Network (SWaN)
With the aid of observations of both water vapour and ice and
a prescription for the temperature and density structure of the
sources, we attempt to understand the key processes that shape
the water abundance profiles in the cold parts of the protostellar
envelopes. For this purpose a Simplified Water Network (SWaN)
is developed, which is reduced to a minimum set of ingredients
and reaction channels needed to reliably determine the abun-
dance structure of water vapour and water ice. A comparison
of SWaN to more sophisticated chemical networks (Visser et al.
2011, V11; Albertsson et al. 2013, A13; Walsh et al. 2013, W13)
can be found in Appendix B.
Previous studies used step- or drop-abundance profiles for
water vapour (Herpin et al. 2012; Coutens et al. 2012, 2013).
These profiles are characterised by distinct regions of constant
abundance. In the case of drop-abundance profiles, these are the
inner region (T >∼ 100 K) with XH2O ∼ 10−5, the outer region
with XH2O ∼ 10−8, and a photodesorption layer at the envelope
edge with XH2O ∼ 10−7 (Coutens et al. 2012). The location of
the transition between the inner and outer region is placed at
T ∼ 100 K, but the extent of the photodesorption layer is a-priori
unknown and has to be estimated by other means. The advantage
of SWaN over these phenomenological profiles is that we have
full control over the parameters that shape the abundance profile,
and the photodesorption layer and its extent comes as a natural
consequence of the interplay of the physical and chemical pro-
cesses. The strength of these processes and their relative impor-
tance can be assessed, which allows us to study the link between
water gas and ice. Our approach is similar to the work by Caselli
et al. (2012) and Keto et al. (2014) on water vapour abundance
profiles in prestellar cores, except our study with SWaN focuses
on the understanding of the connection between water gas and
ice in the cold, outer envelope of protostellar cores, which are
characterised by a temperature increase towards the centre.
Our simplified network, SWaN, consists of three species
(water ice on the grain surfaces, water vapour, and atomic oxy-
gen), which are connected by four reaction channels (Fig. 2). In
the following description of the chemical network, all reaction
rates Ri correspond to the number of atoms/molecules that are
transformed through a particular reaction channel per unit vol-
ume and unit time.
Water ice can desorb through far-ultraviolet (FUV) pho-
todesorption at a rate
Rphdes = 4σH nH FFUV Ypd, (2)
where σH is the grain cross section per hydrogen nuclei, and
is given by σH = σgr ngr/nH (with the grain cross section
σgr = πa
2
gr, the grain radius agr, and the grain volume density
ngr), FFUV is the flux of FUV photons at the grain surface1, and
Ypd is the photodesorption yield. Following recent lab results
(Öberg et al. 2009; Bertin et al. 2012), FUV photodesorption is
treated as a zeroth-order process (i.e., molecules can only desorb
from the top few layers). Öberg et al. (2009) give a photodesorp-
tion yield of
Ypd = Ypd,0 θM, (3)
1 Equation (2) considers an isotropic ISRF, i.e. photons from all direc-
tions reach the grains, whereas 1D chemical models (e.g. Hollenbach
et al. 2009) consider UV photons from the ISRF coming only from one
direction. In these models, it is then the grain cross section instead of
the full surface that is able to capture UV photons. Consequently, our
equation includes an additional factor of 4 (Appendix A).
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Fig. 1. Overview of the continuum-subtracted Herschel observations of the water transitions for all protostellar cores in our sample. The fit of the
outflow and spot shock-emission, which is subtracted in the data presented in Figs. 5 and 6, is shown as a smooth curve.
where Ypd,0 = 10−3 is the photodesorption yield for thick ice, and
θM is the monolayer coverage factor
θM = 1 − e−M/l, (4)
where l = 0.6 is the diﬀusion length. M is the number of mono-
layers, which is given by
M =
ns-H2O/ngr
4σgr Ns
, (5)
where Ns = 1.5 × 1015 cm−2 is the density of sites on the grain
surface (Hasegawa et al. 1992). This approach is supported by
molecular dynamics simulations (Andersson & van Dishoeck
2008; Arasa et al. 2010). In reality, FUV absorption of water ice
results not only in H2O but also OH molecules escaping from
the ice (Andersson & van Dishoeck 2008; Öberg et al. 2009),
but the latter channel is not taken into account explicitly.
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Fig. 2. Simplified chemical network with three main components: i)
atomic oxygen (O); ii) water ice on the grain surface (s-H2O), and
iii) water vapour (H2O). See Sect. 3.1 for a more detailed description.
In our model, the flux of FUV photons consists of two com-
ponents FFUV = FFUV,isrf + FFUV,cr, where the first term is the
contribution of FUV photons from the ISRF, and the second term
reflects the secondary UV field caused by cosmic rays interact-
ing with molecular hydrogen (Prasad & Tarafdar 1983). The flux
of ISRF FUV photons penetrating the ice mantle at a certain
depth into the cloud can be calculated via
FFUV,isrf = F0 Gisrf e−1.8
¯AV,des (6)
with Gisrf as the scaling factor for the standard ISRF photon flux
F0, and ¯AV ,des as the spherically averaged extinction for pho-
todesorption (Appendix A). The flux of secondary FUV photons
induced by cosmic rays is independent of extinction, and results
in an isotropic, constant FUV photon flux
FFUV,cr = F0 Gcr (7)
with Gcr depending on the assumed energy distribution of the
cosmic rays (Shen et al. 2004). Other mechanisms such as direct
cosmic-ray desorption have no significant impact (Hollenbach
et al. 2009), and are therefore not included in SWaN. Chemical
desorption using the excess energy produced by water ice forma-
tion has also been proposed as a desorption mechanism (Dulieu
et al. 2013) but is still poorly understood qualitatively and quan-
titatively and is therefore neglected.
Desorption of water ice from the grain surface can also occur
through thermal desorption (e.g., Visser et al. 2011) at a rate
Rthdes = 4σH nH Ns θM νH2O e−Tb,H2O/Tdust , (8)
where νH2O is the lattice vibrational frequency of a water
molecule in its binding site, Tb,H2O is the binding energy of water
expressed as temperature, and Tdust is the dust temperature. For
reasons of simplicity, the same monolayer coverage θM as for the
photodesorption is also adopted for thermal desorption. The lat-
tice vibrational frequency of water νH2O = 2.8 × 1012 Hz is cal-
culated through the harmonic oscillator approach of Hasegawa
et al. (1992).
Water vapour can be photodissociated through FUV photons,
again taking into account contributions from both the ISRF and
the CR-induced secondary field, at a rate
Rphdis =
(
Gisrf e−1.7
¯AV,dis +Gcr
)
kphdis nH2O, (9)
where kphdis is the unshielded photodissociation rate of water in
a FUV field with Gisrf = 1, and ¯AV ,dis is the spherically averaged
mean extinction through the envelope for photodissociation (see
Appendix A). It is assumed that all the water, which is photodis-
sociated, is turned into atomic oxygen, essentially leaving out
the intermediate product OH. The slightly diﬀerent exponential
dependence on extinction in Eq. (6) vs. (9) arises in the FUV
absorption spectrum of water ice, which is shifted to higher en-
ergies by about 1 eV compared with water vapour (Andersson &
van Dishoeck 2008).
Water ice is formed directly through the freeze-out of water
vapour, or indirectly through freeze-out of atomic oxygen. In
this second step, intermediate steps through O2 are ignored, but
atomic oxygen is instantaneously hydrogenised to form water
ice. The benchmarking (Appendix B) reveals that the formation
timescale of water ice can be longer than the freeze-out timescale
of atomic oxygen, but also that the abundance profiles of water
vapour and water ice are only marginally aﬀected. For species i,
freeze-out occurs at a rate of
Rfr,i = σH nH vi ni Si (10)
where ni is the number density, vi is the thermal velocity, and Si
the sticking probability. For water vapour a sticking probability
of unity is assumed. For atomic oxygen we introduce an eﬀec-
tive sticking probability SO, which is determined by the balance
between freeze-out and thermal desorption. We take the relative
reaction rates kfr,O = σH nH vi and kthdes,O = νO e−Tb,O/Tdust to de-
termine kthdes,O/kfr,O. For the protostellar cores in our sample this
generally means that in regions with Tdust >∼ 15 K the thermal
desorption rate is higher than the freeze-out rate, i.e., oxygen
atoms cannot freeze out, and the formation of water ice through
the atomic oxygen route is inhibited.
The number densities nO(t), nH2O(t), and ns-H2O(t) are deter-
mined by a set of three diﬀerential equations:
dns-H2O
dt =
(
Rfr,O + Rfr,H2O
) − (Rphdes + Rthdes) , (11)
dnH2O
dt =
(
Rphdes + Rthdes
)
−
(
Rfr,H2O + Rphdis
)
, (12)
dnO
dt = Rphdis − Rfr,O. (13)
These are solved with the aid of the Python function odeint,
which is part of the scipy.integrate2 package and makes use
of the Fortran library odepack. The standard model parame-
ters are summarized in Table 2.
All models use the same parameters as in Table 2, but never-
theless show significant diﬀerences, both among each other and
with SWaN. In spite of these uncertainties, the derived abun-
dance structures for water vapour and water ice are robust in all
models. In contrast, atomic oxygen in our simple network is very
diﬀerent from the detailed networks and only serves as a proxy
for other oxygen-bearing species within the full water-chemistry
network (e.g., OH, H2O2).
3.2. Water ice and gas in a representative model
Using SWaN as described in the previous section, the abundance
profiles of water vapour and water ice can be determined. The
overall volatile oxygen abundance, i.e., the oxygen not contained
in silicate grains, is taken to be XO,ISM = 3.2×10−4, or 320 ppm3,
as determined for diﬀuse clouds (Meyer et al. 1998). This is the
amount of oxygen that can cycle between the various forms of
2 http://www.scipy.org
3 ppm: parts per million or 10−6.
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Table 2. Standard parameters for the chemistry network.
Parameter Value Reference
agr 0.1 μm (1)
Xgr 6.5 × 10−13 (1)
σH 2.0 × 10−22 cm2 (1)
Tb,H2O 5530 K (2)
Tb,O 800 K (3)
Ypd,0 10−3 (4)
kphdis 8.0 × 10−10 s−1 (5)
F0 108 cm−2 s−1 (6)
Gisrf 1.0
Gcr 10−4 (7)
References. (1) Bergin et al. (1995); (2) Burke & Brown (2010);
(3) Tielens & Allamandola (1987); (4) Öberg et al. (2009);
(5) van Dishoeck et al. (2006); (6) Habing (1968); (7) Shen et al. (2004)
Table 3. Abundances of water vapour (XH2O), water ice (Xs-H2O), atomic
oxygen (XO), and the sum of these three species (XO,SWaN) after vari-
ous pre-collapse times tpre as predicted from the dark cloud model with
Tdust = 10 K, AV = 10 mag, nH = 2 × 104 cm−3 (W13).
tpre XH2O Xs-H2O XO XO,SWaN(Myr) (ppm) (ppm) (ppm) (ppm)
0.01 0.1 1.9 312.8 314.8
0.1 0.3 19.4 250.0 269.7
1.0 0.2 102.3 61.2 163.7
10.0 0.1 226.7 2.3 229.1
oxygen-containing gas-phase and ice species. Of particular in-
terest for this work is the cold, outer part of the envelope where
water is frozen out on the dust grains, henceforth denoted as the
water freeze-out zone.
Our model consists of two stages:
– The pre-collapse or prestellar phase, where a full chemi-
cal network under the assumption of dark cloud conditions
(W13 with Tdust = 10 K, AV = 10 mag, nH = 2 × 104 cm−3)
sets the initial molecular abundances for the second step.
Table 3 lists abundances of water vapour, water ice, and
atomic oxygen for diﬀerent pre-collapse times. The freeze-
out of atomic oxygen is closely connected to the steady rise
of the water ice abundance. At times 0.1−1.0 Myr, a consid-
erable amount of oxygen is also found in other oxygen bear-
ing species (mainly CO), reducing the amount of oxygen
within the water chemistry network. At tpre > 1 Myr, oxygen
returns into the water network and water ice then becomes
the only considerable oxygen reservoir.
– The second stage is the so-called post-collapse phase, where
the abundance structure is modelled with SWaN on a static
envelope with the temperature and density structure from
Kristensen et al. (2012).
In our representative model a pre-collapse time of tpre = 0.1 Myr
is chosen, which is motivated by our finding that a rather short
pre-collapse time is required to match the observed low water
ice abundances (see Sect. 4.2). The initial abundance of oxygen
within SWaN at that timestep is XO,SWaN = XH2O +Xs-H2O+XO =
270 ppm. The remaining XO,ISM − XO,SWaN = 50 ppm can be
attributed to oxygen locked up in CO, s-CO and other oxy-
gen species not contained in the simple network. The post-
collapse timescale in this representative model is chosen to be
tpost = 1.0 Myr, which is about the time when equilibrium is
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Fig. 3. The top panel shows the hydrogen volume density (dashed) and
the gas/dust temperature (solid) profiles as a function of radial extinc-
tion AV and radius r for L1551-IRS5 for default values of the FUV
fluxes (Gisrf = 1, Gcr = 10−4). The bottom panel depicts the abundance
structure of water ice (s-H2O) and water vapour (H2O) with respect to
total hydrogen as modelled with SWaN after t = 1 Myr. The bench-
marking of SWaN showed that the abundance of atomic oxygen is not
reliably determined deeper into the cloud, which is why X(O) is not
shown beyond AV >∼ 2 mag. The diﬀerent regions (A-D) are discussed
in more detail in the text. It should be noted that in this and subsequent
figures, the edge of the envelope is on the left and the protostar on the
right-hand side.
reached at all radii. As fiducial values for the FUV fluxes in this
simulations, Gisrf = 1 and Gcr = 10−4 are used.
The abundance profiles for water vapour, water ice and
atomic oxygen vs. the radial extinction AV are shown in Fig. 3
for L1551-IRS5, which is chosen as a representative core from
our sample. The overall structure of the water vapour profile can
be roughly separated into four diﬀerent regions, which are de-
noted as Regions A to D. Depending on the choice of parameters
and the envelope temperature and density structure the extent of
these regions can vary.
The outermost layer (Region A) of the protostellar envelope
is dominated by atomic oxygen. Water ice and water vapour are
only present in trace amounts, since the impinging ISRF eﬃ-
ciently photodissociates water molecules, but due to the long
freeze-out timescale in the tenuous envelope, the regeneration
of water ice is significantly slower. The attenuation of the ISRF
deeper into the core leads to a build up of water ice and water
vapour. When the grains are fully covered with water molecules
(in this model run at around AV ∼ 0.7 mag), the water vapour
abundance reaches a plateau (Region B). The extinction value
at which this plateau is reached strongly depends on Gisrf (cf.
Sect. 3.3.1) The reaction network in these two outermost regions
is characterised by the cycle O→ s-H2O→ H2O→ O.
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Fig. 4. Dependence of water abundances and column densities of L1551-IRS5 on the FUV-ISRF field (Gisrf ), CR-induced FUV field (Gcr), and
initial fractional abundance of water (ξs-H2O). The three panels on the left show the abundance profiles of water vapour (red) and water ice (blue)
upon changing one parameter, keeping the other two parameters at their respective fiducial values (Gisrf = 1, Gcr = 10−4, ξs-H2O = 0.1). The
diﬀerent shadings represent diﬀerent scaling factors f . The right panel shows the column density in the water freeze-out zone as a function of the
parameter scaling. The colour shades represent the respective profile from the left panel. The filled circles represent the column density with all
parameters exhibiting their fiducial level.
That changes deeper into the cloud (Region C). Due to the in-
creased number densities in concert with decreased FUV fluxes,
the freeze-out of water vapour starts to outrun the photodisso-
ciation. The reaction network reduces to H2O  s-H2O, where
the water abundances are determined by the balance between
freeze-out of water vapour and photodesorption of water ice.
At AV >∼ 4−5 mag (assuming standard values for Gisrf and Gcr),
the CR-induced FUV field is the main contributor of FUV pho-
tons, which maintain an approximately constant number density
of gas phase water. Since the hydrogen volume density in this
region spans almost three orders of magnitude, the water vapour
abundance drops considerably from the outer towards the inner
edge of Region C. Water is predominantly in the form of water
ice. For most of our sources, 50% of the pencil beam water ice
column density can be found within the central 20−80 au, which
is typically around 1% of the envelope extent.
The water ice abundance profile shows a characteristic hump
at AV ∼ 2−3 mag, which is the result of the freeze-out threshold
for atomic oxygen. Only in the oxygen freeze-out zone (Tdust <∼
15 K), can atomic oxygen be transformed further into water ice.
Typically, ∼5−15% of the column density in the water freeze-
out zone is also part of the oxygen freeze-out zone. However,
deep in the envelope (Tdust >∼ 15 K) the water ice abundance
remains constant at its initial value. No water ice can form, but
there are also no mechanisms which can considerably decrease
its abundance.
Even deeper in the envelope, the dust temperature reaches
the sublimation temperature of water ice, which consequently
marks the boundary of the water freeze-out zone. With SWaN
we do not attempt to model any abundances beyond this point
(Region D). Thermal desorption only plays a role in Region D.
Nevertheless, this reaction channel is included in our simplified
network, since it allows us to determine the extent of the water
freeze-out-zone. In our simulations, the limit of the water freeze-
out zone is defined as the radius at which the water ice abun-
dance drops by three orders of magnitude from its plateau abun-
dance. This is typically at temperatures of Tdust = 110−140 K,
and its location can – depending on the envelope density and
temperature structure – vary by up to a few au compared to the
100 K-radius, which is generally the first order assumption for
the sublimation radius.
The water vapour abundance profiles have mostly reached
an equilibrium stage at tpost = 0.01 Myr. In the outer envelope
(Region A) this is established through the high photodesorp-
tion and photodissociation rates, and deeper into the envelope
(Region C) through the high freeze-out rates. In the transition
region between Regions B and C the situation is a bit diﬀer-
ent. The hydrogen number densities are ∼105 cm−3 (which re-
sults in low freeze-out rate), but the ISRF FUV photon flux is al-
ready considerably attenuated (which results in low photo-rates).
Therefore, in this region it takes much longer (∼0.1−1.0 Myr) to
reach an equilibrium stage. However, the discussed timescales
can change upon the choice of initial conditions. It should be
noted that this region does not aﬀect the total ice or gas column
density (Sect. 5.2), but it does aﬀect the water emission line pro-
files (Sect. 3.3.2).
3.3. Dependence on model parameters
3.3.1. Water abundances and column densities
The focus of this work is to determine the key factors that shape
the water gas and ice abundance profiles and regulate their col-
umn densities, with particular attention to its dependence on the
FUV photon fluxes and initial abundances. In the following set
of simulations, the initial abundances of a pre-collapse time of
0.1 Myr are used (Table 3). The initial overall oxygen abundance
in the system is XO,SWaN = 270 ppm. About 7% of the oxygen is
found in the form of water ice, but for demonstrative purposes
we use a fiducial value for the initial fraction of water ice of
ξs-H2O = 10% to allow easier scaling in order of magnitudes. The
fiducial values for the FUV fields are Gisrf = 1 and Gcr = 10−4.
In three diﬀerent runs, each parameter is scaled by a factor of
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Fig. 5. Synthetic H2O(110−101) observations for L1551-IRS5, assuming diﬀerent parameters for the FUV fluxes (Gisrf and Gcr), and velocity
profiles (radial velocity vr and the turbulent broadening Doppler-β) in a sequence from Model A to D. The top row shows the synthetic spectra
(red) alongside the observations (black), which have been shifted by the systemic velocity. The middle row depicts the assumed velocity profile,
and the bottom row shows the water abundance profile. For comparison, the abundance profile of the preceding model is shown as dashed line.
f = 10−2−101, leaving the other two parameters at their fiducial
values.
An enhanced Gisrf can be due to UV from a nearby bright
star but potentially also from from fast shocks related to the
protostellar jet impinging on the envelope. An enhanced ISRF
can lead to an increased gas temperature (e.g., Hollenbach &
Tielens 1997). A lower than standard value of Gisrf could arise
from shielding by low density gas from the surrounding molec-
ular cloud. The value of Gcr is linked to the spectrum of cosmic
rays and the cosmic ray ionization rate (Webber & Yushak 1983;
Shen et al. 2004). Variations in the initial fraction of water ice
can be caused by a diﬀerent pre-collapse time: the longer the
pre-collapse time, the higher the fraction of water ice (Table 3).
Figure 4 shows the resulting abundance profiles (left panels)
and column densities (right panel) for water ice and water vapour
at a post-collapse time of tpost = 1 Myr. Because the focus of
this paper is on the cold chemistry, the column densities are not
computed throughout the entire envelope, but rather in the water
freezeout-zone. This particularly aﬀects the column density of
water vapour, which is abundant in the inner hot core (Boonman
et al. 2003).
Variations of the ISRF shape the abundance profiles in the
outer envelope (Fig. 4, left panel). The extinction threshold for
the appearance of the water vapour abundance plateau, AV ,f ,
which is a result of the formation of a first monolayer of ice
around the grains, strongly depends on Gisrf . This behaviour,
which has already been described by Hollenbach et al. (2009), is
a result of the attenuation of the ISRF, which is accompanied by
decreased photodesorption and photodissociation rates of water
ice and water vapour, respectively. At AV >∼ AV ,f the desorp-
tion turns eﬀectively from a first order (all water molecules on
the grain surface can desorb) into a zeroth order process (where
only the top layers contribute to desorption).
Variations in the CR-induced FUV field lead to changes in
the abundance deep in the envelope (Fig. 4, centre panel). Due
to the reduction of the network to H2O  s-H2O, the water
vapour abundance scales practically 1:1 with the Gcr. However,
the abundance is too low to considerably aﬀect the water ice
abundance.
Scaling the initial fraction of water ice has mostly an eﬀect
on the abundance of water ice deep in the envelope (Fig. 4, right
panel). The temperatures of Tdust >∼ 15 K inhibit the formation
of water ice through freeze-out of atomic oxygen. This has as a
result that the abundance, and thus the water ice column density,
is already imprinted by the initial conditions (cf. Sect. 3.2). The
eﬀect of a higher binding energy of O is discussed in Sect. 5.2.
The column densities of water vapour are only mildly af-
fected by parameter variations within our parameter space. It
should be noted that a combination of low FUV fluxes from
both the ISRF and the CR-induced FUV field can indeed cause
a reduction of this column density by a factor of 2−3. However,
the ice column density remains hardly aﬀected by the choice of
FUV photon fluxes, and envelope-averaged gas-to-ice ratios
of ∼10−4 within the water freeze-out zone are found. Variations
of the initial fraction of water ice ξs-H2O only aﬀect the water
ice. Since ξs-H2O varies with the length of the pre-collapse time,
the observed water ice column densities strongly depend on its
initial abundance at the beginning of the post-collapse phase.
3.3.2. Water emission/absorption profiles
In contrast to the observations of water ice, which are derived
from the attenuation of the light of a background source (and
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thus, only dependent on the column density along the line-of-
sight), the spectrally resolved water vapour lines allow us to
model the underlying number density and velocity profile of the
envelope. Due to the large beam size of Herschel, the observed
spectra do not show the pencil beam spectrum towards the core
centre, but the major contribution actually originates in lines-
of-sight that intersect the envelope at impact parameters of up
to a few thousand au. Therefore, the spectrum has to be mod-
elled through radiative transfer tools to take into account the
complex interplay of excitation conditions, abundances, and ve-
locities within the sampled area on the sky. A simple absorp-
tion study will at best only yield a lower limit on the water
vapour column of typically 1013 cm−2, even for lines such as the
p-H2O 111−000 line at 1113 GHz which are primarily in absorp-
tion (Kristensen et al. 2010).
To demonstrate the influence of various parameters on the
emission profiles, we model the o-H2O 110−101 ground state
line of L1551-IRS5 and explore its dependence on FUV fluxes,
post-collapse time, and velocity profile with the aid of Ratran
(Hogerheijde & van der Tak 2000), following a similar approach
as Mottram et al. (2013). The initial abundances are determined
from our dark cloud model with a standard pre-collapse time of
tpre = 0.1 Myr. Figure 5 shows synthetic spectra for four dif-
ferent parameter combinations. For Model A, the post-collapse
time is set to tpost = 1.0 Myr, and it assumes high FUV fluxes
of Gisrf = 102 and Gcr = 10−3, a static envelope with zero ra-
dial velocity, and a constant turbulent broadening, which is char-
acterised by Doppler-β = 0.4 km s−1. The synthetic spectrum
shows poor agreement with the observations. In Model B, the
FUV fluxes are reduced to Gisrf = 100 and Gcr = 10−4. This
results in a shift of the abundance peak to lower extinctions.
In contrast to the line flux, which is in good agreement with
the observations, the skewed line profile cannot be reproduced.
Including expansion motions in Model C results in a skewed line
and a good match of the absorption feature, but a poor match
to the peak emission. Only a further decrease of the FUV pho-
ton fluxes result in good agreement with the the observations
(Model D). This example highlights the complex interplay of
abundance structure and velocity profile to shape the emission
and absorption lines as observed with Herschel.
4. Comparison with observations
4.1. Water vapour
The observed line profiles exhibit a remarkable diversity (Fig. 1),
even though they all share the same overall structure of the water
vapour abundance profiles. As shown in Sect. 3.3.2 (Fig. 5), the
interplay of the abundance and velocity structure has a signifi-
cant impact on shaping the line profiles.
In the following parameter study, we vary parameters that ac-
tively influence the shape of the water vapour abundance profile
(the post-collapse time tpost, and the FUV fluxes Gisrf and Gcr).
In addition, the radial velocity distributions, namely the veloc-
ity centroid and the Doppler broadening, are investigated. For
the sake of simplicity, only Hubble-like radial infall/expansion
velocities are considered, which are of the form
vr(r) = r vr,env
renv
(14)
where renv is the envelope radius, and vr,env the velocity at this
point. Negative velocities mark infall, positive values repre-
sent expansion. To account for possible discontinuities in the
Doppler-β distribution, for which hints have been discovered
Table 4. Parameter space for the generation of synthetic spectra.
Parameter Values Unit
tpost 0.1 1.0 Myr
Gisrf 10−2 100 102
Gcr 10−5 10−4 10−3
vr,env 0.0 ±0.4 ±0.8 km s−1
β 0.4 0.8 1.2 km s−1
AV,j 0.0 5.0 mag
Notes. Parameters are the post-collapse time tpost, the FUV fluxes from
the ISRF (Gisrf ) and the CR-induced field (Gcr), the maximum radial ve-
locity (vr,env; positive values represent expansion), the turbulent broad-
ening Doppler-β, and the extinction threshold for a discontinuity in the
Doppler-β distribution (AV,j).
in both low- and high-mass cores (Herpin et al. 2012; Mottram
et al. 2013), various cases of Doppler-β distributions are tested.
Firstly, a constant Doppler-β for the whole envelope is tested.
Secondly, an extinction threshold AV ,j, which marks a jump in
the Doppler-β distribution, is introduced. Doppler-β is only var-
ied in regions AV ≥ AV ,j, whereas in the outer regions AV < AV ,j
a constant β = 0.2 km s−1 is chosen, which is motivated by
the presence of narrow absorption features in some sources
(e.g., RCrA-IRS5). Our parameter space is therefore defined by
θ =
{
tpost,Gisrf ,Gcr, vr,env, β, AV ,j
}
.
The initial abundances are fixed after a pre-collapse time
of tpre = 0.1 Myr, since it has been shown in Sect. 3.3.1 that
the choice of the pre-collapse time (i.e., the inital abundance of
water ice ξs-H2O) does not considerably aﬀect the water vapour
abundance profiles in this study.
Owing to the line shape complexity and the plethora of pa-
rameters, we do not attempt to find a singular “best fit” point
in our parameter grid. We rather aim to find general trends in
the solutions, analysing the influence of each parameter individ-
ually on the overall fit quality through averaging over the val-
ues (i.e. marginalisation) of all other parameters. This is pur-
sued by adopting a Bayesian approach, which is summarised in
more detail in Appendix C. A parameter p can take m values
V = {V1, . . . ,Vm} (Table 4). The overall fit quality of our model
with a particular value Vi is quantified by its evidence Ep(Vi).
This number becomes only meaningful when the evidences for
all possible parameter values V are compared to each other. For
each value Vi we therefore normalize the evidence by defining
the Bayes Factor as Bp(Vi) = Ep(Vi)/max[Ep(V)]. The parame-
ter value with maximised likelihood has therefore a Bayes Factor
of unity. Generally, it is assumed that a parameter value can be
rejected if Bp(Vi) 	 0.1. It should be noted that this approach
is only a relative comparison of the grid points in the parameter
space, but does not quantify the absolute quality of the fit.
The envelope models of Kristensen et al. (2012) do not take
into account any deviation from spherical symmetry (e.g., due to
the presence of a disk) at scales of <∼300−500 au. Therefore, we
focus on the outer regions of the envelope, and fit only ortho and
para ground state lines H2O 110−101 and H2O 111−000.
A summary of the parameters that yield the best represen-
tation of the observed line profiles for all sources is presented
in Table 5, and the spectra are shown in Fig. 6. In some cases
the overplotted best-fit spectra seem to be poor fits, but this is
owed due to the fact that we have chosen a coarse grid in our
Bayesian analysis plus an overall complexity in the source struc-
ture, which is heavily simplified by our assumption of a radially
symmetric envelope. Instead of fitting every detail of the spectral
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Fig. 6. Overview of the best fits of the outflow- and continuum-subtracted Herschel spectra for protostellar cores in our sample. The spectra are
shown in black, the best-fits in red. We only fit the ortho and para ground state lines (first and second column).
lines, the goal of our analysis is to find global trends, i.e., if a
certain region in the parameter space yields significantly better
fits. In particular the infall profiles of the Class 0 sources lack
the deep absorption feature in the H2O 110−101 line. Mottram
et al. (2013) showed that a detailed modelling of the influence of
the absorption against the outflow is able to recover the absorp-
tion depth, but this kind of modelling is beyond the scope of this
paper. Moreover, L 1551-IRS5 and HH 46 show emission peaks
in the higher excited lines, which we attribute to the presence
of structure in the inner regions that is not part of our radially
symmetric envelope model.
A few general trends for our sample of protostars can be de-
rived. All sources (except RCrA-IRS5) are characterised by a
chemical age for water of around 1 Myr, but in some, an age of
0.1 Myr cannot be ruled out. Typically, our sources are exposed
to low CR-induced FUV fields (Gcr <∼ 10−4). Mostly, we also
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Table 5. Visual representation of the normalised Bayes Factor Bp(Vi) for each parameter P (at its respective grid point Vi).
Name tpost (Myr) log10(Gisrf ) log10(Gcr) vr,env (km s−1) β (km s−1) AV,j (mag)
0.1 1.0 −2 0 +2 −5 −4 −3 −0.8 −0.4 0.0 +0.4 +0.8 0.4 0.8 1.2 0.0 5.0
L 1527                  
IRAS 15398                  
L1551-IRS5                  
TMC1                  
HH 46                  
TMC1A                  
RCrA-IRS5                  
TMR1                  
L 1489                  
HH 100-IRS                  
RNO 91                  
Notes. The bullets represent ranges of Bayes factors (Eq. (C.3)), namely () log10[Bp(Vi)] ≥ 0.5; () −1.0 ≤ log10[Bp(Vi)] < −0.5; () −1.5 ≤
log10[Bp(Vi)] < −1.0; () −2 ≤ log10[Bp(Vi)] < −1.5; () log10[Bp(Vi)] < −2.0; generally, parameter values with log10[Bp(Vi)] 	 −1.0 can be
rejected.
find weak ISRF (Gisrf <∼ 1). In terms of velocity, the two Class 0
sources are characterised by infall motions, and Class I sources
show expansion motions of the envelope. However, due to weak
emission, the velocity field is hard to constrain in some sources.
There seems to be no general trends for the turbulent broadening
(Doppler-β), but a few sources show better results when includ-
ing a discontinuity in the Doppler-β-distribution.
4.2. Water ice
As discussed in Sect. 3.3.1, the final abundance of water ice in
our models is practically independent of the FUV photon fluxes
over the parameter space considered, but strongly depends on
the initial oxygen abundances (namely, the fraction of water ice
ξs-H2O, but also the total abundance of oxygen XO,SWaN in the
chemical network). In our subsequent modelling, this parame-
ter is taken from a dark cloud model with diﬀerent pre-collapse
timescales tpre = 0.01, 0.1 and 1.0 Myr (Table 3). Then, our sim-
plified chemistry is run for post-collapse time of tpost = 0.1 and
1.0 Myr. To determine the abundance from the column densities,
both the observed and simulated water ice column densities are
divided by the column density of hydrogen atoms in the water
freeze-out zone, N∗H.
We note that the abundances strongly vary with pre-collapse
time, but varying the post-collapse from 0.1 to 1.0 Myr makes
only a marginal diﬀerence. A comparison of the observations
and the modelled abundances is found in Fig. 7. In general, wa-
ter ice abundances range from Xs-H2O = 30−80 ppm, except for
TMC1 and RCrA-IRS5. It should be noted that the observed
water ice column densities are always upper limits for the col-
umn density that is part of the envelope. In some cases, a con-
siderable amount of water ice column density could originate
from elsewhere along the line-of-sight (e.g., foreground clouds,
disks). The exceptionally high water ice abundance in TMC1,
e.g., might be explained by the presence of a large disk (Harsono
et al. 2014), which is intersected by the line-of-sight towards
the central protostar. In that case, the major fraction of the ab-
sorbing water ice column in TMC1 would originate in the disk
rather than the envelope. The disks around TMC1A and TMR1,
which are also in the sample of Harsono et al. (2014), seem to
not aﬀect the water ice abundances, which lets us suggest that
the line-of-sights towards these protostars are pristine, and truly
only through the envelope.
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Fig. 7. Observed (blue) and modelled (grey) column-density-averaged
water ice abundance ratios Ns-H2O/N∗H in the water freeze-out zone. The
displayed models show the water ice abundances for pre-collapse times
of 0.01, 0.1, and 1.0 Myr, followed by a post-collapse time of 1.0 Myr.
Another run with tpost = 0.1 Myr (not displayed here) reveals a marginal
dependence of the abundances on the post-collapse time, with the re-
sults being the same as for tpost = 1.0 Myr within <∼10−15 ppm.
The modelled abundances show strong source-to-source
variations in the abundance of water ice for a short pre-collapse
time, 0.01 Myr. These variations become smaller with increas-
ing pre-collapse time, and almost disappear for tpre = 1.0 Myr.
To understand this behaviour, one has to understand that in the
prestellar core phase, water ice slowly builds up through freeze-
out of atomic oxygen. This build-up is stopped in the post-
collapse phase, where parts of the envelope are too warm to al-
low freeze-out of atomic oxygen. The observed diﬀerences in the
abundance structure on short pre-collapse timescales therefore
reflect the volume density and temperature structure of the indi-
vidual protostellar envelopes. In the envelopes of L1551-IRS5,
HH 46, TMC1A, TMR1, and L 1489, the bulk of material in the
post-collapse stage is found at Tdust >∼ 15 K where water for-
mation through freeze-out of oxygen is inhibited. The ice col-
umn density in these sources is, therefore, almost completely
imprinted during the pre-collapse phase. Other sources (L 1527,
IRAS 15398, TMC1, RCrA-IRS5, RNO91, and HH 100) have
a post-collapse envelope with a large atomic oxygen freeze-out
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zone, and the transformation of oxygen to water ice can continue
throughout the post-collapse stage.
In contrast to older sources with abundances >∼60 ppm,
young sources (with the exception of TMC1) are gener-
ally characterised by abundances 20−50 ppm. To speak of an
evolutionary eﬀect would be an overinterpretation of the data,
but it is clear that the observed low abundances require a rather
short pre-collapse phase of <∼0.1 Myr. This is an apparent contra-
diction to the estimated lifetime of prestellar cores of ∼0.5 Myr
(Enoch et al. 2008), which will be discussed in Sect. 5.2.
4.3. The connection between water gas and ice
From the radiative transfer modelling in Sect. 4.1 the likelihood-
averaged column densities are determined. Since the scatter in
the derived values is mostly low, the error bar is defined by the
separation of the two column density values in our discrete grid
of parameters, which are closest to the best-fit value. The wa-
ter vapour column densities are on the order of 1014−1015 cm−2.
These are significantly lower than the water ice column densities
of 1018−1019 cm−2, and the resulting gas-to-ice ratios are on the
order of 10−5−10−4. Correlations of water vapour and ice with
NH and Tbol are depicted in Fig. 8. The only significant corre-
lation is found for column densities of water ice and hydrogen.
Water vapour, on the other hand, is largely uncorrelated with any
of these parameters. This only reflects the nature of water ice as
a bulk tracer, whereas water vapour rather traces the surface lay-
ers of the envelope. That obviously also means that the gas-to-ice
ratios, which vary by up to an order of magnitude from source to
source, are an intrinsic property of each individual source rather
than a global indicator.
5. Discussion
5.1. Water abundances with SWaN
In Sect. 3.1, our simplified water network SWaN is introduced.
Through benchmarking with other chemical codes, the chemical
network can be limited to a small number of species and reaction
channels to understand the connection between water gas and
Table 6. Water vapour column densities and water gas-to-ice ratios.
Name NH2O NH2O/Ns-H2O
(1014 cm−2) (10−5)
L 1527 1.3± 0.8 2.7± 1.8
IRAS 15398 0.9± 0.1 0.6± 0.2
L1551-IRS5 3.1± 2.4 2.9± 2.2
TMC1 2.6± 0.9 3.3± 1.2
HH 46 7.3± 0.6 9.3± 1.2
TMC1A 3.0± 0.8 5.6± 1.6
RCrA-IRS5 8.2± 0.7 23.0± 2.7
TMR1 3.5± 0.4 4.7± 0.5
L 1489 3.2± 0.2 7.5± 1.0
HH 100-IRS 9.3± 2.3 38.0± 10.3
RNO 91 2.2± 1.4 5.2± 3.3
ice, and to reliably predict the abundance profiles for both these
species in the cold regions of the protostellar envelope. The only
species that needs to be added is atomic oxygen, which takes
over the role as a proxy for other oxygen bearing species in the
full water-chemistry network.
Simplifying the network to O → s-H2O → H2O → O in
the outer envelope and to H2O  s-H2O further in, results in
equilibrium abundance profiles that are in good agreement with
sophisticated chemical networks. Photodesorption, photodisso-
ciation and freeze-out are suﬃcient to explain the abundance
structure of water vapour and water ice in the water freeze-out
zone.
5.2. Water ice
A key ingredient in understanding the observed water ice col-
umn densities is a low initial abundance of water ice after the
pre-collapse phase in concert with the presence of a freeze-out
barrier for atomic oxygen, caused by a relatively low binding
energy.
The initial abundances for the post-collapse phase are deter-
mined through a dark-cloud model (Tdust = 10 K, AV = 10 mag,
nH = 2 × 104 cm−3; W13). The formation of water ice is
controlled by the freeze-out of atomic oxygen. This freeze-out
timescale, and thus the water ice formation time scale, depends
strongly on the product of the hydrogen number density, nH, and
the grain cross section per hydrogen atom, σH (Eq. (10)), which
in turn equals ngrσgr. Through a reduction of either ngr or σgr,
or both, the formation of water ice can be slowed down signif-
icantly. This could eradicate the apparent need for a short pre-
collapse time of ∼ 0.1 Myr that was found in our model, which
conflicts with the observed prestellar core lifetime of ∼0.5 Myr
(Enoch et al. 2008).
Our adopted grain abundance of Xgr = 6.5× 10−13 combined
with a grain size of 0.1 μm corresponds to σH = 2.0× 10−22 cm2
in our standard model. This is almost an order of magnitude
lower than the canonical value of σH = 1.0 × 10−21 cm2 derived
from diﬀuse cloud observations (e.g. Prasad & Tarafdar 1983),
but consistent with dense cores in which grains have grown to
somewhat larger sizes as predicted theoretically and found ob-
servationally (e.g., Pagani et al. 2010; Steinacker et al. 2010).
Growth to even bigger sizes than assumed here would be needed
to bring the two timescales into agreement.
The lifetime estimate of Enoch et al. (2008) refers to the
dense prestellar cores with mean densities above 2 × 104 cm−3,
to which their millimetre continuum data were sensitive. Water
ice formation can already start to form in lower density, translu-
cent clouds with densities of a few 103 cm−3 (Whittet et al.
2001; Cuppen & Herbst 2007). The time that the cloud spends
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in this low density phase is unknown, but it would only add to
the amount of water ice after the pre-collapse phase, exacerbat-
ing the need for a short dense, prestellar phase. Our short in-
ferred pre-stellar phase is in contrast with Yıldız et al. (2013b)
who argued for a long prestellar phase of at least 1 Myr at
nH = 105 cm−3 to explain the absence of gas-phase O2 toward
the NGC 1333 IRAS4A protostellar core. Since water ice is not
observed directly toward this core, it is not clear whether there
is a similar discrepancy.
A key parameter is the freeze-out barrier for atomic oxygen,
which helps to maintain the low water ice abundance even after
the pre-collapse phase. Owing to the lack of laboratory measure-
ments for the binding energy of atomic oxygen on water ice or
other surfaces, a binding energy of Tb,O = 800 K (Tielens &
Hagen 1982) was assumed. This results in a freeze-out temper-
ature of Tdust ∼ 15 K. Recent theoretical work and laboratory
data point to binding energies that could be more of the order
of Tb,O = 1500 K on amorphous silicate or graphite surfaces
(Bergeron et al. 2008; He et al. 2014), for which the freeze-out
threshold temperature would be raised to around Tdust ∼ 35 K. If
such a high value would also apply to the binding of O on water
ice, about 2−5 times more material (15−35% of the column den-
sity within the water freeze-out zone) would be found in a region
where atomic oxygen can still be converted into water ice, eﬀec-
tively increasing the overall water abundance and thus requiring
an even shorter pre-stellar phase.
Eﬃcient cosmic ray desorption in the chemical model of
Caselli et al. (2002) helped to retain a considerable amount of
atomic oxygen in the gas phase. Their assumption of a low bind-
ing energy (Tb,O = 600 K) decreased the cosmic ray desorp-
tion timescale of atomic oxygen and resulted in desorption from
the grain before further processing. However, this is an eﬀect
that we have not seen in our full chemical model benchmarking
which include cosmic ray desorption. Even for Tb,O >∼ 800 K,
the residence time on the surface is suﬃcient for hydrogena-
tion reactions to convert atomic oxygen into more tightly bound
molecules such as OH or H2O.
As a result of this qualitative analysis, the apparent contra-
diction between the modelled and observed prestellar core life-
time remains. A possible way out of this is to assume that after
the prestellar core phase of ∼0.5 Myr there are mechanisms at
play, which help to generate a water ice abundance that resem-
bles the situation after a pre-collapse time of tpre ∼ 0.1 Myr.
Our simple two-stage approach with constant density and tem-
perature profiles in each of the stages can only be seen as a first
approach, but should be followed by more detailed modelling of
a self-consistent protostellar core collapse, taking into account
the change in density, temperature and velocity structure. A key
player in influencing the abundance profiles of water in a more
realistic collapse scenario could be episodic accretion. During
bursts in accretion the source luminosity can increase by ∼2 or-
ders of magnitude (Vorobyov et al. 2013), which heats the en-
velope and can increase the radius of the hot core by up to an
order of magnitude (Johnstone et al. 2013). Our simplified net-
work is not designed to simulate such a situation. Nevertheless,
the temperature increase during an accretion burst could trigger
chemistry which drives oxygen into other, more tightly bound
species that are not included in our simple chemistry network.
5.3. Water vapour chemistry
The water vapour emission lines as observed with Herschel
turn out to be an invaluable tracer for the FUV field and
envelope kinematics (cf. Mottram et al. 2013). Amongst our
sample, 8/11 sources are characterised by low ISRF-FUV fluxes
Gisrf ∼ 10−2. Assuming that the host star-forming region of these
sources is embedded in a standard ISRF with Gisrf = 1, a water-
free cloud with an extinction of AV ∼ 2−3 mag would be needed
to provide the required attenuation. For example, all sources
in the Taurus Molecular Cloud (TMC1, TMC1A, L1551-IRS5,
TMR1) show a trend towards Gisrf = 10−2. This result is in
agreement with the findings of an extinction threshold for wa-
ter ice in Taurus at AV ∼ 3 mag (Smith et al. 1993; Teixeira &
Emerson 1999; Whittet et al. 1988, 2001). Following Eq. (17)
in Hollenbach et al. (2009), the formation threshold for water
ice can be stretched to AV = 2−3 mag for a tenuous ambient
cloud with Gisrf = 1 and nH ∼ 103 cm−3, which can remain al-
most devoid of water due to the interplay of FUV field and low
freeze-out rates. It would have an extent of around 1 pc, and ex-
tinction maps of the Taurus Molecular Cloud suggest that this is
not unreasonable (Kainulainen et al. 2009).
In some sources (HH46, RCrA-IRS5, HH100-IRS – and
with less significance TMR1), evidence for elevated ISRF FUV
fields Gisrf >∼ 1 is found, which can originate in interaction of
the outflow with the envelope or in an photodissociation region
(PDR). Particularly the latter seems to be the case for HH100-
IRS and RCrA-IRS5, which are known to be cocooned by the
extended strong radiation field of the PDR in the RCrA star-
forming region.
When it comes to assessing the CR-induced secondary FUV
field, the observations are generally best represented by Gcr <∼
10−4, with a trend towards 10−5. However, recalling Eq. (2),
the photodesorption rate depends, amongst other things, also on
the product σgr ngr. This product is proportional to the inverse
grain radius a−1, i.e., grain growth will result in a decreasing
surface area per unit volume. Our measurements probe – assum-
ing that all other factors are well known – the productσgr ngr Gcr
rather than Gcr alone. Therefore, low values of the CR-induced
FUV field in our models could indeed be the result of a re-
duced cosmic ray flux deep inside dense cores (e.g., Padovani
et al. 2013). Alternatively, it could also be due to dust growth to
micron-sized particles deep in the envelope (e.g., Pagani et al.
2010; Steinacker et al. 2010). Unfortunately, these two eﬀects
cannot be distinguished by our analysis.
In terms of the post-collapse timescale, all sources show sig-
nificant evidence for tpost = 1.0 Myr. In some sources, tpost =
0.1 Myr can be ruled out, but this does not correlate with evo-
lutionary stage. In particular, the Class 0 source L 1527 is best
represented by a post-collapse time of 1.0 Myr, which is an or-
der of magnitude higher than the generally estimated lifetime
of sources at that evolutionary stage of ∼0.1 Myr (Evans et al.
2009). But that is only a contradiction at first glance. As seen
earlier, the initial molecular abundances that match the observa-
tions of water ice are best represented by a pre-collapse time of
0.1 Myr (Sect. 5.2), and thus this was our choice for the determi-
nation of the initial abundances. But we have argued that some
mechanism, maybe episodic accretion, helps to reset the chemi-
cal clock in the inner regions of the envelope to a situation that
resembles a prestellar lifetime of <∼0.1 Myr. But the outer enve-
lope would not be aﬀected by this, and its chemical age would
represent its true age. The water vapour profile in that region is
therefore governed by the cumulative timespan of the prestellar
stage (∼0.5 Myr) plus the time the source has already spent in
Class 0 phase. Therefore, even the water vapour profiles of the
youngest Class 0 sources are characterised by a chemical age of
∼1.0 Myr, rather than 0.1 Myr.
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Fig. 9. Column-density-averaged abundance Ni/N∗H of oxygen in water
vapour (H2O), water ice (s-H2O), atomic oxygen (O), carbon monoxide
(CO), carbon-oxygen ices (s-CO∗; these are s-CO, s-CH3OH, s-H2CO,
which are the three most abundant molecules from the group of carbon-
oxygen ices after the dark cloud phase), and other species in the water
freeze-out zone for a post-collapse time of 0.1 Myr. The initial con-
ditions (Table B.1) are shown in the left bar. This figure contains the
results from the chemical models of V11, A13, and W13, which are
discussed in Appendix B.
5.4. Kinematics
Our analysis shows that water emission lines are not only a good
tracer for the FUV fluxes, but they also prove to be a sensitive
and invaluable tracer of the kinematics of protostellar envelopes.
In the two Class 0 sources we find strong evidence for infall mo-
tion. The best fit spectrum seems to be a poor representation of
the observed spectrum (Fig. 6). However, the focus of this paper
is on finding general trends (i.e., expansion vs. collapse) rather
than determining the true nature of the collapse. A free-fall col-
lapse model, which has been used by Mottram et al. (2013) on
sources with inverse P-Cygni profiles, does indeed show better
overall agreement with the observations. But quantifying the na-
ture of the infall is beyond the scope of this paper.
In our sample of Class I sources, 7/9 sources are charac-
terised by expansion motion of the outer envelope. In 2/9 the
kinematics remain mostly unconstrained due to weak emission.
This fits the picture of envelope dispersal during this evolution-
ary stage (e.g., Kristensen et al. 2012).
Our inferred radial motions raise the question of how rea-
sonable the assumption of a static envelope is. Obviously, the
determined density, temperature, and velocity profiles are only
snapshots of the current situation, but have no information about
their respective history. At expansion velocities of the order of
km s−1 as seen in L1551-IRS5 and HH100-IRS, an envelope
with an extent of ∼104 au would have started from a singular
point less than 0.1 Myr ago. Therefore, this expansion must have
started fairly recent in time. However, our analysis shows that
most other Class I sources show support for expansion, but it is
impossible to quantify its rate. Therefore, the assumption of a
static envelope in the post-collapse phase is our best approach,
but it can only be seen as a first step towards a self-consistent
evolution model.
5.5. The oxygen budget of protostars
The benchmarking of our simplified chemistry against full gas-
grain models also provides insight into the total oxygen budget
of protostellar envelopes. In Appendix B.2 the predicted reser-
voirs of oxygen in three other chemical networks are analysed.
A snapshot of the abundances after tpost = 0.1 Myr (Fig. 9)
shows that the two networks with complex grain-surface chem-
istry (A13, W13) eﬃciently drain atomic oxygen out of the sys-
tem, and convert it into other species. This has consequences
for the oxygen budget puzzle and the nature of the unidenti-
fied depleted oxygen (UDO; Whittet 2010). Following the trail
of the oxygen in these complex chemical networks leads us to
its possible hiding place. In W13, ∼30% of the oxygen is in
species which are not listed in Whittet (2010). It predicts s-CO2,
s-H2CO, s-H2O2, O2, and s-O2 at abundances >∼10−5, and NO,
s-NO, s-HNO and s-HCOOH and more complex CHON species
contributing X >∼ 10−6. Instead of having a single, large oxygen
reservoir, the UDO could actually be distributed amongst many
molecules – both in icy and gaseous form.
6. Conclusions and summary
In this paper, Herschel-HIFI observations of water vapour and
previously published observations of water ice column densities
are used to understand the connection between the water gas and
ice in the cold environment of protostellar envelopes.
1. We develop a simple chemistry network, SWaN. The wa-
ter vapour and water ice abundances in the cold regions of
pre- and protostellar cores can be reliably determined by
only including freeze-out, photodesorption and photodisso-
ciation for water vapour, water ice, and atomic oxygen (as
a proxy for other oxygen-bearing species). In the outer lay-
ers of protostellar envelopes (AV <∼ 3 mag) the water abun-
dance structure can be determined by only considering the
cycle O → s-H2O → H2O → O. At higher extinctions (and
also higher densities), where the freeze-out rather than pho-
todissociation dominates the destruction of water vapour, the
network reduces to H2O s-H2O.
2. In cold, prestellar cores, the bulk of atomic oxygen is mostly
converted into water ice on a timescale of 1−10 Myr. In our
sample of protostellar cores we find that only 10−30% of the
oxygen is found in the form of observed water ice. The key
to model such a low abundance is a short prestellar core life-
time of <∼0.1 Myr together with the fact that the formation
of water ice is inhibited in protostellar envelopes in regions
with Tdust >∼ 15 K as a result of the assumed oxygen bind-
ing energy of Tb,O = 800 K. Use of a higher binding energy
reinforces our conclusion of a short pre-collapse timescale.
The apparent contradiction of such short pre-collapse phases
to observed lifetimes of the dense phase of prestellar cores
(∼0.5 Myr) can be circumvented by introducing a mecha-
nism that eﬃciently reduces the water ice abundance in the
transition from a pre- to protostellar core. One hypothesis is
that of episodic accretion and its eﬀects on the abundance
should be critically analysed.
3. We find infall motions of the envelope for our two
Class 0 sources, and expansion motions in the majority of
the Class I sources. This is consistent with infall during early
stages, and envelope dispersal during later stages. In addi-
tion, the water vapour emission lines prove to be an excel-
lent tracer for the FUV field strengths. We find CR-induced
FUV field strengths of Gcr <∼ 10−4 for all sources, and mostly
low ISRF of Gisrf ∼ 10−2−100 – amongst them three sources
from the Taurus star-forming region. This attenuated ISRF
supports the finding of previous authors of an ice formation
threshold at AV ∼ 3 mag.
4. The finding of a low water ice abundance consistent with
the observations sheds light on the question of the ques-
tion of the unidentified depleted oxygen (UDO). Chemical
A81, page 14 of 19
M. Schmalzl et al.: The link between water gas and ice in protostellar envelopes
modelling shows that upon introduction of an extended
grains surface chemistry network, oxygen can be distributed
over many molecules (mostly ices). Instead of a single, large
oxygen reservoir, the UDO would consist of a plethora of
various species, which makes it hard for observers to track
down the complete oxygen budget in these sources.
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Appendix A: Photodesorption and spherically
averaged extinction
The photodesorption rate is closely connected to the rate at
which FUV photons impinge on the grain surface. An isotropic
ISRF is characterised by a flux of photons Fphot,0 through a
unit surface per unit time, which can be directly related to the
isotropic specific intensity Iphot,0 of FUV photons
Fphot,0 = 2π
∫ π/2
0
Iphot,0 cos θ sin θ dθ = πIphot,0. (A.1)
Deeper into the envelope, the FUV field is attenuated accord-
ing to exp(−γAV), where γ is a pre-factor that depends on the
dominant FUV range for the process in question. At an arbitrary
distance r from the core centre, the specific intensity of FUV
photons is isotropic, but rather depends on the azimuth angle θ
(Fig. A.1). The FUV photon density can be calculated by
nphot(r) =
∮ Iphot,0
c
e−γ AV (r,θ) dΩ (A.2)
= 4
Fphot,0
c
e−γ ¯AV (r). (A.3)
In the last step, the directionally dependent extinction is replaced
with the spherically averaged extinction
¯AV (r) = −
ln
[∫ π
0
sin θ
2 e
−γ AV (r,θ)dθ
]
γ
· (A.4)
The rate at which FUV photons impinge on the surface of a sin-
gle grain is given by
k = 4π a2 Fphot,0 e−γ
¯AV . (A.5)
Fig. A.1. The average extinction at arbitrary position into the cloud r
can be calculated by averaging over all lines of sight.
Since photodesorption of ice and photodissociation of water
vapour are dominated by slightly diﬀerent wavelength ranges,
their respective γ-factors are 1.8 and 1.7. This does produce
slightly diﬀerent average extinctions. It should also be noted that
¯AV diﬀers substantially from AV , which denotes the extinction
from the envelope edge inwards in radial direction and is defined
in Sect. 2.2. For example, at the envelope edge AV = 0.0 mag we
find a ¯AV ∼ 0.4 mag, at AV = 1.0 mag we get ¯AV ∼ 1.9 mag,
and at AV = 10 mag we derive ¯AV ∼ 11.8 mag. These two values
converge towards the center.
Appendix B: Chemical network benchmarking
B.1. Other chemical networks
Section 3.1 introduced our simplified water network SWaN.
To assess its reliability, it is compared to three full chemical
networks with diﬀerent databases, reaction channels, reaction
mechanisms, and computational details. The protostellar core
NGC 1333-IRAS4A is selected as a benchmark object, since this
source has been tested in detail against observations (Mottram
et al. 2013).
– The network V11 is based on Visser et al. (2011), but fully
updated to the Rate12 release of the UMIST Database for
Astrochemistry (UDfA4; McElroy et al. 2013). Its grain-
surface chemistry is limited to the formation of H2, H2O,
NH3, CH4, H2S; the latter four are formed simply through
successive hydrogenation of the respective heavy elements.
– The network W13 is based on Walsh et al. (2013) with addi-
tions from Walsh et al. (2014), which also employs the full
Rate12 gas-phase chemistry. The network is supplemented
with grain-surface reactions from the Ohio State University
network (OSU; Garrod et al. 2008), which is much more
extensive than the simple surface chemistry in V11. The
grain-surface network in W13 forms both “simple” and
“complex” ices, such as H2O, CH4, CH3OH, HCOOCH3,
and CH3OCH3. The ice chemistry is treated as a single
phase, i.e., the bulk and surface ice are not treated sep-
arately. Grain-surface reactions occur via the Langmuir-
Hinshelwood mechanism only and reactive (or chemical)
desorption is included with branching ratio of 1% (Garrod
et al. 2007).
– The network A13 is based on the deuterium chemistry
model of Albertsson et al. (2013), which has been ex-
tended to include ortho-para chemistry (Albertsson et al.
2014a) and high-temperature reactions (Albertsson et al.
2014b). It emerged from the protoplanetary disk model of
Semenov et al. (2010), who adapted the gas-grain model of
4 http://www.udfa.net
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Fig. B.1. Temperature and hydrogen density structure of NGC 1333-
IRAS4A as a function of radial extinction AV .
Garrod et al. (2008). A13 has a similar grain-surface network
as W13.
All three networks contain several hundred species and several
thousand reactions. In addition to standard gas-phase chemistry,
they all allow freeze-out of neutral molecules onto cold dust
grains. Desorption can occur thermally, through direct cosmic
ray heating, or through absorption of UV photons. Also included
in all three networks are photo-ionisation and photodissociation,
along with grain-surface formation of H2.
All networks use the same set of parameters listed in Table 2,
together with a primary cosmic-ray ionisation rate of ζcr = 5.0 ×
10−17 s−1. Desorption of ices is treated as a zeroth-order process
from only the top two monolayers (Sect. 3). The abundances rel-
ative to hydrogen nuclei Xi ≡ ni/nH (Table B.1) are the same in
all models, and result from a dark cloud model (T = 10 K, nH =
2×104 cm−3, AV = 10 mag) at tpre = 0.1 Myr (Walsh et al. 2013)
using the Rate06 coeﬃcients with the OSU grain surface net-
work. Table B.1 highlights in bold the three species included in
SWaN: water vapour, water ice and atomic oxygen. Their cu-
mulative abundance, defined as XO,SWaN ≡ XH2O + Xs-H2O + XO,
is initially 212 ppm5 out of the available XO,ISM = 320 ppm
(Meyer et al. 1998). Other oxygen-bearing species like car-
bon monoxide or methanol are not considered, which limits
the amount of oxygen in SWaN to ∼66% of the abundance of
volatile oxygen in the ISM.
The abundance profiles for water vapour, water ice, and
atomic oxygen (plus the sum of these three species) at tpost =
0.1 Myr are presented in Fig. B.2. At all radii, the three full net-
works agree to within a factor of 2 on the water ice abundance.
V11 and W13 show equally good agreement for water vapour,
but A13 diﬀers by up to two orders of magnitude. This origi-
nates in the diﬀerent treatment of the desorption: In contrast to
V11 and W13, where only molecules from the top layers can
desorb, A13 allows desorption from the full ice mantle. SWaN
recovers the basic abundance structure for water ice and vapour
to within the uncertainties from the full networks, except for an
underestimate of the ice abundance at the very outer edge of the
envelope.
The situation for atomic oxygen is more complicated, and the
predicted abundance structure of SWaN is less reliable. All net-
works agree on a high O abundance at low AV due to photodes-
orption and photodissociation of water and other oxygen-bearing
5 This value is used for the benchmarking purposes. The diﬀerence
to the 270 ppm (Table 3) that were used in the main text of the paper
originates in the use of diﬀerent rate coeﬃcients (Rate06 vs. Rate12).
Fig. B.2. Abundance structure of (from top to bottom) water vapour,
water ice, atomic oxygen, and the sum of these three species at t =
0.1 Myr.
Table B.1. Atomic/molecular abundances Xi wrt. to hydrogen atoms at
the start of the post-collapse phase.
Atom/molecule Xi
H2 5.00(−1)
He 9.75(−2)
H 1.98(−4)
O 1.57(−4)
CO 9.68(−5)
s-H2O 5.47(−5)
N 4.54(−5)
s-NH3 1.24(−5)
C 1.03(−5)
s-CH4 9.13(−6)
N2 7.69(−6)
s-CO 6.02(−6)
CH4 3.75(−6)
s-CH3OH 2.45(−6)
C3 1.87(−6)
s-H2CO 1.84(−6)
s-CH2NH 1.03(−6)
H2O 4.26(−7)
. . .
Notes. Ice components are marked with the prefix “s-”. The three
species that are part of SWaN are marked in bold.
species, but in the shielded regions with higher densities, the
oxygen abundance in SWaN strongly deviates from the other
networks. The reason for this lies in the fact that the sophis-
ticated chemical networks include certain channels that allow
atomic oxygen to react further to form other species like O2, CO,
which are not included in SWaN. The bottom panel of Fig. B.2
shows the cumulative abundance of all species present in SWaN.
At high extinctions (and high densities), the complex networks
feature a net flow of oxygen into species that are not part of
SWaN. Hence, the abundance profile of atomic oxygen in SWaN
does not reflect the true profile in protostellar envelopes, but
rather acts as a oxygen reservoir that represents all other oxygen-
bearing species that are present in in the environment. Overall,
considering the limitations of the network, the agreement of both
the water vapour and water ice abundances with the complex
chemical networks is excellent.
B.2. Implications for observations
The modelled abundance profiles can be turned into observ-
able column densities by integrating over radius. Comparison
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Table B.2. Column density ratios of water vapour, water ice, and atomic
oxygen in the water freeze-out region for the benchmark model.
Model NH2O/N∗H Ns-H2O/N∗H NO/N∗H(10−9) (10−5) (10−5)
SWaN 3.1 6.0 15.0
V11 7.0 6.6 9.6
A13 8.0 9.8 1.1
W13 4.9 7.2 2.8
to the total hydrogen column density then gives the average line-
of-sight column density ratios, or “abundances”, which can be
compared to observations. As discussed in Sect. 2.2, our anal-
ysis is limited to the water freeze-out zone, i.e., radii where
Tdust <∼ 100 K. Practically all water ice is found in this region,
which makes this point a convenient choice – in particular when
comparing to observations of water ice.
In Table B.2 the column density ratios are summarised for
all three species in the water freeze-out zone for the benchmark
NGC 1333 IRAS4A model. The agreement between the chem-
ical networks is good for water vapour (all are within a factor
of 2.5) and water ice (factor of 1.5). This results in column-
density-averaged gas-to-ice ratios of (3−11)×10−5. On the other
hand, atomic oxygen shows large discrepancies of more than an
order of magnitude.
In Fig. 9 in the main text, the column density ratios for
all chemical networks alongside the initial abundances from
Table B.1 are shown. This figure illustrates how the oxygen bud-
get evolves in the protostellar phase. We distinguish between the
chemical species present in SWaN (H2O, s-H2O, O), CO gas,
carbon-oxygen-ices (s-CO, s-CH3OH, s-H2CO, which are the
most abundant molecules from that group after the pre-collapse
phase), and other oxygen bearing species. Water vapour is only
present in trace amounts.
All chemical networks have only a small fraction of the oxy-
gen in water ice, about 50−100 ppm, consistent with observa-
tions (e.g. Pontoppidan et al. 2004; Whittet et al. 2007). One
of the key findings of Fig. 9 is the apparent drain of oxygen in
the sophisticated chemical networks towards species that are not
part of SWaN during the denser and warmer protostellar phase.
Obviously, in the simplified chemical network the abundance of
oxygen has to be conserved, since no other molecules are part
of the network, and atomic oxygen acts as the oxygen reservoir.
However, in particular the chemical networks A13 and W13 ac-
tively transform oxygen into other species. The abundances of
the CO gas and carbon-ices increase marginally, but the atomic
oxygen abundance drops from its initial value of ∼157 ppm to
5−15 ppm. Other oxygen bearing molecules , which in the be-
ginning were only present in trace amounts, make up ∼106 ppm
after only 105 yr.
Appendix C: Bayesian analysis of the water
emission profiles
The likelihood that the observed data D (a list of N data points
{yk}) can be explained by model M with input parameters θ is,
assuming a Gaussian error distribution, given by
P(D|θ,M) =
(
1√
2πσ
)N
exp
(
−χ
2
2
)
with
χ2 =
N∑
k=1
(yk − Yk)2
σ2
·
Yk is a synthetic spectrum, which is the outcome of model
M; in our case a radiative transfer model with an abundance
and velocity profile determined through the parameters θ ={
tpost,Gisrf ,Gcr, vr,env, β, AV ,j
}
. The noise term σ has contributions
from the noise of the observations σobs (typically 10−30 mK),
and an uncertainty in the synthetic RATRAN spectra of ∼40 mK.
Diﬀerent weighting schemes (e.g., increasing uncertainties in the
RATRAN spectra, but also including velocity dependent terms)
showed no influence on the general results. Each grid point in
the parameter space is assigned the minimum χ2 that is reached
when shifting the spectrum by ±0.4 km s−1 around the individual
systemic velocity, vLSR (van Dishoeck et al. 2011; Yıldız et al.
2013a) to account for uncertainties in the estimate of vLSR.
In our analysis (Sect. 4.1) we aim to find general trends
rather than a singular best fit point in our parameter grid ϕ with
Nϕ grid points. To achieve this we follow a Bayesian approach
(Bailer-Jones 2011), where the overall fit quality is assessed by
the so-called evidence, which is in the case of a uniform prior
distribution (i.e., all grid points are treated equally) given by
P(D|M) = 1
Nϕ
∑
θ=ϕ
P(D|θ,M). (C.1)
The evidence is equivalent to the probability of the data D given
the model M. The dependence on parameter θ has vanished due
to marginalisation of the full parameter grid.
In our analysis, however, we are interested in variations of
the fit quality within the model upon variation of the value for
particular parameter P. Therefore, we modify our definition of
the evidence in Eq. (C.1). We define a new parameter space φ ≡
ϕP=Vi with Nφ grid points, where parameter P takes value Vi. All
other parameters remain free. We then calculate the evidence by
marginalising all free parameters, which is given by
Ep(Vi) = 1Nφ
∑
θ=φ
P(D|θ,M). (C.2)
These evidences give an overall estimate of the fit quality, but
their absolute values are irrelevant. They only gain relevance
when comparing to each other. We therefore define the Bayes
Factor for each value Vi of parameter P as
Bp(Vi) =
Ep(Vi)
max[Ep(V)] · (C.3)
The parameter value with maximum likelihood has, therefore, a
Bayes Factor of unity. Other parameter values can also exhibit
high likelihoods, but a value is assumed to yield a poor repre-
sentation if its Bayes Factor is	0.1.
This approach is illustrated by the following example: We
analyse the influence of the post-collapse timescale tpost ≡
p with two values V =
{0.1 Myr, 1.0 Myr}. The full pa-
rameter space is split up into two sub-spaces with θi ={
tpost = Vi, Gisrf ,Gcr, vr,env, β, AV ,j
}
. Marginalisation of all param-
eters except tpost (Equation C.2) leads to evidences Ep(0.1 Myr)
and Ep(1.0 Myr). Let us now assume, that maximum evidence
is found for a post-collapse time of 0.1 Myr. We then get
Bp(0.1 Myr) = 1 and Bp(1.0 Myr) < 1, i.e., the most likely post-
collapse time is 0.1 Myr. If we find Bp(1.0 Myr) 	 0.1, we can
even assume that this is the only reasonable solution, whereas
we can reject tpost = 1.0 Myr.
The summary for all parameters and all sources is shown in
Table 5.
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Appendix D: Observation
The observating dates and IDs for each transition and source are listed
in Table D.1.
Table D.1. Source name, transition, observing date and observing ID
for all Herschel spectra.
Source Name Transition Obs. Date Obs. ID
L 1527 110−101 2010-03-21 1342192524
L 1527 111−000 2011-03-17 1342216335
L 1527 202−111 2010-08-18 1342203156
L 1527 211−202 2010-08-19 1342203214
IRAS 15398 110−101 2011-02-04 1342213732
IRAS 15398 111−000 2011-02-17 1342214414
IRAS 15398 202−111 2010-08-18 1342203165
IRAS 15398 211−202 2010-09-16 1342204795
L1551-IRS5 110−101 2010-08-19 1342203194
L1551-IRS5 111−000 2010-09-02 1342203940
L1551-IRS5 202−111 2010-08-18 1342203153
L1551-IRS5 211−202 2010-08-19 1342203219
TMC1 110−101 2010-03-21 1342192526
TMC1 111−000 2011-03-17 1342216336
TMC1 202−111 2010-08-18 1342203155
HH 46 110−101 2010-05-10 1342196410
HH 46 111−000 2010-04-17 1342194785
HH 46 202−111 2010-04-18 1342195041
HH 46 211−202 2010-04-12 1342194560
TMC1A 110−101 2010-03-21 1342192527
TMC1A 111−000 2011-03-12 1342215969
TMC1A 202−111 2010-08-18 1342203154
RCrA-IRS5 110−101 2011-03-10 1342215840
TMR1 110−101 2010-03-21 1342192525
TMR1 111−000 2010-09-02 1342203937
TMR1 202−111 2010-08-18 1342203157
TMR1 211−202 2010-08-19 1342203213
L 1489 110−101 2010-08-19 1342203197
L 1489 111−000 2010-09-02 1342203938
L 1489 202−111 2010-08-18 1342203158
L 1489 211−202 2010-08-19 1342203215
HH 100-IRS 110−101 2011-03-10 1342215841
RNO 91 110−101 2010-09-29 1342205297
RNO 91 111−000 2011-02-17 1342214406
RNO 91 202−111 2010-09-14 1342204512
RNO 91 211−202 2010-09-16 1342204800
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