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Abstract. This chapter focuses on the multimedia distribution over
Internet IP under the auspices of the NoE Euro-NGI research project
”Routing in Overlay Networks (ROVER)”. The multimedia distribution
is supported by several components such as services, content distribu-
tion chain, protocols and standards whilst Internet is used for content
acquisition, management and delivery as well as an Internet Protocol
Television (IPTV) infrastructure with QoS facilities. As the convergence
between ﬁxed and mobile services of wide and local area networks is
also expected to take place in the home networking, this puts an extra
burden on multimedia distribution, which requires the diﬀerent types of
wireless access solutions (e.g., WiMAX). In this context, the ROVER re-
search project adopts the IP Multimedia Subsystem (IMS), which oﬀers
a wide range of multimedia services over a single IP infrastructure such
as authentication and, for wireless services, roaming capabilities. The
research project also considers overlay routing as an alternative solution
for content distribution.
1 Introduction
The telecommunication industry is actually facing two serious challenges with
implications on future architectural solutions. The ﬁrst challenge is regarding the
irreversible move towards IP-based networking. The second challenge is regard-
ing the deployment of broadband access in the form of diverse Digital Subscriber
Line (DSL) technologies based on optical ﬁber and high-capacity cable but also
the WiMAX access (IEEE 802.16 Worldwide Interoperability for Microwave Ac-
cess) [20] to provide high bandwidth access to home networks as well as to small
and medium-sized businesses. Altogether, these developments oﬀer the opportu-
nity for more advanced and more bandwidth-demanding multimedia applications
and services, e.g., Internet Protocol Television (IPTV), Voice over IP (VoIP),
online gaming. A plethora of QoS requirements and facilities are associated with
these applications, e.g., multicast facilities, high bandwidth, low delay/jitter,
low packet loss. Furthermore, a very important issue is regarding the perceived
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QoS and the standards associated, e.g., as deﬁned in ITU-T BT.500.11, ITU-
T P.862. Even more diﬃcult is for the service provider to develop a networking
concept and to deploy an infrastructure able to provide end-to-end (e2e) QoS for
applications with completely diﬀerent QoS needs. On top of that, the architec-
tural solution must be a uniﬁed one, which is independent of the access network
and content management (i.e, content acquisition, storage and delivery). Other
facilities like billing and authentication must be provided as well.
The foundation of multimedia distribution is provided by several components,
the most important ones are services, content distribution chain, protocols and
standards. The fundamental idea is to use the Internet for content acquisition,
creation, management and delivery. Furthermore, an important goal is to oﬀer
the end user the so-called Triple Play, which means grouping together Internet
access, TV and telephone service into one subscription on a broadband connec-
tion. Other important issues are billing and content protection, e.g., copyright
issues, encryption and authentication (Digital Rights Management).
The convergence between ﬁxed and mobile services that is actually happening
in the wide and local area networking is expected to happen in the home net-
working as well. This puts an extra burden on multimedia distribution, which
means that wireless access solutions of diﬀerent types (e.g., WiMAX) must be
considered as well. The consequence of throwing Triple Play into wireless services
is the upcome of Quadruple Play.
It is therefore important to consider mechanisms and protocols put forth by
the Internet Engineering Task Force (IETF) to provide a robust and systematic
design of the basic infrastructure, and protocols like Session Initiation Proto-
col (SIP), IP DiﬀServ (RFC 2474/2475), together with Multi Protocol Label
Switching (MPLS) and traﬃc engineering (RFC 3031), should be taken into
consideration as possible solutions for the QoS control in core networks. An-
other important IETF initiative is regarding content distribution issues, which
are addressed in the IETF WG for Content Distribution Networks (CDN) and
Content Distribution Internetworking (CDI). Furthermore, new developments
within wireless communications like IP Multimedia Subsystem (IMS) [7,16] are
highly relevant for such purposes. Similarly, the new paradigms recently devel-
oped for content delivery application-based routing (e.g., based on Peer-to-Peer
(P2P) solutions) can be considered as alternative solutions for the provision of
QoS on an e2e basis, without the need to replace the IPv4 routers with IP Diﬀ-
Serv routers. The main challenge therefore is to develop an open architectural
solution that is technically feasible, open for future updating and services and
cost-eﬀective.
2 State of the Art
There are several important components involved in multimedia distribution
over IP. The most important ones are Internet Protocol Television (IPTV),
multimedia-related protocols (e.g., Session Initiation Protocol (SIP), Common
Open Policy Service (COPS), Real Time Streaming Protocol (RTSP)), P2P
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networking, overlay routing, strategies for content management, billing, and
authentication.
A general belief existing today is that the emergence of the IPTV system
and the associated protocols represents a tremendous opportunity for carriers
to push for new advantageous bussiness models and for customers to obtain
new exciting multimedia services. IPTV is expected to oﬀer new services like
live programming over the network, VoD, two-ways interactive communication,
personalization, digital video creation and recording as well as integration with
computer platforms. Allthought IPTV is still evolving, the promises are huge.
For instance, according to recent delivered ﬁgures, the pay-TV market provided
more than 55 billion dollars in subscriber revenue in 2004 [9]. The same study
shows that it is forecasted that the Asia/Paciﬁc market alone could reach as
much as 20 million IPTV subscribers in 2009.
IPTV is a method for distributing television content over IP. It describes a
system where a digital television is delivered to subscribing consumers by using
the Internet Protocol over a broadband connection [11]. IPTV is not a protocol
but a service that covers both live TV (multicasting) and stored video, i.e.,
Video-on-Demand (VoD). IPTV uses a two-way broadcast signal sent through
the provider’s backbone network and servers, and allowing consumers to select
content on demand, to timeshift and other interactive options, e.g., on-demand
video gaming. The consumer must have either a Set-Top Box (STB) or a personal
computer to send and receive diﬀerent requests.
IPTV operates on a diﬀerent premise than the traditional broadcast, cable
or satellite television in the sense that only the selected content is delivered to
the consumer. On the other hand, in the traditional TV system, all channels
are permanently pushed to the consumer rather than on a per-selection basis.
This feature oﬀers important advantages for IPTV as the number of channels
is unlimited in this case whereas the number of channels oﬀered on a cable or
satellite network is limited by the allocated spectrum. IPTV primarily uses the
protocols Internet multicasting with Internet Group Management Protocol ver-
sion 2 (IGMPv2) [10] for live television broadcasts and Real-Time Streaming
Protocol (RTSP) [17] for on-demand programs. Alternative solutions use multi-
cast overlay routing implemented at the application layer, but this is still under
research [4,15,8].
One of the most important questions for telecommunication companies devel-
oping IPTV is regarding a successful digital video strategy and the associated
challenges related to network architecture, content acquisition and management,
storage and delivery. At the same time, it is important to consider the newly
started developments towards the research and development of the IP Multime-
dia Subsystem (IMS) [7,19,16].
IMS represents a new framework, basically speciﬁed for mobile networking,
to provide IP-based telecommunication services. Fundamental elements in IMS
are the convergence of voice, data and multimedia services, integration of mo-
bile and Internet domains as well as facilities created to allow consumers to
access, create, consume and share digital content by using interoperable devices.
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IMS represents in fact a culmination of technology standards put forth by the
Internet Engineering Task Force (IETF) and two third Generation Partnership
Project groups (3GPP and 3GPP2). Based on that, more and more telecom-
munication carriers and equipment vendors (e.g., Ericsson, Lucent Technologies,
Motorola, Nokia, Alcatel, British Telecommunications) are releasing equipments
and services according to IMS recommendations [7].
The IMS architecture provides basicaly a framework to integrate a range of
protocols and media types. Some of the most important functionalities include IP
connectivity-based development, access-independent processing, QoS guarantees
for multimedia, policy control for eﬃcient use of media resources, user and data
security and authentication using SIP, charging capabilities, roaming support,
service control across the network and service development with API support.
Another important aspect is regarding the models for content delivery existing
today. The Internet was initially developed as a simple model for content delivery,
in which the network does the routing and the end-system does the control.
The ubiquitous client-server computing model together with the World Wide
Web content delivery have created the fundamental infrastructure for content
delivery that exists today. Tremendous eﬀort has also been put in place in the
development of systems to provide networks with Quality of Service guarantees
(IP QoS). In spite of big research and development eﬀorts, the limitations of
such systems have now become clear, especially in terms of scalability, failure
to emerge as an open end-to-end service, and diﬃculties in developing suitable
models for charging. Furthermore, provisioning of end-to-end QoS for a traﬃc
ﬂow that traverses multiple Autonomous Systems (ASs) has been proven to be
diﬃcult due to diﬃculties in arranging cooperation among ASs.
At the same time, new paradigms for content delivery have emerged, where
the main point is that widely-distributed applications are making their own
forwarding decisions. New classes of applications include content distribution
networks [13], robust routing overlays [1], Peer-to-Peer (P2P) ﬁle sharing [18],
network-embedded storage [14], scalable object location [3], and scalable event
propagation [5]. An important characteristic of these applications is that speciﬁc
facilities are created for the convergence, with diﬀerent degrees, of networking,
distributed computing and applications.
Over the last years, such systems have evolved to be some of the major traﬃc
contributors in the Internet [12]. P2P applications have now become immensely
popular in the Internet community, due to characteristics like communication
among equals (computers are acting as both clients and servers, so-called ”ser-
vents”) as well as pooling and sharing of exchangeable resources such as storage,
bandwidth, data and CPU cycles. Although an exact deﬁnition of ”P2P systems”
is still debatable, such a system typically represents a distributed computing
paradigm where a spontaneous, continuously changing group of collaborating
computers act as equals in supporting applications such as resource redundancy,
content distribution, and other collaborative actions.
In most cases the peers act from the network’s edge instead of core, and
they can dynamically join and leave the network, discover each other and form
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ad-hoc collaborative environments. Each of the participating peers is sharing
and exploiting the resources brought collectively to the network pool. The re-
sources needed for the execution of a speciﬁc (application) task are dynamically
aggregated for the required time period, e.g., by swarming techniques [6]. Be-
yond that, the allocated resources return to the network pool. These features
allow the P2P system to still provide services even when losing resources, in
contrast to the classical client-server concept where failures in the system may
completely disrupt the service.
3 Content Distribution Networks
Content Distribution Networks (CDNs) are networking solutions where high-
layer network intelligence is used to improve the performance in delivering me-
dia content over the Internet, e.g., static or transaction-based Web content,
streaming media, real-time video, radio. The fundamental concept is based on
distributing content to cache servers located close to end users, resulting so in
better performance, e.g., maximize bandwidth, minimize content latency and
jitter, improve accessibility. CDNs are composed by multiple Points of Presence
(PoP) with clusters (so-called surrogate servers) that maintain copies of (iden-
tical) content, resulting so in better balance between cost for content providers
and QoS for customers. CDN nodes are deployed in multiple locations, in most
cases placed in diﬀerent backbones. They cooperate with each other, transpar-
ently moving content so as to optimize the delivery process and to provide users
the most current content. The optimization process may result, e.g., in reducing
the bandwidth cost, improving availability and improving QoS.
The client-server communication ﬂow is replaced in CDN by two commu-
nication ﬂows, namely between the origin server and the surrogate server and
between the surrogate server and the client. On top of that, questions related to
QoS, content multicasting and multipath routing heavily complicate the picture.
Requests for content delivery are intelligently directed to nodes that are optimal
with reference to some parameter of interest, e.g., minimum number of hops, or
networks, away from the requester.
Organizations oﬀering content to geographically distributed clients sign a con-
tract with a CDN provider and distribute the content over the selected CDN
by using a speciﬁc overlay model. Some of the most popular commercial CDN
providers are Akamai, Nexus, Mirror Image Internet and LimeLight Network.
It is also important to mention that content distribution can be done by using
IP multicast as well. In such a case, speciﬁc code is deployed in IP routers or
switches such as they are able to recognize speciﬁc application types and make
forward decision of their own that are based on predeﬁned policies.
In practice, there are several challenges that must be solved in order to of-
fer high-quality distribution at reasonable prices. Some of the most important
questions are related to where to place the surrogate servers, which content to
outsource, which practice to use for the selected content outsourcing, how to
exploit data mining over CDN to improve the performance and what model
to use for CDN pricing.
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For instance, it is very important to choose the best network placement for
surrogate servers since this is critical for the content outsourcing performance. A
good placement solution may also have other positive eﬀects, e.g., by reducing the
number of surrogate servers needed to cover a speciﬁc CDN. Actually, several
placement algorithms have been suggested, e.g., Greedy, Hot Spot and Tree-
Based Replica, each of them with own advantages and drawbacks.
Another challenge is the selection of the content that should be outsourced
in order to meet the customers needs. An adequate management strategy for
content outsourcing should consider grouping the content based on correlation
ﬁgures or access frequency and replicate objects in units of content clusters.
Furthermore, given a speciﬁc CDN infrastructure with a given set of surrogate
servers and selected content for delivery, it is important to select an adequate
policy for content outsourcing, e.g., cooperative push-based, uncooperative pull-
based, cooperative pull-based. These policies are associated with diﬀerent ad-
vantages and drawbacks, today however most of the commercial CDN providers
(Akamai, Mirror Image) use uncooperative pulling. This is done in spite of non-
optimal solutions used to select the optimal server from which to serve the con-
tent. The challenge is to provide an optimal trade-oﬀ between cost and user
satisfaction and new techniques like caching, content personalization and data
mining can be used to improve the QoS and performance of CDN.
An important parameter is related to the CDN pricing. Today, some of the
most signiﬁcant factors aﬀecting the pricing of CDN services are bandwidth cost,
traﬃc variations, size of content replicated over surrogate servers, number of sur-
rogate servers, and security cost associated with outsourcing content delivery.
It is well known that cost reduction occurs when technology investments allow
for delivering services with fewer resources. The situation is however more com-
plex in the case of CDN since higher bandwidth and lower bandwidth cost also
have as a side eﬀect that customers develop more and more resource-demanding
applications with harder and harder demands for QoS guarantees.
The fundamental entities of a CDN are network infrastructure, content man-
agement, content routing and performance measurement. Content management
is about the entire content workﬂow, from media encoding and indexing to con-
tent delivery at edges including ways to secure and manage the content. On the
other hand, content routing is about delivering the content from the most appro-
priate server to the client requesting for it. Finally, performance measurement
is considered as part of network management and it is regarding measurement
technologies used to measure the performance of the CDN as a whole.
4 Routing in Overlay Networks
Overlay networks recently emerged as a viable solution to the problem of content
distribution with multicasting and QoS facilities. Overlay networks are networks
operating on the inter-domain level, where the edge hosts learn of each other and,
based on knowledge of underlying network performance, they form loosely cou-
pled neighboring relationships. These relationships are used to induce a speciﬁc
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graph, where nodes are representing hosts and edges are representing neighbor-
ing relationships. Graph abstraction and the associated graph theory can be
used to formulate routing algorithms on overlay networks. The main advantage
of overlay networks is that they oﬀer the possibility to augment the IP routing
as well as the Quality of Service (QoS) functionality of the Internet.
One can state that, generally, every P2P network has an overlay network
at the core, which is mostly based on TCP or HTTP connections. The conse-
quence is that the overlay and the physical network can be completely separated
from each other as the overlay connections do not reﬂect the physical connec-
tions. This is due to the abstraction oﬀered by the TCP/IP protocol stack at
the application layer. Furthermore, by means of cross-layer communication, the
overlay network can be matched to the physical network if necessary. This oﬀers
important advantages in terms of reduction of the signaling traﬃc.
Overlay networks allow designers to develop own routing and packet manage-
ment algorithms on top of the Internet. A similar situation happened in fact
with the Internet itself. The Internet was developed as an overlay network on
top of the existing telephone network, where long-distance telephone links were
used to connect IP routers. Overlay networks operate in a similar way, by using
the Internet paths between end-hosts as ”links” upon which the overlay routes
data, building so a virtual network on top of the network. The result is that
overlay networks can be used to deploy new protocols and functionality atop of
IP routers without the need to upgrade the routers. New services can be easily
developed, with own routing algorithms and policies.
Generally, there are two classes of overlay networks, i.e., routing overlays
and storage and lookup overlays. Routing overlays operate on inter-domain IP
level and are used to enhance the Border Gateway Protocol (BGP) routing and
to provide new functionality or improved service. However, the overlay nodes
operate, with respect to each other, as if they were belonging to the same domain
on the overlay level. QoS guarantees can be provided as well.
On the other hand, storage and lookup overlays focus on techniques to use the
power of large, distributed collections of machines, like in the case of Chord and
Akamai. These overlays are actually used as a support for a number of projects
on large distributed systems. The distinction between the two classes of overlays
has become more and more blurred over the last years.
Strategies for overlay routing describe the process of path computation to pro-
vide traﬃc forwarding with soft QoS guarantees at the application layer. There
are three fundamental ways to do routing. These are source routing, ﬂat (or dis-
tributed) routing and hierarchical routing. Source routing means that nodes are
required to keep global state information and, based on that, a feasible path is
computed at every source node. Distributed routing relies on a similar concept
but with the diﬀerence that path computation is done in a distributed fashion.
This may however create problems like distributed state snapshots, deadlock
and loop occurrence. There are better versions that use ﬂooding but at the price
of large volumes of traﬃc generated. Finally, hierarchical routing is based on
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aggregated state maintained at each node. The routing is done in a hierarchical
way, i.e., low level routing is done among nodes in the neighborhood of a logical
node and high level routing is done among logical nodes. The main problem with
hierarchical routing is related to imprecise states.
Notably, overlay routing exploits knowledge of underlying network perfor-
mance and adapts the end-to-end performance to asymmetry of nodes in terms
of, e.g., connectivity, network bandwidth and processing power as well as the
lack of structure among them. Overlay routing has the possibility to oﬀer soft
QoS provisioning for speciﬁc applications while retaining the best-eﬀort Inter-
net model. It can for instance bypass the path selection of BGP to improve
performance and fault tolerance.
A speciﬁc challenge with overlay routing is related to the presence of high
churn rates in P2P networks. The consequence is that the topology is very dy-
namic, which makes it diﬃcult to provide hard QoS guarantees. Similar situa-
tions do exist in wireless ad-hoc networks.
There are two main categories of routing protocols for overlay networks,
namely proactive protocols and reactive protocols. Proactive protocols period-
ically update the routing information, i.e., independent of traﬃc arrivals. On
the other hand, reactive protocols update the routing information on-demand,
i.e., only when routes need to be created or adjusted due to changes in rout-
ing topology or other conditions (e.g., traﬃc must be delivered to an unknown
destination). Proactive protocols are generally better at providing QoS guaran-
tees for real-time traﬃc like multimedia. The drawback lies in the traﬃc volume
overhead generated by the protocol itself. Reactive protocols scale better, but
they experience higher latency when setting up a new route.
A number of research activities are being carried out worldwide focusing on
overlay routing for services like streaming and on-demand. Important research
questions are, e.g., on scalability, data search and retrieval, load balancing, churn
handling, QoS provisioning with multicast or multipath facilities. It is our am-
bition to give our contribution to answering these questions.
5 Conclusions
The chapter reported on some of the recent developments in multimedia dis-
tribution over Internet IP. The multimedia distribution is supported by several
components such as services, content distribution chain, protocols and standards
whilst Internet is used for content acquisition, management and delivery. Given
that the convergence between ﬁxed and mobile services of wide and local area
networks is expected to also take place in the home networking, this puts an
extra burden on multimedia distribution. In this context, the ROVER research
project adopted the IP Multimedia Subsystem (IMS), which oﬀers a wide range
of multimedia services over a single IP infrastructure such as authentication and,
for wireless services, roaming capabilities. The research project also considers
overlay routing as an alternative solution for content distribution.
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