Abstract: When only direct-waves are inadequate, different combinations of both direct-and refracted-waves are used to determine hypocentral parameters of local earthquakes. Compared with only direct-waves, the addition of refracted-waves tends to increase errors of hypocentral parameters. This is true especially when the velocity structure of the region under investigation is not known. We use an accurate and fast algorithm to determine the hypocentral parameters based on an optimum 1-D velocity model yielding a minimum misfit error in media with multiple refracted-waves as first arrivals. Using the algorithm, we relocated earthquakes that occurred beneath the Parkfield region of California during the period between January 2000 and December 2000. The shallow part of the velocity model used in the study area has high velocity contrast among layers. Therefore, refracted-waves are recorded as first-arrival phases at most stations around the region for events of shallow focal depths (less than 3km). The study area covers the transition between the creeping segment of San Andreas Fault (SAF) to the northwest and the locked segment to the southeast. Accuracy test for the algorithm was conducted using some reference models. We compare the inverted hypocentral parameters with those determined by previous studies using HYPOINVERSE and the HypoDD. The epicentral distributions of the three methods show a close relationship with the regional fault distribution. However, compared to HypoDD, the epicentral distribution of HYPOINVERSE shifted slightly along the fault lines while the epicentral distribution of VELHYPO moved further in the same direction. The result of VELHYPO suggests that the dip of San Andreas Fault is 6-10 o SW while the results of HPOINVERSE and HypoDD suggest that the dip of San Andreas Fault is nearly vertical and/or 3-
Introduction
Reliable determination of the hypocentral parameters (latitude, longitude focal depth and origin time) has been one of the basic tools in earthquake seismology. It provides initial insight into observed seismicity and faults or subsurface structures responsible for the observations. Unfortunately, the precision of locations is affected by limitations imposed by factors, which among others include; data quality (i.e., accuracy of the arrival times, the discernible seismic phases, signal-noise-ratio, etc.), station distribution, prior information of the velocity structure of the area, and most importantly, the algorithm used for locating the earthquakes. Even with dense and well distributed station coverage as well as excellent quality data, techniques (algorithm) to determine hypocentral parameters still fall short of very accurate results because precise velocity structure of the region under investigation is not well known. There are usually tradeoffs between earthquake locations and velocity structure. Although the earth's velocity structure may have both vertical and lateral variations, in many cases a simplified 1-D velocity model can produce results that are consistent with observed data. Hence the need to develop an approximate 1-D velocity model for hypocenter inversions.
The Parkfield section of San Andreas Fault (SAF) is bounded on the northwest by a 150-km-long creeping section, where numerous small earthquakes occur, and on the southeast by hundreds of kilometers of locked fault that last broke in the great 1857 M w =7.9 Fort Tejon earthquake (Sieh, 1978) . The study area is bordered by latitude 35 o 40´N -36 o 20´N and longitude 120 o 12´W -120 o 54´W (about 80 square kilometers). The U.S. Geological Survey (USGS) 1-D velocity model beneath Parkfield area suggests that refracted-waves from multiple boundaries dominate as first-arrivals to most recording stations in the region due to large velocity contrasts among the first few layers. This is true especially for shallow focal depth events. Unfortunately, refracted-waves show more sensitivity to difference in velocity structure between the true and used models. Therefore, refracted-waves have high possibility to increase errors in determination of hypocentral parameters.
In this study, we introduce an accurate and fast scheme to determine the hypocentral parameters based on an optimum 1-D velocity model yielding a minimum misfit error in media with multiple refracted-waves as first arrivals. To get an optimum velocity model, the algorithm searches iteratively by shifting an initial reference model within a prescribed range. We test the accuracy of hypocentral parameters using synthetic data. We then apply the algorithm to relocate earthquakes that occurred around Parkfield, California during the period from January 2000 to December 2000. We finally compare the result of this study with those obtained by HYPOINVERSE and HypoDD.
II. Literature Review i. Geology and Tectonic setting of the Study Area
The Parkfield section of the San Andreas Fault (SAF) spans the transition between the creeping segment of the fault to the northwest and the locked segment to the southeast, which last broke in the great 1857 Fort Tejon earthquake (Sieh 1978) . It is reported that the geology of the area is dominated by the SAF system and has three other faults which are believed to play varying roles in the local geology (Sims, 1990; Sims and Hamilton, 1990). The faults include; the Gold Hill Fault immediately northeast of the SAF mapped as a southwest dipping thrust (Sims, 1990; Sims and Hamilton, 1990) 
ii. Existing Techniques
Some conventional techniques for determining hypocentral parameters include HYPO-71 (Lee and Lahr, 1975) , HYPOINVERSE (Klein, 1978) , HYPOELLIPSE (Lahr, 1980) , VELEST (Kissling et al., 1994) , HYPOSAT (Schweitzer, 2001 ). Hypocentral inversion methods are performed to minimize residuals between calculated and observed traveltimes. The conventional methods calculate traveltimes based on fixed velocity models. However, these conventional methods which are based on fixed velocity models can yield correct hypocentral parameters only if true velocity structure is implemented. The inverted hypocentral parameters can vary by the implemented velocity model (Lomnitz, 2006) . The consequence of such approach yields errors to determined hypocentral parameters. To avoid errors due to the implementation of incorrect velocity models, hypocentral inversion methods have been developed to determine both the hypocentral parameters and velocity structures simultaneously (e.g., Pavlis and Booker, 1983; Thurber, 1985 Thurber, , 1992 Kissling et al., 1994) , which were found to be useful for analysis of multiple events. In these methods, seismic velocities of each layer are considered to be additional unknown parameters. However, such methods are not only expensive in computation, but may also yield hypocentral parameters and velocity structures that tend to vary with the initial velocity models implemented. Thus, it may be required to implement initial velocity models that are close to the actual velocity structures for determination of accurate parameters. However, the implementation of velocity models close to the actual velocity structures is somewhat difficult because 1-D and 2-D velocity models inherently have limitations in representation of the actual 3-D Earth structures.
Recently, a double-difference method based on differential traveltimes (hypoDD) was proposed. The method was found to be useful for analysis of clustered events (Waldhauser and Ellsworth, 2000) . The method determines the relative locations of the clustered events from traveltime differences among pairs of waveforms that are estimated precisely with the help of waveform cross-correlation. However, the hypoDD is supposed to implement initial hypocentral parameters that are calculated by usual conventional methods that yield the hypocentral parameters depending on the reference velocity models implemented. Thus, the hypocentral parameters from hypoDD are inherently dependent on the reference velocity models. Also, the hypoDD can be applicable only to clustered events.
Therefore, it is required to determine hypocentral parameters accurately with little dependence on a given or initial velocity model. Such methods may be particularly useful for regions of which velocity structures are poorly known. Kim et al. (2006) proposed a full inversion method based on a genetic algorithm, GA-MHYPO, which determine both a best-fitting velocity model and hypocentral parameters. Here, the best-fitting model is not the actual velocity structure, but an optimum velocity model yielding the minimum traveltime residual. It was found that the GA-MHYPO yields hypocentral parameters with higher accuracy than conventional methods, and is rarely dependent on the initial velocity model (Hahm et al., 2007) . However, GA-MHYPO suffers from high computational costs due to iterative velocity refinement based on the genetic algorithm, which hinders prompt analysis in practical application.
III. Model Refinement and Velocity Model i. Model Refinement
We use an algorithm to search an optimum 1-D velocity model yielding minimum misfit errors for hypocentral inversions. The algorithm is based on a weighted average P-wave velocity in a medium between source and receiver. The algorithm iteratively selects the best-fitting average velocity from the results of grid searching methods within a prescribed range. We search an optimum velocity model by modifying the velocities in each layer of given velocity model that has a constant number of layers and constant thicknesses of layers. An optimum velocity model is determined with an idea that a velocity model with a proper average velocity and velocity gradient reproduce synthetic traveltimes that are close to the observed traveltimes with sufficient level of accuracy. Here, the implemented average velocity may be close to that of actual structure. First, we determine a semi-optimum 1-D P and S velocity model. We prepare a set of P velocity models that are shifted with a constant interval from the given P velocity model:
where s a constant velocity interval, is an integer, is the initial P velocity for the layer, and is the n times shifted P velocity for the layer. Here, the S velocity models can be prepared subsequently from the P velocity model and a given ratio. We can vary ratio within a fixed window typical of the ratio in the crust. In this study, we scale the P arrival times by a factor of 1/√3 due to insufficient S arrival times in many of the events.
The optimum P velocity model is determined by iterative refinement of velocity model with consecutive implementation of smaller in equation (1) . We prepare a set of that is composed of 0.1, 0.01, 0.001, and 0.0001 km/s. In every refinement of velocity, we improve the accuracy of the velocities to higher places of decimals. For instance, when we refine the velocity model with of 0.01 km/s, we improve the accuracy of the velocities to 2 places of decimals. In this case, the optimum velocity model to 1 place of decimals is used as the reference velocity model in determining an optimum velocity model to 2 places of decimals. The optimum velocities to 2 places of decimals are searched in ranges between -0.05 to 0.04 km/s with respect to the optimum velocities to 1 place of decimals. Such consecutive refinement of velocity models with application of smaller allows us to reduce computational time effectively. scheme for a velocity model with a weighted average velocity that is larger by 0.1785 km/s than the reference velocity model applied. In the first round of model refinement, the search to 1 place of decimals is between -0.6 and 0.6 km/s with respect to the reference velocity at of 0.1 km/s. The second round is to 2 places decimals varying between -0.05 and 0.04 km/s with of 0.01 km/s. The optimum velocity to 3 places of decimals is found at a velocity difference of 0.179 km/s in the third round.
.
ii. Velocity Model
Researches in the past have led to the establishment of different velocity models across Northern California. The U.S. Geological Survey (USGS) P-wave velocity model for Parkfield region is used as the true velocity model to generate synthetic data. The model is composed of nine layers with irregular intervals between boundaries consisting of a 0.25km-thick top layer with a relatively low P-and S-wave velocity and a high velocity contrast across the second and the third boundaries ( Figure 3 ; Table 1 ). We apply the algorithm to test the accuracy of inverted hypocentral parameters. We also check the dependency of inverted hypocentral parameters on the implemented velocity models. Validation tests are conducted with synthetic data. Using the U. S. Geological Survey model, we compute cross-over distances at some selected depths for coincident epicenter. It is observed that almost all first arrivals for the first few layers are "refracted-waves". It generally appears that, for focal depths less than 4km, first arrivals appear to be refraction from either the bottom of the source layer or from the bottom of the first and even second layers beneath the source layer. The model suggest that only at epicentral distances greater than 85km that waves refracted off the 25km-Moho surface become first arrivals for focal depths of less than 2.5km. We observe that only at focal depths greater than 6km that many stations of epicentral distances less than 80km record direct-wave as first arrivals.
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IV. Computational Result
Conventional methods can be classified into two groups on the basis whether the velocity models are refined or not. One group of methods including HYPO-71 (Lee and Lahr, 1975) , HYPOINVERSE (Klein, 1978) and HYPOELLIPSE (Lahr, 1980 ) determines the hypocentral parameters based on given velocity models. The other group of methods including VELEST (Kissling et al., 1994) determines hypocentral parameters along with refinement of velocity models. We implement a hypocentral inversion method based on a two-point ray tracing MHYPO (Hahm et al., 2007) of which inversion algorithm is modified from HYPO-71. The best-fitting velocities are searched using a fitness function that assesses the differences between observed and theoretical traveltimes of P and S waves. The determined velocities of layers may not match with the true velocities, but the estimated weighted average velocity between a source and stations should be close to the true weighted average velocity.
The accuracy of the algorithm was tested using synthetic data. The hypocentral parameters are determined more accurately using only direct waves if available number of direct waves is sufficient than using combination of direct and refracted waves. Generally, errors of hypocentral parameters are reduced when low grade (D) weighting factor is assigned to refracted-waves instead of high grade (A). This is because travel-time of refracted-wave is more sensitive than that of direct wave for velocity structure difference between true and model. Therefore, in VELHYPO computations, assigning low grade weighting factor to refracted-waves, reduces errors in inversion of hypocentral parameters when refracted-waves are combined with direct-waves as first-arrival data set.
We invert for hypocentral parameters of 333 earthquakes that occurred between January 2000 and December 2000. The data was from the Northern California Seismic Network (NCSN) catalog. A total of 97 stations recorded at least one data. Station corrections were determined by taking the average time residual for each station. This was achieved first by relocating about 300 events without station correction and taking the average residual of each station. The stations are represented by blue triangles in figure 4 . We classify the focal depths into four ranges (less than or equal to 3.5km, 3.51-6km, 6.01-9km and greater than 9km focal depths). Different colors are used to represent the various ranges of focal depths. Compared to the USGS model, the weighted average velocity between hypocenters and stations around the study region range between -23.9 and +45.1% and increased by 16.2% on average. The weighted average velocities of 58 events are less than the USGS model while the weighted average velocities of the rest events are more than the average velocity of the USGS model. These large velocity variations may be caused by lateral (horizontal) velocity variations and 1-D velocity structure difference between the true velocity structure and the used model, especially the differences of layer number and depth boundaries among layers.
The inverted hypocentral parameters obtained in this study are compared with those determined by previous studies using HYPOINVERSE and the HypoDD. Numerical values of the results are shown in Appendix II. The relocated epicenter distribution shows a close relationship with the regional fault distribution. Figures 5a, 5b and 5c show epicentral distribution calculated by VELHYPO, HYPOINVERSE and hypoDD respectively. The perpendicular distances of the epicenters from the fault line are more disperse for VELHYPO (Fig. 5a) than HYPOINVERSE (Fig. 5b) which in turn are more disperse than HypoDD (Fig. 5c) HypoDD. This favors a southwest steep dipping fault beneath the study area. On the other hand, the more linear epicentral distribution of HypoDD favors a vertical strike fault beneath the study area.
Figures 6a, 6b and 6c show focal depth distribution with respect to latitude calculated by VELHYPO, HYPOINVERSE and hypoDD respectively. In this study, the focal depths of 92 events have less than or equal to 3.5km compared with 34 events for HYPOINVERSE and 54 events for the HypoDD. 136 events between 3.51 and 6km focal depths compared with compared with 158 events for HYPOINVERSE and 159 events for the HypoDD. 86 events between 6.01 and 9km focal depths compared with 91 events for HYPOINVERSE and 68 events for the HypoDD. The focal depths of 19 events are greater than 9km compared with 50 events for HYPOINVERSE and 52 events for the HypoDD. VELHYPO focal depths range between 0.14 and 13.7km, HYPOINVERSE between 0.03 and 19.19km while HypoDD range between 0.11 and 16.82km. Most VELHYPO events of which focal depths are greater than 9km occur south of latitude 36 o N which constitute part of the locked section of the fault.
We divide the study area into two regions along latitude 36.08 o . Figures 7(a-f) , show cross-section of focal depths along the perpendicular to the SAF North and South of latitude 36.08 o from the fault line calculated by VELHYPO, HYPOINVERSE and HypoDD. In the North of latitude 36.08 o , events are more sparsely distributed for VELHYPO (Fig .7a) than HYPOINVERSE (Fig. 7b) which in turn are more sparsely distributed than HypoDD (Fig.7c) . However, in the South of latitude 36.08 o , events are less sparse for VELHYPO (Fig. 7d) and HYPOINVERSE (Fig.4.9e) than HypoDD (Fig. 7f) . VELHYPO results show a trend where normal distances from fault line generally increase with focal depth (Fig. 7a and 7d) . The trend suggests a 6-10 o SW dip of SAF beneath the region. On the other hand, both HYPOINVERSE (Figures 7b and 7e) and HypoDD ( Figures  7c and 7f) show linearly vertical and/or a dip of [3] [4] [5] [6] [7] [8] o NE of SAF. The HypoDD trend is steeper than HYPOINVERSE. The result of this study support the previous studies that propose the type of SAF in studied region is a propeller type whose dipping direction is southwest (Fuis et. al., 2012) .
V. Conclusion
We employed VELHYPO to determine hypocentral parameters of 333 earthquakes that occurred beneath the Parkfield during the period between January and December of the year 2000. The study area covers the transition between the creeping segment of San Andreas Fault (SAF) to the northwest and the locked segment to the southeast. Hypocentral parameters inversion of the earthquakes that occurred in Parkfield region of San Andreas Fault are confined to the top 14km with the bulk of the events occurring around the top 6km. Most events of which focal depths are greater than 9km occurred below latitude 36 o N. Epicentral distribution obtained from VELHYPO shift slightly southwest when compared with the results of previous studies using HYPOINVERSE and the HypoDD. Although the events are more scattered north of latitude 36.08 o , the result of this study shows a trend where normal distance from fault line generally increase with focal depth. The result of VELHYPO suggests that the dip of San Andreas Fault is [7] [8] [9] [10] [11] [12] [13] [14] [15] o SW while those of HPOINVERSE and HypoDD suggest that the dip of San Andreas Fault is nearly vertical and/or [3] [4] [5] [6] [7] o NE beneath the region. This study supports the result of previous studies that San Andreas Fault is non-vertical but dips southwest as a part of propeller-shape. 
