We develop a formal statistical approach to investigate the possibility that leading indicator variables have different lead times at business cycle peaks and troughs. For this purpose, we propose a novel Markov switching vector autoregressive model, where economic growth and leading indicators share a common Markov process determining the state, but such that their cycles are non-synchronous with the non-synchronicity varying across the different regimes. An empirical application to monthly US industrial production (IP) and The Conference Board's Composite Index of Leading Indicators (CLI) for the period shows that on average the CLI leads IP by more than seven months at peaks, but only by three and a half months at troughs. In terms of timeliness, the CLI is therefore most useful for signalling oncoming recessions. Furthermore, we find that allowing for asymmetric lead times leads to improved real-time dating of business cycle peaks and troughs and more accurate forecasts of turning points and IP growth.
Introduction
Reliable leading indicators of the business cycle are of great importance for policymakers, firms, and investors. It is therefore not surprising that economists set out on an intensive quest for such leading indicators, ever since the initial attempts of Mitchell and Burns (1938) for the US economy. This research has provided much insight into the construction, use, and evaluation of leading indicators, see Marcellino (2006) for a recent survey.
Reliability of a leading indicator variable includes aspects such as consistency and timeliness. By consistency we refer to the property that a leading indicator should systematically give an accurate indication of the future course of the economy and should not produce false turning point signals too frequently, for example.
Timeliness means that in order to be useful, a leading indicator variable should have a considerable lead time with respect to business cycle turning points. Most of the currently popular leading indicator variables are believed to have a lead time between six and eighteen months. At the same time, it appears to be the case that many of these variables have a considerably longer lead time at business cycle peaks than at troughs. For example, the Composite Index of Leading Indicators (CLI) currently published by The Conference Board has led cyclical downturns in the economy by eight to twenty months, and upturns by one to ten months during the post-World War II period (The Conference Board, 2001) .
In this paper, we develop a formal approach to investigate whether leading indicator variables have different lead times at peaks and troughs. For this purpose, we propose a novel Markov switching vector autoregressive model, where economic growth and leading indicator variables share a common cycle determined by a single Markov process, but such that their regime-switching is not exactly synchronous with the length of the displacement, or lead/lag time varying across the different regimes. We follow a Bayesian approach for estimation of the model parameters, with posterior results being obtained through flexible Markov Chain Monte Carlo techniques. The advantage of Bayesian analysis of the model is that it allows us to treat the lead/lag times as unknown parameters. We can then use their posterior distributions to conduct statistical inference on the asymmetry of the lead/lag structure at peaks and troughs.
1
We provide an empirical application involving monthly US industrial production (IP) and The Conference Board's CLI over the period . We find that on average the CLI leads IP by more than seven months at peaks, but only by three and a half months at troughs. This suggests that, in terms of timeliness, the CLI is most useful for signalling oncoming recessions. The posterior results provide convincing evidence in favor of the presence of a non-synchronous common cycle with asymmetric lead times. The Bayes' factor relative to an alternative specification with equal lead times at cyclical downturns and upturns is very large. The same applies to models with synchronous cycles and with independent cycles in the different variables. In addition, the CLI is more consistent and more timely in terms of signaling oncoming recessions when embedded in the general model specification. In order to examine the practical usefulness of allowing for asymmetric lead times we conduct a business cycle dating and forecasting exercise for the period from October 1987 to July 2004, using real-time data for both the CLI and IP. We find that allowing for asymmetric lead times leads to more timely and precise identification of peaks and troughs for the 1990-1991 and 2001 recessions, as well as more accurate out-of-sample forecasts of turning points as well as IP growth rates.
The paper is organized as follows. In Section 2, we introduce our novel Markov switching vector autoregressive model. In addition, we describe (nested) alternative specifications, which allow for a non-synchronous common cycle but with identical lead times at all possible regime switches, for a synchronous common cycle, and for independent cycles. To facilitate interpretation of the models, we focus on the bivariate case, where both economic growth (or the coincident indicators) and the leading indicators are represented by a single variable. We provide details of the Bayesian approach for parameter estimation and inference in Section 3. In Section 4 we discuss the empirical results based on estimating the different model specifications over the complete sample period. In Section 5, we consider the real-time performance of the alternative cycle representations in terms of identifying peaks and troughs, and forecasting turning points and IP growth. Finally, we conclude in Section 6.
Model specification
Our point of departure is the assumption that the cycles in both output (or another measure of aggregate economic activity) and the leading indicator consist of two regimes (although extensions to multiple regimes are possible) labeled 'recession' and 'expansion', which are characterized by different mean growth rates of these variables. To make this precise, let y 1,t and y 2,t denote the growth rates of output and the leading indicator, respectively, in period t. Consider the unobserved binary random variables s 1,t and s 2,t , where s j,t takes the value 0 in case y j,t is in expansion and 1 in case y j,t is in the recession regime. The mean growth rate conditional on the state s j,t is denoted as µ j,s j,t ≡ E[y j,t |s j,t ], for j = 1, 2, where typically µ j,1 < 0 < µ j,0 such that recessions and expansions correspond to periods with negative and positive average growth, respectively. The properties of s 1,t and s 2,t determine the relationship between the cyclical behavior of economic activity and leading indicators, and we return to these in detail below. For the moment it is sufficient to say that they are assumed to be homogeneous first-order Markov processes. Finally, assuming first-order autoregressive dynamics in the demeaned growth rates, we arrive at the specification y 1,t − µ 1,s 1,t = φ 1,1 (y 1,t−1 − µ 1,s 1,t−1 ) + φ 1,2 (y 2,t−1 − µ 2,s 2,t−1 ) + ε 1,t
(1) y 2,t − µ 2,s 2,t = φ 2,1 (y 1,t−1 − µ 1,s 1,t−1 ) + φ 2,2 (y 2,t−1 − µ 2,s 2,t−1 ) + ε 2,t , where
and ε 1,t 1 and ε 2,t 1 are independent of s 1,t 2 and s 2,t 2 for all t 1 and t 2 . We may write this model in vector notation as
where
, and E t = ε 1,t ε 2,t .
The Markov switching vector autoregressive (MS-VAR) model in (3) obviously needs to be completed by specifying the exact dynamic properties of s 1,t and s 2,t .
We consider four different specifications, which allow for varying degrees of interrelation between the cycles in economic growth and in the leading indicator. First, an extreme standpoint would be to assume that these cycles are completely independent. In this case, the state vectors s 1,t and s 2,t can be defined as two independent first-order two-state homogeneous Markov processes with transition probabilities Pr[s j,t = 0|s j,t−1 = 0] = p j and Pr[s j,t = 1|s j,t−1 = 1] = q j , j = 1, 2. (5) Second, the other extreme would be to assume that the variables y 1,t and y 2,t share a common business cycle, which is obtained by imposing
As a consequence, a single underlying Markov process with transition probabilities p and q can be used to model the business cycle. We refer to Krolzig (1997), Paap and van Dijk (2003) , and Chauvet and Hamilton (2006) for extensive treatments of this model specification.
Third, a more subtle approach, as proposed in Hamilton and Perez-Quiros (1996) , is to assume that, although economic growth and leading indicators share the same business cycle, the cycle of the leading indicators leads or lags the cycle of economic growth by κ periods, that is s 2,t = s 1,t+κ .
Note that positive values of κ correspond to the situation that the cycle of y 2,t leads the cycle of y 1,t by κ periods, whereas negative values correspond to a lag of |κ| periods. We may treat the lead time κ as an unknown parameter to be estimated.
As discussed in the introduction, stylized facts show that on average leading indicators have a longer lead time when entering a recession than when entering an expansion. To capture this phenomenon, we consider a new specification of the state vectors accompanying the MS-VAR model (3) such that s 2,t leads s 1,t by κ 1 periods at peaks and by κ 2 periods at troughs. This may be formalized by defining s 2,t as
To understand that this specification indeed gives rise to the desired asymmetric lead times, consider the case where κ 1 ≤ κ 2 . Defining s 2,t as the product from s 1,t+κ 1 to s 1,t+κ 2 , essentially implies that recessions in y 2,t start κ 1 periods before recessions in y 1,t , while they end κ 2 periods earlier. Note that, consequently, recessions in y 2,t are |κ 2 − κ 1 | periods shorter than recessions in y 1,t . On the other hand, if κ 1 > κ 2 , recessions in y 2,t are |κ 1 − κ 2 | periods longer than recessions in y 1,t . Obviously, lengthening of the recession periods is equivalent to shortening expansions. For that reason we define s 2,t in (8) in terms of the product over (1 − s 1,t ) in this case.
Note that the specification of s 2,t in (8) embeds the specifications with a synchronous common cycle (κ 1 = κ 2 = 0), and with a non-synchronous common cycle with symmetric lead/lag times at peaks and troughs (κ 1 = κ 2 ) as special cases. This facilitates testing for the degree of interrelation between the two cycles. The four specifications of the state vectors s j,t , for j = 1, 2, discussed above are illustrated in Table 1 .
-Insert Table 1 about here -
The bivariate MS-VAR(1) model in (3) may be extended in several directions to make it more realistic and useful in empirical practice. First, we may want to consider multiple coincident indicator variables, based on the original idea of Burns and Mitchell (1946, p. 3) that the business "cycle consist of expansions (and recessions) occurring at about the same time in many economic activities." Similarly, it may be beneficial to include multiple leading indicator variables, as different recessions have different sources and characteristics and thus may be signaled by different leading indicators, see Stock and Watson (2003) , among others. This may be accommodate by taking y j,t to be a (m j × 1) vector, for j = 1, 2, such that the model includes m 1 coincident indicators and m 2 leading indicators. In case both m 1 > 1 and m 2 > 1, it may be cumbersome to clearly define the relationships between the states s j,t , j = 1, . . . , m 1 + m 2 directly as in (8), as now there are m 1 × m 2 different lead/lag times to consider. A possible solution then is to employ a dynamic factor structure as in Chauvet (1998) , where all coincident and leading indicators are related with a certain lead/lag time to a latent common factor that exhibits regime-switching behavior.
Second, the model may be extended to incorporate higher-order dynamics in the coincident and leading indicators. For any lag order k ≥ 0, the general MS-VAR 5 model reads
or, using lag polynomial notation
A third possible extension of the model concerns the possibility of multiple regimes. Several applications of Markov switching models to US GDP, for example, have found that allowing for a third regime to capture the so-called 'bounce-back effect', that is a short period of rapid recovery following recessions, considerably improves the description of the cyclical dynamics of output, see Sichel (1994 ), Boldin (1996 , and Clements and Krolzig (2003) , among others. In the case of multiple regimes, specifying the lead/lag structure of the regime-switches for the different variables in the model may be complicated and has to be done with care.
Fourth, a model specification in which the transition probabilities of the Markov processes s j,t , for j = 1, 2, depend on observed explanatory variables may be considered, see Diebold et al. (1994) , Filardo (1994) , and Diebold and Rudebusch (1996) , among others.
Fifth and finally, regime-dependent heteroskedasticity and correlations among the shocks E t may be captured by replacing the assumption E t ∼ N(0, Σ) in (3) by
In the empirical application below we consider another type of dynamics in the error (co-)variances to accommodate the effects of the 'Great Moderation', that is the large and persistent decline in volatility of US macro-economic time series since the mid-1980s, see McConnell and Perez-Quiros (2000) , Sensier and van Dijk (2004) , and Herrera and Pesavento (2005) , among others. Specifically, we allow for a single structural break in the covariance matrix of E t :
where I[·] denotes the indicator function, taking the value one if the condition in brackets is true and zero otherwise, and Ω 0 and Ω 1 are (2 × 2) covariance matrices.
We treat the break point τ as an unknown parameter to be estimated.
Estimation and inference
Parameter estimation and inference on the regimes in MS-(V)AR models is commonly done using maximum likelihood coupled with the EM-algorithm, see Hamilton (1989 Hamilton ( , 1994 for details. However, as we want to conduct inference on the discrete lead/lag time parameters κ 1 and κ 2 in (8), a frequentist approach is not feasible. We therefore adopt a Bayesian approach. In Section 3.1 we derive the likelihood function of the model. Sections 3.2 and 3.3 discuss the prior specification and posterior simulation.
The likelihood function
We first derive the complete data likelihood function. We focus on the derivation for the bivariate MS-VAR model (9) with asymmetric lead/lag structure as given in (8). The likelihood of the other specifications can be derived in a similar way.
Following Hamilton (1989) and Paap and van Dijk (2003) we replace M St by
where ⊙ denotes the Hadamard or element-by-element product and where S t is given in (4) with (8). Hence, (13) for t = k + 1, . . . , T , where T denotes the sample size and Σ t is specified in (11).
The conditional density of Y t for this model given the past and current states S t = {S 1 , . . . , S t } and given the past observations
7 where E t follows from (13). Hence the complete data likelihood function for model
where 
The complete data likelihood in case κ = κ 1 = κ 2 follows directly from (15). In case we have separate cycles for the two series in Y t we have to extend (15) with the likelihood contribution of the second cycle in a straightforward manner.
Prior specification
We opt for a prior specification that is relatively uninformative compared to the information in the likelihood. For the transition probabilities p and q, we take independent and uniformly distributed priors on the unit interval (0, 1)
Under flat priors for p and q special attention must be paid to the priors for Γ 0 and (2003) we take priors for Γ 0 and Γ 1 on subspaces which identify the regimes, that is,
8 Hence, we impose that growth rate µ for the first series is positive if s 1,t = 0 and negative if s 1,t = 1. For the model specification with two independent cycles or, put differently, two independent Markov processes s 1,t and s 2,t we take the priors given in (17) for both sets of transition probabilities. In that case, the prior for Γ 0 and Γ 1 as given in (18) is augmented with the additional restrictions Γ 0,2 > 0 and Γ 0,2 + Γ 1,2
for identification of the regimes of y 2,t .
For the shift parameters κ j we take a discrete uniform prior
for j = 1, 2. Hence, we allow for a maximum lead/lag time of c j periods. The same prior is used for the lead time κ in the model specification with a non-synchronous common cycle but equal lead times at peaks and troughs based on (7).
For the autoregressive parameters we use flat priors
and for Ω j we take the uninformative prior
for j = 0, 1. This prior results from a standard Wishart prior by letting the degrees of freedom approaching zero, see Geisser (1965) .
Finally, for the break parameter τ we take a discrete uniform prior
hence not allowing for a break in the first and last b observations of the sample period.
The joint prior for the model parameters p(θ) is given by the product of (17)- (22).
Posterior distributions
The posterior distribution for the model parameters of the Markov switching vector autoregressive model is proportional to the product of the prior p(θ) and the
To obtain posterior results we use the Gibbs sampling algorithm of Geman and Geman (1984) together with the data augmentation method of Tanner and Wong (1987) . The unobserved state variables
are simulated alongside the model parameters θ, see Albert and Chib (1993) , McCulloch and Tsay (1994) , Chib (1996) and Kim and Nelson (1999) , among others.
The Gibbs sampler is an iterative algorithm, where one consecutively samples from the full conditional posterior distributions of the model parameters. This produces a Markov chain, which converges under mild conditions. The resulting draws can be considered as a sample from the posterior distribution, see Smith and Roberts (1993) and Tierney (1994) for details. In Appendix A we derive the full conditional
for the model specification with asymmetric lead/lag structure.
Empirical results
We apply the Markov switching VAR models proposed in Section 2 to examine the suggests that the CLI turning points have a longer lead time for business cycle peaks than for troughs. We apply the four different specifications of the Markov switching model discussed in Section 2 to investigate more formally whether this indeed is the case, and to examine by how many periods the leading indicator actually is leading at peaks and troughs. In addition, for comparison we include a linear vector autoregressive model, which can be obtained from (9) by setting M St = M for all t. In the first part of this section we discuss results from the models that do not allow for a structural break in volatility. In the second part we consider models that incorporate a single structural break in volatility as in (11).
No structural break in volatility
To perform inference we use the Bayesian approach as discussed in Section 3 with the prior specifications given in Section 3.2. We set the parameters c 1 and c 2 in the priors for the lead/lag times κ 1 and κ 2 equal to 12, which implies that we allow for a maximum non-synchronicity of one year in the cycles of both series. We consider several specifications for the autoregressive dynamics in (9). Unreported
Bayes factors based on moderately informative priors on Φ indicate that a lag order k = 1 with additional restrictions φ 1,1 = φ 2,1 = 0 is most appropriate, see Hamilton and Perez-Quiros (1996) for a similar specification. Hence, only lagged CLI growth enters the equations for both IP and CLI.
-Insert Table 2 about herePosterior results of the five estimated models are shown in Table 2 , based on 100,000 simulations following a burn-in period of 10,000 iterations. The first panel of the table shows that in the linear VAR model the posterior mean of the average monthly growth rate over the sample period is 0.26% for industrial production and 0.12% for the composite leading index. In the MS-VAR models we observe clear differences in the average growth rates during with recession and expansion periods.
Depending on the model specification, the posterior means of the average growth rates during expansions are between 0.39% and 0.46% for the IP series. For recessions the posterior means are between -1.09% and -0.84%. The posterior mean of the probability of staying in an expansion regime is about 0.97, while the probability of staying in a recession regime is considerably lower at about 0.82. This obviously reflects the fact that recessions typically last much shorter than recessions. Based on these average transition probability estimates, the expected duration of a recession is between five and six months, compared to 33 months for expansions. Note that there is much more variability in the posterior means of the probability of staying in a recession than for the expansion staying probability across model specifications.
In particular, the probability of staying in recession increases to 0.86 in the nonsynchronous common cycle specification of Hamilton and Perez-Quiros (1996) .
The fourth panel of Table 2 shows that in the model with a non-synchronous common cycle (7) We compare our recession periods with those based on the NBER turning points, thus assuming that the latter are correct. We do note however that our analysis is solely based on cycles in IP, whereas the NBER focusses on multiple indicators, including real GDP, real income, employment, industrial production, and wholesaleretail sales. The bottom graph reveals that the model with an asymmetric lead/lag time at peaks and troughs as (8) 
Structural break in volatility
Next, we consider the same set of models but allowing for a single structural break in the covariance matrix as in (11). The parameter b in the prior for the break date is set equal to 6, so that we do not allow for a break in the (co-)variances in the first and last six observations. The other prior specifications are kept the same. Posterior results for the five models are shown in Table 3 .
-Insert Table 3 suggesting that the strength of the co-movement between the series also declined.
-Insert Figure 3 about here -
The first panel of Table 3 shows that the posterior means of average growth rates over the observation period become somewhat smaller if we allow for a structural break, at 0.25% and 0.11% for IP and the CLI, respectively. This also holds for the posterior means of the growth rates in the expansion and recession periods in the different Markov switching models.
The posterior mean of the lead time of the leading indicator in the non-synchronous common cycle model in (7) now is about 3.6 months, slightly more than half a month less than for the model without the volatility break. The posterior means of κ 1 and κ 2 in the model with asymmetric lead/lag times as in also change slightly, but such that their difference becomes even larger with the posterior mean lead time at peaks being 7.3 months compared to 3.5 months at troughs. Figure 4 displays the posterior distribution of the κ j parameters, for j = 1, 2 in this model specification, showing that the posterior mode is κ 1 = 6 and κ 2 = 4. The posterior probability that κ 1 = κ 2 is only 0.05, providing complementary evidence that the lead times at the start of recessions and expansions really are different.
-Insert Figure 4 about hereAgain we find that the marginal likelihood of the model with an asymmetric lead/lag structure is higher than for the other cycle specifications, although the differences in the log marginal likelihood value are smaller than for the models without a volatility break. The Bayes factor compared with the non-synchronous common cycle specification is exp(2.2) ≈ 9.0 and hence, there is still considerable posterior evidence for the asymmetric lead/lag specification. 
Real-time business cycle dating and forecasting
The full-sample estimation results discussed in the previous section demonstrate that using the CLI within an MS-VAR model delivers an accurate description of US business cycle dynamics ex post. The practical usefulness of leading indicator variables, however, crucially hinges upon their ability to signal changes in the business cycle ex ante. Furthermore, as both the CLI and IP are subject to substantial revisions after their initial release, a realistic assessment of this issue requires the use of real-time data that was actually available when the forecasts were supposed to be made. Two related aspects of real-time performance are of interest. First, we consider real-time business cycle dating, as in Chauvet and Piger (2007) , and examine how quickly the different models provide a reliable signal that the business cycle regime has changed. future observations taking the model as data generating process. We use the means of the predictive distributions as point forecasts. This implies that the forecast for s 1,T −1+h is the predictive probability that s 1,T −1+h equals 1 or, put differently, the probability that month T −1+h is part of a recession. We consider forecast horizons up to h = 12 steps ahead, where it should be noted that in fact the one-step ahead prediction is a nowcast as it is made at the end of month T .
Business cycle dating results
For a business cycle dating procedure to be useful in real time, it should strike a balance between the speed at which regime shifts are detected and the accuracy of estimated turning point dates. The posterior distribution p(s 1,t |Y T −1 ) constructed at the end of month T delivers smoothed probability estimates Pr[s 1,t = 1|Y T −1 ] for t = 1, 2, . . . , T − 1. To convert these recession probabilities into turning point estimates, we may again use a specific dating rule as we did in Section 4, where we defined a recession as a period of six consecutive months where the recession probability exceeds 0.5. Some business cycle analysts, however, may be more inclined to accept also weaker signals, if the speed of detection is of utmost importance.
Others may prefer to wait longer, in order to gain accuracy and certainty about the dates obtained. For this reason, instead, we visualize the recession probabilities and leave the exact dating rule to the reader. -insert Figure 7 about here -
Forecasting results
We conclude our analysis by evaluating the (relative) accuracy of real-time h-month ahead forecasts of the business cycle regime and of IP growth, for h = 1, 2, . . . , 12.
To evaluate the latter forecasts we use the mean squared forecast error (MSFE) 
2 , for h = 1, . . . , 12, (24) whereŝ 1,t|t+h denotes the h-step ahead forecast of the state variable made at time t + 1, and where NBER t+h is a binary variable which equals 1 if, according to the NBER turning points, the economy is in recession at time t + h.
To facilitate the forecast comparison, we take the most general model specification, that is, the asymmetric non-synchronous common cycle model as reference point. The first panel of Figure 8 displays ratios of the TPFE(h) for h-step ahead forecasts of probability of recession obtained from the MS-VAR models with independent cycles, with a synchronous common cycle and with a symmetric nonsynchronous common cycle relative to the asymmetric non-synchronous common cycle model. We observe that the asymmetric model outperforms the other models in forecasting turning points as all ratios exceed unity, except for the synchronous common cycle model at h = 12 months ahead. The improvement in forecast accuracy is especially large for short horizons, in particular for the symmetric nonsynchronous common cycle specification of Hamilton and Perez-Quiros (1996) . For horizons longer than 10 months the differences are relatively small. The model specification with a synchronous common cycle is second best for all horizons.
-insert Figure 8 about here -
We test whether the differences in TPFE's are statistically significant by means of the Diebold and Mariano (1995) test of equal predictive accuracy. The results in the first panel of Table 4 for forecast horizons h = 1, 2, 3, 6, 9, and 12 months lead to slightly different conclusions than the graphical evidence in Figure 8 . In particular, the asymmetric non-synchronous common cycle model provides significantly more accurate forecast than the symmetric variant only for one month ahead, despite the still sizable values of the TPFE ratios for longer horizons. The synchronous variant, although being second best is still significantly worse for forecast horizons of two and three months.
-insert Table 4 about here -
The second panel of Figure 8 displays the ratios of the MSFE(h) for h = 1, . . . , 12
for IP growth forecasts for the same three models relative to the asymmetric nonsynchronous cycle model. Differences in forecast performance are smaller but still the novel cycle specification outperforms the other models. The second panel of Table 4 displays the corresponding Diebold and Mariano (1995) test results. Comparing the general model with the variants with independent cycles and with a synchronous common cycle, the MSFE differences are significant for 1, 9 and 12 months ahead.
The differences with the symmetric non-synchronous common cycle model are not statistically significant, except perhaps for the three months ahead forecasts.
In sum, our model produces sharper and more accurate turning point estimates,
in particular for business cycle peaks. Concerning the speed of detection, our model proves to be advantageous especially to detect business cycle troughs. For the last two recessions, the troughs where detected over a year ahead of the NBER's announcements. The asymmetric non-synchronous common cycle model also provides more accurate forecasts than the other models, especially for turning points.
Conclusions
In this paper, we have developed a formal statistical approach to investigate whether To sample Γ 0 we rewrite (13) as where Zellner (1971, Chapter III) . The prior restriction for identification can easily be incorporated by sampling from truncated normal distributions.
A.2 Sampling of Γ 1
To sample Γ 1 we rewrite (13) as
This is again a regression model with parameter Γ 1 and an error term with unit variance. The full conditional posterior distribution of Γ 1 is normal with mean
. Again, the prior restriction for identification can easily be incorporated by sampling from truncated normal distributions.
A.3 Sampling of Φ Φ Φ
To sample Φ we note that (13) is a multivariate regression model with regression parameters Φ i for i = 1, . . . , k.
′ . This multivariate regression model can be written as A.4 Sampling of Ω 0 and Ω 1
It is easy to see from the conditional likelihood (15) and the prior specification (21) that the full conditional posterior of density Ω 0 and Ω 1 is proportional to .5) and hence the covariance matrices Ω 0 and Ω 1 can be sampled from inverted Wishart distributions with scale parameters (
and degrees of freedom τ − k − 1 and T − τ + 1, respectively, see Zellner (1971, p. 395) .
A.5 Sampling of p and q
From the conditional likelihood function (15) it follows that the full conditional posterior densities of the transition parameters are given by
where N i,j again denotes the number of transitions from state i to state j. This we have separate state variables s t for the two series we can sample both transition probabilities separately.
A.6 Sampling of τ
The full conditional posterior density of τ is given by
As τ has can only take discrete values on the range (ν + k + 1, T − ν] we can easily sample from its full conditional posterior distribution.
A.7 Sampling of κ
If our model contains non-synchronous cycles in both series we have to sample one or two κ parameters. As the κ parameters are discrete we can compute the value of the posterior distribution for κ j ∈ {−c j , . . . , c j } and scale these values such that they add up to one. We can now easily sample a value for κ. Note that we can sample κ 1 and κ 2 at once from their joint full conditional distribution.
A. 
where f (Y t |Y t−1 , S t , θ) is defined in (14), κ max = max(κ 1 , κ 2 ), κ min = min(κ 1 , κ 2 ) and the constant of proportionality can be obtained by summing over the two possible 23 values of s t . At time t = T the term p(s T +1 |s T , θ) drops out. The first k states can be sampled from the full conditional distribution .11) for t = 1, . . . , k, where at time t = 1 the term p(s t |s t−1 , θ) is replaced by the unconditional density p(s 1 |θ), which is a binomial density with probability (1−p)/(2−p−q).
Sampling of the state variables can be done as follows. Take the most recent value of s T and sample the states backward in time, one after another, starting with s T . After each step, the t-th element of s T is replaced by its most recent draw. (5), (ii) A synchronous common cycle as in (6), (iii) A non-synchronous common cycle with identical lead/lag time κ at peaks and troughs as in (7), and (iv) A non-synchronous common cycle with different lead/lag times κ 1 at peaks and κ 2 at troughs as in (8). The dark and light grey shaded areas correspond to recession periods in y 1,t and y 2,t , respectively. (5), (ii) a synchronous common cycle as in (6), (iii) a non-synchronous common cycle with identical lead/lag time κ at peaks and troughs as in (7), and (iv) a non-synchronous common cycle with different lead/lag times κ 1 at peaks and κ 2 at troughs as in (8). Posterior results are based on 100,000 draws. Number of burn-in simulations is 10,000. Note: The left and right panels of the table present differences of the TPFE(h) and MSFE(h) values, respectively, of the MS-VAR models with independent cycles, with a synchronous common cycle and with a symmetric nonsynchronous common cycle, relative to the asymmetric non-synchronous common cycle model. Heteroskedasticity and autocorrelation consistent (HAC) standard errors are given in parentheses. (All numbers are multiplied with 100.) * * * , * * and * indicate significance at the 1%, 5% and 10% level of singificance, respectively. Table 2 for definitions of the specifications for the processes s 1,t and s 2,t . The dark and light grey shaded areas correspond to recessions in IP and the CLI, respectively, following the rule that a recession is defined as (at least) six consecutive months where the posterior mean of s j,t is larger than 0.5. Note: The graphs present the relative forecast accuracy of the MS-VAR models with independent cycles, with a synchronous common cycle and with a symmetric non-synchronous common cycle, relative to the asymmetric non-synchronous common cycle model. In panel (a), TPFE(h) ratios for h-months ahead forecasts of the recession probabilities are shown. Panel (b) shows the MSFE(h) ratios for forecasts of IP growth.
