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Preface 
 
Dear Participants, 
 
Confronted with the ever-increasing complexity of technical processes and the growing demands on their 
efficiency, security and flexibility, the scientific world needs to establish new methods of engineering design and 
new methods of systems operation. The factors likely to affect the design of the smart systems of the future will 
doubtless include the following: 
• As computational costs decrease, it will be possible to apply more complex algorithms, even in real 
time. These algorithms will take into account system nonlinearities or provide online optimisation of the 
system’s performance. 
• New fields of application will be addressed. Interest is now being expressed, beyond that in “classical” 
technical systems and processes, in environmental systems or medical and bioengineering applications. 
• The boundaries between software and hardware design are being eroded. New design methods will 
include co-design of software and hardware and even of sensor and actuator components. 
• Automation will not only replace human operators but will assist, support and supervise humans so 
that their work is safe and even more effective. 
• Networked systems or swarms will be crucial, requiring improvement of the communication within 
them and study of how their behaviour can be made globally consistent. 
• The issues of security and safety, not only during the operation of systems but also in the course of 
their design, will continue to increase in importance. 
The title “Computer Science meets Automation”, borne by the 52nd International Scientific Colloquium (IWK) at 
the Technische Universität Ilmenau, Germany, expresses the desire of scientists and engineers to rise to these 
challenges, cooperating closely on innovative methods in the two disciplines of computer science and 
automation. 
The IWK has a long tradition going back as far as 1953. In the years before 1989, a major function of the 
colloquium was to bring together scientists from both sides of the Iron Curtain. Naturally, bonds were also 
deepened between the countries from the East. Today, the objective of the colloquium is still to bring 
researchers together. They come from the eastern and western member states of the European Union, and, 
indeed, from all over the world. All who wish to share their ideas on the points where “Computer Science meets 
Automation” are addressed by this colloquium at the Technische Universität Ilmenau. 
All the University’s Faculties have joined forces to ensure that nothing is left out. Control engineering, 
information science, cybernetics, communication technology and systems engineering – for all of these and their 
applications (ranging from biological systems to heavy engineering), the issues are being covered.  
Together with all the organizers I should like to thank you for your contributions to the conference, ensuring, as 
they do, a most interesting colloquium programme of an interdisciplinary nature. 
I am looking forward to an inspiring colloquium. It promises to be a fine platform for you to present your 
research, to address new concepts and to meet colleagues in Ilmenau. 
 
 
 
 
 
Professor Peter Scharff     Professor Christoph Ament  
Rector, TU Ilmenau             Head of Organisation 
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Traffic Surveillance using Video Image Detection Systems  
 
 
ABSTRACT 
 
The use of non-intrusive video-detection for traffic flow observation and surveillance is 
the primary alternative to the conventional inductive loop detector. A Video Image 
Detection System (VIDS) can derive traffic parameters by means of image processing 
and pattern recognition methods. Classic systems like inductive (double) loops or 
microwave radar detectors are able to measure presence and length of a vehicle as well 
as speed and time gap to the preceding vehicle. Existing VIDS emulate the inductive 
loop by virtual loops and derive the traffic parameters in a similar way. Additional 
benefits of the VIDS, e.g. large area observation of traffic flow or detection of special 
behaviors of single vehicles can not be exploited in this way. To expand the common 
approach for new types of information (queue length or erratic movements), we use a 
trajectory based recognition algorithm, which is related to the detection and tracking of 
individual vehicles in an image sequence. As an essential application for this algorithm it 
will be demonstrated how the usual characteristic traffic parameters can be derived from 
the measured trajectories. This facilitates a direct comparison between the video based 
and the classic inductive loop measurement of the traffic parameters. 
 
INTRODUCTION 
 
An intelligent traffic management is based on exact knowledge of the traffic situation. 
Traffic monitoring of roads and intersections is therefore an essential prerequisite for the 
implementation of an Intelligent Transportation System (ITS). The most common 
detection and surveillance systems to measure traffic flow on public roads are inductive 
loops and microwave radar systems. The analysis and comparison of different sensors 
is found in [17]. In the last 15 years VIDS using real time image processing [1, 2, 3, 14, 
15] became more attractive. Besides traditional parameters like presence, vehicle 
length, speed and time gap between two vehicles they can also determine congestion 
length, source-destination matrices, blockage or accidents and estimate travel times [6, 
7, 8, 9]. This paper is organized as follows: After an overview of existing VIDS, the 
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approach is introduced. An example installation is then described and the results for this 
installation are presented. The article concludes with a summary and an outlook. 
 
COMMERCIAL VIDEO DETECTION SYSTEMS OVERVIEW 
 
There is already a variety of commercial VIDS available. Details of selected commercial 
VIDS can be found in Table1.  
Supplier Product Detection Features 
VIP/P vehicle count, queue length measurement 
VIP/D vehicle count, speed, occupancy, 
classification, gap time, headway 
Traficon 
 
 
 
http://www.traficon.com/ 
VIP/I stopped vehicle, wrong-way drive, 
pedestrians, lost cargo, smoke / fire, queue, 
speed reduction 
Image Sensing Systems 
 
http://www.imagesensing.com/ 
Autoscope 
RackVision 
vehicle count, vehicle length classification, 
speed, occupancy time, gap time, 
congestion, accident, wrong way drive 
Aimetic 
 
http://www.aimetis.com/ 
AIRA 2005 automatic detection and tracking, object 
classification, automatic pin / tilt / zoom, 
unauthorized movement in target zones 
 
Table 1: Commercial VIDS for traffic detection and surveillance 
 
These systems usually provide reliable traffic parameters according to the specifications 
but also lack the versatility for changing requirements on the surveillance system. For 
instance, limitations from measurement principles in the spectral or spatial range can be 
compensated, if complementary sensor systems are combined [10]. Examples are the 
combination of sensors for visible and infrared radiation or the use of several cameras 
with different views to cope with occlusions caused by buildings, traffic signs, trees, or 
cars [16]. Another trend is to combine the traffic object data with image information and 
geo-coded object description to get a user-friendly traffic characterization with GIS tools 
[18].  
 
APPROACH     
 
The approach presented here can be separated into four steps (Figure 1). Firstly, all 
moving objects have to be extracted from each frame of the surveillance video 
sequence. Then these traffic objects have to be projected onto a geo-referenced world 
plane, tracked in the sequence and thus will be associated with trajectories. Next, those 
have to be evaluated to compute the predefined traffic parameters. The four steps shall 
be described more precisely in the following. 
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Figure 1: Process chain 
 
1. Video Acquisition and Object Detection 
Only digital camera systems are considered. To receive a reliable and reproducible 
result, only compact industry cameras are used. In addition, only widespread interfaces 
and protocols (e.g. IEEE1394, Ethernet) are used for the data transmission. 
In order to extract the traffic objects from an image sequence, different image processing 
libraries or programs (e.g. OpenCV or HALCON) can be utilized. Here the development 
environment HALCON was used. HALCON provides easy access to different image 
sources and a large software library for standard computer vision tasks. An already 
implemented Kalman based background estimator adapts to the variable background 
and generates a difference image with the searched traffic objects. The extracted 
objects (Figure 2) in the image are then grouped using a cluster analysis combined with 
additional filters that incorporate scene knowledge. Such knowledge can be the 
maximum or minimum traffic object size or the possible position of occurrence. Typical 
errors of such an approach are e.g. ghosts and shadows [11,12,13].  
 
Figure 2: (a) Grabbed Image (b) Extracted objects 
 
2. Coordinate Transformation and Camera Calibration 
The existing tracking concept is based on extracted objects, which are geo-referenced to 
a world coordinate system. Therefore, a transformation between coordinates of a 
camera-image to the world coordinate system is necessary. Using collinearity equations 
the world coordinates can be derived from image coordinates. Additional necessary 
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input parameters are interior and exterior orientation of the camera. The interior 
orientation (principal point, focal length and additional camera distortion) can be 
determined by using a well known lab test field. The 10 parameter Brown camera model 
[19] was used for describing interior orientation. Calculating the exterior orientation of a 
camera in a well known world coordinate system is based on previously measured 
ground control points (GCPs) with differential GPS. The accuracy of the points is within 
the range of less than 5 cm. With these coordinates an approximate orientation can be 
deduced using DLT [20]. Then the exterior orientation is calculated with the spatial 
resection algorithm. The lateral error in X- and Y-direction achieved by this approach is 
20 cm in 100m distance from projection centre. 
 
3. Tracking and Trajectory Creation 
The tracking algorithm is supposed to provide object data information combined in a so-
called state vector with respect to time. The state of an object can be described with 
position, velocity and acceleration in X-, Y- and Z-direction. Features like form, size and 
color can be added. The first task is the object identification in a video sequence by its 
predicted state vector. This is done by observation-object-association [14,15]. The 
tracking of a single object was realized with a Kalman-filter. It estimates the state of an 
object for the time stamp of the following picture, thus allowing the estimated state and 
the observed object data to be compared. If both are within a certain feature space 
distance they can be associated to the same object. An important problem is the 
initialization of the Kalman-filter. The trajectories are then submitted to the analysis 
module as soon as they are created for the derivation of traffic parameters (TP). 
 
4. Traffic Parameters Derivation and Data Structures 
Incoming trajectories are processed and used for the computation of traffic parameters 
by a separated module in this approach. The procedure for handling the trajectories is 
essentially organized in two nested loops, an inner loop for the analysis of each 
submitted trajectory, and an outer loop that aggregates and updates traffic parameters 
for a time cycle with the analysis results of each trajectory. In the inner loop the 
trajectories are compared to detector structures, defined in world coordinates. Here 
these structures are line detectors or area detectors, placed in the scene. For each 
trajectory, the set of detector structures is tested for trajectory-detector interaction and 
the results are saved. The testing is done for each trajectory by interpolating the object 
positions between discrete moments and finding intersection of detectors and trajectory 
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interpolation between pairs of points in space. For a positive test, the detector stores the 
interpolated spatial coordinates of the intersection and the interpolated moment of 
activation. It will hold this data until it is queried from within the inner loop. At the end of 
the inner loop, detector activations are queried and sorted by time. For multiple 
activations, trajectories are detected, that passed multiple detectors. After a certain time 
interval has elapsed, the outer loop reads out the advanced traffic parameter data 
structures. Also all detectors’ long-time memories are queried and interpreted for the 
derivation of integrated cycle parameters.  
 
FIRST RESULTS     
 
The described approach has been implemented and tested on a traffic intersection in 
Nurnberg, Germany. While the observation conditions were often not agreeable, the 
object detection still provided enough objects for the processing chain. The coordinate 
transformation, multi-object-tracking and trajectory creation worked together on a 
designated PC. Trajectories have been sent to remote computer for the analysis and 
computation of traffic parameters. The results are promising. Incoming trajectories were 
evaluated and traffic parameters computed. The trajectories could be visualized in real-
time (Figure 3 left) and the current situation could be described by means of the derived 
traffic parameters. The update cycle for advanced parameters was chosen as one 
minute. In each interval, activation counts combined with speed information and new 
source destination matrices have been filled and evaluated. For example, Figure 3 (right) 
shows a comparison of computed and manually obtained vehicle counts.  
 
Figure 3: (left) example trajectories in world coordinate system, (right) example count 
results of one detector 
 
These first results are already very successful. Nevertheless, due to occlusions caused 
by the observation position the precision is not convincing. 
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CONCLUSION AND OUTLOOK     
 
The presented approach for a traffic surveillance system has been implemented and 
tested. Thus, it could be shown that standard traffic parameters can be derived based on 
video detection, tracking and trajectory analysis. This step is essential on the way to 
future traffic surveillance systems. Still, the robustness of the processing chain needs to 
be improved. Accumulated data is not very much affected by small errors. However, 
detection errors and tracking problems can deteriorate the trajectory data and lead to 
less usable trajectories for analysis or less reliable traffic parameters. Methods to 
recognize object detection errors and deteriorated trajectories to stitch them together 
correctly as well as deriving new traffic parameters are key factors for current and future 
work. 
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