Findings suggest that some results in the literature are specific for non-ferrous and precious metals and do not necessarily carry over to other metals like steel alloys, electrical metals, light metals, steel or iron ore. However, other results in the literature can be confirmed by the analysis of this comprehensive data set.
Introduction
Metals are not only important for producing countries but also for consumer countries because they are a key input factor in many industries. Therefore, the dynamics of commodity prices are of high relevance for worldwide economic activity (e.g., Labys 2006), e.g., export earnings from metals are often the main source of revenue for some developing countries. Accordingly, commodity price fluctuations may have a major impact on overall macroeconomic performance and living standards in these countries (e.g., Deaton 1999 , Cashin et al. 2002 . Furthermore, companies which process raw materials can be negatively affected by drastic price increases because they suffer from higher input costs. The recent rise of emerging markets puts upward pressure on commodity prices. Technological shifts and significant improvements in the extraction of minerals put downward pressure on commodity prices. Nevertheless, price divergence is limited to some extent because certain metals are substitutes (e.g., platinum and palladium) in the consumption and the production of other goods (Lombardi et al. 2012 , Hammoudeh & Yuan 2008 . Overall, price volatility creates uncertainty among producers, consumers and stockholders. Improving our understanding of commodity price developments and its short and long-run price drivers may also help to better forecast commodity prices (Arezki et al. 2014 ). Thus, a precise examination of commodity prices, their long and short-term cyclical behavior, and their co-movement is essential for economic planning and forecasting purposes.
The significant increase in commodity prices between 2000 and 2008 renewed interest in modeling their
behavior (e.g., Humphreys 2010 , Radetzki 2006 . Due to the rapid growth of the emerging markets, worldwide demand for commodities has increased dramatically. Because of their variety of industrial uses and investment purposes metals play an important role in the construction industry, the electrical industry and the automotive manufacturing among others. They constitute an important subset of non-agricultural and non-fuel commodities closely linked to worldwide business cycles (e.g. Cashin et al. 2002 , Akram 2009 , Lombardi et al. 2012 , Erten & Ocampo 2013 and monetary issues (e.g. Frankel 2008 , Palaskas & Varangis 1989 , Hammoudeh & Yuan 2008 , Arango et al. 2012 , Grilli & Yang 1981 . More recently, China and other emerging markets have become the dominant factor on the metal markets (Belke et al. 2013) . For example, China was the top importer of copper, nickel and tin in 2012 (UN 2014) and at the same time the biggest producer of a number of important metals.
In general, commodity prices are assumed to follow common trends (e.g., Palaskas & Varangis 1991 , Jerrett & Cuddington 2008 , Roberts 2009 , Byrne et al. 2013 , feature sharp price peaks in the short-run (e.g., Deaton & Laroque 1992 , Cashin & McDermott 2002 ) and exhibit asymmetric cycles, i.e. slump phases last longer than boom phases (e.g., Cashin et al. 2002 , Roberts 2009 ). In addition, metal price fluctuations over the last 150 years are characterized by three major super cycles that lasted between 20 and 70 years.
According to Cuddington & Jerrett 2008 and Jerrett & Cuddington 2008 , a fourth super cycle that began in 1999 is underway. Price movements are driven by macroeconomic fundamentals like worldwide industrial production, the oil price, interest and exchange rates (e.g., Palaskas & Varangis 1989 , Leybourne et al. 1994 , Byrne et al. 2013 , Lombardi et al. 2012 Vansteenkiste 2009 , Hammoudeh & Yuan 2008 . Findings suggest, however, that price peaks are triggered by demand shocks rather than by metal specific supply shocks (e.g., Akram 2009 , Labys et al. 1999 .
By investigating co-movement, short-and long-run price cycles, this study examines the dynamics of monthly price series of a variety of mineral commodities during the past 100 years. Therefore, a unique data set is created which includes twenty time series from the following five metal groups: non-ferrous metals (copper, zinc, tin, lead) , precious metals (gold, silver, platinum, palladium), steel alloys (chromium, cobalt, manganese, molybdenum, nickel, tungsten), light metals (aluminum, magnesium), and electrical metals (antimony, bismuth). Steel and iron ore prices are also included in the data set. Co-movement, short-run cycles and super cycles are analyzed by means of common statistical methods and compared to the results in the literature. Thus, the methodological approach of this study is closely related to the work of Cashin et al. (2002) and Roberts (2008) for short-run cycles and Cuddington & Jerrett (2008) for super cycles.
Compared to earlier studies which are mostly restricted to the last 50-60 years or are based on yearly data frequency, this analysis has the major advantage that a large number of monthly observations spanning a wide variety of metals is being considered. The data set also includes a number of metal series that have not previously been considered in the literature. Aim of this paper is to determine whether the findings for major metals (e.g., zinc, tin, aluminum and copper) which are traded on the London Metal Exchange (LME) can be confirmed for this comprehensive data set and the larger time period under consideration.
The results suggest that a number of findings in the literature are specific for non-ferrous and precious metals. This is especially true for short-run cycles and co-movement. Although metal prices have become more synchronized over the past 100 years, co-movement is not a general phenomenon. Seemingly related metals strongly co-move, as indicated by the correlations coefficients that are stronger within metal groups than between them. Considering other metals like steel alloys, light metals or electrical metals, the results may be different. Additionally, price cycles are asymmetric. The average time spent in slump phases is longer than the average time spent in boom phases and slump phases significantly last longer than boom phases (on average). The number of cycles varies significantly depending on the specific metal under consideration.
Overall, non-ferrous metal prices exhibit the greatest number of completed cycles. No evidence of duration dependence can be found. Hence, the probability of a phase ending is independent of the duration that a time series has already spent in this phase. Furthermore, there is no significant correlation between the amplitude and the duration of cycle phases. Regarding long-run trends of metal prices, this study confirms the results in the literature. Metal prices can be characterized by four super cycles, evident during the last 100 years. Additionally, the long-run component of metal prices considerably varies over the set of mineral commodities: multiple changes in the sign of the long-run component are very common.
The rest of the paper is organized as follows. The next section provides a brief overview of the empirical literature on commodity prices behavior. Section 3 describes the data and section 4 the econometric analysis.
The results are discussed in section 5 and section 6 concludes the paper.
Literature
Commodity prices are assumed to follow common trends (e.g., Palaskas & Varangis 1991 , Jerrett & Cuddington 2008 , Roberts 2009 , Byrne et al. 2013 , feature sharp price peaks in the short-run (e.g., Deaton & Laroque 1992, Cashin & McDermott 2002) and exhibit asymmetric cycles (e.g., Cashin et al. 2002 , Roberts 2009 ). In addition, metal price fluctuations over the last 150 years are characterized by three major super cycles. A fourth super cycle that recently began in 1999 is underway (Cuddington & Jerrett 2008 , Jerrett & Cuddington 2008 . This section provides a brief summary of the empirical literature on commodity prices behavior and the macroeconomic determinants that are assumed to drive commodity price movements and trigger sharp price peaks.
The tendency of different commodity prices to move together is called co-movement. This common tendency is the result of supply and demand shocks that affect several prices simultaneously and/or from spill over effects from one metals market to another (Labys et al. 1999) . Findings suggest that co-movement is more likely to be present if prices are driven by demand rather than by metal specific supply shocks (Jerrett & Cuddington 2008) . Moreover, metals are co-produced (e.g. nickel and copper, see Cashin et al. 1999 ) and/or substituted in consumption (e.g., platinum and palladium, see Hammoudeh & Yuan 2008) .
Therefore, price divergence is limited to some extent. Cashin et al. (1999) apply simple correlation and concordance analysis in order to measure the extent to which two time series (agricultural and raw materials) are synchronized. Their findings suggest that co-movement is not a general phenomenon. Nevertheless, they find a certain amount of co-movement between seemingly related metals (copper, gold, aluminum, lead, tin, zinc) . Roberts (2009) defines co-movement similarly, namely as the percentage of two price series spent in the same cycle phase (booms or slumps). He concludes that metal prices (aluminum, copper, lead, iron ore, zinc, silver, platinum, tin, mercury, ferrous scrap) strongly co-move. Numerous studies deal especially with gold and silver prices. Results suggest, that the long-run connection between gold and silver prices depends on the specific time period under consideration (Baur & Tran 2014) . Accordingly, gold and silver prices became more separated over time (Escribano & Granger 1998) . Nevertheless, gold and silver prices seem to be closely linked in the short-run (Soytas et al. 2009 , Hammoudeh et al. 2011 ). Pindyck & Rotemberg (1990) triggered a discussion on the excess co-movement of commodity prices.
Seemingly unrelated prices follow a common trend that cannot be explained by macro variables like industrial production, inflation, interest or exchange rates. By using monthly agricultural (i.a. wheat, cotton) and metal (copper, gold) prices, they demonstrate that co-movement is well in excess of what can be explained by macroeconomic fundamentals. They relate this phenomenon to irrational trading and herding behavior of financial market participants. The literature that followed is quite extensive and draws different conclusions with respect to the excessiveness of commodity price co-movement. For example, Palaskas & Varangis (1991) apply cointegration tests and error correction models. Their findings indicate a strong relationship between different commodities but they do not find any evidence for excess co-movement. They do, however, suggest an alternative explanation. Traders may misinterpret a commodity specific supply shock for a macro shock that affects a variety of metals simultaneously. Traders immediately react by going short or long on certain commodity markets and adjusting their position as new and correct information becomes available. In this context, excess co-movement is an exception rather than the rule. Leybourne et al. (1994 ) compare Pindyck & Rotemberg (1990 and Palaskas & Varangis (1991) approaches and conclude that excess co-movement cannot be observed over a wide range of commodities. According to them, another possible explanation for excess co-movement could be the omission of important macroeconomic variables. Other authors either find weak (Deb et al. 1996 , Labys et al. 1999 or no evidence (Deb et al. 1996 , Lescaroux 2009 , Vansteenkiste 2009 ) of co-movement in excess of macroeconomic fundamentals.
In analyzing the dynamics of metal price movements it is important to know the macroeconomic fundamentals that potentially drive prices. These variables may affect a number of metals simultaneously such that its prices move together. 1 The macroeconomic variables that potentially drive commodity prices are industrial production, oil prices, interest rates and the US dollar exchange rate (e.g., Palaskas & Varangis 1989 , Leybourne et al. 1994 , Byrne et al. 2013 , Lombardi et al. 2012 Vansteenkiste 2009 , Hammoudeh & Yuan 2008 . While metal supply is relatively price inelastic in the short-run, demand quickly adjusts in response to the business cycle (Labys et al. 1998) . Thus, via an increase of worldwide demand, a shift in industrial production leads to higher commodity prices (e.g., Pindyck & Rotemberg 1990 , Issler et al. 2014 ). A lower interest rate level increases speculative demand for storable commodities (investors shift out of money into commodities), raises commodity carrying costs and leads to higher supply by boosting the incentive for extraction today rather than in the future (e.g., Pindyck & Rotemberg 1990 , Arango et al. 2012 , Hammoudeh & Yuan 2008 . Accordingly, commodity prices rise in response to falling interest rates (Frankel 1986 , Frankel 2008 . Simultaneously, global liquidity raises commodity demand by threatening financial stability and future asset prices (Belke et al. 2010) . Hence, monetary expansion leads to higher commodity prices via an increase of speculative demand (e.g., Belke et al. 2013 , Batten et al. 2010 , Grilli & Yang 1981 .
Since commodity prices are normally denominated in US dollars, its exchange rate may be a factor that relates different commodity prices to each other (Sari et al. 2010) . On the one hand, commodity exporters may raise prices in times of a weak US dollar in order to correct their purchasing power. On the other hand, a weaker US dollar temporarily leads to lower commodity prices and hence raises their demand such 1 Nevertheless, this study does not particularly focus on the macroeconomic determinants of metal prices movements in this study. Such a detailed analysis would be beyond the scope of this work and is left for future research.
that prices rise again (Lombardi et al. 2012) . Studies show that the US Dollar is able to explain a fairly stable proportion of the variance of commodity prices in the short-run (e.g., Reinhart & Borenzstein 1994 , Lombardi et al. 2012 , Sari et al. 2010 . Finally, the oil price may affect other commodity prices due to cost repercussions because the production of certain metals (e.g., aluminum) is very energy intensive (e.g., Akram 2009 , Vansteenkiste 2009 , Baffes 2007 ).
Overall, economic activity seems to be the dominant influence on the metal markets (e.g., Akram 2009 , Labys et al. 1999 . Price peaks are more likely to occur in response to demand shocks than supply shocks (e.g., Labys et al. 1999 , Brunetti & Gilbert 1995 . However, several authors also stress the importance of supply as the key driver of commodity prices (e.g., Cashin et al. 2002 , Fama & French 1988 .
Another direction of research investigates the cyclical behavior of commodity prices, either in the short run or in the long-run (super cycles). Thereby, co-movement can be either measured by the length of time that two price series spent in the same cycle phase or by the degree to which its super cycle components are correlated. Short-run price cycles usually vary from two to eight years and are assumed to be asymmetric. Accordingly, times of falling prices (slumps) last longer than times of rising commodity prices (booms) (e.g., Cashin et al. 2002 , Roberts 2009 ). Asymmetric cycles occur due to the existence of different market participants like traders, speculators or hedge fund managers. All of these form different expectations, strategies and preferences in response to positive or negative shocks which can result in different speeds of adjustment to the long-run equilibrium (Hammoudeh et al. 2010) . Findings regarding the duration dependence of price cycles are rather mixed. While Davutyan & Roberts (1994) find weak evidence for positive duration dependence, Cashin et al. (2002) conclude that the probability of a boom (slump) ending is independent of the time that is already spent in this boom (slump). Additionally, no significant connection between the amplitude and the length of a phase can be found (e.g., Roberts 2009 ). Regarding the cyclical behavior of metal prices, different authors draw different conclusions. Depending on the specific time period under consideration, either zinc (Cashin et al. 2002 , Roberts 2009 ) or copper (Davutyan & Roberts 1994 , Labys et al. 1998 , Labys et al. 2000 exhibits the most cycles. The average duration of boom and slump phases also significantly varies from study to study. Nevertheless, these studies usually consider a relatively small number of metals and/or a shorter time period.
Long-run price cycles are called super cycles and typically vary between 20 and 70 years, driven by steady expansions of worldwide demand (Cuddington & Jerrett 2008) . Metal price movements during the last 150 years are characterized by three major super cycles: 1890 -1911 , 1930 -1951 and 1962 -1977 (Cuddington & Jerrett 2008 , Jerrett & Cuddington 2008 . A fourth super cycle that began in approximately 1999 is underway. Similar results are found by Erten & Ocampo (2013) based on a comprehensive metal price index: 1885-1921, 1921-1945, 1954-1999, 1999-ongoing . While earlier super cycles were mostly driven by the industrialization and urbanization in Europe, the United States and Japan, this ongoing cycle is caused by China's rapid growth (Cuddington & Jerrett 2008 , Farooki 2010 . In 2008, Jerrett & Cuddington extended their super cycle search (Cuddington & Jerrett 2008) to steel, pig iron and molybdenum prices. They apply simple correlation and principal component analysis in order to investigate the co-movement of these related metals and find evidence in favor of strong co-movement.
To sum up, the literature review bares a number of open questions regarding the price dynamics of mineral commodities: Do metal prices generally comove or is this a phenomenon that is only valid for non-ferrous and precious metals? Is the extent to which metal prices comove changing over time? Finally, this study will contribute to the question whether price cycles are the same over a variety of mineral commodities, either in the short or in the long-run.
Data Description
The following analysis is based on a data set that contains 20 time series over the past 100 years. 2 Most series span the period between January 1910 and December 2011, for a total of 1224 monthly observations. The prices of nine metals are not available for the whole period. For a detailed description of the data set, see Table A .1 in the Appendix. The length of the data set 3 is hugely advantageous in comparison to earlier studies on monthly commodity prices which are mostly restricted to the history of the last 50-60 years or are based on yearly data frequency. Furthermore, a much larger number of mineral commodities is being considered: non-ferrous metals (copper, lead, tin, zinc), precious metals (gold, palladium, platinum, silver), steel alloys (chromium, cobalt, manganese, molybdenum, nickel, tungsten), light metals (aluminum, magnesium), and electrical metals (antimony, bismuth). Steel and iron ore prices are also included in the data set.
[Insert Table 1 here.] The summary statistics in Table 1 mostly confirm the results in the literature regarding non-normality, high first-order autocorrelation and heteroscedasticity of commodity prices (e.g., Deb et al. 1996 , Labys 2 This unique data set was created in the context of the project "Ursachen von Preispeaks, -einbrüchen und -trends bei mineralischen Rohstoffen" (Bräuninger et al. 2013 ) funded by the Federal Institute for Geoscience and Natural Resources (BGR).
3 In order to obtain such long time series, various price information from different sources had to be combined. For example, the aluminum price series was obtained from three different sources and contains four specification/market breaks (New York, London Metal Exchange, 98 % -99.7 %), two distinct weight units and two currency values (¢/lb and US$/metric ton). First, all prices were converted into uniform weight units and currency values. Next, further breaks that were based on different markets or metal specifications were eliminated by combining two consecutive series based on overlapping time series values. Particular attention was paid to ensure that the various definitions/specifications are consistent and comparable over time.
Starting from the current edge, a factor for each break was calculated. Finally, nominal price series were deflated by means of the US Consumer Price Index (2011=100) by the U.S. Department of Labor and logarithms were taken. et al. 1999). Due to heavy tails (outliers), the normality assumption is strongly rejected for almost all series.
Although the assumption of homoscedasticity is rejected for the majority of series, no volatility clusters can be identified in the series and the rejection is attributed to the observed outliers. Nonetheless, certain statistics do not confirm the results in the literature (non-stationarity, negative skewness). Barely half of all series are integrated of order one, most series are stationary. Furthermore, only eight series in our data set are negatively skewed (mostly steel alloys). The remaining eleven series (mostly precious and non-ferrous metals) seem to follow a positively skewed distribution. The kurtosis statistic is mostly well in excess of three, indicating a leptokurtic distribution for all metals. Hence, larger price peaks are relatively common among all series.
[Insert Figure 4 here.] Figure 4 reveals some first insights into the tendency of related metal prices to move together. Thereby, comovement seems to be especially present in the later part of the sample and within metal groups. Regarding the non-ferrous metals, copper and lead prices follow a very similar trend while tin prices exhibit a more volatile pattern. Precious metal prices seem to to be relatively separated before 1970. But, from 1970 onwards, silver, gold, and platinum prices show very similar movements. The remaining series (steel alloys, light metals and electrical metals) are less correlated at first glance.
Econometric analysis
The dynamics of metal prices during the past 100 years are analyzed by investigating co-movement and price cycles both in the short and in the long-run. The econometric analysis of this study is closely related to the work of Cashin et al. (2002) and Roberts (2009) for short-run cycles and Cuddington & Jerrett (2008) for super cycles. Therefore, this section only briefly presents the methodological approach. For additional information, see the literature listed above.
Short term price movements are analyzed by means of short-run cycles that usually vary between two and eight years. Therefore, turning points (peaks and troughs) are defined, and price series are separated into boom and slump phases. Boom phases are characterized by generally rising prices and slump phases by generally falling prices. A shift from a slump (boom) to a boom (slump) phase occurs if prices have risen (fallen) since the last local trough (peak). A local trough in series y t is defined as y t ≤ y t≤k and a local peak as y t ≥ y t≥k , where k usually varies between one and five. Accordingly, temporary price increases (decreases) are possible during slump (boom) phases. However, the amplitudes of such movements are limited to some extent. The Bry-Boschan algorithm 4 is applied in order to determine the turning points in all series. At first this algorithm searches for local minima and maxima in a highly smoothed time series in order to find approximate regions of the turning points. Afterwards the smoothing is reduced until local peaks and troughs are found in the original time series. This study follows Cashin et al. (2002) and Roberts (2009) and modifies the assumptions of the original business cycle algorithm in order to take into account that commodity prices are being analyzed: (1) A cycle (from peak to peak or from trough to trough) must be at least 24 months long (2) A phase (from peak to trough or from trough to peak) must be at least 12 months long (3) The algorithm is applied to real, not trend-adjusted price series. This nonparametric algorithm has the advantage that no assumption about the underlying data-generating process has to be made. It is a very convenient way to summarize periods of falling and rising prices in a consistent and reproducible way (Roberts 2009 ) and previously defined turning points are not affected as new observations become available. Using the example of zinc prices, Figure 5 illustrates the dating of turning points via the Bry-Boschan algorithm. The shaded areas denote slump phases (generally decreasing prices) and the unshaded areas denote boom phases (generally increasing prices). The right hand side chart illustrates the durations and amplitudes of such defined boom and slump phases. Once peaks and troughs are defined, a number of basic statistics are calculated: number of cycles (peak-to-peak and trough-to-trough), time spent in slump and boom phases, duration of cycles, slumps and booms (minimum, maximum and mean), and amplitudes of boom and slump phases (minimum, maximum, mean).
[Insert Figure 5 here.]
In addition, the excess index developed by Harding & Pagan (2002) is calculated. This index (E i ) sets the shape of the actual price path (C i + 0.5 · A i ) in relation to a "triangle approximation"(C T i ), where A i represents the amplitude and D i the duration of phase i. The term 0.5 · A i removes the bias caused by the approximation of the actual price path by a sum of rectangles. The excess index is then given by:
It is divided by duration D i in order to make phases independent from their duration and hence comparable to each other. Thus, it provides a simple measure for the shape of the cycle. In case of linear growth (constant negative or positive growth), this index is equal to zero. A positive excess index during boom phases indicates growth that is greater than it would be under linear growth. For slump phases, a positive index would imply cumulative loss that is stronger than under linear growth.
Furthermore, the Brain-Shapiro test for exponentiality is used (Brain & Shapiro 1983) in order to test for duration dependence (constant hazard function). The hazard function is the conditional probability of phase i ending at time t, given that it has already achieved duration D i . The exponential distribution is the only distribution with a constant hazard function. Accordingly, Brain & Shapiro (1983) explicitly test for exponentiality and provide two tests, one against the alternative of monotonic hazard functions (z) and the second one against non-monotonic hazard functions (z*). Under the null hypothesis, the probability of terminating a phase is independent of the period a time series has already spent in that phase (no duration dependence). A negative (positive) Brain-Shapiro statistic indicates positive (negative) duration dependence (Diebold & Rudebusch 1990) . Positive duration dependence means that the longer a phase has already lasted the more likely it will end. In contrast, negative duration dependence means that the longer a phase has already lasted the more unlikely it will end (Cashin & McDermott 2002) .
Considering short-run price cycles, co-movement is measured by the proportion that two time series Y i,t
and Y j,t spent in the same phase (e.g., Roberts 2009 and Harding & Pagan 2002) . For this purpose, the following concordance statistic 5 is used:
where T is the sample size and S i,t a binary time series that is equal to 1 if series Y i,t is in a boom phase and equal to 0 if series Y i,t is in a slump phase. This statistic has the advantage that it is independent of the selected turning points because it is unaffected by the amplitudes (Cashin et al. 1999) . It is equal between series S i,t and S j,t . Under the null hypothesis of no concordance, this coefficient is equal to zero.
The following regression is used in order to estimate ρ and calculate its heteroscedastic and autocorrelation corrected t-statistic:
whereσ Si andσ Sj are the estimated standard deviation of S i,t and S j,t .
Considering long-run price cycles, the co-movement between two series can also be measured by the degree band-pass (BP) filter 6 by Christiano & Fitzgerald (2003) is applied to decompose real (log) metal prices P t into three cyclical components: the long-run trend, the super cycle component and other (shorter) cyclical components. In general, linear BP filters (BP (P L ,P U ) ) are applied in order to pass through certain cyclical components within a specific range of duration (P L , P U ) and filter out higher and lower frequency components. Therefore, two-sided weighted moving averages are used where the corresponding weights are determined by means of spectral analysis. In the case of symmetric BP filters, these weights are constant.
Such filter methods have the benefit that no assumption about the underlying data model has to be made.
Moreover, the asymmetric BP filter has the major advantage (in comparison to symmetric filters) that no observations at the beginning or the end of the time series get lost because all weights on leads and lags can real (log) prices are decomposed as follows:
where SC [Insert Figure 6 here.]
Results

Correlation and concordance analysis
The full sample correlation analysis in table 2 (lower triangle matrix) reveals significant positive correlations. Considering all metal series, the highest correlations are displayed between lead and copper 6 For a detailed description of its advantages and uses, see Erten & Ocampo (2013) .
prices (0.847) and between aluminum and magnesium prices (0.826). Regarding the non-ferrous metals, tin prices seem to follow different movements since they exhibit overall lower correlation coefficients, as already suggested by Figure 4 . Remarkably, tin prices are closely related to the majority of steel alloy prices.
Furthermore, silver prices are strongly correlated both with gold and platinum prices and with copper and lead prices. This is not surprising since silver is not only used by the jewelry industry and traded as an investment asset like gold, but it also has industrial uses like copper and lead. One striking result is, that the correlation between platinum and palladium prices is very low (0.243). The prices of both metals are mainly driven by their industrial uses and their greatest source of demand is the automotive industry where they are processed into autocatalysts. Despite the high degree of substitutability between both metals, their prices do not indicate significant co-movement during the last 100 years. The correlation coefficients among steel alloy prices are rather mixed; ranging from 0.139 between cobalt and chromium prices up to 0.792 between molybdenum and manganese prices. In addition, steel prices are significantly and positively correlated (> 0.5) for all steel alloy prices except cobalt. Even though steel is made out of iron ore, the correlation between both metal price series is rather loose (0.449). This can be explained by the fact that iron ore used to be sold based on contract prices, and such, its prices have not shown considerable variations over the past 100 years. However, the correlation analysis also reveals a number of negative correlation coefficients, but these are either not significant or relatively low. Copper prices seem to exhibit the most negative correlation coefficients, whereby the lowest negative correlation is displayed between magnesium and copper prices (-0.319).
[Insert Table 2 here.]
The drawback of using simple correlation coefficients in the analysis of metal price movement is that it is affected by the amplitude and duration of sharp price peaks. Therefore, the concordance statistic which only considers the duration and timing of different cycle phases and not their amplitudes is also applied. The results of the concordance analysis in Table 2 (upper triangle matrix) indicate that the majority of series spent most of the time in the same cycle phase. Accordingly, metal price series exhibit a reasonably strong degree of co-movement, whereby most metal price pairs spent more than 50 percent of the time in the same phase. The lowest concordance statistic (0.463) is displayed between platinum and manganese prices and the highest (0.791) between lead and zinc prices. Regarding within group co-movement, non-ferrous metals, light metals, electrical metals, iron ore and steel exhibit a high degree of co-movement (> 0.7). Precious metals and steel alloy prices spent less time in the same cycle phase.
[Insert Table 3 here.]
Since some of the full sample results are surprising and due to the fact that during the past 100 years very different trends can be observed during the past 100 years, the sample is split into two equal parts in order to examine whether the extent to which metal prices co-move has changed over time. Therefore, the full sample is divided into two roughly 50-years subsamples, namely, the first subsample from 1910 till 1959 and the second subsample from 1960 till 2011. While the first subsample is mostly characterized by periods of wars and economic crisis, globalization, both oil crises and the dramatic increase of international trade dominated the development in the second part of the century. Thus, significant differences with respect to both subsamples are expected. 7 The correlation analysis in Table 3 indicates that the correlation coefficient considerably vary over time. While most correlation coefficients are significantly negative in the first subsample, the later part of the sample mostly displays positive correlation coefficients. In general, pairs of metal prices that exhibit a high degree of correlation during the first part of the century are rather loosely correlated during the second part. Some interesting individual results will be briefly presented. While copper and zinc prices hardly co-move (0.181) in the first part of the century, their correlation coefficient rises to 0.667 in the second part and thus indicates a reasonably strong amount of co-movement. The highest correlation in the first subsample is displayed between gold and palladium prices (both precious metals) and between magnesium and aluminum prices (both light metals). Furthermore, the correlation coefficient between steel and iron ore prices is much higher during the first subsample. Accordingly, iron ore and steel markets became more separated over time. While gold prices are negatively correlated with platinum and silver prices during the first subsample, the correlation coefficient switches to (strongly) positive during the second subsample. The same is more or less true for non-ferrous metal prices and steel alloy prices.
In addition, the correlation between steel alloy prices and the steel price is much stronger in the second subsample between 1960 and 2011.
To sum up, the degree of correlation is not particularly high for the full sample but significantly varies over time. While correlation coefficients in the first subsample mostly exhibit negative values, the later part of the sample displays positive correlation coefficients. Evidence of co-movement can be mainly found for the second subsample where correlation coefficients are generally higher. These findings confirm the results in the literature (e.g., Vansteenkiste 2009) that metal prices became more synchronized over time. The only exceptions are iron ore and steel prices. Similar to the results in Roberts (2009) , the concordance statistic indicates a strong overall amount of co-movement regarding the duration and timing of short-run cycle phases. Accordingly, the results of this study partly contradict the findings of Cashin et al. (1999) who do not find a high proportion of co-movement (between agricultural and mineral commodities) based on their concordance analysis. Furthermore, they conclude that co-movement is not a general phenomenon, but that related commodities like metals (aluminum, copper, gold, lead, tin and zinc) do move together. Based on the analysis in this study, this is a conclusion that can not only be drawn for commodities in general, but also for metals: metal price co-movement is not a general characteristic among metal prices, it rather is a phenomenon that is valid within specific groups of metals but not between them.
7 The results of the concordance analysis are not listed here because they do not significantly vary over time.
Short-run price cycles
Averaging across all metals, the time spent in slump phases is 63.72 % (see table 4 ) and, therefore, higher than the average time spent in boom phases (36.28 %). Magnesium, chromium, molybdenum, iron ore and bismuth prices spent almost three quarters of the time in slump phases. Regarding the groups of metals, the time spent in slump phases varies between 58.19 % for non-ferrous metals and 70.68 % for electrical metals. Thereby, the highest degree of variation is noticeable within the group of steel alloys. While cobalt prices only spent 58.44 % of the time in slump phases, the figure for molybdenum prices was 72.35 %. As for the full sample correlation analysis, the results for iron ore and steel prices differ considerably. While iron ore prices spent 73.09 % of the time in slump phases, steel only spent 58.09 % there.
[Insert Table 4 here.]
The total number of cycles (peak-to-peak/trough-to-trough) varies between 10/10.5 for electrical metal prices and 17/16.75 for non-ferrous metal prices. Regarding individual time series, the number of cycles varies between 18/19 for lead prices and 7/7 for iron ore prices. Nevertheless, these values cannot be compared directly because several price series are not available for the whole time period. With respect to those time series that are available from 1910 onwards, the number of cycles ranges from 10/10 for gold prices up to 18/19 for lead prices. Table 4 also list the number of cycles for a smaller subsample; the one that is available for all prices series (1936M01 -2011M12). Again, non-ferrous metals exhibit the most (12.5/12) and iron ore and steel the least number of cycles (7.5/7). The average cycle of all metals exhibits 9.8/9.55 months.
Regarding the precious metals, gold and palladium prices are characterized by an above-average number of cycles (10/11) and silver and palladium prices by a below-average number of cycles (7/8). Averaging across all metal series, the length of a complete cycle varies between 36.70 and 178.65 months. Consistent with the finding that non-ferrous metal prices exhibit the most number of completed cycles, their average duration of price cycles is relatively short (67.97 months).
The results of the excess index indicate that growth during boom phases is usually greater than someone would expect under linear growth. Nevertheless, considering all price series simultaneously, the excess index is equal to zero indicating an overall linear growth during boom phases. With the exception of steel alloy and platinum prices, the excess index during slump phases is positive. Accordingly, the cumulative loss during slump phases is greater than it would be under linear negative growth. Contrary to the results in Davutyan & Roberts (1994) , the results of the Brain-Shapiro test reveal no significant duration dependence for the majority of metal prices. Copper, tin, gold and aluminum prices are the only exception. Davutyan & Roberts (1994) analyzed annual metal prices (lead, zinc, mercury, tin and copper) between 1850 and 1991 and found weak evidence of positive duration dependence. However, Cashin et al. (2002) considered, among other commodities, gold, aluminum, copper, iron ore, lead, nickel, tin and zinc monthly prices between 1957 and 1999 and did not find any evidence of duration dependence. Furthermore, there is no significant correlation between the amplitude and the duration of phases (as in Roberts 2009 ). This is true for both slump phases and boom phases.
Next, boom and slump phases are considered separately (see Tables 6 and 5 ). increase was driven by strong demand during the First World War where antimony was heavily used in the production of ammunition. Averaging across all metals, the strongest price increases are less pronounced (in absolute terms) but shorter (177.19 % in 51.85 months) than the strongest price falls (-191.71 % in 84.20 months) . Accordingly, metal prices increase more strongly in a shorter period of time than they fall.
Considering the groups of metals, steel alloy prices exhibit the most dramatic price movements and iron ore and steel prices are characterized by smaller price peaks which gradually develop over a longer period of time.
[Insert Table 5 and 6 here.]
Summing up, the average time spent in slump phases is longer than the average time spent in boom phases. Furthermore, confirming the results of Cashin et al. (2002) and Roberts (2009) , short-run cycles in metal prices are asymmetric. The average duration of slump phases is significantly longer than the average duration of boom phases. The distribution of the duration of boom phases is positively skewed while the duration of slump phases is more broadly distributed. The number of cycles (peak-to-peak/troughto-trough) significantly varies depending on the specific metal under consideration and ranges from 18/19 for lead prices, to 7/7 for iron ore prices. Overall, non-ferrous metal prices exhibit the most number of completed cycles and steel and iron ore prices the least. Regarding the amplitude and the duration of cycle phases, no general duration dependence can be found. Hence, the probability of a phase ending at time t is independent of the duration that a time series has already spent in this phase. Additionally, the duration and the amplitude of phases are not significantly correlated. The excess index indicates that growth both during boom and during slump phases is usually greater than it would be expected under simple linear growth. The findings with respect to the excess index, duration dependence and the correlation between the duration and amplitude of slump and boom phases is very similar for all metals and correspond to the results in the literature. All the same, the majority of metal prices confirm the findings in the literature. Metal prices are characterized by four super cycles during the following periods of time: before 1910-1938 (peak: 1923), 1938-1968 (peak: 1953), 1968-1996 (peak: 1985) , 1996-ongoing (peak: ?). Aluminum, cobalt and steel prices exhibit one additional super cycle between 1958 and 1995: 1958-1980 (peak: 1972) and 1980-1995 (peak: 1989) .
Long-run trend
The dynamics of nickel, molybdenum, palladium and silver prices follow three larger super cycles: before 1910-1953 (peak: 1934), 1953-1993 (peak: 1978) and 1993-ongoing (peak: ?).
The correlation matrix in Table 7 displays significant positive correlations between the super cycle com-ponents of all metal prices. The only exception is cobalt; its prices are significantly negatively correlated with steel alloy prices. However, these correlations are relatively small. With regard to non-ferrous metals, the correlation of super cycle components is strong (> 0.7). Furthermore, with the exception of silver and platinum prices (0.761) and gold and silver prices (0.685), the super cycle components of precious metals seem to be less correlated (< 0.5). Again, platinum and palladium prices are barely correlated (0.012).
Among the steel alloys, several pairs of super cycle components are strongly correlated (for example, molybdenum and manganese (0.724) and nickel and molybdenum (0.856)). Apart from this, steel alloy prices are characterized by relatively distinct super cycle components. The super cycle components between both light metals and between steel and iron ore prices are strongly correlated (∼ 0.75). Thus, co-movement of steel and iron ore prices cannot be found in the short-run (see section 5.2) but in the long-run. Antimony and bismuth super cycle components show less correlation (0.534). Considering all metal price series, precious and non-ferrous metals are strongly correlated.
[Insert Table 7 here.]
Again, the full sample is divided into two equal parts in order to investigate the changing behavior of co-movement over time (see Table 8 ). Just as for the simple correlation analysis, the first subsample ) mostly reveals significantly negative correlation coefficients whereas the second subsample shows positive and overall stronger correlation coefficients. An exception are non-ferrous metals, their super cycles components are strongly positively correlated both during the first and during the second part of the century. While the super cycle components of palladium and gold prices are positively correlated only in the first subsample, silver and platinum super cycle components are strongly positively correlated in both subsamples. The remaining pairs of precious metals switch from negative to positive correlation coefficients.
Super cycle components of tungsten prices and the other steel alloy prices are uniformly negatively correlated in the first subsample and positively correlated in the second subsample.
[Insert Table 8 here.] Table 9 lists a number of descriptive statistics regarding the super cycle components of all metal series.
As mentioned above, the majority of metals have exhibited four super cycles during the last 100 years.
The average duration of a super cycle is 362 months (∼ 30 years) and varies between 201 months (∼ 17 years) for steel prices (1929 M08-1946 M06, peak 1946 M06) and 555 months (∼ 46 years) for nickel prices (1949 M10-1995 M11, peak: 1978 M03) . The average boom phase lasts 185 months and the average slump phase 183 months. Thereby, the duration of boom phases and slump phases show a similar strong variation:
boom phases last between 72 months (magnesium) and 340 months (magnesium) and slump phases between 63 months (steel) and 342 months (nickel). Regarding the groups of metals, the average duration of the super cycles does not significantly vary. While super cycle components of light metals last 318 months (on average), the super cycle components of precious metals are 396 months long. The only exceptions are iron ore and steel prices.
[Insert Table 9 here.]
The most dramatic price decrease (-156.26 Nevertheless, this deviation can be quite large during certain periods of time: it ranges from -187.18 % for tungsten prices up to 185.56 % for iron ore prices. More than half of all price series exhibited an overall constant long-run trend over the past 100 years. Thereby, six price series decreased and five series increased over the whole period of time. The strongest price increase is visible for copper prices (133.28 % between 1910 and 2011) and the strongest price fall for molybdenum prices (-169.84 % between 1934 and 2011) . The remaining metal series are characterized by both decreasing and increasing periods of time.
[Insert Table 10 here.]
Overall, the results for the majority of metal price series confirm the results in the literature and can be characterized by four super cycles during the last 100 years: 1910-1938 (peak: 1923), 1938-1968 (peak: 1953), 1968-1996 (peak: 1985), 1996-ongoing (peak: 2010) . Just as for the simple correlation analysis, the first subsample mostly reveals significantly negative correlation coefficients and the second subsample 
Summary
This paper explores the dynamics of a number of mineral commodities during the past 100 years. Most series span the period between January 1910 and December 2011, giving a total of 1224 monthly observations.
Based on a unique data set, this study analyzes co-movement, cycles and long-run trends by means of common statistical methods. The results for five different groups of metal prices (non-ferrous metals, precious metals, steel alloys, light metals, electrical metals, iron ore and steel) are compared to the findings in the literature. Compared to earlier studies, this analysis has the major advantage that a large number of monthly observations (1224) over a wide variety of metals (20) is being considered. This data length is a huge asset in comparison to previous studies which are mostly restricted to the history of the recent 50-60 years or are based on yearly data frequency.
Findings in this study suggest that commonly assumed characteristics of metal prices are not necessarily valid for this wider set of mineral commodities. This is especially true regarding co-movement and short-run price cycles of metals. As indicated by the correlation and concordance analysis, metal prices became more synchronized over time. The only exceptions are iron ore and steel, whose prices became more separated over time. The degree of correlation in the first subsample is mostly negative and switches to positive in the second subsample. Furthermore, co-movement is not a general characteristic among metal prices, it is rather a phenomenon that is valid within specific groups of metals but not necessarily between them, as indicated by correlations coefficients that are stronger within groups than between them. The number of cycles significantly varies depending on the specific metal under consideration. Overall, non-ferrous metal prices exhibit the largest number of completed cycles. The highest degree of variation is noticeable within the group of steel alloys. Finally, the long-run component of metal prices considerably varies over the set of metal prices: multiple changes in the sign of the long-run component are not unusual.
Nevertheless, a number of findings are valid for the entire data set: Price cycles are asymmetric. The average time spent in slump phases is longer than the average time spent in boom phases and, on average, slump phases last significantly longer than boom phases. Furthermore, metal prices increase more strongly in a shorter period of time than they fall. No significant evidence of duration dependence can be found.
The probability of a phase ending is independent of the duration that a time series already spent in this phase. In addition, there is no significant correlation between the amplitude and the duration of phases.
The majority of metal price series confirm the results in the literature and can be characterized by four super cycles during the last 100 years: 1910-1938 (peak: 1923), 1938-1968 (peak: 1953), 1968-1996 (peak: 1985) , 1996-ongoing (peak: ?). Boom and slump phases in super cycles take, on average, roughly the same length of time (185/183 months) and show similarly strong variation.
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A Appendix
This data set was created in the context of the project "Ursachen von Preispeaks, -einbrüchen und -trends bei mineralischen Rohstoffen" /citebraun13 funded by the Federal Institute for Geoscience and Natural
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