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THREE THEOREMS ON THE ENVELOPE OF EXTREMALS
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In the analytic case in the plane the theory is relatively complete. For a brief account and references see Bolza [l] , pages 357-369. In 3-space Mason and Bliss [2] have treated the envelope in the case where the envelope is ordinary. Hahn [5] has reduced the minimum problem in 3-space in the non-parametric form to the study of an analytic function of two variables whose Hessian vanishes at the point in question. This transformation of the problem does not however clear up the difficulties inherent in the envelope theory.
There are three theorems on the envelope which go considerably further than the above theory. Of these theorems the first is a topological characterization of a conjugate point, and has been proved by Morse and Littauer [7] . The second theorem is a basic result on the analytic representation of the envelope neighboring one of its points. It is an immediate consequence of two theorems proved by the author, one [9] on the order of a conjugate point, and the other, Morse ([ó] , page 235), on the continuation of conjugate points. It is similar to a theorem independently derived from the author's results by Whitehead ( [4] , page 690).
The two preceding theorems refer to the analytic case. The theorem to which most of this paper is devoted is not so restricted. It gives sufficient conditions for a relative minimum in the problems in parametric form when the end points A and B of the given extremal g are conjugate.
2. The Functional. Let R be an open region in the space of the variables (x\,
be a function of class C" for xmR and (r) ^ (0). We suppose that F(x, r) is positively homogeneous in the variables r of order one. We shall start with the integral in the usual parametric form
where {£) stands for the set of derivatives of (x) with respect to /.
Let g be an extremal lying in R with end points A and B. We assume that the Legendre 5-condition holds along g([6], p. 120). If F is analytic, g will be an analytic curve, 3 . A Local Representation of the Envelope. Referring to the extremal g of the preceding section, let (X) be the set of direction cosines of the tangent to g at A. Let (X) represent a point P on a unit (m -l)-sphere 5 with center at the origin. Let (a) be a set of parameters in a regular representation of S neighboring P on S. Suppose that 
Sufficient Conditions Involving the Envelope.
Let A e denote the set of extremals which run from A and make angles at most e with the ray positively tangent to g at A. Let e r and e" be two positive constants, and let H(g, e', e n ) be the set of points at a distance less than e' from B, excluding B, and lying on rays issuing from B making angles less than e n with the ray negatively tangent to g at B. With this understood we state the following theorem. THEOREM 
If B is the first conjugate point of A, sufficient conditions that g afford a proper, strong, relative minimum in the problem in parametric form are as follows: (I) that the Weierstrass and Legendre S-conditions hold along g; (II) that there exist positive constants e, e', and e n , such that H(g e', e") contains no conjugate point of A on the respective extremals of A e ; (III) that no extremal of A c pass through B save g.
In this theorem it is understood that the domain of the points (x) consists of any sufficiently small neighborhood of g. To prove the theorem we suppose that a transformation has been made to coordinates (si, • • • ,z m ) = (x,yi, • • • , y n ), (n =m -1), as in [8] , (p. 381), and that g is carried into the segment 7 of the x axis with a^x^O.
One thereby obtains a new integrand G(z, z) in parametric form. If the hypotheses of the theorem are satisfied by g and F(x, x) and the corresponding envelope, it is clear that the hypotheses of a similar theorem will be satisfied by the extremal 7 by G(z, z) and the transformed envelope. To avoid undue complexity we understand from this point on that Theorem 2 refers to the transformed extremal function G, and envelope. We shall refer to the extremal 7 as the extremal g. It is clear that no generality will be lost in the proof by virtue of these conventions. The region H(g, e f , e n ) taken in its new sense will be bounded in part by a cone K{e") whose vertex angle is 2e n and whose axis is the negative axis of x. We continue with the following lemma.
LEMMA L If rj is a sufficiently small positive constant, no extremal of A n will meet the cone K(e n ) in more than one point.
The proof of this lemma can be left to the reader.
The discs D(cr, c).
Let c be a negative constant such that 0< -c<e' cos e". For such values of c the conical region H(gi e '1 z") will intersect the w-plane x -c in an ^-dimensional open spherical disc D c with center on the x axis. We denote the radius of this disc by p(c). We now describe a set of discs concentric with D c . These new discs shall have radii aSp(c) and be denoted by D(a, c) . Like D c they shall lie on the w-plane x = c and have centers on the x axis. They shall not include their spherical boundaries. Let a be a constant less than the constants e and t\ of Theorem 2 and Lemma 1, respectively. If a is sufficiently small, the disc D(a, c) will have the following property :
(i) There will exist a subset of the extremals of A a which includes the extremal g, which is such that one and only one of its extremals passes through each point of D(a, c) , and which forms a proper field, neighboring each point of D(a, c) .
Of the values of a for which a ^p(c) let a(c) be the maximum for which D(a, c) possesses the property (i) . Inasmuch as D(cr, c) is open, such a maximum clearly exists. We continue with the following lemma. LEMMA 
If /3 is a sufficiently small positive constant and 0>c^ -]8, thena{c) =p{c).
We shall begin the proof by establishing the following statement.
(a) If <r(c) <p(c), there exists an extremal which issues from A making the angle a with the x axis and which passes through a point on the boundary of the disc D [cr(c), c].
Let (v) denote the set of coordinates of a point on the n-plane x = c. When the point (c, v) is on D[cr(c), c] , there is a unique extremal E in the set described in (i) which passes through the point (c, v). Let p%{v) denote the slope functions of this extremal at A. Suppose (a) false. If e is a sufficiently small positive constant, there will then exist no extremals which make the angle a with the x axis and which pass through points on the domain Let pi(x, y) be the slope functions in non-parametric form of the extremals of 2. With the aid of these slope functions the Hubert integral corresponding to the field 2 and the nonparametric problem will take the form
If, moreover, e is chosen so small that cr(c)+e^p(c), there will be no conjugate points of A belonging to the extremals of A a and lying on the disc D(ai, C). It follows that the functions pi(v) as defined for (v) on J9(o" 0 , c) can be continued along any path that lies on D(<r
We extend the definition of I so as to include the points A and B, taking M and Ni at A and B as zero. On S there will exist a function H(x, y) of class C' such that
dH(x, y) = Mdx + Nidy it
Moreover, on S the partial derivatives M and Ni of H are bounded in absolute value. It follows that H(x, y) tends to unique limiting values at A and B, respectively, and will be defined at A and B as equal to these values. Upon evaluating I along the x axis one sees that these limiting values are zero. We continue with the following lemma. To prove the lemma we divide the curve (3) into two segments h and k by the w-plane x = c* and compare h and k with the respective segments of the broken extremal E(v) which join the same end points. As is well known the component extremals of E{v) will give at least as small a value to J as do h and k respectively, provided U is sufficiently small. For such a U we infer from (2) that g is a minimizing arc relative to curves of the type (3) .
Observe that the curve (3) cannot be an extremal if U is sufficiently small by virtue of condition III of the theorem. It follows that the minimum is proper. Our final lemma is as follows. denote the extremal joining pi to p i+ \. If V is sufficiently small, each extremal (4) will afford a proper strong minimum to J relative to curves of class D f in pararnetric form which join its end points on V and do not cross the w-planes x = a t _i, (i = 1, 2, 3), x = a i+2 , (i = 0, 1, 2). Let Nc V be so small a neighborhood of g that the extremals (4) lie on V when the points pi lie on N. With this choice of the neighborhood N, we shall establish the lemma. To that end we shall replace the given curve X by a curve which is admissible in Lemma 4, without however increasing the value of J.
Let k be a segment of X whose end points pi and pi+i lie on the w-planes x == ai and x = a,-+i, respectively, and which does not cross the fz-planes x = a^i and JC = a t+2 . If k is a proper subarc of no arc of X with these properties, we shall admit a replacement of k by the corresponding extremal (4) . A finite number of such replacements suitably chosen and successively performed will yield a curve admissible in Lemma 4. Lemma 5 and our theorem follow.
