ABSTRACT Accurate knowledge of ice particle size and shape distribution is required for understanding of atmospheric microphysical processes. While larger ice particles are easily measured with a variety of sensors, the measurement of small ice particles with sizes down to a few micrometers remains challenging. Here the authors report the development of a system that measures the size and shape of small ice particles using a novel combination of high-resolution imaging and high-speed automated image classification. The optical system has a pixel resolution of 0.2 mm and a resolving power of approximately 1 mm. This imaging instrument is integrated into a cryogenic flow tube that allows precise control of experimental conditions. This study also describes an automated method for the high-speed analysis of high-resolution particle images. Each particle is located in the image using a Sobel edge detector, the border is vectorized, and a polygon representing the border is found. The vertices of this polygon are expressed in complex coordinates, and an analytic implementation of Fourier shape descriptors is used for piecewise integration along the edges of the polygon.
Introduction
Cirrus clouds are composed of a wide variety of nonspherical ice particles that occur in sizes ranging from a few to several hundred microns (Baran 2009) . Light scattering by these particles is affected strongly by both their shapes (Schlimme et al. 2005) and their size distributions. The correct distributions (as opposed to average or effective sizes) are required for accurate radiative transfer calculations (Mitchell et al. 2011; Mitchell 2002) , which are extremely important to climate models. Particle shapes and morphology also affect optical remote sensing retrievals of cloud properties Xie et al. 2011; Yang et al. 2008) , radar measurements of cloud ice water content (Sun et al. 2011) , microwave brightness temperatures (Kneifel et al. 2010) , lidar depolarization measurements (You et al. 2006) , and they are important factors in proposed polarization methods for cloud measurements from space (Miao 2003; Sun et al. 2006) . A knowledge of the size distributions and shapes of atmospheric ice particles is also needed for the development of the meteorological models on which numerical weather prediction (NWP) is based (Korolev and Isaac 2003; Korolev et al. 2000) . These models currently use cloud ice water content (Heymsfield et al. 2003 ) and the effective radius and density of cloud ice particles (Heymsfield et al. 2004 (Heymsfield et al. , 2006 , but would benefit greatly from more precise expressions for size and shape distributions. The importance of determining particle shape has led to the development of many different techniques for recording images of and light scattering by particles. Scattering techniques have an advantage over optical imaging because they can detect and size particles down to less than 1 mm (Dye and Baumgardner 1984) , and they can discriminate between small ice particles and spherical cloud droplets (Cotton et al. 2010; Hirst et al. 2001 ). To determine shape from light scattering, however, remains difficult because different particle orientations and deviations from pristine shapes can introduce ambiguity into the scattering signals. Imaging is the most common method for determining shapes of ice particles. An overview of imaging techniques used for in situ airborne measurements can be found in Baumgardner et al. (2011 Baumgardner et al. ( , 2012 . The optical array probe (OAP) (Knollenberg 1970 ) has been used extensively for in situ particle imaging. It produces lowresolution (32 mm per pixel) binary images (black and white shadow graphs). Many improved versions of the OAP have been reported (Baumgardner et al. 2001) , including a ''stereo'' version with two orthogonal probes (Lawson et al. 2006b ) and an OAP with four gray levels instead of two, which helps to reject particles outside the depth of field (DoF) (Joe and List 1987; Korolev et al. 1998) .
Holographic methods have also been used to study ice particles (Raupach et al. 2006 ). Evaluations of a prototype for aircraft in situ measurements show that details as small as 6.5 mm can be resolved in this way (Amsler et al. 2009; Spuler and Fugal 2011) . This method offers a larger sample volume compared with conventional imaging, but requires a more complex optical set-up and more demanding postprocessing of the large data files to reconstruct ice particle images. The CPI (Lawson et al. 1998) , which is an aircraft instrument that uses conventional optical imaging, has a pixel resolution of 2.3 mm, allowing the detection of particles down to a size of about 10 mm (Lawson et al. 2001) . It has been used to classify particle shapes (Baker and Lawson 2006) , but since several pixels are required to identify a shape, it can only determine the shapes of particles with sizes down to about 25 mm (for example images, see Lawson et al. 2006a) . Better resolution has been achieved in a laboratory cloud simulation chamber (Schö n et al. 2011) , where images of ice particles having diameters down to about 7 mm were recorded. Optical imaging has also been used both for ice particles collected by aircraft (McFarquhar and Heymsfield 1996) or on the ground (Walden et al. 2003) , as well as for ice particle replicas (Arnott et al. 1994; Hallett 1976; Miloshevich and Heymsfield 1997) . These existing in situ imaging methods are being improved continuously, but their ability to determine the shapes of ice particles in most cases is still limited to sizes larger than about 20 mm.
While the human visual system can associate perceived objects with familiar geometric structures (shape primitives) very accurately, it requires some time to do so. This prevents the manual human shape classification of large datasets and demands automation of this process. An ideal automated system would have the same high accuracy as a human observer, but operate at much higher speed. Despite extensive work in psychology and cognitive sciences, however, very little progress has been made in understanding and emulating human visual perception. This has severely limited the development of artificial systems for image recognition.
Currently, there is no universally accepted approach that can be used to identify a perceived object and relate it to an abstract model of its geometrical shape with high accuracy. Extensive efforts are being made to classify geometrical shapes within a 2D scene (Direkoglu and Nixon 2011; Kindratenko 2003; Loncaric 1998) . The most widely used practical examples of these use moment invariants (Chen and Xie 2011; Fu et al. 2005 Fu et al. , 2007 Hu 1962; Li 1992; Ma et al. 2011; Pitas 1993; Xu and Li 2008) and shape descriptors obtained by means of orthogonal integral transforms (Fourier, Hadamard, wavelet, etc.) applied to the border of the observed object (Persoon and Fu 1986; Shen and Ip 1999; Wang et al. 2011; Wang et al. 2010; Zahn and Roskies 1972) . Unfortunately, due to the global nature of these moment invariants, most of the methods based on them are not sensitive to local peculiarities of the image, so they are only able to discriminate satisfactorily among objects with well-developed geometrical or topological differences. More recently, there has been growing interest in the study of content-based image retrieval. Within this framework, the shape of the object's shadow is the crucial visual feature responsible for the entire content of the image. As a result, a new generation of methods has been developed based on preliminary shape extraction and direct analysis of the border features, in which the border is expressed parametrically as a onedimensional signal (Antoine et al. 1997; Pavlidis and Ali 1975; Wang et al. 2011) .
Fourier shape descriptors (FSDs) (Granlund 1972 ) are widely used in these applications because the Fourier series expansion of an object's border is very efficient (Zahn and Roskies 1972) . Moreover, FSDs are both insensitive to the starting point of the border and invariant to scaling, rotation, and translation (Pavlidis and Ali 1975; Persoon and Fu 1986; Zahn and Roskies 1972) . FSDs also have the advantage that it is easy to characterize and compare 2D objects in terms of their relative elongation, triangularity, squareness, etc., in the Fourier domain (Bowman et al. 2001) .
The extensive use of OAP on aircraft has resulted in many datasets of binary images (black and white shadowgraphs) and, consequently, several methods to classify these ice particle images have been developed and reported (Heymsfield and Baumgardner 1985) . Cunningham (1978) used maximum crystal size and equivalent circle ratio. Rahman et al. (1981) compared classification methods based on different features extracted from the images and concluded that the Bayes classifier used with four moment invariants is most efficient. Holroyd (1987) used size, linearity, area, perimeter, and image density to classify images into nine classes. Hunter et al. (1984) used a variation of Fisher classifiers based on a specially constructed vector consisting of FFT radial frequency, size parameter, and sums of occulted pixels in image slices. Fourier analysis of a radial representation of the boundary in 64 equally spaced directions is described by Duroure (1982) and also Moss and Johnson (1994) .
All of these methods were applied to images from OAP. The binary nature and low resolution of the images, however, results in unreliable classification for smaller particles due to digitization problems. For example, the Fourier analysis reported by Moss and Johnson, could only categorize particles with sizes greater than 150 mm, which caused the rejection of 68% of their OAP images. Moreover, many of the existing classifications are based on heuristically or empirically derived criteria and as a result, they do not provide much information about the real geometry of the observed particles. Many of them are designed for a particular application under a narrow range of conditions and thus are not easily generalized. Efforts that have been made to circumvent these problems with OAP images include a method that uses statistical analysis of an entire hydrometeor population using simple geometrical parameters of the individual images (Duroure et al. 1994 ) and classification of ensembles of binary images into spheres, needles, dendrites, and irregular classes by using dimensionless ratios (Korolev and Sussman 2000) .
With low image resolution, classification of small ice particles remains a problem. In the following, we describe a system for imaging of very small ice particles crystals and classifying them automatically with high speed and accuracy. In this report, we first describe a system for imaging very small ice crystals and a method for classifying them automatically with high speed and accuracy. Then, we demonstrate the capabilities of this system in a laboratory study of the early-stage growth of ice particles under precisely controlled conditions in a cryogenic laboratory flow tube.
Particle imager a. Optical configuration
The configuration of the particle imager, which is based on optical microscopy, is in part similar to some imaging systems used for precipitation or cloud particle measurements (Cannon 1970; Lawson et al. 2001; Schö n et al. 2011) . As shown schematically in Fig. 1 , it is simple and rugged, consisting of a microscope objective, a tube lens, and a CCD camera placed at the image plane. The sample in the focal plane is illuminated from the back, providing bright field illumination in which transmitted light forms an image of the particle on an otherwise bright background. The CCD camera (DC300, Thorlabs, Inc.) has 1024 pixels 3 768 pixels and a pixel size of 4.65 mm, with a grayscale dynamic range of 0-255.
A xenon-flash lamp (L4955-11, Hamamatsu Corp.) is used as the source. Its transmitted light is centered at a wavelength of approximately 500 nm, which corresponds to the wavelength of maximum sensitivity of the CCD camera. The duration of a flash is less than 1 ms so that sharp images of moving ice particles can be recorded.
The design uses a critical illumination approach, which requires that a uniform light source be focused onto the object plane. We used the evenly illuminated face of an optical fiber for this purpose. It is imaged onto the object plane by a collimator followed by a converging lens having a magnification close to one. Thus the object plane (i.e., the focal plane of the imaging system) is located at the position of the minimum-diameter light spot, which provides the maximum source intensity. The light source (the face of the optical fiber) must be slightly larger than the field of view (FoV) of the particle imaging system (200 mm 3 150 mm, see below), so a 600-mm core optical fiber was used.
The use of critical illumination, together with the higher resolution, constitutes the main difference from FIG. 1. Configuration of the particle imager showing the components of the illumination and imaging optics.
other imaging systems. This has the advantage that the object plane coincides with the focal plane of the illuminating light, so that particles in the object plane-that is, in-focus particles-are illuminated with the highest intensity and therefore produce images with highest contrast. The illuminating intensity and also the contrast of particles both decrease very rapidly with distance from the focal plane. As a result, the distance over which objects are imaged sharply on the image plane-the CCD sensor in our case-is determined more precisely by this configuration than with other illumination schemes and therefore it is well suited for use with automated image processing methods that are designed to detect infocus and reject out-of-focus particles, as will be discussed later. This configuration also defines the sampling volume precisely, facilitating the measurement of the number concentration of particles and avoiding sizing errors associated with out-of-focus images. Moreover, diffraction patterns generated by out-of-focus particles in collimated light are avoided here, since the illumination is not collimated. While essential in holographic systems, diffraction patterns give rise to detection errors in direct imaging instruments (as discussed for OAP above). Diffraction is also responsible for the strong dependence of DoF on the particle size, from which OAPtype instruments suffer (Korolev et al. 1998 ). The DoF of our particle imager, using conventional imaging without collimated light, does not depend on particle size, but on the numerical aperture of the imaging optics. Therefore, DoF is well defined without the need for size-dependent corrections.
The microscope objective (Olympus RMS20X, f 5 9 mm) has a numerical aperture of NA 5 0.4. The resolving power R P , that is, the minimum distance between two points that can be distinguished on an image, depends on both the NA and on the wavelength, which is l 5 500 nm in our case. It is calculated using the Abbe equation: R p 5 l/2NA ' 0.6 mm (Meyer-Arendt 1995).
(Note that resolving power should not be confused with pixel resolution, which is simply the apparent distance between two pixels on the image.) The tube lens has a focal length of 200 mm, so the theoretical magnification of the imaging system, as defined by the focal lengths of the microscope objective and the tube lens, is 22.2.
b. Magnification and depth of field
Our system was designed for a laboratory study of small (newly nucleated) ice particles, which required the highest possible magnification consistent with a FoV that is large enough to ensure reasonable particle detection statistics. The precise magnification and pixel resolution were determined experimentally by recording images of a graticule with a line spacing of 10 mm. The average distance between 15 lines (150 mm) on several images was found to be 753 pixels with a standard deviation of 1 pixel, giving a pixel resolution of 0.20 mm. The CCD pixel spacing is 4.65 mm, from which the magnification was determined to be 23.3. The CCD array has 1024 pixels 3 768 pixels, so the FoV is 200 mm 3 150 mm.
Using the above pixel resolution, we determined the empirical resolving power by examining the images of small particles and identifying the dimension of the smallest detail that could be resolved visually. A typical result, presented in Fig. 2 , shows that the smallest clearly resolvable details in our images are on the order of 1 mm, which is quite close to the theoretical resolving power of 0.6 mm obtained from the Abbe equation. Since we find that the dimension of the smallest resolvable detail is between 3 and 5 times the pixel resolution, we suggest that a reasonable specification for the minimum resolvable feature in imaging systems of this kind should be 5 times the pixel resolution.
The DoF of the imager was measured by depositing particles on microscope slides that were then placed in the object plane between the microscope objective and the illuminating optics. The slides could be moved using a micrometer stage to decrease or increase the distance of the particles from the microscope objective. Images of the particles were then taken as a function of this distance and processed using the image analysis procedure that will be described below. If the particle image had a sharp edge, that is, gradients were high enough to be detected (see section 3a), the particle was considered to be within the DoF. This served the dual purpose of selecting the particles to be analyzed and defining the sample volume (FoV 3 DoF) in which they were found. Figure 3 shows a series of images taken at different particle-objective distances, decreasing from left to right in 5-mm steps. Two kinds of particles are shown: in the top row a single silica sphere (with nominal radius of FIG. 2 . A few images taken with a pixel resolution of 0.2 mm. The smallest detail that can be seen on the images is approximately 1 mm, which is close to the theoretical optical resolution of ;0.6 mm. All images are shown at the same scale. The larger images depict ice particles, the small particles on the right are ice seeds (see section 4a). For reference, the size bar is 10 mm, the black square 1 mm (5 pixel 3 5 pixel).
2.5 mm) and in the bottom row an agglomerate of two spheres. The outer edges of the four central images (for both particles) were successfully identified by the image analysis software; the far-left and far-right images were not detected. Based on this result, we conclude that the DoF of the combined system is approximately 610 mm.
Using the four images inside the DoF, one can determine how the distance from the microscope objective affects the size determined by the image analysis software. The sizes for the detected particles in Fig. 3 , expressed as equivalent radius in micrometers (for graylevel threshold N th 5 150, see section 3b), are the following for the top row (from left to right): 2.64, 2.80, 2.72, and 2.62 mm. For the bottom row, these are as follows (from left to right): 3.72, 3.87, 3.80, and 3.68 mm. The mean size for top-row particle is 2.69 mm and the apparent radii at the various particle-objective distances are within less than 4% of this mean. For the particles in the bottom row, the relative difference is even smaller (about 3%). Thus we conclude that the precision of the procedure does not depend on the position of the particle within the DoF. This also demonstrates that the DoF is well defined by the gradient threshold that is applied by the software to discriminate out-of-focus particles; it limits the sizing error associated with out-offocus images to about 4%. The aspect ratios of the spherical particles were found to be 1.0; the aspect ratios for the agglomerates of two spheres (the four central images in bottom row) were 2.16, 2.09, 2.13, and 2.18.
Finally, the FoV of the array used in this work, (150 mm 3 200 mm), combined with the DoF determined above, (10 6 2.5 mm), implies an observation volume of about 6 3 10 27 cm 3 for this instrument. Knowledge of the observation volume and the number of particles detected in a series of images, permits the measurement of both the size distribution and the absolute number density of particles in air flowing through the observation volume.
Image processing a. Particle detection
The image of a particle appears on the bright background produced by the flash lamp illumination. The top panel of Fig. 4 shows two such images, a well-defined particle (left) and a low-contrast out-of-focus particle (right). The grayscale average level of the background pixels in this image is approximately 220 in a range between 0 (black) and 255 (white). To reduce the calculation time, a histogram of the grayscale values is calculated and images having no pixels with values below 200 are discarded. After this preprocessing, we apply an algorithm that includes particle detection: border definition and edge vectorization.
Particles outside the DoF produce shapeless spots such as the right image in the top panel of Fig. 4 . We remove such spots by computing 2D gradients using an algorithm based on the Sobel edge detector (Pitas 1993) . High values of the gradients correspond to high-contrast images of clearly visible particles in the focal plane. An example of the output of this step is the field of 2D gradient values shown in the bottom panel of Fig. 4 , which was produced from the image in the top panel.
Coordinates of the regions with high values of total gradient are then stored and the rest of the pixels are discarded.
b. Edge processing
To locate the particle's border, we apply the Papert's Turtle algorithm (Pitas 1993) . This is very efficient, having a processing time that is proportional to the number of pixels in the edge. This algorithm requires a threshold N th to be defined. Pixels with intensities above N th are considered to be background and pixels with values below the threshold are retained. Figure 5 shows as an example the resulting detected border pixels of the high-contrast particle from Fig. 4 and illustrates the dependence of the retrieved shape and enclosed area A (number of pixels) on different values of the threshold N th .
Based on a series of results such as these, we conclude that threshold values lower than 120 do not locate the correct border, while values of 180 and higher include some background pixels. Therefore, we selected a threshold value of N th 5 150 for the present work. The output of this step is a chain of pixels embracing the continuous closed external border of the particle shadow.
This chain of border pixels is then converted to a polygon (Pavlidis and Ali 1975) , and the radius of the equivalent circle (the circle having the same area) is calculated. This provides a result that is easier to manipulate than a chain of pixels or a binary image map and it is more accurate than representing the border by a radial distance such as is used for Fourier analysis (Duroure 1982; Moss and Johnson 1994) .
c. Shape identification
FSDs are a well-studied method for the classification of objects using the shapes of their outlines in 2D images. The original approach developed by Granlund (1972) uses a discrete FFT to assign Fourier coefficients to the border of the observed object. These coefficients are independent of the size of the object, as well as its translation and orientation, so they allow the shape of the object to be identified by comparing its FSD with the FSD of reference shapes from a database. Unfortunately, this classical definition of FSDs (Davies 2005; Pitas 1993 ) is inconvenient for our problem due to its discrete nature, which requires that the input data array be resampled or padded to generate 2 n border points. To overcome this, the definition of the FSD was revised and presented as a curvilinear integral with dimension of length (Zahn and Roskies 1972) :
where L is the length of particle border, and z 5 x 1 iy are complex coordinates describing the particle border.
Integrating this along the border of the polygon gives
where z n is a complex number (x n , y n ), describing the position of the nth vertex of the polygon, and l n is the distance between vertex n and n 2 1.
If the origin of the coordinate system coincides with the center of the border C, the zeroth term of the Fourier decomposition vanishes. Accordingly, we use values of FSD, F(k), corresponding to the indices k 6 ¼ 0:
where
This FSD is a unique function of the object's border C, with the normal translational, rotational, and scaling properties of Fourier integrals. Equation (3) shows that the information about the geometry of the shape C is in the parameters of the shadow z n and l n that appear in the sum of exponents S(k, C). It is also obvious that the sum S(k, C), owing to its exponential nature, is a periodic function of the parameter k, and therefore the whole function S(k, C) can be easily reproduced keeping in memory only its short initial segment. It is beyond the scope of this work to find the smallest range of k values that is sufficient to represent the whole function S(k, C) (and, consequently, the geometry of the border C) in the Fourier domain. Here we conclude only that the period of S(k, C) depends strongly on the geometry of C. For example it is clear from the Fig. 6 that we need a minimum of three values of the Fourier coefficients S(k, C) to reproduce a triangle, four to reproduce a rectangle, and six to reproduce a hexagon.
Our algorithm uses the factor 1/k 2 in the shape identification procedure. While this does not add new information to the shape recognition, it has a significant effect on the robustness of the matching procedure. Its major influence in this context is to diminish the amplitude of the higher terms of the Fourier decomposition. This is advantageous because the higher terms are very susceptible to any image distortion introduced by experimental noise and quantization or smoothing during image processing. The factor 1/k 2 weights the lower terms more heavily, thereby reducing these effects.
Detailed information about the properties of the different terms of the Fourier decomposition can be found in Bowman et al. (2001) . In general for most practical implementations it is enough to use no more than 10-20 complex values of the FSD for each shape (Sonka et al. 2008 ). In the matching procedure of our algorithm we use 15 FSDs. Examples of the FSDs, F(k), for a square, triangle, and a hexagon as used in our procedure are presented in Fig. 7 . For the present application, we use the geometrical center of the border as the center of the coordinate system and normalize the absolute values of the Fourier coefficients. Consequently, the difference between two geometrical shapes with FSDs F 1 and F 2 can be expressed as the difference of their normalized FSDs.
Early-growth ice crystal habit in mixed phase
cloud conditions a. Experimental apparatus
The particle imager was used for in situ imaging of droplets and ice particles inside a cryogenic aerosol flow tube, which has been described in detail previously (Khalizov et al. 2006a ). The imager was mounted inside the flow tube at the same axial location as a Fourier transform IR (FTIR) spectrometer, which was used to record the spectra of the particles (Zasetsky et al. 2007 (Zasetsky et al. , 2004 . The focal plane of the microscope assembly was located in the aerosol flow. Both the axis of the microscope assembly and the axis of the FTIR were orthogonal to the aerosol flow direction. This configuration allowed a direct comparison between the aerosol size distributions obtained by the particle imager and the FTIR, which uses remote sensing retrieval algorithms developed in our laboratory (Zasetsky et al. 2004 ).
To avoid uncertainties in the FTIR retrievals for nonspherical shapes, the comparison was done for a water aerosol generated using an ultrasonic nebulizer (UltraNeb 99, DeVilbiss Co.). The results, which were also reported previously (Zasetsky et al. 2007) , showed excellent agreement between the particle sizes determined from the image analysis and those from the FTIR measurements. Following the measurements with water aerosols, we carried out a series of experiments using the aerosol flow tube to study early-stage growth of ice particles. The four (45 cm long) sections of the cryogenic flow tube can be independently temperature controlled, but they were all set to the same temperature for these measurements. The flow cools to the experimental temperature in the first section and its temperature in the last three sections remains within 0.5 K of this set temperature (Khalizov et al. 2006b ). The experimental temperature was varied between 238C and 2338C to study crystal growth at different temperatures.
Ice seeds were generated from nitrogen that had passed through a humidifier containing pure water at 208C (RH ;75%). The humidified nitrogen was fed through a stainless steel tube (inner diameter 25.4 mm), which was immersed in liquid nitrogen for a length of about 10 cm. The very rapid cooling resulted in high supersaturation causing the nucleation of water droplets, which froze immediately. The mean radius of these ice seeds when imaged a few centimeters downstream from the cooled tube section is on the order of 1 mm. Images of typical seed particles are shown in Fig. 2 . The stream of nitrogen gas containing the ice seeds is then introduced on the central axis of the flow tube at the top, where it combines with a precooled flow of nitrogen carrier gas. A second flow of nitrogen containing a water aerosol generated using an ultrasonic nebulizer (UltraNeb 99, DeVilbiss Co.) is introduced through a side inlet in the flow tube. This water aerosol evaporates, providing a source of water vapor for the ice particles, which grow in a Bergeron-Findeisen process. As long as the water aerosol is evaporating, the relative humidity inside the flow tube is close to 100% with respect to liquid water (i.e., supersaturated with respect to ice). The total flow rate was kept at 10 SLPM (10 L min 21 at standard conditions of 294 K and 1013 hPa) and the water aerosol and ice seed flows were about 3-4 SLPM. Some of the water droplets were always left at the time of observation, which ensures that the relative humidity was well defined throughout the experiment. The conditions inside the aerosol flow tube mimic those inside mixed-phase clouds, so our experiments observe the growth of small ice particles under these conditions. These conditions have been shown from CFD calculations (Khalizov et al. 2006b ) to give a mean flow speed of about 3 cm s 21 so the time for growth at the set temperature is on the order of 50 s. The CCD camera is interfaced to a computer using FlyCapture software (Point Grey Research, Inc.), which allows real-time image viewing and adjustment of the camera shutter speed and gain. The camera and the flash lamp are both activated by the same trigger signal from a frequency generator with a repetition rate of 15 Hz so that exactly one flash of the lamp is illuminating the aerosol during each exposure. Software developed in our laboratory records the images for processing. In typical operation of the imaging system, 100 background images without aerosol (neither ice seed nor water aerosol flow is turned on) are acquired. The aerosol flows are then initiated, and images are acquired, several thousand at a time.
b. Habit classification
After inspection of the images taken during the experiments the following six shape classes (habits) were used to classify the ice particles manually: column (hexagonal column); plate (thin hexagonal plate); sectored plate (hexagonal plate having sectored structure and/or initial branch growth); side plane (plate with attached side plane); spheroid (near-spherical ice particle); and other (ice particle not belonging to any of the above classes, usually complex). Most of these classes have been used previously in the literature. We use fewer classes than other reports (Nakaya 1954 , for example, used 41 classes) because we do not see such a variety of shapes because of the fact that the crystals in our experiments are in a very early growth phase.
For the purposes of this study, spherical particles and agglomerates were disregarded because the former were probably water droplets that did not evaporate completely and the latter were not pristine particles and thus outside the scope of this experiment. While the habit other contains ice particles that are more complex than the others, these were included in the study because they have discernible crystallinity. Note, however, that this class does not contain particles where the shape could not be identified owing to poor image quality, orientation, etc.
c. Experimental results
A total of 2835 images that were acquired at 18 different temperatures were classified manually into the above-described habits. At least 50 images of particles were classified at each temperature. Figure 8 shows the nomenclature used for the habits in the top panel and typical images of the habits above the temperatures at which they were grown in the bottom panel. The relative occurrence frequency as a function of temperature is indicated in this diagram by the height of the colored background above each temperature. In both panels, the sizes are indicated by a black bar, which is 10 mm long.
Among the shape classes, plate is the predominant habit, accounting for almost half of the classified particles. Plates dominate especially for intermediate temperatures from about 2108 to 2228C. The second most abundant habit is column, which shows strong temperature dependence, with relatively few particles in the intermediate temperature range and increasing numbers for temperatures above 2108C or below 2248C. Less frequent than plates and columns are side planes and sectored plates. In some cases the latter show the onset of branches. We have identified these as stellar plates. The plate, sectored plate, and side plane habits occur most frequently around 2158 to 2188C. While we observed at least a few side plane habits at all temperatures, there were no sectored plates at temperatures warmer than 2108C or colder than 2308C. Figure 8 also emphasizes the difference in the temperature dependence of crystals containing planar structures (plate, sectored plate, and side plane) and those having column structures. There is a marked minimum in the probability for column formation in the range between approximately 2138 and 2228C and a distinct maximum for planar crystals in the same temperature range.
In general, these observations of the relative frequencies of the habits and their temperature dependences agree with earlier snow crystal morphology diagrams in the literature (Magono and Lee 1966; Nakaya 1954 ) that describe the dependence on temperature and humidity of ice growth habits. The data are not strictly comparable, however, because the RH in our experiments was not varied, but was limited to saturation with respect to liquid water at the temperature of the experiment. Hence, habits such as larger dendrites, which would be encountered at higher supersaturations, were not observed in our experiments. Moreover, due to the short residence times of ice particles in the flow tube (approximately 1 min), the growth times are very limited, so these results represent the habits of ice crystals during their earliest stages of growth. Bailey and Hallett (2009) have reported a habit diagram based on laboratory and aircraft measurements that suggests earlier diagrams, which continue to be used today (e.g., (Libbrecht 2005; Magono and Lee 1966; Pruppacher and Klett 1997) ) and were to a large extent based on snow collected at the ground, wrongly report column-dominated growth at temperatures just below 2208C. The newer habit diagram shows a platelike and polycrystalline growth regime between 2208 and 2408C with only few columnar particles that are smaller than the platelike particles. Our data also show a dominance of platelike habits below 2208C with an increasing fraction of columnar ice particles at temperatures decreasing from 2208 to 2338C, starting from almost no columns at 2208C. This is consistent with Bailey and Hallett (2009) , especially if one considers the fact that some of the early-stage columns observed in our experiments might develop into polycrystalline habits at later stages in their growth. Also some of the plates and especially side planes will probably develop into more complex polycrystalline habits as seen by Bailey and Hallett (2009) during later growth stages. Hence, the diagram shown in Fig. 8 has to be viewed as an earlygrowth habit diagram, which is complimentary to previously reported habit diagrams.
The averages of the equivalent radii of the ice particles determined using our automated image analysis (see section 3b) at the various growth temperatures are plotted in Fig. 9 . This shows that there is a broad maximum in the sizes of all shapes centered at about 2208 6 58C. This may be explained by taking into account also the temperature dependence of the condensation coefficient (Libbrecht 2005) . The uncertainty bars in Fig. 9 are 6 one standard deviation. For clarity, these are shown only for one habit. They indicate the variability of observed sizes.
This variability can also be seen in Fig. 10 , which shows the distributions of average equivalent radii for column and plate particles in two temperature ranges (one around 2158C and one from 2308 to 2338C). The distributions at 2158C are broader and centered at larger sizes compared to 2308C. While around 2158C the equivalent radii of columns are very similar to those of plates, they appear somewhat larger than plates at 2308C, where columns are the dominant habit. Figure  10 also shows the distribution of the seed particles introduced at the top of the flow tube. Examples of these are shown in Fig. 2 . These are formed under the same conditions for all experiments, so the final measured sizes for the different shapes, gives qualitative information about the relative crystal growth rates at the different temperature ranges. At lower temperatures, the size distributions are narrower and have smaller mean radii than those at higher temperatures.
d. Automated shape recognition
The same particle images that were classified manually, as described above, were then reanalyzed using the FIG. 9 . The average equivalent radius for each shape as a function of temperature.
automated procedures described in section 3. For this purpose, shapes were classified as round, hexagonal, rectangular (aspect ratios 1, 1.5, and 2), stellar, or unclassifiable. In this procedure, we did not use terminology such as plate, column, or needle, which refer to particle habits (Korolev and Sussman 2000; Moss and Johnson 1994; Rahman et al. 1981) , because the automated recognition applies strictly only to geometric shapes. While there is no strict correspondence between a given habit and a geometric shape, there are similarities that can be used in application to natural ice crystals (vide infra).
The results are presented in Table 1 . In addition to the crystalline ice particle images, more than 3000 images of spherical water droplets were also processed automatically. For this class (sphere) about 99% of the particles were identified as round by the automatic procedure. These are not included in the following discussion of the crystalline ice particles. The habits of the crystalline particles were classified by the automated procedure as either hexagonal, rectangular (with aspect ratio 1, 1.5, or 2), stellar, or round by comparison of their FSDs with those of the idealized shape.
The hexagonal shape was recognized correctly for 43% of the column and 53% of the plate habits were classified correctly. For the column habit 41% were identified as rectangular and 14% were identified as rectangular for the plate habit. These misclassifications resulted from unfavorable side-on, end-on, or edge-on orientations of the particles that masked their true structure. For similar reasons 13% of column particles and 27% of plate particles were classified as round. The stellar shape was detected in particles having the sectored plate (8%) and side plane (0.6%) habit. The 8% of sectored plate particles with stellar shape correspond to the stellar plate particles identified during manual classification that showed the onset of branch growth typical for dendritic crystal growth. The automated procedure is thus capable of detecting the onset of dendritic growth. For longer growth times than accessed during this study, part of the sectored plate habit can be expected to grow into dendrite crystals. Most sectored plate particles were classified correctly as hexagonal (64%), although a few (9%) were classified as rectangular. Misclassification problems reflect the reliance of the automated procedure on the 2D outline alone for shape recognition. Much of this would be ameliorated by using information from the interior of the image, at a cost of increased code complexity and processing time. For example, the detailed gray-level information inside the edges of the particle shows both structural information as well as a bright spot from transmitted/refracted light; the latter can be compared to ray-tracing simulations.
Particles having the side plane habit were classified as hexagonal (34%) and rectangular (19%). However, a considerable fraction of side plane particles (45%) could not be automatically classified as having one of the pristine shapes. Also 18% of the particles from the sectored plate habit were difficult to identify, whereas almost all of the particles having the column and plate habits could be classified.
The information in Table 1 confirms that the automated procedure is capable of identifying round, square, rectangular, and hexagonal geometric shapes that are consistent with crystalline habit classes defined by a human observer. This identification requires that the human-defined habits be associated with the geometric shapes to which they are most similar. This identification must be verified statistically if the automated procedures are to be applied to field measurements. While we believe this to be a reasonable extension, it is beyond the scope of the present work.
Conclusions
We have reported an instrument and automated analysis method for the study of very small ice particles in the laboratory. The optical setup, which is similar to an optical microscope, achieved a pixel resolution of 0.2 mm and an optical resolving power of 1 mm. The combination of high-resolution, critical illumination scheme, full grayscale dataset, and automated shape recognition distinguishes this from other systems applied to the measurement of ice particles. They allow the sample volume to be defined precisely; they permit rejection of out-offocus particle, they exploit grayscale technology, and they provide automated particle shape classification that is both more accurate and faster than previous methods.
Our algorithm for automated image analysis describes the geometry of the particle by vectorizing the border as a polygon in complex coordinates allowing the representation of the geometry in the Fourier domain as a compact set of complex coefficients. The shape is then analyzed using a very fast analytical FSD procedure.
We have applied this system to a laboratory study of early-stage ice crystal growth. For this, the imaging instrument was integrated in a cryogenic flow tube, where conditions for growth could be precisely controlled. A new habit diagram specific to early growth was compiled from the high-quality images. The performance of the automated shape recognition system was verified by comparison with a manual classification. The geometries of the particle borders were recognized correctly as round, hexagonal, rectangular (with three different aspect ratios), or stellar. The algorithm also identified a smaller fraction of particles that did not correspond to one of these geometric forms as unclassifiable. The classified geometries were consistent with manually classified habits that resembled the respective geometric shapes. The (few) classification errors were mostly related with unfavorable orientations when the particle was imaged. Future work may improve this situation by obtaining information from grayscale variations in the light transmitted through the interior of the particle.
