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In our modern urbanised society, the complexity of our infrastructure has in­creased dramatically. This complexity in infrastructure can be a complicating factor for the handling of urban disaster, such as fires, chemical disasters, and 
terrorist attacks. The management of these types of crisis becomes increasingly 
difficult as the complexity of the infrastructure increases. Many different parties 
with different priorities are involved in the management of these crises. Commu­
nication between these parties during crises are handled using predefined scripts 
for specific disasters [28]. Though useful, these scripts lack the flexibility needed 
to be able to react to unprecedented crisis situations. The information about the 
crisis used during crisis management is often obtained from a limited number of 
sources, and because of the lack of flexibility cannot easily incorporate informa­
tion from other sources.
The plethora of personal communication devices (mobile/smart phones, 
PDAs, laptop computers,...), now available to the general public and the number 
of electronic sensors (CCTV, smoke sensors,...) present, gives us the possibility to 
create a much more complete picture of the situation. The availability of infor­
mation can increase the situation awareness of the emergency response team if 
they are able to comprehend the information and how their actions will impact 
the success of the crisis response effort. Increased situation awareness will only 
be achieved if the emergency response team is able to process all the information 
that is available and prevent information overload. Input from different (types of) 
sources need to be fused together and put into context. Then it has to be decided 
who has to act and what information that person needs, to act efficiently. Correct 
and efficient communication of information in crisis management is paramount 
to creating an efficient system that is able to handle the information that is avail­
able. The use of distributed computer systems to handle the information seems 
obvious, but presents some major challenges in the areas of human to computer 
interaction and computer to human interaction. Much of the information will be 
collected by human agents at the crisis scene and at crisis centres. This implies the 
need for efficient human to computer interaction. The information that becomes 
available from different sources needs to be fused to build an overall picture of 
the situation. And communicating back the information that human agents need 
to act on, requires efficient computer to human interaction. To enable human ac­
tors to interact with computer systems in an efficient way, multimodal systems
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are often used [54,89]. This will, hopefully, enable the human actor to interact 
more naturally (as with human to human interaction) with the computer.
1.1 R elated  w ork
To interact with each other, humans use different modalities. An important mo­
dality is speech; people talk and listen to each other. But we also use non-verbal 
modalities such as body and facial gestures, and in certain circumstances we use 
tools such as a pen to communicate information. The use of natural communi­
cation is often considered more intuitive and is therefore expected to be more 
efficient than less natural ways of communication such as the ways in which we 
normally interact with computers or communication devices (keyboard, mouse, 
and display) [21,22,73,110]. Humans prefer to interact multi-modally rather than 
uni-modally, especially in spatial application domains [74,75]. To make truly 
natural human computer interaction possible, therefore, implies that all of these 
modalities need to be taken into account. And for the spatial domain, pen gesture 
interaction is an important modality [75]. In this section, I will describe previous 
work on computer systems that enable the user to use multiple modalities during 
interaction.
1.1.1 Multimodal systems
To date, a number of multimodal systems are in existence, targeted at different 
application domains. One multimodal system that can be used as a tourist guide, 
a navigational aide, and as a television guide, is SmartKom [104]. The system 
engages in a dialogue with the user, using an embodied conversation agent, 
"Smartakus", to support face to face interaction with the user. Another multi­
modal system, COMIC [12], implements a CAD-like application, where the user 
can design a bathroom, using speech and pen gestures (handwriting or sketch­
ing). The output to the user includes a display of the design of the bathroom, 
synthesised speech, and a talking head. Match [52] is an interactive multimodal 
interface, which provides users with input using speech, handwriting, touch or 
composite multimodal commands. The system responds to the user by a talking 
head and dynamic graphical displays. The testbed application provides an inter­
face to restaurant and subway information of a city. MACK [16] is a multimodal 
system that can answer questions and give directions, using a combination of
14
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speech and gestures. MACK can indicate directions on a paper map that users 
place between themselves and MACK. Finally the AdApt [37] project employs 
user-system-dialogue dependent speech recognition and simple pointing and 
clicking in the real-estate domain. A static 3D wire-frame face is used for visual 
speech animation.
1.1.2 Crisis management
Following the events of September 11, 2001, the efforts to leverage technological 
advances in crisis response and management gave a strong impulse to the de­
velopment of more sophisticated planning and response techniques. Techniques 
in which information technology plays an important role. The RESCUE [64] 
and VCMC [72] projects exploit the Internet as a platform for access to informa­
tion, for communication, and for collaboration. In [94], Tatomir and Rothkrantz 
present a system in which users can use an icon-based interface on handheld 
devices for reporting observations. These systems mainly deal with the commu­
nication with users in the field. Sharma et al., on the other hand, developed a 
multimodal framework to facilitate decision making in control rooms [89]. In this 
system, natural gestures and speech commands in front of a large display, are 
processed and used for managing dynamic emergency scenarios. It supports col­
laborative tasks between different people at different locations and using differ­
ent communication devices.
In the ICIS [1] project a platform is being developed that is able to employ a 
set of different user interaction paradigms, fuse the information from the differ­
ent sources together to build a more complete picture of the situation, engage 
in a dialogue with the user and present relevant information to the user using 
different modalities. The architecture of this system is shown in Figure 1.1. De­
pending on the devices available to the user, the user may use speech and hand, 
arm [81,82], or pen gestures to communicate with the system. The system em­
ploys, furthermore, speech and facial expression recognition for detecting the 
affective state of users [24]. The information coming from the different modules is 
fused together by the fusion module [14,23]. It relates, for instance, the utterance 
"The car is here" with a pen gesture (a cross) that specifies the location of the car 
on the map. This information may then be used by the dialogue action manager 
to engage in a dialogue with the user. The fission module [30] then determines
15
I n t r o d u c t io n
F ig u re  1.1. The architecture of the hum an com puter interaction 
fram ew ork in the ICIS project [1],
the best mode for the presentation of the information returned by the dialogue 
action manager.
The research presented in this thesis focuses on the pen interaction module 
that is part of the ICIS interaction system.
1.2 Pen interaction
Pen interaction can comprise different uses for a pen, pencil, or stylus. One of the 
most obvious uses, is the use of handwriting, other uses include sketching and 
the use of the pen as a command interface, for which a computer mouse is used 
traditionally. In this thesis I use the term pen gestures for all types of symbols/ges­
tures produced with a pen, whether they are hand-written characters, sketches, 
or command gestures.
Advances in pen-aware systems like interactive video walls, PDAs, hand­
helds, and tabletPCs have led to the possibility of capturing pen-based informa­
tion on the display of computer systems. Such systems, by which users can an­
notate objects on rendered maps or visualised photographic content [86], or draw 
maps or blueprints [25,83], are called interactive maps [74]. Pen input is particu­
larly appropriate for the communication of, e.g., the location of objects or events,
16
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or the specification of routes [110]. Interactive maps are, furthermore, important 
tools to enhance interaction between different actors, in particular where spatial 
information is concerned [66,22]. Crisis management is one of those areas where 
the correct communication of spatial information is very important. The research 
in this thesis is directed towards the development of an on-line1 pen interaction 
system that can be used to annotate maps with new information.
1.2.1 Phases in recognition
The process of recognising pen gestures can be broken down in various sub­
processes (see Figure 1.2), each of which poses its own challenges. It consists of 
the following stages:
» Acquisition: The acquisition of the trajectory data. This is usually done 
by a tablet connected to a computer, or by a tabletPC. During the develop­
ment and testing of the recognition system, data sets are often used.
» Preprocessing: Includes resampling2 and/or normalisation3 of the data.
» Segmentation: This stage tries to find different segments in the data. For 
instance, separating the different characters in a word.
» Feature Extraction: In this stage relevant features are extracted from the 
data. Features may include the length or the compactness of the pen ges­
ture.
» Mode Detection: In interactive maps different types or modes of pen ges­
tures may be used. In general we distinguish between deictic gestures, 
gestures which only have meaning in context with something else (for 
instance encirclements, or arrows), handwriting, and objects (for instance
1 On-line refers to the fact that the trajectory of the pen is recorded in real-time, in­
cluding the time and force com ponents of the trajectory, as opposed to off-line pen gesture 
recognition where the trajectory of the pen is recorded by the ink left behind on paper and 
later scanned, thereby losing tim ing and force information.
2 The pen  trajectory is often recorded by sam pling the position of the pen  on the 
tablet every x  milliseconds. Resampling calculates new  sample points for the same trajec­
tory so that subsequent sample points are equidistant in the spatial domain, instead of the 
tem poral domain.
3 D uring norm alisation sample points are recalculated by dividing the x and y co­
ordinates by either the w idth  or height of the pen  gesture, depending on which (the width, 
or height) is largest. The resulting trajectory is contained in a 1px x 1px box
17
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F ig u re  1.2. The recognition process in a functional pen  gesture recognition system for in­
teractive maps. Pen data is produced by a user on  a tablet, or is taken from an existing data 
set (acquisition). Secondly, preprocessing such as size-normalisation or resam pling takes 
place, and then the data is segm ented in meaningful parts after which the features are 
calculated over the segments. For each segment, m ode detection is used, first to recognise 
w hether the gesture (segment) is handw riting, icon draw ing, or a deictic gesture. If the 
m ode detection system identifies the gesture as handw riting, the gesture is re-segm ented 
to separate individual characters, features are calculated over these characters, and hand­
w riting recognition is done on the gesture. If the m ode detection system identifies the 
gesture as being an icon, icon recognition takes place on the gesture. If, however, a deictic 
gesture is detected, m ode detection goes further and tries to identify the type of deictic 
gesture. If the gesture specifies a route on a m ap, geographical inform ation is used to 
identify the route on the m ap, if a m ark gesture is identified, the relevant object that is 
m arked is identified.
18
P e n  in t e r a c t io n
icons). Please refer to Chapter 4 for a more thorough discussion on mode 
detection.
» Recognition: The actual recognition (or classification) of the pen gesture 
into the object it represents.
» Identification: If the gesture is a deictic gesture, actual recognition of the 
intent of the user involves the identification of the context of the gesture, 
for instance a house on a map to which an arrow is pointing.
The segmentation and feature extraction phase take place before the mode 
detection phase and may also take place before the recognition phase. This may 
occur, for instance, when mode detection is done on a piece of handwriting. The 
handwriting is then segmented into separate characters, after which feature ex­
traction takes place on these individual characters. In the research presented in 
this thesis, segmentation is taken as given. The data from the data sets we used 
was segmented beforehand. The recognition system is, therefore, not hindered by 
incorrect segmentation.
In an ideal system, the recognition system should also be able to recognise 
when errors are made and recover from them. For instance, when the mode de­
tection algorithm is not able to recognise any mode above a certain probability, 
the system may be forced to re-segment the pen gesture. A best-first search [85] 
may, for instance, be used to search for the best confidence in recognition in the 
hierarchical recognition system of Figure 1.2.
The research presented in this thesis focuses on i) acquiring domain (crisis 
management) specific data, which was not available before, ii) on mode detection, 
specifically in the context of crisis management, and iii) on the development of 
suitable features for mode detection and for the recognition of iconic gestures and 
handwritten characters.
1.2.2 Design process
The design process of a pen recognition system is not as straightforward as it may 
seem. It consists of several steps, some of which need to be repeated if the per­
formance of the system is not as expected, or if one feels that the performance may 
improve during further development. Although formal guidelines are lacking for
19
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the design of such systems, a suitable approach may be found in [25,103,110]. 
This approach consists of the following steps (see Figure 1.3):
» Use a set of recognisers on an existing data set to determine a baseline 
performance.
» Collect and analyse experimental data from human subjects within the 
given application domain and possibly in interaction with the recognition 
system (acquire data set).
» Further improve (develop), train and test the recognition technologies on 
the basis of these data.
» Assess (evaluate) the performance of the improved recognisers.
To illustrate this design process, let me give a chronological overview of the 
research conducted for the pen interaction module in the ICIS project.
When we started the development of the pen interaction system used in the 
ICIS project, we first developed a baseline mode detection system that was able to 
distinguish between four classes: (i) hand-written text, (ii) arrows, (iii) lines, and 
(iv) geometric objects like rectangles, circles, and triangles [108]. The data used 
for development, training and evaluation of this first baseline system was taken 
from existing data sets. The data used originated from the COMIC project [12], a 
data set provided by Fonseca and Jorge [31] (containing arrows, lines, and geo­
metric objects), and hand-written text data from the UNIPEN database [39].
The data was divided into three sets, one for training, one for development, 
and one for evaluation. The subsets for training and development were used 
during the development of the mode detection system, during which we added 
and removed features and developed a template-matching technique for geomet­
ric object recognition [108]. Only when we were satisfied with the results of the 
mode detection system on the test set, the evaluation (test) set was used for the 
final evaluation of the system.
As the data used in [108] was taken from existing data sets not specific to tasks 
in the crisis management domain, a new data set was acquired during the human 
factors experiment described in Chapter 2.
This data was subdivided into three subsets (again training, development, 
and evaluation sets). First the training and development sets were used to re-
20
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F ig u re  1.3. The design process of a recognition system. The data ac­
quisition phase results in a new  data set w hich is divided in three 
subsets, a train  set, a developm ent set, and a test or evaluation set.
The train and developm ent sets are used during the developm ent 
and testing of the recognition system. After each test, the developer 
m ay use other features/classifiers to im prove the perform ance of the 
system. W hen the developer decides that the perform ance on the 
test set is satisfactory, the system is tested on a hidden test or evalu­
ation set.
design the mode detection system using a Bayesian Belief Network (Chapter 4), 
when we were again satisfied with the performance, we used the evaluation set 
for a final evaluation of this new and enhanced system.
Analysis of the data acquired during the experiment described in Chapter 2 
and the results of the mode detection system described in Chapter 4 led us to the 
conclusion that the recognition of iconic gestures was still not very good. And 
because of the large number of possible iconic gesture classes, we decided that a 
constrained set of icons would be necessary. A data set, solely consisting of iconic 
gesture data was acquired during a new experiment (Chapter 3). This data was, 
again, subdivided into three sets, with which we developed, tested, and evalu­
ated an icon gesture recognition system.
In conclusion, the process of designing a recognition system is a continuous 
process of acquiring more or better domain specific data, improving on the exist­
ing recognition system, and evaluating. This process will lead to better, and more 
robust recognition systems that are relevant to the application domain in which 
they will be used.
21
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1.3 G oals
This thesis is the culmination of the Write Anyone Anything Anywhere Anytime 
(WAAA) sub-project of the ICIS project. The goals of this project were to evalu­
ate the possibilities of using pen interaction in a multimodal interaction system 
in a crisis management context. At the start of this research project the following 
research questions were posed:
» What are robust features and algorithms for pen computing? (Chap­
ters 5 and 6)
» Do these features and algorithms share a common ground or common 
knowledge? (Chapter 5)
» How can information between multiple classifiers be combined in the de­
cision process? (Chapter 4)
» How can contextual information from other modules in the ICIS system 
be combined? (Chapter 4)
In this thesis, I hope to answer these questions.
1.4 O u tlin e o f th is th esis
I start this thesis, with two chapters that focus primarily on the acquisition of 
domain specific data sets. These two chapters are followed by a chapter on mode 
detection, and two chapters on feature extraction. Finally, I will discuss the re­
sults and findings in the final chapter of this thesis.
1.4.1 Data acquisition 
Chapter 2
In this chapter, I will discuss a human factors experiment we conducted in order 
to acquire a data set that is specific to our target domain of crisis management. 
Results on a mode detection test using the mode detection system developed 
in [108] are also reported in this chapter.
22
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Chapter phase pub.date based on
2 data acquisition Oct. 2006 [110]
3 Aug. 2008 [70]
4 m ode detection Sept. 2007 [111]
5 feature extraction
6 Feb. 2009 [112]
T a b le  1.1. The structure of this thesis as relevant to recognition 
phases and design process.
Chapter 3
This chapter discusses the NicIcon data set of iconic pen gestures. Iconic pen 
gestures were one of the three main classes of pen gestures acquired during the 
experiment described in Chapter 2. These iconic gestures include representations 
for concepts in crisis management such as: fire, accident, bomb, and paramedics. 
A recognition experiment with three different feature sets was done in order to 
get a baseline performance for icon gesture recognition. The results of this recog­
nition experiment are also presented in this chapter.
1.4.2 Mode detection 
Chapter 4
The mode detection system that we developed for the pen interaction system 
uses a Bayesian Belief Network [9,50] that combines the output of several rec­
ognition algorithms with context information. Two types of context information 
was used: i) task context: Was the user annotating a map or a photograph?, and 
ii) Spatial context: Was most of the pen gesture following streets on a map? This 
mode detection system was evaluated using the domain specific data set de­
scribed in Chapter 2.
1.4.3 Feature extraction 
Chapter 5
Many different features for pen gesture recognition have been used by different 
researchers. Seventy-eight of these features are compared according to the char-
23
I n t r o d u c t io n
acteristics of the features and according to the performance on seven different 
data sets. The features are placed in a taxonomy of features according to their 
characteristics.
Chapter 6
In this chapter I discuss the use of the mean and standard deviation of features 
over multiple strokes within one gesture. In this chapter, the results of a recogni­
tion experiment using the mean and standard deviation of different features over 
the constituent strokes will be discussed.
1.5 A uthor contributions
The acquisition and development of the NicIcon database of iconic gestures was 
conducted in equal parts by my colleague Ralph Niels and myself. Together we 
developed new features and implemented many features from literature.
Where I describe the implementation of a pen gesture recognition system for 
interactive maps, the focus of Ralph Niels' research is on writer identification and 
our hope is that the feature set may also be of use in that domain. The NicIcon 
database is described in Chapter 3 and the evaluation of the feature set we devel­
oped is described in Chapters 5 and 6.
24
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C hapter 2
Abstract
The recognition of pen gestures for map-based navigation and annotation is a 
difficult problem. Especially if users are unconstrained in the gesture repertoires 
that they can use. This chapter reports on a study to develop a taxonomy of pen- 
gesture shapes in the context of multimodal crisis management applications. A 
human-factors experiment was conducted for acquiring domain-specific data. A 
hierarchical categorisation of the data was produced, which confirmed our ex­
pectation that three broad classes can be distinguished: deictic gestures, hand­
written text and drawn objects. Since users were requested to annotate maps and 
photographs, most gestures belonged to the deictic category, indicating locations, 
routes and events. Based on the acquired data, the most suitable geometric fea­
tures for recognition of the different classes were explored. Results show that the 
majority of gestures was recognised correctly. We expect that the results from 
this study can be generalised to other domains that use pen-based "interactive 
maps".
This chapter is based on
Willems D.J.M and Vuurpijl L.G. 2006, Pen Gestures in Online Map and Pho­
tograph Annotation Tasks, In: Proceedings of the Tenth International Workshop on 
Frontiers in Handwriting Recognition IWFHR 2006, France, pages 397-402.

T he research1 presented in this chapter explores pen-based gestures and hand­writing in the context of crisis management scenarios. In the early stages of crisis management, the goal is to quickly understand the nature, size, and details 
of the situation at hand. The use of interactive pen-aware systems, by which us­
ers can annotate objects on rendered maps or visualised photographic content, 
or create maps or blue-prints [25,83], is believed to provide an important tool to 
enhance interaction between different actors. For example, Cohen et al. [20,21,22] 
have shown that a pen interface improves the efficiency of communications in 
military applications. There are only a few studies that specifically target pen 
interaction in crisis management situations. In [89] a thorough discussion of mul­
timodal interfaces in crisis management has been conducted, focussing on the 
fusion between pen, speech and gesture modalities. Another multimodal interac­
tive system for crisis management iMap is described in [54], in which users use 
hand-gestures and speech to interact with the system.
In such (time-critical) scenarios, it is imperative to provide a robust and ef­
ficient interaction platform. Since the majority of people involved in crisis man­
agement will be trained professionals, it is not unthinkable to design a set of pen 
gestures that are optimised on minimal complexity (adhering to effectiveness, 
easy-to-learn, easy-to-remember, and easy-to-use principles [26] and maximum 
distinction (facilitating robustness and reliable recognition). As a first step to­
wards the design of a proper gesture repertoire and corresponding recognition 
algorithms, the current study has been undertaken. This work is part of the Dutch 
ICIS programme [1], which pursues the design of multimodal collaborative sys­
tems for crisis management. Although at present there are no guidelines for the 
development of such systems, a suitable approach is explained in [25,103]: (i) use 
a set of recognisers with a certain base line performance, (ii) collect and analyse 
data from human subjects within the given application contexts and possibly in 
interaction with the recognisers, (iii) further improve and train the recognition 
technologies on the basis of this data, and (iv) assess the performance of the rec­
ognisers with increased capabilities. Our research follows this approach, which 
is typical for the design of any "perceptive system".
1 The research presented in this chapter was supported  by the D utch Interactive 
Collaborative Inform ation Systems (ICIS) project (grant BSIK03024).
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To explore how people interact with a pen-based interactive system in crisis 
management situations, we conducted a human-factors experiment. Human sub­
jects were asked to annotate specific details on maps and photographs depicting, 
e.g., buildings, roads, casualties, events, and/or vehicles. With the data generated 
during this experiment it is possible: (i) to evaluate how people interact with such 
a system, with the goal to assess potential problems or advantages of pen interac­
tions, (ii) to explore the collected gesture repertoires with the goal to yield typical 
classes that are shared among users and that can be used for our purposes, (iii) to 
test the performance of our pen input recognition systems with the goal to detect 
flaws in the employed feature representations or classification algorithms, and 
(iv) to exploit these findings for increasing the performance of our recognition 
algorithms.
Two main research questions were posed when we designed this human­
factors experiment: First, "Which types of pen gestures, specifically handwrit­
ing, deictic gestures, and objects, are used in the context of map and photograph 
annotations for crisis management scenarios?" To answer this question, we will 
present an analysis and inventory of the types of gestures generated by the par­
ticipants to the experiment. A broad categorisation of the collected gesture classes 
contains the "modes" handwriting (text), deictic gestures (arrows, crosses, encir­
clements), and drawn objects (casualties, bonfires, vehicles). The second research 
question reads: "Are the simple geometric features we used in our previous rec­
ognition systems [108,109] appropriate for recognition of the newly acquired 
data, which originates from a new domain?" Results will be presented of tests 
with these systems, using the data collected during the experiment. The tests 
show that the newly acquired data require a new mode detection system with 
improved recognition capabilities.
In the next section, we will describe the human-factors experiment we con­
ducted. This will be followed by an analysis of the acquired data. In Section 2.3, 
an assessment of the suitability of different newly developed mode-detection sys­
tems will be made. Finally, we will discuss the results and present directions for 
the future.
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2.1 M ethod
To conduct the human-factors experiment we created an experimental platform 
that presented each participant a number of images (maps or photographs). Each 
image had to be annotated as specified in a corresponding task description. The 
participant was provided with an LCD tablet on which these "stimuli" were 
presented and which was also used to capture the digital ink generated by the 
participant. This enabled the participant to perform the task with direct visual 
feedback of the ink trace at the location of the pen tip.
2.1.1 Experimental set-up
The experimental platform was run on a 3GHz PC with 1GB of RAM. A Wacom 
Cintiq 15x LCD tablet was connected to the PC, which was used both as display 
output and as the pen interface. Each participant was first presented with in­
structions (printed on paper) on how the experiment would be conducted and 
then with a questionnaire containing questions about age, gender, computer 
experience and experience in using digitising tablets. Next, the participant was 
asked to calibrate the system by tapping with the pen on two cross-hairs which 
appeared sequentially on the LCD tablet. The exact calibration depended on the 
thickness of the glass plating of the LCD tablet and the position of the participant 
in relation to the tablet. Finally, the participant was presented with all 65 stimuli 
in random order. Each experiment was finished with a de-briefing in which the 
participant answered questions about the usability of the pen-based interactions.
Each image was displayed in the central part of the display (see Figure 2.1). 
The textual task description was presented in the bottom part of the screen. Three 
buttons in the bottom part of the screen provided the participant with the ability 
to clear the screen and redo the task, to re-calibrate the system, and to proceed 
to the next task. All digital ink data was saved in InkML [18] format. For each 
pen sample, the (x,y)-co-ordinates, the pen pressure, and the time in milliseconds 
were saved. Metadata containing information about participant (e.g., gender, 
age, handedness) and task were also stored. During the saving of the data, the 
screen was darkened to indicate to the user that no pen input would be accepted 
during that time.
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F ig u re  2.1. The task screen, w ith  the m ap or photograph in  the m ain 
part of the screen and the task description and  the three control bu t­
tons in  the bottom  part of the screen. A selection of pen  gestures 
like cross marks, arrows, encirclements, and route specifications are 
depicted for illustration of the typical p en  inpu t that is acquired in 
such settings.
Each task related to the map or photograph by requesting the participant:
(i) to mark specific objects, (ii) to indicate routes between two objects, and (iii) to 
describe the location of certain events. The tasks were chosen so that different 
types of annotations were expected as a result. The general types (or modes) of 
annotations we envisaged were handwriting, deictic symbols (routes and mark­
ings) and objects (persons, cars, etc.). To elicit these types of pen gestures, we 
created task descriptions of the following types:
» [MARK] Marking objects on a map or photograph. For instance: "Indi­
cate the house at Carrer Del Foc nr. 83". The object to be marked is an 
object shown on the map or visible in the photograph.
» [ROUTE] Marking of routes on a map or photograph. For instance: "Mark 
the route from Carrer de TEstany to the soccer field".
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» [LOCATE] Locating of events or objects on a map. For instance: "Indicate 
a fire at Pontils 22". The object or event (fire in this case) to be located is 
not shown on the map or visible in the photograph. The participant was 
asked to add that information.
The complexity of the tasks was varied such that some tasks were designed 
to elicit a single gesture as in "Indicate the fireman." (type=MARK), while oth­
ers yielded multiple gestures as in: "Indicate all injured persons and all firemen" 
(type=LOCATE). The most complex tasks combined two or more requests (for 
instance: "Mark the route from Carrer del Cobalt 23 to Carrer de Cisell 19 while 
Plaza del Nou is blocked."). The latter compound tasks were marked as belong­
ing to two or more types (in this case; type=ROUTE+LOCATE).
Please note that the expected gesture modes and classes are not only appli­
cable to the domain of crisis management. For general applications like map (or 
photograph) annotation and navigation tasks, similar gesture types can be ex­
pected. The types can be categorised in a hierarchical organisation, at the top- 
level distinguishing between three modes. The first mode is handwriting, which 
is used to describe details of a certain location or event. The second are deictic 
gestures, which indicate positions or routes. The third mode contains any kind 
of object that is not covered in the former two categories. The latter mode will in 
most cases contain gestures that are targeted on a specific domain.
2.1.2 Segmentation and annotation
For assessing the research questions described above, all digital ink data needed 
to be segmented and annotated by hand. For each task, each specific gesture was 
separated (segmented) from all other specific gestures. Not only were the main 
parts of the ink pertaining to a task separated from each other, many subparts 
were also identified. For instance, handwriting could be subdivided into lines of 
handwriting, which could be subdivided into words, which then could be subdi­
vided into individual characters. The hierarchy of types and objects with which 
we labelled each (sub)part of the digital ink can be seen in Figure 2.2. It contains 
both objects and types, part-of and is-a relationships. Part of the digital ink could, 
for instance, signify a deictic gesture object, which could be of type arrow, which 
is made out of an arrow head object and an arrow tail object. For annotation of 
the data, we developed a Java-based tool that enables the user to segment the
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F i g u r e  2 .2 .  The annotation hierarchy. This figure shows the different labels that were assigned to segments of the digital ink data. Both 
the object and type hierarchy are represented here. For instance deictic gesture and arrowhead belong to the object hierarchy (arrow head is 
part of a deictic gesture of type arrow) and arreno and route belong to the type hierarchy (arrow is of type route)
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different pen gestures generated for each task and tag these gestures with the 
correct annotation label.
2.2 R esu lts o f the data co llection
Twelve people participated in our experiment, three female and nine male. The 
average age was 32 years, between 25 and 45 years. All subjects performed all 65 
tasks in different order. A total number of 803 tasks was performed. Seven sub­
jects used the [Clear] button to clear the screen and re-perform in total 23 tasks. 
All subjects reported that they liked the use of tablet technology for the given 
tasks, no usability problems were encountered.
A total of 14,210 items was labelled, including segments from all levels of the 
annotation hierarchy. In 803 tasks, 1025 semantic units were found, which gives 
an average of 1.3 per task. Most items were hand-written characters (4,111). From 
these data, 2650 compound entities were derived, distinguished in 15 classes.
As can be seen in Table 2.1, deictic gestures were used far more often then 
handwriting and drawn objects. Within the deictic set, encirclements were used 
most often, followed by crosses. One can also see that geometric objects (rec­
tangles, triangles, ellipses) are not used very much. Mode detection should fo­
cus on distinguishing between deictic gestures, handwriting, and drawn objects 
and then most importantly between the different types of deictic gestures. These 
findings correspond to the expectations discussed above in Section 2.1.1. Our 
research focuses on mode-detection between the three main classes, deictic ges­
tures ("mark" and "route" from Table 2.1 above), objects, and handwriting. We 
will therefore continue our analysis on these three classes.
2.3 M od e-d etection  tests
The labelled gestures can be used to train and test our new classification systems, 
which are currently under development. The system that was used in [109] was 
able to distinguish between handwriting, geometrical objects, lines, and arrows. 
This system presupposed a different hierarchy, which is more dependant on 
shape than on function (or: the intention of the subjects). Nevertheless it seems 
obvious that it is more important to classify according to function than according
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class n class n
OBJECTS 318 DEICTIC 1758
ellipse 3 m ark /arrow 190
free-form 117 m ark /cross 412
hum an-form 102 m a rk /d o t 122
line 18 m ark/encirclem ent 793
p °iy g °n 5 m ark /line 109
rectangle 71 rou te /arrow 61
triangle 2 rou te /line 71
HANDWRITING 574
T a b le  2.1. The distribution of com pound entities, like a w ord or sen­
tence comprised of characters, or an arrow com prising head and tail.
to shape. This might lead to worse performance but should ultimately lead to 
more information gain.
One of the research questions we posed for this experiment was how well the 
simple geometric features we used in our mode-detection system as presented in 
[109] would perform on data gathered in a crisis-management situation. The data 
we used to develop the system [109] was collected from different sources unrelat­
ed to crisis management and was subdivided between hand-written text, arrows, 
lines, and geometric objects. Using the system of [109], a recognition performance 
of only 84.8% was reached on our new data set. Compared to the performance 
on the original data set (99.0%), this is rather meagre. The performance is rela­
tively low because the mode-detection system was tuned to the types of data in 
the original set, which did not include free-form objects or arrows and lines with 
corners in the tail. Moreover the original data set contained a lot of hand-written 
text on which the system performed very well.
To create the recognition technology that can be used in crisis management, 
the feature set was expanded to include twelve new geometric features, such as 
the orientation of the major axis of the bounding box, the average pen pressure, 
and the ratio between the length of the largest straight line and the total length of 
the digital ink stream. The suitability of the features for mode-detection in map 
and photograph annotation was tested using a k-Nearest-Neighbour (kNN) clas­
sifier with k=3 that used all geometric features.
34
M o d e - d e t e c t io n  t e s t s
The data gathered during the experiment was divided into three sets, a train­
ing set, which was used to train the classifiers, a development set, which was 
used during the development (creating and selecting features to be used by the 
classifier) of the different classifiers, and a test set, which was used for the final 
evaluation of each classifier. Each set contained the same proportions of gesture 
types as was found in the full data set. Apart from this condition gestures were 
selected randomly into each set.
2.3.1 Principal component analysis
During the last few years, we have developed and assessed a wide range of fea­
tures that can be applied for gesture recognition purposes [83,108,109]. In or­
der to assess the importance of feature sets for the identified classes, a principal 
component analysis (PCA) was performed on the data. For the deictic gestures/ 
handwriting/objects classifier, the three most important features turned out to 
be: (i) Pen contact count, which measures the number of times the pen is put 
down or lifted from the tablet; (ii) Ratio of the principal axis, which measures 
the ratio between the lengths of the major and minor axis of the bounding box; 
(iii) Final sharp angle offset, which measures the ratio between the length of the 
pen trajectory starting at the last sharp angle (ty>n/3) in the pen trajectory until 
the last pen up event, and the total length of the pen down trajectory. The first 
feature (pen contact count) is important because of its ability to distinguish be­
tween complex gestures (such as non-cursive handwriting and complex (free­
form/human) objects) and simple gestures (mostly deictic gestures). The second 
feature distinguished between elongated objects (most lines and arrows) and 
more compact gestures. The third feature, final sharp angle offset, is relevant for 
distinguishing between gestures with many sharp curves at the end of the trajec­
tory, such as arrows, and gestures with none or only a few sharp curves (if they 
are not located at the end of the trajectory).
In the feature space of the route/locator classifier, the most important features 
are: (i) Pen contact count; (ii) Maximum angular difference, which measures the 
sharpest angle within the pen trajectory; (iii) The eccentricity, which is also a 
measure for the ratio between the major and minor axis of the bounding box 
[109]. Most locater objects are encirclements which are not subdivided by pen- 
up/pen-dow n events, and are not super elongated as many route objects tend
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to be. Furthermore they show a fairly constant angular difference along the pen 
trajectory, while route objects contain more sharp angles. The relatively large con­
fusion of route gestures with locator gestures occurs because other locator objects 
(crosses) share these properties with route gestures.
The locator gestures (encirclements, crosses, arrows, dots, and lines) can be 
subdivided into markers, which mark the position of an object on a map or pho­
tograph, and pointers (arrows and lines), which point to an object on a map or 
photograph. Pointers are often used to connect a tag (often hand-written text or 
free-form objects) with the object on the map or photograph. The principal fea­
tures of the marker/pointer feature space are: (i) Curvature, which is the sum of 
all angles between subsequent line segments in the pen trajectory (see [83,108]);
(ii) Final sharp angle offset; (iii) Initial horizontal offset, which is the offset of the 
horizontal (x j  position of the first sample compared to the left-most position in 
the pen trajectory. Pointers are lines and arrows and are mostly straight, and have 
therefore, a small curvature compared to markers. Arrows, typically, have a small 
final sharp angle offset because most people draw the arrowhead (containing the 
last sharp turn) after the arrow-tail.
The principal component analysis of these feature spaces provides us with 
insight into the structure of these feature spaces. They form a basis for improving 
the recognition performance of the classifiers and ultimately of pen interaction in 
the domain of crisis management applications and "interactive maps".
2.3.2 Deictic gestures, handwriting, and objects
The classification of digital ink into deictic gestures, hand-written text, or objects, 
with a kNN classifier using all features, reached a performance of 90.7%. While 
both deictic gestures and hand-written text reached a recognition rate of 94.4% 
(see the confusion matrix in Table 2.2), objects were very badly recognised (only 
57.6%). If one looks at the type of objects that are misclassified, one sees that espe­
cially lines, ellipses, rectangles, triangles, and polygons are misclassified (mostly 
as deictic gestures). These misclassifications are due to the fact that these objects 
are often ambiguous. Without context information it is, very difficult if not im­
possible, even for a human, to distinguish between for instance, a line as a deictic 
gesture, or a line as an object. It is also difficult to distinguish between ellipse, 
rectangle, and polygon objects on the one hand and encirclements, which are
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Type Total Deictic Text Object
Deictic 885 95.3% 0.9% 3.8%
Text 288 2.4% 96.5% 1.0%
Object 172 29.7% 12.8% 57.6%
T a b le  2.2. The confusion matrix betw een deictic gestures, hand­
w ritten text, and objects w ith the test class vertically and recognised 
class horizontally
often represented as ellipses, or polygons, on the other. If these types of objects 
are not considered the performance is raised to 93.8%.
2.3.3 Locators and routes
Distinguishing between locators and routes is more difficult as both can be rep­
resented as arrows and as lines. If one looks at the data, the most obvious dif­
ferences seem to be that route arrows and lines are often longer and have more 
sharp angles in the tail (signifying changes in direction on a route). The recog­
nition rate between locators and routes is 96.5%, but this is mostly due to the 
non-linear locator gestures (encirclements, crosses, and dots). Only 58.2% of the 
route gestures are recognised correctly (see Table 2.3). The recognition of routes 
can be greatly enhanced, we expect, by using context information. For instance, 
one might check whether the path of the line or arrow gesture follows roads on 
a map, which would indicate a route gesture. On the other hand if the gesture is 
on top of an object on a map or if the gesture points to an object on a map, one 
can assume that the gesture is a locator gesture. Context information seems to 
be very important therefore, to be able to recognise route and locator gestures. 
Please note that our eventual goal is to employ the developed technologies in a 
larger framework, where multimodal context can be implemented through, e.g., 
knowledge represented by a geographical representation (in the case of maps), 
recognition results from a parallel speech recogniser or via top-down expecta­
tions given by a dialogue manager system.
2.3.4 Markers and pointers
To recognise whether a marking gesture is a marker or a pointer, it is important 
to recognise the object that is marked, and to combine the information between
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Type Total Locator Route
Locator 818 99.6% 0.4%
Route 67 41.8% 58.2%
T a b le  2.3. The confusion matrix betw een locators and routes w ith 
the test class vertically and recognised class horizontally.
Type Total Marker Pointer
M arker 667 97.6% 2.4%
Pointer 151 27.2% 72.9%
T a b le  2.4. The confusion matrix betw een m arkers and pointers w ith 
the test class vertically and recognised class horizontally.
different pen gestures. The recognition rate of a kNN-classifier on the classes of 
markers and pointers is 93.0%. The confusion matrix (see Table 2.4) shows that 
markers are recognised much better than pointers.
Considering the confusion within the set of different deictic gestures it be­
comes obvious that especially lines and arrows are badly recognised. Lines are 
most often mistaken for arrows, as one would expect, but almost as often for 
dots. This problem could probably be remedied by combining this classifier with 
a special purpose classifier that distinguishes between dots and lines. Arrows 
are most often misclassified as crosses. This is especially true for small locator 
arrows, where the arrow-tail is almost as short as the two lines that constitute the 
arrowhead. From the analysis of the recognition performances of the different 
classes, it is clear that further work has to be done on the recognition of arrows 
and of lines. Special purpose classifiers such as the line recognition algorithm 
presented in [83], may be needed to enhance the performance of the feature clas­
sifiers.
2.4 D iscu ssion
In this section, we presented the results of a human-factors experiment on pen- 
based interactions in crisis management situations. Our main goal was to collect 
and analyse digital ink data in the context of map and photograph annotation
P e n  g e s t u r e s  i n  c r is is  m a n a g e m e n t
38
D is c u s s io n
tasks. The experiment resulted in a rich data set containing 14,210 items. Most of 
these items belonged to the deictic gestures class, while handwriting and objects 
were often used to clarify the annotations.
Three classifiers were developed based on the generated annotation hierarchy:
(i) a broad mode-detection system distinguishing between deictic gestures, hand­
writing, and objects, (ii) a system distinguishing between locators and routes, and
(iii) between markers and pointers. Various new features were introduced. The 
classification results suggest that the features are sufficient for most recognition 
tasks. Most misclassifications occur in the recognition of arrows and lines, and 
while distinguishing between route gestures and arrows and lines used as loca­
tors. Therefore, the recognition of lines and arrows needs further development.
The work presented here is a first step toward the development of pen-input 
recognition technologies in a multimodal context. Through the generated ges­
ture taxonomy, a much better insight in the repertoire that users employ when 
annotating maps has been obtained. This taxonomy can serve as a basis for de­
signing a suitable gesture-repertoire, optimised on usability criteria and distinc­
tive properties for recognition purposes. Our future research will focus on the 
relevant classes that became apparent during the experiment and on exploring 
new distinguishing features, especially to enhance the recognition of lines and 
arrows. From the recognition performance of the different classifiers, it seems 
likely that a novel way of combining different classifiers can enhance recognition 
performance. Furthermore, a number of cases were identified in which the use 
of additional context is required. We are currently pursuing the combination of 
output hypotheses from the different classifiers and contextual information to 






The goal of this chapter is to announce the NicIcon collection of hand-written 
sketches containing iconic gestures. These data have recently been collected in 
our group with the goal to develop and assess pen input recognition technolo­
gies for the domain of crisis management. In our envisaged scenarios, users can 
use the pen to enter, e.g., information about the location of certain objects or the 
occurrence of certain events, on a depicted photograph or digital map. Typically, 
these sketches contain representations of drawings that are not contained in pub­
licly available databases, which mainly contain hand-written texts. We report on 
our classification performances achieved for these data and make the data freely 
available to the handwriting recognition community.
This chapter is based on:
Ralph Niels, Don Willems, and Louis Vuurpijl. 2008, The NicIcon database of 
hand-written icons. In: Proceedings of the first International Conference on the Fron­
tiers of Handwriting Recognition (ICFHR 2008), Montréal, Canada. August 19-21, 
pages 296-301.

Databases for training and testing automated reading systems have become readily available for the handwriting recognition community. These data­bases mostly contain either online or off-line data, acquired on a multitude of ac­
quisition devices. The first large publicly available data-sets were UNIPEN [39], 
consisting of online isolated characters and hand-written words from Western 
scripts, and the CEDAR database [45], containing off-line scans of address infor­
mation like city names, state names, and zip codes. Other well-known databases 
containing Western handwriting are IRONOFF [99] and the IAM database [63]. 
The past decade, many other scripts like Japanese [47,67], Tamil [7,8], and Ara­
bic [77] have become available. Because of these databases, many researchers 
in handwriting recognition have been able to develop and assess their recogni­
tion technologies on generally accepted benchmarks. Besides handwriting, other 
categories of pen input are musical scores, mathematical expressions, command 
gestures, and sketches. Unlike the availability of handwriting databases, collec­
tions of these other categories are scarcely available. The goal of this chapter is to 
announce the NicIcon collection of hand-written sketches containing iconic ges­
tures. Similar to the IRONOFF collection [99], the NicIcon collection comprises 
simultaneously acquired online pen trajectories and off-line scans. In this chap­
ter, our first classification performances on these data are reported and a number 
of challenging future research issues are described. The NicIcon collection will 
be made freely available (through the http://www.unipen.org web site) to the 
research community, with the aim to stimulate other researchers to develop and 
assess their technologies on the relatively unknown domain of iconic sketches.
Within our research on multimodal interaction, the recognition of sketches 
has played a prominent role. For example, in the European COMIC project, we 
developed a conversational bathroom salesman that provided the user with op­
tions to sketch a blueprint of their bathroom [12]. In the ICIS project [1,106], pen- 
based sketches are used to indicate events on interactive maps in the domain of 
crisis management. In the scenarios pursued in ICIS, users can draw sketches of 
situations (on a pen input device like a tabletPC or PDA). We previously reported 
about a large study on the typical pen interactions that emerge in these scenar­
ios in [110]. The categorisation of the obtained pen gestures showed that next 
to route descriptions and markings of locations, the iconic sketchings of, e.g., 
houses, cars, fires, and persons, occurred quite frequently. We also concluded that
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the recognition of these unconstrained sketches (with a large variability within 
and between users), resulted in a recognition performance that was unacceptable 
for the envisaged target domain.
Therefore, we performed another significant data collection effort1 with the 
goal to reduce the variability in the data. As discussed in [29], users can convey 
rather complex messages using a limited set of icons. Inspired by [29], we de­
signed a set of 14 icon shapes representing important information relevant to the 
domain of crisis management. In total 32 participants were asked to sketch these 
iconic representations of events on a digitising tablet. The resulting NicIcon da­
tabase contains 24,441 icons. In the subsequent sections, we will (i) describe the 
NicIcon data collection process and contents of the data, (ii) demonstrate the per­
formance of our feature extraction and recognition techniques on the online part 
of the data, as a baseline for future research, (iii) provide details on how to obtain 
the database and (iv) conclude with a number of challenging research issues.
3.1 D atabase
A set of 14 icons that are important in the domain of crisis management and in­
cident response systems was selected. The icons were designed such that (i) they 
have a visual resemblance to the objects they represent or correspond to well 
known corresponding symbols (so that they are easy to learn by the users),and
(ii) are distinguishable by the computer. Figure 3.1 shows the 14 selected icons.
In total, 32 participants, all volunteers, participated in the experiment. They 
were all Dutch students in the age range of 19 to 30 (m=21.63, 0=2.35), of which 
29 were male, and 3 were female.
3.1.1 Forms
Each participant was asked to fill out 22 paper forms, using an inking stylus. 
Each form contained 35 boxes arranged in 7 rows and 5 columns, two calibration 
crosses and an identification area. Each box measured 22x22 mm in size. Left 
to each row, the stimulus (the to-be-drawn icon and a size instruction ('small', 
'medium' or 'large')) was specified. The participants were asked to fill each row
1 The research presented in this chapter was supported  by the D utch M inistry of 
Economic Affairs, grant nr: BSIK03024 and the N etherlands Organisation for Scientific 
Research (NWO), project nr: 634.000.434. We w ould like to thank G erard van Oijen and 
Chris Bouwhuisen for their help in setting up the experiment.
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accident bomb car fire brigade gas injury roadblock
casualty electricity paramedics person police flood
F ig u re  3.1. Examples of the 14 different icons, as they were pro­
duced by one of the participants.
of boxes by drawing one instance of the specified icon in each box. The first two 
forms were intended as trial forms, which would prepare the participants to the 
real task. The forms contained one row for each of the 14 different icons, and no 
size specification was given. Since the quality of the icons produced on the trial 
forms was comparable to the quality of the rest of the icons, we decided to add 
the trial icons to the database. They were marked as being trial icons (however 
see Section 3.1.4).
3.1.2 Procedure
For each form (see Figure 3.2), the participants were asked to first touch the cen­
tres of the calibration crosses with the pen tip. Knowing the location of these 
crosses on the tablet allowed us to automatically segment the online data, using 
knowledge of the form layout and box locations. Furthermore, these locations are 
required for aligning the online trajectories to the corresponding off-line scanned 
images. Subsequently, the participants were asked to mark the empty spaces in 
the binary code box with small crosses. By doing this, they attached the unique 
code of the form to the online data. After the calibration process of the form, 
the participants were asked to fill each row of query boxes by drawing five in­
stances of the icon specified for that row. No strict instructions were given about 
these size specifications which were varied to get some size variations. Each par­
ticipant was asked to draw the same icons/size combinations, but the order in 
which they were drawn was randomised.
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F ig u re  3.2. A piece of paper was clam ped to a w riting tablet. The 
subjects used an inking stylus to draw  the icons. The resulting data 
contains online trajectories and off-line scans of the paper.
3.1.3 Equipment
A Wacom Intuos2 A4 oversize tablet was used as digital input device. This tablet 
has a resolution of 100 lp mm-1, an accuracy of ±0.25, a reading height of 10 mm, 
and a maximum data rate of 200 pps. The device can distinguish 1024 pressure 
levels. The tablet was connected to a computer running Microsoft Windows XP 
Specially developed software was used to record spatial coordinates, time coordi­
nates and pressure coordinates. An A4-sized sheet of 160 g m 2 paper was clamped 
to the tablet. A Wacom writing pen, with a green Lamy M21 pen tip2, was used by 
the participants to draw the data.
Each sheet of paper was scanned using a HP Scanjet 7400C flatbed scanner at 300 
dpi resolution in 24 bits colour. Note that, although we simultaneously captured 
both online and off-line data, in this chapter we focus only on the online data. 
Both online and off-line data are available for download (see Section 3.4).
2 http://www.lamy.com/eng/b2c/Refllls and inks/M 21
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Description Icon n Description Icon n
accident ¿h 1736 gas « 1745
bomb ó 1750 injury Of-< 1775
car 1720 param edics æ 1780
casualty £ 1750 person >—to 1755
electricity Í 1735 police <e> 1740
fire 6 1740 roadblock 0 1750
fire brigade b 1725 flood 1740
T a b le  3.1. D istribution of the 24,441 gestures over the 14 icon classes.
3.1.4 Data
Each paper sheet contained seven rows of five columns, resulting in 35 draw­
ing areas. Each of the 32 participants had to fill in 22 paper sheets, resulting in 
770 icon gestures per participant. Some participants appeared to have skipped 
certain gestures (199 gestures in total), so the total number of usable iconic ink 
gestures is 24,441. The distribution of the data per icon can be seen in Table 3.1.
The data was saved in an ASCII-based HWR-format and was later converted 
to UNIPEN format [39]. Using the calibration crosses and unique code, we were 
able to segment and label each data sample automatically. Each icon was labelled 
with the participant ID, the page number, the row and column number, the type 
of the icon, and the size (S/M/L/Trial).
3.2 R ecogn ition  experim ent
In this section, we report on the typical recognition performances that can be 
obtained on these data. Three different classifiers were trained to distinguish be­
tween the different icons. We used a multilayered perceptron (MLP) and a linear 
multi-class SVM classifier using three types of features: the 28 features described
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by Willems [109,111], and two instances of feature sets computed as described 
in [102]. Furthermore, we used the Dynamic Time Warping (DTW) implementa­
tion described by Niels et al. [71].
The classifiers were organised in a multiple-classifier system (MCS), which 
employed majority voting [97] for combining classifier outputs. In case of a tie, 
the output of the DTW classifier was used to rule the outcome.
For a writer dependent (WD) test, the full set of icons was randomly divided 
into a train set of 60%, and a test set of the other 40% of the icons. For a writer 
independent (WI) test, the train set contained all icons written by 60% of the writ­
ers, and the test set contained all icons written by the other 40% of the writers.
3.2.1 Features
Three feature sets were computed from the icon data, respectively referred to as 
g-28, t-30, and t-60. Note that the g-28 features are global features computed from 
each total trajectory, whereas the t-30 and t-60 features comprise local features 
running along each trajectory. The g-28 features are described in [109,111] and em­
ployed in a pen gesture recognition system used for interactive map applications. 
Most pen gesture data, on which these features were tested, consisted of deictic 
gestures [110] that users produced when marking objects on the interactive maps, 
like arrows, encirclements, and crosses. Handwriting and some iconic gestures 
were also produced while using the interactive map application. These 28 fea­
tures included spatial features: (1) length of pen stream, (2) area of convex hull, 
(3) compactness, (4) eccentricity, (5) ratio of the coordinate axes, (6) closure, (7) 
circular variance, (8) curvature, (9) average curvature, (10) perpendicularity, (11) 
average perpendicularity, (12) centroid offset along major axes, (13) length along 
first principle axis, (14) rectangularity, (15) initial horizontal offset, (16) final hori­
zontal offset, (17) initial vertical offset, (18) final vertical offset, (19) straight line 
count, (20) largest straight line ratio, (21) straight line ratio, (22) largest straight 
line, (23) macro perpendicularity, (24) average macro perpendicularity, and (25) 
ratio of the principal axes. Also included were three features based on the pres­
sure data also available in the online data: (1) average pressure, (2) pen down 
count, (3) pen up /dow n ratio.
The t-30 and t-60 features are described in [102]. These trajectory-based fea­
tures are computed from spatially resampled pen strokes. The features that are
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calculated for each resampled data sample containing n points are the x, y and 
co-ordinates, the running angles, and angular velocities, resulting in 3n+2(n- 
l)+2(n-2) features. As explained in [102], a typical resampling of Western charac­
ters requires n=30 (204 features). Given that many of the collected iconic gestures 
have a more complex shape than the average Western character, we also explored 
resampling to n=60 (414 features), resulting in a better coverage of the original 
trajectory with resampled points.
3.2.2 Classifiers
Three algorithms were used to experiment with the three feature sets discussed 
above. The first two classifiers are relatively standard algorithms which require 
little explanation. For the first classifier (SVM), we used public domain software 
implementing the linear multi-class LIBSVM-classifier [17]. The data in the train 
sets (writer dependent or writer independent) was used to develop the SVM 
models, and the data in the test sets (writer dependent or writer independent) 
was used to evaluate the performance of the classifier. For the second classi­
fier (MLP), several architectures and learning parameters were varied to train 
multilayered perceptrons on the three feature sets. The third classifier uses the 
dynamic time warping (DTW) algorithm described in [71], which calculates the 
DTW-distance between two data samples by summing the normalised Euclidean 
distances between the matching coordinates of two data samples. Whether or not 
two coordinates i of sample A, and j, of sample B match, is decided using three 
conditions: (i) the continuity condition, which is satisfied when coordinate i is on 
the same relative position on A as coordinate j  is on B, (ii) the boundary condi­
tion, which is satisfied if i and j  are both at the first, or both at the last position of 
their sample, (iii) the pen-up/pen-down condition, which is satisfied when both 
i and j  are produced with the pen on the tablet, of when they are both produced 
with the pen above the tablet. i and j  match if either the boundary condition, or 
both other conditions are satisfied. Classification of a test sample was performed 
through nearest neighbour matching with the DTW distance function.
3.2.3 Multiclassifier system
As described above, 7 classifiers were used to classify the data: the SVM-classifier 
and the MLP-classifier (each using the 3 described feature sets), and the DTW-
49
I c o n ic  g e s t u r e s
Classifier Feature set WD perf. WI perf
SVM 8g- 84.39% 79.99%
t-30 98.57% 92.63%
t-60 98.51% 92.16%
MLP g-28 94.00% 90.72%
t-30 96.63% 92.40%
t-60 97.79% 92.92%
DTW - 98.06% 94.70%
MCS - 99.32% 96.49%
T a b le  3.2. Correct classification perform ances of the individual clas­
sifiers using the different feature sets and the multiclassifier system 
on w riter dependent (WD) and w riter independent (WI).
classifier. The resulting classifications were combined in a simple majority voting 
MCS. Table 3.2 shows the correct classification performance for each classifier 
(where a classifier is the combination between the used classification method and 
the used features) and the overall performance of the MCS, for both the writer 
dependent and the writer independent setting.
When observing Table 3.2, we see that the trajectory-based feature sets t-30 
and t-60 result in a better performance than the global features g-28. Furthermore, 
the results of the MCS significantly improve each single classifier. Although this 
can be expected, leaving any of the classifiers out of the MCS results in a lower 
performance. Apparently, although the g-28 features are less discriminative, they 
provide necessary extra information that improves recognition.
3.2.4 Conflicting classes
To explore conflicting classes between the different icon shapes, below the con­
fusion matrix for the writer dependent setting is presented (see Table 3.3). From 
this confusion matrix, it can be concluded that especially the 'boxed' icons (icons 
which consist of a base in a frame: A , 1  ^ , and ^  ) are harder for the system 
to distinguish. As illustrated in Figure 3.3, the main reason for this confusion is 
that users in some occasions mix up the shape and orientation of the boxes. Two 
other categories of typical misclassifications are cases where users retrace the pen 
trajectories and cases where the pen input is sloppy.
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F ig u re  3.3. Examples of the three m ain conflicting cases: (a) retrac­
es, (b) sloppy draw ings and (c) w rong box shapes.
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3.3 D iscu ssio n  and future ch a llen ges
In this chapter, we have introduced a new data set containing 24,441 hand drawn 
icons from the domain of crisis management. The 14 icon classes were designed 
and constrained such that they (i) were easy to learn by human subjects and (ii) 
they can be distinguished well by computer software. We have demonstrated 
high recognition performances by using three feature sets and combining three 
different classifiers. Using a multiple-classifier system ruled by majority voting, 
99.3% of the writer-dependent and 96.5% of the writer independent test samples 
were classified correctly. Trajectory-based features result in a significantly better 
performance than when using global features. An analysis of the conflicting er­
ror classes revealed that, apart from apparent slips of the user, in particular the 
boxed classes and cases where a user retraces the trajectories yield conflicts. One 
approach to solve the confusion of boxed classes, might be to remove the box part 
and apply character recognition to the remaining part.
We are currently further developing and assessing our pen input recognition 
technologies in more elaborate experiments, involving pen input data acquired 
in less constrained situations. Two settings will be explored: (i) an evaluation of 
our new recognition systems on the less constrained gesture repertoire described 
in [110], and (ii) a new interactive experiment in which new data will be collected 
from novel writers in a less-constrained setting as well. Both data sets will be 
made available as part of the NicIcon collection.
Our second research interest in these data is concerned with our work on 
UPX, an upcoming standard for the specification of online data [4]. A relatively
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umns. All values are in percentages of correct recognition. H yphens ('-') denote confusions of 0.0%
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underspecified issue in UPX is the specification of links between multimodal data 
like the NicIcon collection introduced here. Our goal is to use the NicIcon data as 
a test bed for developing a specification format for linking regions of interest (in 
the scanned image) to online trajectories specified in inkML.
The third direction concerns the combination of the online data recorded on 
the digitising tablet and the off-line scanned images. Here, not only off-line rec­
ognition of iconic gestures will be pursued, but the availability of pen input data 
acquired in both modalities also opens up the possibilities of (i) exploring the 
relation between ink distribution as present in the off-line scan and the online 
trajectories containing pressure information, and (ii) performing research on the 
extraction of dynamic information from the scanned images. The problem of ex­
tracting the intended trajectory from off-line data is still unsolved and having the 
new NicIcon collection available may contribute to new steps ahead in this area.
3.4 O b tain ing  the database
The NicIcon dataset introduced in this chapter is freely available for download. 
Online data is stored in the UNIPEN [39] format and the PNG image format is 
used for the off-line images. Please visit http: / /unipen.nici .ru.nl /Niclcon for 
download instructions and further details about the data sets, like writer popula­




A Bayesian Network approach 
to mode detection
Abstract
This chapter describes a mode detection system for online pen input that employs 
a Bayesian Belief Network to combine classification results and context informa­
tion. Previous monolithic classifiers were not able to provide sufficient perform­
ance to be used in the domain of crisis management, where robust interaction is 
extremely important. To enhance mode detection for the intended target domain 
of crisis management, domain specific pen gesture data was used to train the 
four different classifiers and to calculate the conditional probabilities used in the 
Bayesian Belief Network. Mode detection, which is used to distinguish between 
different types of pen input such as deictic gestures, hand-written text, and iconic 
objects, clearly profited from this new approach. The error rate dropped from 
9.3% for a monolithic system to 4.0% for the new mode detection system.
This chapter is based on:
Willems D.J.M and Vuurpijl L.G. 2007, A Bayesian Belief Network approach to 
mode detection for interactive maps, In: Proceedings of the Ninth international con­
ference on document analysis and recognition (ICDAR'07), IEEE, Curitiba, Brazil, 
pages 869-873.

Interactive maps are especially suited for conveying spatial information be­tween human and computer. Using a digital pen on an electronic tablet, one can mark or add objects on a map or on visualised photographic content. Com­
puter systems that provide for this type of interaction with the user, need to be 
able to recognise the pen gestures that are produced. Unfortunately, when users 
are unconstrained in the types of gestures that they can use, recognition becomes 
problematic. In a recognition system that needs to recognise not only different 
gestures, but also the type (or mode) of the pen gestures, mode detection [10,49] 
is employed before specific classifiers are used for actual recognition [109]. Mode 
detection should for instance be able to determine whether a user is producing 
deictic gestures (e.g. to mark an object on a map or to specify a route), hand­
written text, or iconic object drawings (people, cars, etc.).
The domain in which our pen gesture recognition system will be employed is 
crisis management. In earlier work [110], we concluded that two thirds of the pen 
gestures used in crisis management situations are deictic gestures. When a deictic 
gesture is detected by the mode detection system, it is not required to recognise 
the exact pen gesture (for instance an encirclement) but the context related to the 
pen gesture (the object that is encircled). Based on these observations, it is appar­
ent that mode detection is of prime importance for successful pen interaction in 
the crisis management domain.
Previous work on mode detection includes research by Jain [49] and Bish­
op [10] who distinguished between hand-written text and lines, and hand-writ­
ten text and drawings, respectively. Using geometrical features with kNN and 
MLP classifiers we were able to obtain a performance of 98.7% for mode detec­
tion between hand-written text, arrows, lines, and geometric objects [108]. Using 
a hierarchical mode detection system and expanding the recognised classes to in­
clude four geometric shapes, an overall performance of 95.6% was reached [109]. 
The problem with these mode detection systems was that they were trained and 
tested using data that was not obtained from the crisis management domain. 
The human factors experiment [110] provided us with data specific to our target 
domain.
The mode detection systems we presented in [109] was tested with the new 
domain specific data set that resulted from the human factors experiment. As ex­
pected the performance was not good. The mode detection performance dropped
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F ig u r e  4 .1 .  Two examples where context information can be of use 
in gesture recognition. (a) An arrow used to specify a route. (b) An 
arrow used to mark a location. The arrow in (a) follows the street pat­
tern, the arrow in (b) does not.
from 95.6% (using the original data set) to 84.8%. The reason for this decline in 
performance was twofold: (i) some of the modes (for instance geometric objects) 
that could be recognised by the previous systems were not relevant for the newly 
acquired data and (ii) many pen gestures are ambiguous in that they can be as­
signed to different modes (see Figure 4.1). Using a monolithic classifier using the 
same geometric features, we were able to reach a performance of 90.7% for the 
recognition of deictic gestures, hand-written text, and objects [110].
In the domain of crisis management, where lives may depend on correct and 
efficient communications, an error rate of 9.3% is not acceptable. To increase the 
performance we decided to combine the results of the different classifiers and in­
formation from map, photographic, and task context. The fact that a combination 
of classifiers often achieves better classification results than any of the individual 
classifiers by themselves has been well established [55]. One approach that can 
be used to combine different information sources is the use of Bayesian Belief 
Networks (BBNs) [9,50]. BBNs have been successfully implemented for pattern 
recognition tasks [19,41], and because of their probabilistic nature, BBNs lend
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themselves very well for Decision Support Systems [57]. We will use Bayesian 
Belief Networks to combine different classifiers and context information.
Context information has been used in sketch recognition before [6,113]. Our 
goal is to use context information to enable correct recognition of ambiguous ges­
tures. If the gesture is an encirclement, the pen gesture will probably encircle an 
object on a map or photograph. If that object is known from context information, 
mode detection may be enhanced by using that information.
In this section we describe our new mode detection system1 that employs a 
Bayesian Belief Network to combine information from different classifiers and 
from context. Furthermore, we will present the evaluation of this mode detection 
system, including the results.
4.1 C o n tex t in fo r m a tio n
4.1.1 Spatial context
Geographical information systems (GIS) can provide spatial information on a 
multitude of object types such as houses, public buildings, industrial objects, and 
infrastructure. This information can be used to identify relations between gener­
ated pen gestures and objects on a map. In real-time photograph or video annota­
tion, spatial context is much more difficult to extract, since that information can 
only be obtained from visual recognition systems and is not as readily available 
as geographical information.
Object context is determined in two ways: (i) comparing the centroid of the 
pen gesture with map or photograph objects, and (ii) by calculating the propor­
tion of an object that is encircled by the convex hull of the pen gesture. If the 
centroid is located within an object or if the proportion of encirclement is higher 
than the threshold &enc, then the gesture is evaluated as 'on object'.
Street context is determined by calculating the proportion of samples (the 
points on screen that make up the pen trajectory) that are situated within a street 
object. If this proportion is higher than a predetermined threshold &stree,  the pen 
gesture is evaluated as 'on street'. In Figure 4.2, the relation between the thresh-
1 The research presented in this chapter was supported by the Dutch Interactive 
Collaborative Information Systems (ICIS) project (grant BSIK03024).
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Threshold
F ig u r e  4 .2 .  The proportion of route and other gestures evaluated as 
'on  street' for different values of the threshold &slreel (see text below).
Ideally, a large proportion of deictic routes and a small proportion of 
other gestures should be evaluated as "on street".
old and street context is depicted. We expect that most routing gestures will be 
evaluated as 'on street'. Unfortunately other gestures (cars or victims) may also 
be drawn on street objects, and routing gestures may be (partly) drawn outside 
street objects [110].
As you can see in Figure 4.2, there is a big difference between deictic routing 
gestures and other types of gestures. Routes can be easily distinguished with 
street context information, but many objects and non-routing deictic gestures 
will be confused with routing gestures.
4.1.2 Task context
Other important context information is task related. In [110], we have found that 
for map and photograph annotation tasks, different distributions between pen 
gesture modes were found. This difference is even more pronounced when con­
sidering the type of task a participant had to perform. Examples of task types are 
marking tasks, where a user has to mark an existing object on a map or photo­
graph, and routing tasks where the user has to specify a route.
The data we will use to evaluate our new mode detection system was taken 
from the experiment we conducted in 2005 [110]. In this data set, the task-type
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is predetermined for each task the participants had to perform. In real-life situa­
tions, the task-type is not readily available, and should be determined from the 
context of the dialogue the user has with the dialogue action manager, which is 
the part of the computer-human interaction system that is responsible for steer­
ing the interaction with the human user [13].
4.2 A  B a y e s ia n  B e lie f  N e tw o r k  for  c o m b in in g  m u lt ip le  
in fo r m a tio n  resou rces
Bayesian Belief Networks (BBNs) are directed acyclic graphs containing nodes 
and directed arcs between those nodes [9,50]. Each node represents a variable 
(for instance the mode of a pen gesture) that can have different states (for in­
stance: deictic, handwriting, or object). The BBN uses prior and conditional prob­
abilities to calculate the probability of a state given the available evidence, using 
Bayesian statistics. The different prior and conditional probabilities are gathered 
in a probability table for each node.
Four different types of node are used in the BBN of our mode detection system 
(see Figure 4.3).
1. Task context nodes (task type and background) are used to provide task 
context information to the BBN (see Section 4.1.2). Context may be pre­
defined (as in an experimental setup) or available from dialogue context. 
Background context specifies whether the user is drawing on a map or 
photograph. The probability tables are calculated from statistical analysis 
of domain specific data [110].
2. The four mode nodes provide the mode detection system with its results. 
The result for each mode is specified by the state of the node with the 
highest probability. The mode nodes represent the pen trajectory. Because 
the pen trajectory depends on the intent of the user, and therefore, on the 
task, mode nodes depend on the task context nodes. As with the task con­
text nodes, the probability tables are calculated from statistical analysis 
of the data.
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F ig u r e  4 .3 .  The Bayesian Belief Network (BBN) used to combine 
context information with classification results from different classi­
fiers. The four MODE nodes provide us w ith the desired output.
3. Spatial context nodes are used to add evidence from spatial context. If, for 
instance, the proportion of samples in a pen trajectory drawn on a street 
is higher than the threshold, the state 'on street' is entered as evidence. Be­
cause the evaluation of spatial context uses the pen trajectory as input and 
can therefore be said to be caused by the pen trajectory, spatial context 
nodes depend on mode nodes. The probability tables for the two associa­
tion nodes are determined by evaluating spatial context for each gesture 
in the data set used during development (see Section 4.3.1).
4. Classifier nodes are used to enter evidence depending on the results of the 
classifiers. If the Text/Drawing classifier returns 'Text' as result, the state 
representing text in the classifier node will be entered as evidence. Like 
spatial context nodes, classifier nodes depend on mode nodes, because
62
E x p e r im e n t s  a n d  r e s u l t s
classification results can be said to be caused by the pen trajectory. The 
probability table for each classifier node is determined by testing the clas­
sifier on the data set and is equal to the confusion matrix of the classifier. 
The four classifiers use kNN (with k=3, determined by trial an error), us­
ing all geometric features presented in [108,109].
For evaluation of the new mode detection system two BBNs were created. This 
enabled us to distinguish the contribution of (i) the BBN and (ii) the context in­
formation. The first BBN was created without context nodes and the second with 
context nodes. Apart from the existence of these context nodes, both networks 
were the same.
4.3 E x p er im en ts  a n d  resu lts
4.3.1 Data
Before evaluating the mode detection system, the probability values in the prob­
ability tables for each of the nodes in the BBN needed to be determined, and the 
classifiers needed to be trained. For these tasks and final evaluation, three dif­
ferent data sets were randomly taken from the full data set which resulted from
the 2005 experiment [110], a training set, a development set, and an evaluation 
or test set.
We determined the thresholds 0  and 0  , used in context evaluation, bystreet enc ' ->
analysing the correspondence of pen gestures and map context in both the train­
ing and development sets. The probability tables for the non-classifier nodes 
used in the BNN were calculated using the data in the training and development 
sets. The classifiers were trained with the training set and tested with the devel­
opment set. The resulting confusion matrices are equal to the probability tables 
for the classifier nodes. The evaluation set was only used for the final evaluation 
phase. The evaluation set was the largest and contained 1325 gestures with 871 
(65.7%) deictic gestures, 290 (21.9%) hand-written text gestures, and 164 (12.4%) 
object gestures. The development set contained 1050 gestures, and the training 
set 265 gestures.
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4.3.2 Results
Two mode detection systems with BBNs were tested, the first without, and the 
second with context nodes. First, we discuss the results of mode detection with­
out context nodes.
Previously, mode detection for distinguishing between deictic gestures, hand­
written text, and objects with the original mode detection system reached a per­
formance of only 90.7% [110]. Using the new mode detection system without 
context nodes, the performance was enhanced to 96.0%.
When considering the confusion table (Table 4.1), one can see that deictic ges­
tures and hand-written text are recognised quite well (99.0% and 97.2% respec­
tively), but that mode detection on object gestures are problematic (only 78.0% 
recognition). Nevertheless, this is a big improvement over the 57.6% recognition 
rate that was reached with the original mode detection systems [110].
The accuracy of mode detection between marking gestures and routing ges­
tures increased to 96.8%. The recognition of marking gestures decreased some­
what, but the recognition of routes increased to 64.8% (see Table 4.1).
The second BBN that was tested was the network with context nodes. Sur­
prisingly, the mode detection system performance with context information was 
lower than without context information. 95.5% was recognised correctly.
As we can see in the confusion table between deictic gestures, text, and objects 
(Table 4.2), the confusion of deictic gestures to the other two modes stayed the 
same. The recognition rate of hand-written text increased because less text was 
confused with deictic gestures. The recognition performance of objects on the 
other hand decreased by 5.5% to 72.5%. Analysis of the object gestures that were 
not recognised correctly, shows that object gestures like rectangles and free-form 
objects were more often recognised as deictic gestures in the mode detection sys­
tem with context nodes. Some of these gestures that were recognised correctly 
when not using context, were now misclassified because they were drawn on the 
street pattern (cars or victims), and other gestures were found to encircle a map 
object (house icons on the location of an address on a map).
Apparently, spatial context information enhances recognition when the pen 
gesture is related to spatial context, but the recognition rate decreases for ges­
tures that are not related to context. This can also be seen in the recognition of
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Type Deictic Text Object N
Deictic 99.0% 0.3% 0.7% 871
Text 2.4% 97.2% 0.3% 290
Object 15.9% 6 .1 % 78.0% 164
Correct 96.0%
Type Marking Routing Other N
Marking 98.9% 0 .2 % 0.9% 817
Routing 31.5% 64.8% 3.7% 54
Correct 96.8%
T a b le  4 .1 .  The confusion matrices for the mode detection system 
w ithout context nodes. The test class is presented horizontally and 
the recognised class vertically.
pTyp Deictic Text Object N
Deictic 99.0% 0.3% 0.7% 871
Text 1.7% 97.9% 0.3% 290
Object 21.3% 6.3% 72.5% 164
Correct 95.5%
Type Marking Routing Other N
Marking 97.9% 1.5% 0 .6 % 817
Routing 2 2 .2 % 70.4% 7.4% 54
Correct 96.2%
T a b le  4 .2 .  The confusion matrices for the mode detection system 
w ith context nodes. The test class is presented horizontally and the 
recognised class vertically
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marking gestures and routing gestures (Table 4.2). Street context enhances the 
recognition of routing gestures, while lowering the recognition rate of marking 
gestures.
4.4 D is c u s s io n
A new mode detection system was presented in this section that employs a Baye­
sian Belief Network combining the results of multiple classifiers and different 
types of context. Bayesian Belief Networks have clearly proven their worth by 
more than halving the error rate on the data set acquired from the target domain 
of crisis management. With this mode detection system we were able to obtain a 
performance of 96.0%.
The use of context information did not enhance the mode detection system as 
we had expected. While pen gestures that are related to context have indeed been 
recognised with higher accuracy, the confusion within the pen gestures that are 
not related to context has resulted in a worse performance then when using the 
same system without context information. Nevertheless, after analysing the mis- 
classifications that are due to context information, we are convinced that context 
information may enhance mode detection when context detection is improved. 
This may be achieved, for instance, by using an extra classifier that is used to 
distinguish long pen gestures that are parallel to the streets on the map (routing 
gestures) from small compact objects drawn on a street (such as cars). When that 
classifier is combined with context detection for streets, we expect that street con­
text may indeed enhance mode detection.
Because of the prevalence of deictic gestures over hand-written text and object 
gestures, mode detection is very important for the interpretation of pen gestures 
in interactive maps. Future development will use the current mode detection sys­
tem to create a fully featured pen interaction system that can be used in crisis 
management situations. This pen interaction system will employ an improved 
context detection algorithm to recognise the objects that are related to the pro­
duced gestures. It will also use existing handwriting recognisers to facilitate the 
recognition of handwriting.
Our results indicate that the recognition of iconic objects is still problematic. 
We are currently pursuing two directions to improve accuracy. First, we propose
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to enhance object recognition by improving the feature set and using other clas­
sification methods in conjunction with the present classifiers. The Bayesian Belief 
Networks discussed in this section provide a suitable framework for adding such 
new technologies. Second, we are considering a suitable constrained vocabulary 
of iconic object gestures, adapted to the preferences of the users and optimised 
on distinctiveness between the gestures. The choice for iconic object shapes is ex­





A taxonomy and evaluation 
of features
Abstract
This chapter presents a taxonomy and evaluation of 78 so-called basic features 
for the recognition of online pen gestures. The features were compiled from a 
broad spectrum of application domains described in the literature. This survey 
on features for pen input recognition has not been performed at such a scale be­
fore. By comparing the recognition performance between nodes of the taxonomy 
on different data sets, we were able to evaluate which groups of features are suit­
able for a particular pen input mode. Furthermore, classification performance of 
individual features was computed in order to determine feature relevance at a 
more fine-grained level. The features were evaluated for their performance on 
seven databases containing different kinds of pen input. Our results indicate that 
certain features are in particular more distinctive across domains. Furthermore, 
for most data sets, the best performance is achieved when using all features from 
our taxonomy, which indicates that classification accuracy using features from 
one domain benefits from features borrowed from other domains.
This chapter is based on:
D.J.M. Willems, R. Niels, L. Boves, M. van Gerven, and L. Vuurpijl. A  Taxonomy 
and Evaluation of Features for Handwriting and Gesture Recognition. International 
Journal on Document Analysis and Recognition, 2009, submitted.

T he past decades, increasingly more usable pen-based interactive systems have been developed, profiting from technical advances in computer hard­ware, human-computer interaction, and pattern recognition techniques. In partic­
ular with the advent of the tabletPC and other pen-aware devices like pocketPCs, 
PDAs or cellular phones, the number of application domains has evolved to basi­
cally anything that can be done with a pencil and paper. Categories of pen input 
comprise, for example, handwriting [80,87], music scores [65], mathematical or 
chemical expressions [115], command gestures [3,15,84], iconic gestures [44,112], 
and drawing or sketching [5,12,34,40,53]. Our research1 has focused on interac­
tive maps, a challenging application of pen-aware systems in which many of 
these categories join. Using interactive maps, users can annotate displayed pho­
tographic or cartographic map information using the pen. Typically, annotations 
contain [110]: (i) deictic gestures for marking particular locations or objects on the 
display, (ii) handwritten texts for adding textual notes, explanations, or other de­
scriptive content, (iii) iconic gestures for indicating events or objects from a par­
ticular gesture repertoire, and (iv) free-hand drawing or sketching. The amount 
of technical solutions for recognising the different pen input modes in these ap­
plications is vast and very diverse. However, each solution follows the typical 
phases in pattern recognition: preprocessing, segmentation, feature extraction, 
and classification.
The current chapter provides an elaborate overview of features used in these 
various domains of pen input recognition. Our motivation is that a successful 
pattern recognition system heavily depends on the determination of distinctive 
features. Since our interactive map scenarios involve different pen input modes 
(see Figure 5.1), different sets of features may be required to accurately handle 
each mode. Compared to our recent work on features for gesture and handwrit­
ing recognition [112], our goal is to explore which from a large set of features 
described in the literature performs best for a specific pen input mode. Many dif­
ferent applications were considered for this work. The features we compiled from 
the literature have been used in the domains of gesture recognition [84], compu­
ter vision [78], sketch recognition [116], object recognition [62,93], handwriting 
recognition [58,60], handwritten equation recognition [92], hand-drawn diagram
1 This research was supported by the Dutch Ministry of Economic Affairs, grant nr: 
BSIK03024 and the Netherlands Organization for Scientific Research (NWO), project nr: 
634.000.434.
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F ig u r e  5 .1 . Example of pen gestures in interactive maps. Depicted 
are deictic gestures like cross marks, arrows, encirclements, and 
route specifications; iconic gestures (car and fire); and handwritten 
text.
recognition [90], mode detection between gesture classes [108] (also known as 
parsing [10,49]) and Japanese handwritten text and non-text classification [117]. 
By considering a wide range of features from the literature, for a broad set of ap­
plication domains, a representative feature collection has been obtained.
Several databases were used for evaluating the features is our feature collec­
tion. It should be noted that we use pre-segmented pen input fragments and that 
our feature taxonomy is restricted to "basic" features computed over a complete 
segment. We use the term basic features in stead of holistic features or analytical 
features. Holistic features are most often used for modelling handwritten words, 
whereas analytical features require segmentation of the pen input for comput­
ing features over sub-segments [61]. Basic features can be expressed as a single 
number, such as the length of the pen trajectory, the average velocity, average 
curvature, or the ratio between the edges of the bounding box.
Our taxonomy of basic features forms the basis of this research. As described 
in Section 5.1, each node from the taxonomy represents a set of features grouped
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together by force, temporal, or shape characteristics. By comparing the recogni­
tion performance between nodes of the taxonomy on different data sets, we were 
able to evaluate which groups of features are suitable for a particular pen input 
application. Furthermore, classification performance of individual features was 
computed in order to determine feature relevance at a more fine-grained level. 
In Section 5.2, seven data sets are described which were used for these evalua­
tions. These sets comprise handwritten digits, lowercase, and uppercase charac­
ters from the UNIPEN database [39], the publicly available NicIcon collection of 
iconic gestures [70], and three collections of gestures collected in the context of in­
teractive maps. The classification procedure uses multinomial logistic regression 
[42] and is described in Section 5.3. The results from our studies are described in 
Section 5.4. Finally, we will discuss recommendations in Section 5.5.
5.1 A  ta x o n o m y  o f  fea tu res  for  p e n  in p u t r e c o g n it io n
To gain more insight into the kind of features that have been used in different 
domains, we created a taxonomy (see Figure 5.2) of 78 features, where most of 
the features that populate the taxonomy are taken from literature. Our taxonomy 
includes thirteen features from Rubine [84], three features from Peura and Ii- 
varinen [46,78], nine features from Zhang and Sun [116], five from LaViola and 
Zeleznik [58], and 27 features previously used by the authors [108,109]. The re­
maining 21 features are variations on the 57 features from literature. Curvature, 
for instance, has the variations: total, squared, average, and standard devia­
tion (SD) of curvature. Some of these variants were already used in literature but 
we extended the use of these variants to other suitable features. For a description 
of all of these 78 features, please consult [107].
The taxonomy contains three main sub-divisions of features: i) temporal fea­
tures, ii) force-based features, and iii) spatial features. The structure of this tax­
onomy is mainly determined by the features that we selected from the literature. 
However, since we have considered a broad spectrum of application domains, 
the taxonomy is expected to cover the majority of basic features that can be com­
puted from whole pen input segments. In the following sections, nodes in the 
taxonomy are defined and some exemplary features are described. In this chap-
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F ig u r e  5 .2 . The taxonomy used in our evaluation of the different groups of features. 
Included are spatial, temporal and force features. The number behind each node in the 
taxonomy is the number of features in that group. Within taxonomy groups features are 
grouped together by characteristics (all offset features are grouped together for instance) 
and these features share the same background colour.
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ter, we define a trajectory with N  sample points by the set of sample points:




s i 1 Vi ) ,
force f , and time data t..
The notation for the different features (4>n) is the same as in [107], which in­
cludes a definition for all the features mentioned in this chapter.
5.1.1 Temporal features
Temporal features use timing information that is, by definition, available in an 
online pen trajectory. This trajectory is described using a set of sample points. 
When using raw (i.e., unprocessed) data, these sample points correspond to the 
locations where the position of the pen was actually measured by the input de­
vice. If time is not explicitly present in the online data, at least the sequence of 
individual sample points is available. Together with the sampling rate, a coarse 
approximation of the time axis can be computed. Temporal features include fea­
tures such as the duration of the pen gesture [84,116] (from first pen down to last 
pen down event), as well as velocity [81,116] and acceleration-based [96] features.
Duration is a basic temporal feature and was also used by Rubine [84]. The 
definition of duration is given as:
$24 =  ÍN — t \
Other temporal features are based on velocity:
s i+1 s i—1
v i =  ---------------i^+1 i^—1
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and acceleration:
v i+ 1  v i - 1  
t i+ 1  t i - 1
along the pen trajectory. For instance, average velocity is defined by:
Other velocity-based features are the SD velocity and the maximum velocity.
Variants of the acceleration include average acceleration, SD acceleration, maxi­
mum acceleration, and maximum deceleration. Table 5.1 presents an overview of 
the temporal features from our taxonomy.
5.1.2 Force-based features
Force-based features [68,114] use another property that is often available in an 
online pen gesture. Force is a measure for the pressure with which the pen is 
pushed onto the tablet. Force-based features includes average pressure
where f  is the tangential force applied at sample point i. The other force based 
feature is the standard deviation of pressure:
Pen up data, when available, is also used in the calculation of these features.
5.1.3 Spatial features
Most features are spatial features, which are based on the spatial properties of the 
pen gesture. Spatial features are subdivided into global and local features. 
Global features
Global features are based on the spatial properties of the pen gesture as a whole.
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$24 — ÍN — t \
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N - 1
25 — N -  2 E I H I
$ 26 — 1
N - 1
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$27 =  max llvjll2< i < N - 1 11 11
* 1
N 2
28 — N  -  4 E i i a iii
$ 29 — 1
N-2
—  E ( i |a i i l  -  $28)N - 4
$ 3 0  =  m ax 11 a . 11
3 < i < N -2  11 11
$ 3 1  =  m in I laJI^  i < N - 2 11 1
T a b le  5 .1 . Definitions of features from taxonomy node temporal.
They are subdivided into bounding features which are based on properties of the 
bounding box, and non-bounding features, which are not.
Examples of bounding box features are the ratio of the co-ordinate axes [58,109] 
and the ratio of the principal axes (see Figure 5.3a and Figure 5.3b). The ratio of 
the co-ordinate axes is the ratio between the span of the pen sample along the x 
and y axis. The ratio of the principal axes is the ratio between the span of the pen 
sample along the two principal axes, which are calculated using principal com­
ponent analysis (PCA) [76]. It is defined as:
$ 67 ß
where
a  =  2  m ax Ips (c  — s ,  









F ig u r e  5 .3 . Examples of global features are (a) the ratio of the co­
ordinate axes (alb), (b) ratio of the principle axes (alß), (c) the area of 
the convex hull (see also Figure 6.3a and Figure 6.4), (d) the length 
of the gesture and the distance between the first and the last sample 
point (see also Figure 6.3c), (e) the number of crossings, (f) octant 
ratio, and (g) the number of connected components, the value for the 
top gesture is 1 and for the bottom gesture 3.
ß  =  2  m ax |p T (c  — Si1 1 <i< = N ^ 1V i
are the lengths of the major axes along the principal component vectors pj and p2 
and c is the centre of the bounding box.
Another feature that uses the principal axes is rectangularity [109], which is 
the ratio between the area A of the convex hull of the pen sample [36] and the area 
of the bounding box (see Figure 5.3c):
^ A
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Global Bounding Feature Definition
Eccentricity
Ratio of co-ordinate axes 
Length principal axis 
Orientation principal axis
Ratio of principal axes 
Length bounding box diagonal
=  m ax jxi — Xj j b = m ax |y  — yj |1 <i<j<N
b  2 
*  b'$5 =  -  a '






-- L $ 19 — P 1x
a
$57 =  V  a2 +  b2
1<i<j<N
b if a > b 
a if a <  b
Angle bounding box diagonal
Rectangularity
$ 5 8  =  ta n  -  a
*  A
* 20 -  a ß




Other global bounding box features include the length of the bounding box 
diagonal [84] and the orientation of the principal axes. Table 5.2 presents an over­
view of the bounding box features.
The area [58] of the convex hull A [109] is a non-bounding box feature, as are 
the length of the trajectory [58,84,109,116]:
N - 1
$ 1  =  E  llS * + 1  -  S*ll 
i =  1
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Global Non-Bounding Feature Definition
Length
N - 1
$ 1  =  E HS * + 1  -  Sill
i= 1
Area $ 2  =  A
Compactness *  *1 * 3 = 7
Closure =  IIs »  -  8 II-1  II IIE i= i | |s i+ i -  s ¿H
Cup count see [107]
Last cup offset see [107]
Sample ratio octants (8 x) see [107]
Number connected components see [107]
Number crossings see [107]
Initial angle X3  -  x i$55 — m m $56 —IIs 3 -  s l ||
V3 -  Vl 
IIs 3 -  Sill
Distance first-last sample point $59 =  ||SN -  S i||
Angle first-last sample point $61 =  |,yN -  y \ .  $60 =  ||yN -  y l||
XN — X i 
||sN — Sill
T ab le  5 .3 . Definitions of the features from taxonomy node spa­
tial/global/non-bounding.
and closure [109]:
= ____llSN -  S1II____6 — 1 n nE i= i lls i+ i -  s ill
which is a measure for the distance between the initial and final sample point of 
the trajectory compared to the length of the trajectory (see Figure 5.3d).
Rubine also used the distance between the first and last sample [84,116] (see 
Figure 5.3d):
$59 =  ||S n  -  S i||
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The number of crossings [58] (see Figure 5.3e) is the number of times two seg­
ments of the trajectory cross:
N- 1  N
$54 =  E  Ei=1 j  =  i + 1
where
1 if Si ^  Si + 1 n  S j ^  S j+ 1 =  0
0 if s i ^  s i+ i n  Sj ^  Sj+ 1 =  0Ki-i =i j
and where
s i —— s i+1
denotes the trajectory segment between s. and s.+1.
The set of global non-bounding box features also include eight octant features 
(see Figure 5.3f), which are calculated by counting the number of sample points 
within an octant and dividing that number by the total number of samples. This 
feature gives us a measure for the distribution of the sample points in space. 
Compactness [78,109], octant features, straight line features [109], are examples 
of other global non-bounding box features, as shown in Table 5.3. Some of the 
features are calculated using algorithms that are not reproduced in this chapter, a 
full description can be found, however, in [107].
Local features
Local features use the properties of, or the relations between, individual sample 
points along the trajectory. These local features can be distinguished into ordered 
and unordered features, for which the sequence of the samples does or does not 
matter, respectively.
An example of an unordered local feature is the centroid offset. The principal 
axes are used to calculate this feature:
$16 =  \ v l (M -  c )l
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where
»  =  N  £  Si1 <i<N
is the centroid of the pen gesture (see Figure 5.4d). Centroid offset [109] is a meas­
ure for the deviation of the centroid from the Euclidean centre of the gesture.
One prototypical unordered local feature would be the average centroidal dis­
tance [116] (see Figure 5.4a), which is the average distance of the sample points to 
the average position of the sample points (the centroid):
$ 6 8  — NN E  IIs * -  ^ 1 1
The centroid is also used in the calculation of the circular variance [78,109] 
(see Figure 5.4a), which gives a measure for the deviation from a circle with the 
average centroidal distance as the radius:
$  =  ENLl(l|Si -  Mil -  $ 6 8 ) 2
N  $ 6 8
Another subset of unordered local features are the offset features [116]. These 
include the initial and final horizontal offset and initial and final vertical offset 
(see Figure 5.4b). The initial horizontal offset is defined by:
t x 1 x m in  
^ 3 5  —  ---------------
the final horizontal offset:
xmin^36 — -------------
the initial vertical offset:
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Local Unordered Feature Definition
Circular variance $7 — E i= i( j j s i  -  MÍ! -  $ 6 8 ) 2N  $ 6 8
Average direction $ 1 2  =  N 1 1 "Y] arc tan
N- 1
N -  1
i= 1
Vi+1 -  Vi 
x i+ 1  x i
Centroid offset
Initial horizontal offset
$16 =  IP Í  (M -  c )
x 1 x m in$ 35
Final horizontal offset $ 36 — a
Initial vertical offset $ 37 y1 y  min  b
Final vertical offset $ 38 yN y  min
Average centroidal distance $ 6 8  — NN E  IIs * -  ^ 1 1
SD centroidal distance $ f i 1 NjÿX)(||s* - HI - $ 6 S ) 2
*=1
T a b le  5 .4 . Definitions of the features from taxonomy node spatial/lo­
cal/unordered.
and the final vertical offset:
$'38 = yN y  min
where
x m in  — mm X i 1< i<N
a
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Figure 5.4. Examples of local features are (a) average centroidal 
distance and circular variance, (b) initial and final horizontal and 
vertical offset, (c) the angle between segments used in features such 
as curvature and perpendicularity, and (d) centroid offset (see also 
Figure 6.3b).
and
Vmin — mm 1<i<N
These four features are measures for: the x (y) co-ordinate of the initial and 
final sample point compared to the minimum of the x (y) co-ordinate along the 
trajectory and divided by the extent of the trajectory along the x-axis (y-axis). 
Table 5.4 presents an overview of the unordered local features.
Ordered local features include curvature [84,109,116] (the sum of the differ­
ence angle of the orientation of subsequent samples, see Figure 5.4c) and chain 
code [32] features. For these features, the sequence of sample points is important.
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N - 1
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$62 =  ^  I
i= 2
N - 1
$63 = ^  
i=2
N - 1
$13 =  E  sin 2i= 2
N-k
$64 =  E  sin 2 
i= 1  +  k
, k
■tys  =  arccos ( s n  s n - k ) ( s n + k  s n ) 
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$ 1
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E  (sin2 ^  -  $ 6 5)i=1 + k
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Freeman chaincodes (16x) see [107]
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Database n classes n writers n instances
NicIcon 14 32 24,441
HFE DHO 3 12 2,592
HFE mark-route 2 12 1,747
HFE deictic 5 12 2,342
UNIPEN lowercase 26 367 33,664
UNIPEN uppercase 26 350 14,952
UNIPEN digits 10 283 7,773
T a b le  5 .6 . Statistical information about each of the data sets. For 
the UNIPEN data sets pressure information was only available for 
a subset of the instances.




where ( ( ) T (  }
I (Si  -  S i - l } 1 ( S i + 1  -  S i )Wsi  =  a r c c o s  ------------------------— ----------------------i ï
U | S i  -  S i _ i | | | | S i + i  -  S i  ||
It uses the angle (^ Sn) between subsequent segments (defined by subsequent 
sample points) of the trajectory.
A variation on curvature is perpendicularity [109] which is more sensitive to 
perpendicular angles between segments of a gesture:
N- 1
$13 =  E  sin2 
i=2
Table 5.5 presents an overview of the unordered local features.
Analysing the distribution of the used features in literature, we see that the 
features from Rubine [84] are all spatial features except for duration and maxi­
mum velocity, which are temporal features. No force-based features were used 
by Rubine for non-pen based gesture recognition. The features taken from Zhang 
and Sun [116] are also mostly spatial features. Only the mean and SD velocity are
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F ig u r e  5 .5 . Examples of pen gestures contained in the data sets.
Shown here are: (a) iconic gestures, (b) free-form pen gestures, and 
(c) handwritten characters and digits.
temporal features. LaViola and Zeleznik [58] only used spatial features. In [108], 
we only used spatial features, but in [109], we also used temporal and force- 
based features. Apparently, force-based features are not used very often. This 
may be because data sets not always include force data. It will be interesting to 
see whether force-based features can enhance handwriting and sketch recogni­
tion.
5.2 D a ta  se ts
As explained in the introduction of this chapter, different features may be rel­
evant for different types of pen gestures in different domains. To evaluate the 
features described above, several data sets containing different types of pen in­
put data were used. In total seven different collections were considered. Table 5.6 
shows for each dataset the number of classes, the number of writers that contrib­
uted, and the total number of instances in the set. Note that all data sets contain 
pre-segmented data.
5.2.1 Iconic gestures
The iconic gesture (NicIcon) data set [70] contains a large number of fourteen 
classes of iconic pen gestures. The target application for this data set is pen inter­
action during crisis management situations. The icon classes include, therefore, 
concepts such as fire, paramedics, car, and accident. These icons can be quite 
complex compared to most pen gestures such as handwritten characters, or deic­
tic gestures (see Figure 5.5).
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5.2.2 Mode detection
When users of a pen recognition system are allowed to use any type of pen ges­
ture from handwriting to free-form drawings, the number of possible types of 
gestures becomes very large, and recognition becomes more difficult.
One method to enhance the recognition of such pen gestures is to first facilitate 
the detection of the category to which a pen gesture belongs; this is called mode 
detection [108] or parsing [10,49]. Here, we use sets from three different levels of 
mode detection. Many of the gestures in these sets are deictic pen gestures, which 
are gestures whose referent are dependent on context. They can be for instance, 
arrows, or encirclements to specify an object on a map, but also arrows or lines to 
specify a route along a street pattern. Firstly, we use the {HFE DHO} set, which 
contains three classes: deictic pen gestures (D), handwritten text (H), and iconic 
gestures (O), all gathered during a human factors experiment (hence, "HFE") de­
scribed in [110]. The objective of classification on this set is to distinguish between 
deictic gestures, handwriting, and icons, not to recognise specific icons or char­
acters. Secondly, we use the {HFE mark-route} data set. This set contains only 
deictic gestures in two classes, markings, used to mark an object on a map, and 
routing gestures, used to specify a route on a map. The gestures in this set are 
often ambiguous as, for instance, arrows can be used as marking gestures or as 
routing gestures. Finally we have the deictic set {HFE deictic} with five classes: 
encirclements, crosses, dots, arrows, and lines.
The data in the HFE set is much more variable than the data in the NicIcon 
and UNIPEN data sets because it comprises data from multiple modes and there­
fore it constitutes a different challenge for recognition systems. The question is, 
whether this difference will imply that different features are important for the 
recognition of these data than for the recognition of more homogenous data.
5.2.3 Handwriting
The most often used application of the pen is to produce handwriting. Two data­
bases of handwriting, containing writing in two different alphabets, were used in 
our experiments. Of the well known UNIPEN [39] databases, the UNIPEN dev- 
set [101] was used. This set contains handwritten characters of the Latin alphabet 
and the ten Roman digits. The handwriting was collected at different institutes
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worldwide and contains handwriting produced by a large number of different 
writers. The UNIPEN devset consists of three subsets: lowercase characters, up­
percase characters, and digits.
5.3 C la ss ifica tio n
We will determine the performance of nodes in the taxonomy by using the fea­
tures belonging to that node as input to a classification algorithm. We use multi­
nomial logistic regression [42] to classify the data such that the probability of 
class membership is given by:
P  (Y  = k | x, d) = exp (0T:
£ i  exp (0T
where &k represents the parameters associated with class k and x  = (xI,...,xN^)Tde­
notes a feature vector. We explicitly include a constant in the feature vector, which 
acts as an offset term. Multinomial logistic regression accommodates for multiple 
classes and initial experiments have shown that classification performance using 
logistic regression was comparable with other more sophisticated classification 
methods such as support vector machines [98]. Over-fitting due to the use of 
logistic regression was assumed to be negligible due to the large number of ex­
amples relative to the number of features.
In order to evaluate the usefulness of the features belonging to a node, we 
evaluated the classification performance for each of the seven data sets. Further­
more, we evaluated the classification performance of individual features in order 
to allow a more detailed analysis. For each data set, all 78 features were calcu­
lated and feature values were normalised to have zero mean and a standard de­
viation of one. Each data set was split into a train set and a test set. The train set 
was used to train the classifiers and to calculate the normalisation parameters 
(mean and standard deviation) of the features. The test set was used to compute 
the classification rate (percentage of correctly classified examples) per node or 
individual feature.
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5.4.1 Evaluation by feature group
The features in the taxonomy are not grouped according to expected perform­
ances. Nevertheless, it is interesting to evaluate the performances of the features 
per feature group. When considering the total performances in Table 5.7, it is 
observed that no feature group stands out as especially successful. For most data 
sets the best performance is obtained using all features. Only the performances 
for classification between markings and routes for the HFE set, and the classifica­
tion of icons have a better performance using the features in a single taxonomy 
node (temporal and spatial features respectively), but the difference between the 
performances in these nodes and the performance for all features is quite small.
Features in some taxonomy nodes do show a much smaller performance com­
pared to the performance for all features. Especially the performance for tempo­
ral and force features is much lower than for the other taxonomy nodes (except 
for the HFE m ark/route set). However, both feature groups have a much lower 
number of features (eight and two, respectively) which is most likely the reason 
why these groups have a lower performance. The high performance on the mark­
route set for force and temporal features can be explained by the low number of 
classes (2) in this data set.
When considering the average performances per feature group in Table 5.8, 
instead of the performance of all features in one group, it is observed that force 
and temporal features perform comparable to other feature groups. As a matter 
of fact, for UNIPEN lowercase characters force features performed better than 
features from any other group. Both the standard deviation of pressure (20.18%) 
and the average pressure (19.92%) performed very well on lowercase characters. 
For UNIPEN uppercase characters force features also perform quite well. That 
force features perform so well for UNIPEN data is unexpected since not all pen 
gestures in the UNIPEN set contain force data.
Furthermore, it is observed that temporal features show relatively low per­
formance compared to the other feature groups except for the HFE m ark/route 
data set. One reason that temporal features are successful for this data set is that 
routing gestures tend to be larger than marking gesture, which tend to be more
5.4 Results
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F ig u r e  5 .6 . Examples for the number of connected components fea­
ture. Deictic, handwriting, and routing instances are shown, respec­
tively. The average value of the number of connected components 
for deictic gestures (a) is 1.22, while the average value for handwrit­
ing (b) is 6.80 and the average value for objects such as routings (c) 
is 2.26. The feature values for the gestures here depicted are: (a) 1, 
(b) 6, and (c) 4.
local to a specific area on the map. Routing gesture often consist of long straight 
strokes, where the velocity of the pen on the drawing surface is higher than for 
smaller pen gestures.
Global spatial features perform better on average than local features for the 
NicIcon data set, but comparable for the other data sets. Within the global fea­
ture set, non-bounding box features tend to outperform bounding box features. 
For the UNIPEN data as well as for the NicIcon data set, lower performance of 
bounding box features may be explained by the fact that the ratio between the 
co-ordinate or principal axes is often similar. This effect is strengthened by the 
dependence between many bounding box features. The ratio between the co­
ordinate axes and the ratio between the principal axes, for instance, will not be 
that different, especially if the writing is done horizontally as is often the case 
with handwriting. The differences between ordered and unordered local features 
is negligible.
5.4.2 Evaluation by individual feature
We analysed the classification performance for each individual feature per data 
set. One important observation is that features which are optimal for the HFE 
sets are different from the features that show the best performance in the UNI­
PEN and NicIcon data sets. We will therefore discuss the important features for 
the HFE set separately from the features important for the UNIPEN and NicIcon 
data sets.
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Total Performance NicIcon DH O
HFE
mark-route deictic low er
UNIPEN
upper digits
All 97.27 89.88 94.86 91.25 91.99 90.75 98.20
Temporal 35.40 75.05 95.86 73.43 17.36 11.57 30.26
Force 13.30 69.46 93.44 53.79 20.04 1 1 .0 2 18.14
Spatial 97.28 89.79 95.15 89.97 91.72 91.00 97.85
Global 92.90 86.80 95.44 84.63 76.08 79.95 91.74
Non-bounding 89.14 86.80 94.86 86.45 71.41 75.59 89.55
Bounding 55.03 70.52 93.44 60.41 24.66 17.54 35.72
Local 93.10 88.73 94.86 87.51 87.12 87.81 93.41
Unordered 73.05 78.32 92.72 79.30 59.19 53.97 80.03
Ordered 86.91 88.54 94.44 84.42 79.31 81.51 92.22
T able 5.7. Total performance (in percentage correct) per taxonomy leaf for each of the data sets. The total performance is the performance 
using all features within one feature group, Boldface indicates the best performance for each data set.
Total Performance NicIcon DHO
HFE
mark-route deictic low er
UNIPEN
upper digits
All 16.31 70.25 93.52 48.59 15.30 10.67 19.58
Temporal 12.68 67.76 94.26 44.33 11.52 7.66 12.93
Force 10.09 69.46 93.44 48.13 20.05 11.73 17.99
Spatial 16.92 70.56 93.44 49.10 15.61 10.99 20.41
Global 18.58 70.04 93.45 48.47 15.46 10.93 21.18
Non-bounding 18.92 70.55 93.47 50.90 16.08 11.81 21.72
Bounding 17.81 68.89 93.42 43.07 14.08 8.99 19.97
Local 15.69 70.95 93.42 49.57 15.72 11.03 19.84
Unordered 15.90 69.03 93.42 51.61 16.58 11.56 20.52
Ordered 15.63 71.62 93.42 48.87 15.43 10.85 19.61
T a b le  5 .8 . Average performance (in percentage correct) per taxonomy leaf for each of the data sets. The average performance is the aver­
age of the performance for the features in a feature group where classification is done using only one feature. Boldface indicates the best 
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F ig u r e  5 .8 . Circular variance examples showing (a) a lowercase 
'c ' (value: 0.045, average for lowercase 'c': 0.37), (b) a lowercase T  
(value: 0.316, average: 0.59), (c) a roadblock symbol (value: 0.056, 
average 0.10), and (d) an electricity symbol (value 0.206, average 
0.21), respectively. The examples clearly show that circular variance 
can distinguish round from elongated instances.
For the HFE sets, the most important features appear to be i) the number of 
connected components, ii) average curvature, iii) the SD perpendicularity, and 
iv) the average velocity, but the variation in these three sets is considerable (see 
Figure 5.7).
The number of connected components feature is especially successful for dis­
tinguishing between deictic gestures, handwriting and sketched objects (DHO). 
This is due to the fact that, especially in sketched objects but also in text contain­
ing multiple characters, many connected components can be found compared to 
deictic gestures, which are less complex (see Figure 5.6).
The average curvature is also successful for the DHO set. A high curvature is 
expected for handwriting with many changes of direction compared to deictic 
gestures and objects, which mostly consist of simple lines (crosses, stick figures) 
or simple ovals (encirclements, the head of stick figures). In the deictic gesture 
set, where classification between the different deictic gestures is required, aver­
age curvature is also successful. This set contains on the one hand encirclements, 
with a larger curvature, and on the other hand crosses, lines and arrows, which 
consist of lines and therefore have a lower curvature.
Perpendicularity, which is also successful for the DHO set, is sensitive to right 
angles, and therefore successful for the recognition of perpendicular lines as in
F ig u r e  5 .7 . - previous page - The performances of the features per data set ordered accord­
ing to the performance of the individual feature. For each data set the three best features 
and the features discussed in the text are highlighted.
b d
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a b
F ig u r e  5 .9 . Closure examples. The average value of the closure feature 
for uppercase character 'G ' (a) is 0.13, while the average value for up­
percase character 'K ' is 0.23 (b). The feature values for the gestures here 
depicted are: (a) 0.13 and (b) 0.30.
arrows or routing gestures that follow a street pattern. Gestures in which chang­
es in direction are smoother (encirclements, handwriting) will have a smaller 
variation in perpendicularity. Lines will have a very small variation in perpen­
dicularity (perfect straight lines will have a SD of perpendicularity of zero), and 
gestures with both one or more perpendicular angles and a straight line (arrows, 
routes) will have the largest variation.
Average velocity is an important feature for distinguishing between mark­
ings and routes. This is due to the facts that (unnormalised) markings are often 
smaller than routing gestures, which often span the whole of the available draw­
ing area. This results in a higher velocity in straight segments of the routing ges­
tures. The maximum deceleration is important as a distinguishing feature for the 
HFE m ark/route set for the same reason. The third most important feature for 
this data set is the duration of the pen gesture. Participants often use more time 
to draw routing gestures than marking gestures.
For the HFE deictic set, circular variance is an important feature because it 
is able to distinguish encirclements from other deictic gestures such as arrows, 
lines, or crosses. The standard deviation of the centroidal radius is important for 
the same reason. Finally, the distance between the first and last sample point is an 
important distinguishing feature. Gestures, like encirclements, are often finished 
at almost the same position as where the gesture was started, while gestures like 
arrows, or lines, have a relatively large distance between the initial and final sam­
ple point.
For the NicIcon and UNIPEN data sets, i) circular variance, ii) closure, and 
iii) some of the octant features are very distinctive. Of these features, the circular
96
R e s u l t s
variance feature is especially successful. Circular variance is a measure for the 
variation from a circle. In the NicIcon set, this feature is good at distinguishing be­
tween so called boxed and unboxed icons. Some of the icons; police, fire brigade, 
and paramedics, are surrounded by a diamond, triangle, and square respectively. 
Another icon, roadblock, consists of a circle with a line inside. All of these icons 
have a low circular variance, while icons like electricity and person have a higher 
circular variance. This feature is also successful for UNIPEN characters. Charac­
ters such as 'o', 'g', 'c' have a low circular variance, while characters like 'l', 'i', 'f', 
have a higher circular variance. This is the only feature that is also successful for 
HFE deictic classes, where it is good for distinguishing encirclements from other 
deictic gestures. Figure 5.8 gives some examples.
Closure, the ratio between the distance between the initial and final sample 
point and the length of the gestures, is successful at distinguishing between up­
percase characters and between digits. Uppercase characters such as 'O', 'D', 'S', 
'G', 'J', 'B', and 'C' will have a small closure, while uppercase characters such 
as 'I', 'L', 'K', 'M', 'W', will have a high closure. For lowercase characters, and 
especially connected cursive characters, closure for 'o', 'd ', 's', 'g', 'j', 'b', and 'c' 
will be higher than for their uppercase equivalents. Closure is also important for 
icons, where boxed icons, and the icon for fire will have a smaller closure than 
other icons when the box is drawn after the central part of the icon. Figure 5.9 
gives some examples.
The octant features are also successful for the NicIcon and lowercase UNIPEN 
sets. The variation of the distribution of the sample points is higher for these two 
data sets than for the uppercase UNIPEN characters. For instance, octant features 
may be successful in distinguishing between 'p ', 'b', and 'd ', because for 'p ' the 
octants at the top of the bounding box (octant one through four, see Figure 5.3f) 
will have a higher ratio of sample points than the lower octants (five through 
eight). For 'b ' and 'd ' this will be reversed. On the other hand, 'b ' and 'p ' will 
have a higher octant ratio on the left side (octants three through six) than on the 
right side (one, two, seven, and eight). This will be reversed for 'd '. Of the octants 
features, the ratio of octant six, is the most relevant. Apparently this octant on the 
lower left shows the most variation.
For the HFE data sets we find two ordered local spatial features, one non­
bounding global feature, and one time based feature to be most distinctive. For
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the NicIcon and UNIPEN data sets the most distinctive features are two non­
bounding global features and an unordered local feature.
5.5 D is c u s s io n
In this chapter we have presented a taxonomy and evaluation of a large set of 
features for pen input recognition, which was compiled from the literature. An 
elaborate and concise description of 78 features from different domains was giv­
en, which has not been published at such a scale before. The prime distinction in 
our taxonomy was made between: (i) spatial features, which solely use spatial (x- 
and y-co-ordinate) information, (ii) force-based features, which use the pressure 
information present in online pen data, and (iii) temporal features, which use 
time information. We evaluated the performance of each feature group (node in 
the taxonomy) and the performance of each individual feature on seven different 
data sets from three different domains (sketched icons, free-form gestures, and 
handwriting).
The differences in performance between the taxonomy groups were not very 
distinctive. For most data sets, the top performance was achieved using all fea­
tures, which indicates that classification accuracy using features from one do­
main benefits from features borrowed from other domains. When considering 
the performance of individual features, it is noted that two temporal features 
achieve a high performance: average velocity and duration. Both features are 
successful in distinguishing between marking and routing gestures. This is due 
to the fact that routing gestures are often larger (span a larger area of the draw­
ing area) than marking gestures. This will result in a higher velocity and a longer 
duration. Of the force-based features, the SD pressure is relatively important, but 
only for lowercase UNIPEN characters.
Spatial features occur more frequently in the literature and as a consequence, 
more spatial features have been evaluated. Overall it appears that bounding box 
features have a lower performance as a group. Individually, they are also not very 
well represented in the features that gain a high recognition performance. Only 
the angle of orientation of the bounding box achieves a high performance on 
distinguishing between the different icons in the NicIcon set. The best perform­
ing spatial features are circular variance (an unordered local feature), closure (a
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non-bounding box global feature), and the number of connected components (a 
non-bounding box global feature).
Another important result is the identification of features that are distinctive 
for different data sets. The NicIcon and UNIPEN data sets have a large overlap 
with respect to the features that are important for distinguishing between the dif­
ferent classes. Closure, circular variance, and octant features are the strongest fea­
tures for these data sets. For the HFE data sets we find different strong features: 
the number of connected components, average curvature, the SD perpendicular­
ity, and average velocity, although circular variance is also important for the HFE 
Deictic set. The differences between these data sets arise because most data in 
the HFE sets are less complex. Lines, arrows, and encirclements are less complex 
than the icon for a car, or the letters K or G. The data in the UNIPEN and NicIcon 
data sets have a comparable complexity. One group of data in the HFE DHO set, 
handwritten text, is of a higher complexity than icons or UNIPEN characters. But 
in this case, the classifiers only need to distinguish between text and deictic ges­
tures (mode detection), which also results in different features being found than 
for UNIPEN characters. Another characteristic of the HFE DHO and mark-route 
data sets is the smaller number of classes to be recognised. This may also lead to 
other distinctive features.
Concluding, our taxonomy systematically organises many of the basic fea­
tures that are used in the pen gesture recognition literature. The most distinc­
tive combinations of features are shown to be distributed throughout the tax­
onomy and depend on the characteristics of the data. Our evaluations show that 
although spatial features are more successful, temporal and force-based features 




C h a p t e r  6
Iconic and multi-stroke 
gesture recognition
Abstract
Many hand-written gestures, characters, and symbols comprise multiple pen- 
down strokes separated by pen-up strokes. In this chapter, a large number of 
features known from the literature are explored for the recognition of such multi­
stroke gestures. Features are computed from a global gesture shape. From its con­
stituent strokes, the mean and standard deviation of each feature are computed. 
We show that using these new stroke-based features, significant improvements 
in classification accuracy can be obtained, between 10% and 50% compared to 
global feature representations. These results are consistent over four different 
databases, containing iconic pen gestures, hand-written symbols, and upper-case 
characters. Compared to two other multi-stroke recognition techniques, improve­
ments between 25% and 39% are achieved, averaged over all four databases.
This chapter is based on:
D.J.M. Willems, R. Niels, M. van Gerven, and L. Vuurpijl. 2009. Iconic and multi­
stroke gesture recognition, Pattern Recognition, 42(12), pages 3303-3312.

T he research1 described in this chapter is motivated by the development of pen input recognition technologies for iconic gestures. Such gestures have a visually meaningful shape and are therefore easier to learn and remember by us­
ers of pen-aware systems than abstract gestures which have no obvious relation 
between shape and semantics [95,29]. In the ongoing ICIS project [106], iconic 
gestures are used to indicate events or objects on interactive maps. ICIS aims at 
the domain of crisis management, where pen input devices like a tabletPC or 
PDA are used to convey messages. The typical pen interactions that emerge in 
these scenarios were explored in [110]. The categorisation of the obtained pen 
gestures showed that next to route descriptions and markings of locations, the 
iconic sketches of, e.g., cars, fires, casualties, accidents, or persons occurred quite 
frequently. In accordance with these observations, we designed and collected a 
suitable set of iconic gestures for specifying objects and events. The acquired da­
tabase is called NicIcon [70] and is publicly available via http://www.unipen.org.
A wide range of pen gesture recognition systems have been described in the 
literature, like Rubine's GRANDMA system [84], Quickset [22], SILK [56] and 
iGesture [91]. For a recent review, the reader is referred to [95]. The majority of 
these systems target either the recognition of command gestures [59,31,72] (e.g., 
arrow u p /dow n/left/righ t for scrolling, or gestures for performing delete/undo 
actions) or sketches and drawings for design applications [91,44]. Most gesture 
recognition systems employ Rubine's 13 global features, which are computed 
from a complete gesture shape. Rubine's features have mainly been used for 
recognising single-stroke gestures like the unistroke [11] or graffiti alphabets [35]. 
Unfortunately, they are only moderately successful when applied to multi-stroke 
peninput [91,116],
Multi-stroke gestures pose similar problems to recognition technologies as 
hand-written characters or symbols. Shape variations, differences in stroke order­
ing, and a varying number of strokes have to be taken into account (see Figure 6.1). 
There are several approaches to tackle these problems. The first employs model­
ling of stroke sequences. For example, using hidden Markov models (HMMs) [51] 
or dynamic graphical models [88], each stroke is mapped to an individual stroke 
model, which can be implemented as HMM states or nodes from a graphical
1 The research presented in this chapter was supported by the Dutch Ministry of 
Economic Affairs, grant nr: BSIK03024 and the Netherlands Organisation for Scientific Re­
search (NWO), project nr: 634.000.434.
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F ig u r e  6 .1 . Multi-stroke gestures w ith varying shapes and different number of strokes. Depicted are the classes 'car ' and 'fire' from the 
NicIcon collection (first and second row), capitals 'E ' and 'A ' from both the UNIPEN [39] and IRONOFF [99] databases (third and fifth 
row), and symbols from the UNIPEN database (fourth row).
D a t a b a se s  c o n t a in in g  m u l t i-s t r o k e  g e s t u r e s
model. The second approach captures variability in stroke length and stroke se­
quences through feature representations such as chain codes or spatio-temporal 
resampling [38]. Third, dynamic programming algorithms such as dynamic time 
warping (DTW) [100] can be employed for performing non-linear curve match­
ing. Finally, to improve the processing of multi-stroke gestures, more elaborate 
and distinguishing features can be computed from a global multi-gesture shape 
[91,116], similar to Rubine's algorithms.
The current chapter focuses on the latter approach: the design and evaluation 
of new features for multi-stroke gesture recognition. To this end, four publicly 
available databases containing multi-stroke gestures will be explored. The dis­
tinguishing properties of different groups of features are evaluated for these data 
sets, by using the Best Individual N (BIN) feature selection algorithm [105] and 
two well-known classification algorithms. The results will be compared to two 
alternative methods: classification based on spatio-temporally resampled gesture 
trajectories [38,102] and based on DTW [100,71].
In the next section, we will briefly describe the four databases. In Section 6.2, 
we will elaborate on different feature sets that can be employed for multi-stroke 
gesture recognition. In particular, new features will be presented that are based 
on the observation that 90% of the iconic gestures contained in the NicIcon data 
set and a large portion of hand-written gestures contained in other data collec­
tions are drawn in multiple strokes. For each gesture, features are computed 
along the complete gesture shape as well as along each individual stroke. As we 
will show through feature selection and recognition performances (Section 6.3 
and Section 6.4), adding mean and standard deviations of the individual stroke 
features has a very positive impact, which may also be of value for other applica­
tions in pattern recognition.
6.1 D a ta b a se s  c o n ta in in g  m u lti-s tr o k e  g estu res
For the experiments described in this chapter, we have considered four different 
collections of multi-stroke gestures. The first is the NicIcon [70] database of icon­
ic gestures which was recently made publicly available. Since for this chapter, 
we have used a modified segmentation algorithm for isolating pen gestures, we 
briefly report on differences with respect to [70] in Section 6.1.1. The other three
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accident bomb car fire brigade gas injury roadblock
casualty electricity paramedics person police flood
F ig u r e  6 .2 . Examples of fourteen different iconic gestures, produced 
by the same participant contributing to the NicIcon data collection. 
Pen-up strokes are depicted in light grey
databases are well-known and comprise the UNIPEN 1d collection of hand-writ­
ten symbols [39], the UNIPEN lb collection of hand-written capital characters, 
and the hand-written capitals contained in the IRONOFF database [99]. From 
each collection, we excluded the single-stroked samples. From the remaining 
samples, three subsets were extracted (a training set and development set for 
optimising a classifier and an evaluation or test set which is kept hidden until 
final assessments). Stratified random sampling was used, such that each subset 
contains the same relative number of samples per class. The data were divided 
such that training, development, and evaluation sets contain 36%, 24% and 40% 
of the samples, respectively.
6.1.1 The NicIcon database of iconic pen gestures
The gesture repertoire from the NicIcon database was based on the icon lexi­
con from the IconMap application developed by Fitriani and Rothkrantz [29]. In 
IconMap, users can convey information about crisis situations by clicking on a 
well-designed set of icons. Although, as discussed in [29], iconic communication 
for this domain is new, the icon shapes used in IconMap are based on a standard 
set of icon classes used by the governments of the United States, Australia and 
New Zealand [2]. From the set of icons in IconMap, we constructed an icon lexi­
con containing the fourteen classes depicted in Figure 6.2 and representing a rep­
resentative subset of the messages contained in [2]. It should be noted that these 
iconic gestures were collected in a laboratory setting where subjects were sitting 
at a desk, filling in well-designed boxed forms. Since this is far from the envis­
aged mobility contexts, these data should be considered as a first step towards
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Description Icon N u s  Description Icon N u s___________£____________________________ sam ples________ ‘____  _______________£____________________________ sam ples________ ‘
Accident A 1831 5.9 Gas « 1870 5.1
Bomb ó 1667 3.4 Injury OK 1862 7.4
Car 1842 5.9 Paramedics EB 1867 5.6
Casualty Ä 1863 4.8 Person î 1868 7.5
Electricity S 1358 3.1 Police <ê> 1864 4.4
Fire Ô 182 3.3 Roadblock © 1839 3.1
Fire Brigade F> 1858 7.2 Flood 1870 3.1
T a b le  6 .1 . Distribution of the 23,641 gestures over the fourteen icon 
classes. For each class, the average num ber of strokes |_is is given, 
counting both pen-down and pen-up strokes.
the design of pen input recognition technology for interactive maps. On the other 
hand, collecting isolated hand-written characters or words for training handwrit­
ing recognition systems is a common approach. Consider for example the IAM 
database [63] and databases containing non-Western scripts like Japanese [47,67], 
Tamil [7,8], and Arabic [77].
The automated segmentation of the online data in iconic gestures reported in 
[70] employed both temporal information and spatial layout characteristics, re­
sulting in 24,441 samples. However, due to a particular way of entering gestures 
the temporal stroke ordering for several samples was disturbed. We modified the 
segmentation algorithm such that we were able to recover these samples, result­
ing in a total of 26,163 iconic gestures. By discarding gestures with only one pen- 
down stroke, in total 23,641 iconic gestures were selected. Table 6.1 shows the 
distribution of samples distinguished in the fourteen gesture classes. The table 
also shows the average number of strokes that users employ to draw an iconic 
gesture class. On average, 5.2 strokes are used for each iconic gesture.
6.1.2 Hand-written capitals and symbols
To assess the generalisability of our approach, three standard online databases 
containing multi-stroke gestures are explored as well. The data contain upper­
case characters from the UNIPEN [39] and IRONOFF [99] collections and a selec­
tion of symbols from the UNIPEN collection. The IRONOFF database contains
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Database Total us u . s u s‘ ‘ mm ‘ max
IRONOFF 4879 3.5 3.0 'L','O ' 4.7 'I'
UNIPEN Uppercase 14726 3.8 3.1 'Z ' 5.0 'E'
UNIPEN Symbols 4471 4.0 3.2 '+ ' 7.4
T a b le  6 .2 . Statistics of the selected IRONOFF capitals and UNIPEN capitals 
and symbols. Shown are the selected number of samples, average number 
of strokes (|as, including both pen-up and pen-down) and the classes con­
taining the lowest and highest average number of strokes (^mins, Mmaxs).
isolated characters, digits, and cursive words written by French writers. We used 
the IRONOFF "B-forms" subset, containing 10679 isolated capitals written by 412 
different writers. The UNIPEN train_r01_v07 release contains a heterogeneous 
collection of characters, digits and words collected from writers from different 
countries of origin. From this collection, the "1b" subset contains 28069 isolated 
uppercase characters and the "1d" subset contains 17286 isolated symbols, from 
which 4833 samples containing ten classes were selected '!', '$', '# ',
'%', '?' and Table 6.2 depicts the number of multi-stroke gestures selected 
from these three collections.
6.2 F eatu res fo r  m u lti-s tr o k e  r e c o g n it io n
From each of the four databases described above, three feature sets are comput­
ed, each on a different level of detail. The g-48 set contains 48 features computed 
from a global gesture trajectory. As we will argue below in Section 6.2.2, these 
features cannot always distinguish between certain gesture classes, in particu­
lar if class separation requires a more detailed representation. The second set of 
features considers gestures at the stroke level and contains features computed 
from each stroke along the gesture trajectory, including the mean u and stand­
ard deviation o of these feature values. At the finest level of detail, features are 
computed from each co-ordinate, as originally proposed by Guyon and LeCun 
in [38]. In the next subsections, we will describe these three feature sets: the g-48, 
the s-p-o, and the c-n sets.
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F ig u r e  6 .3 . Examples of g-48 features computed from the complete 
trajectory: (a) area (see also Figure 5.3c), (b) centroid offset (see also 
Figure 5.4d), and (c) closure (see also Figure 5.3d).
6.2.1 Global features: the g-48 feature set
As mentioned in the introduction, most gesture recognition systems employ Ru­
bine's thirteen features [84]. Among these features are the length and the angle of 
the bounding box diagonal, the distance between the first and the last point, the 
cosine and the sine of the angle between the first and last point, the total gesture 
length, the total angle traversed, and the duration of the gesture. In [70], classifi­
cation experiments on iconic gestures were presented which employed Rubine's 
features and an additional fifteen other global features (see Figure 6.3 and Figure 
6.4 for some examples of these features). The classification accuracy using these 
28 global features on the NicIcon database was significantly lower than when 
using features computed at the co-ordinate level from spatially resampled pen 
gestures. These findings corroborate other reports on using global features for 
gesture recognition [91,116] and indicate the need for improved feature repre­
sentations.
As a result of our quest for more and better distinguishing features, we have 
recently compiled a survey on features for pen computing, which is available as a 
technical report [107]. We have included features from, e.g., [84,116,46,78,58]. The 
features described in [107] also contain local features computed along the co-or­
dinates from a gesture shape, such as chain code representations. These local fea­
tures were excluded and for the current chapter, we have selected 20 new global 
features, additional to the 28 features used in [70]. The resulting g-48 feature set 
is described in Appendix A. For details on the feature computation algorithms,
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F ig u r e  6 .4 . The angle between the principal axis and x-axis deter­
mines the orientation angle. This figure depicts the g-48 features 4>2: 
area of the convex hull (see also Figure 5.3c), 4>17: length of the princi­
pal axis, and 4 >18: orientation of the principal axis.
the reader is referred to [107]. Table 6.7 in Appendix A depicts which of the g-48 
features are rotation or size dependent. No features require both scaling and rota­
tion. For features like area and trajectory length, size normalisation is required. 
Other features, such as horizontal or vertical distance between samples, require 
rotation normalisation. Scale normalisation was performed by scaling a gesture's 
bounding box to unit size. Rotation was performed by aligning a gesture's prin­
cipal axis to the x-axis, as depicted in Figure 6.4.
6.2.2 Stroke-level features: the s-^-a  feature set
In the current chapter, we will compare the g-48 feature set to feature representa­
tions computed from each individual stroke. Stroke-level features comprise both 
the mean ¡a and standard deviation o of the g-48 feature values computed over (i) 
all constituent strokes, (ii) pen-up strokes only, and (iii) pen-down strokes only 
(see Figure 6.5). Note that for the pen-up/pen-down ratio and the pen-down 
count, the distinction in pen-up/pen-down strokes is irrelevant. Care should be 
taken in cases where the pen is lifted too far from the tablet to be sampled as they 
may result in unreliable feature values. For most tablets, such penfar events can 
be detected. However, since the amount of such cases is very limited (0.0% for 
the IRONOFF capitals, less than 0.1% for the UNIPEN capitals and symbols, and 
less than 0.2% for the NicIcon data set) and since all feature values of the samples 
containing pen-far events are within normal range, we decided to discard pen-far 
events.
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F ig u r e  6 .5 . Iconic gesture representing an "injured" icon. Pen-down 
strokes are odd numbered. The new s-ß-a  feature set contains fea­
tures computed for each of the 7 strokes (segmented by transitions 
between pen-down and pen-up). For each global feature f  from the 
g-48 set, p  and a  over all strokes were added as feature values. This 
was repeated for (i) all strokes, (ii) only the pen-down strokes, and 
(iii) only the pen-up strokes.
To understand why global features computed over the complete gesture 
shape cannot always properly distinguish between multi-stroke gestures, please 
consider Table 6.3, depicted below. All these examples are correctly classified by 
the stroke level features but not by the global features. As can be observed, these 
examples exhibit some specific characteristics making them harder to classify. In 
the first example (a), the participant made the cross bold, using multiple strokes, 
in the second example (b), the participant made a correction, in (c) the participant 
made a double stroke on the left side, in (d) the icon is more rectangular than 
normal for this class (should be an elongated triangle), and in (e) the wrong box 
(a diamond instead of a triangle) was drawn.
Apparently, features computed at the level of individual strokes do allow 
classes to be discriminated in cases where the global features fail. These cases 
occur most often when gestures are written in a sloppy fashion, when writers 
make corrections, or when (parts of) a sample are re-drawn using multiple simi­
lar strokes.
The resulting feature set contains 758 features and is called the s-p-o set (for 
a discussion on how this number was reached, please consult Appendix A). Al­
though ¡a and o are very common measures in statistical pattern recognition (e.g., 
for estimating probability density functions or for regularisation purposes), to
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Sample <f>± a(fc)) f  Offset <f>± a(fc)) f  Offset
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Fg 1.26 ± 0.87 8.42 8.27 0.32 ± 2.58 12.54 4.74
Fm 0.45 ± 0.82 0.33 0.14 0.19 ± 2.34 0.64 0.19
Fs 1.11 ± 0.89 1.05 0.08 0.28 ± 2.67 1 .8 8 0.60
Length Closure
Fg 0 . 2 0  ± 0.61 2.28 3.40 0.89 ± 0.53 -0.24 2 . 1 2
Fm -0.07 ± 0.44 0.30 0.85 0.92 ± 0.50 0.60 0.64
Fs -1.15 ± 0.27 -1 . 1 2 0 .1 1 -1.14 ± 0.36 -1.30 0.46
paramedics Fs 
d
Initial angle (sine) Area
Fg 0.31 ± 0.91 -2.09 2.65 1.52 ± 0.76 0.15 1.81
Fm 0.52 ± 0.73 0.97 0.62 0.89 ± 0.84 1.45 0 .6 6
-0.13 ± 0.99 -0 . 2 2 0.08 1.34 ± 0.69 1.82 0.70
Average curvature Rectangularity
Fg -0.49 ± 0.66 0 .2 1 1.06 -1.05 ± 0.62 0.32 2 . 2 0
Fm 0.34 ± 1.21 0.77 0.35 -0.04 ± 0.10 -0.04 0.05
Fs 0.57 ± 1.50 0.45 0.08 -0.04 ± 0.11 -0.04 0.05
Absolute curvature Standard dev. pressure
Fg -0.77 ± 0.64 -0 . 1 2 1 .0 1 0.36 ± 1.01 1.57 1.19
Fm -0.99 ± 0.49 -0.74 0.50 0.04 ± 1.04 -0 . 1 2 0.15
Fs 0.06 ± 0.72 0.60 0.74 0.55 ± 1.10 -0.06 0.55
T a b le  6 .3 . Examples for which classification using only global features (Fg) yields a 
wrong result and classification with only stroke-level features yields the correct result. 
For each sample the value for two features is given for the global feature (Fg), for the 
mean feature value over the strokes (Fm), and for the standard deviation value over the 
strokes (Fs). < f>  and a  (fc) denote the mean value and the value of the standard deviation 
of the feature over all samples in that class, f  denotes the feature value of that sample, and 
'Offset' denotes the offset of the feature value from the average feature value for the class 
in standard deviations for that class:
Offset f  -  < fc  >r(fc)
If the offset has a high value, the feature value is an outlier for that class. Note that the 
feature values are normalised to a mean value of 0 . 0  and standard deviation of 1 . 0  over all 
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our knowledge, the mean and standard deviation of features computed from sub­
strokes of a gesture trajectory have not been used before as features for multi­
stroke recognition.
6.2.3 Co-ordinate-level features: the c-30 and c-60 feature sets
To assess the suitability of our new features, the s-^-o  feature set is compared 
to a set of features computed at the co-ordinate level. We use both the c-30 and 
c-60 features, described in [102]. These are computed from gestures spatially re­
sampled to n=30 or n=60 co-ordinates. The c-30 features have extensively been 
used for character recognition. For each out of n points, the fx,y,zj-co-ordinates, 
the running angles and angular velocities are computed, resulting in 3n + 2(n-l) + 
2(n-2) features. As explained in [102], a typical resampling of Western characters 
requires n=30 (204 features). Given that many of the collected iconic gestures 
have a more complex shape than the average Western character, we also explored 
resamplin to n=60 (414 features), resulting in a better coverage of the original 
trajectory with resampled points.
6.3 F eature s e le c t io n  a n d  c la ss ifier  d e s ig n
To explore the suitability of the 758 features from the s-^-o  feature set, the follow­
ing method was employed. For each data set, we computed the s-^-o stroke-level 
features and the c-30 and c-60 co-ordinate features. All features were normalised 
through mean shifting [33] to a common scale with an average of zero and stand­
ard deviation of one. Second, eight different subsets were selected, as listed be­
low:
Fg - containing the global features without ¡a and o
Fm - containing only the ¡a features
Fs - containing only the o features
Fgm - containing the g-subset with additional ¡a features
Fgs - containing the g-subset with additional o  features
Fgms - containing the g-subset with additional ¡a and o  features
Fc30 - the co-ordinate-level features from trajectories resampled at n=30
Fc60 - the co-ordinate-level features from trajectories resampled at n=60
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The distinction between features with and without p and o was made such that 
their individual contribution to recognition accuracy could be assessed. Third, 
each of these feature sets was divided into three subsets (36% train, 24% develop­
ment, and 40% evaluation), using stratified random sampling. The fourth step 
in the comparison between features entailed feature selection using the Best In­
dividual N (BIN) feature selection algorithm [105], which is described in Section 
6.3.1. The final step in the feature assessment process used the selected features 
(through BIN) to design different classifiers based on the train and development 
sets. The description of the different classifiers involved is given in Section 6.3.2. 
The results of these elaborate explorations are presented in Section 6.4.
6.3.1 Feature selection from each feature subset
The BIN feature selection algorithm [105] was used to select a suitable subset 
of features from the first six feature sets (the stroke-level features). BIN tests the 
discriminative power of each of the features individually. The features are ranked 
according to the recognition performance for each individual feature using a Sup­
port Vector Machine (SVM) classifier. The SVM was trained on each feature us­
ing the train set and the recognition performance was tested on the development 
set. Training the SVM was performed using the default parameter settings (see 
also Section 6.3.2). Like most other feature selection methods, the BIN method 
cannot guarantee to yield the best combination of features [48]. Furthermore, BIN 
does not explore linear or non-linear combinations of selected features, which in 
certain cases will lead to sub-optimal solutions [79]. Yet, we decided to use this 
method because it is relatively straight-forward, efficient and can be used to dis­
card a relevant subset of poor features [48].
We used BIN feature selection for each data set and each of the stroke-level 
feature sets, resulting in 24 feature rankings. For each ranking, the "accumu­
lated" recognition performance was computed by training and testing an SVM 
classifier on r features, where r is varied from 1 (the feature with highest rank) to 
the number of features. As an example, consider Figure 6.6. For each ranking, the 
fraction of features yielding the maximum accumulated recognition performance 
was determined. This fraction was subsequently used for further experiments 
and the remaining features were discarded. Each fraction is reported in Table 6.4, 
and ranges from 0.11 (for Fgms) to 0.99 (for Fg), both for the symbol data set. On
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Fraction of used features
F ig u r e  6 .6 . Recognition scores on the Fgms features of SVMs trained 
w ith varying number of features ranked according to BIN. The max­
imum scores are indicated w ith circles and correspond to the high­
est recognition score, achieved with a limited number of features.
As can be observed, incorporating additional features beyond these 
points does not improve performance.
average, the fraction of features at which maximum performance was achieved
was 0.5 (o=0.2).
Another result from the BIN feature selection process concerns the relative 
amount of features from the categories g-48, n, and o. For each combination of 
data set and the three feature sets Fgm, Fgs, and Fgms, the relative amount of 
selected features from the corresponding BIN experiments was computed. Aver­
aged over all data sets, the ratios (g-48/^/a) are, respectively (0.48/0.52/0.0) for 
Fgm, (0.49/0.0/0.51) for Fgs, and (0.35/0.37/0.28) for the Fgms features. These 
results indicate that, according to the BIN method, each of the g-48, n, and o fea­
tures provides a similar contribution to recognition performance.
6.3.2 Classifier design and learning
Three classifiers (MLP, SVM, and DTW) were used for generating recognition 
scores on the various feature sets computed from each database. Each classifier 
used the train set and development set for learning and tuning of control param­
eters. Only after this optimisation process, the classification performance on the 
evaluation set was used as the evaluation measure.
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Feature-based classification using MLP and SVM
Two common feature-based classifiers were used: the Multi-Layered Perceptron 
(MLP) and the Support Vector Machine (SVM) [98]. The MLP neural network 
implementation uses the generalised delta rule with momentum. The parameters 
varied for the MLP were learning rate, momentum, and number of hidden units. 
Training each MLP was performed until performance on the development set 
reached a maximum performance, as determined through cross-validation. We 
used LIBSVM [17], public domain software implementing a multi-class SVM- 
classifier (C-SVC). Besides the traditional linear kernel, non-linear kernels were 
employed in order to achieve the highest possible classification performance. We 
tested polynomial, radial basis function and sigmoid kernels. Each of these ker­
nels have their own parameters which we varied: gamma for all non-linear ker­
nels and degree and coefO for the polynomial and the sigmoid kernel. Additionally, 
for all kernels, we tried different cost parameters C.
Template matching using DTW
The dynamic time warping (DTW) algorithm described in [71] computes the 
DTW-distance between two data samples by summing the normalised Euclidean 
distances between the matching co-ordinates of a known prototypical data sam­
ple A and an unknown sample B. For the experiments reported in this chap­
ter, the DTW classifier uses all training samples as prototypes. Whether two 
co-ordinates Ai and Bj match is decided using three conditions: (i) the continuity 
condition, which is satisfied when index i is on the same relative position on A as 
index j  is on B (the amount in which the relative positions are allowed to differ 
is controlled by a parameter c), (ii) the boundary condition, which is satisfied if i 
and j  are both at the first, or both at the last position of their sample, (iii) the pen- 
up/pen-dow n condition, which is satisfied when both i and j  are produced with 
the pen on the tablet, or when they are both produced with the pen above the tab­
let. A. and Bj match if either the boundary condition, or both other conditions are 
satisfied. Classification of a test sample is performed through nearest neighbour 
matching with the DTW distance function. Each DTW classifier was optimised 
by varying parameter c, which controls the strictness of the continuity condition.
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In this section the results of our feature assessments on four databases contain­
ing multi-stroke gestures are presented. First, in Section 6.4.1, the classification 
results on the 24 feature subsets derived from the s-^-o features are discussed. 
Subsequently, in Section 6.4.2, these results are compared to the results achieved 
with DTW and with the classifiers trained on the c-30 and c-60 features.
6.4.1 Evaluation of feature subsets computed from the s-^-a features
For each feature subset and database, an SVM and MLP classifier were optimised 
following the method described in the previous section. Table 6.4 shows the cor­
responding classification results on the evaluation data sets, containing the re­
maining 40% of the data.
As can be expected, the SVM classifier outperforms the MLP. Compared to the 
global features Fg, adding mean and standard deviation features computed at the 
stroke level improves classification accuracy. The results are consistent over dif­
ferent databases and both classifiers. The best performances are achieved when 
using features from all three feature sets. Relative improvements in error rates 
when comparing the Fgms and Fg features range from 10% (for the MLP classifi­
ers on the UNIPEN data) to 40% and 50% for the SVM and MLP on the IRONOFF 
database. Averaged over the databases and all classifiers, the improvement be­
tween Fgms and Fg is 25%.
The Fg, Fm, and Fs features achieve comparable recognition rates. This is in 
accordance with the observations from Section 6.3, where it was observed that 
the fractions of the global features and stroke-based mean and standard deviation 
features are similar. Considering the point at which maximum BIN performances 
are achieved (fraction f) in Table 6.4. no definite conclusions can be drawn. When 
averaging over the four data sets, f  decreases from 0.69 (for Fg features) to 0.37 
(for Fgms), but this is mostly due to the remarkable drop from 0.99 to 0.11 (for the 
UNIPEN symbols).
6.4.2 Comparison to other multi-stroke recognition techniques
Table 6.5 depicts the classification results of the MLP and SVM classifiers, opti­
mised on the c-30 and c-60 features. Furthermore, the results from the DTW classi-
6.4 Results
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Group Icons IRONOFF UP Sym UP Caps
MLP SVM f MLP SVM f MLP SVM f MLP SVM f
Fg 97.3 98.7 0.47 88.3 90.8 0.61 94.8 95.4 0.99 94.4 95.5 0.70
Fm 97.0 98.2 0.62 88.1 89.3 0.42 94.4 95.2 0.64 91.9 93.8 0.27
Fs 96.4 97.7 0.55 88.5 89.0 0.26 93.2 94.4 0.69 92.1 93.5 0.47
Fgm 98.3 99.2 0.37 90.3 91.5 0.59 95.3 96.1 0.86 94.3 95.7 0.34
Fgs 97.9 99.1 0.35 91.3 92.8 0.55 94.9 96.3 0.58 94.2 96.4 0.55
Fgms 98.7 99.2 0.53 91.9 92.9 0.50 95.4 96.4 0.11 95.1 96.5 0.34
T a b le  6 .4 . Classification results for each of the feature subsets, using 
SVM and MLP classifiers. For each data set and feature subset, the 
fraction f  of features at which maximal BIN performance is achieved 
(on the development set) is depicted. The results show a consistent 
improvement when adding ß  and a  features.
fier are presented, using the complete train set as prototype set. For convenience 
to the reader, we have included the results on the Fgms features from Table 6.4.
For both the SVM and MLP types of classifiers, significant improvements are 
observed between the Fc30 and Fc60 co-ordinate features and the Fgms features. 
Error rates drop between 0% (for the UNIPEN capitals) to 80%. Averaged over 
the four databases and all classifiers, the improvement is 39%. Comparing the 
results of the SVM classifiers trained on the Fgms features to DTW, the improve­
ment is 25%, averaged over all databases. It should be noted that the DTW clas­
sifier employs all training samples as prototypes for matching. Allograph match­
ing techniques like DTW in most cases employ a significantly lower amount of 
prototypes, e.g. obtained through hierarchical clustering [102]. This implies that 
the DTW classification results presented in Table 6.5 should be considered as an 
upper bound.
The performance on the IRONOFF data set is much lower than the perform­
ance reported for the other three databases. This effect is consistent for all classi­
fiers, feature representations, and feature subsets. Our explanation for this effect 
is that the isolated capitals from the IRONOFF database contain only one char­
acter class sample per writer, which makes the IRONOFF recognition results per 
definition writer-independent. For the other databases, more data samples are 
available per writer.
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Icons 96.2 97.0 95.9 96.8 98.5 98.7 99.2
IRONOFF 88.6 89.9 88.4 89.5 93.5 91.9 92.8
UP Sym 92.6 93.3 93.1 94.1 94.0 95.4 96.4
UP Caps 94.3 95.4 95.1 95.6 95.5 95.1 96.4
T a b le  6 .5 . Performance comparison between the Fgms features, the 
co-ordinate features c-30 and c-60 and the DTW classifier.
Nevertheless, when comparing the obtained recognition rates to reported 
performances from the literature, our achieved performances on UNIPEN and 
IRONOFF capitals are competitive. It should be noted that comparisons to the 
literature are hard to make, since we have excluded single-stroked gestures from 
these data, which in general are easier to recognise. Furthermore, the ratio be­
tween the available amount of training data versus the amount of evaluation 
data and the distribution of samples over the different data subsets may differ 
from experiments reported elsewhere.
6.5 D is c u s s io n  a n d  fu tu re  research
Inspired by our research on pen-centric interactive map technologies, this chap­
ter focuses on the design and evaluation of feature sets and classifiers for multi­
stroke pen gesture recognition. We have implemented and evaluated an elabo­
rate set of 48 global features, compiled from various works from the literature. 
By computing these features on each constituent pen-up and pen-down stroke 
along a gesture trajectory, additional mean and standard deviation features were 
devised. Through different normalisations on size and rotation, a large feature 
vector of 758 features was constructed. Feature selection using the Best Indi­
vidual N method (BIN) was employed on features computed from four publicly 
available databases: The NicIcon collection of iconic pen gestures, the UNIPEN 
and IRONOFF uppercase characters, and a subset from the UNIPEN symbols 
category.
Several configurations of selected feature subsets were assessed on recogni­
tion accuracy, using different classifiers to compute recognition performances.
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The BIN feature selection method appeared to be very successful in selecting 
subsets of features. A particularly interesting conclusion to draw is that a major 
part of the selected features (about 2/3) comprise our new mean and standard 
deviation features. This implies that according to BIN, global features are equally 
important as ¡a and o.
The impact on recognition performance is significant: The new features yield 
an improvement between 10% and 50% compared to the global features. Further­
more, compared to the DTW trajectory-matching technique and to local features 
computed at the level of co-ordinate sequences, improvements between 25% and 
39%, averaged over all four databases, were achieved.
We are currently further developing and assessing our pen input recognition 
technologies in more elaborate experiments, involving pen input data acquired 
in more realistic situations. As the envisaged context is emergency service per­
sonnel, working in stressful circumstances, we are considering experimental 
conditions including drawing from memory, drawing under pressure of time, or 
drawing in multi-task settings. Finally, given the large impact of our new features 
on recognition performance, we hope to achieve similar improvements for other 
tasks, like Asian or Arabic character recognition. Our results may also translate 
to other application areas where mean and standard deviations of features com­
puted from sub-segments may prove to be successful.
A p p e n d ix  6 .A  F eature d esc r ip tio n s
In this Appendix, the 48 g-48 features are described. These features comprise a se­
lection from the features described in our technical report [107]. The g-48 features 
contain purely global features computed from a complete gesture trajectory and 
are listed below in Table 6.7. Some of the feature descriptions contained in Table 
6.7 use the notation and definitions specified in Table 6.6 below.
Included in Table 6.7 are the equations used to calculate the features 4>. used 
in our technical report. Since this technical report also contains some features 
computed along the running trajectory, like chain-code information, some fea­
ture indices extend over 48 (like 4>fi0). From each of the 48 plain features, various 
corresponding derived feature values were added. The column marked N. speci­
fies how many features were derived from a feature 4>.. N. is computed as follows:
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N i =  coi ■ (1 +  2 -j) ■ (1 +  2 ■ pud,) ■ 2nSi+ n r i
where ¡io.,pud, ns,, and nr can be considered as booleans with values {0,1}. These 
booleans indicate respectively whether (i) the stroke-based mean and standard 
deviations can be computed, (ii) whether pressure-based information regarding 
pen-up and pen-down can be determined, (iii) whether ^  depends on size nor­
malisation or (iv) depends on rotation normalisation. The parameter co. indicates 
how many co-ordinates are required to represent a feature. For example, for an­
gular information co. is 2, represented by sin(4>) and cos(4>). Certain features can 
not be explained in one single equation. For these features, the reader is referred 
to [107],
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Notation
Pen trajectory with N  sample points
Sample
Position
Area of convex hull
Angle between subsequent seg­
ments
Length along the x-axis and y-axis 
Centre of bounding box
Longest and shortest edge-length of 
the bounding box
Minimum and maximum x value
Minimum and maximum y value 
Principal component
Angle of principal axis
Length of first principal axis 




T  —  { ^ 1 ;  & 2 ,  • • ;  & N }
&  i [ S i J i  , ^ i )  
s i ( x i , yi )
A
( s i s i-1 ) (si+1 si)ÿ Si =  arccos ||si -  S i-l||||S i+1  -  Si||
a  =  max I x, — x j  b =  max \yi — y j1 < i < j < N  1 i j 1 1 <i<j<N 1  1
x max i i
{ Vmax ymin}
a  if a > b 
b if a < b
1 <i<N
b' b if a > b a  if a < b
1 <i<N
V m i n  — minr y m a x  — y i1< i < N
T
ÿ  =  arctan —  P i  e i
a  =  2 max Ip T ( c  — s*1 <i<=N 2V
ß  =  2 max Ip-, ( c  — S i1 1 <i<=N ^ 1V i
l< i<N‘
N n
s i+1 s i— 1
t i + 1  t i — 1
vi+ 1 v i —1
i^+1 i^—1
T a b le  6 .6 . The notation and definitions used in Table 6.7.
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Feature c o . ¡.io . p u d .
Length 1 x x
Area 1 x x
Compactness 1 x x
Eccentricity 1 x x
Ratio co-ordinate axes 1 x x
Closure 1 x x
Circular variance 1 x x
T a b l e  6 .7 .  The g-48 features. (Continued on next page.)
ns. nr. N.I l l Definition
18
N - 1
$1 = E  ll5^ 1 “  Si
i =  1
18
x 18
x 18 $5 =
||«JV  -  S l |
E  l i
$7
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I c o n i c  a n d  m u l t i - s t r o k e  g e s t u r e  r e c o g n i t i o n
Curvature 1 X X - - 9
N - 1
$ s  =  ^
i=2
Average curvature 1 X X - - 9
N - 1
$9 =  ^  V  Vv 
i=2
Absolute curvature 1 X X - - 9
N - 1
$62 =  ^ 2  IV’sJ  
i= 2
Squared curvature 1 X X - - 9
N - 1
$63 =  X !
i=2
Average Direction 1 X X - - 9
1 N - i. 1 \  '  , V i + i — Vi $ 1 2  =  > arc tanN  -  1 ^  x i+ i -  x*
Perpendicularity 1 X X - - 9
N -1
$ 1 3  =  ^  sin2 ipSi 
i= 2
Average perpendicularity 1 X X - - 9 1 JV_1$ i4  =  N  _  o snr ^¿=2
Feature co. /_io  pud. ns. nr. N. Definition
Centroid offset 1 X X - - 9 $16 =  \ p í ( t ¿ - c ) \
Lenght principal axis 1 X X X 18 $17 =  a
Orientation principal axis 2 X X - - 18 *  - P l y^18 — -----rv
Ratio of principal axes 1 X X - - 9 $67 =  -a
Length bounding box diagonal 1 X X X - 18 $ 5 7  =  V/ 0 2 +  b2
Angle bounding box diagonal 1 X X - - 9 ,  b $ 5 8  =  ta n  -a
Rect angularity 1 X X - - 9 t  A$2° =  ^
(Continued on next page)
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Feature co . ¡.io . p u d .  n s . n r . N . Definition
Maximal angular difference 1 X X - - 9 $21 / k=  maxl-\-k<i<N-k z
Cup count 1 X X - - 9
Last cup offset 1 X X - - 9
First cup offset 1 X X - - 9
Initial horizontal offset 1 X X - X 18 $ 3 5 X\_ a
Final horizontal offset 1 X X - X 18 $ 3 6 X n a
Initial vertical offset 1 X X - X 18 $ 3 7 y  1 y  min b
Feature co. ¡.io. pud. ns. nr. N. Definition
Final vertical offset 1
Number of straight lines 1
Straight Ime ratio 1
Largest straight line ratio 1
Sample ratio octants 8
Number of connected components 1
Number of crossings 1
Vnx x - x 18 $38 =  ----
x x - - 9
x x - - 9
x x - - 9
x x - x 144
x - - - 3
x x - - 9
Uniin
b
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I c o n ic  a n d  m u l t i - s t r o k e  g e s t u r e  r e c o g n i t i o n
co. ¡.io. pud. ns. nr. N. Definition
Initial Angle
Distance first-last sample point
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Feature coi i-iai
Average acceleration 1 x
Maximum acceleration 1 x
Maximum deceleration 1 x
Number pen down events 1
Average pressure 1 o
Pen-up/ down ratio 1
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X X - 18 $ 2 8
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T his thesis describes our research into interactive maps, on which users can use a pen-based interaction system to annotate spatial information. As un­derlined by Cohen, Oviatt et al, natural interaction [21,22,73] improves the way we 
interact with computers. Furthermore, to communicate spatial information, pen 
interaction can play a vital part to enhance human-computer interaction [22,66]. 
In accordance with these findings, our research pursues the development of rec­
ognition technologies for natural pen input. The outline of this thesis follows the 
different phases in the recognition process. The first phase comprises the acqui­
sition of the required pen interaction data, whether real-time, or in the form of 
data sets used during testing and evaluation of the pen recognition systems. The 
acquisition and analysis of domain specific data is important if we want to max­
imise the recognition performance of such a system when used in that specific 
context. The second phase concerns the design of feature extraction and pattern 
recognition techniques for recognising the acquired data. As argued in this thesis, 
an important phase in the recognition of pen gestures is mode detection, in which 
different types of pen gestures are differentiated from each other. Furthermore, 
this thesis focuses on the development and evaluation of features relevant to pen 
gesture recognition. Finally, the use of context information to increase the robust­
ness of pen-based interactive systems for crisis management systems is reported. 
In the next sections, I will recapitulate the conclusions drawn from the research 
presented in each individual chapter of this thesis. Based on these conclusions,
I will try to formulate the answers to the research questions posed in Chapter 1.
7.1 S u m m a ry
Chapter 2: Pen gestures in crisis management
In previous research [108,109], we used data sets not specific to the domain of 
crisis management to train, develop, and evaluate our mode detection systems. 
In this chapter a human factors experiment is described that was used to acquire 
a data set that is specific to our target domain.
During this human factors experiment, we acquired a set of 14,210 labelled 
pen data items. Items are for instance, individual characters, or parts of an ar­
row gesture (arrowhead and arrow tail). The collected items can be grouped into 
2,650 compound pen gestures, (such as words, arrows, encirclements), on which
S u m m a r y
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we tested our mode detection systems. The tasks that users had to accomplish 
were all set in a crisis management scenario. The acquired data set is therefore 
specific for our target domain. An important result of the analysis of the data 
collection is deictic gestures form a large proportion of the data set. A total of 
1,758 deictic gestures (66.3%) were found in the data set. Handwriting (words, or 
isolated characters) comprised 574 pen gestures (21.7%) and 318 gestures (12.0%) 
represented objects (geometric or iconic). As may be expected, the distribution 
of the different types of pen gestures found in this experiment depends on the 
distribution of the different types of tasks the participants had to perform. An­
other important result of the analysis of this data set, is the ambiguity of the pen 
gestures with respect to the mode to which they belong. Arrows and lines, for in­
stance, can denote marking gestures, where the gesture is used to mark an object 
on a map, or they can denote routing gestures, used to specify a route on a map. 
This ambiguity must be taken into account when considering the mode detection 
results on these data. Most misclassifications occur in the recognition of arrows 
and lines. In this chapter we introduced a data set specific for pen gestures in 
crisis management that may also be used by other researchers.
Chapter 3: Iconic gestures
One problem in the recognition of pen gestures that stood out was the recogni­
tion of iconic gestures, such as sketched human stick figures, cars, or bonfires. 
While these gestures were found to comprise only 12% of the gestures obtained 
in the human factors experiment presented in Chapter 2, they may play a vital 
role in understanding the situation being sketched by the human users. A prob­
lem with iconic gestures is that there are potentially a very large number of dif­
ferent gesture shapes that may be produced by different users for a large number 
of different concepts. To enhance recognition, we decided to create a constrained 
vocabulary of icons that participants may use while interacting with the system. 
Emergency personnel will be trained in the use of this lexicon. The fourteen icons 
contained in this vocabulary are all related to crisis management concepts and 
were based on existing iconic representations used by crisis management per­
sonnel [2] and by the iconic gestures found during the experiment presented in 
Chapter 2. This chapter describes the acquisition process that led to the creation of
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the NicIcon data set, containing a total of 24,441 hand drawn icons. An iconic ges­
ture recognition system was created to obtain a baseline performance on this new 
data set. Using a multiple-classifier system we were able to correctly recognise 
99.4% of the iconic gestures in a writer dependent set-up. In a writer independent 
set-up 96.5% was correctly recognised.
Chapter 4: A Bayesian Belief Network approach to mode detection
During the development of our pen input recognition system, we created sev­
eral mode detection systems. In [109] we presented a hierarchical mode detec­
tion system, that was able to distinguish between handwriting, arrows, lines, and 
geometric shapes. This system was not, however, tested on data specific for the 
crisis management domain. When we developed a domain specific data set (as 
described in Chapter 2), we created a new mode detection system, based on the 
types (modes) of pen gestures found in the new data set. In this chapter we de­
scribe our final mode detection system, which uses multiple classifiers for differ­
ent levels in mode detection. It incorporates, furthermore, task and spatial context 
information to enhance the detection of the correct mode of pen interaction. Task 
context includes for instance the type of gesture that the user is expected to pro­
duce. Spatial context uses geographical information systems (GIS) to identify the 
object on a map that is pointed to by a gesture in the form on an arrow, or encir­
cled by the pen gesture. It may also identify the route on a street pattern if the 
gesture is a routing gesture.
The information from the different classifiers and from context is used as input 
to a Bayesian Belief Network. The prior probabilities, for instance the probabil­
ity that a gesture is a deictic gesture, without any knowledge about the gesture, 
were taken from a statistical analysis of the human factors experiment described 
in Chapter 2. Of course, as we have seen, the distribution of the different types 
of gestures, and therefore the statistical analysis, is dependent on the tasks the 
participants had to perform during the human factors experiment (see Chapter 2).
With this new mode detection system we were able to obtain a performance 
of 96% in a writer dependent setting, which means that the error rate was halved 
compared to the mode detection test presented in Chapter 2. Against our expecta­
tions, context information did not enhance mode detection. While context infor­
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mation did in fact help in correctly identifying pen gestures that were related to 
context, such as routing gestures on a map, pen gestures which had no context re­
lation, such as iconic gestures, were more often misclassified. These misclassifica- 
tions were caused, for instance, by icons that were drawn on top of a map object 
(with which it had no context relation) and were recognised as an encirclement.
Chapter 5: A taxonomy and evaluation of features
To get a better grip on the types of features used in pen gesture recognition, we 
created a taxonomy of features and evaluated these features for their performance 
on data sets from different application domains. Many features in this taxonomy 
were taken from the literature and were proposed for use in specific application 
domains. The top-level distinction in the taxonomy was made between features 
that use only spatial (x- and y-co-ordinate) information, features that use force 
(pressure) information and features that use temporal information. The group of 
spatial features was subdivided further according to their geometrical properties.
The recognition performance on these feature groups was evaluated and com­
pared to each other on three different application domains (sketched icons from 
the NicIcon (Chapter 3) data base, mode detection data (Chapter 2), and hand­
writing [39]). The differences in performance between these taxonomy groups 
were not very large. Powerful features can be found in all subsets of the feature 
taxonomy. However, we did find differences between the sets of features that 
performed best for different application domains.
Chapter 6: Iconic and multi-stroke gesture recognition
This chapter goes deeper into the development of relevant features. It focuses 
on the use of the mean and standard variations of features over the constituent 
strokes of a single gesture. We created a large set of 758 features consisting of 
variations on 48 basic features. These variations were constructed using size and 
rotation normalisation and using mean and standard deviation on constituent 
strokes. This large feature set was tested on three data sets; the NicIcon data set, 
containing sketched icons described in Chapter 3, the UNIPEN [39] data set, con­
taining uppercase characters and a selection of symbols, and the IRONOFF [99] 
data set, containing uppercase characters. Using the mean and standard devia-
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tion of the features, an improvement of 10% to 50% (in a writer dependent set-up) 
was achieved compared to the basic features. Compared to classification with 
dynamic time warping and to classification with features computed at the level 
of co-ordinate sequences, an improvement between 25% and 39% was achieved.
7.2 T h e  five  research  q u e s t io n s
In the introduction, five research questions were posed that we tried to answer 
with the research conducted in the Write Anyone Anything Anywhere Anytime 
(WAAA) project. In this section I will formulate the answers to these questions 
that follow from our research.
The (partial) answer to a number of these research questions may be found 
in Chapter 4 where we introduced a mode detection system based on a Bayesian 
Belief Network. This mode detection system showed a major improvement on 
our previous mode detection system [109]. One major advantage of this system is 
that it can easily incorporate multiple additional monolithic classifiers, making it 
an ideal system for the task of mode detection.
Another advantage of this mode detection system is that it can easily incor­
porate different types of context information. If new types of context information 
become available they can simply be added as additional nodes in the Bayesian 
Belief Network. The probability tables for these nodes and the nodes with which 
they have a causality relation will need to be re-evaluated. New types of context 
information may be taken from other modules in the ICIS system such as the 
dialogue action manager [28]. This chapter gives us, therefore, a (at least partial) 
answer to three of our five research questions:
i) What are robust features and algorithms for pen computing? This system using a 
Bayesian Belief Network (BBN) is a robust algorithm for mode detection. When 
the mode detection system detects handwriting or iconic gestures, the data is 
forwarded to dedicated handwriting or iconic gesture recognition algorithms, as 
suggested in [109].
ii) How can information between multiple classifiers be combined in the decision proc­
ess? The mode detection system as it stands, combines four different classifiers 
and other classifiers can be added easily. Each classifier is represented in the sys­
tem by a node in the BBN. The results of the classification are added to the system
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by adding the results as evidence to the representing nodes in the BBN. In Chap­
ter 4 we saw that the system was able to improve mode detection performance 
significantly. It is, therefore, a robust multiclassifier system.
iii) How can contextual information from other modules in the IC IS system be com­
bined? This mode detection system incorporates four different kinds of context 
information (two spatial, and two task related). Other types of context informa­
tion, made available by other modules in the ICIS system, can be added easily 
by adding a node to the BBN for each new type of context information. When 
context information becomes available, that information is added as evidence to 
the BBN.
Chapters 5 and 6 present research into relevant features for different kinds of 
pen gesture recognition tasks, such as mode detection, handwriting recognition, 
and iconic gesture recognition. We tested many different kinds of features for 
their applicability in these different domains. The statistical features we intro­
duced in Chapter 6, show that these variations on existing features can lead to a 
significant improvement (10% to 50%) in different recognition tasks. These chap­
ters present an answer to our first research question: What are robust features and 
algorithms for pen computing?
Furthermore, in Chapter 5 we introduced a taxonomy of features. We analysed 
the relevance of different sets of features within this taxonomy, as well as for in­
dividual features. It turned out that handwriting recognition and iconic gesture 
recognition seem to perform better using different features than those used in 
the best performing mode detection system. This chapter presents us, therefore, 
with an answer to another research question: Do these features and algorithms share 
a common ground or common knowledge? Apparently handwriting recognition and 
iconic gesture recognition do share a common ground, while mode detection 
shows an improved recognition rate using different features compared to the 
other two application domains.
We are convinced that the mode detection system presented in Chapter 4 com­
bined with individual classifiers for handwriting recognition and for iconic ges­
ture recognition, and using different sets of features as analysed in Chapters 5 and 
6, will constitute a robust system for pen gesture recognition for interactive maps.
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In this thesis we presented the research we conducted on pen gesture recogni­
tion for interactive maps, specifically in the domain of crisis management. This 
research focussed on the acquisition of domain specific data, which was not avail­
able before, on mode detection of pen gestures specific to our target domain, and 
on the development and evaluation of suitable features for both mode detection 
and gesture recognition.
Before a fully functional pen interaction system for interactive maps will be 
operational a few things need to be done. Automatic segmentation as used in [43] 
needs to be improved, for instance by using spatial and task context information. 
Existing spatial context identification may need to be enhanced. Task related con­
text information, available from, for instance the dialogue action manager [28], 
needs to be integrated into the system to improve mode detection and may also 
improve handwriting or pen gesture recognition. And finally, the system needs to 
be tested in increasingly realistic settings.
An important potential problem with using a pen computing system, and 
in general a human computer interaction system such as envisaged in the ICIS 
project, is the performance of such a system during a real crisis situation. How 
will the pen gestures and the recognition performance be affected in such stress­
ful situations? Crisis management personnel, of course, are specifically trained 
for stressful situations and should be less affected when in a crisis situation.
Furthermore, interactive maps can be of use in much more benign situations, 
for instance by geologists or archeologists conducting field work, entering their 
annotated data on maps, or in traffic management systems. When such interac­
tive map systems evolve, and are used more often and in more different settings, 
pen gesture recognition will become more and more reliable.
Hopefully, this will result in a system that is reliable in crisis situations and 
that will be accepted and trusted by the emergency personnel who will use this 
system. The research presented in this thesis constitutes an important step for­
ward towards the development of such a robust pen interaction system that can 
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Samenvatting & Conclusie 
in het Nederlands

Dit proefschrift beschrijft ons onderzoek naar zogenaamde interactive maps, interactieve kaarten waarbij mensen gebruik kunnen maken van een op peninvoer gebaseerd interactief systeem om informatie op een kaart aan te pas­
sen, toe te voegen of te verwijderen. Zoals al door Cohen en Oviatt et al. is aange­
toond [21,22,73], verbetert natuurlijke interactie de manier waarop we met com­
puters communiceren. Met natuurlijke interactie doelen we op een manier van 
interactie die mensen ook onderling gebruiken. Voor spatiële informatie is het 
gebruik van een pen tijdens de interactie met de computer extra nuttig [22,66]. 
Daarom was het onderzoek er op gericht om technieken te ontwikkelen voor 
het herkennen van symbolen die geschreven of geschetst zijn met een pen op 
een tablet (vaak een laptop waarbij je met een speciale pen op het scherm kan 
schrijven).
De structuur van dit proefschrift volgt het proces waarin een herkenningssys­
teem wordt ontwikkeld. In de eerste fase worden data gegenereerd door het ge­
bruik van de pen op een tablet. Deze data worden vaak verzameld in datasets die 
gebruikt worden om een herkenningssysteem te evalueren en te vergelijken met 
andere herkenningssystemen die op dezelfde dataset zijn getest. Het is belangrijk 
dat de data zijn verzameld in dezelfde context als waarin het uiteindelijke sys­
teem moet werken. Het onderzoek, gepresenteerd in dit proefschrift, is gedaan 
in het kader van interactive collaborative information systems (ICIS [1]). De context 
waarin deze systemen gebruikt gaan worden is crisis management.
In de tweede fase worden de patroonherkenningstechnieken ontwikkeld die 
in staat moeten zijn om de getekende of geschreven symbolen te herkennen. Zo­
als we beargumenteren, is het herkennen van het type symbool zeer belangrijk 
als men kan vermoeden dat verschillende soorten symbolen (handgeschreven 
tekst, geschetste symbolen of deiktische informatie zoals pijlen en kruisjes) door 
elkaar gebruikt zullen worden. Verder zijn we ingegaan op het (verder) ontwik­
kelen en vergelijken van geometrische kenmerken die gebruikt worden in het 
herkenningsproces. Ook hebben we het gebruik van contextinformatie (zoals de 
plaats waar het symbool getekend wordt op de kaart) geëvalueerd. In de volgen­
de paragrafen wordt elk hoofdstuk samengevat waarna we antwoord proberen 
te geven op de onderzoeksvragen die in de inleiding werden geïntroduceerd.
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Hoofdstuk 2: Pensymbolen in crisismanagement
In vorig onderzoek [108,109] gebruikten we datasets die niet verzameld waren 
in een crisismanagementcontext om het type (mode of modus) van een symbool 
te bepalen (dit wordt mode detection genoemd). Met name willen we onderscheid 
kunnen maken tussen handgeschreven teksten, symbolen zoals auto's en perso­
nen, markeringen van objecten en situaties en routebeschrijvingen. In dit hoofd­
stuk wordt een experiment beschreven waarin we een dataset verzamelden die 
wel specifiek is voor het toepassingsgebied van crisismanagement.
Tijdens dit experiment hebben we een dataset verzameld met daarin 14.210 
geannoteerde symbolen. Deze symbolen kunnen individuele letters zijn, maar 
ook delen van een pijl (kop en staart). Deze verzamelde items worden gegroe­
peerd in 2.650 complexe pensymbolen (woorden, pijlen, omcirkelingen). Op 
deze complexe pensymbolen hebben we ons mode detectionsysteem getest. De 
opdrachten die de proefpersonen moesten verrichten waren allemaal gesitueerd 
in een crisismanagementscenario. De dataset is dus specifiek voor het domein 
waarvoor het systeem uiteindelijk bedoeld is: crisismanagement. Een belangrijk 
resultaat dat uit de analyse van deze data naar voren kwam, is dat het overgrote 
deel van de gebruikte symbolen deiktische symbolen waren. Deiktische symbo­
len zijn symbolen die gebruikt kunnen worden om objecten op een kaart te mar­
keren of om verschillende concepten met elkaar verbinden. Een pijl kan bijvoor­
beeld gebruikt worden om een geschreven woord 'brand' met een locatie op de 
kaart (waar de pijl naar wijst) te verbinden. In totaal werden er 1.758 deiktische 
symbolen gevonden, 66,3% van het totaal. Handgeschreven tekst omvatte 574 
symbolen (woorden of geïsoleerde letters, 21,7% van het totaal) en 318 symbolen 
representeerden objecten (geometrische zoals rechthoeken en cirkels, of iconi­
sche zoals vuur of auto's) wat neerkomt op 12,0% van het totaal. De verdeling 
is natuurlijk sterk afhankelijk van de taken die de proefpersonen kregen tijdens 
het experiment. Een ander belangrijk resultaat is de gebleken ambiguïteit van de 
verkregen data. Pijlen en lijnen, bijvoorbeeld, worden gebruikt om objecten op 
een kaart te markeren, maar ook om routes op een kaart aan te geven. Deze am­
biguïteit maakt het voor een herkenningssysteem moeilijk om de juiste betekenis 
te achterhalen. Dit moet in ogenschouw genomen worden wanneer men de resul­
taten van een herkenningssysteem beoordeelt. De dataset die in dit hoofdstuk is 
besproken, kan ook door andere onderzoekers gebruikt worden.
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Hoofdstuk 3: Iconische symbolen
Eén probleem dat naar voren kwam uit de herkenningsresultaten van het vorige 
hoofdstuk was dat iconische symbolen, zoals koppoters (menselijke figuren), au­
to's en vuur slecht herkend werden. Ondanks dat deze symbolen maar een aan­
deel hadden van 12,0% van het totaal aantal getekende symbolen, kunnen ze toch 
van groot belang zijn voor het begrijpbaar maken van de situatie. Het probleem 
met iconische symbolen is dat verschillende gebruikers een zeer groot aantal 
verschillende 'iconen' kunnen gebruiken voor veel verschillende concepten. Om 
de herkenning van deze symbolen gemakkelijker te maken, hebben we besloten 
om het aantal toegestane symbolen te beperken. Toekomstige gebruikers zullen 
bekend moeten worden gemaakt met deze beperkte set symbolen. De veertien 
symbolen zijn alle gerelateerd aan bestaande iconen die gebruikt worden binnen 
crisismanagement [2]. Dit hoofdstuk beschrijft het experiment waarmee we de 
data hebben verkregen die nu is verzameld in de NicIcon dataset. Deze dataset 
bevat 24.441 handgetekende iconische symbolen. Een icoonherkeningssysteem is 
ontwikkeld om een baseline herkenningsresultaat te verkrijgen. Met behulp van 
een multi-classificatiesysteem werd 99,4% van de iconen correct herkend, waar­
bij data van elke proefpersoon zowel in de trainings- als testset aanwezig waren. 
Als dit niet het geval is (de data in de trainingset is getekend door proefpersonen 
die geen data hebben bijgedragen aan de testset) dan werd een herkenningsre- 
sultaat van 96,5% gehaald.
Hoofdstuk 4: Een Bayesiaans Netwerk voor mode detection
Tijdens de ontwikkeling van ons pen-inputherkenningssysteem hebben we ver­
schillende mode detectionsystemen ontwikkeld om het type van het symbool 
te bepalen. In [109]presenteerden wij een hiërarchisch mode detectionsysteem 
waarmee het mogelijk is om handgeschreven tekst, pijlen, lijnen en geometrische 
vormen te herkennen. Dit systeem was echter niet gebaseerd op data afkomstig 
uit een crisismanagementcontext. Nadat we domeinspecifieke data hadden ver­
zameld (zie hoofdstuk 2) hebben we ook een nieuw mode detectionsysteem ge­
bouwd, gebaseerd op de data uit het crisismanagementdomein. In dit hoofdstuk 
wordt ons uiteindelijke mode detectionsysteem gepresenteerd, waarin verschil­
lende classificatoren worden gebruikt voor de verschillende niveau's. Verder
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wordt er ook gebruik gemaakt van taak- en spatiële contextinformatie om de her­
kenning te verbeteren. Taakcontext omvat bijvoorbeeld het type symbool dat het 
systeem verwacht dat de gebruiker gaat produceren. Spatiële context gebruikt 
geografische informatie om bijvoorbeeld het object op de kaart te identificeren 
dat is omcirkeld. Ook kan een route op de kaart worden geïdentificeerd.
De informatie, afkomstig van de verschillende classificatoren, wordt gebruikt 
in een Bayesiaans Beslissings Netwerk (BBN). Een BBN gebruikt waarschijnlijk­
heden (zoals de waarschijnlijkheid dat een symbool een deiktisch symbool is 
gegeven het feit dat classificator A een deiktisch symbool herkent) om tot her­
kenning te komen. Ook worden er a-priori waarschijnlijkheden gebruikt (zoals 
de waarschijnlijkheid dat een symbool een deiktisch symbool is) zodat het sys­
teem een uitkomst genereert zelfs als er geen resultaten van de classificatoren 
bekend zijn. Deze uitkomst zal dan altijd 'deiktisch symbool' zijn, omdat de ver­
deling van de verschillende typen symbolen die gevonden zijn in het experiment 
(hoofdstuk 2) gebruikt wordt als a-priori kans. Deiktische symbolen krijgen een 
a-priori kans van 66,3% omdat dat hun relatieve voorkomen was. Zoals gezegd 
is deze verdeling wel afhankelijk van de verdeling van de verschillende taken in 
het experiment.
Met dit nieuwe mode detectionsysteem werd een herkenningsresultaat van 
96% behaald. Het relatieve aantal fouten is daarmee gehalveerd vergeleken met 
de mode detectiontest uit hoofdstuk 2. Tegen onze verwachting in was het her- 
kenningsresultaat van dit systeem met het gebruik van contextinformatie niet 
beter dan ditzelfde systeem zonder contextinformatie. Het bleek dat symbolen 
die wel verbonden waren met context (bijvoorbeeld omcirkeling van een kaar- 
tobject) zoals verwacht beter werden herkend, maar dat symbolen die niet ver­
bonden waren met context (bijvoorbeeld iconische symbolen) slechter werden 
herkend. Dit kwam omdat deze iconen boven op een kaartobject werden gete­
kend waarmee ze geen contextuele verbinding hadden, waarna ze herkend wer­
den als omcirkeling.
Hoofdstuk 5: Een taxonomie en evaluatie van kenmerken
Kenmerken van symbolen (zoals de lengte van het traject van de pen op het ta­
blet) worden gebruikt om symbolen te herkennen. Om beter grip te krijgen op 
het soort kenmerken dat gebruikt wordt voor pensymboolherkenning hebben 
we een taxonomie gecreëerd waarin deze kenmerken geplaatst zijn aan de hand
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van hun (geometrische) eigenschappen. Ook zijn deze kenmerken geëvalueerd 
voor verschillende applicaties zoals handschriftherkenning, icoonherkenning en 
mode detection. Veel van deze kenmerken komen uit de literatuur.
Op het hoogste niveau werd onderscheid gemaakt tussen spatiële kenmer­
ken, pendruk-gebaseerde kenmerken en temporele kenmerken. De groep spati­
ele kenmerken werd verder onderverdeeld naar gelang hun geometrische eigen­
schappen.
De herkenningsresultaten van deze verschillende groepen kenmerken ver­
schilden niet veel. Sterke kenmerken werden in bijna alle taxonomiegroepen ge­
vonden. Wel werden er verschillen gevonden tussen de verschillende applicaties.
Hoofdstuk 6: Icoonherkenning
Dit hoofdstuk gaat dieper in op het ontwikkelen van relevante kenmerken voor 
het herkennen van iconen. Hier wordt het gebruik van gemiddelden en stan­
daardafwijkingen van kenmerken over de verschillende halen in een getekend 
symbool geïntroduceerd. We hebben een grote verzameling kenmerken (758) 
geïmplementeerd, bestaande uit variaties op 48 basiskenmerken. De variaties 
ontstonden door de kenmerken te berekenen op voor grootte en rotatie genor­
maliseerde symbolen, en door het berekenen van het gemiddelde en standaard­
deviatie van het kenmerk over de verschillende halen binnen een symbool. Deze 
grote set kenmerken werd getest op drie verschillende datasets: de NicIcon da­
taset bestaande uit getekende iconen (zie hoofdstuk 3), de UNIPEN [39] data set 
bestaande uit hoofdletters en symbolen, en de IRONOFF [99] data set, bestaande 
uit hoofdletters. Door gebruik te maken van het gemiddelde en de standaard­
afwijking werd een verbetering van 10% tot 50% gehaald vergeleken met de set 
basiskenmerken. Vergeleken met classificatie door middel van dynamic time 
warping en met classificatie met kenmerken berekend op het niveau van lijnseg- 
menten werd een verbetering van 25% tot 39% gerealiseerd.
De vijf onderzoeksvragen
In het eerste hoofdstuk van dit proefschrift werden vijf onderzoeksvragen gepo­
neerd. In deze paragraaf proberen we deze vragen te beantwoorden.
Een aantal van deze onderzoeksvragen wordt beantwoord in hoofdstuk 4, 
waar een Bayesiaans Netwerk (BBN) geïntroduceerd werd dat, door gebruik te
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maken van verschillende classificatiesystemen, in staat was om het type te bepa­
len van het getekende symbool. Dit systeem liet een sterke verbetering zien ten 
opzichte van het eerder ontwikkelde mode detectionsysteem [109]. Een belang­
rijk voordeel van dit systeem is dat het eenvoudig is om nieuwe classificatiesys­
temen toe te voegen, waardoor het een ideaal systeem is voor mode detection.
Een ander voordeel van dit systeem is dat het ook relatief eenvoudig is om 
verschillende soorten contextinformatie toe te voegen. Als een nieuwe vorm van 
contextinformatie beschikbaar komt, dan kan dit eenvoudig als nieuwe knoop 
in het Bayesiaanse Netwerk worden toegevoegd. De waarschijnlijkheidstabellen 
voor deze knopen en voor de knopen waarmee ze een causaliteitsrelatie hebben, 
moeten opnieuw berekend worden. Nieuwe soorten contextinformatie kunnen 
geleverd worden door andere modules in het ICIS-systeem zoals de dialoogactie- 
manager [28]. Dit hoofdstuk geeft ons daarmee, een (in ieder geval gedeeltelijk) 
antwoord op drie van de vijf onderzoeksvragen.
i) Wat zijn robuuste kenmerken en algoritmen voor pen computing? Een Bayesiaans 
Netwerk is een robuust algoritme voor mode detection. Wanneer het systeem 
handschrift of iconische symbolen detecteert, worden gespecialiseerde herken- 
ningsalgoritmen voor respectievelijk handschriftherkenning en icoonherkenning 
aangeroepen.
ii) Hoe kan informatie van verschillende classificatoren worden gecombineerd? Het 
huidige mode detectionsysteem combineert vier verschillende classificatoren en 
aanvullende classificatoren kunnen eenvoudig worden toegevoegd. Het systeem 
combineert de informatie van de verschillende classificatoren door gebruik te 
maken van een BBN. Elke individuele classificator wordt hierin gerepresenteerd 
door een knoop in het BBN waarbij de resultaten van de classificatie als bewijs 
aan de knoop worden doorgegeven. In hoofdstuk 4 zagen we dat dit systeem de 
herkenningsresultaten sterk verbeterde. Het is een robuust multi-classifier sys­
teem.
iii) Hoe kan contextuele informatie, afkomstig uit andere modules in het IC IS  sys­
teem, gecombineerd worden? Dit mode detectionsysteem maakt gebruik van vier 
verschillende soorten contextinformatie (twee spatieel en twee taakgerelateerd). 
Extra contextinformatie, geleverd door andere modules in het ICIS systeem, kan 
eenvoudig worden toegevoegd. Elk type contextinformatie wordt gerepresen­
teerd in het BBN door een knoop in het netwerk. De contextinformatie wordt aan
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het systeem doorgegeven als bewijs voor één bepaalde toestand van die knoop.
Hoofdstukken 5 en 6 beschrijven relevante kenmerken die gebruikt kunnen 
worden voor verschillende taken van het herkenningssysteem (mode detection, 
handschriftherkenning en icoonherkenning). Verschillende soorten kenmerken 
werden getest op de verschillende toepassingen. De statistische kenmerken die 
we introduceerden in hoofdstuk 6, lieten zien dat deze variaties op de basisken­
merken een significante verbetering (10% tot 50%) geven in de verschillende her- 
kenningstaken. Deze hoofdstukken geven het antwoord op de onderzoeksvraag: 
Wat zijn robuuste kenmerken en algoritmes voor pen computing?
In hoofdstuk 5 introduceerden we een taxonomie van kenmerken. We heb­
ben zowel de prestaties van verschillende kenmerkgroepen in de taxonomie als 
van individuele kenmerken geanalyseerd. Uit dit onderzoek kwam naar voren 
dat de kenmerken die goed werken voor handschrift- en icoonherkenning an­
dere kenmerken zijn dan kenmerken die goed werken voor mode detection. Dit 
hoofdstuk geeft ons daarmee het antwoord op de vraag: Delen de kenmerken en 
algoritmen gezamenlijke informatie of kennis? Blijkbaar zijn er grote overeenkomsten 
tussen handschriftherkenning en icoonherkenning maar zijn de overeenkomsten 
met mode detection kleiner.
Wij zijn er van overtuigd dat het mode detectionsysteem gepresenteerd in 
hoofdstuk 4, gecombineerd met individuele classificatoren voor handschrift- en 
icoonherkenning, en gebruik makend van de kenmerken zoals geanalyseerd in 
hoofdstukken 5 en 6, een robuust systeem voor interactive maps vormt.
Toekomstige ontwikkelingen
In dit proefschrift presenteerden we een onderzoek naar pensymboolherkenning 
voor interactive maps, specifiek toepasbaar in het domein van crisismanage­
ment. Ons onderzoek richtte zich op het verkrijgen van domeinspecifieke data, 
op het herkennen van het type van het getekende symbool (mode detection), en 
op het ontwikkelen en evalueren van kenmerken voor zowel mode detection als 
het herkennen van het symbool.
Voordat er een volledig werkend systeem voor interactive maps bestaat, moet 
er nog een aantal stappen gezet worden. Automatische segmentatie [43] moet 
verbeterd worden door bijvoorbeeld spatiële en taakgerelateerde contextinfor- 
matie te gebruiken. De bestaande contextinformatie moet verbeterd worden.
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Taakgerelateerde contextinformatie, geleverd vanuit andere modules moet wor­
den geïntegreerd in het systeem om mode detection te verbeteren. En het sys­
teem moet getest worden in steeds realistischere omstandigheden.
Een belangrijk potentieel probleem van het gebruik van een pencompu- 
tingsysteem, is de kwaliteit van de resultaten tijdens een echte crisissituatie. In 
welke mate zal de prestatie van het systeem verslechteren in situaties met veel 
stress? Crisismanagementpersoneel is natuurlijk getraind in dit soort situaties 
en zal minder door stress beïnvloed worden dan niet-getraind personeel. Maar 
interactive maps kunnen ook in minder kritieke en stressvolle situaties gebruikt 
worden. Bijvoorbeeld door geologen of archeologen tijdens veldwerk, of in ver­
keersregelsystemen. Dit soort systemen kunnen door het gebruik in steeds meer 
verschillende situaties evolueren waarbij de herkenningsresultaten zullen verbe­
teren.
Hopelijk zal dit uiteindelijk resulteren in een systeem dat betrouwbaar ge­
noeg is om gebruikt te worden in crisissituaties en vertrouwd wordt door de 
gebruikers die er mee moeten werken. Het onderzoek dat in dit proefschrift is 
gepresenteerd vertegenwoordigt een belangrijke stap in de ontwikkeling van 
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Het is een vreemd gevoel dat mij nu overkomt, nu ik dit dankwoord zit te schrij­
ven na bijna zes jaar bezig te zijn geweest aan het onderzoek dat ten grondslag 
ligt aan dit proefschrift. Het is niet altijd even gemakkelijk geweest om door te 
zetten. Dankzij de steun van velen is het nu dan toch zo ver.
In eerste instantie wil ik Louis Vuurpijl bedanken dat hij mij de kans heeft 
gegeven om dit onderzoek te mogen doen. We hebben elkaar leren kennen toen 
jij in mijn afstudeercommissie zitting nam. Blijkbaar was je onder de indruk van 
mijn afstudeerscriptie, want niet lang daarna bood je me deze AiO-plek aan. Ik 
hoop dat ik aan je verwachtingen heb kunnen voldoen (ook al had ik niet elke 
vrijdag een nieuwe demo klaar). Bedankt voor alles wat je me geleerd hebt.
De laatste loodjes zijn het zwaarst, en dat geld zeker voor het schrijven van 
een proefschrift. Mijn eerste promotor, Lou Boves, heeft me hier doorheen ge­
sleept. Dank Lou, voor het weer op de rails zetten van mijn proefschrift en vooral 
ook dat laatste hoofdstuk dat maar niet af wilde komen. Ook dank aan Harold 
Bekkering, mijn tweede promotor, voor het blijven geloven dat het af zou komen.
Ralph, we hebben heel wat features geïmplementeerd en getest en geselec­
teerd en weer getest en geselecteerd en getest en... We zijn naar conferenties in 
verre landen gegaan, hebben samen de Cataratas del Iguazú afgestruind en heb­
ben zeer geanimeerde discussies gevoerd. Ik ben blij jou als collega te hebben 
gehad (maar de Beatles vind ik nog steeds niks).
Bedankt Bertil, dat je me weer op gang hebt gebracht toen in dat kleine café in 
de Jordaan. Je beseft het misschien zelf niet maar als we dat gesprek niet hadden 
gehad, zat ik hier nu niet deze woorden te schrijven.
Marco, Dyde, Marie-Charlotte en Johan, bedankt voor het voorbeeld dat jullie 
altijd zijn geweest.
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Pappa, van jou heb ik geleerd hoe mooi de wereld wel niet is dankzij al die 
boeken die je thuis bracht. Objectiviteit stond bij jou altijd hoog in het vaandel, jij 
hebt mij de liefde voor de wetenschap bijgebracht. Zo jammer dat je dit niet meer 
hebt mogen meemaken.
Mama, je hebt mij de belangrijkste dingen geleerd. Zonder jouw steun en ge­
loof was het nooit gelukt. Na al die jaren is het nu zover.
Tenslotte, Pauline, mijn lief, jij hebt nog wel het meest moeten opofferen, des­
ondanks bleef je me onvoorwaardelijk steunen. Bedankt. -- Te amo sin saber cómo, 
ni cuándo, ni de dónde, te amo directamente sin problemas ni orgullo: así te amo porque 
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When people interact with each other, they do so in a way that we call 
natural. This natural interaction is considered more intuitive and therefore 
more efficient than the type of interaction that can be seen when humans 
interact with computers via a mouse or keyboard. The use of tablet devices, 
where a user can write or draw with a pen on a computer screen, introduces 
a natural way of human computer interaction that is especially efficient when 
communicating spatial or geographical information. Butto be able to interact 
successfully, the computer needs to recognise [classify) the sketches and 
handwriting produced by the human user. This thesis presents scientific 
research into pen gesture recognition. It presents two new data sets that 
can be used for testing and a large set of new features that are used in the 
recognition process. Furthermore, it introduces a novel way of combining 
several classification algorithms and geographical context information, 
thereby significantly enhancing pen gesture recognition.
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