Abstract-Information and communication technology plays an important role in worldwide electricity consumption. Existing routing approaches, oblivious to location-dependent energy prices and emissions, incur considerable costs and environmental impacts to network operators. We propose a new routing approach in order to minimize the electricity costs and emissions of core networks under multiple electricity market environments. The proposed approach is based on the advantages of using adaptive routing. We use the available electricity price and fuel mix from power utilities to find the lowest electricity cost path and the least emissions path, while the electricity price and emissions depend on the location diversity and time diversity. Depending on the electricity price and emissions, alternative geographical paths in wide-area networks may be preferred. We propose an analytical model for electricity costs and emissions that considers the blocking probability of network traffic on optical wavelength division multiplexing (WDM) networks with no wavelength conversion. We evaluate new approaches on two realistic topologies, and the results show up to a 26% improvement in electricity cost and 5% in emissions compared with two fixed routing approaches. Our balanced results imply that the proposed approach would be able to trade off between the electricity cost and emissions.
I. INTRODUCTION
I nformation and communication technology (ICT) consumes about 1500 TWh annually, and it equals 10% of global electricity generation [1] , which has been increasing with the growing size of the digital universe. The annual data created and consumed in 2020 will be 50 times that of 2010 [2] due to the rise of cloud computing, IoTs, and the use of bandwidth-hungry applications (e.g., 4k TVs). Increasing energy consumption in ICT in the next decade is a cause of deep concern.
There are three major operational features that consume 78% of the ICT ecosystem energy consumption [3] : end use, telecommunication networks, and data centers. Table I presents the power consumption in different sectors of the ICT ecosystem, collected based on published information from 2010 to 2012 in Refs. [1, [3] [4] [5] . Telecommunication networks account for more than 400 TWh annually [6] , or 37% of ICT usage [4] . In Ref. [7] , the authors present data that show communication networks consumed more than 350 TWh in 2012. It is observed that only 4% of telecommunication networks is consumed in the core network [4] . However, it is still more than 20 TWh annually (refer to Table I ). It is assumed that IP routers consume the largest power in core networks, which are the termination points for optical connections [8] .
There are three main drivers for energy management in ICT ecosystem: cutting the electricity cost, reducing the environmental impacts of energy consumption, and reducing the associated heat dissipation [9] . Our calculation shows the network companies paid around $1.2B for energy consumption in the core networks (refer to Table I ). This is a significant part of their operational expenditures and is directly affected by electricity prices. Even small electricity cost improvements can fluctuate the electricity expenditures on the scale of millions of dollars per year.
The ICT industry's total footprint amounted to 0.8GtCO 2 e, or 1.6% of global emissions, in 2011, where the total GHG emissions were projected to be 49GtCO 2 e. Annual telecommunication networks' GHG emission will be 0.31GtCO 2 e by 2020. It will be around 0.5% of the annual global carbon footprint [6] . Our conservative estimation (refer to Table I) shows the core network causes more than 11 million metric tons of GHG emissions annually, equivalent to Massachusetts's power plants' emissions in 2014 (https://ghgreporting.epa.gov/ghg/login.do).
Energy consumption increase has been addressed by attempts to improve energy efficiency during the last decade [1] . While hourly Internet traffic today will exceed the annual Internet traffic of the year 2000 [2] , demands for more bandwidth will outpace energy-efficiency improvements. Therefore, ICT operators need to use all types of available methods, algorithms, and collaborations to reduce ICT's energy consumption concerns, besides the reduction of the total energy consumption with conventional approaches [10] .
Power systems have been faced with similar challenges during the last two decades, and people have tried to address them through improvement of renewable resources, the deregulation of the energy markets, and the introduction of a smart grid. Renewable resources contributed 19% to the global energy consumption and 23% to electricity generation in 2015 [11] . There are a lot of efforts to reduce the capital cost of renewable resources and their uncertainty. On the other hand, the deregulation of electricity markets has provided the opportunity for purchasing through bids and sales by making offers. This leads to competition among energy providers and more freedom to choose for consumers. Many power markets now offer automated distributed electricity grids with a two-way flow of information and electricity, called the smart grid. The new system informs the customer about various changes in electricity prices and renewable resource usage simultaneously.
During recent years, power markets and power distribution companies have begun to offer consumers competitive real-time electricity prices in addition to the flat-rate electricity price. They also provide more information about their real-time fuel diversity. For instance, ComEd Inc. (https://hourlypricing.comed.com/live-prices/) updates its offered electricity price through its website, and California ISO shows real-time fuel diversity on its mobile app (http://www.caiso.com/Pages/ISOToday.aspx) and website (http://www.caiso.com/informed/Pages/CleanGrid/ TodaysRenewables.aspx). The cost and produced emissions for generating electricity change constantly depending on which power plants are operating and how cost efficient or environmental friendly those power plants are. The power market broadcasts the results of dispatching power plants every 5 min, 15 min, or 1 h. All power consumers who want to be participate in real-time markets need to be aware, fast, and flexible. Thus, they need fast and accurate methods to calculate the required energy to buy for that time interval.
Today's communication networks span cross-country or cross-continent regions. Thus, the network companies distribute their infrastructures across different geographical locations worldwide to improve their reliability and the quality of their services. Such large and often diverse areas may have multiple electricity providers; thus, shifting a partial amount of electricity consumption from a given location to other lower-cost locations leads to a reduction in electricity costs or network emissions. Moreover, real-time pricing (RTP) includes lower electricity prices during morning hours (off peak) and higher rates for evening hours (peak hours). Furthermore, different types of renewable resources generate electricity in different but predictable patterns. For instance, solar resources can produce more during the day than at night. Using different time zones across a large geographical area, moving a partial amount of electricity consumption from locations that are charging peak electricity prices, or using more electricity generated from fossil-fuel power plants to other locations can save more in electricity costs and also reduce the environmental emissions.
In this paper, we investigate economic and environmental concerns about ICT as an interdisciplinary effort between power grids and ICT. We develop a new analytical model to calculate electricity costs and GHG emissions in optical core networks by considering request blocking. Due to the dynamic nature of electricity prices and emissions factors, the development of an analytical model would minimize the reaction time through diminishing the computation time. We then thoroughly validate the model using simulations. Some portions of this work were presented in Ref. [12] , where just the simulation results were presented. We also propose a comprehensive solution to finding a balanced routing algorithm that simultaneously minimizes the electricity costs and network emissions.
The rest of the paper is organized as follows. Section II discusses related works. We provide some background on power markets and WDM in Sections III and IV. We will describe the problem in Section V and our proposed algorithms in Section VI. We propose the analytical models for electricity costs and emissions in Section VII. We then defend our numerical assumptions in Section VIII and evaluate our proposed approaches in Section IX. Finally, we conclude with our findings in Section X.
II. RELATED WORKS
Electricity cost-aware routing was first introduced in Qureshi et al.'s paper in 2009 [13] . They distributed Internet traffic among data centers based on their charged electricity prices. They ignored proportional power consumption in core networks and hubs located in regions without electricity markets. The goal of minimizing electricity costs in multi-electricity markets has been investigated for Internet data centers (IDCs) with satisfying constraints in Ref. [14] . In Ref. [15] , the authors showed more than 20% of electricity costs can be cut by taking the locational marginal electricity prices into account. Joint request mapping and response routing for cloud services was investigated in Ref. [16] . Their experimental results also reveal the trade-off between electricity costs and QoS requirements as well as reliability. Gupta et al. workload migration during off-peak hours [17] . Their results confirmed up to a 36% improvement in power expenditures for different amounts of virtualized workload migrations. The authors of Ref. [18] use mixed integer linear programming (MILP) to cut electricity prices in an IP/ WDM inter-data center network with time-of-use pricing.
In Ref. [19] , green-energy-aware works were classified into four categories: green-energy-aware workload scheduling, green-energy-aware virtual machines (VMs), greenenergy-aware energy planning, and interdisciplinary. In Ref. [20] , the authors suggested a new planning scheme to co-locate data centers and grid resources close to sites with a high availability of renewable resources. The trade-off between the rise in transport emissions and the reduction of emissions through this strategy was investigated in Ref. [21] . Green power source-aware routing with GMPLS was discussed in Ref. [22] . Renewable cloud services have been proposed to relocate traffic to cloud data centers with available renewable resources at the location [23] . In Ref. [24] , the authors focused on reducing emissions by shifting energy consumption from non-renewable electricity to solar energy. The authors of [25] presented one of the first approaches that makes use of dual power sources for routing and wavelength assignment. The authors of [26] investigated a partially green network using a manycast approach.
Despite some studies that have been investigated to reduce emissions in core networks, the concept of cutting electricity costs in core networks has not yet been studied. To the best of our knowledge, there is no comprehensive analytical model for power consumption, emissions, and electricity cost for wide-area core networks. In this paper, we study the impact of adaptive routing based on emissions, electricity prices, and a combination of emissions and electricity costs. We propose new analytical models for energy consumption, electricity costs, and emissions and compare proposed adaptive algorithms against the current static algorithms.
III. POWER GRID
This section first describes the role of the power market in the electricity grid systems and then discusses conspicuous opportunities for markets-based analyses for lowering ICT emissions and electricity prices.
A. Power Markets
Generally, the electricity grid can be classified into four general zones: generation, transmission, supply, and distribution. Figure 1 sketches a general layout of this system. Electricity is generated in power plants using different technologies and types of resources: e.g., the United States fleet had a fuel diversity of coal (39%), natural gas (27%), nuclear (19%), hydropower (6%), and other renewable resources (6%) in 2014 [27] . Because of the monopolistic nature of the grid, power markets were created to encourage competition in the generation and supply zones [28] . Figure 2 shows the power markets in the United States. There are seven power markets that are responsible for regulating the electricity markets in their regions. Table II mentions their details. A power market is responsible for setting the spot electricity price after collecting all market participants in pool markets. There are administrators, such as independent system operators (ISOs) and regional transmission organizations (RTOs), responsible for keeping the system reliable, clear, and balanced in the power markets [28] . Due to the diversity in the market policies, each power market may charge their consumers different electricity 
B. Emissions
Due to the diversity in energy sources and methods for transferring the energy generation into electricity, values for the life-cycle emissions per kilowatt hour of generated electricity may vary. Table III shows the combination of two estimations [36, 37] . We show all values in grams of carbon dioxide equivalent (gCO 2 e) for simplicity, and the "e" is the equivalent to the impact of other pollutants, such as SO 2 , NO 2 , etc., and is included in the measurements, so there is no need to consider all types of emissions separately [38] . Coal power plants are the main source of emissions in the power sector in the United States [39] .
Because of varying regulations and geographical locations, different ISOs have different policies about using renewable resources [40] . This leads to the varying percentages for renewable resources among power markets. They provide any remaining demanded electricity through available conventional power plants, such as coal power plants, natural gas power plants, etc. Table II presents the fuel mix in the seven United States ISO/RTOs. The fuel mix concept refers to how generated electricity may be broken down by various generation methods in any given power market. High capital installation costs and the unpredictable nature of some types of renewable resources lead to various fuel mix patterns among power markets. However, in general, competitive markets persuade the contribution of renewable resources by applying fair roles, having a large regional scope, and by being transparent; for instance, almost 80% of the total wind generation capacity is now located within one of the seven ISOs/RTOs in the United States [41] .
Using the information given in Tables II and III , the emissions factor can be calculated for any U.S. power market. The power market emissions factor is a representative value that shows the quantity of emissions in grams of CO 2 e if a power market user consumes 1 kWh of energy. It is obvious that a higher shared percentage of some sources, like nuclear, hydro, and renewables, causes a reduction in the emissions factor of a power market. According to Table III, the emissions factor would be changed between 3gCO 2 e∕kWh, where all power generation is provided by wind turbine, and 1050gCO 2 e∕kWh, where the coal power plants' responses all required power grids. In this paper, we employ the weighted arithmetic mean to calculate the emissions factor at any hour.
The fluctuation of the load during a day and the impact of the weather on some types of renewable resources can cause variations in the percentages of renewable resources throughout the day. Thus, conventional power plants generate more electricity during peak hours, when the photovoltaic power generation is decreased. Because of the fluctuation of the fuel mix during the day, as shown in Fig. 3 , the emissions factor is not flat during the day. The emissions factor fluctuation typically results in lower values during sunny and windy hours, when solar and wind power plants generate more, and higher value for peak hours, when clean energy provides a lower percentage of the fuel mix in power markets.
C. Electricity Price
Because of the absence of economical technology to store the generated electricity, it is necessary to generate electricity equal to the total electricity consumption in real time. Generating a lower amount of energy leads to outages, whereas excess generation causes instability in the voltage and frequency of electricity grids. As a result, electricity markets are very sensitive to the supply and demand equilibrium when compared to all other free markets. This can be observed in the fluctuation of wholesale electricity prices [43] . Due to the finite capacity of transmission lines, the transmission of large amounts of electricity may lead to congestion in the grid. Transmission congestion and transmission loss may cause an increase in the electricity price [44] . Unfortunately, regardless of wholesale electricity price volatility, a lack of both awareness among customers and effective smart devices leads most consumers to buy their electricity based on flat rates, which are often marked up on top of the calculated wholesale prices [45] . This markup makes consumers' flat rates up to two times higher than the average wholesale electricity prices. Figure 4 shows the electricity prices of three locations in CAISO, NEISO, and MISO during the week of May 23, 2011. The wholesale electricity prices fluctuate exceptionally and sometimes have abnormal spikes. Figure 4 shows the spike on May 27, 2011 in CAISO and the negative price in MISO on the same day, while NEISO charges their consumers a normal electricity price. Spikes may increase electricity prices to values hundreds of times the wholesale electricity price of a normal day.
IV. OPTICAL WAVELENGTH DIVISION MULTIPLEXING ROUTING
We consider an IP-over-WDM multilayer network model for core networks to do the optical routing on different wavelengths. The considered WDM networks are capable of modulating, transmitting, and receiving the user data from source to destination nodes through a wavelength on multiple optical fiber links, with no need to process data at intermediate nodes [46] .
In this paper, we focus on incorporating the three energy contributions related to electronic processing, WDM transponders, and optical switching. At the transmission source, the data have to be passed from the electronic processing layer to the optical switching layer. Electronic processing is the only layer capable of processing the data in multilayer networks. WDM transponders are used for optical-electrical and electrical-optical signal conversion between the electronic processing layer and the optical switching layer. Optical switches transfer the data through the optical networks. Therefore, the data traverse all three layers-electronic processing, WDM transponders, and optical switching-from top to bottom at the source, while data have to be processed in the reverse direction at the destination.
In Fig. 5 , we sketch a general architecture of an optical circuit in a WDM network. The data traverse through the core in the optical layer, so there is no need for data processing at intermediate nodes. This eliminates the number of optical/electronics/optical (OEO) conversions on the core networks, which greatly reduces the cost of electronic routing in IP-WDM networks.
In this work, demands are transmitted through all optical fiber links bidirectionally, and all node capabilities are homogeneous. The physical implementation needs to be specified in order to make assumptions about the power consumption and is described in Section VIII. 
V. PROBLEM DESCRIPTION
The energy cost and emissions vary depending on the power markets where the routers are located. ICT can shift the responsibility of intermediate bypass nodes from a given location to new locations with lower electricity prices or lower emissions factor using dynamic routing. Due to the unpredictable nature of real-time electricity prices and emissions factors, ICT needs to track these markets simultaneously to provide the most efficient service.
A large network may be distributed across a multi-timezone country, region, or continent. There are four different time zones used in the mainland of the United States Various time zones lead to various peak and off-peak hours among nodes. In this work, we will be employing the multi-time-zone opportunity to move the traffic to off-peak locations.
Given the lack of any real-time information in the few locations that are not located within a power market, no time-driven electricity prices are available, and we also are unable to track the real-time emissions factor. We will assume flat-rate electricity prices and emissions factors for them. Therefore, we take the most realistic approach to investigate the emission and cost in the core network.
A lightpath represents a logical connection that usually is stable for several hours, and its establishment and termination are time-consuming operations. Due to changes in electricity prices and emissions factors on an hourly basis, ICT will be charged different electricity rates at any node where a lightpath is active over a couple of hours. It makes quantifying the electricity cost and emissions more complicated. The proposed analytical model should be capable of calculating the electricity cost and emissions for a lightpath with multiple hours holding time.
VI. LEAST-COST AND LEAST-EMISSIONS PATH ROUTING
Here, we use adaptive routing to find the best dollar-cost or least-emissions path between any source-destination pair by employing the available information in the network. We assume that all nodes in the network (that are covered by power markets) are equipped with smart meters that can communicate with the power distribution companies. Consequently, the power distribution companies update the electricity price and emissions factor in set intervals. Due to the method of updating in time intervals, the ICT updates their routing table in nodes. Therefore, in this paper, we propose three adaptive routing algorithms based on the least-dollar path (LDP), least-emissions path (LEP), and balanced-cost path (BCP). By using our LDP and LEP algorithms, we can find the minimum electricity cost and the minimum emissions of transferring data between any two nodes. BCP creates a balance between cutting electricity costs and emissions reductions.
Following Section IV, let P s n be the power consumption of node n, where n is the source, P d n is the power consumption of node n, where n is the destination of the path, and P int n denotes the power consumption of node n, where n is an intermediate node:
where p IP is the power consumption in the IP layer, p OEO denotes the power consumption of the OEO conversion, and p WDM is the power consumption of the WDM layer.
Energy is found by multiplying the power that comes from Eqs. (1) and (2) by the time duration. In this case, the time is the duration of the lightpath, denoted by t service . However, t service might be continued through multiple time intervals with different electricity prices and emissions factors. τ t is the portion of the service duration in time interval t. So, the nodal energy consumption E t n for node n at time interval t can be calculated as
In this paper, we assume the power consumption does not fluctuate over time. Following Section III, we assume that the control plane is aware of the real-time electricity price EP t n at node n at time interval t and the real-time emissions factor γ t n for node n at time interval t. We then have
where C t n is the electricity cost of node n at time interval t, and Γ n denotes the produced emissions by node n at time interval t.
As mentioned above, we need to use adaptive routing to obtain the LDP and LEP between every source and destination. Real-time electricity market consumers only have access to the current information. Thus, if the time of service continues for more than one time interval, the control plane can only establish the connection based on the first time interval.
The link weight, W i;j , for the LDP and the LEP may be calculated as
LEP:W i;j Γ t j :
There are differences between the LDP and LEP in terms of the emissions and electricity costs. Various policies can be developed to balance the trade-off between the electricity costs and emissions. We propose the BCP, which aims to balance electronic costs and network emissions. Due to the dissimilarity between the electricity cost and emission units, we propose the BCP in this paper to convert the measures to the new unit system. Let C t max be the maximum nodal electricity cost at time interval t, and Γ max is the highest nodal emissions at time interval t in the network. The new link weight metric for BCP is given by
where η is a weight factor on the range of [0,1]. If η 1, BCP and LDP are identical, and the decreasing η increases the impact of the emissions factor on the BCP. The BCP results will be identical to the LEP when η equals 0. It is expected that the BCP is able to find a balanced path by changing η.
Currently, networks will typically employ the shortest path routing approach for provisioning optical circuits between source-destination pairs, similar to the open shortest path first (OSPF) protocol in the IP layer. The shortest path can either be the path with the least number of hops (shortest hop path, SHP) or the path with the minimum distance between the source and the destination (shortest distance path, SDP). We will proceed to explain the details of shortest hop routing and the potential for additional savings by considering the RTP. Tracking the electricity prices is useful for finding routes through equilibrated power markets, while some power markets charge their consumers high, abnormal prices. Figure 6 depicts the configuration of the 24-node USnet in the western half of the United States. Suppose the paths are denoted by using <path ID, source node, intermediate node, intermediate node, destination node>. There are thus four different paths for transferring data between San Diego, CA and Boulder, CO: <1, San Diego, Palo Alto, Salt Lake City, Boulder>, <2, San Diego, Las Vegas, Salt Lake City, Boulder>, <3, San Diego, Tucson, Salt Lake City, Boulder>, and <4, San Diego, Tucson, El Paso, Boulder>. Considering only the number of hops the data have to traverse, each candidate path is optimal (3 hops each). However, after adding the electricity price or emissions factor as a metric, the paths do not yield the same result. For example, due to the abnormally high electricity prices in California on May 27, 2011 (refer to Fig. 4) , if a request contains an intermediate node in CA, the end-toend electricity cost will have increased. However, with RTP we can further optimize the routing cost by taking the RTP information of all the nodes into account. On the other hand, California electricity prices became negative in the later hours of the same day, thereby making California an attractive and economical market to route through. Due to the geographical differences like time zones and latitude between the intermediate nodes of path 1 and path 4, solar energy is more available in Tucson and El Paso in the morning hours, when the solar production is still low in Palo Alto and Salt Lake City. Moreover, wind resources have two restrictions: first, they do not generate electricity while the wind speed is lower than the cut-in speed (around 3.5 m/s), and second, the wind turbines are cut off to avoid the damage from wind speeds higher than the cut-out speed (more than 25 m/s). Due to these diversities, the least electricity cost path and least emissions factor path will vary at different times of the day and depending on the weather conditions.
VII. ANALYTICAL MODELING FOR ELECTRICITY COST AND EMISSIONS

A. Power Consumption
In this subsection, we present the analytical model for calculating the power consumption in the network. We denote three kinds of generated traffic for each node at any time. First, let λ t ns be the arrival rate at node n at time interval t, denoting the traffic that starts from node n. Second, we denote the traffic that is destined at node n at time interval t with λ t nd . Finally, λ t ni is the arrival rate at node n at time interval t of the transmitted traffic. 
where the λ t is the arrival rate of the traffic into the network at time interval t and is given by P N n1 λ t ns or P N n1 λ t nd , where N is the number of nodes in the network. m t n is the utilization factor of node n at time interval t as the intermediate node, obtained using
where U t n is the number of paths that use node n as the intermediate node at time interval t, and NN − 1 represents the number of source-destination pairs in the network. Due to the stability a lightpath can maintain for hours, the generated traffic in past time intervals would be considered in the current time interval. Thus, node n's power consumption at time interval h is related to routing policies and traffic from the beginning of the connection until time interval h. However, just a portion of traffic would continue to the current time interval. ψt; h is the ratio of the generated traffic at time interval t that continues to time interval h. It is 1 when all generated traffic at time interval t is still stable at time interval h, and it would be zero if all ended before time interval h. Considering Eqs. (1) and (2), the power consumption in node n at time interval h can calculated based on the traffic as
Therefore, the total power consumption of the network at hour h is
λ t ns and λ t nd may vary at different times of the day based on customer usage. The value of λ t ni may also vary depending on the routing algorithm used. It is necessary to discretize the time domain to shorter periods with fixed electricity prices and emissions factors. Therefore, the total power consumption of the network over all units of time is calculated by
It is assumed that there is no blocking in the entire network in Eq. (13) . It is clear that blocking certain lightpaths due to the lack of resources causes a corresponding decrease in the total power consumption of the network. We apply the average node blocking probability to Eq. (13):
where BP t n is the average of the blocking probability for all routes that pass through node n at time interval t and may be calculated as
where BP t R is the blocking probability of route R at time interval t. Equation (14) may not be very accurate if there is a difference between the blocking probability of the source or destination nodes versus the intermediate nodes. By considering these differences, we developed an accurate model for the average network blocking probability. It is given by
Here,
BP t ni
Here, n sR means node n is the source of route R, n dR means the destination of route R is node n, and n iR shows node n is an intermediate node along route R.
Equation (16) is a general equation to calculate the power consumption in the network. We describe our nodal power model in Section VIII.B and one blocking probability model in Section VIII.A. We will discuss ψt; h in Section VIII.C.
B. Electricity Cost
The total energy consumption is obtained by multiplying the average of the service time at any time interval by the power consumption. The total energy consumption of the network over all units of time is calculated by
Here, τt; h is the average holding time at any time interval. We will discuss τt; h in Section VIII.C. The total electricity cost of the network may be calculated using
Here EP h n is the electricity price of node n at time interval t. The time interval is constant and based on the contract between the consumer and the power distribution company. A typical time interval lasts an hour.
C. Environmental Emissions
We multiply the energy consumption by the emissions factor (γ h n ) of each node to calculate the network-wide emissions yield:
Despite the continuously variable nature of emissions, ISOs update information based on their time interval. Thus, we assume a similar interval of time for the electricity price and emissions factor in Eqs. (20) and (21).
VIII. NUMERICAL ASSUMPTIONS
We developed generic equations for the electricity costs and emissions in Section VII. They require the analytical blocking model to calculate BP t R , the power nodal model for calculating p WDM , p OEO , and p IP , and also traffic models to define τt; h, ψt; h, λ t ns , λ t nd , and λ t ni . In order to compare the simulation and analytical results in the next section, we explain all the above models in this section.
A. Analytical Blocking Model
We can model a link as a queuing system. We consider the number of wavelengths for each link to be equal and denote this as w. We can calculate the blocking probability on link j, denoted as L j , which is equal to the Erlang loss formula [47] ,
λ j represents the arrival rate on link j.
In order to compute the end-to-end path blocking, we must consider the specific offered load to each link of such a path. Since the total offered load to the network is uniformly distributed among source-destination pairs, we can derive that the arrival rate between a source and a destination is We obtain the arrival rate λ j for link j by combining the contributions of requests from all routes rs; d that traverse such a link. Hence,
Now we can derive the blocking probability for a route of any hop length, which is equal to the probability that there is at least one link that has no free wavelength for an incoming connection request added to the probability that there is no common free wavelength along the route rs; d fj 1 ; j 2 ; …; j r g, which is conditioned so at least one wavelength is available on each link, which is traversed by route rs; d. Hence, we can compute the blocking as [48] 
Here, q j m j PrfY j mjg is the probability that exactly m j wavelengths are free on link j. The number of idle wavelengths on link j can be thought of as a birth-death process. We then have
m j 2 ;…;m j r PrfZ R 0jY j 1 m j 1 ;Y j 2 m j 2 ;…;Y j r m j r g is the probability that there is not the same free wavelength along route rs; d, which is conditioned so every link j i has m j i free wavelengths. For a simple two-link route r fj 1 ; j 2 g, we can derive
Here, p n m j 1 ; m j 2 is the probability that n common wavelengths are available on route r fj 1 ; j 2 g, which is conditioned so link j 1 has exactly m j 1 wavelengths and link j 1 has exactly m j 2 idle wavelengths. For a route with more than two hops, we obtain the following recursive relation:
k minfm j 1 ; m j 1 ; …; m j hr−1 g. Now, by setting n 0, we can derive p 0 m j 1 ; m j 2 ; …; m j hr−1 to compute the route blocking probability.
We use the reduced-load EFPA algorithm [48] to obtain the network blocking probability. The contributed arrival rate into a network link is reduced to make sure the previous links traversed by the route are not blocked:
Here, l is the link that a source-destination pair traverses before traversing link j. Algorithm 1 shows the procedure of the reduced-load EFPA algorithm.
B. Nodal Power Model
There are different models of network equipment power consumption in the literature. We use the comprehensive multi-layer model introduced in Ref. [9] to calculate the nodal power consumption. In Figure 7 , we present an illustration of a generalized node, where the optical layer can be implemented as an OXC, ROADM, or another technology. This model can be used for calculating the power consumption of any node in the network. From top to bottom, the model contains an access layer, an optical-electronic-optical conversion layer, and a transport layer. Table IV contains values that describe the network-specific variables used in the power and energy consumption calculations. The listed constants are the same for all hops across the homogeneous network, but the power consumption of each node can be different, considering its role. In Table V , the values for the respective labels in Fig. 7 are listed with their corresponding units. We assume a transparent network; hence, intermediate hops do not need to process the data electronically, and they are bypassed optically. Thus, intermediate nodes consume little power. At the source and destination nodes, the data are typically converted to other architectures and processed electronically. The source node is responsible for electronic-to-optical conversion, and the destination node is responsible for the reverse process. Therefore, the power consumption at the source and destination is higher than at intermediate nodes, and most of this power is consumed by electronic operations.
Equations (30) and (33) show the relationship among all the parameters in Tables IV and V. The equations also contain the power consumption of any activity in the nodes by p IP , p OEO , and p WDM for the power consumption of the IP, optical-electronic-optical conversion, and WDM layers, respectively. In Eq. (32), α is equal to 0.085 kW and represents the power consumption of the amplifiers built into the node. The β value is constant for directing the lightpaths to the appropriate ports and is equal to 0.15 kW. Equation (33) shows that the total power consumption of each hop is calculated by the sum of the power consumption in all components: 
C. Analytical Traffic Model
There are different models for real traffic in the network. We extend our general model to Possion traffic with an exponential service time.
1) Traffic Arrival: Let λ τ be the arrival rate of the entire network:
The electricity costs and emissions are calculated as follows:
2) Holding Time ψt; h: In this paper, we employ the exponential distribution for the established connections with μ as the average holding time of the established connections. ψt; h represents the percentage of arrival traffic at time interval t that continues to hold the resources at time interval h. Figure 8 shows f x as the probability density function of an exponential distribution with μ 1. ψt; h is calculated by
For instance, just 13.53% of the arrival traffic at time interval t will continue to time interval t 2.
3) τt; h: This value is employed in the energy consumption calculation as the average time of service that should be considered at any time interval. If a time interval starts at x and ends at x 1, f x − f x 1 represents the traffic at this time interval. For instance, if around 23% (36.788%-13.534%) of the traffic ended between time interval 1 and time interval 2 in Fig. 8 , then
would be the average time of service at this time interval. Thus, τμ is calculated as
where t i is the duration of each time interval.
IX. PERFORMANCE EVALUATION
In this section, we verify our analytical models with the simulation results and then compare the three proposed algorithms, LDP, LEP, and BCP, with the SHP and the SDP results.
Nodes are distributed across the entire country within different time zones, and, as a result, they have different peak hours. Considering Fig. 9 , network nodes can be classified as one of two types. In the first group, nodes are not located in any power markets, with electricity charged exclusively at a flat rate. Here, there are also no available online services for fuel mixing; thus, we assume flat measures during the day. In the second group, nodes have access to the power markets in their regions. Thus, the network operator has a choice to either subscribe to a flat-rate price or real-time pricing. Due to benefits of the real-time electricity prices for ICT, we assume all nodes in the second category operate with real-time electricity prices. We also assume that the infrastructures are available to track the fuel mix for the second type of nodes. In the rest of paper, we call the first group "FR-nodes" and the second group "RT-nodes."
We assume that for 10 Gbps bandwidth for each wavelength, there are 32 wavelengths per link.
A. Comparison Between Analytical and Simulation Results
We now show our analytical results for the 24-node USnet (Fig. 9 ) and study the analytical result accuracy in comparison to the simulation results. Four simulation topologies were evaluated: the 14-node NSFnet, the 24-node USnet (Fig. 9) , the 9-node Manhattan Network, and a 9-node ring. The 14-node NSFnet and 24-node USnet were chosen as the two mesh topologies, and the 9-node Manhattan Network and 9-node ring were studied. Figures 10 and 11 compare the electricity costs and emissions for the 24-node USnet. We evaluated the other three topologies and found that the results were similar. Thus, we omitted them due to space constraints.
By assuming varying electricity prices and emissions factors in each node, we study the impact of various arrival rates and holding times on our model during the day. We compare LEP and LDP with SHP and SDP, in terms of electricity costs and emissions.
We observe that the models give accurate estimates for the electricity costs and emissions for all algorithms (Figs. 10 and 11) . We consider the electricity price for the 24-node USnet during Tuesday, June 7, 2011 [42] . The fluctuation of the arrival rate on Tuesday as shown in Fig. 12 is applied to the investigation. The performance is evaluated for the range up to 220 Erlang, when the blocking probability exceeds 10%. The accuracy of our models is confirmed by these results, which show that the maximum differences between the simulation and analytical model in the electricity costs and emissions are less than 4%. We do not compare the algorithms in this subsection, however, as differences in the blocking performance of the algorithms have impacts on the electricity costs and emissions at high loads.
We investigate four holding time scenarios to evaluate our model against short and long holding times. Four durations were considered: 1 min, 1 h, 3 h, and 12 h. The arrival rate has been reduced by increasing the holding time in order to keep the loss reasonable. Figure 10 shows that a long holding time makes the emission and electricity cost curves smoother. The fluctuation of the arrival rate will be more pronounced in the electricity costs and emissions where the holding time is shorter. For a long holding time, part of the traffic in high traffic hours continues to low traffic hours and increases the electricity costs and emissions.
The analytical model reduces the calculation time significantly. Using the same machine, the analytical model generates the results at any time interval in 3.26 s, while the simulation model needs at least 62.4 s to find the results. In this paper, we assume 1 h as the time interval for changing the electricity price and emissions. This would be 5 min or 15 min. By employing the simulation model, network operators lose a portion of any time interval to just the calculation of the emissions and electricity costs. However, in the analytical model, network operators can reduce the wandering state 20 times and react fast to any changes in the electricity prices and emissions factors. 
B. Dynamic Routing Versus Static Routing
Due to the fluctuation of Internet traffic during the day, the arrival rate λ changes throughout the day, as shown in Fig. 12 . We consider the electricity prices for the 24-node USnet during a week starting on June 6, 2011 [42] . Comparing results from a week helps us study the efficiency and improve the proposed algorithms under various conditions.
The proposed algorithms find the shortest path between the source and destination based on the electricity cost and emission information at the start time. They do not change the path in the middle of the data transmission. However, in order to find similarities with a realistic situation, we calculate the emission and electricity costs based on the real-time electricity and emission information.
In this section, we consider 3 h as the average holding time. Shortening the holding time proves more dynamic for network operators and leads to more improvements for LDP, LEP, and BCP against SHP and SDP. Figure 13 presents the total electricity costs and emissions of LDP, LEP, SHP, and SDP for the 24-node USnet during a week. We also show the impact of changing η on the electricity cost and emissions for BCP. By lowering the value of η from 1 to 0, the slope of the electricity cost increase rises, while the slope of the emission reduction falls. Thus, decreasing η less than 0.7 leads to a greater increase in the cost rather than emission reduction, and emission reduction is saturated for η less than 0.5. Due to a lack of space, we consider η equals 0.7 for the BCP algorithms for the comparison. charging the same electricity price and have the same emissions factor. The gap between the nodes' electricity prices leads to a benefit for LDP in terms of the electricity cost. Thus, a higher gap between electricity prices causes higher electricity cost improvements. There are three reasons for the increase of the gap among nodal electricity prices.
First, different time zones cause different peak and offpeak hours for nodes in the network. As a result, when the electricity prices are going up on the East Coast in the morning, the electricity prices are still low on the West Coast. This time difference causes the high gap between electricity prices on the West and East coasts in the morning. Figure 14 shows the electricity cost improvement is typically higher in the first and last hours of the day. A lower electricity price in a node causes a shift in Internet traffic to that node. Conversely, a higher electricity price reduces the number of paths that select the node for traversing. Thus, during this hour, the selected path traverses more hops and uses more physical resources. There is a similar situation during the evening hours: the West Coast is still in peak hours when the East Coast goes to nighttime electricity prices.
Second, flat-rate electricity prices are independent of electricity market conditions, and this may cause an increase in the gap among the nodal electricity prices. FRnodes are costly nodes in the early morning, when the RT-nodes reduce their electricity prices. On the other hand, they charge their consumers a lower rate when RT-nodes are charged peak-hours electricity prices. Thus, there are higher improvements during the early morning and evening hours. The number of FR-nodes could change the average improvements. The majority of nodes in 24-node USnet-54% (13 out of 24 nodes)-are FR-nodes. This causes a lower price fluctuation, lower morning and evening electricity price gaps, and also lowers the number of alternative paths.
Finally, a spike (high, abnormal prices or negative electricity prices) increases the gap between the nodes' electricity prices. Because of the blindness of LEP, SHP, and SDP to the nodal electricity prices, spikes lead to higher improvements for LDP. Figure 14 shows that the spike increases the improvements more than 20% at the beginning of Wednesday and Thursday evenings (in Fig. 14) .
There are similar reasons for the fluctuations of the emission improvements. The gap between the emissions factor of the nodes' resources leads to the improvement of LEP versus LDP and SHP. Because of the lower range of differences in emissions factors, we expect the LEP's emissions improvements are generally lower than the LDP's electricity cost improvements. However, there are natural differences between the fuel mix of nodes in big networks because of their locational differences in terms of average wind speed or sunny hours. Photovoltaic electricity generation depends on the availability of solar radiation. Moreover, the solar panels generate more electricity in direct sunlight; thus, their efficiency is lower when the solar radiation is blocked by clouds. In wind generation, as we mentioned previously, wind turbines do not generate electricity at low and high wind speeds. Thus, the fluctuation of the emissions factors is part of the nature of renewable resources. Moreover, the following three reasons may impact the emissions.
Various time zones can increase the emissions factor gap among network nodes by higher photovoltaic generation after sunrise on the East Coast, while West Coast nodes are operating before sunrise. There is a reverse situation in the evening hours, when photovoltaic energy is still being generated on the West Coast, while the sunset causes a reduction in solar generation on the East Coast. Moreover, power markets need higher electricity generation during peak hours. Due to the inadequacy of renewable resource capacity, they respond to the peak-hours demands by increasing the electricity generation from natural gas and coal power plants, causing an increase in the emissions factor. Thus, different peak hours may lead to higher emission improvements.
LEP is unable to track the emissions factor of FR-nodes. Thus, we assume them to be flatly based on the annual regional reports of the fuel mix at the node's location. Forecasting electricity generation may be the alternative in the future, but it takes a long time due to requirements of weather forecasting, maintenance plans for all electricity generators, and access to unit commitment policies in regional utility companies. As a result, the gap between the flat annual emissions factor and the real-time emissions factor causes emission improvements.
Finally, regional natural disasters like hurricanes or thunderstorms can change the fuel mix in a location, while other locations operate under standard situations. This may create a huge gap among nodal emissions factors and cause them to shift the path from an intermediate node to another one.
The LDP and LEP approaches result in an increased average path length, especially in the morning and evening hours. On the other hand, the highest percentage of improvement in electricity cost also occurs during these hours. During the day hours, the gap between the nodes' electricity prices and the emissions factors are low, and the LDP and LEP path length and SHP are reasonably close. However, the highest average path length occurs at night, when the data centers try to transfer data to each other. We compare the average path length of LDP, LEP, SHP, and BCP (η 0.7) for the 24-node USnet, as shown in Table VI . LDP, on average, increases the path length by 13.1% and LEP by 7.9% over SDP in the 24-node USnet.
LDP will reduce electricity costs on average by 6.8% in comparison to SDP. Based on Table I , this reduction is worth more than $80 million annually. The implementation of LDP in core networks, which could span multiple countries with several time zones and also have an electricity price and emissions factor gap, may lead to higher improvements in terms of emissions and electricity costs. LDP reduces electricity costs by 5% compared to SHP and 4.3% compared to LEP. Figure 15 shows the emissions improvements of LDP, SHP, SDP, and BCP (η 0.7) against LEP throughout the week. The previously discussed big gap among the nodal emissions factor results in increased emission improvements. When the emissions factor is increased at a node, the emission improvements reach their highest values. LEP improves up to 2.7% versus LDP, 2.1% compared to SHP, and 3.3% against SDP, as shown in Fig. 15 .
In this paper, we propose the BCP as a balanced approach to finding an economical and environmentally friendly routing algorithm. BCP reduces emissions by 1.6% compared to LDP at the cost of 0.8% increase in electricity costs compared to LDP. It is also able to react to high or negative abnormal electricity prices or emissions factors. Figure 14 shows that BCP is able to find reasonable paths when the high, abnormal price causes an increase in LEP to 16.3% higher than LDP on a Wednesday morning. Figure 16 shows the blocking probability for the performance of the 24-node USnet during Wednesday, June 8, 2011 . The increasing number of hops during the morning and night hours for LDP and BCP is the main reason the blocking probability difference between LDP and SHP increases during those hours. The fewer hops a connection traverses, the fewer resources that need to be used, and the lower the chances of the connection being blocked. Nodes with lower electricity prices have higher chances of being chosen as intermediate nodes. This also reduces the availability of resources around the node and the higher blocking probability in LDP. LEP and SHP are almost identical in blocking probability performance. This shows LEP could find some paths with the same number of hops as paths that are picked by SHP, with a lower potential for produced emissions.
X. CONCLUSION
In this paper, we discuss how we can use available electricity prices and fuel mixes to reduce power expenses and environmental emissions while routing optical lightpaths. Power expenses and emissions are becoming increasingly important fractions of core network operating costs. We introduce dynamic energy-aware routing and investigate its performance in reducing the electricity cost in core networks. We have proposed analytical models for the electricity costs and emissions to study the proposed algorithms under various types of topologies where data may be lost during data transmissions. We evaluate both models that can be used for the fast calculation of electricity costs and emissions for any routing algorithm. Our results show the analytical models are able to get nearly identical results for mesh topologies and are accurate for sparse networks when compared to the simulation results. The simplicity of the analytical models can help real network operators when calculating the electricity costs and emissions for large networks with heavy traffic and a large number of wavelengths takes a long time, particularly in scenarios where the calculation lasts longer than the dynamic price window. The numerical results demonstrate that the proposed approach reduces the total electricity cost up to 26% and emissions by up to 5% compared to two standard approaches. We also propose BCP to trade off emissions and electricity costs. 
