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We study the quantum phase transition from a Dirac spin liquid to an antiferromagnet driven
by condensing monopoles with spin quantum numbers. We describe the transition in field theory
by tuning a fermion interaction to condense a spin-Hall mass, which in turn allows the appropriate
monopole operators to proliferate and confine the fermions. We compute various critical exponents
at the quantum critical point (QCP), including the scaling dimensions of monopole operators by
using the state-operator correspondence of conformal field theory. We find that the degeneracy of
monopoles in QED3 is lifted and yields a non-trivial monopole hierarchy at the QCP. In particular,
the lowest monopole dimension is found to be smaller than that of QED3 using a large Nf expansion
where 2Nf is the number of fermion flavors. For the minimal magnetic charge, this dimension is
0.39Nf at leading order. We also study the QCP between Dirac and chiral spin liquids, which allows
us to test a conjectured duality to a bosonic CP1 theory. Finally, we discuss the implications of our
results for quantum magnets on the Kagome lattice.
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I. INTRODUCTION
Quantum spin liquids (QSLs) are strongly correlated
phases of matter characterized by long-range entangle-
ment, fractionalized excitations and, in some cases, topo-
logical order [1–3]. QSLs can arise in frustrated antiferro-
magnets where important quantum fluctuations lead to
a highly entangled and non-magnetic ground state. In
recent years, many candidate materials that may realize
a QSL have been identified [3–7].
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2The fractionalized excitations of a QSL are said to
be deconfined as they don’t appear in ordered phases.
One important aspect to better understand the fraction-
alized aspect of these phases of matter is to character-
ize their transition to confined phases, that is to charac-
terize confinement-deconfinement phase transitions. In
this respect, the U(1) Dirac spin liquid (DSL) or alge-
braic spin liquid, which potentially describes certain two-
dimensional QSLs at low energy, is an interesting exam-
ple. This theory corresponds to quantum electrodynam-
ics in 2 + 1 dimensions (QED3) with typically 2Nf = 4
massless fermions, called spinons, and an emergent U(1)
gauge field. The U(1) gauge field is compact given the
underlying lattice, and for this reason the spectrum of
the DSL contains topological disorder operators known
as monopole operators. These are the operators that may
drive confinement. In a pure compact U(1) gauge theory,
monopoles proliferate and confine the gauge field [8]. The
presence of massless fermions may screen the monopoles
and prevent the confinement given a sufficiently large
number of fermion flavors [9]. The stability of a QSL is
thus determined by the relevance of monopole operators.
Even if the spin liquid is intrinsically stable, monopole
operators may still drive confinement if the fermions are
gapped out at a phase transition. This is the situation
considered in this paper.
The DSL phase has been used to describe quantum
magnets in many contexts. On the triangular lattice,
variational Monte Carlo (VMC) studies [10; 11] have
shown that the ground state of a J1 − J2 Heisenberg an-
tiferromagnet in the range 0.07 < J2/J1 < 0.15 is given
by the DSL. VMC studies [12–15] and other numerical
methods [16; 17] also favor a DSL as the ground state
of an Heisenberg antiferromagnet on the Kagome lattice.
These results are not yet firmly established as contra-
dicting studies find gapped spin liquids in both these
contexts. The transition to a confined phase through
monopole condensation was proposed for the DSL on the
square lattice by Ghaemi and Senthil in Ref. [18]. A
certain class of monopole operators with spin quantum
numbers may also give the correct order parameter for
the q = 0 antiferromagnet on the Kagome lattice [19].
Topological disorder operators such as the monopole
operators play an important role in other contexts. For
example, they are involved in the physics of deconfined
quantum critical points (dQCPs) [20; 21]. The proto-
typical case study is the quantum critical point of the
Ne´el-VBS phase transition on the square lattice which
is described by the bosonic CP1 theory where the con-
densation monopole operators which have lattice quan-
tum numbers allows this non-Landau phase transition.
The properties of the monopole operators in the CP1
theory have been studied numerically in Refs. [22–24].
It is also important to note that dQCPs correspond to
strongly correlated systems whose description may be re-
formulated as field theoritical dualities. A well known
example is the particle-vortex duality [25; 26]. Recently,
many new dualities have been found in 2+1 dimensional
gauge theories (earlier examples of this resurgence can
be found in Refs. [27–29]). Studying critical properties of
topological disorder operators provides useful data which
may serve to verify conjectured dualities. Confinement-
deconfinement transitions are also important in particle
physics where the confinement of quarks into hadrons at
low energy is a long-standing issue. In fact, the origi-
nal motivation of Polyakov to study compact QED3 was
to obtain a toy model of confinement of quantum chro-
modynamics. These relations to deep advancements in
quantum phases of matter and quantum field theories
motivate further our study of monopole operators.
The objective of this paper is to provide a field theoret-
ical characterization of the confinement-deconfinement
transition from a DSL to an antiferromagnetic phase.
We will study the properties of a quantum critical point
(QCP) separating these phases, which is in fact a con-
formal field theory. The transition will be described
with a Gross-Neveu like deformation of QED3, where a
fermion mass is condensed by tuning a fermion interac-
tion. In turn, the gapped fermions no longer screen the
monopole operators which can proliferate. Special atten-
tion is given to these topological operators. The central
result of our work is the scaling dimension of monopole
operators at the QCP. The field theory used to describe
this confinement-deconfinement transition with the con-
densation of a spin-Hall mass was proposed in Ref. [30].
The idea was later generalized to include the condensa-
tion of any monopole operator following the condensation
of an appropriate fermion bilinear [31].
The paper is structured as follows. In Sec. II, we give
the theoretical background for the monopole operators
and the confinement-deconfinement transition driven by
the condensation of a spin-Hall mass. In Sec. III, we com-
pute the lowest scaling dimension of monopole operators
at the QCP using the state-operator correspondence. We
find that the monopole scaling dimension is lower at the
QCP than at the QED3 fixed point. We also obtain an
analytical approximation of the scaling dimension in the
limit of large magnetic charge. In Sec. IV, we consider
distinct fermionic dressings that define monopole opera-
tors with various quantum numbers, and show there is a
hierarchy in the related scaling dimensions. We also dis-
cuss the role of these distinct monopole flavors when con-
structing perturbations allowed by lattice symmetries. In
Sec. V, we do the same analysis in a transition to a chiral
spin liquid, where a mass respecting the full flavor group
is condensed instead of a spin-Hall mass. Extrapolat-
ing our results to 2Nf = 2 allows us to test the duality
between the QED3-Gross-Neveu QCP and the bosonic
CP1 theory. In Sec. VI, we do a one-loop perturbative
renormalization group analysis of the non-compact field
theory describing the confinement-deconfinement transi-
tion. We find an infrared fixed point corresponding to
the QCP and we compute various critical exponents. In
Sec. VII, we discuss the implications of our results for
the phase transition in the particular case of the Kagome
Heisenberg lattice model. We summarize our results and
3discuss directions for future research in Sec. VIII.
II. PRELIMINARIES
A. Monopole operators in QED3
Let us consider QED3 with 2Nf flavors of massless two-
component Dirac fermions, ψA where A = 1, 2, . . . 2Nf .
The flavors could correspond to magnetic spin and val-
ley degrees of freedom, see Sec. VII for a discussion of
how they arise in the Kagome Heisenberg model. These
fermions can be organized as a spinor in flavor space,
Ψ =
(
ψ1, ψ2, . . . ψ2Nf
)ᵀ
. In Euclidean signature, the
bare action reads
SQED3 =
∫
d3x
[
−Ψ¯ /DaΨ +
1
2e2
(µνρ∂νaρ)
2
]
(1)
where aµ is the U(1) gauge field, Ψ¯ = Ψ
†γ0 and /Da is
the gauge covariant derivative
/DaΨ = γµ (∂µ − iaµ) Ψ . (2)
The Dirac matrices γµ act on Lorentz spinor components
and realize a two-dimensional representation of the Clif-
ford algebra, {γµ, γν} = 2δµν12. They can be chosen as
γµ = (τ3, τ2,−τ1) where the τi are the Pauli matrices.
As it is written in Eq. (1), QED3 has a global sym-
metry, U(1)top, which is related to the conservation of
the magnetic current jµtop(x) =
1
2pi 
µνρ∂νaρ(x). In the
lattice regularization of this theory, it may no longer be
the case that this current is conserved. Indeed, in the
compact version of QED3, aµ is a periodic gauge field
which takes values in the compact U(1) gauge group.
This implies 2pi quantization of the magnetic flux and
the existence of instantons called monopole operators in
this context. These operators insert integer multiples of
the flux quantum and break the U(1)top symmetry. Non-
compact QED3 may still describe correctly the infrared
(IR) limit of compact QED3 if monopole operators are
irrelevant. The theory is then said to exhibit an emergent
U(1)top global symmetry in the infrared. Unless stated
otherwise, we mean compact QED3 when we simply write
QED3 throughout the paper.
Let M†q(x) be a monopole operator with a U(1)top
charge q at spacetime point x such that 2q ∈ Z. This
disorder operator inserts a 4piq magnetic flux. More
precisely, the Operator Product Expansion (OPE) of
the magnetic current operator and the monopole oper-
ator yields the expected magnetic field for a magnetic
monopole with charge q [9]
jµtop(x)M†q(0) ∼
q
4pi
xµ
|x|3M
†
q(0) + · · · , (3)
where the ellipsis denotes less singular terms as |x| → 0.
Apart from the magnetic flux they insert, another impor-
tant property defining monopole operators is their gauge
invariance. In particular, these operators must have a
vanishing fermionic number. Among U(1) gauge invari-
ant 4piq-flux inserting operators, monopole operators are
the most relevant, that is, they have the lowest scal-
ing dimension. Only certain fermionic occupations can
produce such operators: Among the 4qNf fermion zero
modes existing in the monopole background [32], half of
them must be filled. There are many ways to satisfy this
condition, and all the distinct zero modes dressings define
monopole operators with different quantum numbers but
with equal scaling dimensions. In particular, for a min-
imal magnetic charge q = 1/2, there are precisely
(
2Nf
Nf
)
monopole operators [9].
B. Confinement-deconfinement transition to an
antiferromagnet
We mentioned in the last section that non-compact
QED3 provides an incomplete IR description of compact
QED3 if monopoles are relevant excitations. In fact, the
theory is very different in this case. In pure U(1) com-
pact gauge theory, monopole operators are relevant and
condense. This leads to confinement and to the emer-
gence of a mass gap [8; 33]. This effect can be pre-
vented if there are enough massless fermion flavors to
screen the monopoles. Indeed, at leading order in 1/Nf ,
the monopole scaling dimension is proportional to Nf
[9; 34]: The operator becomes irrelevant for a sufficiently
large number of massless fermion flavors 2Nf . Otherwise,
the fermions confine. Even if monopoles turn out to be
irrelevant and do not destabilize QSL phases in magnets
described by emergent QED3, they may play an impor-
tant role elsewhere in the phase diagram. In particular,
as new fermion interactions are tuned, fermion masses
can be generated. In this case, the screening effect by
fermions is lost and monopoles are free to proliferate.
For the rest of this section, we examine the aforemen-
tioned monopole proliferation subsequent to a fermion
mass condensation. We study the deformation of
compact QED3 with a chiral Heisenberg Gross-Neveu
(cHGN) interaction with coupling strength h
SQED3− cHGN =
∫
d3x
[
−Ψ¯ /DaΨ−
h2
2
(
Ψ¯σΨ
)2]
+ · · · ,
(4)
where the ellipsis denotes the Maxwell free action and the
contribution from monopole operators. Here, σ is a Pauli
matrix vector acting on a SU(2) subspace of flavors. For
definiteness, we introduce right now the language natural
for quantum magnets. The SU(2) subspace in question
consists of two magnetic spin degrees of freedom {↑, ↓}.
The other SU(Nf ) subspace consists of valley degrees of
freedom, i.e. locations of Dirac point in the Brillouin
4zone. QED3 has the full flavor symmetry SU(2Nf ).
1
The cHGN interaction breaks down the global flavor
symmetry, SU(2Nf )→ SU(2)× SU(Nf ). This is bro-
ken further to SU(Nf ) when a spin-Hall mass 〈Ψ¯σΨ〉
is condensed following the tuning of the coupling con-
stant h. The condensate direction spontaneously cho-
sen sets a preferred axis of quantization for the magnetic
spin. Monopole operators which then condense have, ac-
cordingly, spin quantum numbers. We shall examine this
point more thoroughly when we discuss the distinct fla-
vors of monopole operators in Sec. IV.
We just described how an AFM order appears when,
following the tuning of a spin-dependent fermion interac-
tion, monopole operators proliferate. This mechanism
was described in Ref. [30] in the contexts of Kagome
antiferromagnets. It was also considered to describe a
transition on the square lattice [18] where a SU(Nf )valley
breaking interaction, δL ∼ (Ψ¯µzσΨ)2, is considered in-
stead. This confinement of the DSL on the square lattice
has also been studied numerically with quantum Monte
Carlo [35]. An extended version of this mechanism in-
volving general fermion bilinears was also considered in
Ref. [31].
1. Spin-Hall mass condensation in the 1/Nf expansion
In what follows, we demonstrate, using a 1/Nf expan-
sion, that a spin-Hall mass does condense when a suffi-
ciently strong Gross-Neveu interaction is present. Per-
forming a Hubbard-Stratonovich transformation on the
action (4), we obtain
S′QED3− cHGN =
∫
d3x
[
−Ψ¯ ( /Da + φ · σ)Ψ + 2Nf2h2 φ2
]
,
(5)
where φ is a three-component auxiliary bosonic field and
we rescaled h2 with the number of fermion flavors 2Nf .
The fermions can be integrated to a determinant opera-
tor. Tracing out the valley subspace, the effective action
becomes
Seff = 2Nf
(
−1
2
log det
(
/Da + φ · σ
)
+
∫
d3x
1
2h2
φ2
)
,
(6)
where det is the determinant over the magnetic spin and
the Dirac spaces. The saddle point solution for the gauge
field is aµ = 0. We take a homogeneous ansatz for the
saddle point value of the bosonic field 〈φ〉 = Mnˆ, where
1 The center of SU(2Nf ) coincides with U(1) gauge transforma-
tions and we should quotient the symmetry group [31]. For sim-
plicity, we keep the redundancy and refer to SU(2Nf ) as the
flavor symmetry group.
nˆ is a unit vector. Eigenstates of the resulting determi-
nant operator are plane waves and are used to obtain the
saddle point equation for M in a diagonalized form
2M
(
1
2h2
−
∫
d3p
(2pi)3
1
p2 +M2
)
= 0 . (7)
There is a trivial solution M = 0 which represents the
symmetric phase. A critical coupling h−2c defines the
transition to the ordered phase M > 0 through the rela-
tion
1
2h2c
=
∫
d3p
(2pi)3
1
p2
= 0 , (8)
where we used a zeta function regularization to evaluate
the divergent integral. For future reference, we evaluate
the effective action (6) at the critical point (8)
Sceff = −Nf log det
(
/Da + φ · σ
)
. (9)
In the ordered phase, the expectation value of the bosonic
field can be found by rewriting the saddle point equation
as
1
2h2c
− 1
2h2
=
∫
d3p
(2pi)3
[
1
p2
− 1
p2 +M2
]
. (10)
Using (8), we find M = −2pih−2 for h−2 < 0. More
generally, the condensed mass is given by
〈|φ|〉 ≡M =
{
0 , h−2 > h−2c ,
2pi
(
h−2c − h−2
)
, h−2 < h−2c .
(11)
Note that in momentum regularization we would have
obtained a non-zero value for the critical coupling, h−2c .
III. SCALING DIMENSIONS OF MONOPOLE
OPERATORS
We established in Sec .II B the existence of the
large−Nf QED3−cHGN critical fixed point in the non-
compact theory which leads to a spin-Hall mass con-
densation. In turn, this implies the proliferation of
monopoles in the compact theory. Given the primordial
role that monopole operators play in the quantum phase
transition, we compute their scaling dimensions at the
QCP. We shall restrict our computation to leading order
in 1/Nf .
Monopole operators are usually defined as opera-
tors with the lowest scaling dimension among 4piq flux-
creating operators. In QED3, there are many monopole
operators due to the presence of fermion zero modes [9].
One important result we shall show in the next section is
that the analogous operators in QED3− cHGN develop a
non-trivial hierarchy in their scaling dimensions. Never-
theless, we keep referring to those operators as monopole
operators. In the present section, we will compute the
lowest scaling dimension among these monopole opera-
tors.
5A. State-operator correspondence and 1/Nf
expansion
A monopole operatorM†q is characterized by a scaling
dimension ∆Mq which determines the power law decay of
its two-point correlation function. The scaling dimension
can be determined through the state-operator correspon-
dence. This correspondence implies that the insertion
of a local operator at the origin of flat spacetime R1,2
can be mapped to a state of the conformal field theory
(CFT) on S2×R (see [36] for a clear and concise explana-
tion of this correspondence). Specifically, the monopole
operator with the lowest scaling dimension corresponds
to the ground state of fermions in QED3− cHGN liv-
ing on S2 in a background magnetic flux 4piq. The
relation also implies that the energy Fq of this ground
state and the scaling dimension of this monopole opera-
tor ∆q = min(∆Mq ) are equal
∆q = Fq ≡ − logZS2×R[Aq] , (12)
where Aq is an external gauge field yielding the magnetic
flux
∫
S2
dAq = 4piq. The notation Fq stands for free
energy, which, in the present non-thermal setup, is the
same as the ground state energy.2 Our strategy to ob-
tain the scaling dimension ∆q will be to perform a 1/Nf
expansion of the free energy
Fq = NfF
(0)
q + F
(1)
q + . . . (13)
We restrict our study to leading order in 1/Nf
3
∆(0)q = F
(0)
q . (14)
The state-operator correspondence was first used to
compute the scaling dimension of a topological disorder
operator in the context of QED3 [9]. A similar computa-
tion was made for the bosonic theory CPNb−1 [38]. The
path integral formalism was also used to obtain 1/N cor-
rections for QED3 [39] and CP
Nb−1 [40]. The ungauged
version of CPNb−1 was also investigated using these tech-
niques [41]. Monopole operators were also studied in non-
abelian gauge theories, in presence of supersymmetries
and in presence of a Chern-Simons term [37; 42–44].
B. Spectrum of the Dirac operator with a
spin-Hall mass
In order to obtain the free energy Fq, we study the ef-
fective action obtained after integrating out the fermions.
2 The free energy should be understood as a zero-temperature
limit, limβ→∞(− logZS2×S1
β
[Aq ]/β) [37]. This definition is con-
sidered when needed later on.
3 The appropriate relation is actually ∆
(0)
q = F
(0)
q −F (0)q=0, but we
find later on that for the case we study, F
(0)
q=0 = 0.
The analysis is similar to the one in Sec. II B, but we
must now work on a sphere with a background magnetic
flux. This latter consideration is incorporated through
an external gauge field
Aq(x) = q(1− cos θ)dφ , (15)
whose flux integral is
∫
dAq = 4piq. The singular part at
the south pole θ = pi can be compensated by a Dirac
string. The requirement that the Dirac string should be
invisible imposes the Dirac condition 2q ∈ Z. On the
other hand, the spacetime S2 × R is encoded in a non-
trivial metric gµν(x) which we parameterize with (θ, φ, τ)
gµνdx
µdxν = dτ2 +R2
(
dθ2 + sin2 θdφ2
)
, (16)
where R is the radius of S2. The metric can be decom-
posed as gµν = e
a
µe
b
νηab, where ηab is the flat spacetime
metric and eaµ(x) are the tetrad fields. A spin connection
Ωµ transporting the fermion fields on the curved space-
time can be found from the tetrad fields. Taking into
account both U(1) and spacetime connections, the Dirac
operator in the critical action (9) now reads [45]
/D
S2×R
a,Aq = e
µ
b γ
b
[
∂µ + Ωµ − i
(
Aqµ + aµ
)]
. (17)
The critical effective action Sceff (9) with the modified
Dirac operator, /Da → /DS
2×R
a,Aq , becomes
S′ceff = −Nf log det
(
/D
S2×R
a,Aq + φ · σ
)
. (18)
The saddle point condition for this modified effective ac-
tion still implies a vanishing expectation value for the
gauge field 〈aµ〉 = 0. We take a homogeneous ansatz for
the saddle point value of the bosonic field on the sphere
with flux 4piq, 〈φ〉 = Mqnˆ, where nˆ is a unit vector.
Without loss of generality, we can orient the condensate
such that nˆ = zˆ. Inserting this ansatz in the effective
action (18), we find the leading order free energy
F (0)q = − log det
(
/DAq +Mqσz
)
, (19)
where /DAq ≡ /DS
2×R
a,Aq
∣∣
a=0
.4 The spectrum of the operator
appearing inside the determinant in Eq. (19) must be
found to obtain the leading order free energy F
(0)
q .
We first review how the spectrum of the Dirac oper-
ator /DAq was found in Refs. [9; 39] by using analogs of
spherical harmonics [46] appropriate for describing spin-
1/2 particles in the monopole background. A first step
in the generalization is to define the generalized angular
momentum Liq = −iijkxj(∂k − Aqk) − r2ijk∂jAqk which
includes the effect of the magnetic charge. The SU(2)
4 In this section, we simply write /DAq as we assume a curved
spacetime S2×R whenever the external gauge field Aq is present.
6algebra remains after the generalization, [Liq, L
j
q] =
iijkL
k
q , so there exists eigenfunctions Yq,`,m(θ, φ), called
monopole harmonics, which simultaneously diagonalize
L2q and L
z
q [46]
L2qYq,`,m = ` (`+ 1)Yq,`,m , ` = |q|, |q|+ 1, . . . (20)
LzqYq,`,m , = mYq,`,m , m = −`,−`+ 1, . . . , ` .
(21)
As the Dirac operator acts on spinors, one must consider
the total angular momentum Jq = Lq+τ/2 as well. Two-
component spinors S±q,`,m that diagonalize the operators
{L2q, Jzq , J2q } are thus introduced
J2qS
±
q,`,m = j± (j± + 1)S
±
q,`,m , j± = `± 1/2 , (22)
L2qS
±
q,`,m = ` (`+ 1)S
±
q,`,m , (23)
Jzq S
±
q,`,m = (m+ 1/2)S
±
q,`,m . (24)
Such spinors S±q,`,m, dubbed spinor monopole harmonics,
are built using monopole harmonics as components [9; 39]
S+q,`,m =
√ `+m+12`+1 Yq,`,m√
`−m
2`+1Yq,`,m+1
 , (25)
S−q,`,m =
 −√ `−m2`+1Yq,`,m√
`+m+1
2`+1 Yq,`,m+1
 . (26)
These spinors can be organized as doublets
[S+q,`−1,m, S
−
q,`,m]
ᵀ with total angular momentum
j = ` − 1/2. Adding plane waves e−iωτ to describe the
“time” direction5, the action of the Dirac operator on
this basis is [9; 39]
/DAq
[
e−iωτS+q,`−1,m
e−iωτS−q,`,m
]
= −iOq,` (ω + iPq,`)
[
e−iωτS+q,`−1,m
e−iωτS−q,`,m
]
(27)
where the matrices Oq,` and Pq,` are given by
Oq,` =
1
`
[ −q −Rε0`
−Rε0` q
]
, Pq,` =
ε0`
`
[
Rε0` −q
−q −Rε0`
]
(28)
and where ε0` ≡ R−1
√
`2 − q2. For the minimal total
angular momentum j = |q|−1/2, only the spinor S−q,|q|,m
is defined6 and the action of the Dirac operator on this
5 We emphasize that this “time” dimension on S2 × R does not
correspond to the original time dimension on R1,2.
6 The other would-be spinor S+
q,|q|−1,m with j = |q| − 1/2 does
not exist since ` = |q| − 1 is smaller that the minimal angular
momentum allowed for monopole harmonics (20).
mode reduces to
/DAq
[
0
e−iωτS−q,|q|,m
]
= −iω sgn(q)
[
0
e−iωτS−q,|q|,m
]
.
(29)
This mode has a vanishing energy and thus corresponds
to a fermion zero mode in the monopole background.
We now study the complete determinant operator with
the contribution of the spin-Hall mass term appearing in
Eq. (19). The additional term is diagonal in the spinor
monopole harmonics basis. Therefore, we can still use
this basis to compute the determinant operator
log det
(
/DAq +Mqσz
)
=
∑
σ=±1
∫ ∞
−∞
dω
2pi
×
[
d|q| log [−iω sgn(q) +Mqσ]
+
∞∑
`=|q|+1
d` log det [−iOq,` (ω + iPq,`) +Mqσ]
]
, (30)
where d` = 2` is the degeneracy coming from azimuthal
quantum numbers. Simplifying further, we obtain
log det
(
/DAq +Mqσz
)
=
∑
σ=±1
∫ ∞
−∞
dω
2pi
×
[
d|q| log [ω + iMqσ sgn(q)]
+
∞∑
`=|q|+1
d` log
[
ω2 + (ε0`)
2 +M2q
] ]
=
∫ ∞
−∞
dω
2pi
[
d|q| log
(
ω2 +M2q
)
+
∞∑
`=|q|+1
2d` log
[
ω2 + ε2`
] ]
,
(31)
where we removed inessential constants and we defined
the mass-deformed eigenvalues
ε` = R
−1
√
`2 − q2 +M2qR2 . (32)
We now explicitly write the spectrum of the Dirac op-
erator with a spin-Hall mass on the magnetically charged
sphere found from (30)
ω + iσ sgn(q)ε|q| , ` = |q| , (33)
±
√
ω2 + ε2` , ` = {|q|+ 1, |q|+ 2, . . . } , (34)
where σ ∈ {−1,+1}. The ± modes for ` ≥ |q|+ 1 in (34)
are referred to as conduction (+) and valence (−) modes.
There is no such doubling of the ` = |q| modes in (33)
which are descendants of the QED3 zero modes. This is
why we refer to these modes as “zero”modes even though
they have non-vanishing energy ±ε|q| = ±Mq with the
7inclusion of the spin-Hall mass. We restate that the σ
eigenvalue refers to magnetic spin orientation relative to
the quantization axis defined by 〈φ〉. For positive mag-
netic charge q > 0, a “zero”mode with spin up, σ = 1, has
an energy ε|q| = Mq, whereas a spin down “zero”mode,
σ = −1 has an opposite energy−Mq. These “zero”modes
are responsible for the first term in Eq. (31)
C. Scaling dimension computation
The free energy at leading order (19) is rewritten us-
ing the result (31) (from now on, we assume a positive
magnetic charge q > 0),
F (0)q = −
∫
dω
2pi
[
dq log
[
ω2 +M2q
]
+
∞∑
`=q+1
2d` log
[
ω2 + ε2`
] ]
,
(35)
where the radius R of the sphere was eliminated by
changing the integration variable ω → ω/R, by rescaling
the parameters {ε`, F (0)q ,Mq} → {ε`, F (0)q ,Mq}/R and
by removing an inessential constant. The free energy
(35) needs regularization. We first treat the diverging in-
tegral over frequencies by rewriting the integrand using
the identity logA = −dA−s/ds|s=0 and doing an ana-
lytic continuation to s = 0. This procedure is presented
in App. A. The resulting free energy is
F (0)q = −dqMq −
∞∑
`=q+1
2d`ε` . (36)
By setting Mq = 0 in this free energy, we obtain the
QED3 results shown in Ref. [39].
7 This free energy (36)
still needs regularization. The divergent sum is rewritten
by adding and subtracting its diverging part
∞∑
`=q+1
d`ε` =
∞∑
`=q+1
[
2`
√
`2 +M2q − q2 − 2`2 −
(
M2q − q2
)]
+2
∞∑
`=q+1
[
`2(1−s) +
(
1
2
− s
)(
M2q − q2
)
`−2s
]∣∣∣∣
s=0
.
(37)
Now, only the last sum is divergent and we treat
it with a zeta function regularization by using∑∞
n=0 (n+ a)
−s
= ζ(s, a). This sum then becomes
2ζ(−2, q + 1) + (M2q − q2) ζ(0, q + 1), an expression for
which a polynomial form may be found using Ref. [47].
7 Our definition of F
(0)
q has an extra factor of 2 because we defined
the total number of fermion flavors as 2Nf but we expanded the
free energy in powers of 1/Nf (13). This procedure is more
natural since the spin degeneracy does not factor out like the
valley degeneracy because of the “zero”modes.
The resulting finite expression is then inserted in (36) to
obtain the regularized free energy
F (0)q =− dqMq −
∞∑
`=q+1
[
2d`ε` − d2` − 2
(
M2q − q2
) ]
+ (2q + 1)
(
M2q − q(q − 2)/3
)
.
(38)
We can then find the regularized gap equation, i.e. the
saddle-point equation ∂F
(0)
q /∂Mq = 0
−dq + 2Mq(2q + 1)− 2Mq
∞∑
`=q+1
[
d`ε
−1
` − 2
]
= 0 . (39)
For a vanishing magnetic charge q = 0, the contribution
from “zero”modes vanishes since dq=0 = 0. The saddle
point equation then only has a trivial solution Mq=0 = 0.
This case coincides with QED3 where there is no mass
Mq to start with and the free energy vanishes, F
(0)
q=0 = 0.
For q 6= 0, the saddle point equation only has a non-
trivial solution Mq > 0 which must be determined nu-
merically.8 The resulting mass Mq is then inserted in
(38) to obtain the scaling dimension at leading order in
1/Nf , ∆q = NfF
(0)
q +O(N0f ). The mass Mq and the scal-
ing dimension of monopole operators in QED3− cHGN
and QED3 are obtained for multiple values of q and are
shown in Tab. I. These numerical results are also plotted
Table I: Numerical results for the mass Mq and the lowest
scaling dimension of monopole operators in QED3− cHGN
and QED3, respectively ∆q and ∆
QED3
q = ∆q|Mq=0. These
results are at leading order in 1/Nf . We show the scaling
dimensions per number of fermion flavors 2Nf . These quanti-
ties are shown for the first few allowed values of the magnetic
charge q.
q Mq
1
2Nf
∆q
1
2Nf
∆
QED3
q
0 0 0 0
0.5 0.27318 0.19539 0.26510
1.0 0.41395 0.46039 0.67315
1.5 0.51946 0.78471 1.18643
2.0 0.60728 1.15964 1.78690
2.5 0.68406 1.57928 2.46345
3.0 0.75311 2.03939 3.20837
3.5 0.81638 2.53671 4.01591
4.0 0.87510 3.06867 4.88154
4.5 0.93014 3.63315 5.80162
5.0 0.98211 4.22839 6.77309
in Fig. 1 and Fig. 2 along with corresponding analyti-
cal approximations obtained in Sec. III D. The numerical
8 If the “time” direction R is compactified on a circle S1β , a trivial
solution does exist for q > 0. It persists as the radius β is taken
to infinity to retrieve the real line. However, this solution is a
maximum of free energy and does not determine ∆q . See App. B
8and analytical results agree very well even for small val-
ues of q. We also note that the monopole operator scal-
ing dimension is always smaller in QED3− cHGN than
in QED3. The fact that ∆q ≤ ∆QED3q is expected since
the case Mq = 0 implies ∆q = ∆
QED3
q and sets an upper
bound for the scaling dimension ∆q. Setting 2Nf = 4
QED3
QED3-cHGN
0 1 2 3 4 5
0
1
2
3
4
5
6
7
q
Δ q
/
(2
N
f
)
Figure 1: Lowest scaling dimension of monopole operators
∆q per number of fermion flavors 2Nf as a function of the
magnetic charge q. Analytical approximations in the large q
limit of the scaling dimension in QED3− cHGN and QED3,
respectively (50) and (51), are plotted in solid lines. These
are compared to their respective numerical values shown in
Tab. I.
1 2 3 4 5
0.25
0.5
0.75
1
q
M
q
Figure 2: Mass Mq ≡ 〈|φ|〉 as a function of the magnetic
charge q at leading order in 1/Nf . The solid line corresponds
to the large q analytical approximation ofMq (48). The circles
are the numerical values of Mq shown in Tab. I.
gives an estimate on the scaling dimension of monopole
operators for certain quantum magnets. One should be
careful with these results as the expansion parameter is
not small and corrections to the leading order may be
important. Nevertheless, if we consider the monopole
operator with a minimal magnetic charge q = 1/2, the
lowest scaling dimension is
∆q=1/2 = 2Nf · 0.19539 +O(N0f ) . (40)
In the case 2Nf = 4, which is interesting for application
to quantum magnets, we find a strongly relevant operator
∆q=1/2
∣∣∣
2Nf=4
≈ 0.78156 < 3 . (41)
However, the monopole operator with the minimal mag-
netic charge is not allowed in many contexts, we discuss
this matter in Sec. VII. We also note that the unitarity
bound is violated for 2Nf < 2.56 as ∆q=1/2 < 1/2 [36].
It would be interesting to see if the violation persist with
higher order corrections. This would shed light on the
phase diagram of QED3 at 2Nf = 2.
For demonstration purpose, we plot in Fig. 3 the free
energy for the minimal magnetic charge as a function of
the mass Mq=1/2. The free energy minimum is identified
and corresponds to the solution to the saddle point equa-
tion, Mq=1/2 = 0.27318, as shown in Tab. I. For large
values of Mq=1/2, the sum in (38) can be approximated
as an integral, and we find that the free energy grows as
F
(0)
q=1/2 ∼ 4(Mq=1/2)3/3 at leading order in Mq=1/2.
0 0.25 0.5 0.75 1
0
0.5
1
1.5
2
Mq=1/2
F
q
1
/2
(0
)
Figure 3: Leading order in 1/Nf of the free energy with min-
imal magnetic charge F
(0)
q=1/2 (38) as a function of the mass
Mq=1/2. The appropriate value of the mass Mq=1/2 found
with the saddle point equation (39) corresponds to the mini-
mum of this function. For large mass, the free energy behaves
as F
(0)
q=1/2 ∼ 4(Mq=1/2)3/3.
Let us restate one important result. For q 6= 0,
we found that the monopole operator with the lowest
scaling dimension is described with a mass condensate,
Mq ≡ 〈|φ|〉 > 0. We stress out that this does not imply
a non-vanishing spin-Hall mass expectation value at the
critical point of the phase transition. Our computation is
done on a compact space using the state-operator corre-
spondence and simply serves as way to compute the scal-
ing dimension. The condensate is natural in this context
since, once R is reintroduced by undoing our previous
9rescaling (35), there is a characteristic length to build a
non-vanishing mass Mq ∝ R−1.
D. Monopole scaling dimensions for large q
We now obtain an analytical approximation of the con-
densed mass Mq and the lowest scaling dimension of
monopole operators ∆q by studying the free energy F
(0)
q
in a large q limit. It is simpler to work with the unregu-
larized free energy (36). We first change the summation
index ` → ` + q + 1 so that only the summand depends
on q. The free energy then becomes
F (0)q = −2qMq − 4
∞∑
`=0
(`+ q + 1)
√
(`+ q + 1)2 − q2 +M2q .
(42)
The saddle point equation ∂F
(0)
q /∂Mq = 0 defining the
mass Mq is, up to multiplicative factors,
q + 2Mq
∞∑
`=0
`+ q + 1√
(`+ q + 1)
2
+M2q − q2
= 0 . (43)
We introduce an ansatz for the mass squared that is in-
spired by an analog computation in the bosonic theory
CPN−1 [40]
M2q = 2χ0q + χ1 +O(q−1) . (44)
With this ansatz, we expand Eq. (43) in powers of 1/q.
Using once again the zeta function regularization, the
condition becomes
0 = 4q1/2
(
2ζ1/2 + χ
−1/2
0
)
− q−1/2
(
2
(
χ1 + χ
2
0
)
ζ3/2
+ 4χ0ζ1/2 − 6ζ−1/2 + χ1χ−3/20
)
+O(q−3/2) , (45)
where we defined ζs ≡ ζ(s, 1 + χ0).9 Solving (45) order
by order, we find a transcendental condition defining χ0
and a linear condition for χ1
2ζ1/2 + χ
−1/2
0 = 0 , (46)
χ1 +
2χ
3/2
0
(
χ20ζ3/2 + 2χ0ζ1/2 − 3ζ−1/2
)
1 + 2χ
3/2
0 ζ3/2
= 0 . (47)
Inserting the solution of (46, 47) into the mass ansatz
(44), we find the mass squared M2q = 0.199q − 0.030 +
O(q−1) from which the mass is found to be
Mq = 0.446q
1/2 − 0.0341q−1/2 +O(q−3/2) . (48)
9 Neglecting powers of ` compared to powers of q in the large−`
portion of the sum in condition (43) may seem problematic.
These terms do appear to higher order in 1/q but cause no prob-
lem once properly regularized.
As shown in Fig. 2, this asymptotic expansion is found
to agree extremely well with the exact mass Mq, even at
small magnetic charge q.
We repeat this procedure for the free energy. We in-
sert the mass ansatz (44) in the free energy (42) and we
perform a 1/q expansion
1
2
F (0)q =−
√
2q3/2
(
2ζ−1/2 + χ
1/2
0
)
− q
1/2
√
2
((
χ20 + χ1
)
ζ1/2
− 6χ0ζ−1/2 + 5ζ−3/2 + 1
2
χ1χ
−1/2
0
)
+O(q−1/2) .
(49)
Inserting the solution of (46, 47) in this result, we obtain
the leading order scaling dimension (14)
∆q = 2Nf
(
0.356q3/2 + 0.111q1/2 +O(q−1/2)
)
+O(N0f ) .
(50)
The scaling dimension for QED3 is found by doing the
same expansion but starting with Mq = 0
∆QED3q = 2Nf
(
0.588q3/2 + 0.090q1/2 +O(q−1/2)
)
+O(N0f ) .
(51)
Once again, these asymptotic expansions are in good
agreement with the corresponding numerical results as
shown in Fig. 1. Note that there is no term at order q0
in the scaling dimensions at leading order in 1/Nf (50,
51). This is expected since all CFTs in d = 2 + 1 dimen-
sions with a U(1) global charge should have the same q0
term [48; 49]. As such, it can’t depend on Nf . It thus
has to vanish at order Nf .
We take a step back to appreciate the leading order
relation ∆
(0)
q ∼ q3/2. We recall that the theory is set on
S2 × R. The background magnetic flux on the sphere is
BR2 = q, where B is the magnetic field and R is the
radius of the sphere. Taking q → ∞ and R → ∞ while
keeping B finite, the theory is reduced to Dirac fermions
on a plane in a uniform magnetic field. The eigenvalues
are then given by relativistic Landau levels
En =
√
2B (n+ 1/2) +M2q ≈ R−1q1/2
√
2 (n+ 1/2) + 2χ0 .
(52)
In terms of a free energy density [Fq] = [E]3, this means
we have Fq ∼ R−3q3/2. The free energy should then scale
as F
(0)
q ∼ R2Fq ∼ R−1q3/2. Reintroducing a missing
power of R in (49) that was rescaled away in (35), this is
indeed the relation we get. The behaviour ∆
(0)
q ∼ q3/2 is
then coherent with the large-q interpretation in terms of
Landau levels.
IV. MONOPOLE DRESSING
In the previous section where we computed the low-
est scaling dimension of monopole operators ∆q, the
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fermionic occupation of the corresponding ground state
was not explicited. In this section, we specify the
“zero”modes dressing of this ground state and con-
sider other possible “zero”modes dressings defining other
monopole operators. We show a non-trivial hierar-
chy in the scaling dimensions of monopole operators in
QED3− cHGN that is not present in QED3.
Monopole operators correspond to U(1) gauge in-
variant states which means they have a vanishing
fermion number 〈Nˆ〉. In a CT quantized theory where
{CT, Nˆ} = 0, this conditions enforces half filling of the
fermion modes. The monopole operators correspond to
states where the Dirac sea is filled as well as half of the
“zero”modes. This condition that was discussed in the
case of QED3 [9]. It is also valid in QED3− cHGN where
the spectrum has the same structure, as was shown in
Sec. III. One other consideration is that monopole op-
erators should be Lorentz scalars. We shall focus on
q = 1/2 monopoles where this is not an issue as the
unique “zero”mode for each fermion flavor corresponds
to a j = 0 Lorentz SU(2)rot singlet [9].
The energy spectrum of fermions in the monopole
background (33, 34) shows that spin down “zero”modes
have a lower energy than spin up “zero”modes. The
monopole operator with the lowest scaling dimension ∆q
thus corresponds to the state with all the spin down
“zero”modes occupied and all the spin up “zero”modes
empty, as shown in Fig. 4. We refer to this operator as
the ground state monopole. This fermionic configuration
E 
Figure 4: Schematic representation of the energy spectrum
and fermionic occupation for the ground state monopole in
presence of a spin-Hall mass Mqσ
z. The spectrum is shown
for 2Nf = 4 fermion flavors and minimal magnetic charge
q = 1/2. Modes with spin up (down) are shown on left (right).
A state of minimal energy is achieved by occupying all the
Dirac sea as well as all the spin down zero modes which have
energy −Mq.
can also be read off the free energy (36) by rewritting it
suggestively as
F (0)q = dq (−Mq)
(
1
2
)
+ dq (Mq)
(
−1
2
)
+
∞∑
`=q+1
[
2d`(−ε`)
(
1
2
)
+ 2d`(ε`)
(
−1
2
)]
.
(53)
This form puts emphasis on the fact that modes with pos-
itive (negative) energy are empty (filled), corresponding
to an occupation factor 〈c†ncn − 1/2〉 = ∓1/2, where c†n
are the creation operators for the fermion modes in the
monopole background.
We now evaluate the scaling dimensions of monopole
operators, which are defined by the various “zero”modes
dressings. These operators can be built by annihi-
lating some or all the spin down “zero”modes of the
ground state monopole and creating an equal amount
of spin up “zero”modes. Each such change increases
the energy by Mq − (−Mq) = 2Mq. We study ex-
plicitly excited monopole operators with minimal mag-
netic charge q = 1/2. For example, the first excited
monopole operator, whose fermionic occupation is rep-
resented in Fig. 5(a), has a scaling dimension ∆+q=1/2 =
∆q=1/2 + 2Mq=1/2. The monopole operator dressed with
all the Nf spin up “zero”modes, represented in Fig.5(b),
has the largest scaling dimension among monopole op-
erators which is ∆↑q=1/2 = ∆q=1/2 + 2NfMq=1/2. Using
E 
(a)
E 
(b)
Figure 5: Schematic representation of the fermionic occupa-
tion of two excited monopole operators in presence of a spin-
Hall mass Mqσ
z. Modes with spin up (down) are shown on
left (right). The spectrum is shown for 2Nf = 4 fermion fla-
vors and minimal magnetic charge q = 1/2. a) First excited
monopole operator; b) Monopole operator dressed only with
spin up “zero”modes.
the numerical results for the mass Mq=1/2 in Tab. I, we
find leading order scaling dimensions of excited monopole
operators
∆+q=1/2 −∆q=1/2 ≈ 0.546 +O(N−1f ) , (54)
∆↑q=1/2 −∆q=1/2 ≈ 2Nf (0.273) +O(N0f ) . (55)
The first excited monopole scaling dimension is order
(1/Nf )
0 larger than the ground state. This difference be-
comes relatively less important as Nf becomes large. On
11
the other hand, the scaling dimension of the monopole
operator dressed with all spin up “zero”modes is order
Nf and the difference with the lowest scaling dimension
grows larger as Nf is increased.
We can also find the range of the scaling dimensions
analytically for large q. We consider the scaling dimen-
sion of the monopole operator dressed with all the 2Nfq
spin up “zero”modes
∆↑q = ∆q + 4NfqMq . (56)
Using large q results (48, 50), we find the leading order
results in 1/Nf
∆↑q = 2Nf
(
1.248q3/2 + 0.0426q1/2 +O(q−1/2)
)
+O(N0f ) .
(57)
The hierarchy observed in the scaling dimensions of
monopole operators in QED3− cHGN represents a sym-
metry lifting of the degenerate monopole multiplet in
compact QED3. The global SU(2Nf ) flavor symmetry of
QED3 implies that monopole operators are organized in
a completely antisymmetric representation of SU(2Nf )
and consequently must have equal scaling dimensions
[9]. Indeed, the symmetry is responsible for the degen-
eracy of the distinct zero modes dressings defining the
monopole operators. When the spin-dependent inter-
action is added, the global symmetry is broken down
SU(2Nf ) → SU(2)spin × SU(Nf )valley, and there is a
symmetry lifting. This lifting is only partial since, for
example, monopole operators with trivial spin quantum
numbers remain degenerate, having the same scaling di-
mensions.
V. COMPARISON WITH SU(2Nf ) SYMMETRIC
CRITICAL POINT
Other Gross-Neveu deformations of QED3 yield dis-
tinct CFTs and different monopole operators. In this
section, we study the monopole operators at the QCP
between a DSL and a chiral spin liquid. In the latter
phase, the fermions acquire the same mass, leading to a
Chern-Simons term for the dynamical gauge field. This
phase transition is driven by the interaction (Ψ¯Ψ)2,
SQED3−GN =
∫
d3x
[
−Ψ¯ /DaΨ−
h2
2
(
Ψ¯Ψ
)2]
, (58)
where a SU(2Nf ) symmetric mass is condensed for suffi-
ciently strong coupling strength h > hc.
The procedure to obtain the scaling dimensions of
monopole operators must be modified. For this model,
there is only a single pseudo-scalar boson φ entering the
Hubbard-Stratonovich transform. The effective action at
the critical point can be obtained in the same way we de-
rived the analogous quantity for the spin-dependent case
(18)
S′′ceff = −Nf log det
(
/D
S2×R
a,Aq + φ
)
, (59)
where we now work on S2 × R with the sphere pierced
by a 4piq flux. Here, there is no constraint on the sign of
the mass given by the expectation value of the bosonic
field Mq = 〈φ〉.
Another important difference when computing the low-
est scaling dimension of monopole operators in this model
is that a chemical potential µ must be introduced. This
is used to enforce half-filling of the “zero”modes.10 This
was not necessary for the model with a spin-dependent
interaction. The reason is that the chemical potential is
by default set to zero. Thus, half of the “zero”modes
are below this level and get filled up. In QED3 [9; 39],
the zero modes are also half filled as a chemical potential
set to zero sits at the level of all the zero modes. This
is not the case when a SU(2Nf ) symmetric interaction
is activated since the “zero”modes all get shifted below
the chemical potential if the boson condensate is non-
zero. Thus, directly setting µ = 0 only yields the correct
fermionic occupation when there is an equal number of
modes above and below zero energy.
The chemical potential can be incorporated within the
path integral formalism. We first compactify the “time”
direction to a circle S1β with a radius β. This radius is
taken to infinity, β →∞, at the end of our computations.
When working on this “thermal” circle, the modified re-
lation between the monopole operator scaling dimension
∆q and the free energy Fq for β  1 is [44]
∆q − 1
β
log(Ωq) +O
(
e−cβ
)
= Fq ≡ − 1
β
logZS2×S1β [A
q] ,
(60)
where Ωq is the ground state degeneracy and c gives the
energy spacing between the ground state and the first
excited state.11 On this space, the chemical potential
can be defined as the homogeneous saddle point value of
the imaginary gauge field 〈aτ 〉 = −iµ. This approach was
used in Ref. [44]. The chemical potential is a source for
the fermion number Ψ†Ψ. Requiring a vanishing fermion
number, we have the condition
1
β
δ lnZS2×S1β [A
q]
δµ
= 〈Nfermions〉 = 0 . (61)
This can also be written in terms of a saddle point equa-
tion. Once again, the spatial part of the gauge field has
a vanishing expectation value 〈ai〉 = 0. We are left with
10 We will find that these modes have vanishing energy and are
truly zero modes. However, it is simpler for the discussion that
follows to assume that these modes might have non-zero energy,
so we refer to them as “zero”modes at this point of the analysis.
11 The identity operator (q = 0) should have a vanishing scaling
dimension ∆q=0 = 0 and no degeneracy, Ωq=0 = 1. This can be
guaranteed by a proper normalization, but just as in the spin-
dependent case, it turns out to be unnecessary.
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our homogeneous ansatz 〈aτ 〉 = −iµ and 〈φ〉 = Mq,
∂F
(0)
q
∂µ
= 0 , (62)
∂F
(0)
q
∂Mq
= 0 , (63)
where the leading order in 1/Nf of the free energy is
F (0)q = − log det
(
/D
S2×S1β
−iµ,Aq +Mq
)
. (64)
As the “time” direction is compact, the spectrum of the
Dirac operator in Eq. (64) is now defined by Matsubara
fermionic frequencies ωn = (2pi/β)(n + 1/2) where n ∈
Z. In contrast to our previous computations, the mass
term is now spin symmetric in contrast to our previous
computation. With these considerations, the previous
result shown in Eq. (31) can be adapted so that (64)
becomes
F (0)q =−
2
β
∞∑
n=−∞
[
dq log [ωn − iµ+ iMq]
+
∞∑
`=q+1
d` log
[
(ωn − iµ)2 + ε2`
] ]
,
(65)
where as before ε` is given by Eq. (32) Regularizing the
sum over Matsubara frequencies, we obtain
F (0)q =−
2
β
[
dq log
[
2 cosh
(
β(µ−Mq)
2
)]
+
∞∑
`=q+1
d` log [2(cosh (βε`) + cosh (βµ))]
]
.
(66)
The saddle point equations (62, 63) become
−dq tanh
(
β(µ−Mq)
2
)
−
∞∑
`=q+1
2d` sinh (βµ)
cosh (βε`) + cosh(βµ)
= 0 ,
(67)
dq tanh
(
β(µ−Mq)
2
)
−
∞∑
`=q+1
2d`ε
−1
` Mq sinh(βε`)
cosh(βε`) + cosh(βµ)
= 0 .
(68)
Taking µ = Mq eliminates the first term in both equa-
tions. These equations can be further simplified by tak-
ing the large β limit. The sum in the first equation van-
ishes to leading order in 1/β and the first saddle point
equation is then satisfied for β → ∞. In the same way,
the second saddle point equation to leading order in 1/β
with µ = Mq is given by
2Mq
∞∑
`=q+1
d`ε
−1
` = 0 . (69)
In this limit, this saddle point equation is only satisfied
for Mq = 0, which implies a vanishing chemical poten-
tial µ = 0. More directly, this means that the expecta-
tion value of the bosonic field vanishes, 〈φ〉 = 0. Thus,
monopole operators at the symmetric QCP are dressed
with true zero modes. One of the monopole ground states
is shown in Fig. 6 Since there is no boson condensate,
E 
Figure 6: Schematic representation of the energy spectrum
and fermionic occupation for one of the monopole ground
state in the SU(2Nf ) symmetric QCP. The spectrum is shown
for 2Nf = 4 fermion flavors and minimal magnetic charge
q = 1/2. The zero modes could be shifted by an energy Mq,
but the saddle point equations force this quantity to vanish.
the fermion energies are unchanged when compared to
those in QED3. This means that we are left, at lead-
ing order in 1/Nf , with the same scaling dimensions as
in QED3, ∆
QED3−GN
q = ∆
QED3
q + O(1/N0f ). A similar
result was obtained for the QCP between a DSL and a
Z2 − spin liquid [50].
We emphasize that this is a result at leading order in
1/Nf . The presence of the bosonic field includes more
quantum fluctuations that may change corrections at
non-leading orders. We also note that the first condi-
tion µ = Mq is indeed the condition enforcing half-filling
of the zero modes and is needed even if in the end, we
find µ = Mq = 0. Had we not included the chemical
potential, we would minimize the free energy that has all
the zero modes empty and we would find Mq 6= 0. In
the case of the spin-dependent interaction we studied be-
fore, the saddle point solution for the chemical potential
is µ = 0, independently of the value of the mass Mq. We
show this explicitly in App. B. This is why the inclusion
of a chemical potential was not necessary in this case.
A. Testing a duality with bosonic CP1 model
The case of compact QED3−GN theory with 2Nf = 2
fermion flavors is of particular interest since it is conjec-
tured to be dual to the CP1 theory when both theo-
ries are tuned at their critical point, assuming the fixed
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points exist [21]. This latter theory describes Nb = 2 fla-
vors of complex bosonic fields forming a SU(2) doublet
z =
(
z1, z2
)ᵀ
which satisfy a length constraint z†z = 1
and interact with a compact gauge field. This model no-
tably describes a deconfined quantum critical point be-
tween Ne´el and VBS phases, which is relevant for quan-
tum magnets on various lattices [51], with the case of
square lattice being the prototype example of deconfined
criticality [20]. Operators on one side of the conjectured
duality have the same scaling dimension as their dual
on the other side of the duality. More specifically, the
duality relates a set of operators in the fermionic theory[
Re
(
ψ†1M˜q=1/2
)
,− Im
(
ψ†1M˜q=1/2
)
,
Re
(
ψ†2M˜q=1/2
)
, Im
(
ψ†2M˜q=1/2
)
, φ
]
,
(70)
to a set of operators in the bosonic theory[
2 ReMCP1q=1/2, 2 ImMCP
1
q=1/2, z
†σ1z, z†σ2z, z†σ3z
]
. (71)
Here, ψ†I=1,2M˜q=1/2 is a monopole with a minimal mag-
netic charge q = 1/2 dressed with one of the two fermion
zero modes. On the bosonic side, MCP1q=1/2 is the unique
monopole operator with a minimal magnetic charge
q = 1/2. Additionally, both theories have global sym-
metries relating certain operators of these sets, i.e. some
operators within a set have the same scaling dimension.
Global U(1) symmetry relates the real and imaginary
parts of monopole operators in both theories. Flavor
symmetry on the fermionic side relates the two types
of monopole operators while a SU(2) symmetry on the
bosonic side implies that all three components of the bi-
linear z†σz share the same scaling dimension. Taking
into account these global symmetries and the conjectured
duality, it is deduced that all operators above should have
the same scaling dimension. Said otherwise, the duality
predicts an emergent SO(5) symmetry at the fixed point
of these theories. The duality can thus be tested by com-
paring the monopole scaling dimension obtained above
to other scaling dimensions conjectured to be the same.
The scaling dimension of the monopole operator with
q = 1/2 in QED3−GN for 2Nf = 2 fermion fla-
vors is ∆
QED3−GN
Mq=1/2 = 2Nf (0.26510) ∼ 0.53. We com-
pare this value to results in the literature for the
other scaling dimensions. For the monopole operator
with minimal magnetic charge in the bosonic theory
CPNb−1 with Nb = 2, it was found in a similar com-
putation using the state-operator correspondence that
∆CP
Nb−1
Mq=1/2 = 0.1245922Nb + 0.05992 ∼ 0.31 [40]. Note
that this result violates the unitary bound; in addition,
it is small when compared to other results in the lit-
erature. Using a large Nb expansion in a functional
renormalization group analysis [52], it was found that
∆Ne´el ≡ ∆z†σz = 0.61, which is closer to our 0.53.
On the numerical front, the scaling dimensions of the
VBS order parameter ∆VBS ≡ ∆CP1Mq=1/2 and the Ne´el
order parameter ∆Ne´el were found to be in the range
∆VBS, Ne´el ∈ [0.60, 0.68] [53–57]. On the fermionic side,
a large Nf expansion suggest that the scaling dimension
of the boson might be in the range ∆φ ∈ [0.59, 0.65] [58].
While these last results do not seem far off from the scal-
ing dimension of the monopole operator that we obtain,
a more precise computation could help clarify the situa-
tion.
VI. RENORMALIZATION GROUP ANALYSIS
OF THE CRITICAL FIXED POINT
We study more thoroughly the critical fixed point by
considering the Yukawa theory that is the UV comple-
tion of the QED3− cHGN model (5). This model is called
QED3− cHGNY and is defined by the following bare Eu-
clidean lagrangian
L =− Ψ¯/∂Ψ + 1
2
(µνρ∂νaρ)
2
+
1
2
(∂µφ)
2
+ ieΨ¯/aΨ + hφ · Ψ¯σΨ + 1
2
m2φφ
2 + λ(φ2)2 .
(72)
In this section, we consider the non-compact version of
QED3. As before, Ψ denotes the spinor with 2Nf fla-
vors of two-component Dirac fermion field and φ is a
boson field with Nb = 3 components. We perform the
renormalization group (RG) analysis for general Nf and
Nb, and then we specialize to Nb = 3 and 2Nf = 4,
which are relevant parameters for certain quantum mag-
nets. For simplicity, we keep referring to this model as
QED3− cHGNY although we don’t fix Nb = 3 from the
outset. RG studies for similar quantum field theories
have been considered before. For example, a gauged
theory with a valley-dependent cHGNY-like interaction,
φΨ¯µzσΨ, and with 2Nf = 4 fermion flavors was studied
to leading order in  = 4 − d expansion [18]. Here, d is
the spacetime dimension.
The analysis was also done in the ungauged theory, i.e.
the cHGNY model, with general Nf at four loops in the
 = 4 − d expansion [59] and to order 1/N2f [60]. The
QED3−GNY was also considered for general Nf using
dimensional regularization at one-loop [61], three-loop
[62] and four-loop [63] and to order 1/N2f [58; 64; 65]. In
the last reference, a spin-dependent Yukawa interaction
term with Nb = 1, φΨ¯σzΨ, has also been considered. See
[66] for a comprehensive review on large−Nf methods.
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A. Setup
The first step in our RG study is to write the renor-
malized Euclidean lagrangian
L =− ZψΨ¯/∂Ψ + 1
2
Za (µνρ∂νaρ)
2
+
1
2
Zφ(∂µφ)
2
+ Ze (ie)µ
4−d
2 Ψ¯/aΨ + Zhhµ
4−d
2 φ · Ψ¯σΨ (73)
+
1
2
Zm2φm
2
φµ
2φ2 + Zλλµ
4−d(φ2)2 ,
where we introduced wave function renormalization con-
stants Zψ, Zφ and Za as well as vertex renormalization
constants Ze, Zh, Zm2φ and Zλ. Coupling constants are
also rescaled by powers of energy µ factoring out their
naive scaling dimension. The renormalized fields are ob-
tained by a rescaling of the bare fields
Ψ0 =
√
ZψΨ, φ0 =
√
Zφφ, (aµ)0 =
√
Zaaµ . (74)
From (74), analog relations between the renormaliz d
coupling constants (e2, h2, λ) ≡ (c1, c2, c3) = c the bare
coupling constants are obtained
e2 = e20µ
d−4Za, (75)
h2 = h20µ
d−4Z2ψZφZ
−2
h , (76)
λ = λ0µ
d−4Z2φZ
−1
λ , (77)
where the Ward identity, Z2ψZ
−2
e = 1, was used to sim-
plify the renormalization of the gauge charge e2. We
also add a gauge fixing term Lg.f. = (∂µaµ)2 / (2ξ) to
ensure physical quantities are gauge independent. We
have explicitly written a quadratic boson term since, as
we discussed in Sec.II B, the mass is the tuning parame-
ter for the phase transition. We first study the RG flow
equations at the critical value of the boson mass, mcφ = 0.
Later on, we incorporate the boson mass term, along with
fermion bilinears, as perturbations away from the QCP.
By rescaling the energy µ → µe−l in (75 - 77), we
can analyze how the coupling constants vary with the
scale factor [67]. The RG flow equation are found by
differentiating the renormalized coupling constants with
respect to the scale factor, i.e. by obtaining the beta
functions βcI = dcI/dl with I ∈ {1, 2, 3}
βe2 ≡ de
2
dl
= (4− d− γa) e2 , (78)
βh2 ≡ dh
2
dl
= (4− d− 2γψ − γφ + 2γh)h2 , (79)
βλ2 ≡ dλ
dl
= (4− d− 2γφ + γλ)λ , (80)
where the coefficients γxi with xi ∈ {ψ, φ, a, h, λ} are
defined as
γxi = −
d lnZxi
dl
. (81)
These coefficients γxi are obtained in App. C and allow
to find the following RG flow equations
de2
dl
= (4− d) e2 − 4Nf
3
e4 , (82)
dh2
dl
= (4− d)h2 + 8
(
1− 1
d
)
e2h2
− 2
(
Nf + 2− 2Nb
d
)
h4 , (83)
dλ
dl
= (4− d)λ− 4Nfh2λ+Nfh4 − 4 (Nb + 8)λ2 ,
(84)
where the coupling constants have been rescaled to elim-
inate a loop integral factor. We will first find the fixed
points of the RG flow, that is the critical coupling con-
stants
(
e2∗, h
2
∗, λ∗
) ≡ c∗ for which the beta functions van-
ish, βcI = 0. The QED3− cHGNY infrared fixed point
corresponding to the QCP will be found, and we will
evaluate critical exponents at this point.
B. Fixed points in the 1/Nf expansion
We first control the convergence of the flow by a 1/Nf
expansion. Setting d = 3 and assuming that coupling
constants are order 1/Nf , the flow equations become
de2
dl
= e2 − 4Nf
3
e4 , (85)
dh2
dl
= h2 − 2Nfh4 , (86)
dλ
dl
= λ− 4Nfh2λ+Nfh4 . (87)
This set of equations leads to the subset of fixed points
shown in Tab. II. This excludes Wilson-Fisher type fixed
points for which λ is not controlled by the 1/Nf expan-
sion. The linearized RG flow equations around a fixed
point c∗ yields a matrix equation for the coupling con-
stant perturbations
d
dl
(cI − c∗I) =
∑
J=1,2,3
MIJ(cJ − c∗J) , (88)
where MIJ is the stability matrix
MIJ =
∂βcI
∂cJ
∣∣∣∣
c=c∗
. (89)
Eigenvectors of this matrix equation yield proper direc-
tions in the parameter space of couplings {e2, h2, λ}.
The related eigenvalues λI indicate relevant (λI > 0),
marginal (λI = 0), or irrelevant (λI < 0) perturbations.
An infrared fixed point is characterized by irrelevant per-
turbations in all proper directions. For the theory we
study, there is a unique infrared fixed point which, at
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Table II: Fixed points obtained at leading order in the 1/Nf expansion of RG flow equations (85 - 87). There are four such
fixed points, where G stands for “Gaussian”. This excludes Wilson-Fisher type fixed points which are not controlled by the
1/Nf expansion.
Fixed points e2∗ h
2
∗ λ∗
G 0 0 0
QED3
3
4Nf
0 0
cHGNY 0
1
2Nf
1
4Nf
QED3− cHGNY
3
4Nf
1
2Nf
1
4Nf
order 1/Nf , is given by
e2∗ =
3
4Nf
, h2∗ =
1
2Nf
, λ∗ =
1
4Nf
. (90)
At this infrared fixed point, called QED3− cHGNY, all
critical coupling constants are non-zero.
C. RG study in the  = 4− d expansion
We now use a dimensional regularization to control the
RG flow. We study the theory at finite Nf by working
near the upper critical number of spacetime dimensions
d = 4− , where  is treated as a small expansion pa-
rameter. Assuming the coupling constants are O(), we
obtain the flow equations in the  expansion
de2
dl
= e2 − 4Nf
3
e4 , (91)
dh2
dl
= h2 + 6e2h2 − (2Nf + 4−Nb)h4 , (92)
dλ
dl
= λ+Nfh
4 − 4Nfh2λ− 4 (Nb + 8)λ2 . (93)
The corresponding physical fixed points are shown in
Tab. III, where we have defined
fNf ,Nb =
[
4N4f + 4 (5Nb + 46)N
3
f + 324 (Nb + 8)Nf
+
(
N2b + 172Nb + 1348
)
N2f
]1/2
, (94)
f ′Nf ,Nb =
[
4N2f + 4 (5Nb + 28)Nf + (Nb − 4) 2
]1/2
.
(95)
By studying the linearized RG flow around the fixed
points, one can again show that the QED3− cHGNY is
an infrared fixed point. We note in this case that the
infrared fixed point is in the physical region h2 > 0 only
if 2Nf −Nb + 4 > 0 .
The flow in the
(
λ/, h2/
)
plane with e2 fixed to its
two possible critical values is shown Fig. 7. In particular,
the flow from the QED3 fixed point (h
2 = λ = 0) to the
QED3− cHGNY fixed point is shown in Fig. 7(a). Set-
ting Nb = 3, this infrared fixed point is given by following
critical coupling constants
e2∗ =
3
4Nf
 , (96)
h2∗ =
2Nf + 9
2Nf (2Nf + 1)
 , (97)
λ∗ =
−2N2f − 17Nf + fNf ,3
88Nf (2Nf + 1)
 , (98)
where
fNf ,3 = [Nf (4N
3
f + 244N
2
f + 1873Nf + 3564)]
1/2 . (99)
Expanding in powers of 1/Nf and setting  = 1, the
infrared fixed point corresponds to the previous 1/Nf
result (90).
1. Critical exponents at the quantum critical point
We now compute the critical exponents at the infrared
fixed point. The scaling dimension of an operator O(x)
at the QCP is defined by the following expectation value
〈O(x1)O†(x2)〉 ∝ 1|x1 − x2|2∆O , (100)
Using scaling arguments, one can write a naive dimension
∆0O. This value is corrected by an anomalous dimension
ηO once interactions are taken into account
∆O = ∆0O +
ηO
2
. (101)
We start by studying the anomalous dimensions of the
fields ηΦ with Φ ∈ {φ, ψ, a}. These quantities are found
by evaluating the corresponding coefficients γΦ (81) at
the QCP, that is ηΦ = γΦ|c=cQCP∗ . First, we write the gen-
eral expressions for these coefficients obtained in App. C
γφ = 2Nfh
2 , (102)
γψ =
(
d+ ξ − 5 + 4
d
)
e2 +
(
1− 2
d
)
Nbh
2 , (103)
γa =
4Nf
3
e2 . (104)
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Table III: Fixed points obtained at leading order in the  = 4 − d expansion of RG flow equations (91 - 93). fNf ,Nb and
f ′Nf ,Nb are defined in Eqs. (94, 95), respectively. There are six fixed points, where G stands for “Gaussian” and WF for
“Wilson-Fisher”.
Fixed points e2∗ h
2
∗ λ∗
G 0 0 0
QED3
3
4Nf
 0 0
WF 0 0
1
4 (Nb + 8)

QED3−WF
3
4Nf
 0
1
4 (Nb + 8)

cHGNY 0
1
2Nf −Nb + 4 
f ′Nf ,Nb − 2Nf −Nb + 4
8 (Nb + 8) (2Nf −Nb + 4) 
QED3− cHGNY
3
4Nf

2Nf + 9
2Nf (2Nf −Nb + 4) 
fNf ,Nb − 2N2f − (Nb + 14)Nf
8Nf (Nb + 8) (2Nf −Nb + 4) 
0 0.1 0.2
0
0.4
0.8
λ/ϵ
h2
/ϵ
WF
(a)
0 0.04 0.08
0
0.1
0.2
λ/ϵ
h2
/ϵ
cHGNY
G WF
(b)
Figure 7: RG flow for 2Nf = 4 and Nb = 3 in the
(
λ/, h2/
)
plane to leading order in  = 4− d. a) Flow for e2 = 3/4Nf ; b)
Flow for e2 = 0.
Replacing the coupling constants in Eqs. (102 - 104) by
their critical value at the QED3− cHGNY fixed point in
Tab. III, we obtain the anomalous dimensions
ηφ =
2Nf + 9
2Nf −Nb + 4 , (105)
ηψ =
Nb (2Nf − 3ξ + 9) + 6ξ (Nf + 2)
4Nf (2Nf −Nb + 4)  , (106)
ηa =  . (107)
Note that the anomalous dimension of the fermion de-
pends on the gauge fixing parameter ξ, but this is ex-
pected since it is not a gauge invariant quantity. The
gauge field anomalous dimension is  which implies
that the one-loop corrected gauge field propagator is
〈aµ(p)aν(−p)〉 ∼ |p|−1 once we set  = 1. By setting
e2∗ 6= 0 in the gauge charge flow equation (78), it is seen
that the one-loop result we found, ηa = , is actually
valid to all orders. This is again a consequence of the
Ward identity. Now, setting Nb = 3 in the anomalous
dimensions (105 - 106), we obtain
ηφ =
2Nf + 9
2Nf + 1
 , ηψ =
3 (2(ξ + 1)Nf + ξ + 9)
4Nf (2Nf + 1)
 . (108)
Setting 2Nf = 4, we obtain
ηφ =
13
5
 , ηψ =
3 (5ξ + 13)
40
 . (109)
Setting  = 1, we find ∆φ = (d− 2)/2 + ηφ/2 ≈ 1.8.
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We now study the scaling dimension of mass operators
by introducing mass perturbations at the QCP
∆L = 1
2
Zm2φm
2
φφ
2 + ZmψmψΨ¯Ψ + Zm˜ψm˜ψ(nˆ · Ψ¯σΨ) ,
(110)
where nˆ is a unit vector indicating the direction of the
spin-Hall bilinear perturbation. We do not include a
valley-Hall bilinear Ψ¯µAΨ, where A ∈ {1, 2, . . . Nf},
since its scaling dimension is the same as the SU(2Nf )
symmetric bilinear Ψ¯Ψ at leading order in  = 4−d. The
masses we introduced can be related to bare masses like
we did with the other coupling constants
m2φ =
(
m2φ
)
0
µ2ZφZ
−1
m2φ
, (111)
mψ = (mψ)0 µZψZ
−1
mψ
, (112)
m˜ψ = (m˜ψ)0 µZψZ
−1
m˜ψ
. (113)
The RG flow equations follow from these relations are
dm2φ
dl
=
(
2− γφ + γm2φ
)
m2φ , (114)
dmψ
dl
=
(
1− γψ + γmψ
)
mψ , (115)
dm˜ψ
dl
=
(
1− γψ + γm˜ψ
)
m˜ψ , (116)
where the γxi with xi ∈ {φ, ψ,m2φ,mψ, m˜ψ} are defined
in Eq. (81). Using results of App. C, the RG flow equa-
tions become
dm2φ
dl
=
(
2− 2Nfh2 − 4 (Nb + 2)λ
)
m2φ , (117)
dmψ
dl
=
(
1 + 4
(
d− 1
d
)
e2 + 2Nb
(
1− d
d
)
h2
)
mψ ,
(118)
dm˜ψ
dl
=
(
1 + 4
(
d− 1
d
)
e2 + 2
(
Nb − d
d
)
h2
)
m˜ψ .
(119)
When the coupling constants are evaluated at their
QED3− cHGN critical value, the RG flow of the masses
is controlled by the scaling dimension of the related mass
operators at the QCP
dm2φ
dl
= (d−∆φ2)m2φ , (120)
dmψ
dl
= (d−∆Ψ¯Ψ)mψ , (121)
dm˜ψ
dl
= (d−∆Ψ¯σaΨ)m˜ψ . (122)
We first study the φ2 perturbation. The phase transi-
tion is controlled by the mass m2φ auxiliary boson and the
correlation length exponent ν−1 = d−∆φ2 is obtained
by evaluating (117) at the QCP
ν−1 = 2− 2Nf + 9
2Nf −Nb + 4
− (Nb + 2)
(
fNf ,Nb −Nf (2Nf +Nb + 14)
)
2Nf (Nb + 8) (2Nf −Nb + 4)  .
(123)
Setting Nb = 3, we obtain
ν−1 = 2− 34N
2
f + 113Nf + 5fNf ,3
22Nf (2Nf + 1)
 , (124)
which gives the correct Nf → ∞ limit: ν = 1. Setting
2Nf = 4, we obtain
ν−1 = 2− 4.577 . (125)
Setting  = 1, our one loop result yields a negative corre-
lation length exponent. This is was also observed for the
QED3−GNY model in Ref. [61] where a dimensional reg-
ularization around d = 2 +  was also performed to do an
interpolation and obtain a positive correlation length ex-
ponent. One could also go further in the loop expansion
to obtain a physical result in the → 1 limit. However, a
physical estimate for ν can be obtained by inverting ν−1
ν =
1
2
+
34N2f + 113Nf + 5fNf ,3
88Nf (2Nf + 1)

∣∣∣∣
2Nf=4
=
1
2
+ 1.144 .
(126)
Setting  = 1 now yields the physical result ν = 1.644.
Inverting this exponent once again, we obtain the scaling
dimension of φ2 which is given by ∆φ2 = d−ν−1 ≈ 2.392.
We now turn our attention to the fermion bilinears per-
turbations. Evaluating (118, 119) with critical couplings
of the QED3− cHGN fixed point shown at leading order
in  in Tab. III, we find the scaling dimensions at the
QCP are given by
∆Ψ¯Ψ = 3−
4N2f − (5Nb − 17)Nf − 18(Nb − 1)
2Nf (2Nf −Nb + 4)  ,
(127)
∆Ψ¯σaΨ = 3−
4Nf −Nb + 13
2 (2Nf −Nb + 4) . (128)
Setting Nb = 3, we obtain
∆Ψ¯Ψ = 3−
2N2f +Nf − 18
Nf (2Nf + 1)
 , (129)
∆Ψ¯σaΨ = 3−
2Nf + 5
2Nf + 1
 . (130)
Setting 2Nf = 4, this becomes
∆Ψ¯Ψ = 3 +
4
5
 , ∆Ψ¯σaΨ = 3−
9
5
 . (131)
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Once we set  = 1, the spin-Hall bilinear is relevant at
the QCP, ∆Ψ¯σaΨ = 1.2, but the symmetric bilinear is not,
∆Ψ¯Ψ = 3.8. This contradicts what we obtain by taking
the large Nf limit in (129) since the scaling dimension
∆Ψ¯Ψ|Nf→∞ = 3−  then implies a relevant operator for
 = 1. It is expected that higher order corrections in
 = 4− d would render Ψ¯Ψ relevant.
The critical exponents we found are compiled in
Tab. IV. In principle, many of our scaling dimensions
should agree with the results in Ref. [18] for 2Nf = 4
and Nb = 3 since the theory considered in this case is al-
most the same. We find small discrepancies attributable
the RG flow equation for the Yukawa coupling, i.e. using
their normalization, our Eq. (92) doesn’t match Eq. (27)
in Ref. [18]. Fortunately, the mismatch comes from di-
agrams which are independent of the number of boson
components, thus we can compare with studies of the
QED3−GNY model (see for example Ref. [61]) which
confirm our result. We did other verifications for different
regions of the parameter space of our theory. First, we
considered the ungauged theory e2 = 0 where the QCP
point is given by the cHGNY fixed point. Setting Nb = 3,
the fixed points, the RG flow equations and the critical
exponents match those of the cHGNY model presented in
Ref. [59]. The fermion bilinear scaling dimensions, which
were not computed in this last reference, match the lead-
ing order results in 1/Nf of [60]. We also verified the
gauged theory when Nb = 1. In this model, the spin-Hall
bilinear scaling dimension ∆Ψ¯σaΨ is equal, at one-loop
order, to the symmetric bilinear scaling dimension ∆Ψ¯Ψ
in QED3−GNY. We find agreement with the results ob-
tained in  = 4−d expansions presented in Refs. [59; 61],
and by taking the large Nf limit in our  expansion and
comparing to results obtained with large Nf expansions
in Refs. [64; 65; 68]. As noted in Ref. [63], the result for
∆Ψ¯Ψ disagrees with the one presented in [69]. We find
that the latter result would be obtained if the renormal-
ization of the fermion mass included a Hartree diagram.
This contribution is not generated in Wilsonian RG.
Table IV: Critical exponents at the QED3− cHGNY fixed
point with Nb = 3 at leading order in  = 4 − d. fNf ,3 is
defined in (99). The scaling dimension of valley-Hall bilinears
is ∆Ψ¯µAΨ = ∆Ψ¯Ψ where A ∈ {1, 2, . . . Nf}.
2Nf = 4 2Nf = 4
 = 1
ηφ
2Nf + 9
2Nf + 1
 2.6 2.6
ν
1
2
+
34N2f + 113Nf + 5fNf ,3
88Nf (2Nf + 1)

1
2
+ 1.144 1.644
∆Ψ¯Ψ 3−
2N2f +Nf − 18
Nf (2Nf + 1)
 3 + 0.8 3.8
∆Ψ¯σaΨ 3−
2Nf + 5
2Nf + 1
 3− 1.8 1.2
VII. QUANTUM PHASE TRANSITION IN THE
KAGOME MAGNET
The QED3− cHGN model considered in the previous
sections finds a natural application in quantum mag-
nets where the underlying lattice implies the compact-
ness of the emergent gauge field and the existence of
the monopole operators. We specialize our analysis to
the quantum magnet on the Kagome lattice. We first
review how a DSL emerges as a possible ground state
of the Kagome Heisenberg Antiferromagnet (KHAFM)
model. This simple Hamiltonian serves as a starting
point to describe the magnetic Cu atoms in Hebert-
smithite ZnCu3(OH)6Cl2 [70]. We also review the
confinement-deconfinement transition from this DSL to
a q = 0 coplanar antiferromagnetic phase. We then ex-
amine the properties of the monopole operators pertur-
bations which drive this quantum phase transition.
A. Emergent QED3
The Hamiltonian of the KHAFM is
HH = J1
∑
〈ij〉
Si · Sj , (132)
where J1 > 0 gives the coupling strength of AFM inter-
actions between nearest neighbors of the Kagome lattice.
The emergent fractional spin excitations and gauge field
in this model arise due to fractionalization. This phe-
nomenon is studied using a parton construction. The
spin operator on site i is decomposed as
Si =
1
2
f†i,sσss′fi,s′ , (133)
where fi,s is a slave-fermion (spinon) with spin s ∈ {↑, ↓}
and σ is a vector of Pauli matrices acting on this
spin space. The spinon variables introduce a U(1)
gauge redundancy12 through the symmetry transforma-
tion fi,s → eiθifi,s. The new Hilbert space is doubled
compared to the original spin model, therefore an occu-
pation constraint, f†i,sfi,s = 1, must be imposed. A QSL
arises when spinon and gauge degrees of freedom are de-
confined. The ground state of the KHAFM is not yet
well established. Many numerical studies indicate a U(1)
spin liquid for the ground state [12; 14–16; 71; 72] while
other investigations point towards a Z2 spin liquid [73–
78]. In the latter class of spin liquids, the U(1) gauge
symmetry is broken due to a non-vanishing expectation
value of spinon pairs 〈f†i f†j 〉.
We focus our attention on U(1) spin liquids. Using
the spinon decomposition (133) and applying the occu-
pation constraint, the Hamiltonian developed around the
12 There is a larger SU(2) gauge symmetry, but the U(1) subgroup
is sufficient for our discussion.
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hopping expectation value 〈f†isfjs〉 6= 0 becomes
H˜H = −
∑
〈ij〉
tije
iaijf†i fj + h. c. , (134)
where the sum on spin indices is now implicit,
tij = J1 〈f†i fj〉 /2 and aij are the phase fluctuations
around the expectation value 〈f†i fj〉. The U(1) gauge
symmetry is preserved if the phase fluctuation transforms
as aij → aij + θi − θj . This degree of freedom is thus a
dynamical U(1) gauge field.
Among the possible realizations of a U(1) spin liq-
uid, the candidate ground state is obtained with the
pi-flux pattern of the bond orders which is depicted in
Fig. 8. This pattern defines the ground-state called U(1)
Figure 8: pi-flux pattern on the Kagome lattice. Bold bonds
and regulard bonds have opposite signs for their correspond-
ing hopping parameters.
Dirac spin liquid (DSL) and which has 4 Dirac cones
at the Fermi level [79]. The low energy limit is de-
scribed by QED3 with 2Nf = 4 flavors of massless two-
component Dirac fermions, two spin components and two
nodes ±Q in momentum space [79]. An eight-component
spinor regrouping all degrees of freedom can be written as
Ψ = (ψ↑,Q, ψ↑,−Q, ψ↓,Q, ψ↓,−Q)ᵀ. Vectors of Pauli matri-
ces acting on SU(2)spin and SU(2)valley subspaces, respec-
tively labeled as σ and µ, allow to form spin and valley
vectors, Ψ¯σΨ and Ψ¯µΨ. Specifically, the third Pauli ma-
trices in each subspace act as σz = |↑〉 〈↑| − |↓〉 〈↓| and
µz = |+Q〉 〈+Q| − |−Q〉 〈−Q|. In similar fashion, Dirac
matrices acting on the two-dimension spinor space are
represented by Pauli matrices, γµ = (τ3, τ2,−τ1). The
transformations of these fermions under Kagome lattice
symmetries and time reversal are shown in Tab. V [19].
B. Antiferromagnetic order parameter
We now modify the lattice model to include a next-
nearest neighbor AFM coupling J2. The resulting Hamil-
tonian describes the spin−1/2 J1 − J2 Heisenberg model
H ′ = J1
∑
〈ij〉
Si · Sj + J2
∑
〈〈ij〉〉
Si · Sj . (135)
When the ratio J2/J1 is sufficiently large, the Kagome
frustrated magnet orders to a q = 0 AFM coplanar phase
[15; 80; 81] shown in Fig. 9. The order parameter can
(a) (b)
Figure 9: Antiferromagnetic q = 0 non-collinear phase with
a complex order parameter n = nr + i (nr × nc) with a)
positive chirality; b) negative chirality.
be described as a complex vector n = nr + i (nr × nc)
whose real part encodes the orientation of the spin on one
of Kagome’s three sub-lattices. On each triangle, the two
remaining spins are separated by 120◦ angles with chiral-
ity determined by nc. The transformation properties of
this vector are shown in Tab. VI.
We now show that monopole operators with spin quan-
tum numbers have the same transformation properties as
the AFM order parameter shown in Tab. VI. This was
first argued in Ref. [19]. A comprehensive study of the
quantum numbers of monopole operators on the square,
triangular honeycomb and Kagome lattices can be found
in Ref. [31; 82]. One important contribution of this work
was to verify numerically the contribution of the U(1)top
charge for the space rotation. This amounts to deducing
how the topologically charged Dirac sea transforms under
the system symmetries. This result can be combined with
the transformation properties of the zero modes creation
operators to obtain the transformation properties of flux
operators. This approach is well explained in Ref. [83].
We apply this procedure to the case of the Kagome lat-
tice.
Here, we restrict the discussion to monopoles with min-
imal magnetic charge q = 1/2. This means there are four
zero modes, two of which must be filled. The q = 1/2
flux operators take the form
Φ†+ ∼ f†+;s,vf†+;s′,v′M˜†+ , (136)
where the label + gives the sign of the magnetic charge,
f†+;s,v is a zero mode creation operator and M˜†+ defines
a bare 2pi-flux creating operator, an operator similar to a
monopole operator but with all the zero modes empty (in
what follows, we refer to it as the bare monopole opera-
tor). The six different zero modes filling can be organized
as a triplet of SU(2)valley and a triplet of SU(2)spin, yield-
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Table V: Transformation properties of spinons under discrete symmetries of the KHAFM [19] where µC6 = (µ1 + µ2 − µ3)/
√
3
and µRy = −(µ1 + µ3)/
√
2.
Ta1 Ta2 Ry C6 T
Ψ→ iµ2Ψ iµ3Ψ exp
(
ipi
2
µRy
)
(iτ1) Ψ exp
(
2pii
3
µC6
)
exp
(
ipi
6
τ3
)
Ψ (iσ2) (−iµ2) (iτ2) Ψ
Table VI: Transformation properties of the q = 0 coplanar
AFM order n shown in Fig. 9 under Kagome lattice discrete
symmetries and time reversal[19].
Ta1 Ta2 Ry C6 T
n→ n n n∗ e 2pii3 n −n∗
ing three valley-type and three spin-type flux operators:
Φ†+;1,2,3 =
1
2
f†+;s,v
[
(iσ2)ss′ (iµ2µ1,2,3)vv′
]
f†+;s′,v′M˜†+ ,
(137)
Φ†+;4,5,6 =
i
2
f†+;s,v
[
(iσ2σ1,2,3)ss′ (iµ2)vv′
]
f†+;s′,v′M˜†+ ,
(138)
where the global phases are chosen to reproduce the flux
operators introduced in [31]. We focus on spin-type flux
operator for which we introduce the following short-hand
notation
(Φ†+;4,Φ
†
+;5,Φ
†
+;6) ≡ Φ†+;S ≡ F †+;SM˜†+ . (139)
The flux operator with spin down quantum number is
1
2
(
Φ†+,4 − iΦ†+;5
)
= if†+;↓,−Qf
†
+;↓,QM˜†+ . (140)
We define monopole operators, similar to Ref. [83], as
combinations of flux creation operators and anti-flux de-
struction operators, e.g. spin-type monopole operators
are given by
S† ≡ (S†1 ,S†2 ,S†3)
=
(
Φ†+;4 + Φ−;4 , Φ
†
+;5 + Φ−;5 , Φ
†
+;6 + Φ−;6
)
.
(141)
The transformations properties of these operators are
obtained as follows. The transformation properties of the
zero modes creation operators F †+;S can be found using
Tab. V. As for the bare monopole M˜†+, its transforma-
tions are partially constrained by symmetries and the
requirement that flux operators Φ†+ and anti-flux oper-
ators Φ†− transform between themselves. This does not
completely fix U(1)top phases which were determined nu-
merically in Refs. [19; 31] and analytically [82]. From
these transformations, one can then find how flux oper-
ators and monopole operators transform under symme-
tries. The transformation properties of all the operators
mentioned above are shown in Tab. VII. The definition of
spin-type monopole operators was chosen (141) such that
these operators are odd under time reversal. Note that
the C6 transformation induces an additional phase com-
mon to all the monopole operators which can be dropped.
By comparing Tab. VI and Tab. VII, we see that the spin
Table VII: Transformation properties under Kagome lattice
symmetries and time reversal of a bare monopole M˜†+, of a
spin-type combination of zero modes creation operators F †+;S
and the corresponding flux operators Φ†+;S and monopole op-
erators S†.
Ta1 Ta2 Ry C6 T
F †+;S → F †+;S F †+;S −F †−;S F †+;S F †−;S
M˜†+ → M˜†+ M˜†+ M˜†− e
2pii
3 M˜†+ −M˜†−
Φ†+;S → Φ†+;S Φ†+;S −Φ†−;S e
2pii
3 Φ†+;S −Φ†−;S
S† → S† S† S e 2pii3 S† −S
triplet monopole S† is the right operator to produce the
q = 0 AFM order.
C. Quantum phase transition
The confinement-deconfinement mechanism intro-
duced earlier is thus appropriate to describe the tran-
sition from the DSL to the q = 0 coplanar AFM
on the Kagome lattice. Following the condensation
of a spin-Hall mass driven by the cHGN interaction,
spin-type monopole operators proliferate [30] and con-
dense the AFM order. In terms of lattice operators,
the spin-Hall bilinear Ψ¯σΨ, or equivalently the aux-
iliary boson φ, corresponds to a vector spin chiral-
ity V a ∼∑〈ij〉∈7 (~Si × ~Sj)a [19], where 7 denotes an
hexagonal plaquette on the Kagome lattice. In this lan-
guage, the transition is driven by the second neighbor
antiferromagnetic interaction which condenses the vector
spin chirality, which in turn allows the monopole opera-
tors to proliferate on the lattice.
We have just seen that lattice quantum numbers are
important to identify the spin down monopole opera-
tor as the right operator to induce the AFM. They
also determine which combinations of monopole oper-
ators transform trivially under all the symmetries of
the DSL and thus constitute allowed perturbations in
this phase. By inspection of Tab. VII, the sextupled
spin down monopole operator, O = (S†1 − iS†2)6 + h. c.
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is identified as a symmetry-allowed perturbation. This
is reminiscent of the role that n−tupled monopole op-
erators play for the Neel-VBS transition described by
CPNb−1 bosonic theory [20; 51; 84; 85]. The perturba-
tionO′ = S†1S2 + h. c. also respects the symmetries of the
Kagome lattice. Among those symmetric perturbations
built from spin down monopole operators OS , the one
with the lowest scaling dimension ∆OS controls the scale
ξS of the AFM order. The spin-spin connected correla-
tion function is controlled by this length scale ξS and the
scaling dimension ∆q of the spin down monopole oper-
ator (see Tab. I), scaling as 〈n(r) · n†(0)〉c ∼ 1/r2∆q for
r  ξS .
Determining the scaling dimension of these monopole
perturbations OS for 2Nf = 4 is important, as the quan-
tum phase transition works out very differently whether
these operators are relevant at the QCP or not [86]. If all
allowed monopole perturbations OS turn out irrelevant
at the QCP — as is the case for all monopole opera-
tors in the large−Nf limit — then these perturbations
are dangerously irrelevant, and monopole operators only
proliferate once the spin-Hall mass is condensed. Said
otherwise, the QCP is a simple fixed point with one rel-
evant direction being controlled by the boson mass m2φ.
The length scale ξ controlling the spin-Hall mass con-
densation is then determined by the critical exponent
ν−1 = d−∆φ2 . The vector spin chirality connected cor-
relation function depends on this length scale ξ and on
the scaling dimension ∆V given by min(∆φ,∆Ψ¯σaΨ) (see
Tab. IV) at leading order in the loop-expansion [18], scal-
ing as 〈V (r) · V (0)〉c ∼ 1/r2∆V for r  ξ. In this case
where the monopole perturbation is a dangerously irrel-
evant operator, the two length scales ξS and ξ are inter-
dependent [18]. At intermediate scales ξ  L ξS , the
system is described by a spin liquid where the spinons are
gapped since a spin-Hall mass is condensed. At longer
scale L ξS , the spinons are confined and the system is
well described by the AFM phase.
VIII. CONCLUSION
We have computed the scaling dimension of monopole
operators at the QCP of a confinement-deconfinement
transition between a DSL and an AFM phase in the large
Nf expansion where 2Nf is the number of fermion flavors.
We find that the lowest scaling dimension of monopole
operators at the QCP is always smaller than at the QED3
point. For the minimal magnetic charge, this scaling di-
mension is ∆q=1/2 = (2Nf )0.19539 +O(N0f ). We have
considered other possible fermion “zero”modes dressings
and found a hierachy in the scaling dimension of differ-
ent monopole operators. We also computed the lowest
scaling dimension and the range of the monopole opera-
tors scaling dimensions using a large q limit. In contrast,
the case of the transition to a chiral spin liquid, where
a SU(2Nf ) symmetric mass is condensed, was shown to
have the same leading order scaling dimension as QED3.
To complement our large Nf analysis, we also studied
the RG flow of QED3 with a spin-dependent Yukawa cou-
pling. We found the existence of the QCP and computed
critical exponents at one loop using the d = 4−  expan-
sion. We characterized the QCP in the case of a Kagome
quantum magnet.
We mainly focused on the transition from a DSL to
an antiferromagnet and oriented our analysis towards its
description. However, the results we obtained for the
monopole scaling dimension would be the same with the
introduction of a valley-dependent interaction (Ψ¯µΨ)2.
We could do a similar development to obtain the scal-
ing dimension of monopole operators. By performing a
large N expansion with N the number of spin compo-
nents, the same scaling dimensions are found. Now, the
monopole operator with the lowest scaling dimension is
the monopole in the valley triplet with eigenvalue −1
under µz. The results at leading order 1/Nf is also un-
changed whether we pick the SU(2)spin symmetric inter-
action (Ψ¯σΨ)2 or an SU(2)spin symmetry breaking inter-
action like (Ψ¯σzΨ)
2. A similar adaptation can be made
for a mixed spin-valley interaction like (Ψ¯µzσzΨ)
2. In
this case, the scaling dimension is also the same at lead-
ing order. It would also be interesting to extend the com-
putation and obtain O(N0f ) corrections using the same
methods as in Refs. [39; 40].
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Appendix A: Regularization of the integrated logarithm
The divergent integral
∫
dω log
(
ω2 + a2
)
can be rewritten by using logA = −dA−s/ds|s=0. The resulting expression
integrates to an hyper-geometric function∫ ∞
−∞
dω log
(
ω2 + a2
)
= − d
ds
∫
dω
(
ω2 + a2
)−s ∣∣∣∣
s=0
= 2
(
− d
ds
a1−2s
[
ω 2F1
(
1
2
, s;
3
2
;−ω2
)]
ω=∞
∣∣∣∣
s=0
)
, (A1)
where it was assumed that a > 0, which is the case in the main text where a = {Mq, ε`}. The analytic continuation
then yields∫ ∞
−∞
dω log
(
ω2 + a2
)
= 2
(
− d
ds
a1−2s
(√
piΓ
(−s− 12)
2Γ(−s)
)∣∣∣∣
s=0
)
= 2
(
−a d
ds
(−pis+O (s2)) ∣∣∣∣
s=0
)
= 2pia . (A2)
Alternatively, we can also regularize this integral by introducing a frequency UV cut-off Λ and by keeping only the
finite part as it is taken to infinity∫ Λ
−Λ
dω log
(
ω2 + a2
)
= 4Λ (log(Λ)− 1) + 2pia+O(Λ−1)→ 2pia . (A3)
Appendix B: Saddle point equations for QED3− cHGN in a thermal setup
In Sec. III, we obtained the lowest scaling dimension ∆q of monopole operators in QED3− cHGN. We did this by
computing the leading order free energy F
(0)
q (19) on S2 × R with appropriate magnetic flux. We saw that in the
case of a SU(2Nf ) symmetric interaction, the computation should be performed on a compactified “time” direction
R→ S1β . Here, we repeat the computation in the former theory now using the “thermal” setup,
F (0)q = −
1
β
log det
[
/D−iµ,Aq +Mqσz
]
(B1)
= − 1
β
∑
σ=±1
∑
n∈Z
dq log [ωn − iµ+ iσMq] + ∞∑
`=q+1
d` log
[
(ωn − iµ)2 + ε2`
] , (B2)
where as before ε` is given by Eq.(32) and ωn are the Matsubara frequencies. First taking the sum over the magnetic
spin degrees of freedom and then regularizing the sum on Matsubara frequencies, this expression becomes
F (0)q = −
1
β
∑
n∈Z
dq log [(ωn − iµ)2 +M2q ]+ ∞∑
`=q+1
2d` log
[
(ωn − iµ)2 + ε2`
] (B3)
= − 1
β
dq log [2 (cosh(βMq) + cosh(βµ))] + ∞∑
`=q+1
2d` log [2 (cosh(βε`) + cosh(βµ))]
 . (B4)
The saddle point equations are
0 =
∂F
(0)
q
∂µ
= −dq
(
sinh(βµ)
cosh(βMq) + cosh(βµ)
)
−
∞∑
`=q+1
2d`
(
sinh(βµ)
cosh(βε`) + cosh(βµ)
)
, (B5)
0 =
∂F
(0)
q
∂Mq
= −dq
(
sinh(βMq)
cosh(βMq) + cosh(βµ)
)
−
∞∑
`=q+1
2d`ε
−1
` Mq
(
sinh(βε`)
cosh(βε`) + cosh(βµ)
)
. (B6)
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The first saddle point equation is solved with µ = 0. This is the reason why the formalism used in the present section
is unnecessary, as it was mentioned in Sec. V. Setting µ = 0 in the second saddle point equation yields
0 =
∂F
(0)
q
∂Mq
∣∣∣∣
µ=0
= −dq
(
sinh(βMq)
1 + cosh(βMq)
)
−
∞∑
`=q+1
2d`ε
−1
` Mq
(
sinh(βε`)
1 + cosh(βε`)
)
. (B7)
We get the interesting result that Mq = 0 is a solution of this saddle point equation. This solution was not observed
by working directly on S2 × R. Assuming Mq > 0, the saddle point equation at leading order in 1/β yields the
following condition
0 = dq +
∞∑
`=q+1
2d`ε
−1
` Mq , (B8)
A non trivial solution Mq 6= 0 can be found numerically as in the main text. We distinguish the trivial and non-trivial
solutions by studying the second derivatives of the free energy at these points. The second derivative in the µ direction
designates imaginary fluctuations of the gauge field and as such has no physical signification. We only compute the
second derivative in the Mq direction
∂2F
(0)
q
∂M2q
∣∣∣∣
µ=0
= −dq
(
β
1 + cosh(βMq)
)
−
∞∑
`=q+1
2d`
((
ε2` −M2q
)
sinh (βε`) + βM
2
q ε`
ε3` (1 + cosh (βε`))
)
. (B9)
We study the cases Mq 6= 0 and Mq = 0 separately. We start with the former case. The second derivative at leading
order in 1/β is
∂2F
(0)
q
∂M2q
∣∣∣∣
µ=0,Mq 6=0
= −2
∑
`=q+1
d`
(
ε2` −M2q
)
ε3`
. (B10)
Using the saddle point condition (B8) obtained for large β, this can be reformulated as
∂2F
(0)
q
∂M2q
∣∣∣∣
µ=0,Mq 6=0
= dq
1
Mq
+ 2
∞∑
`=q+1
M2q
ε3`
> 0 . (B11)
The non trivial solution Mq 6= 0 thus corresponds to a minimum. The case of a vanishing mass Mq = 0 is now studied.
In the large β limit, the second derivative of the free energy at leading order in 1/β is given by
∂2F
(0)
q
∂M2q
∣∣∣∣
µ=0,Mq=0
= −β
4
< 0 . (B12)
Thus, when setting µ = 0, Mq = 0 is a maximum.
Appendix C: Feynman diagrams computation
A RG study of the QED3− cHGNY model was shown in Sec.VI. In the present section, we compute the one-loop
corrections to the wavefunction normalization and coupling constants of this QFT necessary to obtain the RG flow
equations shown in the main text.
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1. Feynman rules
We first write down the Feynman rules of the QED3− cHGNY field theory defined by the lagrangian (72)
= Gsv;s′v′(p) ≡
〈
ψsv(p)ψ¯s′v′(p)
〉
= δss′δvv′
/p
p2
, (C1)
= Dab(p) ≡ 〈φa(p)φb(−p)〉 = δab
p2
, (C2)
= Πµν(p) ≡ 〈aµ(p)aν(−p)〉 = 1
p2
(
δµν + (ξ − 1) pµpν
p2
)
, (C3)
= hσa , (C4)
= ieγµ , (C5)
= 8λ (δabδcd + δacδbd + δadδbc) , (C6)
where ξ is the gauge-fixing parameter for the gauge field aµ. Here, ψsv is a two-component Dirac spinor with magnetic
spin s and valley index v. The mass perturbations can also be treated as interactions with the following Feynman
rules
= m2φδab , (C7)
= mψ , (C8)
= m˜ψσa . (C9)
2. Computation of one-loop Feynman diagrams
We now compute the one-loop Feynman diagrams using the Feynman rules in Sec.C 1. First, let us introduce
shorthand notation. The diagrams involve a momentum shell loop integral factor I˜
I˜ =
∫ k=Λ
k=Λe−l
ddk
(2pi)
d
1
k4
=
(∫
dΩd−1
(2pi)
d
Λd−4
)
dl . (C10)
The momentum space measure is also abbreviated as (dk) ≡ ddk/ (2pi)d. As we write the Feynman diagrams, we
identify the corresponding correction to the normalization factors, δZxi with xi ∈ {ψ, φ, a, e, h, λ}.
a. Three-point functions
We compute the vertex diagrams shown in Fig. 10
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(a) (b) (c) (d)
Figure 10: One-loop vertex diagrams.
[10(a)] = hσa
(
δZ
(φ)
h
)
= h3
∫
(dk)σbG(k)σaG(k)σ
cDbc(k) = hσa
(
−h2 (Nb − 2) I˜
)
, (C11)
[10(b)] = hσa
(
δZ
(a)
h
)
= h (ie)
2
∫
(dk) γµG(k)σaG(k)γ
νΠµν(k) = hσa
(
−e2 (d+ ξ − 1) I˜
)
, (C12)
[10(c)] = ieγα
(
δZ(φ)e
)
= ie (−h)2
∫
(dk)σbG(k)γαG(k)σcDbc(k) = ieγ
α
(
−h2Nb
(
d− 2
d
)
I˜
)
. (C13)
The last diagram involves a longer computation
[10(d)] = ieγα
(
δZ(a)e
)
= ie (ie)
2
∫
(dk) γµG(k)γαG(k)γνΠµν(k)
= ie (ie)
2
∫
(dk)
1
k4
γµγλγαγργν
[
1
d
δµνδλρ +
(
ξ − 1
d (d+ 2)
)(
δµνδλρ + δµλδνρ + δµρδνλ
)]
= ie (ie)
2
∫
(dk)
1
k4
(
(d− 2)2
d
γα +
(
ξ − 1
d (d+ 2)
)(
(d− 2)2 γα + d2γα + γρ (4δαρ − (4− d) γαγρ)
))
= ieγα
(
−e2
(
d− 5 + 4
d
+ ξ
)
I˜
)
, (C14)
where we used gamma identities
γµγαγβγµ = 4δαβ − (4− d) γαγβ , (C15)
γµγνγργλγµ = −2γλγργν + (4− d) γνγργλ , (C16)
and a symmetrization of momentum components appearing in loop integrals,
kλkρ → k
2
d
δλρ , (C17)
kαkβkγkδ → k
4
d (d+ 2)
(
δαβδγδ + δαγδβδ + δαδδβγ
)
. (C18)
b. Two-point functions
The two-point diagrams are shown in Fig. 11. The boson contribution to the fermion self-energy is
(a) (b) (c) (d)
Figure 11: One-loop two-point diagrams.
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δZ
(φ)
ψ = −
∂
∂/p
[11(a)] = − (γµ)−1 ∂
∂pµ
(
(h)
2
∫
(dk)σbG(p− k)σcDbc(k)
)
= (γµ)
−1
(h)
2
∫
(dk)σbG(p− k)∂G
−1(p− k)
∂pµ
G(p− k)σcDbc(k)
= (γµ)
−1
(h)
2
∫
(dk)σbG(p− k)γµG(p− k)σcDbc(k)
=
p→0
δZ(φ)e . (C19)
Similarly, the gauge field contribution is related to another vertex correction
δZ
(A)
ψ = −
∂
∂/p
[11(b)] = δZ(A)e . (C20)
These results are the one-loop version of the Ward identity. As for the boson φ self-energy, it only gets a one-loop
contribution by the fermion
[11(c)] = p2δab
(
−δZ(ψ)φ
)
= − (h)2
∫
(dk) tr{σaG(k)σbG(k + p)}
= − (h)2 (dσdµdγ) δab
∫
(dk)
k · (k + p)
k2 (k + p)
2
= − (h)2 (dσdµdγ) δab
∫ 1
0
dx
∫
(dk)
(k − px) · (k + p (1− x))
[k2 + p2x (1− x)]2
= p2δab
(
2Nfh
2I˜
)
, (C21)
where dσ, dµ and dγ are the size of the respective SU(2) representations, respectively 2, Nf and 2, and where we
introduced a Feynman parameter x. The gauge field also only gets a correction from the fermion
[11(d)] =
(
p2δµν − pµpν/p2
) (−δZ(ψ)a ) = − (ie)2 ∫ (dk) tr{γµG(k)γνG(k + p)}
= e2
∫
dx
∫
(dk)
tr
{
γµ
(
/k − /px
)
γν
[(
/k + /p (1− x)
)]}
[k2 + p2x (1− x)]2
= e2
∫
dx
∫
(dk)
tr
{
(2−d)
d k
2γµγν − x (1− x) pαpβγµγαγνγβ
}
[k2 + p2x (1− x)]2
= 4Nfe
2
∫
dx
∫
(dk)
(2−d)
d k
2δµν − x (1− x) pαpβ
(
δµαδνβ − δµνδαβ + δµβδαν)
[k2 + p2x (1− x)]2
= 4Nfe
2
∫
dx
∫
(dk)
δµν
[
(2−d)
d k
2 − p2
]
+ 2x (1− x) (δµνp2 − pµpν)
[k2 + p2x (1− x)]2 .
(C22)
The polarization tensor should be proportional to the transverse tensor δµν − pµpν/p2. This form cannot be achieved
with a cut-off regularization which breaks Lorentz invariance. Terms that don’t satisfy this form are removed. Since a
pµpν term cannot be generated by expansion of the denominator, the pµpν term in the numerator serves as a reference
to single out the polarization tensor
[11(d)] =
(
p2δµν − pµpν/p2
) (−δZ(ψ)a ) = (p2δµν − pµpν/p2)(4Nfe2(∫ dx 2x (1− x)) I˜)
=
(
p2δµν − pµpν/p2
)(4Nf
3
e2I˜
)
. (C23)
c. Four-point function
The four-point diagrams are shown in Fig. 12.
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+ perm. + perm.
(a)
+ perm.
(b)
Figure 12: One-loop four-point diagrams.
The boson autointeraction’s correction has a contribution from the boson
[12(a)] = 8λ (δabδcd + δacδbd + δadδbc)
(
δZφλ
)
=
1
2
[8λ (δabδef + δaeδbf + δafδbe)] [8λ (δcdδef + δceδdf + δcfδde)] I˜ + perm.
= 8λ (δabδcd + δacδbd + δadδbc)
(
4 (Nb + 8)λI˜
)
, (C24)
where the factor 1/2 is a symmetry factor. The fermion also contributes to the correction
[12(b)] = 8λ (δabδcd + δacδbd + δadδbc)
(
δZψλ
)
= −h4 (tr{σaσbσcσd}+ tr{σdσcσbσa}) I˜
= 8λ (δabδcd + δacδbd + δadδbc)
(
−h4λ−1Nf I˜
)
. (C25)
d. Mass perturbations
Diagrams corresponding to mass perturbation are shown in Fig. 13. Some of the one-loop diagrams for the bilinear
(a) (b) (c) (d) (e)
Figure 13: One-loop diagrams corresponding to mass perturbations.
perturbations can be related to previously computed diagrams
[13(a)] = mψ
(
δZ(φ)mψ
)
= mψNb
1
((2−Nb)h tr{1}) tr{σa[10(a)]a} = mψ
(
Nbh
2I˜
)
, (C26)
[13(b)] = mψ
(
δZ(a)mψ
)
= mψ
1
(h tr{1}) tr{σa[10(b)]a} = mψ
(
− (d+ ξ − 1) e2I˜
)
, (C27)
[13(c)] = m˜ψσa
(
δZ
(φ)
m˜ψ
)
= m˜ψh
−1[10(a)]a = m˜ψσa
(
− (Nb − 2)h2I˜
)
, (C28)
[13(d)] = m˜ψσa
(
δZ
(a)
m˜ψ
)
= m˜ψh
−1[10(b)]a = m˜ψσa
(
− (d+ ξ − 1) e2I˜
)
. (C29)
Only the φ field mass correction requires a new computation
[13(e)] = m2φδab
(
δZ
(φ)
m2φ
)
=
1
2
8λ (δabδcd + δacδbd + δadδbc)
(
m2φδcd
) ∫
(dk)
1
k4
= m2φδab (4 (Nb + 2)λ) I˜ . (C30)
3. Results
The renormalization constants are obtained by summing the corrections found above, Zxi = 1 +
∑
Φ=φ,ψ,a δZ
(Φ)
xi
where xi ∈ {ψ, φ, a, e, h, λ}. In turn, this allows us to obtain the coefficients γxi = −d lnZxi/dl ≈ −dZxi/dl defined
30
in the main text in Eq. (81) which are given by
γφ = 2Nfh
2 , (C31)
γψ =
(
d− 5 + 4
d
+ ξ
)
e2 +Nb
(
d− 2
d
)
h2 , (C32)
γa =
4Nf
3
e2 , (C33)
γe = γψ , (C34)
γh = (d+ ξ − 1) e2 + (Nb − 2)h2 , (C35)
γλ = −4 (Nb + 8)λ+Nfh4λ−1 , (C36)
γm2φ = −4(Nb + 2)λ , (C37)
γmψ = (d+ ξ − 1)e2 −Nbh2 , (C38)
γm˜ψ = (d+ ξ − 1)e2 + (Nb − 2)h2 , (C39)
where we have eliminated the loop integral factor by rescaling the coupling constants
(e2, h2, λ)→
(∫
dΩd−1
(2pi)
d
Λd−4
)−1
(e2, h2, λ) . (C40)
