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Der klinische Befund in der Sicht formaler Sprachen 
von Hans-Jürgen Seelos* 
Zusammenfassung 
In der vorliegenden Arbeit wird versucht, die bei der Behand-
lung formaler Sprachen gewonnenen Erkenntnisse in Analogie 
zu den bekannten Programmiersprachen for die Generierung 
einer Befundsprache zu verwenden. Dabei wird insbesondere 
auf deren Bedeutung for die Synthese und Analyse von Befun-
den hingewiesen. 
Summary 
In the present paper the author tries to apply the knowledge ob-
tained with the formal languages in order to create a clinical-
finding language in analogy to the usual programming langu-
ages. Special consideration is given to its importance for the 
synthesis and analysis of clinical-jindings. 
1 Einleitung 
»Das Problem der on-line Erfassung >harter< Daten, etwa im 
Bereich der Labor- oder Biosignalverarbeitung, kann heute 
trotz mancher Schwierigkeiten als gelöst betrachtet werden. 
Im Gegensatz dazu ist die Erfassung jener Informationen, die 
das Ergebnis direkter ärztlicher Tätigkeit sind, noch weit von 
einer befriedigenden Lösung entfernt« [9]. 
Als Konsequenz daraus ergibt sich die Aufgabe, neue Me-
thoden zu entwickeln und diese anzuwenden. So ist es nicht 
verwunderlich, daß die Verfügbarkeit der Methoden der Infor-
matik in der Medizin [7, 12] auch dazu geführt hat, die Bemü-
hungen um eine syntaktische und semantische Standardisie-
rung der medizinischen Terminologie zu intensivieren [13, 14, 
15,17,18]. 
Im folgenden soll, als weiterer Beitrag zu diesem Problem-
kreis, die Fragestellung untersucht werden, ob die medizini-
sche Fachsprache im Sinne einer formalen Sprache definiert 
werden kann und welche Konsequenzen sich gegebenenfalls 
daraus ableiten lassen. 
2 Methode 
Zur Beschreibung der medizinischen Fachsprache bietet es 
sich an, die Semiotik heranzuziehen. Die Semiotik, d. h. die 
Lehre von den Zeichen und ihrer Anordnung, unterscheidet 
im einzelnen drei Ebenen: 
- Syntax 
Die Regeln einer Grammatik, welche die Aneinanderrei-
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hung von Wörtern definieren, bezeichnet man als Syntax. Z. 
B. <SATZ> = <SUBJEKT> <PRAEDIKAT> <OB-
JEKT>. Syntaktisch falsch wäre daher der Satz »Die Nie-
ren das Blut reinigen«. 
- Semantik 
Als Semantik bezeichnet man den Teil einer Grammatik, der 
sich mit der Bedeutung der Wörter und Sätze beschäftigt. 
So ist etwa der Satz »Das Blut ist schwerhörig« syntaktisch 
korrekt, während ihm aber keine semantisch brauchbare In-
terpretation zukommt. 
- Pragmatik 
Die von Umständen, wie Zeit, Gefühlen und subjektiven 
Einstellungen, abhängigen Einflüsse bei der Verwendung 
von Zeichen bezeichnet man als Pragmatik. 
Beispielsweise wird die kommunikative Beziehung beim 
ärztlichen Gespräch weitgehend vom ersten Eindruck des 
Arztes vom Patienten (Geschlecht, Lebensalter, Haarfarbe, 
Kleidung, allgemeine Erscheinung) bestimmt, der sich mit 
Voreinstellungen sowohl auf seiten des Arztes als auch auf 
seiten des Patienten überlagern kann. 
Versteht man die medizinische Fachsprache als Untermen-
ge einer natürlichen Sprache, wie z. B. Deutsch, so können ihre 
Eigenschaften folgendermaßen charakterisiert werden. Gege-
ben ist eine Menge von Vokabeln, die zur Spezifikation eines 
Befundes erforderlich sind (Befundbeschreibung). Mit diesem 
Vokabular kann man Sätze bilden (Befund). Dazu müssen die 
Vokabeln entsprechend einem definierten Regelsystem syn-
taktisch richtig angeordnet sein. Für eine medizinische Aussa-
ge (z. B. Befund) ist aber die syntaktische Korrektheit nur eine 
notwendige, aber keine hinreichende Bedingung. Zusätzlich 
gilt es auch die semantische Korrektheit zu gewährleisten. Die 
nachstehenden Ausführungen sollen sich daher nur auf die 
syntaktische und semantische Korrektheit einer medizini-
schen Aussage beschränken, zumal diese für die Handhabung 
der Pragmatik Voraussetzung sind. 
Läßt sich die Syntax relativ leicht einer formalen Beschrei-
bung zugänglich machen, so bereitet dies bei der Semantik in 
der Regel Schwierigkeiten. Wie dies aber für ein eng begrenz-
tes Vokabular trotzdem möglich ist, soll in den nächsten Ab-
schnitten am Beispiel einer Chomsky-Sprache zur Leber-Be-
fundung und zur Befundung einer Röntgenbildaufnahme des 
Thorax aufgezeigt werden. 
Eine Sprache, deren Syntax gewissen formalen Regeln genügt 
und deren Grammatik formalisierbar oder auch mathemati-
sierbar ist, bezeichnet man als formale Sprache. 
Ausgangspunkt für die Generierung einer Befundsprache 
ist der von Chomsky im Jahre 1959 eingeführte Begriff der 
Satzgliederungssprache [3, 4]. Es sei zunächst der Begriff 
»Satzgliederungsgrammatik « eingeführt. 
Eine Satzgliederungsgrammatik G besteht aus einem Qua-
drupel G = (VT, VN, P, S) 
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mit VT = Menge (Alphabet) der Terminals 
Terminals sind Zeichen, aus denen die Objekte ei-
ner Sprache bestehen. 
VN = Menge(Alphabet)derNonterminals 
Nonterminals sind Begriffe, mit deren Hilfe die 
Syntax beschrieben wird. Nonterminals werden 
ausschließlich mit Großbuchstaben bezeichnet 
z. B. »ORGAN«. 
S tVN ist ein ausgezeichnetes Nonterminal mit der syn-
taktischen Bedeutung »Satz«. 
P: ist ein Regelsystem mit endlich vielen Regeln der 
Form <Pi---+ (J)i (i = I, 2, ... , n) wobei <Pi und (J)i 
StringsüberVmitV = VNv VT sind. 
Für eine zur Satzgliederungsgrammatik G gehörige Satzglie-
derungssprache L(G) gilt somit: Ist W(VT) die Menge aller Sät-
ze über VT, dann besteht L(G) aus allen denjenigen Sätzen q t 
W(VT), die entsprechend dem Regelsystem P aus dem ausge-
zeichneten Nonterminal S ableitbar sind: 
L(G) = (qlq t W(VT) 1\ S => Pi· 
In Abhängigkeit der Einschränkungen des Regelsystems P 
unterscheidet man verschiedene Typen von Satzgliederungs-
sprachen: 
- C 3 (reguläre Sprachen), 
- C 2 (kontextfreie Sprachen), 
- Cl (kontextsensitive Sprachen) und 
- Co (allgemeine Sprachen). 
Ist Ci (i = 0, 1,2,3) die Menge der Satzgliederungssprachen 
vom Typ i, so gilt: C3 c C2 C Cl C Co. 
Für den Anwendungsbereich Befundsprache sollen im wei-
teren die Typen C 3 und C2 diskutiert werden, bieten diese trotz 
ihres relativ einfachen Regelsystems die Möglichkeit zur for-
malen Beschreibung medizinischer Befunde, wie die nachfol-
genden Beispiele demonstrieren. Hierbei umfaßt das Alphabet 
der Terminals die Vokabeln der Befundsprache. Dem ausge-
zeichneten Nonterminal S, kommt die syntaktische Bedeutung 
»Befundaussage« zu. 
Reguläre Sprachen (Typ C3) 
Sind die Regeln des Regelsystems P einer Grammatik alle von 
der Form A --+ al aB bzw. A --+ alBa, so heißt die Satzgliede-
rungssprache vom Typ C3 (dabei gilt a t VT, A,B t VN) 
Beispiel 1 : 
Gesucht sei eine Satzgliederungsprache L(G) vom Typ C 3 zur 
Beschreibung eines Leberbefundes mit 
L(G) = (q I q beschreibt einen Leberbefund mit den Parame-
tern Druckschmerz, Konsistenz, Oberfläche, Rand, 
Größe). 
Ein Befund, d. h. die verbale Darstellung eines medizini-
schen Tatbestandes, hat zu nachstehenden Fragen Stellung zu 
nehmen 
- was (Organ), 
- wo (Topographie, Lokalisation), 
- wie (Morphologie) 
verändert resp. unverändert (Nullbefund [16]) ist. Ein Leberbe-
fund ist demnach durch die Angabe des Organs (Leber) und 
seiner Morphologie ausreichend charakterisiert. Letztgenann-
te möge durch die Parameter Druckschmerz, Konsistenz, 
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Oberfläche, Rand und Größe beschrieben werden. Die ent-
sprechenden Ausprägungen lauten somit für 
- Druckschmerz: vorhanden, oB 
- Konsistenz: weich, derb, hart 
- Oberfläche: fein, grob, knotig 
- Rand: stumpf, scharf, gekerbt 
- Größe: vergrößert. 
Bildet man alle möglichen semantisch korrekten Kombina-
tionen zwischen den aufgeführten Parametern und ihren ent-
sprechenden Ausprägungen in ein Regelsystem ab, so kann die 
zu L(G) gehörige Satzgliederungsgrammatik G = (VT, VN, P, 
S) angegeben werden: 
VT = (Leber, Druckschmerz, Konsistenz, Oberfläche, 
Rand, vergrößert, vorhanden, oB, weich, derb, hart, 
fein, grob, knotig, stumpf, scharf, gekerbt) 
(DRU, KON, OBER, RAN, GRO, X, K, 0 , R, S) 
S --+LeberDRUI LeberKON I Leber OBER I 
Leber RAN I Leber G RO 
DRU --+DruckschmerzX 
X ---+vorhanden I oB 
KON ---+Konsistenz K 
K ---+weich I derb I hart 
OBER ---+Oberfläche 0 
o ---+fein I grob I knotig 
RAN ---+Rand R 
R --+stumpf I scharf I gekerbt 
GRO --+vergrößert 
Da ausschließlich Regeln der Form A -+ a B resp. A --+ a (A, 
B t V N, a t VT) verwendet wurden, bezeichnet man G und die 
zugehörige Sprache L(G) als rechtslinear. Dieses Rege1system 
genügt nicht nur der eingangs aufgezeigten Syntax eines klini-
schen Befundes, sondern berücksichtigt auch den semanti-
schen Aspekt, wie die Syntaxanalyse zeigt. 
Abb. I. Syntaxbaum zu der Grammatik der CrLeber-Sprache (nach 
dem Top-down-Verfahren). 
a korrekter Eingabestring 










b Leber Konsi stenz stumpf 
Abb. 2. Übergangs graph des 
nichtdeterminierten endlichen 
Automaten zu der Grammatik 
der CrLeber-Sprache mit Start-
zustand Sund Endzustand C. Je-
de Befundaussage der Satzglie-
derungssprache LeG) = jq I q be-
schreibt einen Leberbefund mit 
den Parametern Druckschmerz, 
Konsistenz, Oberfläche, Rand, 
Größe) entspricht einem Weg 
durch den Übergangsgraphen 
des Automaten n. 
Die Syntaxanalyse hat zum Ziel, möglichst effektiv festzu-
stellen, ob ein gegebener Terminalstring x zur Sprache gehört 
oder nicht.Die Aufgabe besteht in der Konstruktion eines Syn-
taxbaumes. Dabei kann einmal durch Rückverfolgung der 
Produktionsregeln ausgehend von den Terminals des Strings x 
das ausgezeichnete Nonterminal S erreicht werden (Bottom-
up-Verfahren), andererseits kann man aber auch den Syntax-
baum von S ausgehend durch Anwendung der Produktionsre-
geln konstruieren und versuchen, die Terminals von x zu errei-
chen (Top-down-Verfahren) [6]. 
Durch die Formalisierung der Befundsprache schlägt sich 
ein Teil der semantischen Unrichtigkeiten in der Syntax nie-
der. Sie lassen sich dann durch eine Syntaxprüfung ermitteln. 
So würde beispielsweise der semantisch unkorrekte String 
»Leber Konsistenz stumpf« bei einer Syntaxanalyse im Ge-
gensatz zum korrekten String »Leber Konsistenz derb« (Abb. 
1 a) eine Fehlermeldung provozieren (Abb. 1 b). Algorithmen 
für entsprechende Computer-Programme zur Syntaxprüfung, 
Parser genannt, finden sich etwa bei FOSTER [6] und HERSCHEL 
[8], so daß an dieser Stelle auf deren Darstellung nicht näher 
eingegangen werden soll. Jedoch möchte der Verfasser darauf 
hinweisen, daß sich mit solchen Verfahren zur Syntaxanalyse 
eine elegante Möglichkeit zur Prüfung von Befunden im Klar-
text andeutet. Wird der Befunder beispielsweise durch vorge-
gebene Strukturen auf einem Erfassungsformular dazu ange-
halten, Freitextangaben im Sinne einer Befundsprache zu spe-
zifizieren, kann vor der rechnergestützten Erstellung eines Be-
fundberichtes [9, 14, 15] der Freitext auch auf semantische 
Korrektheit überprüft werden. 
Äquivalent zu der Grammatik der Cr Leber-Sprache kann 
bei regulären Sprachen ein endlicher Automat 11 = (A, B, Z, y) 
wobei A = Eingabealphabet, B = Ausgabealphabet, 
Z = Zustandsmenge, y = Abbildungsfunktion 
definiert werden. 
Der Zusammenhang zwischen rechtslinearen Grammatiken 
und endlichen Automaten ergibt sich aus nachstehendem Ver-
fahren [8]. Hierbei gilt U, V, C t VN und n, b t VT. 
(i) Jedem Nonterminal entspricht ein Knoten (Zustand), 
jedem Zustand ein Nonterminal. Der Startzustand ent-
spricht dem ausgezeichneten Nonterminal S. 





(ii) Jeder Regel der Form U --+ nV entspricht eine Kante 
vom Knoten U zum Knoten V mit der Bewertung n. 
(iii) Jeder Regel U --+ b entspricht eine Kante vom Knoten 
U zum Knoten C, wobei für den Endzustand das neue 
Nonterminal C eingeführt wird. 
Ein Terminalstring x ist genau dann richtig, wenn der Auto-
mat 11 bei der Abarbeitung des Strings x vom Start-eS) in den 
Endzustand (C) übergeht. 
Wie aus der Abb. 2 ersichtlich ist, akzeptiert der Automat 11: 
ausschließlich semantisch und syntaktisch korrekte Terminal-
strings als »Eingabeworte«. Dies wurde dadurch erreicht, daß 
alle semantisch korrekten Terminalkombinationen mit dem 
Regelsystem P abgebildet werden konnten. Als alternative 
Darstellungsform des Übergangsgraphen (Abb. 2) kann die 
Übergangsmatrix (Tab. 1) und die Abbildungsfunktion ange-
geben werden [8]. 
Im Gegensatz zum oben angeführten Beispiel 1 einer CrLe-
ber-Sprache muß die Syntax der meisten Programmier- und 
Befundsprachen durch eine C2-Sprache beschrieben werden, 
weil dieser Sprachtyp eine Erweiterung des Regelsystems Pzu-
läßt. Eine Satzgliederungssprache L(G) heißt vom Typ 2 oder 
kontextfrei, wenn alle Regeln von der Form A --+ 0) sind (0) t V 
mit V = V NY V T, A t V N)' Die Bezeichnung kontextfrei bezieht 
sich auf den Umstand, daß eine Regel A --+ 0) unabhängig vom 
Kontext angewendet werden kann. 
Beispiel 2: 
Die CJ-Leber-Sprache wird jetzt als CrSprache definiert. 
L(G) {q I q beschreibt einen Leberbefund) 
G (VT,VN,P,S) 
mit VT {Leber, Druckschmerz, Konsistenz, Oberfläche, 
Rand, vergrößert, vorhanden, oB, weich, derb, 
hart, fein, grob, knotig, stumpf, scharf, gekerbt) 
VN {S,ORG,MOD,X, Y,Z, U,GRO} 
SE VN 
P: S--+ORG MOD 
MOD --+Druckschmerz X I Konsistenz Y I Oberfläche 
ZIRandUIGRO 
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Tab. I. Übergangsmatrix für die Grammatik der Cr Leber-Sprache 
Zustände 
Eingabe- DR- KO- OB-
alphabet BEF U N ER 
Leber * ? ? ? 
Druckschmerz ? X ? ? 
Konsistenz ? ? K ? 
Oberfläche ? ? ? 0 
Rand ? ? ? ? 
vergrößert ? ? ? ? 
vorhanden ? ? ? ? 
oB ? ? ? ? 
weich ? ? ? ? 
derb ? ? ? ? 
hart ? ? ? ? 
fein ? ? ? ? 
grob ? ? ? ? 
knotig ? ? ? ? 
stumpf ? ? ? ? 
scharf ? ? ? ? 
gekerbt ? ? ? ? 
* = DRU, KON, OBER, RAN, GRO 
? = Fehlerausgang 
RA- GR-
N 0 X K 0 R C 
? ? ? ? ? ? ? 
? ? ? ? ? ? ? 
? ? ? ? ? ? ? 
? ? ? ? ? ? ? 
R ? ? ? ? ? ? 
? C ? ? ? ? ? 
? ? C ? ? ? ? 
? ? C ? ? ? ? 
? ? ? C ? ? ? 
? ? ? C ? ? ? 
? ? ? C ? ? ? 
? ? ? ? C ? ? 
? ? ? ? C ? ? 
? ? ? ? C ? ? 
? ? ? ? ? C ? 
? ? ? ? ? C ? 
? ? ? ? ? C ? 
Die Matrizenelemente beschreiben die Zustände, in die der Automat 
übergeht, wenn ein Eingabezeichen (Zeile der Matrix) im als Spalten-
element angegebenen Zustand eingegeben wird. 
ORG -+Leber 
X -+vorhanden I oB 
Y -+weich I derb I hart 
Z -+fein I grob I knotig 
U -+stumpf I scharf I gekerbt 
GRO -+vergrößert 
Im Vergleich zur Grammatik des Beispiels 1 können die Re-
geln S -+ Leber DRU I Leber KON I Leber OBERI Leber 
RAN I Leber GRO 
jetzt ersetzt werden durch 
S -+ORGMOD 
ORG -+Leber 
MO D -+ Druckschmerz X I Konsistenz Y I Oberfläche Z I 
RandUIGRO. 
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Das Regelsystem wurde also von ursprünglich lO Regeln 
der Grammatik der CrSprache auf nun 8 Regeln der Gramma-
tik der C 2-Sprache reduziert. Durch die Zuordnung des Termi-
nals »Leber« zum Nonterminal »ORG« ist jetzt bei komplexe-
ren Anwendungsfällen die Möglichkeit gegeben, den Parame-
ter Druckschmerz auch auf andere Abdominalorgane, wie et-
wa Milz und Nieren, zu beziehen. 













-+LI MOD I ORG MOD I ORG VER 
-+ Niere I Milz 
-+Leber 
-+ Druckschmerz X 
-+vorhanden I oB 
-+Konsistenz Y I Oberfläche Z I Rand U I GRO 
-+weich I derb I hart 
-+fein I grob I knotig 
-+stumpf I scharf I gekerbt 
-+vergrößert 
VT = (Niere, Leber, Milz, Druckschmerz, Konsistenz, Ober-
fläche, Rand, vergrößert, vorhanden, oB, weich, derb, 
hart, fein, grob, knotig, stumpf, scharf, gekerbt) 
VN = (S,MOD,ORG, VER, X, Y,Z, U,GRO,LI) 
Das nachfolgende Beispiel 3 einer C2-Sprache zur Röntgen-
bildbefundung einer Lungenaufnahme möge die bisherigen 
Ausführungen zusammenfassend veranschaulichen. 
Beispiel 3: 
L(G) = ( q I q entspricht einem Röntgenbefund der Lunge mit 
den Parametern Verschattung, Kalkflecken, verminderte Ge-
fäßzeichnung) 
G = (VN, VT, P, S) 
mit VT = (Lunge, Verschattung, verminderte Gefäßzeich-
nung, Kalkflecken, mit Aufhellung, mit Ringschat-
ten, Fremdkörper, kalkhart, dicht, wenig dicht, 
rundlich, eckig, generalisiert, streifig, flächig, rechts, 



















-+Rli Rl R2 
-+ Verschattung Z I verminderte 
zeichnung I Kalkflecken 
-+TOPO DICHT FORM BEG 
Gefäß-
-+mit Aufhellung I mit Ringschatten 
Fremdkörper I kalkhart I dicht I wenig 
dicht 
-+rundlich I eckig I generalisiert I 
streifig I flächig 
-+rechts I links I beidseitig 
-+oben I mitte I unten 
-+unscharf I scharf 
Wie unschwer einzusehen, handelt es sich um eine Sprache 
vom Typ C 2• Ein entsprechender Syntaxbaum ist in Abb. 3 dar-
gestellt. 
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Abb. 3. Syntaxbaum für 
die Grammatik der C2-
Sprache des Beispiels 3 
mit Eingabestring » Lun-
ge rechts Verschattung 
links oben mit Ringschat-
ten flächig unscharf«. 




An drei Beispielen wurde eine Methode aufgezeigt, mittels der 
Theorie formaler Sprachen eine »Befundsprache« zu ent-
wickeln. 
Die Grammatik solch einer Befundsprache kann von zwei 
unterschiedlichen Standpunkten aus betrachtet werden. Ein-
mal kann sie als formale Methode zur Erzeugung aller mögli-
chen richtigen Sätze einer Sprache aufgefaßt werden. Die Re-
geln sind dann zur Synthese aller zulässigen Befunde einer 
Sprache zu verwenden (Entwicklung von Befundbeschreibun-
gen). In diesem Fall liegen die Schwierigkeiten darin, Gram-
matiken zur Erzeugung solcher Befundsprachen zu erstellen. 
Andererseits kann ein vorliegender Befund syntaktisch und 
semantisch mittels Parsern (z. B. trial and error, bottom-up 
oder top-down Verfahren ohne Rücksetzen) geprüft werden. 
Dieser Aspekt ist insbesondere bei der Prüfung von klar-
textlich spezifizierten Befunden bedeutsam. 
Darüber hinaus resultiert aus der theoretischen Durch-
leuchtung dieser Thematik ein Formalismus, der zwangsläufig 
eine höhere Präzision der dem Befunder angebotenen Befund-
beschreibungen [5,14] zur Folge haben wird. 
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Automatie Generation of Design and Related Matrices by Formula 
Proeessing Computer Programs 
H. D. Quednau* 
Summary 
A system of computer programs is presented wh ich is able to 
build up design, hypothesis, and contrast matrices for any kind 
of experimental designs. The model on which the respective 
analysis is based, is described to the system by some equations 
whose syntax closely resembles mathematic formula language; 
these equations are used to build up automatically the desired 
matrices. The programs are written in the formula processing 
computer language PL/I-FORMAC and are fully compatible 
with PL/l-programs; an invocation from a FORTRAN-pro-
gram is also possible. The practical application of the program 
system is demonstrated by several examples, wh ich are based 
on different models in which design matrix dependent distribu-
tions are involved. 
Zusammenfassung 
Es wird ein System von Computer programmen vorgestellt, mit 
dessen Hilfe sich Struktur-, Hypothesen- und Kontrastmatri-
zen for beliebige Versuchsanlagen generieren lassen. Das Mo-
dell, das der jeweiligen Analyse zugrunde liegt, wird mit eini-
gen Gleichungen beschrieben, deren Syntax eng an die ge-
wohnte mathematische Formelsprache angelehnt ist; aus die-
sen Gleichungen werden die gewünschten Matrizen automa-
tisch aufgebaut. Die Programme sind in der formelverarbeiten-
den Computersprache PL/I-FORMAC geschrieben und mit 
PUl-Programmen voll kompatibel; auch ein Aufruf von FOR-
TRAN-Programmen ist möglich. Die praktische Anwendung 
des Programmsystems wird an mehreren Beispielen erläutert, 
denen verschiedene Anwendungsfälle von Verteilungen mit 
Strukturmatrizen zugrunde liegen. 
1. Introduction 
Design matrices play an important part in the field of modern 
statistics. Any analysis of variance, covariance, or regression 
can be expressed in terms of the linear model, where the expec-
tation of the random vector or matrix is the product of a design 
matrix and the vector (univariate case) or matrix (multivariate 
case) of design parameters. Further applications of design ma-
trices are the general linear model, where multiplicative rela-
tions between parameters are admitted, and the analysis of 
Poisson or binomial variables, where the respective parame-
ters Ai or Pi are obtained by transforming the scalar product of 
* Institute of Geneties, University of Bonn, Federal Republie of Ger-
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line i ofthe design matrix and the vector of design parameters, 
e.g. by a logit or an arc-sine transformation. Ifthe design par-
ameters are fixed, then linear hypotheses can be formulated by 
means ofthe hypothesis matrix Hand a result matrix R by 
Ho:H . P = R. 
A set L oflinear contrasts between the lines of H . P can be for-
mulated using contrast matrices 
L = C . (H . P). 
A linear subhypothesis concerning a subset of the lines of 
H . P can be formulated by: Hos : Cs (HP) = R s, where the lines 
of Cs are a set of independent lines of the contrast matrix C. 
In the univariate case, the matrices P, R, and L reduce to the 
respective vectors p,r, andl. 
In non-standard applications, for instance if an unbalanced 
diallel analysis with complicated reparametrization condi-
tions is concerned, the construction of design, hypothesis, and 
contrast matrices or vectors can be tedious and error prone. 
WILKINSON and ROGERS (1973) have published an Anova pro-
gram which automatically generates the design matrix in the 
case of certain hierarchical and factorial designs. The present 
paper presents a set of computer programs which build up de-
sign, hypothesis, and contrast matrices by symbolic manipula-
tion of some mathematical formulas that describe the model 
on which the analysis is based, without any restrictions co ncer-
ning the kind of this model. 
The computations which were necessary to develop the pro-
gram system and to test out the given examples were perform-
ed on the IBM 370/168 ofthe computing centre at the universi-
tyofBonn. 
2. The FORMAC Language 
The computer programs which set up the design, hypothesis, 
and contrast matrices by means of formula manipulation, are 
written in the computer language PLlI-FORMAC (FORmula 
MAnipulation Compiler). This language is an extension of 
PL/I, such that any valid PL/I -statement remains valid also in 
PL/I-FORMAC. To give an idea of the structure of the lan-
guage, let us consider the following FORMAC-statements: 
LET(A(l) = X * Y+ Z ; A(2) = 5 * Y; R = A(1)+ A(2); 
C = COEFF(R; Y)) ; PRINT _ OUT(C); 
When these statements are executed, the character string »C = 
5 + X« will be printed. 
An important feature of PL/I-FORMAC is the use of 
CHAIN-variables, whose value is a list of atomic FORMAC-
symbols. CHAIN-variables can be concatenated with one an-
other or with any other variables. Thus, the statement LET (C I 
= (A,B);C2 = (C,D,E);C3 = (CI,C2,F,G,H(I),3))results 
in C3 +-' (A, B, C, D, E, F, G, H (1), 3)'. The ith element of a 
chain c can be referred to by the expression ARG(i, c). Thus, 
»LET(X = ARG (8, C3))« => X+-' H (I)'. 
PLlI-FORMAC has been defined in IBM-CORP (1967) 
and was first designed to cooperate with object modules pro-
duced by the PL/I-F-compiler. An enlarged version, named 
FORMAC 73 and published by BAHR (1977), can be used to-
gether with the products ofthe PLlI-OPTIMIZING or PLlI-
CHECKER compilers. With the exception of the additional 
features in FORMAC 73, the two versions are compatible on 
the source level. Furthermore, we have written a set of PL/I-
programs which can be used instead ofthe FORMAC-subrou-
tines. These programs invoke a FORTRAN-written LISP-in-
terpreter (a slightly modified version of the LISPI-system pub-
lished by NORDSTRÖM et al. in 1973), and performs formula ma-
nipulation by me ans of the LISP-based system LIBAFORM 
(QUEDNAU 1976a, 1979). The combination LISPI-LIBA-
FORM needs only a FORTRAN-compiler as system depen-
dent software, but it requires a greater amount of computer me-
mory and more CPU-time than the FORMAC-system. 
The formula manipulating abilities of PLiI -FO RMAC have 
been used in automatic program generation for maximum like-
lihood estimation (QUEDNAU 1973, 1975, 1976b, C, KLEIN and 
QUEDNAU 1976). 
3. Notational Remarks 
Throughout this paper, we will write real numbers and real val-
ued functions in smallietters, vectors in smallietters with an ar-
row above them, and matrices in capitalletters. Components 








ith component of vector a; 
component of matrix B in line i and row j 
vectorformed byith line ofmatrix B 
vector formed by the jlh row of matrix B. 
number ofthese lines ofvector a, or matrix B, resp 
number of rows of matrix B 
If commonly used symbols are concerned, these mies may 
be violated, e.g. the symbol Fl_aCf" f2), which means the quan-
tile of a F-distribution, is a scalar value. Variables of computer 
programs are always written with Latin capitalletters. 
4. Definition of a Design Matrix 
Let Y be a (n x m)-random matrix, and let 7, called the design 
indexfunction, assign areal vectorto each line index i ofY(i = 
I, .. , n = 1.Y), such thatt(i) = (t,(i); .. , tc(i)). The components 
oft(i) are called the design indicesofthe ifu line ofY. The design 
function d assigns areal vector to the design index vector such 
thatdet(i)) = d(t,(i); .. , t~(i)) = (d l ii; .. ,dri ). Thematrixwhose 
lines are identical to the function values of d, is called the de-
sign matrix S. So we have: 
s\. = det (i)). 
The spectral or density function of Y is supposed to depend 
on the matrix product of the design matrix Sand a matrix P, 
whose components are called design parameters. In the most 
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common applications, we have E(Y) = S· P or E(Y) 
F(S . P), where fij may be, for instance, a 10 git or pro bit trans-
formation. The design parameters may be fixed or random, the 
coefficients of the design matrix may be known or known 
functions ofthe design parameters (see chapter 6.3). 
The notations introduced above may be illustrated by the 
model which underlies a multivariate two way factorial design 
without interactions. The number of levels may be a for factor 
(I), and b factor (2). Let Vi,. ( = ith observation = ith line ofY) be 
taken from level j of (I) and le~el k of (2). Then Vi,. = Vj,k,. ~ 
Nm(~j,b,D= Nm(~ + Uj + ßbL)· 
To make the model unambigous, the parameters are sub mit-
ted to linear constraints: 
a b a-I b-I 
1: Uj = 1: ß k = 0 => U a = - 1: Uj A ß b = - 1: 
j=1 k=1 j=1 k=1 
The parameter set of this model comprises the matrix P = 
(~,Uh ... ,Ua-bßh"" ßb-l )T,and thevectorqwhich consists 
of the (m(m + 1)12) coefficients of the upper triangular part 
(including diagonal) of the symmetric matrix L:. The compo-
nents of P are the design parameters of this modeL 
The two-dimensional design index function 7 assigns the re-
spective level of (I) and (2) to the line indices:7 (i) = (j,k). The 
design index vector (j,k) is transformed by the design function 
d into a (a + b - I)-dimensional vector, such that d(j, k) . P 
= ~j,k' So we get: d, = 1 for all G, k); furthermore, if j 01= a and k 
01= b,thendj+ l = da+k = I anddc = Oforc* pj + I,a + kl;ifj 
= athen d2 = ... = da = - 1 (resulting from first constraint), 
and ifk = b then da+ 1 = ... = da+b- l = - I (resulting from 
second constraint). 
For the density function <p of Y we get: 
n 
<P = II nmCYi,*;Si,.· P,L:}, 
i= I 
where nm is the density function ofthe rn-dimensional normal 
distribution. 
In the case of the analysis of variance, both the design and 
the design index function are integer valued. If covariate data 
are inc1uded into the analysis, then any real numbers can figure 
as design indices and as components ofthe design matrix. Let 
us extend the Anova example described above by assuming, 
that a scalar covariate Cj,k has been observed together with 
~very random vector Vi,. = Vj,k,., and that Vj,k,. - Nm(~ + Uj + 
ß k + Cj,k y, + Cj/ Y2, 1:). 
Table 1. Design indices, design matrix and design parameters for a hy-
pothetical data set (Y,C) in the case of a two-variate bifactorial quadra-
tic analysis of covariance 
I Y C t, h t3 design matrix P 
1 5 8 2 1 1 2 1 1 0 1 0 o 2 4 ~, ~2 
2 6 9 3 2 1 3 1 0 1 1 0 o 3 9 Ul,l Ul ,2 
3 5 9 3 3 1 3 1 -1 -1 1 0 o 3 9 U2,1 u2,2 
4 7 8 3 1 2 3 1 1 0 0 1 o 3 9 ßl,l ßl,2 
5 8 7 4 2 2 4 1 0 1 0 1 o 4 16 ß2,1 ß2,2 
6 6 10 4 3 2 4 1 -1 -1 0 1 o 4 16 ß3,1 ß3,2 
7 8 12 4 1 3 4 1 1 0 0 0 1 4 16 Yl,l Yl ,2 
8 4 6 5 3 3 5 1 -1 -1 0 0 1 5 25 Y2,1 Y2,2 
9 7 9 5 1 4 5 1 1 0-1 -1 -1 5 25 
10 8 10 5 2 4 5 1 0 1 -1 -1 - 1 5 25 
11 5 8 5 3 4 5 1 -1 -1 -1 -1 -1 5 25 
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Now,t (i) = G, k, ej,0. As for the design funetion er, we get for d l 
through da + b -I the same values as in the Anova model, further-
moredG,k,cj,0a+b = cj,banddG,k,cj,0a+b+1 = C/,k' 
Table I shows the design indices, the design matrix, and the de-
sign parameters forthis extended model and a hypothetical da-
ta set (Y, c). 
5. The Formula Manipulating Programs 
5.1 Definition of a simple model 
The usage ofthe formula manipulating programs will best be 
described by an example, which is not too complicated, but 
which, on the other hand, eannot be handled by special purpo-
se programs. The model which will be used here was proposed 
by TOPHAM (1966), making use of former work by HAYMAN 
(1954) and WEARDEN (1964). Somevariations ofthis model are 
described by WALTERS and GALE (1977). TOPHAM writes the ex-
pectation of a metric trait in a cross between a female of geno-
type j and a male of genotype k by 
E(Yi = yj,k,r) = l1 + gj + gk + mj + Wj,k + nj,k 
where r is the replication index, l1 represents the grand mean, gj 
and gk are the parental effects, Wj,k the interactions between 
them, mj the maternal effects and nj,k the interaction between 
maternal and parental effects. The effects may be fixed or ran-
dom, the observation y may be a scalar or a vektor. The par-
ameters are submitted to the following constraints: 
Wj,k = Wkj' nj,k = - nkj' njj = 0 for all G, k). 
Ifthe effects are fixed, we have moreover 
L:gI = L:ml = L:Wj,k= L:Wj,k = L:nj,k = L:nj,k = O. 
1 I j k j k 
In the example modelofthis chapter, we will extend TOPHAM'S 
model by assuming, that E(Yi) depends not only on the genetic 
parameters, but moreover on a covariate Xi = Xj,k,r> so that we fi-
nallyhave 
E(Yi) = E(Yj,k,r) = l1 + gj + gk + mj + Wj,k + nj,k + b . Xi 
5.2 The subprogram GETFMC 
The routine GETFMC, which reads the information ab out the 
design to be analysed from an input file, is invoked by the pro-
grams GETMODL and GETHYP. The input to GETFMC is a se-
ries of statements, each of which either corresponds to the rules 
of a FORMAC-assignment within a LET-command, or is a 
DO-group ofthe form »DO control variable = lower bound 
TO upper bound; st l ; .. . ; stn; END ;«. st l through stn may 
again be either FORMAC-compatible assignments or DO-
groups. When a statement has been read, its information is pas-
sed to the FORMAC-system by invoking »CALL DENFMCI 
(>statement<)« once or, in the case of a DO-Ioop, several times. 
When the DO-Ioop has been finished, the control variable is re-
set to its symbolic value, i. e. it is atomized. Reading a %-sign 
causes the pro gram to return. Thus, if we have on the input file 
L = 10; K = 5; DO I = I TO L; A(I, K) = 0; DO J = 1 TO K 
- 1; 
A(I, K) = A(I, K) - A(I, J); END; END; % 
then, after return from GETFMC, we get 
A(I,5)+- - A(I, 1) - A(I, 2) - A(l,3) - A(I,4), ... ,A(1O,5) 
+-- A(IO, 1) - A(lO, 2) - A(IO, 3) - A(IO,4). 
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5.3 The subprogram GETMODL 
The Programm G ETMO D L first reads in the design ;eneration 
formula d g f, which describes the vector products S i * . P in 
symbolic form, using the symbols of the design parameters and 
the design indices. The design generation formula is stored in . 
an external character string variable, then the sub routine 
GETFMC is invoked. After return from GETFMC, all neces-
sary information ab out the model, the data structure and possi-
ble pro gram switches are supposed to be known to the system. 
The following assignments to FORMAC-variables are requi-
red: 
1 The CHAIN-variable P# LISTmust contain the symbols of 
the design parameters. 
2 The symbols of the design indices must be elements of the 
CHAIN-variables S # LIST or C # LIST. 
3 The FORMAC-variable NTOT contains a number, which is 
equal to the lines ofY; ifY contains more than one row, then 
the number of rows must be stored in NMAN. Other as-
signments are optional and will be described when required. 
If a set of data is to be analysed following the model ofTO-
PHAM's with fixed effects extended by assuming linear de-
pendence on a covariate, then the user must supply the input 
given in table 2. 
The program GETMODL passes information about the di-
mensions of Y and P and the number of design indices to the 
invoking program by integer valued, PL/ I-compatible argu-
ments. 
5.4 The subprogram GENDES 
The program GENDES evaluates the design matrix in a two-
dimensional array, which is passed by the invoking program as 
an argument. An option code argument indicates, if the data is 
already in computer memory (in two 2-dimensional argument 
arrays, one for the observation matrix Y and one for the design 
indices), or ifthey have to be read in. In the latter case, the data 
items have to be written on the input file in the following man-
ner : First stand the current values for those design indices 
which are listed in S # LIST, preceded by arepetition number 
n which dec1ares, how many observations belong to this design 
index combination. Now are following these n observations, 
each ofthem followed by the current values ofthose design in-
dices which are listed in C # LIST. Suppose we have got 3 ob-
servations from the cross of genotype 5 (mother) with genotype 
7 (father), each observation consisting of a bivariate random 
Table 2. Input to program GETMODL, d~fining TOPHAM's model 
MY + G(J) + G(K) + M(J) + W(J,K) + N(J,K) + B. X; 
NN - < number of genotypes involved in the diallel analysis > ; 
DOJ - 2TONN ;DOK - 1 TOJ - 1 ; W(J,K) - W(K,J); 
N(J,K) - - N(K,J) ; END; END; 
G(NN) - 0 ; M(NN) - 0 ; 00 L - I TO NN - ' I ; G(NN) - G(NN) - G(L) ; 
M(NN) - M(NN) - M(L) ; END; 
00 K - I TO NN - I; W(NN,K) - 0 ; N(NN,K) - 0 ; 00 J - I TO NN - I ; 
W(NN,K) - W(NN,K) - W(J,K) ; N(NN,K) - N(NN,K) - N(J,K); END; END; 
00 J - I TO NN; W(J,NN) - 0 ; N(J,NN) - 0 ; 00 K - I TO NN - I ; 
W(J,NN) - W(J,NN) - W(J,K) ; N(J,NN) - N(J,NN) - N(J,K) ; END; END; 
S#LIST - (I,J); C#LIST - (X); P#LIST - (B,MY); 
00 L - I TO NN - I ; P# LIST - (P# LIST,G(L)) ; END; 
00 L - I TO NN - I ; P# LIST - (P# LIST,M(L)) ; END; 
DOJ-ITONN-I ;DOK-JTONN-I; 
P# LIST - (P# LIST,W(J, K)) ; END; END; 
00 J - I TO NN - 2 ; 00 K - J + I TO NN - I ; 
P# LIST - (P# LIST,N(J,K)) ; END; END; 
NTOT = < number of univariate Of multivariate observations > ; 
NMAN = < number of rows of Y, required only in case of a multivariate analysis> ; % 
variable and a covariate. The input stream describing a hypo-
thetical data item could then be 3 5 7 19.26.220020.57.3 250 
25.4 8.2 300, where (19.2, 20.5, 25.4) refer to the first variate, 
(6.2,7.3,8.2) to the second variate, and (200, 250, 300) to the co-
variate. If the repetition number is equal for all S # list design 
combinations, it need occur only once at the beginning ofthe 
input file. Hs overall validity is then indicated by a negative 
sign. - If, for some or all ofthe S # LIST design indices the cur-
rent values can be evaluated by a DO-loop, they need not be ex-
plicitly listed in the input. In this case, the upper bounds ofthe 
indices must be listed in the CHAIN-variable K# LIST. Ifthe 
corresponding lower bounds are not all equal to 1, they must be 
contained in the CHAIN-variable L# LIST. Suppose the dial-
leI analysis comprises 10genotypes, such that the indices j and 
k range from 1 to 10. This can be indicated by writing »K# 
LIST = (10,10);« in the input for GETMODL, and in conse-
quence the design indices J and K will be automatically as-
signed values from 1 to 10 by a nested DO-loop, J being the 
control variable ofthe outer loop, K being changed in the inner 
loop. Iffor some combination of J and K, observation data are 
completely missing, then the corresponding data item consists 
only of the repetition number O. - If the FORMAC-variable 
Y # TRANS is assigned a value of the form 'f ( # Y #)', then 
the random variates will be transformed according to the trans-
formation expressed by f, before they are stored. Thus, the as-
signment »Y # TRANS = LOG ( # Y # 1(1 - # Y # )« causes 
a logit transformation to be performed on each variate. 
When the design-indices are set to their current values, 
either automatically by DO-Ioops or by assigning to them the 
corresponding input data, then the elements of the current line 
of the design matrix are calculated. This is done by evaluating 
the coefficients of each design parameter within the design ge-
neration formula. When data from a cross between genotypes 
5 (father) and 7 (mother) are concerned, and the corresponding 
covariate has the value x = 200, then the design generation for-
mula gets the form 
»MY + G(5) + G(7) + M(5) + W(5, 7) + N(5, 7) + 
B . 200«. 
Thus, the rows corresponding to parameters ll, gs, g7, ms, ws,?' 
and ns 7 will be set to 1, the row corresponding to parameter b 
will be' set to 200, all other rows will contain zeros. 
5.5 The subprogram GETHYP 
The subprogram GETHYP, by invoking GETFMC, reads in 
the information which is necessary to build up the hypothesis, 
result, contrast, and subhypothesis matrices. After return from 
GETHYP, the following assignments are assumed to have 
been performed. 
1 The CHAIN-variable H # LIST has been assigned a list of 
linear combinations of the design parameters, such that the ele-
ments of H # LIST correspond to the lines of the hypothesis 
matrix H which is to be generated. If the result matrix R is not 
equal to zero, then either the CHAIN-variable G# LIST con-
tains the elements of the result vector r (univariate case), or the 
indexed CHAIN-variable R# LIST (i) contains the ith row of 
the result matrix R (general case). 
2 If contrast matrices shall be generated, then the CHAIN-va-
riable @#LIST and/or the indexed CHAIN-variable # # 
LIST(k) have been assigned a list oflinear combinations ofthe 
design parameters, which must be linear dependent on the li-
nes ofH . P. Alternatively, the ith line ofH . P can be referred to 
as »# # # (i)«. In general, the invoking pro gram will use the 
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contrast matrix defined by @ # LIST to construct confidence 
intervals for the respective contrasts, and by the contrast matri-
ces defined by # # LIST(k), it will formulate subhypotheses 
of the form: Hos : Cs • (H . P) = R,. The val ues for the result-
matrices can be stored in the CHAIN-variables G # # LIST(k) 
(univariate case), or R# # LIST(k,i) (genera l case) in the same 
way as it is described for the result matrix R and the CHAIN-
variables G # LIST and R # LIST(i). 
Suppose we want to test, in our example model, if any mater-
nal effects, inc1uding interactions between maternal and pa-
rental effects, are present. Then, the input to GETHYP would 
be : H#LIST = M(1) ; DOI = 2TONN-l ; H#LIST = (H# 
LIST, M(J)) ; END ; 
DOJ = ITO NN-2; DOK = J + ITONN-l;H#LIST = 
(H # LIST, N (J, K)), END; END; % 
Ifwewanttotestthatg1 = g2 + (5,2) 1\ gs = g7, 
then we write : H #LIST = (G(1) - G(2), G(5) - G(7); R# 
LIST(I) = (5 , 0) ; R# LIST(2) = (2,0); %. 
The following example demonstrates, how a set of linear 
contrasts can be generated, which will be used to construct a 
confidence band for the response of cross (5 x 7), the indepen-
dent variable ranging from 100 to 300. In this case, an uni varia-
te model is supposed. 
H # LIST = (G(5) + G(7) + W(5, 7) + M (5) + N(5 , 7), B) ; 
@#LIST = (# # #(1) + 100 *B); DO L = 1 TO 20; 
@#LIST = (@# LIST, # # #(1) + (100 + 10 *L)* B) ; END; 
% 
An example forthe usage of # # LIST(k) will be given in chap-
ter 6.1. 
GETHYPpasses the number of elements ofthe CHAIN-va-
riables H # LIST, R#LIST (or G# LIST, resp.) and @#LIST 
as weil as the range of k in # # LIST(k) to the invoking pro-
gram, such that enough space can be provided for the corre-
sponding hypothesis, result, and contrast matrices. 
5.6 The subprogram GENHYP 
The program GENHYP builds up the hypothesis, result, and 
contrast matrices. The r element ofthe ith line ofH is generated 
by performing : COEFF (ARG(I, H # LIST), p). If contrast 
matrices are to be constructed, the program first builds up a 
provisional matrix C* by : ctj = COEFF(ARG(I, list), Pj), whe-
re list may be @# LIST or # # LIST(l), such that C* . P = 
C . (H . P). If the contrasts are formed correctly, they can be 
expressed as linear combinations of the lines of H . P, and we 
have:C = C*· HT(HH1)- I. 
For the construction ofthe result matrix, only the elements 
of R# LIST or G # LIST have to be changed from FORMAC 
numbers into PL/I numeric variables. 
6. Classes of Statistical Models in which Design Matrices 
are Involved 
In this chapter, three specific cases of design matrix dependent 
distributions will be presented. Each ofthem is exemplified by 
a model ofbiological importance. Moreover, it will be describ-
ed which kinds ofbiometric analyses can be performed using 
the respective design and related matrices. Only such algo-
rithms will be referred to, which are either published as compu-
ter programs, or for which programs can easily be made. 
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6.1 The general linear model withfixed effects 
If the lines of Y are independent and distributed like: Yi,. -
Nm ( (Si . P) T, 1), where the covariance matrix L is equal for all 
line indices i, the design matrix S is completely known, and P 
contains only fixed design parameters, then we have a realiza-
tion ofthe general linear model with fixed effects. In this case, 
efficient estimates for the parameters are obtained by 
~ .~T ~ (S ~ ~ )T(S ~ ~ ) 1 M' . p . ,j.r . ,j · r . ,j= .p . ,j-y . ,j ·p . ,j-Y. ,j - In, 
L = (n-k) - lrTR, 
where k = I.P = number of design parameters. If S 
is weil conditioned, f> can be ca1culated by: f> = (STS) - 1 STy, 
otherwise an orthogonalization method can be used (GEIDEL 
and PRECHT 1978). Forthe m columns ofthe residual matrix R 
wehave:[ • . - Nn(O, O'jj' Q), whereQ = In - S(STS)- IST,j 
= I, ... , m~ and O'jj is the yh element ofthe diagonal of L. 
With the help ofY, S, and Q, a test can be set up to prove the 
validity of the supposed model: If the model is correct, then 
any orthonormal base B of Q will transform the vectors of resi-
duals into random vectors, whose components are indepen-
dent, and have expectation 0 and equal variance: 
~ ~ 2 
B . r . ,j - N n_rn (0 , 0' c . In _ rn) 
So, the validity of the model can be tested by proving the nor-
mality of B . [ • .. This can be done by the well-known x2-test 
or by methods w'hich make use of the distribution of the 3rdand 
4th sampie moments of a normally distributed variable (GEB-
HARDT 1966, d'AGOSTINO and PEARSON 1973, and BOWMAN 
1973). An orthonormal base can be obtained by B = D- 1/2 MT, 
where M is composed by the (n-m) eigenvectors of Q, and the 
diagonal matrix D contains the respective eigenvalues. PUTTER 
(1967) describes the construction of orthonormal bases which 
are suitable for certain special designs. 
Whereas the method of orthonormal bases allows for testing 
the global validity of the model, other procedures have been 
described to detect single outliers within the data set. ANSCOM-
BEand TUKEY (1963), ANDREWS (1971), and BEHNKEN and DRA-
PER (1972) suggest using the studentized residuals tij = 
ri j / VO'jj qi,i' where O'jj and qi,i mean the jth diagonal element of 
Land the ith diagonal element of Q, resp. Lu ND (1975) worked 
out an easily practicable test, which is based on papers by EL-
LENBERG (1973) and PRESCOTT (1975): Ifno outlier exists in y. , 
then, with probability (1 - a), the abso1ute1y 1argest ti is lesJs 
than a tabulated value which depends on a, n, and m. COOK 
(1977) presents a function ofS, Yand i, whose value measures, 
for each line number i, how far a hypothetical outlier Yij would 
influence the estimate ofp • .. 
A linear hypothesis condming the design parameter matrix 
P can be formulated by means ofthe hypothesis matrix Hand 
the result matrix R : Ho : HP = R. A test ofHois based on a test 
functionoftherandomvariablesSPrest = (n - k) .!andSPhyp 
= (HP - R) T[H(STS) - I H j- I (HP - R). 
If S is so ill conditioned that (STS)-1 cannot be obtained, 
then SPhyp can be calculated by : SPhyp = SPrest - SPo, where 
SPo is the SPrest ofthe model restricted by Ho· Generally, SPo 
will be obtained in a second run of the same pro gram, which 
has calculated the design parameters and the SPrest for the full 
model. 
For the multivariate case, several different test functions 
have been proposed. KRES (1975) gives a survey on the mu1tiva-
riate methods developed so far, WEILING and UNGER (1977) 
have compared their respective efficiency. For the variances 
O'jj, simultaneous confidence intervals can be constructed 
using the method of JENSEN and JONES (1969). 
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In the univariate case, the random variables 0' - 2 SPhyp and 
0' - 2 SPrest are independent and have a x2-distribution with z 
and (n - k) degrees of freedom, where ()2 = 0'1 1 and z is the 
number oflines of H . From this follows that ' 
~~hYP. n-k _ F(z,n _ k),and, withprobabi1ity(1 - a), the 
rest Z 
following inequation holds: 
cg - gT Q cg _ g) _ i; ~ 0, where g = Hp, g = H . p, 
Tj - l Q = [H(STS) - IH , and i; = FI _u(z, n - m) .z. &2. 
Using this inequality we can 1 test linear subhypotheses of 
Ho, where the probability of rejecting at least one true sub-
hypothesis, is at most equal to a, and 2 construct simultaneous 
confidence intervals for any linear contrasts ofg. 
Let C be a matrix with r . C = z,I.C = w < z and rank (C) 
= I.C, such that C . (H . jJ) = C . gis a set of independent li-
near contrasts ofg. To test the subhypothesis : Hos : C . g = [ s, 
we have to find 
min - -4 T ii: -4 .. 
as = =/C (g - g) Q \g - g), where the constramt Con Im-g on 
plies : C . g - [ s = 0. 
If as > i;, then Hos is rejected, because in this case, there is no 
vector g inside the confidence interval of gwhich fulfils the 
equation imposed by Hos. 
The constraint minimum as ® can be transformed to an un-
constrained minimum with the he1p ofLagrangian multipliers: 
as = min (l(P, X" )) = IRin ci - g)T Q ci - g) + 
p,t.. 
~ t..s • [d: cst ' gt) - rJ 
s =l t=I ' 
z 
Since :! = 2· L qi,t(gt - gJ + 
gi t= I 
01 z _ 
and ot.. = L (cs,tgt) - rs, 




the minimization ofl, which is identical to the determination of 
the root of» ~I~ = 0«, leads to a system oflinear equations 
d(g,t..) 
which can readily be solved: 
(~ CT). (g') = (2 , Q . g) C O~· [ 
Simultaneous confidence intervals of any linear contrasts 
cT . g can be obtained by optimizing c T . gunder the con-
straint. 
Con : ci - 8)T . Q . ci - g) - i; = O. The constrained€xtre-
me values ofcTg are: 
min,maxcT . g = c T . g ± Vi;.cTQc 
g / Con 
(SCHEFFE 1953). 
BOUDEN (1970) gives a survey on further sets of confidence 
intervals, which can be constructed using Sand H in the case of 
the univariate general model. 
If the variances of the Yi are not equal, but their ratios are 
known, then we can achieve homoskedasticity by a linear 
transform, as we have 
In a similar way, a multivariate random variable can be 
transformed into a set of approximately independent univaria-
tes with variances equal to unity, using f as weight matrix 
(WOTIAWA 1974). 
When the design and hypothesis matrices have been set up, 
the numerical evaluation of the analysis can be performed 
using some standard system of computer programs. Critical 
surveys on algorithms and published computer programs are 
given by NOWAK (1975), PRECHT (1978) and GEIDEL and 
PRECHT (1978), moreover the system of BRYCE and CARTER 
(1974) should be mentioned. 
If a reparametrization has been omitted such that STS may 
be singular, the analysis can be performed as described by 
NOLLAU (1975) with the help of RAo's (1962) generalized inver-
se. A simple FORTRAN program to calculate the generalized 
inverse has been published by RusT et al (1966). Investigations 
on estimable linear combinations in the case of a singular STS 
have been done by BERCHTHOLD (1977). 
The distance between a hypothesis Hoj : H . P = g oj and the 
respective true statement can be measured by the expression 
yn=röjwith 
Oj = (H . P - goj?H(STS)-1 HT(Hp - goj)(BULMER 1958). 
Simultaneous confidence intervals for any number of Oj, 
which are valid together with the Scheffe-intervals for linear 
contrasts, are obtained by: 
max [0, (~ - Vc)2] :$ Oj :$ (~ + Vc)2: 
wherec = z . &2 . FI _a(z,n - k). Ashorter, nonsimultaneous 
interval for a special 0 can be obtained using the non-central 
F-distribution, which can be approximated by the central F-
distribution by transformation rules given by PATNAIK (1949). 
Iftwo hypotheses Hol and H02 shall be tested using the same 
set of observational data, then the independence of Hol and 
H02 can be proved in the following way : The user formulates 
the compound hypo thesis 
H 1\ H HI - gl d h h . 01 02 :-H . p = =-an ast ematnx 
2 g2 
H I "", H I T I T 1\ . U = COU(H2 . p) = H2 . (S S)- . (HI :H2 Jpnntedout.If 
Hol and H02 are independent, then Uij = 0 for all (i,j) with i > 
Zl " j :$ Zl or j > Zl " i :$ ZI, where ZI is the line number of H I. 
FORKMAN and SEYFFERT (1977) have developed a model to 
describe the expectation of a quantitative trait which is depen-
dent on several genes. In the case of310ci L(a), L(b), L( c), each 
of which have two alleles gr and gd (g = a, b, c) they get: E(Yi = 
Yj,k,l) = Z + aj + bk + <1 + (ab)j,k + (acj,1 + (bC)k,1 + (abc)j,k,l,j, 
k, I E {0,1,2} (model 2 ofthe cited paper). The indices ofthe ef-
fects of the 3 gene loci are 0, if individual i is homozygous for 
gene gr in the respective locus, they are 1 if it is heterozygous, 
and they are 2 ifit is homozygous for gd. The effects ofthe alle-
les gr are taken as reference values, as weil for the main effects 
as for the interactions. Therefore all parameters which have a 
zero in their index set, are zero by definition: 
ao = bo = Co = (ab)o,. = (ab). ,o= (ac)o,. = (ac).,o = (bc)o,. = 
(bc). ,o = (abc)o,.,. - (abc). ,o,.,. = (abc).,. ,o = O. 
The parameter z is thus defined as the expected value of an in-
dividual with genotype (ar, b r, cr). 
The model can readily be extended to more than 3 gene loci 
and more than 2 alleles per gene locus; moreover parameters 
can be added which account for environmental effects and in-
teractions between environment and genotype. 
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Table 3. Statements defining FORKMAN's and SE YFFERTs model 
a Input to program GETMODL 
z + A(J) + B(K) + ceL) + AB(J,K) + AceJ,L) + BceK, L) 
+ ABceJ,K,L) ; 
S # LIST ~ (J,K,L) ; 
P# LIST ~ (Z,A(I),A(2),B(I),B(2),cel),ce2)) ; 
DOLl ~ I T02 ;DOL2 ~ I T02; 
P#LIST ~ (P#LIST,AB(Ll,L2),AC(Ll,L2),BceLl,L2)) ;END ; END; 
DOJ ~ I T02 ;DOK ~ I T02 ;DOL ~ I T02; 
P# LIST ~ (P# LIST,ABceJ,K,L)) ; END; END; END; 
NTOT ~ < number of data > ; % 
b Input to program GETHYP 
H# LIST ~ (O,25.A(2) - 0.5.A(l), 0.25.B(2)-0.5.B(I), 
0.25·c(2) - 0.5.cel)) ; 
DOLl ~ IT02 ; DOL2 ~ IT02; 
H # LIST ~ (H # LIST,AB(Ll,L2),AceLl,L2),BceLl ,L2)) ; END ; END; 
DOJ ~ IT02 ; DOK ~ IT02 ; DOL ~ IT02; 
H # LIST ~ (H # LIST,ABceJ,K,L)) ; END; END; END; 
# #LIST(I) ~ (# # #(1),# # #(2),# # #(3)); 
# # LIST (2) ~ (# # #(4)); 
DO I ~ 2 TO 20 ; # # LIST(2) ~ ( # # LIST(2),# # #(3+ I)) ; % 
Table 3a gives the input to program GETMODL, which des-
cribes the model for our pro gram system. 
According to FISHER (1918), genetic effects can be devided 
into 3 groups: 1) the mean values of the alleles (= additive ef-
fects), 2) interactions between alleles (= dominance effects), 3) 
non-allelic interactions (= epistatic effects). 
For a breeding program, it is of utmost interest to have an 
idea ofthe amount of each ofthese effects (WATKINS and SPAN-
GELO 1968). 
In the model cited here, component (1) comprises the three 
linear combinations 0.25 g2 + 0.5 gl, component (2) is repre-
sented by g2 - 2g2, and component (3) is the set of interactions 
{(ab), (ac), (bc), and (abc)}. 
Suppose we want to test ifthere is any deviance from a pure-
ly additive model of inheritance, caused either by dominance 
or epistatic effects. Ifthe test value turns out to be significant, 
we want to test the subhypotheses, ifthe non-additivity can be 
explained by the presence of dominance or epistatic effects, or 
both ofthem. The corresponding input to program GETHYP 
is described in table 3 b. 
If the input data Yi are means of random sampies of respec-
ive size ni' such that Yi - NCSi,. T . p, ni -10 2), then the first input 
item to GETMODL must be modified to »(design generating 
formula of the unweighted model) *SQRT(N)«, and the foll-
owing statements are to be included: »Y # TRANS = # Y # 
*SQRT(N); S#LIST = (S# LIST, N);« The sampie size n is 
then supposed to precede the corresponding observation data 
as last design index. 
6.2 The univariate general linear model with mixed effects 
Let the random vector y be distributed like: 
q r 
y - Nn (Da + L Ujbj + L Wkcb02ln) 
j=1 k=1 
The matri~s D, Tj, and Wk are kn.own, a is a vector offixed 
parameters, b j and c kare mutually mdependent random vec-
tors where 
b j - N(O, Aj . 02 11:b) and Ck - N(O, M). 
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Now we can write the distribution ofy as 
q 
y - N n (Da, (J2 (In + L Aj U?Uj) + 
j= 1 
Thus,matrixS = (D :Ut : ••• :Uq :Wt : •• • :Wrisadesignma-
trix as defined in chapter 4. 
For the design parameters we get : p = (a, b h ... , b~, Cl, 
... , Cr), and the set oftrue parameters is (a, (J2, r, (mi) jsi!. 
A simultaneous unbiased estimation of all parameters of 
this model ist not yet possible. RAo (1972) has published a me-
thod for an unbiased estimation of rand M, which he called 
MINQUE (MInimum Norm Quadratic Unbiased Estima-
tion). He suggests to estimate a by weighted least squares, 
where the weight matrix is the inverse of 
q r 
G = ö2(In + L x'j U?Uj) + L WkMWkT 
j=1 k=1 
-"> T ~ T ~ 
such thatu = CY G - I y) -I CY G - I)y. 
When M = 0, then point and interval estimations for the re-
maining parameters can be performed by the method of maxi-
mum likelihood, as described by HARTLEY and RAo (1967). The 
corresponding algorithms can be considerably simplified 
using the »W-transform«, which was introduced by HEMMERLE 
and HARTLEY (1973) and improved by THOMPSON (1975) so far 
that computer pro grams can readily be designed which do not 
require excessive CPU-time and memory space. Alternative 
methods of estimating the parameters by using the design ma-
trix are found in papers by CORBEIL and SEARLE (1976a, b), 
which are based on a transform suggested by PAITERSON and 
THOMPSON (1971), by HENDERSON (1953), whose methods were 
extended by SEARLE (1968), and by CUNNINGHAM and HENDER-
SON (1968). For Henderson's »method 3« a FORTRAN pro-
gram is available, which has been presented by NOLLAU (1976). 
DEMPFLE et al. (1977) have investigated the relative efficiency 
of these methods, using data from an animal breeding pro-
gramme. 
URFER and THÖNI (1976) applied RAo's MINQUE to estimate the 
parameters of growth curves. Extending their model by under-
lying a two-factorial design with one growth curve measured 
for each factor combination, and assuming linear-quadratic 
dependence on the covariate, we get for the distribution ofy: 
Yi = yj,k,r - N(ll + Uj + bk + coj,k + Clj,k . Xj, k,r 
+ C2j,k . Xj,k/' (J2), 
where the Xj,k,r are known covariates, II and uj are fix~, bandS: 
are mutually independent random variables with b - N(O , 
A . (J2 . IIl;') and C* j,k - N(O', M). This model is described to the 
program GETMODL by the input given in table. 4. 
Table 4. Input to program GETMODL, defining a mixed effeet model 
MY + ALFA(J) + B(K) + C(O,J,K) + C( I,J,K).X + C(2,J,K).X .. 2; 
S#LIST ~ (J,K) ;C# LIST ~ (X); 
JJ ~ < upperboundofj > ;KK ~ < upperboundofk > ; 
K#LIST ~ (JJ,KK); 
ALFA(JJ) ~ 0 ; P# LIST ~ (MY) ; 
DOJ ~ I TOJJ - I ;ALFA(JJ) ~ ALFA(JJ) - ALFA(J) ; 
P#LIST ~ (P#LIST,ALFA(J» ;END; 
DOK ~ I TOKK ;P#LIST ~ (P#LIST,B(K)) ;END ; 
DOJ~ ITOJJ;DOK~ ITOKK ; 
P#ÜST ~ (P#LIST,C(O,J,K),C(I ,J,K),C(2,J,K» ; END; END; 
NFIX ~ JJ ; NQ ~ I ; NJ(I) ~ KK; NR ~ JJ * KK ; NK ~ 3 ; % 
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The last assignments pass information about the structure of 
the design matrix to the FORMAC-system, which can be used 
by the estimation pro gram. 
The meaning of the respective symbols is as follows: NFIX 
= numberof~wsofD,NQ = numberofmatricesUj,NJ(j) = 
dimensionofb j, NR = numberofmatrices Wb NK = dimen-
sion of vectors C k = l.M = r.M. 
6.3 The generalized linear model 
Based on investigations on SCHEFFE'S (1959), MILLIKAN and 
GRAYBILL (1970) developed a generalization ofthe univariate 
linear model which admits multiplicative combination of de-
sign parameters. Suppose we have: 
y - Nn(T· b + U .a,(J2IJ. 
The matrix T is known, the coefficients of matrix U are 
known functions of b, moreover let rg (VT) = r.T and rg 
(UTU) = LU. SO we get a design matrix S = (T : U) which cor-
responds to the vector of the design parameters p = (bT :aT). 
The null hypo thesis Ho : a = -0 can be tested in the following 
way: Let"Srbe the restricted estimate ofb, which results ifa = 
"0 is assumed, i.e. tr = (TTT) -I V Y;, and let U be the matrix 
which is obtained by replacing b by 1) in U. 
If the test for a = 0' is now performed in the way which was 
described for the general liner model (see chapter 6.1), but 
using (T : U) instead of (T : U) as design matrix, then we get for 
the test variable 
SPhyp .n-l.b-l.a _ F(l~ -lb~ -l ~) 
SP 1 ~ .a, n. .a , 
rest .a 
if Ho is true. Ifa -:/= 0, the distribution of the test variable is in 
general not known. 
Several authors use the formal estimates !f, which are ob-
ta~ed ~y usingl1 t U) ':' design matrix, as true estimates for a. 
If a -:/= ° , then E(a ) -:/= a, however (SPRENT 1969), although the 
bias is tolerable when the design is not too ill conditioned 
(HARDwlcK'and WOOD 1972). 
A model with multiplicative relations between parameters 
was already used by YATES and COCHRAN (1938) to investigate 
the linear dependence of interactions on main effects. TuKEY 
(1949) worked out a test where the interactions in a two way 
factorial design are presupposed to be proportional to the 
main effects: 
E(Yi = Yj,J = II + Uj + ßk + G . Ußk' 
The model designed by MANDEL (1961) assumes that, for 
each level of factor (1), the interaction is linear dependent on 
the main effect of factor (2), i.e. 
E(Yi = Yj,k) = II + Uj + ßk + 8jßb 
where ~ 8j = 0. 
J 
For matrix U and vector a we get for 
Model TUKEY: a = (G), Ui,1 = Ußk 
ModelMANDEL:a = 8, Ui v = ßkifv = j , oelsewhere.j andk 
are the design indices of i: (j: k) = t (i). 
These models are the best known applications of the 
generalized linear model, especially MANDEL'S model is often 
used to describe the interactions of genotypic and environmen-
tal effects. 
Table 5. Input to program GETMODL, defining the model ofLIN's et 
al. 
a Input for the first run 
MY + G(1) + G(K) + S(J,K) + E(L) ; 
NE = < number of environments> ; NG = < number of genotypes > ; 
S # LIST ~ (J,K,L) ; 
E(NE) ~ 0 ; 00 L ~ 1 TO NE - 1 ; E(NE) ~ E(NE) - E(L) ; END; 
G(NG) ~ 0 ;DOJ ~ 1 TONG - 1 ;G(NG) ~ G(NG) - G(J) ;END; 
DOJ~2TONG;DOK~ ITOJ-l; 
S(J,K) ~ S(K,J) ; END; END; 
DOJ ~ 1 TONG ;X ~ 0 ;DO K ~ 1 TONG; 
X ~ X + S(J,K) ; END; X ~ X - S(J,1) ; 
S(J,1) ~ - 0.5 . X ; END; 
P# LIST ~ (MY) ; 
DOJ ~ 1 TO NG - 1 ; P#LIST ~ (P#LIST,G(J)); END; 
00 L ~ 1 TO NE - 1 ; P#LIST ~ (P#LIST,E(L)); END; 
00 J ~ 1 TO NG - 1 ; 00 K ~ J + 1 TO NG ; 
P# LIST ~ (P# LIST,S(J,K)) ; END ; END; 
P#SAVE ~ 1; NTOT ~ < numberofdata > ; % 
b Input for the seeond run 
MY + G(1) + G(K) + S(J,K) + E(L) + (BG(1) + BG(K) + BS (J,K)) . EDACH(L) ; 
now are following the same statements as in the first run, excepted ))P#SAVE = 1«, the con~ 
straints on BG and BS aredefined in the same way as those forG and S, and the SG (.) and BS ( 
(.,.) will be entered into the CHAIN·variable P# LIST also like G (.) and SG (.,.); 
moreover, we have: 
EDACH(NE) ~ 0 ; 00 L ~ 1 TO NE - 1 ; 
EDACH(L) ~ # P#(NG+ L) ; EDACH(NE) ~ EDACH(NE) - EDACH(L) ; END; % 
Statistical analysis of a generalized linear model can be per-
formed by the following steps: 
1) The restricted model: ECY) = T . S, is passed to the pro-
gram ~ystem, the corresponding design matrix T is generated, 
and t> is calculated. r 
2) The values ofthe coefficients oft> are passed to the FOR-
MAC-system 
3) The formal model: E(Y) = T . S + Ü . ais passed to the sy-
stem, the corresponding design matrix (T : U) is generated, and 
the formal design parameters are calculated. 
4) The hypothesis a = 0 is tested. 
The usage of our program system for this kind of analysis is 
demonstrated using a model which describes the genotype-en-
vironment-interactions in a diallei analysis, worked out by LIN 
et al. (1977). The random variable Yi = yj,k,l is the value of a 
metric trait, which was achieved in a cross of genotypes j and k 
in environment 1. As in the model of MANDEL'S, the genotype-
environment interactions are assumed to be linear dependent 
on the genotypic effects: 
Yi = yj,k,l - N(lL + gj + gk + Sj,k + EI + [ß(g)j + ß(g)k + ß(S)j,k]' EI' 
( 2) 
The parameters g. are the genotypic effects and the Sj,k the in-
teractions between them. ß(g). and ß(S)j,k are the regression coef-
ficients ofthe g. and Sj,b resp., on the environmental effects EI' 
The following constraints are imposed on the parameters: 
Th = L) = L:ß(g) = 0, Sj,k = Skj, ß(S)j,k = ß(s)kj' Sjj = 
- L: Sj,b ß(S)jj = - L: ß(s)j,k' 
k k 
To facilitate the treatment of a generalized linear model, we 
will suppose that the statement: »P # SA VE = 1;« occuring in 
the input to GETMODL, will cause the invoking program to 
store the values of the design parameters in the indexed sym-
bolic variable # P # (cf. chapter 7). The input to GETMODL 
for an analysis of LIN'S et al. model is given in table 5. 
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6.4 Survey on non-normal models 
Design matrices do not only occur in connection with normal 
distributed homoskedastic errors. An important field of appli-
cation is the analysis of quantalresponse data, where the par-
ameters 1ti of a binomial or ~ of a Poisson distributed variable is 
obtained by: 1ti or Ai = fCSi,.T . p), fbeing far instance a logit, 
loglog, probit or are sine transformation. The statistical analy-
sis of quantal response data is extensively described by LINDER 
and BERCHTOLD (1976). 
NELDER (1968) suggests a model with two transformations, one 
to normalize the error and one to get the expectation from a li-
near model. So he gets: Yiql - N( CSi,.T . p)q2, ( 2), where the 
parameters q! and q2 have to be estimated, together with the de-
sign parameters, by an iterative algorithm. 
A distribution free method for estimating design parameters 
which is based on rank procedures, has been published by 
JAECKEL (1972) and improved by MCKEAN and HETIMANSPER-
GER (1978),corresponding hypothesis tests are described by 
MCKEAN and HETIMANSPERGER (1976). 
7. The Invoking Program L1NMOD 
The four formula manipulating subprocedures GETMODL, 
GENDES, GETHYP and GENHYP can be invoked by any 
PL/I- or FORTRAN-program which performs a numerical 
evaluation of a statistical model, in which a design matrix is in-
volved. In order to facilitate the access to our pro gram system, 
we have written a main pro gram LINMOD, which carries out 
an analysis of the general linear model with fixed effects (see 
chapter 6.1) as well as for the generalized linear model defined 
in chapter 6.3, making use of the four formula manipulating 
subprocedures. LINMOD performs parameters estimation 
and calculates the sums of cross products of errors, as well as 
the sums of cross products due to a linear hypothesis. Ifthe ob-
servation variable is univariate, an F-test is carried out, simul-
taneous confidence intervals are calculated for those parame-
ter combinations by which the hypothesis was defined, as well 
as for additional contrasts given in @# LIST to subprogram 
GETHYP. Moreover, linear subhypotheses are tested as de-
scribed in chapter 6.1. At two places, the pro gram invokes op-
tional user written subprograms to which information is pas-
sed conceming the matrices, vectors, and scalars evaluated so 
far. Using this interface ability, the user could, for instance, 
perform a test of hypothesis in a multivariate design, making 
use ofthe matrices of sums of cross products which are calcula-
ted by LINMOD and passed to the user pro gram. When an 
analysis is acomplished, the assignments to the symbolic par-
ameters are destroyed in the FORMAC-system and the input 
for the next run is immediately read in. 
LlNMOD can interprete four optional switch variables, 
whichare passed bytheinputto GETMODL: 1) IfS#COOK 
= 1, then LINMOD calculates, for each variate ofY, the stud-
entized residuals ti, to be used in a test of outliers, and the in-
fluence which every Yij has on p . j (see chapter 6.1). The calcu-
lation of these values in a linear design has been proposed by 
COOK (1977).2) By default, parameter estimation is performed 
by calculating P = (STS) -1 ST . yr. If ESTP AR = 2, then an or-
thonormalization procedure is used to minimize (Y - SP)T (Y 
- SP).3) IfP#SAVE = 1 thenthevaluesofpwillbestoredin 
the indexed symbolic variable # P # (cf chapter 6.3). 4) If 
GO # 0 N = 1, then the observation data of the current analy-
sis will be reused in the next run, such that the same data set is 
analysed making use oftwo different models. This is necessary 
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Table 6. Aow of control in program LINMOD 
Names ofFORMAC-variables are written in italics 
A: Invoke GETMODL. GETMODL reads information about the 
underlying model and passes it to the FORMAC-system, further-
more it passes the number of data, of design indices and of design 
parameters to the invoking pro gram 
B: If GO# ON - I then NREAD+-I, otherwise NREAD+-O 
C: Allocate observation matrix and matrix of design parameters 
D: GotoH 





Allocate design matrix 
Invoke GENDES. GENDES builds up the design matrix using 
the information read in by GETMODL; ifNREAD < 2, then the 
observation data and design indices are read in, otherwise they 
are supposed to be already stored. 
J: Print out design and observation matrices 
K: Perform parameter estimation, if ESTPAR = 2 by orthonormali-




If P# SA VE = I, then assign values of estimates to the FOR-
MAC-variable #P# (*) 
If S# COOK = I, thenperform test for outliers 
Invoke GETHYP. GETHYP reads information about the test to 
be performed and passes it to the FORMAC-system, furthermore 
it passes the number of lines of the hypothesis matrix, the number 
of contrasts to be constructed and the number of subhypotheses 
to be tested to the invoking program 
0: If no hypothesis remains to be tested, then go to E 
P: Allocate hypothesis matrix, result matrix, contrast matrix, matrix 
of results of subhypotheses 
Q: Invoke GENHYP. GENHYP builds up the matrices which have 
been allocated in step P, using the information read in by GE-
THYP 
R: Calculate and print sums of squares ofhypothesis 
S: If analysis is multivariate, then go to N 
T: Calculate F-value and Scheffe-intervals, test subhypotheses 
U: GotoN 
The program stops when a predefined symbol is read in. 
in the case of the generalized linear model (chapter 6.3), and, 
moreover, in the case ofthe general linear model when (STS) - I 
cannot be obtained and SPhyp is to be calculated by explicitely 
formulating the restricted model as it is imposed by Ho (see 
chapter 6.1). The flow of control in pro gram LINMO Dis given 
in table 6. 
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Ein Microcomputersystem zur direkten (morphometrischen) 
Bestimmung von Bakterienbiomasse in der Limnologie 
H.-J. Krambeck, Christiane Krambeck und J. Overbeck 
Zusammenfassung 
Die exakte Bestimmung der Bakterienbiomasse ist eine. der 
mühsamsten Aufgaben in der Limnologie, weil es bisher keine 
automatischen Bildanalysegeräte gibt, die zwischen den Bak-
terien und anderen im Wasser vorhandenen Partikeln (Detri-
tus) hinreichend gut unterscheiden können. 
Die hier vorgelegte Methode verbindet daher die Überlegen-
heit des Menschen, komplexe Formen zu erkennen mit der 
Überlegenheit des Computers, alle notwendigen Berechnungen 
schnell und fehlerlos durchzufo,hren. Das von den Autoren ent-
wickelte System besteht aus einem M 6502-Mikrocomputer mit 
16 K Bytes-Speicher, einem Summagraphics Digitizer und ei-
nem Decwriter als Dialogterminal. Das in Focal geschriebene 
Programm erlaubt den Dialog zwischen Benutzer und Rechner 
und reduziert die Arbeit der exakten (morphometrischen) Be-
stimmung von Bakterienbiomasse in etwa auf die des reinen 
Zählens der Zellen ; zudem testet es, ob ein Bakterium schon 
gemessen wurde und fo,hrt auch die notwendigen statistischen 
Berechnungen (T-Test, Vertrauensbereiche) durch. 
Der modulare Aufbau des in der Sprache Focal geschriebe-
nen Programms erleichtert die Anpassung an andere Fragestel-
lungen, etwa die Bestimmung des Volumens von fädigen Al-
gen. 
Summary 
The exact estimation of bacterial biomass is one of the most 
striving and errorprone tasks in limnology, yet all available au-
tomatic picture analyzers failed up to now in this field. The pre-
sen ted method therefore combines the superiority of men to 
process complex patterns with the superiority of computers to 
do all necessary calculations. The computersystem developed 
by the authors comprises a M 6502 microcomputer with 16 K 
bytes memory, a summagraphices digitizer and a decwriter. 
The program written in Focal allows for a dialogue between 
user and computer; it reduces the work of the exact (morpho-
metric) estimation of the bacterial biomass to about the work 
of just counting the number of cells, also all checking and the 
necessary statistics are included. Furthermore the modular 
structure of the high-level language program alleviates the 
adaption to different problems, e.g. the estimation of the bio-
mass of algae clones. 
1. Einleitung und Problematik 
Die Kenntnisse der Verteilung der bakteriellen Biomasse in 
der Wassersäule von Binnengewässern ist ein zentrales Anlie-
gen des Limnologen (OVERBECK 1972). 
EDV in Medizin und Biologie 3/ 1979 
Die anfallenden Planktonproben enthalten bei geringen 
Zelldichten ( "" 105 Bakterien/ml) zahlreiche andere Organis-
men (vor allem Algen) und amorphe Partikel (Detritus), die 
sich nicht quantitativ von den Bakterien trennen lassen. Daher 
sind chemisch-physikalische Methoden wie Trockenge-
wichts-, Eiweiß- oder Trübungsbestimmungen unbrauchbar. 
Die Bakterienbiomasse muß direkt mikroskopisch analysiert 
werden. Wegen der schwankenden Größenverteilung der Bak-
terienpopulation sind auch die üblichen Zellzählungen unbe-
friedigend und nur Volumenbestimmungen liefern Werte, die 
der Biomasse der Bakterienpopulation im Gewässer propor-
tional sind. Die Menge der dabei anfallenden Meßdaten 
(400-1000/Probe) hat die Methode jedoch bisher auf einige 
exemplarische Untersuchungen beschränkt (KRAMBECK 1978). 
Daher wurde das hier vorgestellte System entwickelt, um 
diese in der Limnologie so wichtige Methode soweit zu verbes-
sern, daß der Arbeitsaufwand in etwa auf den des reinen Zäh-
lens der Zellen reduziert war. 
Die in Abb. 1 dargestellte Rasterelektronenmikroskop-Auf-
nahme einer Probe von Gewässerbakterien macht zwei Eigen-
tümlichkeiten der Bearbeitung dieser Art von Proben deutlich: 
Es erfordert einerseits Erfahrung, die eigentlichen Bakterien 
auf dem Foto zu erkennen und die in unserem Institut bisher 
vorgestellten automatischen Bildanalysegeräte haben de facto 
vollkommen versagt; auf der anderen Seite ist die Volumen be-
rechnung des erkannten Bakteriums ziemlich einfach. Trotz-
dem war bei allen uns bekannten Bildana1yse-Systemen (auch 
den nicht vollautomatischen) keine passende Software zu fin-
den. 
Die optimale Lösung des Problems lag für uns darin, ein 
halb automatisches System zu benutzen, also dem menschli-
chen Benutzer den Teil zu überlassen, in dem er dem Compu-
ter weit überlegen ist, nämlich das Erkennen von komplexen 
Formen, d. h. hier das Identifizieren der Bakterien, und an ei-
nem nachgeschalteten, frei programmierbaren Rechner ein 
maßgeschneidertes Programm zu entwickeln, das alle (!) übri-
gen Arbeiten erledigen sollte. 
2. Methodik und Aufgaben für das System 
Gewässerbakterien haben in der Regel eine langgestreckte, ro-
tationssymmetrische Form (Abb. 1), deren Volumen sich sehr 
gut durch einen Zylinder mit zwei aufgesetzten Halbkugeln 
approximieren läßt (Abb. 2). Nach der Präparation liegen sie 
auf ebenen Filteroberflächen und werden genau von oben fo-
tografiert, so daß ihre Länge und Breite direkt gemessen wer-
den können. 
Dabei wird überprüft, ob das Scalarprodukt der Vektoren 1 
und b sehr klein, <p also etwa 90° ist. Außerdem wird getestet, 
KRAMBECK/KRAMBECK/OVERBECK, Microcomputersystem zur Bestimmung von Bakterienbiomasse 81 
Abb. 1. Eine rasterelektronenmikroskopische Aufnahme der im 
Text bearbeiteten Bakterienprobe. 
ob sich die Mittelpunktskoordinaten der Strecken I und b um 
nicht mehr als die Strecke d unterscheiden. Wenn nicht beide 
Kriterien erfüllt sind, verlangt der Rechner die nochmalige 
Vermessung des fraglichen Bakteriums, siehe auch den Dialog 
in Abb. 5. 
Durch das Bestimmen der Punkte (x), Yi' i = 1,2,3,4 mit ei-
nem Digitizer lassen sich I und b und daraus das Bakterienvo-
lumen leicht bestimmen: 
I = Y(X3-XI)2 + (Y3-YI)Z, 
b = Y(X4-X2)2 + (Y4-Y2)2 
Das Gesamtvolumen setzt sich aus dem zylindrischen Teil 
Vzyl = 11 . (*)2 . (l-b) 
und dem kugelförmigen Teil 
V Kugel = ~ . 11 . (*)3 
zusammen. 
Rein kugelförmige Zellen sind in 
Vges = Vzyl + VKugel 
mit I = b und damit als Spezialfall 
Vzyl = 0 enthalten. 
Für den Bearbeiter der Bakterienprobe besteht also die Auf-
gabe lediglich darin, die Bakterien zu identifizieren und die 
vier Koordinatenpaare Xi' Yi (i = 1,2,3, 4)jedes Bakteriums an 
den Rechner weiterzugeben. 
Abb.2. Die morphometrischen Daten des Bakteriums (xi, Yi) i = 1, 
2,3,4 sowie die Prüfgrößen <p und d. 
X'~ ________________ -+~-L ____ __ 
Y, 
b 
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Abb. 3. Die Hardware- und Software-Komponenten sowie die 
Speicheraufteilung des Systems. 
Der Rechner hat die Aufgabe, im Dialog mit dem Bearbeiter 
für die gesamte Datenorganisation und Kontrolle zu sorgen, 
Dabei soll sich qie Software »freundlich« benehmen, d. h. auf 
alle möglichen Benutzer-Fehler und -Wünsche eingehen und 
mit wachsender Vertrautheit des Benutzers kanpper im Dia-
logtext werden. 
3. Hardware- und Software-Komponenten 
Die Hardware des Systems besteht aus einem M 6502-Micro-
computer in Form der KIM-1 Platine (Fa. Commodore, MOS 
Technology), einer 16 K Byte-Speichererweiterung (Fa. Astro-
nik), einem ZE 601-Tonbandkasettenrecorder mit FSK-Mo-
dem zum Laden und Speichern der Software (Fa. Neumüller), 
einem LA 36 Decwriter als Dialogterminal (Fa. Digital Equip-
ment) sowie einem Digitizer zur Bereitstellung der Bakterien-
koordinaten (Fa. Summagraphics). 
Die Software besteht aus den in Assembler geschriebenen 
Handlern für den Digitizer und den Datarecorder sowie einem 
kleinen Betriebssystem, das das Retten und Laden des Spei-
cherinhalts gestattet. Diese Programme wurden in einem in Al-
goi 60 geschriebenen und auf einer DEC POP 8 inplementier-
ten Crossassembler (KRAMBECK 1978) entwickelt; das Be-
triebssystem wurde dann in einen Prom übertragen, um die Be-
dienung des Systems möglichst zu vereinfachen. 
Die weiteren Software-Komponenten sind: Der Focal-In-
terpreter (von Digital Equipment für die PD P 8 entwickelt, von 
»the 6502 Program Exchange« auf den M 6502 umgeschrie-
ben) sowie das in Focal geschriebene Dialogprogramm BA-
BI, das das in Abb. 5 wiedergegebene Flußdiagramm ausführt. 
Abb.3 faßt die Hard- und Software-Komponenten sowie die 
Speicheraufteilung (hexadezimal) zusammen. 
Die Sprache Focal wurde der in Microcomputern weit ver-
breiteten Sprache Basic vorgezogen, weil sie bedeutend höhe-
ren Programmierkomfort bietet, voll rekursiv ist und wesent-
lich geringeren Platzbedarf als ein gleichlanges Basicprogram 
hat; das liegt daran, daß Focal für einen Minicomputer (die 
PDP 8) konzipiert wurde, während Basic zuerst für einen 
Mainframe geschrieben wurde. 
Ein kleines Beispiel für Focal enthält die Abb. 4. 
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Abb. 4. Ein kleines Beispiel für die verWendete Programmsprache 
Focal. 
4. Der Dialog zwischen Benutzer und Rechner 
Das Dialogprogramm ist so konzipiert, daß die Benutzung der 
Anlage ohne spezielle Schulung möglich ist; die vom Pro-
gramm gestellten Fragen sind für die Bediener der Anlage (zu-
meist biol.-technische Assistenten) einleuchtend und werden 
daher problemlos richtig beantwortet. 
Abb. 5 zeigt das Flußdiagramm des Dialog-Programms 
BA-BI; Abb. 6 einen Originaldialog mit dem Benutzer des Sy-
stems. 
5. Diskussion 
Das beschriebene Microcomputersystem erlaubt die direkte 
morphometrische Volumenbestimmung von Bakterienzellen. 
Das Endergebnis (Bakterienbiomasse/Volumen Seewasser) 
wird jeweils mit Vertrauensbereichen (95 %) und Probenbe-
schreibung ausgegeben. Darüber hinaus übernimmt der Rech-
ner im Dialog mit dem Benutzer die gesamte Datenorganisa-
tion und Kontrolle, so daß der Zeitaufwand kaum größer ist 
als beim reinen Zählen der Zellen, während die Genauigkeit 
um etwa eine Größenordnung besser wird. 
Da die Software in der Programmiersprache Focal geschrie-
ben ist, läßt sich das Programm den wechselnden Fragestellun-
gen der Planktonanalyse sehr einfach anpassen. Um z. B. zu-
sätzlich Größenverteilungen anzugeben oder auch um Algen-
populationen zu untersuchen, brauchen nur einzelne Unter-
programme zugefügt oder geändert zu werden. 
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Abb. 5. Das (vereinfachte) Flußdiagramm des Dialogprogramms 
BA-BI. 
Abb. 6. Der Auswertungsgang als Dialog zwischen Anwender und 
Microcomputer; die Angaben des Anwenders sind unterstrichen. 
BAKTERIEN-BIOMASSE UND ·-ZELLZAHL . VERSION FEBR-1979. 
FIl TERDURCHMESSER [MM] (Z.B .! 22 .1 UND 'RETURN') <~6 . 5 
L"AENGE DER MICRON·- MARKE [/'iICRONJ (Z.B.! 2 UND 'RETURN') "l 
ENDPUNKTE DER MICRON-MARKE AUF PROJIZIERTEM BILD MESSEN 
(2 MESSUNGEN)! LAENGE= 19[MMJ 
DIGONALE ECKEN DES PROJIZIERTEN BILDES MESSEN: FORMAT=-250X269[MM~2J 
FORTSETZUNG VON FRUEHER BEARBEITETER PROBE? ,JA ODER NEIN!liEIN. 
TEXT ZU 1. PROBE 
(HIT 'RETURN' B[ENDEN.) 
TEST-·MESSUNGEN ZU KRAMBECK ET AL. 1979 
PROBENVOLUMEN[MLJ (+' RETURN') ::-li 
DOPPELTEST UND BILDAUSDRLlCK?JA ODER NEIN!l::LE1N. 
1. BILD. NEGATIV NR. (+'RETURN'):...E:..l!J:1... 
BAKTERIENMESSUNGEN : 
BAKTERIUM NOCHMAL MESSEN! 
BAKTERIUM NOCHMAL MESSEN: 
BILD LOESCHEN?JA ODER NEIN:.tif.IN. 
ANZAHL AUF BILD 1:::: 8 
MITTLERES BAKTERIENVOUJMEN [MICRON'·'3J 
TEST-- MESSUNGEN zu KRAMBECt<: ET AL. 1979 
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B BAKTERIEN AUF 1 BILD(ERN) GEMESSEN. 
BIOMASSE [10~6 MICRON~3 / MLJ =- 0.612 
ZELLZAHl. [10~6/MLJ 0.115 
WEITERE BILDER ZU LAUFENDER PROBE?JA ODER NEIN!d.A. 
2. BILD. NEGATIV NR. (+'RETURN'): ~ 
BAKTERIENMESStJNGEN: 
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TEST- MESSUNGEN ZU KRAMBECK ET AL. 1979 
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BIOMASSE [10~6 MICRON-3 I ML]:= 0.624 +- 0.156 
ZELLZAHL [10~~VML.J 0.129 +- 0.183 
G=2 A4::::18 A5=::100000 B4:::45852 D5=2038 
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The use of the principal component regression analysis in 
structure-activity studies* 
P. P. Mager* * 
Summary 
The principal component regression analysis is used when the 
predictor variables correlate significantly with the regressor 
variables but when a collinearity and multicollinearity exists 
among the regressors. 
Zusammenfassung 
Die Hauptkomponenten-Regressionsanalyse kann dann bei 
Struktur-Wirkungs-Studien benutzt werden, wenn die vorher-
zusagenden Variablen mit den Regressorvariablen signifikant 
korrelieren und wenn letztere kollinear und multikollinear 
sind. Im Gegensatz zum Reduktionsmodell der Regressions-
analyse tritt in diesem Fall kein Informationsverlust auf. 
Introduction 
The lack of selectivity in the action of many metabolic inhibi-
tors is inherent in their mechanism of action due to the univer-
sality ofbiochemical mechanisms. Hitchings, using dihydrofo-
lic acid reductase ofbacterial and mammalian origin, has deve-
loped inhibitors on the basis of species differences (Hansch et 
al. [1977]). Considering the molar concentration for 50 % inhi-
bition of dihydrofolic acid reductase of E. coli, expressed in 
terms of Yi = -ln Iso, and the relative potency in comparison 
to the 50% inhibition of dihydrofolic acid reductase of rat liver, 
expressed in terms of 12 = In (Iso of rat liverl Iso of E. coli), it 
can be visually assumed (Table 2) that the biological response 
ofthe substituents R ofthe basic molecule 
2 
5 
*) Lecture hold at the 5th Colloquy ofthe G.D.R. region ofthe Inter-
national Biometrie Society and of the Society of Physical and Mathe-
matical Biology, March 20--23,1979, Eisenach/ Thuringia(G.D.R.). 
**) Section ofPharmacy, Martin Luther University Halle-Wittenberg, 
G.D.R. - 402 Halle, Weinbergweg 
depends on the following chemical constants: the dummy va-
riable X; = XD which accounts for the number ofhydrogen ac-
ceptor substituents (such as OMe) where the nonhydrogen 
bonders (Me, Cl) and the amphiprotic substituents (OH) are 
parameterized by zero, X2 = O'R = sum ofthe resonance con-
stants, and X3 = Es = sum ofTaft's steric constants, see litera-
ture (Mager [1976]). On the other hand, it can be also seen (Ta-
b1e 1) that there is a remarkable collinearity among the regres-
sor variables and, perhaps, a considerable multicollinearity. In 
such cases, the regressors involved in multicollinearities tend 
to have small test statistics, in general (Kendall [1976]). In order 
to avoid this problem in multiple structure-activity regression 
analysis (Hansch [1971]) and multivariate structure-activity re-
1ationships (Mager [1979]), the principal component regres-
sion analysis was proposed (Mager [1979,1980]). 
Statistical analysis 
First, we compute the correlation matrix R written in the par-
tioned form. It can be seen that all correlation coefficients are 
significantly different from zero at the 1 % level or less (critical 
values of the population: 0.898 at the 0.1 % level, 0.798 at the 
I % level). 
Table I. Substituents and chemical constants of benzylpyrimidines, 
and first principal component function scores lI:sed in the Masca model 
(multivariate structure-activity analysis in combination with the multi-
variate bioassay). 
Compd R Xi X2 X3 Z, 
1 4-Me 0 -0.14 0.00 0.080388 
2 4-Cl 0 -0.24 0.18 0.243516 
3 4-0H 0 -0.66 0.69 0.784186 
4 4-0Me 1 -0.55 0.99 1.467654 
5 3-0Me 1 -0.55 0.99 1.467654 
6 3.4-diOMe 2 -1.10 1.98 2.935308 
7 3,4-diOMe,5-Cl 2 -1.34 2.16 3.178824 
8 3,5-diOMe,4-0H 2 -1.76 2.67 3.719493 
9* 3,4,5-triOMe 3 -1.65 2.97 4.402962 
* Trimethoprim, the best compound and clinically used. 
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- 0.897627 0.963508 
_-0.981344 
1 
Experimentalists not familiar with such problems would as-
sume that a combination of all chemical constants improves 
the correlation because each regressor variable is highly corre-
lated with the both predicting variables. This total regression 
model is going out from Y = BX' where Y' = (Yi 1;), X' = (X; 
X2 X3), and B is the regression matrix with the vector bo of the 
intercepts. The analysis yields that B = 
111.7776 3.22798 L 2.3866 3.20402 -8.22895 -8.77383 -5.47391 ] - 5.62124 
with the multiple correlation coefficients R1 = 0.99001 and R2 
= 0.97713. Although the both multiple correlation coefficients 
are significant at the 1 % level or less, it is remarkable that only 
b12 = - 8.22895 is significant at the 5 % level, the other partial 
regression coefficients are nonsignificant even at the 5 % level. 
The theoretically calculated values are listed in Table 2 (run 1). 
The reason ofthis discrepancy between the overall-correla-
tion significance and the significance of regression coefficients 
is the high collinearity (see Rxx ) and multicollinearity. The mul-
Table 2. Biological response variables obtained experimentally and 
calculated theoretically. Run 1 is based on the total and run 2 is based 
on the reduced model of multivariate regression, run 3 is based on the 
principal component regression analysis. 
Obtd Calcd Calcd Calcd Obtd Calcd Calcd Calcd 
Compd Run I Run 2 Rund 3 Run I Run 2 Run 3 
11 Ylt Ylt Yi/ 1; 12/ 12/ 12, 
1 12.98 19.23 12.48 12.37 3.77 3.61 3.15 3.15 
2 13.07 12.77 12.71 12.62 3.75 3.48 3.65 3.41 
3 13.23 13.43 13.68 13.43 4.49 4.30 5.27 4.25 
4 13.72 14.11 14.36 14.45 5.04 4.85 4.82 5.32 
5 14.53 14.11 14.36 14.45 4.47 4.85 4.82 5.32 
6 16.12 16.45 16.56 16.64 6.55 7.32 7.07 7.61 
7 17.03 17.44 17.11 17.00 7.82 8.41 8.05 8.00 
8 18.33 18.10 18.08 17.81 9.12 9.23 9.77 8.84 
9 19.11 18.78 18.76 19.83 10.82 9.78 9.32 9.91 
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ticollinearity can be mathematically expressed by the internal 
coefficient of determination, 
D; = l-lIr;; (i = 1,2, ... regressors) 






Weobtained that D1 = 0.99044, D2 = 0.99587, D3 = 0.99819 
(significant at the 1 % level or less). In such cases, the simulta-
neous test statistics on regression coefficients (multiple regres-
sion implies that another test statistic must be used, the ttest) 
tend to have small test statistics of the variables involved pre-
dominantly in multicollinearities, and these regressors are eli-
minated when the backward elimination is applied. Note that 
this technique allows that only significant regressors (at the 5 % 
level or less) are inc1uded in the final regression matrix (Mager 
[1979]). The principal component analysis (Princo) is going out 
from 
det(Rxx - A;E) = 0 
where E is the unit matrix. The vector of the eigenvalues is 
A = (2.895436 0.103383 0.001191)' 
(cum percent trace: 96.515%, 99.956%,100%). The smallest ei-
genvalue tends to zero (another indication of multicollineari-
ty), and the largest elements ofthe corresponding eigenvector 
V3 obtained from (Rxx - A;E)v; - 0 show which variables are 
predominantly involved in multicollinearities. We obtained 
that 
V= 
l 0.570451 -0.574201 0.587265 0.746729 -0.342026J 0.660336 0.483994 - 0.679703 0.805461 
Therefore, the variable X3 will be predominantly eliminated 
in the reduced regression model (the large value ofO.805461 in-








where the multiple correlation coefficients R 1 = 0.98433, R2 = 
0.95850 are significant at the 1 % level or less, and all non-zero 
regression coefficients are significant at the 5 % level or less (bI 1 
= 0.93352 at the 5 % level, b12 = - 2.30686 at the 2 % level, bz2 at 
the 0.01 % level). The internal determination coefficient is here 
D = r\Xl,X2) = 0.80573 (significant at the 5% level). The 
theoretically calculated values are listed in Table 2 (run 2). 
So far as one concerns the goodness of fit, as measured by 
the multiple correlations, the total and reduced model are here 
about as good as one another. Clearly, no precise meaning can 
be assigned to the individual regression coefficients because 
the correlation coefficients of Ryx are highly significant. This 
implies that the recognition (comparison between the experi-
mentally observed and theoretically calculated data basing on 
the training set) must be carefully distinguished from the pre-
dictability ofthe structure-activity equation system. Note that 
prediction refers to the ability of a function to correctly repre-
sent data which were not members of the training set, that is, 
which were excluded from the derivation of the mathematical 
equation. Hence, the smallness of the least eigenvalue indica-
tes that the three regressors are nearly multicollinear, and 
wams us that the coefficients of a regression matrix are unreli-
able and will be inflated, especially, with respect to the predic-
tion of drug effects. 
To avoid this problem, the significance ofthe eigenvalues is 
examined. As only Al is significant, VI is used for the principal 
component regression analysis. The model is Y = BzZ' where 
Y = (Y; 1;), Z = VX'. In our case, we obtain that Z = (Zl 00) 
because V2 and V3 belong to eigenvalues that are nonsignificant 
at the 5 % level. Therefore, written in the univariate form, we get 
that 
Zl = 0.570451 Xl - 0.574201 X2 + 0.587265 X3 
(32.54%) (32.97%) (34.49%) 





where Rl = 0.98065, R2 = 0.96631 are identical with the simple 
correlation coefficients r( Y;, Zl) and r( 1;,~). Table 2 shows 
the theoretically calculated values (run 3). The correlations 
between Zl and the regressors are highly significant, we get 
that r(Zl,Xl) = 0.97918, r(Zl,X2) = -0.96809, r(Zl,X3) = 
0.99763 (0.1 % level or less), and the correlations between the 
biological responses and the transformed values Zl (see above) 
are also significant at the 0.01 % level or less. 
Note that there also situations that ~ must be also included 
in the principal component regression analysis. In such cases, 
Zl and ~ are not statistically collinear, in general. 
Pharmacological conclusions 
The following conclusions can be deduced from the statistical 
analysis: a high inhibitory activity against dihydrofolic acid re-
ductase in microorganisms requires that 
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- at least two or three substituents with strong hydrogen accep-
tor properties are introduced into the basic molecule (Xl takes 
the value of2 or 3 in such cases), 
- substituents with strong positive responance effects must be 
introduced with electron releasing properties, 
- the sum of the steric constants must be relatively large. In 
such cases, it seems that orientation and intergroup distance in 
the drug-receptor complex playa role. 
When backward elimination or, respectively, stepwise me-
thods are used, the prediction of drug effects is questionable 
when multicollinearities exist (for instance, it could be assum-
ed that steric effects do not playa role). This can lead to consi-
derable mistakes in drug prediction. The table collection of 
chemical substitution constants shows that there is no other 
substituent among 400 substituents that satisfies each of the 
three requirements suggested above. Therefore, it is statistical-
ly impossible to improve the activity, and a novel basic molecu-
le must be created. 
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Experimental Design in Plant Breeding 
Computer Evaluation of Sugar Beet Varieties 
Flemming Yndgaard* 
Summary 
A system of computer programs (FORTRAN), developed for 
selection and discarding of breeding material, for balanced 
and partially balanced lattice designs and for randomized 
blocks designs is presented. By combining an F-test with a test 
of »least significant difJerence«, the program system identifies 
the probable »winners« and »losers« in a yield trial. The prin-
ciples of the program system are shown in a jlow chart. The 
specific examples of the use of the system have been drawn 
from sugar beet breeding. In its present version the system is 
able to analyse 12 characteristics independently. It is possible 
to store the results from the analysis in a data bank. 
Zusammenfassung 
Es wird ein System von Computer-Programmen (FORTRAN) 
vorgestellt, das for Selektion und Kassieren von Zuchtmate-
rial, for balancierte und teilweise balancierte Gitteranlagen 
und for Blockanlagen entwickelt ist. Durch das Kombinieren 
eines F-Tests mit einem Test von »GrenzdifJerenz« identifiziert 
das Programm-System die wahrscheinlichen »Gewinner« und 
»Verlierer« eines Leistungsversuches. Die Prinzipien des Pro-
gramm-Systems sind in einem flußdiagramm gezeigt. Die spe-
zifischen Beispiele der Anwendung des Systems sind von der 
Zuckerrübenzüchtung genommen. Das System kann in seiner 
jetzigen Form 12 Kennzeichnungen unabhängig voneinander 
analysieren. Es ist möglich, die Ergebnisse der Analyse in einer 
Data-Bank zu lagern. 
Introduction 
To overcome the plant breeders' problem of analyzing a great 
number ofvarieties or entries in one trial at the same time keep-
ing the trial error at a reasonably low value, Yates developed 
the lattice designs in the 1930'ies. The relative efficiencies of 
different lattice designs have been investigated by LeCierg 
(1966). He found that only 17 of 676lattice experiments were 
less efficient than the randomized complete block design. 
From a study of 81 lattice experiments Ma and Harrington 
(1948) found that the percentage gains in efficiency compared 
with randomized block designs were 28, 60, 63, 98 and 32 for 
*) This paper was read at the Third Meeting ofthe Biometrie Seetion 
ofEuearpia 3rd to 7th April 1978. 













simple, tripie, quadrupie, balanced lattices, and lattice squares, 
respectively. It is thus obvious that on the average, the plant 
breeder will save replications by using lattice designs in his in-
vestigations. 
Statistical investigation of varieties 
The process of statistical analysis ofvarieties by means of com-
puter in plant breeding logically falls into 3 main procedures: 
1. Collection and preparation of data for statistical analysis. 
2. Statistical analyses. 
3. Presentation ofthe results from the statistical analysis. 
Point 1 will not be discussed. 
Point 2 will give an instruction in the application ofthe compu-
ter programs developed. 
The presentation will concentrate on point 3. 
To facilitate the transfer ofthe system of statistical programs 
between different computer installations, integer variables 
have been used for input! output device numbers. For the same 
reason all input and output statements have been placed in the 
main program. The output from the statistical analyses estab-
lishes a data-bank. The printout presents the result in 4 »Re-
ports«. They will be presented in the paper. The program sy-
stem, the record specification and the way to handle the analy-
sis system will also be discussed. The source decks ofthe FOR-
TRAN programs are available on request. Due to many com-
ments the programlist should be self-explanatory when read in 
connection with the relevant chapters of COCHRAN & Cox 
(1957). For the theory and calculation methods of lattice de-
signs and randomized block designs, the book mentioned ab-
ove should also be consulted, as it is beyond the scope of this 
paper to include them. 
The use of standards is option al. As shown by Y ATES (1939) it 
is legitimate to calculate a lattice design as randomized blocks 
design. The pro grams check ifthe conditions for »lattice« cal-
culation are fullfilled. If not, the program automatically swit-
ches from »lattice« to a »randomized blocks« calculation. 
Via input the user is also able to switch between »lattice« 
and »randomized blocks« on the wh oie or part ofthe set ofva-
riables. 
Presentation of the results from the statistical analyses, an 
example 
A sugar beet variety trial is used to demonstrate the results from 
the statistical analysis by means of a set of 4 reports. 
Report 1 gives a summary ofthe statistical analysis and general 
information on the trial. 
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Report 1 
As indicated in the second line of report 1, the design code (ge-
neral) is 2, i.e. we have a lattice design. cfr. Table 1. 
The trial consists of 4 blocks or replications and 25 varieties. 
In the same line it can also be seen that variety number 1,2 and 
3 are used as standards in this trial. In the next line is shown 
which blocks are present. The statistical summary in the report 
has been developed to give the breeder the minimum informa-
tion only. 
All variables are calculated independently and it is the varia-
ble numberwhich is used to identifythe variable bythe compu-
ter programs. The variable names to the left are only printed to 
tell what the variable number stands for. 
The column for design code indicates the type of calculation 
used for the single variables. The computer program checks if 
the necessary conditions for the general design are met. Other-
wise the design code is reduced. By means of the number in the 
column for error code it is then possible to find the explanation 
for the reduction of the design code compared to the general 
design code. The explanations are given in the bottom half to 
the right. 
Error code 1 indicates that one or more varieties are missing 
in the trial. We have made no effort to solve this statistical pro-
blem.1t means that no statistical tests are performed forthe va-
riables which are faulty in that respect. However, beside trial 
mean the means of the varieties present are given in Report 3 as 
relative figures in percentage ofthe trial mean. The design code 
will be reduced to o. 
Error code 2 indicates that more than 20 % of the data are 
missing from the plots. The actual value of missing data is 
given in percentage in the column next to the error code co-
lumn. More than 20 % of data missing is so serious a deficiency 
that no statistical tests are performed. In analogy to error code 
1 only trial mean and Report 3 are given for the faulty varia-
bles. The design code for those variables will be reduced to o. 
Error code 3 indicates that more than 10% of the data are 
missing from the plots. It has been suggested by COCHRAN & 
Cox (1957) that lattice designs should be calculated as rando-
mized blocks designs if numerous data are missing. The design 
code will therefore be reduced from 2 to 1 for lattice designs if 
data are missing from more than 10% ofthe plots. 
For demonstration of the reduction of design code, 14 % and 
25 % of the data, selected by random, have been discarded for 
phosphorous and invert sugar respectively. In the original data 
1 % was missing. 
Error codes 4 and 5 are of interest to the statistician only. 
Report 2 is produced when one or more standards are used and 
gives the relative figures as percentages ofthe standards. Table 1 Program Control and Explanation 
Report 3 is always produced and gives the relative figures as 
percentages of the trial mean. 
Report 4 reproduces complete information on the analysis of 
variance for all variables. 
The ID number in the top right corner of each sheet identi-
fies the trial. The two first ciphers indicate the year, the next 
two indicate the country, the next two the region inside the 
country and the last three indicate the trial number, compare 







Type of design 
Randomized blocks 
Lattice design 
No calculation wanted 
Faulty data. (This is set by the computer pro gram ; and 
no statistical analysis is made nor are values formissing 
data estimated.) 
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79 .44 1 3 . 5 
111 . 36 9. 1 
3 .6 7 4. <; 
1'32.44 4. 1 
. O,J . 0 
4 14.00 10.3 
.00 . 0 
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2.33 .5 lOb 5 . 0 6.7 4.1 5.5 
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6.37 • v 159 5 . 3 7 . 1 4 . 3 5. b 
3 . 55 .0 124 19 . 2 25.6 15 . 7 2 1. 0 
6.97 .0 1 50 i 2 . 9 17.2 10 . 6 14 . 1 
6.00 · c 17 3 6 . <; 9 . 3 5 . 7 '! .6 
19 . 30 · c 0 5 . S 7 7 4.', 6.3 
. 00 . 0 0 . 0 • G • v .0 
2.47 . 3 10 1 14 . 7 1 9.5 12 . ", 16 . 0 
. GG . 0 v .0 .0 .0 
.00 . 0 0 . 0 .0 . 0 
EXPlJHATlON 
NO ERROR DEIECTED 
AI LJEAST ONE VAR1ETY ~ISSING ALU OVER 
~ORE THAN 20% ~lSSING DATA 
~ORE THAK 10' MlSSlNG DATA 
~ORE THAK 100 ITTERATIOK5 ~EEDED FOH 
CAUCULJATION OF MISS1~G DATA (R . BLOCKS) 
~ORE THA K 100 1TTERATIONS ~EEDED FOR 
CA LJ CU UA TIO N OF ~lSSlNG DATA (lJAT T1CE) 
lJAT TI CE CONDITIOKS NOT CORREC T 
, . 0 
.0 
DATE OF CAIICUIP.T10N 1977 -1 2 - 2 i) - B"~IK CODE 4 COUnR Y DENMARK PIJACE AUSTED GD . TRUL NO 4·J6 
Error code 6 indicates that the lattice conditions have not 
been fulfilled. The design code will be reduced to land the trial 
calculated as a randomized blocks design. 
of the standards if standards have been introduced in the trial. 
The co lu mn »C.V.« gives the coefficients ofvariation. 
The column for »mean oftrial« gives the trial me ans ofthe 
variables measured in input data units. In the same way the co-
lu mn for »mean of standards« gives the corresponding means 
The volumn »Fvalue« gives the relevant F-ratio forvarieties 
from the analysis ofvariance. cfr. Report 4 below. 
The column »P of F« gives the prob ability in percent asso-
ciated with the corresponding F-ratio. 
THE flREEDHG STATlm; "1", ; R I 13 0 " 
RELJATIVE FIGURES IN RELJAT10N TO THE STANDARDS 


























3O ·JOOO:)500 1 705 
400GOOa50G P 05 
11 50402 593 7 3 
415040 2 6,,570 
5 1 5G402 901',0 
2150402 9010 1 
6150402 9G2"G 
2150 '102 9nö l 
11 5040 2 903~0 
4 15040240 111 50 
150 402 4G11 15 1 
31401)02 59313 
3140F,02 59'3 15 
11 40802 65570 
4 1 40F,02 66800 
5 140802 670·J l 
1 4080 2 670 7 0 
11 40,,0 2 67070 
'\ 14080 2 6838 1 
5 140F,02 71 2 12 
7 140802 7 1502 
3140802 8 1 305 
140802 il8500 
31401)02 f\63370 
10 1 102 100 96 94 ~4 . 03 - 92 . 
4 G7 97 99 10 1 1 ~ 1 92 99 11 0 * 
4 100 99 0" .1 00 102 1 2 1*1 0~ * 97 
4 10 2 100 97 rl 03 120 + 97 103 10 2 
4 105 +1 03 98 .1 04 12 7 * 11 2+109* 9 1. 
4 100 100 100 90 - 1 16+ 92 93 - 9 1 < 
4 104 10 1 97 . 98 1 29* 106 103 93 . 
4 106 *1 04 9b .l 0 l 1 34* 11 2+1 0&* 97 
4 106 *1 03 S7 .1 vl 153 *1 06 106 + 95 -
4 106 *1 04 98. 105 +1 41*1 06 109 *110 * 
4 106 *1 03 98 .1 05 +11 2 95 102 111 * 
4 10 1 10 1 98 .1 03 11 4 11 0 106 +111 * 
4 102 100 97 .1 00 100 90 97 9" 
4 104 10 1 97 .1 04 1 16 + 96 103 94 -
4 105 +1 04 99 109 *1 03 76 .1 0a 96 
4 06 q6 99 93 .1 01 92 93 - 52 . 
4 106 *1 04 9b .l 03 11 6+ 96 103 91. 
4 101 10 0 98 .1 02 105 10 0 102 92 . 
4 10 1 qq 97 . 99 11 8 +1 00 10 1 93 . 
4 107 *1 05 + 99 104 11 2 10 3 104 66 . 
4 1 10* 106 * 96 .1 08* 134 *1 29 *11 7 *11 3* 
4 108 *106* q8 .1 04 13 1*11 0 109 *1 0 1 
4 104 105 +1 0 1 93 . 95 84 . 9 1. 80 . 
4 107* 104 Q7 .1 04 135 *1 00 105 103 
4 105 +1 04 98. 94 .1 3 1* 86 - 95 94 -
o 105 
J 94 
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The column »Rel. Pr.« gives the relative precision. This is 
only used when the lattice ca1culation has been performed. It is 
a measure of gain in accuracy using lattice design compared to 
randomized blocks design. The latter is given the value 100. 
The two columns »rel. LSD 5 % and 1%« give the ordinary 
»least significant difference« (LSD in the sequel) values for 
5 % level of significance and I % level of significance in percen-
tages of the trial mean. 
The last two columns »Rel. Std. LSD 5% I %« are used for 
comparison of a variety mean to the mean of the standards. 
The values will always be less than or equal to the correspon-
ding ordinary LSD values, the reason being that the accuracy 
of the me an of the standards will increase when the number of 
standards increases. 
Pairwise multiple comparison of differences between varie-
ty means using LSD ought to be used only ifthe F-ratio is signi-
ficant, cfr. CARMER & SWANSON (1973) 
In addition to the statistical summary Report I contains in-
formation about the calculation codes used for preparing in-
put and comments to the trial taken from 6 text records in input 
stream. 
Report 2 
This report is produced when standards are used and shows 
the results ofthe measured variables in percentage ofthe mean 
ofthe standards. 
The first column »V AR« to the left gives the variety number 
in the trial. The next »REG.NO.« gives the identity ofthe va-
riety. The column »REP« gives the total number of replica-
tions ofthe variety measured for variable 1. 
The next 12 columns present the relative figures for the va-
riables measured. 
THE ~qEEDH:G S '~ATIC ~; " f' f.. q 1 2 C " 
qELJATlVE: FIGIJqES H: qElJATICN TC TiE H I Al; ME;.~; 
V; R qEG . f:C . REP ,R RS RP K NA fi IV 
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. The columns with relative figures may be followed by a »sig-
nificance« mark. When varieties as mentioned above by means 
of an F-test are found to be significantly different, it is legitima-
te to compare each of them to all the others, to the trial mean 
and to the mean of the standards. 
In report 2 the comparison between the single variety and 
the mean ofthe standards has been performed by the computer 
pro gram if F was significant at the 5 % level. 
Varieties giving differences numerically greater than the 
»REL.STD.LSD« by this comparison will be marked with a 
significance mark to the right ofthe relative number. The signi-
ficance marks are given according to the table: 
Condition to be fulfilled Significance Mark 
5 % level 
Relativefigure > Xs + REL.STD.LSD. + 
Relative figure < Xs - REL.STD.LSD.-
I % level 
* 
Xs stands for mean ofthe standards. No adjustment ofthe LSD 
value has been made for the comparison when one or both va-
rieties are not present in the fuH number of replications. 
Report 3 
Detailed explanations of this report will not be given because it 
would be exactly the same as for Report 2 except that Xs and 
REL.STD.LSD. in the table for significance marks should be 
changed to X and REL.LSD, X stands for the trial mean and 
REL.LSD. is the ordinary LSD.1t means that the comparisons 
performed are between the variety means and a hypothetical 
variety giving the same me an as the trial mean. 
ID ~,O T?0 10 4 4C6 
qEPCR', 5 
PM;E i 
P 1S Cl; 
-------------------------------------------------------------------------------------------- --------------
2cDOOOOSOO 1720 4 qr) 100 102 + 95 liO - 64 - 9 1- 9S 9 4 105 ,] v 
2 30 000005,J0 17OS 4 G4 - 95 10 i 100 86 c2 97 11 3* 90 94 0 0 
4·],J CG 00500 1? 05 4 07 97 100 Sq F; ,! 12 1*1 05 100 96 101 Ci ,J 
1150402 5c 373 4 <;9 of, qQ 102 102 q? 10 1 i u:) 93 94 0 ,J 
5 4 1 50~O2 6F,57 O 4 10 1 10 1 100 103 10S 112 i 06 04 -1 04 i 03 0 Q 
6 5 150402 90 1li O 4 Cf? GF; 10 2+ F;q c 99 <:'2 c 1- 94 - 99 97 c C 7 21504 02 901 ii 1 4 100 q q 99 Q7 110 106 10i c6 Cf ? 95 ,J 0 
F; 6150402 9021')0 4 102 102 100 100 i 14 11 2 105 1U O 96 qe;' 0 J 
9 2 150402 °028 1 4 102 10 1 9c 100 1j 0 '1 06 104 9F; <i6 92 Q 0 
10 11 50402 9031',0 4 10 2 102 100 104 120+1 06 106 113*1 02 99 0 0 
11 415 0402 401115 0 4 10 2 10 1 100 104 95 95 10 0 115* 1')3 F;5 - 0 ,J 
12 1504J24 Ji 1151 4 qF; 99 100 102 97 11 0 10 4 115*1 0 1 105 G '0 
13 3140802 SQ313 4 <;9 QF, oq qo FJ 5 00 95 10 1 SF, 1 C 1 0 0 
14 3140F,02 5ai 15 4 100 99 <; 0 103 oc 96 101 97 10 3 1iJ i 0 0 
15 11 40,, 02 65570 4 10 1 1D 2 101 1 0~ • 88 7F; -c 98 9 9 11 9 114 0 0 
16 4 14 0ri,:)2 66F,00 4 93 - 94 -1 0 ·, q~2 c ii6 92 91- F, 5 ~1 i q 117+ '0 0 
17 5 14080 2 POO 1 4 102 102 i 0G 102 99 9F, 1 0 • u, <; 4-1 04 ·,0 1 0 D 
11', 140 802 67070 4 9F; 9ii 100 10 1 1',9 100 10D 95 96 103 Q 0 
10 1140 F,02 6707 0 S-b 97 90 Sf, 10D 100 q q 96 100 103 0 0 
2:1 3140802 6ii38 1 4 103 10 3 101 10 3 c5 103 10 2 9 1~ 90 94 G G 
21 5140802 71212 4 106 +1 0 4 91i -1 07 +11 4 12F, *11 4 *11 7 *1 20 11 9+ 0 0 
22 714 0F,02 71 502 4 104 104 H) D 103 111 11 0 106 104 10 1 qq G :1 
23 , 14 0,,02 ~ 1305 4 100 103 10 3 * 92c 8 1 F, 4- ij9 ~ S3 ~i OO 97 0 0 
24 140 802 F,,, 50 0 4 10 3 10 2 9C 103 11 5 100 10 3 106 + c 5 Sö 0 D 
25 3 140F,02 F,63370 4 1D1 102 100 93 -11i F,6 - 'il - 97 f'J2 1',5 - 0 0 
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The variables are identified by the statistical programs by 
means oftheir number. 
As mentioned above all variables are analysed indepen-
dently. 
The five columns headed DF, S S, M S, Fand P give the deg-
rees of freedom, sum of squares, mean squares, F values and 
prob ability in percent associated with the corresponding F va-
lue, respectively. 
The analysis ofvariance is also given in exactly the same way 
for all variables measured. 
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Guidance of the program system 
The principles of the program system are shown in the flow 
chart. 
The different types of records used by the statistical pro-
grams are identified by means of the contents of columns 1-5. 
Columns 1-2 always contain 50, the code for the breeding 
station »MARIBO« in the computer center. 
Column 3 contains the subject code which defines the type 
ofinvestigation as shown in Table 2. 
Columns 4-5 define the type of input or output as shown in 
Table 3. The character bis used for blank. 
The preparation of input data incIudes preparation of a re-
cord of parameters, controlling the statistical pro grams ; the re-
cord is shown in RECO RD DEFINITION 1. 
Columns 6-20 define the trial. 
Column 21 contains the d-bank code which must be 4, 5 or 6 
if the results are going to be stored in the d-bank, 
Column 22 contains the printout code which must be greater 
than zero if the 4 reports are wanted. 
Columns 23-25 define the codes for special analyses. De-
fault value is o. 
Column 26 defines the number ofvarieties used for »stand-
ard«. 
Columns 27-41 define the variety numbers for standards. 
The maximum number ofthe system is 12 observations per 
plot ; ifless than 12 variables are measured, the number ofthe 
last one to be calculated must be written in columns 42-43. 
Columns 44-103 contain information controlling the calcu-
lation ofthe 12 single variables. Because they are all calculated 
independently of each other it is sufficient to look at columns 
44-48. 
The design code (general) written in column 15 defines the 
type of design as shown in Table 1. As shown by Y ATES (1939) it 
is legitimate to calculate a lattice design as the less complex 
randomized blocks design. In the present system the user has 
the liberty to decrease the complexity for one or more varia-
bles, i.e. even if column 15 is equal to 2 it is allowed to write 1 in 
column 44. To make the system independent of the pro grams 
producing input data and handling the d-bank, in our case 
written in COBOL, and the statistical programs written in 
FORTRAN, all inputs and outputs are transformed into inte-
ger formats. 10 raised to the power given in columns 45-46 
multiplied by the input data will give the correct unity of input 
data. E.g. the number 53 is transformed to 530 by multiplica-
tion by 101 and 5.3 by multiplication by 10- 1• 
Columns 47-48 contain the value to which the observed re-
sults must be compared in order to find the plots from which 
data are missing. Normally this check value is zero, but for field 




















Field Emergence Trial 
Agricultural Trial 
Seed Processing 
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emergence, for instance, zero could be an observed value. The 
observed result 0 of a not emerging variety must not be re-
placed by a high er value by calculating missing data for the 
plot. 
Check value for field emergence is therefore - 1. In other 
words an observation has to be greater than the check value. 
Otherwise it will be considered as missing data. The explana-





























































trial identification, year 
trial identification, country 
trial identification, region inside the country 
trial identification, trial number 
trial identification, design code (general) 
trial identification, total ofblocks 
trial identification, total ofvarieties 
d-bankcode 
printcode 
codes for special analyses 






last variable to calculate 
variable 1, design code 
variable I, exponent of 10 
variable I, check value 
variable 2, design code 
variable 2, exponent ofl 0 
variable 2, check value 
variable 3, design code 
variable 3, exponent of 1 0 
variable 3, check value 
variable 4, design code 
variable 4, exponent of 1 0 
variable 4, checkvalue 
variable 5, design code 
variable 5, exponent of 10 
variable 5, check value 
variable 6, design code 
variable 6, exponent of I 0 
variable 6, check value 
variable 7, design code 
variable 7, exponent of 1 0 
variable 7, check value 
variable 8, design code 
variable 8, exponent of 10 
variable 8, check value 
variable 9, design code 
variable 9, exponent of 10 
variable 9, check value 
variable 10, design code 
variable 10, exponent of 10 
variable 10, check value 
variable 11 , design code 
variable 11, exponent of 1 0 
variable 11, check value 
variable 12, design code 
variable 12, exponent of 10 
variable 12, check value 
EDVin Medizin und Biologie 3/1979 
92 YNDGAARD, Experimental design in plant breeding 


































trial identification, year 
trial identification, country 
trial identification, region inside the country 
trial identification, trial number 
trial identification, design code (general) 
trial identification, total ofblocks 
trial identification, total ofvarieties 
variety identification, number in trial 
variety identification, registration number 
plot identification, block in field 
plot identification, row within block 
plot identification, column within block 
plot identification, plot no in field 
discard code 
variable I (decimal point defined by parameter-
re cord) 
variable 2 (decimal point defined by parameter-
record) 
variable 3 (decimal point defined by parameter-
record) . 
variable 4 (decimal point defined by parameter-
record) 
variable 5 (decimal point defined by parameter-
record) 
variable 6 (decimal point defined by parameter-
record) 
variable 7 (decimal point defined by parameter-
record) 
variable 8 (decimal point defined by parameter-
record) 
variable 9 (decimal point defined by parameter-
record) 
variable 10 (decimal point defined by parame-
terrecord 
variable 11 (decimal point defined by parame-
terrecord) 
variable 12 (decimal point defined by parame-
terrecord) 
tions for all the other 11 variables are ana10gue. Observed re-
sults from each plot are combined into one re cord, shown in 
RECORD DEFINITION 2. Columns 1-20 are equal to the 
parameter record except for columns 4-5 which are 00. 
Columns 21-37 define the variety by its number in the trial 
21-23 and its registration number 24-37. 










Type ofinput or output 
Parameter Record 
Observed plot results 
Adjusted plot results (from lattice design ca1culation) 
Variety totals from randomized block ca1culation 
Variety totals from lattice ca1culation 
Analysis ofvariance 
Some other statistics 
EDVin Medizin und Biologie 3/ 1979 
Columns 38-46 define the plot. The plot records must be sor-
ted in increasing order with respect to the plot number. This is 
necessary because the computer programs automatically cal-
culate to which block and miniblock a plot belongs. Block is 
used as name for complete block equal to replication and mini- . 
block is used as name for incomplete block. 
Column 47 is assigned the value 1 ifthe plot is discarded, but 
the record must be present. 
The observed results for the variables present are written in 
the respective columns. A maximum of 5 digits has been found 
suffice for all variables. 
For a lattice design the adjustments are made at plot level 
and the adjusted plot results are kept in data-bank records for 
further analysis. Their number is 50 in the case of adjusted plot 
results in co1umns 4-5. The other identifications are equal to 
the records forthe observed results. RECORD DEFINITION 
3 shows the records used for variety totals. Columns 1-37 are 
equal to the plot record in RECORD DEFINITION 2 except 
for columns 4-5 which are 51 or 52 as indicated in table 3. 
Column 38 is equal to 1 for re cords containing information 
on the variables 1-6 and equal to 2 for records containing infor-
mation on the variables 7-12. 
Column 41 is equal to the design code used for the calcula-
tion ofvariable 1. 
Columns 42-43 contain the total number of replications of 
the variety in question. 
Columns 44-49 contain the sum of the replications inc1ud-
ing possible estimates for missing data. Variables 2-12 are 
treated similarly. 
In the analyses of aseries of experiments the sums of variety 
are used in some cases, in other cases, the means of variety 
COCHRAN & Cox (1957). By storing the variety sums in the data 
bank both possibilities are available without rounding errors. 
Results from the analysis of variance are written in records 
as RECORD DEFINITION 4. 
Columns 1-20 are equal to the plot record except for co-
lumns 4-5 which are 53. Columns 21-25 contain information 
on the variable, number (21-22), record number within variab-
le (23-24) and the design code used for the calculation (25). As 
shown in table 4, nine re cords are written for each variable. Co-
lumns 26-28 contain the relevant number of degrees of free-
dom. The relevant sum of squares and mean squares are writ-
ten in columns 29-46 and 47-64 respectively. If an F-test is re-
levant, columns 65-69 contain the F-value and columns 70-73 
contain the prob ability in percent associated with the F-ratio. 
In addition to the results from analyses of variance further 
statistics are given as indicated in RECORD DEFINITION 5. 
Columns 1-20 are equal to the plot re cord except for columns 
4-5 which are 54. Columns 21-27 contain information of the 
variable, its number (21-22), design code used for the calcula-
Table 4 Program Control and Explanation 














Block design error 
Varieties adjusted 
Miniblock adjusted 
Intra miniblock error 
Varieties plot-adjusted 
Effective error 




































51 or 52 
trial identification, year 
trial identification, country 
trial identification, region inside the country 
trial identification, trial number 
trial identification, design code 
trial identification, total ofblocks 
trial identification, total ofvarieties 
variety identification, number in trial 
variety identification, registration number 
record nu mb er I 
last variable calculated 
variable I,designcode 
variable I, total rep. ofvariety 
variable I, total ofvariety 
variable 2, design code 
variable 2, total rep. ofvariety 
variable 2, total ofvariety 
variable 3, design code 
variable 3, total rep. ofvariety 
variable 3, total ofvariety 
variable 4, design code 
variable 4, total rep. ofvariety 
variable 4, total ofvariety 
variable 5, design code 
variable 5, total rep. ofvariety 
variable 5, total ofvariety 
variable 6, design code 
variable 6, total rep. ofvariety 
variable 6, total ofvariety 





























trial identification, year 
trial identification, country 
trial identification, region inside the country 
trial identification, trial number 
trial identification, design code (general) 
trial identification, total ofblocks 
trial identification, total ofvarieties 
variety identification, number in trial 
variety identification, registration number 
re cord nu mb er 2 
last variable calculated 
variable 7, design code 
variable 7 total rep. ofvariety 
variable 7, total ofvariety 
variable 8, design code 
variable 8, total rep. ofvariety 
variable 8, total ofvariety 
variable 9, design code 
variable 9, total rep. ofvariety 
variable 9, total ofvariety 
variable 10, design code 
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variable 10, total rep. ofvariety 
variale 10, total ofvariety 
variable 11, design code 
variable 11, total rep. ofvariety 
variable 11 , total ofvariety 
variable 12, design code 
variable 12, total rep. ofvariety 




trial identification, year 
trial identification, country 
trial identification, region inside the country 
trial identification, trial number 
trial identification, design code (general) 
trial identification, total ofblocks 
trial identification, total ofvarieties 
variable, number 
variable, record number 
variable, design code 
degrees offreedom 
sum of squares (4 dec) 
me an square (4 dec) 
fvalue (2 dec) 




trial identification, year 
trial identification, country 
trial identification, region inside the country 
trial identification, trial number 
trial identification, design code 
trial identification, total ofblocks 
trial identification, total ofvarieties 
variable, nu mb er 
variable 
variable, design code 
variable, error code 
missing data in percent 
me an of trial (4 dec) 
mean ofstandards (4dec) 
coefficient ofvariation (1 dec) 
relative precision 
relative Isd 15 % (1 dec) 
relative Isd 1 % (Idee) 
relative std.lsd 5 % (I dec) 
relative std.lsd 1 % (1 dec) 
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tion (25) and code for error detected by the statistical programs 
(26-27) ; columns 23-24 are not used. Total of missing plot re-
sults in percentage of the whole trial is written in columns 
28-30. The trial mean is written in columns 31-48. If one or mo-
re varieties are used as standard in the trial their mean is written 
in columns 49-66. 
Columns 67-70 contain the coefficient ofvariation. Relative 
precision is written in columns 71-74. Columns 75-90 contain 
LSD values in percentage of the trial mean. Columns 75-78 
and 79-82 are the ordinary LSD values for the 5 % and the 1 % 
levels respectively. 
Columns 83-86 and 87-90 contain the corresponding LSD 
values for comparison of the me an of one variety with the 
mean ofthe standards. 
For the statistics, with a fixed number of decimals, kept in 
the data bank the number of decimals is indicated in the defini-
tion for example mean oftrial (4 dec) = 4 decimals. 
The parameter record and the 6 text records used for the ex-
ample are shown on page 25 on the top. On the same page the 
first and the last 20 plot input records are shown for the same 
trial. 
A complete list ofthe FORTRAN program system is avail-
able on request. 
The pro gram system has been developed and checked out 
on the UNIV AC 1110 at the Copenhagen University Compu-
ter Center. 
Users employing the pro gram system on other computers 
may obtain slightly different numerical results because of the 
different word length ofthese other computers. If double pre-
cision versions of the programs are desired, the C in co lu mn 1 
should be removed from the double precision statements in the 
programs. 
Research workers planning to implement the system might 
wish to obtain a punched deck containing all the pro grams 
rather than run the risk of introducing errors during repun-
ching from the print-ups. Persons interested in purchasing 
such a deck should write to the author. 
The author is indebted to Mr. Niels Faerch for profitable 
discussions. 
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NACHRICHTEN UND BERICHTE . 
5th Meeting of the International Society of Haemato-
logy Hamburg, 26.-31 . August 1979 
Symposium: Mathematical models of normal and ab-
normal haemopoietic cell renewal systems 
Unter diesem Titel wurde - erstmals in der Geschichte des 
internationalen Hämatologenkongresses - eine Sitzung über 
mathematische Modelle abgehalten. Hierbei wurden fünf Vor-
träge präsentiert. 
Im ersten Referat gab WICHMANN (Köln) eine Einführung in 
die Problematik. Anhand von Beispielen aus dem Bereich der 
Blutbildung erläuterte er, was ein mathematisches Modell ist, 
wie es arbeitet und was es leisten kann. Abschließend gab er 
Kriterien an, die es dem Biologen oder Mediziner erleichtern 
sollen, auch bei bescheidenen mathematischen Kenntnissen 
die Qualität und Brauchbarkeit von Modellen zu beurteilen. 
Aus der gleichen Arbeitsgruppe stellte LöFFLER (Köln) ein 
Stammzellmodell vor. Es versucht, die große Fülle experimen-
teller Daten (akute und chronische Bestrahlung, Anämie, Hy-
pertransfusion, Hypoxie, Hyperoxie, Erythropeotingabe u. a.) 
zu reproduzieren und widerspruchsfrei zu interpretieren. Letz-
teres gelingt bei 90 % der verfügbaren Daten. 
LORD (Manchester) stellte neuere experimentelle Ergebnis-
se zur Wirkung von Inhibitoren und Stimulatoren im Stamm-
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zellbereich sowie zum Einfluß von Mehrfachtransplantatio-
nen vor, die er mathematisch analysierte. Ferner beschrieb er 
die räumliche Anordnung der Stammzellen im Knochenmark. 
PABST (Ulm) diskutierte ein Modell zur Granulopoese bei 
Hunden. Es ist in der Lage, neben den Normalwerten die Da-
ten zur Leukapherese (Isolierte Entfernung weißer Blutzellen 
aus der Zirkulation) und zur Gabe von Cyclophosphamid 
(Zerstörung proliferierender Zellen) zu reproduzieren. 
Als letzte Referentin stellte REINCKE (Harvard) ein einfaches 
Modell vor, welches das Wechselspiel zwischen proliferieren-
den und ruhenden Stammzellen bei gesteigertem Bedarf an 
differenzierten Zellen beschreibt. 
Ein wichtiges Ziel der Sitzung, nämlich die Sprachbarrieren 
zwischen Experimentoren und Modellbauern zu verkleinern 
und gleichzeitig die experimentellen Gruppen auf den Nutzen 
mathematischer Modelle für ihre eigene Arbeit hinzuweisen, 
wurde, zumindest teilweise, erreicht. Dies zeigt sich u. a. darin, 
daß am Rande der Tagung mehrere konkrete Absprachen für 
eine Zusammenarbeit bei der Planung und Auswertung zu-
künftiger Experimente getroffen wurden. 
Dr. H. E. Wichmann, Med. Universitätsklinik, Jos.-Stelz-
mann-Straße 9, D-5000 Köln 41 
Biometrie - heute und morgen 
Interregionales Biometrisches Kolloquium 
. vom 17. bis 20. März 1980 in München 
Informationen und Anmeldungen: Dr. W. Koepcke, Institut f. 
Med. Informationsverarbeitung, Statistik und Biomathema-
tik, Marchioninistraße 15, D-8000 München 70 
Biometrische Tagung in Budapest 1981 
Es ist vorgesehen, zu Beginn der Osterwoche 1981 eine Bio-
metrische Tagung in Budapest zu veranstalten. 
Vortragsanme1dungen und Anfragen an: Dr. Janos Svab, Uni-
versitas Scientiarum Agrariarum, Facultas Scientiae Agrariae, 
Cathedra Agriculturae Cultusque Herbarum, H-2103 Gödö1-
lö/Hungaria 
BUCHBESPRECHUNGEN 
SCHNEIDER, B. und RANFT, U. 
Simulationsmethoden in der Medizin und Biologie 
Medizinische Informatik und Statistik, Bd. 8,1978,496 S., DM 55,-
Springer-Verlag, Berlin - Heidelberg - New York 
Die Simulation von technischen, wirtschaftlichen, biologischen oder 
allgemeinen wissenschaftlichen Problemen mit Hilfe von Rechenanla-
gen stellt im Augenblick ein beachtliches Hilfsmittel der wissenschaft-
lichen Forschung dar. Besonders im Bereich der Biologie, der Medi-
zin, der Sozialwissenschaft und der Ökonometrie scheint die Compu-
tersimulation eine methodische Lücke zu schließen, da hier meist sehr 
komplexe Systeme exakten Experimenten nur sehr schwer zugänglich 
sind bzw. geschlossene Lösungen adäquater mathematischer Modelle 
nicht vorliegen. 
Im Herbst 1977 fand zu diesem Thema ein Workshop statt, um einen 
Überblick über die Aktivitäten vornehmlich im deutschen Sprach-
raum zu erhalten. Die bei diesem Workshop gehaltenen Referate sind 
in dem vorliegenden Band unter folgenden Themenbereichen zusam-
mengestellt: Methoden, Evolutionsprozesse, Physiologische Systeme, 
Zellkinetische Systeme, Optimierung von Diagnose und Therapie, 
Ökonomische Systeme, Lernprozesse. 
Damit liegt eine ausgezeichnete Übersicht über dieses Fachgebiet 
vor, das noch recht interessante Anwendungen der Computertechnik 
erwarten läßt. Ge. 
SCHREINER, H. 
Computer Cartoons 
1979,96 Seiten mit 102 Abb., DM 16,80 
Verlagsges. RudolfMüller, Köln 
Der »tierische Ernst« gedeiht auch in der Umgebung der Computer. 
Mit manchmal nur wenigen Strichen versteht es der Verfasser, typische 
Situationen zu charakterisieren. - Ein Buch zur Entspannung, nicht 
zum Lesen. Ge. 
SCHAFFLAND, H. J. und WILTFANG, N. 
Bundesdatenschutzgesetz (BDSG) 
- Ergänzbarer Kommentar nebst einschlägigen Rechtsvorschriften 
Ergänzbare Ausgabe, einschl. 3. Lieferung, 374 S., DM 38,-, zuzügl. 
Ordner DM 9,80. E. Schmidt Verlag, Berlin - Bielefeld - München 
Das Bundesdatenschutzgesetz ist für alle Betroffenen noch recht neu. 
Daher ist es zu begrüßen, daß hier neben dem Gesetzestext Textauszü-
ge der das BDSG tangierenden Gesetze und Verordnungen zusam-
mengestellt und durch Kommentare erläutert wurden. Durch die An-
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lage als ergänzbares Werk wird sichergestellt, daß Änderungen leicht 
eingefügt werden können. 
Der Kommentar zeichnet sich durch eine klare Gliederung und eine 
Vielzahl praktischer Beispiele aus, die auch für Nicht juristen gut ver-
ständlich sind. Von besonderem Wert sind die mitgeteilten Formulie-
rungsvorschläge etwa für die Verpflichtung von Mitarbeitern, für Be-
nachrichtigungen sowie als weitere Arbeitsunterlage der abgedruckte 
»Leitfaden für den Datenschutzbeauftragten«. - Insgesamt ein nützli-
cher Ratgeber für diese neue Materie. Ge. 
LANGE, H.-J., MICHAELIS, J. und UBERLA, K. (Hrsg.) 
15 Jahre Medizinische Statistik und Dokumentation 
Aspekte eines Fachgebietes 
Medizinische Informatik und Statistik Bd. 9,1978,205 S., DM 30,-
Springer-Verlag, Berlin - Heidelberg - New York 
Am 30. Januar 1978 vollendete Herr Prof. Dr. Dr. Siegfried Koller sein 
70. Lebensjahr. Aus diesem Anlaß fand in Mainz eine Festvorlesung 
und ein Symposium statt. Die hierbei gehaltenen Vorträge und Refera-
te sind in dem vorliegenden Band zusammengestellt. 
Diese Veranstaltungen fanden fast genau 15 Jahre nach dem Beginn 
des Aufbaues des Mainzer Instituts für Medizinische Statistik und Do-
kumentation durch Herrn Professor Koller statt. Es war daher Gele-
genheit, diese Zeitspanne einmal würdigend zu überblicken. - Die 
Vielzahl und die Verschiedenartigkeit der Referate veranschaulichen 
sehr eindrucksvoll die Impulse, die für das neue Fachgebiet in dieser 
Zeit von Mainz ausgegangen sind. Ge. 
SCHACH, S. und SCHÄFER, TB. 
Regressions- und Varianzanalyse 
1978,262 S., DM 29,-
Springer-Verlag, Berlin - Heidelberg - New York 
Die Regressions- und die Varianzanalyse sind nicht zuletzt durch die 
Bereitstellung entsprechender Computerprogramme zu sehr verbreite-
ten statistischen Auswertungsverfahren geworden. Dennoch ergeben 
sich bei den Anwendungen immer wieder Probleme, die häufig mit den 
jeweiligen Voraussetzungen zusammenhängen. 
Hier setzen die Verfasser ein, die einerseits den Anwendern einen 
Einblick in die mathematisch-theoretische Fundierung dieser Verfah-
ren geben wollen, andererseits aber auch den Mathematikern und Sta-
tistikern mit einem Ausbildungsschwerpunkt auf dem Gebiet der Sto-
chastik einen Überblick über eine Klasse wichtiger Verfahren liefern 
wollen. - Dieser doppelten AufgabensteIlung wird die Darstellung voll 
gerecht, wenn auch die Anwender mit geringen mathematischen Vor-
kenntnissen vielleicht einige Schwierigkeiten haben werden. Umso-
mehr sollte aber die saubere, klare Darstellung die Mathematiker und 
Statistiker ansprechen, die bereitgestellten statistischen Verfahren kor-
rekt einzusetzen und die Anwender entsprechend zu beraten. Ge. 
BORCHARDT, K. 
Die wissenschaftliche Literatur 
- Medium wissenschaftlichen Fortschritts 
1978, 29 S. 
Arbeitsgemeinschaft wissenschaftlicher Literatur e. V., Stuttgart 
Die vorliegende Broschüre enthält eine überarbeitete Fassung eines 
Vortrags des Verfassers. Angesprochen werden darin eine Fülle rele-
vanter Themen im Zusammenhang mit wissenschaftlichen Publikatio-
nen, die sowohl Produzenten als auch Konsumenten wissenschaftli-
cher Literatur, d.h. eigentlich alle Wissenschaftler zum Nachdenken 
über einen wesentlichen Teil ihrer Tätigkeit anregen sollten. Ge. 
PRECHT, M. und VOlT, K. 
Mathematik für Nichtmathematiker - Teil 1 
1979,135 S., DM 16,80 
R. Oldenbourg Verlag, München - Wien 
In diesem ersten Teil einer» Mathematik für Nichtmathematiker« wer-
den insbesondere Grundbegriffe, Vektorrechnung, Matrizenrechnung 
und lineare Gleichungssysteme behandelt. Die Darstellung ist aus 
Vorlesungen für Studierende der Agrarwissenschaften, des Garten-
baus, des Brauwesens, der Lebensmitteltechnologie sowie der Ökotro-
phologie hervorgegangen. Dabei wird versucht, an Beispielen die Ma-
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thematik zu erklären, ohne aber die erforderliche Exaktheit dabei zu 
vergessen. - Die Abgrenzung des Stoffes bereitet auch hier den Verfas-
sern einige Schwierigkeiten. Man kann darüber diskutieren, welche 
Teile der Mathematik für welche Ausbildungsgänge notwendig sind. 
Eine solche Diskussion wird wohl immer mit einem Komprorniß en-
den müssen. Aus dieser Sicht liegt hier insbesondere für Studierende 
ein brauchbares, vorlesungsbegleitendes Buch vor. Ge. 
SCHUSTER, W. und VON LoCHOW, J. 
Anlage und Auswertung von Feldversuchen 
2., erw. Aufl., 1979, 240 S., DM 40,-
DLG-Verlags GmbH, Frankfurt a. M. 
Der Feldversuch liefert der landwirtschaftlichen Praxis und den Land-
bauwissenschaften Informationen, um die Leistungen von Sorten und 
die Wirkungen von Anbaurnaßnahmen (Düngung, Pflanzenschutz, 
Ackerbau) unter den verschiedensten Anbaubedingungen beurteilen 
zu können; er ist durch nichts zu ersetzen. Das Buch »Anlage und Aus-
wertung von Feldversuchen« gibt einen guten Einstieg in die Probleme 
und ist speziell für diejenigen, die die Planung, technische Durchfüh-
rung und Verrechnung der Versuche selbst vornehmen müssen, ein un-
entbehrlicher Leitfaden. Die verständliche Art der Darstellung erleich-
tert dieses Vorhaben. 
Die wesentlich erweiterte Neuauflage enthält im ersten Abschnitt 
die Darlegung der klassischen Anlagemethoden und der Methoden 
der Blockanlage sowie der Gitteranlage und der mehrfaktoriellen Ver-
suchsanstellung. 
Im zweiten Abschnitt werden anhand von Rechenbeispielen die 
Auswertungen für die verschiedenen Versuchsanlagen ausführlich be-
schrieben. In der Neuauflage wurden diese Anleitungen auf die Zwei-
und Dreisatzgitter und die Versuchsserien erweitert. Ferner sind Anre-
gungen für die Interpretation von Versuchsergebnissen enthalten. Aus 
diesem Grunde werden u. a. auch die Grundlagen der Regressions-
und Korrelationsrechnung dargestellt. Hau. 
DUCROT, H. et al. (Ed.) 
Computer Aid to Drug Therapy and to Drug Monitoring 
1978,449 S., $ 49,-
North-Holland Publ. Comp., Amsterdam-New York 
Die vorliegenden Proceedings der IFIPTC-4 Konferenz von 1978 über 
den Computereinsatz bei der Arzneimitteltherapie und der Arzneimit-
telüberwachung umfassen ein weites Themenspektrum. Dabei war der 
für jede Aufgabe eingesetzte Computer vielleicht das Bindeglied zwi-
schen den divergierenden Bereichen. 
Es wurden u.a. behandelt: die Überwachung von Arzneimittelwir-
kungen im Krankenhaus und bei ambulanten Patienten, Arzneimittel-
datenbanken, die Verteilung von Arzneimitteln sowie Arzneimittelsta-
tistiken. 
Damit werden hier die vielschichtigen Probleme bei der Verwendung 
von Arzneimitteln angesprochen, bei denen der Computer hilfreich 
sein kann. Ge. 
Datenverarbeitung auf dem Umweltsektor 
1978,149 S., DM 20,80 
R. Oldenbourg Verlag, München-Wien 
In dem vorliegenden Band sind die Referate einer gleichnamigen Ta-
gung der Gesellschaft für Mathematik und Datenverarbeitung und des 
Umweltbundesamts zusammengestellt. 
Da eine laufende Überwachung vielfältiger Umweltbelastungen, 
eine wirksame Kontrolle der Einhaltung von Grenzwerten für kriti-
sche Immissionen und auch eine umweltbezogene Regional- und 
Wirtschaftsplanung sich nur mit Hilfe der Datenverarbeitung durch-
führen lassen, ist es erfreulich, daß hier konkrete Einsatzbeispiele und 
realistische Planungen einmal ausführlich dargestellt werden. Ge. 
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LITTMANN, H. E. (Hrsg.) 
Handbuch der modernen Datenverarbeitung 
Grundwerk, rd. 3000 S. in 5 Plastikordnern, DM 139,-. Jährlich 6 
Nachlieferungen, DM 68,-
Forkel-Verlag, Stuttgart- Wiesbaden 
Das HMD erscheint in Loseblattform, um so mit der ständig fort-
schreitenden Entwicklung in der EDV Schritt halten zu können. 
Die Schwerpunkte dieses Standardwerkes liegen in der Behandlung 
organisatorischer Grundlagen der Datenverarbeitung, der Erörterung 
von Informationssystemen sowie in der Darstellung von Rechtspro-
blemen und Berufen bzw. Berufsbildern in der EDV. Dabei werden 
z. T. recht ausführlich (bis zu Blockdiagrammen und Formularen) ein-
zelne Anwendungen behandelt. 
Mit Angaben zu neuen Entwicklungen in der Hard- und Software 
liegt hier ein umfassende~ Nachschlagewerk vor, das eigentlich in kei-
ner EDV-Abteilung fehlen sollte. Ge. 
RIEDWYL,H. 
Schweizer Zahlenlotto - Spiel, Zufall und Gewinn 
1979,63 S., DM 13,50 
Verlag Paul Haupt, Bern 
Der Autor zeigt in einer recht anschaulichen und klaren Art, welche 
Schlüsse ein Statistiker aus Lottoergebnissen und Lottotips zu ziehen 
vermag. Seine Darstellung ist dabei auf der einen Seite eine ausge-
zeichnete Beispielsammlung für die Anwendung statistischer Techni-
ken und auf der anderen Seite eine Anregung für eine mögliche Ände-
rung des Verhaltens von einigen Spielern. - Eine entsprechende Dar-
stellung auch für das deutsche Zahlenlotto wäre gleichfalls wün-
schenswert, dürfte aber in der Tendenz kaum wesentliche Abweichun-
gen aufzeigen. Ge. 
ENDERLEIN, W. 
Projektierung von Anwenderdatennetzen 
1979,287 S., DM 87,-
R. Oldenbourg Verlag, München-Wien 
In der praktischen Anwendung werden immer mehr Datennetze benö-
tigt. Hier in jedem Fall die bestmögliche Lösung auch unter Berück-
sichtigung von wirtschaftlichen Gesichtspunkten zu finden, ist nicht 
immer leicht. 
Es ist daher zu begrüßen, daß es der Autor unternommen und ver-
standen hat, ausgehend von klaren Definitionen über die Darstellung 
der notwendigen statistischen Begriffe, z. T. gestützt auf übersichtliche 
Diagramme, hier eine Darstellung dieses komplexen Gebiets vorzule-
gen. Die angegebenen technischen Beispiele ermöglichen es, die be-
handelten Zusammenhänge an konkreten Daten zu erproben. Sie wer-
den darüberhinaus konsequent bis zu den Kostenrechnungen fortge-
führt.-
Ein unentbehrliches Buch für jeden, der Datennetze plant oder be-
urteilen will. Ge. 
Datenverarbeitung auf dem Umweltsektor 
Vorträge einer gemeinsamen Veranstaltung. 
Herausgegeben von der Gesellschaft für Mathematik und Datenverar-
beitung mbH Bonn und dem Umweltbundesamt Berlin 
1978,149 S., DM 20,80 
R. Oldenbourg Verlag, München-Wien 
Ziel der Vortragsveranstaltung war es, das bereits vorliegende Material 
darzustellen, spezifische EDV-Probleme zu behandeln, Lösungsmög-
lichkeiten aufzuzeigen und auf erkennbare Forschungsschwerpunkte 
hinzuweisen. 
Interessant ist, wie weit schon durch die kontinuierliche Erfassung 
von Meßwerten über Rechnernetze Erkenntnisse z. B. über die Bela-
stung der Umwelt gewonnen werden. Darüberhinaus sind natürlich 
eine Reihe von Projekten erst im Planungsstadium. Sie lassen aber hof-
fen, daß auch mit Hilfe der EDV der Umweltschutz konsequent betrie-
ben wird. Ge. 
