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Abstract
Suppose q 6= ±1 is a complex number of modulus one. Let O(R2q)
be the ∗-algebra with two hermitean generators x and y satisfying the
relation xy = qyx. Using operator representations of the ∗-algebra
O(R2q) on Hilbert space and the Weyl calculus of pseudodifferential
operators we construct ∗-algebras of “functions” on the quantum quarter
plane R++q and on the real quantum plane R
2
q which are left module ∗-
algebras for the Hopf ∗-algebra Uq(gl2(R)). We define a family hk, k ∈
Z
2, of covariant positive linear functionals on these ∗-algebras and study
the actions of the ∗-algebras O(R2q) and Uq(gl2(R)) on the associated
Hilbert spaces. Quantum analogs of the partial Fourier transforms and
the Fourier transform are found. A differential calculus on the “function”
∗-algebras is also developed and investigated.
Mathematics Subject Classifications (1991), 17B37,81R50,47D40
0. Introduction
Suppose that q 6= ±1 is a complex number of modulus one. Let O(R2q) be the
∗-algebra with two hermitean generators x and y satisfying the relation
xy = qyx.
In quantum group theory O(R2q) is usually called the coordinate ∗-algebra of
the real quantum plane. It is well-known that O(R2q) is a left module ∗-algebra
of the Hopf ∗-algebra Uq(gl2(R)) with action given by formulas (75)–(77) below.
However these structures are not sufficient in order to study analytic properties
of the real quantum plane. In the undeformed case q = 1 the ∗-algebra O(R2q)
is just the polynomial algebra C[x, y] in two hermitean indeterminates x and y
equipped with the usual action of the Lie algebra gl2(R). In this situation we
can replace the polynomial algebra by the larger ∗-algebra A(R2) := C[x, y] +
C∞0 (R
2) of functions on R2 and extend the action of gl2(R) to A(R2). On the
algebra C∞0 (R
2) we can study differential and integral calculus and so we can
develop analysis on R2. Roughly speaking, for the real quantum plane we try
to proceed in a similar way.
An interesting approach to the quantum space Rdq has been developed by
M. Rieffel [R] in the framework of his theory of deformation quantization. This
approach is essentially based on C∗-algebras.
1
In the undeformed case the points of R2 are in one-to-one correspondence
to the well-behaved irreducible ∗-representations (see [S1]) of the polynomial
algebra C[x, y] in Hilbert space. Thus we are lead to look for well-behaved
irreducible ∗-representations of the ∗-algebra O(R2q). This problem has been
studied in [S2]. In this paper we consider four irreducible well-behaved ∗-
representations of O(R2q). They are defined as follows. We fix a real number
γ such that q = e2πiγ and two reals α and β such that αβ = γ. Let P
and Q be the self-adjoint operators on the Hilbert space L2(R) given by
(Pf)(x) = (2πi)−1f ′(x) and Qf = xf(x). Then, for ǫ, ǫ′ ∈ {+,−} there exists
an irreducible ∗-representation ρǫǫ′ of the ∗-algebra O(R2q) on L2(R2) such that
ρǫǫ′(x) = ǫe
2παQ, ρǫǫ′(y) = ǫ
′e2πβP .
Because of the spectra of operators ρǫǫ′(x) and ρǫǫ′(y), we think of the ∗-
representation ρǫǫ′ as realization of the algebra O(R2q) on the quantum quarter
plane Rǫǫ
′
q .
Let us sketch the main ideas of our investigations and begin with the ∗-
representation ρ++ corresponding to the (open) quantum quarter plane R
++
q .
We want to construct “functions on the quantum quarter plane which are
vanishing at the boundary”. In order to do so, we define these “functions” as
pseudodifferential operators by means of the Weyl calculus [Fo], [St], that is,
Op(a) = γ
∫∫
aˆ(αs, βt)e2πi(sαQ+tβP)dsdt.
As symbol class we take the set of all functions a(x1, x2) on R
2 which are in
the intersection of domains of operators e2πc1Q1e2πd1P1 ⊗ e2πc2Q2e2πd2P2 , where
c1, c2, d1, d2 ∈ R. This set is a ∗-algebra, denoted A(R2), with respect to the
twisted product and involution of pseudodifferential operators. The first aim
of our construction is to extend the algebraic structure and the left action of
Uq(gl2) to the direct sum
A(R++q ) := O(R2q) + A(R2)
such that A(R++q ) becomes a left Uq(gl2(R))-module ∗-algebra. We think of
A(R++q ) as counterpart of the ∗-algebra A(R++) := C[x, y] + C∞0 (R++) of
functions on the quarter plane R++ equipped with the action of Lie algebra
gl2(R). For each k ∈ Z2 there exists a faithful linear functional hk on the ∗-
algebra A(R2) which is covariant with respect to the left action of Uq(gl2(R)).
These functionals hk can be viewed as quantum anologs of the state on the
∗-algebra C∞0 (R++) given by the Lebesgue measure. Further, there are two
Uq(gl2)-covariant differential calculi on the algebra O(R2q) invented in [PW]
and [WZ]. We extend one of these calculi to a differential calculus on the
larger algebra A(R++q ). Thus the key ingredients for a differential and integral
calculus on the quantum quarter plane R++q are developed. Similar considerations
can be done for three other quantum quarter planes. We strongly believe that
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this approach, with some technical modifications, could serve as a guide-line
for the constructions of other non-compact quantum spaces as well.
The next main step is the construction of the function ∗-algebra for the
real quantum plane R2q. The idea is to obtain the quantum plane by “gluing
together the four quantum quarter planes at the coordinate axis”. In order
to do so, it is natural to begin with the direct sum A0(R
2)4 of the four ∗-
algebras A(R2) corresponding to the quantum quarter planes. The elements
of A0(R
2)4 are interpreted as “functions on the quantum plane which are
vanishing at the coordinate axis”. As in the case of the “ordinary” plane we
consider A0(R
2)4 as subspace of the Hilbert space obtained from a covariant
positive linear functional. Then the generators E ′ := q1/2(q−q−1)E and F ′ :=
q−1/2(q−q−1)F of Uq(gl2[R)) act on A0(R2)4 as symmetric operators which are
not essentially self-adjoint. In order to remedy this defect, we extend A0(R
2)4
to a larger ∗-algebra A(R2)4 by allowing, roughly speaking, symbols having
singularities. All hermitean generators E ′, F ′, q−1/4K1, q
−1/4K2 of Uq(gl2(R))
and x, y of O(R2q) act on the larger function ∗-algebra A(R2)4 by essentially
self-adjoint operators. Because of the singularities of symbols, we do not get
actions of the whole ∗-algebras Uq(gl2(R)) and O(R2q) on A(R2)4.
The aims and main steps of our construction are explained, at least to some
extent, by the preceding discussion. However, the rigorous undertaking of this
program requires a number of technical lemmas on unbounded operator theory,
on quantum groups, and on the Weyl calculus. We have collected these results
in a rather long preliminary Section 1. Moreover, notation and terminology are
fixed in Section 1. The reader might start at Section 2.
Let us describe the content of this paper more in detail. In Section 2 we
investigate the left Uq(gl2(R))-module ∗-algebra O(R2q) and the covariant first
order differential calculus on O(R2q). In Section 3 the corresponding formulas
and structures are extended to a larger auxilary ∗-algebra W. This ∗-algebra
contains in an operator representation on the Hilbert space L2(R2) the operators
e2πi(sαQ+tβP), s, t ∈ R. In Section 4 the left action of Uq(gl2(R)) on these
operators is used in order to derive a left action on operators Op(a) and so
on symbols a ∈ A(R2). In this manner, the symbol algebra A(R2) and the
direct sum A(R++q ) = O(R2q) +A(R2) of vector spaces become left Uq(gl2(R))-
module ∗-algebras. This is the function algebra of the quantum quarter plane
R++q mentioned above. We also extend the differential calculus of O(R2q) to
the function algebra A(R++q ). In Section 5 we define for each k ∈ Z2 a
Uq(gl2(R))-covariant faithful positive linear functional hk on the ∗-algebra
A(R2) by a weighted integral over the symbol. The ∗-representations ψk of
the ∗-algebras O(R2q) and U twq (gl2(R)) on the associated unitary space Ak :=
(A(R2), 〈·, ·〉k) are described on the generators. The ∗-representations ψk and
product and involution of the ∗-algebra A(R++q ) are transformed by a unitary
transformation to the Hilbert space L2(R2). These transformed structures are
essentially used for the construction of the quantum plane in Section 6. In the
last subsection of Section 5 a uniqueness theorem for the covariant functional
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hk is proved. Section 6 is devoted to the construction of the real quantum
plane from four quantum quarter planes. The function algebra of R2 can be
thought as direct sum of function algebras of the four quarter planes with
boundary conditions f(+0, y) = f(−0, y) and f(x,+0) = f(x,−0). We first
give an equivalent formulation of this picture and use then the corresponding
formulas as motivation for the definitions of structures of the real quantum
plane. We also define three unitary operators F qx, F qy and F q which interchange
up to some powers of the generators K1 and K2 the coordinate operators x,
y and the corresponding q-deformed partial derivatives Dqx, Dqy, respectively.
The unitaries F qx, F qy , and F q can be considered as quantum analogs of the
partial Fourier transforms and the Fourier transform, respectively.
1. Preliminaries
1.1 Algebraic Preliminaries
All algebras in this paper are over the complex field. All the notions and
facts on Hopf algebras and quantum groups used in this paper can be found
in [Mo] and [KS], see also [FRT].
Let U be a Hopf algebra. We use the Sweedler notation ∆(f) = f(1) ⊗ f(2)
for the comultiplication ∆(f) of f ∈ U . A left U-module algebra Z is an algebra
(without unit in general) which is a left U-module with left action ⊲ such that
f ⊲(zz′) = (f(1)⊲z)(f(2)⊲z
′), z, z′ ∈ Z, f ∈ U . (1)
A dual pairing of two Hopf algebras U and A is a bilinear mapping 〈·, ·〉 :
U × A → C such that
〈∆(f), a1 ⊗ a2〉 = 〈f, a1a2〉, 〈f1f2, a〉 = 〈f1 ⊗ f2,∆(a)〉,
〈f, 1〉 = ε(f), 〈1, a〉 = ε(a), 〈S(f), a〉 = 〈f, S(a)〉
for all f, f1, f2 ∈ U and a, a1, a2 ∈ A. By a dual pairing of two Hopf ∗-algebras
U and A we mean a dual pairing 〈·, ·〉 of the Hopf algebras U and A which has
the additional property that
〈f ∗, a〉 = 〈f, S(a)∗〉 and 〈f, a∗〉 = 〈S(f)∗, a〉, f ∈ U , a ∈ A. (2)
Let 〈., .〉 be a dual pairing of Hopf algebras U and A. Any right A-comodule
algebra Z is a left U-module algebra with left action ⊲ defined by
f ⊲z = 〈f, z(1)〉z(0), f ∈ U , z ∈ Z, (3)
where φ(z) = z(0) ⊗ z(1) is the Sweedler notation for the right coaction φ.
Lemma 1. Suppose that 〈., .〉 is a dual pairing of Hopf ∗-algebras U and A.
If Z is a right A-comodule ∗-algebra with right coaction φ : Z → Z ⊗ A, then
the associated left action of U on Z satisfies the condition
(f ⊲z)∗ = (S(f)∗)⊲z∗, f ∈ U , z ∈ Z. (4)
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Proof. Since Z is a A-comodule ∗-algebra, the coaction φ preserves the involution,
so that
φ(z∗) ≡ (z∗)(0) ⊗ (z∗)(1) = (z(0))∗ ⊗ (z(1))∗ ≡ φ(z)∗.
Using this condition and the second relation of (2) we conclude that
S(f)∗⊲z∗ = 〈S(f)∗, (z∗)(1)〉(z∗)(0) = 〈f, (z(1))∗∗〉(z(0))∗ = (f ⊲z)∗. ✷
From now on we suppose that U is a Hopf ∗-algebra. Equation (4) in Lemma
1 gives the motivation for the following definition: A ∗-algebra Z is called a
left U-module ∗-algebra if Z is a left U-module algebra with left action ⊲ such
that equation (4) holds. Then Lemma 1 says any right A-comodule ∗-algebra
Z is a left U-module ∗-algebra with respect to the associated left action.
Suppose that Z is a left U-module ∗-algebra with left action ⊲ and let χ
be a linear functional on the Hopf ∗-algebra U . We shall say that a linear
functional h on Z is covariant with respect to χ if
h(f ⊲z) = χ(f)h(z), f ∈ U , z ∈ Z. (5)
Suppose for a moment that h 6≡ 0 is covariant with respect to χ. Then it
follows from the conditions of a left action that χ is a character, that is,
χ(fg) = χ(f)χ(g), f, g ∈ U , and χ(1) = 1. (6)
If in addition h is hermitian (that is, h(z∗) = h(z) for z ∈ Z), then we conclude
from (2) and (4) that
χ(f) = χ(S(f)∗), f ∈ U . (7)
Note that a linear function h on the U-module algebra Z is invariant if and
only if h is covariant with respect to the counit ε.
Lemma 2. Let h be a linear functional on the left U-module ∗-algebra Z and
set
〈y, x〉 := h(x∗y), x, y ∈ Z. (8)
Consider the following three conditions:
(i) h is covariant with respect to χ.
(ii) χ(f)〈y, x〉 = 〈f(2)⊲y, S(f(1))∗⊲x〉 for f ∈ U , x, y ∈ Z.
(iii) 〈f ⊲y, x〉 = χ(f(2))〈y, f ∗(1) ⊲x〉 for f ∈ U , x, y ∈ Z.
Then we have (i)→(ii)→(iii). If Z has a unit, then (iii)→(i) and so all three
conditions are equivalent.
Proof. (i)→(ii): Using the formulas (8), (4) and (1) and the fact that S ◦ ∗ ◦
S ◦ ∗ = id in any Hopf ∗-algebra we get
〈f(2)⊲y, S(f(1))∗⊲x〉 = h((S(f(1))∗⊲x)∗(f(2)⊲y)) = h((S(S(f(1))∗)∗⊲x∗)(f(2)⊲y))
= h((f(1)⊲x
∗)(f(2)⊲y)) = h(f ⊲x
∗y) = χ(f)〈y, x〉.
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(ii)→(iii): Using once more the relation S ◦ ∗ ◦S ◦ ∗ = id and condition (ii) we
compute
〈f ⊲y, x〉 = 〈f(2)⊲y, ε((f ∗(1) )x〉 = 〈f(3)⊲y, S−1(f ∗(2) )f ∗(1) ⊲x〉
= 〈f(3)⊲y, S(f(2))∗⊲(f ∗(1) ⊲x)〉 = χ(f(2))〈y, f ∗(1) ⊲x〉.
(iii)→(i): Applying condition (iii) with x = 1 we obtain
h(f ⊲y) = 〈f ⊲y, 1〉 = χ(f(2))〈y, f ∗(1) ⊲1〉 = χ(f(2))〈y, ε(f ∗(1) )1〉
= χ(f(2))ε(f
∗
(1) )h(1
∗y) = χ(f)h(y). ✷
The special case where χ is the counit ε and Z has a unit will be stated
separately as
Corollary 3. A linear functional h on the left U-module ∗-algebra Z with unit
is invariant (that is, h(f ⊲z) = ε(f)h(z) for f ∈ U and z ∈ Z) if and only if
〈f ⊲y, x〉 = 〈y, f ∗⊲x〉 for all x, y ∈ Z and f ∈ U .
Suppose h is an invariant linear functional on the left U-module ∗-algebra Z
such that the form (8) is a scalar product. Then, by the implication (i)→(iii)
of Lemma 2, the left action of U on Z is a ∗-representation of the ∗-algebra
on the unitary space (Z, 〈·, ·〉).
Let σ1 and σ2 be automorphisms of an algebra Z. Recall that a linear
mapping D of Z is called at (σ1, σ2)-derivation if
D(z1z2) = σ1(z1)D(z2) +D(z1)σ2(z2), z1, z2 ∈ Z.
A first order differential calculus (briefly, a FODC) over an algebra Z is a
Z-bimodule Γ equipped with a linear mapping d : Z → Γ such that Γ is the
linear span of elements z1·dz2, z1, z2 ∈ Z, and d(z1z2) = z1·dz2 + dz1·z2 for
z1, z2 ∈ Z.
Next we recall the definitions of the Hopf algebras Uq(gl2), Uq(sl2) and
O(GLq(2)) as used in what follows. Let Uq(gl2) be the complex unital algebra
with generators E, F , K1, K2, K
−1
1 , K
−1
2 and defining relations
K1K2 = K2K1, KjK
−1
j = K
−1
j Kj = 1 for j = 1, 2,
K1EK
−1
1 = q
1/2E, K2EK
−1
2 = q
−1/2E, K1FK
−1
1 = q
−1/2F, K2FK
−1
2 = q
1/2F,
EF − FE = λ−1(K2 −K−2),
where we set
K := K1K
−1
2 and λ := q − q−1.
The algebra Uq(gl2) is a Hopf algebra with structure maps given on the generators
by
∆(Kj) = Kj ⊗Kj , ∆(E) = E ⊗K +K−1 ⊗ E, ∆(F ) = F ⊗K +K−1 ⊗ F,
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ε(Kj) = 1, ε(E) = ε(F ) = 0, S(Kj) = K
−1
j , S(E) = −qE, S(F ) = −q−1F
for j = 1, 2. Note that the element L := K1K2 is group-like and central. Let
Uq(sl2) denote the subalgebra of the algebra U(gl2) generated by the elements
E, F,K,K−1. Clearly, Uq(sl2) is a Hopf subalgebra of U(gl2).
Let O(GLq(2)) be the coordinate Hopf algebras of the quantum group
GLq(2) and let ujk, j, k = 1, 2, be the entries of the corresponding fundamental
matrix. There exists a dual pairing 〈., .〉 of the Hopf algebras Uq(gl2) and
O(GLq(2)). It is determined by the values on the generators K1, K2, E, F and
u11, u12, u21, u22, respectively, which are given by
〈K1, u11〉 = 〈K2, u22〉 = q−1/2, 〈K1, u22〉 = 〈K2, u11〉 = 〈E, u21〉 = 〈F, u12〉 = 1
(9)
and zero otherwise.
The algebra with generators x and y satisfying the relation xy = qyx is
called the coordinate algebra O(C2q) of the quantum plane C2q. It is a right
O(GLq(2))-comodule algebra with right coaction ϕ given by
ϕ(x) = x⊗ u11 + y ⊗ u21, ϕ(y) = x⊗ u12 + y ⊗ u22. (10)
Let Oˇ(C2q) denote the algebra with geneators x, x−1, y, y−1 and relations
xy = qyx, xx−1 = x−1x = 1, yy−1 = yy−1 = 1.
That is, Oˇ(C2q) is the localization of O(C2q) with respect to the elements x and
y and the algebra O(C2q) can be considered as a subalgebra of Oˇ(C2q).
Assume now that the deformation parameter q is of modulus one. Then
there exists an involution f → f ∗ on the algebra Uq(gl2) determined by
E∗ := −qE, F ∗ := −q−1F, K∗1 := K1, K∗2 := K2. (11)
Equipped with this involution the Hopf algebra Uq(gl2) is a Hopf ∗-algebra
denoted by Uq(gl2(R)). We often work with the hermitean elements
E ′ := q1/2λE and F ′ := q−1/2λF
of the ∗-algebra Uq(gl2(R)). Further, there is an involution f → f † given by
E† := −q−1E, F † := −qF, K†1 := q−1/2K1, K†2 := q−1/2K2 (12)
such that Uq(gl2) becomes a ∗-algebra. It will be denoted by U twq (gl2(R)). In
Section 5 we study covariant linear functionals with respect to the character χ
on Uq(gl2(R)) defined by χ(K1) = χ(K2) = q1/2 and χ(E) = χ(F ) = 0. Then,
by Lemma 2, the corresponding left action of Uq(gl2) is a ∗-representation of
the ∗-algebra U twq (gl2(R)).
The Hopf algebra O(GLq(2)) is a Hopf ∗-algebra, denoted O(GLq(2,R)),
with involution determined on the generators by u∗jk = ujk, j, k = 1, 2. The
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dual pairing 〈., .〉 of the Hopf algebras Uq(gl2) and O(GLq(2)) given by (9) is
also a dual pairing of the Hopf ∗-algebras Uq(gl2(R)) and O(GLq(2,R)).
Further, there exist an involution of the algebra O(C2q)) given by
x∗ = x, y∗ = y (13)
such that this algebra is a ∗-algebra. It is denoted by O(R2q) and called the
coordinate ∗-algebra of the real quantum plane. From the preceding formulas
we see at once that the right coaction ϕ of O(GLq(2)) on O(C2q) preserves
the corresponding involutions, that is, O(R2q) is a right comodule ∗-algebra of
the Hopf ∗-algebra O(GLq(2,R)). Hence, by Lemma 1, O(R2q) is a left module
∗-algebra for the Hopf ∗-algebra U(gl2(R)).
Remark 1. In the literature the involution of Uq(gl2(R)) is often defined by
the requirements E∗ = −E, F ∗ = −F,K∗1 = K1, K∗2 = K2. The latter defines
indeed an involution which makes Uq(gl2) into a Hopf ∗-algebra. However,
with respect to this involution the dual pairing with O(GLq(2,R)) is not a
dual pairing of Hopf ∗-algebras and the ∗-algebra O(R2q) is not a left module
∗-algebra.
1.2. Operator-theoretic Preliminaries
First we fix some notation. Let J (a, b) be the strip {z ∈ C : a < Imz < b}.
The Fourier transform F and its inverse are used in the form
(Ff)(x) = fˆ(x) =
∫
e−2πitxf(t)dt, (F−1f)(x) =
∫
e2πitxf(t)dt. (14)
Throughout, we denote the domain of an operator T by D(T ) and the scalar
product of L2(Rn) by (·, ·). Let P and Q be the self-adjoint operators on the
Hilbert space L2(R) defined by
(Pf)(x) = 1
2πi
f ′(x) and (Qf)(x) = xf(x).
The operators P and Q are unitarily equivalent by the Fourier transform
FQF−1 = −P, FPF−1 = Q. (15)
The first assertion of the following lemma describes the domain and the action
of the operators e−2πβP for real β. We formulate the result for β > 0; the case
β < 0 is completely similar.
Lemma 4. (i): Suppose that β > 0. Let g(z) be a holomorphic function on the
strip J (0, β) such that
sup
0<y<β
∞∫
−∞
|g(x+iy)|2 dx < ∞ .
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Then there exist functions g(x) ∈ L2(R) and gβ(x) ∈ L2(R) such that limy↓0 gy =
g and limy↑β gy = gβ in L
2(R), where gy(x) := g(x+iy) for x ∈ R and y ∈ (0, β).
Setting g(x+iβ) := gβ(x), x ∈ R, we have
lim
n→∞
g(x+n−2i) = g(x) and lim
n→∞
g(x+(β−n−2)i) = g(x+βi) a.e. on R .
The function g belongs to the domain D(e−2πβP) and we have
(e−2πβPg)(x) = g(x+βi). (16)
Conversely, each function g in the domain D(e−2πβP) arises in this way.
(ii): For any β ∈ R and δ > 0, the vector space Dδ := Lin{e−δx2+cx: c ∈ C}
is a core for the self-adjoint operators e2πβP and e2πβQ.
Proof. [S2], Lemma 1–3. ✷
Throughout this paper we assume that the deformation parameter q 6= ±1 of
modulus one and that γ is a fixed real number such that
q = e2πiγ .
Further, let α and β denote real numbers such that αβ = γ and put
X = e2παQ and Y = e2πβP . (17)
From (16) it follows that the operators X and Y defined by (17) satisfy the
relation XY η = qY Xη for each vector η ∈ D(XY ) ∩ D(Y X). Therefore, for
each ǫ, ǫ′ ∈ {+,−}, there exist a unique faithful ∗-representation ρǫǫ′ of the
∗-algebra O(R2q) on the domain A(R) such that
ρǫǫ′(x) = ǫX↾A(R), ρǫǫ′(y) = ǫ
′Y ↾A(R). (18)
Let A(R) be the set of entire holomorphic functions a(x) on the complex
plane satisfying
sup
δ1<y<δ2
∞∫
−∞
|a(x+ iy)|2e2sxdx <∞ (19)
for all s, δ1, δ2 ∈ R, δ1 < δ2. From Lemma 4 we easily derive that
A(R) =
+∞⋂
n,m=−∞
D(XnY m) =
+∞⋂
n,m=−∞
D(Y nXm).
Clearly, A(R) is invariant under the Fourier transform and its inverse.
Throughout, we denote by fα the function
fα(x) = −2 sinh πβ(2x+αi) (20)
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and by Lα and Rα the operators on the Hilbert space L
2(R) given by
Lα = fα(P)e−2παQ, Rα = e−2παQfα(P). (21)
Some properties of these operators are collected in the next lemma.
Lemma 5. (i) Lα is a closed symmetric operator.
(ii) Rα is the adjoint operator of Lα.
(iii) A(R) is a core for the operator Lα.
(iv) fα(P)−1A(R) is a core for the operator Rα.
Proof. By formula (15), we can replace P by Q and Q by −P. But then the
assertions (i)–(iii) have been stated in [S2] and [S4].
It remains to prove assertion (iv). First note that fα(P)−1 is a bounded
normal operator on the Hilbert space L2(R), so Bα := fα(P)−1A(R) is a dense
linear subspace of L2(R). We show that
(Rα↾Bα)∗ ⊆ Lα. (22)
Indeed, suppose that ζ ∈ D((Rα↾ Bα)∗). Then there exists a vector ξ ∈ L2(R)
such that 〈Rαη, ζ〉 = 〈η, ξ〉 for all η ∈ Bα. Writing η as η = fα(P)−1η′ with
η′ ∈ A(R), we obtain 〈e−2παQη′, ζ〉 = 〈η′, fα(P)−1ξ〉. Since A(R) is a core for
e−2παQ by Lemma 4(ii), the latter implies that ζ ∈ D(e−2παQ) and e−2παQζ =
fα(P)−1ξ. Thus, we have ζ ∈ D(fα(P)e−2παQ) = D(Lα) which proves (22).
By the assertion of (i), (22) implies that (Rα↾Bα)∗∗ ⊇ (Lα)∗ = Rα. But the
latter means that Bα is a core for Rα. ✷
Next we essentially use some results obtained in [S4]. We restate them here
using a slight different notation. For δ1, δ2 ∈ R, δ1 > δ2, let H(δ1, δ2) denote
the set of all holomorphic functions f on the strip J (δ1, δ2) satisfying
sup
δ1<y<δ2
∞∫
−∞
|f(x+ iy)|2e−sx2dx <∞
for all s > 0. By Lemma 2 in [S4], each function f ∈ H(δ1, δ2) has a.e. boundary
limits f(x+ iδ1) and f(x+ iδ2) on R. For notational simplicity we assume that
α > 0. With some obvious modifications all results remain valid for α < 0.
We apply Theorem 1 in [S4] to the function f(x) := −2 sinh 2πβx and with
α replaced by α/2. Note that f(x−iα/2) = f−α(x), where fα is defined by
(20). Then Theorem 1 in [S4] can be restated as follows.
Lemma 6. There exist holomorphic functions wα ∈ H(α, 0) and vα ∈ H(α,−α)
such that
|wα(x)| = |vα(x)| = 1 a.e. on R, (23)
wα(x) = f−α(x)vα(x−αi), vα(x) = f−α(x)wα(x−αi) a.e. on R. (24)
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The functions wα, vα are uniquely determined up to a constant factor of modulus
one by these properties.
Let Wα and Aα denote the operator matrices
Wα(P) =
(wα(P) 0
0 vα(P)
)
, Aα =
(
0 Lα
Rα 0
)
, Bα =
(
0 e2παQ
e2παQ 0
)
. (25)
Since |wα| = |vα| = 1 a.e. on R by (23) and L∗α = Rα by Lemma 5, Wα(P)
is a unitary operator and Aα and Bα are self-adjoint operators on the Hilbert
space L2(R)⊗ L2(R).
Lemma 7. Wα(P)∗AαWα(P) = B−α and Wα(P)∗BαWα(P) = A−α.
Proof. By (15), we have FWα(P)F−1 = Wα(Q), Fe−2παQF−1 = e2παP and
FLαF−1 = −2 sin πβ(2x−αi)e2παP , that is, FLαF−1 is the operator Lf with
f(x) = −2 sinh 2πβx and α replaced by α/2 in the notation of [S4]. Thus,
under the Fourier transform the assertion Wα(P)∗AαWα(P) = B−α is just
equation (24) in [S4].
Next we prove thatWα(P)∗BαWα(P) = A−α. Since the self-adjoint operator
A−α has no proper self-adjoint extension in the same Hilbert space, it suffices
to show that Wα(P)∗BαWα(P) ⊇ A−α which means that
wα(P)∗e2παQvα(P) ⊇ L−α ≡ f−α(P)e2παQ,
vα(P)∗e2παQwα(P) ⊇ R−α ≡ e−2παQf−α(P).
Note that f−α(x) = fα(x). Applying the unitary transformation F · F−1 and
using (15) it follows that the latter relations are equivalent to
wα(x)e
−2παPvα(x) ⊇ fα(x)e−2παP , (26)
vα(x)e
−2παPwα(x) ⊇ e−2παPf−α(x). (27)
Recall that f(x± α
2
i) = f±α(x). Therefore, formula (24) can be rewritten as
f−α(x)e
2παP = wαe
2παPvα, (28)
e2παPfα(x) = vαe
2παPwα. (29)
Let η ∈ A(R). Since η ∈ D(f−α(x)e2παP) and hence vαη ∈ D(e2παP) by (28),
we have vαη ∈ D(e−2παP). The relations (26) combined with the facts that
wα ∈ H(α, 0) and vα ∈ H(α,−α) imply that vα(x+αi) = f−α(x+αi)wα(x) a.e.
on R (see e.g. formula (7) in [S4]). Since f−α(x+αi) = fα(x), we obtain
wα(x)e
−παPvα(x)η = wα(x)vα(x+αi)e
−2παPη = fα(x)e
−2παPη.
That is, the operators wαe
−2παPvα and fαe
−2παP coincide on the domain A(R).
By Lemma 5, A(R) is a core for the closed operator L−α and so for fα(x)e
−2παP=
FL−αF−1. Thus we conclude that
wαe
−2παPvα ⊇ fαe−2παP .
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Next we verify the second relation (24). By (29), wα(x)fα(x)
−1η(x) ∈
D(e2παP) and hence wα(x)f−α(x)−1η(x) ∈ D(e−2παP). From (26) we derive
that wα(x+αi) = f−α(x+αi)vα(x) (see formula (6) in [S4]). Therefore, for
ϕ(x) = f−α(x)
−1η(x) with η ∈ A(R) we obtain
vα(x)e
−2παPwα(x)ϕ = vα(x)e
−2παPxα(x)f−α(x)
−1η
= vα(x)wα(x+αi)f−α(x+αi)
−1e−2παPη
= vα(x)vα(x)e
−2παPη = e−2παPf−α(x)ϕ.
Thus, the operators vαe
−2παPwα and e
−2παPf−α coincide on the dense domain
f−α(x)
−1A(R). Since f−α(P)−1A(R) is a core forR−α by Lemma 5 and FR−αF−1 =
e−2παPf−α(x), it follows that vαe
−2παPwα ⊇ e−2παPf−α(x). This proves (24)
and completes the proof of Lemma 7. ✷
Lemma 8. Let c, d ∈ R and δ0 > 0. Suppose that 8|dc| < 1. Then the vector
space Lδ0 = Lin{et,δ(x) = e2π(itx−δx2); t ∈ R, 0 < δ < δ0} is dense in A(R) with
respect to the norm ‖ · ‖c,d=‖ (e2πcQ + e−2πcQ)(e2πdP + e−2πdP)· ‖.
Proof. Since both operators e2πcQ + e−2πcQ and e2πdP + e−2πdP on the Hilbert
space L2(R) are self-adjoint and greater than the identity, the operator domain
Ec,d := D((e2πcQ + e−2πcQ)(e2πdP + e−2πdP)) equipped with the norm ‖·‖c,d is a
Hilbert space. Assume to the contrary that the assertion of the lemma is not
true. Then there exists a non-zero vector ψ0 ∈ Ec,d such that
((e2πcQ+e−2πcQ)(e2πdP+e−2πdP)ψ0, (e
2πcQ+e−2πcQ)(e2πdP+e−2dP)et,δ) = 0
(30)
for t ∈ R and 0 < δ < δ0. In order to write this relation in another form, we
set
ψ = (e2πcQ+e−2πcQ)(e2πdP+e−2πdP)ψ0, ξδ = e
−2πδx2(e2πcx+e−2πcx)ψ. (31)
Since ψ ∈ L2(R), it follows that en|x|ξδ(x) ∈ L1(R) for all n ∈ N. Further, we
compute
(
(e2πdP+e−2πdP)et,δ
)
(x) = e−2πδ(x
2−d2)
(
e2πix(t+2dδ)+πtδ+e2πix(t−2dδ)−2πtδ
)
. (32)
Therefore, condition (30) means that the Fourier transform ξˆδ of the L
1-
function ξδ satisfies the relation
e2πtdξˆδ(t+2δd)+e
−2πtdξˆδ(t− 2δd) = 0, t ∈ R . (33)
Setting
ηδ(t) := e
π(2δ)−1t2−π(4δd)−1tiξˆδ(t) , (34)
equation (33) is obviously equivalent to the relation
ηδ(t+2δd) = ηδ(t−2δd), t ∈ R . (35)
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Since en|x|ξδ(x) ∈ L1(R) for n ∈ N, ξˆδ is an entire holomorphic function on
the complex plane and so is ηδ by (34). Therefore, by (35), the function ηδ is
bounded on the real axis and hence en|t|ξˆδ(t) ∈ L1(R)∩L2(R) for n ∈ N by (34).
Consequently, ξδ(x) is an entire holomorphic function and ξδ(x) ∈ D(en|P|) for
n ∈ N. Hence, by (31),
ζ(x) := (e2πcx+e−2πcx)ψ(x) = e2πδx
2
ξδ(x) (36)
is also an entire function.
Computing ξδ(x) by the inverse Fourier transform from ξˆδ(t) and using
equation (33), we derive that
ξδ(x) + e
−8πδd2+8πiδxξδ(x+2di) = 0, x ∈ R . (37)
Inserting (36) into (37) we conclude that
ζ(x) + ζ(x+2di) = 0 . (38)
Since 8|dc| < 1 by assumption, the function (e2πcx+e−2πcx)−1 is holomorphic
on the strip Jd,ε := {x ∈ C : |Im x| < 2d+ε} for small ε > 0 and
inf {∣∣(e2πcx+e−2πcx)−1∣∣; x ∈ Jd,ε} > 0 . (39)
Therefore, since ξδ(x) ∈ D(e−4πdP) as noted above, we conclude from Lemma
4 that the function e−2πδx
2
ψ(x) = (e2πcx+e−2πcx)−1ξδ(x) belongs to the domain
D(e−4πdP) and
e−4πdP(e−2πδx
2
ψ(x)) = e−2πδ(x−2di)
2
ψ(x+2di) . (40)
Note that ψ(x) ∈ L2(R) by construction and ψ(x+2di) ∈ L2(R) by (36), (38)
and (39). Since e−2πδx
2
ψ(x) → ψ(x) and e−4πdP(e−2πδx2ψ) → ψ(x+2di) as
δ → 0 by (40) and the operator e−4πdP is closed, it follows that ψ ∈ D(e−4πdP)
and (e−4πdPψ)(x) = ψ(x+2di). Applying this fact and formula (38) we obtain
(e−4πdPψ, ψ) =
∫
ψ(x+2di)ψ(x)dx
= −
∫
(e2πcx+e−2πcx)(e2πc(x+2di)+e−2πc(x+2di))−1|ψ(x)|2dx.
(41)
Because of the assumption 8|cd| < 1, we have cos 4πcd > 0. Hence the function
under the integral sign in (41) is non-negative. On the other hand, since ψ 6= 0
by construction, we have (e−4πdPψ, ψ) > 0. Thus we arrived at a contradiction
and the assertion of Lemma 8 is proved. ✷
Next we turn to some facts on tensor products of certain operators. If T1
and T2 are closed operators on a Hilbert space H, then the symbol T1 ⊗ T2
means the closure of the linear operator on the domain D(T1)⊗D(T2) in the
Hilbert space H⊗H defined by (T1 ⊗ T2)(η1 ⊗ η2) = T1η1 ⊗ T2η2.
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Let Pj and Qj , j = 1, 2, be the self-adjoint operators on the Hilbert space
L2(R2) given by
(Pjf)(x1, x2) = 12πi ∂f∂xj (x1, x2) and (Qjf)(x1, x2) = xjf(x1, x2).
Let R++ := {µ = (µ1, µ2) ∈ R2 : µ1 > 0, µ2 > 0}. For µ = (µ1, µ2) ∈ R2 we set
S(e2πµQ) := (e2πµ1Q1 ⊗ I + e−2πµ1Q1 ⊗ I)(I ⊗ e2πµ2Q2 + I ⊗ e−2πµ2Q2),
e2πµQ := e2πµ1Q1 ⊗ e2πµ2Q2 .
The operators S(e2πµP), e2πµP , e2πµ|P| and e2πµ|Q| are defined in a similar manner.
Then we have
Dµ,ν := D(S(e2πµQ)S(e2πνP)) =
⋂
ε,δ∈Z2
2
D(e2πεµQe2πδνP) =
⋂
ε,δ∈Z2
2
D(e2πενPe2πδµQ),
(42)
where Z22 = {ε = (ε1, ε2) : ε1, ε2 ∈ {1,−1}} and 2πεµ := (2πε1µ1, 2πε2µ2).
If ν ∈ R++, then Dµ,ν is the vector space of all holomorphic functions on
{(z1, z2) ∈ C2 : |Im zj | < |νj|, j = 1, 2} satisfying
sup
|yj |<|νj|
∫∫
|a(x1+iy1, x2+iy2)|2e4π(|µ1x1|+|µ2x2|)dx1dx2 <∞ . (43)
The latter fact can be proved in a similar manner as Lemma 1.1 in [S2] using
the Paley-Wiener Theorem.
Lemma 9. (i) Suppose that µ = (µ1, µ2) ∈ R2 and ν = (ν1, ν2) ∈ R++.
If f ∈ D(S(e2πνP)e2πµQ) ∩ D(e2πµQS(e2πνP)), then
|f(x1+iy1, x2+iy2)| ≤ 1
2π
((ν1−|y1|)(ν2−|y2|))−1/2e−2π(µ1x1+µ2x2) ‖ e2πν|P|e2πµQf ‖
(44)
for x1, x2, y1, y2 ∈ R, |y1| < ν1, |y2| < ν2.
(ii) Let µ = (µ1, µ2), ν = (ν1, ν2) ∈ R++. If f ∈ Dµ,ν, then
|f(x1+iy1, x2+iy2)| ≤
1
2π
((ν1−|y1|)(ν2−|y2|))−1/2e−2π(µ1|x1|+µ2|x2|)
∑
ε,δ∈Z2
2
‖ e2πενPe2πδµQf ‖ (45)
for x1, x2, y1, y2 ∈ R, |y1| < ν1, |y2| < ν2. The vector space Dµ,ν is contained in
the Schwartz space S(R2).
Proof. (i): Setting g = Ff and εj = νj−|yj|, j = 1, 2, and using formulas (15),
14
we get
∣∣e2π(µ1x1+µ2x2)f(x1+iy1, x2+iy2)∣∣ = ∣∣(e−2πyPe2πµQF−1g)(x1, x2)∣∣
=
∣∣(F−1e−2πyQe−2πµPg)(x1, x2)∣∣
=
∣∣∣∣
∫∫
e2πi(x1t1+x2t2)(e−2πyQe−2πµPg)(t1, t2)dt1dt2
∣∣∣∣
≤
(∫∫
e−4π(ε1|t1|+ε2|t2|)dt1dt2
)1/2
‖ e2πε|Q|e−2πyQe−2πµPg ‖L2(R2)
= ((2πε1)(2πε2))
−1/2 ‖ e2πε|Q|−2πyQe−2πµPg ‖
=
1
2π
(ε1ε2)
−1/2 ‖ e2π((ν1−|y1|)|t1|−y1t1+(ν2−|y2|)|t2|−y2t2)e2πµPg ‖
≤ 1
2π
(ε1ε2)
−1/2 ‖ e2π(ν1|t1|+ν2|t2|)e−2πµPFf ‖
=
1
2π
((ν1−|y1|)(ν2−|y2|))−1/2 ‖ e2πν|P|e2πµQf ‖,
which proves (44). Note that by the domain assumptions on f the function
g = Ff belongs to the corresponding operator domains.
(ii): Since obviously ‖ e2πν|P|e2πµQf ‖≤∑ε,δ ‖ e2πενPe2πδµQf ‖, inequality (45)
follows at once from (44) applied with µ replaced by εµ.
Finally, we prove that S(R2) ⊇ Dµ,ν . Let a ∈ Dµ,ν . By (42), we have a ∈
D(eµ|Q|) which implies that a ∈ D(Qn1 ⊗Qm2 ) for all n,m ∈ N0. Similarly, since
F(a) ∈ Dν,µ by (15), we have F(a) ∈ D(Qn1 ⊗Qm2 ) and hence a ∈ D(Pn1 ⊗Pm2 )
for n,m ∈ N0. Both conditions implies that a belongs to the Schwartz space
S(R2) (see, for instance, Example 10.2.14 in [S1] for this apparantly weaker
characterization of the Schwartz space). ✷
Lemma 10. Let c = (c1, c2), d = (d1, d2) ∈ R2, δ1>0, δ2>0. Suppose that
8|cjdj|<1 for j = 1, 2. Then the vector space Lδ1 ⊗Lδ2 is dense in A(R2) with
respect to the norm
‖ · ‖c,d:=‖ S(e2πcQ)S(e2πdP)· ‖ . (46)
Proof. Assume the contrary. Then there exists a vector ψ 6= 0 which is
orthogonal in L2(R2) to S(e2πcQ)S(e2πdP)(Lδ1 ⊗ Lδ2). From the assertion of
Lemma 8 it follows that (e2πcjQj + e−2πcjQj)(e2πdjPj + e−2πdjPj )Lδj is dense in
L2(R) for j = 1, 2. But this in turn implies that ψ = 0. ✷
Let A(R2) be the intersection of all domains D(S(ecQ)S(edP)), c, d ∈ R2, or
equivalently the vector space of all holomorphic functions on C2 satisfying
condition (44) for all µ, ν ∈ R2. Let τ denote the locally convex topology on
A(R2) defined by the family of norms (46), c, d,∈ R2. Since it obviously suffices
to take a countable subfamily of such norms, the topology τ is metrizable.
Since A(R2) is the intersection of domains D(e2πcQe2πdP), A(R2) is complete
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with respect to this topology. Thus A(R2)[τ ] is a Frechet space. The space
A(R2) will play a crucial role as symbol algebra for the Weyl calculus.
1.3. The Weyl Calculus
In this subsection we shall be concerned with pseudodifferential operators on
the Hilbert space L2(R) defined by means of the Weyl calculus. Our standard
references in this matter are the books [Fo] and [St], see also [GV] and [H].
The Weyl correspondence assigns an operator Op(a) to any function a on R2
such that aˆ ∈ L1(R2) by
Op(a) = γ
∫∫
aˆ(αs, βt)e2πi(sαQ+tβP) dsdt. (47)
Recall that aˆ is the Fourier transform (14) of the function a. α and β are real
numbers such that αβ = γ and q = e2πiγ . Since aˆ ∈ L1(R2), the integral (47)
can be understood as a Bochner integral and it defines a bounded operator
Op(a) on the Hilbert space L2(R).
Let us restate some well-known facts on the Weyl calculus (see [Fo], Chapter
2). The operator Op(a) acts by the formula
(Op(a)f)(x) =
∫∫
a(1
2
(x+y), t)e2πi(x−y)tf(y)dydt. (48)
For the operator product Op(a)Op(b) and the adjoint operator Op(a)∗ we have
Op(a)Op(b) = Op(a#b) and Op(a)∗ = Op(a∗), (49)
where the symbols a#b and a∗ are defined by
(a#b)(x1, x2) :=
4
∫∫∫∫
a(u1, u2)b(v1, v2)e
4πi[(x1−u1)(x2−v2)−(x1−v1)(x2−u2)]du1du2dv1dv2, (50)
a∗(x1, x2) := a(x1, x2), x1, x2 ∈ R. (51)
Lemma 11. Let µ = (µ1, µ2), ν = (ν1, ν2), µ
′ = (µ′1, µ
′
2), ν
′ = (ν ′1, ν
′
2) ∈ R++,
a ∈ Dµ,ν , b ∈ Dν′,µ′ . For t ∈ C, we have
e2πtQ1(a#b) = (e2πtQ1a)#(eπtP2b) if |Re t| < µ1, |Re t| < 2ν ′2, (52)
e2πtQ1(a#b) = (e−πtP2a)#(e2πtQ1b) if |Re t| < 2ν2, |Re t| < µ′1, (53)
e2πtQ2(a#b) = (e2πtQ2a)#(e−πtP1b) if |Re t| < µ1, |Re t| < 2ν ′1, (54)
e2πtQ2(a#b) = (eπtP1a)#(e2πtQ2b) if |Re t| < 2ν1, |Re t| < µ′2, (55)
e2πtP1(a#b) = (e2πP1a)#(e2πtP1b) if |Re t| < ν1, |Re t| < ν ′1. (56)
e2πtP1(a#b) = (e4πtQ2a)#(e−4πtQ2b) if |Re t| < ν2/2, |Re t| < ν ′2/2. (57)
e2πtP2(a#b) = (e2πtP2a)#(e2πtP2b) if |Re t| < ν2, |Re t| < ν ′2. (58)
e2πtP2(a#b) = (e−4πtQ1a)#(e4πtQ1b) if |Re t| < ν1/2, |Re t| < ν ′1/2. (59)
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Proof. As samples, we carry out the proofs of formulas (52) and (57). The
other equations are proved by a similar reasoning.
First we prove formula (57) for real t. It is well-known (see [Fo], p. 104)
that the Fourier transform of the product a#b is the twisted convolution of the
Fourier transform F(a) and F(b), that is F(a#b) = F(a) ∗t F(b), where
(c ∗t d)(x1, x2) =
∫∫
c(u1, u2)d(x1−u1, x2−u2)eπi(x1u2−x2u1)du1du2.
Using the preceding fact and formula (15) we compute
F(e2πtP1(a#b))(x1, x2) =
(
e2πtQ1F(a#b)) (x1, x2)
= e2πtx1(F(a) ∗t F(b))(x1, x2)
=
∫∫
F(a)(u1, u2)F(b)(x1−u1, x2−u2)eπi(x1(u2−2ti)−x2u1)du1du2
=
∫∫
F(a)(u1, u2+2ti)F(b)(x1−u1, x2−u2−2ti)eπi(x1u2−x2u1)du1du2
=
∫∫ (
e−4πtP2F(a)) (u1, u2)(e4πtP2F(b))(x1−u1, x2−u2)eπi(x1u2−x2u1)du1du2
=
(
e−4πtP2F(a) ∗t e4πtP2F(b)
)
(x1, x2)
= (F (e4πtQ2a) ∗t F(e−4πtQ2b))(x1, x2)
= F (e4πtQ2a#e−4πtQ2b) (x1, x2)
which in turn implies (57). It remains to justify the fourth equality sign
which follows by the formal substitution u2 → u2+2ti. First we note that the
assumptions a ∈ Dµ,ν and b ∈ Dµ′,ν′ imply that F(a) ∈ Dν,µ and F(b) ∈ Dν′,µ′ ,
so that F(a) ∈ D(e±2πν2P2) and F(b) ∈ D(e±2πν′2P2). Therefore, since 2|t| < ν2
and 2|t| < ν ′2, the function
F(a)(u1, u2)F(b)(x1−u1, x2−u2)eπi(x1(u2−2ti)−x2u1)
of u2 is holomorph on a strip −ε < Im u2 < 2|t|+ε of the complex u2-plane for
some small ε > 0. Hence the integral of this function along the boundary of
the rectangle with corners −R,R,R+2ti,−R+2ti vanishes. In order to justify
the substitution u2 → u2+2ti, it is sufficient to show that the corresponding
integrals from ±R to ±R+2ti tend to zero as R → +∞. Using formula (45)
we estimate∣∣∣∣∣∣
2t∫
0
∞∫
−∞
F(a)(u1,±R + si)F(b)(x1−u1, x2−(±R+si))eπi(x1(±R+si−2ti)−x2u1)dsdu1
∣∣∣∣∣∣
≤ C
∣∣∣∣∣∣
2t∫
0
∞∫
−∞
e−2π(ν1|u1|+ν2R)−2π(ν
′
1
|x1−u1|+ν′2|x2∓R|)+πx1(2t−s)dsdu1
∣∣∣∣∣∣
≤ Cx1,x2e−2πν2R,
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where C and Cx1,x2 are not depending on R. Since ν2 > 0, the integral goes to
zero if R→ +∞. This proves formula (57) for real t.
Next we prove (52) for real t. From the definition (50) of the product # we
obtain
(e2π·tQ1(a#b))(x1, x2) =∫∫∫∫
e2πtu1a(u1, u2)b(v1, v2)e
4πi[(x1−u1)(x2−v2−ti/2)−(x1−v1)(x2−u2)]du1du2dv1dv2.
Recall that a, b ∈ Dµ,ν by assumption. Hence we have a ∈ D(e±2πµ1Q1) and b ∈
D(e±2πν′2P2). Since |t| < µ1 and |t| < 2ν ′2, the latter implies that a ∈ D(e2πtQ1)
and b ∈ D(eπtP2). In fact, we even have that e2πtQ1a, eπtP2a ∈ Dµ˜,ν˜ for certain
µ˜, ν˜ ∈ R++. Equation (52) follows from the preceding formula by the formal
substitution v2 → v2 + it/2. In order to show that this formal replacement
is justified we integrate in the complex v2-plane along the boundary of the
rectangle with corners −R,R,R + it/2,−R+ it/2, where R > 0. To complete
the proof, it suffices to show that the integrals from ±R to ±R + it/2 tend
to zero as R→ +∞. Indeed, using formula (45) and the assumptions |t| < µ1
and |t| < 2ν ′2, we estimate
∣∣∣∣
t/2∫
0
∫∫∫
dsdu1du2dv1 e
2πtu1a(u1, u2)b(v1,±R+si)
e4πi[(x1−u1)(x2−(±R+si)−ti/2)−(x1−v1)(x2−u2)]
∣∣∣∣
≤ C
∣∣∣∣
t/2∫
0
∫∫∫
e2πtu1e−2π(µ1|u1|+µ2|u2|+µ
′
1
|v1|+µ′2R)e4π(x1−u1)(t/2−s)dsdu1du2dv1
∣∣∣∣
≤ C ′x1e−2πµ
′
2
R
∣∣∣∣
∞∫
−∞
t/2∫
0
e2π(2su1−µ1|u1|du1ds
∣∣∣∣
≤ C ′′x1e−2πµ
′
2
R
∞∫
−∞
e2π|t||u1|−2πµ1|u1|du1 ≤ C ′′′x1e−2πµ
′
2
R,
where C,C ′x1, C
′′
x1
, C ′′′x1 are numbers not depending on R. Since µ
′
2>0, the
integral goes to zero if R→+∞. This completes the proof of (52) for real
t.
For imaginary t the above reasoning works as well. In this case we are
lead to real translations of u2 and v2, respectively, which are possible by the
translation invariance of the Lebesgue measure. The case of general t ∈ C
follows by combining the real and the imaginary cases. ✷
For µ, ν ∈ R++, let Dµ,ν denote the intersection of domains Dµ′,ν′ (see (42)),
where µ′, ν ′ ∈ R++, µ′j < µj, ν ′j < νj for j = 1, 2.
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Corollary 12. Let µ, ν ∈ R++. If µ1 < 2ν2 and µ2 < 2ν1, then Dµ,ν is a
∗-algebra with product # and involution ∗ defined (50) and (51), respectively.
In particular, A(R2) is a ∗-algebra.
Proof. Since µ1 < 2ν2 and µ2 < 2ν1, we conclude from formulas (52), (54),
(56), (58) and (42) that a, b ∈ Dµ,ν implies that a#b ∈ Dµ,ν . By (42) it is
obvious that a∗ ∈ Dµ,ν for a ∈ Dµ,ν . Thus Dµ,ν is a ∗-algebra. Since A(R2) is
the intersection of all domains Dµ,ν , A(R2) is a ∗-algebra as well. ✷
Lemma 13. Suppose that µ, ν ∈ R++. Let ‖ · ‖ denote the norm of L2(R2). If
a, b ∈ Dµ,ν = D(S(e2πµQ)S(e2πνP)), then a, b, b¯#a ∈ S(R) and we have∫∫
a(x1, x2)b(x1, x2)dx1dx2 =
∫∫
(b#a)(x1, x2)dx1dx2, (60)
‖ a#b ‖ ≤‖ a ‖ ‖ b ‖ . (61)
Proof. By Lemma 9(ii) and Corollary 12, we have a, b ∈ S(R2) and so b¯#a ∈
S(R2). From Proposition 2 in [St], p. 555, it follows that Op(a) and Op(b) are
Hilbert-Schmidt operators and
〈Op(a), Op(b)〉HS = Tr Op(b)∗Op(a) = (a, b) and ‖ Op(a) ‖HS=‖ a ‖, (62)
where Tr is the trace and 〈·, ·〉HS and ‖ · ‖HS denote scalar product and Hilbert-
Schmidt norm of Hilbert-Schmidt operators, respectively. Using formulas (62)
and (49) and the submultiplicativity of the Hilbert-Schmidt norm we obtain
‖ a#b ‖ =‖ Op(a#b) ‖HS=‖ Op(a)Op(b) ‖HS
≤‖ Op(a) ‖HS‖ Op(b) ‖HS=‖ a ‖‖ b ‖ .
This proves (61).
Put c := b∗#a. By (48), the operator Op(c) is an integral operator with
kernel
Kc(x1, x2) =
∫
c(1
2
(x1+x2), t)e
2πi(x1−x2)tdt. (63)
Since c ∈ S(R2), the function d defined by d(y1, y2) =
∫
c(y1, t)e
2πiy2tdt is in
S(R2) and so is the function Kc(x1, x2) = d(12(x1+x2), x1−x2). It is well-known
that any integral operator with kernel in the Schwartz space S(R2) is a trace
class operator on L2(R) and that its trace is given by the integral over the
diagonal. Using this fact and formulas (49) and (63) we get
Tr Op(b)∗Op(a) = Tr Op(b∗#a) = Tr Op(c)
=
∫
Kc(x1, x1)dx1 =
∫∫
c(x1, x2)dx1dx2
=
∫∫
a(x1, x2)b(x1, x2)dx1dx2.
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Comparing the latter with (62), formula (60) follows. ✷
Our next proposition says that A(R2)[τ ] is a Frechet ∗-algebra with approximate
identity.
Proposition 14. (i) Provided with the product #, the involution ∗ and the
locally convex topology τ,A(R2) is a Frechet topological ∗-algebra.
(ii) Set fε(x1, x2) := e
−πε(x2
1
+x2
2
). For each a ∈ A(R2), we have
lim
ε→+0
fε#a = lim
ε→+0
a#fε = a (64)
in the locally convex space A(R2)[τ ].
Proof. (i): Recall that by definition the topology τ is generated by the family
of norms ‖ e2πcQe2πdP · ‖, c, d ∈ R2, where ‖ · ‖ is the norm of L2(R2). Fix
c, d ∈ R2 and put
µ = (µ1, µ2), µ1 := d1 + c1/2, µ2 := d2 − c2/2. (65)
By (53), (55), (56), (58) and (61), we obtain
‖ e2πcQe2πdP(a#b) ‖=‖ (e2πµPa)#(e2πcQe2πdPb) ‖≤‖ e2πµPa ‖‖ e2πcQe2πdPb ‖
(66)
for a, b ∈ A(R2). Since ‖ e2πcQe2πdPa∗ ‖=‖ e2πcQe−2πdPa ‖, product and
involution are τ -continuous, so A(R2)[τ ] is indeed a topological ∗-algebra. Since
A(R2)[τ ] is a Frechet space as noted above, it is a Frechet topological ∗-algebra.
(ii): Let b ∈ A(R2) and µ = (µ1, µ2) ∈ R2. Our aim is to prove by explicit
estimations that
lim
ε→+0
(e2πµPfε)#b = b (67)
in L2(R2). Note first that from the well-known equation∫
e−π(s−c)
2ε−2πitsds = ε−1/2e−πε
−1t2e−2πitc, c ∈ C, (68)
we obtain that
F(e2πµPfε)(x1, x2) = ε−1e−πε−1(x21+x22)e2π(µ1x1+µ2x2).
Using the latter formulas and the definition (50) of the product # we compute
|b(x1, x2)− ((e2πµPfε)#b)(x1, x2)|
=
∣∣∣b(x1, x2)− 4
∫∫
F(e2πµPfε)(2x2−2v2, 2v1 − 2x1)b(v1, v2)e4πi(v1x2−x1v2)dv1dv2
∣∣∣
=
∣∣∣4ε
∫∫
(b(x1, x2)− b(v1, v2))dv1dv2 (69)
e−4πε
−1((x2−v2)2+(v1−x1)2)+4π((x2−v2)µ1+(v1−x1)µ2)+4πi(v1x2−x1v2)
∣∣∣
≤ 4
ε
∫∫
e−4πε
−1((x1−v1)2+(x2−v2)2)+4π((x2−v2)µ1−(x1−v1)µ2)|b(x1, x2)− b(v1, v2)|dv1dv2.
(70)
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Fix a number δ > 0. Since b ∈ A(R2),(45) holds for arbitrary ν, µ ∈ R++.
Hence there exists M ∈ R such that for (x1, x2) ∈ R2,
e(4π|µ1|+1)|x1|+(4π|µ2|+1)|x2||b(x1, x2)| ≤M. (71)
Further, since e|x1|+|x2|b(x1, x2)→ 0 as |x1|+ |x2| → +∞ by (71), the function
c(x1, x2) := e
|x1|+|x2|b(x1, x2) is uniformly continuous on R
2. Thus there exists
δ1 such that 1 > δ1 > 0 and
(1 + eM)e4π(|µ1 |+|µ2|)|c(x1, x2)− c(v1, v2)| < δ
for (x1 − v1)2 + (x2 − v2)2 < δ21 . From this and (71) we easily derive that
e|x1|+|x2|e4π((x2−v2)µ2−(x1−v1)µ1)|b(x1, x2)− b(v1, v2)| < δ (72)
when (x1 − v1)2 + (x2 − v2)2 < δ21.
Next we turn to the domain where (x1− v1)2 + (x2 − v2)2 ≥ δ21. Obviously,
there exists K ∈ R such that
−πε−1(t21 + t22) + 4π(|µ1|+ 1)|t1|+ (|µ2|+ 1)|t2| ≤ K (73)
for all (t1, t2) ∈ R2 and 1 > ε > 0. If (x1 − v1)2 + (x2 − v2)2 ≥ δ21 , then by (71)
and (73) we obtain that
e|x1|+|x2|e−2πε
−1((x1−v1)2+(x2−v2)2)e4π((x2−v2)µ1−(x1−v1)µ2)|b(x1, x2)− b(v1, v2)|
≤ e−πε−1((x1−v1)2+(x2−v2)2)eK2M ≤ e−πε−1δ21eK2M < δ (74)
for sufficiently small ε > 0.
Using the relation
4
ε
∫∫
e−2πε
−1((x1−v1)2+(x2−v2)2)dv1dv2 = 2
by (68), it follows from estimates (69), (72) and (74) that
|b(x1, x2)− ((e2πµPfε)#b)(x1, x2)| ≤ 3δe−|x1|−|x2|
and so ‖ b− (e2πµPfε)#b ‖≤ 12δ for small ε > 0. This proves (67).
Now let a ∈ A(R2) and c, d ∈ R2. Let µ be as in (65). Applying (67) with
b = e2πcQe2πdPa, we get
‖ e2πcQe2πdP(fε#a− a) ‖=‖ (e2πµPfε)#(e2πcQe2πdPa)− e2πcQe2πdPa ‖→ 0
as ε→ +0. This proves that lim
ε→+0
fε#a = a in A(R
2)[τ ]. Applying the involution
we obtain the second equality in (64). ✷
Remark 2. Upon scaling and multiplying by parameters, the operators Op(fε),
ε > 0, form the so-called Hermite semigroup e−2πt(P
2+Q2), t > 0, acting on the
Hilbert space L2(R2), see [Fo], pp. 236–238.
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In this paper we shall mainly use the symbol algebra A(R2). However, for most
considerations it suffices to work with the smaller symbol algebras
Aex(R
2) := Lin{e−ε1x21−ε2x22+c1x1+c2x2 ; ε1 > 0, ε2 > 0, c1, c2 ∈ C},
Apex(R
2) := Lin{xn11 xn22 e−ε1x
2
1
−ε2x22+c1x1+c2x2; εj > 0, cj ∈ C, nj ∈ N0}.
BothAex(R
2) and Apex(R
2) are ∗-algebras with multiplication (50) and involution
(51). In order to prove this assertion it is sufficient to show that a#b is in
Aex(R
2) resp. Apex(R
2) when a and b are so. In the case of Aex(R
2) this can
be verified by direct computation of the twisted product a#b using formula
(68). From formula (3) in [GV] it follows at once that a#b ∈ Apex(R2) for
a, b ∈ Apex(R2).
2. The Coordinate Algebra O(C2q) of the Quantum Plane
2.1 O(C2q) as a left module algebra of Uq(gl2)
Let ⊲ be the left action of Ug(gl2) on O(C2q) associated with the right coaction
of O(GLq(2)) defined by (10). From (10) and (9) we then obtain
K1⊲x = q
−1/2x,K1⊲y = y,K2⊲x = x,K2⊲y = q
−1/2y, (75)
E⊲x = y, E⊲y = 0, F ⊲x = 0, F ⊲y = x. (76)
Moreover, since ε(K1) = ε(K2) = 1 and ε(E) = ε(F ) = 0, we also have
K1⊲1 = 1, K2⊲1 = 1, E⊲1 = 0, F ⊲1 = 0. (77)
The following proposition derives the action of the generators K1, K2, E, F
of Uq(gl2) on general elements of the algebra O(C2q). We set
Dq−2(f)(x) :=
f(x)− f(q−2x)
(1− q−2)x .
Proposition 15. If g and h are complex polynomials in a single variable, then
we have
K1⊲(g(x)h(y)) = g(q
−1/2x)h(y), K2⊲(g(x)h(y)) = g(x)h(q
−1/2y), (78)
E ⊲(g(x)h(y)) = q−1/2Dq−2(g(q
1/2·))(x)yh(q1/2y), (79)
F ⊲(g(x)h(y)) = q−1/2g(q1/2x)xDq−2(h(q
1/2·))(y). (80)
Proof. Since O(C2q) is a Uq(gl2)-comodule algebra, equation (1) holds. The
assertion follows from this equation combined with formulas (75) and (77). For
the generators K1 and K2 this is obvious. We carry out the proof of formula
(80). The proof of formula (79) is similar.
Since ∆(F ) = F ⊗K +K−1 ⊗ F , it follows from (1) that
F ⊲(zz′) = (F ⊲z)(K⊲z′) + (K−1⊲z)(F ⊲z′). (81)
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Recall that F ⊲x = 0 and F ⊲1 = 0 by (75) and (77). Using these facts it
follows from (81) by induction on n that F ⊲xn = 0 for n ∈ N0. Thus we have
F ⊲g(x) = 0.
Since K−1⊲g(x) = K−11 ⊲K2⊲g(x) = K
−1
1
⊲g(x) = g(q1/2x), we derive from
(81), applied to z = g(x) and z′ = h(y), that
F ⊲(g(x)h(y)) = g(q1/2x)(F ⊲h(y)). (82)
Therefore, in order to prove (80) it suffices to show that
F ⊲yn = q−1/2qn/2xDq−2(y
n), n ∈ N. (83)
We prove (83) by induction on n. If n = 1, then (83) is true by (75). If (83) is
valid for a, then it follows from (81) and (75) that
F ⊲yn+1 = (F ⊲y)(K⊲yn) + (K−1⊲y)(F ⊲yn)
= x(qn/2yn) + (q−1/2y)(q−1/2(1− q−2)−1(1− q−2n)qn/2xyn−1)
= qn/2(1 + q−2(1− q−2)−1(1− q−2n))xyn
= q−1/2(1− q−2)−1(1− q−2(n+1))q(n+1)/2xyn
= q−1/2q(n+1)/2xDq−2(y
n+1),
which proves (83) in the case of n+ 1. ✷
For z ∈ O(C2q), we define
Dqx(z) = Ky−1E ′⊲z, Dqy(z) = Kx−1F ′⊲z, (84)
where the elements y−1 and x−1 of Oˆ(C2q) act by left multiplication on O(C2q).
From (79) and (80) we obtain
Dqx(g(x)h(y)) = q1/2λDq−2(g)(qx)h(qy), (85)
Dqy(g(x)h(y)) = q−1/2λg(x)Dq−2(h)(qy). (86)
for polynomials g and h.
For r, s ∈ N0, let σrs denote the automorphism of the algebra O(C2q) defined
by σrs(z) = K
r
1K
s
2
⊲z, z ∈ O(C2q). From formulas (78)-(80) or (85) we easily
derive that Dqx is a (σ−2,0, σ2,−2)-derivation and Dqy is a (σ0,−2, σ2,2)-derivation
of the algebra O(C2q), that is, for z1, z2 ∈ O(C2q) we have
Dqx(z1z2) = (K−21 ⊲z1)Dqx(z2) +Dqx(z1)(K21K−22 ⊲z2),
Dqy(z1z2) = (K−22 ⊲z1)Dqy(z2) +Dqy(z1)(K21K22 ⊲z2).
In the limit q → 1 the preceding equations go into the Leibniz rule. We shall
consider the linear mappings Dqx and Dqy as q-deformed partial derivatives of
the algebra O(C2q).
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2.2 Covariant Differential Calculus on O(C2q)
As shown in [PW] and [WZ], there are two distinguished first order differential
calculi Γ+ and Γ− on O(C2q). For both calculi, the set of differentials {dx, dy}
is a basis for the right (and for the left) O(C2q)-module of first order forms.
Therefore, for any z ∈ O(C2q) there exist uniquely determined elements ∂x(z)
and ∂y(z) of O(C2q), called partial derivatives of z, such that
dz = dx·∂x(z) + dy·∂y(z). (87)
The bimodule structures of the calculi Γ+ and Γ− are described by the following
commutation relations:
Γ+ : xdy = qdy·x+ (q2 − 1)dx·y, ydx = qdx·y, (88)
xdx = q2dx·x, ydy = q2dy·y. (89)
Γ− : ydx = q
−1dx·y + (q−2 − 1)dy·x, xdy = q−1dy·x, (90)
xdx = q−2dx·x, ydy = q−2dy·y. (91)
From these relations we see that η+ := y
−2xdx and η− := x
−2ydy are non-
zero central elements of the bimodules Γ+ and Γ−, respectively. Recall that an
element η of a bimodule over an algebra Z is called central if ηz = zη for all
z ∈ Z.
Note that the relations for Γ+ go into the relations of Γ− if we interchange the
coordinates x and y and the numbers q and q−1. The partial derivatives ∂x
and ∂y, considered as linear mappings of O(C2q), and the coordinate functions
x and y, acting on O(C2q) by left multiplication, satisfy the relations:
Γ+ : ∂xy = qy∂x, ∂yx = qx∂y,
∂xx− q2x∂x = 1 + (q2 − 1)y∂y, ∂yy − q2y∂y = 1.
Γ− : ∂xy = q
−1y∂x, ∂yx = q
−1x∂y ,
∂xx− q−2x∂x = 1, ∂yy − q−2y∂y = 1 + (q−2 − 1)x∂x.
From these formulas one derives by induction the expressions for the actions
of ∂x and ∂y on general elements of O(C2q). If g and h are complex polynomials
in a single variable, then we have:
Γ+ : ∂x(g(y)h(x)) = g(qy)Dq−2(h)(x), ∂y(g(y)h(x)) = Dq−2(g)(y)h(x), (92)
Γ− : ∂x(g(x)h(y)) = Dq−2(g)(x)h(y), ∂y(g(x)h(y)) = g(q
−1x)Dq−2(h)(y).
(93)
All these facts and formulas are well-known. We now give another description
of these calculi. Let Ω be the free bimodule of the localization algebra Oˇ(C2q)
generated by a central vector space V . That is, Ω is the vector space Oˇ(C2q)⊗V
with bimodule structure given by
u
(∑
j
zj ⊗ ej
)
v :=
∑
j
uzjv ⊗ ej, (94)
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where u, v, zj ∈ Oˇ(C2q), ej ∈ V . For notational simplicity, we write ze instead
of z ⊗ e, where z ∈ Oˇ(C2q) and e ∈ E. Fix two elements e1, e2 ∈ V and put
ω+ := q
−2y2x−2e1 + x
−2e2, ω− = q
2x2y−2e1 + y
−2e2,
d+z := ω+z − zω+, d−z := ω−z − zω−, z ∈ O(C2q).
Let us abbreviate Z := O(C2q). Obviously, Γ˜ε := Z·dεZ·Z is a Z-bimodule
and the mapping dε : Z → Γ˜ε satisfies the Leibniz rule for ε= +,−. Thus, the
pair (Γ˜ε, dε) is a first order differential calculus over the algebra Z = O(C2q).
For the differentials of the coordinate functions we obtain
d+x = (q
−2 − 1)y2x−1e1, d+y = (q−2 − 1)q−2y3x−2e1 + (q−2 − 1)yx−2e2,
(95)
d−x = (q
2 − 1)q2x3y−2e1 + (q2 − 1)xy−2e2, d−y = (q2 − 1)x2y−1e1. (96)
Lemma 16. Suppose that the elements e1 and e2 are linearly independent.
Then the first order differential calculi Γε and Γ˜ε, ε = +,−, are isomorphic.
Proof. Since {dx, dy} is a free left O(C2q)-module basis of Γε, there is a well-
defined left O(C2q)-module homomorphism ψε : Γε → Γ˜ε such that
ψε(udx+ vdy) = udεx+ vdεy, u, v ∈ O(C2q).
In order to prove that ψε is an O(C2q)-bimodule homomorphism, it suffices
to show that the relations (88) and (89) resp. (90) and (91) hold also in Ω+
and Ω−. As a sample, we verify the first relation of (90). The other relations
follow by similar straightforward computations. Using formulas (96) and the
commutation rules in the algebra Oˇ(C2q), we obtain
q−1d−x·y + (q−2 − 1)d−y·x =
(q2 − 1)(qx3y−2e1y + q−1xy−2e2y + (q−2 − 1)x2y−1e1x) =
(q2 − 1)((qx3y−1 + (q−2 − 1)qx3y−1)e1 + yxy−2e2) = yd−x.
From the construction it is clear that ψε is a surjective FODC homomorphism.
We show that ψ− is injective and suppose that ud−x + vd−y = 0 for some
elements u, v ∈ O(C2q). Inserting the expressions from (96) and using the
assumption that e1 and e2 are linearly independent, we get
uq2x3y−2 + vx2y−1 = 0, vxy−2 = 0
which in turn implies that u = v = 0. The proof for ψ+ is similar. ✷
We shall identify the isomorphic calculi Γε and Γ˜ε. The above approach
to the calculi Γε is convenient for many purposes. Among others, it allows us
easily to extend these calculi to larger algebras.
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The partial derivatives ∂x and ∂y can be also expressed in terms of the action
of the generators of Uq(gl2). Combining the formulas (79), (80) and (92) we
obtain for the calculus Γ− the relations
∂x(z) = q
3
2y−1EK31K2⊲z, ∂y(z) = q
1
2x−1FK31K2⊲z
for z ∈ O(C2q), where the action of E, F,K1, K2 is given by Proposition 15 and
the elements y−1 and x−1 act by left multiplication on O(C2q).
3. An Auxilary ∗-algebra W
3.1 The Uq(gl2(R))-module ∗-algebra W
Let W denote the ∗-algebra generated by the operators
W (s, t) := e2πi(sαQ+tβP), s, t ∈ C. (97)
These operators satisfy the relations
W (s1, t1)W (s2, t2) = e
πiγ(s2t1−s1t2)W (s1+s2, t1+t2), (98)
W (s, t)∗ = W (−s,−t) (99)
for s1, t1, s2, t2, s, t ∈ C. By Lemma 4, the operator W (s, t) acts as
(W (s, t)f)(x) = e2πisαx+πistγf(x+t). (100)
Equations (98) and (100) hold for vectors contained in the corresponding
operator domains. For instance, they hold on the domains Dδ, where δ > 0,
and A(R2) in the Hilbert space L2(R2). Each of the dense subspaces is an
invariant dense core for all operators W (s, t). From (17) and (100) we see that
W (−i, 0) = X,W (0,−i) = Y,W (s, 0) = X is,W (0, t) = Y is, s ∈ C. (101)
Our next aim is to define a left action of the Hopf algebra Uq(gl2) on W.
Let us identify the generators x with X = W (−i, 0) and y with Y = W (0,−i).
Then O(R2q) becomes a ∗-subalgebra of W. We now use formulas (78)-(80)
(which have been proved only for polynomials g and h!) as a motivation and
extend them formally to the functions g(X) = X is and h(Y ) = Y it, s, t ∈ C,
of the positive self-adjoint operators X and Y defined by (17). Throughout we
interpret expressions (qk/2X)is and (qk/2Y )it as e−πkγse2πisαQ and e−πkγte2πitβP ,
respectively, for k = 0,±1, 3 and s, t ∈ C. Recall that
W (s, t) = eπiγstW (s, 0)W (0, t) = eπiγstX isY it (102)
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by (97). Applying now (78) and (80) formally (!) and using (102) we derive
λF ⊲W (s, t) = λeπiγst((F ⊲X is)(K ⊲ Y it) + (K−1⊲X is)(F ⊲Y X it)
= λeπiγst(0 + (q1/2X)isq−1/2XDq−2((q
1/2Y )it))
= q1/2(1− q−2)eπiγste−πγsX isX
(
(q1/2Y )it−(q1/2q−2Y )it
(1−q−2)Y
)
= q1/2e−πγseπiγstX isX
(
e−πγt − e3πγt)Y itY −1
= q1/2e−πγs
(
e−πγt − e3πγt) eπiγstX is+1Y it−1
= q1/2e−πγs
(
e−πγt − e3πγt) eπiγstW (s−i, 0)W (0, t+i)
= q1/2e−πγs
(
e−πγt − e3πγt) eπiγste−πiγ(s−i)(t+i)W (s−i, t+i)
=
(
e−2πγt − e2πγt)W (s−i, t+i).
The formulas for the actions of the other generators E,K1 and K2 are derived
by a similar formal reasoning. Replacing (80) by (79) and (78) we obtain
λE⊲W (s, t) = (e−2πγs − e2πγs)W (s+i, t−i),
K1⊲W (s, t) = e
πγsW (s, t), K2⊲W (s, t) = e
πγtW (s, t).
We now take the above formulas which have been obtained by formal
algebraic manipulations as the starting point for the rigorous definition of
a left action of Uq(gl2) on the ∗-algebra W. That is, for s, t ∈ C we define
E ⊲W (s, t) = λ−1(e−2πγs − e2πγs)W (s+i, t−i), (103)
F ⊲W (s, t) = λ−1(e−2πγt − e2πγt)W (s−i, t+i), (104)
K1⊲W (s, t) = e
πγsW (s, t), K2⊲W (s, t) = e
πγtW (s, t). (105)
Proposition 17. With definitions (103)–(105),W is a left Uq(gl2(R))-module
∗-algebra.
Proof. Since the set of operators W (s, t), s, t ∈ C, is linearly independent as
easily shown, the preceding definitions extend uniquely to well-defined linear
mappings ofW into itself. It is straightforward to check that the terms K1E−
q1/2EK1, K2E−q−1/2EK2, K1F−q−1/2FK1, K2F−q1/2FK2 and λEF−λFE−
K2 + K−2 applied to an arbitrary basis element W (s, t) of W vanish. Thus,
formulas (103)–(105) define indeed a left action of the algebra Uq(gl2) on W.
That the left moduleW is a Uq(gl2)-module algebra means that (1) is satisfied.
It suffices to check this condition for the generators f = E, F,K1, K2, K
−1
1 ,
K−12 and z = W (s, t), z
′ = W (s′, t′), s, t, s′, t′ ∈ C. As a sample, we carry out
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this for the generator f = E. Using (103), (105) and (100) we compute
λ(E⊲W (s, t))(K⊲W (s′, t′)) + λ(K−1 ⊲ W (s, t))(E⊲W (s′, t′))
= (e−2πγs − e2πγs)eπγ(s′−t′)W (s+i, t−i)W (s′, t′)
+ eπγ(t−s)(e−2πγs
′ − e2πγs′)W (s, t)W (s′ + it′−i)
= (e−2πγs − e2πγs)eπγ(s′−t′)eπiγ(s′(t−i)−(s+i)t′)W (s+ s′+i, t+ t′−i)
+ eπγ(t−s)(e−2πγs
′ − e2πγs′)eπiγ((s′+i)t−s(t′−i))W (s+ s′+i, t+ t′−i)
= (e−2πγ(s+s
′) − e2πγ(s+s′))eπiγ(s′t−st′)W (s+ s′+i, t+ t′−i)
= λeπiγ(s
′t−st′)E⊲W (s+s′, t+t′)
= λE⊲(W (s, t)W (s′, t′)).
This proves (1) in the case f = E.
Finally, it remains to check that (4) holds. SinceW is a left Uq(gl2)-module
algebra as just shown, it suffices to do this for the generators f of Uq(gl2).
Again we restrict ourselves to the case f = λE, z = W (s, t). Since S(λE)∗ =
λ(−q)E∗ = −λE by (11) and W (s, t)∗ = W (−s,−t), we have
(λE⊲W (s, t))∗ = (e−2πγs − e2πγs)W (s+ i, t− i))∗
= (e−2πγs − e2πγs)W (−s+ i,−t− i) = −λE⊲W (−s,−t)
= S(λE)∗⊲W (s, t)∗. ✷
The ∗-algebra W consists of Hilbert space operators and formulas (103)–
(105) have been derived by using formal operator calculus. However, the content
of Proposition 17 is purely algebraic: It is obvious that the complex vector space
W with basisW (s, t), s, t ∈ C is a ∗-algebra with multiplication and involution
defined by (98) and (99). Proposition 17 says that W is a Uq(gl2(R))-module
∗-algebra with respect to the left action defined by (103)–(105).
Recall that O(R2q) is a Uq(gl2(R))-module ∗-subalgebra ofW. By definition,
the products xw and yw for w ∈ W are the operator products Xw and Y w,
respectively, in the Hilbert space L2(R). From (97) and (101) we obtain
xW (s, t) = e−πγtW (s−i, t), yW (s, t) = eπγsW (s, t−i), (106)
W (s, t)x = eπγtW (s−i, t), W (s, t)y = e−πγsW (s, t−i). (107)
3.2 Covariant differential calculus on W
In this subsection we extend the differential calculus Γ− of O(R2q) toW. In
order to do so, we use the approach given in 2.2 with Z =W and write Γ, d, ω
for Γ−, d−, ω−, respectively.
As in 2.2, we set ω = q2x2y−2e1 + y
−2e2 and define
dz = ωz − zω, z ∈ W.
Obviously, Γ := W·dW·W is a first order differential calculus over W with
differentiation d such that the differentials dx, dy form a free left W-module
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basis of Γ. Because of this property, the partial derivatives ∂x(z) and ∂y(z) are
well-defined by (87). In order to compute the latter for z = W (s, t), we use the
commutation rules xW (s, t) = e−2πγtW (s, t)x and yW (s, t) = e2πγsW (s, t)y
(by (106) and (107)) and the expressions (96) for dx and dy. Comparing
coefficients in (87), we obtain for s, t ∈ C,
∂x(W (s, t)) =
1− e4πγs
1− q−2 e
πγtW (s+i, t), ∂y(W (s, t)) =
1− e4πγt
1− q−2 e
3πγsW (s, t+i.)
4. The Uq(gl2(R))-module ∗-algebra A(R++q )
4.1 In the preceding section we extended the action of the Hopf ∗-algebra
Uq(gl2(R)) on O(R2q) to the larger ∗-algebra W such that W is a left module
∗-algebra of Uq(gl2(R)). We now go one step further and make the ∗-algebra
A(R2) into a left Uq(gl2(R))-module ∗-algebra. In order to do so we use the
formulas (103)–(105) in order to derive the corresponding formulas for the
action of the generators E, F,K1, K2 on Op(a). Suppose that a ∈ A(R2). For
the generator E we obtain
λE⊲Op(a) = γ
∫∫
aˆ(αs, βt)(λE⊲W (s, t))dsdt
= γ
∫∫
aˆ(αs, βt)(e−2πγs−e2πγs)W (s+i, t−i)dsdt
= γ
∫∫
aˆ(α(s−i), β(t+i))(e−2πγ(s−i)−e2πγ(s−i))W (s, t)dsdt.
Let us explain the steps of this computation. The first equality is only a formal
interchanging of integrals and left action, while the second follows from formula
(103). The third equality is obtained by the formal replacements s → s+i
and t → t−i. These substitutions are justified by a standard argument from
complex analysis which has been used already in the proof of Lemma 11: The
integral of the holomorphic operator-valued function
s→ aˆ(αs, βt)(e−2πγs−e2πγs)W (s+ i, t− i)
along the boundary of the rectangle −R,R,R−i,−R−i for fixed t ∈ C and
R > 0 is zero. By Lemma 9, the integrals from R to R − i and from −R − i
to −R tend to zero as R → +∞. Arguing similarly for the variable t, the
third equality is obtained. In order to complete this reasoning, we note that
the function
aˆ(α(s−i), β(t+i))(e−2πγ(s−i) − e2πγ(s−i))
is the Fourier transform of the function aE ∈ A(R2) defined by
aE(x1, x2) := e
2π(βx2−αx1)(a(x1 + βi, x2)− a(x1 − βi, x2)). (108)
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Thus, we have seen that λE⊲Op(a) = Op(aE). Using (104) and (105) instead
of (103) a similar reasoning shows that λF ⊲Op(a) = Op(aF ) and Kj⊲Op(a) =
Op(aKj), where the symbol aF , aKj ∈ A(R2) are given by
aF (x1, x2) = e
2π(αx1−βx2)(a(x1, x2 + αi)− a(x1, x2 − αi)),
aK1(x1, x2) = a(x1 − β2 i, x2),
aK2(x1, x2) = a(x1, x2 − α2 i).
Summarizing, in terms of the symbol we have derived the following formulas
for the actions of the generators E, F,K1, K2 of Uq(gl2(R)):
(E⊲a)(x1, x2) = λ
−1e2π(βx2−αx1)(a(x1+βi, x2)− a(x1−βi, x2)), (109)
(F ⊲a)(x1, x2) = λ
−1e2π(αx1−βx2)(a(x1, x2+αi)− a(x1, x2−αi)), (110)
(K1⊲a)(x1, x2) = a(x1−β2 i, x2), (K2⊲a)(x1, x2) = a(x1, x2−α2 i). (111)
The derivation of these formulas is rigorous except for the justification of
the interchanging of integrals and actions. This could be made rigorous by
introducing appropriate locally convex topologies. We shall not proceed this
way, because we shall use formulas (109)–(111) only as definitions of the action
of Uq(gl2(R)) on A(R
2) and prove the corresponding properties directly in 4.3.
Note that formulas (109)–(111) and also formulas (112) and (113) below
are meaningful for larger classes of symbols rather than A(R2). For instance,
for the function a(x1, x2) = e
2πi(αsx1+βtx2) (which is of course not in A(R2) )
we have Op(a) = e2πi(αsQ+βtP) = W (s, t). In this case formulas (109)–(111)
reduces to the equations (103)–(105) derived in the preceding section. If we
allow the symbols to be distributions, then we recover also formulas (78)–(80).
In a similar manner the product of the operators Op(a) with operators
X and Y can be computed by using formulas (106) and (107) (or (48)). We
then obtain XOp(a) = Op(xa), Op(a)X = Op(ax), Y Op(a) = Op(ya) and
Op(a)Y = Op(ay), where the symbol xa, ax, ya, ay ∈ A(R2) are given by
xa(x1, x2) = e
2παx1a(x1, x2+
α
2
i), ax(x1, x2) = e
2παx1a(x1, x2−α2 i),
ya(x1, x2) = e
2πβx2(a(x1−β2 i), x2), ay(x1, x2) = e2πβx2a(x1+β2 i, x2).
Let A(R++q ) denote the direct sum of vector spaces O(R2q) and A(R2).
Lemma 18. There is a unique structure of a ∗-algebra on A(R++q ) such
that O(R2q) and A(R2) are ∗-subalgebras of A(R++q ) and the products of the
generators x, y of O(R2q) and symbols a ∈ A(R2) are given by
xa(x1, x2) = e
2παx1a(x1, x2+
α
2
i), ax(x1, x2) = e
2παx1a(x1, x2−α2 i), (112)
ya(x1, x2) = e
2πβx2a(x1−β2 i, x2), ay(x1, x2) = e2πβx2a(x1+β2 i, x2). (113)
Proof. We first note that the maps z → ρ++(z) (see (18)) and a → Op(a)
(see (49)) are faithful ∗-representations of the ∗-algebras O(R2q) and A(R2) on
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the domain A(R) on the Hilbert space L2(R). Since ρ++(z)Op(a) = Op(za)
and Op(a)ρ++(z) = Op(az) for z = x, y by the above definitions, it is clear
that the sum ρ++(O(R2q)) + Op(A(R2)) of the images of these ∗-algebras is a
∗-algebra of unbounded operators on the domain A(R). It is easily seen that
the only bounded operators in ρ++(O(R2q)) are the multiples of the identity
operator and that no operator in Op(A(R2)) is a multiple of the identity.
Thus, ρ++(O(R2q)) ∩ Op(A(R2)) = {0}. Hence the map J : (z, a)→ ρ++(z) +
Op(a) ofA(R++q ) to ρ++(O(R2q))+Op(A(R2)) is bijective. The unique ∗-algebra
structure on A(R++q ) for which J is a ∗-homomorphism has obviously the
desired properties. ✷
We shall show by Theorem 21 below that A(R++q ) = O(R2q) +A(R2) is even a
left U(gl2(R))-module ∗- algebra. We call this left U(gl2(R))-module ∗- algebra
A(R++q ) the ∗-algebra of functions on the quantum quarter plane. Obviously,
the ∗-subalgebra O(R2q) is considered as the algebra generated by the two
coordinate functions x and y of the quantum quarter plane. The elements of
A(R2) can be interpreted as “functions on the quantum quarter plane which
go rapidly to zero at the boundary of the quantum quarter plane”. Note that
A(R2) is a two-sided ∗-ideal of the ∗-algebra A(R++q ).
4.2 In this subsection we introduce two useful algebra homomorphisms in
order to understand the algebraic content behind formulas (109)–(111). Let Bq
denote the complex unital algebra with generators x1, x
−1
1 , y1, y
−1
1 , x2, x
−1
2 ,y2, y
−1
2
and defining relations
xjyj = q
1/8yjxj , xjx
−1
j = x
−1
j xj = 1, yjy
−1
j = y
−1
j yj = 1 for j = 1, 2, (114)
x1x2 = x2x1, y1y2 = y2y1, x1y2 = y2x1, x2y1 = y1x2, (115)
where we set q1/8 := eπγi/4. The subalgebra Bj , j = 1, 2, generated by xj , x−1j , yj,
y−1j is nothing but the localization of the algebra O(C2q1/8) at the elements xj
and yj , and Bq is just the tensor product of the algebras B1 and B2.
Lemma 19. There are injective algebra homomorphisms ψ : Uq(gl2) → Bq
and ψ : O(R2q)→ Bq such that
ψ(E) = λ−1x22x
−2
1 (y
−4
1 − y41), (116)
ψ(F ) = λ−1x21x
−2
2 (y
−4
2 − y42), (117)
ψ(K1) = y
2
1, ψ(K2) = y
2
2, (118)
ψ(x) = x21y
−2
2 , ψ(y) = x
2
2y
2
1. (119)
Proof. In oder to prove the assertion for Uq(gl2) it suffices to check that the
operators ψ(E), ψ(F ), ψ(K1) and ψ(K2) satisfy the defining relations of the
algebra Uq(gl2). Using the relations (114)–(115) of the algebra Bq we obtain
λψ(E)ψ(K1) = x
2
2x
−2
1 (y
−4
1 − y41)y21 = x22(x−21 y21)(y−41 − y41)
= x22(q
1/4)−2y21x
−2
1 (y
−4
1 − y41) = q−1/2y21x22x−21 (y−41 − y41)
= q−1/2λψ(K1)ψ(E).
31
The relations ψ(E)ψ(K2) = q
1/2ψ(K2)ψ(E), ψ(F )ψ(K1) = q
1/2ψ(K1)ψ(F ),
ψ(F )ψ(K2) = q
−1/2ψ(K2)ψ(F ) and λ(ψ(E)ψ(F ) − ψ(F )ψ(E)) = ψ(K)2 −
ψ(K)−2 are verified by similar computations. Obviously we have ψ(x)ψ(y) =
qψ(y)ψ(x). Hence the above formulas define indeed algebra homomorphisms of
Uq(gl2) and O(R2q) into Bq. Since the sets {EkKn1Km2 F l; k, l ∈ N0, n,m ∈ Z},
{xkyn; k, n ∈ N0} and {xk1xl2yn1 ym2 ; k, l, n,m ∈ N0} are vector space bases of
Uq(gl2), O(R2q) and Bq, respectively, it follows easily from formulas (109)-(119)
that the mappings ψ : Uq(gl2)→ Bq and ψ : O(R2q)→ Bq are injective. ✷
Since |q| = 1, Bq is a ∗-algebra with involution determined by x∗j := xj and
y∗j := yj, j = 1, 2. The algebra homomorphism ψ : U twq (gl2(R)) → Bq does
not preserve the involution. The next lemma shows that ψ is similar to a
∗-homomorphism.
Lemma 20. For z ∈ Uq(gl2(R)) and z ∈ O(R2q), define
ϕ(z) = x1x2y
−1
1 y2ψ(z)(x1x2y
−1
1 y2)
−1.
Then ϕ : U twq (gl2(R))→ Bq and ϕ : O(R2q)→ Bq are injective ∗-homomorphisms
of the corresponding ∗-algebras. In fact, we have
ϕ(E ′) = x22x
−1
1 (y
−4
1 − y41)x−11 = x22x−21 (q−1/2y−41 − q1/2y41)
= x22(q
1/2y−41 − q−1/2y41)x−21 , (120)
ϕ(F ′) = x21x
−1
2 (y
−4
2 − y42)x−12 = x21x−22 (q−1/2y−42 − q1/2y42),
= x21(q
1/2y−42 − q−1/2y42)x−22 , (121)
ϕ(q−1/4K1) = ψ(K1) = y
2
1, ϕ(q
−1/4K2) = ψ(K2) = y
2
2, (122)
ϕ(x) = ψ(x) = x21y
−2
2 , ϕ(y) = ψ(y) = x
2
2y
2
1. (123)
Proof. Clearly, ϕ : Uq(gl2(R)) → Bq and ϕ : O(R2q) → Bq are injective
homomorphisms, because ψ are by Lemma 19. Therefore, it is sufficient to
prove that ϕ(z∗) = ϕ(z)∗ for the four generators z = E ′, F ′, q−1/4K1, q
−1/4K2
of U twq (gl2(R)) and the two generators z = x, y of O(R2q). Since all these
generators z and their images ϕ(z) are hermitean, it suffices to check formulas
(120)–(123). The latter formulas follow by straightforward computations from
(109)-(119) combined with the relations (114)-(115) of the algebra Bq. As a
sample we verify (120) and compute
ϕ(λE) = x1x2y
−1
1 y2ψ(λE)(x1x2y
−1
1 y2)
−1
= x1x2y
−1
1 y2x
2
2x
−2
1 (y
−4
1 − y41)y−12 y1x−12 x−11
= x1x2q
−1/4x−21 y
−1
1 q
−1/4x22y2(y
−4
1 − y41)y−12 y1x−12 x−11
= q−1/2x22x
−1
1 (y
−4 − y41)x−11
which gives the first formula of(120). The second and third formulas of (120)
follow by applying once more the commutation rules (114) and (115). ✷
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The ∗-homomorphisms ϕ of U twq (gl2(R)) and O(R2q) are crucial in what follows.
4.3 Let us return to the left action of the Hopf ∗-algebra U(gl2(R)) on A(R2)
given by the formulas (109)–(111). We define a ∗-representation ρ0 of the ∗-
algebra Bq on the invariant dense domain A(R2) of the Hilbert space L2(R2)
by
ρ0(x1) = e
παQ1 , ρ0(y1) = e
π
2
βP1 , ρ0(x2) = e
πβQ2 , ρ0(y2) = e
π
2
αP2 , (124)
where q1/4 = eπγi/2 and as always αβ = γ. It is obvious that these operators
satisfy the relations of the ∗-algebra Bq, so (124) defines indeed a ∗-representation
of Bq. Inserting (124) into (116)–(118) we see that equations (109)–(111) can
be expressed as
f ⊲a = ρ0(ψ(f))a, a ∈ A(R2), (125)
for the generators f = E, F,K1, K2 of Uq(gl2). We now take this equation
as a definition for arbitrary elements f ∈ Uq(gl2). Since ρ0 ◦ ψ is an algebra
homomorphism, (125) gives a well-defined left action of the algebra Uq(gl2) on
A(R2). Recall from 2.1 that we have also a left action ⊲ of Uq(gl2) on O(R2q).
Hence the equation
f ⊲(z + a) := f ⊲z + f ⊲a, f ∈ Uq(gl2), z ∈ O(R2q), a ∈ A(R2), (126)
defines a left action of Uq(gl2) on the direct sum A(R++q ) = O(R2q)+A(R2). In
terms of the ∗-representations ρ0 formulas (112) and (113) can be written as
xa = ρ0 ◦ ψ(x)a = ρ0(x21y−22 )a, ax = ρ0(x21y22)a, (127)
ya = ρ0 ◦ ψ(y)a = ρ0(x22y21)a, ay = ρ0(x22y−21 )a. (128)
The main result of this section is the following theorem.
Theorem 21.With the preceding definitions, the ∗-algebra A(R++q ) of functions
on the quantum quarter plane is a left Uq(gl2(R))-module ∗-algebra.
Proof. We already noticed that ⊲ is a left action of the algebra Uq(gl2) on
A(R++q ). It remains to show that conditions (1) and (4) are fulfilled for arbitrary
elements z, z′ ∈ A(R++q ) and f ∈ Uq(gl2).
We first prove that A(R2) is a Uq(gl2)-left module algebra. Since ⊲ is a left
action of Uq(gl2), it suffices to prove (1) for the generators f = λE, λF,K1, K2.
These verifications are lengthy but straigthforward. We restrict ourselves to
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the case f = λE. Then we compute
(λE⊲a)#(K⊲b)(x1, x2) + (K
−1⊲a)#(λE⊲b)(x1, x2)
= 4
∫∫∫∫
du1du2dv1dv2e
4πi[(x1−u1)(x2−v2)−(x1−v1)(x2−v2)]
{
e2π(βu2−αu1)(a(u1 + βi, u2)− a(u1 − βi, u2))b(v1 − β2 i, v2 + α2 i)
+ a(u1 +
β
2
i, u2 − α2 i)e2π(βv2−αv1)(b(v1 + βi, v2)− b(v1 − βi, v2))}
= 4
∫∫∫∫
du1du2dv1dv2a(u1, u2)b(v1, v2){
e2π(βu2−α(u1−βi))+4πi[(x1−u1+βi)(x2−v2−iα/2)−(x1−v1−iβ/2)(x2−u2)]
− e2π(βu2−α(u1+βi))+4πi[(x1−u1+βi)(x2−v2+iα/2)−(x1−v1−iβ/2)(x2−u2)]
+ e2π(βv2−α(v1−βi))+4πi[(x1−u1+iβ/2)(x2−v2)−(x1−v1+βi)(x2−u2−iα/2)]
− e2π(βv2−α(v1+βi))+4πi[(x1−u1+iβ/2)(x2−v2)−(x1−v1−βi)(x2−u2−iα/2)]
}
= 4
∫∫∫∫
du1du2dv1dv2a(u1, u2)b(v1, v2){
−e2π(βx2−αx1)+4πi[(x1−βi−u1)(x2−v2)−(x1−βi−v1)(x2−u2)]
+ e2π(βv2−αv1)+4πi[(x1+βi−u1)(x2−v2)−(x1+βi−v1)(x2−u2)]
}
= (λE⊲(a#b))(x1, x2).
The first equality is obtained by inserting the formulas (109) and (111) for
the actions of E and K and (50) for the product # of the algebra A(R2). The
second equality follows by the substitution u1 → u1 + βi, v1 → v1 − β2 i, v2 →
v2 +
α
2
i of the first summand and similar replacements of the other three
summands. As noted in the considerations preceding (51), these substitutions
are justified because of Lemma 9. Next let us consider the expressions in the
four exponentials after the second equality sign. By regrouping these terms
we see that the first and the fourth exponentials cancel, while the second and
third ones can be reexpressed as the exponentials after the third equality sign.
The fourth equality follows by applying once more formulas (50) and (109).
By a similar reasoning condition (1) can be checked for the other generators
f = λF,K1, K2. Thus, A(R
2) is a Uq(gl2)-left module algebra.
Recall from 2.1 that O(R2q) is also a Uq(gl2)-left module algebra. Therefore,
in order to prove that the sum A(R++q ) = O(R2q) + A(R2) is a Uq(gl2)-left
module algebra, it remains to show that
f ⊲(wa) = (f(1)⊲w)(f(2)⊲a), (129)
f ⊲(aw) = (f(1)⊲a)(f(2)⊲w) (130)
for f ∈ Uq(gl2), w ∈ O(R2q) and a ∈ A(R2). It is easily seen that equation (129)
holds for the product fg and arbitrary w and a provided that (129) holds for f
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and arbitrary w and a and also for g and arbitrary w and a. Hence it suffices to
check condition (129) for elements f from a set M of generators of the algebra
Uq(gl2) and for arbitrary w and a. Suppose in addition thatM is a vector space
such that ∆(M) ⊆ Uq(gl2)⊗M . Let w,w′ ∈ O(R2q) such that (129) holds for w
and all f ∈M and a and also for w′ and all f ∈ M and a. We show that then
(129) holds for the product ww′ and arbitrary f ∈M and a by computing
(f(1)⊲(ww
′))(f(2)⊲a)=(f(1)⊲w)(f(2)⊲w
′)(f(3)⊲a)=(f(1)⊲w)(f(2)⊲(w
′a))=f ⊲(ww′a).
Note that for the second equality we used that ∆(f) ⊆ Uq(gl2) ⊗ M by
assumption and so (129) is valid for the elements in the second tensor factor of
∆(f). Applying the preceding with M = Lin{E, F,K1, K2} we conclude that
condition (129) is fulfilled provided that it holds for f = E, F,K1, K2, w = x, y
and arbitrary a ∈ A(R2). Arguing in a similar manner with condition (130) it
follows that it is sufficient to verify (130) for the generators f = E, F,K1, K2
and w = x, y. As a sample, we prove equation (129) for f = E and w = x.
Using the formulas (75), (116), (118) and (127) we obtain
(λE⊲x)(K⊲a)+(K−1⊲x)(λE⊲a)
= λy(K⊲a) + q1/2x(λE⊲a)
= λρ0(x
2
2y
2
1)ρ0(y
2
1y
−2
2 )a+ q
1/2ρ0(x
2
1y
−2
2 )ρ0(x
−2
1 x
2
2(y
−4
1 − y41))a
= ρ0(λy
4
1x
2
2y
−2
2 + q
1/2y−22 x
2
2(y
−4
1 − y41))a
= ρ0((qy
−4
1 − q−1y41)x22y−22 )a
= ρ0(x
−2
1 x
2
2(y
−4
1 − y41))ρ0(x21y−22 )a
= λE⊲(xa).
The other verifications are carried out in a similar manner. Thus we have
shown that A(R++q ) is a Uq(gl2)-left module algebra.
Finally, we turn to condition (4). Because A(R++q ) is a left Uq(gl2)-module
algebra, it is enough to prove (4) for the generators f = λE, λF,K1, K2. We
verify (4) for f = λE and z = a ∈ A(R2). Since S(λE)∗ = −λE, we obtain
(λE⊲a)∗(x1, x2) = e
2π(βx2−αx1)(a(x1+βi, x2)− a(x1−βi, x2))
= e2π(βx2−αx1)(a(x1−βi, x2)− a(x1+βi, x2))
= (S(λE)∗⊲a)(x1, x2).
By similar computations we check that condition (4) is satisfied for f =
λF,K1, K2. Hence it follows that (4) holds for f ∈ Uq(gl2(R)) and z = a ∈
A(R2). Since O(R2q) is a left Uq(gl2(R))-module ∗-algebra, (4) holds also for
z = a ∈ O(R2q). Thus it remains to show that (4) is satisfied for products
z = wa and z = aw, where a ∈ A(R2) and w ∈ O(R2q). We carry out this for
z = wa and compute
S(f)∗⊲(wa)∗ = S(f ∗(2)⊲a
∗)S(f ∗(1)⊲w
∗)
= (f(2)⊲a)
∗(f(1)⊲w)
∗ = ((f(1)⊲w)(f(2)⊲a))
∗ = (f ⊲(wa))∗.
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This completes the proof of Theorem 21. ✷
We close this subsection by collecting some additional useful relations. From
the above formulas and the defining relations of the algebra Bq we derive
the following cross commutation relations for elements ψ(E), ψ(F ), ψ(K) and
ψ(x), ψ(y) in the algebra Bq:
ψ(E)ψ(x)− q1/2ψ(x)ψ(E) = ψ(y)ψ(K), ψ(E)ψ(y) = q−1/2ψ(y)ψ(E),
ψ(F )ψ(x) = q1/2ψ(x)ψ(F ), ψ(F )ψ(y)− q−1/2ψ(y)ψ(F ) = ψ(x)ψ(K),
ψ(K)ψ(x) = q−1/2ψ(x)ψ(K), ψ(K)ψ(y) = q1/2ψ(y)ψ(K).
The images of the algebras Uq(sl2(R)) andO(R2q) under the algebra homomorphism
ψ do not generate the whole algebra Bq. But they are large enough such that
fourth powers of the generators x1, x2, y
−1
1 , y2 can be expressed as
y−41 = q
−1 + q1/2λψ(EK−1)ψ(x)ψ(y)−1, y42 = q − q−1/2λψ(FK−1)ψ(y)ψ(x)−1,
x41 = ψ(x
4)(q − q−1/2λψ(FK−1)ψ(y)ψ(x)−1),
x42 = ψ(y
4)(q−1 + q1/2λψ(EK−1ψ(x)ψ(y)−1).
4.4. Covariant differential calculus on the quantum quarter plane
In this subsection we extend the differential calculus Γ = Γ− of O(R2q) to the
larger algebra A(R++q ). As in 3.2, we use the approach developed in 2.2, but
now with the algebra Z = A(R++q ). We briefly repeat the construction from
2.2. Let V be a two-dimensional vector space with basis {e1, e2}. The vector
space Ω = A(R++q )⊗V becomes a A(R++q )-bimodule with bimodule structure
defined by (94). The differentiation d is defined by the commutator with the
element ω = q2x2y−2e1 + y
−2e2 of the A(R++q )-bimodule Ω, that is,
dz = ωz − zω, z ∈ A(R++q ).
It is clear that Γ := Z·dZ·Z is a first order differential calculus over Z =
A(R++q ) with differentiation d such that {dx, dy} is a free left Z-module basis
of Γ.
Let us compute the partial derivatives ∂x(a) and ∂y(a) for a ∈ A(R2). Using
formulas (112), (113) and (124) we obtain from the definition of d that
da = q2x2y−2e1a+ y
−2e2a− q2ax2y−2e1 − ay−2e2
= q2x2y−2ρ0(1− y81y82)ae1 + y−2ρ0(1− y81)ae2. (131)
On the other hand, by (96) and (87) we have
da = (q2 − 1)(q2x3y−2∂x(a)e1 + xy−2∂x(a)e2 + x2y−1∂y(a)e1). (132)
Comparing the coefficient of e1 and e2 in (131) and (132) we derive
∂x(a) = (1− q−2)−1x−1ρ0(1− y81)a, ∂y(a) = (1− q−2)−1y−1ρ0(y81(1− y82))a
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or equivalently
∂x(a) = (1− q−2)−1e−2παx1(a(x1, x2−α2 i)− a(x1−2βi, x2−α2 i)),
∂y(a) = (1− q−2)−1e−2πβx2(a(x1− 32βi, x2)− a(x1−32βi, x2−2αi)).
In terms of the ∗-representation ρ0 defined by (124) and the actions of generators
E, F,K1, K2, x, y given by (109)–(111), these formulas can be written as
∂x(a) = (1− q−2)−1ρ0(x−21 y22(1− y81))a = q
3
2 y−1EK31K2⊲a,
∂y(a) = (1− q−2)−1ρ0(x−22 y61(1− y82))a = q
1
2x−1FK31K2⊲a
for a ∈ A(R2). In 2.2 we have shown that the two latter expressions of ∂x(a)
and ∂y(a) hold also for elements of O(R2q). Therefore, we have proved that
∂x(a) = q
3/2y−1EK31K2⊲a, ∂y(a) = q
1/2x−1FK31K2⊲a
for all elements a in the ∗-algebra A(R++q ) = O(R2q) + A(R2).
5. Covariant linear functionals on the quantum quarter plane
5.1 In the first subsection we construct for any k = (k1, k2) ∈ Z2 a Uq(gl2(R))-
covariant linear functional hk on A(R
2) and show that it defines a scalar
product 〈a, b〉k on the ∗-algebra A(R2). This functional and the associated
scalar product can be considered as q-analogs of the state given by Lebesgue
measure and the L2-scalar product on the classical quarter plane.
From the defining relations of the algebra Uq(gl2) it is clear that there exists
a unique character τ on Uq(gl2) such that
χ(K1) = χ(K2) = q
1/2 and χ(E) = χ(F ) = 0.
Since the restriction of χ to the Hopf subalgebra Uq(sl2) is the counit, any
Uq(sl2)-covariant linear functional with respect to χ is Uq(sl2)-invariant.
Proposition 22. For k = (k1, k2) ∈ Z2 and a ∈ A(R2) we define
hk(a) =
∫∫
e2π(αkx1+βkx2)a(x1, x2)dx1dx2, (133)
where
αk := α + 2β
−1k1, βk := β + 2α
−1k2.
(i) The linear functional hk on the Uq(gl2(R))-module ∗-algebra A(R2) is covariant
with respect to the character χ.
(ii) For s, t ∈ R and a ∈ A(R2),
hk(a(x1+βs, x2+αt)) = e
−2πγ(s+t)−4π(k1s+k2t)hk(a). (134)
(iii) hk is continuous on the Frechet space A(R
2)[τ ]. More precisely, for any
ε = (ε1, ε2), ε1 > 0, ε2 > 0, we have
|hk(a)| ≤ 1
2π
√
ε1ε2
‖ S(eεQ)e2π(αkQ1+βkQ2)a ‖, a ∈ A(R2).
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Proof. (i): It suffices to verify condition (5) for the generators f = K1, K2, E, F .
That is, we have to show that
hk(K1⊲a) = hk(K2⊲a) = q
1/2hk(a) and hk(E⊲a) = hk(F ⊲a) = 0
for a ∈ A(R2q). By formulas (109)-(111), the latter conditions are equivalent to
the relations∫∫
e2π(αkx1+βkx2)a(x1−iβ/2, x2)dx1dx2
=
∫∫
e2π(αkx1+βkx2)a(x1, x2−iα/2)dx1dx2
= eπαβi
∫∫
e4π(β
−1k1x1+α−1k2x2)a(x1, x2)dx1dx2,∫∫
e2π(αkx1+(βkx2)a(x1+βi, x2)dx1dx2
=
∫∫
e4π(β
−1k1x1+(α−1k2+β)x2)a(x1−βi, x2)dx1dx2,∫∫
e4π((α+β
−1k1)x1+α−1k2x2)a(x1, x2+αi)dx1dx2
=
∫∫
e4π((α+β
−1k1)x1+α−1k2x2)a(x1, x2−αi)dx1dx2.
These identities follow by the formal replacements (x1, x2) → (x1+iβ/2, x2),
(x1, x2) → (x1, x2−iα/2) and (x1, x2) → (x1, x2−2αi), respectively. Similarly
as above, these substitutions are justified by integrating in the complex plane
and using the asymptotic estimate of Lemma 9.
(ii): The formula follows by the substitution (x1, x2)→ (x1−βs, x2−αt).
(iii) follows from (133) and the Cauchy-Schwarz inequality. ✷
Let 〈·, ·〉k be the sesquilinear form defined by means of the functional hk on
the ∗-algebra A(R2), that is,
〈a, b〉k = hk(b∗#a), a, b ∈ A(R2). (135)
Recall that (·, ·) denotes the scalar product of the Hilbert space L2(R2). For
k ∈ Z2, we abbreviate
Tk := e
π(αkQ1−
βk
2
P1) ⊗ eπ(βkQ2+αk2 P2) ≡ eπαkQ1e−π2 βkP1 ⊗ eπβkQ2eπ2 αkP2 . (136)
Proposition 23. The sesquilinear form 〈·, ·〉k is a scalar product and Tk is
an isometric linear isomorphism of the unitary space (A(R2), 〈·, ·〉k) on the
unitary space (A(R2), (·, ·)). For a, b ∈ A(R2), we have
〈a, b〉k =
∫∫
e2π(αkx1+βkx2)a(x1+iβk/4, x2−iαk/4)b(x1−iβk/4, x2+iαk/4)dx1dx2.
(137)
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Proof. For a, b ∈ A(R2), we compute
〈a, b〉k =
∫∫
e2π(αkx1+βkx2)(b∗#a)(x1, x2)dx1dx2
=
∫∫ (
e2π(αkQ1+βkQ2)b
)∗
#
(
eπ(αkP2−βkP1)a
)
(x1, x2)dx1dx2
=
∫∫ (
e2π(αkQ1+βkQ2)b
)∗
(x1, x2)·
(
eπ(αkP2−βkP1)a
)
(x1, x2)dx1dx2
=
(
eπ(αkP2−βkP1)a, e2π(αkQ1+βkQ2)b
)
= (T 2k a, b) = (Tka, Tkb). (138)
Here the first equality combines the definitions (133) and (135) of hk and 〈·, ·〉k,
respectively. The second equality follows from (52) and (54), while the third
one follows from formula (60). The fourth equality is just the definition of
the scalar product (·, ·.), and the fifth and the sixth are easily derived from
(16). Since the operator Tk is a bijective linear mapping of A(R
2), we conclude
from formula (138) that〈·, ·〉k is indeed a scalar product on the vector space
A(R2). The expression in (137) is obtained from (138) by inserting the actions
of the operator Tk. Further, it follows from (138) that Tk is an isometric linear
isomorphism of the unitary space Ak := (A(R
2), 〈·, ·〉k) onto the unitary space
A(·, ·) := (A(R2), (·, ·)). ✷
5.2 In this subsection we investigate the left actions of the algebras Uq(gl2)
and O(R2q) on the unitary space Ak := (A(R2), 〈·, ·〉k). Among others, we shall
transform these actions to the domain A(R2) in the Hilbert space L2(R2) by
means of the unitary operator Tk.
Recall from 4.2 that the map ρ0◦ψ defines left actions of the algebras Uq(gl2)
and O(R2q) on A(R2). For the generators E, F,K1, K2 of Uq(gl2) this action has
been also given by formulas (109)–(111), see also (125). For the algebra O(R2q)
the action ρ0 ◦ ψ is just the left multiplication in the larger algebra A(R++q ),
see Lemma 18 and formulas (127) and (128). Let ψk denote the action ρ0 ◦ ψ
of Uq(gl2) and O(R2q) considered as representation on the unitary space Ak.
Since Tk is a unitary transformation of Ak ≡ (A(R2), 〈·, ·〉k) on (A(R2), (·, ·))
by Proposition 23, ψk is unitarily equivalent to the representation
Ψk(·) := Tkψk(·)T−1k (139)
on the domain A(R2) in the Hilbert space L2(R2). Further, the compositions
Φ := ρ0 ◦ ϕ of the ∗-homomorphisms ϕ (defined in Lemma 20) and the ∗-
representation ρ0 of Bq (defined by (124)) are also ∗-representations of the ∗-
algebras U twq (gl2(R)) and O(R2q), respectively, on the domain A(R2) in L2(R2).
Let T denote the operator Tk defined by (136) for k = (0, 0), that is,
T = eπαQ1e−
π
2
βP1 ⊗ eπβQ2eπ2 αP2 = eπαQ1−π2 βP1 ⊗ eπβQ2+π2 αP2 . (140)
39
Using the operator
Ck := e
2πk1β−1Q1e−πk2α
−1P1 ⊗ e2πk2α−1Q2eπk1β−1P2
= eπ(2k1β
−1Q1−k2α−1P1) ⊗ eπ(2k2α−1Q2+k1β−1P2)
(141)
acting on the Hilbert space L2(R2), we can write the operator Tk, as
Tk = i
k1−k2CkT . (142)
Comparing formulas (140) and (124) we see that T = ρ0(x1x2y
−1
1 y2). Therefore,
by Lemma 13, we get
Ψ0(z) = Tψ0(z)T
−1
0 = ρ0((x1x2y
−1
1 y2)ψ(z)(x1x2y
−1
1 y2)
−1) = ρ0 ◦ ϕ(z) = Φ(z)
for z ∈ Uq(gl2) and z ∈ O(R2q). That is, we have Ψ0 = Φ for both ∗-algebras
U twq (gl2(R)) and O(R2q).
Next we relate the representations Ψk and Ψ0 = Φ. Using the definitions
of the operator Ck and Φ(f) = ρ0 ◦ ϕ(f), f = E ′, F ′, K1, K2, x, y, we compute
CkΦ(f)C
−1
k = (−1)k1+k2Φ(f) for f = E ′, F ′, K, (143)
CkΦ(Kj)C
−1
k = (−1)kjΦ(Kj) for j = 1, 2, (144)
CkΦ(x)C
−1
k = Φ(x), CkΦ(y)C
−1
k = Φ(y) (145)
Because of the formulas (142) and (139) we therefore have
Ψk(f) = (−1)k1+k2Φ(f) for f = E ′, F ′, K, (146)
Ψk(Kj) = (−1)kjΦ(Kj) for j = 1, 2, (147)
Ψk(x) = Φ(x), Ψk(y) = Φ(y). (148)
In order to complete the picture we collect the formulas for the operators Φ(f),
where f = E ′, F ′, K1, K2, x, y. Recall from (20) and (21) that Lα denotes the
operator Lα = fα(P)e−2παQ, where fα(x) = −2 sinh πβ(2x + αi). Combining
(120)-(123) and (124) we obtain
Φ(E ′) = Lα ⊗ e2πβQ2,Φ(F ′) = e2παQ1 ⊗ Lβ , (149)
Φ(q−1/4K1) = e
πβP1 ⊗ I, Φ(q−1/4K2) = I ⊗ eπαP2 , Φ(K) = eπβP1 ⊗ e−παP2 ,
(150)
Φ(x) = e2παQ1 ⊗ e−παP2 ,Φ(y) = eπβP1 ⊗ e2πβQ2. (151)
Let us briefly discuss the outcome of these considerations. Since the functional
hk on the left Uq(gl2(R))-module ∗-algebra A(R2) is covariant with respect to
χ, it follows from Lemma 2,(i)→(ii), and the definition of the involution of
U twq (gl2(R)) that ψk = ρ ◦ ψ is a ∗-representation of the ∗-algebra U twq (gl2(R))
on the unitary space Ak = (A(R
2), 〈·, ·〉k). The ∗-representation ψk is unitarily
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equivalent to the ∗-representation Ψk of U twq (gl2(R)) on the domain A(R2) in
the Hilbert space L2(R2). The actions of the operators Ψk(f) for the generators
f = E ′, F ′, K1, K2 are explicitly given by the formulas (146)–(147) and (149)–
(150). Note that the dependence of the operators Ψk(f) on k ∈ Z2 appears only
in the signs in (146)-(147). In particular, if k1 and k2 are both even, then the
∗-representation Ψk of U twq (gl2(R)) on Ak is unitarily equivalent to the fixed
∗-representation Φ on the domain A(R2) in the Hilbert space L2(R2). From
(148) and (151) we see that Ψk is a ∗-representation of O(R2q) on the unitary
space Ak. For any k ∈ Z2, the ∗-representation Ψk of O(R2q) on Ak is unitarily
equivalent to the ∗-representation Φ of O(R2q) on the domain A(R2) in L2(R2).
Remark 3. The preceding derivation shows the reason for the non-uniqueness of
covariant functionals on the left Uq(gl2(R))-module ∗-algebra A(R2) from the
technical side: For even numbers k1 and k2 the unbounded positive self-adjoint
operator Ck commutes with all representation operator Φ(z), z ∈ U twq (gl2(R)),
so that the unbounded commutant of Φ(Uq(gl2)) is non-trivial. However, it can
be shown that the ∗-representation Φ of U twq (gl2(R)) on L2(R2) is irreducibel.
Hence the bounded commutant (more precisely, the strong bounded commutant,
see [S1]) is trivial. The existence of examples of that kind is a well-known
phenomena for unbounded operator algebras.
By the preceding we have expressed the actions ψk of the algebras Uq(gl2)
and O(R2q) on the unitary space Ak = (A(R2), 〈·, ·〉k) by means of the ∗-
representations Φ on the domain A(R2) in L2(R2). Since the representation
Φ = Tψ0T
−1 is obtained from ψ0 by the unitary operator T , it is natural
to transform also the structure of the ∗-algebra A(R++q ) and the covariant
functional h := h0 under the bijective linear mapping T of A(R
2). That is, for
f, g ∈ A(R++q ) and a ∈ A(R2) we define
f♮g = T (T−1f · T−1g), f ⋆ = T (T−1(f)∗) and h˜(a) = h(T−1a). (152)
Since A(R++q ) is a ∗-algebra with product · and involution f → f ∗, the
vector space A(R++q ) is a ∗-algebra, denoted A˜(R++q ), with product ♮ and
involution f → f ⋆. Further, since A(R++q ) is a left Uq(gl2(R))-module ∗-
algebra (by Theorem 21) and h is covariant with respect to the left action
ψ0 (by Proposition 22), it is clear that A˜(R++q ) is a left Uq(gl2(R))-module ∗-
algebra and the linear functional h˜ is covariant with respect to the left action
Φ = Tψ0T
−1.
Let us make the transformed structures more explicit. Suppose that f =
z + a and g = w + b, where z, w ∈ O(R2q) and a, b ∈ A(R2). From (112), (113)
and (140) it follows that xTc = Txc and yTc = Tyc and so vTc = Tvc for all
v ∈ O(R2q) and c ∈ A(R2) . Hence we get
(z + a)♮(w + b) = zw + zb+ aw + a♮b and (z + a)⋆ = z∗ + a⋆.
That is, product and involution of the ∗-algebra O(R2q) remain unchanged
and also the products of elements of O(R2q) and A(R2). It remains to describe
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the transformed product and involution of the ∗-subalgebra A(R2). From the
definition (140) of the operator T and the formulas (52)–(59) we obtain
a♮b = a#(e−
π
2
βP1e−παQ1 ⊗ eπ2 αP2e−πβQ2b) = (eπ2 βP1e−παQ1 ⊗ e−π2 αP2e−πβQ2a)#b
= (e
π
4
βP1e−
π
2
αQ1 ⊗ e−π4 αP2e−π2 βQ2)a#(e−π4 βP1e−π2 αQ1 ⊗ eπ4 αP2e−π2 βQ2)b,
(153)
a⋆(x1, x2) = (e
π(βP1−αP2)a)(x1, x2) = a¯(x1 − β2 i, x2 + α2 i). (154)
The vector space A(R2) equipped with this transformed ∗-algebra structure is
denoted by A˜(R2). Inserting the definition (133) of the functional h = h0 and
substituting (x1, x2)→ (x1 + β4 i, x2 − α4 i) we get
h˜(a) =
∫∫
eπ(αx1+βx2)a(x1, x2)dx1dx2, a ∈ A(R2). (155)
Summarizing, we have transformed all structures obtained so far of the left
Uq(gl2(R))-module ∗-algebra A(R++q ) of “functions on the quantum quarter
plane” under the the mapping T . The main advantage of this new picture is
that the scalar product
(a, b)h˜ := h˜(b
⋆♮a), a, b ∈ A(R2),
derived from the transformed covariant functional h˜ is just the L2-scalar product
(·, ·) on R2. (This follows at once from the construction. It can be also verified
directly by using formulas (153) and (155).) The latter fact will be crucial
when we are looking for self-adjoint extensions of the representation operators
Φ(E ′) and Φ(F ′) in a larger Hilbert space.
5.3 In this last subsection of Section 5 we prove two uniqueness result for
covariant linear functionals. They say that under some technical assumptions
equation (134) essentially characterizes the covariant functional hk.
Proposition 24. Let k = (k1, k2) ∈ Z2 and let h be a faithful positive linear
functional on the ∗-algebra Apex(R2) which satisfies relation (134) for all s, t ∈
R and a ∈ Apex(R2). Suppose that h is continuous relative to the topology τ .
Then there exists a positive number ν such that h(a) = νhk(a) for all a ∈
Apex(R
2).
Proof. The proof mimics some of the preceding considerations in reversed
order. Since h is a faithful positive linear functional and Tk is a bijective linear
mapping of Apex(R
2), the equation
(a, b)h = h(T
−1
k b)
∗
#(T−1k a)), a, b ∈ Apex(R2) , (156)
defines a scalar product on Apex(R
2). (In the case when h = hk this scalar
product is just the L2-scalar product.) Consider the following four one-parameter
groups of operators acting on the unitary space (Apex(R
2), (·, ·)h):
(U1(t)f)(x1, x2) = e
2πitαx1f(x1, x2), (U2(t)f)(x1, x2) = e
2πitβx2f(x1, x2),
(V1(t)f)(x1, x2) = f(x1+βt, x2), (V2(t)f)(x1, x2) = f(x1, x2+αt) .
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It is straightforward to verify the commutation relations
T−1k U1(t) = e
pi
2
tγ+πtk2U1(t)T
−1
k , T
−1
k U2(t) = e
−pi
2
tγ−πtk1U2(t)T
−1
k ,
T−1k V1(t) = e
πtγ+2πtk1V1(t)T
−1
k , T
−1
k V2(t) = e
πtγ+2πtk2V2(t)T
−1
k
for arbitrary t ∈ R. From these commutation rules and the assumption (134) we
derive that the operators U1(t), U2(t), V1(t), V2(t) preserve the scalar product
(·, ·)h for real t. Let us carry out this computation for U1(t). Using the definition
of the scalar product (·, ·)h, the above relation for T−1k U1(t), formula (136) and
finally the assumption (134), we obtain
(U1(t)a, U1(t)b)h = h((T
−1
k U1(t)b)
∗
#(T−1U(t)a))
= eπtγ+2πtk2h((e2πitαQ1T−1k b)
∗
#(e2πitαQ1T−1k a))
= eπtγ+2πtk2h((e−2πitαQ1(T−1k b)
∗)#(e2πitαQ1T−1k a))
= eπtγ+2πtk2h(eπitαP2(T−1k b)
∗
#T−1k a))
= eπtγ+2πtk2e−πtγ−2πtk2h((T−1k b)
∗
#(T−1k a))
= (a, b)h . (157)
The corresponding proofs for the other operators are similar. The continuous
extensions of the unitary operators Uj(t) and Vj(t) to the Hilbert space completion
G of the unitary space (Apex, (·, ·)h) are denoted by the same symbols.
Before we continue let us note an estimate for the Hilbert space norm ‖·‖h.
Since the functional h is τ -continuous by assumption, there is a τ -continuous
seminorm r on Apex(R
2) such that
‖a‖2h = h((T−1k b)∗#(T−1k a)) ≤ r((T−1k b)∗#(T−1k a)), a ∈ Apex(R2) .
By the definition of the topology τ , we can take r to be a sum of norms
‖ · ‖c,d := ‖e2π(c1P1+c2P2)e2π(d1Q1+d2Q2) .‖, (158)
where c = (c1, c2), d = (d1, d2) ∈ R2. Using the formulas (52)– (59) we conclude
that the Hilbert space norm ‖ · ‖h is τ -continuous on Apex(R2).
Now let s ∈ R and let a ∈ Apex(R2). For c, d ∈ R2, we then have
‖(U1(t)− I − s2πiαQ1)a‖c,d
=‖e2π(c1P1+c2P2)e2π(d1Q1+d2Q2)(U1(t)− I − s2πiαQ1)a‖
=‖(e2πtαc1U1(t)− I − s2πiαQ1 − s2παt)e2π(c1P1+c2P2)e2π(d1Q1+d2Q2)a‖
Since the norm ‖ · ‖h can be estimated by sums of norms ‖ · ‖c,d, c, d ∈ R2,
it follows from the preceding equality, applied with s = 0, that U1(t)a → a
in the Hilbert space G as t → 0. Therefore, the one-parameter unitary group
t → U1(t) on the Hilbert space G is strongly continuous. Next we set s = t.
Then we conclude from the preceding that t−1(U1(t) − I)a → 2πiαQ1 in the
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Hilbert space G as t→ 0. (These facts are obvious in case of the Hilbert space
L2(R2), but we do not yet know that (·, ·)h is a multiple of the L2-scalar product
(·, ·).) The corresponding assertions for the other unitary groups follow by a
similar reasoning.
It is obvious that the operators Uj(t) and Vj(t) satisfy the commutation
relations
Vj(t)Uj(s) = e
2πiγtsUj(s)Vj(t), V1(t)U2(s) = U2(s)V1(t), V2(t)U1(s) = U1(s)V2(t),
U1(t)U2(s) = U2(s)U1(t), V1(t)V2(s) = V2(s)V1(t)
for j = 1, 2 and s, t ∈ R. That is, the unitary one-parameter groups Uj(t) and
Vj(t), j = 1, 2 and t ∈ R, fulfill the Weyl relation. Therefore, by the Stone-von
Neumann uniqueness theorem [Pu] that there exist a Hilbert space K and a
unitary transformation J of G on the Hilbert space H˜ := L2(R2) ⊗ K such
that
J Vj(t)Ul(s)J −1 = V˜j(t)U˜l(s) for j, l = 1, 2, s, t ∈ R, (159)
where V˜j(t) and U˜l(s) denote the unitary groups on the Hilbert space H˜ defined
by the same formulas as Vj(t) and Ul(s), respectively.
For δ = (δ1, δ2) ∈ R2++ and c = (c1, c2) ∈ C2, let ec,δ denote the function
e2π(c1x1+c2x2−δ1x
2
1
−δ2x22) on R2. Let
Aδ := (P1 + 2iδ1Q1)(P1 − 2iδ1Q1) + (P2 + 2iδ2Q2)(P2 − 2iδ2Q2)
be the operator on unitary space (Apex(R
2), (·, ·)h) and let A˜δ denote the
operator on H˜ given by the same formula. Since (Pj − 2iδjQj)e0,δ = 0 for
j = 1, 2, it is clear that Aδe0,δ = 0. From (158) it follows that the unitary
transformation J intertwines the generators of the unitary groups Vj(t), Ul(s)
and V˜j(t), U˜l(s), respectively. Hence we also have A˜δJ (e0,δ) = 0. It is not diffult
to show that ker A˜δ = e0,δ ⊗K. Hence we conclude that for arbitrary δ ∈ R2++
there exist a vector xδ ∈ K such that J (e0,δ) = e0,δ ⊗ xδ.
We next show that the vector xδ does not depend on δ ∈ R2++. For ε ∈ R,
let ε1 := (ε, 0) and ε2 := (0, ε). It is not difficult to verify that
ε−1(e0,δ+εj − e0,δ)− 2πQ2je0,δ → 0 (160)
as ε→ 0 in the topology τ on Apex(R2). Since the norm ‖ · ‖h is τ -continuous
as noted above, (160) holds also in the Hilbert space G. Therefore, the image
under J of the expression in (160) tends to zero in the Hilbert space H as
ε→ 0. This means that
[
ε−1(e0,δ+εj − e0,δ)− 2πQ2je0,δ
]⊗ xδ + e0,δ+εj ⊗ ε−1(xδ+εj − xδ)→ 0
as ε → 0 in H. Using once more the fact that (160) holds in L2(R2), we
conclude that ε−1(xδ+εj − xδ)→ 0 in K. That is, the partial derivatives of the
K-valued function δ → xδ vanish on R2++. Hence this function is constant with
respect to δ ∈ R2++, say xδ = x.
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Recall that Apex(R
2) is defined as the linear span of function xn1x
m
2 ec,δ, where
n,m ∈ N0, c ∈ C2 and δ ∈ R2++. From (160) and the fact that J (e0,δ) = e0,δ⊗x
it follows that J (a) = a⊗x for all a ∈ Apex(R2). Since J is unitary, we obtain
(a, b)h = (J (a),J (b))H˜ = (a, b)L(R2)(x, x)K.
Thus the scalar product (·, ·)h is a positive multiple of the L2-scalar product
(·, ·) on Apex(R2), that is, (·, ·)h = ν(·, ·), where ν := (x, x).
By the latter and the definition (156) of the scalar product (·, ·)h, we have
h(b∗#a) = (Tka, Tkb)h = ν(Tka, Tkb) = ν(T
2
k a, b)
= ν(e2παkQ1−πβkP1 ⊗ e2πβkQ2+παkP2a, b)
for a, b ∈ A(R2). Now we set b = fε, where fε is the approximate identity from
Proposition 14. Taking the limit ε→ +0 in the topology τ and using (64), we
obtain
h(a) = ν
∫∫
e2παkx1+2πβkx2a(x1 +
βk
2
i, x2 − αk2 i)dx1dx2 .
Arguing as in the proof of Proposition 22, we substitute (x1, x2)(x1−iβk/2, x2+
iαk/2) in the latter formula and obtain h(a) = νhk(a), a ∈ Apex(R2). ✷
Theorem 25. Let k = (k1, k2) ∈ Z2 and let c = (c1, c2), d = (d1, d2) ∈ R2
be such that 8|c1d1| < 1 and 8|c2d2| < 1. Suppose that h is a faithful positive
linear functional on the ∗-algebra A(R2) such that
h(a(x1+βs, x2+αs)) = e
−2πγ(s+t)−4π(k1s+k2t)h(a),
|h(a)| ≤ C‖S(ecQ)S(edP)a‖ (161)
for some positive constant C and for all s, t ∈ R and a ∈ A(R2).
Then there is a positive constant ν such that h = νhk.
Proof. By Proposition 24, we have h(a) = νhk(a) for all a ∈ Apex(R2). By
Lemma 10, Apex(R
2) is dense in A(R2) relative to the norm ‖S(ecQ)S(edP)·‖.
Since h and hk are both continuous with respect to this norm, it follows that
h = νhk on A(R
2). ✷
Remark 4. It is likely that the assertion of Theorem 25 remains valid if we
assume only the τ -continuity of the functional h instead of inequality (161)
with 8|cjdj| < 1, j = 1, 2. For this it would be sufficient to know that Apex(R2)
is τ -dense in A(R2).
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6. The real quantum plane
6.1 In order to motivate the definitions given below, we first recall the following
well-known representation of the Lie algebra gl2(R) on the C
∞-functions of R2:
The action of the generators e, f, h1, h2 of gl2(R) satisfying the relations
[h1, e] = e, [h1, f ] = −f, [h2, e] = −e, [h2, f ] = f, [e, f ] = h1 − h2
is given by the formulas
e = −y ∂
∂x
, f = −x ∂
∂y
, h1 = −x ∂
∂x
, h2 = −y ∂
∂y
. (162)
The groups of relations (78)–(80) and (109)–(111) can be interpreted as quantum
versions of the formulas (162). Likewise, we see that the linear mappings Dqx
and Dqy can be thought as q-deformations of the partial derivatives ∂∂x and ∂∂y ,
respectively. We shall not make this more explicit because we shall not need
these details.
Let us explain the underlying idea of our construction of the real quantum
plane in the classical situation. We consider the plane R2 as the direct sum
of the four quarter planes R++,R−+,R+−,R−− that are glued together along
the two coordinate axis. On the level of functions this means that a continuous
function f on R2\{(0, 0)} is given by a 4-tuple (f++, f−+, f+−, f−−) of continuous
functions on the quarter planes satisfying the boundary conditions
f++(+0, y) = f−+(−0, y), f+−(+0, y) = f−−(−0, y),
f++(x,+0) = f+−(x,−0), f−+(x,+0) = f−−(x,−0).
We now turn to the quantum case and consider the direct sum
B(R2)4 := A˜(R
2)⊕ A˜(R2)⊕ A˜(R2)⊕ A˜(R2) (163)
of the four ∗-algebras A˜(R2) corresponding to the four quarter planes. Recall
that product and involution of the ∗-algebra A˜(R2) are given by formulas (153)
and (154). We could have also taken here the ∗-algebra A(R2). The reason why
we prefer to work with A˜(R2) is that on direct sums of Hilbert spaces L2(R2) it
is easier to describe self-adjoint extensions of the operators Φ(E ′) and Φ(F ′).
Since the elements of A˜(R2) correspond to “functions on the quantum quarter
plane which vanish at the boundaries”, no boundary condition occurs and we
can just take the direct sum of the four ∗-algebras.
Next we want to make the direct sum B(R2q) = O(R2q) + B(R2)4 of the
vector spaces O(R2q) and B(R2)4 into a left Uq(gl2(R))-module ∗-algebra. This
means that we have to define the products of the generators x and y of O(R2q)
by a 4-tuple a = (a1, a2, a3, a4), aj ∈ A˜(R2), and left actions of the generators
E, F,K1, K2 of Uq(gl2) on a. Let us look for a moment at the classical case and
consider a quarter plane Rǫǫ
′
, where ǫ, ǫ′ ∈ {+,−}. From the formulas (162)
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we see that if we pass from R++ to Rǫǫ
′
then x has to be replaced by ǫx, y by
ǫ′y, e by ǫǫ′e and f by ǫǫ′f , while h1 and h2 remain unchanged. This suggests
to take the following definitions in the quantum case:
xa = (xa1, xa2,−xa3,−xa4), ya = (ya1,−ya2, ya3,−ya4),
Φ(E ′)a = (Φ(E ′)a1,−Φ(E ′)a2,−Φ(E ′)a3,Φ(E ′)a4),
Φ(F ′)a = (Φ(F ′)a1,−Φ(F ′)a2,−Φ(F ′)a3,Φ(F ′)a4),
Φ(Kj)a = (Φ(Kj)a1,Φ(Kj)a2,Φ(Kj)a3,Φ(Kj)a4), j = 1, 2,
where a = (a1, a2, a3, a4), aj ∈ A˜(R2). Reall that the action of the operators
x ≡ Φ(x), y ≡ Φ(y) and Φ(f), f = E ′, F ′, K1, K2, are described by formulas
(149)–(151). Since A˜(R++q ) = O(R2q) + A(R2) is a left Uq(gl2(R))-module ∗-
algebra with left action Φ, it is easily verified that the preceding formulas define
indeed a unique ∗-algebra structure on B(R2q)4 and that B(R2q)4 becomes a left
Uq(gl2(R))-module ∗-algebra in this manner.
From the preceding it is clear that the functional h˜ on B(R2)4 defined by
h˜(a) = h˜(a1) + h˜(a2) + h˜(a3) + h˜(a4), a = (a1, a2, a3, a4) ∈ B(R2)4, (164)
is Uq(gl2(R))-covariant with respect to χ, where h˜(aj) is given by (155).
6.2 The vector space B(R2)4 is also a dense domain of the Hilbert space
H = L2(R2)⊕ L2(R2)⊕ L2(R2)⊕ L2(R2). (165)
From the formulas (150) and (151) it is clear that the operators x, y and
Φ(q−1/4Kj), j = 1, 2, are essentially self-adjoint on the domain B(R
2)4. From
(149) and Lemma 5(ii) it follows that the operators Φ(E ′) and Φ(F ′) are
symmetric but not essentially self-adjoint on the domainB(R2)4 inH. (Indeed,
by Lemma 5(ii) the adjoint of Lα is the operator Rα and Rα is easily seen
to be a proper extension of Lα.) That the operators Φ(E
′) and Φ(F ′) are
not essentially self-adjoint on the domain B(R2)4 is not surprising, because
B(R2)4 contains only “functions which vanish at the boundaries of the four
quantum quarter planes”. In the classical case the corresponding symmetric
operators ie = −yi ∂
∂x
and if = −xi ∂
∂y
are also not essentially self-adjoint when
the functions in the domain have boundary values zero at the x- and y-axis.
Our next step is to “glue together the four quarter quantum planes” and to
obtain self-adjoint extensions of the symmetric operators Φ(E ′) and Φ(F ′) in
this manner.
In order to explain the glueing procedure let us return to the classical
situation and consider the direct sum of four quarter planes. Since the corresponding
functions have the boundary values zero at the x- and y-axis, the operators
ie = −yi ∂
∂x
and if = −xi ∂
∂y
are not essentially self-adjoint. The particular
self-adjoint extensions of the symmetric operators ie and if we are interested
in are determined by the boundary conditions
f(+0, y) = f(−0, y) and f(x,+0) = f(x,−0). (166)
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For simplicity, let us first look how the two upper quarter planes R−+ and
R++ are glued together along the positive y-axis. We identify a function f−+
on R−+ with the function f++ on R
++ given by f++(x, y) := f−+(−x, y),
y > 0, x ∈ R. Let Dx denote the symmetric operator −i ∂∂x on L2(R++) with
boundary condition f(+0, y) = 0, y > 0. Then the operator T0 = −i ∂∂x on
R−+ ∪ R++ with boundary condition zero at the positive y-axis acts on the
Hilbert space L2(R++)⊕ L2(R++) and has the form
T0 =
(
Dx 0
0 −Dx
)
Let T denote the self-adjoint extension of T0 with boundary condition f(+0, y) =
f(−0, y), y > 0, and let J0 be the symmetry (that is, self-adjoint unitary)
J0 =
1√
2
(
1 1
1 −1
)
.
One easily verifies that
J0TJ0 =
(
0 Dx
D∗x 0
)
,
where D∗x is the adjoint of the closed symmetric operator Dx on the Hilbert
space L2(R++).
In a similar manner we proceed with the four quarter planes R++, R−+,
R
+−,R−−. As above, we identify functions onR−+,R+−,R−− with the corresponding
functions on R++, and let Dy = −i ∂∂y on L2(R++) with boundary condition
f(x,+0) = 0, x > 0. Further, let T10 = −i ∂∂x and T20 = −i ∂∂y be the symmetric
operators with boundary values zero at the positive y- resp. x-axis acting on
the Hilbert space
G = L2(R++)⊕ L2(R++)⊕ L2(R++)⊕ L2(R++).
Consider the symmetries
J1 =
1√
2


1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1

 , J2 = 1√2


1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1


on the Hilbert space G. Since J1 and J2 commute, their product
J := J1J2 =
1
2


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

 (167)
is again a symmetry. We shall transform all structures by means of the symmetry
J .
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In order to save space, let us introduce abbreviations for some operator
matrices. If z1, z2 and z is an operator on a Hilbert space K0, we set
σ1(z1, z2) =


z1 0 0 0
0 z2 0 0
0 0 z1 0
0 0 0 z2

 , σ2(z1, z2) =


z1 0 0 0
0 z1 0 0
0 0 z2 0
0 0 0 z2

 ,
θ1(z) =


0 z 0 0
z∗ 0 0 0
0 0 0 z
0 0 z∗ 0

 , θ2(z) =


0 0 z 0
0 0 0 z
z∗ 0 0 0
0 z∗ 0 0

 ,
κ1(z) =


0 0 0 z
0 0 z∗ 0
0 z 0 0
z∗ 0 0 0

 , κ2(z) =


0 0 0 z
0 0 z 0
0 z∗ 0 0
z∗ 0 0 0


and σj(z) := σj(z,−z), j = 1, 2. The matrices σj(z1, z2), θj(z) and κj(z) act as
operators on the Hilbert space K0 ⊕K0 ⊕K0 ⊕K0.
Let us now continue the above discussion. In terms of the preceding notation
we have T10 = σ1(Dx) and T20 = σ2(Dy). It is not difficult to check that the
self-adjoint extensions T1 and T2 of T10 and T20, respectively, with boundary
condition (166) satisfy the relations
JT1J = J2κ1(Dx)J2 = θ1(Dx), JT2J = J1κ2(Dy)J1 = θ2(Dy).
That is, the particular self-adjoint extensions T1 and T2 are characterized in a
simple manner by means of the symmetry transformation J .
Let x and y denote the multiplication operators by the coordinate functions
x and y, respectively, on L2(R++). Then the multiplication operators Mx and
My by the coordinate functions on L
2(R2) can be expressed as
JMxJ = Jσ1(x)J = θ1(x), JMyJ = Jσ2(y)J = θ2(y) . (168)
Further, the self-adjoint operators ieˆ = −iy ∂
∂x
and ifˆ = −ix ∂
∂y
with boundary
condition (166) can be written as
JieˆJ = JMxT2J = κ2(xDy), JifˆJ = JMyT1J = κ1(yDx). (169)
Finally, we also transform the structure of the ∗-algebra of functions on
R2 under the symmetry J . If we consider functions f, g on R2 as 4-tuples of
functions on the quarter planes, then the product f · g is transformed under J
as
f ◦g := J(J(f)·J(g)). (170)
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More explicitly, for f = (f1, f2, f3, f4) and g = (g1, g2, g3, g4) we compute
f ◦g = 1/4(f1g1 + f2g2 + f3g3 + f4g4, f1g2 + f2g1 + f3g4 + f4g3,
f1g3 + f2g4 + f3g1 + f4g2, f1g4 + f2g3 + f3g2 + f4g1), (171)
where fjgk and gkfj mean the usual pointwise products of functions on the
quarter plane. Obviously, the involution of functions is invariant under J , that
is, we have J(f ⋆) = J(f)⋆.
Thus, we have described the operators and the algebra of functions on
the plane by means of the symmetry J and the corresponding operators and
algebras of the quarter planes. The advantage of this approach is that it gives a
convenient algebraic form for the particular self-adjoint extensions of the first
order differential operators. There is the disadvantage that the algebra product
has to be changed too. The preceding formulas and considerations will serve
as guiding motivation for the construction of the real quantum plane in the
next subsection.
6.3 In this subsection we develop the basics of the construction of the real
quantum plane. Our starting point is the description of the quantum quarter
plane by means of the left Uq(gl2(R))-module ∗-algebra A˜(R++q ) developed in
4.2. In what follows we assume that
0 < |γ| < 1/3. (172)
Let us begin by defining the left action of Uq(gl2). Remembering the formulas
(169), (149) and (150), we consider the self-adjoint operators on the Hilbert
space H (see (165)) defined by the 4×4-operator matrices
E := κ1(Lα ⊗ e2πβQ2), F := κ2(e2παQ1 ⊗ Lβ,α), K1 := I(eπβP1), K2 := I(eπαP2).
Here I(z) denotes the diagonal matrix with diagonal entries equal to z. Note
that the entries of these matrices are just the operators occuring in formulas
(149)–(150). Let A(R2)4 be the domain
A(R2)4 := A12(R
2)⊕ A2(R2)⊕ A1(R2)⊕ A(R2) (173)
in the Hilbert space H, where
A1(R
2) = fα(P1)−1A(R2), A2(R2) = fβ(P2)−1A(R2),
A12(R
2) = fα(P1)−1A(R2) + fβ(P2)−1A(R2).
It is clear that A(R2) ⊆ A1(R2) ∪ A2(R2) ⊆ A12(R2). Since fα(Pj)A(R2) ⊆
A(R2) for j = 1, 2, A(R2)4 contains the domain B(R
2
q) defined by (163). In
particular, A(R2)4 is dense in H. Using the fact that the operator Lα in L2(R)
has the adjoint operator Rα = e
−2παQfα(P) by Lemma 5(ii), it is clear that
A(R2)4 is contained in the domains of the operators E, F,Kj, j = 1, 2. Define
Φ(E ′) = E↾A(R2)4, Φ(F
′) = F↾A(R2)4, Φ(q
−1/4Kj) = Kj↾A(R
2)4. (174)
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Proposition 26. (i)A(R2)4 is contained in the domains of the operator products
Φ(E ′)Φ(F ′), Φ(F ′)Φ(E ′), Φ(E ′)Φ(Kj), Φ(Kj)Φ(E
′), Φ(F ′)Φ(Kj), and Φ(Kj)Φ(F
′)
for j = 1, 2.
(ii) The operators Φ(E ′),Φ(F ′) and Φ(Kj) satisfy the defining relations in
terms of the generators E ′, F ′ and Kj of the algebra Uq(gl2).
(iii) The operators Φ(E ′),Φ(F ′) and Φ(q−1/4Kj) are essentially self-adjoint on
the domain A(R2)4.
Proof. (i): We show that A(R2)4 is contained in the domain of the product
Φ(E ′)Φ(F ′). By the definition of operators Φ(E ′) and Φ(F ′) this means that
A12(R
2)⊆D((Lα⊗e2πβQ2)(e2παQ1⊗Rβ)), A2(R2)⊆D((Rα⊗e2πβQ2)(e2παQ1⊗Rβ)),
A1(R
2)⊆D((Lα⊗e2πβQ2)(e2παQ1⊗Lβ)), A(R2)⊆D((Rα⊗e2πβQ2)(e2παQ1⊗Lβ)).
The last inclusion for the fourth component is obvious. Let us verify the
assertion for the third component of Φ(E ′)Φ(F ′). That is, we have to show
that each vector η = fα(P1)−1ζ ∈ A1(R2), where ζ ∈ A(R2), belongs to the
domain of the product (Lα ⊗ e2πβQ2)(e2παQ1 ⊗ Lβ). In order to prove this, it
suffices to check that for all ξ ∈ A(R) the vector fα(P)−1ξ belongs to the
domain of the operator e2παQ. Applying the Fourier transform we see that
the latter is equivalent to the fact that for arbitrary ξ ∈ A(R) the function
fα(x)
−1ξ(x) belongs to the domain of the operator e−2παP . The assumption
0 < |γ| < 1/3 implies that the infimum of the holomorphic function fα(x) on
the strip 0 < Im x < α when α > 0 resp. 0 > Im x > −α when α < 0 is
positive. It follows from the characterization of the operator e−2παP given in
Lemma 4 that the function fα(x)
−1ξ belongs to the domain of this operator.
The corresponding proofs for the first and the seond components of Φ(E ′)Φ(F ′)
and for the other operator products are similar.
(ii): We carry out the proof for the relation E ′F ′−F ′E ′ = λ(K21K−22 −K−21 K22 )
of the algebra Uq(gl2). For the other defining relations these verifications are
straigthforward and will be omitted. Computing the commutator of the operator
matrices E and F, we obtain a diagonal operator having the operators
A1 := (Lα ⊗ e2πβQ2)(e2παQ1 ⊗ Rβ)− (e2παQ1 ⊗ Lβ)(Rα ⊗ e2πβQ2),
A2 := (Rα ⊗ e2πβQ2)(e2παQ1 ⊗ Rβ)− (e2παQ1 ⊗ Lβ)(Lα ⊗ e2πβQ2),
A3 := (Lα ⊗ e2πβQ2)(e2παQ1 ⊗ Lβ)− (e2παQ1 ⊗ Rβ)(Rα ⊗ e2πβQ2),
A4 := (Rα ⊗ e2πβQ2)(e2παQ1 ⊗ Lβ)− (e2παQ1 ⊗ Rβ)(Lα ⊗ e2πβQ2)
as diagonal entries. By (i), for any vector η = (η1, η2, η3, η4) ∈ A(R2) the j-
th component ηj belongs to the domain of each of the two summands of the
operator Aj , j = 1, 2, 3, 4. Using this fact we compute the terms Ajηj and
obtain
Ajηj = λ(e
2πβP1 ⊗ e−2παP2 − e−2πβP1 ⊗ e2παP2)ηj.
Thus, Φ(E ′)Φ(F ′)η − Φ(F ′)Φ(E ′)η = λ(Φ(K1)2Φ(K2)−2 − Φ(K1)−2Φ(K2)2)η.
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(iii): By Lemma 4(ii), the domain Dδ is a core for the self-adjoint operator
ecP , c ∈ R. Since Dδ ⊗ Dδ ⊆ A(R2), the operator Φ(Kj) is essentially self-
adjoint even on the smaller domain B(R2). For the operators Φ(E ′) and Φ(F ′)
the assertion follows from statements (iii) and (iv) of Lemma 5. ✷
It is easily seen that the domain A(R2)4 is not invariant under the operators
Φ(E ′) and Φ(F ′). Therefore, we do not get a ∗-representation of the whole
∗-algebra U twq (gl2(R)) on the domain A(R2)4 of the Hilbert space G. However,
the actions of the generators f = E ′, F ′, K1, K2 satisfy the defining relations
and they have the hermiticity properties of the ∗-algebra U twq (gl2(R)).
Our next step is to define a ∗-algebra structure on A(R2)4. Recall that
we used the ∗-algebra A˜(R++q ) with product ♮ and involution ⋆ (see 4.2)
as ∗-algebra of functions on the quantum quarter plane. As in the case of
functions on R2 we transform the componentwise product of 4-tuples under
the symmetry J (see (170) and (171)). That is, for a = (a1, a2, a3, a4), b =
(b1, b2, b3, b4) ∈ A(R2)4 we define
a◦b = 1/4(a1♮b1 + a2♮b2 + a3♮b3 + a4♮b4, a1♮b2 + a2♮b1 + a3♮b4 + a4♮b3,
a1♮b4 + a2♮b3 + a3♮b2 + a4♮b1, a1♮b3 + a2♮b4 + a3♮b1 + a4♮b2),
(175)
a⋆ = (a⋆1, a
⋆
2, a
⋆
3, a
⋆
4). (176)
For the product aj♮bk we take the symmetrized version in formula (153):
aj♮bk = (e
π
4
βP1e−
π
2
αQ1 ⊗ e−π4 αP2e−π2 βQ2)aj#(e−
π
4
βP1e−
π
2
αQ1 ⊗ eπ4 αP2e−π2 βQ2)bk.
(177)
The involution a⋆j of a aj is defined as in (154) by
a⋆j(x1, x2) = (e
π(βP1−αP2)a¯j)(x1, x2). (178)
Proposition 27. The vector space A(R2)4 is a ∗-algebra with product ◦ and
involution ⋆ given by the formulas (175), (177), (176) and (178).
Proof. By arguing as in the proof of assertion (i) of Proposition 26 it follows
from assumption (172) that the components aj , bk in formula (177) are in the
corresponding operator domains and in a domain Dµ,ν for certain µ, ν ∈ R2.
Thus, the product (177) is indeed well-defined. That is the reason why we have
chosen the symmetrized version in (153) rather than the two other formulas in
(153). Note that for a, b ∈ A(R2) all three formulas in (153) coincide, but we
dealing now with larger classes of symbols.
Now we prove that for a, b ∈ A(R2)4 the components of the product a♮b
belong again to the corresponding component space in (173). As a sample,
we show that A12(R
2)♮A12(R
2) ⊆ A12(R2). Let a, b ∈ fα(P1)−1A(R2). From
formulas (56) and (177) we get
fα(P1)(a♮b) = q1/2(fα(P1)a)♮e2πβP1b+ q−1/2e−2πβP1a♮fα(P1)b. (179)
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Since fα(P1)a and fα(P1)b are in A2(R2), it follows from formulas (52)–(59)
that fα(P1)(a♮b) is in the domain of all operator e2πcQe2πdP , c, d ∈ R2. Thus,
we have fα(cP1)(a♮b) ∈ A2(R2). If a, b ∈ fβ(P2)−1A(R2), then we use formula
(58) rather than (56) and obtain the identity
fβ(P2)(a♮b) = q1/2(fβ(P2)a)♮e2παP2b+ q−1/2e−2παP2a♮fβ(P2)b
which implies that fβ(P2)(a♮b) ∈ A2(R2). Similar verifications can be done for
the other cases and components. Thus, we have shown that a◦b ∈ A(R2)4 for
a, b ∈ A(R2)4.
Recall that by construction the product ◦ and the involution ⋆ have been
transformed from the products # and the involution ∗, respectively, under the
bijective mapping J . Hence A(R2)4 is a ∗-algebra, because the products # and
the involution ∗ satisfy all axioms of a ∗-algebra. ✷
Next we define the product of elements of the coordinate algebra O(R2q) and
the algebra A(R2)4. Because of (168) and (151), we consider the self-adjoint
operators x and y on the Hilbert space G given by the the operator matrices
x = θ1(e
2παQ1 ⊗ e−παP2), y = θ1(eπβP1 ⊗ e2πβQ2).
and define
x◦a ≡ Φ(x)a = xa, y◦a ≡ Φ(y)a = ya (180)
for a ∈ A(R2)4. Using once more assumption (172) it follows that each a ∈
A(R2)4 is contained in the domains of the self-adjoint operators x and y, so
that (180) is well-defined.
An arbitrary element a ∈ A(R2)4 is in general not in the domains of the
powers xn and yn for n ∈ N and the expressions x◦a and y◦a defined by (180)
are in general not in A(R2)4. Hence the direct sum A(R2q) = O(R2q) + A(R2)4
of ∗-algebras O(R2q) and A(R2)4 is not an algebra with respect to the product
(180). However, for certain elements z ∈ O(R2q) and a ∈ A(R2)4 the above
definition (180) gives indeed a well-defined product z◦a and A(R2q) becomes a
partial ∗-algebra with product (180) in this manner. We shall not pursue this
further.
We now replace A(R2)4 by its ∗-subalgebra
A0(R
2)4 := A(R
2)⊕ A(R2)⊕ A(R2)⊕ A(R2).
According to our general picture, the elements of this subalgebra can be
considered as functions on the real quantum plane which are vanishing on the
coordinate axis. For a ∈ A0(R2q), the elements Φ(x)a and Φ(y)a are obviously
again in A0(R
2)4, so equation (180) defines a ∗-representation Φ of the ∗-
algebra O(R2q) on the invariant dense domain A0(R2)4 of the Hilbert space H.
By Lemma 4(ii), the operators Φ(xn) and Φ(yn) are essentially self-adjoint on
A0(R
2)4. For z ∈ O(R2q) and a ∈ A0(R2)4 we define
z◦a := Φ(z)a.
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Then the direct sum A0(R2q) := O(R2q) + A0(R2)4 becomes a ∗-algebra with
product (180) such that O(R2q) and A0(R2)4 are ∗-subalgebras. Indeed, A0(R2q)
is merely the transformation of the left Uq(gl2(R))-module ∗-algebra B(R2)4
defined in 6.1 (see (163)) under the symmetry J . Therefore, A0(R2q) is a ∗-
algebra with product (180) and there is a left action of Uq(gl2) given by formulas
(174) such that A0(R2q) is a left Uq(gl2(R))-module ∗-algebra.
For the study of the coordinate functions x and y the ∗-algebra A0(R2)4
is “large enough”, since the operators Φ(x) and Φ(y) are essentially self-
adjoint on A0(R
2)4. However, for the action of the generators of Uq(gl2(R))
it is not, because A0(R
2)4 is not a core for the essentially self-adjoint operators
Φ(E ′) and Φ(F ′). The larger ∗-algebra A(R2)4 is needed in this case. Since we
have only an action of the generators and not of the whole algebra Uq(gl2)),
A(R2) cannot be a left Uq(gl2(R))-module algebra. But for the generators
f = E ′, F ′, K1, K2 the two conditions (1) and (4) are valid on the ∗-algebra
A(R2)4.
The proof of the latter assertion requires a number of computations. We
carry out this verification only for the generator f = E ′ and for elements of the
form a = (a1, 0, 0, 0), b = (b1, 0, 0, 0) ∈ A(R2)4, where a1, b1 ∈ fα(P1)−1A(R2).
First we note that from formulas (52)–(55) and (177) we derive that
e−2παQ1(c♮d) = q−1/4(e−2παQ1c)♮(e−παP2d) = q1/4(eπαP2c)♮(e−2παQ1d), (181)
e2πβQ2(c♮d) = q−1/4(e2πβQ2c)♮(e−πβP1d) = q1/4(eπβP1c)♮(e2πβQ2d) (182)
for arbitrary elements c, d ∈ fα(P1)−1A(R2). Using the definitions of the
product ◦ and of the operators Φ(E ′) and Φ(K) and formulas (179), (181)
and (182) we compute
(Φ(E ′)(a♮b))1 = Rα ⊗ e2πβQ2(a1♮b1)
= e−2παQ1 ⊗ e2πβQ2fα(P1)(a1♮b1)
= q1/2e−2παQ1 ⊗ e2πβQ2((fα(P1)a1)♮e2πβP1b1)
+ q−1/2e−2παQ1 ⊗ e2πβQ2(e−2πβP1a1♮fα(P1)b1)
= (e−2παQ1 ⊗ e2πβQ2fα(P1)a1)♮(eπβP1 ⊗ e−παP2b1)
+ (e−πβP1 ⊗ eπαP2a1)♮(e−2παQ1 ⊗ e2πβQ2fα(P1)b1)
= (Φ(E ′)a)1♮(Φ(K)b)1 + (Φ(K
−1)a)1♮(Φ(E
′)b)1,
where the lower index 1 always refers to the first component. This proves
condition (1) for f = E ′ and the particular elements a and b. The other cases
can be treated in a similar manner.
Next we want to have a counterpart on A(R2)4 of the covariant linear
functional h ≡ h0 on A(R2). Recall that this counterpart on the ∗-algebra
B(R2)4 is the functional h˜ defined by (164). We have to transform this functional
h˜ under the symmetry J by setting h(a) := h˜(Ja). By the definitions (167)
of J and (164) of h˜ we obtain h(a) = 2h˜(a1), where h˜(a1) is given by (155).
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Inserting formula (155) we are lead to define
h(a) = 2
∫∫
eπ(αx1+βx2)a1(x1, x2)dx1dx2, a = (a1, a2, a3, a4) ∈ A(R2)4. (183)
Let us check first that h(a) is well-defined for arbitrary elements a ∈ A(R2)4.
Indeed, if a ∈ A(R2)4, then we have a1 ∈ fα(P1)−1A(R2) + fβ(P2)−1A(R2).
From assumption (172) we conclude that a1 is in the domain D(eπαQ1⊗ eπβQ2)
and that (eπαQ1 ⊗ eπβQ2)a1 ∈ Dν,µ for some ν, µ ∈ R++. By Lemma 9(ii), the
latter implies that the function eπ(αx1+βx2)a1(x1, x2) is in the Schwartz space
S(R2). Hence the integral in (183) exists.
From the construction it follows that the sesquilinear form 〈·, ·〉h associated
with h by (8) is the scalar product of the Hilbert space H (see (165)). This
can be also verified directly by using formulas (175), (176), (153), (154) and
(52)-(59). That is, we have
〈a, b〉h = h(b⋆◦a) =
∫∫
R2
(a1b1 + a2b2 + a3b3 + a4b4)dx1dx2 (184)
for a = (a1, a2, a3, a4), b = (b1, b2, b3, b4) ∈ A(R2)4. Thus we have reduced the
scalar product 〈·, ·〉h to L2-scalar products on R2. To achieve formula (184)
was the main aim of our considerations and it is the reason why we have
transformed all structures by means of the operator T and the symmetry J .
Finally, let us turn to the differential calculus on the quantum plane. The
construction from 3.2 carries over almost verbatim to the algebra A0(R2q) :=
O(R2q)+A0(R2)4 and yields a first order differential calculus Γ over the algebra
A0(R2q) such that {dx, dy} is a free left module basis of Γ. The corresponding
partial derivatives ∂x and ∂y are of the form
∂x(a) =


0 ∂x(a1) 0 0
∂x(a2) 0 0 0
0 0 0 ∂x(a3)
0 0 ∂x(a4) 0

 .
∂y(a) =


0 0 ∂y(a1) 0
0 0 0 ∂y(a2)
∂y(a3) 0 0 0
0 ∂y(a4) 0 0


for a = (a1, a2, a3, a4) ∈ A0(R2)4, where ∂x(aj) and ∂y(aj), j = 1, 2, 3, 4, are as
in 3.2.
Recall that A(R2q) = O(R2q) + A(R2)4 is not an algebra, because not all
a ∈ A(R2)4 are in the domains of Φ(x)nΦ(y)m. Likewise, the differential da =
ωa − aω and the partial derivatives ∂x(a) and ∂y(a) are well-defined only for
those elements a ∈ A(R2)4 belonging to the corresponding operator domains.
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We close this subsection by listing the formulas of the operator matrices
for the generators E ′, F ′, K1, K2, x and y. Recall that
Lα = fα(P)e−2παQ, Rα = e−2παQfα(P),
fα(P) = −2 sinh πβ(2P+αi) = −q1/2e2πβP + q−1/2e−2πβP .
Φ(E ′) = E =


0 0 0 Lα ⊗ e2πβQ2
0 0 Rα ⊗ e2πβQ2 0
0 Lα ⊗ e2πβQ2 0 0
Rα ⊗ e2πβQ2 0 0 0

 ,
Φ(F ′) = F =


0 0 0 e2παQ1 ⊗ Lβ
0 0 e2παQ1 ⊗ Lβ 0
0 e2παQ1 ⊗Rβ 0 0
e2παQ1 ⊗ Rβ 0 0 0

 ,
Φ(q−1/4K1) = K1 =


eπβP1 ⊗ I 0 0 0
0 eπβP1 ⊗ I 0 0
0 0 eπβP1 ⊗ I 0
0 0 0 eπβP1 ⊗ I

 ,
Φ(q−1/4K2) = K2 =


I ⊗ eπαP2 0 0 0
0 I ⊗ eπαP2 0 0
0 0 I ⊗ eπαP2 0
0 0 0 I ⊗ eπαP2

 ,
Φ(x) = x =


0 e2παQ1 ⊗ e−παP2 0 0
e2παQ1 ⊗ e−παP2 0 0 0
0 0 0 e2παQ1 ⊗ e−παP2
0 0 e2παQ1 ⊗ e−παP2 0

 ,
Φ(y) = y =


0 0 eπβP1 ⊗ e2πβQ2 0
0 0 0 eπβP1 ⊗ e2πβQ2
eπβP1 ⊗ e2πβQ2 0 0 0
0 eπβP1 ⊗ e2πβQ2 0 0

 .
6.4 In this last subsection we introduce three unitary operators F qx,F qy and F q
on the Hilbert space H which can be considered as quantum analogs of the
partial Fourier transforms and the Fourier transform on R2, respectively.
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First let us note that the counterparts of the q-deformed partial derivatives
Dqx and Dqy (see (84)) on the algebra A(R2q) are defined by
Dqx:=Ky−1E=


0 Lα ⊗ e−παP2 0 0
Rα ⊗ e−παP2 0 0 0
0 0 0 Lα⊗e−παP2
0 0 Rα⊗e−παP2 0

 ,
Dqy:=Kx−1F=


0 0 eπβP1⊗Lβ 0
0 0 0 eπβP1⊗Lβ
eπβP1⊗Rβ 0 0 0
0 eπβP1⊗Rβ 0 0


Clearly, Dqx and Dqy are self-adjoint operators on the Hilbert space H.
Let u be the unitary operator on L2(R) given by (uf)(x) = f(−x) and let
wα, vα resp. wβ, vβ be the holomorphic functions from Lemma 6. Then
F qx := σ1(uwα(P1)⊗ I, uvα(P1)⊗ I), F qy := σ2(I ⊗ uwβ(P2), I ⊗ uwβ(P2)).
are commuting unitaries on the Hilbert space H. Set F q:=F qxF qy , that is,
F q=


uwα(P1)⊗uwβ(P2) 0 0 0
0 uvα(P1)⊗uwβ(P2) 0 0
0 0 uwα(P1)⊗uvβ(P2) 0
0 0 0 uvα(P1)⊗uvβ(P2)

 .
We call the unitaries F qx and F qy quantum partial Fourier transforms and
F q quantum Fourier transform of the real quantum plane. The reason for
this terminology stems from the fact that, roughly speaking, these unitaries
interchange the coordinate functions x, y and the q-deformed partial derivatives
Dqx,Dqy, respectively. More precisely, we have the following relations.
Proposition 27. (i) F qxx(F qx)−1 = −Dqx,F qxDqx(F qx)−1=x,F qxy(F qx)−1=K−21 y,
F qxDqy(F qx)−1=K−21 Dqy.
(ii) F qyy(F qy )−1=−Dqy,F qyDqy(F qx)−1=y,F qyx(F qy )−1K22x, F qyDqx(F qy )−1=K22Dqx.
(iii) F qx(F q)−1=− K22Dqx,F qy(F q)−1=− K−21 Dqy,F qDqx(F q)−1=K22x,
F qDqy(F q)−1=K−22 y.
Proof. (i): By Lemma 7, written in terms of matrix entries, we have
uwα(P)Lαvα(P)u = e2παQ, uvα(P)Rαwα(P)u = e2παQ, (185)
uwα(P)e2παQvα(P)u=uL−αu=− Lα, uvα(P)e2παQwα(P)u=uR−αu=−Rα.
(186)
Because of the two relations (185) the matrix entries of F qxDqx(F qx)−1 and x
coincide, while (186) implies that F qxx(F qx)−1 and −Dqx have the same matrix
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entries. This proves the first two relations of (i). The two other relations
follow at once from the corresponding definitions combined with the fact that
ueπβPu = e−πβP .
The proof of (ii) is similar to the proof of (i). The relations of (iii) follow
easily from (i) and (ii). ✷
Remark 5. The holomorphic functions w−α and v−α coincide with the functions
w1 and w2 in [S4], where a closely related quantum Fourier transform of a
q-deformed Heisenberg algebra appeared. Holomorphic functions of similar
kind have been used by S.L. Woronowicz [W] in another context as quantum
exponential functions for the quantum ax+ b–group.
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