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Abstract: The optimal control problem for the networked control system with
multiple switching modes over high speed local area networks is addressed, where an
initial state is a parametric vector. Because in the general case, the time delay is much
less than the sampling period and the possibility of the packets collision is much
lower, it can be assumed that the influence of the time delay and the packets loss on
the optimal controller design can be ignored. On the basis of the assumption, the
networked control systems with multiple switching modes are modeled as a hybrid
system. Moreover, based on the Bellman type inequality for the hybrid systems, a
dynamic program to solve the optimal control with a parameter vector is proposed,
in every step of the technique, the feasible region is divided into evenly distributed
grid points, and then, the optimal control law is transformed into maximizing the
lower bound of the cost to go function in grid points. Finally, an experiment setup
of the networked control system with multiple switching modes is constructed and a
simulation example is given to illustrate the optimal control computation results.
Keywords: networked control systems, hybrid systems, optimal control, dynamic
program, multiparametric program
1 Introduction
Networked control systems (NCS) are feedback control systems wherein the control loops are closed
through a real-time network[1]. The defining feature of an NCS is that information (reference input, plant
output, control input, etc.) is exchanged using a network among control system components (sensors,
controller, actuators, etc.). The use of a communication network offers advantages in terms of relia-
bility, enhanced resource utilization, reduced wiring, and reconfigurability. Networked control systems
typically involve switching between several different modes, depending on the range of operation. In
order to improve the performance of the system and save the operation cost, it is important to design
an optimal control law for the systems with different switching modes. At present the methodologies
of designing the optimal controllers for such networked control systems are few. [2] assumes that the
controller-plant communication in NCS is periodic, the optimal controller design problem is formulated
as one for sampled-data feedback systems with periodic discrete-time components, and give a necessary
and sufficient condition for existence of discrete time periodic controller in terms of LMIs, and derive a
controller construction algorithm. [3]discusses the optimal H∞ control problem for networked systems
with limited communication constraint, which is formulated as a periodic control problem, and proposes
a heuristic search approach in conjunction with the convex optimization of controller to solve the op-
timization problem. The switching process in [2] and [3] is time-controlled. However, in practice, the
switching may be completely determined by the system state, for such networked control systems, the
whole state space is divided into cells which each correspond to a particular control mode, so that each
cell has its own continuous dynamics associated to it. This type of the system is state-controlled and can
be regarded as a hybrid system. Hybrid systems have attracted considerable attention in recent years [4].
Also, in practice, the initial state of networked control systems may be not determined, and for those
with multiple switching modes, the unpredicted initial states may make the optimization process more
complex. This paper model the class of networked control systems with multiple switching modes as a
hybrid system, based on the model, a general cost function is defined and the optimal control problem
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for a general cost function is addressed, where a initial state is a parametric vector and is not predicted.
Furthermore, a solution to the optimal feedback control law is proposed, which combine the dynamic
program and multiparametric program. Finally, an example is given to illustrate the optimal computation
results.
2 Problem Formulation
2.1 Modeling networked control systems with multiple switching modes
Consider a class of networked control systems shown in figure 1. The plant, the sensors, the controller
and the actuators are spatially distributed and connected together through a control network. In general,
there are multiple control modes in the controller of the class of systems, and every mode corresponds
to the range of the continuous state of the physical plant. We assume that the control network is a high
speed local area network, e.g. Ethernet, and the transmitting data policy is scheduled releasing policy, the
time delay is much less than the sampling period in practice and the possibility of message collision is
much lower, therefore, in this paper, it is reasonable to ignore the influence of the time delay and packets
loss on the optimal controller design in the networked control systems with multiple switching modes.
Figure 1: The networked control system with multiple control modes
On the basis of the assumption, the class of networked control systems with multiple modes can be
modeled as a hybrid system. Hybrid systems contain continuous dynamics and discrete events [4]. The
controller in networked control systems can calculate the state of the plant and determine the control
modes, and the switching between different modes corresponds to the occurrence of the discrete event in
hybrid systems. We assume that clock-driven sensors sample the plant outputs periodically at sampling
instants, then the networked control system can be modeled as a hybrid system as following:
{
x(k+1) = fq(k)(x(k),u(k))
q(k+1) = v(x(k),q(k)) (1)
where continuous state variable x ∈ X , Rn, continuous input variableu ∈ U , Rm, k denotes k-th
sampling period, k = 0, 1, 2, ... , q ∈ Q, Q is a finite countable set, whose elements correspond to the
modes in the networked control system, fq : X×U → X denotes the continuous dynamics in discrete
mode q, v : X×Q → Q denotes the discrete dynamics, which is a transition process between operation
modes. Without the loss of the generality, we think the transition between two modes occurs in the
sampling time instant.
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The hybrid system model (1) of the networked control system with multiple modes can also be
denoted a hybrid automaton[5]. In addition, if the continuous dynamics can be denoted by the linear
time invariant system, the model can transformed into the piecewise affine system[6], where different
modes correspond to different ranges of state variable x.
2.2 Optimal Control Formulation
Based on the model (1), the optimal control formulation in finite time horizon is discussed as follows.
Firstly, define the cost function of the networked control system
J(UN ,x(0)) = Fq(N)(xN) +∑N−1k=0 [Fq(k)(xk,uk)+G(xk,q(k),q(k+1))] (2)
where N is the time horizon, starting from the state x0 = x (0), xk denotes the continuous state vector
at time k and q(k) denotes the discrete state vector corresponding operation mode at time k, the column
vector UN ,[uT0 , ... , uTN−1]T ∈ Rm, Fq(N)(xN) > 0 is a cost at end time, Fq(k)(xk,uk) > 0 is a cost for
continuous evolution in an operation mode and G(xk,q(k),q(k+1))≥ 0 is a cost for switching from one
mode to another mode, if there is no switching, i.e. q(k) = q(k+1), G(xk,q(k),q(k+1)) = 0. Note that,
we don’t consider the problem of infinitely many jumps in transition time instants. Also, it should be
noted that q(0) is not written in the left of cost function (2), because the operation modes correspond to
the range of the state variable, if the initial condition x(0) is given, and the discrete mode q(0) is fixed,
too.
The optimal control problem of the networked control system is
J∗(x(0)) ∆= min
{UN}
J(UN ,x(0)) (3)
s.t.

xk+1 = fq(k)(xk,uk)
q(k+1) = v(xk,q(k))
xN ∈ X f
x0 = x(0)
(4)
where X f is the terminal region, in addition, X j denotes the set of states x j at time j for which (3) is
feasible.
In general, the optimal control problem (3)-(4) may not have a minimum for some feasible x(0).
This is caused by discontinuity of the hybrid system in the input space. We will consider problem (3)-(4)
assuming that a minimizer U∗N(x(0)) exists for all feasible x(0).
Note that in this paper we will distinguish between the current state x(k) of the system (1) at time k
and the variable xk in the optimization problem (3)-(4), that is the predicted state of the system (1) at time
k obtained by starting from the state x0 = x(0) and applying the input sequence u0, ...,uk−1to system (1)
. Analogously, u(k) is the input applied to system (1) at time k while uk is the k-th optimization variable
of the optimal control problem (3)-(4).
In the optimal control problem (3)-(4), the initial state x(0) is a vector of parameters, the goal in this
paper is to solve (3)-(4) for all values of x(0) of interest, and to make this dependence explicit. Therefore,
the optimal control problem of the networked control system with multiple modes is a multiparameter
program problem.
3 Solution to the Optimal Control of the Networked Control Systems
For the networked control systems with multiple modes, the optimal control problem can be viewed
as a parametric programming one. The parametric program is one of the important optimization tech-
niques in mathematical program, where the optimality is affected by the uncertainty of the parameters
104 Gang Zheng, Wenli Zeng, Fanjiang Xu
in the cost function or the constrained conditions. Because the parameters are either unknown or that
will be decided later, parametric programming need to subdivide the space of parameters into character-
istic regions, which depict the feasibility and corresponding performance as a function of the uncertain
parameters, and hence provide the decision maker with a complete map of various outcomes [6].
In the networked control system, different operation modes correspond to different range of the state
variable, the switching sequence between different modes is related with the initial condition of the
system, which is not fixed. If the switching sequence is fixed, the optimal control problem is equivalent
to a finite time optimal control problem for a hybrid system, which can be solved by multiparametric
program, in this case, the optimal solution is a optimal control candidate for the networked control
system. If all of the switching sequences in the networked control system are given, the solution to the
optimal control problem (5) can be obtained by comparing the values of cost function corresponding to
the optimal control candidate in different switching sequences.
However, with the increase of the control modes, the computing process gets more complex and the
computing efficiency gets much lower because we must enumerate all the possible switching sequences
of the networked control system, which is a little same as the famous traveling salesman problem (TSP)
in the optimization theory. In order to decrease the computation complexity and improve the computa-
tion efficiency, the dynamic program technique is proposed to solve the optimal control problem of the
networked control system with multiple control modes.
The dynamic programming solution of the optimal control problem is denoted as follows:
J∗n (xn)
∆= min
{un}
{[
Fq(n)(x(n),u(n))+G(x(n),q(n),q(n+1))
]
+ J∗n+1(x(n+1))
} (5)
s.t. x(n+1) ∈ Xn+1,n = N−1, ...,0 (6)
with terminal conditions:
Xn = X f (7)
J∗N(x(N)) = Fq(N)(xN) (8)
where X j is the set of all initial states for which dynamic program problem (5)-(8) is feasible,X j = {x ∈
Rn|∃u, fq( j)(x,u) ∈ X j+1}.
The first step of dynamic program is as follows:
J∗N−1(x(N−1)) , min{uN−1}{[Fq(N−1)(x(N−1),u(N−1))+G(x(N−1),q(N−1),q(N))]
+ J∗N(x(N))} (9)
s.t.

fq(N−1)(x(N−1),uN−1) ∈ X f
J∗N(x(N)) = Fq(N)(xN) = Fq(N)( fq(N−1)(x(N−1),uN−1))
(10)
It is clear that the optimal control problem (9)-(10) is a multiprarametric program problem, where
x(N−1) is a parametric vector. In terms of terminal region X f and the system equation (1), the feasible
region XN−1 at time N− 1 is obtained. [7] discuss the discretized computation on the optimal control
of hybrid systems, where the initial state and the terminal state are determined and the key point is to
search the maximum lower bound of the value function. The parameter vector increases the complexity
of computing the optimal control feedback law. Based on the algorithm in [7], the value function Vq(x)
is introduced, when x = x0, q= q0, Vq0(x0) is a lower bound on the cost for optimally bring to the system
from determined initial state (x0,q0) to the terminal state (xt f ,qt f ). It should be noted that without the
loss of the generality, we discuss the case where continuous state space is two-dimensional system.
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Let e1 = [1 0]T , e2 = [0 1]T , ∀x ∈ XN−1, let
x
jk
N−1 = xN−1+ jhe1+ khe2,
x
jk
N−1 ∈ XN−1, and j,k ∈ Z,
Y jkN−1 , {x : x = x jkN−1+θ1he1+θ2he2,−1≤ θ1 ≤ 1,−1≤ θ2 ≤ 1},(
f jkq(N−1)
)
i
= min
x∈Y jkN−1,u∈U
{ fq(N−1)(x,u)ei} ,
F jkq(N−1) = min
x∈Y jkN−1,u∈U
{
Fq(N−1)(x,u)
}
, i = 1,2
V jkq(N−1) =Vq(N−1)(x
jk
N−1),
∆iV jkq(N−1) = (Vq(N−1)(x
jk
N−1+hei)−Vq(N−1)(x jkN−1))/h,
∆−iV jkq(N−1) = (Vq(N−1)(x
jk
N−1)−Vq(N−1)(x jkN−1−hei))/h, i = 1,2.
Introduce new vector variables, λ jkq(N−1) ∈R2 for ( j,k) at time N−1, construct the following inequal-
ities: 
0≤
(
λ jkq(N−1)
)
1
+
(
λ jkq(N−1)
)
2
+F jkq(N−1)(
λ jkq(N−1)
)
|i|
≤
(
f jkq(N−1)
)
|i|
∆iV jkq(N−1), i =−2,−1,1,2(
λ jkq(N−1)
)
|i|
≤
(
f jkq(N−1)
)
|i|
∆iV jkq(N−1)
0≤V jkq(N)−V jkq(N−1)+G(x jkN−1,q(N−1),q(N)), x jkN−1 ∈ Sq(N−1),q(N)
0≥V xNq(N), xN ∈ X f
(11)
If there exists V jkq(N−1) such that inequalities (11) hold, which are Bellman type inequalities. It can be
proved that that V jkq(N−1) is the lower bound of the cost to go function JN−1(xN−1) , and the proof is given
in [7]. However, any function that meets the constraints is a lower bound on the cost to go function, thus
to yield the useful bounds, it is necessary to find an maximum of all grid points in the feasible region
XN−1,
J∗(x(N−1)) ∆= max
x
jk
N−1∈XN−1, j,k∈Z
{
V jkq(N−1)(x
jk
N−1)
}
(12)
Assuming that
V j0k0q(N−1) = max
x
jk
N−1∈XN−1, j,k∈Z
{
V jkq(N−1)(x
jk
N−1)
}
(13)
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when j = j0, k = k0, for x = x j0k0 +θ1he1+θ2he2 ∈ Y j0k0N−1, define the interpolating function:
Vq(N−1)(x) = (1−θ1)(1−θ2)V j0k0q(N−1)+θ1(1−θ2)V
( j0+1)k0
q(N−1)
+(1−θ1)θ2V j0(k0+1)q(N−1) +θ1θ2V
( j0+1)(k0+1)
q(N−1)
(14)
From (14), the optimal feedback control law can be calculated as
uN−1 = argmin
u∈U
{∂Vq(N−1)
∂x fq(N−1)(x,u)+Fq(N−1)(x,u)
}
(15)
so far, the optimal control law at the first step is finished.
From the second step n = N − 2 to the last one n = 0, the cost to go function is defined on the
feasible region Xn+1, we will solve the problem (5), which is still a multiparametric program problem,
the computing process is analogous as the first step, which is presented as follows:
(I) Divide the feasible region Xn into evenly distributed grid points, and introduce x jkn , Y jkn ,
(
f jkq(n)
)
i
,(
f jkq(n)
)
i
, F jkq(n), V
jk
q(n), ∆iV
jk
q(n), ∆−iV
jk
q(n), i = 1,2;
(II) Solve the linear program problem:
J∗(x(n)), max
x
jk
n ∈Xn, j,k∈Z
{
V jkq(n)(x
jk
n )
}
s.t.

0≤
(
λ jkq(n)
)
1
+
(
λ jkq(n)
)
2
+F jkq(n)(
λ jkq(n)
)
|i|
≤
(
f jkq(n)
)
|i|
∆iV jkq(n), i =−2,−1,1,2(
λ jkq(n)
)
|i|
≤
(
f jkq(n)
)
|i|
∆iV jkq(n), i =−2,−1,1,2
0≤V jkq(n+1)−V jkq(n)+G(x jkn ,q(n),q(n+1)), x jkn ∈ Sq(n),q(n+1)
(16)
(III) After solving the maximum value of V jkq(n), define the interpolating function Vq(n)(x), then cal-
culating the optimal feedback input
un = argmin
u∈U
{∂Vq(n)
∂x fq(n)(x,u)+Fq(n)(x,u)
}
(17)
It should be noted that the dynamic program methodology to compute the optimal control feed back
input in this paper is different from [6]. In [6], the cost function is quadratic and the optimal controller
design is for the piecewise affine (PWA) system, if the hybrid system can not be modeled as a PWA
system, and the methodology in computing the optimal controller needs to be further discussed. Also,
in [7], the initial state and the terminal state are determined, thus there are no parameters in the optimal
control problems. In this paper, the initial state is a vector parametric vector, the solution to optimal
control must make an dynamic enumeration to search the maximum lower bound in every sample period,
the problem is different from [7].
4 Simulation Example
We use the local area network in the laboratory to construct a networked control system, where the
network contains Ethernet and the communication between nodes is done using TCP/IP sockets. The
experiment setup is shown in figure 2.
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Figure 2: The networked control system experiment setup
In our experiment setup, one computer (Computer 1) works as a plant, and the other computer (Com-
puter 2) works as a controller, these two computers and the other computers are connected over the local
area net in the lab. Computer 1 simulate the dynamics of the plant, which can obtain the control signal
from the net, make the output calculation, and send the computation results to the controller computer.
Computer 2 obtains the plant output, and calculates the control signal, then send the control signals to
the plant computer. Note that the networked control systems with multiple switching modes can be car-
ried out in the experiment setup. Based on the hybrid system model of the networked control system,
the different dynamics of the plant can be simulated in the plant computer, and the controller computer
calculates the control results and sends them to the plant computer and control the dynamics of the plant
in different modes.
Because TCP/IP is used in the Ethernet in the lab, the end to end data transmission is reliable, and
the packets loss between the plant computer and the controller computer can not be considered. But
the network-induced delay needs to be considered when the plant computer and the controller computer
exchange data across the network. We test the delays between two computers in the network, it can be
found that the time delay generally maintains a fixed value, in our experiment setup, the fixed value is
much less than the sampling period. Therefore, it is reasonable that the networked-induced delay can not
be considered in this paper, and the model and the solution to the optimal control can be validated in this
simulation.
The networked control system simulated in the experiment setup is given as follows.
x(k+1) = Aqix(k)+Bu(k), i = 1,2 (18)
where
Aq1 =
[ √
2
2 −
√
2
2√
2
2
√
2
2
]
,Aq2 =
[ √
2
2
√
2
2
−
√
2
2
√
2
2
]
,B =
[
0
1
]
,
Sq1,q2 = {x :
[
1 0
]
x(k)< 0},
Sq1,q2 = {x :
[
1 0
]
x(k)≥ 0},
x(k) ∈ [−10,10]× [−10,10],
u(k) ∈ [−1,1],
(19)
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define the cost function
J(UN ,x(0))
∆= xTNPxN +∑N−1k=0 xTk Qxk +uTk Ruk (20)
where
P = Q =
[
700 0
0 700
]
,R = 1,
Terminal region
X f = [−0.01,0.01]× [−0.01,0.01],
N = 3.
Figure 3: The optimal trajectory of the state variable x
Figure 4: The optimal control input when x = [−1 1]T
The optimal control problem is minimizing the cost function and solving the optimal control feed-
back input. In terms of the steps presented in section 3 and some toolbox related with multiparametric
programming [8] and optimal control [9], the solving program is designed, and then the optimal control
can be obtained. When x0 = [−1 1]T , the optimal trajectory of the state variable x is shown in Fig. 3, and
the control input is shown in Fig. 4.
5 Conclusion
In networked control systems with multiple switching modes, it is necessary to calculate the optimal
control feedback input, which can improve the system performance and save the cost. This paper models
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the class of networked control systems as a hybrid system and addresses a optimal control problem, where
initial state is a parametric vector. Consider switching modes and unknown initial states, the dynamic
program techniques are proposed to solve the optimal control problem, where every step calculation
need enumerate the grid points in feasible region to find a maximum lower bound of the cost function
and solve the optimal feedback input. Finally, an example is given to illustrate the techniques. It should
be noted that, the switching modes in networked control systems make the calculation of the optimal
control input more complex, dynamic program can reduce the calculation complexity than the heuristic
enumeration. In the future research, it is an important task to improve the computation efficiency and
reduce the complexity. In addition, time delays are common in networked control systems, it is an
interesting area to work into the optimal control problem with delay.
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