This paper gives examples of embeddings of root systems of Coxeter groups, including sporadic embeddings of standard real root systems in other standard real root systems, and, for a general Coxeter group, an embedding of its universal symmetric root system over commutative rings into the standard real root system of a simply laced Coxeter group.
Introduction
We consider a class of reflection representations of Coxeter groups over commutative "coefficient rings" R, and their corresponding root systems. For R = R, these include the standard (real, reduced) root systems. In general, they also include, for any (unital) subring Z of R, certain root systems over coefficient rings R which are (particular) generalized Z-fusion algebras arising as quotients of coproducts over Z of Verlinde algebras (over Z) for su(2) WZW conformal field theories at levels determined by entries of the Coxeter matrix. For want of a better term, we will call these Z-fusion root systems and Z-fusion reflection representations.
Any Z-fusion root system Φ of a Coxeter system (W, S) embeds Z-linearly in a standard real root system Ψ "defined over Z" of a corresponding Coxeter system (W , S ). The root system E-mail address: dyer.1@nd.edu. embedding Φ → Ψ underlies an embedding of W as a subgroup of a natural group completion W of W (or as a subgroup of W itself in favorable situations). The group embedding W → W arises from an admissible map S → S in the sense of Lusztig [14, §3.1, 3.9(a)] but satisfies an additional "cocycle-compatibility condition" extending a "length-compatibility condition" for the Coxeter group embeddings in [16] (see also [3] ).
Every Coxeter system (W, S) has Z-fusion root systems for every subring Z of R. In particular, (W, S) has a canonical Z-fusion root system Φ (its "universal symmetric root system over commutative rings"); for this Φ, (W , S ) is a simply-laced Coxeter system (i.e. all entries of its Coxeter matrix are equal to 1, 2 or 3). In addition, any Coxeter system for which all the entries of its Coxeter matrix are either 1, 2, 3, 4, 6, ∞ or odd primes has a Z-fusion root system Φ whose coefficient ring R is a subring of R, and for which Φ is just a standard root system; this provides certain sporadic embeddings of standard root systems in crystallographic ones, such as an embedding Φ(H 4 ) → Φ(E 8 ) underlying a well-known embedding of Coxeter groups
In a sequel [6] to the paper, we study a class of embeddings of Coxeter groups in completions of Coxeter groups generalizing those arising here, defined by data satisfying a general version of the "cocycle compatibility condition." They are all associated to "abstract embeddings" of permutation root systems of Coxeter groups, where by the permutation root system of W we mean the standard (real, reduced) root system regarded just as a permutation set for W with additional structure given by the action of the sign group {±1} and by specifying the positive roots.
As related results to those of this paper and its sequel, we mention the well-known (at least in special cases) connections between the root systems of a Coxeter group W and its subgroup W G (also a Coxeter group) arising as the fixed points of some group G of Coxeter system automorphisms of W . For finite Weyl groups, see for example [19] , where these relations are involved in a construction of reductive groups with general based root datums from those of simply laced type. More generally see [10, §3] (see also [15] where general Cartan data are obtained in a related manner from simply laced Cartan data). The above-mentioned length compatibility condition of Mühlherr abstracts a basic property of the Coxeter group embeddings W G → W .
We first obtained "root system embedding" results for general Coxeter groups as a by-product of (and a tool for) a more technically involved study of root systems over non-commutative rings, which will be described elsewhere; though related in some cases, the results of the noncommutative case do not imply those of this paper in general. Our purpose in this paper is to describe some interesting examples of root system embeddings in the simplest settings.
It is well known that the crystallographic root systems have many important realizations through their connections with Kac-Moody Lie algebras, quiver representations, quantized enveloping algebras etc. The results here establish clear links between the Z-fusion root systems of general Coxeter groups and standard ones of (even simply laced) crystallographic Coxeter groups, and it is known that the relevant Z-fusion coefficient rings themselves have an abundance of natural interpretations within the framework of finite and affine Lie algebras and quantum groups. A question suggested by results here is that of whether (suitable) root systems of general Coxeter groups may themselves have interesting natural realizations.
We now describe the contents of this paper in more detail. We mention at the outset that most results here require only a basic knowledge of Coxeter groups and their root systems as can be found in [2, 12] and [1] . In Section 1, we describe the prototypical example of root system embedding provided by the above-mentioned embedding Φ(H 4 ) → Φ(E 8 ) of standard root systems. Since this is of possible interest as an explicit construction of Φ(H 4 ) from Φ(E 8 ) (or vice versa) and does not seem to be well-known, we have provided a self-contained derivation of its main properties using just standard facts about finite Coxeter groups and root systems, independent of the more general considerations of the rest of the paper. At the end of this section, we include some remarks based on this example which are intended to provide additional motivation for the results of later sections.
In Section 2, we define the general class of reflection representations and root systems of Coxeter groups over commutative unital rings R considered in this paper, giving only the basic properties we shall need. The Coxeter group W acts R-linearly on a R-module M with R-basis of simple roots Π and is generated by reflections in Π . The root system Φ = W Π decomposes as usual into a disjoint union of positive and negative roots, where positivity may be defined with respect to a suitable ring partial order of R. This class of reflection representations is similar to classes of reflection representations over (implicitly partially ordered, Laurent) polynomial rings considered in [4] and over totally ordered commutative rings in [10] .
In Section 3, we indicate how the standard real reflection representations and root systems fit in this framework, and describe the "Z-fusion" reflection representations and root systems which are used in extending the results of Section 1 to general Coxeter groups.
Section 4 studies one natural way in which root system embeddings may arise. We consider a reflection representation of an arbitrary Coxeter system (W, S), over a commutative ring R. The group W acts R-linearly on a free R-module M with basis Π , with roots Φ = W Π. We assume that R is a given subring of R such that R is a "generalized R -fusion algebra"; in particular, R has a standard R -basis {b i } i∈I with respect to which the structure constants of R are nonnegative integers. We assume further that the entries of the "Cartan matrix" are either in R or are of the form −b i for certain i ∈ I . We show that there is a Coxeter system (W , S ) with a root system Ψ ⊆ M over R and simple roots Δ = {b i α | i ∈ I, α ∈ Π} forming a R -basis of M. Moreover, Φ ⊆ i∈I b i Φ ⊆ Ψ . (We remark here that Ψ \ i∈I b i Φ has some formal properties in common with the set of imaginary roots of a Kac-Moody Lie algebra, though we have not pursued the analogy in this paper at all; for example, the set is empty if W is finite, and its "positive subset"
Denote the R-linear reflection in a root α ∈ Φ as s α ∈ W and the R -linear reflection in a root β ∈ Ψ as r β . Then for any α ∈ Φ, s α = i∈I r b i α where the right-hand side is a finite (resp., "convergent" infinite) product of commuting reflections of W if I is finite (resp., infinite). This provides an embedding of W in W (resp., the group "completion" W of W consisting of permutations of Ψ acting "locally as W ") if I is finite (resp., infinite). Under additional conditions, we show that for finite I , the embedding W → W multiplies standard length by the cardinal |I |, a special case of Mühlherr's length compatibility property which we extend to the case of arbitrary I as a compatibility condition on reflection cocycles of W and W .
In Section 5, we show how Z-fusion root systems provide plentiful examples of embeddings as in Section 4; for example, some arise by taking R = Z, but there are others in general. We prove the cocycle compatibility property for these embeddings only for Z = Z or finite I in this paper, but obtain it in general in the sequel [6] by different methods.
In Section 6, we indicate how the reflection representations of Coxeter systems over commutative rings form a category and single out from among the Z-fusion representations the previously mentioned "universal symmetric" reflection representation attached to a given Coxeter system (W, S). We indicate how the standard symmetric real root systems Φ of (W, S) arise as specializations of Φ, and describe the resulting relation of the root coefficients between the corresponding root systems Φ, Φ and Ψ (the simply laced root system Ψ into which Φ canonically embeds). Note τ 2 = τ + 1. Consider the ring R = Z[τ ] of algebraic integers of the number field Q(τ ). Then R has a basis {1, τ } as Z-module. We observe that the R-submodule U of V spanned by Π is W -invariant, and that W acts faithfully on U , since W acts faithfully on Φ ⊆ U . Henceforward, we regard W as a group of R-linear automorphisms of U . For ρ ∈ U with ρ, ρ = 2, s ρ : U → U now denotes the R-linear map defined by v → v − v, ρ ρ where ?, ? is regarded as a R-bilinear map U × U → R.
The embedding of Φ(H

1.3.
For any ρ ∈ U , let ρ := ρ and ρ := τρ. Then as a Z-module, U has Z-basis
. The values of the form (?, ?) are determined by its values (χ, ψ) for χ, ψ ∈ Δ, which one readily checks are as follows: (χ, ψ) = 2 if χ = ψ, (χ, ψ) = −1 if the vertices labelled χ and ψ are joined by an edge in the above Coxeter graph for E 8 , and (χ, ψ) = 0 otherwise. Define for ρ ∈ U with (ρ, ρ) = 2 a corresponding Z-linear
Let S := {r ρ | ρ ∈ Δ}, W := S be the group of Z-linear automorphisms of U generated by r ρ for ρ ∈ Δ, and Ψ := {w(ρ) | ρ ∈ Δ, w ∈ W }. Consider U := U ⊗ Z R, endowed with the R-bilinear form obtained from (?, ?) by extension of scalars to R. We identify U with the Z-submodule {u ⊗ 1 | u ∈ U } of U . Then in U , Δ is a set of simple roots and Ψ is the corresponding set of roots, of a Coxeter system of type E 8 in its standard real reflection representation. Denote the positive roots as Ψ + , so Ψ + ⊆ Ψ ⊆ U . Then U identifies with the root lattice U = ZΨ of Ψ and the group W is obtained by restricting the action of this Coxeter group to the root lattice U . Obviously, (W , S ) itself is a Coxeter system of type E 8 .
1.4.
We have defined on the R-module U a faithful R-linear action of a Coxeter system (W, S) of type H 4 , with simple roots Π , positive roots Φ + and roots Φ, and a faithful Z-linear action of the Coxeter system (W , S ) of type E 8 , with simple roots Δ ⊇ Π , positive roots Ψ + and roots Ψ . For ρ ∈ Φ, the corresponding R-linear reflection v → v − v, ρ ρ in W is denoted s ρ , and for ρ ∈ Ψ , the corresponding
The following Proposition summarizes the most basic relationships between these two Coxeter systems and their representations on U .
Proposition.
( Proof. Consider ρ ∈ U with ρ, ρ = 2. Then (ρ , ρ ) = (ρ , ρ ) = 2 and (ρ , ρ ) = 0, so r ρ and r ρ are defined. Moreover, r ρ (ρ ) = ρ , r ρ (ρ ) = ρ and r ρ r ρ = r ρ r ρ . Now observe that for any u ∈ U ,
For ρ ∈ Φ, this proves (f). Since the simple reflections s ρ = r ρ r ρ for ρ ∈ Π of W are in W it follows that W is a subgroup of W , proving (a). Hence we have equality throughout, so l (w 0 ) = 2l(w 0 ) and Ψ + = Φ + ∪ τ Φ + , completing the proof of (d). Observe that (e) also follows now from (d) and the earlier calculation of λ, λ for λ ∈ Ψ . Now for w ∈ W , we have
so equality holds throughout and we get (g). Recall that a Coxeter element of a finite Coxeter group is an element conjugate to the product (in some order) of the simple reflections, and the Coxeter number is the order of a Coxeter element. It is clear from the above association of a reduced expression in W to a reduced expression of w ∈ W that (c) holds.
To prove (h), one uses the fact the Chevalley-Bruhat order is the unique partial order on a Coxeter group which satisfies the Z-property (or lifting property); see [1, Chapter 2, Exercise 14]. One checks easily that the partial order of W obtained by restriction of the Chevalley-Bruhat order of W satisfies the Z-property of (W, S); see [11] for a similar argument and [6] more generally. 2
Remarks.
One can calculate the expressions of roots as linear combinations of simple roots in either root system from the corresponding expressions in the other. There are other connections between these groups and their root systems which we do not go into (e.g. between their exponents, their Bruhat graphs, combinatorial data determining their Kazhdan-Lusztig R-polynomials etc).
1.5.
We close this section by indicating certain general features of the above example which motivate the considerations of subsequent sections of this paper.
Recall that the root system Φ of (W, S) of type H 4 above is a subset of a free R-module U (where R = Z[τ ]) with basis of simple roots Π . To extend this to more general situations, we shall introduce in Section 2 a general notion of a root system over a general commutative ring R, in a free R-module U on a basis Π of simple roots, where U is equipped with a suitable R-bilinear form enabling one to define reflections. The main new feature arising in extending the definition of root system to this context is to give suitable natural conditions on the form which ensures one has a representation of the corresponding Coxeter group, and that there is a notion of positivity in R enabling one to speak of positive and negative roots. This is accomplished essentially by imposing the minimal hypotheses needed to ensure these properties for the rank two standard parabolic subgroups.
To do this, one notes that the root coefficients for these dihedral groups are given by (suitably normalized) Chebyshev polynomials evaluated at the negative of the inner product of corresponding simple roots. Specifically, one requires the value v of the form on a pair of roots corresponding to an entry m 2 of the Coxeter matrix, to be such that the value c n (v) at v of an "nth" (in suitable indexing) Chebyshev polynomial c n is positive (with respect to a given partial order on R) if 1 n < m, and zero if m is finite and n = m. In fact, in defining our notion of a based root datum with positivity structure, we take a slightly more general approach closer in spirit to traditional notions of (real) roots systems of Kac-Moody Lie algebras, involving two free R-modules with bases of simple roots and simple coroots, and a pairing of these modules with values in R; however, we ignore this complication here although it requires us to give some properties of "two variable" Chebyshev polynomials in Section 2.
In Section 3, we give examples of such root basis data where R is a number ring in R or a suitable generalized fusion ring; the former provide a more general class of sporadic examples of the same type as the H 4 -E 8 example, and the latter are required for general Coxeter groups for which suitable coefficient rings R for similar embeddings (apparently) cannot necessarily be found as subrings of R
The next general feature of the H 4 -E 8 example which needs to be generalized is the presence of a suitable subring R of R such that R is a free R -module with a distinguished basis {b i } i∈I containing the identity element b i 0 . In the H 4 -E 8 , example, we have R = Z and the distinguished basis is {1, τ }. For such a basis, one may regard U as a free R -module with basis Δ = {b i α | i ∈ I, α ∈ Π}, and define a R -bilinear form on U by composing the R-bilinear form on U with the map i r i b i → r i 0 : R → R . We impose conditions in 4.1 on R, R and {b i } i∈I to ensure that Δ becomes a basis of simple roots for a root system over R in the space U with this resulting R -bilinear form. Then in the remainder of Section 4, we study the Coxeter system (W , S ) attached to the root basis Π , and show that many of the properties observed in the H 4 -E 8 example extend to this general situation. Finally, in Section 5-6, we apply the theory to describe in more detail the embeddings of Z-fusion roots systems and the canonical embedding of the universal symmetric root system in a standard simply laced root system.
Root systems over commutative rings
2.1. Let R be a commutative unital ring. For any x, y ∈ R, we define a sequence c n = c n (x, y) = c R n (x, y) of elements of R, for n ∈ Z, as follows. Set a i = y for even i and a i = x for odd i. Then {c n } n∈Z is determined by the initial conditions c 0 = 0, c 1 = 1 R and recurrence formula c n+1 + c n−1 = a n c n for n ∈ Z. For any homomorphism f : R → R of commutative unital rings, one has f (c R n (x, y)) = c R n (f (x), f (y)). Properties of the sequences {c n } n∈Z are discussed systematically in [5] . We record below from [5] the few simple facts we shall require here.
(a) If n ∈ Z, then c n = d n if n is odd, and yc n = xd n is n is even. (e) For N ∈ Z and t, q ∈ N with c N +tq = 0,
Proof. Parts (a)-(d) can easily be proved by induction on n, and (e) follows from (d). 2
2.2.
There are by [5] unique C N = C N (x, y) = C R N (x, y) ∈ R, defined for all for N 2, all commutative unital rings R and all x, y ∈ R, such that for all n 2, c R n (x, y) = N |n,N 2 C R N (x, y) and for any homomorphism f : R → R of commutative unital rings,
is the minimal polynomial of the algebraic integer 4 cos 2 π N over Q.
We call a tuple
a root basis datum with positivity structure (over the commutative ring R) if the following conditions hold: The Coxeter matrix (m α,β ) α,β∈Π satisfying (vi) is clearly unique, and is called the Coxeter matrix associated to B. We set R 0 = R + ∪ {0}. The conditions imply that R has characteristic zero, and we regard Z ⊆ R and N ⊆ R 0 when convenient. For brevity, we call B just a root basis datum in this paper. Although we shall not adopt this point of view, we note that R is a partially ordered ring, with partial order defined by x y iff y − x ∈ R 0 .
Let B be a root basis datum as in
for all α ∈ Π and m ∈ M, m ∈ M ∨ . We let W (resp., W ∨ ) be the group of R-linear endomorphisms of M (resp., M ∨ ) generated by S := {s α | α ∈ Π} (resp., S ∨ := {s α ∨ | α ∈ Π}). Define the set Φ := {w(α) | w ∈ W, α ∈ Π} of roots of B and the set Φ ∨ := {w(α ∨ ) | w ∈ W ∨ , α ∈ Π} of coroots. The positive roots (resp., coroots) are defined as Φ + := Φ ∩ α∈Π R 0 α (resp.,
The following Proposition collects the general properties of root basis data over commutative rings that we shall use in this paper. We do not give a proof here, since we will provide elsewhere full details of a similar proof of a more general result about reflection representation of Coxeter groups (and Iwahori-Hecke algebras) over possibly non-commutative and non-unital coefficient rings, and the arguments are in any case largely standard.
Proposition.
(a) (W, S) and (W ∨ , S ∨ ) are Coxeter systems, and the map s α → s α ∨ for α ∈ Π extends to an isomorphism between them, which we regard henceforward as an identification. We call (W, S) the Coxeter system associated to B. Proposition. B is a root basis datum (i.e. condition 2.3(vi) holds as well) iff for all α = β in Π , the following hold: Proof. By the definitions, it is sufficient to check this if Π = {α, β} has cardinality two. One readily checks the result if α, β ∨ = 0 or β, α ∨ = 0. Otherwise, one may obviously assume that α, β ∨ < 0 and β, α ∨ < 0 (otherwise, 2.3(vi) fails). Replacing α by cα and α ∨ by c −1 α for some c ∈ R >0 , one may assume that α, β ∨ = β, α ∨ . In this case, the result follows from [7] (see also [5, Appendix] ). 2
3.2.
We call a root basis datum over R as above a standard real root basis datum. We describe the relation of the corresponding real root systems to some of the many others that have appeared in the literature. If M = M ∨ , Π = Π ∨ with ι the identity, ?, ? is symmetric, and α, β ∨ = −2 if m α,β = ∞, then we have essentially the standard reflection representations of Coxeter groups, as defined in [2] and [12] , but with ?, ? equal to twice the standard form of those references. If α, β ∨ ∈ Z for all α, β ∈ Π then we have essentially the contragredient reflection representations of the Weyl group of a Kac-Moody Lie algebra on the real span of its simple roots and simple coroots [13] . If M = M ∨ , Π = Π ∨ with ι the identity and ?, ? is symmetric, the class of reflection representation is slightly more special than that considered in [7] (where simple roots satisfy a weaker condition than R-linear independence). Exactly the above class of root systems and reflection representations considered above appears in [10, (2.11)] and (except Π , Π ∨ may be linearly dependent) in [5] .
3.3.
Above, we obtain a root basis datum B = (R , R + , N, N ∨ , ?, ? , Π, Π ∨ , ι) for any subring R of R containing α, β ∨ for all α, β ∈ Π , with R + = R ∩ R + , N (resp., N ) the R -submodule of M (resp., M ∨ ) spanned by Π (resp., Π ∨ ), and ?, ? : N × N ∨ → R given by restriction of ?, ? . We say that B is obtained by restriction of B to the coefficient ring R .
3.4.
We shall now give examples of root basis data over certain "generalized fusion rings". There is the following formula for the products of Z-basis elements x n of B m : 
3.5.
In this subsection, we assume that m is finite and odd, though some of the results will not require these assumptions. The ring B m has a Z 2 -grading in which the homogeneous component of degree 0 (resp., 1) is spanned by the Z-basis elements x n of B m with n even (resp., odd). 
3.6.
In this subsection, we define the coefficient rings R for the root basis data over commutative rings to be described in 3.7, as coproducts of copies of the Z-algebras B m , B m defined in 3.4 and 3.5.
Suppose given an index set K and for each i ∈ K, an element m i ∈ N 2 ∪ {∞}. Choose for each i ∈ K a commutative unital ring R i (from amongst one or two possibilities specified below up to isomorphism, depending on the parity of m i ) with a standard Z-basis Z i = {z i,j } 0 j<N i (with N i ∈ N ∪ {∞}, z i,0 = 1 R i ∈ Z i ), and a "canonical Z-algebra generator" ω i ∈ R i as follows. For J ⊆ K, let R J := j ∈J R j denote the coproduct of {R i } i∈K in the category of commutative unital Z-algebras, so R ∅ = Z. There are canonical Z-algebra homomorphisms R J → R J for any J ⊆ J ⊆ K, defining a direct system of commutative Z-algebras. Each R j with j ∈ J is naturally a subring of R J and R J has a basis consisting of all products i∈K b i,j i with each 0 j i < N i and j i = 0 for all but finitely many i ∈ K. In fact, this holds for finite J since R J identifies with the tensor product Z-algebra R J = ⊗ j ∈J R j (with each R j Z-free) and then it follows for possibly infinite J ⊆ K, since R J identifies with the colimit (directed union) of the Z-algebras R J 0 for finite J 0 ⊆ J .
Set R := R K . For any subset J of K, R J := j ∈J R j is naturally a Z-subalgebra of R and R is a free R J -module with basis X J 1 R consisting of products i∈K\J b i,j i with 0 j i < N i and j i = 0 for all but finitely many i. There is a R J -linear map θ = θ J : R → R J defined by θ J ( x∈X J c x x) = c 1 R for any c x ∈ R J with almost all c x = 0. The structure constants of R with respect to its R J -basis X J are non-negative integers (in fact, all equal to 0 or 1), and any product of basis elements in X J is non-zero. Proof. This is clear from the above remarks and Proposition 3.1. To see that m α,β is well-defined, note that if ω i ∈ Z, then either m i = 2 and ω i = 0, or else m i = 3, R i = B 3 and ω i = 1. 2
Lemma. Let b = i∈K\J b i,j i ∈ X J and b = i∈K\J b i,j i ∈ X J be standard R J -basis elements of R and let
l ∈ K \ J . (a) θ(bb ) = δ b,b ∈ R J . (b) If R l = B m
3.8.
We call a root basis datum B arising as in Proposition 3.7 a fusion root basis datum. Similarly, it will sometimes be convenient in this paper to refer to the corresponding reflection representations and root systems as fusion reflection representations and fusion root systems.
A special case of the construction is that in which Z = Z, the m i for i ∈ K are pairwise distinct odd primes, and each R i is chosen as B m i . We have then for each i an embedding R i → R as described in Remark 3.5. From the universal property of the coproduct R, we obtain a ring homomorphism R → R which can be shown to induce an isomorphism of R with the ring R = Z[2 cos
In fact, the image of the homomorphism is clearly R , so to prove the map is an isomorphism, one has only to show that the image of the Z-basis X ∅ of R is Q-linearly independent in R. This holds since the subextensions Q(e 2πi/p )/Q and Q(e 2πi/q )/Q are linearly disjoint in R/Q if p, q are coprime positive integers; the latter follows from multiplicativity of the Euler totient function p → ϕ(p) and its interpretation as the degree ϕ(p) = [Q(e 2πi/p ) : Q] of a cyclotomic field extension.
The following is immediate from the definitions. (i) There is a distinguished R -basis {b i } i∈I of R and a distinguished element i 0 ∈ I such that
Lemma. With the identification of R with a subring of R as above, any fusion root basis datum B over R defined in Proposition 3.7 is obtained by restricting, as in 3.3, a standard root basis datum over R (as in Proposition
(iv) For all α, β ∈ Π , either α, β ∨ ∈ R and β, α ∨ ∈ R , or there exists some p ∈ I with α, β ∨ = −b p and β,
We note a few simple consequences of the conditions 4. 
4.2.
Our first observation is that the data in 4.1 determines a root basis datum over R . First, suppose that α, β ∈ Π with α, β ∨ ∈ R and β, α ∨ ∈ R . Then for i, j ∈ I we have
Proposition. Set
Define 
4.3.
We denote the root system of B as Φ and that of B as Ψ , and the Coxeter system associated to B (resp., B ) as (W, S) (resp., (W , S )). To avoid any possible confusion, the bijections between roots and coroots are denoted as ι W : Φ → Φ ∨ and ι W : Ψ → Ψ ∨ ; however, it is harmless to continue to denote ι W (α) = ι W (α) as α ∨ for α ∈ Π . We denote the (R-linear) reflections (on M) in roots of B as s α : m → m − m, ι W α α for α ∈ Φ, and the (R -linear) reflections (on M) in roots of B as r α : m → m − m, ι W α α for α ∈ Ψ . We denote the length functions of (W, S) and (W , S ) as l and l , respectively.
Let G be the set of all invertible R -linear maps u : M → M such that for any finite subset Γ of Ψ , there is some element w ∈ W such that u(γ ) = w(γ ) for all γ ∈ Γ . It is easy to see that G is a group, that W is a subgroup of G and that G acts faithfully as a group of permutations of Ψ . One has W = G if S is finite; in general, G may be regarded as a "completion" of W . Dually, one defines a group G ∨ of invertible R -linear maps of M ∨ , acting faithfully on Ψ ∨ . One may naturally identify G with G ∨ so that for g ∈ G, (g(m), g(m )) = (m, m ) for m ∈ M, m ∈ M ∨ , and ι W (g(α)) = g(ι W (α)) for all α ∈ Ψ (the last condition uniquely determines the identification since ι W is a W -equivariant bijection and G, G ∨ act faithfully on Ψ and Ψ ∨ , respectively).
Remarks. The group G (actually, the isomorphic group of invertible R-linear maps of M acting on each finite rank submodule in the same way as some element of W ) is implicit in [14] . Also, in [17] a combinatorial analogue of the completion G was used to construct buildings. Next, we prove (d). Writing α = w(β) for some β ∈ Π and w ∈ W , we have
as required, making use of the R-linearity of w, the G-equivariance of ι W , the W -equivariance of ι W and noting that ι W ( Observe that by 2.4, if α, β ∈ Φ then s α = s β iff α ∈ Rβ iff α = ±cβ for some positive unit c of R. Similarly, if α, β ∈ Ψ then r α = r β iff α ∈ R β iff α = ±cβ for some positive unit c of R .
4.5.
We now analyze relations between the W and W -actions on Ψ more carefully. The W -action on Φ induces a natural W -action on the power set P(Φ). Define an action of W on Φ + by w · α = w(α) for α ∈ Φ + w ∈ W where ∈ {±1} is chosen so that w(α) ∈ Φ + . Regard the power set P(Φ + ) as an abelian group under symmetric difference, with W -action w · Γ = {w · γ | γ ∈ Γ }. Define Φ w := Φ + ∩ w(−Φ + ) for w ∈ W . Then Φ s = {α ∈ Φ + | s α = s} for any s ∈ S, and Φ xy = Φ x + x · Φ y for any x, y ∈ W , as one readily checks.
Define similarly G-actions on P(Ψ ), Ψ + and P(Ψ + ), and set
Then Ψ s = {α ∈ Ψ + | r α = s} for any s ∈ S , and Ψ xy = Ψ x + x · Ψ y for any x, y ∈ G.
We set N(w) = {s α | α ∈ Φ w } for w ∈ W and N (g) = {s α | α ∈ Ψ g } for any g ∈ G. By 2.4, one has N(w) = {t ∈ T | l(tw) < l(w)} for w ∈ W and N (w) = {t ∈ T | l (tw) < l (w)} for w ∈ W where T := {s α | α ∈ Φ + } and T := {r α | α ∈ Ψ } are the sets of reflections of W and W , respectively. 
Hence Ψ w = Ψ w if l(w) 1. Now we can show Ψ w ⊆ Ψ w for l(w) 2. Suppose that w = s α 1 · · · s α n , with each α i ∈ Π , is a reduced expression in (W, S) for w. Then
to complete the proof of (f). For (g), we observe that for any w ∈ W , we have
where the sets T t for t ∈ T are pairwise disjoint by (d).
Notice that for α ∈ Φ, the maps i → b i α : I →α and i → r b i α : I → T s α are bijections (the later bijection is clear if α ∈ Π is simple, since then r b i α are distinct simple reflections of (W , S ), and it then follows in general since α is W -conjugate to a root in Π ). This proves the first part of (h). If I is finite, then W ⊆ W and for any w ∈ W , we have
Embeddings of Z-fusion root systems
5.1. For a subring Z of R, Z-fusion root basis datums B as in 3.7 give rise to data satisfying conditions 4.1(i)-(v), by reindexing as follows. Suppose that B is attached to Z, K, R, ω l ∈ R l ⊆ R for l ∈ K as in 3.7. Fix J ⊆ K. Let R := R J . Take
5.3.
We summarize the main results of the above discussion for use in [6] . Also, if I is finite, the partition (f −1 (s)) s∈S is an admissible partition of S in the sense of Mühlherr [16] , as follows from Corollary. The main results of [16] imply that (if |I | is finite) l (w) = |I |l(w) for w ∈ W ; this is equivalent to the "cocycle compatibility condition" Proposition 4.5(g) (for the embedding of Z-fusion root systems here). The results of Mühlherr will be extended in [6] , in particular removing the restriction to finite I in their application here. Observe that a morphism (f, i, i ) is uniquely determined by its "coefficient ring homomorphism" f and the map Π → Π arising by restriction of i. We say that a morphism Remarks. The category here has some serious technical disadvantages e.g. due to the assumption that simple roots are linearly independent (see also Remark 6.2). A better category of root systems over commutative rings arises as a subcategory of a category of root systems over (noncommutative) rings which we shall define elsewhere.
6.2.
A root basis datum B over a commutative ring R is said to be symmetric if its "Cartan matrix" ( α, β ∨ ) α,β∈Π (with entries in R) is symmetric.
Fix a Coxeter matrix A = (m i,j ) i,j ∈L where L is some index set. We consider the category C A of symmetric root basis data with a given indexing (bijection) L → Π , with Coxeter matrix (reindexed by L instead of Π ) equal to A. The morphisms of C A are the morphisms of root basis data compatible with the indexing of simple roots by L. We shall write an object of C A in the same way as the underlying root basis datum, suppressing the indexing function from the notation.
We construct an object B A of C A as follows, as an instance of the construction of fusion root basis data in 3.6-3.7. Take K = {{l, l } | l, l ∈ L, l = l } in 3.6, and for i = {l, l } ∈ K, set m i = m l,l . Construct the ring R as in 3.6 with Z = Z, taking each R i = B m i for i ∈ K, and define R + as in 3.7. Let M (resp., M ∨ ) be a free R-module on basis Π := {α l } l∈L (resp., Together with the natural indexing l → α l : L → Π , this defines an object B A of C A as required. We call B A the universal symmetric root basis datum (over commutative rings) with Coxeter matrix A, in light of the following result, the easy proof of which is left to the reader. Proof. This follows at once from the definitions and the observation that in any commutative ring, c l (x, y) is a multiple of c k (x, y) whenever k divides l in Z, as follows from Lemma 2.1(d) or from the formula c n (x, y) = N |n,N 2 C N (x, y) for n 2. 2
