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E G E R V Á R Y JENŐ 
A függőhidak számítására vonatkozó néhány ú j a b b munkában egy olyan 
törekvés ismerhető fel, hogy az infinitezimális műveleteket elkerüljék. Ennek 
során a differenciálhányadosokat differenciahányadosokkal, a folytonosan 
megoszló élő terhet koncentrált erőkkel helyettesítik (vö.: [2]). 
E közlemény í ró ja a lánchidak f ini t számítási módjá t már korábban 
kidolgozta az olyan „egyenletes" lánchidak számára , melyeknek merevítő 
t a r t ó j a állandó inercianyomatékkal bír és melyeknek függesztő rúd ja i ekvi-
disztánsak ( lásd: [3]). 
Az alábbiakban az általános (szakaszonként állandó inercianyomatékú 
és változó hosszúságú szakaszokból álló) lánchidak f in i t elméletét épí t jük ki. 
A rúdelmélet Clapeyron-féle egyenleteinek a következetes használata, 
valamint az esetleg folytonosan megoszló élő tehernek koncentrált erőkkel való 
helyettesítése során keletkező lineáris egyenletek megfelelő tárgyalásához 
mátrixelméleti segédeszközöket veszünk igénybe. Lánchidak alapegyenlete-
ként olyan mátrixegyenlet adódik, melynek ismeretlene a merevítő t a r tó 
lehajlási mátrixa. Ennek a mátrixegyenletnek a megoldásához csupán kon-
t inuáns mátrixok invertá lása szükséges, amire egyszerű, gépi úton is könnyen 
végrehaj tha tó számítási utasítást is ta r ta lmaz a dolgozat. Egy n — 1 függesztő-
rúddal bíró lánchíd esetén a horizontális feszültség növekedése számára 
íi-edrendű egyenletet nyerünk. 
A lánchíd mátrixegyenlete, egy olyan határá tmenetnél , amikor a füg-
gesztőrudak száma minden ha táron túl növekszik, a függőhidak jól ismert 
Melan-féle differenciálegyenletébe megy át. 
Az utolsó fe jezetben megmuta t juk , hogy korábbi dolgozatunknak az 
egyenletes lánchidaltra vonatkozó formulái a jelen dolgozatban közölt ered-
ményeknek speciális esetei. 
Valamely merev vagy rugalmas testekből álló rendszer mechanikai 
vizsgálatához szükséges matemat ikai segédeszközök jellege tudvalevőleg a 
rendszer szabadsági fokainak a számától függ. A technikai szilárdságtannak 
azok a problémái, melyek alapjául a l íooke-törvény szolgál, véges sok szabad-
sági fok esetén lineáris algebrai egyenletekre, végtelen sok szabadsági fokkal 
bíró rendszerek esetén azonban lineáris differenciálegyenletekre vezetnek. 
l) E dolgozat tar ta lmilag egyezik a szerzőnek német nyelvű [1] dolgozatával. 
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Történeti t é n y , hogy a l ineáris differenciálegyenletek megoldási elmélete 
— a Green-függvény, illetve a sa já t függvények felhasználásával — korábban 
fe j lődöt t ki, min t a lineáris algebrai egyenletrendszereknek a mátrixelméletet 
felhasználó, analóg megoldási elmélete. Nyilván elsősorban ennek a körül-
ménynek t udha tó ,be, hogy a függőhidak elméletében eddig m a j d n e m kizárólag 
végtelen sok szabadsági fokkal b í ró modelleket vet tek alapul, melyek lineáris 
differenciálegyenletre vezetnek, ugyanakkor véges szabadsági fokkal bíró 
modellek alkalmazására, melyek lineáris algebrai egyenletrendszerre vezetnek, 
al ig tör tént kísérlet . 
Egy függőhíd alkalmas ma temat ika i modelljének a megválasztásánál 
élesen meg kell különböztetnünk a kábelhidakat és a lánchidakat . 
Egy kábelhíd — melynél egy rugalmas gerenda (merevítő ta r tó) és egy 
egydimenziós, ha j lékony kon t inuum (kábel) véges számú merev függesztő-
r ú d d a l van összekapcsolva —, nagyobb számú függesztő r ú d esetén olyan 
egyszerűbb modellel helyettesíthető, melynél a kábel és a gerenda függesztő 
membránnal v a n n a k összekapcsolva, ez a modell pedig közvetlenül a jól ismert, 
először E. M E L A N á l tal felállított lineáris differenciálegyenletre vezet. 
Egy lánchíd azonban, melynek láncrúdjai és függesztőrúdjai merev 
(vagy legfeljebb hosszirányban nyúlékony) rudaknak tek in the tők , sokkal 
pontosabban és előnyösebben helyet tesí thető egy véges sok szabadsági fokú 
modellel, ha az élő (hasznos) terhelést — melynek matemat ikai lag pontos 
eloszlása sem nem ismeretes, sem gyakorlatilag nem lényeges •—, sztatikailag 
ekvivalens és a függesztőrudak alsó végpontjain t ámadó koncent rá l t erőkkel 
helyet tesí t jük. A lánchídnak ez a „f ini t izál t" modellje •—• a technika i szilárd-
ságban legelemibb tóteleinek alkalmazásával — lineáris algebrai egyenletrend-
szerre vezet, melynél az ismeretlenek száma a függesztőrudak számával egyenlő. 
Jelen dolgozatunkban a f en t i módon f ini t izál t lánchídmodell egyensúlyi 
egyenletrendszerét mátrixelméleti segédeszközökkel felállítjuk és megpldjuk. 
Ezzel egyidejűleg azt az — egyes szerzők eredményei alapján se j the tő — tény t 
is kellő megvilágításba helyezzük, hogy a lineáris differenciálegyenletek elmé-
letéből ismert Green-függvénynek (hatásfüggvénynek), illetve a Green-
függvény bilineáris sorfejtésének f in i t analogonokként a fenti egyenletrendszer 
koeff ic iensmátr ixának inverze, illetve annak spektrálfelbontása felelnek meg. 
Avégből, hogy a látszólag lényegesen különböző módszerek és megoldási 
formulák közti összefüggést és analógiát minél világosabban kifejezésre 
ju t tassuk , párhuzamosan fogjuk tárgyalni az egyetlen függesztőrúddal bíró 
és az n — 1 függesztőrúddal bíró láncbíd, va lamint a végtelen sok függesztő-
r ú d d a l (függesztő membránnal) bíró függőhíd alapegyenleteit. Eközben ki 
fog derülni, hogy noha az egyetlen függesztőrúddal bíró lánchíd tárgyalása 
egy egyszerű technikai-szi lárdságtani gyakorló fe ladat ta l egyenértékű, mind-
azonál tal az abból származó egyszerű megoldási formulák n — 1 függesztő-
r ú d d a l bíró lánchíd esetére is meg ta r t j ák érvényességüket, ha az azokban 
szereplő skalárokat megfelelő mát r ixokka l helyet tesí t jük. 
Ezen tú lmenően k imuta t juk továbbá, hogy az n tagú lánchíd számára 
levezetet t mátrixelmélet i megoldási formulák, те —> oo ha t á rá tmene t esetén a 
TIMOSHENKO, К Л И М А Х , B L E I C H s tb. által kábelhidak számára megadott 
megoldási fo rmulákba mennek á t . 
Eddig á l ta lában függőhidak alapegyenletéről beszéltünk. Tudvalevőleg 
azonban minden rugalmasságtani problémához kétféle alapegyenlet tartozik ; 
nevezetesen feszültségi egyenlet és alakváltozási egyenlet. 
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Valamely függőhíd feszültségi egyenlete (melyben a mereví tő t a r t ó 
hajlítófeszültségi má t r ixa illetve hajlítófeszültségfüggvénye szerepel mint 
ismeretlen) különösen egyszerű alakú. Véges sok függesztőrúd esetén a feszült-
ségi egyenlet együt tha tómát r ixa szimmetrikus kontinuáns, mely tudvalevőleg 
aránylag könnyen invertálható. Végtelen sok függesztőrúd (függesztőmembrán-
nal bíró kábelhíd) esetén a feszültségi egyenlet egy másodrendű lineáris 
differenciálegyenlet, melynek Green-függvénye (hatásfüggvénye) konstans 
keresztmetszet-inercianyomaték esetén explicit megadható, változó kereszt-
metszet-inercianyomaték esetén végtelen sorral ál l í tható elő. 
Valamely függőhíd alakváltozási egyenlete (melyben a mereví tő tar tó 
lehajlási mátrixa, illetve lehajlási függvénye szerepel, mint ismeretlen) lénye-
gesen bonyolultabb mátr ix- , illetve differenciálegyenlet. Egy mátr ixident i tás , 
illetve annak már D . H I L B E B T á l tal felhasznált infinitizemális analogonja 
segítségével azonban lehetővé fog válni, hogy az alakváltozási egyenlet meg-
oldását a feszültségi egyenletére visszavezessük. Ily módon a K Á B M Á N , 
B L E I C H stb. által ta lá l t sorfejtések is beilleszthetők az általános elmélet 
keretébe. 
H a a lánchíd egyenletes (azaz függesztőrúdjai ekvidisztánsak és merevítő-
t a r t ó j a konstans inercianyomatékú), akkor gyakorlati számítás céljából 
legalkalmasabbnak látszik az együt tha tómát r ix jól ismert sajátér tékeinek és 
sa já tmát r ixa inak a felhasználása, minthogy ily módon automat ikusan nyer jük 
a kereset t feszültségi mátr ix, illetve lehajlási má t r ix Fourier-kifejtését. 
Altalános (nem egyenletes) lánchídnál azonban a sa já tér tékek és sa já t -
mát r ixok nem ismeretesek. Ennélfogva ez idő szerint az ál talános lánchidak 
számítását legcélszerűbb az alapegyenletekben szereplő kont inuáns mátrixok 
direkt invertálásával elvégezni. 
Amidőn a jelen munkában a függőhidak számításával kapcsolatban 
annyi ra különböző megoldási módszereket állítunk szembe egymással, mint a 
mátr ixmódszer és az infinitezimális módszer, akkor indokoltnak látszik azok-
nak gyakorlati alkalmasság szempontjából való összehasonlítása. Nyilván 
nem foroghat fenn kétség abban a tekintetben, hogy kevés függesztőrúddal 
bíró lánchíd esetén a mátr ixmódszer a hídban fellépő feszültségeket és alak-
változásokat sokkal pontosabban fogja megadni, mint az infinitezimális mód-
szer. 
Nagy — 30 vagy több függesztőrúddal bíró — lánchidaknál a fent i 
két módszerrel nyer t eredmények közti különbség előreláthatólag oly csekély 
lesz, hogy azt az anyagi állandók bizonytalansága mellett el lehet hanyagolni. 
H a azonban figyelembe vesszük, hogy a differenciálegyenletek megoldó 
formulá i mindig gyakorlatilag kényelmetlen limeszprocesszusokat (Green-
függvény használatánál paraméteres integrált, sa já t függvények használatánál 
végtelen sorokat) t a r ta lmaznak , akkor arra a megállapításra kell ju tnunk , 
hogy a finit mátrixmódszer alkalmazása ez esetben is előnyösebb. 
Minden rendszernél, mely egy vertikális erők által igénybe vet t kábel t 
vagy láncot t a r ta lmaz , tehát függőhídnál is — egy differenciál- vagy mátr ix-
egyenlet megoldásán kívül — még a kábel-, illetve láncfeszültségnek az igénybe-
vétel által előidézett változását, vagyis a horizontális feszültség növekedését 
is ki kell számítani. Ez a számítás általában úgy történik, hogy a keresett 
feszültségnövekedés számára kinematikai és rugalmasságtani meggondolá-
sokkal meghatározó egyenletet ál l í tunk fel, és ennek legnagyobb gyöke szolgál-
t a t j a a keresett feszültségnövekedést. 
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A feszültségnövekedés kiszámítása finitizált lánchíd esetében sem* 
lineáris feladat. Egyetlen függesztőrúddal bíró lánehídnál is másodfokú 
algebrai egyenletet kell megoldani, n —- 1 függesztőrudat tar ta lmazó lánehídnál 
тг-edfokú algebrai egyenlet, kábelhídnál pedig transzcendens egyenlet adódik. 
Ezen egyenletek közelítő megoldására különböző módszereket javasoltak. 
Egyenletes lánchíd esetében a feszültségnövekedés meghatározására 
szolgáló egyenlet olyan alakra hozható, melyből egyetlen pozitív gyök létezése 
felismerhető és az közelítőleg könnyen kiszámítható. 
Általános lánchíd esetén a meghatározó egyenlet közelítő megoldása 
nehézkes feladat. I lyen esetben célszerűbb egy inverz eljárás, melynél a feszült-
ségnövekedést a gyakor la tnak jól megfelelő közelítő ér tékkel előírjuk és ezután 
olyan hídterheléseket veszünk fel, melyek a meghatározó egyenletet kielégítik. 
Hogy a jelen munká t lehetőleg könnyen olvashatóvá tegyük, azt a 
következőképpen osztot tuk fejezetekre. 
1? Az első fejezetben röviden ismerte t jük a lineáris differenciálegyen-
letek és a kont inuánsmátr ixok közti összefüggést. 
2? A második fejezetben idézzük és mát r ixa lakban kifejezzük a vertikális 
erők által igénybe vet t lánc, illetve gerenda jólismert egyensúlyi egyenleteit. 
3? A harmadik fejezet egy két tagú, egyetlen függesztőrúddal bíró 
lánchíd hajlítófeszültségének és lehajlásának elemi ú ton történő kiszámítását 
tar ta lmazza. Egyidejűleg adódik a másodfokú egyenlet is, mely a horizontális 
feszültség növekedését meghatározza. 
4? A negyedik fejezetben megmuta t juk , hogy az előzőleg a két tagú 
lánchíd számára levezetett elemi megoldási formulák n-tagú lánchíd esetére 
is érvényesek maradnak , ha a skaláris mennyiségeket megfelelő mátr ixokkal 
helyettesí t jük. Levezet jük továbbá a lánchíd terhelése és az ennek következ-
tében beálló horizontális feszültségnövekedés közti összefüggést. 
5? Az ötödik fejezetben elvégezzük a ha tárá tmenete t , melynél a függeszt ő-
rudak száma minden ha táron túl növekszik és ily módon megkapjuk a kábcl-
lii dak differenciálegyenletét. 
6? A hatodik fejezetben azokkal az egyszerűsödésekkel és gyakorlati 
előnyökkel foglalkozunk, melyek egyenletes lánchíd, illetve kábelhíd esetén 
bekövetkeznek. 
1. fejezet 
1. §. Ebben a fejezetben rá k ívánunk muta tn i azokra az analógiákra, 
melyek egyrészt a lánchidak f ini t elméletében szereplő kontinuáns-mátrixok, 
másrészt a kábelhidak infinitizemális elméletében szereplő másodrendű 
differenciálegyenletek közt fennállnak. 
Hogy a kontinuánsok és a másodrendű lineáris differenciálegyenletek 
közti összefüggést megvilágíthassuk, néhány fogalmat kell előrebocsátani. 
Ha adva van az oszlop- (vagy sor-) mátr ixoknak egy végtelen sorozata : 
2) j _ _ _ 
ahol a felső index a mátr ixok rendszámát jelenti, akkor ezen mátr ixok mind-
egyikét ábrázolhat juk oly módon, hogy választva egy tetszőleges L > 0 számot, 
az L/n, 2L/n, .. ., (n — 1) L/n abszcisszáknak ordiná taként az / ( п ) mátrix 
/(í1)./г") ' • • • >/n"-i elemeit felel tet jük meg. Előfordulhat , hogy az ily módon nyert 
pontcsoportok minden határon túl növekvő n esetén egy folytonos görbévé 
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sűrűsödnek. Ez esetben azt fogjuk mondani , hogy a mátr ix-sorozatnak a limese 
egy folytonos, egyváltozós függvény. Pontosabban : 
lim /<"> = f(x) , 
П—» со 
ha (0, L) in terval lumban minden x-re 
lim /<">=/(*) . 
n~*oo 
кЦп->х 
Ugyanilyen módon a négyzetes mátr ixoknak valamely G(fI) végtelen 
sorozata konvergálhat egy, a 0 < x, у < L négyzetben definiált G(x, y) 
folytonos, kétváltozós függvényhez. 
Mátrix-szorzatoknak a sorozata megfelelő ha tá rá tmenet esetén egy 
ha tározot t integrálhoz konvergál. Valóban : 
L 
T " T 
lim — " ^ h 
n—ico Ti 
( 1 . 1 ) - * о 
A _ A 
' <J(n)*f(n) = lim V UÍn) fín) = f </(*) /(*) dx 
á i n J 
" t L 
lim -G<")/<"> = lim V Д » ) - = Г f ) / ( £ ) d £ 
N->Œ И N-»«O B = I I 
0 
Fentiekből látható, hogy egy mátrix-szorzatokból álló sorozat limesze nem a 
két limeszfüggvény szorzata, hanem azoknak szorzatintegrálja. 
A mátrix-számítás univerzálitása abban is megnyilvánul, hogy nemcsak 
az integrál , hanem a derivált függvény is előállítható, mint egy mátrix-
szorzat-sorozat limesze. Ha ugyanis az /<п) oszlopmátrixot, melynek elemei 
valamely, a 0 és A helyeken eltűnő, differenciálható f{x) függvénynek /(A/n), 
. . . , /((те — 1) А/те) ér tékei , megszorozzuk a — те2/А2С^п) kontinuánssal, akkor 
L 
1 0 . . . 0 
- C U O / < " > = - -
A 2 0 A 2 
2 - 1 
1 
A ' 2  
те 
/ M 
2 
2 A 
/ 
те 
'("I 
(те - 1) А 
2 / 1 — 1 
1
 те те 
те 
> 
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adódik, a szorzatmátr ix elemei t e h á t az f(x) függvénynek a második különbségi 
hányadosai. H a m á r most f(x) kétszer folytonosan differenciálható, akkor a 
f en t i értelemben a következő limeszreláció adódik : 
l i m — C<"> / < " > = - d L M . 
n-,« L2 dx2 
2. §. Ezen előkészületek u t á n a reciprok mátr ix és a Green-függvény 
köz t i fent emlí te t t analógia könnyen illusztrálható. 
Tekintsük a következő egyenletrendszert : 
( 1 - 2 ) f C
 0 y = q L - . 
L n 
vagy részletesebben kiírva 
— +2 yr Vi+1 
E n n e k a megoldása : 
(1.3) 
L 
n 
L 
I l -
ii 
i = l , 2 , . . . , n - l ) 
У о = Уп = 0 J 
L
 г-1 L 
v a g y a CQ 1 inverznek ismert a l a k j á t felhasználva 
L i(n — j) 
Vi^^Quii — 
y = i n 
ahol 9ij = 
n n 
L j(n — i) 
n n 
ha i < j 
ha i è j • 
Ez az egyenlet (lásd : 2. fejezet , 2. §.) meghatározza egy ж = 0 és x = L 
köz t kifeszített h ú r egyensúlyi a lakjá t , midőn annak x = L/n, 2Ljn, ..., 
(n — 1) L/n p o n t j a i a qx Ljn, q2 Ljn, ..., qn-i L/n transzverzális erőkkel 
vannak terhelve. 
Ha most az (1.2) egyenletben, melyet az n2/L2C0y — q alakban is 
í rha tunk , az n—> oo ha tá rá tmenete t végrehaj t juk , akkor a 
(1.4) d
2y 
dx2 
• q(x) 
összefüggést, vagyis egy olyan hú rnak a differenciálegyenletét nyer jük, melyre 
a q(x) megoszló terhelés hat . Ugyanennél a ha tárá tmenetnél azonban az 
Ljn Cq1 inverz á tmegy a 
l i m 
Л-.00 iL 
— — > x 
П 
iL 
n 
Ák 
n x(L-Ç) 
L 
Щ ь - Щ 
n \ n ) 
ha x ^ £ 
_S{L-x) 
L 
— ha x ^ S 
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formulákba, azaz éppen az (1.4) differenciálegyenlet jól ismert Green-függvé-
nyébe (kifeszített húr hatásfüggvénye). Egyidejűleg (1.3) á tmegy (1.1) f igye-
lembevételével az 
L 
y{x) = J G(kJ)q(Ç)dÇ; y(0) = y(L) = 0 
о 
megoldási formulába. 
3. §. A kábelhidak szokásos elméletében másod- és negyedrendű lineáris 
inhomogén differenciálegyenletek lépnek fel, melyek változó inercianyomatékú 
mereví tő tar tó esetén változó együt tha tókkal bírnak. Egyik megoldási módszer 
fő segédeszköze a 
(1.5) - d ^ L + XQ{x) =
 q{x) 
а х
2 
differenciálegyenlethez és az 
( 1 . 6 ) 2 / ( 0 ) = z / ( i ) = 0 
kerületi feltételekhez ta r tozó G(x, f ; Я) Green-függvény. q(x) egy állandó 
faktortól eltekintve az x helyen muta tkozó inercianyomaték reciprokát 
jelenti, és L hosszúságú szimmetrikus híd esetén kielégíti a q(x) = q(L — x) 
relációt. Ebben az esetben a G(x, f ; Я) Green-függvény a megfelelő 
(1.7) d ^ L - X Q { x ) y ^ Q 
dx2 
homogén egyenlet egyetlen part ikulár is megoldása segítségével következő-
képpen szerkeszthető meg. 
Legyen u(x; Я) az (1.7) differenciálegyenletnek az «(0; Я) = 0, u'x(0; Я) = 1 
kezdeti feltételek ál ta l egyértelműen meghatározot t megoldása ós tegyük 
fel, hogy u(L; Я) ф 0. Ekkor a kereset t Green-függvény 
G ( » , ! ; A ) = 
u(L ; Я) 
и{ф,Х)и{Ь-хф)
 ha 
u(L ; Я) 
és az (1.5) inhomogén egyenletnek az (1.6) kerületi feltételeket kielégítő 
megoldása 
y ( * ) = J ö ( ® , f ; A ) g ( f ) á f 
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4. §. Je len m u n k á b a n kiépí t jük a lánchidaknak egy elméletét , melyben 
kétszeresen szimmetrikus kont inuánssal bíró lineáris egyenletrendszerek 
k i tün te t e t t szerepet j á t szanak . Ezek az egyenletek — mátr ix-sz imbólumokkal 
írva — a következő alakot veszik fel : 
С y = 
<h - h 0 . . 0 0 
a2 -b2 .. 0 0 
0 
~b2 a3 • • 0 0 
0 0 0 . . . an- 2 —bn-2 
0 0 0 . . . —bn-2 an-1 
У\ 
Уч 
Уз 
Уп-г 
Уп-1 
Яг 
Яч 
Яз 
Яп-2 
Яп-1 
<1 
I t t a híd sz immetr iá ja m i a t t А
К
 = А
П
~К, Ъ
К
 = Ъ
П
-
К
-\. Az У = С - 1 f/ megoldás 
előállításához szükséges С - 1 inverz má t r ix numerikus kiszámítására e helyen 
egy gyakorlat i lag jól használha tó számítási u tas í tás t adunk meg, mely kihasz-
nál ja a reciprok mátr ix és a Green-függvény közt i fentebb i l lusztrál t analógiát . 
Számítsuk ki az 
ul — b1 u2 
— bx ux + 0-2 w2 — b2 u3 
= 0 
= 0 
— bn_3Un-3 + ön-2 Un-2 — bn-4,Un-x = 0 
homogén l ineáris egyenletrendszernek az u0 = 0, u x = 1 kezdet i feltételek 
á l ta l egyér te lműen meghatározot t megoldását , felhasználva az alábbi rekurziós 
formulát : 
(1.8) uk+1 = 
ak щ — bk-1 uk-г 
bk 
(k = 1 , 2 , . 
Tegyük fel továbbá, hogy 
un = an-iun-i — Ьп-гип-чф 0 
Ekkor a C _ 1 inverz m á t r i x n a k <7,^  elemeit a 
Ui Un — j 
(1.9) 9ij 
Un 
UjUn-j 
Un 
ha i j 
ha i á j 
(b j : 1 , 2 , 
, n 1) 
. , n - 1 ) 
fo rmulák a d j á k és az adot t inhomogén egyenletrendszer megoldása : 
(1.10) 
n - l 
Vi = ^ 'Jij 9, > • = 1 , 2 , ,71 1) • 
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Az infini tezimális és a f in i t módszer kr i t ika i összehasonl í tásánál figye-
lembe kell vennünk , hogy az (1.7) homogén differenciálegyenlet u(x; A) meg-
oldásának a tényleges előállí tása variábil is q(x) esetén mindig vég te len pro-
cesszusokat , pl. A szerinti sorbafe j tés t igényel. Ezzel szemben a megfelelő 
homogén algebrai egyenletrendszernek a megoldásához csupán véges számú 
a lapművele t elvégzése szükséges. 
2. fejezet 
Függőleges erőkkel terhelt lánc egyensúlya 
1. §. H a egy (függőleges síkban levő) те-tagú A0, Ax, ..., An l ánc (1. ábra), 
melynek &-adik csuklója, Ak, (xk, у к) k o o r d i n á t á k k a l rendelkezik, és arra 
qk függőleges erő ha t , ezen erők h a t á s a a la t t egyensúlyban v a n , akkor a 
Vk-i 
Ук*1 
Ук 
1 
Akt 
А-к+1 
^ s u Л * — — ' 
Як
 Sk ГА  
Ik-;,:-. lk.k+l 
* г X 
xk-1 
с 
X k 
1. á b r a 
« f t + 1 
tk-\,к feszültségek, a koord iná ták és az e rők közöt t az alábbi összefüggéseknek 
kell fennál laniok : 
(2 .1 ) 
(2.2) 
Ж
А
_1 — Xk Xk+1 — xk 
tk-l,k h tk,k+1 — U 
Sk-l,k Sk,k+1 
. Ук-1 — Ук,. Ук+1 — Ук ,
 n tk-l,k h tk,k+1 : h Ук = о 
Sk-l,k Sk,k+1 
А (2.1) egyenletekből következik , hogy a tktk+1 húzófeszültségnek a 
tk,k+i {Xk+i — Xk)lsk,k+i vízszintes komponense az egész lánc m e n t é n állandó, 
azaz 
(2.3) 
"01 
о
 t -"a 
b n — 12 
12 
•I"n xn — 1 
— 1, n 
tn-l,n A . 
H a a ífc, fc+i/Sfc, fc+i mennyiségeket (2.3) segítségével a (2.2) egyenle-
tekből e l iminál juk , akkor 
(2.4) 4 Ук+1 — у к _ У к — у к-1  \хк+1 — хк хк — хк-1 + Як = О 
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adód ik . Je löl jük az egyes l ánc t agok vízszintes vetületeinek a hosszát , vagy is 
az Xk+1 — Xk di f ferenciákat lu, fc+i-gyel. Ekkor a lánc (2.4) egyensúlyi egyen-
letei a következő a lakot öltik : 
(2 .6) 
— 7 - У 0 + 
1
 ,
 1 
— + — Wi 
"01 4 2 
"2/2 
"12 
1
 , l 1 • 1 \ 1 
— 2 / i + — + — 2 / 2 - — 2/3 
4 2 V"12 ' 2 3 / 4 3 
h 
h 
1
 , / 1 , 1 1 1 
* « - » + Г — + i — г * - 1 ' } — 
« • n — 2 , n - l "Ti—2, п—1 « t i — l , n ' С П — l , n 
2/n 
I t t az 7/0 és т/„ kerületi é r t é k e k tetszőlegesen előírhatók és ekkor a t ö b b i 
У1,2/2 2/n-i o r d i n á t á k a t a (2.5) egyenletek egyér te lműen megha tá rozzák . 
A következőkben az 
(2.6) 2/0 = Уп = 0 
ese t v izsgálatára szor í tkozha tunk . H a beveze t jük а С sz immetr ikus kon t i -
n u á n s t , t ovábbá az у és q osz lopmatr ixokat : 
(2.7) 
C = 
a k k o r a (2.5) egyensúly i egyenleteket és a (2.6) ke rü l e t i fel tételeket a következő 
mát r ixegyenle tbe fogla lha t juk össze : 
7 - 1 1 l - l 
«•01 «12 
7 - 1 
«12 • • • 0 2/1 il 
/ - I 
«•12 
7 - 1 1 7 - 1 
«•12 «23 0 2/2 ii 
f 
. 4 = • 
0 0 Inh 4 - 1 - 1 , n — 1 «•n-l, n _ Jn-1_ JLn-1_ 
(2.8) 
« » - I « - ' 
Innen a l ánc egyensúlyi helyzetének megfelelő yk c suk lóord iná táka t 
m i n t a qk terhelő e rők függvényét közvetlenül n y e r j ü k a következő a lakban : 
y = -C-iq . 
h 
Könnyen igazolható , hogy az i t t fellépő rec iprokmát r ix explicit a l a k j a 
a következő : 
/ 0 1 hn loi lin • / o i / n - l , n 
( 2 . 9 ) 
Ion 
loi lin loi lin • /02 ln-l,n 
• • 
_loiln-l,n loi / n - l , n • • lo, n — 1 In—1, n 
i t t lij (г < j) az Z / , , + 1 + / , + I , í + 2 + • • • +lj-i,j hosszúságot jelenti . 
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H a a (2.8) egyenlet m indké t oldalát ba l ró l az e* = [1, 1, . . . , 1 ] sor-
vek tor ra l szorozzuk, 
^01 ln — l,n h h 
adódik . Ez az egyenlet összefüggést állapít meg az össztehernek a horizontális 
feszültséghez való viszonya és a szélső l áncrudak haj lásai közö t t . 
azaz 
2. §. H a az összes függőleges terhelő erők egyenlők és ekvid isz tánsak , 
3 l = ? 2 = • • • = Яп-i = Я 
• •
 =
 »п—l, n = ' I 
akko r 
(2.10) ^ = c = I c 0 = -
l l 
hl — ^12 
" 2 - 1 0 
- 1 2 — 1 
0 — 1 2 
0 0 0 
0 0 0 
0 " 
0 
0 
2 — 1 
- 1 2 
q = qe=q 
és (2.8), (2.10) szer int 
" h ^ 2 h 
1 ( т е - 1 ) " 
2 (те — 2) 
_ (те — 1 ) 1 _ 
vagyis va l amenny i lánccsukló az 
(2.11) у = -±-a:(nl — a;) 
2hl 
parabo lán fekszik. 
Az (те — 1) q össztehernek a h horizontális feszültséghez való viszonya 
ez esetben 
( т е - l ) g _ У1 + Уп-i _ ^Ух 
h l l 
A legmélyebb csukló, i l letve csuklópár o r d i n á t á j a (2.11) szerint 
g те2 — 1 
h 8 
Я_ 
h 8 
I pá ra t l an те-re 
páros и-ге. 
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Az 1. fejezetben k imuta t tuk , hogy a — C0 y mátrix-szorzat elemei a 
, • • • > 2 / n - i > 0 
számsorozat második differenciáival egyenlők. H a most (2.8)-ban az 
nl = L; C = - ^ C 0 ; qk = qi— 
L \ n I n 
helyettesítéseket végezzük (itt q(x) jelentse az x helyen a hosszegységre eső 
megoszló terhelést), akkor az 
n 1 L 
rrC
 0y = — q — L h n 
egyenletet , és innen az l = L/n—*-0 ha tá rá tmene t te l a jól ismert 
differenciálegyenletet nyer jük , mely egy kötélnek a q(x) megoszló terhelés 
hatása a l a t t elfoglalt egyensúlyi a l ak j á t határozza meg. 
Függőleges erőkkel terhelt gerenda egyensúlya 
3. §. Vizsgáljunk egy egyenes rugalmas gerendát , mely terheletlen 
ál lapotban az ж-tengely (0, L) szakaszával esik egybe, és végpont ja iban 
t ámasz tva van. Osszuk fel a gerendát a 
0 = x0 < x1 < x2 < . . . < xn-i < xn = L 
abszeisszájú pontokkal az lkjk+1 = %k+1 —%k hosszúságú (хкук+1) szakaszokra. 
Az {Xk,k+1) szakasz keresztmetszetének inercianyomatéka legyen Jk.k+1, 
a gerendaanyag rugalmassági modulusa pedig legyen E. 
H a ez a gerenda az xk osztáspontokban t á m a d ó transzverzális qk erők 
hatása a l a t t egyensúlyban van, akkor az ezen pon tokban fellépő mk hajlító-
feszültségek, vk lehajlások és a qk erők között az a lábbi összefüggéseknek kell 
fennállaniok : 
Vk+1 — Vk _ Vk — Vk-1 
(2.13) * M f l l k ~ 1 ' k 
, 1 ( lk,k+l ,
 0/ lk,k+1 , h-l,k l . lk-l,k \ r, 
~ ^ F \ T ~ ~ m k + 1 W — + T ^ R K + T^-™"-* = ° 
OJb {Jk,k+1 \Jk,k+1 Ufc-l.fc' Jk-l,k I 
( 2 U ) m k + 1 - m k _ m k - m k - 1 + q ^ o 
h,k+1 hc-l,k 
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Ha most még a (2.7) mátr ixokon kívül а К haj lékonysági má t r ixo t 
és az m , v oszlopmátrixokat is bevezet jük : 
(2.15) 
K = 
6 E 
01 + h 
Joi ^12 
J 12 
12 
12 
42 1 23 
Jl2 J 21 
— — 
— — 
m 1 V l 
m 2 4 
, m = , V — 
-
Vn- 1_ 
akkor a (2.13) és (2.14) egyensúlyi egyenletek és a t ámasz to t t végeknek meg-
felelő 
( 2 . 1 6 ) 2/o = 2/n = 0 , m0 = mn — 0 
kerületi feltételek az alábbi mátr ixegyenletekbe foglalhatók össze : 
(2.17) Сю = К m 
( 2 . 1 8 ) С m = q . 
Н а ezen egyenletekből m-e t kiküszöböljük, akkor a következő a lakban 
kapjuk meg az összefüggést a vk lehajlások és a qk transzverzális erők közöt t : 
CK-1 С V = q 
Ю = С ~
1
К С - i g . 
4. §. Egyenletes lánchíd esetén a gerenda egyenlő szakaszokra van osztva 
és keresztmetszetének inercianyomatéka állandó : 
l01 = = .. . = l ; J01 = J12 — С = C0 . 
А К hajlékonysági mátr ix ebben az esetben kifejezhető C0 és az E 
egységmátr ix segítségével : 
K = — 
EJ 
' A i о 
6 6 
1 4 1 
6 6 6 
1 ф 
6 6 
EJ\ 
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Н а а К és С mát r ixok ezen kifejezéseit a (2.17) és (2.18) egyenletekbe 
helyettesí t jük, akkor azok az 
E J
 C 0 » = | E - l c 0 ) m 
l2 \ 6 
1
 г 
yC
 0m = q 
egyszerűbb a lakba mennek á t . 
H a ezekben a mátr ixegyenletekben az 1. fejezet 1. §-ban részletesen 
leírt ha tá rá tmene te t elvégezzük l — L/n, esetére, akkor az a lább i 
jól ismert differenciálegyenleteket nyer jük :s) 
(2.19) = 
dx2 
( 2 , 0 > 
Ezek a q(x) transzverzális megoszló terhelés a lat t álló gerenda v(x) l eha j lásá t 
és m(x) hajlítófeszültségét határozzák meg. 
3. fejezet 
1. §. -Kéttagú lánchíd alapegyenletei és azoknak megoldása 
A most tárgyalandó lánchíd két lánctagból, egy függesztőrúdból és egy 
támasztot t gerendából áll. 
A 2a. ábra azt az állapotot m u t a t j a , midőn a láncot csupán a p hol t 
teher (önsúly) terheli (vagyis az az erő, mely a gerenda-középpont és a t ámasz-
táspontok koll ineári tásának fenntar tásához szükséges). Ebben az á l lapotban 
a lánc egyensúlyi egyenlete (2.18) szerint 
(3.1) 2Ly = } - p . 
I h 
Terheljük most a gerendát középpont jában q transzverzális erővel 
(élőteher, 2b. ábra). Ennek a tehernek valamely q részét a lánc hordja , és 
ennek fo ly tán feszültségének h horizontális komponense H - r a változik. E b b e n 
az állapotban az egyensúlyi egyenlet 
(3.2)
 + = + . 
t H 
2) Lásd pl.: [6], 268—269 oldalak. 
A FÜGGŐ HIDAK ÁLTALÁNOS ELMÉLETÉNEK MEGALAPOZÁSA 17 
A (3.1) és 3.2) egyenletek kivonásával nye r jük a lánc alakváltozási egyenletét : 
2 1 („ H-h 
l V = h { q h ~ V 
A gerenda q — g te rhe t hordoz, t ehá t annak közepén a hajlítófeszültség:3* 
( g - g ) * (3.4) 
és a lehajlás : 
(3.6) 
m • 
V 
2 
( g - g ) * 3 
6 EJ. 
шгшгшшгш 7Z77, 
2a. áb ra 2b. ábra 
Ha a (3.4) és (3.5) egyenletekből g- t e l iminál juk,akkor a hajlítófeszültség, 
lehajlás és a terhelés közöt t az alábbi összefüggés adódik : 
(3.6) 2 2 H H-h 
— m A V = q V 
l l h 
Ha azonban (g — q )-t a (3.4) és (3.5) egyenletekből elimináljuk, akkor 
a hajlítófeszültség és a lehajlás közt fennálló 
(3.7) 2 4 1 — V = 
l QEJ 
m 
összefüggést nyer jük. H a már most w-vek innen származó értékét (3.6)-ba 
helyettesí t jük, akkor a lánchíd „feszültségi egyenletéhez" jutunk : 
(3.8) 2 ál \ H-h b H m = q V . 
I 6 EJ) h 
3) Lásd pl.: [6], 680—681 oldalak. 
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Innen a hajlítófeszültség explicit formulá ja : 
H-h q p 
(3.9) m = . 
А + я-lL 
l 6 EJ 
A hajli tófeszültségnek a lánc közreműködése fo ly tán bekövetkező 
csökkenése világosan felismerhető, ha a (3.9) egyenlettel a d o t t értéket a (3.4) 
egyenletből (a lánc h iányában) adódó 
ql 
• m = —-
2 
értékkel összehasonlítjuk. 
Ha végül a (3.7)-ből adódó m értéket (3.6)-ba helyet tesí t jük, akkor a 
lánchíd „alakváltozási egyenlete" adódik : 
,„ iQ EJ 2 H\ H-h 
3.10 ® = g V 
( í 3 I J h 
és innen a lehajlásnak az explicit formulája 
H-h 
q — V 
(3.11) V = h 6 EJ
 ( 2H 
A lehajlásnak a lánc közreműködésétől származó csökkenését ezen 
formulának (3.5)-tel való összehasonlítása muta t ja . 
A lehajlásnak (3.11) formulája még a következő alakban is í rha tó : 
И / 2 ! - 1 í 2 , TT 4 М _ 1 1 / H — h 
(3.12) v = - \ \ - \ - - + H—- g p H \ \ l ) \l 6 EJ] j\ h 
mely később különösen célszerűnek és ál ta lánosí thatónak fog bizonyulni. 
2. §. Összes formuláinkban előfordul a megváltozott és egyelőre ismeret-
len H horizontális feszültség. Ennek a kiszámítása céljából a lánctagok nyúlási 
viszonyait kell figyelembe venni. 
Mindkét lánctag re la t ív nyúlása a középső csuklónak v vertikális elmoz-
dulása fo ly tán (magasabb rendű kis mennyiségek elhanyagolása mellett) 
As_ _ ]/> + (У + v)2 — 1ll2 + y2 _ yv^ 
s ~ s2 
vagy y-nak (3.1)-ből eredő értékét felhasználva : 
(3.13) _ 
s 2hs2 
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Másrészt a teljes feszültségnövekedés a lánctagokban ( Я — h)sjl, t ehá t 
a nyúlási egyenlet : 
As H — h s 
ahol F a tagok keresztmetszetének területe. A (3.13) és (3.14) egyenletekből 
h(H - h) „ s3 (3.15) v = — - 2 — 
v
 ' pEF P 
következik. 
Ha végül v-t a (3.11) —(3.15) egyenletekből elimináljuk, akkor H meg-
határozására szolgáló fent emlí tet t másodfokú egyenletet nyer jük : 
Я — h 
q V 
h h(H - h)
 a s
3 
(3.16) = — 2 — . 
У
 ' EJ H pEF Р 
6 h 2 — ' 
P l 
Ennek az egyenletnek pozitív q esetén mindig pontosan egy olyan Я 
gyöke van, mely nagyobb, mint h. 
4. fejezet 
Egy n-tagú lánchíd mátrixegyenletei és azok megoldása 
Vizsgáljunk most egy olyan lánchidat , mely n lánctagból, n — 1 füg-
gesztőrúdból és egy végpontjain támasz to t t gerendából áll (3. ábra). Jelöljék 
2 A Matemat ika i K u t a t ó Intézet Közleményei II . /1—2. 
20 EGEHVLRY JE-ХБ 
•••>1п-г,п a gerendaszakaszok hosszá t ; 
•/nl, ,/12, ...,Jn_ln a keresztmetszetek inerc ianyomatékai t ; 
5 o i > s i 2 > • • •>
 sn-i,n a lánctagok hosszát ; 
Уо — 0. Уъ У2> • • • ' Уп-1. Уп — 0 a lánccsuklók ordinátái t ; 
Pi, Pi, ..., Pn-i a gerendacsomópontok kollinearitásának fennta r tásához 
szükséges, az egyes lánccsuklókra holt teherként ható erőket. 
A híd szimmetr iá ja folytán fennállnak az alábbi egyenletek : 
h-l,k —ln-k,n-k+1 > Pk — Pn-k , 
Jk-l,k = Jn-k,n-k+l , Ук=Уп=к , 
Sk-l,k = Sn-k,n-k+l • 
H a a lánc a holt teher ha tása a la t t egyensúlyban van, akkor a (2.8) 
egyenlet szerint fenn kell állni a 
(4.1) Cl 
egyenletnek, ahol С és у a, (2.7)-ben bevezetett mát r ixoka t , p a plt p2, . . 
Pn-i holt terhek má t r i xá t és Л a kezdeti horizontálfeszültséget jelentik. 
Legyen ezek u t á n a gerenda (merevítő tar tó) csomópontjaiban a 
. ? 2 . ,Яп-í , 4 
9fi 
92 
_9n-i_ 
vertikális erőkkel (élő teher) terhelve. 
A lánc ennek a tehernek egy bizonyos q részét fogja hordozni, és ennek 
folytán csuklói vertikális elmozdulásokat szenvednek, melyek egy v oszlop-
mát r ixba foglalhatók össze, továbbá a láncfeszültség horizontális komponense 
H-га fog változni. 
Ebben az ál lapotban a lánc egyensúlyi egyenlete a következő : 
(4.2) 
С ( î f + t>) = — ( p + § ) . 
H 
A (4.1) és (4.2) egyenletek kivonásával nyer jük a lánc alakváltozási 
egyenletet : 
(4.3) С v • 
H ч 
H-h 
, 1 . 
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Alkalmazzuk már most a gerenda számára a 2. fejezetben levezetett 
egyensúlyi egyenleteket. 
A gerenda a q — q terhet hordozza és az innen származó m hajl í tó-
feszültségi mátr ixot (2.18) szerint az alábbi egyenlet határozza meg : 
(4.4) С m = q—q . 
А V lehajlási mát r ix és az m hajlítófesziiltségi mátrix közt (2.17) szerint 
fennáll a következő egyenlet : 
(4.5) C » = K m . 
H a q-t a (4.3) és (4.4) egyenletekből elimináljuk, akkor a következő 
összefüggés adódik a hajlítófeszültség, a lehajlás és a terhelés között : 
j j д 
(4.6) С ( m + H v ) = q p . 
h 
Ha most Си-nek (4.5)-ből adódó értékét (4.6)-bahelyettesí t jük, akkor a 
lánchíd feszültségi egyenletét nyer jük : 
(4.8) (C + Я К) m = q - H ~ h
 p . 
h 
Innen a hajlítófeszültség explicit formulája : 
(4.9) m = + 
Ha végül m - n e k (4.5)-ből adódó értékét : K _ 1 C ü - t (4.6)-ba helyette-
s í t jük, akkor a lánchíd alakváltozási egyenletéhez ju tunk : 
(4.10) (CK- 1 С + Я C) « = г / - H ~ h p . 
h 
A V együt tha tó mátr ixának a kiszámítása, t ehá t látszólag az invertálása 
is rendkívül nehézkes és bonyolult. Azonban egy alkalmas identi tás felhasz-
nálásával a (3.12)-vel analóg megoldási formulát fogunk t u d n i megadni. 
E mátrixidenti tás a következő : 
(CK"1 С + Я С)- 1 = {CK-1 (С + Я К) j - 1 = 
(4.11) 
= (С + Я К ) - 1 К С - 1 = Я - 1 { С - 1 - (С + Я К ) - 1 } . 
A lehajlásnak explicit, gyakorlat i számításra alkalmas formulája t ehá t 
a következő : 
(4.12) г ^ Я - ^ С - 1 - ( C + H K ) ~ 1 } { q - H ^ ~ p 
2 * 
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A (4.9) és (4.12) fo rmulák összehasonlításából l á t ha tó , hogy az m haj l í tó-
feszültségí mát r ix k iszámí tása u t á n a v lehajlási m á t r i x n a k a k iszámítása 
fe l tűnően egyszerű f e l ada t , mert az ennek fo lyamán szükségessé váló C _ 1 
rec ip rokmát r ixo t a (2.9) képlet explicit a lakban a d j a meg. 
H a a jelen pa r ag ra fu sban levezetet t formuláka t egyet len függesztőrúddal 
bíró l ánch íd ra a lkalmazzuk, akkor az összes mát r ixok skalárokra redukálód-
nak és ped ig a híd sz immet r i á j a fo ly t án 
C = A ; K = A — 
l 6 E.J 
lesz. Ez ese tben a (4.1)—(4.12) egyenletek a (3.1)—(3.12) egyenletekbe mennek 
á t . Ezzel k i m u t a t t u k , hogy az и - t agú lánchíd egyenletei a 3. fe jezet elemi, 
skalár egyenleteiből, megfelelő m á t r i x o k helyettesítésével szá rmaz ta tha tók . 
Analógia muta tkoz ik a H meghatározására szolgáló egyenlet felállítá-
sánál is. 
H a a &-adik lánccsukló koord iná t á i terhelés e lő t t , illetve u t á n (xk, yk), 
illetve (xk + uk ; yk + vk), akkor s ^ + i - n e k A s j ^ + i növekedését az 
« 
(«fc,ft+1 + A Sk,k+l)2 — 4,k+i = 
= (Xk+1 + Uk+1 — Xk - Uk)2 + (Ук+l + Vk+1-yk- Vk)2 — {Xk+1 - Xk)2 — (Ук+1 - Ук)2 
egyenlet határozza meg. I nnen — magasabbrendű kis mennyiségek e lhanya-
golásával — 
Sk,k+i Ask,k+i = (ajft+i — xk) (iífc+i — Uk) + (ук+i — У к) (vk+i — vk) 
adódik. 
H a ezeket az egyenleteket (lk,k+i = xk+i — XFC-val való osztás után) 
]c = 0-tól к = n — l - ig összegezzük, a k k o r 
( 4 . 1 3 ) V
 = g { U k + i _ щ ) + yjEtlEZl* { V k + i _ V k ) 
Í~?q lk,k+1 ^ o Xk+i—Xk 
adódik. 
H a a lánc szélső csuklói rögzí te t tek, akkor 
n-1 
У (Uk+1 — Uk) = 0. 
k=0 
T o v á b b á (4.1)-re való t ek in te t t e l n y e r j ü k , hogy 
V Ук-1 ~ J k Ы г - V k ) = y ( y j L Z ^ l _
 Vk = (C y)* v = A p*v. 
ifr^Xk+í — Xk \xk — Xk-1 xk+1 — xkl h 
Az sk,k+i hosszúságú lánctag nyú lás i egyenle te : 
Ask,k+i _ H — A sk,k+i 
sk,k+1 EE lk,k-Vl 
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Ezen értékeknek a (4.13) egyenletbe való helyettesítése u t á n 
EF £ l\k+1 
vagy a (4.12) egyenlet figyelembevételével 
(4.14) p* { C _ ï — (С -f H К ) - 1 } L - = Ш ^ т y < 
M h ! EF Ai n 
k+1 
k=о lk,k+l 
adódik. 
Ez az n-edfokú algebrai egyenlet ha tá rozza meg a H horizontális feszül t -
séget, mint a hídkonstánsoknak és a terhelésnek a függvényét . 
5. fejezet 
Végtelen sok tagú lánchíd (kábelhíd) differenciálegyenlete és annak megoldása 
Vizsgáljuk most az w-tagú lánchídból n —> °° esetben keletkező függő-
hidat , mely egy kábelből, egy függesztőmembránból és egy L hosszúságú 
támaszto t t gerendából áll. 
Jelöljük 
a keresztmetszet inercianyomatékát az x helyen J(cc)-szel ; 
a kábel ord iná tá já t az x helyen y(x)-szel ; 
a gerenda egyenes a lak jának fenntar tásához szükséges, holt t eherként 
ha tó , megoszló terhelést az x helyen és a hosszegységre vona t -
koz ta tva p(x)- szel. 
A híd szimmetr iája fo ly tán fennállnak az alábbi egyenletek : 
J(x) = J(L-x) , y(x)=y(L—x) ,p(x) = p(L — x) . 
Ha a kábel a holtteher hatása a la t t egyensúlyban van, akkor (2.12) 
szerint fenn kell állnia a 
( 5 . 1 ) 
ax2 h, 
differenciálegyen let nek. 
Terheljük most a gerendát q(x) megoszló vertikális terheléssel (élő teher ) . 
A kábel a tehernek egy bizonyos q (x) részét fog ja hordani, ennek folytán a n n a k 
pont ja i v{x) vertikális elmozdulást szenvednek és a A horizontális feszültség 
H - r a fog változni. Ebben az állapotban az egyensúlyi egyenlet : 
(5.2) ~ f - { y ( x ) + v ( x ) } = ± { p ( x ) + q ( x ) } . 
ax2 H 
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(5.1)-ből és (5.2)-bői következik : 
d2v(x) 1 I . H — h Л 
(5.3) _ _ e _ { g ( a f ) T « X ) ) - . 
A gerenda a q(x) — q(x) terhet hordozza és az ennek folytán benne kelet-
kező m(x) ha j l í tó feszültséget (2.20) szer int az alábbi differenciálegyenlet 
határozza meg : 
(5.4) _
 = . 
A v(x) lehaj lás és az m(x) hajlí tófeszültség között (2.19) szerint fennál l a 
(5.5) -
dx2 EJ(x) 
differenciálegyenlet. 
Ha (5.3)-ból és (5.4)-ből q(x)-et elimináljuk, akkor 
(5.6) ^ ^ _ { m { x ) + H v ( x ) } = q ( x ) - I Í ^ p ( x ) . 
dx2 h 
adódik. H a d2v(x)/dx2-nek (5.5)-ből adódó értékét (5.6)-ba helyet tesí t jük, 
akkor a kábelh íd feszültségi (differenciál-)egyenletét nye r jük : 
(5.7) - : ^ + m(x) = q{x) - ^ ^ . 
dx2 EJ(x) h 
A támasztásnak megfelelő kerületi fel tételek : 
(5.8) m{0) = m(L) =-- 0 . 
•Ha t o v á b b á т(ж)-пек (5.5)-ből adódó értékét (5.6)-ba helyet tesí t jük, 
akkor a lehaj lás számára a jól ismert Melan-féle differenciálegyenletet 
nyerjük : 
(5.9) E J ^ l - H ^ ^ q ^ - ^ p i x ) . 
dx4 dx2 h 
Ezt a differenciálegyenletet az alábbi kerület i feltételek mellet t kell megoldani : 
(5.10) w(0) = v"(0) = v{L) = v"(L) = 0 . 
A függőhidakkal foglalkozó dolgozatok többségében a Melan-féle 
differenciálegyenlet direkt tárgyalását t a lá l juk . Az előző paragrafus eredményei, 
különösen az ottani (4.12) inverziós fo rmula közelfekvővé teszik, hogy a 
Melan-féle differenciálegyenletet a Green-függvóny segítségével a feszült-
ségi egyenletre vezessük vissza. 
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Ebből a célból a következőképpen j á r h a t u n k el. Legyen G(x, £ ; A) a 
d2z X (5.11) z = 0 
v
 dx2 EJ(x) 
differenciálegyenletet és a 
(5.12) 2(0) = z(£) = О 
kerület i fe l té te leket kielégítő Green-függvény. H a átmenet i leg bevezetjük az 
r{x) = q(x) - H h p{x) 
h 
rövidebb jelölést, akkor a f e n t i Green-függvény segítségével — mely m o s t 
az inverz m á t r i x szerepét veszi á t — az m(x) haj l í tófeszültség számára az 
(5.7) feszültségi egyenletből a következő explici t kifejezést nye r jük : 
L 
(5.13) - m(x) = I" G(x, £ ; H) r(£) d£ . 
á 
A v(x) lehaj lás azonban (5.5) szerint ugyancsak az (5.11) differenciál-
egyenletnek felel meg Я = 0 pa raméte r é r t ék mellett és ugyanazoknak a 
(5.12) kerület i fel tételeknek, következésképpen a G(x, £ ; 0) függvény segítsé-
gével explicit előállí tható : 
L 
- v(x) = ( G(x, £ ; 0) - - m ( £ ) d£ . J EJ (£) 
• • о 
H a ide m(x)-nek (5.13) a l a t t i ér tékét he lye t tes í t jük , a k k o r 
L ! L \ 
v(x)= fö(x,í;0) -— -- Г G(t,£:H)r(£)d£ \dt = J EJ(t) J 
о 
L L 
= j*. j G(x,t-,0)-~-G(t,£-,H)dt r(£) d£ 
adódik. 
Az utolsó zárójelben fellépő „ i t e r á l t " Green-függvény azonban egy 
HiLBERT-től származó azonosság segítségével a 
H~i{G(x,£;0) -G(x,£;H)} 
alakra hozha tó , mely lényegében nem egyéb, mint a (4.11) má t r ix fo rmula 
inf ini tezimál is analogonja.4 ) 
4> Lásd : [4], 21. oldal. 
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Eszer in t a Melan-féle differenciálegyenlet megoldása a G(x, | ; A) 
Green-függvény segítségével a következő módon ál l í tható elő : 
L 
(5.14) v(x) = ~^{G(xJ-,0)-G(xJ;H)} | g ( f ) - . 
о 
K ö n n y e n verif ikálható, hogy a K Á R M Á N 5 ' , B L E I C H [2] és mások által 
megadott megoldási formulák , mint speciális esetek (5.14)-ben foglal ta tnak. 
6. fejezet 
Az egyenletes függőhíd 
Összes eddigi eredményeink ál ta lánosan érvényesek lánchidakra, melyek-
nél az egyes gerendaszakaszok hossza és keresztmetszetének inercianyomatéka 
tetszőlegesen előírtak, va lamint kábelhidakra, melyeknél a keresztmetszet 
inercianyomatéka tetszőlegesen változó. 
A jelen fejezetben egyenletes függőhidakkal foglalkozunk, melyeknél a 
merevítő t a r t ó keresztmetszetének inercianyomatéka állandó, és — lánchíd 
esetében — a függesztőrudak ekvidisztánsok. 
A rendkívüli egyszerűsödések, melyek ilyen hidak matematikai vizsgá-
latánál muta tkoznak , ké t körülményre vezethetők vissza. 
Először is ebben az esetben a számításnál szereplő mindkét m á t r i x , 
С és К egyszerű függvénye a (dimenziótlan) C0 kont inuánsnak. T o v á b b á 
ennek a C0 kont inuánsnak (valamint C0 bármely ç>(C0) függvényének) mind 
sajátértékei, mind pedig sa já tmát r ixa i explicit ismeretesek. Hasonló a helyzet 
egyenletes kábelhídnál is, mer t a megfelelő d2zjdx2 — A z = 0 differenciál-
egyenlet sa já tér tékei és sajátfüggvényei explicit ismeretesek. 
Ha egy egyenletes lánchídnak n t ag j a , tehát n — 1 függesztőrúdja 
van, akkor ahhoz n — 1 - e d r e n d ű kont inuáns tartozik. E n n e k a kont inuáns-
nak a sa já tér tékei : 
(6.1) Л1 = 4 sin2 — ; A2 = 4 s i n 2 2 - ; . . . ; An_! = 4 sin2 
2 n 2 n 2 n 
és sa já tmát r ixa i (oszlopmátrix alakban í rva) 
л 
n 
2 л 
(6.2) щ = 
sm 
sm 
n 
sm 
(n — 1) л 
n 
, u 2 , Un-1 — 
. (n — 1) л 
sin — 
n 
. 2(п — \)л 
sm — — 
n 
. (n — 1) л 
s m - ' — 
n 
5) Lásd pl.: [5], 317—319. oldalak. 
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Ezen sa já tmátr ixoknak a rendszere ortogonális és normált . Ezek a 
sa já tmátr ixok eléget tesznek a 
C 0 u k = Kkuk. k = 1,2, . . . ,n — I 
egyenleteknek. Innen látható, hogy a 
(6.3) С
 0x=uk 
inhomogén lineáris egyenletrendszernek a megoldása rögtön felírható a követ-
kező a lakban : 
X = — Uk . 
Ал 
H a azonban a (6.3) egyenletrendszer jobboldalán a sa já tmát r ixoknak 
valamely 
C0® = ßlUl + ßiU2 + - • •+ ßn — 1 Un—l 
alakú lineáris kombinációja áll, akkor a megoldás nyi lván additive tevődik 
össze azokból a megoldásokból, melyek az egyes sa já tmátr ixokhoz ta r toznak , 
azaz 
ж = — и
х
 + — и2 + . . . + О?— Un-1 
A! A„. 
I lyenformán az a kérdés vetődik fel, vajon lehet-e bármely b oszlop-
mátr ixot , mely a C 0 a e = b egyenlet jobboldalán áll, az иъщ, ...,un-i 
sa já tmát r ixok lineáris kombinációjaként előállítani? Ez a kérdés a C0 konti-
nuánssal kapcsolatban felvetve egyenértékű egy oszlopmátrix harmonikus 
analízisének a tanulmányozásával . 
Valóban, miként valamely (0 és л helyen eltűnő) f(x) függvény „végtelen" 
harmonikus analízisénél azt a sin x, sin 2x, . . . függvények lineáris kombiná-
ciójaként 
f(x) — ß1 sin x + ß2 sin 2 x + ... 
alakban állítjuk elő, éppúgy valamely b oszlopmátrix „véges" harmonikus 
analízisénél azt az 
U f t 
2 
n 
sm 
len 
s i n 
n 
2kn 
n 
sm 
(n — 1 ) к л 
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sa j á tmá t r ixok lináris kombinác ió jaként 
(6.4) b = ß1u1 + ß2u2 + . . . + ß n-lUn—l 
alakban á l l í t j uk elő. (A C0 kont inuáns s a j á t m á t r i x a i te l jesen megfelelnek a 
s inus-függvényeknek, hiszen képei nem egyebek, m i n t sin x, sin 2x, ..., 
sin (n — \)x képeinek húrpol igonja i ekvidisz táns abszcisszákkal.) 
A f en t i előállítás lehetősége az uk s a j á t m á t r i x o k rendszerének teljessé-
géből következik . 
A ßv ß2, ..., ßn-i koefficiensek k iszámí tásánál — éppúgy, m i n t 
végtelen Fourier-sor ese tében — a s a j á tmá t r i xok or togonal i tásá t és normál t -
ságát haszná l juk fel. Avégből ugyanis, hogy a (6.4) k i fe j tésben a ßk együ t t -
ha tó t megkap juk , a (6.4) egyenlet m i n d k é t oldalát megszorozzuk balról 
w*-val. Az ortogonal i tás köve tkez tében a jobboldalon va lamennyi skalár is 
szorzat e l tűn ik , egyet lennek, u%nk-nak a kivételével. Ez a szorzat azonban 
a normáltság mia t t 1-gyel egyenlő. Ily módon 
ß«=u*b 
adódik. 
A C0.x = b egyenlet megoldása t e h á t következőképpen végezhető : 
Számítsuk ki a 6 oszlopmátr ix ßk „véges" Four ie r -együ t tha tó i t a következő 
formula segítségével : 
(6.5) ßk = u*b = 
ГЦк 
< n \ 1 
. 4ti , , . 2 к л , , . (n— 1)кя 
S i n \- bo S i n h . . . + bn-1 S i n  
n n n 
E k k o r az a d o t t egyenlet megoldása : 
( 6 . 6 ) = + + + . 
A j ÁJ A n _ l 
Mielőtt ez t a módszert az egyenletes lánchíd alapegyenleteinek megoldá-
s á r a felhasznál juk, még egy kiegészítést kell közbe ik ta tnunk . 
Az alapegyénletekben n e m a Cn matr ix , hanem — mikén t emlí te t tük -— 
ennek a m á t r i x n a k valamely <p(C0) függvénye. A <p(C0) m á t r i x n a k azonban a 
mát r ixe lméle tnek egy köz ismer t tétele szer int (lásd pl.: [7]) C0-lal meg-
egyező s a j á t m á t r i x a i vannak , és s a j á t é r t é k e i : ç)(A1), ÇJ(A2), . . . , Ç>(A„_I). A 
(6.7) < p ( C 0 ) x = b 
a l a k ú egyenlet megoldásánál t e h á t a (6.6) fo rmulában a Xk nevezőket (p(Xk)-val 
kel l helyettesí teni , azaz 
(6 .8) 
k^í 9 > ( 4 ) 
A (6.6) va l amin t (6.8) f o r m u l á k az ismeret len x osz lopmátr ixnak véges 
Four ier -k i fe j tésé t szolgál ta t ják . 
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E z e n előkészületek lehetővé teszik, hogy egy egyenletes l ánch íd alap-
egyenlete i t a kon t inuánsmát r ix sa j á t é r t éke i és s a j á t m á t r i x a i segítségével 
o ld juk meg. 
Egyenletes lánchíd esetén ugyanis 
loi = hz — • • • = ln-i,n — l ; J01 — J 12 Jn—l,n — J , 
t o v á b b á többnyi re 
Pi = lh ••Pn-\ = P 
E b b e n az esetben t e h á t 
(6.9) С = — Cn; К = 
L 0 EJ 
, p = pe 
Ezeknek fe lhasználásával az egyenletes lánchídnak (4.8) feszültségi egyenlete 
a köve tkező alakot öl t i : 
/ с 0 + ^ ( е - 1 с Л 
1 EJ 
m 
6° fl 
q-
H - h 
p e 
Az egyenlet koeff ic iensmátr ixa t e h á t ez esetben <p{C0), ahol 
cp(x) = X - f Hl
2 
EJ 
1 - * 
6 
Avégből , hogy ezen egyenlet m ismeret lenét , m i n t a II p a r a m é t e r explicit 
f üggvényé t előáll í thassuk, előbb a q és e osz lopmátr ixokon harmonikus 
anal íz is t kell vég reha j t anunk . (6.5) felhasználásával az t t a lá l juk , hogy 
(6 .10) 
q = ß1u1 + ß2u2 + .. . + ßn-iu„-i; ßk = u$q 
e = exщ + s2u2 + . . . + £„-iu„_i ; e2k+i: 
f
 2 k n 
- c o t g — ; e2fc = 0 . 
E z e n ér tékeket felhasználva, a feszültségi egyenlet explicit megoldását a 
köve tkező a lakban nye r jük : 
(6.11) m = l 
о H-h 
n—1 ßk ——рек 
h 
Hl2 
YJ 
í — 
u k . 
A (4.10) a lakvál tozási egyenlet a f en tebb bevezete t t jelölésekkel így 
í r h a t ó : 
EJ 
Y 
С« IE — — С, 
\ - 1 
C0 + 
Hr \ 
y C „ j v = q -
H-h 
h 
ре 
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Az egyenlet e g y ü t t h a t ó m á t r i x a most ip(C0), ahol 
6 
és a n n a k explicit megoldása a (6.10) koefficiensek felhasználásával 
О H-h 
n—1 Pk pSk 
( в - 1 2 ) — ~ — — Uk. 
k= 1 EJ X\ H . 
Az x re lat ív feszül tségvál tozást meghatározó egyenlet felállí tása cél-
jából (4.14)-ben p* = pe*, H — h = x h, h,k+1 = I helyet tesí téseket végez-
zük, t ovábbá V-nek (6.12) ér tékét is behe lye t tes í t jük . I ly módon 
(6.13) y 
k= 1 ,3 ,5 
VEkßk p24x h3x 
EJ  
P Ä 
4 
n-i 
V 
4 
6 
ET r í _ 
+ ( l + x ) h *=° 
8k,k-rl 
l 
adódik . (A baloldali összegben a páros indexű t agok h iányzanak , mer t vala-
m e n n y i e2k eltűnik.) A (0, oo) in te rva l lumban ezen egyenlet bal oldala csök-
kenő, jobb oldala p e d i g növekvő függvénye ^-nek . Ennél fogva egy olyan 
tehereloszlás mellet t , mely x = 0-nál a baloldalt pozi t ívvá teszi, a (6.13) 
egyenletnek egyetlen pozitív gyöke van. 11a ez a x gyök ki v a n számítva , 
akkor H = h( 1 + x). 
Н а a V lehajlási m á t r i x (6.12) véges Four ier -sorában rögzí te t t L mellett 
az n —v oo, l = Ljn —> 0 h a t á r á t m e n e t e t vég reha j t j uk , akkor az egyenletes 
kábe lh íd v(x) lehajlási függvénye számára a következő, már K Á R M Á N , BLEICH 
és mások által megado t t végtelen Fourier-sor t n y e r j ü k : 
(6.14) 
I t t 
es 
, H-h 
Pk Г PEk 
, , -г-» h . клх 
v(x) - > — : r sin 
EJ кл + H к л 
[L 
ßk = — sin ^ Л Х dx 
L J L 
(2к + 1)л 
; e 2 k = 0 . 
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Ugyanezen határá tmenet te l (6.13)-ból a / relatív feszültségnövekedést 
meghatározó transzcendens egyenletet az alábbi a lakban nyer jük 
2 
fc— 1,3,5,. 
pßk — p2SkX 
EJ к л 
ы 
h L 
h3X 
EF J ds dx dx 
+ ( 1 + ' X ) 
I t t ds a holt tehernek megfelelő kábelgörbe ívelemét jelent i az x helyen. 
(Beérkezett : 1957. II. 25.) 
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ОБОСНОВАНИЕ И ПОСТРОЕНИЕ ОБЩЕЙ ТЕОРИИ 
ВИСЯЩИХ МОСТОВ С ПОМОЩЬЮ ТЕОРИИ МАТРИЦ*' 
J . E G E R V Á R Y 
Резюме , 
В некоторых новых работах, относящихся к теории висящих мостов, 
мы встречаемся с тенденцией ободить инфинитезимальных действий. 
При этом производные заменяются отношением приращения функции к при-
ращению независимой переменной, непрерывно распределяющиеся живые 
нагрузки — концентрированными силами (см. [2]). 
В настоящей работе мы строим конечную теорию цепных мостов. Для 
подходящего рассмотрения линейных уравнений, получающихся от после-
довательного применения уравнений C L A P E Y R O N теории стержня и от за-
мены возможно встречающейся непрерывно распределяющейся живой на-
грузки концентрированными силами, используются вспомогательные сред-
ства теории матриц. В качестве основного уравнения цепных мостов полу-
чается такое матричное уравнение, в котором неизвестным является мат-
рица прогибания укрепляющей опоры. Для решения этого матричного урав-
*) Содержание этой работы тождественно с работой на немецком языке [ I ] автора. 
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нения необходимо лишь обращение континуантных матриц, легко выпол-
няемая и на машина. Схема вычислении также содержится в работе. В случае 
цепного моста с n— 1 подвесным стержнем для роста горизонтального на-
пряжения получается уравнение ?г-ого порядка. 
Уже упомянутое матричное уравнение в случае такого предельного 
перехода, когда число подвесных стержней ростёт.до бесконечности, пере-
ходит в хорошо известное дифференциальное уравнение M E L A N висящих 
мостов. 
Последняя глава содержит упрощения, имеющие место в случае равно-
мерных цепных мостов. 
BEGRÜNDUNG UND DARSTELLUNG EINER ALLGEMEINEN THEORIE 
DER HÄNGEBRÜCKEN MIT HILFE DER MATRIZENRECHNUNG*> 
J . E G E R V Á R Y 
Zusammenfassung 
Mehrere neuere Aufsätze über die Berechnung der Hängebrücken lassen 
eine Tendenz erkennen, infinitesemalen Operationen zu vermeiden. Die 
Differentialquotienten werden dabei durch Differezenquotienten, die stet ig 
verteilte lebende Last durch Knotenlas te ersetzt . (Vgl. [2].) 
In der vorliegenden Arbei t wird eine f in i t e Theorie der Ket tenbrücken 
aufgebaut . Bei konsequenter Verwendung der Clapeyronschen Gleichungen 
der Balkentheorie und bei Annäherung der eventuell stetig vertei l ten lebenden 
Las t durch Einzelkräfte (Knotenlaste) werden zur sachgemässen Behandlung 
der auf diese Weise ents tehenden linearen Gleichungen matrizentheoretische 
Hilfsmitteln herangezogen. Als Grundgleichung einer Ket tenbrücke ergibt 
sich eine Matrizengleichung welche als Unbekann te die Durchbiegungsmatrix 
des Versteifungsträgers en thä l t . Zur Auflösung dieser Matrizengleichung ist 
n u r das Invert ieren von Kont inuan tenmat r i zen notwendig, wofür einfache, 
auch maschinell gut durchführbare Rechenschemata angegeben werden. 
Be i einer Ket tenbrücke mit n — 1 Hängestäben erhält man f ü r die Zunahme 
der Horizontalspannung eine Bestimmungsgleichung m-ten Grades. 
Bei einer Grenzübergang, wobei die Anzahl der Hänges täbe unbegrenzt 
zunimmt, geht die vorher e rwähn te Matrizengleichung in die wohlbekannte 
Melansche Differentialgleichung der Hängebrücken über. 
Im letzten Paragraph werden diejenigen Vereinfachungen besprochen, 
welche sich bei einer gleichmässigen Ket tenbrücke einstellen. 
*) Diese Arbei t ist dem I n h a l t nach identisch mit der deutschsprachigen 
Arbei t [1] des Verfassers. 
A MECHANICAL FUNCTIONAL SYNTHESIZER 
PÁL MEDGYESSY 
The team for A-ray research of the Ins t i tu te of Physics of the Eötvös-
University in Budapest requested our Ins t i tu te to p lan a mathematical 
ins t rument with which Fourier syntheses occurring in the course of the X - r a y 
analysis of certain crystalline materials could be carried out . All the occurring 
syntheses were reduced to one-dimensional ones. I t was suff icient to get t h e 
results of t he syntheses only in aequidis tant points. 
In wha t follows I wish to write about m y work re la ted to this problem. 
Since the views of accuracy and economy predominated over t h a t of 
fastness (the team for X- ray research wanted a home-made instrument) I took 
into account only mechanical instruments. A t the same t ime I wanted t o 
solve a more general problem which of ten occurs in appl ied mathematics 
when solutions can be obta ined only in form of functional s e r i e s . I wan t ed 
to plan an instrument for the representation of the part ial sums of an arbitrary 
functional series 
00 
(1) f{x)= У akfk(x) (a^x^ß) 
k=0 
(a, ß,ak and fk(x) are given constants and functions, resp.) in the equidis tant 
points x0 = a, xlt ..., Xn = ß ; xm+x — xm = h, m — 0, 1, . . . , n — 1 (leaving 
out of consideration, m a y be, certain addi t ive and multiplicative constants) . 
I have already solved this problem in two of my papers (see [1], [2]) 
but those constructions worked, considering the demands in X-ray research, 
too slowly. Since no description of such an instrument of mediocre working 
speed has been found in t he li terature, 1 have planned t he device in quest ion. 
The basic idea is as follows : Pa t t e rns are made of some hard metal. T h e 
basis of t hem is a s t ra ight segment scaled in such units t h a t the length of t he 
segment is (ß — a). This basic line is divided by t he equidistant po in t s 
Xj (i = 0 , 1 n). The upper par t of the pat terns varies : According to t he 
functions fk(x), two pa t t e rns of „ index" к (marked with Shi and Sk2, resp.) are 
needed. On Ski in each point x,- (i = 0 ,1 , . . . , n) a, ,step" of breadth Л is shaped 
*) See e. g. the „Hermite-synthesis" deal t with in the pape r : M E D G Y E S S Y P . 
„Valószínűség-eloszlásfüggvények keverékének felbontása összetevőire" [A Magyar 
Tudományos Akadémia Alkalmazott Matematikai Intézetének Közleményei 2 ( 1 9 5 3 ) 
1 6 5 — 1 7 7 ; p . 1 7 3 . ] 
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« 
symmetrically at the height maхД(ж) + /Да;,-)2); on 8^2 in the same points 
the „s teps" are shaped a t the heights m a x fk(x) — fk(%i) ( « á ^ á ß)- (The 
patterns t h u s show a ce r t a in approximation of the funct ions max Д-(ж) + 
+ fk(x) a n d т а х Д ( ж ) — fißx), respectively, by a step function). 
As a n illustration the pa t te rn S u corresponding to the function / u (x) = sin x (О ^ X rS. n) m a y be presented. (See Fig. 1.) „Steps" are shaped in 37 aequidis tant 
points Xi (i = 0, 1, . . . , 36) i. e. the scale of t h e basic line of t h e pattern is chosen as 
to have x0 = 0, x36 = л (for technical reasons the left and r i gh t edges of the pa t t e rn 
have been slightly modified.) 
The pa t t e rns shall be f ixed on a f r ame . This f rame can be turned down-
wards by a n arbitrary angle a (0 51 a tSL л/2) and be f ixed in this posi-
tion. The f r a m e (A) wi th a pat tern and t he other component par ts t o be 
described below of the ins t rument are shown in profile in Fig. 2. The axis 
of rotation of A coincides wi th the basic line and the upside of the p a t t e r n 
f ixed on A. T h e pattern f i x e d in an a rb i t r a ry position toge ther with the f r ame 
can be sh i f ted on a fixed dis tance r ; r is equal or greater t hen the max imum 
Fig. 2. 
of the maximal heights of t h e patterns. At the shifting t h e г-th „s tep" of the 
pat tern is pressed against a p la t e Bj(i = 0, 1, . . . , те) ; th i s will move together 
with the „ s t e p " . Д star ts f r o m a defined limit being a t a distance r f rom 
the axis of A and is able t o move as m u c h as A ; ev ident ly , Д cannot hi t 
against A. A n arm C,-, ca r ry ing a metal block Д covered with adhesive 
material s t ands out from Д . C, (consequently Д ) is pressed against t he bar 
Et by a spring. If Д is s h i f t e d onward then , by C, and Dit also Д is shi f ted . 
(In the sequel, the bar corresponding to t he „ s t ep" with a centre of coordinate 
Xi will also be called as a „ b a r of coordinate x".) After t h e shifting t he bar 
Ei will be f i xed by a crank Fl (A remains in its final position) then, b y a 
suitable device, A and Д, will be removed to their init ial position ( Д glides 
on Ei). After this , Д will be released ; t h e ba r Д remains f irmly in its new 
position. — T h e procedure m a y be repeated (then, in general , A is f ixed a t 
2) Here a n d in the sequel m a x r(x) (where r(x) is some continuous function defined 
i n the interval [a, ß] denotes t h e maximum of r(x) when x varies in [a, ß]. 
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an other angle) ; this will result, compared to t h e former one, in a n addi t ional 
shif t ing of the bars. 
By th is device t h e par t ia l s u m s 
(2) f*(x) = J? ak fk(x) (a < x ^ ß) 
k=0 
of (1) can be represented at the p o i n t s ay apa r t f r o m an add i t ive a n d a mul t i -
pl icat ive constant . (F rom the view of the (chiefly quali tat ive) investigations, 
this is sufficient .) The procedure is as follows : 
F i rs t f*(x) is t o be slightly t r ans fo rmed . Le t 
m a x a / £ = f a and ak/a = bk (|6*| Ál 1) . 
к 
T h e n 
v
 N N 
f*(x) = a J? (ak\a) fk(x) = a ^ bh fk(x) . 
' k=0 k=0 
/ 
Let us consider f0(x). According t o the sign of f0(x), let us p u t the p a t t e r n 
$ 0 1 (or S02) on A a n d t u r n round A b y an angle o0 such t h a t c 0 = arc cos | \ | 
a n d f ix i t .3 ) Then t h e ins t rument is set i n g o i n g as described above. When A 
a n d Д (i = 0 , 1 , ..., n) re turne t o the i r s t a r t i n g positions, t h e displacement 
of the bar of coordinate x, will b e | b0 | max /0(x) +6 0 / 0(ж,) . N o w [according 
t o t he sign of f^x) I let us put t h e pa t t e rn £ n or S12 on A a n d tu rn r o u n d 
A by t h e angle cq = arc cos | b1 | a n d fix it . W h e n the i n s t r u m e n t is working, 
t he bar of coordinate ж, moves a d is tance | bk | maхД(ж) -{- b1f1(xi). Thus t h e 
s u m m a t o r y displacement of the b a r will be [| b0 | т а х / 0 ( ж ) -f- | Ъх | т ах / 1 (ж , ) ] + 
+ [b0f0(Xi) +b1fl(xi)]. If the procedure is repeated N t imes , then, fo r 
t he to t a l displacement Li of t he b a r of coordina te ж,-, we o b t a i n 
N N 
Li = 2 I bk ; m a x fk(x) + 2 bk fk(Xi) =  
k=0 k=0 
1 
= K + - — а к fk(Xi) 
ctk=о 
(in t he present case К is a cons tan t which is independent of x). I f , a t the s t a r t -
ing, each bar-end po in ted to t h e 0 point of a scale m o u n t e d beside it t h e n , 
a f t e r N repeatings of t he procedure the ba r -ends will show t h e values of t h e 
ord ina tes of the pa r t i a l sum in r eques t in the po in t s xit a p a r t f r o m the add i t ive 
cons tan t К and t h e factor (1/a) — as it has been stated. I f t h e qua l i ta t ive 
p ic ture of the result yielded b y t h e bar-ends would not be sat isfactory t h e n 
the effect ive value of the par t ia l s u m can be computed s imp ly by the values 
shown b y the bar -ends in every po in t ay 
.
 3) This procedure may be facilitated by the use of a suitable device which shows 
the value of cos a0 directly. 
•1 A M a t e m a t i k a i K u t a t ó In téze t K ö z l e m é n y e i I I . / l—2. 
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I have not dealt with questions of merely technical interest. The above 
construction seems to be mechanically simple ; it does not need gears at all. 
F r o m the technical point of view the shifting of the bar E, by t he block 
Д is an awkward problem. The following solution m a y be proposed : On the 
plate Bt (i = 0,1, . . . , n) nippers should be arranged. At the shif t ing they 
grasp t he bar E, both sides in order t o carry it a long (the block Dt pressed 
against t h e bar, which makes its motion more diff icul t , is omitted). Evident ly 
the nippers should be openable when a returning to t h e initial state is requested. 
Fig. 3. 
The central idea of the instrument is that of t u rn ing the pa t t e rns in 
order to realize the multiplication of t h e occurring functions by a suitable 
factor. This idea made it possible that our programm i. e. to present, with 
a suitable instrument, partial sums of series formed with arbitrary (e. g. 
trigonometrical, Bessel-, Hermite-, etc.) functions has been reached (of course 
also suitable patterns h a d t o be applied). 
As f a r as I know, t h e r e is no synthesizer with such a possibility of wide-
ranging applications. U p t o the present a great deal of Fourier-svnthesizers 
has only been constructed ([3], p. 286; pp. 328—329.; [4], pp.'356—393.; 
[5], p. 220.). These ins t ruments are able, however,to work only with a part i -
cular system of functions. 
An o ther advantage of my ins t rument is that its working does not depend 
on the number of the po in t s xi} i. e. increasing the n u m b e r of the bars and 
applying suitable pa t terns , a more exact picture of t he result can be obta ined 
during the same working t ime. When t h e instrument is in action, the result 
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of t he several steps in t he summing a n d the evolut ion of the f i n a l result, 
resp. can be clearly observed. This is of a high didact ic value. 
T h e disadvantages of the i n s t rumen t are of construct ional n a t u r e (e. g. 
the block Dj (» = 0 , 1 , . . . , ri) may slip ; if the f r a m e A stands a lmos t verti-
cally, t h e pla te Д will, eventual ly, n o t be shif ted exac t ly ; the e laborat ion 
of t he pa t t e rns , a n d t h e a d j u s t m e n t of A, resp., m a y be incorrect , etc.). 
These difficult ies a n d t h e ways t o e l iminate t h e m emerge only du r ing the 
bui ld ing of the ins t rument . 
Fig. 4. 
E . PÉTERVÁRI, mechanician of t h e Ins t i tu te of Physics has built the 
i n s t r u m e n t described above, according to my plans, during t he years 1955 
a n d 1 9 5 6 , under t h e directives of E . SÁNDOR, leader of the t e a m for X - ray 
research. It has been designed for carrying out Four ier synt heses exclusi-
vely, i . e . the p a t t e r n s S k i , S k t (k — 0 , 1 , . . . ) h a v e corresponded to sine 
(cosine) funct ions of ampl i tude 1 a n d of different integral frequencies. The 
„ s t eps" on the p a t t e r n s have been shaped in 37 aequid is tan t po in ts . Con-
sequent ly , there occur 37 bars Et (i = 0 , 1 , . . . , 36) in this i n s t rumen t . They 
are placed in a dis tance of 1 cm. f r o m each other . By the k ind permission 
of t he t e a m for X - r a y research in t h e Ins t i tu t e of Phys ics I present t w o photo-
graphs of the in s t rumen t in action (see Fig. 3. and 4.) (it is opened). On both, 
t h e elements of Fig. 2. can be recognized easily. I n order t o demons t ra te 
t he exactness of t he ins t rument I communica te t h e following example of 
Four ie r synthesis car r ied out by t h e t eam for X - r a y research, in course of 
i t s work, by aid of t h e ins t rument : 
3 * 
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The par t ia l s u m 
12 
g(x) = J ? ak cos kx (0 ^ x ^ л) 
k=о 
was to be de t e rmined in t h e points ж,- = (я/36)г (г = 0, 1, . . . , 36). 
T h e values of ak were 
к 0 1 2 3 4 5 6 7 8 9 10 11 12 
ak 275 1 175 I 
489 151 350 124 211 85 103 48 32 13 3 
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Fig. 5. 
i n Fig. 5. the exact (computed) values of g(Xj) are m a r k e d by x, those obtained 
wi th t he ins t rument [say, <7*(ж,)] b y O- The cha rac t e r of the errors j </(ж,) —  
— g*(Xj) I commi t ted by the ins t rument can be well studied. T h e errors are 
caused by the gl iding of the blocks Dh etc. 
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In order to eliminate them, the t eam for A-ray research proposed the 
following method : Let t he instrument to present t he sum 
12 \ 
f(x) = ^ak(— cos kx) = — g(x) (0 ^ x ^ л) 
k=о 
in the above points х,- (i. e. related to the case of g(x), t h e patterns shall be 
changed, but the ak-s remain). In general the values Л*(х,) yielded b y the 
instrument in the points х,- at the end of the procedure will differ f rom the 
theoretical values A(x,-) = — g(xi) (the error may be represented by the values 
I h(Xi) — h*(Xj) I again). It can be shown tha t , with a grea t probability, the 
values J [<7*(x,) — A*(x,) | = Z*(x,) will have a smaller deviation f rom the 
theoretical values g(x,) t hen the values g*(x,) alone. Thus , carrying ou t the 
summation with the ins t rument in the case of g{x) and A(x),resp., the values 
/*(x,) obtained with the result of both procedure will p robably yield a be t t e r 
approximation of the theoretical result. — This method has been applied 
at the summing mentioned above, i ts result is marked b y ф in Fig. 5.. I n fact , 
this is a be t te r one than t h a t marked by the sign O, — as it might have been 
expected. I t is clear that the repeating of the whole procedure and the averaging 
of the par t icular results will always increase the reliability of the method. 
The accuracy and fastness of the instrument has been found sufficient 
by the team for Â-ray research. It seems to be useful t o have it built again 
in a technically better and fully automatised realization. (Until now, pa t t e rns 
for tr igonometrical funct ions have only been completed.) 
If we merely deal wi th a Fourier synthesis, the opera! ing of the ins t rument 
is, to some extent , similar to that of the Fourier synthesizer of V . C A I M A N N 
and W. H O P P E [ 6 ] . At t he latter, horizontally moving sine (cosine) pa t t e rns 
of continuous boundary are pressed against a device similar to that consisting 
of the set ,of the elements Д , С,, Д , Et (i = Q, 1, . . . , n) in Fig. 2. (also 
here the resul! is shown by displacement of bar-ends.). The trigonometrical 
functions on the pat terns are of the same amplitude, the effect of the coefficients 
of a par t ia l sum of t y p e (2) can be reached instead of turning downward 
the pa t te rns , by a sui table lateral shif t ing of them. Since the edges of the 
pat terns are continuous it is, however, to be feared t h a t "if they are pressed 
against the plates corresponding to those marked b y Д (i = 0 , 1 , ...,n) 
in the described ins t rument , they will begin to move t h e m away a f t e r some 
gliding only. (Apart f r o m the possibility of an inexact adjustment of the 
pat terns , this latter effect may involve a permanent source of error. W i t h my 
instrument this kind of error cannot occur.) No need to say tha t , by the 
instrument of CAIMANN and HOPPE , no partial sums involving other types 
of functions as the tr igonometrical ones can be presented. Thus its scope of 
working is, in general, more restricted t h a n that of the instrument described 
in this paper . 
(Received : 7. V. 1957.) 
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EGY MECHANIKAI FÜGGVÉNY-SZINTÉTIZÁTOR 
MEDGYESSY P Á L 
Kivonat 
A dolgozat egy mechanikus készüléket ismertet, amelynek a segítségé-
vel az 
N 
f*{x)=yakfk(x) (aAx^ß) 
k= 0 
függvénysor-szelet előállítható az ekvidisztáns ж,- pontokban (г = 0, 1, . . . , n ; 
Xq = a, xn == ß) ; i t t a, ß, N, ak (k = 0, 1, . . ., N) ado t t konstansok, az 
fk{%) függvények pedig tetszőlegesek. A készülék alapötlete ú j ; röviden a 
következőkben i smer t e t jük : A ma x Д(ж) + fk(x), i l letve max fk(x) — 
— fn(x) (k = 0, 1, ..., N) függvényekhez sablonokat készí tünk, amelyek 
alapvonala (ß— о) hosszúságú. (Itt a m a x az a ifL x 5S. ß intervallumra 
értendő.) A sablonok felső szélét olyan lépcsős függvény szerint vágjuk ki, 
amelynél az egyes lépcsők egyforma szélességűek és az egyes lépcsők közép-
pont ja i az (x,, m a x fk(x) -f Д(ж,)), illetve az (ж,-, т ахД(ж) — Д(х,)) pontokban 
vannak . (Példa : 1. ábra). Ezeke t a sablonokat őjd-gyel, i l letve ÍS',;2-vel jelöl-
j ü k . A sablonok az A keretre erősíthetők (2. ábra). A lefelé elforgatható, 
m a j d rögzíthető. Egy adot t szög alatt rögzí tet t sablont nekitolunk a B, 
lemezeknek. Ezek elmozdulnak és а О,, Д alkatrészek segítségével magukkal 
viszik az Et muta tó rudaka t . Az A keret elmozgatása u tán az E t rudakat az 
F i exeenterekkel lerögzítjük, m a j d az A keretet kiindulási helyzetébe visszük 
vissza. — Rögzí tsük most A- t (és vele együt t a sablont) más szög alat t és 
ismételjük meg a készülékkel az előbb leírt eljárást. E k k o r az E, rudak 
a megelőzőn felül újabb el tolódást szenvednek, emellett az egyes elmoz-
dulások összegeződnek. — Legyen max ak = a. Készülékünk a 
N 
kons t . + £ —fk{x) 
k = о a 
összeget (azaz állandóktól e l tek in tve /*(x)-et) fogja előállítani az ж,- (г 
п. ] n) pontokban, ha a következő eljárást alkalmazzuk : /0(ж) + 
i l letve — előjelének megfelelően az S01 vagy Soz sablont ráhelyezzük A-ra. 
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Ezu tán A-t lefelé forgat juk a0 = arc cos | a0/a | szöggel, rögzít jük, ma jd 
a készüléket működésbe hozzuk. Amikor működése befejeződött , az Д 
rudak bizonyos hosszúsággal elmozdultak. Most A-t visszavisszük kezdeti 
helyzetébe és — fx(x) előjelének megfelelően — az Sn vagy S12 sablont 
helyezzük rá. A-t (és a sablont) most ax = arc cos | axja | szöggel forgat juk 
lefelé, rögzítjük, és a készüléket ismét működésbe hozzuk. Az Д- rudak elmoz-
dulása hozzá fog adódni az előzőhöz. — Az eljárást fo ly ta t juk ; világos, 
hogy végül is az Et rudak végei az említet t összeget fogják mu ta tn i az al-
pontokban (kval i ta t ív vizsgálatok szempontjából ez elegendő). 
A készülék megépítése technikailag egyszerű. Fogaskerekek nincsenek 
benne. Egyetlen nehézség és komoly hibaforrás az esetleges csúszás az Ei 
rudak elmozgatásánál. Ennek a kiküszöbölésére egy másik megoldást is 
kidolgoztunk a rudak eltolására. Azon felül, hogy a sablonok vál toztatásával 
tetszőleges függvények szuperponálását érjük el, előnye a készüléknek az is, 
hogy a sablonok lépcsői (és így а Д-,0,-, D h E\ alkatrészek) számának növelésé-
vel az eredmény t ö b b pontban is megkapható, mint az i t t leírt esetben mégpedig 
ugyanannyi idő a l a t t , mint i t t . Megjegyzendő még, hogy az eredmény kialaku-
lása is mindig megfigyelhető. — A készülék tervében a lényegesen ú j ötlet 
kétségtelenül a sablonok elforgatása az ak faktorok figyelembevétele céljából. 
Az Eötvös Loránd Tudományegyetem Fizikai Intézetében megépítették 
a leírt készüléket, de csak a Röntgen-sugaras anyagszerkezet-vizsgálatokban 
szükséges Fourier-szintézisek elvégzésére (lásd: 3. és 4. ábra). Az 5. ábrán a 
X , O, illetve # jelek egy bizonyos koszinuszsor-szelet kiszámított , az i t t leírt 
készülékkel kapo t t , illetve az i t t leírt készülékkel bizonyos kompenzációs 
el járás mellett k a p o t t értékeit mu ta t j ák ekvidisztáns pontokban. 
Fourier-szintézis szempontjából a jelen készülék működése hasonlít 
a CAIMANN- és HoppE-féle Fourier-szintétizátor [6] működéséhez, mentes 
azonban annak egyes hibaforrásaitól. Más függvényszintézis esetén persze 
nem pótolhat ja készülékünket a CAIMANN- és HoppE-féle. 
МЕХАНИЧЕСКИЙ ФУНКЦИОНАЛЬНЫЙ СИНТЕТИЗАТОР 
P . M E D G Y E S S Y 
Резюме 
В работе описывается механический инструмент, с помощью которого 
отрезок функционального ряда 
N 
/*(») = — ак /*(«) (a < x ^ ß ) 
к= 1 
может быть представлен в эквидистантных точках ж,(г = 0 , 1 , . . . ,п\ ж0 =  
— а,х
п
 — ß); здесь а, ß N, а
к
 (к — 1, 2 , . . . , N) данные постоянные, а функции 
fk(x) — произвольны. Основная идея инструмента является новой и состоит 
в следующем : Для функций max fk(x) + fk(x) и max fk(x) — fk(x) 
(k = l,...,N) (max относительно x) приготовляются шаблоны, базис 
которых имеет длину (ß — а) . Верхный край шаблонов вырезан по такой 
ступенчатой функции, у которой отдельные ступеньки обладают одинаковой 
широтою и центры ступенек находятся в точках (ж,-, max /
к
(х) — /Дж,)) и 
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(ж,-, m a x fk(x) — Д(ж,)), сооответственно (рис. 1). Эти шаблоны обозначаются 
через Ski и Sk2, соответственно. Шаблоны могут быть закреплены на рамке 
(рис. 2). А можно вращать вниз, потом зафиксировать. Шаблон, установлен-
ный под данным углом, наталкивается на пластинки Д . Они смещаются и — с 
помощью составных частей С ;, Д — ведут с собой показательные стержни 
Д . После передвижения рамки А стержни Д закрепляются эксцентриче-
скими дисками Fi , а рамка А ведется назад в исходное положение. Закрепим 
А (и, следовательно, шаблон) под другим углом и повторим описанную игру. 
Тогда стержни Д терплят новое передвижение сверх предыдущего и отдель-
ные передвижения суммируются. — Пусть max а
к
 = а. Наш инструмент 
будет представлять сумму 
N 
konst . + ^ ——• fk(x) 
ft= 1 а 
(т. е. — несмотря на постоянные — /£(ж) в точках ж,- (г = 0 , 1 , . . . , ri) если 
применяется следующая процедура : По знаку + (—) fi(x), шаблон Sn  
или S12 будет наложен на А. Потом А вращается вниз на угол а 1 = = 
= arc cos \aja |, закрепляется и инструмент приводится в действие. Когда 
действие закончилось, стержни Д передвинуты на некоторое расстояние. 
Тепер А возвращается в началное положение и, по знаку /2(ж), шаблон S21, 
или S22 налагается на нее. Потом А (и шаблон) вращается вниз на а2 =  
= a rc cos Ia2\a\, закрепляется и инструмент снова приводится в действие. 
Передвижение стержней Д будет добавлятся к предыдущему. — Процедура 
продолжается; очевидно, что, в конце концов, концы стержней Д покажут 
упомянутую сумму в точках ж,- (это, с точки зрения качественных иссле-
дований, достаточна). 
* Строение инструмента технически просто. Зубчатых колес в нем нет. 
Единственная трудность и серезный источник ошибок — возможное сколь-
жение при передвижении стержней Д . Для устранения ее предполагается 
другой способ перемещения стержней. Кроме того, что изменением шаб-
лонов достигается суперпозиция произвольных функций, преимуществом 
инструмента является и то, что через увеличение числа ступенек шаблонов 
(и, следовательно, частей Д , Д , Д , Д ) результат мож^т быть получен в 
большем числе точек чем в описанном случае, причем в тот же промежуток 
времени. Заметим еще, что образование результата всегда может наблю-
даться. Существенно новая идея в плане инструмента, несомненно, вра-
щение шаблонов с целью устанавливания факторов а
к
. 
В Институте Физики Университета им. L. EÖTVÖS (Budapest) опи-
санный инструмент был построен, но только для синтеза Фурье, необходи-
мого при исследовании структуры вещества рентгеновскими лучами (см. 
рис. 3 и 4). Знаки Х , О и # , соответственно, на рис. 5 показывают вычислен-
ные, полученные с нашем инструментом и полученные с инструментом 
при некотором компенсационном процессе, соответственно значения отрезка 
некоторого ряда косинусов в эквидистантных точках. 
С точки зрения синтеза Фурье функционирование нашего инструмента 
похоже на функционирование синтетизатора Фурье CAIMANN И H O P P E [6], но 
свободно от некоторых источников ошибок последного. В случае синтеза 
других функций наш инструмент не может быть, конечно, заменен инстру-
ментом CAIMANN и HOPPE. 
AZ L(z) VALÓSZÍNŰSÉG-ELOSZLÁSFÜGGVÉNYRŐL 
R É N Y I ALFRÉD 
A valószínűségszámításban és a matemat ikai s tat iszt ikában, különösen 
a rendezett minták elméletében szerepet játszik az 
_ (2 k+ 1)'л' 
«
 (г>0) 
eloszlásfüggvény. Három tételt említünk meg, amelyekben ez a függvény 
előfordul. 
1? E R D Ő S P Á L és M . K A C 1946 -ban bebizonyítot ták ( [ 1 ] ) , hogy h a 
i2, •• - , in, • • • egyforma eloszlású független valószínűségi változók, ame-
lyeknek várható ér tékük 0 és szórásuk 1, t o v á b b á 
Vn = i i + i 2 + • • • + Ín és Cn = max \щI , 1 <к<,п 
akkor Cnj^n eloszlásfüggvénye L(z)~hez konvergál, ha n - > oo. 
2°. M. KAC 1949-ben k i m u t a t t a ( [2 ]), hogy az L{z) függvény adja meg 
Г/г sup \Fv(x) — F(x)\ 
—<*><x<°= 
határeloszlását, ha Fv(x) egy F(x) folytonos eloszlásfüggvényű valószínűségi 
változó értékeiből vet t r-elemű i2, . . . , iv) min ta empirikus eloszlásfügg-
vénye, ahol V maga is valószínűségi változó, amely függet len a iv i2, . . . , 
Í n , . . . változóktól, és /г v á rha tó értékű Poisson-eloszlással rendelkezik : a 
határeloszlás а /г—>оо esetére értendő. 
3? A rendezet t minták elméletére vonatkozó dolgozatomban ( L3 |) 
bebizonyítot tam, hogy ha Fn(x) egy F(x) folytonos eloszlásfüggvényű való-
színűségi változó értékeire vonatkozó n e lemű minta empirikus eloszlás-
függvénye, akkor 
\n sup F„{x) - F(x) 
F(x) 
eloszlásfüggvénye, ha n ->- 0 0 , az L{z^a j{ 1—a) ) függvényhez konvergál. 
L(z \aj(l — a)) értékeinek t áb láza ta megta lá lható J . J A N K Ó [11] táb láza t -
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gyűj teményében is (246—247. oldalak). L(z) numerikus meghatározása z 
kicsiny értékeire (pl. ha | z \ < 3) az (1) sor első néhány t a g j á n a k kiszá-
mításával igen jó pontossággal elvégezhető ; ha azonban z é r téke nagy, 
az (1) sor konvergenciája lassú. Ezér t bír érdekességgel, hogy L(z)-re olyan 
előállítást talál junk, amely viszont éppen z nagy értékeire teszi lehetővé L(z) 
értékének viszonylag kevés fáradsággal, nagy pontossággal való meghatáro-
zását.1) Az alábbiakban L(z) egy ilyen előállításával foglalkozunk. 
A szóban forgó előállítás a következő : 
(2) 
y2 
sgn cos 
ny 
dy , 
ahol z > 0 tetszőleges, és sgn x az x szám előjele, vagyis 
1, ha x > 0 
sgn x = 0, ha x = 0 
— 1, ha x < 0 . 
A (2) jobboldalán álló integrál é r téke a 
(3) Ф(х) 1 
У 2 л
 y 
2
 du 
normális eloszlásfüggvény ér téktábláza ta segítségével igen könnyen kiszámít-
ható ; e célból célszerű a (2) azonosságot a következő alakra hozni :2) 
(4) L(z)= V ( - 1 ) * { Ф ( ( 2 * + 1 ) г ) - Ф ( ( 2 * - l ) z ) } . 
k= — «о 
A (2), illetve (4) azonosságra alábbiakban három egyszerű bizonyítást 
adunk, amelyek tula jdonképpen ugyanannak a bizonyításnak különböző 
változatai. 
A (3) képlet módot n y ú j t az L(z) eloszlás momentumainak meghatáro-
zására is, ezért (2) bebizonyítása u t án röviden ki térünk L(z) momentumai-
nak (2) a lap ján való kiszámítására is. 
Első bizonyítás. Az első bizonyítás, ami t bemuta tunk , a ú-függvényekre 
vonatkozó ismert sorfejtések és transzformációs képletek felhasználásán 
alapszik. Könnyen belátható ugyanis, hogy 
(5) L(z) 1 л 
2 z2 
dv 
1) A (4) előállítás felhasználásra került az L(z } o/(l — a)) függvény [ l ] ] - b e n sze-
replő táb láza tának elkészítésénél. A numerikus számításokat P A L Á S T I I L O N A végezte. 
2) L(z) (4) alat t i alakja nem tekinthető ú j n a k , megtalálható pl. [10]-ben. Azonban 
az irodalomban nem találtam meg L(z) (1), illetve (4) alakjai azonosságának közvetlen 
és egyszerű bizonyítását. 
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ahol (lásd : [4], 195. oldal) 3m r > 0 esetében 
/2fcfl\« 
T
 V 2 ' 
k f Í V 
(6) Kiv\r) = 2 ^ e 2 cos (2к -f \)nv . 
k= 1 
Mármost felhasználva a 
Г • i'jrr3 í 1 7 n I V 
r a ' 4 r (7) |r) = 
ismert transzformációs képletet (lásd [4] , 248. oldal), ahol 
00 
(8) d0(v j т) = 1 + 2 ( — 1 )k ei7lrk' cos 2knv , 
k= 1 
ha 3ni г > 0, és tagonként integrálva n y e r j ü k a (4) és abból a (2) azonosságot. 
Második bizonyítás. A (2) képlet egy másik bizonyítását is b e m u t a t j u k , 
ami a hővezetési egyenlet elméletének egy jólismert té te lén alapszik. 
Keressük meg azt az u(x, t) függvényt , amely a — ° ° < ж < + ° ° , £ > 0 
félsíkban X szerint kétszer, t szerint pedig egyszer folytonosan deriválható, kor-
látos, eleget tesz a 
(9) 
9« 2 Эх2 
hővezetési egyenletnek és a 
(10) lim u(x, t) — sgn (cos лх) — oo < x < -j- oo 
< - + o 
peremfeltételnek. Ismeretes (lásd : [5], I II . tétel), hogy az előírt fel tételek az 
u(x, t) függvényt egyértelműen meghatározzák. Mármost nem nehéz verifi-
kálni, hogy az § 
e 71
 — ' 2k 4 - 1 fc=0 
(in t/(M)= 4 \ V n* + 
függvény eleget tesz a (9) és (10) feltételeknek. Másrészt ismeretes (lásd : [5]), 
hogy a (9) egyenletnek eleget tevő u(x, t) függvény az x-tengely ment i perem-
értékei segítségével ál talában a következőképpen fejezhető ki : 
(12) u(x,t)=-fl= í e 21 u(y,0)dy . [ 2tü J 
Behelyettesítve (12) jobboldalán az u(y, 0) = sgn (cos лу) függvényt , nyer-
jük, hogy a (11) a la t t i U(x,t) f üggvény a következőképpen fe jezhető k i : 
1 Г-У- ' (13) U(x,t) = -— e 2 sgn [cos л(х + y)Jt )] dy . 
\2л J 
» 
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Összehasonlítva ( l l ) -e t és (13)-at, következik, hogy 
4 y ( - i ) 4 o S 
2Jc+ 1 
1 Г 
= J e 2 sgn [cos л(х -f y [/О] dy . 
— oo 
Helyettesítve (14)-be az x = 0 és t = 1/4г2 ér tékeket , kapjuk a (2) azonosságot. 
A (14) azonosság egyben (2) ál talánosításának is tekinthető. 
\ 
Harmadik bizonyítás. Végiggondolva a második bizonyítást , azt ú g y 
jellemezhetjük, hogy a (9) hővezetési egyenletet a (10) peremfeltétel mellett 
kétféleképpen oldot tuk meg : először a megoldást az 
_ кЫЧ 
e 2 cos клх (к — 0, 1, .. . ) 
alapmegoldásokból, másodszor az 
c-
~21 _ o o
 a 
J (х- af 
\2nt 
\ 
alapmegoldásokból raktuk össze, és a két e redmény azonosságából következ 
t e t t ü n k a (2) azonosság fennállására. Ez a módszer általános esetben is alkal-
mazható. Ha /(ж) egy tetszőleges 2л periódusú integrálható függvény, amelynek 
Fourier-sora 4 
/(ж) ~ ^ (an cos nx -f bn sin nx) , 
ri=0 
akkor t 
(15) (an cos nx -f- bn sin nx) e 2 = --. I e 21 f(y)dy . 
n=o У 2 nt J 
.— oo 
A (15) azonosság Fouriertől származik ([6]). (15) jobboldalán/(ж) Fourier-
sorának úgynevezett (A, 2) közepei állnak ([7]) . Weierstrass a folytonos 
függvények tr igonometrikus polinomokkal való egyenletes approximálható-
ságára vonatkozó híres tételét éppen a (15) azonosság segítségével bizonyí-
t o t t a be. (Lásd : [8], Vol. 3., p. 20.) (2) tehát felfogható, mint a Fourier-féle 
(15) azonosság speciális esete is. 
A momentumok kiszámítása 
(4)-ből könnyen következik, hogy 
4 _ (2 k+l)'z* 
(16) L'(z) = l(z) = ~ . У ( — \)k(2k -f- 1) e 2 
]j2л k=0 
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Másrészt (l)-ből 
<17) l(z) = 
Tehát a 
(18) 
függvény eleget tesz a 
<19) 
(2 k- 1)'.-C 
- 2 ( - 1 ) " ( 2 f c + l ) 
z" k=о 
Цг) = 1(г) г 3 / 2 
/ ( z ) = 1 
л 
2 z 
függvényegyenletnek. (Ezt i t t csak közbevetőleg jegyeztük m e g ; (19)-re a 
momentumok meghatározásához nincs szükségünk.) 
A (16) képlet alkalmas L(z) momentumainak kiszámítására. Ugyanis 
(16)-ból 
n 4- U 
(20) 
Speciálisan 
<21) 
és 
(22 ) 
ahol 
(23) 
Mn=(znl(z) dz 2 
( - 1 ) * 
( 2 f c + 1)" 
л 
M2 = 2 G 
( — 1)" 
G = V ' - = 0,915965594 . . . 
k~o (2A + 1)2 
az úgynevezett CATALAN-féle állandó (lásd : [9] , II. kötet, 2. oldal), és így a 
szórásnégyzet ; 
(24) D2 = 2G л 
(Beérkezett : 1957. II . 15.) 
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0 ФУНКЦИИ РАСПРЕДЕЛЕНИЯ Цг) 
A. R É N Y I 
Резюме 
В теории вероятностей и математической статистики функция рас-
пределения 
4 " р 8z> ~ 
(1) ад _ 
к=0 ' 
играет известный роль. (См. напр. [1], [2], [3].) 
Ряд (1) быстро сходится для малых z, но быстрота сходимости умень-
шается если z возрастает. Поэтому нужно другое выражение для L{z), которое 
выгодно для больших значений от z. Д л я этой цели служит формула 
<2> 
V" / 
П
У\ .7 cos — ay 
I 
2
 Sgl! 
(z > 0) (где sgn a означает знак от а), которое может быть преображено 
также в 
(3) Цг) =•-- V ( - 1 ) " { ф ( ( 2 к + 1) z) - Ф((2к - 1) z)} , 
fc= _ со 
где 
Z 
(4) Ф(г) = -L [e~2du . 
у 2л J 
— 00 
Хотя (3) имеется в [10], автор статы не нашёл в литературе простой 
вывод формулы (3) соотв. (2) из (1). В работе даны три доказательства фор-
мулы (3). Первое доказательство использует преобразование от ^-функций, 
второе формулы для решения уравнения теплопроводности и третье 
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тождество от F O U R I E R : если f ( x ) периодическая интегрируемая функция 
с периодом 2 л, и ряд FOURIER ОТ f ( x ) есть 
со 
(5) f { x ) ~ ^ ( а
п
 cos пх 4- Ъ
п
 sin пх) 
л = 0 
то имеет место для t > О 
\ 
^ 1 г (У-*)' 
( 6 ) ^ (а
п
 c o s пх + Ъ
п
 s i n пх) е 2 - - - - -
 е
 21
 f { y ) d y . 
]/ 2nt J 
— со 
Формула (2) получается из (6) для f(y) = sgn (cos у). 
В конце работы вычислены моменты функции распределения. В част-
ности получается 
00 00 
(7) I 2 dL(z) = I j и j z2 ОЦг) = 2G 
о о 
где G постоянное CATALAN. 
ON THE DISTRIBUTION FUNCTION L(z) 
A . R É N Y I 
Summary 
Many problems of probabili ty theory and statist ics lead to the cumulat ive 
distribution funct ion 
(1) 
8г= 
k=0 2k + 1 
z > 0 
(see e. g. [1], [2], [3]). The series on the r ight of (1) converges rapidly f o r 
small values of z, b u t for large values of z the convergence is slow. Therefore 
an other formula for L(z) is needed, which enables to calculate easily t h e 
values of L(z) for large values of z. This need is met by the formula 
(2) S g l l cos 
лу 
2 z 
dy z > 0 
where sgn x is t he sign of x (sgn x = + 1 for x > 0, sgn x = 0 for x = О 
and sgn x = — I for x < 0). P u t t i n g 
(3) 
^ - Y S J 
e 2 du 
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the fo rmula (2) may be brought also t o the form 
(4) L(z) = (-1)"{Ф((2к + l)z) - Ф((2к - 1)2)} . 
A = — °° 
By means of (4) we can calculate t he value of L(z) for large values of z, using 
a table for Ф(х). 
F o r the identi ty (2) three va r i an t s of the same proof are given. (The 
formula (4) can be found e. g. in [10] , but the au thor did not f i n d in the 
l i terature a simple deduction of t h e formulae (2) resp. (4) f rom (1).) 
T h e first proof makes use of a t ransformat ion formula for thetafunct ions , 
the second of the representation in t w o different forms of the solut ion of the 
heat equat ion , the th i rd is based on a classical formula, due to F O U R I E R [ 7 ] , 
according to which if /(x) is an integrable periodic function with period 2л, 
the Fourier-series of which is 
(5) f(x) ~ ^ (a,j cos nx -]- bn sin nx) 
n—0 
then for t > 0 we have 
ч Ь - - 1 С - ^ 
(6) У (an cos их -[- bn sin nx) e 2 = — I e 2t f(y) dy . 
о [2nt J 
— CO 
Applying this formula to 
j(x) = sgn (cos x) 
: 
whose Fourier-series is 
2k+ 1 
and pu t t i ng 
2z 
we obtain (2) from (6) for x = 0. 
Final ly it is pointed out that (2) enables us to calculate easily t he mo-
ments of t h e distribution function L(z) ; we obtain 
Г + 1 In + .1 
2 2 Л " » 
In = Г 2 " dL(z) = 2 
J N k^O 
0 
\ л H (2& + 1)" 
Especially Ml = f jr /2 and the variance of L(z) is equal to 2G — л/2 where G 
is CATALAN'S constant. 
I 
ON THE CONVERGENCE OF SEQUENCES OF RANDOM VARIABLES 
(A REMARK ON A PROBLEM OF A. PRÉKOPA) 
P Á L RÉVÉSZ 
Introduction 
In the paper [1 ] t he following problem is mentioned. 
Let f 2 , . . . denote a sequence of independent random variables. 
Let us suppose, tha t 
00 
2 h k= 1 
converges wi th probabili ty 1 regardless of the order of summation. L e t 
Ai(i— 1 ,2 , . . . ) be sets of natural numbers with the property t h a t if 
Bn = An + An+i + . . . t h e n 
I l B n = 0 
N=L 
In [1 ] it is shown tha t for every e > 0 
lim P{|£(A„)| > e } = 0 
П—» oo 
where 
keAn 
and the problem is formula ted whether the stronger relation 
(1) P{l im£(An) = 0 } = l 
П—*oo 
holds. In viewT of the relation 
£(Bn) = £(Bn - An) + £(An) 
51 
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where on t h e right-hand side there s t a n d independent random variables, it can 
be seen t h a t (1) would be true if for every sequences | n , уп, Ç„ = In + yn 
of r andom variables sat isfying the conditions 
a) P{lim f„ = 0} = 1 
n—>oo 
b) In => о , yn => 0 
c) fo r every n, | „ a n d rjn are independent , 
there would follow : 
P{lim | n = 0} = P{lim r)n = 0} = 0 . 
n—» oo П~*оо 
[The convergence to 0 with probabi l i ty 1 of the sequence l(-Bn) follows 
immediately from the relation 
! ( ß n ) = 2 f I* 
к e Bn 
where t h e series on the r ight-hand side converges with probabili ty 1 (Cf. [2] 
p. 118., Corollary 1.).] 
We shall show, however, tha t th is assertion in general does not hold. 
In this p a p e r we consider not only th i s last problem but the following 
more general one : 
If In — In + rjn a n d rjn are independent random variables for 
every n (n = 1,2, . . . ) , f u r t h e r | r t converges to 0 in some sense, what kind 
of convergence to 0 is implied for | „ a n d rjn by this relation if the conver-
gence qf In and rjn to 0 in some other sense is supposed. 
We t a k e into account the following kinds of convergence : 
1. Uniform convergence. In converges to 0 uniformly, if for everv e > 0 
there exists an n0{e) such t ha t P{ | | n ] < e} = 1 provided tha t n Sz n0(s). 
2. Convergence with probability 1. | „ converges to 0 with probabili ty 1, if 
Pj l im | „ = 0} = 1 . 
П—» oo 
3. Convergence in the mean (en moyenne). £n converges to 0 in the mean, 
if M(I2) - > о 
4. Weak convergence. | „ converges to 0 weakly if M ( ! n C ) - > 0 where 
I is an a rb i t r a ry random variable with a f in i te Variance. 
In t h e cases 3. and 4. we assume t h a t the mean and variance of all 
the random variables in question exist. 
5. Stochastic convergence. In converges to 0 stochastically (In =>• 0) , 
if for every e > 0 
lim P{l|(An)' > e} —*• 0 . 
ON THE CONVERGENCE OP SEQUENCES OF RANDOM VARIABLES 53 
1. §. First case : P{lim £„ = 0} = 1 
n-l 00 
I. Let Cn = in + t]n- We shal l prove t h a t the re exist such sequences of 
r a n d o m variables i n ,Vn tha t t h e following condi t ions ho ld : 
a) P{lim £„ = 0} = 1 
П—* oo 
b) in => о , r)n =• 0 
c ) in, Vn a re independent , 
d) Pj l im In = 0} = P{lim r\n = 0} = 0 . 
b u t 
Let the s a m p l e space he t h e interval [0, 1 ] and the probabi l i ty measure 
t h e Lebesgue measure . In this case t h e random variables are Lebesgue measur-
able real funct ions . We define t h e variables £„, r]n as follows. 
Let IN, KN, LN be the fol lowing intervals : 
I n = [(/ - 1) • 1(Г2<к+1>, I • 10-2<*+1>] 
^ „ = [ 1 - 1 0 - » ' + « . , 1] 
1 _ 10-C+l) _ IQ-Xk+D 
L n 
i _ l o - c + D 
1 0 ,ft+l + 1 
1 _ 1 0 - < * + « 
1 _ 10-(A + f > _ 10-2(ft + l) 
2ft + l 
2ft + 1 
if 1 ^ I ^ 5 У 10 ; 
j = f t + i 
2ft = l 2ft +1 
if 5 У 107 < I ^ 9 У 10y 
j = k+1 l = f t . + l 
where 1 1 K 9 2 Ю' for к = 0, 1, 2, . . 
j=k+1 
a n d 
n — 
ft--1 2i+l 
2 2 
= 0 
_ 10 J + l , if к = 1 , 2 , . ' . . 
I i=0 y = <+l 
\ l if к = 0 
Let C„ = /„ + Kn, Dn = ln + Ln a n d we define the r andom variables 
Ín a n d —rjn as t h e characterist ic funct ions (in t h e sense of t he theory of sets) 
of t h e sets Cn a n d Dn, respectively. 
Now we p r o v e t h a t i„ a n d rjn satisfy t h e above condit ions. Condi t ion 
a) is satisfied s ince i„ 0 holds only on the set Kn -+- Ln- In order 
t o show the f u l f i l m e n t of Condi t ion b) it is suff ic ient to prove t h a t i„ => 0. 
In fac t , if 0 < e < 1, then 
P{|Í„ | > e } = P{ | i „ | = l } = | i n | + \KN\ = lo-<*«> + 10"**+» = l ± 
lQ2(ft-l) 
4 * 
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what was to be proved. Let us now consider Condition c). The r andom vari-
ables £n and r\n can take on only the values 0, 1 and 0 , - 1 , respectively. 
Thus £n and r]n are independent if 
P{£n = 1, In = - 1} = P{£„ = 1} P[r)n = - 1}, 
P { i n = 1, Vn = 0} = P{£n = 1} P{Vn = 0} 
P{In = о, 1J„ = - 1} = P'{£„ = 0} Р(f)n = - 1}, 
P{£n = 0, tin = 0} = P{!„ = 0} P{nn = 0} . 
I t is sufficient t o prove that the first relation holds as the fulf i lment of one 
of these relations implies t ha t of the remaining ones. Since 
10k+i4- 1 
P{£n = 1} = 1 U + 
P(!4n = — 1 ) — + \ L n \ = 1 0 2 ( к + 0 
1 0 2 ( k + l ) 
1 _ JQ—(fc+l) _ 10_2<fc+1) 
i
 + ioc+1) 1 + IOC+O ' 
P{fn = 1, Vn = - 1} = I In\ = 1<Г« к + » , 
(where | / n | , \K n \ , \L n | denote the lengths of the intervals X-nt E m Ln , 
respectively) our assertion holds. From the definit ion of the sequences £n 
and r]n it is easy to see t ha t d ) holds. 
II. This example shows tha t there exist such sequences £n, rjn which 
satisfy the following stronger conditions : 
a) P{ l imt„ = 0 } = 1 
П-»oo 
b*) М(Щ) - > 0, Mfo«) ->0 
c) £n, rjn are independent for every n, 
but 
d) P{lim £n = 0} = P{lim tjn = 0} = 0 . 
П —»oo П—»oo 
III . It is easy to see tha t Conditions a),b),c) neither imply tha t M (£2) -> 0 
nor tha t £n converges to 0 weakly. In fact , if £* = I01fc£n, y* = 1 0 f j n , 
where 
2k+1 
1 Á I Á 9 1 0 y k = 0 , 1 , 2 , . . . . 
]=k+1 
and 
n 
к-1 2/ + 1 
2 2 : ' i o > + i i f к = i , 2 , . . . 
i=0 y = i+l 
I if к = 0 
then £* satisfy Conditions a ) , b), c ) and 
i. e. £n does not converge weakly to 0. 
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2. §. Second case: M( | 2 ) —>- 0 
I. W e shall show t h a t if |„, sa t i s fy the following conditions : 
a) M ( | 2 ) - + 0 
b) M(|„)->0, мы-^о 
c) in, ''In are independent for eve ry n 
then 
M ( i 2 ) ->o , . 
Proof : Since 
M ( ; l ) = M [(!„ +
 V n y ] = M(|2) + Mp?2) + 2 M ( l n » ? n ) = M ( I 2 ) + M fa®) + 
+ 2 M ( I n ) М Ы 
and 
M ( | 2 ) ^ o , M ( ! n ) —>• о , М Ы - 4 0 
we get 
M ( l n ) - > 0, M f a 2 ) - > 0 . 
I t is clear tha t if we replace Condition c) by t h e following condition : 
c*) In, fjn are uncorrelated 
then our statement remains true. 
I I . Let us now def ine the Condit ion b*) as 
6*) |„=> 0, »?„=>-0 . 
We shall show that if Conditions a ) , b*) , c*) hold then t he relations M fa2) -*• 0, 
M (I2) —>- 0 remain t rue . 
Proof : By I. of th is §. is suff ic ient to prove t h a t M(ln) —*• 0. Our con-
ditions imply that 
M ( | 2 ) = M [ ( I n + > 7 n ) 2 ] è D 2 ( ! n ) + D 2 f a n ) 
and thus D2(ln) - > 0, D2fan) - > 0. Moreover, since D 2 ( | n ) - > 0 a n d | n =• 0, 
we conclude М( |
п
) —*• 0. 
3. 8. Third case: In converges to 0 uniformly 
I. We shall p rove tha t if | n , rjn satisfy the following conditions : 
a) In converges t o 0 uni formly 
b) In => 0, rjn => 0 
c) in, rjn are independent 
then in and rjn converge to 0 uniformly. 
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Proof : Let us suppose t h a t does not converge to 0 uniformly. In th is 
case there exist an e with t h e property t h a t for every posit ive integer n0 
there can be found an n n0 so that 
P{]£„| > 2e} = 0„ > 0 . 
This implies t h a t one of the relations 
holds. We may suppose thai > 2e} ^ <5„/2, the other case can he t rea ted 
similarly. Since + y,, converges to 0 uniformly, there exists an N such t h a t 
P{ | f n + i f c | ^ « } = 1 
if n > N. Let n0 = N ; then there exists an n such that 
z 
By comparing these inequalities it follows t h a t if £„ > 2e t h e n rjn < — e 
wi th probability 1. Thus 
P{rjn < - e | £ n > 2 e } = 1 . 
On the other hand , and rjn a re independent, hence 
P{r)n < - s\Sn > 2e} = P{Vn < - s} . 
Thus we conclude 
P{Vn < - e} = 1 
which contradicts t o yn =>• 0. 
From the proof it is clear t ha t Condition с ) can be weakened i. e. it 
is sufficient to assume that 
l i m G n ( y ) ~ H n ( x 1 y ) < l , f 0 < x >  
1 - Fn(x) 
where 
Fn(x) = P{£n < x), Gn(y) = P{уп < у), Hn(x, у) =-- Р{|„ < X, Vn < у) . 
П. Finally we show that if Condition b) is replaced by t he following one 
b*) M(£„)—>-0, М Ы - + 0 , 
t hen the above s ta tement remains true. In other terms if £„ and yn have the 
properties 
a) £„ converges to 0 uniformly 
b*) M ( f n ) - * 0 , M W ^ O 
c) and rjn are independent for every n 
then the sequences and yn converge to 0 uniformly. 
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The proof of this s tatement can be accomplished word by word in the 
same way in which t he assertion in I. of this §. was proved. 
We summarize t h e proceedings in the following table: 
( 
condit ion 
oncludesion 
u' V m' w' 
U W' + + + + 
и S' + + + + 
V m' - — + + 
V s' — — — — 
m w' 
- — + + 
m s' 
— — + + 
In the above table the signes + and — are wr i t t en according as the 
s ta tement on the head of a column followTs or not f r o m the s t a tement at 
the left hand side of the row and t he letters have t h e following meaning : 
u ) = Д + Vn converges to 0 uniformly 
p ) Cn converges t o 0 with probabil i ty 1 
m ) Cn converges t o 0 in the mean 
u ' ) | n and r]n converge to 0 uniformly 
p'J In and rjn converge to 0 w i t h probability 1 
m') In and tjn converge to 0 in t he mean 
w ) In and r\n converge to 0 weakly 
s') | „ and rjn converge to 0 stochastically. 
(Received : 20. 111. 1957.) 
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VALÓSZÍNŰSÉGI VÁLTOZÓK SOROZATÁNAK KONVERGENCIÁJÁRÓL 
(MEGJEGYZÉS PRÉKOPA A. EGY PROBLÉMÁJÁHOZ) 
R É V É S Z P Á L 
Kivonat 
Legyen {|n} és {r)n} két, valószínűségi változókból álló sorozat, és jelölje 
In a I,, + rjn összeget. Tegyük fel, hogy |„ és rjn minden п-те függetlenek. 
A dolgozatban megvizsgáljuk a következő feltételek egymáshoz való viszonyát : 
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и) minden e > O-hoz létezik oly n0(e), hogy P{ | ín | < e} = 1, ha 
n J?0, azaz Cn egyenletesen t a r t O-hoz 
p) P{ l im |„ = 0} = 1 
12—» oo 
m) M ( í 2 ) - > 0 
u ' ) £n és rjn egyenletesen t a r t O-hoz 
p') P{lim | „ = 0} = P{lim
 V n = 0} = 1 
12—* oo 12—* oo 
m') M(§ jö->0 , M ( ^ ) - > 0 
w' ) M (In C) - > 0, M (t]n I ) — 0 tetszőleges véges szórású | valószínű-
ségi változóra 
s') In és rjn sztochasztikusan O-hoz t a r t . 
A dolgozat eredményeit a mellékelt t áb l áza t személteti, ahol a 
illetve — jel az t jelenti, hogy az illető sor fejlécében szereplő feltételekből 
következik, i l letve nem következik az illető oszlop fejlécében szereplő állítás. 
О СХОДИМОСТИ ПОСЛЕДОВАТЕЛЬНОСТЕЙ, СОСТОЯЩИХ ИЗ 
СЛУЧАЙНЫХ ВЕЛИЧИН 
Р . RÉVÉSZ 
Резюме 
Пусть {!„} и {г)
п
} — две последовательности, состоящие из случайных 
величин, и пусть | „ обозначает сумму |
п
 + г)
п
. Предположим, что I п И 7]
п 
независимы при всех значениях от п. В работе исследуется связь следующих 
условий : 
и) для всякого е > 0 существует такое п0(е), что P{|C„| < е}== 1, 
если п ^ п0, т. е. | „ равномерно стремится к нулью. 
p) P(lim С„ = 0} = 1 . 
П~* оо 
т) М { С 2 } ^ 0 . 
и') In и г]
п
 равномерно стремится к нулью. 
р') P{lim In = 0} = P{lim tjn = 0} = 1 . 
12—* oo 12—»oo 
W) M {In 1} 0. М{??„ |}—0 для любой случайной величины с конечной 
дисперсией. 
s') ín и г]
п
 стохастически стремятся к нулью. 
Результаты статьи находятся в приложенной таблице, где знаки + 
или — означают, что из условий фигурирующих в виньетке одной строки 
следует предложение или нетфигурирующих в виньетке соответствующего 
столбца. 
GENERALIZED HYPERGEOMETRIC DISTRIBUTIONS 
K Á R O L Y SARKADI 
1. §. Introduction 
The Pólya distribution is treated in several textbooks on probabil i ty 
theory and mathematical stat ist ics (see e.g. M . FRÉCHET [ 4 ] , W . FELLER [ 2 ] 
and M . A . B R I C A S [ 1 ] ) . I t is well-known t h a t it contains t h e hypergeometric 
distribution as a special case. In addition it is known t h a t the generating 
function of t he Pólya dis tr ibut ion is the hypergeometric funct ion multiplied 
by a constant factor. (See e.g. CH. J O R D A N [ 9 ] , [ 1 0 ] , M . FRÉCHET [ 4 ] and 
M . A . BRICAS [1 ] ) . For this reason the Pólya distribution is called by B R I C A S 
"generalized hypergeometric distr ibution." Furthermore t h e formula of t he 
distribution is given by C H . J O R D A N [ 1 0 ] in a form similar t o tha t of the usual 
hypergeometric distribution, as well as t he formula of the generalized hyper-
geometric distribution of C . D . and A . W . K E M P [ 1 2 ] . 
In the following we shall see that the generalization made by C. D. and 
A . W . K E M P is wider : the i r generalized hypergeometric distr ibution contains 
the Pólya distr ibution as a part icular case. The special form by J . G . SKELLAM 
an J . 0 . I R W I N are Pólya distributions too. 
Some other cases of t he distribution t rea ted by C . D . and A . W . K E M P 
were previously described by CH. J O R D A N [ 1 0 ] , [ 1 1 ] . 
The model given by J . O. IRWIN is a case of the Pó lya urn-model. I t is 
shown tha t Pólya's model, resp. its modificat ion for t h e inverse sampling 
is appropriate for all cases of the generalized hypergeometric distr ibution 
with exception of cases in which both a and n are non-integral. (See formula (2)) 
Fur thermore , it is shown tha t the generalization of C . I), and A . W . K E M P 
is incomplete. I t excludes for example cases in which P(0) = 0, tha t is, zero 
does not belong to the possible values of t he distribution. So it does not conta in 
even all cases of the usual hypergeometric distribution. I t will be shown 
however t h a t the distributions thus omi t ted differ from t h e treated ones by 
shifting only. 
Other rediscoveries of the Pólya distr ibution are also mentioned. 
2. §. Comparison of the distributions 
The usual form of the Pólya distribution is as follows (see W . F E L L E R [ 3 ] ,  
M . A . B R I C A S [ 1 ] ) : 
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( 1 ) P(r) = m I p(p + y) . .. (p + ry — y)q(q + y) .. . (q + my— ry— y) 
1 . ( l + y ) ( l + 2 y ) . . . ( i + m y - y ) 
(r = 0, 1,2, . . . ,m) 
•while 0 < p < l , g = l — p, y > — 1, m positive integer. 
Excluding the case of the binomial distribution (y = 0) and tak ing 
a = — p/y, b = — qjy we obtain the form (see CH. J O R D A N [ 1 0 ] ) 
) IN — R) 
<2) 
n 
(r = 0 ,1 ,2 , . . . , я ) 
where the following relations must hold : a and b are real numbers of the 
same sign, n is a positive integer , for positive a and b n < a -f- b; for positive, 
non-integer a resp. b n < a -f- 1 resp. n < b + 1. 
Thus it can be seen t h a t the Pólya distribution is characterized by the 
formula of t h e hypergeometric distribution, permiting non-integral values 
for a and b. 
This formula is the start ing-point of C. D. and A. W. KEMP. In their 
generalization, also the t h i r d parameter, n may be an arb i t rary real number 
and a, b m a y have different signs. 
(For interpret ing the ra t io of factorials of negative integers they define 
( 3 ) 
( — x — у) ! (ж-1)! 
for positive integer values of x and у.) 
So t he Pólya dis t r ibut ion is a special case of t he generalized hyper-
geometric distr ibution of С. Ю. and A . W . KEMP. 
Investigating the classification of the hypergeometric distr ibution 
given by C . D . and A. W . K E M P it can be seen, that Pólya distributions result 
in following cases : 
Type I. A(i) 
Type I. A(ii) for integer n only 
Type II . A. 
Addit ional types can be regarded as Pólya distr ibutions if we change 
t h e parameters. 
The subst i tut ion 
( 4 ) А
Л
 — N , 7IX — A , BX = A + B — N 
interchanges T y p e I. A (i) w i t h Type I. A (ii); Type П. A with Type 111. A; 
Type II. В wi th Type III. В ; the types non-mentioned are unaltered. 
So we see that all cases of Types I. A., II . A., III. A can be regarded as 
Pólya distributions. 
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The comparison of the restr ict ions shows however tha t t h e r e are several 
cases of Pólya dis t r ibut ions no t contained in a n y of the t y p e s of C. D. a n d 
A. W. KEMP . W e shall r e tu rn t o this question in § 7. ex t end ing the class of 
generalized hypergeometr ic d is t r ibut ions wi th addi t ional t ypes , including 
t h u s the whole class of Pólya dis t r ibut ions. 
3. §. Formulae of the distribution 
The fo rmula of the d is t r ibu t ion can be wr i t ten in severa l different 
forms. The fo rmulae given b y C. D. and A. W. KEMP differ f r o m well-known 
fo rms of t h e Pó lya dis t r ibut ion. There are var ious forms g iven by o ther 
au thors , ment ioned in §. 5. Y e t there can be given addi t ional forms . 
Separate formulae are g iven below for each type. These formulae are 
equivalent , each of them prov id ing the complete generalization wi th exception 
of (1), (6), (7), (8) ; the use of negative fac tor ia ls being inconvenient , t h e y 
can be su i tably used for one t y p e only. 
C. D. and A. W. KEMP classify the generalized hypergeometr ic distr ibu-
t ions into four general types. In fac t there are t h r ee different t y p e s only, since 
— as ment ioned before — T y p e I I and II I a re identical by subs t i tu t ion (4). 
Type I. 
The fo rmula given by C. D. a n d A. W. KEMP : 
a J I b T ln\ la + b — B I 
r i \n — rj \ r ) \ a — r i _ 
a -f- b \ /а + Ы 
n i l a 
a! n\ ъ\ (a + b —n)\  
r\(a — r)\ (n — г)! (b — n + r)\ (a -f &)! 
In case of integral n (or a) also formula (1) can be used. In formula ( I ) 
p = а/(а + b), q = b/(a +b), у = —1/(а + b), m = n or p = nj{a + b), 
q = (a -\-b — n)l(a +b), y = — 1/(а Ц- b), m = a. 
If in add i t ion a and b (resp. n and b) are ra t ional , the well-known formula 
of the Pólya urn-model is also appropr ia te : 
(5) P(r) = 2 
I лM n (6) P ( f ) = ( r J ^ 
r— 1 m — r—l 
UAM + iR) Ц ( N - M + iR) 
i=0 
m - 1 
/ / (N + iR) 
í=0 
while m = n, M = — Ra, . N = — R(a + b) (resp. m = a, M = — Rn, 
N — — R(a + b)), R is a negative-integer, —R being the common denomi-
na to r of а , n a n d b. 
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Type I I — I I I . 
Using the relation (3) we obtain the following forms : 
P(r) 
I с -)- T — 1 \ I d + m — r — i \ 
\ r M m — r I 
íc + d + m— 1\ 
[ m i 
(с + r — 1)! (d + m — r - 1)! m! (c + d — 1)! 
r ! ( m - r ) l (с — 1)! (d - 1)! (c + d + m - 1)! 
which can be written in a form given b y E. J . GUMBEL and H. VON SCHELLING 
[5] for t he distribution of the number of exceedances (see §. 5.) : 
P(r) = -
(m - f - n ) 
N\ m\ 
1 r 
tm + N— 1\ { с + r - 1 J 
or in a f o r m in which t h e succession law is given (see §. 5. and J . V. USPENSKY 
[15]) : 
Г Zc+r~1 (1 — z)m + N-c~r dz  
1 
I zc-! (1 - z)N~cdz 
Ó 
In above formulas с = — a, d = — b, m = n, N — с d — 1 (Type II) ; 
or c = — n, d — — a — Ъ + m — a, N = с + d — 1 (Type III) . 
Al ter ing the nota t ions : 
/ с ) f d 
P ( r ) = 
m 
m) \r ) с! d\ (m -j-r — 1)! (c + d — m — г)! 
c
 + d ] ( m + r) r ! ( d - r ) 1 ( c - m ) \ ( m - 1)! (c + d)l 
m -j- r J 
where с — — a — b — 1, d = n, m= — a (Type II) ; or с = — a — b — 1, 
d = a, m — — n (Type III). 
I n case of positive integral n (or a) formula (1) is also appropr ia te (see 
case of T y p e I). Are in addit ion the o the r two parameters rational, (6) is also 
suitable. Now I? is a posi t ive integer. 
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Are n and a b o t h integers, following formula is also appropriate : 
m-1 r-1 
(m + r - 1) Ц (P + i y ) i f (q+iy) 
r 
(7 ) P(r) i—0 I=0 
m + r-1 
11 (1 + t y ) 
i=o 
while m — — a, p = (a + b + 1)1 {a + 6 — я + 1), q— — n/(a + b — и + 1 ) 
у = l/(a+b - n +1), ( T y p e I I . A ) ; o r m=—n, p = (a +b + l)/{b + 1), 
q = - a/(b + 1 ) , у = 1/(6 + 1) (Type Ш . A). 
Is in addition b rational, following formula is also suitable : 
(8) P(r) = 
m + r 
m-l r-l 
_ п ц (M + iR) ц (N - M + iR) 
i=0 i = 0 
y J m+r—l 
i i (N + iR) 
i = 0 
where m - a, M = R(a + 6 + 1), IV = R(a -\-b — n + 1 ) ; (Type I I . A), 
or m= — n, M — R(a +b + 1), N = R(b + 1) (Type Ш . A) ; in both 
cases I? is a negative integer, —R being the denominator of —b. 
Type IV. 
Appropriate formulae : 
(c + r — 1)! (m + r — 1)! d\ (d — с + m)\ 
P(r) = 
r\ (d+,m + r)\ (с — 1)! (m— l)!(d —с)! 
(d + m + r) I 
с 
d -(- m -f- r — 1 
d 
m + r — I t ( d 
r i V с 
, , . . . ld + m + r— 1\ (d + m + r) 
V d + m — с j 
where с = — a, d = b, m = — n or с = — n, d = a + b — n, m = — a ; 
f u r t h e r 
P(r) 
с + m — I i Id + r — 1 
m /V r 
[c + d + m + r — l t 
m 
(c      r - 1
 ( m + r ) 
\ m + r J 
(d + r - 1)! (m + r - 1 ) ! (c + d - 1)! (c + m — 1)! 
r\ (c + d + m -V r - 1)! (с — 1)! (d - 1)! (m — 1)! 
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where с = a + й + 1, d = — n, m == — a, or с = a + 6 -(- 1, d = — a, 
m = — п. 
In t he case of. integral a (or n) formula (7) is also appropr i a t e . Are in 
add i t ion t he o ther two pa ramete r s rat ional , fo rmula (8) is also suitable. 
I n th is case R is a lways a posi t iv integer. 
4. §. Model representation 
The urn-model ment ioned b y t he authors for the integer case of Type 
II. A, given by J . O. IRWIN [7], is a special case of t h e well-known Pó lya urn-
model . However, Pó lya ' s model is appropr ia te not only for the in tegra l cases, 
b u t for all cases of t he Pólya d i s t r ibu t ion (see e.g. W . FELLER [3], pp . 82—83., 
p. 128.). 
The Pólya urn-model is given below in a form connected w i th formula (2). 
In a set of n successive (dependent) trials the probabi l i ty of success varies 
f r o m tr ia l to t r ia l in t he following way : In t he f i r s t t r ial the probabi l i ty of 
success is a/(a -\-b). If the f i rs t к t r ia ls resu l ta ted in s successes a n d к — s 
fai lures, the (conditional) p robab i l i ty of success in the (к -f- l ) - s t t r ial is 
(a — s)/(a +b — k). Then the probabi l i ty of exac t ly r successes out of n 
t r ia l s is given b y fo rmula (2). 
The above model il lustrates t h a t Pólya 's d i s t r ibu t ion is the generalization 
of t h e hypergeometr ic one in t he sense tha t the pa ramete r s a and b may t ake 
a n y real value ins tead of integers only. 
If we modi fy Pólya ' s model for the inverse sampling, we get appropr ia t e 
models for types I I I . A and IV. in case of integral n, for types I I . A and IV. 
in case of integral a. The modif ied model is as follows : 
In a set of successive trials, t h e probabi l i ty of success varies f rom tr ia l 
t o t r ia l in the following way. In t h e f i r s t t r ial t h e probabi l i ty of success is p. 
If t h e first к t r ials resul ted in s successes and к — s failures, the (condit ional) 
p robabi l i ty of success in the (к -f- l ) -s t t r ia l is (p -+- s y)/( 1 -f к у). T h e trials 
a re cont inued unt i l m successes have been ob ta ined (r is now t h e number 
of failures). This model leads direct ly t o formula (7). 
Are the o ther parameters ra t ional , the above model can be modif ied 
for u rn model in a p roper sense which leads to f o r m u l a (8). So we h a v e appro-
p r i a t e models for all cases in which n or a is integral. Are both n a n d a integral, 
Ave have two di f ferent models in general . 
5. §. Other derivations and special cases 
C. D. and A. W . KEMP ment ion two au thors (J. G. SKELLAM [ 1 8 ] ; 
J . O. IRWIN [7]) who described some types of the i r dis t r ibut ion previously. 
These types belong t o the class of Pólya dis t r ibut ions . I t follows f r o m the 
p a p e r of C. D. a n d A. W. KEMP a n d f rom our last § t h a t the m a i n types of 
t he generalized hypergeometr ic d is t r ibut ions can be derived in t h r e e different 
ways : 1. by ex tend ing the fo rmula of the hypergeometr ic d is t r ibu t ion ; 
2. b y u rn models ; 3. by allowing t h e probabi l i ty pa ramete r of a binomial 
(negat ive binomial) d is t r ibut ion t o be a Beta var iable . 
As it is well-known, the Pó lya d is t r ibut ion was int roduced in t h e second 
way. I t is known however , t h a t it can he derived in the th i rd w a y too 
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(0. LUNDBEBG [14]). Applications of this k ind are treated in papers of J. W . 
HOPKINS [6] and the present author [16] too. I myself ignored at tha t t ime 
t h a t the distribution investigated was of t y p e Pólya. J . W. HOPKINS uses 
the name "negat ive hypergeometric distr ibution" for the distribution adopted 
f rom SKELLAM. 
CH. JORDAN [10] describes a simple fo rm of the inverse sampling types , 
namely the case m = 1 (see formula (8)). 
I t seems tha t the fact t ha t there are three possible derivations of t he 
distribution, is the main cause for its repeated rediscovery. Another cause 
is tha t different forms of the law of distribution are possible. 
Finally we wish to discuss several problems each of which leads t o a 
special case of the Pólya distribution, namely to the integer ease of C. D. 
and A. W. KEMP II. A (III. A.) type. As mentioned before this type has two 
different urn-model representations : a direct Pólya sampling model, in which 
a similar ball is added af ter each drawing and an inverse sampling model 
without replacement. It seems to be suitable to restrict t he name „negative 
hypergeometric distribution" t o this type, as this is the analogon of the nega-
t ive binomial distribution for sampling wi thout replacement. 
The inverse sampling without replacement appears in several statistical 
problems: e.g. random walk (W. FELLER [2 ]), waiting t ime (W. FELLER [3] 
p p . 35—37.) e t c . 
A problem of another kind, which leads to this distribution is t ha t of 
the number of exceedances. (See e.g. E. J . GuMBELandH. vonScHELLiNG [5]). 
I t has been shown by the present author [17], that the distribution of the 
number of exceedances is of this type. Fur thermore it is mentioned t h a t the 
formula of the distribution derived by E. J . G UMBEL any H. von SCHELLING 
by combining the binomial and Beta distributions can be derived through 
the Pólya urnmodel too ; and it is shown t h a t Laplace's law of succession (see 
e.g. J . V. USPENSKY [19]) and the inverse problem (by using Bayes' rule) of 
sampling wi thout replacement lead to the same distribution. 
The moments of Pólya 's distribution were treated e.g. by CH. JORDAN 
[10], M. FRÉCHET [4] and M. A. BRICAS [1], the limiting forms by M. A. 
BRICAS [1] in detail. I. KOZNIEWSKA [13] determined the first absolute 
central moment. 
6. §. The equivalency of the drawings 
As well-known, a random variable of binomial probabil i ty distribution 
can be regarded as the sum of independent, equally distributed random variables 
with the possible values 0 and 1. Similarly, a random variable of Pólya distri-
bution can be regarded as the sum of the caracteristic random variables of the 
drawings. Here however the terms are dependent, but it is known tha t these 
characteristic variables have the same apriori distribution. G. PÓLYA [15] 
showed tha t they are equivalent random variables (see also CH. JORDAN [11], 
M . FRÉCHET [4]). 
The converse of the above theorem does not hold. L. WEISS [20] showed 
by a counter-example tha t Pólya's distribution cannot be uniquely derived 
from the assumption of its variable being the sum of equally distr ibuted 
random variables on the numbers 0 and 1, having by pairs t he same correlation 
coefficient. Furhermore it follows from his counter-example that even the 
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assumption of equivalency of the terms is insufficient for being the sum 
Pólya variable. 
Here we show the following 
Theorem : Every random variable £ with the possible values 0, 1, 2, . . . , n 
can be written as the sum of n equivalent random variables : 
f = 4 + f , + . . . + in 
while each of the equivalent random variables £lt £2, . . ., £„ is distributed on the 
numbers 0 and 1. This decomposition of £ is uniquely determined. 
Proof : 
It follows from the assumption t h a t if such a decomposition exists, 
then the probabili ty tha t к of the variables clt £2, . . . , £„ in a given order 
have value 1 and the remaining n — к value 0, is 
(9) 
n 
jc 
I n 
orders of this kind, each order with t h e same probabil i ty 
k 
by virtue of equivalency. 
The joint distribution of £3, . . . , £ „ is uniquely determined by the for-
mula (9). Evidently, any permutation of the variables does not effect the 
distribution. Thus is follow's tha t £2, - • •, in are equivalent random vari-
ables. 
7. §. Completion of the generalization 
The generalization given by C. D. a n d A. W. KEMP is — as mentioned 
before — incomplete. There are cases in which formula (2) defines a probabil i ty 
distribution, bu t does not sat isfy the restrictions given by C. D. and A. W. 
KEMP. The classification needs a completion in two directions : 
A) C. D. and A. W. KEMP consider cases only in which the smallest 
possible value of the distribution is zero. In addition, it seems reasonable to 
consider cases in which n — b is a positive integer a n d formula (5) gives 
P(r) > 0 in t he range n — b < r A R (R positive integer or infinite) and 
formula (5) sums to unity in this range. 
The reason for above assumption is t h a t in each case for which formula 
(5) gives P(0) =t 0 but gives positive values for some positive integral values 
of r, n — b must be a positive- integer and P(n — b) =f= 0 hut P(r) = 0 if 
0 < r < n — b. 
Namely we obtain f rom (5) 
P ( 0 ] _ (a — r)l (b — r)\ (b-n + r)\ 
P(r) ' a\ b\ (b — n)\ 
GENERALIZED HYPERGEOMETRIC DISTRIBUTIONS 6 7 
The f i r s t three factors are always f in i te and different from 0. T h u s 
P(0)/P(r) = 0 if and only if 
(b - n + r) ! = 0 
( b - n ) I 
from which follows tha t b — n must be a negative integer and r A. n — b. 
I t will be shown t h a t the probability distribution arising from (5) and 
having the smallest possible value n — b, can be reduced b y the t ransforma-
tion 
(10) a = bx , b = alt n = a1-{-b1 — nx , r = bx — nx + rx 
to those considered above. Namely, 
С И Л ) • P1(r1)=P(r) = 
K + ^i 
I % 
while 
P j ( 0 ) = P ( n — b) > 0 . 
The detailed comparison gives that we get new types b y the t ransformation 
(10) from Types I. A (i), I. A (ii) and IV. of C. D. and A. W. KEMP. 
В ) For Type П. A. the authors exclude the case b = — 1, similarly for 
Type III . A. the case b — n — a — 1. These exclusions are unjustified. I t is 
true t h a t in the cases mentioned the hypergeometric series are inf ini te and 
divergent, bu t и or a is a positive integer and thus (5) sums to uni ty in the 
range 0 ^ r gi n resp. 0 zi r ^ a which can be proved in the same way as 
in case of f ini te series. 
An important part icular case : If a = 6 = — 1, n positive integer, we 
obtain 
p(r) = 
n+ 1 
(r = 0, 1, . . . ,n) 
that is our random variable is uniformly distributed on the numbers 0, 1, 2, 
.. '., n. 
(Received: 5. VIII. 1957.) 
5 A Matematikai Kutató Intézet Közleményei II . / l—2. 
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A H I P E RGEOMET RIKUS ELOSZLÁS ÁLTALÁNOSÍTÁSA 
SARKADI К . 
Kivonat 
С. D. a n d A. W . K E M P [12] a h i p e r g e o m e t r i k u s e losz lás kép le tébő l (2) 
k i indu lva á l t a l á n o s í t o t t á k a z eloszlást a r r a a z esetre , h a a p a r a m é t e r e k n e m 
egész, h a n e m á l t a l á b a n va lós számok . 
E b b e n a c i k k b e n a s z e r z ő m e g m u t a t j a , h o g y a C. D . és A. W. KEMP-
fé le á l t a l á n o s í t á s a P ó l y a - f é l e eloszlást spec iá l i s e s e t e n k é n t t a r t a l m a z z a , 
t o v á b b á u g y a n c s a k t a r t a l m a z z a a P ó l y a - m o d e l l inverz (Pascal-féle) m e g -
felelője á l t a l s z á r m a z t a t o t t e losz lásokat . 
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• 
Az emlí tet t c ikk részletes t á rgya lá sá t is t ö b b t ek in t e tben kiegészíti, 
így pl . m e g m u t a t j a , hogy az indokola t lanu l k izár egyes o l y a n t ípusokat , 
ame lyek az eredeti feltevésnek megfelelnek. 
Megemlít még a szerző a c ikkben több i smer t vagy az i roda lomban 
t á r g y a l t eloszlást is, melyekről edd ig n e m volt ismeretes , hogy Pólya-eloszlások. 
Ezek : a Laplace-féle következési szabály , t o v á b b á a visszatevéses mintavé te l 
(Bayes-féle) inverz p rob lémá jának megoldása, va lamint az [5 ] , [6], [7], 
[16] , [18] c ikkekben tárgyal t eloszlások. 
J . 0 . IRWIN [7] cikke k r i t i k á j á t ( lásd: [20]) kiegészítve, a szerző 
beb izony í t j a , hogy bármely valószínűségi vál tozó, amelynek 0, 1, 2, . . . , n 
a lehetséges ér tékei , felírható n d a r a b ekvivalens esemény ka rak te r i sz t ikus 
vá l tozónak összegeként. 
ОБОБЩЕННЫЕ ГИПЕРГЕОМЕТРИЧЕСКИЕ РАСПРЕДЕЛЕНИЯ 
К . SARKADI 
Резюме 
С. D. и. A. W . K E M P [12], исходя из формулы гипергеометрического 
распределения (2), обобщили распределение на тот случай, когда параметры 
не целые, а, вообще говоря, вещественные числа. 
В настоящей статье автор показывает, что это обобщение содержит 
распределение PÓLYA как специальный случай, а также содержит распре-
деления, происходящие от обратного (PASCAL) аналога модели PÓLYA. 
Дополняется также подробные рассуждения упомянутой статьи, 
показывается, например, что она необоснованно исключает некоторые типы, 
которые соответствуют исходным предположениям. 
Упоминаются ещё в статье известные или расснотренные в литературе 
распределения, о которых не было известно, что они являются распреде-
лиями PÓLYA. Это : правило заключения LAPLACE, решение обратной 
проблемы выбора образцов с возражением, а также распределения, 
рассматриваемые в статья [5], [6], [7], [16], [18]. 
Дополняя критику [20] статьи J . О. IRWIN] [7], автор доказает, что 
л ю б а я случайная величина, вовможные значения которой являются 
О, 1, 2, . . . , п, может быть представлена в виде суммы характеристических 
переменных п эквивалентных событий. 
б* 

I 
ON SECONDARY STOCHASTIC PROCESSES 
GENERATED BY A MULTIDIMENSIONAL POISSON PROCESS1) 
LAJOS TAKÁCS 
Introduction 
In an earlier paper [4] the author deduced some theorems concerning 
secondary stochastic processes generated by a one-dimensional Poisson process. 
In the present paper a more general case will be investigated. We suppose 
t h a t the underlying process is a homogeneous Poisson process defined on an 
m-dimensional space. We shall establish theorems which are generalisations 
of the theorems formulated in [4]. The proofs are based on the method of [4]. 
§. 1. Homogeneous Poisson process defined on a Euclidean space of finite 
dimension 
Let us consider the field © of all Borel-measurable sets N of a Euclidean 
space of finite dimension. Denote b y /z(S) the Lebesgue measure defined on 
the sets S £ <B. For each set S, wi th fi(S) < oo, let there be defined a 
random variable £(S) with the following properties : 
1°. £(S) assumes only non-negative integer values and P{£($) = 0} ф 1 
if y{S) > 0. 
2°. The probability distribution of £(S) depends only on the measure (i(S). 
3°. If Sx and S2 are disjoint sets, then and Ç(S2) are independent 
random variables and we have + S2) = i(Sx) + i(S2). 
£ м Р Щ М = 1 . 
P{£(£) = 1} 
Another definition of the multidimensional Poisson process has been 
given e.g. by C. RYLL-NARDZEWSKI [3]. 
Theorem l .s Under the assumptions 1°.—4°. we have 
(1) P{|(S) = k} = e-pAS) [ P ^ l Z 
k\ 
*) This is an address delivered at the Colloquium on Stochastic Processes, Balaton-
világos, September 13—15, 1956. 
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for all S£<&, with ft(s) < oo, where p is a positive constant. 
Proof: Consider a decomposition of S : 
where (i = 1 ,2 , . . . , n) are disjoint sets a n d p(S^) = p{S)jn. Let Sn  
be one of the sets Now, by 3? we have 
(2) P{|(S) = 0 } = [ P { | ( S n ) = 0 } r 
without supposing t h e mutual independence of the random variables 
« > ) (i = 1, 2 , . . . , n ) . As P {£($„) = 0} = 1 — P { £ { s n ) = 1} — P{!($„) > 1} 
and ju{Sn) — p(8)/n, taking 4? into consideration, we obtain tha t 
(3) lim n Р { В Д = 1} = - log P{|(N) = 0} . 
П—• oo 
This limit cannot be infinite. For P {!($) = 0} = 0 would imply 
P{|(5) = 0} = 0 for all sets S. Consequently also it would follow tha t 
P{|(iS') — lc) — 0 for all sets 8 and for all k, which is impossible. The limit 
cannot be equal to 0, for P {f(8) = 0} = 1 would imply the same relation for 
all sets S. But t he case P {£($) = 0} = 1 is excluded. 
Using the condition 3?, we have 
(4) M{e"i(S)} = [M{eí'í(S»)}]" . 
Clearly, we have 
M{e'«(s-)}= P{!(,Sn) = 0 } + P{|(Ä„) = 1} e " + P{f(5„) > 1}0 
where 101 ^ 1. Now pu t t ing P {f(S„) = 0} = 1 - P {£(£„) = 1} - P {£(£„) > 1}, 
from (4) it results t h a t 
(5) M{e''«s>} = ехр{(е" - 1) lim n P{£(£„) = 1}} 
и—* со 
or by vir tue of (3), 
(6) M{ei'«s>} = (P{|(N) = 0})<,-e''> . 
Consequently £(S) has a Poisson distribution. T h e expectation М{|(£)} 
exists and by (6) we have 
(7) M { f ( S ) } = - l o g P { ! ( f f ) = 0} . 
The expectation M {l(N)} is a non-negative addi t ive set function, which 
depends only on ju(8). Consequently M {£($)} = Pft(S) with a positive p. 
The cases p = 0 and p — °° are excluded. Finally 
(8) M{e" i (S)} = e - P ^ 1 - ^ . 
which proves (1). 
In the following we shall call a set of random variables {£(#)} which 
satisfies 1? — 4? a homogenous Poisson process. 
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Remark 1. If n > 2 and Su S2, . .., Sn are disjoint sets, then К Д ) , 
i(S2), . .., Í(Sn) are not necessarily mutually independent random variables. 
However, it is easy to construct a set of random variables {!($)} which satisfies 
beside 1? — 4? also the following condition : 
5°. If for an arbitrary n, 8
г
, S2, . . ., Sn are disjoint sets then the random 
variables Í{Sf), Í{S2), . . . i(Sn) are mutually independent. 
The stochastic process {<?($)} can be interpreted as follows : Let us 
consider random points (random events) distributed in the space. Denote by 
i(S) the number of t he random points or random events taking place in the 
set S. For a realization {£(£)} a point P is one of the random points if lim i(iS') + 1 
in such a way tha t P^S, where S is an open set. s - p 
We prove two lemmas : 
Lemma 1. Let us consider the Poisson process {£($)} fulfilling 1°—4°. 
Let y(S) > 0. Under the condition £(S) = 1 the random point in S is distributed 
uniformly in S. 
Proof: Let 8 = 81 + S2, where S1 and S2 are disjoint sets. Then 
we have 
1 V V 1 v 1
 P{i(S) = 1} 
= P{Ç(S1) = 1}P{S(S2) = 0} = yjSJ 
P{f(S) = l } P(8) ' 
as was to be proved. 
Lemma 2. Let us consider a Poisson process {£($)} fulfilling 1°.—51. 
L,et fi(S) > 0. Under the condition i(S) = Ic, the к random points in S are 
distributed independently and uniformly in S. 
Proof: For an arbi t rary я, let S=St + S2 + . . . + Sn where 8lt S2,..., Sn 
are any disjoint sets and к = kx -f k2 -j- ... + kn where kx, k2 kn 
are any non-negative integers. Then we have 
= kv i(32) = k 2 , . . . , s(8n) = K \ m = k} = 
P{t{S1) = k1, = . . . , S(Sn) = kn} = 
p { w = v 
_ P{g(flx) = . P{f(g,) = k2}... P{f(g„) = K) _ 
p{w = k} 
k\ Ы Д ) ki MS*) к, 
kx\ k2\ . . . kn! U(S) I m s ) ' I p(S) 
This completes the proof. 
Remark 2. If we assume more generally t h a t /a(S) is any non-atomic 
measure other t han the Lebesgue one, then similar theorems are valid as 
above. In this case {!($)} is called a non-homogeneous Poisson process. 
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§. 2. Secondary stochastic processes generated by a Poisson process 
Let us consider a homogeneous Poisson process {£($)} defined on the 
Euclidean space of m dimensions. For the sake of brevity we introduce the 
vector notation x = {xv x2, .. ., xm), y = (yv y2, ym), r = (rlt r2, ..., rm) 
etc. , for denoting the points of t h e space. Let us suppose t h a t every event in 
t h e Poisson process gives rise t o a signal depending on a random parameter. 
If y is the point representing an event and a is the value of the corresponding 
parameter , then denote the magni tude of this signal at the point x by f(x,y,a). 
Suppose that the parameters belonging to different events are mutually inde-
pendent random variables with a common distribution funct ion H(a) and 
fu r the r that the different signals linearly superpose. In t he following we 
suppose that f(x, y, a) is a Baire function. 
Let us consider the random variable 
(9) rj{x ; S) = 2 Kx> Vv, a-v) 
VyiS 
\ 
which represents a t the point x t h e sum of the signals arising f rom the random 
events occurring in the set S. Неге y,, denote the different random points 
and av the random parameters. I n the case when 8 = Rm(the whole space), 
let us write rj(x) instead of rj(xm ; Rm). These sums do not necessarily converge. 
If t hey do, we say t h a t the process р(х ; S) resp. у(х) exists. If p(S) < 
t h e n the process r](x ; S) exists wi th probability 1. If S = Rm we obtain the 
following 
Theorem 2. If for all x we have 
V СО 
(10) J [ [ \f(x,y,a)\dH(a) \dy < oo 
вт 
then the process {rj(x)} exists with probability 1. 
Proof: Let us decompose the space Rm as the countable union of disjoint 
sets with finite measures: Rm = + S2 + ... + Sn-\- ... . Then we have 
(11) v(n)= 24(v,sn) . 
n= 1 
As 
00 
М { | ч ( » ; J [ j \f(x,y,a)\ dH(a)]dy 
sn 
and 
2 M{|»?(® ; 5„)|} ^ P J [ J I/(*, y, a)| dH{a)\ dy < oo , 
B m — CO 
it follows from the known theorem of BEPPO LEVI or from the known in-
equal i ty of MAKKOV concerning non-negative random variables tha t the 
process {r)(ic)} exists with probabil i ty 1. Evidently, p(x) is independent of 
the part i t ion of H m . 
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Theorem 3. Let P(S) be finite. The characteristic function of the random 
variable rj(x', S) has the following form : 
00 
(12) Mie"^ :« )} = exp j p j" | J е1'^.».«) dH{a) - 1 ] dy J . 
S — CO 
Proof: Let be S = S1 + SZ + ... + SN where SLT S2, ..., SN are disjoint 
sets with the same measure. According to t he condition 3° concerning {!($)} 
we can write 
n 
(13)
 M{ei(„(*;S)} = j j 
fc=l 
without supposing the mutua l independence of the random variables 
tj(x ; Sk) {k = 1 ,2 , . . . , n). By the theorem of to ta l expectation and Lemma 1 
we obtain 
M{e«"<*;s*>} = > ' Р { | ( Д ) = j) М{е''"><*;5*>|!(Д) = j ) = 
l=o 
dy + P{S(Sk) > 1} & = Р { | ( Д ) = 0} + P { m = 1 } - ^ — f Í Г em*,«,a)dH(a) 
y {S к) J L J 
S к —со 
where | d | ^ 1. Taking in to consideration that Р { | ( Д ) = 0} = 1 — 
— P {£№) = 1} — P{i(Sk) > 1} and fi(Sk) = p{S)/n we obtain by tak ing 
logarithms 
СО 
log M{e"''<!e;s*>} = p | j4 dH(a) — 1 dy + Ck pp(S) 
n 
Sk -« 
where | Ck | < 4 . Letting те-> °° we obtain by (13) 
log М{е«"<я: S> } = P I [ [ ét](x,y,a)
 d H ( a ) _ i j d y 
S -co 
which proves (12). 
Remark 3. Assuming also 5° for t he process {!($)} we may prove 
Theorem 3 in a simpler way using Lemma 2. For by the theorem of total expec-
tat ion we get 
M{eii„(*;s)} = У p ^ S ) = = j} 
l=o 
and by Lemma 2 
= ? y = = l}]7' 
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where 
M{e<'">(*'s>||(£) y(S) J eitf(x,v,a) dH(a) 
S -о 
dy 
Carrying out the corresponding substi tutions we get (12), what was to be 
proved. 
Now we shall prove the following limit theorem : 
Theorem 4. Let us suppose that D {p (x; S)}exists ; then we have 
(14) lim = 1 
л 
zí e 2 du . \ D{y(x-,S)} ~ \ У2л 
— OO 
Proof: By Lemma 2 
T]{x ;S) = J £ f { x , yv a,) 
vies 
can be considered as a sum of a random number of identically distributed 
independent random variables, where t he number of the variables is inde-
pendent of the variables themselves. The number of t he variables follows 
a Poisson distribution wi th mean pp{S). I f p -> - °o then we obtain the limi-
ting distribution (14) by the theorem s ta ted by H. ROBBINS [2] (Cf. R. 
L . BOBRUSHIN [1]). 
Remark 4. Theorem 3 may be easily proved also for the case when the 
underlying process is a non-homogeneous Poisson process. In this case we 
have 
OD 
M{eif„(*;S)} = exp J p j j j e'Vf.va) dH{a) - 11 p{dy) . 
S — CO 
Theorem 5. If for all x we have (10), then 
СО 
(15) М{е"»<*>} = e x p j p J J ('•««№».«'.«>dff(a) - l ] dy 
rm - « 
Proof: (15) follows f rom the existence of the random variable r](x). 
However, we may prove i t directly by the known theorem of P. LEVY a n d H. 
CRAMÉR concerning the convergence of a sequence of characteristic functions. 
Remark 5. Let us denote the 5-th semi-invariant of rj(x) by A s {rj(x)} 
(« = 1,2, . . . ) . By (15) we get 
/ i« \ a r / m 1 №lo§ M{e«"W}) (16) 
со 
= j(f(x,y,a)YdH(a) dy 
Rm 
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if this exists a t all. By (16) we obtained a new generalization of the formulae 
of N. CAMPBELL well-known in physics. Especially we have 
M Ш ) = Ar {y(x)} and D2 [y(x)} = Л2 {y(x)}. 
Remark 6. Let us suppose that / (x , y, a) depends only on the difference 
r = X — у . I n this case let us put f(x, y, a) = g(r, a). Then the distribution 
function of y(x) is independent of x and i ts characteristic function is 
CO 
(17) М{е""<*>} = e x p j p j [ J е»^аЫН(а) - 1 j dr J . 
« . - f 
In such cases we shall call the process \y(x)} a homogeneous one. 
If fu r the r , g(r,a) depends only on r = | r |, then let us put g(r, a) = 
= h(r, a). In this case the characteristic function of y(x) is 
m 
( 1 8 ) M{e*>M} = e x p J j
 r m - 1 J eith(r,a) dH(a) _ i j d r j . 
We shall say in this case t h a t the process y(x) is a homogeneous and isotropic 
one. 
Theorem 6. If {»?(#)} is a homogeneous process and M {(y(x))2} < 
then the correlation function R(r) = R{rj(x),rj(x + /')} exists and is indepen-
dent of x. We have 
(19) R(r) = 
J [ J g{y, <*) g(y + r, a) й Я ( а ) j dy 
«m - = 
CO 
J [ [ (9(У, a)fdH(a)]dy 
rm - » 
Proofs Let r be f ixed and y*(x) — y(x) + rj(x + r). Then {y*{x)} is also a 
homogeneous process and M {(»?*(ж))2} < {у*(х)} differs from the process 
{y(xj} merely by taking the signal g*(y, a) — g{y, a) + g(y -f r, a) instead 
of g{y, a). Then by (16) we have 
Rm 
i. e. 
. СО 
D2{y*{x)} = J [ j ' (д*(у,а))ЧН(а)] dy 
СО 
D2{y(x) + y(x + r)} = J [ j (g(y, a) + g(y + r , a ) ) 2 dH(a) | dy 
Rm 
On the other hand, evidently 
D2{y(x) + ф + r)} = 2 02{ф)} [1 + Д(г)] . 
Comparing the latter two formulae we get R(r). 
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Remark 7. If fa(as)} is a homogeneous and isotropic process, then t h e 
correlation function R(r) depends only on r — | r | and in this case let us 
put R (r) = R (r) for which we have 
(20) R(r) = 
m— 1 
OO Л CO 
\ y m ~ l {) I Щ , а) А ( | / Г 2 + У 2 - 2 Г7/ COS <p, a) С Ш ( А ) ] |cosç>|m-2cfyJ<fa 
0 — OO 
OO СО 
\ym~1[ \ (h(y,a)fdH(a)]dy 
-If)»-
The spectral function of the process fa (as)}. As the correlation func t ion 
of a s tat ionary stochastic process can be expressed by t h e known formula 
of A. J. KHINTCHIVE, similarly the correlation function of fa(as)} may be 
expressed as follows : 
(21) R(r) = (eiir dF(X) 
rm 
where Я = (Я1; Яг, ..., Ят), r = (rv r2, ..., rm), Яг = V i + V 2 + + 
+ Я
т
г
т
 and F (Я) = Я2, ..., Ят) is a distribution function of m 
dimensions. 
Theorem 7. If 
(22) 
Г(Я,а) (2п. J® g(x, a) dx , 
the Fourier transform of g(x, a) exists and \ Г(Я, a) |2 is Stieltjes-integrable-
with respect to H (a) then А(Я) has a density function /(A) and we have 
(23) 
J \Г(Я, a)\2 dH(a) 
§[\(g(y,a))2dH(a)]dy 
0 —00 
Proof: /(A) may be determined from (21) by Fourier inversion: 
/(Л) = —— Г e~UrR(r) dr . 
{2л)т J ' 
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Remark 8. I f r}(x) is a h o m o g e n e o u s a n d i s o t r o p i c p rocess , t h e n 
m-2 , . » Jm-2 (Xr) 
( 2 4 ) R{r) = 2 2 Г 
Ш 
of 4 ) — 
w h e r e F(X) is a d i s t r i b u t i o n f u n c t i o n of a n o n - n e g a t i v e r a n d o m v a r i a b l e a n d 
Jm-2 {z) is t h e B e s s e l f u n c t i o n of o r d e r (m— 2 ) / 2 . If 
СО m 
с r^jm-2 (xr) 
2 
Г(Х,а) = 
j 
о 
m-2 
X 2 
h(r, a) dr 
e x i s t s a n d | Г(Х, a) | 2 is i n t e g r a b l e w i t h r e s p e c t t o H (a), t h e n t h e dens i t y 
f u n c t i o n /(A) = F'(X) exis ts a n d w e h a v e 
(25) 
№ = 
r ~ 
X f j [r2 jm 2 (яд h(r, a) dr] dH{a) 
Jrm"![ )' (h{r,a)ydH(a)\ 
0 Aoo 
( R e c e i v e d : 1. IV. 1957.) 
dr 
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TÖBBDIMENZIÓS POISSON-FOLYAMAT ÁLTAL SZÁRMAZTATOTT 
MÁSODLAGOS FOLYAMATOKRÓL 
TAKÁCS LAJOS 
Kivonat 
E g y véges d i m e n z i ó j ú euk l idesz i té r Bore l - f é l e 8 r é s z h a l m a z a i n l e g y e n 
é r t e l m e z v e e g y {£($)} h o m o g é n Poisson f o l y a m a t , ame ly re 
= =
 t 
a h o l p(S) az S h a l m a z L e b e s g u e mér t éke és p poz i t ív á l l a n d ó . 
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A Poisson fo lyama t eseményei előfordulási pon t ja inak sokaságát 
jelölje {yv}. Tegyük fel, hogy a Poisson fo lyamat minden egyes eseménye 
létrehoz egy jelet. Je lö l je az yv p o n t h o z t a r tozó jel nagyságát x pontban 
/(ж, yv, av), ahol a v egy véletlen p a r a m é t e r . Fe l tesszük, hogy az {«„} para-
méterek egyforma eloszlású függet len valószínűségi változók. A szerző az 
(1) rj(x ; S) = > /(ж, yv, av) 
»vi S 
sztochaszt ikus f o l y a m a t v izsgálatával foglalkozik. Meghatározza az r](x ; S) 
vál tozó eloszlását és az {rj(ж; S)} f o l y a m a t korrelációs függvényét és spekt-
rális eloszlását, midőn S az egész t é r . 
О ПРОЦЕССАХ П О Р О Ж Д Е Н Н Ы Х МНОГОМЕРНЫМ ПРОЦЕССАМ 
POISSON-A 
L. TAKÁCS 
Резюме 
Пусть {£($)} однородный процесс Poisson-a, определенный на 
Borèl-евских подмножествах S некоторого конечномерного эвклидового 
пространства, и пусть 
к ! 
где y(S) Lebesgue-овская мера множества S u p положительное число. 
Пусть {yv} означает множество точек нахождения событий процесса 
Poisson. 
Предположим, что всякое событие процесса Poisson-a создаёт сигнал. 
Пусть f(x,yv,av) означает в точке ж величину сигнала, принадле-
жащего точке yv, где a v случайный параметр. Будем предполагать, что пара-
метры {а„} независимые, одинаково распределённые случайные величины. 
Автор занимается исследованием стохастического процесса 
rj(x ;S)= f > ; /(ж, yv, av) . 
Vyts 
Определены распределение случайной величины y(x;S), коррелационная 
и спектральная функции процесса {r](x;S)}, когда S является польным 
пространством. 
BOLYONGÄSI FELADATOKRÓL 
TAKÁCS LAJOS 
A következőkben a közönséges és abszorpciós bolyongás néhány speciál is 
p rob lémájáva l foglalkozunk és korábbi i s m e r t eredmények egyszerű b izonyí -
t á sá t i smer t e t j ük . 
1. §. Közönséges bolyongás 
Legyenek | 1 , | 2 , . . . ,•£„, . . . függet len valószínűségi vá l tozók, amelyekre 
(1) Р { | „ = 1 } = Р { ! „ = _ 1 } = ! . 
Legyen rj0 = 0, n = 1 , 2 , . . . ese tén pedig 
(2) Пп - i i + + - • . + ín . 
Mint ismeretes, az r\n (n = 0, 1, 2,...) vá l tozók sorozata e g y egyenesen bo lyongó 
részecske p á l y á j á t ír ja le. H a a részecske az x — 0 p o n t b ó l indul el és min-
den egyes lépésben ~ valószínűséggel poz i t ív i rányba, ~ valószínűséggel nega-
t ív i r á n y b a mozdul el egy egységnyit , a k k o r r]n lesz a részecske helyzetének 
abszcisszája n lépés megté te le u tán . 
Ismeretes , h o g y 
( n \
 l 
n -j- x \ — , h a x = 2 r — n (r = 0 , 1 , . . . , n) 
Г 12" (3) P{Vn = x} = 
egyébkén t . 
Ugyanis 2" s zámú K-lépéses pá lya van és ezek mindegyike egyenlően valószínű. 
Az olyan pá lyák száma, amelyek n lépéssel az x — 2r — n pontba veze tnek , 
'
П
 j , ugyanis ekkor a részecske r lépést lép pozitív i r á n y b a és n — r lépést 
r 
negat ív i r ányba . 
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A következőkben beb izony í t juk az alábbi i smer t határeloszlásté te l t : 
A 
(4) l im P { m a x ( ]Pi ] , |JJ2| Ы ) < fii г} = F(z) 
п-* 0° 
határeloszlás létezik, és f e n n á l l , hogy F(z) = 0, ha z 51 0, míg pozitív z ér té-
kekre 
(5) F(z) = ( - l)k [^((2 к + 1) z) - Ф((2 le - 1) z)], 
ahol 
fc = _ c o 
Z 
У 
у2л 
vagy más a l a k b a n : 
(6) 
4 ^ ( - 1 ) * - w + 1 ) , n ' 
л fto 2? + 1 
Megjegyezzük, hogy a fent i határeloszlás nemcsak a speciális {!„} 
változókra é rvényes , h a n e m minden o l y a n {£„} változó-sorozatra, a m e l y r e 
M {In} = 0, D {In} = 1, és a lka lmazha tó a centrális határeloszlástétel . E z az 
ERDŐS—Клс-féle invar iancia elv következménye. (Vö.: P. ERDŐS—M. KAC 
. [5 ]). A t é t e l t a (6) a lakban szokás k imondan i . Megjegyezzük azonban, hogy 
M . D. DONSKER [3] e redményéből következik , hogy a (4) határeloszlás meg-
egyezik a | ( í ) Wiener - fo lyamat ra vona tkozó P {max | £ (t) | < 2 } valószínű-
Oáíál 
séggel. Ezen u tóbbi valószínűség pedig a hővezetési differenciálegyenlet 
speciális megoldásaként a d ó d i k . I ly módon m e g k a p h a t j u k az (5) a lakot . E r r e 
vonatkozóan u t a l u n k A. SOMMERFELD [15 ] könyvére. (Vö. még : U. GRENAN-
D E R — M . ROSENBLATT [7], L. BACHELIER [2], P. LÉVY [11 ], W . FELLER [6]). 
A z (5) és (6) képle tek azonosságának közve t l en bizonyí tásával fogla lkozik 
e füzetben RÉNYI A. [14] dolgozata . 
2. §. Abszorpciós bolyongás 
Az (1) a l a t t i {!„} vá l t ozók segítségével def iniá l juk az {íj*} vá l tozók 
sorozatát a köve tkezőképpen . Legyen p* = 0, n = 1, 2, . . . esetén ped ig 
(7) r,* 
Vn-1 + Sn, h a j Г 1 * _
х
\ < а 
У п - i , h a = a 
a h o l a adot t p o z i t í v egész s z á m . Az у* (n = 0, 1, 2, . . . ) vál tozók soroza ta , 
m i n t ismeretes, abszorbeáló f a l a k jelenlétében bolyongó részecske p á l y á j á t 
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í r ja le. A részecske kiindul az x = 0 pontból és minden egyes lépésben vagy 
pozitív irányba vagy negatív irányba egységnyi elmozdulást végez, de ha 
egyszer elérte az x = a vagy x = — a pontot, akkor azontúl ot t marad. 
На I < a, akkor 
(8) P{v* = x} = jg [P{Vn = 4ja+x}-P{r)n = (4j + 2)a-x}] . 
y = - 00 
Ennek a képletnek a fennállását rendszerint „tükrözési eljárással" szokták 
bebizonyítani, azonban egyszerűbben is belátható. Jelölje A a {4ja -f- x} 
pontok halmazát és В a {(4/ + 2) a — x} pontok halmazát (7 = 0, ± 1 , 
± 2 , . . . ) . Jelölje A az r] n£A eseményt és В az eseményt. Továbbá 
A0 jelentse azt az eseményt, hogy R\N — X és max (| >h l> 112 l> • • • > I УП I) < A. 
Általában felírható, hogy P {A} — P {AA0} -j- P {AA0}. Most azonban 
A0CA, azaz P {AA0} = P {A0}. Továbbá P {AÁ0} = P {B}, ugyanis az 
AA0 esemény azt jelenti, hogy a részecske legalább egyszer eléri az x = ± a 
pontok egyikét és úgy jut az A halmazba. Az első elérés alkalmával változ-
tassuk meg a részecske továbbhaladásának i rányát , akkor A helyett а В 
halmazba vezető út lesz ; másrészt minden, а В halmazba vezető útnak 
megfelel egy olyan, az A halmazba vezető út, amely érinti az X = -±a pontok 
legalább egyikét. Látható, hogy a megfeleltetés kölcsönösen egyértelmű, 
és mivel minden egyes я-lépéses út egyenlő valószínűségű, tehát az AA 0 
és В események valószínűsége is megegyezik. így tehát P {M} — P {M0} + 
+ P {bj. Mivel azonban az a0 esemény megegyezik az íj* = x eseménnyel, 
tehát P [y* = x} = P {A0} = P [A] — P {B}, ami bizonyítandó volt. 
3. §. A határeloszlástétel bizonyítása 
(4)—( 5) bizonyítása. Annak a valószínűsége, hogy az abszorpciós 
bolyongásnál az első n lépésben nem történik abszorpció, 
P{ — a < rj* < a} = 
00 
= [P {(47 - 1) a < Vn < (4) + 1) a) - P {(47 + 1) ar< r/n < (47 + 3) a}] , 
ami (8)-ból — a < x < a-ra tör ténő összegezéssel adódik. Vagy más alakban : 
СО 
(9) P { | V 4 . < a } = ^ (-l)k[P{{2k-l)a<rjn<(2k+l)a}] . 
k= — 01 
Tekintsük most az n-lépéses pályákat általában я-tői függő a — an 
mellett, amiről feltesszük, hogy 
(10) lim ^ = 2 , 
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ahol z > 0. Most (9)-ből 
00 
(11) lim P{|»?*| <]/%z}== V ( - 1)к[Ф((2к + 1)г)-Ф((2к- l ) z ) ] . 
n — » C O k = — 00 
Ugyanis egyrészt a centrális határeloszlástétel szerint 
lim P {(2к - 1 )an<rjn< (2к + 1) ап} = Ф((2к + 1) г) - Ф((2к - 1) z) , 
п—• » 
mivel M {г]
п
} = 0 és D {у
п
} — |/га, másrészt a határeloszlás folytonossága 
miatt 
lim P{\v*\ < = lim P{|i7*| < a n } . 
n-> OO n-»"> 
Továbbá az összegezés és a ha tárá tmenet sorrendje felcserélhető, mivel a 
szereplő sor egyenletesen konvergens. 
Nyilvánvaló, hogy 
p{\ij*\ < a} = P {max (1^1 , j rj2\,... ,\rjn\) < a} , 
tehát ( l l ) - b ő l következik (5) fennállása is. 
(4)—( 6) bizonyítása. Most rá té rünk (6) bizonyítására, ami először 
R. VON MISES [12] munkájában szerepel. A (8) kifejezésben vegyük tekintetbe, 
hogy 0 ^ r < l esetén 
. ( n \ , ( n \ 1 I„ кл \n k(n — 2 г ) л I I I I _i I I I — 1 cos 
V Í " ) + ( * ) + . . . = - V Í 2 o o s 
•J I r + l) Vr.+ 2 l ) i ! i 
{WÖ.: E. NETTO [13], 20. oldal). Ennek alkalmazásával és (3) tekintetbevéte-
lével 
la-1 
кл 
cos — 
2a k^o [ 2a 
" клх 
cos 
2a 
ha n + x páros, különben zérus, (A jobboldal pára t lan n -\-x esetén 1 /2a). 
Hasonlóan 
la -1 
^ > { ^ = ( 4 / + 2 ) a - x } = кл cos 
2a ífzо l 2a 
" клх 
cos 
2 a 
ha n -f-x páros, különben zérus. (A jobboldal pára t lan n - f x esetén 1 /2a). 
így t ehá t (8) a következő alakban is felírható : 
( ] 2 ) p = x ) = 1 У í c o s W + 1 M " c o s w+p™ 
a ftи l 2 a j 2a 
ш н и я я ш н я м ш 
щ^^ш^яшёшшш 
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E z a reláció minden x-re érvényes (ugyanis, lia n -f- x pára t l an , akkor a jobb-
oldal zérus). Er re a képletre először R. E. ELLIS [4] ju tot t differenciaegyenlet 
megoldásával (vő.: JORDAN К . [8], 420. oldal). Más bizonyítása a Markov-
láncok elméletével történik (vö.: A. A. ANIS [1]). 
Legyen ismét a = a n a (10) szerinti, akkor 
, , , 1 sri i (2j + 1 ) л | " "Sy ( 2 f + 1) 7tx 
d n ß о l 2a„ ) l í ^ , 2an 
Most 
(21+1) л 
(2j -f 1 ) лх lim -i- cos 
n— an ;x:<0„ 2a„ 1 2 / + 1 ) « / 
cos y dy 
(2j+\)n 
4 ( - l у 
( 2 / + 1 ) л : 
es 
lim I cos —-— - lim 
ln ) п^со 2 a  
l _ (2/ + 1 = -
8 nz2 
(27 + 1)'Л' 
8z' 
Következőleg 
(13) lim P{|í /*| < f n z } = l i m P { | 4 * | < а л } = 4 
n—<» n-»« л jTo 2j + 1 
/ i \7 (27 + 1)'л' 
^ ' - 82' 
ugyanis egyrészt a határeloszlás folytonos, másrészt könnyen igazolható, 
hogy a ha tá rá tmenet t agonkén t képezhető. (13)-ból (6) fennállása is köve t -
kezik. 
Megjegyzések. Megjegyezzük, hogy az (5) és (6) alat t i eloszlásfüggvények 
azonosságából az f(z) = F'(z) sűrűségfüggvényekre a következő azonosság 
nyerhető : 
- (2j+l)* л' . » (2ft+l)*za 
( - l ) ; ' ( 2 / + l ) e 82. = ^ ( _ i ) * ( 2 * + l ) e 2 
z
 7=0 \ k = 0 
(14) 
amely a thetafüggvények segítségével közvetlenül is igazolható. Ugyanis 
2 i d&3{v, z 2 /2 л 2 ) \ (15) 
ahol 
I 
(2л)3 '2 dv » = 1/4 
1 ч л 1 ч . 
{ V , » ) = - = 2 / e 2 = 1 + 2 2 e " w 
z
 cos 2л1ж . 
jiz fc=l 
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A (14) képletből könnyen adódik, hogy/(2) kielégíti a következő függvény-
egyenletet : 
3 2 
Megjegyezzük továbbá , hogy (14) szerint a kérdéses valószínűségeloszlás 
s-edik momentuma : 
5+3 
2 2 Г 
(16) Ms= ^ zs f(z) dz = L 2 ' 2 
+ 1 
( - l ) k 
0 
][2n ftú (ы+iy' 
H a speciálisan s = 2 m -(-1 : 
т \ л 2 т + 1 
(17 M 2 m + 1 = r ^ E m , 
2т(2т)\][2л 
ahol E0, Elt . . . az Euler-számokat jelölik (vő.: CH. JORDAN [9], 300. oldal). 
Speciálisan E0 = 1, E2 = — 1, Et = 5, Ee = — 61, E8 = 1385 s í. t . 
4. §. Egy feltételes határeloszlástétel 
Megjegyezzük, hogy a fentiek a l ap ján könnyen meghatá rozha t juk az 
ismert Kolmogorov-féle eloszlásfüggvény (vö.: A. N. KOLMOGOROV [10]) 
kétféle a l ak j á t is. Mégpedig bebizonyít juk, hogy fennáll 
(18) l im P (max (1^1 , \ г ] 2 \ , ... ,\r)2n\) < ][2nz\r]2n = 0} = K(z) 
ahol K(z) = 0, lia z ^ 0 és pozitív z ér tékekre 
(19) K(z) = 2 ( - 1)ЛЕ"2К!Г! 
к——
00 
vagy más alakban 
(20) A(2) = 1 > e 8* . 
2г j=o 
f l S j — f 19) bizonyítása. (8) szerint fennáll, hogy 
p {%*„=о t = 0 } = = у . 
H a ebben a kifejezésben a — a2/i а (Ю) értelmezés szerint , úgv n-*- °° ha tá r -
á tmenet te l azt nyerjük, hogy 
-
lim P {r/2n — 0| rj2n = 0} = У (-l)ke~™"i 
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u g y a n i s (2)-ből k i fo lyó lag 
l i ; 
„-,» p{V2n=0} 
és k ö n n y e n igazo lha tó , h o g y az összegezés és a h a t á r á t m e n e t s o r r e n d j e fel-
c se ré lhe tő . E z igazol ja (19)-et is. 
(18)—(20) bizonyítása. (12) s z e r i n t fennál l , h o g y 
P{%*« = ° } 1 ( 2 1 + 1 ) тг \ 2 п 
^ ' c o s - - - — — - 1 
a 7 
i n j 22n 
=0 i 'a 
L e g y e n m o s t а f e n t i k i fe jezésben a == a2n ~ |/2те z ; a k k o r n —»- ° ° h a t á r -
á t m e n e t t e l a z t k a p j u k , h o g y 
lim P { ^ = 0 | ^ „ = 0 } = i ^ 
2z
 ; = 0 
e 82* 
a m i (20 ) -a t is igazol ja . 
Megjegyzés. A A"(z) e lo sz l á s függvény «-edik m o m e n t u m a 
OO qq 
(21) Ж * = « Г [1 - Z ( z ) ] dz = Л М V . 
о 
H a s pec i á l i s an s = 2m, a k k o r 
( 2 2 m ~ 1 - 1) ml n2m  
M
*
m
~ 2 - i . ( 2 m)! | j Ö 2 m | 
ahol Д „ Д , . . . a B e r n o u l l i s z á m o k a t je löl ik (vő.: CH. JOEDAN [9 ], 234. oldal) . 
S p e c i á l i s a n b2 = 1/6, bi = —1/30 , b6 = 1/42, bs = —1/30 s. í. t . 
(Beérkeze t t : 1957. I I I . 4.) 
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Рассмотрим б л у ж д а ю щ у ю частицу, к о т о р а я исходя из точки х — 0 
вещественной оси, м о ж е т на к а ж д о м шаге, независимо от остальных, с той 
ж е вероятность сдвинуться на единицу в п о л о ж и т е л ь н о м или отрицательном 
направлении. П у с т ь положение частицы после п шагов обозначает г\
п
. Рас-
смотрим, далее, это же б л у ж д а н и е с той т о л ь к о разницей, что в точках 
x = а и х = — а находится п о г л о щ а ю щ а я стена . Пусть в этом случае поло-
жение частицы после п шагов обозначается ч е р е з у*. Автор даёт простое 
доказательство следующих известных результатов . 
Д л я б л у ж д а н и я с поглощающей стеной имеет место 
ОБ ОДНОЙ З А Д А Ч Е О Б Л У Ж Д А Н И И 
L. TAKÁCS 
Резюме 
Р [V*=x}= 2 [р {Уп = íja + x}-P{Vn = (4 j + 2) а - ж}] 
Д л я обычного б л у ж д а н и я имеет место 
l im Р { т а х ( Ы , fa2j, . . . ,\r)n|) < friz) = F(z) 
где F(z) = 0, если z ^ 0, и в случае z > О 
СО 4 0 0 
F (2)= ^(-1ПФ{(2к + 1)г)-Ф№-1)г)\ 
Л
 /=О 2 / + 1 
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где 
Далее, имеет место следующая теорема об условном предельном рас-
пределении : 
l im Р { m a x . | , . . . ,\ij2n\) < í^z\rj2n = 0} = K{z) , 
где K(z) — 0, если z 5 О, а в случае z > О 
ft--» " Z 7=0 
(2J+1)'*' 
3z2 
ON RANDOM WALK PROBLEMS 
L. TAKÁCS 
Summary 
L e t us consider t h e motion of a part icle on a s t raight line, wh ich s tar ts 
a t x = 0, and in each s tep it can m o v e either a u n i t distance t o t h e r ight or a 
uni t d i s tance t o t h e l e f t with t h e s a m e probabi l i ty 1/2, the displacements 
being independent of each other. D e n o t e by rjn t h e position of t h e particle 
a f t e r t h e те-th step. F u r t h e r let us consider t h e above r a n d o m walk with 
absorb ing barriers a t x = a and x = — a. Denote b y rj* the pos i t ion of the 
par t ic le a t the n - t h s tep . 
F o r the r a n d o m walk wi th absorb ing bar r ie rs we have 
со 
P{v*=x}= 2 [P {Vn = 4:ja + x} - P {rjn = (áj + 2)a - x}] j—" 
or 
V 
P { ,* =
 = I V (cos М ± Щ П e o . W + 1 ) » *  
1
 a 2 a ) 2a 
if x Ф ± a . 
F o r the o rd ina ry random wa lk we have t h e following l imi t ing distri1-
bu t ion 
lim Р { т а х ( | % | , | » 7 2 | , . . . , | i j n | ) < lfnz}=F(z) 
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where F(z) = 0 if z < 0 and 
(2j'+ 1)'л« 
л jtfi 2? + 1 
if z > 0. Here 
7. 
у 
Fur the r we have 
l im P { m a x . . . ,\r)in\) < ]f2n z\rj2n = 0} = К (г) , 
n-t со 
where K(z) = 0 if z ^ 0 and 
^ у2л ^ - M Ü 
k=-« j=0 
for z > 0. 
» 
ON A GENERALIZATION OF THE RENEWAL THEORY 
LAJOS TAKÁCS 
Introduction 
The renewal theory , as it is well known, deals wi th the following problem : 
Suppose t h a t a mach ine is working continuously. Let us consider a certain 
piece of equ ipment of t he machine. This piece was placed in t he machine a t 
t h e ins t an t t = 0. As soon as the piece fails, it is replaced by a n e w piece of 
t he same kind. Proceeding similarly if t he и - th piece fails it will be replaced 
by an n -f- 1-st piece (n — 1 ,2 , . . . ). Denote by Clt l 2 , • • •, In, • • • t h e life spans 
of t he 1-st , 2-nd, . . . , n - th , . . . piece respectively. I t is supposed t h a t | l t 
| 2 , . . . , In, . . . are independent ident ical ly d i s t r ibu ted non-negat ive random 
variables wi th P{|„ ^ x) = K(x). Deno te by vt t h e number of replacements 
in the t ime in te rva l (0, t]. The renewal theory deals wi th the invest igat ion 
of t he behaviour of t h e random var iab le vt. 
At present we shall deal w i t h a more general problem. Suppose t h a t 
t he machine is working intermittently. Assume t h a t the machine does not 
work a t the i n s t an t t = 0. Den«te by rj1, | 2 , »;2, . . . t he l eng ths of ihe 
successive idle periods and working periods respectively. We suppose t h a t 
t h e y are non-negat ive independent r andom variables with P {!„ < x} = G(x) 
a n d P f a n d s ; } = H(x) (n— 1, 2, . . . ) , f u r t h e r t h a t these variables a re indepen-
dent of t he variables | n foo. Denote b y ß(t) t he measure of the set consisting 
of those points of t he interval (0, i ] for which the machine is working . As the 
number of replacements in the t i m e in terval (0, i ] depends only on ß(t) we 
shall denote it by jqqj. In the fol lowing we shall determine t he a sympto t i c 
d is t r ibut ion of Vß(t) as i—>- under different assumptions. 
We remark t h a t the necessity of the de terminat ion of t h e asympto t ic 
d is t r ibut ion of such a random var iable as vß(t) arose for instance in connection 
wi th the storage prob lem t rea ted b y I. PALÁSTI, A. RÉNYI, T. SZENTMÁRTON Y 
a n d t he au tho r [4] a n d by M. ZIERMANN [8]. 
1. §. The distribution of the random variable vß(t) 
Denote by Gn(x), Hn(x) a n d Kn(x) respectively the n-fold convolut ion 
of G(x), H(x) a n d K(x) with itself a n d pu t G0(x) = H0(x) = K0(x) = 1 if 
1 ^ 0 a n d = 0 if x < 0. I t is easy t o see tha t 
P{vß0) < n\ß(t) = x) = 1 - Kn(x) . 
9 1 
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We have shown in [5 ] that 
CO 
P { ß ( t ) = Q{t, x) = 2 ; Hn(x) [Gn{t - x ) - Gn+x(t - X )] . 
n=t) 
By the total probabil i ty theorem we have 
i 
РЫо < n) = 1 — j Kn(x) dxQ(t, x) . 
0' 
2. §. The asymptotic distribution of vß(t) 
I t is plausible tha t vß(t) has an asymptotic distribution if and only 
if + | 2 4- ... Vi + V* + • • • + Vn a n d + C2 + . . . +Cn have 
asymptotic distributions as n-*- 0 0 . A necessary and sufficient condition for 
the existence of these asymptotic distributions was given by W. DOEBLIN [2]  
(cf. W. FELLER [3 ]). Considering DOEBLIN'S conditions and simplifying the 
situation we shall assume that the distribution functions G(x), H(x) and K(x) 
satisfy one of the assumptions (gx), (g2), (g3) ; (Лх), (h2), (h3) and (kx), (k2), 
(k3), respectively which will be defined below. In this case there exists 
always a limiting distribution. 
Introduce the following notat ions 
00 со 
a = \xdG(x) , cr2= |"(x- a)2dG(x) ,  
о 0 
00 00 
ß = I' xdH[x) , of = I' (s — ß)2dH(x) , 
6 0 
and 
со 00 
r = j' x dK(x) , a\ = J (x — r)2 dK(x) . 
о 0 
Fur ther denote by Fv{x) (0 < у < 2, у ф 1) the stable distribution 
function whose characteristic funct ion is given b y 
i 7iv 7fy 1 
<py(z) = e x p I — \z\Y c o s — — i sin — sign 2 Д 1 —y)} 
I 2 2 I 
and pu t 
X 
1 С " 2  
Ф{х) = - = e~~2 du . 
)/2л) 
— 00 
Finally let А', В . С be arbi t rary finite positive numbers. 
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Assumptions for G(x) : 
í9l) cra < oo . 
(g2) lim [1 — Сг(ж)] xv> = A where 1 < уг < 2 . 
X — » oo 
(g3) lim [1 — в(ж)] жо = A where 0 < yx < 1 . 
Assumptions for H(x) : 
(Ax) Oß < oo . 
(h2) lim [1 — Я (ж)] хУ' = В where 1 < у2 < 2 . 
X—СО 
(h3) lim [1 — Я(ж)] ху> = В where 0 < у2 < 1 . 
X — * со 
Assumptions for К(х) : 
(1\) а
т
 < оо . 
(k2) lim [1 — К(х)] ху> = С where 1 < у3 < 2 . 
X—» оо 
(k3) lim [1 — К(х)] хУ' = С where 0 < у3 < 1 . 
X—» та 
The determination of the asymptotic distribution of vt for f ixed t can 
be reduced to t h a t of t x + 1 2 + . . . + namely 
P{r, < w } = P { C 1 + C 2 + . . . + C n > i } . 
Applying a method given by W. FELLER [3 ] we obtain the following asy mptotic 
distributions for vt. 
In case (kj) 
t 
in case (k2) 
lim P 
t—* 00 
lim P 
<—00 
111* 
Ф(х) , 
t 
' Ct j Vr» - = l - F v l - x ) 
and in case (k3) 
lim P ^ x\ = 1 - (ж У ) . 
<-o= I fr. j 
In our papers [6] and [7 ] we have proved the asymptotic distributions 
of ß(t) given in Table I., where £ and rj are independent random variables 
with distribution functions P{£ ^ x) = FYl(x) and Р{»? ^ ж} = fY2(x). 
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Table I. 
Щх) 0(x) Y 
о, lim ßt 
—» со 
X 
1. 
2. 
hi 9i la+ßj ''I ф( £ + ' « » ) (— оо, оо) 
К Яг a+ß) 
Vvi ) 1 - F.n f - (а + £) ж ßAVvi (— °°) 
3. hi 93 Q ( t , X t Y l ) 1 - F vi ( i j (0,оо) 
4. h2 9i n L ß
(
 , _ í * 
'1 FY>{ 
(a + ß ) x (— оо, оо ) 
\f>a+ß + X a + ß а В1/Га 
5. 
6. 
h2 92 Vi > У1 0
 ['•«%+* t j 1 - F n r  ) (— оо, оо) 
(— оо, оо) 
a + ß ( ßAVvi 
ht 92 
Yi = Y 
(г= 1, 2) 4 У f a
 \aB1lyr) — ß A1!y t; ^ 
'1 .a+ß \ + ß 
7. h2 92 
У2 < Yi a+ß "I M (a + ß)x а ВЧУг (— оо, оо) 
8. h2 93 
9i 
ü(t,xtv') 1 - F Yl ( tr (0, оо) 
9. h3 û(t, t + x t7') FY-Á [вх, ''I (— ОО, 0) 
10. 
К 92 Q(t, t + ж t7') FY2 I ( Bio (— ОО, 0) 
11. h3 93 Y2>YI 
TL 
Q(t, x t7') P [ p < \ -
А Ж72 
VB ! (0,оо) 
12. h3 93 
Yi = Y 
(i= 1 , 2 ) Q{t,xt) p { Î * (Í r x 1 - X (0,1) 
13Г. h3 g3 Уг < Yi Q(t, t + x 
Yt 
t7') K
 1 ГА 
< 
= B(-
У ! ) (— ОО, 0) 
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I f K(x) s a t i s f i e s one of t h e a s s u m p t i o n s (к
г
), (k2), (ka) a n d t h e a s y m p t o t i c 
d i s t r i b u t i o n of ß(t) agrees w i t h o n e of t h e a b o v e e x p r e s s i o n s 1—13. , t h e n 
t a k i n g i n t o c o n s i d e r a t i o n t h a t t h e r a n d o m v a r i a b l e s {r,} a r e i n d e p e n d e n t 
of t h e r a n d o m v a r i a b l e s {ß(t)}, w e c a n a p p l y a t h e o r e m of R . L . DOBRUSHIN 
[1 ] t o p r o v e t h e e x i s t e n c e of t h e fo l lowing l i m i t i n g d i s t r i b u t i o n 
\ St" ~ I 
w i t h a p p r o p r i a t e d i s t r i b u t i o n f u n c t i o n W(x) a n d a p p r o p r i a t e p a r a m e t e r s 
T , X, S, p. T h e u n k n o w n s T(x), T, A, S a n d ц m a y be d e t e r m i n e d b y t h e a i d 
of DOBRUSHIN ' s t h e o r e m . So we o b t a i n 59 d i f f e r e n t cases a n d t h e c o r r e s p o n d i n g 
t h e o r e m s a re s t a t e d in T a b l e I I . w h e r e £0, rj a n d С a re i n d e p e n d e n t r a n d o m 
v a r i a b l e s w i t h d i s t r i b u t i o n f u n c t i o n s P {£„ Tg. x} = Ф(х), P {f ^ x} = FVl(x)> 
P{rj^x}= Fy,(x) a n d P {4 + x} = FVl(x). 
Table I I . (cf. pp . 9 6 — 1 0 1 . ) 
I n p a r t i c u l a r we h a v e b y T h e o r e m ] . t h e fo l lowing i m p o r t a n t c a s e 
ß t _ 
ÍW 
< X = Ф(х) , l im P 
í— 00 
vß (о — (а + ß)r 
+ — 
2/т? cjja ßa2 
(а + ß f x 2 ( а + ß f x 2 ( а + ß)r3 t 
if er2 + aî + a2 < со , 
( R e c e i v e d : 20. V. 1957.) 
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Table II. 
K(x) H{x) V T X 5 f f ( z ) 
1. K X 9i 
P 1 1 i 
2 
(a + P)3I2tsI2x \ 
(a + p)r \ YtP*o* + ra ! + fi(a + pfo* J 
• 
2. K X 92 P ] T 
1
 ] 1 
X 
1 - F n ( - ( « + /9)2 (a + p) r l*+P) I pA^i 
3. X X 9 s 0 
1 
r Yi 1 _ f y i ( X , 
l 
" 
4. K X 9i \ P 1 1 i
 1
 ] 1 
V2 
(a + 0) aA 
(a + p) r [oL+fi J aB1/Yi J 
5. K X 92 V2 > Yl 
P 1 f 1 .1 
* 
1 
Yi 
1 -FVI f - (a + fta^ (a + (S)t W + P) l. ^ i / v i ) 
6. K 
X 
X 92 
yi = y 
( ¿ = 1 , 2 ) 
P 1 1
 ' 
i 
7 
I 
Y 
l 1 
B f aBr 7] — PAy £ 
- 1 (a + /J) < x | (a + /?)r U + P) 
7. X 92 V2 < Yi P aa + p) r 1 1 i 1 
i 
7 
1 
Yi 
(« + ft-
aB1lYi 
8. X h2 92 0 
1 
T 
Yi 1 - Fn [ X , 
l 
9. X X 9i 
1 1 
r 
1 1 
T 
Yi 
10. h K 3i 1 y2 = y 1 1 1 1 2 p 1 U3 J ío B T = *) 
11. h K 3i 1 Vz<Y 
i 
T 
1 ( îf 1 T <P(x) 
12. h h 3a 
1 
Vs> Y 
1 
T 
1 1 
T y2 M f ë ï i 
13. K h3 32 
1 
ya = y 
1 
r 1 1 
i 
2 
14. K h3 32 
î 
* < y 
1 
T 
1 la\ il U'J 
1 
T 
15, h h3 3s y s > ri 0 - 1 T 
n / \ K
 \ fyi = B J 
16. K h3 33 Yt — y (4=1,2) 0 
] 
T i 
p f i < f^V * l 
17. h K 3s y, Vi>V2>Y 
1 
r 
1 
1 
r 
Yx 
Yi 
p s ^ ^ ) 
— B(— a;))-! / 
18. K h 9s * = f 
1 
T 
1 1 ] T 
19. h h 9s r><7i 
1 
T 
1 (S)1 i &(x) 
Table II. (continued) 
K(x) H(x) <3(x) y T A s 0 nx) 
20. It 2 £7i v P (a + (1)T 1 T 
( PC 
U a + P)Tj 
1 
y3 1 
Ys 
l - FVi(- x) 
21. K 9i Y3>Yi 
P 1 
1 a + P. 
1 
» 1 
Yi 
1 - Fn 
I - ( a + p) x-
(a + p)z l PAVyx 
22. k2 K 92 y3 = Yi P 1 
1 
1 1 
Yi 
1 
y3 
Pi P ( A ) CP \ (a + P)x r
 \ (a + p)t U +P) (a + P)r) 
23. h K 92 Y3<Yi P 1 
( PC 
l 
Vi 1 - Fn(-x) (a + p)r (« + P)r 
24. K 9* 0 1 T 7I ] 
25. K K ffi Y3>Y2 P ] 4 
( 1 
l 
Yi 1 F Yi | (a + P).: (a + P)r W+P) 7a aBlh'2 J 
26. K h2 9x r3 = Yi P 1 1 
] 
7a 
p i a f B cp (a + p)r | (a + P)r U + P (a + p)r 
27. K >h 9i Y
 3 < Yi 
P 1 
T 
PC 
l 
f . 1 
7S 
1 - Fn(-x) (a + P)z (a + fir 
28." h K 92 
to 
CO 
V
V
 
" P 1 1 
1
 1 1 
Yi 
1 - FVI 
r-(a + P)x) 
to 
CO 
V
V
 
(a + p)r 
. (CL + P) { pAllvi 
M 
c 
29. 
30. 
31. 
32. 
33. 
34. 
35. 
36. 
37. 
38. 
di 
di 
di 
d 2 
di 
di 
Ya = Y i 
Y i > Yi 
Ys<Y i 
Y i > Yi 
Ys>Y 
Vi = Y 
(i = 1 , 2 ) 
vt = y (i = 1, 2, 3) 
Ys<Y 
Yi =Y (i = 1, 2) 
Ys > Ys 
Yi<Y i 
Ys = Yi 
Yi<Yi 
Ys < Yi 
Yi<Yi 
YsYs>1 
ß (a + ß)r 
(a + ß)z 
ß (a + ß)r 
(a + ß)r 
ß (a + ß)r 
(a + ß)r 
(a + ß)r 
(a + ß)r 
L i 1 G \ 
r \(a + ß)r) 
T U + ßJ 
Í ßC 
T {(a + ß ) T ) 
L i A 
T l a + 
\ 
)r> 
+ ßl 
L ( ß° V3 
r l ( a + /?) t J 
2 
Yi 
jL_ 
Ys 
Y 
1 
Ys 
Ys 
2_ 
Yi 
1 
Ys 
Y i 
Yi 
•ß , , 1 ( Cß. Ï L r > _ A 
(a + ß)x[a + ß ) + r { (a + ß) r ) = J 
1 _ ^
 ( _ x ) 
p , abvvri - ßavvg < ^ 
/ ¿ ^ W " . l . « _ 1 da 
l (a+ß)z \m+ß) (a+ß)r\a+ß) r \(ct+ß)z } ZT) 
1 - f n ( - x ) 
f (a + ß)x) 
{ af i i /y . J 
' { T ( A + / ? ) ' 
7y. "
 B
 l [ °ß 
+ ß> r[(a + ß)r 
1 - í \ , s ( - «) 
Í Í — Y ' 
111 Bx j 
in 
s t f 
I s S 
i s - s 
kw 
39. 
4 0 . 
41. 
4 2 . 
43. 
4 4 . 
45. 
4 6 . 
47. 
48. 
H(x) G(x) 
ffl 
£h 
g 3 
g s 
9з 
Яз 
Яз 
УзУз =
 1 
УзУз < 1 
УзУз > 1 
УгУз = 1 
УзУз < 1 
Уз > Уз 
vi = у 
(г = 1, 2) 
Table I I . (continued) 
Уз < Уз 
УзУ з > Уз 
Уз<Уз 
УзУз = Уз 
Уз < Уз 
УзУз < Уз 
Y (ff 
\ 
1 ( С р . 
г (ff 
С р . 
Уз 
Уз 
Уз 
1 
Уз 
У з 
У з 
Уз 
JL 
Уз 
Уз 
У « 
1 - FV3(- x) 
F v 
' ( К Г 
1 -FY3(-x) 
f Г)У% АхУг I 
( р Г - Д в Д 
' Í - N f F K 
, < л I 
(pl —В(—х)Уз / 
т (В J г]Уз/Уз 1 
1 - Fr,(-x) 
I 
49. 
50. 
51. 
52. 
53. 
hi 
h  
hi 
ffi 
91 
1 í $ P 
0 [ a + ß ) 
1 f ß y' 
C U + - / U 
1 
~G 
G U 
ß y 
o Ia + ßJ 
1 ( ß \ y 
C [ a + ß ) 
7s 
ys 
y»7i 
73 
73 
1 - F y , (X - ' f r ' ) 
1 - Fy, (x - >/".) 
•lUrr«-
1 - F y , (x -
54. 
55. 9i 
56. 
57. 
58. 
59. 
C 
y3yi 
l 
C y3 
o 
73 
7* >71 J_ (7 
7i = 7 
( i = 1, 2) 
y2 < yi 
y 
"c 
g 
7i7s 
72 
73 
73 
ibfc-r^i 
1 - f y u - ^ > ) 
1 - F.. (x -
J ÇYlYalYi ÇY3 : 
, y y 
1 - F y , (x -
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A FELÚJÍTÁS-ELMÉLET ÁLTALÁNOSÍTÁSÁRÓL 
TAKÁCS L. 
Kivonat 
Tekintsünk egy szakaszosan működő gépet. Feltesszük, hogy a gép 
a t = 0 időpontban áll, és az egymást követő állási idők és működési idők 
azonos eloszlású független valószínűségi változók. Jelölje az állási idők eloszlás-
függvényét G(x), a működési idők eloszlásfüggvényét pedig II (x). Vizsgáljuk 
valamilyen gépalkatrész cseréinek a számát. Feltesszük, hogy a t = 0 idő-
pontban egy ú j alkatrészt állítunk be. Ha az alkatrész tönkremegy, akkor 
azonnal hasonló új alkatrésszel helyettesítjük. Feltesszük, hogy az egyes 
alkatrészek élettartamai azonos eloszlású független valószínűségi változók, 
K(x) eloszlásfüggvénnyel. Jelölje a (0, t \ időközben tö r t énő cserék számát v^y 
E dolgozatban különböző feltételek mellett meghatározzuk a vß(t) valószínűségi 
változó aszimptotikus eloszlását, midőn t—> 
A fent i probléma folytonosan működő gép esetében a közönséges fel-
újítás-elméletre redukálódik. A jelenleg vizsgált eset annyival általánosabb, 
hogy megengedjük, hogy a gép működéséhen véletlen szünetek forduljanak 
elő. 
A következő al ternat ív feltevésekkel élünk a G(x), H(x) és K(x) eloszlás-
függvényekre vonatkozóan : 
A G(x) eloszlásfüggvényre vonatkozó feltevések : 
(gf) G(x) szórása véges ; 
(g2) lim [1 — G(x)] ж'-', = A, ahol A pozitív állandó és 1 < y1 < 2 ; 
x—»
00 
(g3) lim [1 — G(x)~\ ж'-', = A. ahol A pozitív állandó és 0 < y1 < 1. 
А II(x) eloszlásfüggvényre vonatkozó feltevések : 
(Aj) H(X) szórása véges ; 
(h2) lim [1 — H(x)] xVi = B, ahol В pozitív állandó és 1 < y2 < 2 ; 
X—* 00 
(h3) lim [1 — H(x)] xy* — B, ahol В pozitív állandó és 0 < y2 < 1. 
A K(x) eloszlásfüggvényre vonatkozó feltevések : 
( k f ) K(x) szórása^véges ; 
(k2) lim [1 — K(x)~\ ж''« = С, ahol С pozitív állandó és 1 < y3 < 2 ; 
X-.0O 
(k3) lim [1 — K(x)]xy> = C, ahol С pozitív állandó és 0 < y3 < 1. 
X—»0  
Kimuta t juk , hogy a fenti feltevések mellett a Vp(t) változónak létezik 
aszimptotikus eloszlása. A lehetséges határeloszlások száma 59. 
A bizonyítás a szerző [6 ] és [7 ] dolgozatán, valamint R. L. D O B R U S I N [1 ] 
tételén alapszik. 
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ОБ ОБОБЩЕНИИ ТЕОРИИ ВОССТАНОВЛЕНИЯ 
L. TAKÁCS 
Резюме 
Рассмотрим периодически действующий станок. Предположим, что 
во времени t = 0 станок не действует, дальнее, что времена простоя и 
времена действия отдельно одинаково распределённые случайные вели-
чины. Пусть G(x) означает функцию распределения времён простоя и Н(х) 
функцию распределения времён действия. Будем исследовать число обменов 
некоторой детали станка. Предположим, что в точке времени t = О мы 
положили новую деталь. Если деталь станка выходит из строя, то мы сейчас 
заменяем с одной новой подобной деталью. Будем предполагать, что сроки 
службы деталей одинаково распределённые случайные величины с функцией 
распределения К(х). Пусть VßU) означает число обменов в интервале (0, /]. 
В этой работе мы определяем асимптотическое распределение случайной 
величины Vßd) в случае t—> °° при разных условиях. 
Вышеупомянутая проблема в случае непрерывно действующего станка 
редуцируется к общей теории восстановления. Вышеупомянутая проблема 
более общая, потому что мы допустим, что в действии станка могут нахо-
диться паузы. 
Будем использовать следующими алтернативными предположениями: 
Предположения касающиеся функции распределения G(x) : 
(fifj) дисперсия функции G(x) конечна, 
(g2) lim [ 1 — x V í — А, где А положительное постоянное и 1 <ух<2. 
Х->°= 
(:g3) lim [1—G(x)] х'о = А, где А положительное постоянное и 0 <Уг< 1. 
X— 
\ 
Предположения, касающиеся функции распределения Н(х) : 
(7ÍJ) дисперсия функции Н(х) конечна 
(h2) lim [1—Н(х)]хУ' = В, где В положительное постоянное и 1 < у 2 < 2 . 
Х->С° 
(A3) lim [1—Н(х)] X?' = В, где В положительное постоянное и О < у2< 1 
Х - . 
Предположения, касающиеся функции распределения К(х) : 
(А1-,) дисперсия функции К(х) конечна 
(Aq) lim [1 — А'(х)]х"''» = С, где С положительное постоянное и 1 < у 3 < 2 . 
x—» °° 
(Jc2) lim [1 — К(х)) хУ' = С, где С положительное постоянное и О <у3< 1. 
X—» 00 
Покажем, что при этих предположениях существует асимптотическое 
распределение случайной величины vß(t). Число возможных предельных рас-
пределений 59. 
Доказательство основывается на работах автора [б] и [7] и на теореме 
Р. Л. Доврушина [1]. 

EINE VERALLGEMEINERUNG DER LAPLACESCHEN METHODE 
ANDRÁS BÊKËSSY 
1. §. Einführung 
Es ist wohlbekannt , dass der asympto t i sche Wer t des Integrals 
a 
(1) F{x) = J e x p { — xf(t))dt 
о 
f ü r x - > 0 0 m i t dem asymptot i schen W e r t e von 
a 
exp / — -X/"(0)<2j dt , 
J 1 2 I 
о 
L _ А 
— das heisst mi t л 2 [2 xf"(0)] 2 — ü b e r e i n s t i m m t , wenn x reell, posi t iv u n d 
0 < а ^ oo eine von x unabhängige K o n s t a n t e ist, und ausserdem die P u n k t i o n 
f(t) die folgenden Eigenschaf ten besitzt : 
a°. Die Funk t ion exp {— xf(t)} ist in [0, a ] fü r genügend grosse W e r t e 
von x in tegr ierbar . 
b°. F ü r jedes ô > 0 ist 
inf f(t) 
grösser als Null . 
c°. Die Funk t ion f(t) ist im P u n k t e t — 0 von rechts s tet ig u n d zweimal 
d i f ferenzierbar , mit /(0) = / ' (0) = 0, / " ( 0 ) > 0. 
Es ist ferner b e k a n n t , dass die Bed ingung c°. durch die folgende, allge-
meinere Bed ingung ersetzt werden k a n n : 
c'.° E s sei fü r t-> 0 
№~ctr, 
wobei С > 0 u n d а > 0 sind. In diesem Fal l gilt die Formel 
а а 
(2) j e x p { — ж / ( < ) } < Й ~ j e x p { — xCta)dt , (ж->-оо) , 
Ó 0 
1 0 5 
1 0 6 Л X DU ÁS BÉKÉSSY 
das heisst 
a 
г 1 1 
exp {— x f(t)}dt ~ Г 1+— (Cx)"F 
о 
Die asymptotische Gleichung (2) spielt eine zentrale Rolle bei der 
Laplaceschen Methode (Problem der »Funktionen grosser Zahlen«), oder 
bei der sogenannten Sattelpunktmethode, wo man die Aufgabe hat , den 
asymptotischen Wert von Integralen der Gestalt 
zu bestimmen. 
Obgleich zahlreiche u n d verschiedenartige Verallgemeinerungen der 
Laplaceschen Methode in der Literatur vorhanden sind (für mehrfache Integ-
rale, für zweiparametrige Integrale, u. s. w. siehe z. B. in der Arbeit von 
A. ERDÉLYI [1] das Literaturverzeichnis zum zweiten Kapitel , S. 57.), f and 
es meines Wissens keine derart ige Untersuchung stat t , in welcher hinreichende 
Bedingungen f ü r das Bestehen einer Behauptung von Typus (2) für Funktionen 
aufgestellt worden wären, die asymptotisch nicht die Gestalt Ct", sondern 
z. B. die Gestal t — Ct" log t oder allgemeiner, irgendeine Gestalt g(t) haben. 
Für die Untersuchung solcher Fragen hat A. HAAR eine allgemeine 
Methode entwickelt [2], in seinem Artikel zeigt er nämlich, dass der asympto-
tische Wert eines Integrals der Gestalt (1) von den Singularitäten seiner 
Laplaceschen Transformierten abhängt, über den Fall c'.°. geht er aber n icht 
hinaus und seine Methode scheint mir in allgemeineren Fällen nicht leicht 
anwendbar zu sein. Ebenso scheint derjenige Weg, welcher mit der Transfor-
mation des Integrals (1) in ein Laplace—Stieltjessche Integral der Gestalt 
beginnt und mit der Anwendung Abelschen Sätzen der Laplaceschen Trans-
formation fortgesetzt wird, nicht einfacher zu sein. Jedenfalls beschränkt 
sich die nachstehende Untersuchung auf Sätze, die unmit telbar ohne diesen 
Hilfsmitteln erreicht werden können. 
Um die Sätze kürzer zu fassen, sind hier einige — später als »die Grund-
bedingungen«. genannte — Voraussetzungen aufgestellt : 
1? Es sie die Veränderliche x reel und positiv ; es sei 0 < a 5 » , 
übrigens sei a eine von, x unabhängige Konstante . 
2? Es gebe ein x0 0 derar t , dass die Funkt ion exp {— xf(t)} im In ter -
vall 0 ^ t a f ü r alle x 2t x0 integrierbar ist. 
I h(z) exp {xf(z)}dz 
(C) 
3? Es sei 
inf /(<) 
»<<5a 
f ü r jgde positive Konstante ô grösser als Null. 
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4? Es soll 
lim f(t) 
<->+о 
existieren und gleich Null sein. 
Das folgende Kapitel wirf t die Frage auf, ob die Beziehung 
a a 
(3) I' exp { - x /(<)} dt ~ j exp {— x g(t)} dt 
о 0 
fü r x —> 0 0 aus f(t) ~ g(t) (für t —>--}- 0) gefolgert werden kann — was ja eine 
Verallgemenierung der Beziehung (2) wäre —, wenn die Funktionen f{t) und 
g(t) bloss die Grundbedingungen befriedigen, wenn also die Funktion g(t) 
nicht gleich Ct" ist, sondern sie eine allgemeinere, nicht näher bestimmte 
Form hat. Da aber (3) sich im allgemeinen alk falsch erweist, sind zusätzliche 
Bedingungen, die zusammen mit den Grundbedingungen zur Gültigkeit 
der Gleichung (3) hinreichen, fü r die Funkt ion g(t) aufgestellt worden. 
Danach wird gezeigt, dass es ausser den Funktionen von der asymptoti-
schen Gestalt Cta noch weitere Klassen der Funktionen f(t) gibt, für die man 
einen asymptotischen Wert des Integrals (1) explizit angeben kann. 
2. §. Kriterien 
Um zu zeigen, dass die Grundbedingungen 1?—4? für das Bestehen der 
Behauptung (3) nicht hinreichen, haben wir den folgenden einfachen, fas t 
trivialen Hilfssatz nötig : 
Hilfssatz 1. Wenn f(t) den Grundbedingungen genügt, so sind — fü r 
Werte von x, die gross genug sind —, die folgenden Beziehungen gültig : 
I. Falte 0 < <5 gL a ist, so gibt es eine positive Zahl r](ô) derart, dass 
a 
Jexp {— x /(<)} dt = 0(exp {— x rj(ô)}) 
д 
gilt. 
II. Falls 0 < ô a ist, so gilt die Limesrelation 
д 
exp {ex} - J exp {— x f(t)} dt^- oo 
о 
fü r x —> 0 0 mi t jedem e > 0. 
Nach den Grundbedingungen 2? und 3? bestehen nämlich die Ungleichun-
gen : 
а а 
I exp{— xf(t)} dt ^ exp {— (x — x0) inf /(()}• I exp{— x0f(t)}dt < 
л í^í^a J 
d о 
< Hexp{— x inf f(t)} , 
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wo A eine von x unabhängige Konstante ist ; es folgt ferner aus der Grund-
bedingung 4? : 
ó л 
exp {еж} [ exp {— ж f(t)} dt = I exp {[e — /(f)] x} dt > В exp / — l , 
о о 1 2 1 
wobei der Wert der Konstante B(ô) von ж nicht abhängt . Damit sind beide 
Teile des Hilfssatzes bewiesen. 
Für 0 < b ^ a folgt 
а ь 
[ exp {— x f(t)} dt /V j exp {— ж /(f)} dt , (ж-> oo) 
о ô 
unmittelbar aus dem Hilfsatze. 
Es sei nun с > 1 ; die Funktion g(t) genüge den Grundbedingungen, 
es sei /(f) = g(ct) und 
lim = ! . 
<-+o g(t) 
Es kann z. B. g(t) = (— l o g f ) - 1 , 0 < а < 1 gewählt werden. Somit erhält 
man 
a]c а а}: 
j exp {— ж /(f)} dt —
 c J e x p { — xg(t)}dt | exp {— xg(t)}dt , 
О О О 
die Beziehung (3) besteht also nicht. 
Dieses Beispiel ziegt, dass man die Funktion g{t), mit welcher f(t) für, 
f - v + 0 asymptotisch ist, zur Gültigkeit der Relation (3) noch weiteren 
zusätzlichen Bedingungen unterwerfen muss. 
Kriterium 1. Wenn die Funktionen /(f) und g(t) den Grundbedingungen 
genügen, zwischen ihnen die Relation /(f) ~ g(t) für f—>-+0 besteht , und 
ausserdem eine positive Konstante existiert, damit 
a 
j exp{— cxg(t))dt 
(4) lim sup = M < со 
Х—ОО г. 
I exp {— xg(t))dt 
о 
ausfällt, so gilt die asymptotische Gleichung (3). 
Beweis: Es sei <r(f) = f(t)/g(t) — 1. Nach der Voraussetzung /(f) ~ g(t) 
ist lim a(t) = 0, daher f indet man positive Zahlen <5X und A derart, dass für 
jedes, der Bedingung 0 ^ t < unterworfenes f die Ungleichung 
l - | o r ( f ) | > c ( l + A ) 
gilt. Es sei nun 0 < ô < ôv Mit Rücksicht auf die Gleichung 
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e x p { - s / ( i ) } = 
= е х р { - ® д ( « ) } - [ 1 - я ^ ) в ( « ) - . е х р { — f t r f i f ( í ) o ( í ) > ] . ( O ^ 0 ( Í ) < 1 ) , 
erhält man nach elementaren Umformungen die Gleichung 
а а 
(5) [ exp{- xf(t)}dt: [exp{— xg(t)}dt = 1 +J?X + .R2 , 
о 6 
wobei 
à a 
I [ » g ( í ) ' | f f ( # ) | e x p { - a : í r ( < ) [ l - | e r ( í ) | ] } A : J e x p { - ® g ( í ) } A , 
о о 
und 
» 
а а а 
^ ( J ехр{— xg(t)}dt + J ехр{— xf(t)}dt} : j e x p { — x g ( t ) } d t 
ist. Da die Ungleichung 
xg(t) < -—exp [xAcg{t)} 
а с 
für jeden А, с, x und t besteht, ist auch 
• P I I m l Ш 
I-Rj < sup • — 
ac 
für genügend grosse Werte von x. 
Wird nun eine beliebig kleine, positive Zahl e gegeben, so wähle man 
die Zahl ô klein, dass j-ZZp < e wird und dann x so gross, dass auch das 
Restglied |I?2 | < e ausfäll t , was wegen Hilfssatz 1. möglich ist. Somit ist 
die Behauptung bewiesen. 
Kriterium 2. Wenn die Funktionen f(t) und g(t) den Grundbedingungen 
. genügen, f ü r t - > + 0 die asymptotische Gleichung /(<) ~ g(t) besteht , ausser-
dem eine solche positive Konstante с < 1 existiert, dass 
(6) lim sup < 1 
<-+o g(t) 
ausfällt, so gilt auch die asymptotische Gleichung (3). 
Beweis: Es wird gezeigt, dass die Funktion g{t) dem Kriterium 1., (der 
Bedingung (4)) genügt. Nach Ungleichung (6) findet man solche Konstanten 
0 < ô < 1 und 0 < A < 1, dass für jedes t im Intervall 0 ^ t g. ô 
g(ct) < Ag(t) 
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wird, so dass auch die Ungleichung 
a à a 
j exp { — x g(t)} dt > с exp {— he g(t)} dt + ) exp {— x g(t)} dt , 
о о <S/c 
also 
<5 a 
I exp{— Xxg(t)}dt: I exp{— xg(t))dt < — 
J .1 С 
о 0 
besteht und, m i t Rücksicht aui' den Eilfssatz 1., auch 
а а 
) exp {— Xxg{t)} dt : I exp{— xg(t)} dt < (- o(l) 
J J С 
о 0 
ist . 
< o o 
3. §. Der Fall regulär veränderlicher Funktionen 
Wie im Fal l f(t)~Ct", (t->+0,a > 0), wo nebst der Gleichung (2) 
-auch 
I exp{— xCta}dt~r 
a
 l 
о 
1 + — I (Cx) » , (x • 
а 
bekannt ist, so class man den asymptotischen Wert der Funkt ion (1) explizit 
angeben kann, so kann der asymptitosche W e r t der Funkt ion (1) in diesem 
Sinne explizit angegeben werden, falls die Funkt ion f(t) für t —v-f- 0 asympto-
t isch gleich einer Funktion von der Gestalt t"L(ljt) ist, wobei L(s) zur Klasse 
der langsam veränderlichen Funktionen gehört. 
Die Definit ion und Eigenschaften der langsam veränderlichen Funktio-
nen sind in den Arbeiten von J . KARAMATA [3], [4] und von J . KOREVAAR, 
T. VAN AARD ENNE - EHREN FEST u n d N .G . D E BRUIJN [5] a n g e f ü h r t , u m a b e r 
bequemer zu zitieren, habe ich die später benutzten Eigenschaften kurz 
zusammengestellt : 
Von einer f ü r alle s > 0 definierten, positiven Funktion L(s) sagt man , 
dass sie — im Sinne von KARAMATA — langsam veränderlich ist , oder dass sie 
sich langsam verändert, wenn f ü r jede positive Konstante с > 0 der Grenzwert 
(7) l i m Ä 
S—СО L ( s ) 
existiert und gleich Eins ist. 
A°. Ist die Funktion L(s) auf jedem Interval l 1 ^ s SI A messbar, so 
existiert der Grenzwert (7) in jedem, von Null abgegranzten geschlossenen 
Intervall a с b gleichmässig (siehe [5 ]). 
E I N E VERALLGEMEINERUNG D E R LAPLACESCHEN M E T H O D E 111 
B°. Aus der vorigen Eigenschaft folgt , dass es eine Zahl s0 zu jedem 
<r > 0 und g > 0 derart gibt, dass die Ungleichungen 
(8) ( l - e ) N ' < ^ < d + e ) 
4* i) 
für jede s2 = 5 i = so gelten. 
Ist nämlich о > 0 und g > 0 gegeben, so wählt man zuerst eine Zahl 
с > 1 beliebig, dann eine Zahl щ < g, dami t 
b g ( l + (?i)
 < f f 
log с 
wird, endlich ein s0 derart , dass für jedes у im Intervall 1 iL у iL с u n d für 
jedes s s0 
ausfällt, was wegen der gleichmässigen Konvergenz des Quotienten möglich 
ist. Setzt man 
s2
 =
 с \ , 
also 
l o g £« 
k log с ' 
so ergibt sich 
L(s2) _ L(ck Sj) Цс*-™»!) 
LM ~ L(ck~i Sr) ' L(ck~2sß) ' ' ' L(Sl) 
< (1 + ei)[fc]+1 < ( i + e) ( !+ .&)* = 
< 
/о Üog(l+e>)/logc 
( i + e ) , 
was der erste Teil der Behauptung war. Die Abschätzung nach un ten geht 
nach demselben Muster. 
C°. Fü r jede positive Zahl a ist 
lim s~aL(s) = 0 . 
5—* OO 
Setzt man nämlich in der Gleichung (8) s2 = s und о = а/2, so ents teht 
s~al(s) < (1 + q) • s~°l* , («èhè 80) , 
я
о/ 2 s-
woraus die Behauptung folgt. 
^ I 
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D°. Falls a > 1 ist, so ist die Funktion 
L*(s)=sasup T~aL(r) 
SÜT<.cо 
f ü r s -r- °° asymptotisch gleich L(s). 
Für jedes g > 0 und s > 0 gibt es nämlich eine Zahl cs ^ 1 derart, dass 
s~aL*(s) = sup r - ° i ( r ) ^ (sc s )~ a L(sc s ) • (1 + g) 
S<T<.a> 
gilt , daher erhäl t man 
- ад L(s) 
da offensichtlich L*(s) ^ L(s) ist . Aus (8) folgt aber für jedes s ^ s0 auch die 
Ungleichung 
L(scs) 
L(s) <c
a
s(l + e) , 
so dass für genügend grosse s Wer te 
- ад 
is t , wie klein a u c h g sein mag, u n d somit ist die Behauptung bewiesen. 
Der Kürze halber führen wir den folgenden Begriff ein : Die Funkt ion 
q(s) heisse für s —*• » schnell veränderlich, wenn sie positiv ist , und die Grenz-
wertrelationen 
(9) q(cs) lim 
i-,. q(a) 
oo f ü r С < 1 , 
1 f ü r С — 1 , 
0 f ü r с > 1 
gelten, sie heisse jedoch für s —*• + 0 schnell veränderlich, falls 
[ 0 f ü r с < 1 
ni (10) l i m ! f ü r C = 1 
м + 0 q(s) 
oo f ü r С > 1 
besteht . 
Satz 1. Wenn die Funktionen f(t ) und g(t) die~ßrundbedingungen\befrie-
digen, f(t) für i—>--|-0 asymtotisch gleich g(t) ist, endlich die Funktionjfg{t) 
die Gestalt 
( И ) g(t) = ta L 
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hat, wobei die Funktion L(s) (für s —> sich langsam verändert, so gilt die 
asymtotpische Formel 
(12) F{x) = ( exp {— ж f(t)} dt~r 
о 
t(x) , (X-
wobei t(x) die inverse Funktion von 
(13) x(t) = -
sup т° L 
0 £ t < ( 
ist. 
Beweis: Aus der Grundbedingung 2. folgt, dass die Funktion g(t) mess-
bar ist, so dass L(s) die vorher aufgezählten Eigenschaften der langsam ver-
änderlichen Funktionen besitzt. Aus der Gestalt (11) der Funkt ion g(t) ist es 
klar, dass sie dem Kriter ium 2. genügt, daher besteht auch die asymptotische 
Gleichung (3). Da aus der Eigenschaft D°. der langsam veränderlichen F u n k -
tionen folgt, dass 
t~ag(t)~t-a sup r " L 
OSr^i 
für >-+ 0 ist, genügt es den Beweis fü r den Fall g(t) — t"L* (1/i) durchzu-
führen, also nur die Beziehung 
exp — xta L* dt~r 1 + - t(x) (Ж-
zu beweisen und dabei kann die Zahl <5 nach Korollar des Hilfssatz 1. beliebig 
klein gewählt werden. Man wählt daher ô so klein, dass ő - 1 51 s0 für a == a / 2 
und q — \ wird, wobei unter s0, a und q die bei der Eigenschaft B°. der langsam 
veränderlichen Funktionen vorgekommen Konstanten zu verstehen sind. 
Die Funkt ion ГL*( \ j t ) strebt von rechts monoton gegen Null, so dass 
man zu jedem Werte des Veränderlichen ж — wenn er nur gross genug ist — 
eine Zahl t(x) > 0 findet, fü r die 
t{x)"L* 
ist, setzt man daher t = rt(x), so entsteht 
1 
\t(z) 
öit(x) 
exp j — ж t" L* \ dt. = t = t{x) exp 
j 
l* 
— у" 
r t(x) 
L* 
t( X) 
• dr = t(x) • I{t(x)} 
/ 
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Zum Bewis des Satzes 1. hat man noch zu zeigen, dass 
щх) 
г — I 
(14) /{<(*)}= exp - r° , r t ( f > \ d r ^ r 1 + 
falls t(x) - > 0 konvergiert, — das heisst s t rebt . Zerlegt man das 
Integral 7{i(x)} in drei Te i le : 
А В <5/f(x) 
L* f 1 rt{x) ) 
L* 
РЧ 
Щх) 
/{f(«)} = J + j + J = / 1 + 7, + ^ 
O A S 
so ist ersichtlich, dass das Integral / 2 wegen der gleichmässigen Konvergenz 
des Integranden (siehe Eigenschaft Ä°.) gegen 
strebt und 
j exp {— ra} dr 
à 
a 
ist. Was das Restglied 73 bet r i f f t , nach der Eigenschaft B . und nach Wahl 
der Zahl ô — für geeignet kleines t(x) —, gilt die Abschätzung 
У 
Щх) 
exp 
1 
rt(x) 
1 
t{x) 
г 1 1 " ) 
dr < exp r2 dr . 
J l 2 / 
в 
1st daher ein e > 0 gegeben, so wählt man zuerst die Zahlen A und В derar t , 
damit erstens < e, zweitens 
oo 
Í exp » —— r"12 \ dr < s, 2 / 
drittens 
г 1 + -
а 
— j exp {— ra}d r < e 
wird, dann t(x) so klein, dass [ô/t(x)] > В und 
в 
/ 2 — j^exp{— ra} dr i < E 
À 
ausfällt. Dadurch ist aber die Behauptung (14) und somit der Satz 1. bewiesen. 
\ 
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Bemerkung : Ist in der Gleichung (10) a = 0, ist also g(t) selbst eine 
langsam veränderliche Funkt ion , so gilt der Satz 1. natürl ich nicht, es erhebt 
sich doch die Frage, wie sich in diesem Fall das Integral (1) asymptotisch 
verhält. Eine elementare, aber recht umständliche Rechnung zeigt zwar, 
dass z. B. un te r der Annahme 
№ = l o g -
t 
l ) ß ! ( 1) 
log log y ••• log(ft)y 
wobei die erste, nicht-verschwindende щ positiv sein soll, für logo) —• > • 
die asymptotische Gleichung ' 
Í exp {— x f(t)} dt • 
о 
besteht, wo 
r
 exp L u(x) _ «<*> \ 
A W x ) } + l e x p { U(X) A{u(x)}j 
ak 
a{u} = <xx + -=3l. + - 3 — + . .. + —. , 
log« log U loglog и log и loglog и . . . log(fc) (u) 
ist und u(x) die inverse Funkt ion von 
«"'.(log«)"» . . . (log(fc-i)uYk и A { u ) 
bedeutet, aber ein allgemeineres, für jede langsam veränderliche Funktion 
gültiges Resul ta t habe ich nicht erhalten können. 
Für die langsam veränderlichen Funktionen im allgemeinen kann ein 
asymptotischer Wert des Integrals (1) nach der Methode des Satzes 1. nicht 
angegeben werden, es lässt sich dagegen ein einfaches Resultat »nach der 
anderen Seite hin« also f ü r den »schnell veränderlichen Funktionen« [vgl. (10) ] 
durch dieselbe Methode erreicht werden. 
Satz 2. Wenn die Funktionen f(t) und g(t) die Grundbedingungen befrie-
digen, für t —>-j- 0 f(t) ~ g(t) ist, die Funktion g(t) monoton anwächst und für 
t + 0 schnell veränderlich ist, so gilt die asymptotische Formel 
(15) ("exp {-x f(t)} dt ~ t(x) , (x ->oo) , 
о 
wobei t(x) die inverse Funktion von 
\ 
(16) x = — 
<7(0 
bedeutet. 
8 A Matematikai Kutató Intézet Közleményei II,/1—2. 
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Beweis: Erstens bemerkt man, dass nach den Voraussetzungen des 
Satzes die Funkt ion g(t) dem Kri ter ium 2. genügt, zweitens, dass die Limes-
beziehung (9) wegen der vorausgesetzten Monotonie der Funkt ion g{t) gleich-
massig in jedem vom P u n k t e c = l abgegrenzten (aber nach 0 und°° vielleicht 
offenen) Interval l besteht, so dass der Beweis ganz nach dem Muster des 
Satzes 1. geführ t werden kann. 
Satz 3. Die Funktion f(t) sei den Grundbedingungen unterworfen und. 
es sei 
и 
F(x) = J e x p { — xf(t))dt 
1st а > 0 und die Funktion t~a f(t) langsam veränderlich, so ist auch xa F(x) 
langsam veränderlich. Ist a gleich Null, so verändert sich die Funktion F(x) 
für x -> oo schnell. Ist dagegen f(t) eine für t —+ 0 schnell veränderliche Funk-
tion, so verändert sich F(x) langsam. 
Beweis: Es sei t~a f(t) — L(\jt) eine langsam veränderliche Funkt ion . 
Betrachtet m a n die Funkt ion 
(cx)« F(cx) 
а 
i J e x p j— ext"L j d t 
•— с
 a
 I 
x" F{x) f e x p 
oJ l И/ 
und wird c4° t = r gesetzt, so ist 
ac
l
'
a 
j e x p j - XX aL 
(17) (ex)« F(cx) 
x« F(x) 
.l/a 
dr 
J e x p l l xt
aL dt 
aber nach dem Hilfssatz 1. und dem Kri ter ium 2. ist die rechte Seite der 
Gleichung (17) für x -> °° asymptotisch gleich Eins, was die erste Behauptung 
des Satzes ist. 
Wenn а gleich Null ist, so betrachte man die Funkt ion 
W = J exp x L Ml Ml dt . 
Es genügt die Gleichung 
F(cx) hm 
x— F(x) 
fü r Zahlen c, die grösser als Eins sind, zu beweisen. 
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Es seien e > 0 und с > 1 beliebig gegeben. Es gibt n u n ein Interval l 
0 t ô, fü r welches L (s/t) : L (1/t) ^ с is t , es gilt ja 
lim 
daher wird nach Hilfssatz 1. 
а ae 
F(x) = J e x p j— xL y j j dt = ^J exp j— xL dt > 
1 
> — £ exp jj — cxL \ ( I Ï Ï dt + I e x p (— xL I dt < 
> - [ E ( c x ) + 0 ( e - x " ) ] 
f ü r ж dabei hängt у > 0 von <3, e und c, aber nicht von x ab, so dass m a n 
wieder mit Benu tzung des Hilfssatzes 1. die Ungleichung 
F (ex) 
F(x) 
< £ + 0(l) (X —>- oo) 
erhäl t , was die zweite Behaup tung beweist. 
Was die d r i t t e Behauptung betrifft , es genügt die Gleichung 
l i m M = 1 
x^» F(x) 
ähnl ich wie vorher , nur für jedes с > 1 zu beweisen. Zuerst wählt man die 
Zahlen e > 0 u n d с > 1 beliebig, dann eine Zah l p so, dami t 
1 
1 — e 
> p > 1 
wird, endlich eine Zahl ô de ra r t , dass für jedes t im Interval l 0 ^ t ^ ô die 
Ungleichung 
f(pt) 
m 
> с und ôp ^ а 
ausfäl l t , was wegen der Beziehung 
i—* + 0 f(t) lim 
8 * 
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möglich ist. Nach Wahl der erwähnten Konstanten gilt für genügend grosse 
Werten von x die Ungleichung 
ар a a 
J exp {— xf(t))dt = p j exp{— x f{pt)}dt < p J exp {— cxf(t)}dt , 
o o о 
es ist also wegen Hilfsatz 1. für x —>- oo 
F{cx) 1 
—-—- > o(l) > 1 — e — o(l) . 
F(x) V 
Da der Quotient F(cx)/F(x) fü r jedes x > 0 und für jedes с > 1 gewiss kleiner 
als Eins ist, wurde die Behauptung u n d damit alle drei Teile des Satzes 3. 
bewiesen. 
Es gibt Fälle, bei denen die Funkt ion t(x) [siehe (11) und (12)] sich 
asymptotisch elementar, mit Hilfe der Funkt ion g(t) [ohne Benutzung inverser 
Funkt ionen ausdrücken lässt, bei denen also ein asymptotischer Wer t des 
Integrals F{x) (11), welcher sozusagen »noch mehr explizit« ist, angegeben 
werden kann. Dies ermöglicht der folgende Hilfsatz. 
Hilfssatz 2. Es sei L(s) eine langsam veränderliche Funktion, die für 
genügend grosse Werte von s auch monoton ist. Wenn der Grenzwert 
X(18) lim « Ô 
s->°° L(s) 
existiert und gleich Eins ist, bzw. die schwächere Bedingung 
(19)
 0 < l i n i s u p X W s ) ] - ^ < o o 
inf Ц 3 ) 
erfüllt wird, so ist die inverse Funktion von 
s a (20) 
L(s) 
fü r x oo asymptotisch gleich 
(21) [хЦхЧа)~\У, - 
bzw. 
(22) xL([xL(x4?)yia)]4°. 
Der Beweis ist sehr einfach ; man bildet die Iterationsfolge 
8k+i(x) = x4" L(sk[x)) , (k = 1, 2, . . . ) . 
\ 
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Sind nun die Quotienten 52(ж)/в(ж) bzw. s3{x)/s[x) gebildet und sucht m a n 
Bedingungen, un te r denen diese Quotienten fü r gegen Eins s t reben, 
so erweisen sich die Bedingungen (18) bzw. (19) als hinreichend. 
Falls die Bedingung (18) oder (19) erfül l t wird, so lässt sich der Satz 1. 
durch Hilfssatz 2. ergänzen. Ist z. B. fü r t—> + 0 
( 1 \ßt t 1 \ßt t 1 \ßi (23) f(t)~t" l o g - l o g l o g - . . . log t o-
t J \ t ) \ t 
wobei a > 0 ist, so kann der Hilfssatz 2. angewendet werden, u n d für log(/c) 1/a > 0 
erhält man 
(24) J e x p {-xf(t)}dt-
о 
Als zweites Beispiel sei 
Г | 1 + l | . a № 
[x(log x)h (log log x y > . . . (loge*) 
l o g y j . (a > 0) f(t) ~ < aexp|— 
Die Bedingung (19) ist befriedigt, daher gilt f ü r jedes а < 1 
« 
J exp { - xfit)} dt~ Г ( l + 1 ) exp { - ^ } exp { ^ } . 
о 
Wenn sich die Funktion g(t) für t —*• + 0 schnell verändert , so ha t m a n 
zwar keinen Anhaltspunkt, mi t dessen Hilfe ein dem Hilfssatze 2. ähnliches, 
mehr oder weniger allgemeines Resultat könnte erreicht werden, es gibt 
jedoch spezielle Fälle, hei welchen eine im Sinne des Hilfssatzes 2. explizite 
Darstellung der inversen Funkt ion möglich ist. Es sie z. B. für t—>--|- 0 
/ ( l ) ~ e x p { - A ( i ) } , 
wobei die Funkt ion h(t) fü r t —v + 0 asymptotisch gleich Ct~a (С > 0, а > 0) 
ist. Unter dieser Annahme ist die Funktion f(t) für í —> + 0 eine schnell ver-
änderliche, nach Satz 2. besteht daher für x —v °° die asymptotische Gleichung 
а 
J exp {— xf(t)} dt ~ t(x) (x -> oo) , 
0 
wobei t(x) die inverse Funkt ion von 
x = exp h(t) 
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bedeutet. Setzt man 
so ergibt sich, dass der Quotient f ü r x-> gegen 1 strebt, so> dass 
fü r x -> » die Relation 
а а 
J exp {— xf(t))dt ~ J exp j— жехр{— h(t)}\dt ~ Ca (\ogx)~a 
als Endergebnis erhalten wird. 
(Eingegangen : 25. VI. 1957.) 
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A LAPLACE-MÓDSZER EGY ÁLTALÁNOSÍTÁSA 
BËKÊSSY A. 
Kivonat 
Ha x valós, pozitív, 0 < a 5í oo, a független ж-tôl, f(t) valós függvény és 
a0, exp { — xf(t)} a [0, a ] intervallumban x elég nagy értékeire integrál-
ható, 
bc. minden pozitív ô számmal inf f(t) > 0, 
c°. f(t) ~ Ct", ha t-> + 0 és С > 0, a > 0, akkor, m in t ismeretes, 
a a 
( 1 ) F(x) = J e x p {— xf(t))dt ~ С exp {— x Ct") dt , ( ж - > о о ) . 
о 0 
azaz 
(2) ^ ^ r í l - b - W * ) - 1 / " . 
Kérdés, hogy az (1) t ípusú összefüggés igaz marad-e, ha f(t) a t = 0 pon t ra 
vonatkozólag nem Cta a lakú függvénnyel aszimptotikus, hanem ál ta lában 
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valamilyen, az a°. és b°. feltételt kielégítő függvénnyel ; másszóval, ha c°. 
helyébe az általánosabb f(t) ~ g(t) feltétel kerül, akkor igaz marad-e, hogy 
a a 
(3) f exp {—xf{t)}dt~ I exp {— xg(t)}dt ( x ->oo) . 
ö 
Ellenpélda muta t ja , hogy nem. 
Ezzel szemben, ha g(t) az a°. és b°. feltételen kívül még a dolgozatban 
kritériumoknak nevezett feltételek egyikét is kielégíti, akkor (3), az (1) össze-
függés plauzibilis általánosítása, igaz marad. E kritériumok : 
1. kritérium. Legyen olyan pozitív с < 1 szám, hogy 
a 
I exp {— cxg(t)}dt 
(4) lim sup?-^ < oo . 
j exp {— xg(t)}dt 
о 
2. kritérium. Legyen olyan с < 1, hogy 
(6) lim s u p ^ - < 1 . 
«-+» 9 ( t ) 
A 3. fejezet a (2) t ípusú egyenlőség általánosításával foglalkozik. 
1. tétel: H a f ( t ) és g(t) kielégítik az a°. és b°. feltételt , f(t) ~ g{t), [t~> +0) 
és g(t) = t"L{\jt), ahol a > 0 és L(l/t) lassan változó függvény (lásd : [4], 
[5]), akkor 
F(x) = j exp { - xf(t)} dt ~ r | l + I J 
о 
ahol t(x) az 
t(x) , (x-> oo) , 
x(t) 
függvény inverze. 
sup r 
0 <,z£t 
2. tétel: Ha f(t) és g(t) kielégíti az a°. és b°. feltételt , f(t) ~ g{t) (t +0) , 
g{t) monoton és eleget tesz az alábbi feltételeknek : 
lim « = 
'->+0 g{t) 
0 , ha с < 1 , 
1 , ha с — 1 , 
oo, ha с > 1 
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(»gyorsan változó függvény«), akkor 
a 
j" e x p {— xf(t)} dt ~ t(x) 
ahol t(x) az 
x(t) = 
9(t) 
függvény inverze. 
Egy speciális példa vonatkozik az 1. t é te l feltételeit ki nem elégítő 
a = 0 esetre, másszóval arra az esetre, ha g(t) maga lassan változó függvény. 
3. tétel: Legyen 
F(x) = j e x p { - x f ( t ) } d t , 
f(t) elégítse ki az a° és b°. feltételt. Ha /(í) lassan változó, L (l/t) a laká függvény, 
akkor F(x) a 
lim 
ha 
с < 1 
1 , ha с = 1 
0 , ha с > 1 
X-» F(x) 
relációkat kielégítő, »gyorsan változó«-nak nevezet t függvény. Ha t~*f(t) 
(a. > 0) lassan változó, akkor xilaF(x) is lassan változó. Végül ha f(t) gyorsan 
változó, akkor F(x) változik lassan. 
Az 1. tétel egyes esetekben kiegészíthető a 2. segédtétel eredményével, 
amely szerint, ha az L(s) lassan változó függvény monoton és 
lim l(8[l(8)]-4') 
L(s) 
= 1 
vagy legalábbis 
akkor az 
s u p L(s [£(s)] «) 0 < hm 
inf m 
< oo , 
X = 
L(s) 
függvény inverz függvénye aszimptotikusan egyenlő az 
í í 
[xL(x°)]a , 
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illetőleg az 
I L L 
[xL{[xL{xa)Y)~\a 
kifejezéssel. í g y például h a 
í l\ßi í 1 v/5. г 1 \pt 
1(t)~r l o S y log l o g - . . . l o g o ) - , ( a > 0) 
»kkor log(fc)— > 0 ese tében 
CL 
г
 r ( 1 + + ) a 4 
j e x p {-xf(t)}dt~ ^ - p . 
• [x(log (log log xf>... ( logo) ж)"*]* 
ОДНО ОБОБЩЕНИЕ МЕТОДА LAPLACE-А 
A. BËKÉSSY 
Резюме 
Если x вещестенна и положительна, 0<а^ а не зависит от х, 
/(<) вещественная функция и 
а°. ехр{— xf(t)} в интервалле [0, а] при достаточно больших значениях 
x интегрируема, 
Ь°. с любым положительным числом д inf f(t) > О 
9<л<.а 
е'°. f(t) ~ Cta, если + О и С > 0, a > 0, тогда, к а к известно, 
a а 
(1) F(x)= j' е х р {— xf(t) dt ~ j ехр {— x Cta} dt , ( z - ^ o o ) 
ó о 
т. е. 
(2) F ( x ) ~ r ( l + l ] ( C x f « . 
Спрашивается, что соотношение типа (1) будет л и иметь место, если 
/(/) в точке t = 0 асимптотически равна не функции вида Ct", а, вообще, 
какой-нибудь функции, удовитворяющей условиям а°. и Ь°, т. е. если вместо 
условия с'°. выполняется более общее условие f(t)~g(t), остаётся ли спра-
ведливым, что 
а а 
(3) [ ехр {— х/(<)} dt ~ J e x p {— xg(t)} dt , (а;->оо). 
о о 
На примере можно показать, что нет. 
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Но если g(t) кроме условия а°. и Ь°. удовлетворяет одному из приведён-
ных ниже критериев, то (3), очевидное обобщение соотношения (1), остаётся 
в
 силе. Эти условия таковы 
Критерий. 1. Пусть существует такое положительное число с < 1, что 
а 
exp {— cxg(t)} dt 
(4) lim s u p = m < oo 
exp{— xg(t))dt 
о 
Критерий. 2. Пусть существует такое с < 1, что 
(6) l i m s u p ^ < l . 
9(t) 
Третья глава занимается обобщением равенства типа (2). 
Теорема 1. Если f(t) и g(t) удовлетворяют условиям а°. и b°, f{t)~g{t) 
(<-> + 0), и g(t) = í a L ( l / í ) , где а > 0 и L(s) медленно изменяющаяся функ-
ция, то 
а 
F(x)= J е^{-*/(«)}* ~ Г ( l + i W * ) (ж^оо) , 
о 
где /(ж) функция обратная функции 
ж (t) I M
- 1 
sup r a L \ 
0£r st 
Теорема 2. Если f(t) и g(t) удовлетворяют условиям a°. и b°., f(t) ~ g(t), 
(<->- + 0), g(t) монотонна и удовлетворяет условию 
lim g { C t ) 
gif) 
(«быстро изменяющаяся функция»), то 
О , если с < 1 
1 , если с = 1 
°о, если с > 1 
j е х р { — xf(t)} dt ~ t(x) (х—уоо) 
0 
где t(x) функция, обратная функции 
*(«) = ыт-1 
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Специальный пример относится к случаю а = 0, не удовлетворяю-
щему условиям теоремы 1., т. е. к случаю, когда /(<) медленно изменяется. 
Теорема 3. Пусть 
F(x) = | ехр{-ж/(«)}<Й , 
/(<) удовлетворяет условиям а°. и Ъ°. Если /(<) медленно изменяющаяся функ-
ция типа 4(1/0, т о Е(х) удовлетворяет условию 
оо, если с < 1 , 
F(cx) 
lim —-—- = 1 1 , если с = 1 , Fix) 
О , если с > 1 , 
«быстро изменяющаяся» функция. Если t~af(t) медленно изменяется, то 
х
1/а
 F(x) тагже медленно изменяется. Наконец, если /(f) быстро изменяется, 
то F(x) изменяется медленно. 
Теорема 1. в некоторых случаях может быть дополненна результа-
тами леммы 2., согласно которой, если медленно изменяющаяся функция 
L(s) монотонна и 
l i m f f i í M Ö ^ 
s— оо L{s) 
или, по крайней мере, 
0 < 1 . т 8 и Р в И < ю , 
inf 4(s) • 
то функция, обратная функции 
s" 
X = 
Lis) 
ассимптотически равна выражению 
[xL(xl'a)yia 
или соответственно 
[xl([xl(xva)]4a)yia. 
Так, например, если 
( 1 \ßi f 1 p. ( 1 у* 
f(t)~F l o g y ) ( l o g l o g - ) . . . log(ft)y , 
(a > 0 ) , то 
( 1) Г 
Г(1 + Г " 
exp{— xf(t)) dt- [z(logx)A (log log ж)"» . . . (logooa)"*]1'01 

LINEÁRIS DIFFERENCIÁL- ÉS DIFFERENCIAEGYENLETEK ÁLTALÁNOS 
KEZDETI FELTÉTELEKET KIELÉGÍTŐ EXPLICIT MEGOLDÁSÁRÓL 
RÓZSA P Á L 
Bevezetés 
A lineáris differenciál- és differenciaegyenletek és egyenletrendszerek 
elmélete — mint ismeretes — az analízis egyik legalaposabban feltárt terü-
letének tekinthető. Az idevágó irodalom azonban a megoldás explicit elő-
állítását szinte kivétel nélkül csak a szokásos kezdeti feltételek esetén, vagyis 
abban az esetben adja meg, amikor az ismeretlen függvény és annak derivál t jai , 
illetve az ismeretlen függvények, a független változó egy bizonyos ér tékénél 
adottak. Annak az általánosabb feladatnak a megoldására, amikor az isme-
retlen függvény és annak szukcesszív der ivál t ja i a független változó több 
különböző értékénél vannak előírva, Th. VAHLEN egyik dolgozatában [5] 
található eljárás. Th. VAHLEN az igen speciális y<n> = /(x) differenciálegyenlet-
nek a mondot t feltételeket kielégítő megoldására ad explicit előállítást. Meg 
kell még említeni, hogy G. D. BIRKHOFF egyik dolgozatában [1 ] azt az ál ta-
lánosabb esetet vizsgálja, amikor a fen t i differenciálegyenletnél az előírt 
deriváltak tetszőleges rendűek, explicit megoldást azonban nem ad. 
E dolgozat célja, hogy a fenti differenciálegyenletnél általánosabb 
lineáris differenciál- és differenciaegyenletek, illetve rendszerek általános 
kezdeti feltételeket kielégítő megoldása számára adjon exisztencia-kritériumot, 
valamint el járást a megoldás explicit a l akban való előállítására. Az 1. §. és 
2. §. a rendszerek és az те-edrendű egyenletek általános kezdeti feltóteleket 
kielégítő megoldásának a meghatározását tartalmazza. A 3. §. és 4. §. az előző 
két paragrafus eredményeit lineáris differenciaegyenletekre és differencia-
egyenlet-rendszerekre alkalmazza. 
1. §. 
Tekintsük az 
(1.1) x = \ ( t ) x + f ( t ) 
1) „ÁRa lános" kezdeti feltételeken a t o v á b b i a k b a n az t é r t j ü k , hogy az isme-
retlen függvények értéke, i l le tve az ismeretlen függvény tetszőleges rendű d e r i v á l t j a i 
a független vá l tozó több különböző értékénél v a n n a k előírva. (Az általános kezde t i 
feltételek t e h á t m a g u k b a n fog la l ják az ú g y n e v e z e t t kerületi feltételeket is, a m e l y e k 
egy in terva l lum k é t végpon t j án í r j ák elő a f ü g g v é n y , illetve b izonyos derivált ja é r t éké t . ) 
127 
1 2 8 RÓZSA. PÁL 
elsőrendű inhomogén lineáris differenciálegyenletrendszert, és legyen 
(1.2) y = A(t)y 
a hozzá t a r tozó homogén rendszer, ahol x,y,f(t) те-elemű oszlop vektorok, 
A(t) — [a,•;(£)] те-edrendű kvadrat ikus mat r ix . Az aí;(í) és az /,(í) adott függvé-
nyek valamely T (a < t ^ b) zárt intervallumban folytonosak. 
Az alábbiakban azt a kérdést vizsgáljuk, hogy létezik-e, és ha igen, 
hogyan ha tározható meg az (1.1) differenciálegyenletrendszernek az a meg-
oldása, amely az 
(1.3) xa((ti) = Xi о , г = 1 , 2 , . . . , те 
uzt 
általános kezdet i feltételeket elégíti ki. I t t a,- egész (1 ^ а
г
 ^ те) és ér tékei 
között egyenlők is lehetnek.2) 
Legyen X(t) — [aty(f)] az (1.2) egyenlethez tar tozó rezolvens ma t r ix , 
amely tehá t kielégíti az 
X (t) = A (t) X (t) 
matrixdifferenciálegyenletet és az X(í0) = E kezdeti fel tételt . Jelölje x f^ t f ) 
a rezolvens ma t r i x a r e d i k sorá t a ti helyen, továbbá [x„í7(ü) j az e sorokból 
(г = 1,2, . . . , те) alkotott те-edrendű kvadra t ikus mátrixot. 
Az (1.1) egyenletrendszer (1.3) feltételeket kielégítő megoldását meg-
kapjuk, ha az (1.2) homogén egyenlet 
(1.4) yai(ti) = x,o , г = 1, 2, . . . , те 
inhomogén feltételeket kielégítő megoldásához hozzáadjuk az (1.1) inhomogén 
egyenletnek az 
(1.5) xat(ti) = 0 , г = 1, 2 те 
homogén feltételeket kielégítő megoldását. 
1. tétel. Az (1.2) homogén lineáris differenciálegyenletrendszernek akkor 
és csakis akkor létezik az (1.4) feltételeket kielégítő egyértelmű megoldása, ha 
(1.6) Ix<4j(tí) I Ф о ; 
a megoldást 
(1.7) y(t ,t,x0) = X(í) [x0>7(ü)] - 4 
szolgáltatja. 
2) A í; é r t ékek között is lehetnek egyenlők, de — amint az a probléma természetéből 
következik és az 1. tételből is kiolvasható — h a valamennyi í; megegyezik, a k k o r а/ 
értékei között n e m lehetnek egyenlők, s ugyanez vonatkozik ti értékeire, ha va lamennyi 
аг megegyezik. 
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Bizonyítás: Az (1.6) feltétel szükséges. Tegyük fel ugyanis, hogy az (1.2) 
rendszernek létezik az (1.4) feltételeket kielégítő megoldása. Akkor ez az 
alaprendszert képező x^t), ..., xn(t) vektorok lineáris kombinációjaként 
előállítható : 
(1.8) y(t ; t,x0) = X(<) с . 
Az (1.8) egyenletnek ki kell elégítenie az (1.4) feltételt : 
X0 = \xa.j(tj)~\ с . 
Innen а с vektor akkor és csakis akkor határozható meg egyértelműen, ha 
\x°,j(td\=f=Q • 
Ekkor 
С = [Xaiy(Lj ®„ , 
ezt (1.8)-ba helyettesítve, (1.7) adódik. 
Az (1.6) feltétel elegendő is. Ugyanis, ha (1.6) teljesül, akkor [xat](ti)\ 
invertálható. Képezzük az 
(1.9) U(0 = X(0 [Жоу^)]"1  
szorzatot. Az így nye r t 
u ( 0 = [« i (0 . • • •. Mn(01 
matr ix oszlopvektorai az (1.2) rendszer lineárisan független part ikuláris 
megoldásai, tehát alaprendszert alkotnak. Az (1.9) szorzatból kiolvasható, 
hogy az Uj(t) vektorok elemei az alábbi összefüggésnek tesznek eleget : 
(1.10)
 Uatj(ti) = díj , » , / = 1 , 2 , . . . , » . 
Innen következik, hogy az (1.2) egyenlet (1.4) feltételeket kielégítő 
megoldását az ußt), ... , un(t) alaprendszer segítségével 
n 
y(t ; t, x0) = У' Wj{t) xio = U(í) x0 
alakban kapjuk, ahonnan (1.9) segítségével (1.7) következik. 
Ezzel az 1. té te l t bebizonyítottuk. 
2. tétel. Ha teljesül az (1.6) feltétel, akkor az (1.1) differenciálegyenlet-
rendszer (1.5) feltételeket kielégítő megoldását 
(1.11) x(t ;t,0) — U(<) z(t) 
I 
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adja, ahol 
(1.12) z(t) = [Zj(t)] \W(f)f(r)dr / = 1 , 2 , , 
es 
(1.13) 
гц1) 
V "(<) 
= V(Í) = U(<)-1 
Bizonyítás: H a az (1.1) differenciálegyenletrendszernek az x(t%) = • 
homogén feltételeket kielégítő 
x{t) = X(í) j X ( r ) _ 1 / ( r ) dx 
megoldásába3* behelyettesít jük az (1.9) összefüggést, és levonjuk belőle az 
(1.2) homogén egyenletnek azt az 
y(t) = U(í) 
4 
j Xa'(tj) X(r ) - i / ( r ) CZT 
megoldását, amely kielégíti az 
yaj(tj) = ах.Д ; í0, 0) , / = 1,2, . , . , n 
feltételeket, megkapjuk az (1.1) egyenletnek az (1.5) homogén feltételeket 
kielégítő megoldását : 
(1.14) x(t ; t, 0) = U(í) \xa<(tj) Xir)-1/^) dr 
H a még egyszer felhasználjuk az (1.9) összefüggést és bevezetjük az (1.12), 
(1.13) jelöléseket, a keresett megoldásra (1.11) adódik. 
Az 1. és 2. t é t e l eredményeként k imondhat juk , hogy ha 
akkor az (1.1) egyenlet (1.3) általános kezdeti feltételeket kielégítő megoldását 
x(t\t,x0) = U(í){a?0 + z{t)} 
3) Lásd pl.: [2], 384. oldal. 
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azaz 
szolgáltatja, ahol 
es 
Xi(t ; tk, xk0) = fgUjj(t) {xjo -f Zj(t)} j=1 
[Ui](t)] = U(í)'== X(<) , 
Г = j{t) = E VjkW fk(r) dr j k=l 
i == 1,2, .. .,n 
2. §. 
A következőkben meghatározzuk az 
( 2 . 1 ) x<"> = p „ _ x ( Ú + . . . + p0{t) x + /(«) 
тг-edrendű inhomogén lineáris differenciálegyenlet 
(2.2) i W ( y = i i « , г = 1 , 2 , . . . , и 
egész (0 ^ ki jg. % — 1) 
általános kezdeti feltételeket kielégítő explicit megoldását. A (2.1) egyenlet az 
(2.3) xk(t) = xG~At) , к = 1,2, ... ,n 
transzformáció segítségével visszavezethető az 
(2.4) X=P ( t ) x + f ( t ) 
elsőrendű rendszerre, ahol 
p(0 = 
Legyen W(í) = [w;y(í) ] a (2.4) egyenlet rezolvens matr ixa (ez nem 
egyéb, mint a (2.1)-hez tar tozó homogén egyenlet normált alaprendszert alkotó 
partikuláris megoldásaiból képzett Wronski-féle mátrix), ekkor a (2.4) 
egyenletnek a (2.2) feltételekhői ugyancsak a (2.3) transzformációval nye r t 
0 í 0 . . 0 0 
0 0 1 . . 0 0 
• • • és f ( t ) = • 
1 6 
Ш 2>i(0 2>a(0 • • Vn-l(t)_ m 
xaiiu) — Ж,о , aí = & , ' + ! 
9 A Matematikai K u t a t ó Intézet Köz leménye i II./1—2. 
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általános kezdeti feltételeket kielégítő megoldását az 1. és. 2. tételek felhasz-
nálásával ' 
(2.5) x(t ; t, x0) = W(<) [ ^ ( í , ) ] " 1 { + I 
alakban kapjuk. A (2.5) összefüggést a tetszőleges — nem szükségképpen 
különböző — В és С nemszinguláris transzformáló mátrixok segítségével 
következőképpen alakí t juk át : 
(2.6) x(t ; t, x0) = W(t) Bflu^f,)] B)_1 x0 + [ Wa'(ti) C(W(r) C ) - 1 / ^ ) dr 1 
Г 
Az i t t fellépő W(í)B, illetve W(í)C a (2.1)-hez tar tozó homogén egyenlet 
tetszőleges — egymástól nem szükségképpen különböző —, lineárisan függet-
len r\x(t), . . . ,yn(t), illetve +((), . . . , £n(t) megoldás-rendszeréből képzett 
Wronski-féle matrix. Ha még figyelembe vesszük, hogy a megoldás-vektor-
nak az első komponense szolgáltatja a keresett megoldást, továbbá az f(t) 
vektornak csak az utolsó komponense O-tól különböző, a (2.6) összefüggésből 
könnyen kiolvasható a következő tétel . 
3. tétel. A (2.1) differenciálegyenlet (2.2) általános kezdeti feltételeket 
kielégítő egyértelmű megoldása akkor és csakis akkor létezik, ha 
(2.7) № \ t t ) \ ф О . 
A megoldást ekkor 
n t 
(2.8) i X v 0 + ( ^ h f l f { r ) d r f f r f H { J a(r) 
h 
szolgáltatja, ahol 
H = \r,f\ti)\, 5 (т ) = ||</-«(т)| . 
továbbá Hv(t) a H determinánsból úgy keletkezik, hogy v-edik sorát az y f t ) , 
y2(t), . . . , rjn(t) sorral, 3n(r, V) a 3(r) determinánsból pedig úgy, hogy utolsó 
sorát a £[kv\tv), . . . , i(nkv)M sorral helyettesítjük. 
A kapot t eredmény magában foglalja mint speciális esetet a szokásos 
kezdeti feltételek esetét. Ekkor ( = t0, ki = г — 1 (г = 1, 2, . . . , n), a (2.8) 
képlet pedig a következő ismert alakba4 ) megy át : 
x(t 
t 
; t0, xk0) = У 1 wXj(t) Xjo - f r ^ T V " / ( r ) dr 
pt j -(*) 
I t t 3n(r) a 3(r) determinánsból úgy keletkezik, hogy utolsó sorát a fx(í)> 
f2(í), . .., in(t) sorral helyettesítjük. 
4> Lásd pl.: [6], П . kötet , 197. oldal. 
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i = 1 , 2 , . . . , n 
Példaként meghatározzuk az 
(2.9) x<n\t) = f(t) 
differenciálegyenletnek az 
a;№>(*,) = xi0 , 
ki egész (0 ^ ki ^ я — 1) 
feltételeket kielégítő megoldását.5! 
Az egyértelmű megoldás létezésének szükséges és elégséges feltétele 
(2.7) alapján 
Ц-1-h 
( / - 1 - й , ) ! ф о . 
ami megegyezik a G. D. BIRKHOFF dolgozatában szereplő feltétellel. Fel-
használva a (2.8) összefüggést és kifej tve az integrandusban szereplő determi-
nánsokat , a keresett megoldást 
x(t ; tk, xk0) = 
" i 
2 « v ( o I 
a lakban nyerjük, ahol 
cov(t) Qv(t) 
q 
XVQ + 
q = 
{tv — r) n-k-1 
(» — — 1)! 
f f - 1 - * ' 
(/ - 1 - *,) ! 
/(r) dr 
és ЙД/) az Q determinánsból úgy keletkezik, hogy v-edik sorát az 1, t, ..., 
<n-1/(»i — 1)! sorral helyettesítjük. 
Abban a további speciális esetben, amikor a (2.9) egyenlet megoldása az 
(2.10) х(г%) = x(p 
i = 1, 2 , . . . , m 
v=0,1, . . . , r , - l 
m 
n 
i=1 
feltételeknek tesz eleget, az co,(í) „alapfüggvények" éppen az Hermite-féle, 
ki = 0 (» = 1, 2, . . . , n) esetén pedig a Lagrange-féle alappolinomok. Ezen 
esetekben a (2.9) egyenlet megoldására megkapjuk a TH. VAHLEN dolgozatá-
ban® is szereplő 
m г,— 1 
(2.11) x(t ; tk, хф) = 2 2 Й"* + Г № * /(r) d r l 
fff Ä> l J (n — r — 1)! J 
formulát , ahol 
HW(tj) = öijößV . 
5) E z t a f a j t a fe ladatot vizsgálja G. D. BIRKHOF!' idézett dolgozatában (lásd: 
[1], 110. oldal). 
6) Lásd : [6], 186. oldal. 
9 * 
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3. §. 
Ebben a paragrafusban az 1. §-ban közölt gondolatmenetet lineáris 
differenciaegyenletrendszerekre alkalmazzuk. Tekintsük a 
(3.1) Af(x) =f(x + 1) - f ( x ) = P ( x ) f ( x ) + q(x) 
lineáris differenciaegyenletrendszert, ahol f(x) és q(x) те-ele mű oszlop vektorok, 
P(x) = [Pij{%) ] те-edrendű kvadrat ikus matrix. Az egyenletben szereplő 
valamennyi függvény egész argumentumokra van értelmezve. A differenciál-
egyenletrendszerekhez hasonlóan, a (3.1) egyenletnek az 
(3-2) / ( * „ ) = / о 
kezdeti feltételeket kielégítő megoldását megkapjuk, lia a 
(3.3) Ag(x) = P(x)g(x) 
homogén egyenletnek a g(x0) = /„ inhomogén feltételeket kielégítő g(x ; x0, f0) 
megoldásához hozzáadjuk a (3.1) inhomogén egyenlet f(x0) = 0 homogén 
feltételeket kielégítő f(x; x0, 0) megoldását. Először meghatározzuk a 
(3.4) AF(x) = P(x)F(x) 
matr ix differenciaegyenletnek azt a megoldását, amely kielégíti az 
F(x0) к E 
kezdeti feltételt. Az elsőrendű lineáris differenciaegyenletek elméletében 
köve te t t eljárást7) értelemszerűen alkalmazva a (3.4) matrixdifferencia-
egyenletre — tekintet te l arra, hogy az ekvivalens az 
F ( x + l) = (E + P(x))F(x) 
egyenlettel — azt kapjuk, hogy 
(3.5) F(x) = (E + ¥(x - 1)) (E + P(x - 2)) . . . (E + P(x0)) . 
Az így nyert F(x) = [ftj(x) ] rezolvens matrix oszlopvektorai a (3.3) egyenlet 
lineárisan független partikuláris megoldásai, melyek normált alaprendszert 
alkotnak. 
A rezolvens matr ix segítségével a homogén egyenlet keresett megoldása 
(3.6) g(x;x0,f0)=F(x)f0 
a lakban adódik, az inhomogén egyenlet f(x ; x0, 0) partikuláris megoldása 
pedig az állandó variálása néven ismert módszer differenciaegyenletrendszerek-
re való alkalmazásával nyerhető : 
x— 1 
(3.7) / ( x ; x 0 , 0 ) = F ( x ) ^ F ( r + 1 ) - ! д ( г ) . 
') Lásd : [3], 296. oldal. 
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A (3.1) egyenlet (3.2) feltételeket kielégítő megoldása tehát 
(3.8) / ( ж ; x0,f0) = F(x) { / „ + 2F(v + l ) - 1 q(r) j . 
V=X0 
Az 1. §-ban ki fe j te t t meggondolás alkalmazásával megkaphat juk a 
(3.1) differenciaegyenletrendszernek 
(3.9) uâxù = fi = 1 ,2 n 
általános kezdeti feltételeket kielégítő megoldását. Jelölje /ч(ж,) a rezolvens 
matr ix a,-edik sorát az ж,- helyen és [/
а<7(ж;) ] az e sorokból (i = 1, 2, . . . , n) 
alkotott kvadratikus mátrixot. Az 1. és 2. tétel analógiájára könnyen bebizo-
nyí tha tó a következő két tétel : 
4. tétel. A (4.3) homogén lineáris differenciaegyenletrendszernek akkor 
és csakis akkor létezik a 
[fi'«,(»/)] = / ' 
inhomogén feltételeket kielégítő egyértelmű megoldása, ha 
(3.10) 
a megoldást 
szolgáltatja. 
1ад(хд\ф0 ; 
д(х;х,П = Щх) [/^(s,)]"1/' 
5. tétel. Ha teljesül а (3.10) feltétel, akkor a (3.1) inhomogén lineáris 
differenciaegyenletren dszer 
(3.11) /«,(*<) = 0 
homogén feltételeket kielégítő megoldását 
(3.12) 
adja, ahol 
(3.13) 
(3.14) 
és 
(3.15) 
f(x ;x,0) = Т(ж) h(x) 
T(x)=F(x) [/^(x,)]-! 
h(x) = [hi(x)] 
эцх) 
sn(x) 
2 s'(v + 1) q(v) 
v=xí 
у 
= S(x) = Т(ж) -1 . 
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A 4. tétel bebizonyítása teljesen megegyezik az 1. tételével, az 5. tétel 
bizonyítása pedig a következő: Ha a (3.1) differenciaegyenletrendszernek a 
homogén feltételeket, kielégítő (3.7) megoldásába behelyettesítjük a (3.13) 
összefüggést és levonjuk belőle a (3.3) homogén egyenletnek azt a 
2 № )F(v + I ) ' 1 q(v) g(x) = T(x) 
megoldását, amely a 
'JafXj) = faf(xj ; X0, 0) , / = 1,2 n 
feltételeket elégíti ki, a (3.1) egyenletnek a (3.11) homogén feltételeket 
kielégítő megoldására 
(3.16) f ( x ; ж, 0) = T(x) 
X— 1 
2 fa'(xj)F(v + l)~1q(v) 
V=Xj 
adódik. Abban az esetben, amikor x < Xj, a (3.16) kifejezésben szereplő 
szummát a 
x—1 xj— 1 
2 =-2 
V=Xf / v=x 
összefüggés definiálja. Ismét felhasználva a (3.13) összefüggést, és bevezetve 
a (3.14), (3.15) jelöléseket, a keresett megoldásra megkapjuk a (3.12) kifejezést. 
A 4. és 5. té te l eredményeként kimondható, hogy ha 
akkor a (3.1) differenciaegyenletrendszer (3.9) általános kezdeti feltételeket 
kielégítő megoldását 
f(x;x,n = T(x){f' + h(x)} , 
azaz 
szolgáltatja, ahol 
/.(« t'k) = 2 tij{x) { f j + hj(t)} 
1= 1 
[í,7(a;)] = T ( x ) = F ( x ) [ / ^ ( s , ) ] " 1 , 
x-l n 
hi(x) = 2 2 «<*(" + 1) lk(y) 
V=Xf fc= 1 
es 
[sl7£(x)] = [<,7.(:r)]-
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4. §. 
Ebben a paragrafusban a 
(4.1) A " f(x) = р
п
-г(х) A " - 1 f(x) +... + p0(x) f(x) + q(x) 
те-edrendű lineáris differenciaegyenlet különféle kezdeti feltételeket kielégítő 
megoldásának meghatározásával foglalkozunk. Az együtthatók egész argu-
mentumokra értelmezett függvények. 
A (4.1) egyenlet az 
k = 1 , 2 , (4.2) fk(x)= Д *"*/(*) , n 
transzformációval visszavezethető egy speciális (3.1) alakú differenciaegyenlet-
rendszerre, ahol 
(4.3) P(s) = 
0 
0 
0 
1 
0 
1 
Pn- i{x) 
_Po(x) Pi(x) • • 
Az így nyert rendszernek az 
(4.4) fk(x0) = Ak-1f(x0) = fkо , 
~ 0 ~ 
és q(x) = • 
0 
_q(x)_ 
k = 1 , 2 , ...,n 
kezdeti feltételeket kielégítő megoldására érvényes a (3.8) összefüggés. Egy 
tetszőleges, nem-szinguláris С transzformáló mat r ix segítségével ez az össze-
függés a következőképpen alakítható át : 
(4.5) / (« ; »o./o) = F(*)/o + F(®) С Z (F(" + 1) C У 1 ( 1 И 
Az F(x)C matrix, a (4.1)-hez tar tozó homogén egyenlet tetszőleges, lineárisan 
független cpfx), . . ., <pn(x) megoldásaiból, és ezek differenciáiból képzett 
— a Wronski-féle matr ixra emlékeztető — matr ix . Bennünket azonban nem 
a (4.1) differenciaegyenletből a (4.2) transzformációval nyert rendszernek, 
hanem magának a (4.1) egyenletnek a megoldása érdekel, ezt pedig a (4.5) 
megoldás-vektornak az első komponense szolgáltatja. Ha még figyelembe 
vesszük — az 1. §-ban vázolt gondolatmenethez hasonlóan—, hogy a q(x) 
vektornak csak az utolsó komponense 0-tól különböző, akkor a (4.4) feltételeket 
kielégítő megoldás a következő alakban adódik : 
n X— 1 
f(x ; x0, fx0) = V flk(x)fk0 + y] q(v) . 
Д ( г ) ft-i 
I t t A(v) = I ùj~lq>j(v -f- 1) I és An(v) a A(v) determinánsból úgy keletkezik, 
hogy utolsó sorát a (pfx), <p2(x), . .., <pn(x) sorral helyettesítjük. Az f v f x ) 
függvények a (4.1)-hez tartozó homogén egyenlet normált alaprendszert 
alkotó megoldásai, melyek az F(x) = [ f i f x ) ] rezolvens matrix (3.5) kifejezé-
séből (4.3) figyelembevételével határozhatók meg. 
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A továbbiakban a (4.1) egyenletnek az 
(4.6) f(Xk)=fk, k = 1,2, ...,n; xk egész 
általános kezdeti feltételeket kielégítő explicit megoldását k ívánjuk meghatá-
rozni. Mielőtt azonban erre rá térnénk, a (4.6) feltételeknek az 
xk = x0 + к — 1 , k = \,2,...,n 
speciális esetét t ek in t jük . Ez mintegy átmenetet képez a (4.4) és az általános 
(4.6) feltételek közöt t . 
Vezessük be a következő jelöléseket. Legyen 
[f(x0 + k - 1)] = [f'k0] = f 0 
az adot t kezdeti értékekből, mint komponensekből alkotott vektor , 
/о = [До] 
pedig a (4.4) összefüggéssel definiál t értékekből alkotott vektor. Továbbá, 
bevezetve a 
- И 
háromszögmatrixot, könnyen belátható, hogy az f'0 és /„ vektorok a következő 
transzformációval kapcsolhatók össze : 
(4-7) / 0 = H / 0 . 
I t t jegyezzük meg, hogy a H matr ix , a D = <(— l)fc-1> diagonálmatrix 
segítségével képzett hasonló transzformációval invertálható :8) 
H 1 = D H D 1 . 
H a az F(x) rezolvens ma t r ix ra alkalmazzuk a H transzformációt, 
(4.4) figyelemhevételével az 
(4.8) F'(x) = HF(x) = [/i7(x + i - 1)] 
összefüggést kap juk . 
8) A fenti összefüggés felírható a 
a lakban is. Ez valóban fennáll, mert 
n 
2 . - . y ( L ! ) fa!)=2 (-•>•
 tf_„,i;:g,v_fl, -
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Ezek után a (4.1) egyenletből a (4.2) transzformációval nyert differencia-
egyenletrendszer (4.4) feltételeket kielégítő (3.8) alakú megoldását kissé 
átalakít juk. Szorozzuk meg a (3.8) megoldási formula mindkét oldalát balról 
a H mátrixszal, vegyük figyelembe a (4.8) összefüggést, és amint az t a (4.5) 
formulánál te t tük, egy tetszőleges, nem-szinguláris С matrix segítségével 
hozzuk a következő alakra : 
(4.9) H / ( ï ; % / 0 ) = F ' H / 0 + F ' ( i C ) C 2 (F'(i + 1) C j ^ H í W . 
V=Xo 
Az i t t szereplő 
F'(x) С = [<pj(x + i - 1)] 
matr ixban szereplő függvények a (4. l)-hez tartozó homogén egyenlet tetsző-
leges, lineárisan független megoldásai. Felhasználva a (4.7) összefüggést, 
(4.9) első komponensére 
п п j , X—1 
(4.10) f(x;x0,U = 2 2 (-1)'"' U ! Г*Ш +2-íÉrr-®W 
px iT\ X) — 1 ízi <P{v) 
adódik, ahol Ф(г) = | <pj(v -f- г) | és Ф
п
{г, x) а Ф(г) determinánsból úgy 
keletkezik, hogy utolsó sorát a (pßx), <p2(x), ...,<pn(x) sorral helyettesítjük.9^ 
Ezzel megkaptuk a (4.1) egyenletnek (4.6) feltételeket kielégítő megoldását 
xk = x0 + к — 1 esetén. 
Visszatérve a (4.1) egyenlet (4.6) általános kezdeti feltételeket kielégítő 
megoldására, ezt a 3. § eredményeinek a felhasználásával a következőképpen 
határozhat juk meg. Vezessük be a kezdeti értékekből, mint komponensekből 
alkotott 
[/(**)] = vfu\ = / ' 
vektort . A. 4. és 5. tételek alkalmazásával közvetlenül adódik a 
H f(x ; x,l") = F'(x) [/i ;(Xi)]_1 j / ' + Д f ( x ) ( F > + l ) ) - i Hq(v) j 
összefüggés, amely a tetszőleges — nem szükségképpen különböző — В és С 
nemszinguláris transzformáló mátr ixok segítségével — hasonlóan ahhoz, 
ahogy azt a 2. §-ban te t tük — így alakítható át : 
í X _ 1 ) (4.11) H/(x ; x,f') = F'(x) В ([/i;(x,)] B ) 1 / ' + > ' /Дх,) С (F'(v+ 1) C)~x Hq(v) • 
1 v=xí ) 
Az i t t szereplő F'(x) В = [Vj{x + г — 1)], illetve F'(x) С = [<+(x + г - 1)] 
matr ixban szereplő függvényrendszer a (4.1)-hez tar tozó homogén egyenlet 
tetszőleges — egymástól nem szükségképpen különböző — lineárisan független 
9) A (4.10) kifejezés első tagja az fl(x) 1 f'0 szorzat részletesen kiírva. A második 
tag megegyezik az irodalomból ismert eredménnyel (lásd pl.: [3], 313. oldal). 
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megoldásrendszere. A keresett megoldást a (4.11) összefüggés első komponense 
a d j a meg. Erre érvényes az alábbi tétel :10) 
6. tétel. A (4.1 ) differenciaegyenlet (4.6) általános kezdeti feltételeket 
kielégítő egyértelmű megoldása akkor és csakis akkor létezik, ha 
\y>j(xi)\=f=0 . 
A megoldást ekkor 
szolgáltatja, ahol W — | fj{Xi) \ és lJk(x) a XP determinánsból úgy keletekezik, 
hogy k-adik sorát a rpi(x), rp2(x), ...,rpn(x) sorral helyettesítjük. (Ф(у) és 
Ф
п
(у, xu) jelentése a (4.10) képlet u tán található.) 
(Beérkezett : 1957. III . 11.) 
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О ЯВНОМ РЕШЕНИИ ЛИНЕЙНЫХ ДИФФЕРЕНЦИАЛЬНЫХ И 
РАЗНОСТНЫХ УРАВНЕНИЙ, УДОВЛЕТВОРЯЮЩИХ ОБЩИМ 
НАЧАЛЬНЫМ УСЛОВИЯМ 
Р . RÓZSA 
Резюме 
Литература, относящаяся к линейным дифференциальным уравнениям 
и системам, даёт явное представление решения лишь в том случае, когда 
неизвестная функция и её производные или неизвестные функции даны 
при некотором значении независимой переменной. Это привычные началь-
ные условия. Д л я решения более общей задачи, когда неизвестная функция 
и её последовательные производные даны при нескольких различных значе-
10) Az eredmény egy speciáhs esetének konkrét gyakorlati a lkalmazását illetően 
l á s d : [4], 600—601. és 612—615. oldalak. 
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ниях независимого переменного, Т Н . VAHLEN даёт в работе [ 5 ] метод по-
строения явного решения в случае очень специального дифференциального 
уравнения y(JÏ) = f(x). 
Настоящая работа, обобщая метод Т Н . VAHLEN, даёт критерий суще-
ствования а также метод получения в явной форме решения наиболее общих 
линейных дифференциальных и разностных уравнений и их систем (с пере-
менными коэффициентами), удовлетворяющих общим начальным условиям. 
Пусть Х(/) = [xij(t)\ есть так называемая резольвентная матрица одно-
родной системы (1,2), относящейся к данной неоднородной системе линей-
ных дифференциальных уравнений (1.1), которая, таким образом, удовле-
творяет дифференциальному уравнению 
X(f) == A(t) X{t) 
и начальному условию X(f0) = Е. В силу теорем 1 и 2 система дифференциаль-
ных уравнений (1.1) имеет единственное решение, удовлетворяющее общему 
начальному условию (1.3), в том и только в том случае, если | Ф 0 ; 
решение даётся формулей 
x{t ; t, x') = U(<) {x' + z(t)} , 
где значение U(t) и z(t) даётся выражениями (1.9), (1.12) и (1.13). 
Теорема 3 применяет эти результаты для случая линейных дифферен-
циальных уравнений п-ого порядка. Пусть £i(t),... , £n(t) и rjjft), . . . , r}n{t) 
суть любые линейно-независимые системы решений относящегося к (2.1) 
однородного уравнения. Теорема 3 утверждает, что единственное решение 
дифференциального уравнения (2.1), удовлетворяющее начальным усло-
виям (2.2), существует в том и только в том случае, если \ г ) ф \ 1 ( ) \ ф 0 . 
Решение даётся выражением (2.8). В случае дифференциального уравнения 
(2.9) и начальных условий (2.10), получается соотношение (2.11), фигури-
рующее и в работе Т Н . VAHLEN. 
Дальнейшая часть работы содержит применение полученных резуль-
татов к линейным системам разностных уравнений первого порядка и линей-
ным разностным уравнениям п-го порядка. Пусть F(a;) = [/</(«)] есть резоль-
вентная матрица однородной системы (3.3), относящейся к (3.1), которая, 
таким образом, удовлетворяет уравнению (3.4) и начальному условию 
F(x0) = Е. В силу теорем 4 и 5 система разностных уравнений (3.1) имеет 
единственное решение, удовлетворяющее общим начальным условиям 
(3.9), в том и только в том случае, если | ( ж , ) | ф 0. Решение даётся фор-
мулой / (ж;ж, / ' ) = Т(ж){/' + h(x)}, где значения Т(ж) и h(x) даются выраже-
ниями (3.13), (3.14) и (3.15). Наконец, теорема 6 утверждает, что, если 
(рфс), . . . ,<р
п
(х) и у
г
(х), . . . , у>п(х) с у т ь л ю б ы е л и н е й н о - н е з а в и с и м ы е с и с т е м ы 
решений относящихся к (4.1) однородного линейного разностного уравнения, 
то единственное решение линейного разностного уравнения (4.1), удовле-
творяющее общему начальному условию (4.6), существует в том и только в 
том случае, если | ¥>7(ж,) \ ф 0.. В этом случае решение даётся выражением 
(4.12). Автор применял этот метод в своей работе (4), где он дал решение 
одного разностного уравнения четвёртого порядка, удовлетворяющего 
специальным начальным условиям. 
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ON THE EXPLICIT SOLUTION OF DIFFERENTIAL AND DIFFERENCE 
EQUATIONS SATISFYING GENERAL INITIAL CONDITIONS 
P. RÓZSA 
Summary 
The l i terature of linear differential equations and t h a t of the systems 
of linear differential equations gives their solution in explicit form in general 
only in the customary case if t h e unknown function and its derivatives, res-
pectively the unknown functions are given a t a single value of the independent 
variable. For t h e solution of t h e more general problem, when the unknown 
function and i ts successive derivatives are prescribed at several different 
values of the independent variable, a method can be found in a paper of 
T H . VAHLEN [5] who gives t h e explicit solution satisfying the conditions 
mentioned above for the special differential equation y{n) = f(x). 
The present paper — generalizing T H . VAHLEX'S method — gives the 
condition of existence and a method of solution in explicit form, of the most 
general linear differential equations and of systems of linear differential equa-
t ions (with variable coefficients), satisfying general initial conditions mentio-
ned above. 
Let X(t) = [Xij(t) ] be the resolvent mat r ix of the homogeneous system 
(1.2) belonging to the given system of nonhomogeneous linear differential 
equations of t he 1 s t order (1.1). The resolvent matrix satisfies the differential 
equation 
X(t) = A(t) X{t) 
a n d the initial condition X(/0) = E. According to Theorems 1. and 2. the 
unique solution of the system of differential equations (1.1) satisfying the gene-
ral initial conditions (1.3) exists if and only if | xaij(tj) \ =f= 0 ; the solution is 
given by 
x{t ; t, x') =Щ){х' + z(t)} 
where the meaning of U(t) and z(t) can be seen from the formulae (1.9), (1.12) 
a n d (1.13). 
Theorem 3. applies the above mentioned results to linear differential 
equations of t h e тг№ order. Let £,(/), . . . , i„(t), resp. rißt), . . . , rjn(t) be arbit-
ra ry , linearly independent systems of solutions of the homogeneous equation 
corresponding t o (2.1). Theorem 3. states t h a t the unique solution of the 
differential equat ion (2.1) sat isfying the general initial conditions (2.2) exists 
if and only if I rf]fd(ti) I =j= 0. T h e solution is represented by (2.8). Applying 
Theorem 3. we obtain the expression (2.11), occurring in t he paper of TH. 
V A H L E N too, for t h e solution of t he differential equation (2 . 9 ) satisfying the 
ini t ial conditions (2.10). 
Further our results are applied to systems of linear difference equations 
of the 1st order a n d linear difference equations of the mth order. Let F(x) — 
= \fij(x) ] be t h e resolvent ma t r ix of the homogeneous equation (3.3) belong-
ing to (3.1). This resolvent ma t r i x satisfies the difference equation (3.4) and 
the initial condition F(x0) = E. According to Theorems 4. and 5. the unique 
LINEÁRIS DIFFERENCIÁL- ÉS DIFFERENCIAEGYENLETEK ÁLTALÁNOS MEGOLDÁSÁRÓL 1 4 3 
solution of the system of linear difference equations (3.1) satisfying t he general 
initial condition (3.9) exists if and only if | f^jix,) | =f= 0. The solution is given 
by f{x ; x, / ') = T(z) {/ ' + h{x)} where the meaning of T(x) and h(x) is to 
be seen f rom formulae (3.13), (3.14) a n d (3.15). Final ly Theorem 6. s ta tes tha t 
if <PI(x), . . . , cpn(x) resp. ipi(x) 'pn(x) are arb i t rary , linearly independent 
systems of solutions of the homogeneous linear difference equation belonging 
to (4.1) t he unique solution of the l inear difference equation of t h e « t h order 
(4.1) sat isfying the general initial conditions (4.6) exists if a n d only if 
I ipj(Xi) I ф 0. The solution is g iven by the expression (4.12). T h e author 
applied this method in his paper [4 ] where he gave the solution of a difference 
equat ion of the 4 th order satisfying part icular init ial conditions. 

GÉNÉRALISATION D'UN PROBLÈME DE L'INTERPOLATION 
EN CONNEXION AVEC LES FONCTIONS NOYAU 
GYÖRGY A D L E R 
Introduction 
Nous nous proposons de généraliser un problème de l ' interpolation 
soulevé pa r S . B E R G M A N e t M. S C H I F F E R dans leur livre intitulé «Kernel 
functions and elliptic differential equat ions in mathemat ica l physics» ([1], pp. 
2 5 8 — ^ 6 1 , 2 7 5 — 2 8 1 . ) . 
Considérons l 'équat ion différentielle aux dérivées partielles de type 
elliptique 
(1) Au(x, y) = q(x, y) u{x, y) (q(x, y) > 0) , 
qui peut ê t re traitée comme une équa t ion d 'Euler—Lagrange de l ' intégrale 
de Dirichlet 
(2) E { • и } =! J J [u2 + u2 + qu2] dx dy , 
D 
si certaines conditions de dérivabilité concernant la fonction q(x, y) étaient 
remplies, où D est un domaine du p l an (x, y). 
Soit D un domaine borné, limité p a r la courbe fermée С ayant p a r inter-
valle des dérivées continues jusqu'au second ordre. 
Nous disons qu 'une fonction appa r t i en t à la classe Q si elle possède 
des dérivées partielles continues j u squ ' au second ordre dans le domaine D. 
Nous définirons comme le p rodu i t scalaire des fonctions de la classe 
Q l 'expression suivante 
( 3 ) E {v, w } = f J [vx wx + V y W y - \ - qvw] d x d y ( v , w ( Q) 
D 
qui correspond à l ' intégrale de Dirichlet (2). Il est facile de démontrer que 
Q est un espace métrique, dans lequel la norme des éléments est donnée par 
la quant i té |/E {M} et le produi t scalaire pa r l 'expression E [v, w}. 
Nous disons que deux éléments v , w £ Q sont orthogonaux l ' un sur 
l 'autre si E {v, w} = 0. Si E {r} = 1 la fonct ion v £ Q es t dite normée. 
1 4 5 
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Nous désignons par F l 'espace des fontions и £ Q qui satisfont à l 'équa-
t ion (1). 
Désignons dans la suite p a r P, Q des points du plan (x, y). Soit <pv(P) £ F 
(v = 1 , 2 , . . . ) u n système de fonctions orthonormées et complet dans l 'espace 
F , c'est à dire que à toute fonct ion u £ F on peut trouver une combinaison 
linéaire des fonctions <pv(P) qu i se rapproche de и dans la métrique E avec 
une erreur inférieure à e > 0 arbitrairement pet i te : 
• J cNvVv\<e (N > N0(e)) 
V=1 
La fonction 
(4) K(P,Q) = 2<pv(P)<pv(Q) 
définie à l'aide d u système {<;pv} est appelée le noyau reproduisant de l 'espace 
F par rapport à la métrique E. Le qualificatif «reproduisant» attire l ' a t ten-
t ion sur la propriété suivante de la fonction K(P, Q) : 
(5) E{K(P,Q),u(P)} = u(Q) F) . 
On peut démontrer que la fonct ion K(P, Q) est déterminée sans équivoque p a r 
le domaine D, p a r conséquent elle est indépendante du choix du système {<Pv}-
Nous supposons dans ce qui suit que q(P) est une fonction analytique 
de ses deux variables x et y d a n s le domaine fermé D -\- С. 
1. §. 
Après ce t te introduction nous allons faire connaître le problème originel 
d e l ' interpolation qui est ment ionné dans l 'oeuvre de B E R G M A N et SCHIFFER : 
Cherchons la fonction и £ F ayant la norme minimum qui prend des 
valeurs données 
<6)1 «(<?/) = a, (i= 1,2, ... ,N) 
• 
a u x points Qi (i = 1, 2, ..., N) du domaine D. 
La solution du problème peut être exprimée par la fonction-noyau (4) 
sous la forme 
u(P) = 2*iK(P,Qi) 
,=i 
où les coefficients x, peuvent ê t r e calculés à pa r t i r de la condition (6). La condi-
t ion nécessaire e t suffisante de la résolubilité du système d'équations (6) p a r 
rapport aux inconnues x,-, à savoir que le déterminant \K(Qi, Qk)\ ne s 'annule 
pas, découle de l'hypothèse que la fonction q(P) soit analyt ique. 
1 Г V5 -ч • - . - - • ----- л; • 
) 
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2. §. 
Nous généralisons ce problème de l 'interpolation de la façon suivante :  
Cherchons la fonct ion и a y a n t la norme minimum qui à chaque 
point Qi (i = 1, 2, . . . . , N) du domaine D satisfait aux conditions en nombre щ 
9r«+s<>u(Qi) 4 = 1 , 2 , . . . ,1V 
(~) = a4 • , « 
dxr»dys« 1=1,2, . . . ,at 
Гц , Sjj g 0, entiers 
Ce problème contient comme cas spécial (а,- = 1, Гц = 5 ; i = 0 ) le problème 
mentionné ci-dessus. 
. Nous présentons une méthode heuristique, avec laquelle la solution 
peut être construite, ensuite nous démontrons que la fonction ainsi obtenue 
est en effet la solution de notre problème. 
Supposons que la solution cherchée soit représentée par la série 
. со 
(8) u = 2 Cr <Pv 
v= 1 
Nous supposons que tou tes les opérations effectuées sur cette série sont per-
mises. 
Le carré de la norme de la fonct ion и est 
oc 
(9) 
v=l 
puisque le système {yv} est orthonormé. La condition (7) sera la suivante : 
n m X V . Э ^ ' c P v i Q d
 n n 4 = 1,2, . . . ,1V; 
(10 y cv Ui] = 0 
dxr»dys<) ) = 1,2, . . . ,at 
Donc notre problème s'est t ransformé tel qu'on doit chercher le système 
des coefficients cv c2, . . . qui rend min imum la quant i té (9) la condition (10)  
supposée remplie. , 
Nous résoudrons ce problème nouveau par la méthode des multiplicateurs 
de Lagrange. 
E n multipliant les équations de la condition (10) respectivement par 
les multiplicateurs Ац e t en les a j o u t a n t à la quant i té (9), on doit chercher 
le système cv c2, . . . qui rend minimum la quantité 
f-i t i [H дхги dySi> 
Ю A Matematikai Kutató Intézet Közleményei II./1—2. 
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Nous égalons à zéro les dérivées partielles de l prises par rappor t àc„ ( v = l , 2, 
. . .), et en y a j o u t a n t le système d'équations (10), nous obtenons le système 
d'équations qui fournit les inconnues cv et : 
'.j 
(«) = 0 (v =1,2,... .) 
У-* dxru dySi> 
< = 1 . 2 , . . . . t f ; 
дх'чдуЧ j= 1 , 2 , . . . . a , 
Du système partiel (a) d 'équations nous obtenons : 
1 Я 
1 9 r*+«Hpv(Qt) 
<- v — ^ Ay , 
2 — • dxr'i dysu 
tandis que les inconnues peuvent être calculées du système partiel (ft). 
E n remplaçànt la valeur de cv exprimée par les dans la formule (8), n o u s 
obtenons1) 
2 h xi дх'чду*« 
l2 2 ^ Q * Q V=l q=qt 
9 ni+Sn 
k(p,qi) . 2 t Г 
Nous avons obtenu que la solution de not re problème peu t être exprimée 
pa r la fonction 
v , 9 гц+sij (11) u(p) = y xi] k(p, qi) 
t f ъх'чду* 
où les inconnues peuvent être déterminées pa r le système d'équations (7). 
Nous allons démontrer maintenant le théorème suivant : 
Theoreme: 1? C'est la fonct ion (11) qui possède en effe t la norme 
minimum parmi les fonctions satisfaisant à la condition (7), e t 
2? Les inconnues peuvent être calculées par la condition (7), c 'est 
à dire que le déterminant A du système d'équations linéaires 
qra+si,
 9r«+% 
> xkl K(Qi, Qk) = a:j 
1) L'index Q a jouté aux variables indépendantes dans l 'opérateur différentiel 
signifie que la dér ivat ion s'effectue selon les coordonnées du point Q. Qi au lieu de Q 
dans la fonction dérivée signifie qu ' on doit premièrement dériver la fonction selon Q, 
pu i s remplacer Q p a r Qi. 
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ne s 'annule pas : 
3 гц+sij grti+sn I 
<12) a = i — k(qitqk)'=t=0 , 
; dxrp 9y*? dx » 9 ys» 
Démonstration: 1? T o u t e s les fonct ions v £ E sa t i s fa isant à la condi t ion 
(7) peuvent ê t re écrites sous la forme 
V = и + w , 
où w é E , et w satisfait à la condition homogène correspondant à (7) avec 
<iij = 0. Le carré de la n o r m e de la fonc t ion v, en u t i l i san t la propriété repro-
duisante de la fonct ion-noyau К et en t e n a n t compte que w satisfait à la condi-
tion homogène (7), sera la suivante2) : 
E {r} = E { и } + E {w} + 2 E {u, w) = E {M} + E {M;} -f 
V I d r " + r " 
L,J Q 
= E (u) + E {w} + 2 2 Xij w{Qi) = E {u} + E {w} . 
At dxr'idys» 
Donc nous obtenons la norme m i n i m u m dans le cas où w = 0. 
2° Le carré de la n o r m e de la fonct ion u. en u t i l i san t la propriété repro-
duisante de la fonction K , sera la su ivan te : 
•VT 'VT 9ra+s« Qrti+Ski 
(13) E {и} = > > «h! xk, k(q,, qk) ^ 0 . 
At f t 9 X j f d y b f дх'»дy* 
E {u} es t une forme quadrat ique d e s variables positive semidéf inie 
ou positive définie selon que le dé te rminan t A de cet te f o r m e s 'annule ou bien 
ne s 'annule pas . Supposons que a = 0 p o u r un choix convenable des po in t s Q,. 
Alors il y a un système non identique a zéro des variables Xtj t e l que la 
forme quadra t ique (13), e t en conséquence E fa} s ' annule . 
Mais il s 'ensuit de f a i t que Efa} = 0, que и = 0, c 'es t à dire que 
•VT 9 ru+s'f 
u = 2 j *ч — K ( p - qi) = 0 • 
Af дх'Чд 
Formons le produit scalaire de tous les deux termes de cette ident i té avec 
une fonct ion arbitraire v £ E : 
v t 9 V rS« (14) У , xtj— v(Q,) = 0 . 
At 9 xr'i dys4 
2) On peu t changer de l 'ordre de la déx-ivation et de l ' intégration car les fonctions 
satisfaisantes à l'équation (1), où q(x,y) est analitique, sont analytiques. 
1 0 * 
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Donc si A = 0, alors l 'équat ion (14) est valable pour tou tes les fonctions 
V £ E. Nous démontrons que c'est impossible. 
Étant q(P) une fonction analytique de toutes ses deux variables d a n s 
le domaine fe rmé D + C, il y a un domaine I)1 T) J) où q(P) est encore ana ly-
t ique et positive. Soit СДР, Q) la fonction de Green du domaine 1)
г
 p a r 
rapport à l 'équat ion (1). Si Q*£D1 — (D + C), alors СДР, Q*) est un é lément 
de la classe Z concernant le domaine I), e t ainsi selon (14) 
où il y a des X/j différentes de zéro. Puisque le coté gauche de (15) est u n e 
fonction analyt ique des coordonnées I et y du point Q*, il s 'ensui t du principe 
d u prolongement analytique que le coté gauche de (15) s 'annule identiquement 
dans le domaine D. Mais c 'est impossible, parceque la fonction СДД, Q*) 
a une singularité logarithmique au lieu Q* — Q D o n c not re hypothèse qu ' i l 
existe un système pour lequel A == 0, conduit à une contradiction. 
[1] BERGMAN, S.—SCHIFFER, M. : Kernel junctions and elliptic differential equations in 
mathematical physics. Academic Press, New-York, 1953. 
EGY MAGFÜGGVÉNYEKKEL KAPCSOLATOS INTERPOLÁCIÓS FELADAT 
ÁLTALÁNOSÍTÁSA 
ADLER GY. 
A szerző egy, az [1] könyvben szereplő interpolációs feladat általáno-
sí tását adja meg. Ez az általánosított feladat a követ kező : 
Keressük az t az « ( I függvényt — i t t S a 
egyenletet kielégítő függvények osztályát jelenti —, mely minimális 
(15) 
(Reçu : 1. VI. 1957.) 
L I T T É R A T U R E 
Kivonat 
Лте(ж, y) = q(x, y) u(x,y) (q(x,y) > 0) 
УЕ {те} = УE {и, и} = / f f [те2 + те2 + qu2] dx dy 
' d 
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normával rendelkezik és a -D t a r tomány minden egyes Qi {г = 1 , 2 , . . . , Лт) 
pont jában eleget tesz az a,- számú 
9r»+s»u(Qi) 1= 1,2, ... ,N ; 
(/) = ay 
dxr'idyr't )= 1,2, . . . ,ai 
feltételeknek. 
A feladat megoldása a 
K{P, Q) = 2<Pv(P)<Pv(Q) 
v-\ 
magfüggvénnyel az 
U(P) = > x íy — K(P, Qi) 
ti 2x4 dy% 
alakban fejezhető ki, ahol a x í ; ismeretlenek a (7) egyenletrendszerből határoz-
hatók meg. A szerző megmutat egy heurisztikus módszert , amellyel a megoldás 
megkonstruálható, m a j d bebizonyítja, hogy az így nyert függvény valóban 
megoldása a problémának. 
ОБОБЩЕНИЕ ОДНОЙ ИНТЕРПОЛЯЦИОННОЙ ЗАДАЧИ, 
СВЯЗАННОЙ С ЯДЕРНЫМИ ФУНКЦИЯМИ 
GY. ADLER 
Резюме 
Автор даёт обобщение интерполяционной задачи, фигурирующей в 
упомянутой в списке литературы книге. Эта задача состоит в следующем: 
Ищется такая функция где А обозначает класс функций, удовлет-
воряющих уравнению 
Аи(х, у) = q(x, у) и(х, у) (q{x, у) > 0), 
которая обладает наименьшей нормой 
f Е {«} = ]/ Ё{и, и) = / [J [и2 + и2 + qn2] dx dy 
и в каждой точке Qi (i = 1,2,..., N) области D удовлетворяет а , условиям 
94+SÍíu(QÍ) i = 1 ,2 , . . . , N , (7) !—' = du 
д х 4 QySii J — 1 , 2 , . . . ,0-i . 
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Решение задачи, с ядром 
со 
К(Р, Q) — .2 fv(P) <Pv(Q) 
может быть выражено в виде 
, ЯЧУ+Чу 
и(р)= у + - к(р, qi) 
t f 
где неизвестные ж,- могут быть определены из системы уравнений (7). 
Автор показывает наводящий метод, с помощью которого решение 
может быть получено, после чего доказывает, что таким образом полученная 
функция действительно является решением уравнения. 
\ 
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S U L L A CARATTER1ZZABILITÄ DELL'EQUAZIONE 
DEL CALORE D A L PUNTO DI VISTA DEL CALCOLO 
DELLE VARIAZIONI 
GYÖRGY ADLER 
È ben noto che due equazioni alle derivate parziali spesso adoperate 
nella fisica matematica, e cioè l'equazione di Laplace 
<1) 
с l'equazione delle onde 
(2) 
д
2
и  
dxi 
дхI 
ifi и 
dx',, 
д-и 
О, 
д
2
и 
дх;, dt 
possono essere considerate come equazioni di Euler" dei problemi seguenti 
del calcolo delle variazioni [1] ( p p . 2 4 4 — 2 4 7 ) : 
<n 
risp. 
(2') 9 и  dxi 
du 
dxi + ••• + 
du 
du 
дх„ "Ч 
F\dr= minimo, 
dx„ 
du 
dt 
dr F*dr = minimo, 
-, x„) dove gli integrali si riferiscono a qualche dominio dello spazio (xi, 
risp. dello spazio ( x i , . . . , x „ ; t ) . 
L'equazione (1) è di t ipo ellittico, e quella (2) di tipo iperbolico. II 
fatto che queste equazioni possono essere considerate come equazioni di 
Euler dei problemi del calcolo delle variazioni è di g r a n d e importanza da 
molti punti di vista, cosi per esempio dal punto di vista della soluzione 
numerica di queste equazioni. 
Si imposta il probléma di per sè se l 'equazione del calore di tipo 
parabolico : 
d'2u , , d-u du 
dxl dx;, dt 
' ) Q u e s t o è vero in gene ra l e anche p e r equazioni alle de r iva t e parziali di t ipo 
ellittico ed iperboi ico a coefficienti non costanti [2] (p. 893). 
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possa essere considerata come equazione di Euler di qualche probléma del 
calcolo delle variazioni. Le nostre ricerche precedenti hanno dato un solo 
risultato negativo che sorprende, risultato che puö essere dimostrato in 
modo molto semplice. 
Teorema. Non esiste una tale funzione F(xt, x , , хз, x4, x5) analitica in 
qualche domino R dello spazio (x , , x 2 , x 3 , x4 , x-,), che Г equazione di Euler 
appartenente al probléma 
(3) ô ) F(x, t; u, ux, ui)dxdt = 0 
n 
del calcolo delle variazioni (dove D significa qualche subdomino di R e sup-
poniamo che anche i valori in questione delle funzioni и, u, ed u, si trovano 
nel dominio R) sia l'equazione 
d'2a du 
(4) dx1 dt 
del calore. 
D i m o s t r a z i o n e . Supponiamo che esiste una tale funzione analitica 
F(x, t; u, ux, ut). Sviluppiamo questa funzione in serie nell 'intorno di un punto 
del dominio D, che sia — senza restrizione délia generalità — l'origine del 
sistema di coordinati : 
FX
1
 к x I in P <7 
= __ ak,i,,„,p,qx t и u',: ul. 
k,1,m,p,q 
L'equazione di Euler del probléma (3) è : 
( 5 )
 dx = 
Sostituendovi la serie di sopra délia funzione F, l 'equazione (5) ha la forma 
seguente : 
2 x"tp иY uô «î [(1—ô—f) (y + 1 ) a„,ß, y+i, i)S—(d + 1 ) (a + 1 ) aa+hßiv,0+hs— 
« 
(6 ) — u.cx 2 x" tß uy ut u] [ (d + 1 ) ( d + 2) аа,р,у,ш,е] — 
— Hu 2xatßuyutul[(s+\) (t + 2)aa:ß,y,d,e+1\ — 
—u.,t2xatßu/utut[2(ä+ 1 ) 0 + l ) ö M , 7 , a + M + i ] = 0. 
Per dimostrare I'affermazione si deve far vedere che il primo membra 
dell'equazione (6) non puö essere di forma 
(б*) Ф (x, t ; u, ux, m, u,x, uxi, utt) [uxx—m), 
dove Ф ф О perche, altrimente divisa l 'equazione con Ф, otterremo l 'equa-
zione (4) del calore. 
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Considerate» che nell 'equazione (6) tra i moltiplicatori di ux , soltanto le 
derivate parziali deila funzione и di primo ordine, al più, possono riscon-
trarsi, Ф non puö dipendere dalle derivate parziali di и di secondo ordine. 
Dunque nell 'equazione (6) i termini contenenti le derivate uxt ed u,t s 'annul-
lano. Questo significa che 
(a) ak,i,m,p,q = 0 se q > 1, 
(b) ed au,i,m,v,q = 0 se p > 0 e q > 0 nello stesso tempo. 
II moltiplicatore di u.cx nell 'equazione ( 6 ) è : 
- V t ß u y u ' l u l ( d + i ) ( d + 2 ) a M + 2 , e , 
mentre il moltiplicatore di — u f è : 
CO 
a,ß,y,ö=0,e=\ 
— ( s + 1 ) = 
_co 
.=— y xatßu/uxut[(-ö-e) (7+1)йа ,А7+1 ,б ,£+1—(d+l)(ß+l)öa +i , f t 7 ,»+i ,£ + 1 — 
—{s+2)(ß+\)aa:ß+iiy,i,e+2]. 
Questi due moltiplicatori devono essere identici, dunque i coefficienti 
nelie serie di questi moltiplicatori si devono identificare : 
(d+\)(ô + 2)aa,e,y,ô+2,e = 
( 7 ) = ( — ó — e ) ( y + l ) a a , ß , y + 1 , i t e + i — ( ö + 1 ) ( « + l)aa+i,ß,Y,ö+i,e+i— 
— (« + 2 ) ( ß + i)aa,ß+1,y,0,e+2. 
Nel caso di « = 0, in virtù dei risultati sotto (a) e (b) ot teniamo da (7), che 
(c) а
к
, 1 ,
т
,
Р
,
я
= 0 se p > 1. 
Sommati i risultati sotto (a), (b) e (c) vediamo che i coefficienti ak,j,m,p,q  
si devono annullare, eccetto i seguenti tre casi possibili : 
1. p = 0 , q = 0 ; 
2. p = 0, q = 1 ; 
3. p = l , q = 0. 
Dunque la funzione F puö essere soltanto della seguente forma : 
F = xkt'um (ak,I,m,0,0 + ak,l,m, 1,0ux + au,m,0,1111) • 
k,l,m 
Si verifica con una semplice sostituzione che con la suddet ta scelta del la 
funzione F l 'equazione (6) di Euler non contiene nessuna derivata della f u n -
zione u, e cosi quella non puö essere di forma (6*), dove abbiamo s u p -
posto Ф ф О . Qu. e. d. 
Questo risultato è sorprendente perché, da un lato le funzioni F, e 
figuranti nei problemi (1') e (2'), problemi che hanno per equazioni di Euler 
quelle (1) e (2) di tipo ellittico risp. iperbolico, sono semplici polinomi delle 
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sue variabili, dall'altro un probléma conducente a una equazione di tipo 
parabolico non puô essere prodotto nemmeno con l'aiuto di una funzione 
analitica. 
La difficoltà di costruire un probléma che abbia come equazione di 
Euler quella (4), pud essere messa in chiaro mediante il processo seguente. 
L'equazione (4) pud essere ottenuta da quella 
(8) к + S 7 5 - = — 7 (s > 0) 
w
 дх
г 1
 dt2 Ot v ' 
di tipo ellittico in caso che f - > 0 . È facile costruire un probléma del calcolo 
delle variazioni che ha corne equazione di Euler l'equazione (8). Questo 
probléma è il seguente : 
d dur , Idur du , 1 2 
T x ) + ë { T t ) - U - d t + 2 s U 
? £ ' d x d t 0. 
Si puô vedere che, in caso che s—»0, questo probléma perde il signi-
ficato e cosi il tentativo di produrre nel modo suddetto un probléma che 
conduca all'equazione (4), fallisce. 
(Ricevuto: 15. XII. 1957.) 
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A HŐVEZETÉS EGYENLETÉNEK VARIÁCIÓSZAMITASI 
JELLEMEZHETÖSÉGÉRŐL 
A D L E R G Y . 
Kivonat 
A szerző azzal a problémával foglalkozik, hogy a hővezetés egyenlete 
tekinthető-e valamilyen variációszámítási feladat Euler-egyenletének. E kérdés 
felvetése azért természetes, mert ismeretes, hogy a Laplace-egyenlet és a 
hullámegyenlet felfoghatók megfelelő variációszámítási feladatok Euler-
egyenleteiként. Erre vonatkozóan a szerző a következő, negatív választ adó 
tételt bizonyítja be : 
Téte l . Nem létezik olyan, az (x,, x2, x3, xt, x-f) tér valamely /? tartomá-
nyában analitikus F(xu x.2, xs, x4, x5) függvény, amelyhez tartozó 
(3) ö \ f ( x , t ; u,u.r,ut)dxdt = 0 
i> 
variációszámítási probléma (ahol D az R tartomány valamely résztartományát 
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jelenti, és feltételezzük, hogy u, ux és u, szóbajövő értékei szintén az R tarto-
mányba esnek) Euler-egyenlete a hővezetés 
(д\ êil — h l 
(
 ' dx~ ~ d t 
differenciálegyenlete. 
ВАРИАЦИОННО-ИСЧИСЛИТЕЛЬНОЙ ХАРАКТЕРИЗИРУЕМ0СТИ 
УРАВНЕНИЯ ТЕПЛОПРОВОДНОСТИ 
G Y . A D L E R 
Р е з ю м е 
Автор занимается следующей задачей : является ли уравнение тепло-
проводности уравнением Euler-a некоторой вариационней задачи? Постановка 
этого вопроса естественна, потому что известно, что уравнение Laplace-a и 
волновое уравнение могут быть рассмотрены, как уравнения Euler-a соот-
ветствующей вариационной задачи. Он доказывает следующую теорему, 
дающую отрицательный ответ: 
Т е о р е м а . Не сусществует такой, аналитической в некоторой области 
R пространства (х
и
 х2, х3, хА, ха) функции F(xu х2, х3, х4, хб), что вариацион-
ная задача 
( 3 ) ô j F(x, t; il, ux, u,)dx dt = 0 
d 
(где D является некоторой подобластью области R и предполагается, что 
допустимые значения и, и. и щ также принадлежат области R) имеет 
уравнением Euler дифференциальное уравнение теплопроводности 
;
 дх
2
 dt • 

AUSDEHNUNG DER STÜRMSCHEN OSCILLATIONS-
UND VERGLEICHSSÄTZE AUF DIE LÖSUNGEN 
GEWISSER NICHT-LINEARER DIFFERENTIALGLEICHUNGEN 
ZWEITER ORDNUNG 
I M R E B I H A R I J 
Die Beweise der im Titel genannten auf lineare Gleichungen bezüglichen 
Sätze, die die Natur der Sache am besten beleuchten, stammen von H . P R Ü F E R 
und E. KAMKE [1] (insbesondere S. 502—505), [2], [3]. Der Zweck dieser 
Abhandlung ist eben zu überprüfen, wieweit man mit denselben Methoden in 
der Untersuchung ähnlicher Probleme von nicht-linearen Gleichungen und 
Systemen gelangen kann. — Wir bemerken in folgenden mehrmals, dass der 
weitere Beweis ebenso verlauft, wie an einer Stelle der erwähnten Abhand-
lungen. Doch enthält diese Abhandlung auch mehrere Ergänzungen und 
Beweise, die die Verallgemeinerung erfordert. 
1. §. Ausdehnung des Oscillationssatzes 
Von grundlegender Wichtigkeit ist der folgende, sich auf gewöhnliche, 
lineare Gleichungen von der zweiten Ordnung beziehende Satz, den wir aus 
[2] S. 277. wörtlich zitieren: 
„Im Intervall a ^ x ^ b sei P(x) stetig und > 0 . Ferner sei Q(x, X) im 
Bereich а Шх s b, — oo < Я < + <x> stetig, 
Q(x, X) < Q(x, X*), wenn X < X* 
und gleichmässig für a ^ x ^ b 
lim Q(x, Я)== —oo, lim Q(x,z) = + o c . 
).-*-— со • Я->-ьсо 
Dann gibt es für jede auf die Gleichung 
(1)
 ifx(P(x)y') + Q(x,x)y = o 
bezügliche allgemeine Sturmsche Randwertaufgabe unendlich viele Eigen-
werte. Die Gesamtheit der zu einer solchen Randwertaufgabe gehörigen 
i) P o l y t e c h n i c Universi ty of B u d a p e s t , Ist D e p a r t m e n t of M a t h e m a t i c s . 
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Eigenwerte Я lässt sich als eine monoton wachsende und gegen + oo 
konvergierende Zahlenfolge Я„ < Я. < Я2 < • • • schreiben. Die sämtlichen zu 
einem Eigenwert An gehörigen Eigenfunktionen <pn(x) haben stetige Ableitungen 
und unterscheiden sich nur durch konstante von Null verschiedene Faktoren. 
Jede Eigenfunktion cpn(x) hat im offenen Intervall (a, b) genau л Nullstellen." 
Die hier grundgelegten Sturmschen homogenen Randbedingungen sind 
(P) ay{a) + ßy\a) = 0, yy(b) + ôy'{b)^0, ( a ä + / ? a > 0 , f+ő*>0). 
Die erwähnte Behandlungsmethode besteht darin, dass man die Gleichung 
auf das System 
• M - -
(2) y'= p-z, z'= —Qy 
zurückfürt und das mit Anwendung von Polarkoordinaten — durch die 
Transformation-* y = p s i n d , e = pcosd — in das System 
' ] 
ô' = p cos2 ô + Q sin2 à 
о' = о sin ő cos d j y — Q j 
überführt, wo das wesentliche und das wichtige ist, dass die erste Gleichung 
nur d enthält und die rechte Seite einen solchen eigentümlichen Aufbau hat. 
Nun haben wir die allgemeinste nicht-lineare Gleichung von der Form 
(4) ~ (P(x)y') + Q(x, A)f(y, у') = 0 
aufzusuchen, bei der dieselbe Erscheinung eintritt. Die Gleichung (4) ist 
gleichwertig mit dem System 
(5) - y' = 'p~z, 2' = - Q / ( y , l z ] . 
Mit Einführung von Polarkoordinaten kann das so geschrieben werden 
g' sin à + о cos d d' = 4 r о cos d 
(6) " p* 
У cos ó—g sin d d ' = — Qf | p sin d, g cos d j, 
woraus 
/ j p sin d, о cos dl 
d' = у cos2 d + Q Л l
 sin 
Die rechte Seite wird von p genau dann unabhängig sein, wenn f(u, v) 
2) q und <5 s ind Funktionen v o n x. 
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bezüglich и und v homogen linear von dem ersten Grade ist, d.h. f(/.a, /./•) =  
Dann haben wir 
folglich 
(7) 
/ 1 p s i n Ô, p P COS Ö j = p / i s i n Ô, J y COS Ő 
(У = -p cos- ő - f Q / | sin ő, p cos д ) sin ö. 
Aus (6) bekommen wir für p 
(8) p ' = p COS Ő p sin ô— Q / ( sin d, p cos ő 
Es wird jetzt gezeigt, dass der obige Oscillationssatz für die Gleichung (4) 
unverändert gilt — angenommen dass die Funktionen P(x) und Q(x, /.) 
dieselbe Eigenschaften haben, wie dort, und die Funktion f(u, r) den folgen-
den Bedingungen genügt: 
1. Sie ist definiert für beliebige и und r und f(u, r) £ Lip (1) in allen 
beschränkten Gebieten, 
2. Sie ist für и und v homogen linear von dem ersten Grade, d.h. 
f{kuAv)=lf(u, v), 
3. s g / ( « , r ) = sgu . Z.B. / ( 0 , r) = 0 für willkürliche v. 
Die Randbedingungen sind auch jetzt unverändert die Bedingungen 
unter (P). 
Bevor wir zum Beweis übergingen, wollen wir einige Eigenschaften 
der Gleichung (4) feststellen. Est ist klar, dass (4) unter den Anfangsbedin-
gungen y ( f ) = na, j / (5 )== / n , b, //o + /j? > 0 genau eine Lösung hat. 
Schreiben wir nämlich die Gleichung (4) in das System (5) um, bei dem die 
rechten Seiten stetig sind und in einer gewissen Umgebung der Punkt S, 
y = t]„, 2 = P ( | ) t j 1 , í j?+P(§)2 í jÍ > 0 für y und г einer Lipschitz Bedingung 
genügen. — Die obige Lösung existiert im ganzen Intervall а ^ хШ b. Das 
sieht man so ein : Nehmen wir an, dass die Lösung nur in einem Intervall 
a <ci < ß< b existiert. Es wird gezeigt, dass es zu einen Widerspracht führt. 
Beschränken wir uns nur auf dem Beweis von ß = b. Bezeichnen wir eine 
obere Schranke von 1 /P(x) und \Q(x, h)\\f(u, r/P)\ für a ^ x ^ b und |u | ^ 1, 
| r | g 1 mit A > 0 , dann folgt aus (5)3> 
woraus 
\y'\ = A |z|, \z'\^A(\y\ + \z\), 
\?\ + \*\ZîAi\y\ + \z\) + A\z\^2A<\y\ + \z\). 
:i) Mit Rücksicht auf die Eigenschaf t 2. hat man 
V 1 / 
• + z-'p f f - + 
und da raus sieht man die Exis tenz einer solchen Zahl A sehr leicht ein. 
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Nach einem bekannten Lemma4' gewinnt man hieraus 
Iy\ +1z\ fao + /ДP($))e2A 1 1 (t^x<ß), 
also sind y und г in t; ^ x < ß beschränkt. Das ist aber ein Widerspruch 
gegen der Tatsache, dass die Kurve mit der parametrischen Form y(x), z(x) schon 
im Intervall i; ^ x < ß in eine willkürliche Nähe der Grenze des Gebietes 
G(a йк x ^ b, у und г beliebig) gelangt, denn diese Bedingung bedeutet 
im Falle ß<b, dass die Kurve y(z), z(x) beliebig grosse Ordinate aufnimmt. 
Darum ist ß=b und man findet ebenso a = a. 
y =0 ist eine Lösung der Gleichung. Mit у ist auch су ( с ф О ist eine 
willkürliche Konstante) eine Lösung der Gleichung (4). Daraus und aus der Ein-
deutigkeit der Lösung folgt nun, dass zwei Lösungen — у und у — nur zusammen-
fallende Nullstellen haben können, falls sie überhaupt gemeinsame Null-
stellen besitzen. — Es sei nämlich J>(?)=K§) - 0 und y'(£) = cy'(£), dann 
sind die Anfangswerte von у und cy einerseits, von y' und cy' andererseits 
bei £ gleich, у und c-y sind Lösungen der Gleichung (4), welche aber bei 
gegebenen Anfangsbedingungen nur eine Lösung hat. Folglich у су in 
a ^ x ^ b . — S. in [2] S. 278—80. den weiteren Beweis, der sich an die 
Gleichungen (7) und (8) knüpft. Nur in einem Hilfsatze ([2] S. 276.) haben 
wir die Bedeutung der Zahl M zu verändern ; in unserem Fall hat nämlich 
M den folgenden Wert 
M = -}- min -p^-r min F(ö) , 
Z а^х^ъ ' ( X ) ОГ;<3 = 2л 
WO 
f(ö) = cos'-'d + / | sin ö, - p cos ö J sin à 
ist und der Richtungstangent der Gerade in der Figur 31. muss einen 
grösseren Wert als M haben. 
2. §. Ausdehnung der Vergleichssätze 
Betrachten wir jetzt im Intervall a s i ^ b das nicht-lineare System 
erster Ordnung 
(9) y' = P(x)g{y, z) + Q(x)G (y, z) 
(10) z'^R{x)h(y,z) + S{x)H{y, z), 
wo P, Q, R, S in a g r s b stetige Funktionen bedeuten und g(u, v), 
h{u,v), G{u,v), H(u, v) genau dieselbe Eigenschaften haben, wie f(urv) in 
1., nur 
sg G(u, r) = s g H {и, с) = sg v. 
Dann kann es erstens — ebenso wie in 1. — sehr leicht eingesehen 
werden, dass die Lösung bei gegebenen Anfangsbedingungen im ganzen 
0 S. [2] S. 151. Hilfsatz 3. 
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a ^ x gi b existiert und eindeutig bestimmt ist, ferner mit y, z auch cyz cz 
Lösungen sind und alle Nullstellen der beiden Lösungen — y, z und y, z — 
zusammenfallen, vorausgesetzt, dass sie gemeinsame Nullstellen besitzen. Wir 
haben dann y = cy, z='cz. 
Durch Einführung von Polarkoordinaten gelangt man zum System 
(y = QG(s in d, cos ő) cos d + Pg( s in d, cosd) cos ô— 
^ ) — S / / ( s i n ö, cos ô) sin ö—Ph(sin ô, cos r)') sin ö 
q' = q {[Pg(sin ő, cos ô) + Q G (sin ô, cos d)] sin d + 
( 1 0 * + [Rh(sin d, cos d) + SH(sin d, cos d)] cos d}. 
Wir können bezüglich der Gleichung (9') dieselbe Feststellungen gewinnen, 
wie die die in [3] 4. und 5. in Verknüpfung mit der dortigen Gleichung 
(10) stattfinden, angenommen, dass wir — bei dem Variiren der Koeffizienten-
Funktionen — P und 5 unverändert lassen und nur Q und P variieren. 
So gelangen wir zu der folgenden Verallgemeinerung des in [3] 6. 
bewiesenen Satzes : 
I m a ^ x ^ b seien P,.(x) S,.(x) ( r 1,2) stetig, g(u, r) G(u,r), 
h(u,v), H(u, r) wie oben, ferner 
Q, ^ Q, > 0, /?,'^ Pu P, = Pu S, = Su 
Sind y y (x), zr (x) Lösungen des Systems 
y' = Pr{x)g(y,z) + Qr{x)G(y,z) i 
г' = Pr(x)h(y, z) + Sy(x)H(y, z) 
und ist )\(a) — .0, oder sind 
шФО. ШФЛ 
dann gilt: 
a) y2(x) hat in а ШХШЬ mindestens so viele Nullstellen, als y,(x); sind 
xn, x„ die n-ten Nullstellen von y,, y,, dann xn g xn; ja sogar xn<x„, wenn 
mindestens an einer Stelle von a â x ^ b 
(F) Q, > Q, und \P\ + \Pi\>0, oder R,<PX. 
b) Haben y, und y2 gleich vo viele Nullstellen in a <x < b und sind 
yx(b) ф 0, y,(b) =)= 0, ferner gilt mindestens an einer Stelle von a ^ x ^ b die 
Bedingung (F), dann 
è W , mb) 
y№ y-M' 
Es sei noch bemerkt: Haben zwei Lösungen — y,z und y, z — keine 
zusammenfallenden Nullstellen, dann folgen die Nullstellen von у und у 
wechselnd aufeinander. Der Vergleichssatz kann natürlich sofort auf die 
Gleichung (4) von 1. ausgedehnt werden, aber wir verzichten auf dessen 
Abfassung. 
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3. §. Ein Beispiel 
Als Beispiel betrachten wir die Gleichung 
O D / ' + 3 ^ = 0 
mit den Randbedingungen y(—1) = y( 1)= 0. — Die Eigenwerte sind hier 
positiv. 1st nämlich Я = 0, dann y = cix + c2. 1st Я < 0, dann ist die Kurve 
von у von der Seite der Achse x her konvex. In keinen der beiden Fälle 
können die Randbedingungen erfüllt sein. Die Lösung der Gleichung kann 
für у > 0 (oder у < 0) in der folgenden parametrischen Form aufgeschrieben 
werden 
f f(Ll, Я) , , jf(u,X)üu г / (1+ ü1) 
x = ' du + Ci, y = c>eJ , mit / (ц,Я) = v ' +(1 + + ) + Я ' 
Betrachten wir die Eigenfunktion у f x ) , die zum kleinsten Eigenwert Я = Я0  
gehört und in — 1 < х < 1 nicht verschwindet, ferner yfO) 1. — y0(x) ist 
symmetrisch auf die Achse Y und <ji>0(0) = 0. — ip(x)=yf-—x) ist nämlich 
auch eine Eigenfunktion, da ip(x) den Randbedingungen und der Gleichung 
(11) genügt, wie man sofort sieht. ip(x) gehört auch zum Eigenwert Я0 und 
rfj(Ó) = <jp„(0), also ip(x) = y f x ) , denn die zum denselben Eigenwert gehöri-
gen Eigenfunktionen können sich nur durch einen konstanten Faktor unter-
scheiden. Diese Funktion ist folglich symmetrisch auf die Achse Y (sie ist 
eine gerade Funktion). — Den Werten x= —1,0, 1 entsprechen die Werte 
u = +OC, 0, —oo. Die Funktion y f x ) hat also die Parameterform 
h lí 
r f(t л J'm >•),и 
(11')
 x = = y ^ d t j у = е о (Я = Яо1 - l ^ j c r s l ) . 
о 
In der Tat, 
±co 
J f(u,k)du=--—oо 
ü 
und so y(— 1) = у (1) = 0. Das Integral 
±co 
f l ^ ä » 
J и 
0 
aber konvergiert und hat den Wert + 1. Der Eigenwert Я0 — der nach dem 
Satz existiert — ist folglich aus der Gleichung 
(' f ( y / 
и 
) du = — 2 
bestimmbar, als eine positive Wurzel dessen, aber wir können nicht behaupten, 
dass Я„ die kleinste ist, denn die form (11') bezieht sich nur auf Я0 bezw. 
y0(x). Umgekehrt : man kann sich unmittelbar überzeugen, dass diese 
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Gleichung positive Wurzel hat und so gewinnen wir einen direkten Beweis 
der Existenz der entsprechenden Eigenfunktion. 
Ist y>i{x) die zum kleinsten Eigenwert J(l gehörige Eigenfunktion der auf 
O ^ x ^ l bezüglichen Randwertaufgabe y(0) = y ( l ) = 0, die i n O < x < l 
nicht verschwindet, dann ist die Funktion 
i </i(x) O s i x ^ i 1 
- \ g x g o 
die zum zweiten Eigenwert /. = /., gehörige zweite Eigenfunktion der auf 
— l i x g l bezüglichen Randwertaufgabe, denn auch diese erfüllt die ent-
sprechenden Randbedingungen und die Gleichung (11), ferner sie verschwindet 
in —1 < x < 1 genau einmal (im Anfangspunkt). — Es ist also eine ungerade 
Funktion und ihre „Halbwellen" sind auf ihre Extremenpunkte symmetrisch. 
Der Eigenwert Я, ist eine positive Wurzel der Gleichung 
CO 
v
 ' du = — 1. 
Ähnlicherweise ist der folgende Eigenwert A = L eine positive Wurzel der 
Gleichung 
Я М ) V 2 J v
 du = — 
и 3 
- 03 
Die entsprechende Eigenfunktion ist gerade und ihre Halbwellen zeigen die 
obige Symmetrie-Eigenschaft und sind kongruent. Die Wendepunkte sind 
immer an der Achse x und die Halbwellen sind abwechselnd konvex und 
konkav, u.s.w. 
j^Der /г-te Eigenwert genügt 
œ
 / ( M ) du-- — 1 " 
Da statt [—1,1] jedes anderes Intervall genommen werden kann, ist es 
offenbar, dass (11) auch periodische Lösungen mit willkürlichen „Wellen-
längen" hat [nämlich die zum entsprechenden Intervall gehörige und auf 
beliebige x fortgesetzte Funktion <pi(x)], die die obige Symetrie-Eigenschaft 
zeigen. 
Unserer Gedankengang bleibt für die allgemeinere Gleichung 
/ ' - M / O ö / ) 0 
unverändert gültig, falls f(y,y') eine Funktion bedeutet, wie in 1. 
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4. § . Verg le ichssätze für (lie Grösse i ia i iordnui ig 
Die folgenden Sätze sind — auch für die allgemeinste Gleichung (4) 
mit P ( x ) = l — offenbar einfache Folgerungen des obigen zweiten ver-
allgemeinerten Sturnischen Vergleichssatzes. Doch zeigen wir hier an einem 
Beispiel für die hier verwendeten zwei Spezialfälle einen anderen Beweis des 
Satzes, der — im Gegensatz zu dem ersten Beweis — nicht nur auf die 
Gleichung (4') mit sondern auch auf andere nicht-lineare Gleichungstypen an -
wendbar ist. Solcher Typ ist z.B. die Gleichung 
y"+<p(x)f(y)Hy')=o, 
die in einer in den Acta Math. Hung, erscheinenden Abhandlung des Ver-
fassers behandelt wird. 
Betrachten wir die Gleichung 
(4') y" + Q ( x , l ) y ^ j r = 0 
(Q(x, Я) genügt den in 1. gestellten Bedingungen.) — Wie wir sahen — hat 
sie bei bestimmten Werten Я oscillierende Lösungen und nimmt bei grösseren 
Я die Anzahl der Oscillationen zu. Nehmen wir z.B. die Randbedingungen 
p(0) = y ( l ) = 0 an. — Der obige Oscillationssatz schliesst die Anordnung 
der Figur nicht aus, d.h., dass die erste Halbwelle einer Eigenfunktion (fk(x) 
mit grösserer Index diese von <p;(x) tnit kleinerer Index durchschneide, voraus-
Fig. l Fig. 2 
Wir zeigen die Unmöglichkeit dieser Anordnung. 
Betrachten wir die Lösungen у und i] der Gleichungen 
<G) . 
У ТУ h тп 
mit 
у (0) = г/ (0) = 0, aber уЩ s ,/(0) > 0 
und sei 
R(x)^ Q(x)> 0, ( 0 = i x = g l ) 
p ( x ) - q ( x ) t o ( x ) (x^+0) 
aber in der ersten Ungleichung gelte das Zeichen = für keine Teilintervalle, 
ferner bezeichnen wir die erste positive Nullstelle von ij durch a. Dann behaupten 
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wir : der Bruch y{x)jifx) im 0<x^=cc wächst und sor,) y(x) > r f x ) im dem-
selben Intervall. 
B e w e i s . Aus unseren Gleichungen ist die Identität 
(у'л—ч'уу—уч 
( R - Q ) f , f
 + R y ' b f - Q , f f 
( f + у ш + ' п 
bekannterweise ableitbar, deren Integralform 
0 
ist. Wir behaupten, dass für genug kleine x > 0 
D(x) = Ry'2if-Qrfy2> 0. 
Nämlich, wegen 
у(0) = ч(0) = 0, / ( 0 ) §2 //'(0) > 0, y"(0) = ij"(0) = 0, 
haben wir die Grössenanordnungen, wie folgt 
y = cx + o(x2), y' = c + o(x) (c = / ( 0 ) ) j 
i j = y x + o(x2), i] = / -f o(x) ( / —V(0)) i 
woraus 
• y f = c y x + o(jâ) 72ÏJ'2 = C 2 7 2 X ! + O ( X 3 ) | 
•ц'у.= сух + о(*) W- гуу'- = С1 у-x1 -f- о (x) i ~" 
Daraus endlich 
D{x) = Ry'hf— Q i f f = (R-Q)c2y2x2 + o(x:), x + 0 
also £)(x) = Ryf'if—Q r(2y- > 0 für genug klein x > 0. Es folgt danach — 
wegen der Positivität des Integrandes — aus (12), dass А{х)=у'г\^— r f y > 0 
für genug klein x > 0. Wir zeigen, dass z/(x) ^ 0 im ganzen Intervall 0 < x ^ a, 
aber das Zeichen = in keinen Teilintervall gilt. 
Nehmen wir an, dass A(x) Ш 0 nicht im ganzen Intervall 0 < х Ш и gelte. 
Dann gibt es eine kleinste 0 < ß < c c Zahl, für die 
A{ß) = fiß)riiß)-ri'iß)yiß)^0 und J(ß+s)<0 
für genug kleine s > 0, was nur im Falle möglich sein kann, wo der Aus-
druck D(x) des Integrandes von (12) schon von einer vorigen Stelle x = ô 
negativ ist (ő sei die kleinste dieser Stellen). Dann 
4W№(r)')2 = Q(d)rt'(ő)2y(ő)2 (0 < д < ß), 
woraus 
fWniöf =§ r f ő f y i ő f , 
d.h. 
wimm ^\n'w\y(à). 
y(x) y'(0) 
5) Nämlich lim — Z ^ L l i g p 
я-н-о v(x) V(0) 
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Da bei kleinen x — wo y' > 0, >f > О — das umgekehrte gilt, muss eine 
kleinste Stelle s (0 < s Ш à < ß) existieren, wo 
d. h., wo die Funktionen 
у'(х)
 г л л
 _»/(*) 
z{x) m y ( x ) ' — Jj'(x) 
in ihren Beträgen gleich sind. (Bei kleinen x > 0 z > Ç > 0.) Das kann nicht 
eintreten, wo / > 0 , / / > 0 , da dann d ( f ) = 0 ist, aber s < ß, was der 
Definition der Stelle ß widerspricht. Das tritt auch dann nicht ein wenn 
E
 ,7  
Fig. 3 
—r— 
ce 
Fig. 4 
y ( f ) = i ( ' ( f ) = 0 , denn auch in diesem Falle verschwindete J(x) bei s vor 
der stelle ß. Es ist möglich aber, dass z(s) = — £(«) sei. Nach dieser Stelle 
s kann der Integrand negativ werden so, dass an der Stelle x = ß 
z{ß) = m < 0 ( / ( ß ) < 0, r{ (ß) < 0) 
und wird J(ß) --
Ist im intervall 
0 sein, folglich nimmt das Integral in (12) den Wert 0 an. 
ß<x<a z<£< 0, dann wird der Integrand von (12) — 
zu positiv ( |z |> |Ç | ) , d.h. für diese x 
z(x) > 'C(x), 
wegen des Gliedes (Rz2—QF)y'2 if 
J(x) > 0, 
was einen Widerspruch bildet. Ist z(x) > Ç(x) im demselben Intervall, dann 
z/(x)== (z-^'Ç)y}, > 0 . 1st in diesem Intervall oder in einem Teilintervall dessen 
z(x) = C(x), dann wird der Integrand von (12) zu positiv, bezw. in keinem 
Teilintervall identisch verschwindend — wegen auf R und Q gesetzten An-
nahmen — und so der Wert des Integrals (A(x)) positiv ist. 
Also auf jede Weise J(x) (0 < x ш ce), wodurch unsere Behauptung 
bewiesen wurde. Es ist auch klar, dass rt(x) kann ihres Maximum bei 
grösseren x als y(x) nicht aufnehmen, denn das zu zl(x)< 0 ( / / = 0 , y' < 0) 
führte, was unmöglich ist, aber auch nicht bei zusammenfallenden Abscissen 
x, denn J(x) = 0 träte ein, obwohl der Integrand von (12) bis dieser Stelle 
positiv ist. Daher die Maximumstelle von y(x) ist jenseits dieser von ?j(x). 
Nehmen wir jetzt eine willkürliche osciellierende Lösung der Gleichung 
y"+Q(x,/.) f 0, 0 3 ) X -T-
 + 
etwa irgendeine Eigenfunktion y(x) einer gegebener Randwertaufgabe. 
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Sei Q(x, /.) — bei festgesetzten l — zunehmende Funktion von x und 
an jeden Stellen x sei mindestens eine von D+Q(x), D Q (x) positiv. 
Behauptet wird, dass jede Halbwelle von y(x) durch eine Drehung, mit 
180° um dem gemeinsamen Nullpunkt ganz über (unter) die nächstfolgende 
Halbwelle gedreht werden kann. Mit derselben Drehung gelangt die die Null-
stelle vorhergehende „ Viertelwelle"6) ganz über die nächstfolgende (der Punkt M' 
fällt jenseits N). Daraus folgt natürlich die Abnahme der Amplituden und 
und der Flächeninhalte der Halbwellen in der Richtung wachsender x. Es 
folgt ferner, dass die linkseitige der erwähnten Viertelwellen immer die grössere 
Inhalt hat und die Weite von einer Extremenstelle bis der nächsten Nullstelle 
grösser ist, als von da bis dem nächsten Extremum. Schliesslich nimmt die 
Weite der Nullstellen auch ab. 
F i g . 5. 
B e w e i s . Sei die gemeinsame Nullstelle 0 (was mit einer Translation 
immer erreichbar ist) und die mit ihr benachbarten Nullstellen a, b (a < 0 < b). 
Die gedrehte Halbwelle a ^ x ^ O mit der Gleichung /j(x) = — y(— x) genügt 
der Gleichung 
(14) 
v2+r( О und 7j'(0) = / ( 0 ) 4 = 0 , 
wie man'leicht einsieht. Aber Q(— x, Я) < Q(x, Я) x>a und Q(x,L)— 
— Q(—x, А) ^ O ( x ) ( x - + + 0), folglich kann der obige Satz auf die Lösun-
gen y, i] der Gleichungen (13) und (14) angewendet werden, was unsere 
Behauptung klar macht. 
Seien die Gleichungen unter ( G ) noch ein 
letztes Mal betrachtet. Genügen ihre Lösungen 
— у und i] — die Anfangsbedingungen 
у (0) = >i(0) > 0, / ( 0 ) = ; / ( 0 ) = 0, 
dann wird behauptet : Der Bruch y/t] nimmt in 
0 < ï i и zu. Folglich y > i] in demselben In-
tervall. — a edeutet hier die kleinste positive Null-
stelle VOn 7i. 
6 ) U n t e r einer „Vie r t e lwe l l e " wi rd d e r zwischen e iner Nu l l s t e l l e und d e r fo lgenden 
bezw. v o r i g e n E x t r e m e n s t e l l e l iegende T e i l d e r Kurve v e r s t a n d e n . — Z w i s c h e n zwei 
a u f e i n a n d e r f o l g e n d e n N u l l s t e l l e von у g i b t e s nu r eine N u l l s t e l l e von d e n n d ie Halb-
wel len s i n d abwechse lnd k o n v e x bezw. k o n k a v . 
2 A Matematikai Kutató Intézet Közleményei II./3—4 
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Beweis . Die Behauptung ist für kleine x > 0 klar. Schreiben wir n ä m -
lich (12) in die form 
nv\ , r 1 f „ + f y'
 r ,A 
dann erhellt es, dass der Glied RP—QÇ1 für genug kleine x > 0 zu 7 ? — Q 
Fig. 7 
sehr klein ist (s. die auf Q und R gemachte Voraussetzungen) und so d a s 
Integral in (12') positiv ist, d.h. 
| y j = : y ) r = (z — £ ) y > 0 für genug kleine x > 0. 
Wir haben aber für diese x 
У < 0, i\ < 0, folglich z < 0 , t < 0 . 
Danach bedeutet die Ungleichung z—Ç > 0, d a s s \ z \ < |£| ist. Nehmen wir an» 
dass z—t, in 0 < x g c irgendwo negativ wird. Dann gibt es eine erste 
solche Stelle ö ( 0 < d < « ) , wo z—£ = 0 ist und darum muss auch eine 
erste Stelle ß ( 0 < ß < ö < a ) existieren, wo Rz1— QÇ2 = 0 ist. Hier gilt 
\z(ß)\ g |Ç(/?)| und muss | z | < | £ | (d.h. z — Ç > 0 ) in dem Intervall ß<x<ö 
gelten, dass der Wert 
ö 
о 
verschwinden könne. Ist jz| ^ |£| für x > ö, dann z—t ist 
| z | > |Ç| , dann haben wir 
X Ö X X 
0 0 à ô 
was einen Widerspruch bedeutet, also auf jede Weise z — t > 0, wie die 
Behauptung war. 
. Ist dagegen 
(x > ö), 
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Auf dessen Grund können wir leicht einsehen, dass die die Extremen-
punkte vorhergehende „Viertelwelle" einer oscillierenden Lösung der Gleichung 
+ = 0 
durch eine Spiegelung an der Ordinate des Extremenpunktes ganz über 
(unter) die nächstfolgende Viertelwelle gebracht werden kann. Der Beweis 
geschieht ebenso, wie im Falle der Halbwellen. So ergibt sich als Endresul-
tat: Die Flächeninhalte (T,) und die „Länge" (d) der Viertelwellen bilden 
abnehmende Folgen. (Unter der „Länge" der Viertelwellen verstehen wir den 
Abstand einer Nullstelle von der nächsten Extremenstelle, oder von da bis 
der nächsten Nullstelle.) D.h. 
7, > T, > Д > • • • 
dj > d2> d3> 
5. §. Stabilitätsverhältnisse 
Die Stabilitätsverhältnisse des Systems 
dy 
(15) 
d x = P(x)y + Q(x)z+A(x) / + r J + BW z 
dz 
dx R(x)y + S(x)z+C(x)y^¥ D(x) 
yJ + z2 
z
3 
können nach bekannten Mustern behandelt werden, 
nimmt mit der Matrix-Vektor Schreibweise die Form 
(15') du f x M(x)u + N ( x ) / ( u ) 
f + z2  
- Das System (15) 
(и(0) = с) 
auf, wo u , / ( « ) und с Vektoren7), M und N Matrizen bezeichnen: 
u(x). (уЩ Atz \ № s (Mx) ВЩ U(X)J l R(X) S(x)J 
( У 
Л » ) 
f + z2 
z
3 
\ f + z4 
Denken wir uns и о als Lösung des Systems (15') (wenn das mit f + z2 
multipliziert wird) und seien die Koeffizienten M(x), N(x) z.B. für x ^ 0 
definiert und stetig. Nehmen wir auch die Gleichungen 
(16) ~ = М(х)ю v (0) = с 
(17) 
dx 
d \ 
dx M(x)V V(0) = I (I = Identitäts-matrix) 
'•) с ist ein kons tan te r Vektor und о b e d e u t e t den Nul lvektor . 
2* 
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mit ihren zu den gezeichneten Anfangswerten gehörigen Lösungen, dann 
v = Yc und 
X 
(18) « = » + J V(x) V 1 (t)N(t)f(u(t))dt. 
и 
Ist z.B., M = - const., dann 
(19) u = ® + J V ( x - O N ( O / ( « ( 0 ) ^ -
0 
Nur den folgenden einfachen Satz fassen wir ab : Ist M const, und sind 
alle Lösungen von (16) beschränkt, dann — angenommen 
CO 
I ||N.(x)||i/x < ОС 
0 
— gilt dasselbe für alle Lösungen von (15 ' ) ; wenn j | IST (л:) j ] ^ und für alle 
Lösungen V von (16) v—+o mit x—•+ dann auch и—• о für alle Lösungen 
von (15'). Ci bedeutet hier eine nur von der Matrix M abhängige Konstante. 
Natürlich die Lösung и = О ist jetzt stabil. ||N|| bezeichnet das Norm der 
Matrix N, d .h . die Summe der Beträge ihrer Elemente und | |u | | — + | г | . 
Wir bemerken, dass 
||/(„)y = + ^ Щ-+ Щ- = \У\ +1гI = ||«[j. luv /II f-JyZ- y--\- Z1 y- z2 r' 1 1 
S. die weitere Behandlung z.B. in der 2-ten Abschnitt von [4]. 
(Eingegangen: 10. XII. 1957.) 
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STURM OSZCILLÁCIÓS ÉS ÖSSZEHASONLÍTÁSI TÉTELEINEK 
KITERJESZTÉSE BIZONYOS MÁSODRENDŰ NEM-LINEÄRIS 
DIFFERENCIÁLEGYENLETEK MEGOLDÁSAIRA 
B I H A R I I M R E 
Kivonat 
A dolgozat az (1) egyenletre és elsőrendű homogén lineáris rendszerre 
ismeretes oszcilláció és összehasonlítási tételek (lásd: [1], [2] és [3]) kiter-
jesztését tárgyalja a (4") egyenletre és a (9), (10) rendszerre. Példát is tartalmaz 
sajátérték és sajátfüggvény meghatározására. A továbbiakban nagyságrendi 
összehasonlítási tételek következnek, melyek az oszcilláló megoldások fél- és 
negyedhullámainak az összehasonlítását végzik. Végeredményképpen azt kapjuk, 
hogy ezek az egymás után következő „negyedhullámok" területre és hosszú-
ságra nézve csökkennek (lásd a 8. ábrát), sót minden félhullám a zérus-
hely körüli 180°-os elforgatással teljesen a következő fölé (alá) vihető és 
ugyanez érvényes minden negyedhullámpárra, melyek egy zérushely bal-, 
illetve jobboldalán helyezkednek el. Egy félhullám balfelét alkotó negyed-
hullám az extrémumpont ordinátájára való tükrözéssel mindig a jobboldali 
negyedhullám fölé vihető. — Az utolsó rész a (15) egyenletek stabilitási 
viszonyait tárgyalja és a lineáris egyenletekre ismertekhez hasonló eredmé-
nyeket állapít meg. 
• 
РАСПРОСТРАНЕНИЕ ОСЦИЛЯЦИОННЫХ И СРАВНИТЕЛЬНЫХ 
ТЕОРЕМ ТИПА STURM-A НА РЕШЕНИЕ НЕКОТОРЫХ НЕ ЛИНЕЙНЫХ 
ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ ВТОРОГО ПОРЯДКА 
1. BIHARI 
Р е з ю м е 
Работа распространяет осцилляционные и сравнительные теоремы, 
известные для уравнения (1) и однородной линейной системы первого пор-
ядка (см. [1], [2] и [3]) на уравнение (4") и систему (9), (10). Она содержит 
и пример определения собственного значения и собственной функции. 
В дальнейшем следуют теоремы о сравнении порядка, которые сравнивают 
полу- и четвертьволны осциллирующим решений. Согласно окончательному 
результату, площади и дилна этих следующих друг за другом „четверть-
волн" убывают (см. последний рисунок), более того: каждая полуволна 
вращением на 180° вокруг корня может быть целиком помещена над (иод) 
предыдущей и это же имеет место для каждой пары четвертьвольн, которые 
расположены с двух т т о р о н корня. Четверть волны, являющаяся левой 
половиной полуволны, отображением относительно ординаты экстремальной 
точки всегда может быть помещена над правой четвертьволной. Последняя 
часть изучает отношения стабильности уравнений (15) и получает резуль-
таты, аналогичные известных для линейных уравнений. 

REMARKS ON RANDOM WALK PROBLEMS 
L A J O S T A K Á C S 
Introduction 
Let § 1 , S u , . . . be mutually independent random variables which 
take on the values + 1 and —1 with probability 1/2. Put /j0 = 0 and 
7in = Si + S:>H PS« (n = l , 2 , . . . ) . The sequence of random variables {i]n) 
describes the motion of a free particle on a straight line. The particle starts 
at x = 0 and in each step it can move either a unit distance to the right or 
a unit distance to the left with probability 1/2. The displacements are inde-
pendent of each other. We say that the sequence {/;„} describes an ordinary 
random walk. 
Next by the aid of the above random variables S» (n = 1, 2,...) let us 
define the sequence of random variables {r*f as follows: rjÔ = 0 and for 
/2 = 1 , 2 , . . . 
j / j*- i+Sn if /у*-1фоог — b 
r
'" " ' \ 7]n-l if 7£-l = OOr — Ь 
where a and b are fixed positive integers. As it can be easily seen the 
sequence of random variables {rfn} describes a random walk with two absor-
bing barriers. The particle starts at x = 0 and moves as above but if the 
particle reaches one of the points x = a and x —b (absorbing barriers) 
its motion terminates. 
In what follows we shall prove some limiting theorems concerning 
the above random walk problems. These theorems play an important rôle in 
the theory of order statistics. Though these results are not new the following 
proofs are very simple and the theorems are expressed in a new form. 
§ 1. The ordinary random walk problem 
Define d,t = max (?j0, r i u . . . , /;„), d,7 = — min (/ i0, rlU . . . , /;„) and 
d„ = őn + dp. We shall prove the following results. 
T h e o r e m 1. If z> 0 and y> 0 then we have 
(1) lim P {d,t < л1'3 г, d'n < n^-y) = F(z, y) 
1 7 5 
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со 
where 
(2) F{z,y)= f ( - 1 У \Ф(к(г + у) + г)-Ф(к(2 + у)-у)] 
or 
(3) 
Here as usually 
Л ® i (У+1Щ-1 . ( 2 j + 1 ) : z z 
e 2<'7y) sin 2 (z + y) ' 
Ф(х) 1 
У 2л:.. 
e 2 du. 
This theorem was proved by A . A . A N I S [1] in the form (3). The func-
tion (3) is well known as the solution of the heat conduction equation. 
(4) 
where 
(5) 
or 
(6) 
T h e o r e m 2. If z> 0 and y > 0 then we have 
lim P {<&, < (2 n)'2 z, ő2n < (2 /?)'2 y 17]2n = 0} = К(z, y) 
U->-CD 
œ 
f{(Z, y) = V
 e-2((z+,j)k+z)*\ 
fc=-cc 
V~07n 
K(z,y) у 2 л ^ - . 2 j:zz - > e 2u+y)2 sin — 
(7) 
where 
(8) 
or 
(9) 
•г + У Г Г 2 + y ' 
This theorem in the form (5) was proved earlier by В. V. G N E D E N K O [5]. 
T h e o r e m 3. If x > 0 then we have 
lim P {dn<nll*x} = F\x) 
1-усо 
F* (x) = 2 2 4 - 1 f (2к+\)[Ф((к+\)х)-Ф (Ar a)] 
(2Ar-f-1) л'2 . 1 
/.=o 
F*( x) = — +e 
л S t 
CO 
V 
X ' (2 A" - f -1 ) -л 
This theorem was proved earlier by W . FELLER [ 4 ] and A . A . A N I S [ 1 ] .  
They determined the density function F"(x), corresponding to the formulae 
(8) resp. (9). 
T h e o r e m 4 . If x > 0 then we have 
(10) lim P {iL» < (2л),/з A| i]2n = 0} = K* (A) 
Л-> CD 
where 
( 1 1 ) К* (A) = 1 —2 2 ( 4 / r 2 X 2 — 1 ) e~2kW 
A' -1 
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or 
n CO J2n2 
(12) = 
This theorem was proved earlier by В . V. G N E D E N K O [5]. He showed 
that 
d_K*(x)
 = 8 x J - , k v _ 3 
dx f l 
The proofs of these theorems are based on the following theorem con-
cerning the random walk with absorbing barriers. 
§ 2. R a n d o m walk w i t h a b s o r b i n g barriers 
T h e o r e m 5. If —b<x<a, then we have 
CO 
(13) P{/j* = x} = 2 [P{rln=2(a + b)/c + x}-P{>in=2(a + b)/c + 2a-x}l 
k=-co 
or 
. . . .
 B f , , 2 kn Y . кета . кет(а-х) (14) P x } = — - r 2 cos j-q- s i n — n - s i n \ и • 
v
 ' II >
 a + a-f<b) a + b a + b 
The formula (13) as usual can be proved by the method of images 
The formula (14) can be obtained by the calculus of finite differences (cf. 
R. E . E L L I S [2], J O R D A N K. [6]) or by the methods of Markov chains (cf. 
W. F E L L E R [3], A . A . A N I S [1]). In what follows we shall give a simple proof 
of this theorem. 
P r o o f of (13) . Denote by A the set of the numbers {2 (a + b) к - f x } and 
В the set of the numbers {2(a+b) k + 2a—x} (k = 0, ± 1, ± 2 , . . . ) . - Define 
by A and В the events rjn € A and t]„ Ç B, respectively. Further denote by A0 the 
simultaneous occurrence of the events t]n = x and — b < îy, < a (/ = 1, 2, . . . , rí). 
Now we can write P {A} = P{AA0 | + P {AÄ0}. Here first AnaA and con-
sequently Р{АД,}= P{A0}- Secondly P{AÄ„} = P{ß} . Namely the event 
AA0 denotes that the particle at the /г-th step will be in the set A and during 
the first n steps reaches at least one of the points x = a and x = —b . If the 
particle reaches first either of the points x a and x = — b then let us change 
the direction of the further displacements of the particle into opposite. Thus 
we have a path leading by n steps into the set В instead of A. Conversely 
if we proceed similarly we can correspond to all pathes leading by n steps 
into the set В such a path which leads by n steps into the set A and which 
reaches at least one of the points х=---а and x = —b . This is one-to-one 
correspondence and the pathes have the same probabilities. Consequently 
P{AÄa) = P{B). So we have P{A}= P{A„} + P { ß } . Since т^ = х and An 
are the same events, we obtain P {rf, = x) = P {A0} = P {4} — P {£} what 
was to be proved. 
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Proof o f ( 1 4 ) . It is well known that if r < / then 
(cf. E . N E T T O [ 7 ] P . 2 0 ) . Since 
, J I n+x 4 if Л + * is even 
p { + = * } = - I H N 2 
0 if л + х is odd, 
we obtain by (15) that 
1 a+b-1 Г • Y 
2 > < V , = 2 ( 0 + í , ) L + * > = g ( c o s £ _ ) к-лх cos 
a b - 1 
V 
a + b 5 a + bI a + b 
if n + x is even and similarly 
2 P {ц. = 2(а + Ь)к+2а-х}=- - , °2 ( c o e - ^ V c o e k ^ 2 a ~ x ) 
A- a + b 13) \ a + b) a + b 
if n + x is even. Consequently by (13) we have 
P i / .r) ' V í cos l ' ï co s - COS k i t ( 2 ° T x ) ) , J
 a + b I a + b)\ a + b a + b J 
if n + x is even. But this formula is valid also for every x ( — b < x < a ) . 
Namely if n + x is odd then both side of this formula is zero. This can be 
easily seen. If we substitute k = a + b—j then we obtain that P{r* = x} = 
= ( - 1 ) » + * Р { ^ = х}. 
§ 3. P r o o f o f T h e o r e m s 1.—4. 
Proof o f ( 1 ) —(2). Evidently 
P {d! < a, d'<b} = P {—b < / < a). 
By (13) we can write 
CO 
P {-ö< ry:<ü}= 2 (—\)"Р{к(й + Ь)—Ь<ц
п
<к(а + Ь)+а}. 
А—- со 
Now suppose that a and b depend on n, that is a = a„ and b = bn where 
(16) lim ~ = z>0, l i m 4 = T>0. 
«->oo П - )i->oo П 1 
By applying the central limit theorem, we have 
CO 
lim P { - ô „ < / < ű „ } = 2 + + + 
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The limit may be formed term by term the sum being uniformely conver-
gent. As the limiting distribution is continuous in z and y, we have 
lim P{—n'* y < i ] t < rí >z} = lim P{—b„ < ц* < a„) 
! l - » œ n-t-CD 
which proves (2). 
P r o o f of ( 1 ) —(3). Now by (14) we have 
u , , 2 к ti Y' . к'л a ^ . к л (a—x) r=-b 
Here 
к л 
y „in кл(а-х) 1-(-1)" C0*" + b  
yt-ъ a - \ - b 2 кл 
s i n
 у+b 
If a = a„ and b = b n correspond to (16) and n - * o o we obtain 
A ma> 1 (%/+1)»я» /О/ I 1 \r-T7 
lim w sin ( У Г 7 ; 
Namely, 
к л
 л
" 
lim cos r-7- = e "(2+!,v2 
and 
( т г Т Т Т Ц т " if V
 e { n к(a„—x) 1 ( 2 У + 1 ) ; lim —-.—т~ 2 s*n 
" "» ~Г "и i 
0 if k = 2j. 
""à a„ + b„ ^.y"" a„ + b„ j 
(3) follows similarly as above. 
Proof o f (4) —(5). Evidently 
P {d'-í, < a, f)7, < b I rt2ll = 0} = P {i)2n = 01 rfin = 0}. 
Now by (13) we have 
P № = 0}= 2 [Р{Д :2(а + Ь)к} — 9{гц
п
 = 2(а + Ь)к + 2а}]. 
к -co 
Putting a = a-2,i and b b: , according to (16), we obtain 
p i , * m 
lim P = 0 /;..„ = 0} = ? ' m ' p 1 I I nT = 2 [e - 2 i : + m ' -
пуусо n->со • \ '/2h v/j k = -со 
Namely by Moivre-Laplace theorem 
» • !> P ' Щп = 0} 
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and 
m P{ggg — 2 ( Q „ b j , ) A : - f 2 = = e . L l | ( : , í ) , r : l J 
»-vco P [цы =- 0 } 
Further it is easy to see that the limit may be form term by term. So we 
have proved (5). 
P r o o f of (4) — (6). We proceed similarly as above. Now by (14) we 
have 
n r * m 2 [ k:t V" • о к-ла 
P J?!« = 0 = —гтг 2* c o s —т , sin- — — . 
0 + Ш 1 a + b) a + b 
Putting a = ö2„ and ó = öo„, we obtain 
lim P {гф = ОI rßn = 0} = T P 2 ^ sin2 
z + yp> z + y 
as 
This proves (6). 
P {/J:!,, = 0 } ~ - = ( Л — о с ) 
« я » 
P r o o f of T h e o r e m 3. It can be easily seen by the theorem of total 
probability that 
= dz. dz 
• о 
y=x-z 
Carrying out the calculation with F(z, y) defined by (2) or (3) we obtain (8) 
and (9) respectively. 
R e m a r k . By (8) we have 
dF*(x) 8 A-2:r3 
dx '—
 i 2:l Z ( - k2e (0 < X < oc). 
Denote by m, (s= 1 , 2 , . . . ) the s-th moment of f*(x). Then we have 
СО CO 
Ms — J x"dF*(x) = s \ Xs-1 [1—F*(x)]dx 
о b 
and specifically 
A f , = 
and 
¥ - j s + 1 
8_ 
:t 
2 2 / 
m — \ " j Х-1 У 4 
I ы S Л 
if s = 2, 3 , . . . 
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P r o o f o f T h e o r e m 4 . Similarly a s above we have 
r m ^ L « 
0 y 
w h a t proves (11) and (12) if I<(z, y) is d e f i n e d by (5) a n d (6) respectively. 
R e m a r k . T h e momen t s M'K ( s = l , 2 , . . . ) of K*(x) c a n be expressed a s 
fo l lows 
M\-
'jX 
~2' 
a n d 
if 5 = 2 , 3 , . . . 
м- — ô 2 ) y ] _ 
m<
 - 2°2 û t 
( R e c e i v e d : 21. VIII. 1957.) 
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N É H Â N Y M E G J E G Y Z É S B O L Y O N G Á S I F E L A D A T O K K A L 
K A P C S O L A T B A N 
TAKÁCS LAJOS 
Kivonat 
Legyenek h , -, • • • kölcsönösen független va lósz ínűségi vá l tozók , 
amelyekre P { = 1} = P {£ , = — 1} = y (n = 1, 2, 3, . . . ) . Továbbá legyen 
?]„ — 0 és = £i + Ы H>. ( n = 1 , 2 , 3 , . . . ) . A dolgozat a = 
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= max До, цъ . . . , ij„) és a d„ = — min До, ' j i , . . . , yn) változók együttes 
eloszlásának és a dn = + őtí változó eloszlásának aszimptotikus viselkedé-
sével foglalkozik. 
Н Е С К О Л Ь К О З А М Е Ч А Н И Й В С В Я З И С З А Д А Ч А М И Б Л У Ж Д А Н И Я 
L. TAKÁCS 
Р е з ю м е 
Пусть |о, . . . ,£;„, . . . взаимно независимые случайные величины, для 
которых p { g „ = l } = p { g „ = = — 1}=1 (л = 1,2,3, . . . ) . Пусть у0 = 0 и 
г in = Si -f to H f-£„ (n = 1, 2, 3, . . . ) . Работа изучает асимптотическое 
поведение совместного распределения величин d',t = max До, гц, . . . , г/
п
) и 
<К = — min До, / j i , . . . , г]п) и распределения д„ = à ) + ô~. 
EINIGE ZWEIDIMENSIONALE VERTEILUNGS-
U N D GRENZVERTEILUNGSSÄTZE IN DER THEORIE 
DER GEORDNETEN STICHPROBEN 
ISTVÁN VINCZE 
E i n l e i t u n g 
Im Folgenden beweisen wir einige Verteilungs- und Grenzverteilungs-
sätze, die sich auf zwei Funktionen der Elemente zweier Stichproben beziehen. 
Diese zweidimensionale Verteilungssätze bieten die Möglichkeit, neue Kriterien 
zur Entscheidung der Frage, ob zwei Stichproben aus derselben Verteilung 
stammen oder nicht, zu konstruieren. Solche Kriterien kann man als Ver-
feinerung gewisser, nur auf einer Stichprobenfunktion beruhender Tests au f -
fassen, undzwar im folgenden Sinne: Es seien D und E zwei verschiedene 
Stichprobenfunktionen der Elemente zweier Stichproben, die aus zwei zufäl-
ligen Variablen § bzw. rt mit den Verteilungsfunktionen E(x), bzw. G(x) s t am-
men. Wenn eine statistische Probe nur auf der Stichprobenfunktion D beruht , 
so bekommen wir als beste kritische Region für eine gewisse Alternativ-
hypothese gegen die Nullhypothese F(x)—G(x) „im eindimensionalen 
D-Raum" eine Punktmenge, welche wir einfachkeitshalber als ein Intervall 
D, < D < D., annehmen können. Diese Region ist in der (D, £ ) - E b e n e ein 
Streifen DX<D<D,, — oo<F<°c. Wenn wir nun eine Probe mit Hilfe 
der zweidimensionalen Verteilung H(x,y) - P{D<x,E<y} konstruieren, so 
können wir kaum erwarten — wenigstens nicht aus heuristichen Gründen —,  
dass wir zu unserer Gegenhypothese denselben Streifen a ls beste krit ische 
Region erhalten, wenn nur da s Stichprobenfunktionspaar (D , E) in gewissem 
Sinne mehr aussagt, als D allein. — Auf die Fragen der auf unsere Ver-
teilungssätze beruhenden statistischen Proben wollen wir in einer weiteren 
Mitteilung zurückkehren ; wir möchten die zur Anwendung gewisser solcher 
Proben nötigen Tabellen auch bei dieser Gelegenheit angeben . 
Unsere Sätze schliessen sich eng den bekannten Kriterien von K O L M O -
GOROw, S M I R N O W und R É N Y I an. Eben deshalb leiten wir unsere Resultate mit 
der Analyse dieser Kriterien ein. 
Weiterhin wünschen wir uns auch in der späteren Arbeit mit einigen 
hier nicht behandelten Fragen des Zusammenhanges unserer Verteilungssätze 
mit den bekannten Versteilungssätzen zu befassen. 
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1. §. Die Tests von Kolmogorow, Smirnow und lîényi 
Es seien I i , la , •••»£» die Ergebnisse unabhängiger Messungen bezüglich 
einer zufälligen Variablen | mit der stetigen Verteilungsfunktion F(x); d .h . 
unabhängige zufällige Variablen von der gleichen Verteilung. Es seien wei-
terhin IÏ < la < • • • < ! * die Elemente dieser Stichprobe, der Grösse nach geord-
net. Es bezeichne F„(x) die Verteilungsfunktion der Stichprobe, d. Ii. 
Beide Grenzverteilungen sind unabhängig von der Verteilungsfunktion 
F(x) und in Kenntnis dieser kann man bei gegebener, genügend grosser 
Stichprobe erwägen, ob die maximale Abweichung der empirischen Ver-
teilungsfunktion von der theoretischen Verteilung, bzw. der Maximalwert der 
absoluten Abweichung noch erlaubt ist, nicht im Gegensatz zur Hypothese, 
dass die Stichprobenelemente Bu | 2 , . . . , !» von der gleichen Verteilung mit der 
theoretischen Verteilungsfunktion F(x) sind, steht. 
Es seien nun rji, TJ2, . . . , rj,, unabhängige Stichprobenelemente der zufäl-
ligen Variablen t] mit der stetigen Verteilungsfunktion G(x) , und es sei G„(x) 
die empirische Verteilungsfunktion der Stichprobe. S M I R N O W hat die Grenz-
verteilung von 
unter der Hypothese F(x) = G(x) bestimmt.1 ' 
Die Kenntnis dieser, von der Verteilungsfunktion F(x) unabhängigen Grenz-
verteilungen ermöglicht die statistische Kontrolle der Hypothese F(x)= G(x) 
auf Grund von zwei Stichproben. 
A. R É N Y I [ 1 1 ] , [ 1 2 ] hat darauf hingewiesen, dass man obige Abweichun-
gen bei kleinen Werten der Verteilungsfunktion F(x) anders erwägen muss, 
als bei grösseren Funktionswerten. Deshalb hat er die Untersuchung der rela-
tiven Abweichung vorgeschlagen und in seiner Arbeit — unter anderem — 
wenn x ш !*, 
wenn ! * < x ^ ' | ï + i , k= 1 , 2 , . . . л — 1,  
v . , wenn I* < x.  
N. V. S M I R N O W [14] bestimmte die Grenzverteilung von 
Yn sup (Fn (x) — F(x)), 
wenn n - > 00, A. N. K O L M O G O R O W [8] die Grenzverteilung von 
Y n sup I Fn (x) — F(x) I. 
- œ x<_ a> 
J ) S M I R N O W hat sich nicht auf den Fall von gleich grossen Stichproben beschränkt. 
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folgende Grenzwertsätze bewiesen : 
1 A T 
Hm ? \ U sup Л ( х ) - Д ( х ) j / - J e 2 du, w e n n y > 0 , 
p,-»-œ ( ,.<i<ŒL F (X) I L 0 
lim P \ Y n sup 
V 0 wenn y ^ 0 . 
clfc+lV.-iaq-m 
F „ ( x ) - F ( x ) j z ( - 1 f e / f " , , wenn y > 0, 
< y \ r T k = 0
 n
 2 k + x 
v
 ' ( 0 wenn y ^ 0 . 
Hierbei ist a eine beliebig kleine, positive durch F(x„) = a definierte Zahl. 
T . A N D E R S O N und D . D A R L I N G [ 1 ] geben eine Methode zur Bestimmung der 
Grenzverteilung des Ausdruckes 
F„(x) — F(x) 
V F(x)(l-F(x)) 
der auf diesem beruhende Test würde beide Enden der empirischen Ver-
teilungsfunktion in gleichem Masse in Betracht ziehen. W A N G S H O U - Y E N [ 1 5 ]  
hat einen auf zwei Stichproben beruhenden Test entworfen, der — dem 
Gedanken von A. RÉNYI folgend — auf der relativen Abweichung beruht. In 
seiner Arbeit beschäftigt er sich jedoch nicht mit der Untersuchung des abso-
luten Wertes der relativen Abweichung. 
Die RENYischen Grenzwahrscheinlichkeiten verschwinden bei a = 0, d .h . 
die relative Abweichung kann in diesem Falle mit der Wahrscheinlichkeit 1 
sehr gross sein. Also lässt der RENYische Test notwendigerweise den Anfang 
der empirischen Verteilung ausser acht. Es ist also nötig, den Anfangspunkt 
der Beobachtung in Erwägung der Natur des konkreten Problems und der 
eventuellen Alternativhypothese zu bestimmen. 
Ähnliche Schwierigkeiten treten dem Wesen nach bei jedem statisti-
schen Test auf. Eine Möglichkeit der Überbrückung dieser Schwierigkeiten 
kann in der Konstruktion solcher Tests bestehen, die auf der Untersuchung 
der gemeinsamen Verteilung zweier oder mehrerer Statistiken beruhen. Im 
folgenden betrachten wir einerseits die maximale Abweichung bzw. absolute 
Abweichung der beiden empirischen Verteilungsfunktionen, anderseits die 
Stelle, wo dieser Wert zum ersten male angenommen wird. Die Tests erlau-
ben am Anfang der Verteilung auch grössere relative Abweichungen, dort 
nämlich, wo solche mit grossen Wahrscheinlichkeiten auftreten ; im weiteren 
Verlauf ist jedoch die Grösse der zulässigen relativen Abweichung beschränkt. 
Wir haben auch die Verteilung des Quotienten der beiden untersuchten 
zufälligen Variablen bestimmt ; dies ermöglicht eine Probe von ähnlichem 
Typ wie der RÉNYische Test, jedoch ohne der Notwendigkeit der Verkürzung. 
Als Randverteilungen unserer Verteilungen erhält man im Falle der 
Grenzverteilungen die KOLMOGOROW—SMiRNOWschen Verteilungen für zwei 
Stichproben, im Falle endlicher Stichprobengrössen die durch В . V. G N E D E N K O 
und V. S. K O R O L J U K [7] gegebenen genauen Verteilungen, für gleich grosse 
Stichproben. 
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Es sei noch erwähnt, dass Z. W. BIRNBAUM und R. P Y K E [ 2 ] bezüglich 
zweidimensionaler Verteilungen und Grenzverteilungen verwandte Ergebnisse 
erhalten haben (wovon ich durch 1. briefliche Mitteilung des ersten Verfas-
sers Kenntnis erhalten habe). 
2. §. Verteilungs- und Grenzverteilungssätze 
Es sein wieder Fn(x) und G„(x) die emprischen Verteilungsfunktionen 
von Stichproben mit der Grösse n der zufälligen Variablen f, bzw. i], mit 
den Verteilungsfunktionen F(x), bzw. G(x). Wir untersuchen den Verlauf der 
Funktion/-„(x) — G„(x) und bezeichnen im weiteren mit i»n) diejenige Stelle, an 
welcher die Differenz der beiden von links stetigen Treppenfunktionen zum 
erstenmal den Maximum annimt; also ist die genaue untere Grenze der 
Maximumstellen. Eine Ausnahme bildet der Fall, wenn der Maximum 0  
beträgt. In diesem Falle wäre — dem Vorausgesagten entsprechend —  
§ o " ) = = — » , bzw. die untere Grenze der Werte der zufälligen Variablen. In 
solchem Falle lassen wir das erste Intervall, in welchem F„(x) — G „ ( x ) = 0 
ausser Betracht und beachten zur Bestimmung von £on) nur diejenige x-Stel-
len, die grösser sind, als eine Stelle x0 , wobei F„(x0) — G„(x 0 )<0 . 
Es sei weiterhin r p die genaue untere Grenze der Maximumstellen von. 
|F„(x) — G„(x) | . 
Mit diesen Bezeichnungen können folgende Sätze formuliert werden : 
Satz 1. Ist F(x)=G(x), so ist 
k_ 
n 
0, wenn к < 0 oder k + r ungerade, 
2 n — r' 
n-
P { sup (F„(x)—Gn (X)) = 4 , 1 ( F n + 0) + G»(lo° + 0)) = ~ 
-œ<x<œ п ' zu 
1 
r 
~2 
-r + 2) 12 n\ , wenn k=0, R = 2, 4, 
k(k+ 1) 
r 
r + k 
2 7 
2n — r+1 
„ r+k 
г ( 2 / г — r + 1 ) 12 n\ 
U J l 
k + 2,...,2n—k. 
Führen wir folgende Bezeichnungen ein: 
v-k 
B\ 
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Satz 2. Ist F(x) G(x), к and r> 0, ganze Zahlen, so ist 
p ) sup I Fu (x) — G„ (x) [ = ~ , Í (FH (r/o'0 + 0) + G„ + 0)) = j = 
'0, wenn k< 0 oder r + k ungerade, 
1 S Ä r+1 
га л
2 : ) 
, wenn к \, 2,..., n\ r k, k + 2,..., 2n — к 
Hierbei kommt к 0 nicht in Frage. 
In Betracht dessen, dass die Randverteilungen dieser Verteilungen durch 
G N E D E N K O und KOROLJUK angegebene Verteilungen sind, erhalten wir die 
wahrscheinlichkeitstheoretischen Beweise folgender Identitäten : 
v . k(k+\)  
2 r(2n r + 1) 
r | / 2 n - r + 1 
r+k I r+k 
V 2 n-
2A-+1 2 n 
n + k+\ \n—k 
wobei die Summierung auf r = Ar, k-\-2,..., 2n — к erfolgt, während 1 ^k^n. 
Für k = 0 ist 
1 
f r (r-\).(2n-r+2) |_r 
2 n—r) 1 12 n 
/ 2 + 1 l n)> 
wobei die Summierung auf / ' = 2 , 4 , 6 , . . . erfolgt. Eine ähnliche, jedoch 
kompliziertere Identität kann der absoluten Abweichung entsprechend auf-
geschrieben werden. 
Von obigen, sich auf endliche Stichproben beziehenden Sätzen erhalten 
wir die Grenzverteilungssätze, indem im Falle n -»• сю / in /г-ter Ordnung 
und к in ][/г-ter Ordnung nach Unendlich hält; genauer 
k~\'2n y, r~2nz. 
Satz 3. Ist F(x) G(x), so ist für O g z s l : 
lint P 
П-У 00 
sup (F„(x)—Gn(x)) < у, | (+„(Й" ) + 0) + а1(Й" ) + 0 ) ) < г ti"  
' -со-- Tc<co 
/ _ у " 
1 / j Г r »3 
= U n ) J (v(l — v))S'2 
1 u". 
r(l-r)y* 
0 0 
0 für y^O. 
2 t . ( l - „ ) 
e dudr für y>0 
Aus der hier gewonnenen Verteilung erhält man durch Integration nach z 
von 0 bis 1 die eine SMiRNOWsche Verteilung: 
lim P 
П-УСО 
^ sup (F, (x) — G,, (x)) < y 
^ - CO <ÍC< со 
1—е-w, für y > О 
О , für у ^ О . 
з* 
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Durch Integration nach y von 0 bis <» erhält man die Grenzverteilung der 
zufälligen Variablen | ( F „ $ e ) + 0) + G „ + 0)) : 
I « 
и
2
е~
2
 "(i-o (/// к/,- г , 
о о 
d . h., da F(x) = G(x), folgt aus Satz 3. folgendes 
K o r o l l a r . Ist F(x)= G(x), so ist für O ^ z ^ l , P + 0) < z} — z, 
d . h . die Grenzverteilung von l o s t i m m t mit der gemeinsamen Verteilung von 
! und r\ überein. 
Führen wir folgende Bezeichnung ein : 
Z3'2 f t o 
Satz 4 . Ist F(x) = G(x), so ist für 0 ^ z ^ 1, 
l im P 
N - > CO 
\ sup I Fv (x)—G„(x)| < y, i ( F n + 0) + Gnin^ + 0)) < z 
?/ 2 
j ] / ( « , v)f{u,\-v)du dr, für y>0 
о 0 
{ o, für y^O. 
Durch Integration nach z von 0 bis 1 erhält man die Verteilung von S M I R N O W 
bezüglich der absoluten Abweichung: 
lim P 
II—У CO 
9 sup I Fn (x) — G„ (x) I < у = < 
X" / ,
 4r --Fii1 „ 
^ (— 1) e , wenn у > 0 
0 , wenn y ^ O . 
Satz 5 . Ist F (x ) = G(x), so ist 
lim P 
71—> CD 
Lr- sup (F„ (x) G,, (x)) 
J / II -CD О С CO 
I ' 2 т ( ^ ( § о " + 0 ) + 0 „ ( Й н ) + 0 ) ) 
< c > = 
- -I 8 о 
e
4
 W
 A\^-\dt für c>0, 
0, für c^O, 
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wobei mit W die sogenannte WHITTAKERSCAC Funktion bezeichnet wird : 
1 Z CO 
= £ _
 e / - ( 1 + 0 -dt, 
+ oJ 
wenn 
г 
Sie (у— /) > — p , arg2:|<."T. 
Unsere Grenzverteilungssätze 3. und 4. sind im Einklang mit den 
bekannten in dieser Richtung fallenden Resultaten. (Siehe [3], [9].) Wir 
bemerken weiter, dass man die erwähnte Grenzverteilungssätze auch durch 
die von D O O B [5] und DONSKER [4] ausgearbeitete Methode gewinnen kann. 
Auf diese Fragen wollen wir noch zurückkehren. 
3. §. Beweis der Verteilungssätze 
Satz 1. wird mit Hilfe eines anschaulichen kombinatorischen Lemmas 
bewiesen, während der Beweis von Satz 2. durch die Zurückleitung der 
Behauptung auf ein Irrfahrtsproblem erfolgt. Die Wahrscheinlichkeiten von 
Satz 2. werden auch mit Hilfe von Differenzengleichungen berechnet; dies 
führt zur Herstellung mit trigonometrischen Funktionen. Bei dem entsprechen-
den Grenzverteilungssatz werden wir uns auf die erste Herstellung berufen. 
a ) Vereinigen wir die vollkommen unabhängigen zufälligen Variablen 
l i , Í 2 , . . . , 5 n und i]i, t ß , . . . , i}„, die alle dieselbe Verteilung besitzen, zu einer 
einzigen Folge £i, , Ç>„; letztere ordnen wir der Grösse nach: 
< £> < • • • < Wir interpretieren nun die Variablen Si, . . . , So,, derart, 
dass 
j + 1, wenn Ç* = 
* I — 1, wenn £* = i]h • 
Also besteht die Folge SuSo,..., Sin aus n Stück + 1 und n Stück —1. 
Aus diesen lassen sich jedoch — den verschiedenen Möglichkeiten, wie man 
die n Stück + l - e r in den 2n Stellen unterbringen kann, entsprechend 
— Р /г") verschiedene Folgen bilden. Jede dieser Folgen tritt mit dergleichen 
Wahrscheinlichkeit auf, da jede Folge je eine geordnete Stichprobe der Vari-
ablen £ und r\ enthält, und die insgesamt möglichen (n !)'2 Permutationen der 
£ und rj untereinander zu den insgesamt möglichen (2л)! ungeordneten 
Stichproben von der Grösse 2 л führen, wobei jede Reihenfolge gleich wahr-
scheinlich ist. 
Betrachten wir nun die Summen 
Çr + / , + , ' / 2+••• + ,+ . 
Diese Summe gibt den Unterschied der Anzahl derjenigen und rlh an, die 
nicht grösser sind als Ç*. Dies ist jedoch nichts anderes, als n(F„(Ç} + 0)— 
— G„(ÇÎ + 0)). Damit die in §2. mit £o° bezeichnete zufällige Variable genau 
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/• betragen soll, d. h. die kleinste ganze Zahl, für welche 
sup n (F„ (x) - Gr, (x)) = n (F, (£* + 0) - G„ (£ + 0)) 
-co K m 
besteht, sein soll ; weiterhin dieser Supremalwert genau к betragen soll, 
müssen folgende Bedingungen erfüllt werden: 
5 i < k für l i / s r - 1 , 
S r = k 
g» g к für r + 1 ^ / g 2n — к. 
In diesem Falle ist also 
- 0)<X<QD 
p | sup (Fr (x) - Gr (X)) = kn , l (F„ + 0) + G„ + 0)) = J -
! m < x o o /I Z Z / Í 
(3 .1) 
= P ! max g; < к, çr = k, max ç,;^A:[. 
Zur Berechnung dieser Wahrscheinlichkeit müssen von den möglichen 
Folgen . . . , &2n zuerst nur diejenigen betrachtet werden, in deren r-tem 
Abschnitt die Anzahl der + 1 die Anzahl der —1 genau mit к übertrifft, d. h. 
r \ fc у fc 
in denen - — Stück + 1 und - Stück —1 vorkommen.'(Also m u s s r + A : 
gerade sein: r = k, Ar+ 2, ) Es gibt j r+A-j s o I c h e Abschnitte. 
Alle diese Folgen kommen jedoch nicht in Frage. Es muss nämlich auch 
gesichert werden, dass in keiner Teilfolge &u Э-.,,..., (r'<r) die Anzahl 
der + 1 genau mit Ar die Anzahl der —1 übertrifft. Dies kann man dadurch 
erreichen, dass man diejenigen Folgen ausschliesst, die — von hinten an be-
trachtet — einen Abschnitt, in welchem die Anzahl der + 1 und der —1  
übereinstimmt, besitzen. Für diese gilt folgendes, bekanntes 
L e m m a 1.2) Die Wahrscheinlichkeit dessen, dass eine aus a Stück 
4-1 und ß Stück —1 (cc > ß) zufälligerweise aufgeschriebene Folge einen 
Abschnitt, in welchem die Anzahl der +1 und der —1 übereinstimmt, ent-
2 3 
hält, beträgt ——. 
a + ß 
In unserem Fall handelt es sich um das gegensätzliche Ereignis bei 
f fa у le • • г le le 
a = — , ß= und s 0 ist die gesuchte Wahrscheinlichkeit 1 — = —• 
Also ergibt sich für die Anzahl der geeigneten Folgen des ersten r Abschnittes 
(3 .2 ) I r + A l - ^ 
- s - '
r 
2) Siehe z. B. [13], Aufgabe 36., Seite 74; Lösung, Seite 694. 
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Hiermit ist die Erfüllung der Forderungen с,- < к, i = 1 , 2 , . . . , r—1 und çr = к 
gesichert, es muss noch die Forderung sitsk, i = r+\,...,2n—к erfüllt 
werden. (Die weiteren Summen sind nämlich offensichtlich kleiner als k, da 
c2n = 0 ist.) Dies können wir dadurch erreichen, dass wir für die Folge 
,9>+i, . . Я » , , z w a r solche Abschnitte — von vorne betrachtet — in welchen 
die Anzahl der + 1 und —1 übereinstimmt, zulassen, jedoch diejenigen Fol-
gen, in derem irgendeinem beliebigen Abschnitt die Anzahl der + 1 die der 
— 1 übertrifft, ausschliessen. Hierzu gebrauchen wir 
L e m m a 2 . 3 ) Die Wahrscheinlichkeit dessen, dass in keinem Abschnitt 
einer aus « Stück -л-l und ß Stück + 1 ( а IE ß) zufälligerweise aufgeschrie-
benen Folge die Anzahl der +1 die der —1 übertrifft, beträgt - g • 
у ^ y I Д 
Für diejenigen Folgen, die a = n Stück —1 und ß=n  
Stück + 1 enthalten, beträgt diese Wahrscheinlichkeit 
2(k+\)  
2 л — r + A + 2 ' 
i 2л — r \ 
Da die Anzahl aller möglichen Folgen I9>+2, . . . , #2« r + A 11-
beträgt, ist die Anzahl der für uns in Frage kommenden Folgen 
(3 .3) 2 n — r 
r + k 
П
- 2 
2(k + 1) / 2 л — r + 1 
2n-r+k + 2 I n - r - 2 1 
Ar+ l 
2 л — г + Г 
Da jeder in (3 .2 ) betrachteten Folge S - 2 , . . . , jede in (3.3) betrachtete 
Folge &r+2, • • -, angeschlossen werden kann, und da die Anzahl der 
überhaupt möglichen Folgen j 2 " ) beträgt, ergibt sich für die in (3. / gesuchte 
Wahrscheinlichkeit 
л 
r \(2n— r + 1 
Г + A I I
 n _ r+k 
k(k+ 1) 
r(2n—r+1) 
2л I 
n i 
Es ist leicht einzusehen, dass aus Lemma 1. und 2., mit entsprechender An-
wendung des obigen Gedankenganges, unsere Behauptung für den Fall k = 0 
folgt. Dadurch ist Satz 1. bewiesen. 
b) Bevor wir zum Beweis von Satz 2. übergehen, machen wir eine vor-
bereitende Bemerkung. Betrachten wir einen Punkt, der an den ganzzahligen 
Stellen der Zahlengeraden mit der Wahrscheinlichkeit von je f nach rechts 
3) Siehe [13], Aufgabe 37. (wie in 
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bzw. nach links herumirrt und von 0 ausgehend, zum ersten Male beim /-ten 
Schritt die Stelle + к erreicht. Die Zahl aller möglichen verschiedenen Wege 
dieses herumirrenden Punktes ist nach (3. 2) 
Diese Wege sind nämlich alle derart, dass sie sich nach dem r—1- ten 
Schritt an der Stelle к—1 befunden und mit Ar—1 mehr Schritte nach rechts, 
y j jç y ft 
als nach links, d. h. — - 1 Schritte nach rechts, Schritte nach links 
enthalten haben. Die anzahl aller solcher Wege ist 
' ' r—-1 J 
r+ к 
Davon muss jedoch die Anzahl derjenigen Wege abgezogen werden, die die 
Stelle +Ar schon erreicht oder übertreten haben. Nach dem bekannten Spie-
gelungsprinzip ist dies gleich der Anzahl der aus 0 ausgehenden, in r—1 
Schritten genau die Stelle Ar+1 erreichenden Wege. Diese Zahl beträgt, auf 
ähnlicher Art, wie vorhin, 
r— 1 
r + к 
und die gesuchte Zahl — die Anzahl der die Stelle к zum erstenmal in r 
Schritten erreichenden Wege — ist demnach 
I r ~ ~ 1 
' ' + Ar
 1 
r
~ M ( r \ к 
гл- k\ = \r+k r 
c) Die Bestimmung der in Satz 2. auftretenden Wahrscheinlichkeiten 
kann ebenfalls auf die Folgen 9-u S - . 2 , . . u n d auf den Nachweis der Be-
hauptungen bezüglich der daraus gebildeten c, Summen zurückgeführt werden. 
Dem Gedankengang von Punkt a) entsprechend kann nämlich auch die Be-
hauptung 
P | sup | F 4 x ) - G ) l ( x ) | = 4 , T ( G . ( < > H - 0 ) + G4 í í(») + 0)) = 4 - j = 
I - œ < a : < o o " Z i l ] 
= p j m a x |Ç;| < Ar, |ÇR| = Ar, max | S Í | ^ A : | 
! l S | S r 1 r + I f i i s 2 i l 
eingesehen werden. 
Dementsprechend muss man aus den verschiedenen Reihenfolgen 
n 
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der .<>, (/ = 1, 2 , . . 2 n ) die Anzahl derer feststellen, die den Bedingungen 
genügen. Dem im Punkt b) gesagten gemäss ist dies gleich der Anzahl der 
a . aus 0 ausgehenden und zum erstenmal beim' /-ten Schritt eine der Stellen 
+ k oder — к erreichenden, ß. weiterhin die Stellen + £ u n d — к nickt über-
tretenden und beim 2//-ten Schritt wieder in die Nullstelle zurückgelangenden 
Wege. 
Wir bezeichnen die Anzahl derjenigen Wege, die a. erfüllen, mit 2 А Г . 
Dann ist offensichtlich A\k) die Anzahl derjenigen Wege, die von 0 ausgehend, 
zum erstenmal beim r-ten Schritt die Stelle + k erreichend und bis dahin 
die Stelle —(k—1) nicht übertreten haben. Wir bestimmen die Anzahl dieser 
Wege mit Hilfe des Spiegelungsprinzipes. 
Die Anzahl derjenigen Wege, die von 0 ausgehend, zum erstenmal beim 
/•-ten Schritt die Stelle к erreichen, ist — laut b ) — 
Dies enthält jedoch auch jene Wege, die die Stelle —k erreicht oder über-
treten haben. Spiegeln wir den von 0 bis — к reichenden Teil dieser Wege 
über den Punkt — k . Damit gehen diese Wege in solche über, die von — 2 k 
ausgehend, zum erstenmal im /-ten Schritt die Stelle + k erreichen. Die Zahl 
aller solcher Wege beträgt — in (3. 2) an stelle von к 3k setzend, 
Wenn wir (3 .4 ) von (3 .2) subtrahieren, so bringen wir damit auch 
solche Wege zum Abzug, die von — 2 k ausgehend, die Stelle — 3 k erreicht 
haben, also vor der Spiegelung die Stelle + k übertreten haben, sind so in 
(3. 2) nicht enthalten. Die Zahl dieser Wege muss also zur Differenz von (3. 2) 
und (3. 4) addiert werden. Diese Wege gehen durch Spiegelung der ersten 
— von —2k bis —3k reichenden — Strecke über die Stelle —ЗА: in solche 
Wege über, die von —4A: ausgehend, zum erstenmal beim /'-ten Schritt die 
Stelle +A: erreichen. Die Zahl dieser ist — in (3.2) anstatt к nun Ък 
setzend — 
SiI < к, i 1 , 2 , . . . , r — 1 , 
Sr\ = k, 
S;I = k, . /' = r + l , r + 2 , . . 
(3. 2) 
(3. 4) 
r 
Ък 
г + Ък  
2 r 
Dieses Verfahren kann man so lange fortsetzen, bis die Stelle + к in / 'Schrit-
ten von der entsprechenden Stelle —2 vk erreichbar ist, jedoch von der 
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Stelle — ( 2 r - \ - \ ) k nicht mehr. Die Bedingung dessen ist, dass 
2vktkr < (2r-f \)k, 
d. h. 
v
--\2k 
Durch dieses Verfahren erhält man für A t den folgenden Ausdruck:. 
Betrachten wir nun die in ß. angegebenen Wege in entgegengesetzter 
Richtung. Von der • Nullstelle ausgehend, sollen diese in 2n — r Schr i t t en+Á  
oder -—к erreichen und in der Zwischenzeit diese Stellen nicht übertreten 
haben. Die Anzahl solcher Wege ist jedoch gleich der Zahl der von 0 aus-
gehenden, in 2n — r-\-\ Schritten zum erstenmal die Stellen (к + 1 ) oder 
— ( / r + 1 ) erreichenden Wege. Diese Zahl beträgt also Damit diese 
Wege sich den vorigen an den Stellen + k oder — к anschliessen, erhält 
man als die Anzahl der geeigneten Wege die Hälfte des Produktes der beiden 
Zahlen, also 2Ät Äit}+X, womit die erste Behauptung von Satz 2. bewiesen ist. 
d ) Zur trigonometrischen Herstellung41 der in Satz 2. auftretenden Wahr-
scheinlichkeiten verfassen wir ein etwas allgemeineres Irrfahrtsproblem. Wir 
suchen die Wahrscheinlichkeit dessen, dass ein aus der Stelle z ausgehender 
Punkt ( — k < z < k , z ganzzahlig) zum erstenmal beim r-ten Schritt eine der 
Stellen -\-k oder — к erreicht. Der irrfahrende Punkt tritt von jeder ganz-
zahligen Stelle mit den Wahrscheinlichkeiten von je t an diebei den benach-
barten ganzzahligen Stellen über. Später werden wir an Stelle von z O-setzen, 
um auf die benötigten Wahrscheinlichkeiten zu schliessen. 
Es bezeichne = p_
 r die gesagte Wahrscheinlichkeit. Hierfür ergibt 
sich die folgende Differenzengleichung: 
Die Anfangsbedingungen sind : 
P., o = 0 ' —(k—\)gz^k—l. 
Führen wir die Generatorenfunktion der Wahrscheinlichkeiten p.
 r ein : 
œ 
G = ru'~ —k< z < k, 
• • r=0 ' 
dabei ist 
(3.5) gi:(u) — g-i (u) --=1. 
4) Siehe auch [6] S. 292. 
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Aus der obigen Differenzengleichung ergibt sich — mit Beachtung der 
Anfangsbedingungen — für die Generatorenfunktion die Differenzengleichung 
G (и) = ф и G : - I ( « ) + { « G : + i(и), 
deren Lösung wir aus partikulären Lösungen von der Form 
0(и) = (ф)у 
herstellen. Für <p(u) gilt die Gleichung 
ikp(uf—2<p(u) + u=0, 
woraus 
V ' 
4-1= 1 U2 </',(//) 
Es sei nun 
0:(и) = а{с
р1(й))+выи)у> • 
wobei die Parameter A und В derart gewählt werden, dass G ( u ) die An-
fangsbedingungen (3. 5) erfüllt : 
Daraus ergibt sich 
und 
d . h. für z 0 
a(<pl(it))-k+b(cp2(u)yk = 1. 
a = в 
ы
и
у)к+ы")у 
ы")у+ы")у 
G,(u) 
ы " ) у + ы и ) у 
Es ist j e d o c h bekann t , d a s s fü r das Ar-te TscHEBiSEFFsche Polynom f o l -
g e n d e Hers t e l lung g i l t : 
2 Tk(x) = (x + f + ( x — ] / х ^ - Г ) л = 2 'x ' + • • - , 
woraus sich 
1 uk 
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ergibt. Die rechte Seite in Partialbrüche zerlegt, erhalten wir die Herstellung 
„к к д 
1 — Ü C O S ( 2 F — 1 ) ^ 
Z rC 
wobei 
cosk(2 y—1 ) — 2k-1 cos'1 ( 2 r — 
д z, К Z К 
7 7 ( C O S ( 2 F - 1 ) ^ - C O S ( 2 , " - 1 ) ^ ) 7 Z ( C O S ( 2 , ' - 1 ) ^ ) 
Es ist jedoch bekannt,5» dass 
77 (cos гр) = 
FT 7 S I N - Ф 
und so 
2 ' 1 1 cos'£(2 ? — 1 ) ^ sin (2 V — 1 ) ~ 
Л
zk zk 
V = = 
Dabei ist 
Arsin(2 V — 1 ) ^ 
sin (2 и—1 ) 4 = (— 1Г 
und deshalb erhalten wir den Ausdruck 
* c o s H 2 F - l ) ^ s i n ( 2 r - l ) ^ 
g 0 ( « ) = 4 ^ ( - 1 ) " 1 — — . 
л 1 ^ 
1 — // cos(2r — l ) -y r 
2 к 
Durch Entwicklung in Potenzreihe nach и erhält man als den Koeffizienten 
von u' die gesuchte Wahrscheinlichkeit 
/#> = I j á í - l ) ' " 1 cos' (2 r — 1 ) s in(2г—1 ) (k + r gerade). 
Aus dieser Wahrscheinlichkeit bestimmen wir nun die Anzahl der den 
Bedingungen 
|ç>| < Ar, / = 1 ,2 , ...,r—1, 
|? r | = Ar 
entsprechenden Wege. Die zur Wahrscheinlichkeit p(0k)r gehörende Anzahl aller 
möglichen verschiedenen Wege beträgt 2', da aus dem Nullpunkt ausgehend 
insgesamt so viele verschiedene Wege in r Schriften gemacht werden können. 
Deshalb ist die Zahl der günstigen — die Bedingungen erfüllenden — Wege 
y 2' plil. 
') Siehe z. B. |10], Band II. S. 75. 
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Man kann auf ähnlicher Weise, wie in Punkt b., einsehen, dass die 
Anzahl der aus + k oder — к zu 0 führenden verschiedenen solcher Wege, 
die + k oder — к nicht überschreiten, 
D ( * + l ) 0 2 « - r + l t k + l ) 
D 2 » - r + l = Z P O , 2 ) i - i + l 
beträgt. Ebenso kann man nach dem Gedankengang von Punkt b. einsehen, 
dass aus den überhaupt möglichen verschiedenen Stichproben von der 
Grösse 2n die Anzahl derer, die den Bedingungen 
\4i\<k, i = \,2,...,r—\, 
I gr] = k, 
i = r+ 1, r + 2, ...,2n — к 
entsprechen, 
1 n » D№+1) 
~2 dr d-y„ 
ist, d. h. wir gelangen zum Ergebnis 
n№-
-r+1 
2n\ ' 
n I 
2 
was die Behauptung von Satz 2. war. 
4. §. Beweis der Grenzverteiluiigssätze 
Bezeichnen wir die in den endlichen Verteilungssätzen auftretenden Wahr-
scheinlichkeiten einheitlich mit pj'í und definieren wir das zufällige Variablen-
paar (x<n), q m ) , welches auf jedem Rechteck 
к , , k + 1 r r + 2 
= = - %(") < < o1") < 
2]f2n ' 2)[2n' 2n 2n 
(k 0, 1 ,2 , . . . , / / ; r = k,k+2, . . . , 2 л — к ) 
gleichverteilt, mit der Dichte 2 f 2 n 'P l f l , anderswo mit der Dichte 0 ist. 
Wir beweisen, dass die Folge der Dichtefunktionen in jedem Punkt des un-
endlichen Streifens O g + ^ l der Ebene (*, o) einer solchen integ-
rierbaren Dichtefunktion zustrebt, welche in jedem abgeschlossenen Bereich, 
das die punkte (0,0) und (1,0) nicht enthält, beschränkt ist. Bleiben näm-
lich к und r beschränkt, so wächst die Dichte n ' P [ " l in der Ordnung von \ n. 
Schliessen wir also eine beliebig kleine, kreisviertelförmige Umgebung der 
obigen Punkte aus. Wir können den Satz von L E B E S Q U E auf jedem beschränk-
ten Teil des Streifens, der diese Umgebung nicht enthält, anwenden. Dieser 
sagt aus, dass wenn eine Folge nichtnegativer, integrierbarer Funktionen einer 
beschränkten, integrierbaren Funktion zustrebt, so strebt die Folge der Integ-
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rale dem Integral der Grenzfunktion zu. Die Wahrscheinlichkeit des ausge-
schlossenen Teiles kann jedoch bei der Grenzfunktion, die auch in dieser 
Umgebung integrierbar ist, beliebig klein gemacht werden; ebenso können 
die Integrale der Glieder der Folge beliebig verkleinert werden, also werden 
unsere Grenzverteilungssätze — im Grenzübergang — auch dann gültig sein, 
wenn wir die Punkte nicht ausschliessen. Wir wünschen zu bemerken, dass 
es genügen würde, eine solche Umgebung der genannten Punkte auszu-
schliessen, die durch die Geraden £> = 0, bzw. g = cx und g = 0, bzw. £> = 1 — 
—ex. ( c > 0 , beliebig klein) weiterhin durch beliebig kleine Kreisbögen um 
die Punkte (0 ,0) , bzw. (1 ,0 ) gebildet werden. Letztere Bemerkung ist beson-
ders für Satz-5. von Interesse, da hier das ersterwähnte kritische Winkelbe-
reich vom Integrationsbereich von vornherein, ausgeschlossen ist. 
Beim Beweis der Grenzverteilungssätze machen wir von folgenden ein-
fachen, bekannten Zusammenhängen gebrauch : 
( 2 Л . 
( 4 л )
 U J ~ 7 2 Ж ' 
Ist c = {u][2N}, wobei {a} diejenige kleinste ganze Zahl bezeichnet, für 
welche Ша gilt, so ist 
f 2 n 
\n+c) (4 .2) lim 
лч*со (2 n 
n 
A) Beim Beweis von Satz 3. gehen wir von der Form 
(n) 2 k(k+l) 
"г. к — тп :—:—r 
2Л — 
Г
 \ 
2 n — r h 
2 1 27 
г(2л — r + k + 2) (2n\ 
UJ 
aus, welche eine etwas abgeänderte Form der im Satz auftretenden, für k = 
= = 1 , 2 , . . . , « gültigen Wahrscheinlichkeiten ist. Stellen wir diese Wahrschein-
lichkeit in folgender Form her : 
fr, к -
Es sei nun 
2Ar(A:+l) 2) \~k 
2n—r \ i r \(2n — r\ 
2n — r к j I r И 2n — r 
r(2n—r + k + 2) j r \ (2n — r 
2 n — r 
2 п 
n 
und z — -r 
2 f r 2 n 
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dann ist 
= y\rr = y 1—2 
dz == —- {dr = 2(!)), 2л— /- = 2/1(1—2) 
2]f2n 2f2 n 
Demgemäss ist nach (4.1) 
r \ 
jl + jl 
2 1 2 
Г г 
r 
~2 
2 n — r 
2 n — r к 
•e 
2л — r 
2/7 — E 
•e • 1—2 
und nach (4.2) 
2 \ 2 n 
weiterhin 
Also ist 
f ) 2n—r\ 
2/1 — /-
1 2 / V 2 
2 n 
n 
2_ 
jt 
Ari1 
r(2n — r) 
2 
:r 
1 
2 ( 1-2)' 
2k{k-\-1) 
г ( 2 л — r + Ar + 2) r{2n — r) 
2 k2 . 1 
n - „, r c = 4 j r 1 — 2 ' 
lim 21 2 л 'А' С»). 16 1-2 . 
Vz . ( 1 - 2 ) ' 
Mit Anwendung der Substitution j/ = 2 y f z gelangen wir zur Dichtefunktion 
1 V2 
* ( г ( 1 - г ) Г 
und hiermit zum Beweis von Satz 3. 
с
 2
 « > 
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В) Führeil wir die Bezeichnung 
v ' 
F {У, z) 
' 2 I I ir - -
— зт^
 2 v(l ,)dudr 
* 0 ( 1 - / ) 2 
ein. D a n n m u s s F(y, 1) die SMiRNOWsche Verte i lung ergeben. W a h r l i c h , we-
g e n der Symmet r i e in r = y und mi t der Subs t i tu t ion von 
1 . „ . . , . 2 t- + + dt- — dv, 
ergibt sich für 
F(y, 1) = 2 
7 ( 1 - r ) ( F + 4 ) 
U Va
 з 
- f " 2 Í í 
4 V ( ' d - ' ) ) ' 
űfr rfu 
= 4 ire -2 Fl= e - r// í/u 4 и e-*"2 du = 1-е"2"2. 
С) Berechnen wir G(z)= F(°o, z). 
G(z) 2 Г 
1 ЦЗ 
í r j U 
о
 v v y /
 о 
wobei wir bei der Berechnung des Integrals nach и von der Substitution 
«-( r ( l — r ) ) = w2 
gebrauch machen. 
D) Der Beweis des Grenzverteilungssatzes 4. kann in analoger Weise, 
wie der Beweis von Satz 3., erfolgen. Da die in Satz 2. auftretenden Reihen 
absolut konvergent sind, kann der Grenzübergang des Produktes der beiden 
Reihen gliedweise durchgeführt werden. Hierbei muss man für jedes fixes v 
von dem Zusammenhang 
(2v + 1)A 
г 
V "2 
gebrauch machen für /•—>•«, k = 2(\[r y). 
E ) Nun wollen wir zeigen, dass die Randverteilung der in Satz 4. auf-
tretenden Verteilung mit der SMiRNOWSchen Verteilung der absoluten Abwei-
MAuU.. 
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chung übereinstimmt. Deshalb integrieren wir die Dichtefunktion nach z von 
0 bis 1 : 
[ г т г Ч т с + » ^ i ( - i r < 2 W . + 1 ) « " « Ä 
я d(z( l — z) ) ' "=( ) .4=0 
Wir ordnen das Produkt der beiden Reihen nach den Gliedern ,« + r + l = 
= const, und integrieren gliedweise. Das allgemeine Glied des Produktes ist 
l 
1 (4.3) 
( z ( l - z ) ) 2 
dz. 
Führen wir die Bezeichnung As = y ( 2 s + 0 V e i n u n d wenden wir die 
Transformation 
1 
an ; dann ist 
1 
1—z и 
und unser Integral geht über in 
- = us + 1 
" " t 1 . dz 
2 и du 
( F + 1 ) J 
8 
Д Х 
Л- e
 r
 TT du. 
Den letzten Teil dieses Ausdruckes stellen wir folgendermassen her; 
«
2
 du — 
1 [ [ v K - u a e ^ i d u . 
п . у 
ir 
Das zweite Glied der rechten Seite verschwindet, da das Integral von u = 0 
bis « = X / -Z- vom Vorzeichen abgesehen mit dem Integral von « = 
Av 
u = oc übereinstimmt. Mit der Substitution von « = 
A ru* + ^ = A r r2 + 4 , 
U V 
i x 
X 1 
- L — ist nämlich 
а,, v 
" bis 
4 A M a t e m a t i k a i K u t a t ó I n t é z e t K ö z l e m é n y e i II. 3 — 4 
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und u = 0 entspricht 
V = oot U 
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Д 
~ entspricht V = 4 
Das erste Glied der rechten Seite ist das bekannte Integral 
í* . 1 
l d u =
 ~2 
/ -TT - 21> а а 
/ p - 1 V л/1 
ar 
So erhält man für das Glied (4. 3) 
(-1 У2 (УЖ + УТр)е~ = 4(-1Г"(v + fi + 1 )y 
Es sei /' + ,« + l = s fixe Zahl; durch Summation für r = 0 ,1 ,2 , . . . , s — 1 , . 
also insgesamt /' + ,« + 1 Glieder, erhält man 
4(-r-l T ' s ' y e ^ , 
d. h. man gelangt zur Reihe 
CO 
. "XT' У 4\.S-1 2 2 -2.2,,2 
4 > , ( - 1 ) s У e - s \ 
S = 1 
welche gleich d e r D i c h t e f u n k t i o n der SMiRNOWschen V e r t e i l u n g ist. 
F) Wir bezeichnen mit D jenes dreieckförmige Bereich der (y , z) Ebene, 
welches durch die Punkte (0 ,0) , (1,0) und ( l , c ) gebildet wird, wobei c > 0 . 
Laut dem am Anfang dieses § - s gesagten besteht folgender Zusammenhang: 
lim P 
1—У CO I 
r— sup (F„(x) — Gn(x)) 
- со < ж < CO 
< с = 
2 1 ( ^ ( ^ + 0 ) + 0 „ ( ^ + 0)) } 
И" 
— e
 2
 du dv. 
(' (I — )) ' 
Das letztere Integral kann folgenderweise geschrieben werden : 
Ф(с) = #1 
и
2 
* 0 ( i — 0 ) 2 
•e 2 'd-Orfu 
Gehen wir zur Ableitung ü b e r : 
Ф'(ф — С 
л: 
' 2 . Г I * 
0 - " f 
dv 
und führen wir die Substitution 
1 — v 
t, dv dt 
O + O 2 
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durch : 
Ф'(с) = 
- С
2
, 
я: J (1 + /> 
Г ' - - л 
2
 d/. 
Das letztere Integral ist nicht elementar, kann jedoch durch die W H I T T A K E R -
sche Funktion ausgedrückt werden : 
CD 
j e « ' Г = + { ) а м 2 e т ИА, Да) . 
о 
с'
2
 7 1 In unserem Falle ist а = -
т г
, Я = и == - , und so ist 
2 4 4 
з
 3 c2 
-1— К^ГС т е 4 
У8 
w
 L 
4 ' 4 
woraus wir für Ф(с) den in Satz 5. angegebenen Ausdruck erhalten. 
(Eingegangen: 6. VII. 1957.) 
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KÉT MINTA ÖSSZEHASONLÍTÁSA A M1NTAELEMEK 
KÉT STATISZTIKAI FÜGGVÉNYE ALAPJÁN 
V I N C Z E I S T V Á N 
Kivonat 
Az irodalomban számos kritérium ismeretes, amely annak eldöntésére 
szolgál, hogy két minta azonos eloszlásból származik-e. E próbák sokszor 
nem eléggé érzékenyek bizonyos ellenhipotézisekre. Közelfekvő gondolat 
illeszkedési próbák finomítására olyan statisztikai próbák konstruálása, amelyek 
a mintaelemek két (esetleg több) jól megválasztott statisztikai függvényén 
alapulnak. — Jelen dolgozatban néhány kétváltozós eloszlás- és határeloszlás-
tételt bizonyítunk be, amelyek ilyen próbák konstruálására alkalmasak. Néhány 
további határeloszlástételt, összefüggéseket ismert határeloszlástételekkel, továbbá 
a próbák alkalmazásához szükséges táblázatokat — egyenlő darabszámú minták 
esetére — egy további közleményben kívánunk publikálni. 
Legyenek , £2, és щ, rß, . . . , ту, az F(x), illetve G(x) eloszlás-
függvénnyel bíró illetve ц valószínűségi változókból vett n elemű minták. 
Jelölje F„(x), illetve G„(x) a megfelelő empirikus eloszlásfüggvényeket. Legye-
nek végül £o'l) és îjo° azok az „első" helyek, ahol az 
(F„(x) — Gn(x)), illetve |F„(x) —G„(x ) | 
függvények maximális értéküket felveszik ; vagyis a maximum-helyek alsó 
határai. E jelölésekkel a következő tételek állanak: 
1. t é te l . Ha F(x) == G(x), akkor 
p j sup (Fn(x) — Gn(x)) = p , / (Fn (to0' + 0) + G„(to° + 0) ) = ! = 
0, ha k< 0 vagy k + r páratlan 
r \ (2n — r\ 
1 
( г - 1 ) ( 2 л - г + 2 ) (2n ) ' 
U 1 
Í M , / 2 л - - r + b 
r+k U • r+k k ( k + l ) l 2 i 2 1 
г (2л — r + 1 ) j 2 л) 
1 , n j 
- , ha k = 0, /- = 2 , 4 , . . . , 
ha k—\,2,...,n; 
r = k, k + 2, . . . 2л — к. 
Minthogy fenti eloszlásunknak peremeloszlása a G N Y E G Y E N K O — K O R O L J U K -
féle [7] egyoldalú eltérésre vonatkozó véges eloszlás, ennélfogva valószínűség-
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számítási bizonyítását nyertük a következő azonosságoknak 
у . . к (к+ 1 
4 .r(2n — r+\) 
r 
r + k 
2 л — r + 1 
r + k 
п к— 
2k + 
n + k + 
ц 2 л ] 
-1 \n—к i ' 
ahol az összegezés r — k, k + 2, . . . 2 n — A:-ra értendő, míg 1 -+kk^kn. 
A k = 0 esetre 
/ 2 л — 1 
2 ( r—1) (2л—r + 2) 
n— 2 
_ J _ 2 л  
n + l l n j ' 
ahol az összegezés r 2, 4, 6, . . . - r a vonatkozik. 
Vezessük be a következő jelölést : 
Ш 
V / 
а г = 2 ( - 1 ) 
r=0 
r + k 
+ rk 
{2v+\)k 
2 . tétel. Ha F{x) = G(x), akkor 
к 
sup IF f x ) - G f x ) j ( F f t p + 0) + G,, Op + 0 ) ) = " | = 
Il /-ill - со- ж<со 
О, 
9 л>к+п 
ai /л r f\2n-г+1 
ha к < 0 vagy r + k páratlan, 
2 л 
л 
, ha к= 1,2, . . . л ; г = /г, к + 2,... 2л — /г. 
Az 1. tétel bizonyítása két egyszerű kombinatorikus lemmán alapszik, 
míg a 2. tétel bizonyítását bolyongási feladatra vezettük vissza. 
Fenti eloszlástételekből a megfelelő határeloszlástételeket úgy nyerjük, 
hogy л növelésével r-et л-rendben, míg k-t ]fn rendben tartatjuk végtelen felé, 
pontosabban 
k~^2ny, r~2nz. 
3 . tétel. Ha F(x) г G(x), akkor — l-re — 
% sup (F n (x) - G„ (x))<y,~ ( f (Sí,'0 + 0) + G„ (4> + 0) ) < 2 | = lim P 
n-+ со - оо<ж< со 
' j 0 0 
' 0, ha y ^ 0 . 
Elosz lá sunk pe reme losz l á sa a SzMiRNOV-féle [14] e loszlás , v a g y i s 2 szerint 
i n t eg rá lva nyer jük 
lim P 
п->.со 
- sup (Ffx) — G„(x))< у 
£ -œ<x<co 
l — e ~ K ha y > О,  
0, ha у ^ 0. 
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На y szerint integrálunk 0-tól °o-ig, akkor egyenletes eloszláshoz jutunk, 
amiből adódik, hogy a változó határeloszlása megegyezik $ és ?; közös 
eloszlásával. 
Vezessük be a következő jelölést: 
Z -
 r = 0 
4 . tétel. Ha F(x) = G(x), akkor — 0 Ш z Ш \-re — 
n
2 sup I F„ (x) - G„(x) I < y, i ( F + 0) + G* + 0) ) < z j = l im P 
П-+-СО co <fx<f со 
.</ * 
4 ) I / ( " , v) fill, 1 — r) du dr, ha y > 0, 
0 , ha у ш 0 . 
г szerinti in tegrác ió 0-tól l - i g az abszolút eltérésre v o n a t k o z ó KOLMO-
QOROV—SzMiRNOV-féle e losz láshoz vezet : 
lim P 
41—У со 
- sup |F , (x) —G r e (x) | = < £ -со<аг<со 
2 (—1) e , ha y > О 
О, ha у + 0. 
5. tétel. На F(x) = G„(x), akkor 
lim P 
n—y со 
Г- sup (F,(x) — G„(x)) 
Ч - со <fx<f со 
2 / (F,(£>и ) + 0) + g„+Ö)) < с} = 
/ £4 
) 1'В о 
' 0, ha с ^ О, 
ahol W az ún. Whittaker-féle függvényt jelenti : 
0 
ha 
ОRe(.« — Я) > — V , Iarg г | < гт. 
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ДВУМЕРНЫЕ ПРЕДЕЛЬНЫЕ ТЕОРЕМЫ В ТЕОРИИ 
ВАРИАЦИОННЫХ РЯДОВ 
I. VINCZE 
Р е з ю м е 
В литературе известен ряд критериев для того, чтобы определить 
происходят ли два образца из тождественного распределения. Эти пробы 
часто недостаточно чувствительны в отношении некоторых контрги-
потез. Естественно построение таких статистических критериев, которые 
основываются на двух (или больше) хорошо выбранных статистических 
функциях элементов образца. В настоящей работе доказывается несколько 
теорем о распределении и предельном распределении двух переменных, 
которые годятся для построения таких критериев. Несколько дальнейших 
теорем о предельном распределении, связи с известными теоремами о пре-
дельном распределении и таблицы, нужные для применения проб — в слу-
чае образцов с одинаковым числом элементо в —, автор собирается опуб-
ликовать в дальнейшем. 
Пусть Ii , §2, • • - , in и ïji, /)2, . . . , 7jn суть л-элементные образцы, взятые 
из случайных величин i и т) с функцией распределения F(x) и G(x). Пусть 
F„(x) и G„(x) обозначают соответствующие эмпрические функции распреде-
ления. Пусть, наконец, iiM) и 7$г) суть те „первые" места, где функции 
(Fn(x) — Gn(x)) и |/Ьг(х) — G„(x)| принимают своё наибольшее значение, 
т. е. нижние границы мест максимума. Имеют место цледующие теоремы. 
Т е о р е м а I. Если F(x) = G(x), то 
4 " . т ( Д . Ф я ) + 0) + G „ $ n ) + 0) ) = 2 j = sup (F„(x) 
- oj<;x<+co 
G„(x)) 
2n 
0 если k < 0 или k-\-r нечётно 
r \ (2n—r \ 
1 
(г — 1)(2л — г + 2) n UJ 
k{k+\) 
r + k 
2 n—r+ 1 
„ r + k 
r(2n — r+ 1) Í2П\ UJ 
если k = 0, r = 2, 4, ., 
если £ = 1 , 2 , . . . , л, 
r = k, k + 2,...,2n- -k. 
Так как граничное распределение этого распределения есть конечное 
распределение Г н е д е н к о—К о р о л ю к а [7], относящееся к одностороннему 
отклонению, то мы нашли теоретико-вероятностное доказательство следу-
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\ 
ющих тождеств : 
у . k{k + 1 ) í r W 2 n - r + Ь 2k+\ i 2n 
f f r(2n — r+l)\r + kj I
 n r + k j n + k+ \ \ n — k) 
где суммирование происходит для r—k, к+ 2, ..., 2п — к и 1 ^кШп. 
Для случая к = 0 
Т ( г - \ ) ( 2 п - г + 2)\± 
2л — г \ _ 1 (2 п 
г \ л + М п 
2 \ п 2~ 
где суммирования производится для г = 2, 4, б, ... 
Введём следующее обозначение : 
^ W + rk) Г 
Т е о р е м а 2. Если F(x) = G (х), то 
s u p | f B ( j c ) _ G „ ( x ) | - 4 ' w ( F , + 0 ) + G„ + 0 ) ) = 4 ! 
-œ<sc<ro п /Л ; 
О, если к< 0 или к + г нечётно, / О ,  
) 2 А? ™ ЛГ;. +1 
I (2; , если к= \ , 2 , . . п ] г = к,к + 2,...,2п — к. 
Доказательство теоремы I основывается на двух простых комбинатор-
ных леимах, в то время, как доказательство теоремы 2 сводится к задаче 
блуждания. 
Из приведённых теорем распределения получатся соответствующие 
теоремы предельного распределения, если с увеличением стремится к бес-
конечности как л, а к У п, тоьнее 
• к~\2пу r~2nz 
Т е о р е м а 3. Если F(x)= G(x), то для 0 g z ^ l 
lim P sup (F,fx) - G,fx)) < y, j(F„(Çon) + 0 ) + G + Ф ' + О)) <z\ = 
il—У СО ' " - CD-. X • СО ' 
У ~iz 
Ш { v ( \ - v ) Y * e ~ * ^ d u d v ' если ' < 0 
о о 
О, если у ^ 0. 
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Граничное распределение этого распределения есть распределение Смирнова 
[14], т.е., интегрируя по z, получаем: 
lim Р sup (Fn(x) — G„ (x)) < y .= 
- со О со 
( 1 — e '-'f-, если y > 0  
О, если y g 0. 
Если интегрировать по y от 0 до <*>, то получается равномерное 
распределение, откуда следует, что г р а н и ч н о е р а с п р е д е л е н и е 
п е р е м е н н о г о £о'1) с о в п а д а е т с о б щ и м р а с п р е д е л е н и е м S и ?]. 
Введём следующее обозначение : 
z -
 v=o 
Т е о р е м а 4. Если F(x) = G(x), то для O ^ z ^ j l 
J sup I (7„(x) — Gn(x) I < y, I (F,,(4+ 0) + rin +0))< 2} = 
- 4-12^1)3 r-
lim P 
П-> CO 
- CD < X<Z CD 
8_ f(u, v) /(«, 1—v) du dv, если у > О 
о о 
О, если у Ш О. 
Интегрирование по г от 0 до 1 приводит к распределению 
К о л м о г о р о в а — С м и р н о в а относящемуся к абсолютному отклонению : 
lim Р 
П-FCD 
г, 
sup \Fn(x) — Gn(x)\<y} = {vá z (—\)
ve- 2 v* y \ если y > О 
2 -œ<j- - oo 
Т е о р е м а 5. Если F(x) = G(x), то 
О, если ' у+0. 
lim Р 
Н—>-00 
sup (F„(x)—G„(x)) 
-со- х- со 
2 1 < с > == 
/ 0 
J ^ í t e - W ^ d t 
{ О, 
если с > О 
если с g О, 
где W обозначает так называемую функцию W h i 11 a k e r : 
1 Z. _ 
WKli(z) = 
»+ z - e 
если 
f ( и — Я 
u 
/ 
— Я) > — 4- , arg z | < ;r. 

K É T P Ó L U S Ú E L E K T R O M O S H Á L Ó Z A T O K R Ó L , I . 
ÁDÁM ANDRÁS 
Bevezetés 
Két pontot összekötő elektromos hálózatok1 ' szerkezeti vizsgálatánál két 
nagy osztályt szokás elkülöníteni: azoknak a hálózatoknak az osztályát, ame-
lyek előállíthatóak a legegyszerűbb (egyetlen élből álló) kétpólusú hálózatból 
soros és párhuzamos kapcsolások ismételt alkalmazása által; valamint azokét, 
amelyek ilyen előállítással nem rendelkeznek. Az utóbbi típusú hálózatra 
legkézenfekvőbb példa a Wheatstone-féle híd, ezért e t ípus a „hidas hálóza-
tok" összefoglaló elnevezéssel is ismeretes. Látjuk, hogy a hidas hálózatok 
ilyen értelmezése negatív definíció, melynek (formálisan) semmi köze vala-
milyen „híd" fellépéséhez a hálózatban. Célunk a hidas hálózatoknak ezt az 
értelmezését pozitívra váltani: megmutatni, hogy pontosan a hidas.hálózatok-
ban csatlakoznak alkalmas utak úgy egymáshoz, mint a Wheatstone-hídban 
az élek. 
Matematikailag egy kétpólusú hálózat egy véges gráfot jelent (több-
szörös éleket is megengedve, kizárva a hurkokat-'), mely bizonyos feltételek-
nek eleget tesz. Mégpedig: minthogy számunkra csak az fontos, a gráf 
hogyan köti össze a két kitüntett pontját, feltételezzük, hogy nem tartalmaz 
a gráf izolált pontokat, sem olyan éleket, amelyeken a két kitüntetett pont 
közötti egyetlen út sem halad át. E feltételnek az 1. § -ban adjuk két ekvi-
valens változatát. Fő eredményeinket a 2. §-ban érjük el és annak 4. tételébe 
sűrítjük össze.3 ' 
!) Vizsgálatainkban megengedett (de közömbös), hogy egy hálózat egy éle ne puszta 
huzalt jelentsen, hanem tetszőleges olyan kétpólusú alkatrészt, amely (legalább működése 
bizonyos fázisában) vezető összeköttetést hoz létre a két pólusa között (pl. jelfogó tekercse, 
jelfogó érintkezője, elektroncső anód-áramköre). 
2) Hurok: olyan él, amelynek kezdőpontja és végpontja ugyanaz a pont. Többszörös 
élen itt azt értettük, hogy ugyanazt a pontpárt egynél több él is összekötheti. A később 
bevezetésre kerülő „kettős él" más természetű fogalom lesz. 
3 ) M E N G E R gráfelméleti tételéből (lásd pl. |1], 2 4 4 . oldal) következik, hogy egy irre-
ducibilis gráfban van két egymástól idegen pálya. E tény ismeretében a 2. tétel bizonyítá-
sának csak az 1. esetére van szükség, és lehetőség nyílik a 4. tétel ciklikus bizonyítására. 
(A y) -*• ,î) -*• a) bizonyítási lánc lezárható az «)->;') lépéssel.) A dolgozatunkban szereplő 
bizonyítások lényegesen egyszerűbbek, mint a MENGER-féle tételt igazoló gondolatmenet. 
A. G. L U N C kimondja kandidátusi disszertációjában ([3], 6. oldal) a 4 . tételben szereplő 
a) és ß) tulajdonságok ekvivalenciáját, bizonyítását azonban tudomásom szerint nem pub-
likálta. (Megjegyzés az első korrigáláskor, 1958. V. 6-án.) 
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1. §. Elnevezések, jelölések 
Gráfon mindig véges sok pontot és élt tartalmazó gráfot értünk. A ß 
gráf pontjainak és éleinek egy 
A„ eu Au e.2, A.,, e3, As,..., A„.i, e„,A„ (n Ш 0) 
sorozatát útnak nevezzük, ha egyetlen pont sem szerepel kétszer a sorozatban, 
és bármely /-re (1 gign) az e, él az A - i és A pontokat köti össze.4' Ha 
egy út csupán egy pontból áll, akkor elfajult útról beszélünk. 
Az utakat kis latin betűkkel fogjuk jelölni, szükség esetén a kezdőpontot 
és végpontot zárójelben kiírva: a(PQ). Ha az a útnak A és В (ily sorrend-
ben!) pontjai, akkor a[AB] jelentse az a útnak A és В közötti részét. Az 
ellenkező irányú utat (—l)-ik hatvány-
ként jelöljük: pl. a~1(QP), a l[BA). 
Ha az a (AB) és b (BC) utak-
nak B-n kivül közös pontjuk nincs, 
akkor a-b jelentse azt az utat, amely 
először a pontjaiból és éleiből, ezek 
után b pontjaiból és éleiből áll (meg-
tartva azok sorrendjét), de B-t csak 
egyszer tartalmazza. 
Egy út bármely oly pontját, 
amely az út kezdőpontjától és vég-
pontjától különbözik, az út belső pontjának nevezzük. Két utat egymástól ide-
geneknek nevezünk, ha nincs közös élük, sem olyan közös pontjuk, amely 
legalább egyiküknek belső pontja.5 ' 
Minden vizsgált gráfban ki fogunk tüntetni egy pontot, mint a gráf 
kezdőpontját, és egy attól különböző pontot mint a gráf végpontját. A P és 
Q betűket e kezdőpontok illetve végpontok jelölésére tartjuk fenn. Ha egy 
gráfban valamely útnak kezdőpontja a gráf kezdőpontja, végpontja pedig a 
gráf végpontja, akkor ezt az utat pályának nevezzük. Egy c(AB) nem elfajult 
utat kettős útnak fogunk nevezni, ha vannak olyan a és b pályák, melyekre 
c = a\AB] és с l = b[BA] (1- ábra.). 
Speciális esetként adódik a kettős él fogalma. Nyilvánvaló, hogy egy 
gráf akkor és csak akkor tartalmaz kettős élt, ha tartalmaz kettős utat. 
Ha egy © gráfban az a(AB), b(PC), c(CA), d(CB), e(ÁD),f(BD) és 
g(DQ) utak (2. ábra) egymástól páronként idegenek, közülük legfeljebb b és 
.g elfajultak, továbbá a P,A,B,C,D,Q pontok az esetleges P = С vagy 
Q = D egybeeséstől eltekintve páronként különbözőek, akkor azt mondjuk, 
hogy bj-nek ezek az útjai a Wheatstone-híd módján csatlakoznak egymáshoz. 
1. ábra 
4) Az éleket eleve nem irányítjuk, mikor azonban elnevezünk egy élt, akkor valame-
lyik irányításban tekintjük. Az А, e, В út és az e él között nem teszünk különbséget. 
•"') Nem áll tehát ellentétben két út idegenségével, ha az alábbi módok egyikén csat-
lakoznak egymáshoz: 
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Egy gráfot nevezzünk 7, tulajdonságúnak, ha a gráf bármely A pont-
jához van olyan pálya, amely átmegy A-n. 
Egy gráfot nevezzünk T, tulajdonságúnak, ha bármely pontjából kiindul 
legalább egy él, továbbá bármely e éléhez van olyan pálya, amely átmegy 
e-n (azaz: amelynek vágy e, vagy pedig e1 része).6» 
1. té te l . Egy gráf akkor és csak akkor 7, tulajdonságú, ha egyszers-
mind 7, tulajdonságú ts. 
A 
2. ábra 
Bizonyítás . Világos, hogy egy T2 tulajdonságú gráf rendelkezik a 7, 
tulajdonsággal is. Megfordítva, legyen a @ gráf tulajdonságú. A T2 tulaj-
donság két kikötése közül csak a második szorul bizonyításra. Legyen e(AB) 
tetszőleges éle @-nek; legyen a olyan pálya, amely A-n átmegy, és legyen 
b olyan pálya, amely B-n átmegy. A bizonyítás további részében három 
esetet különböztetünk meg, ezek egyike két alesetre esik szét. 
1. eset. Az a pálya átmegy B-n. Aszerint, hogy az A és F pontok közül 
melyik fordul elő előbb az a pályán, létezik vagy az a [PA]-e-a[BQ] pálya, 
vagy pedig az a[PB]el ö[AQ] pálya. 
2. eset. A b pálya átmegy A-n. Ez az esçt az előzővel megegyező 
módon vizsgálható. 
3. ábra 4. ábra 
3. eset. Az a pálya nem megy át а В ponton, és a b pálya nem megy 
át az A ponton: 
+-Ш 3/a. eset. Az a[PA] út idegen a 6[ßQ] úttól. Ekkor létezik az 
a[PA]-e-b[BQ\ pálya. 
3/b. eset. Az a [PA] út nem idegen a ö[SQ] úttól. Jelöljük a ú [ F Q ] út 
első olyan pontját C-vel, amely a-nak is pontja (nem feltétlenül a[PA]-nak). 
e) Az ilyen tulajdonságú gráfot T R A H T E N B R O T [ 2 ] dolgozatában erősen összefüggőnek 
nevezi. 
214 ÁDÁM A N D R Á S / 
Nyilván C f á . Aszerint, hogy С az a[PA] útnak pontja-e vagy az û [4Q] 
útnak, létezik az 
a[PC]b\CB\-el-a[A Q] 
pálya (3. ábra), illetve az 
a[PA]-eb[BC]a[CQ] 
pálya (4. ábra)7 ' . Ezzel a tétel bizonyítását befejeztük. 
A továbbiakban csak olyan gráfokkal foglalkozunk, amelyek rendel-
keznek a 7, és T, tulajdonságokkal. 
2. §. Eredmények 
Legyen adva két egymástól idegen gráf: és @2- Kezdőpontjaik 
legyenek P^ és P,, végpontjaik: Q, és Q.,. A két gráf soros kapcsolásán 
értsük új gráf előáHítását a Q1 = P 1 azonosítással; az így előálló gráf kezdő-
pontja legyen végpontja Q2. A két gráf párhuzamos kapcsolása jelentse 
ú j gráf előállítását a P1 = P.1 kezdőponttal, Q, = Q,, végponttal. T R A H T E N B R O T 
[2] dolgozatának 3. tételéből következik, hogy egy © gráf lényegében egy-
értelműen állítható elő sorbakapcsolások és párhuzamos kapcsolások véges 
sokszori alkalmazásával oly gráfokból, amelyek mindegyike irreducibilis mind 
a soros, mind a párhuzamos kapcsolásra nézve.8' A következőkben röviden 
irreducibilisnek nevezünk egy gráfot, ha mind sorosan, mind párhuzamosan 
irreducibilis. Az említett gráfokat a © gráf irreducibilis alkatrészeinek nevez-
zük. A legegyszerűbb irreducibilis alapelem: Pо—о Q. Könnyen belátható, 
hogy egy kettőnél több pontból álló irreducibilis © gráfban 
a) P és Q között nincs él, 
f ) © bármely pontpárja között van olyan út, amely sem P-t, sem Q-1 
nem tartalmazza belső pontjaként, 
y) © bármely (P-től és Q-tól különböző) pontjához van olyan pálya, 
amely azon a ponton nem megy át.9' 
') Ábráinkban — ha az áttekinthetőség érdekében szükséges — ugyanazt a pontot 
két példányban ábrázoljuk. 
8) Ez a tény közvetlenül is belátható. — „Lényegileg egyértelműen" azt jelenti, hogy 
a párhuzamosan kapcsolt komponensek sorrendjétől/valamint a sorosan és párhuzamosán 
kapcsolt komponensek csoportosításától eltekintve. — Egy gráfot irreducibilisnek nevezünk 
a soros, illetve párhuzamos kapcsolásra nézve, ha nem állítható elő más (egyszerűbb) gráfok-
ból soros, illetve párhuzamos kapcsolással. 
9) E három tulajdonságot a következő meggondolások igazolják: 
a) Ellenkező esetben az él párhuzamos kapcsolással leválasztható lenne. 
ß) Legyen ugyanis А ( ф P, Q) pontja W-nek. Tekintsük azokat a pontokat, amelyek 
4-va l összeköthetőek sem P-t, sem Q-t nem tartalmazó úttal. Ezek a pontok, továbbá az 
őket egymással, P-vel és Q-val összekötő élek olyan ©' gráfot alkotnak, amely — ameny-
nyiben ß) nem teljesül, tehát 05' Ф © — párhuzamos kapcsolással leválasztható ö-ről. 
y) Legyen ugyanis A olyan pont, amelyen bármely pálya átmegy. Belátható, hogy 
ha van valamely В ponthoz olyan pálya, amelyen В megelőzi 4-t, akkor nincs olyan pálya, 
amelyen A megelőzi ß-t ; tehát beszélhetünk W-nek 4 - t megelőző, és 4 - t követő pontjairól. 
© szétesik két szorosan kapcsolt komponensre, amelyek egyike az A előtti pontokat, 
másika az 4 utáni pontokat (továbbá a megfelelő éleket, valamint 4 egy-egy példányát) 
tartalmazza. 
Megjegyezzük, hogy a következtetéseinkhez szükséges állításon túlmenően az a) és ß) 
tulajdonságok együtt ekvivalensek a gráf párhuzamos irreducibilitásával, a y) tulajdonság 
pedig a gráf soros irreducibilitásával. 
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Q 
5. ábra 
2 . tétel. Ha © kettőnél több pontból álló irreducibilis gráf, akkor (B-ben 
van kettős út. 
Bizonyítás . Legyen © tetszőleges pályája a, ennek pontjai: 
A0 = P,A1, . ..,An-i, AH = Q (n ^ 2). 
Bármely i-re (1 ^ i Ш n — 1) legyen azoknak a pályáknak a halmaza, 
amelyek az A,, A-,,..., A, pontok egyikén sem mennek át. a, nem üres. 
1. eset. a,,-i nem üres halmaz. Ekkor van a-tól idegen b pálya. Legye-
nek A és В tetszőleges belső pontjai 
a-nak, illetve b-nek, c(AB) pedig legyen 
valamely P-n és Q-n át nem menő út. 
D legyen c(AB) első oly pontja, amely 
pontja a b pályának is. E legyen с {AD) 
utolsó oly pontja, amely pontja az a 
pályának is. Ekkor léteznek az 
a[PE]-c[ED]b[D Q] 
és b[PD)c-'[DE]-a[EQ] 
pályák, tehát c[ED] kettős út (5. ábra). 
2. eset. Van olyan j ( 2 ^ j ^ n — \ ) , hogy 1 nem üres halmaz, de aj 
igen. Legyen b Ç G+I , ekkor A> pontja b-nek. Legyen с olyan pálya, amely 
nem megy át Arn, legyen ^k^j—1) с utolsó olyan pontja, amely 
pontja a [ P Д,]-пек is. Ekkor a b[PAj\ és C[ALQ] utak idegenek egymástól. 
(Ellenkező esetben legyen В az első olyan pontja Ь[РД]-пек, amely pontja 
e | A Q ] - n a k is; a b [Pß]-c[ßQ] pálya létezése ellentmond a } ürességének.) 
így létezik a 
b[PAj\-ax[AjAk\c[AkQ] 
pálya, tehát á[AkAf[ kettős út (6. ábra). 
3 . tétel. Ha a © gráfban az а , ( Д Р , ) út kettős út, akkor © tartalmaz 
olyan a, b, c, d, e, f , g utakat, amelyek a Wheatstone-hid módján csatlakoznak 
egymáshoz, és a, része a-nak vagy a~x-nek. 
Bizonyítás . Van olyan a{AB) kettős út, amelynek a, része, és amely 
nem valódi része egyetlen kettős útnak sem. Vannak oly к és l pályák, hogy 
k\AB] = a és l[BA] = a Legyen С az utolsó olyan pontja /[Pß]-nek, 
amely к[РА)-пгк is pontja. Legyen 
e[AkQ] D az első olyan pontja /[AQ]-nak, 
amely k[BQ]-nak is pontja. Ek-
kor az a,b = k[PC], c = k[CA], 
) d=l[CB], e=l[AD], f=k[BD], 
g = k[DQ] utak (7. ábra) a tétel 
csaknem valamennyi állítását értel-
b\PAj mezésük folytán kielégítik, csu-
6. ábra pán két állítás szorul még bizo-
nyításra. l[AD] idegen к[PA]-tól ; 
az ellenkező esetben ugyanis legyen F az első olyan belső pontja /[AD]-nek, 
amely k[PA]-r\ak is pontja; a k l P F f l ^ F B y k i B Q ] pálya létezik, ezért a 
(nyilván а-nál bővebb) l[BF\ út kettős út, ellentétben a maximalitásával. 
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Ugyanígy bizonyítható, hogy l[CB] idegen Á:[őQ]-tól: az ellenkezőt feltéte-
lezve, ha /[Cß]-nek az utolsó olyan belső pontját, amely £[ßQ]-val közös, 
G-vel jelöljük, létezik a k[PA)-l l[AG]-k[GQ] pálya, így l[GA] kettős út. Ezzel 
az ellentmondással teljesen igazoltuk a 3. tételt. 
Vizsgálatainknak a 2. és 3. tételekben elért fő eredményeit a következő 
állításban foglalhatjuk össze: 
4 . tétel. Egy © gráfra vonatkozóan ekvivalens a következő három tulaj-
donság: 
a) © nem állítható elő a P о—о Q alapelemből soros és párhuzamos 
kapcsolások alkalmazásával, 
ß) ©" tartalmaz kettős utat, 
y) © tartalmaz oly utakat, melyek a Wheatstone-hid módján csatlakoz-
nak egymáshoz. 
A 
7. ábra 
Bizonyítás. Indukcióval könnyű belátnunk, hogy egy gráf kettős utat 
akkor és csak akkor tartalmaz, ha legalább egy irreducibilis alkatrésze tartal-
maz kettős utat. Ezért /í)-ból következik a) és 2. tétel alapján «)-ból követ-
kezik ß). A 3. tétel szerint ß) teljesülése maga vonja y) teljesülését. Az, hogy 
7)-ból következik ß), nyilvánvaló a bcafg és bda leg pályák létezéséből. 
(a, b, c, d, e, f g a Wheatstone-hid módján csatlakozó utakat jelentik.) 
Befejezésül megjegyezzük, hogy a gráf végességét előíró kikötésből 
csupán a pontok végességének megkövetelése lényeges. Eredményeink érvé-
nyesek végtelen sok élt, véges sok pontot tartalmazó gráfokra is, ha az egy-
élű gráf végtelen sok példányának párhuzamos kapcsolását is megengedjük. 
Hálás köszönetet mondok KALMÁR LÁSZLÓ professzornak, aki e tárgy-
körre figyelmemet felhívta, munkámat érdeklődéssel és tanácsokkal kísérte. 
(Beérkezett: 1957. VII. 5.) 
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О ДВУХПОЛЮСНЫХ ЭЛЕКТРИЧЕСКИХ СЕТЯХ, I. 
A. ÁDÁM 
Р е з ю м е 
Под графом всегда понимается граф, содержащий конечное число 
точек и ребер. Две точки графа могут быть связаны и несколькими реб-
рами. Концы ребер — различные точки. 
Последовательность 
Ао, е
и
 Ai,eo, А>, ..., А„.
л
,е„, А
п
 (п ^ 1) 
называется (невырожденным) путём, если её точки попарно различны и 
ребро е; при всяком i связывает точки А л и Д . 
В каждом графе есть н а ч а л ь н а я т о ч к а и (отличающаяся от неё) 
к о н е ч н а я т о ч к а . Путь называется ц е п ь ю , .если её началная 
точка есть начальная точка графа, а её конечная точка — конечная точка 
графа. Путь называется д в о й н ы м п у т ё м , если существуют две цепи, 
которые пробегают его в различных направлениях. 
От исследуемых графов требуется, чтобы через каждую их 
точку проходила цепь. Определяется последовательное и параллельное 
соединение графов. Известно, что всякий граф может быть единственным 
образом представлен (относительно этих двух методов соединения) из не-
приводимых графов. Самый простой неприводимых граф содержит единст-
венное ребро между начальной и конечной точкой: Р о оQ. 
Пути a, b, с, d,e,f и g п р и м ы к а ю т друг к другу п о д о б н о к а к в 
м о с т е W h e a t s t o n е - а , если связаны так, как это показано на рис. 3. 
( Р начальная, a Q конечная точка графа. Пути попарно не имеют общих 
граней и не имеют общих точек, кроме указанных на рисунке. Пути b и 
g могут отсутствовать.) 
Т е о р е м а 2. В неприводимом графе, содержащем по крайней мере 
3 точки, есть двойной путь. 
Т е о р е м а 3. К любому двойному пути графа найдутся такие пути, 
которые примыкаюь друг к другу подобно как в мосте Wheatstone-a, и 
имеемый в виду двойной путь есть часть пути а. 
Т е о р е м а 4. Относительно графа эквивалентны следующие три 
свойства : 
а) Граф не может быть представлен из элементов Р о о Q после-
довательным и параллельным соединением. 
ß) Граф содержит двойной путь. 
у) Граф содержит пути, которые примикают друг к другу подобно 
как в мосте Wheatstone-a. 
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ÜBER ZWEIPOLIGE ELEKTRISCHE NETZE, I. 
A . Á D Á M 
Z u s a m m e n f a s s u n g 
Unter einem Graphen verstehen wir im folgenden immer einen Graphen 
mit endlich vielen Punkten und Kanten. Zwei Punkte des Graphen können 
auch von mehreren Kanten verbunden werden. Die beiden Endpunkte einer 
Kante sind verschiedene Punkte. 
Eine Folge 
A\,eu Aue-2, Ait..., A„-i,e„,A„ (n ^ 1) 
wird ein (nicht degenerierter) Weg des Graphen genannt, wenn ihre Punkte 
paarweise verschieden sind, und die Kante für jedes i die Punkte i und 
A; verbindet. 
Wir zeichnen in jedem Graphen einen Punkt aus, der der Anfangspunkt 
des Graphen genannt wird und einen (vom vorhergehenden verschiedenen) 
Punkt , der der Schlusspunkt des Graphes gennant wird. Ein Weg wird eine 
Bahn genannt, wenn sein Anfangspunkt der Anfangspunkt des Graphen, und 
sein Schlusspunkt der Schlusspunkt des Graphen ist. Ein Weg ist ein 
doppelter Weg, wenn zwei passende Bahnen existieren, so dass der Weg 
in beiden Richtungen von diesen Bahnen durchlaufen wird. 
Von den betrachteten Graphen wird gefordert, dass durch jeden ihrer 
Punkte eine Bahn durchgehe. Wir definieren die Reihenschaltung und die 
Parallelschaltung zweier Graphen. Es ist bekannt, dass sich jeder Graph durch 
(für diese beiden Schaltungsmethoden) irreduzible Graphen eindeutig darstellen 
lässt. Der einfachste irreduzible Graph enthält eine einzige Kante zwischen 
seinem Anfangspunkt und Schlusspunkt: Po о Q. 
Die Wege a,b,c,d,e,f und g schliessen sich zu einander wie eine 
Wheatstonesche Brücke an, wenn sie auf solche Art zusammenhangen, wie man 
an der Abbildung 3. sehen kann. (P ist der Anfangspunkt, Q der Schlusspunkt 
des Graphen. Die Wege sollen paarweise keine gemeinsame Kante, und keinen 
anderen gemeinsamen Punkt enthalten, als an der Abbildung sichtbar ist. Die 
Wege b und g mögen verschwinden.) 
Satz 2. Ein irreduzibler Graph mit mindestens drei Punkten enthäl 
einen doppelten Weg. 
Satz 3. Für jeden doppelten Weg eines Graphen gibt es Wege, die 
sich zu einander wie eine Wheatstonesche Brücke verhalten, und der betrachtete 
doppelte Weg ist im Wege a enthalten. 
Satz 4. Die folgenden drei Eigenschaften sind äquivalent für einen 
Graphen : 
cc) Der Graph lässt sich nicht aus dem Grundelement Po о Q durch 
Reihen- und Parallelschaltungen darstellen; 
ß) Der Graph enthält einen doppelten Weg ; 
y) Der Graph enthalt Wege, die sich wie eine Wheatstonesche Brücke zu 
einenander anschliessen. 
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PARADICSOMSŰRÍTMÉNYEK 
MIKROBIOLÓGIAI ELLENŐRZÉSÉNÉL FELLÉPŐ 
STATISZTIKAI PROBLÉMÁKRÓL 
ÉLTETŐ ÖDÖN és SARKADI KÁROLY 
A Konzerv-, Hús- és Hűtőipari Kutató Intézet kérésére foglalkoztunk a 
következő problémával. 
Paradicsomsűrítmények átvételi minőségellenőrzése úgy történik, hogy a 
tétel valamelyik dobozából vesznek egy mintát ; ezt szabvány szerint hígítják, 
majd belőle néhány cseppet kivéve, mikroszkóppal megvizsgálják, hogy 
50—100 mikroszkópi látótér közül hányban található penészfonál. A penész-
fonalas, azaz pozitív részek százalékos számaránya a minta ün. Howard-
száma. Ha ez a Howard-szám egy bizonyos korlátnál nagyobb, akkor 
visszautasítják az egész tételt, ha kisebb, akkor átveszik. Külföldi átvételnél 
a szereplő korlát 40. A kérdés az, hogy milyen korlátot kell megadni hazai 
előzetes ellenőrzésnél a Howard-számra ahhoz, hogy megfelelő minőségű 
tételek kerüljenek exportra, továbbá hogyan módosul ez a hazai átvételi 
korlát, ha tételenként nem egy, hanem két vagy esetleg több előzetes vizs-
gálat történik. 
A problémát több szempontból és különböző módokon lehet tárgyalni, 
azonban mindegyiknél több-kevesebb egyszerűsítő feltételezéssel kell élnünk. 
Feltesszük, hogy a megvizsgált látóterek száma rögzített (a gyakorlatban rend-
szerint 100 látóteret vizsgálnak meg). Ha a látóterek pozitív vagy negatív 
volta egymástól független lenne, akkor a mintában talált Howard-szám b ino-
miális eloszlású lenne. Azonban egyrészt a penészfonalak nem egyenletesen 
elszórva jelentkeznek, hanem kisebb-nagyobb csomókban, másrészt egy-egy 
penészfonál esetleg nem csak egy látótérben észlelhető, hanem átnyúlhat 
két-három szomszédos látótérbe is. Ily módon a szomszédos látóterek nem 
függetlenek egymástól, az eloszlás nem lesz binomiális, ami a fenti okok 
folytán elsősorban pl. abban jelentkezik, hogy a tapasztalati szórás elég 
jelentősen nagyobb, mint a megfelelő binomiálisnál lenne. A tárgyalás során 
ezért feltesszük, hogy a Howard-számok eloszlására a normális eloszlás 
a megfelelő közelítés. E feltételezést a tapasztalat is megerősíti. A meg-
bízó intézet ugyanis előzőleg több tételre vonatkozóan 500—500 mérésből 
álló részletes vizsgálatot végzett, s a nyert tapasztalati eloszlások általában 
elég jó egyezést mutattak a normális eloszlással. Feltesszük továbbá, hogy a 
Howard-szám szórása független a várható értéktől, s ennek folytán a szórást 
állandónak és a tapasztalati adatokból ismertnek tekintjük. Ez a feltételezés 
csak bizonyos határok között nem jelent nagy eltérést a valóságtól. Ha a v izs-
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gálatra kerülő tételek Howard-számának várható értékei között nagy eltérések 
vannak, akkor az állandó szórással való számolás lényeges hibát okozhat. Ezt 
a hibát az [1] 7.3. pontja szerint végzett homoszcedasztikus transzformációval 
küszöbölhetjük ki. A transzformációt a megbízó intézet részletes vizsgálataiból 
nyert adatok alapján az alább példaként ismertetett konkrét esetben elvégeztük. 
A probléma megoldására lényegében három módszer kínálkozik. 
1 . Az első tárgyalásmódnál még azt a további feltételezést tesszük, 
hogy az egyes tételek minősége egymástól független, s így az ellenőrző vizs-
gálat alapján történő döntés alapja csak a konkrét mintára vonatkozó vizsgá-
lat lehet. 
Ezen feltevések alapján a probléma a következő feladat megoldására 
vezethető vissza: 
Legyen adva egy normális eloszlású 2 valószínűségi változó ismeretlen 
y várható értékkel és ismert о szórással. Ezen változó értékére nézve két 
megfigyelést végzünk, és az első ismeretében akarunk a másodikra követ-
keztetni. 
Pontosabban a következő feladattal állunk szemben: 
Azt kívánjuk, hogy bármekkora is a ,« értéke, legfeljebb 1—ß legyen 
annak együttes valószínűsége, hogy 2 az első esetben ne haladjon meg egy 
korlátot — jelöljük ezt x-szel, a második megfigyelésnél viszont egy másik 
korlát, t fölé essék; ß a biztonsági együttható, t és ß adot tak; keressük x azon 
értékét, amely ennek a feltételnek megfelel. Könnyű belátni, hogy e feltételek 
teljesítése teljesítése szempontjából legkedvezőtlenebb az az eset, amelynél ,u 
éppen x és t számtani közepe. Jelölje Фу ^ ) a 2 eloszlásfüggvényét — 
Ф(и) a standard normális eloszlásfüggvény — ; akkor a fentiek szerint a 
(1) Ф X-
n tAt) 
kifejezést kell maximalizálni у szerint. Deriválás után kapjuk az ( l ) -e t maxi-
málissá tevő .«0-ra a következő egyenletet: 
(2)
 z ( x - f u \ = z ( y 0 - t 
о ) \ о 
ahol Z(u) = a z Mill-féle hányados, a standard normális sűrűség-
és eloszlásfüggvény hányadosa. Mivel Z(u) monoton csökkenő, (2)-ből követ-
kezik az állítás: , » 0 = — A l . 
( l ) -nek « ezen legkedvezőtlenebb értéke mellett is (1—/?)-val kell egyen-
lőnek lennie, azaz 
t + x\ 
Ф = 1 1 - , A \ О 
s így a keresett korlátra a következő kifejezést kapjuk: 
(3) x = / + 2 
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Ha a hazai ellenőrzés során nem egy, hanem több, mondjuk n darab vizsgá-
latot végeznek, akkor a talált n darab Howard-szám átlagára a korlátot a 
egyenletrendszer x- re való megoldásával kapjuk meg. A (4) egyenletrendszer 
a Mill-féle hányados táblázata alapján minden különösebb nehézség nélkül 
megoldható. 
Az alábbi táblázatban adjuk az előzetes vizsgálatnál alkalmazandó x 
korlátot л = 1,2, 3, 4-re t = 40 és a = 7,43 mellett és néhány valószínűségi 
szintre. (A szórás a megbízó intézet által végzett nagyszámú vizsgálat révén 
kapott empirikus adat . ) 
\ ß  
n \ 0,85 0,90 0,95 0,99 
1 36 33 29 21 
2 36 33,5 30 23 
3 36 33,67 30,33 24 
4 35,75 33,5 30,25 24,25 
A táblázatból látható, hogy az előzetes vizsgálatok számát növelve a 
kapott korlát eleinte egy kicsit növekszik, majd lassan csökken. Ez természe-
tesen nem jelenti azt, hogy ha van rá lehetőség, nem érdemes minél több 
előzetes vizsgálatot végezni, hiszen a feltüntetett korlát a kapott Howard-
számok átlagára vonatkozik. 
Ha a transzformált értékekkel számítjuk ki az előzetes minőségellenőrzési 
határokat, akkor azt tapasztaljuk, hogy a 85 és 90°/o-os szintek esetén a 
transzformáció nem változtatja meg a határokat. A magasabb 95, illetve 99 °/o-os 
szintek esetén a transzformáció általában emeli a határokat. Az utóbbi két 
szintre a transzformációval nyert határokat az a lábbi táblázat ad j a : 
n \ 
0,95 0,99 
1 29 23 
2 30 25 
3 30,67 25,33 
4 30,75 25,5 
2 . Az előző pontban ügy kerestük az előzetes vizsgálatnál alkalmazandó 
korlátot, hogy a másodfajú hiba, 1 — ß, előre rögzítve volt. A valószínűségi 
szint megválasztása azonban önkényes. Ez az önkényesség elkerülhető, ha 
nem rögzítjük előre a valószínűségi szintet, hanem gazdaságossági számítások 
alapján állapítjuk meg. 
•'я ' • щщпрпзбярнядощдо 
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Legyen az a kár, amit az a helytelen döntés okoz, hogy az előzetes 
vizsgálat során visszautasítottuk a tételt, bár az a második vizsgálat alkalmá-
val átment volna, wx, az a kár pedig, amit az okoz, hogy elfogadtunk egy 
olyan tételt, amelyiket a második vizsgálat során visszautasítanak, мл, (az oda-
vissza szállítás költsége, esetleg még más okozott költség). Ekkor a helytelen 
döntés által okozott várható kár 
(5) wx Ф 
о 
о 
• Wo Ф X — f i 
а 
Ф 
-t 
x-et úgy akarjuk megválasztani, hogy ez a kár fi legkedvezőtlenebb értéke 
mellett a lehető legkisebb legyen. Vagyis az (5) kifejezés fi szerinti maximu-
mának x szerinti minimum-helyét kívánjuk meghatározni. 
Az első részben láttuk, hogy (5) első tagjának fi szerinti maximuma 
x + t 
a fi = —-— helyen van. Hasonló módon belátható, hogy a második tagban 
szereplő kifejezés is ,«-ben ugyanezen a helyen veszi fel a maximumát. így 
x + t 
azt kapjuk, hogy (5) fi szerinti maximuma a fi helyen van. Tehát a 
(6) w, Ф t-2o + Щ Ф 
-t 
2 a 
kifejezést kell x-ben minimálissá tenni. Felhasználva а Ф ( — x ) = l — Ф(х) 
azonosságot, (6) a következő alakot ölti: 
(7) Ф 2 a (w, + w2) — 2 Ф 
x—t 
2a IV, - w. 
Ebből deriválás után azt kapjuk, hogy az x szerinti minimum az 
(8) х = / + 2 а Ф _ 1 | w, 
Wx+ U>2 
helyen van. Ezt a határt kell tehát alkalmaznunk az előzetes vizsgálatnál. (7)-ből 
látható, hogy az előzetes korlát csak akkor lesz az átvevő által megszabott t 
korlát alatt, ha a második tag negatív, azaz w2 > u>,. A módszer alkalmazásá-
hoz szükség van minden esetben wx és w2 előzetes megbecslésére, de ész-
szerű feltenni, hogy a szállítás csak növelheti a visszautasítás által okozott 
kárt (мл, > w,). Ennél az eljárásnál tehát 1—ß értéke (az ún. másodfajú hiba való-
színűsége) nincs előre meghatározva, azt az (1) kifejezés adja, x helyébe (8)-at, 
fi helyébe x + t 2 -t téve. Ha n számú előzetes vizsgálat történik, akkor (5) helyett a 
w, Ф У n Ф 
a j \ a 
kifejezés ,« szerinti maximumát kell x-ben minimalizálni. 
3 . Az eddig tárgyalt két módszernél feltételezzük, hogy az előzetes 
vizsgálat alapján történő döntés alapja csak a konkrét mintára vonatkozó vizs-
gálat lehet. Mivel az egyes tételek minősége egymástól nem független 
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— ugyanazon gyárból kikerülő tételeknél, vagy legalább is egy részüknél 
nagyjából azonos volt a nyersanyag, azonos a feldolgozás minősége, stb. — 
hatásosabb eljárás nyerhető, ha az egyes tételekre vonatkozó döntés t ugyan-
attól a gyártól származó egyéb minták eredményétől is függővé tesszük. 
Ebben a tárgyalásban tehát azt tesszük fel, hogy egy mintában talált 
Howard-szám olyan normális eloszlású valószínűségi változó, amelynek vár-
ható értéke tételről tételre változva maga is valószínűségi változó, amely 
egy-egy tételben meghatározott értéket vesz fel. Erről a változóról feltesszük, 
hogy egy gyáron belül az eloszlása normális. A mintabeli szórásnál most is 
feltesszük, hogy független a várható értéktől és előre ismert. Vagyis feltesszük, 
hogy £ = r/ + í , ahol rt és Ç függetlenek, i] normális eloszlású ,« várható 
értékkel és o„ szórással , £ szintén normális eloszlású 0 és a paraméterekkel. 
Vegyünk most egy mintát az adott tételből. Ennek eredménye legyen 
£ ] = ? ) + £,. Feladatunk ennek a lap ján az x korlátot úgy meghatározni, hogy 
a ^ x feltétel mellett az adott ß mennyiséggel legyen egyenlő annak való-
színűsége, hogy a második mintában h — r\ + Ç2 ^ t legyen, azaz 
(9 ) 
áll jon. Itt a számlálóban egy kétdimenziós normális eloszlásnak az (x, t) helyen 
felvett értéke áll. Ennek a kétváltozós normális eloszlásnak a paramétereit 
könnyen kiszámíthatjuk: 
M{£i} == M {£,}==/t 
D'2{£1} = D2fè} = ^ + oa 
és 
= = ahol 0? = О5 + Ф. 
U Q "t" V Ol 
Ezen paraméterek ismeretében a kétdimenziós normális eloszlás táblázatának 
[2] igénybevételével feladatunk numerikusan megoldható. 
Egy másik elv lehet az x kiszámításánál az, hogy a P{£2 ^g fjlq ^ x} 
helyett a P { £ 2 ^ f | £ 1 = x} valószínűség értékét rögzítjük. Megjegyezzük, hogy 
ez utóbbi elv szigorúbb, mert 
(10) P{§2 íi f|li = x} = ß 
esetén az elküldött tételeket á t lagosan /S-nál n a g y o b b arányban fogják átvenni : 
csak az elküldöttek közül a legrosszabbakat, az előzetes ellenőrzésen éppen 
átcsúszottakat veszik át ß a rányban. Ezen elv alapján a határ kiszámítása 
valamivel egyszerűbb, a megoldás a normális eloszlás inverz függvénye segít-
ségével zárt a lakban megadható. Mégpedig, mivel és £2 kétdimenziós normális 
•eloszlású fentebb meghatározott paraméterekkel, együttes sürüségfüggvényük 
1 /V-м)2 ^(x-rtfo-M) (I/-M)2t 
1 " а (1-<й«фГЯ 4 
2:zo[ \loi—0o 
2 / 2 4 
1 9 Л 24 l + 
1 «cr-i+crAl crj ) -e 
2:to(J\][Ő\ + 02 
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tehát S2 feltételes sűrűségfüggvénye a t, = x feltétel mellett 
( 2 "0 \ 
Ï71 24 + 
2er (о-(+<Тц) У <rf ; f ( y I*) 2 / 2 
^
 CTï / ' s ffö 
1 2 / 0 n 
dt 
1 
а\\+оЦ(АГ\ оЬ +оЦо{ 
így x-re (10) alapján a következő egyenletet kapjuk: 
ojjx + o V ) 
о 
О 
o f 1 + Со/of 
Ezt х-re megoldva adódik a keresett határ: 
a (И) OÄ Ö7 -^í О 
n számú előzetes vizsgálat esetén a (10) formula — mint könnyen belát-
ható — a következőképp módosul: 
Ool и öi ndi 
itt ol = o í + ~ . 
A fentiekből látható, hogy ezen számítási mód esetén az ismertnek fel-
tételezett a-n kívül szükség van az egyes gyárak termékeit jellemző g és o0 
értékekre is. Ezeket előzetes adatokból becslés útján határozhatjuk meg. На о 
értékét pontosnak vesszük, akkor ol = o\—ő1 mennyiség becslésének relatív 
szórása 2n(o{-—lf)' e z a m e n n y i s é g паёУ> — P'- a z 5—10%-ot meg-
haladja —, akkor a becslés bizonytalan és meghamisítja az eredményt. Ilyen-
kor kevésbbé bízhatunk meg a homogénebb anyagra vonatkozó kevés adat-
ból mint a bár kevésbé homogén de több adatból származó becslésben, azért 
célszerű ilyen esetben OÍ helyébe az összes — nem csak az illető gyárra 
vonatkozó — adatokból számított értéket írni. 
A megoldásnál a fő nehézséget ц és oa becslése okozza. A megbízó 
intézet vizsgálatai szerint ugyanis a paradicsompüré minősége nemcsak 
gyárról-gyárra változik, nemcsak évről-évre változik még ugyanazon gyárnál 
is, hanem elsősorban a beérkezett nyersanyagtól függően ugyanabban az 
évben is egészen különböző lehet az egymást követő időszakokban. Ehhez 
járul még az a kísérletek során megfigyelt tény is, hogy a talált Howard-szám 
függ a megfigyelő személytől 
is, ugyanazon tételből vett mintákban külön-
böző megfigyelők szignifikánsan eltérő Howard-számokat figyeltek meg. Ezért 
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ezen pa ramé te reke t c sak akkor lehet a k á r az e lőző évi a d a t o k b ó l , aká r az 
a b b a n az évben m á r leszállított té te lek ada ta ibó l e r e d m é n y e s e n becsü ln i , ha 
fe l tehető , hogy a n y e r s a n y a g m i n ő s é g é b e n , a gyár tás i v i s z o n y o k b a n n e m követ-
kezet t be i dőközben lényeges vá l tozás . 
IRODALOM 
[ 1 ] HALD, A: Statistical theory with engineering applications. Wiley, New York, 1952. 
[2] P E A R S O N , K. : Tables for statisticians and biomelricians, II. Cambridge University Press, 
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О СТАТИСТИЧЕСКИХ ПРОБЛЕМАХ, ВОЗНИКАЮЩИХ ПРИ МИКРО-
БИОЛОГИЧЕСКОМ КОНТРОЛЕ ТОМАТНЫХ КОНЦЕНТРАТОВ 
О. ÉLTETŐ и К. SARKADI 
Р е з ю м е 
Авторы занимаются с вопросами, связанными с следующей проблемой : 
Некоторая партия томатного пюре только тогда принимается покупа-
телем, если так называемое „число Howard-a", нахожденное с помощью 
выборки, взятой из партии, не превосходит некоторое определённое число. 
Спрашивается, как приходится проделать предварительный контроль 
качества, чтобы нехорошие партии задерживались. Предположено, что 
распределение „числа Howard-a" приблизительно нормальному. Предполага-
ется, что дисперсия известна из эмпирических данных. Ошибка, возника-
ющая из гетероскедастичности, может бытх элиминирована гомоскедастич-
ным преобразованием. 
Трактовка проблемы проделана авторами на основе следующих трёх 
принципов : 
1 . Предписано, что вероятность следующего события : при первом 
контроле партия принимается и при втором контроле отклоняется, не пре-
восходит 1—ß. Решение даётся формулой (3). 
2 . Пусть wx означает вред, подорванный при первом контроле, если 
задержится одна партия, которая могла бы приниматься, и iv2 вред, 
подорванный в том случае, когда передаётся одна партия, которая не 
будет приниматься. В этом случае минимаксное решение даётся фор-
мулой (8). 
3 . Предполагается, что среднее значение „числа Howard-a" одной 
партии тоже является случайной величиной, распределение которой в случае 
одной фабрики есть нормальное с параметрами // и о. Эта проблема может 
быть численно решена с помощью таблицы двухмерного нормального, 
распределения [2] (см. формулу (9)). 
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ON T H E STATISTICAL PROBLEMS ARISING 
IN MICROBIOLOGICAL EXAMINATION OF TOMATO PURÉES 
Ö. ÉLTETŐ and К. SARKADI 
Summary 
Authors deal with the quest ions connected with the following problem. 
A lot of tomato purée will be accepted by the consumer if the Howard-
count found in the sample taken out from the lot in question doesn' t exceed 
a fixed limit. What limit is to be used by the producer on the occasion of 
a previous quality control for the purpose of retaining thé bad lots ? It is 
assumed to be legitimate to approach the distribution of the Howard-count 
by the normal one. The variance is assumed to be known from empirical 
data. The error ar is ing from the heteroscedasticity can be eliminated by 
a homoscedastic transformation. 
The problem is discussed on the g rounds of the following three 
pr inc ip les : 
1 . It will be prescribed that the joint probability of accepting in the 
first and rejecting in the second examination would be not greater than 1 — ß . 
The solution is given by formula (3). 
2 . Let Wi be the loss cahsed by the wrong decision in the first examina-
tion if we retain a lot which would be accepted, and the loss if we 
dispatch a lot which will be rejected. In this case the minimax solution is 
given by formula (8). 
3 . It is assumed that the expected value of the Howard count of a lot 
is itself a random variable varying in the lots transported from the same 
producer according to N(p, of) normal probability law. The problem can be 
solved numerically by the aid of the table of the two-dimensional normal 
distribution [2] (see formula (9)). 
ELLENÁRAMÚ SZÉTVÁLASZTÓ VEGYIPARI ALAPMÜVELETEK 
ELMÉLETI FOKOZATSZÄMÄNAK MEGHATÁROZÁSÁRÓL, I. 
JUNG GITTA1), RÓZSA PÁL és SÁRKÁNY GYÖRGY2) 
Bevezetés 
Az extrakció, abszorpció és rektifikálás az anyagátmenette! kapcsolatos 
ellenáramú szétválasztó alapmüveletek leggyakoribb csoportját alkotja. E három 
müvelet mechanizmusának rendkivül hasonló jellege teszi kézenfekvővé elméleti 
tárgyalásuk hasonlóságát is. (Lásd : [1], [2], [3].) A mechanizmus lényeges 
vonásai a következők. Két, egymással korlátoltan vagy egyáltalán nem elegyedő 
f luidum-áram halad egymással szemben ; az egyik fluidum-áram a müvelet 
során egy vagy több értékes komponensben elszegényedik, a másik az előbbi 
rovására dúsul. Jelen tárgyalásban csupán egy értékes komponensre szorítko-
zunk. Ilyen értelemben a műveletekben legfeljebb három anyag : А, В, С 
szerepel. Legyen az értékes anyag C, amelyet túlnyomóan A-val és esetleg 
kevés ß-vel képezett elegyéből kell kinyernünk. A és С egymással korlátlanul 
elegyednek. .4 és В egymással csak korlátoltan, illetve határesetben egyáltalán 
nem elegyednek. В és С elegyedhetnek korlátlanul vagy korlátoltan. Ez 
esetben extrakción azt értjük, hogy az A folyadékkal képezett, kevés B-t 
tartalmazó egyetlen A - f С fázisból másik fázist alkotó В oldószerrel kioldjuk 
С nagyrészét, majd F- tő l további müvelettel elválasztjuk C-t. 
Abszorpción azt értjük, hogy A ( + 5 ) úgynevezett indifferens gázzal 
elegyített С gázt az A + B + C gázelegyből В folyadékkal kioldjuk (abszorbe-
áljuk) és az így nyert B + C elegyet használjuk fel tovább. 
A fenti két műveletben tehát lényegében A - f С elegy többé-kevésbé 
tökéletes szétválasztása megy végbe, mindkét esetben В folyadék (oldószer, 
szolvens) segítségével. 
Rektifikálásnál, amikor egyetlen értékes komponensről beszélünk (ez a 
kétkomponensű rektifikálás esete), az A -j- С elegyet nem harmadik, В anyag 
segítségével bontjuk szét, illetve állítunk elő belőle előírt tisztaságú C-t, hanem 
а В oldószer szerepét az A - f С eleggyel közölt hő játssza. Extrahálás és 
abszorpció megoszlási egyensúlyon, a rektifikálás höközléssel előállított párol-
gási (folyadék-gőz) egyensúlyon alapszik. Az elszegényedés, illetve dúsulás a 
két fluidum-áram vagy folyamatos, vagy véges számú úgynevezett buboré-
koltató tányéron, másképpen fokozaton lezajló bensőséges érintkezése során, 
') Chinoin Gyógyszervegyészeti Gyár, Budapest. 
-) Budapesti Műszaki Egyetem, Vegyipari Müveletek és Gépek tanszék. 
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a diffúzió és a fiziko-kémiai fázisegyensúly törvényei szerint megy végbe. 
Tanulmányunk célja ez utóbbi esetre egy olyan általános alapművelet modell-
jének megválasztása, amely lehetővé teszi a fenti három alapmüvelet egységes 
elméleti tárgyalását. Mindhárom müvelet célja az értékes komponens elkülö-
nítése előírt tisztaságban. Valamely előírt tisztasági fok eléréséhez a művelet-
nek meghatározott fokozatszáma tartozik. Tágyalásunk alapján mátrix-számítás 
segítségével, gyakorlati számításokra alkalmas közelítő formulákat adunk ezen 
elméleti fokozatszám (tányérszám) meghatározására.3 ' Ezekből, az általános 
modell paramétereire nézve bizonyos értelemszerű megszorításokat téve, közvet-
lenül kiolvashatók az említett három alapműveletre vonatkozó eredményeink, 
amelyek — amint erre a dolgozat végén rámutatunk — speciális esetként 
magukban foglalnak néhány, az irodalomból már ismert eredményt. 
Felfogásunk szerint a három alapműveletben lényeges az, hogy az ellen-
áramban fokozatonként két fluidum-fázis érintkezik, valamint az, hogy az 
ellenáramú rendszer valahol táplálék formájában magába fogadja az értékes 
komponenst tartalmazó szétválasztandó elegyet. Ennek megfelelően általános 
alapműveletként egy olyan /z-fokozatú extrakciót tekintünk, amely a F-adik 
fokozatnál táplálást kap (1. ábra). A választott műveletmodell visszafolyás 
nélküli (lásd: [2], 167. oldal). Az egyes anyagáramok (fázisok) az elkülöní-
tendő értékes komponenst és a két oldószer egyikét tartalmazzák. A valóság-
ban mindegyik fázis a másik oldószerből is old bizonyos mennyiséget. 
Feladatunk az általános alapmüvelet fokozatszámának (elméleti tányér-
számának, л-nek) meghatározása. Az egyenletrendszert, melyből a keresett 
fokozatszámot, n értékét meghatározhatjuk, az egyes fokozatokra felírt — 
С anyagra vonatkozó — úgynevezett anyagmérlegek alkotják. Ahhoz, hogy az 
anyagmérlegeket felírhassuk, vezessük be a következő jelöléseket (1. ábra). 
Legyen az /-edik fokozatban x, az értékes anyag (alkalmasan választott) 
koncentrációja a ránézve szegényítendő fázisban és y, ugyanez a dúsítandó 
fázisban (abszorpciónál kivételesen fordítva szokásos) ; L, az /-edik fokozatról 
távozó, főtömegében A-ból és C-ből álló (kevés B-t tartalmazó) szegényítendő 
fázis (alkalmasan választott) anyagáramának sebessége, T, a megfelelő dúsí-
tandó fázis anyagáramának sebessége. Ilyen értelemben L,x,, illetve V,-y; mindig 
bizonyos С anyagmennyiséget jelentenek, x és L, valamint у és V dimenzióját 
a müvelet jellegének megfelelően választjuk meg (a koncentrációk és anyag-
áramok dimenzióit lásd a 243. oldalon). Ugyanilyen értelemben xT és T a 
táplálék jellemzői. 
Az anyagmérlegek ekkor a következő alakban írhatók : 
ahol óik a Kronecker-féle szimbólum 4', a táplálás a Лг-adik tányéron történik 
és az 1. ábra alapján Vn+\ = Vo, yn+i = Уо • 
'•') A mátrix-számításnak a vegyipari műveletek elméletében való alkalmazását illetően 
lásd: [4J. 
x) A Kronecker-szimbólum jelentése : 
1. §. Az általános alapművelet modellje 
—Li-iXi-i + LÍXÍ + Vi у i— Vi+\y i+i = TXfôik ; / = 1, 2, . . . , n, 
i — к 
i* к 
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Ebben az egyenletrendszerben legáltalánosabb esetben az egyes fokoza-
tokon szereplő koncentrációkat és az egyes fokozatokkal kapcsolatos anyag-
áramok sebesség-értékeit, tehát az x, (i 1, 2, . . . , к—1, £ + L • • -, n — 1), 
Li (i 1,2, ...,n—1 ),yi,Vi(i= 1, 2, . . . , rí) értékeket tekintik ismeretlenek-
nek, valamint a fokozatoknak, vagyis az egyenletrendszerben az egyenleteknek 
a számát a táplálás előtt (k) és a táplálás után (n — k). 
Műveleti paraméterként adott T, xT, Xo, xk, x„ , yo, L, 
és Vo értéke.5) Az ismeretlenek meghatározására eddig 
mindössze n egyenletet írtunk fel. További n egyen-
letet nyerünk, ha az ún. fázisegyensúlyi görbe alapján 
ismertnek tekintjük az x,; és y, értékek között fennálló 
yt = f(xi) összefüggést . Ennyi egyenlet a 2. § - b a n leírt 
egyszerűsítő feltételek mellett elegendő az elméleti foko-
zatszám kiszámításához. 
2. §. Az általános alapművelet 
egyenletrendszere 
Feladatunk, mint már említettük, az egyenletek 
számának, n értékének, az ismert paraméterek explicit 
függvényeként való meghatározása : 
n = F ( T , Xr, XO, xk, x„, у,I, Lo, Vo). 
Első pillanatra ugyan szokatlannak tűnik az, hogy egy 
egyenletrendszerből az egyenletek számát kívánjuk meg-
határozni, azonban bizonyos — a gyakorlati igényeknek 
megfelelő — feltételek teljesülése ezt lehetővé teszi. 
Abból a célból, hogy ezeket a — továbbiakban részle-
tezendő — feltételeket alkalmas módon felhasználhassuk, 
az általános alapművelet fokozatait 1 csoportra oszt-
juk, ahol egy-egy csoport /?; (i = 0 , 1 , . . . , r ) számú Az általános extraktor 
fokozatot tartalmaz. Ennek megfelelően az egyes foko- vázlata 
zatokon szereplő koncentrációkat és az egyes fokozatok-
kal kapcsolatos anyagáramok sebesség-értékeit kettős indexszel fogjuk jelle-
mezni. A £-adik fokozatnak — ahol a táplálás történik — * — 1 indexpár, 
az utolsó (я-edik) fokozatnak pedig a pr, v indexpár fog megfelelni. Ezek 
alapján az általános alapmüveleti modell anyagmérlegei az (1) alapegyenlet-
rendszerbe foglalhatók. (Lásd a mellékletet!) Ha az (1) alapegyenletrendszer 
mindkét oldalát olyan л-edrendű [h,,] felső háromszögmatrixszal szorozzuk, 
melynek a szükségképpen 0-val egyenlő elemein kívül valamennyi eleme 1, azaz 
! ' h a j = l I 0 ha j > l 
akkor az előbbinél jóval egyszerűbb (2) egyenletrendszert nyerjük. l i ) (Lásd 
5) Általános esetben a táplálás helyéül nem azt a fokozatot választják, amelyen 
xT = xk. (Lásd pl . : [5], 151. oldal.) 
Az egyenletrendszer ezen átalakításának lényege az, hogy a fokozatokra vonatkozó 
anyagmérlegek helyett egy-egy fokozatig terjedő készülékrész anyagegyenlegét használjuk fel. 
J M T 
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a mellékletet!) Ezek után a (2) egyenletrendszer egyenleteinek a számát, tehát 
az általános alapmüveleti modell elméleti fokozatszámát, a következő feltéte-
lek mellett határozzuk meg. 
a) Az y = f(x) egyensúlyi összefüggéssel meghatározott görbét7 ) — 
amelynek egyes pontjai fiziko-kémiai vizsgálatokból ismeretesek— az(x„ ,x„ ) 
intervallumban bizonyos előre meghatározott y\ = /(xí)> ( ' = Ь 2 , . . . , »') pontjain 
áthaladó, r + 1 lineáris szakaszból álló húrpoligonnal közelítjük. Az egyes 
lineáris szakaszok egyenlete legyen y = Ktx + Ki (/ = 0,1, . . . , v). Az x' 
helyeket — egyébként tetszőlegesen — úgy vesszük fel, hogy a hűrpoligon 
(a szemlélet alapján) jól közelítse az egyensúlyi görbét, és a táplálékot magába 
fogadó fokozaton levő, adott xk koncentráció ezek közül valamelyikkel — 
mondjuk az x'x értékkel — megegyezzék. Ezzel indokolást nyer az a tény, 
hogy az (1) egyenletrendszer felírásánál a fokozatokat csoportokra osztottuk. 
Ugyanis, ha az (1) egyenletrendszerben az xPii, illetve yPli koncentráció-
értékeket (/ = 0, 1, . . . , r ) úgy választjuk, hogy 
akkor az (1) egyenletrendszer egy-egy fokozatcsoportja, a húrpoligonnal köze-
lített egyensúlyi görbe egy-egy lineáris szakaszához tartozó, megfelelő fokoza-
tokat tartalmazza (2. ábra). 
b) Feltételezzük továbbá, hogy a müvelet úgynevezett munkavonala 
egyenes. Ez annak a feltételnek felel meg, hogy a táplálás előtt, illetve a 
táplálás után az egymás mellett ellenáramban haladó két fázis anyagáramának 
sebességét jellemző F és Vi értékek állandók. Ez az állandóság két úton 
valósulhat meg. Ha A és В nem elegyednek, akkor A és F érintkezése során 
A-ból В-Ъе, illetve fordítva semmi sem oldódik át. Ekkor L az A-nak moláris 
sebességével azonosítandó, x pedig C-nek A-ra vonatkozó mólviszonya. 
Ha A és В korlátoltan elegyednek, akkor L állandósága azt jelenti, hogy 
az A + С elegy az A/C arányra való tekintet nélkül ugyanannyi ő-vel képez 
egyetlen fázist egyszer A-val, másszor ß-vel túlsúlyban. Ilyenkor x és у úgy-
nevezett oldószermentes móltörtek, tehát 
L és V pedig moláris sebességek és A + C-vel azonosítandók. Állandóságuk 
most annyit jelent, hogy A és С helyet cserélnek L és V között, úgy, hogy 
egy mól Z.-ből E-be lépő С helyett E-böl L-be egy mól A lép. Az A + C 
moláris sebesség fokozatról fokozatra állandó. Ez felel meg a rektifikálásnál 
ismert állandó moláris párolgás és lefolyás tételének. Itt а В anyag nem 
xpl i = x'i+i, illetve ypii = yl+i ; / = 0, 1, . . . , v, 
ahol 
x;+i = x„, i 1 letve у ф = y, 
és 
7) Az y=f(x) függvényről — a tapasztalat alapján — feltehetjük, hogy monoton .-.em 
csökkenő, folytonos és szakaszonként sima. 
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+ УрлУгЛ— Vis у Ii 
+ Vi,« iTl.x 1—To,* 
Gx 1 1 1,4 1 + Lpx 1 .x ,.x 1 
kpx-l'X 1 J,x-1 7.1xXlx 
+ J.x I—ElxTlx 
+ VlxTl*—14+2X 
-Z.px í , x X p ^ - i , * + L)ixxXt,xx + —Vi, x+iji, x+i 
:
 7.oXo 
0 
0 
0 
0 
0 
0 
= 0 
-  Tx-r 
0 
= 0 
lev 1, '' 1 i,v 1 4" L\VX\V + Ub+w— VWyov 
— LPv~ 2, fXP.r-2, г 4" Lpv-i, yXpv-i,v 
—LVv \,vxpv-\, у 
= 0 
4- Vpv~i, ГУр,,- г — Vpvvypvv — 0 
4- VPvVyPvr= УоУо—lnXn 
Vioyio 
- Z. 10X10 4- Г20У20 
— Lp,- i.nXJV 1.0+ УрпчУг,Р 
—LpßXpfi-)r Un y u 
— 7.11X11+ Va 1У21 
4r WmJ+i 
— Тхт~\~ У»У(,— 7,«х„ + 7.„хо 
= Тхт + Vay0—Lnx„ 
= 7 х т + V0yo—Lnx„ 
= Г х
Г
+ V0y0—LnXn  
= Тх
т
 + V0y0—LnXn 
= Тх
т
+ У о У о LjiXu 
(2) 
К Р Х - 2 . Х ^ Х Р
Х
 » , « - 2 + F l , X 
7.j)x_1,x-lXí,x_1,x-l + VlxJÜx 
-Lpx-i,xXpx-1, x 4- У ф у ^ х 
= Тхт+УоУо—LnXn 
= Тхт+ УоУо—Lnxn 
— Voj/p L„Xn 
VpJ/p LaXn 
-7-í)),_1,v-iX1,v_1,y-i+ V+yip — ГоУо 7.„x„ 
— Lpv-i,vXpv-iyV + Fp^r j/jj^r = К1У0 Z.„x„ 
» 
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2. ábra. Az egyensúlyi görbe megközelítése húrpoligonnal 
szerepel. Rektifikálásnál ez az eset jó közelítéssel gyakori, extrakciónál ritka 
szélsőség. 
c) Általános esetben fel kell tételezni, hogy a táplálék — annak fizikai 
állapotától függően — teljes egészében nem csatlakozik egyetlen fluidum-
áramhoz, hanem meghatározott része az egyik, másik része a másik fluidum-
áramot növeli. A táplálék ezen viselkedését az irodalomban szokásos módon 
egy q tényezővel vesszük figyelembe. 
3. §. Az általános alapművelet e lméle t i fokozatszámának 
meghatározása 
A fenti feltételek figyelembevételével az alapegyenletrendszer nagy 
mértékben leegyszerűsödik. Ugyanis, mivel a) alapján az xJ4i = xí+i 
(/ = 0 , 1 , . . . , r—1) értékek adottak, továbbá a b) feltétel miatt az anyag-
áramok Lp és Vji (J = 1,2, ..., pi] i = 0, 1 , . . . , v) értékei az egész készülékre 
( 
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vonatkozó anyagegyenlegből kiszámíthatók, a (2) egyenletrendszer r - j - l egy-
mástól független egyenletrendszerre esik szét. Ha bevezetjük az 
0 
Lu О 
Loi О 
és V " = 
Vu 
На,: 
Из,-
VPli 
Ач-м 0_ 
/7,-edrendü kvadratikus mátrixokat (/ = 0, 1, . . . , v) és az 
-
p-edrendü oszlopvektorokat (/ = 0, ],..., v), valamint az LPli = L',^ 
(/ = 0, 1, . . . , I—1) jelölést, akkor ezek az egyenletrendszerek 
Xii ' 
Ум 
1 1 
X'U (i) У-i 1 (?) 0 ; , У — ; ; , eV = 
-Xpii_ 
-УрИ-
„ 1 
«
 V(í)j_v«„(»')_ I (TxT+Voyo—L„xn) e{l) + L'iX'i eV; i = 0, 1, ..., x—l 
\ (V0y0—luxn) e^ + l'ix'i eV; i = x,x + 1, ..., г 
— L + V(,) y(i) = 
mátrixegyenletek alakjában írhatók fel. Figyelembe véve, hogy az egyensúlyi 
görbét az yí =f(x'i), (/ = 1,2, . . . , v) pontjain áthaladó hűrpoligonnal helyet-
tesítettük, az *•<'> és y ( í ' vektorok között a következő összefüggés áll fenn : 
KiX^ + Kle®; / = 0 , 1 , . . . , v. 
Továbbá, mivel az egymás mellett ellenáramban haladó két fázis moláris 
sebességét b) szerint állandónak tekintjük, valamint általános esetben a táp-
lálás áramának c/-ben említett kettéoszlását is feltételezzük, tehát 
L'i = L, L(i) = L é s V(i) = HE,,, ha / = 0, 1, . . . , *—1, illetve 
ú = L + ^ 7 , L ( 0 = (L + <77)N„ és V(t) = ( H + (q — 1) 7 ) Ep,| ha / = * , . . . , r, 
ahol 
(3) N/,= 
0 
1 0 
1 0 
1 0 
//,-edrendü nilpotens mátrix8 ' , E w pedig д-edrendü egységmátrix. Ezzel a 
8) Nilpotens egy N mátrix, ha létezik otyan p pozitív egész szám, amelyre N p = 0. 
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(4) 
fenti mátrixegyenletek a következőképpen egyszerűsödnek : 
( - L N i4 + Ki EEJ);) * ( í ) = ( Txr + Voyo — Ln xn - K( V) e(i> + L x! e f ; 
/ = 0 ,1 , . . . , x—1 
{-(L + qT) N,„ + K(V+(q-l)T) Ew} x«> = 
(5) = {y0y0-Lnx,-K'(V+(q-\) 7 ) } e ( 0 + (L + qT) x'i ef ; 
i = x,x + . 1, . . ., r. 
A táplálás előtti részre vonatkozó (4) egyenleteket osszuk Ki V, a táplálás 
utáni részre vonatkozó (5) egyenleteket pedig K;(V+(q—1)7) kifejezéssel 
és vezessük be az 
(6) L , , L+qT R - - - PC R' = L 
V V + (q-\)T 
jelöléseket. Ezzel a táplálás előtti, illetve utáni szakaszokra az 
(7) 
es 
(8) 
lEpi— y INw|.v' = 
I EJ(, — ~ N,,, I x<0 = 
i;) _ ( Txr +Е0У0—L„Xn _ K[ \ (o , _r_ („. 
KiV K; e + 7 ó 1 ; 
/ = 0, !,..., x — \ 
Voyo—LnXn _ K[) а) • 
Kfv+{q-\) T) kJ e + Ki ei ' 
i = x,x+ 1, . . ., r 
mátrixegyenleteket nyerjük, melyek az együtthatómátrix invertálásával általában 
egyszerűen megoldhatók. Figyelembe véve ugyanis, hogy N,,, (3) alakú nil-
potens mátrix, ezért '* 
( E J . i - S N „ r I = £ ( Í N « ) , = 
i=0 
1 0 0 ••• Q 
g 1 0 ••• 0 
g2 g 1 • • • о 
Pi-i
 е
г>;-2 gpi-i с 1 
Az általunk vizsgált egyenletekben azonban az x('"> vektorok utolsó 
komponense, xl,li = x'M (/ = 0 , 1 , . . . , » ' ) ismert mennyiség, viszont isme-
retlen az egyenletek száma, /»,-. Ennek meghatározására felírjuk a (7) és (8) 
egyenletek 
До. E+i ^ Npi 
Тхт+УоУ o—LnXn KI 
Ki V Ki 
r 
к 
е^ + фг + е, (О . 
/ = 0, 1, ..., x—l, 
») Lásd pl. : [6j. 
6 A Matemat ika i K u t a t ó Intézet Köz leménye i II. 3—4 
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illetve 
r w — Í f — — N 1 ' ) ( Voyo—L„Xn к ; ) , . Г' (i) I , 
~Г'" Kiiypi) \\Kí{V+{q-\)T)~~Ki)e Ki j' 
alakú megoldásának (ismert) utolsó komponensé t : 
- 1 } + t k ! * '•=»• ' 
1
 N 
- f é ) " í 
í — 
' í У»?«—4nx„ k;\ , | V у " , . 
^ (/Гг(Е+ (g—1) T) Ki) \Ki) v. 
К 
Innen a fokozatok száma az egyes (xí+i, *,') szakaszokban, — tekintetbe véve, 
hogy KiX'i + Ki'—f(x'î), ha f = 0 , 1 , . . . , » ' + 1 — a táplálás előtti részen 
« л ) , , TxT+V0y0-LHxn\ f(xi)— \rx'{ + v -
Pi = — — i=0, 1,..., x—1, 
a táplálás utáni részen pedig 
( F - O W - x f A 
log l 
Pi = — —jf-—————; t = x,x+l,...,v. 
log У 
/ 
X-l Î' 
Mivel k = ^ P i és n — ^ P h a táplálás előtti, illetve utáni összes fokozatok 
számát abban az esetben, amikor az egyensúlyi görbét húrpoligonnal közelít jük, 
az alábbi közelítő képletekkel számíthatjuk : 
log 11 + 
(9) к = У ) 
V t , Л 1 r , Т Х т + Г У О k x 
ï=i v / ( x í ) - | r x < 4
 v 
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(10) n — k = £ 
i ' = X 
log 
(r és r' kifejezését (4) szolgáltatja, továbbá xi = xfc és x'v+i — x„, — amint 
azt a) alatt már említettük). 
A kapott közelítő formulákat gyakorlati számításokra akkor célszerű 
használni, amikor az egyensúlyi görbét az (х0,х ; ;), illetve (xk, x„) intervallum-
ban kevés (két-három) lineáris szakaszból álló húrpoligonnal helyettesítjük. 
Ennek oka — amellett, hogy a szakaszok számának növelésével a számítási 
munka is tetemesen megnövekszik — a következő. A fokozatok száma, Zp,, 
két részből tevődik össze : 
(Itt [/?,] pi egész részét, (p) pedig pi tört részét jelenti.) Kevés számú lineáris 
szakasz esetén a fenti két tagban Z[p,] értéke dominál, tehát az a pontatlan-
ság, amit a tört részek összege szükségképpen előidéz, nem számottevő. 
A lineáris szakaszok számának növekedésével azonban a Z[pf\ összeg zérussá 
válik és a megmaradó Z(p) összeg miatt helytelen eredményre juthatunk. 
Abban az eleiben, amikor egy-egy fokozat alatt az egyensúlyi görbe 
egyenesnek tekinthető, (ez akkor következik be, ha a művelet ügynevezett 
munkavonala közel van az egyensúlyi görbéhez, és ennek következtében egy-
egy fokozat alatt a koncentráció változása olyan kicsi, hogy az y = / ( x ) 
függvény változási sebessége ezalatt állandónak tekinthető), az (Xí+i, x,) 
beosztási részek számát növelve, a (9) és (10) kifejezésekben álló összeg 
határértéke a fokozatszámokra pontosabb közelítést ad. 
Legyen z/x,' = xí—xí+i a beosztási részek hossza, vegyük tekintetbe, 
hogy К, ----- Jyí/Jx'i és alkalmazzuk a differenciálszámítás középértéktételét. 
Ekkor a következő összefüggésekre jutunk: 
zpi = z[pi]+z(pi). 
Txr+ Vuyl)—LHxf 
— lim (Jx'i)Jx'i 
Ax'; 
n'—k'= lim "V 
max Ат( ->0 i—x 
V 
lim X ( J x , ' ) J x ; 
By'i 
Jx\ 
l o g — т ^ 
6* 
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(A £ és л mellett álló vessző csupán a (9) és (10) képletekben lévő £ és л 
értékétől való megkülönböztetés miatt szerepei.) 
Mivel a kapott kifejezésekben szereplő szumma egy-egy határozott integrál 
közelítő összege, és a második tagban szereplő IßJx'i) illetve ZfJx',) kifeje-
zések Jx'-vel együtt maguk is 0-hoz konvergálnak, £' és rí— £' értékét a 
(П) 
es 
L 
V - f ( x ) 
m 
L . TxT+ Voyo — L 
( 1 2 ) rí—£' = 
V V 
L + qT 
il j 
dx 
I L V 
f'Jx) 
V+(q-\)T dx 
"
П ) 1
 V+(q-\)T 
L„x„ — Voyo 
V+(q-l)T log-
f i x ) 
L +qT 
V+(q-\)T 
határozott integrálok szolgáltatják. Az integrandus nevezőjének zárójelben álló 
tagja, az ellenáramú szétválasztó müveletek ismert munkavonalának kifejezése. 
Ez az eredmény az 1. ábrán vázolt általános alapművelet elméieti foko-
zat számának közelítő értékét adja abban az esetben, amikor egy-egy fokozat 
alatt az egyensúlyi görbe egyenesnek tekinthető. 
Meg kell jegyeznünk, hogy lia azt az erösebb megszorítást tesszük, 
hogy az egyes fokozatokon a koncentráció változása ugyanakkora, ami akkor 
következik be, ha az egyensúlyi görbe érintőjét párhuzamosnak tekintjük a 
művelet munkavonalával, akkor, mivel 
.. a — b 
hm = ű , 
6-w, a 
log y 
a fenti integrálok helyett az alábbiakat nyerjük: 
L. 
V 
/ М - V 
Tx-r+ Voyo — LnXn 
dx 
V 
L + qT 
V+(q-\)T 
dx 
J /Tri í l + Qt
 y L„x„—V0yn  
П >
 [V+(q-l)TX . V+(q-\)T 
(£ és л mellett a két vessző az előbbiektől való megkülönböztetést jelent). 
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4. §. Az általános a l a p m ű v e l e t r e v o n a t k o z ó e r e d m é n y a lkalmazása 
extraktorra , rekt i f iká lóra és abszorberre 
A következőkben azt vizsgáljuk meg, hogy az általános alapműveleti 
modellre kapott fenti eredményeinkből miként adódnak a gyakorlatban szereplő 
extrakciós, rektifikációs és abszorpciós müveletváltozatokra vonatkozó meg-
felelő eredmények. 
j Tiszta fzofoi'rts 
71-1 
3a. ábra 
Extrakt és raffinátum-refluxszal 
működő extraktor 
Kondenzátor 
- , .. L 
О '7 1.-/ L- Ilutvl7iz » 
- H 
Th 
1а/ 
m 
In 
77 - / 
t/n 
KV 
3b. ábra 
Rektifikáló 
1. Raffinátum-refluxszal és extrakt-refluxszal működő extraktor (3a. ábra) 
Ez az extraktor az általános alapműveletet megvalósító készülékhez képest 
a következőkkel jellemezhető: 
a) A készülék raffinátum-végén az n-edik fokozatból kilépő raffinátum-
összetétel egyben a raffinátum-reflux összetételét is megadja, azaz 
.x» = у о = XR . 
b) Az utolsó fokozatból kilépő raffinátum egy része (megfelelő mennyi-
ségű szolvens hozzáadása után) refluxként visszakerül a berendezésbe. A raffi-
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nátum megmaradó része (R) továbbfeldolgozásra kerülő végtermék : 
Ln — Vo = R. 
A készülék extraktum-végére nézve a) és b) analógiájára 
C) XÜ = ую = XE 
es 
d) V — L — E. 
(Az általános alapműveletben a készülék két végén be-, illetve kilépő anyag-
áram egymástól független volt.) 
Az a) — d) összefüggések behelyettesítésével a fokozatok számának 
közelítő kifejezése a (9) és (10) képletekből: 
log 1 1 ( 4 J (*,'-*,+1) 
M ) X' Aí E 
log
 VKi 
(ugyanis az extraktor teljes anyagmérlegéből TxT = ExK + RxIt), 
L+qT 
I л< TT 
log 1 + V+(q-\)T 
\K; L + qT 
V+(q~\)T *ín + *i' + 
R 
V+(q-\)T 
log К+У+(д-\)Т) 
L + qT 
A megfelelő integrálformulák pedig a (11) és (12) összefüggések alapján: 
k' V dx 
L 
/ (*)•— l l / ^ + y ^ l l o g 7 7 i 
k' 
f'(x)~ 
V 
L + qT 
L/V 
7 4 * ) 
V+(q-\)T dx 
f ( )
 V+{q-\)T X'j l 0 g L + gT 
V+(q-\)T 
2. Rektifikáló (3b. ábra) 
A specifikáló feltételek itt a következők: 
R 
a) Xn — Xji. 
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A szokásos számozástól eltérően a rektifikáló berendezés legalsó tányérjának 
az üstöt fogjuk fel. Ennek jogosultságát azzal támasztjuk alá, hogy a maradék 
koncentrációjához képest az üstben is végbemegy düsulás. 
b) 
c) 
d) 
Eo = 0, Ln = M 
X0 — Ую = X/, 
V— L = D. 
Ezen összefüggések behelyettesítésével a fokozatok számának közelítő kifejezése: 
log 1 + 
x-l 
i=0 
[ k í - ^ X I + KI- D 
log 
VKi 
(ugyanis a rektifikáló teljes anyagmérlegéből TxT = Dxd + Mxi{), 
L + qT 
log 
(к- V+(q-\)T 
(13) n—k = £ 
K-
L + qT 
V+(q-\)T) *+ +
 Kí + 
M 
V+(q-\)T 
log 
K,(V+(q-\)T) 
L + qT 
A megfelelő integrálformulák a következők : 
<14) 
(15) n'—k' 
k' = 
L / y - f ( x ) dx 
L D j , L/V 
- x + y x J l o g - ^ 7 ' W 
L+qT 
V+(q-\)T 
í m 
L + qT M 
V+(q-\)T~ V + (q-\)T 
dx 
Хм log- qT 
V + ( 9 - 1 ) Г 
Megfigyelhető, hogy a refluxos extraktor és a rektifikáló fokozatszámának 
képletei azonosak.1"' 
10) Megjegyezzük, hogy a (14) és (15) képletből f'(x) = L/V, illetve / ' ( x ) = 
= (L-\-qT)/( V-\-(q — \)T) választás mellett adódó integrálok—e választás annak a feltételnek 
felel meg, hogy az egyes fokozatokon a koncentráció változása ugyanakkora — a szükséges 
határátmenet elvégzése után (lásd : 236. oldal) megegyeznek a L E W I S által felírt megfelelő 
integrálokkal. (Lásd: [7], 183. oldal.) 
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3. Teljes refluxszal működő rektifikáló 
A 2. alatti specifikáló feltételekhez járul még, hogy T=D = 0, L=V.. 
A fokozatok száma a (13) összefüggésből (£ = 0 helyettesítéssel): 
l 0 J ] , !)(*;-*+) ) ( f t - 1 ) x ! i + Kl 
n = v (Ki—\)x:M+K' I _ у 8(a, —í) x',+1 + KI 
S log Ki ~éo log Ki 
A megfelelő integrálképlet (15) alapján 
- ' - t e * / ( * ) — * l o g / ' W 
*u 
Megjegyezzük, hogy az így nyert képlet bizonyos feltevések mellett 
magában foglal ja a végtelen refluxszal működő rektifikáló berendezés elméleti 
tányérszámának FENSKE-féle értékét is. Ugyanis , ha az egyensúlyi g ö r b e 
egyenletét 
f(x) = — -
l + (« — l ) x 
alakban vesszük fel, ahol « az állandónak feltételezett úgynevezett relatív 
illékonyság, és ezt helyettesítjük be a (16) képletbe, akkor az 
n = 
— 1 
^ 
( a - l ) x ( l - x ) l Q g 
1 + (« — l ) x (1 + (« — l ) x ) 2 
integrálra jutunk. Ezt az integrált elemi úton kiszámítani nem lehet. Ha a z o n -
ban feltételezzük azt, hogy 
(« — l ) x < 1, 
— ami egyhébb megszorítás, mint az а х 1, amit LEWIS használ fel ahhoz, 
hogy integrálformulájából a FENSKE-féle egyenletet megkapja —, akkor 
, Хд(1 —Хдт) 
ri== 1 f dx _ [0%xu(\-xDy  
l o g « J X( 1 — x) l o g « 
adódik, ami megegyezik az ismert FENSKE-féle eredménnyel. 
4. Reflux nélküli extraktor 
Az idevonatkozó specifikáló feltételek : 
7 = 0 , Vo = H, Ln = L. 
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A fokozatok száma a (10) képletből (£ = 0 helyettesítéssel): 
log 1 
(*í-*í+1) \ 
V L 
У 
L 1 
xLi + KÍ +Y х " ~ У о ' 
log KV  
L 
A megfelelő integrálképlet pedig (12)-ből 
To 
/ ' м - 4 dx 
L 
/ ( * ) — \ -y (* — Xn) + yo\ log L/V 
5. Abszorber 
Ez a berendezés a reflux nélküli extraktortól lényegében nem különbözik. 
Ezért az ott nyert képlet minden további számítás nélkül rá is vonatkozik, 
csupán a fázisegyensúlyra és az egyes anyagáramokra vonatkozó szokásos 
jelöléseket kell alkalmazni. 
5. §. A fázisegyensúlyi görbe megközelítése 
két, illetve egy egyenessel 
A közölt integrálformulák jelentősége elsősorban elméleti. Ugyanis a 
fázisegyensúlyi görbe számára kísérleti pontokon kívül általában nem tudunk 
olyan explicit függvényt adni, amellyel a nyert integrál elemi úton kiszámít-
ható volna. Ezért a gyakorlati felhasználás szempontjából a megfelelő közelítő 
képletek lépnek előtérbe. 
Külön figyelmet érdemel azonban az az eset, amikor az egyensúlyi görbe 
a teljes (xn, xk), illetve (xk, x0) szakaszon jól közelíthető egy-egy egyenessel. 
Legyen ezen egyenesek egyenlete 
д^ ) KoX + KÓ az (xk, Xo) szakaszon 
I Knx + K,[ az (x„,xk) szakaszon. 
Ebben az esetben ugyanis az integrálás elemi úton elvégezhető és természe-
tesen ugyanarra az eredményre vezet, mint a megfelelő közelítő összeg, ha 
annak mindössze egyetlen tagja van. Az általános alapmüvelet fokozatszámaira 
ekkor a következő kifejezések adódnak : 
L 
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,og L + 
n — k = V+{q-\)T 
+ K(, + V + ( ? - 1 ) Г 
KfV+{q-\)T)  
g
 L + qT 
Innen az egyes műveletfajtákra, a már közölt specifikációk segítségével 
az alábbi eredmények adódnak: 
7. Raffinátum-refluxszal és extrakt-refluxszal működő extraktor 
L
 — (*r-*A) r y - N ^ - ^ n 
log 
log 11 + 
n — k = — 
(Kn-i )xr + K;, 
log К,, (V+ (q — 1)7*) 
L + qT 
(itt felhasználtuk, hogy R + E=T). 
2. Rektifikáló11 ' 
log 11 
k = 
— —Kuj (xD-xK) 
l o g 11 
n — k = — 
] o g é v 
клу±(
Я
-1) T) 
g
 L+qT 
Ennek az eredménynek a speciális <7 = 1 és K0 = K,, = K, valamint 
Kó = Kn = 0 esetén adódó alakja az irodalomban több helyen szerepel. 
A <7 = 1 feltétel forrponton való táplálást jelent, Kó = K,[ = 0 pedig annyit 
jelent, hogy az egyensúlyi görbének csak olyan szakaszán dolgozunk, amely 
az origón áthaladó egyetlen egyenessel helyettesíthető. (Lásd pl. [7], 183. 
oldal, [8].) 
u ) Gyakorlati számításokban az itt szereplő képleteket az L/D = R reflux-aránnyal 
szokás felírni. Tévedések elkerülése végett figyelmeztetünk arra, hogy az itt használt R nem 
azonos az extrakció raffinátum-áramának R jelével. 
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3. Teljes refluxszal működő rektifikáló 
Minthogy e b b e n az e se tben t áp lá lás n incs , a rekt i f ikálóra v o n a t k o z ó 
kép le t ek módos í t á sá t é r t e l emsze rűen egyet len e g y e n e s s e l megköze l í the tő g ö r b e -
d a r a b r a végezzük el. E k k o r Ao Kn =-• К és Kú = Kí, = K ' . A fokoza tok 
s z á m a : 
( K - l ) x D + K'  
= '
u g ( / f — \)Хж+К'  
n
 l og К 
На К ' = 0, a k k o r ez az e r e d m é n y az ismert FENSKE-féle egyen le tnek kis x 
é r t ékek re a lka lmazo t t közel í tő k i fe jezésé t a d j a . 
4. Reflux nélküli extraktor 
6 \ . Kxn-y0+K' ) 
. KV 
Ez a z e r e d m é n y K'= 0 esetén megegyez ik az i r o d a l o m b a n t ö b b helyen 
s z e r e p l ő képlettel . ( L á s d pl. [9], 406 . o ldal . ) 
5. Abszorber 
e s e t é n a jelölések megfe l e lő cseré jével a 4. e s e t b e n nyert képlet é rvényes . 
Jelölések 
A • • • az értékes anyagot hordozó oldószer. 
В • • • az extraháló oldószer. 
С • • • az értékes anyag. 
D - a desztillátum moláris sebessége. 
E • • • az extraktum moláris sebessége. 
К • • • fázisegyensúlyi állandó. 
k • • • a táplálást magába fogadó fokozat sorszáma. 
L • • ' az értékes anyagban szegényedő fázis moláris sebessége (a műveletnek megfelelően 
Л-val, illetve 4 + C-vel kifejezve). 
M • • • a desztillációs maradék moláris sebessége. 
n • • • az elméleti fokozatok száma. 
q • • • a táplálásnak L-hez csatlakozó hányada. 
R • • • az extraktorból kilépő raffinátum moláris sebessége. 
r, r' • • • belső reflux-arány a táplálás két oldalán. 
T • • • a táplálás moláris sebessége. 
V ' • • az értékes anyagban dúsuló fázis moláris sebessége (a műveletnek megfelelően 
B-vel, illetve 4 + C-vel kifejezve). 
x • • • az értékes anyag mólviszonya, illetve móltörtje L-ben. 
y • • • az értékes anyag mólviszonya, illetve móltörtje V-ben. 
E,,. • • • egységmátrix (p.-edrendű). 
e • • • egységvektor. 
N,. • • • p,-edrendű nilpotens mátrix. 
a • • • a relatív illékonyság. 
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ОПРЕДЕЛЕНИЕ ЧИСЛА ТЕОРЕТИЧЕСКИХ СТУПЕНЕЙ ПРОТИВО-
ТОЧНЫХ РАЗДЕЛЯЮЩИХ ПРОЦЕССОВ ХИМИЧЕСКОЙ ТЕХНОЛОГИИ 
G. JUNG, Р. RÓZSA и GY. SÁRKÁNY 
Р е з ю м е 
Авторы ищут общую модель для экстракторов, абсорберов и ректи-
фикаторов. Из этого — с помощью специфицирующих условий — вывод-
ятся приближенные зависимости для вычисления числа теоретических сту-
пеней (тарелок). Общая модель — питаемый в двух местах противоточный 
многоступенчатый экстрактор. Результаты получены путем решения сис-
темы уравнений материальных балансов с помощью матричного исчисления. 
Кривая фазового равновесия приближается полигоном, двумя хордами, 
а часть ее — единственной хордой. В общем случае экстрактора (с двумя 
питаниями), если кривая фазового равновесия приближается полигоном, 
состоящим из хорд любого числа, получается приближенная сумма, пре-
дел которой является определенным интегралом, если число вершин поли-
гона стремится к бесконечности. Общая приближенная сумма и интеграл 
при соответствующих условиях дают и известные в литературе зависимости. 
E L L E N Á R A M Ú SZÉTVÁLASZTÓ V E G Y I P A R I A L A P M Ű V E L E T E K 2 4 5 
DETERMINATION OF THE THEORETICAL 
S T A G E - N U M B E R OF COUNTERCURRENT DISTRIBUTIVE 
CHEMICAL UNIT OPERATIONS 
G. JUNG, P. ROZSA and GY. SÁRKÁNY 
Summary 
The construction of a generally valid model for extractors, absorbers 
and rectifiers has been attempted. With the introduction of specific conditions, 
from th i s model approximate correlations for the calculation of the theoretical 
number of plates were derived. This general model is a countercurrent 
multiple-stage two-feed extractor. The results were obtained through solving 
the material balance equations by matrix computation. 
Good approximations of phase equilibrium curves can be obtained by 
chordal polygon, two chords or, for a certain part of the curve, by a single 
chord. In the case of the generalised extractor (with two feed lines), and 
provided that the approximate phase equilibrium curve is given by a polygon 
with an arbitrary number of chords, an approximate sum can be computed 
the limit of which is a definite integral when the number of the vertices of 
the chordal polygon is infinite. With proper condit ions the general approxi-
mate sum and integral give the correlations embodied in the literature, as well. 

SZÉNSZEMCSÉS ELLENÁLLÁSOK VIZSGÁLATA 
VALÓSZÍNÜSÉGSZAMÍTÁSI MÓDSZERREL 
RÉNYI ALFRÉD 
A rádiótechnikában használatos szénszemcsés ellenállások egyrészt kolloid-
grafitból vagy koromból álló szénport, másrészt szigetelő műanyagot (fenol-
gyanta) és (esetleg) kristályos töltőanyagot tartalmaznak. Az ellenállások gyár-
tása úgy történik, hogy a poralakú szigetelő anyagot a szénporral és (esetleg) 
a poralakú töltőanyaggal elkeverik, a keverékhez acetont adagolnak a keverés 
nagyobb homogenitásának biztosítása céljából, majd az acetont elpárologtatják. 
Az így nyert port magas nyomáson és magas hőmérsékleten összepréselik. 
A kapott ellenállásanyagot az üzeminél magasabb feszültségen „formálják", 
ami közben vezetőképessége általában kismértékben még növekszik. 
A szénszemcsés ellenállások gyártásánál fontos és nem teljesen megol-
dott probléma az ellenállás kívánt értékének biztosítása. A gyártási szórás 
igen nagy, és nem ismeretesek elméletileg megalapozott összefüggések arra 
vonatkozólag, hogy a szénszemcsés ellenállások (fajlagos) vezetőképessége 
hogyan függ a szénpor mennyiségének a szigetelőanyag mennyiségéhez való 
viszonyától, és a szénszemcsék nagyságától, illetve nagyság szerinti eloszlá-
sától. 
A Híradástechnikai Ipari Kutató Intézet az ezirányban folyó kutatásokkal 
kapcsolatban (lásd [Íj, [2]) 1955-ben felkérte Intézetünket, hogy foglalkozzon 
a szénszemcsés ellenállások matematikai elméletével. Intézetünkben a problé-
mával kapcsolatban két irányban indult meg a kutatás. A vizsgálatok egy 
része az áramnak egy-egy szénszemcsében való terjedését tette vizsgálat tár-
gyává, vagyis a kérdést „mikroszkopikusan" tárgyalta. E vizsgálatokkal PÁL 
S Á N D O R foglalkozott, aki első közelítésben a szénszemcséket gömböknek tekin-
tette és az egyes gömbökön belüli potenciáleloszlást a potenciálelmélet klasz-
szikus módszereivel vizsgálta. Ezirányú érdekes vizsgálatai a kérdés megol-
dásához önmagukban nem voltak elegendők. A szénszemcsés ellenállás vezető-
képességét ugyanis igen nagy mértékben befolyásolja a szénszemcsék elhe-
lyezkedése, az egy-egy szemcsével „szomszédos" szemcsék száma és a 
„szomszédos" szemcsék közötti távolság. A „szomszédos" kifejezést itt és a 
következőkben abban az értelemben használjuk, hogy két szénszemcsét akkor 
nevezünk szomszédosnak, ha olyan közel vannak, hogy az áram az egyikről 
a másikra közvetlenül átterjedhet. Tekintettel a szénszemcsék óriási számára 
és elhelyezkedésük teljesen szabálytalan, véletlenszerű jellegére, kézenfekvő 
volt a kérdést más oldalról, a valószínüségszámítás módszereivel megközelí-
teni próbálni. A vizsgálatok megmutatták, hogy csak a szénszemcsés ellen-
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állások valószínűségszámítási vizsgálata vezethet el ezen ellenállások „mak-
roszkopikus" elméletéhez, amely a „mikroszkopikus" elmélet lényeges és nél-
külözhetetlen kiegészítése, és a folyamat leírásában a „makroszkopikus" el-
mélet játssza a döntő szerepet. Jelen közleményben kizárólag e második irányú 
vizsgálatok eddigi eredményeit ismertetjük. 
Az eredetileg kitűzött célt egyelőre nem értük el ; más szempontból azon-
ban a vizsgálatok eredeti célkitűzésein túlmenő eredményekhez jutottunk. Az 
eredeti célkitűzés ugyanis a szénszemcsés ellenállások vezetőképességére vo-
natkozó kvantitatív összefüggés felállítása volt ; bár a keresett kvantitatív ösz-
szefüggést ezideig nem sikerült tisztázni, azonban a számítások várakozáson 
felül bizonyos kvalitativ összefüggések felismeréséhez nyújtottak segítséget. 
Ez a következőképpen történt. Eleinte abból a feltevésből indultunk ki, hogy 
a szénszemcsék úgy oszlanak el a szigetelő anyagban, mintha teljesen vélet-
lenszerűen, egyenletes valószínűség-sűrűséggel helyeztük volna el őket. Más-
szóval, feltettük, hogy a szemcsék középpontjai a Poisson-féle eloszlásnak 
megfelelően helyezkednek el a rendelkezésre álló térben, olymódon, hogy bár-
mely térrészbe eső szénszemcsék számának várható értéke arányos az illető 
térrész köbtartalmával, és az arányossági tényező az egész ellenálláson belül 
állandó. E feltevés és a szénszemcsék nagyságára, továbbá két szomszédos 
szemcse közötti maximális távolságra vonatkozó adatok alapján az az ered-
mény adódott, hogy a szénszemcsés ellenállások csak abban az esetben bírnak 
pozitív vezetőképességgel, ha a szénszemcsék össztömegének a szigetelő anyag 
össztömegéhez való viszonya egy nagyságrenddel nagyobb a ténylegesen hasz-
nált ellenállásokban fennálló aránynál. Másszóval, az elmélet arra az eredményre 
vezetett, hogy a gyakorlatban használt szénszemcsés ellenállások vezetőképes-
sége 0, illetve ellenállása végtelen nagy kellene, hogy legyen. Az, elmélet és 
a tények ellentmondása nyilvánvalóvá tette, hogy az alapfeltevések egyikének 
tévesnek keli lennie. Mivel a szén és a szigetelő anyag aránya (2°/o—5"o) 
feltétlenül pontosnak volt tekintendő, és a szénszemcsék átlagos nagysága 
(300 Â) is elég megbízhatóan meg volt határozva, s a nyert ellenállás értéke 
2 % széntartalom mellett 10м—10" Ohm, 5% széntartalom mellett KE—10:; Ohm 
határok közé esett, csak az a két lehetőség maradt nyitva, hogy vagy a 
szemcsék egyenletes eloszlására vonatkozó feltevés nem teljesül, vagy az 
egymástól a feltételezettnél lényegesen nagyobb távolságra eső szemcsék 
között is fellép vezetés. Annak ellenére, hogy a két szomszédos szemcse kö-
zötti, a vezetést még lehetővé tevő maximális távolság közvetlenül nem mér-
hető és ezen távolságra a számítások során felvett érték hipotetikus, a fel-
lépett ellentmondás azon magyarázatát, hogy e távolságot becsültük meg 
helytelenül, a számítások tüzetesebb analízise alapján el kellett vetni. A veze-
tést még lehetővé tevő távolságot két „szomszédos" szemcse között eredetileg 
ЗА nagyságrendűnek vettük fel. A tények és az elmélet közötti ellentmondás 
kiküszöböléséhez ezt az értéket az átlagos szemnagyság kb. háromszorosával, 
pl. 300Â átlagos szemcsenagyság mellett közel kb. lOOOÂ-mel kellett volna 
pótolni. Ilyen „nagy" távolságra fekvő szemcsék közötti vezetés feltételezése 
azonban már irreálisnak látszik. Nem maradt tehát más kiút az ellentmon-
dásból; mint a fentemlített első lehetőség, hogy tudniillik a szénszemcsék 
nem egyenletes sűrűséggel oszlanak el. A szóban forgó szénszemcsés ellenál-
lások metszeteinek a Híradástechnikai Ipari Kutató Intézet által elvégzett mik-
roszkopikus vizsgálata hamarosan megerősítette, hogy valóban ez a helyzet. 
Kiderült ugyanis, hogy a szénszemcsék nem oszlanak el egyenletesen az 
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ellenálláson belül, hanem rétegesen helyezkednek el, amely rétegek behálózzák 
az ellenállás egész térfogatát. Ezekben a vékony rétegekben a szénszemcsék 
magas koncentrációja tapasztalható, míg a rétegeken kívül szénszemcsék alig 
láthatók. Jól látható ez az alábbi fényképfelvételen, amely a Híradástechnikai Ipari 
Kutató Intézetben készült a Műszaki Egyetem Műanyagipari Tanszékén készí-
tett metszetről. A kép százötvenszeres nagyításban mutatja a metszetet. A képen 
látható fekete „erek" a szénszemcsékben dús részek, a szürke „szigetek" a 
fenolgyanta tömbök, míg a világos foltok a töltőanyag. 
A réteges struktura nyilván az ellenállások készítési módjával függ össze. 
Nem feladatunk itt annak megállapítása, hogy a gyártási folyamat mely fázi-
sában és milyen okok hatására történik meg ez a rétegeződés. Annyi nyilván-
való, hogy a müanyag-por szemcséi lényegesen (kb. két nagyságrenddel) 
nagyobbak a szénszemcséknél, a szénszemcsék csak a műanyag-por szemcsék 
felületén helyezkednek el és (nyilván a préseléskor) összefüggő rétegekké áll-
nak össze, amely rétegek behálózzák az egész ellenállást. Mi itt csak annak 
megállapítására szorítkozhatunk, hogy az említett rétegeződés teljes mértékben 
megmagyarázza a számítások paradox eredményét. A szénszemcsés ellenállá-
sok réteges struktúrájának felismeréséből kiindulva K A T O N A J Á N O S laboratórium-
vezetőnek a Híradástechnikai Kutató Intézetben sikerült a gyártási eljárás 
módosításával finomabb strukturájú szénszemcsés ellenállásokat készíteni. Azt 
tapasztalta, hogy e finomabb strukturájú ellenállások vezetőképessége 2 % — 5 % 
széntartalom esetében már valóban 0 volt, és pl. a 102— KT Ohm érték csak 14% 
széntartalomnál adódott. Ugyanakkor az ú j eljárással készített ellenállások szó-
rása csökkent és javultak az ellenállás fizikai jellemzői (zajfeszültség, frekvencia-
és feszültség-függőség, ellenállási hőmérséklet együttható, stb.). így tehát az 
elmélet látszólagos ellentmondása a tapasztalattal segítséget • nyújtott a szén-
szemcsés ellenállások struktúrájának megismeréséhez, amennyiben tüzetesebb 
kísérleti vizsgálatok elvégzésére ösztönözte a kutatókat, továbbá e vizsgálatok 
eredményeképpen lehetőséget adott új felismerésekre és ennek alapján az 
ellenállások minőségének javítására és szórásának csökkentésére. 
A dolgozatban tárgyalt probléma gyakorlati jelentősége mellett tehát elvi 
érdekességgel is bir, mégpedig két szempontból is. Először is szép példája 
annak, hogy milyen jó szolgálatot tehet a valószínüségszámítás bizonyos tech-
nológiai problémáknál, klasszikus módszerekkel áttekinthetetlen strukturájú 
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szemcsés anyagok fizikai tulajdonságainak vizsgálatánál. Másrészt érdekes, 
példa arra, hogy a matematikai módszerek segítséget és ösztönzést nyújthat-
nak bizonyos kvalitatív összefüggések feltárásához is, az elméleti és tapasz-
talati adatok ellentmondása okainak felderítése útján. Tekintettel a kérdés elvi 
érdekességére és tanulságos voltára, a következőkben igyekszünk a kérdést 
oly módon tárgyalni, hogy a tárgyalás a lehető legkevesebb előismerettel meg-
érthető legyen, és e felhasznált matematikai meggondolásokat olyan részlete-
sen ismertetjük, hogy azokat a matematikában kevés gyakorlattal rendelkező 
olvasó is követni tudja. 
A szénszemcséket a következőkben gömbalakúaknak tekintjük, azonban 
nem tesszük fel, hogy e gömbök egyforma nagyságúak. A meggondolásokban 
szerepet fog játszani a szemcsék átlagos sugara, amelyet r-sal jelölünk, továbbá 
a szemcsesugár négyzetének átlaga, amelyet r--sal jelölünk, hasonlóképpen a 
szemcsesugár köbének átlaga, amelyet r3-sal jelölünk. Ha / ( r ) jelöli a gömbök 
sugarai eloszlásának sűrűségfüggvényét, vagyis, ha feltesszük, hogy annak a 
valószínűsége, hogy egy találomra választott szemcse sugara r és r + Ar közé 
essék (z/r-ben magasabbrendü tagoktól eltekintve) f(r)Ar, akkor 
ОЭ 
(1) r = \rf(r)dr, 
0 
hasonlóképpen 
со 
(2) 7>=\f-f{r)dr 
0 
és 
CD 
(3) 73=\r'f(r)dr. 
Nyilvánvaló, hogy ha v jelenti az átlagos szemcseköbtartalmat, akkor 
(4) = 
(Megjegyzendő, hogy általában г3 nem egyenlő (r)3-nel, hasonlóképpen 71 nem 
egyenlő (r)2-nel. Ezek a mennyiségek akkor és csak akkor egyenlők, ha az 
összes gömbök egyenlő sugarúak. így tehát csak ebben az esetben lesz az 
átlagos szemcseköbtartalom egyenlő az átlagos sugarú szemcse köbtartalmával.) 
Ami az f(r) sűrűségfüggvényt illeti, az jó közelítéssel lognormálisnak 
volna vehető, vagyis feltehetnénk, hogy 
o o 2 
/ ( r ) = - — - < ? ^ , ha r > 0, 
\J2iTor 
ahol /< és a pozitív állandók. Ez a törvényszerűség lép fel ugyanis a legtöbb 
anyag szemcsenagyság szerinti eloszlásánál. A jelen dolgozatban közölt meg-
gondolások azonban az f(r) függvény konkrét jellegétől teljesen függetlenek, 
és bármely szemcsemegoszlás mellett érvényesek. Éppen ezért a következők-
ben nem is tesszük fel, hogy az f(r) függvényt ismerjük. 
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Tegyük fel, hogy a szemcsék térfogati sűrűsége p, vagyis, hogy tetsző-
leges, egy átlagos nagyságú szemcséhez képest nagy kiterjedésű V térfogatú 
térrészben található szénszemcsék össztérfogatának várható értéke pV. На Я 
jelenti az egységnyi térfogatú térrészbe eső középpontú szemcsék számának 
várható értékét, és elhanyagolva azt a körülményt, hogy а V térfogatú térrész 
szélén elhelyezkedő szemcsék egy része kinyúlhat a vizsgált térrészből (ami 
gyakorlatilag lényegtelen, ha a vizsgált térrész pl. egy kocka, amelynek él-
hosszúsága nagyságrendekkel nagyobb az átlagos szemcsesugárnál), akkor 
/ г ч o - 4 л A - , (5) p Av =
 3 r . 
sS' 
A kapott adatok szerint p értéke az eddig ténylegesen használt kísérleti ellen-
álláspéldányoknál 0,02 és 0,05 közé esik, vagyis az ellenállások anyagának 
2—5°/o-át teszik ki a szénszemcsék. Egy r, és egy r2 sugarú szemcsét „szom-
szédosnak" fogunk nevezni, ha középpontjaik távolsága legfeljebb rx + r2 + ô, 
ahol d > 0 egy megadott állandó." Mint említettük, a szakemberek véleménye 
szerint ô kb. 3Ä nagyságrendűnek veendő. 
Jelölje most 2v egy találomra választott szemcsével a fenti értelemben szom-
szédos szemcsék számának várható értékét. A v szám nyilván az f(r) elosz-
lástól (elsősorban annak r középértékétől), továbbá p-tői és d-tól függ. Azzal 
a kérdéssel, hogy v hogyan számítható ki, alább még foglalkozni fogunk. 
Egyelőre tegyük fel, hogy v értékét már meghatároztuk és vizsgáljuk meg, 
hogy ez esetben hogyan határozható meg az ellenállás vezetőképessége. Az 
egyszerűség kedvéért tegyük fel, hogy az ellenállás téglaalakú, amelynek két 
átellenes lapja egy-egy fémlappal érintkezik; vizsgáljuk az áram útját a két 
fémlap között. Vegyünk fel egy (x, y, z) koordinátarendszert, úgy, hogy az 
egyik fémlap a z = = 0 síkon fekszik, míg a másik, vele párhuzamos fémlap 
a z = l síkon helyezkedik el. Szimmetria-okokból nyilvánvaló, hogy egy tet-
szőleges az ellenállás belsejében levő szemcsével „szomszédos" szemcsék 
közül azok számának várható értéke, amelyek középpontjának z-koordinátája 
nagyobb, illetve kisebb, mint a vizsgált szemcse középpontjának z-koordiná-
tája, r-vel egyenlő. Vagyis r-vel egyenlő a „felülről" érintkező szomszédos 
szemcsék átlagos száma, és hasonlóképpen r-vel egyenlő az „alulról" érint-
kező szomszédos szemcsék átlagos száma is. Az áram terjedését a szénszem-
csés ellenállásban a láncreakciók elmélete alapján tárgyaljuk. Első pillanatra 
ez meglepőnek tűnhet, azonban az analógia valójában igen kézenfekvő. Az 
áram nyilván eljut az alsó fémlappal szomszédos összes szénszemcsékre. 
Minden ilyen szemcséből továbbjut az áram az illető szemcsével „felülről" 
szomszédos szemcsékbe, amelyek száma szemcséről-szemcsére véletlenszerűen 
változik, csak e szám átlaga, v ismeretes ; ezen szemcsékből továbbjut az 
azokkal „felülről" szomszédos szemcsékbe, és így tovább. Azokon a szemcse-
láncokon keresztül, amelyek nem szakadnak meg, az áram eljut a felső fém-
laphoz. A jelenség matematikai szempontból teljesen analóg bármely más 
láncreakcióval, pl. azzal, amely egy reaktorban megy végbe, ahol egy neutron 
elhasít egy atommagot, abból bizonyos számú neutron lép ki, ezek mind-
egyike (meghatározott valószínűséggel) egy-egy újabb atommagot fog elhasí-
tani, és így tovább. Lehetséges, hogy ez a lánc előbb-utóbb elakad, de lehet-
i) Elképzelhető volna olyan hipotézis is, hogy ô bizonyos mértékig függ rrtői és 
rrtői, azonban eredményeinken ez keveset változtatna, csak a számítás válna bonyolultabbá. 
7* 
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séges, hogy állandóan folytatódik. A mi esetünkben a lánc megszakadása azt 
jelenti, hogy az áram nem jut el az alsó fémlapról a felső fémlapra. A lánc-
reakciók elméletéből (lásd pl. [3], 496—500. oldalak) ismeretes, hogy egy lánc 
megszakadásának valószínűsége 1-gyel egyenlő, vagyis bizonyosnak vehető, 
ha v<\, míg e valószínűség 1-nél kisebb, ha v>\\ ez esetben annak a 
valószínűsége, hogy egy szemcse mind az alsó, mind pedig a felső fémlappal 
össze legyen kötve (vagyis folyjék rajta keresztül áram) 
(6) W = ( l — w f , 
ahol w azon feltevés mellett, hogy a szemcsék a Poisson-eloszlás szerint 
helyezkednek el, a 
(7) w = er(" ') 
egyenlet egyetlen 0 és 1 közé eső megoldása.2 ' Az ellenállás vezetőképessége 
tehát 0-val egyenlő, ha v < \ , és pozitív, ha / ' > 1 . 
Vizsgáljuk most meg, hogyan függ v értéke az f(r) sűrűségfüggvénytől, 
illetve annak bizonyos jellemző adataitól, továbbá a p és ó változóktól. Vegyük 
szemügyre egy r, sugarú P, középpontú szemcsét. Ez a szemcse feltevésünk 
szerint „szomszédos" mindazokkal az r, sugarú szemcsékkel, amelyek A kö-
zéppontja beleesik egy az rx sugarú gömb A középpontja körüli /у + r2 + d 
sugarú gömbbe. Persze, ha A> a A körüli /y-|-r2 sugarú gömb belsejében 
van, akkor a két gömb egymásba hatol. Ha a gyártási folyamat során nem 
préselnék a szóbanforgó szénszemcsés ellenállásokat, akkor tehát azt kellene 
feltennünk, hogy a A pont a A pont körüli i\ + r, és. rx + r.2 + ô sugarú göm-
bök által alkotott gömbhéjban helyezkedik el. Mivel azonban a szénszemcsés 
ellenállások anyagát préselik, amelynek során az egyes szemcsék deformálód-
hatnak, sokkal reálisabb megengedni, hogy P2 bárhol elhelyezkedhessék a Px 
körüli и + Гз + г)' sugárral rajzolt gömbön belül. (E feltevés egyébként, ameny-
nyiben az eredményt egyáltalán befolyásolja, csak abban nyilvánulhat meg, 
hogy a „szomszédok" átlagos számára vonatkozólag a valódinál egy kevéssel 
nagyobb értéket kapunk.) A mondottakból nyilvánvaló, hogy 
со œ ' 
(8) 2 r = = ^ r J J (r< + + Y f Y f i P ) dr, dr,. 
0 0 
Elvégezve az integráljel alatt álló köbreemel.ést és tagonként integrálva adó-
dik, hogy 
(9) 2 v == ( 2 Ä + 6 • r • ü + 6 d (r)2 + P ) + 6dV + ds). 
Figyelembe véve (5)-öt, következik, hogy bevezetve a 
(10) = = és
 V = S 
r 3 r 3 ' r 
') A (7) egyenlet w gyökét explicit alakban a következőképpen állíthatjuk elő: 
(v > 1). V Ц ' - У ' У -
1 
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jelöléseket 
(11) r = p ( 1 + 3 7 + 3 ( 7 + 7 ) rj + 3 7 rf + К 7 t f ) • 
Mármost, a jól ismert Hölder-féle egyenlőtlenség a p = 3, ç = 4 e s e t b e n azt 
mondja, hogy 
? I ? 1 3 ? 0 3 
(12) j I a{r)b{r)dr \a{r)(dr) ' •( | \b(r)\8l'2drf . 
0 0 0 
Alkalmazva (12)-t az a(r) = / ( r ) 1 3 , b(r) =f(r)23-r2 függvényekre és f igye-
lembe véve, hogy 
со 
jf(r)dr=\, 
0 
kapjuk, hogy 
(13) ^ й 2 3 . 
Alkalmazva (12)-t az a ( r ) = / ( r ) 1 3 , b(r) =f(r)'2 3-r függvényekre, kapjuk, hogy 
(14) r ^ ( F ) 1 3 . 
Összeszorozva (13)-at és (14)-et, adódik, hogy 
(15) 7 + 1 , 
míg (14)-ből közvetlenül adódik, hogy 
(16) 7 + L 
(15) és (16) figyelembevételével kapjuk, hogy 
(17) + + + 
vagyis 
(18) " + f ( 2 + r ty. 
Ha í j s l , akkor (18)-ból 
(19) v + \4p, 
tehát csak akkor lehet v > 1, ha p > 1/14 ^ 0 ,07 . . . , míg a megadott adatok, 
vagyis 1/100 mellett csak akkor lehet v > \ , ha p >2/(2,01)3 = 0 , 2 4 6 . . . . 
Ha tehát rç~0,01, akkor a szénnek a szénszemcsés ellenállás anyagának közel 
25%-át, míg h a ' î j Â l , legalább 7°/o-át kellene kitennie, míg a szén tényleges 
2—5°/o térfogati sűrűsége esetében az ellenállás vezetőképességére mindkét 
esetben 0 adódik. Mint említettük, a kísérletek azt mutatták, hogy finomabb 
strukturája szénszemcsés ellenállások esetében (amelyekben a műanyag nem 
áll össze tömbökké) a tapasztalatok ezt igazolták. Az, hogy a dolgozat elején 
leírt gyártási eljárással készített ellenállások az elméletnek látszólag ellent-
mondó módon viselkednek, teljesen érthetővé válik, ha figyelembe vesszük, 
amit a mikroszkopikus felvételek megerősítettek, hogy szinte a teljes szén-
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mennyiség az ellenállás térfogatának egy törtrészét, pl. ç-adrészét kitevő össz-
térfogatú rétegekben helyezkedik el. Ez esetben ugyanis e rétegekben a szén 
relatív koncentrációja a tényleges koncentráció 1 g-szorosa lesz, és így azt 
kapjuk, hogy /] x 0,01 mellett akkor lehetséges vezetés, ha p/q > 0,246, vagyis 
p >0,246 q. Ily módon m á r a tapasztalatokkal teljesen összhangban álló ered-
ményt kapunk. Némiképpen bonyolítja a helyzetet, hogy a valóságban q értéke 
nyilvánvalóan függ p értékétől, q reális értékét (illetve p-től való függését) 
kísérleti úton kell megállapítani, ami, bár nem könnyű, de elvégezhető feladat. 
A fent közölt j'-re vonatkozó számítás lényegesen egyszerűsödik, ha az 
összes szemcséket egyenlő sugarú gömböknek tekintjük. Ha a szemcsék mind 
r sugarú gömbök, akkor (8) helyett a 
(8*) 2v = ^ ( 2 r + ő f = p ( 2 +
 Vf 
összefüggés áll fenn, amiből könnyen következik, hogy ez esetben (18)-ban 
egyenlőség áll fenn. Ebből látszik, hogy az a hiba, amit akkor követünk el, 
ha 2 r értékét p(2+ íy):;-nel helyettesítjük, pontosan azt jelenti, hogy elha-
nyagoljuk a részecskék sugarának szórását az átlagos részecskesugár körül. 
Ha tehát a részecskék egyforma sugarúak, csak akkor lesz v > 1, és így veze-
tés csak akkor lehetséges, ha p > 2/(2 -f- r f f , tehát pl. p = 0,02 esetében csak 
akkor volna lehetséges vezetés, ha i] > 2,6, másszóval 300Â sugarú szemcsék 
között akkor is fel kellene lépnie vezetésnek, ha a szemcsék távolsága 708Â 
volna, míg a valóban tapasztalható vezetőképesség megmagyarázására fel kel-
lene tenni, hogy még nagyobb, kb. 1000Â távolságban levő szemcsék között 
is fellép vezetés. Ebből látszik, hogy a kapott paradox eredmények egyedül 
lehetséges magyarázata a szénszemcsék (valóban tapasztalt) nem egyenletes 
(réteges) elhelyezkedése amelyet, mint mondottuk a tapasztalatok is alátámasz-
tanak (lásd a közölt fényképet). 
Ami mármost azt a kérdést illeti, hogyan függ a vezetőképesség a szén 
koncentrációjától és a szénszemcsék átlagos nagyságától, ennek elméleti meg-
határozása meglehetősen bonyolult. Ugyanis, akár abban az esetben, ha a 
szénszemcsék rétegekben helyezkednek el, amelyeken belül relatív koncentrá-
ciójuk számottevő, akár abban az esetben, ha az ellenállás finomabb struktú-
rájú és a szénszemcsék nem tömörülnek rétegekbe, hanem egyenletesen osz-
lanak el, azonban a szén térfogataránya ennek megfelelően nagy, akkor már 
nem alkalmazhatók azok a közelítések, amelyek 2—5°/o-os koncentrációnál 
még megengedhetők voltak és amelyek lényegesen kihasználták a szénszem-
csék ritka elhelyezkedését. Ilyen nagy koncentráció esetében ugyanis az egyes 
szénszemcsék helyzetei már egyáltalán nem tekinthetők egymástól függetle-
neknek, amit a fentiekben lényegesen kihasználtunk akkor, amikor a szemcse-
középpontokra vonatkozólag azt tettük fel, hogy a Poisson-eloszlás szerint 
helyezkednek el. Ilyen nagy koncentráció mellett a szemcsék alakja is lénye-
gessé válhat és igen kérdéses, hogy a valóságot leegyszerűsítő feltevés, hogy 
a szemcsék gömbalakúak (ami kis koncentráció mellett nyilvánvalóan meg-
engedhető) érvényes-e. A vezetőképesség elméleti meghatározását további kí-
sérleti vizsgálatoknak kell megelőznie, mert a megfelelő modell, csak ezek 
alapján állítható fel. E kérdésre, továbbá egyéb nyitott problémákra (pl. a 
gyártási szórás kiszámítására) bővebb kísérleti anyag birtokában vissza kívá-
nunk térni. 
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Ezúton is köszönetet mondok K A T O N A J Á N O S laboratóriumvezetőnek, 
e dolgozat kézirata első fogalmazványának átnézése alkalmával tett értékes 
megjegyzéseiért, továbbá azért, hogy a szénszemcsés ellenállás metszetére 
vonatkozó fényképfelvételt volt szíves rendelkezésünkre bocsátani e dolgozat-
ban való közlés céljából. 
(Beérkezett: 1957. XII. 5.) 
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ИССЛЕДОВАНИЕ УГОЛЬНОЗЕРНИСТОГО СОПРОТИВЛЕНИЯ 
МЕТОДОМ ТЕОРИИ ВЕРОЯТНОСТЕЙ 
A . R É N Y 1  
P е з ю м е 
Работа сообщает об исследованиях, проведенных автором с помощью 
вероятностных методов, относительно проводимости таких сопротив-
лений, которые получаются спресованием смеси угольной пыли и какого-
нибудь изолирующего пылевидного вещества (например фенопласта). Как 
известно, такие сопротивления используются в радиотехнике. Распростра-
нение тока в таких сопротивлениях работа рассматривает как цепную реак-
цию. Рассчеты основываются на предположении, что угольная пыль рас-
пределяется во всем проводнике с равномерной плотностью (по распреде-
лению Poisson-a). Полученные численные данные находились в вопиющем 
противоречии с экспериментальными данными. Поэтому]. K A T O N A (Промыш-
ленно—Исследовательский Институт Техники связи) подробно исследовал 
микроструктуру указанных сопротивлений. Микроскопические снимки (один 
из которых публикуется в работе) указали на причину противоречия между 
теорией и фактами. Оказывается, угольные зерна распределяются не рав-
номерно, а концентрируются в тонких слоях. Это дало возможность 
улучшить качество этих сопротивлений. Математическую теорию данных 
сопротивлений автор собирается развить в одной из последующих работ. 
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A. RÉNYI 
Summary 
Account is given of some probabilistic considerations concerning the 
conductivity of resistances which are manifactured by pressing the mixture 
of carbon-powder with the powder of some non-conducting material (e. g. 
phenoplast). Such resistances are as it is well known, used in radiotechnics. 
The propagation of the current in the resistance mentioned above is con-
sidered as a chain reaction. The calculations have been carried out under 
the supposition that the carbon-powder is distributed with uniform density 
(according to Poisson 's law) in the whole body of the resistances. The 
numerical results were in striking contradiction with the experimental facts. 
This has led M R . J . KATONA (of the Industrial Research Institute for Tele-
communication) to investigate the microstructure of the mentioned resistances. 
The microscopic pictures (one of which is reproduced in the present paper) 
have thrown light on the reason of the contradiction between theory and 
facts, as they have shown that the carbon-powder is not uniformly distribu-
ted, but is contained in thin layers. This observation gave a possibility to 
improve the quality of the mentioned resistances. The mathematical theory of 
the resistances in question will be followed up further in a forthcoming paper. 
A MATEMATIKAI KUTATÓ INTÉZET SZEMINÁRIUMAIBAN 
1957-BEN ELHANGZOTT ELŐADÁSOK 
KIVONATAI 
Intézeti s z e m i n á r i u m 
1 . S T . S C H W A R T Z Mértékek topológikus félcsoportokban. (Szeptember 25.) 
2 . EGERVÁRY J E N Ő : Purcell vektormódszerének egy általánosításáról-
(November 22.) A Bolyai János Matematikai Társulattal közösen rendezett 
előadás. 
A Journal of Mathematics and Physics 1953-as kötetében (180—183. 
oldalakon) E . P U R C E L L reguláris inhomogén egyenletrendszerek megoldására egy 
— az eddig ismertektől eltérő — módszert közölt, mely lényegileg vetítések 
segítségével állítja elő a megoldást. 
Az előadó kimutatta, hogy az általa bevezetett és más esetekben is 
alkalmazott rangcsökkentő müveletek felhasználásával megadható egy olyan 
megoldási módszer, amely bármilyen lineáris egyenletrendszer esetén kivétel 
nélkül alkalmazható és a Purcell-féle „vektormódszert" mint speciális esetet 
tartalmazza. 
Kiindulva a teljes vektorteret szimbolizáló egységmátrixból, a megoldandó 
rendszer egyenleteit szukcesszive egy-egy rangcsökkentö művelettel elégítjük 
ki, az összes egyenletek kielégítése után megmaradó matrix valamennyi oszlop-
vektora az adott rendszernek egy-egy megoldása. A módszernél fellépő szabad 
paraméterek megfelelő választásával elérhető, hogy a végeredményként nyert 
matrix el nem tűnő oszlopai az adott rendszernek egy teljes lineárisan füg-
getlen megoldási rendszerét adják. 
A módszer azokat az egyenleteket, melyek a megelőzőknek lineáris 
következményei, automatikusan eliminálja. 
3 . V . G . AVAKUMOVIC 2 ' : Eigenfunktionen und Fourier-Reihen auf 
kompakten Mannigfaltigkeiten. 
A „ m a t r i x e l m é l e t é s a lka lmazása i" osztály s z e m i n á r i u m a 
J U N G G I T T A 3 ' : A matrix-számítás alkalmazása desztillációs kolunák szer-
kesztésére. (Április 2.) 
9 Bratislava.-
2) Novi Sad—Göttingen. 
3) Chinoin Gyógyszervegyészeti Gyár, Budapest. 
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Lásd J U N G G . , RÓZSA P . és SÁRKÁNY G Y . „Ellenáramú szétválasztó 
vegyipari alapműveletek elméleti fokozatszámának meghatározásáról" című 
dolgozatát e Közlemények jelen kötetének 227—245. oldalain. 
A valósz ínűségszámítás i é s a matemat ika i statisztikai osztályok 
k ö z ö s s z e m i n á r i u m a 
1 . TAKÁCS L A J O S : Tartózkodási-idő problémákról. (Január 3.) 
Lásd az előadó "On certain soujourn time problems in the theory of 
stochastic processes" című dolgozatát [Acta Mathematica Academiae Scientiaram 
Hungaricae 8 (1957) 169—191.]. 
2 . P R É K O P A A N D R Á S 4 ' : Független növekményü homogén sztochasztikus 
folyamatok kanonikus felbontásáról. (Január 10.) 
А В sztochasztikus folyamat rendelkezzék a következő tulajdonságokkal: 
1°. független növekményű, 
2°. £, homogén, 
3°. a §( sztochasztikus folyamatnál az ugrások abszolút értékének összege 
1 valószínűséggel véges. 
4°. S, mintafüggvényei balról folytonosak. 
Ekkor a S/ folyamat felírható a 
alakban, ahol ы Brown-mozgás folyamat, az гц folyamat pedig tisztán diszkon-
tinuus, és az гц folyamat karakterisztikus függvénye logaritmusának Lévy-féle 
alakjában az M(x, t), illetőleg N(x, t) függvény egyenlő /Af(x)-szel, illetőleg 
/A/(x)-szel, ahol M(x), illetőleg N(x) az ugrások várható száma a ( — ° ° , x ) , 
(x < 0), illetőleg az (x, -f oo), (x > 0) intervallumban. 
A bizonyítás RÉNYI A L F R É D és P R É K O P A A N D R Á S egy tételén alapszik. 
Lásd e szerzők "On the independence in the limit of sums depending on the 
same sequence of independent random variables" című dolgozatát [Acta 
Mathematica Academiae Scientiaram Hungaricae 7 (1957) 319—326.]. 
Hasonló módszerrel lehet tárgyalni az általános esetet is, amikor a 
3°. követelményt elhagyjuk. így K. ITO eredményeinek egy más bizonyítását 
kapjuk [K. ITO "On stochastic processes, I." Japanese Journal of Mathematics 
1 8 (1942) 261—301.]. 
3 . F ISCHER J Á N O S : Gömb-és ellipszoidalakú testek térfogatának becslése 
metszetből. (Január 17. és 24., továbbá október 31.) 
Sejtmagmérésekkel kapcsolatosan merül fel a párhuzamos síkokkal határolt 
metszetben elhelyezkedő logaritmikusan normális eloszlású gömbök, illetőleg 
forgási ellipszoidok metszési, illetőleg vetítési torzításának korrekciója. Az előadás 
főként a gömbök esetével és azon belül a térfogat logaritmusa várható értékének 
és szórásnégyzetének becslésekor szükséges korrekcióval foglalkozott. Ismertette 
a problémával kapcsolatban kidolgozott nomogrammokat és a továbbiakban 
felvetődő valószínűségszámítási, hisztológiai és nomográfiai problémákat is. 
4) Eötvös Lóránd Tudományegyetem, Matematikai Intézet. 
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4 . JÁNOSSY L A J O S 5 ' : Egy fizikai problémáról (Január 3 1 . ) . 
5 . RÉNYI A L F R É D : Az L(z) függvény integrálelőállításáról. (Február 7 . ) 
Lásd az előadó „Az L(z) valószínűség-eloszlásfüggvényről" című dolgo-
zatát e Közlemények jelen kötetének 43—50. oldalain. 
6 . CSÁKI E N D R E 6 ' : Referáló előadás. (Február 1 0 . és 1 7 . ) 
M. KAC „Random walk and the theory of Brownian motion" cimü dol-
gozatának ismertetése [Selected papers on noise and stochastic processes. 
Dover, New York, 1954, pp. 295—317.]. 
7 . P Á L L É N Á R D " : Atomreaktorok sztochasztikus folyamatainak elméletéről 
(Február 14.) 
Lásd az előadó hasonló című dolgozatát a Magyar Tudományos Akadémia 
Központi Fizikai Kutató Intézetének Közleményeiben [4 (1956) 584—618.]. 
8 . RÉNYI A L F R É D : Véletlen tagszámú valószínűségi változókból álló 
összegek határeloszlásáról. (Február 21.) 
Lásd az előadó „On the asymptotic distribution of the sum of a random 
number of independent random variables" című dolgozatát [Acta Mathematica 
Academiae Scientiarum Hungaricae 8 (1957) 193—201.]. 
9 . RÉVÉSZ P Á L 4 ' : Valószínűségi változók sorozatainak konvergenciájáról. 
(Február 28.) 
Lásd az előadó „On the convergence of sequences of random variables 
(A remark on a problem of A. Prékopa)" című cikkét e Közlemények jelen 
kötetének 51—58. oldalain. 
1 0 . Az 1956. évi Schweitzer Miklós matematikai emlékverseny feladatai-
nak megvitatása. (Március 4.) 
1 1 . M O G Y O R Ó D I J Ó Z S E F : Referáló előadás. (Március 7 . ) 
Р. П. Д о б р у ni и h „Лемма о пределе сложной случайной функции" 
[Успехи Математических Наук 1 0 : 2 (1955) 157—159.] című dolgozatának 
ismertetése. 
1 2 . PRÉKOPA A N D R Á S : AZ általánosított összetett Poisson eloszlásról 
és annak alkalmazásairól határeloszlástételekre és független növekményü folya-
matok esetére. (Március 14. és 21.) 
Lásd az előadó „On the compound Poisson distribution" című dolgo-
zatát [Acta Scientiarum Mathematicarum (Szeged) 1 8 (1957) 23—28.]. 
1 3 . A R A T Ó M Á T Y Á S : Referáló előadás. (Március 2 1 . ) 
И. А. И б р а г и м о в „О композиции одновершинных распределений" 
[Теория Верояностей и её Применения 1 (1956) 283—288.] című dolgoza-
tának ismertetése. 
1 4 . RÓZSA P Á L : A matrixelmélet bizonyos valószínűségszámítási alkal-
mazásairól. (Március 24.) 
Az előadó bizonyos matrixelméleti eredményeit hasonlítja össze M. KAC 
"Randpm walk and the theory of Brownian motion" című dolgozatában 
5) Központi Fizikai Kutató Intézet. 
e) Alkalmazott matematika szakos egyetemi hallgató. 
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[Selected papers on noise and stochastic processes. Dover, New York, 1954. 
pp. 295—317] található eredményekkel. Lásd az előadó „Megjegyzések egy 
sztochasztikus matrix spekrálfelbontásához" című dolgozatát [Magyar Tudo-
mányos Akadémia III. (Matematikai és Fizikai) Osztályának Közleményei 
7 (1957) 199—206.]. 
15. T A N K Ó J Ó Z S E F 6 ' : A karakterisztikus funkcionálról. (Április 29. és 
május 6.) 
A. N. Kolmogoroff „La transformation de Laplace dans les espaces 
linéaires" [Comptes Rendus Hebdomadaires de l'Académie des Sciences (Paris) 
2 0 0 ( 1 9 3 5 ) 1 7 1 7 — 1 7 1 8 . ] és E . M O U R I E R „Propriétés des caractéristiques 
d'un élément aléatoire dans un espace de Banach" [Comptes Rendus Heb-
domadaires de l'Académie des Sciences (Paris) 2 3 1 ( 1 9 5 0 ) 2 8 — 3 0 . ] című 
dolgozatának ismertetése. 
16. R É V É S Z P Á L : Szakdolgozatának ismertetése. (Május 9. és 16.) 
Lásd az előadó ,,0n the limit distribution of sums of dependent random 
variables" [Annales Úniversitatis Scientiarum Budapestiensis de Rolando 
Eötvös Nominatae (Sectio Mathematica) 1 (1957) (sajtó alatt)] című dolgozatát. 
1 7 . O T T O H A N S 7 ' : On generalized random variables. (Május 23.) 
Let Г be a partially ordered set, X a non-empty set and gp and ip two 
mappings of Г into the space of all subsets of X, satisfying the following 
conditions: if -< ys then (р(у2)смр(у(); if yx -< y2 then xp(y.2)czxp(y1); 
<f(y)Œip(y) for every у £ Г ; if x0 £ X, y0 £ Г, and x0$gp(y0) then there 
exists a ( Г so that у
х
-<у
й
 and x0(£ U go(7). 
Y-< Yi 
An element ya £ Г is said to be gc-regular if for every yx -< y0 there 
holds U Н у ) ф 0 -
У У i 
It will be said that xp go-separates y0 $ Г from x„ £ X if for every 
x,=f=x0, XjÇ U g0(7) and for every уг -< y0, x„ £ V(/ i ) there holds at least 
7 -c Yo 
one from the following two statements: x0 £ <f(y), xx $ xp(yx). Further on, 
1p gp-separates y0 from Ac : A" if it gp-separates y0 from every x £ A. 
T h e o r e m 1. Let y0 £ Г, A cz X, A=j=0 and let 1p gp-separate ya from A. 
Then Aczcp(y0) i f , and only i f , y0 is cp-regular and simultaneously Ac:xp(y0). 
If xp maps Г into the space of all at most one-point subsets of X then 
1p always gp-separates an arbitrary ya £ Г from an arbitrary x0 $ X. Therefore, 
in this special case, the theorem reads: 
T h e o r e m 2 . Let у0£Г,х0£X and let for every у^Г the set 1 / 1 ( 7 ) 
contain at most one point. Then {x„j <y(y) i f , and only i f , y0 is cp-regular 
and simultaneously {x„} = xp(y0). 
We shall roughly sketch how to apply particular notions e. g. to 
generalized random variables : Г is the space of all sequences of elements 
from X, 7,-<7o means yx is a subsequence of y0, cp and xp are two con-
vergences on X, 70 is gp-regular means the set of points forming the sequence 
7o is gp-compact. Thus theorems are obtained about almost sure convergence of 
') A Csehszlovák Tudományos Akadémia Elektrotechnikai és Rádiótechnikai Intézete, 
Prága. 
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generalized random variables as for example theorems 13—44 in the paper 
0 . H A N S : „Generalized random variables "[Transactions of the Is' Prague Con-
ference 1956, Prague, 1957, pp. 61 — 103.]. 
1 8 . P E R G E L J Ó Z S E F 0 » : Referáló előadás. (Május 1 3 . és 2 0 . ) 
Az előadó az alábbi dolgozatokat ismertette: K . F L O R E K , E . MARCZEVVSKI, 
C . R Y L L - N A R D Z E W S K I : „Remarks on Poisson processes, I . " [Studia Mathematica 
1 3 ( 1 9 5 2 ) 1 2 2 — 1 2 9 ] , E . M A R C Z E W S K I : „Remarks on Poisson processes, I I . "  
[Studia Mathematica 1 3 ( 1 9 5 2 ) 1 3 0 — 1 3 6 . ] , JÁNOSSY LAJOS, RÉNYI A L F R É D és 
A C Z É L J Á N O S : „On composed Poisson distributions, I . " [Acta Mathematica 
Academiae Scientiarum Hungaricae 1 ( 1 9 5 0 ) 2 0 9 — 2 2 4 . ] , RÉNYI A L F R É D : „On 
composed Poisson distributions, II." [Acta Mathematica Academiae Scientiarum 
Hungáriáé 2 ( 1 9 5 1 ) 8 3 — 9 6 . ] . 
1 9 . M O G Y O R Ó D I J Ó Z S E F : Véletlen tagszámú valószínűségi változókból 
álló összegek határeloszlástételei és momentumai. (Május 30. és június 6.) 
Legyenek S2, független valószínűségi változók, melyeknek 
'étezik a várható értékük és szórásuk, M(£„) = ű„ és D2(£„) = Dl , legyen 
n n ' 
továbbá An =- ]7ak és sL = £ d I . A 
k- 1 к —1 
r _ & + &Ч HS« — A. 5« Q 
OH 
valószínűségi változókra teljesüljön a centrális határeloszlástétel. Legyen továbbá 
vn(n = 1, 2, . . . ) pozitív egész értékeket felvevő valószínűségi változókból álló 
sorozat és vnj n konvergáljon sztochasztikusan az a > 0 értékhez. 
Az előadó bebizonyította, hogy annak elégséges feltétele, hogy a 
X 
lim P {tr„ < * } = Ф(х) = \ e \ d y 
n->-oo / 2.71 J 
-oo 
határeloszlástétel teljesüljön, az, hogy Sn — n'L(n) alakú legyen, ahol A > 0 
szám, L(n) pedig ún. lassú ingadozású függvény, azaz L(cn)/L(n)—>• 1, 
ha n —* oo és с > 0. 
2 0 . CSÁKI P É T E R : Referáló előadás. (Május 2 7 . és június 2 . ) 
Az előadó az alábbi dolgozatokat ismertette: D. G. K E N D A L L : „Somé 
problems in the theory of queues" [Journal of the Royal Statistical Society, 
Series B, 1 3 ( 1 9 5 1 ) 1 5 1 — 1 7 3 . ] , А . Я. Х и н ч и н : „Математические методы 
теории массового обслуживания" [Труды Математического Института имени 
В . А . С т е к л о в а 4 9 ( 1 9 5 5 ) ] és T A K Á C S LAJOS: „Várakozási idő problémák 
tárgyalása Markov folyamatok segítségével" [A Magyar Tudományos Akadémia 
111. (Matematikai és Fizikai) Osztályának Közleményei 4 ( 1 9 5 4 ) 5 4 3 — 5 7 0 . ] 
2 1 . MOLNÁR E N D R E 0 » : Referáló előadás. (Június 1 0 . ) 
Az előadó ismertette а „Теория передачи электрических сигналов при 
наличии помех" [Издательство Иностранной Литературы, Москва, 1953.] 
című cikkgyűjtemény egyes részleteit. 
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2 2 . P E R G E L J Ó Z S E F : Nem független mértékterek szorzatáról. (Október 1 0 . ) 
Legyen Í2, és Д , két halmaz, S/ az Í2, bizonyos részhalmazainak, S2 
pedig az Í22 bizonyos részhalmazainak egy a-gyűrűje. На а P(A, В) halmaz-
függvény (Л é 5 i , BéS2) rögzített A esetén mérték az S-, a-gyürűn, rögzített В 
esetén pedig mérték az Sx a-gyürün, akkor P(A, B) az А X В alakú halmazok 
által definiált a-gyürün egy mértéket generál, hacsak Í2X és Í2, lokálisan 
kompakt Hausdorff terek és P(QUB) továbbá P(A, Í32) korlátos és'reguláris. 
mértékek. Az előadó példával bizonyítja, hogy általános esetben ez a tétel 
nem igaz. [Lásd pl.: E . M A R C Z E W S K I — C . R Y L L - N A R D Z E W S K I : „Remarks on the 
compactness and non direct products of measures." Fundamenta Mathematicae 
4 0 (1953) 165—170.1 
2 3 . R É V É S Z P Á L : Referáló előadás. (Október 1 7 . ) 
Az előadó a martingálelmélet elemeit ismertette J . L . D O O B ,,Stochastic 
processes" [Wiley New-York, 1953] című könyvéből. 
2 4 . M O G Y O R Ó D I J Ó Z S E F : Referáló előadás. (Október 1 4 . ) 
Az előadó az alábbi dolgozatokat ismertette: А . Н . К о л м о г о р о в — 
Ю. В. П р о х о р о в : „О суммах случайного числа случайных слагаемых" 
[Успехи Математических Наук 4 : 4 (1949) 168—172.], И. С е й ц , К. 
В и н к е л ь б а у е р : „Заметка к статье Колмогорова и Прохорова »О суммах 
случайного числа случайных слагаемых«" [Чехословацкий Математический 
Журнал 3 /78 (1953) 91—93.], К. В и н к е л ь б а у е р : „Моменты для сумм 
случайного числа случайных слагаемых" [Чехословацкий Математический 
Журнал 3 /78 (1953) 93—98.]. 
A m a t e m a t i k a i statisztikai osztály s z e m i n á r i u m a 
1 . SARKADI KÁROLY: Referáló előadás. (Január 11.) 
Az előadó A. C O H E N „Censored samples from truncated normal distribu-
tions" című dolgozatát ismertette [Biometrika 4 2 (1955) 516—519.]. 
2. É L T E T Ő Ö D Ö N : Referáló előadás. (Január 11.) 
Az előadó J. E. JACKSON —E. L. Ross „Extended tables for use with 
the »G« test for means" című dolgozatát ismertette [ Journal of the American 
Statistical Association 5 0 (1955) 415—433.]. 
3 . SARKADI K Á R O L Y : A Behrens—Fisher probléma. (Január 1 7 . ) 
Ismertető előadás. 
4 . É L T E T Ő Ö D Ö N : Referáló előadás. (Január 23.) 
Az előadó J . JUNG „ ö n linear estimates defined by A continous weight 
function" című dolgozatát ismertette [Arkiv för Matematik 3 (1956)]. 
5 . SARKADI KÁROLY: Referáló előadás. (Február 6 . ) 
Az előadó L . G U T T M A N „Image theory for the structure of quantitative 
variates" című dolgozatát ismertette [Psychometrika 1 8 (1953) 277—296.]. 
6 . É L T E T Ő Ö D Ö N : Referáló előadás. (Február 20.) 
Az előadó a következő cikkeket ismertette: А. А. З и н г е р : „О не-
зависимых выборках из нормаль ной совокупности" [Успехи Математи-
ческих Наук 6 : 6 (1951) 172—175.]; R. G. LAHA: „On a characterization 
of the stable law with finite expectation" [Annals of Mathematical Statistics 
2 7 (1956) 187—195]. 
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7 . V I N C Z E ISTVÁN : Két minta összehasonlítása két statisztikai függvény 
alapján. (Március 13.) 
Lásd az előadó hasonló című dolgozatát e Közlemények jelen kötetének 
183—209. oldalán. 
8 . SARKADI KÁROLY: Referáló előadás. (Március 20.) 
Az előadó J. 0 . IRWIN „A distribution arising in the study of infections 
diseases" című dolgozatát ismertette [Biometrika 4 1 (1954) 266—268]. 
9 . V I N C Z E ISTVÁN: Referáló előadás. (Március 26.) 
Az előadó M . N . BHATTACHARYYA „Estimation from censored bivariate 
samples" című dolgozatát ismertette [Journal of Agricultural Statistics (1954) 
83—92.]. 
1 0 . L I P T Á K T A M Á S : Referáló előadás. (Május 3 0 . ) 
Az előadó A. W A L D „Note on the consistency of the maximum likelihood 
estimate" című dolgozatát ismertette. [Annals of Mathematical Statistics 2 0  
(1949) 595—601]. 
1 1 . L I P T Á K T A M Á S : A hipotézisvizsgálat és a statisztikai döntésfügg-
vények elmélete. (Június 6.) 
Ismertető előadás. 
1 2 . R Ó Z S A P Á L : Mátrixok és kvadratikus alakok. (Október 3 1 . és 
november 7.) 
Ismertető előadás. 
1 3 . SARKADI K Á R O L Y : Beszámoló a hágai nemzetközi szabványügyi 
konferenciáról. (November 14.) 
1 4 . É L T E T Ő Ö D Ö N , L I P T Á K TAMÁS, SARKADI KÁROLY, S C H N E L L L Á S Z L Ó N É 
és Z IERMANN M A R G I T : Referáló előadások. (Áprilistól hetenkint.) 
Az előadók L. S C H M E T T E R E R „Einführung in die Mathematische Statistik" 
című könyvének (Springer, Wien, 1956.) első hat fejezetét ismertették. 
A n u m e r i k u s és g r a f i k u s m ó d s z e r e k osztá lyának s z e m i n á r i u m a 
1 . S Á N D O R F E R E N C : Digitális számológépek programozása. (Január 8. 
és június 25. között hetenként.) 
2 . S Á N D O R F E R E N C irányításával : Programkészítő szeminárium. (Novem-
ber 5., december 3., 10. és 17., folyamatban.) 
A valós függvénytan i osz tá ly s z e m i n á r i u m a 
1 . CSÁSZÁR ÁKOS folytatta „A halmazelméleti topológia alapvonalai" 
című heti kétórás előadásait. Az év folyamán összesen 27 előadás hangzott el. 
2 . C Z I P S Z E R J Á N O S és F R E U D G É Z A : Függvény deriváltjainak approxi-
mációja a függvényt approximáló polinomok deriváltjaival, II. (Június 17. A 
Bolyai János Matematikai Társulattal közösen rendezett előadás.) 
Lásd az előadók sajtó alatt lévő dolgozatát: "Sur l'approximation d'une 
fonction périodique et de ses dérivées successives par un polynome trigono-
métrique et par ses dérivées successives" [Acta Mathematica 99 (1958)]. 
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3 . F R E U D G É Z A : Megjegyzés a Cantor—Bendixson-tételhez. (Október 1 9 . ) 
Legyen 9t egy R 7>topológikus tér bizonyos részhalmazaiból álló örök-
letes és additív halmazrendszer. Egy A a R halmaz 2(-deriváltján azon x pontok 
halmazát értjük, amelyeknek tetszőleges Ur környezetére A n U.— {x} 2(. 
Ez a derivált-fogalom /?-ben egy új 7>topolôgiàt indukál, amelyet 2í-topológiá-
nak nevezünk. Ha 21 megszámlálhatóan additív, és R megszámlálható bázisú, 
akkor igaz a következő tétel : Minden Ш-zárt halmaz egy 21-perfekt halmaz 
és egy 2{-hoz tartozó halmaz egyesítése. Ha 21 megszámlálható halmazok 
összességét jelenti, akkor ez a tétel az eredeti topológikus térre vonatkozó 
Cantor—Bendixson tétellel ekvivalens. 
4 . A L E X I T S G Y Ö R G Y : Egy megjegyzés a teljes metrikus terekkel kapcso-
latban. (November 2.) 
Legyen P egy olyan tulajdonság, hogy ha egy metrikus halmaz rendel-
kezik b-vel, akkor minden nyilt részhalmaza is rendelkezik vele. На X teljes 
metrikus tér és előállítható megszámlálható sok, a P tulajdonsággal rendelkező 
zárt halmaz egyesítéseként, akkor azok a pontok, amelyekben X lokálisan 
nem-P tulajdonságú, első kategóriájú halmazt alkotnak. Az előadó felhívja a 
figyelmet arra, hogy néhány konkrét metrizációs és összefüggési tulajdonság 
esetén érdekes volna a fenti állítás megfordításának a lehetőségét megvizsgálni. 
5 . C Z I P S Z E R JÁNOS : Az ív görbeelméleti jellemzése. (December 7 . ) 
Az előadó új bizonyítást közölt a következő ismert tételre: Ha R leg-
följebb másodrendű pontokkal rendelkező, összefüggő topológikus tér; és 
/?-nek van két elsőrendű a és b pontja, akkor R egy ab ív. 
6 . C S Á S Z Á R Á K O S : AZ tv., egyenes, a félegyenes és a kör görbeelméleti 
jellemzése. (December 7. és 14.) 
Az előadó űj bizonyítást közölt a következő ismert tételre: Ha R leg-
följebb másodrendű pontokból álló, összefüggő, szeparábilis, legalább két 
pontot tartalmazó metrikus tér, akkor R vagy egy zárt intervallummal, vagy 
egy egyenessel, vagy egy zárt félegyenessel, vagy egy körvonallal homeomorf. 
7 . G E H É R LÁSZLÓ: Lipschitz-feltételt kielégítő és folytonos transzformációk 
kiterjesztése. (December 10. A funkcionálanalízis-osztállyal közös rendezésben.) 
Egy metrikus tér hiperkonvex, ha teljesül a következő feltétel : Akárhány 
zárt gömb közös része nem üres, ha bármely két gömb középpontjának a 
távolsága nem nagyobb a sugarak összegénél. Az előadó a következő tételekről 
számolt be : 
1°. Ha / egy X metrikus teret egyenletesen folytonosan, illetőleg folyto-
nosan képez le egy R hiperkonvex metrikus térbe, akkor tetszőleges pontos-
sággal egyenletesen approximálható X-et R-be leképező Lipschitz-feltételt 
kielégítő, illetőleg minden pontban Lipschitz-feltételt kielégítő transzformációkkal. 
2°. Ha / egy X metrikus tér egy A zárt részhalmazát egy korlátos 
hiperkonvex metrikus térbe képezi le, és / az A minden pontjában Lipschitz-
feltételnek tesz eleget, akkor / kiterjeszthető X-re úgy, hogy a kiterjesztett 
függvény X minden pontjában Lipschitz-feltételnek tegyen eleget. 
3°. Ha az előző tételben a Lipschitz-feltétel helyett azt tesszük fel, hogy 
/ folytonos, akkor / folytonosan kiterjeszthető X-re. 
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A d i f f erenc iá l egyen le t ek osztá lyának s z e m i n á r i u m a 
1 . A D L E R G Y Ö R G Y , HAJTMANN B É L A , SALLAY MELÁNIA é s ZIMÁNYI 
J Ó Z S E F N É : Referáló előadássorozat. (Január 3 . és 1 0 . , március 7 . , 1 4 . , 2 1 . és 
28., április 11., 18. és 25., május 9., 16. és 23., október 22., november 5., 12. 
és 19., december 3.) 
Az előadók S . B E R G M A N N — M. S C H I F F E R „Kernel functions and elliptic 
differential equations in mathematical physics" című könyvének (Academic 
Press, New York, 1953.) egyes részeit ismertették. 
2 . BÉKÉSSY A N D R Á S : A Laplace-módszer egy általánosítása. (Január 1 7 . 
és 24.) 
Lásd az előadó hasonló című dolgozatát e Közlemények jelen kötetének 
105—125. oldalain. 
3 . CSÁSZÁR Á K O S : A vektoranalízis integráltételeiről. (Január 3 1 . , február 
7., 1 4 . , 2 1 . és 28.) 
Az előadó ismertette a Gauss- és Stokes-féle tételnek a valós függvény-
tan segédeszközeivel történő bizonyítását az 0 . H A U P T — G . AUMANN Differen-
tial- und Integralrechnung című munkában (de Gruyter, Berlin, 1938.) talál-
ható módszerrel, valamint ismertette a bizonyításhoz szükséges segédeszközöket 
(Rademacher tétel, többszörös Lebesgue-integrálok transzformáció-tétele, korlátos 
nyújtású parametrizálással előállított felületdarab felszínének elmélete, többvál-
tozós függvények polinomokkal való megközelítésére vonatkozó approximáció-
tétel). 
4 . FELDMANN L Á S Z L Ó : AZ operátorszámítás Mikusinski-féle megalapo-
zásáról. (Október 10. és 15.) 
Az előadó ismertette J. MIKUSINSKI "Rachunek operatorom" című könyvé-
ben (Polskié Towarzystwo Matematyczne, Warszawa, 1953) szereplő alapfogal-
makat, és ezek egy lehetséges általánosítására vonatkozó megjegyzéseket tett. 
5 . MAKAI E N D R E : Membránok alaphangjának frekvenciája. (Október 2 9 . ) 
Az előadó bebizonyította, hogy egy T területű és К összkerületű, peremén 
befogott, egyszeresen vagy kétszeresen összefüggő membrán alaphangjának 
Л frekvenciája kisebb a 3 К T mennyiségnél, ha a megfelelő sajátfüggvény a 
Au + yl-u 0 differenciálegyenletnek tesz eleget. 
6 . F É N Y E S T A M Á S : A Schwinger-féle variációs módszer. (November 26.) 
Az előadó ismertette F. E . B O R G N I S — C H . H . P A P A S „Randwertprobleme 
der Mikrowellenphysik" című könyve (Springer, Berlin, 1955.) alapján a 
Schwinger-féle variációs módszert és annak elektrodinamikai alkalmazásait. 
7 . BOGNÁR J Á N O S : Referáló előadás. (December 10. és 1 7 . ) 
Az előadó A. P L E I J E L „Propriétés asymptotiques des fonctions et valeurs 
propres de certaine problèmes de vibrations" című cikkét ismertette [Arkiv 
för Matematik Astronomie och Fysik 2 7 A (1940) 1 — 100.]. 
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A k o m p l e x - f ü g g v é n y t a n i osz tá ly s z e m i n á r i u m a 
1 . A D L E R G Y Ö R G Y , F R E U D GÉZA és Szüsz P É T E R : Referáló előadás-
sorozat. (Január 2., 9., 14., 21. és 28., február 4., 11., 18. és 25., március 4., 
11. és 18., április 1., 8., 15. és 29., május 2., 6. és 27.) 
Az előadók S. B E R G M A N N „Kernel functions" című könyvének tavaly 
megkezdett ismertetését fejezték be. 
2 . B A L Á Z S J Á N O S : A transzfinit átmérő. (Május 3 0 . , június 3 . , október 
4., 7. és 18., november 8., 15. és 22.) 
Ismertető előadássorozat. 
3 . F R E U D G É Z A : Kolmogorov egy tételéről. (Június 1 0 . ) 
Ismertető előadás. 
4 . T Ú R Á N P Á L : Egy különös divergenciajelenség a konvergencia-kör 
kerületén. (November 29.) 
Az előadó HARDY, L I T T L E W O O D és C A R L E M A N bizonyos tételeinek kiegé-
szítéseképpen azon tényt mutatja meg, hogy egy tetszőleges, a 0 < | z 0 | < l 
egyenlőtlenségnek eleget tevő го-hoz található olyan 
sor divergens. Az előadó rámutat néhány ezzel kapcsolatos további kérdésre. 
5 . A L P Á R L Á S Z L Ó ; A Robin-állandó. (December 13 . , 2 1 . , 2 7 . ) 
Ismertető előadássorozat. 
1 . T A N D O R I KÁROLY 8 ' : Differenciálegyenletek Green-fiiggvényei mint 
disztribúciók. (Január 9.) 
Ismertető előadás. 
2 . B E R K E S J E N Ő 9 ' : Kvantum-térelmélet (Konfigurációs előállítás). (Január 1 6 . ) 
Ismertető előadás. 
3 . S Z Ő K E F A L V I - N A G Y B É L A : Második kvantálás. (Február 6 . ) 
4 . S Z Ő K E F A L V I - N A G Y B É L A : Emissziós és abszorpciós operátorok (Febr. 1 3 . ) 
5 . S Z Ő K E F A L V I - N A G Y B É L A : Felcserélési relációk az emissziós és abszorp-
ciós operátorokra. (Február 20.) 
8) Szegedi Tudományegyetem, Bolyai Intézet. 
Ó Pedagógiai Főiskola, Szeged. 
f ( z ) = Eavz 
hatványsor, hogy Iav konvergens, de az 
•V 
sorra a 
A funkcionálanal íz i s -osztá ly s z e m i n á r i u m a 
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A 3 . — 5 . előadások referáló jellegűek К. O. F R I E D R I C H S "Mathematical 
aspects of the quantum theory of fields" cimü könyve alapján (Interscience 
Publishing Company, New York, 1953). 
6 . K O V Á C S ISTVÁN8» : A második kvantálás matematikai megalapozása. 
(Február 27.,. március 6.) 
Ismertető előadás. 
7 . S Z E R É N Y I T I B O R 8 » : Nyom-operátorok. (Március 20.) 
Ismertető előadás K . 0 . F R I E D R I C H S „Mathematical aspects of the quantum 
theory of fields" című könyve alapján. 
8 . T A N D O R I KÁROLY 8 »: Implicit disztribúciók. (Április 1 0 . és 1 7 . ) 
Ismertető előadás. 
9 . T A N D O R I KÁROLY : A ( • + m1) G === 0 egyenlet Lorentz-invariáns 
disztribúció megoldása. (Április 24.) 
Ismertető előadás. 
1 0 . H O R V Á T H J Á N O S 1 0 » : Tomonaga elmélete. (Május 8 . és 1 5 . ) 
Ismertető előadás. 
1 1 . S Z Ő K E F A L V I - N A G Y B É L A : A perturbáció formalizmusa. (Szeptember 1 7 . ) 
Lásd : RELLICH „Perturbation theory of eigenvalue problems". Litografált 
jegyzet, New York, 1953. 
1 2 . SZERÉNYI T I B O R 1 1 » : Példák a perturbáció-számításra rezgő húrok és 
pálcák elméletéből. (Október 2.) 
1 3 . KOVÁCS ISTVÁN : Egy nem-reguláris perturbációprobléma (Október 9.) 
1 4 . G I L D E F E R E N C 3 0 » : A csoportelöállitások szerepe a kvantummechaniká-
ban (Október 16. és 23.) 
Lásd: E. W I G N E R „Gruppentheorie und Quantummechanik1' cimü könyvét. 
1 5 . B E R K E S J E N Ő : Rellich alaptétele a végesdimenziós tér esetében. 
(Október 30.) 
Lásd: F. RELLICH „Störungstheorie der Spektralzerlegung, I." című 
dolgozatát [Mathematische Annalen 1 1 3 (1936) 600—619.]. 
1 6 . B O G N Á R J Á N O S : A Pontrjagin-féle ÍI,-tér axiomatikája. (Nov. 1 3 . ) 
Ismertető előadás И. С. И о х в и д о в — M. Ф. К р е й н „Спектральная 
теория операторов в пространствах с индефинитной метрикой, I." [Труды. 
Московского Математического Общества 5 (1956) 367—432] dolgozata 
alapján. 
1 7 . SZÖKEFALVI-NAGY B É L A : A reguláris perturbációkra vonatkozó alap-
tétel az általános esetben (November 27., december 13.) 
Lásd : S Z Ő K E F A L V I - N A G Y B É L A „Perturbations des transformations auto-
adjointes dans l'espace de Hilbert" [Commentarii Mathematici Helvetici 1 9  
(1946—47) 347—366.]. 
1«) Szegedi Tudományegyetem, Elméleti Fizikai Intézet. 
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A m a t e m a t i k a i l og ika és m a t e m a t i k a i g é p e k e l m é l e t e 
e sopor t s z e m i n á r i u m a 
1 . KALMÁR LÁSZLÓ : Szubrutinok szerkesztésének módszereiről. (Március 1 9 . ) 
2 . KALMÁR L Á S Z L Ó : AZ EDS AC gép R2 szubrutinjának ismertetése 
(hosszú pozitív egész számok leolvasására). (Március 26.) 
3 . B A K O S T I B O R 8 ' : AZ ED S AC gép R9 szubrutinjának ismertetése (zárt 
szubrutin hosszú pozitív egész számok leolvasására). (Április 2.) 
4 . B E R E C Z K I I L O N A 8 ' : AZ EDS AC gép RÍ szubrutinjának ismertetése 
(előjeles hosszú tizedestörtek leolvasására a program végrehajtása során). 
(Április 9.) 
5 . B E R E C Z K I I L O N A 8 ' : AZ EDS А С gép R1 szubrutinjának ismertetése 
(előjeles hosszú tizedestörtek leolvasására a bemenő szalagról). (Április 16.) 
6 . S Z É K E L Y - D O B Y S Á N D O R 8 ' : Jelfogós számológép tervezésénél fellépő 
problémák. (Április 27. A Bolyai János Mathematikai Társulat szegedi cso-
portjával közösen rendezett előadás.) 
7 . Á D Á M ANDRÁS : Kétpólusú hálózatok szerkezete. (Április 3 0 . és május 7 . ) 
Lásd az előadó „Kétpólusú elektromos hálózatokról, I." című dolgozatát 
e Közlemények jelen kötetének 211—218. oldalain. 
8 . M U S Z K A DÁNIEL : A logikai gép építése során a csoport munkájában 
résztvevőkre váró feladatok. (Május 14.) 
, 9 . P O L L Á K G Y Ö R G Y 8 ' : Referáló előadás. (Május 2 1 . és jűnius 4 . ) 
Az előadó Б. А. Т р а х т е н б р о т „Систем тесповторных схем" című 
dolgozatát ismertette [Доклади Академии Наук СССР 1 0 3 (1955) 973—976]. 
1 0 . S T E I N F E L D O T T Ó : Vezetési állapot-hálók tulajdonságairól. (Május 28.) 
1 1 . P O L L Á K G Y Ö R G Y 8 ' : A vezetési állapot-háló diagramjának szögpontjai 
és élei számáról. (Június 18.) 
Az előadó az n pontból álló pontrendszer vezetési állapotainak p, számára 
vonatkozó ismert eredmények ismertetése után, azok felhasználásával bebizo-
nyítja, hogy a megfelelő vezetési állapot-hálónak 
_ - 3pn+i -j- p,, 
- y -
számú éle van. 
Ö k o n o m e t r i a i s z e m i n á r i u m 
1 . K Á D A S K Á L M Á N 1 1 ' : Bevezetés az ökonometriába. (Október 18.) 
Összefoglaló előadás. 
2 . J Á N O S S Y F E R E N C 1 2 ' : A „stagnáló" bővített újratermelés matematikai 
modellje. (November 4.) 
u ) Budapesti Műszaki Egyetem. 
12) Országos Tervhivatal. 
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Az előadás a bővített újratermelés egy speciális, az előadó által stagnáló-
nak elnevezett esetét tárgyalja. 
Változatlannak van feltételezve a termelés technikai színvonala (konstans 
termelékenység), a munkamegosztás és a termelés arányai, az akkumulációs 
hányad és az életszínvonal, a tartalékok relatív nagysága, végül az egy 
lakosra eső napi munkaórák száma. 
E feltételek mellett — egy zárt gazdasági egységet feltételezve — az 
újratermelés bővítése csak a lakosság növekedésével lehet arányos. Ezen felül 
csak az esetben lehet szigorúan véve stagnáló, ha a bővítés exponenciális 
függvény szerint megy végbe, azaz lia 
At = Ao-p', 
ahol An az össztermelés mennyisége (vagy annak bármilyen meghatározott 
része, vagy a termelés mennyiségévei arányosan változó tényező) a kiinduló 
időpontban, At ugyanaz a t időpontban, p az időegység alatti bővítés. 
Feltételezve továbbá, hogy minden állóalap amortizációs ideje azonos 
minden munkafolyamatnál, továbbá, hogy az állóalapokról átvitt holt munka 
és az élő munka aránya (к) mindenhol azonos és változatlan (a munkatárgyat 
végtelen sorral élő munkára és az állóalapokról átvitt holt munkára bontva) 
kiszámítható, hogy az összmunkának milyen részét (a) kell akkumulációra 
fordítani. Ezen összefüggés : 
pT\ogpT 
a = k 
pT-1 
1 
3 . KREKÓ B É L A 13> : A lineáris programozás néhány problémájáról. 
(November 18.) 
A lineáris programozásban egy olyan 
ClXj + CoXo-f f CnXa 
lineáris függvény maximumának, illetve minimumának a meghatározásáról 
van szó, amelynek értelmezési tartományát olyan nem-negatív x értékek 
alkotják, amelyek eleget tesznek egy — a termelési és értékesítési feltételeket 
tükröző — lineáris egyenlötlenségrendszernek. Az értelmezési tartományról 
megmutatható, hogy egy olyan konvex halmazt alkot, amelynek véges számú 
extremális pontja van. Az előadó ismertette a G. B. DANTZiGtól származó 
szimplex-módszert. [ G . B . D A N T Z I G : „Maximization of a linear function of  
variables subject to linear inequalities". Activity analysis of production and  
allocation. Wiley, New York, 1951. pp. 339—347.] 
4 . SZAKOLCZAI G Y Ö R G Y : A közgazdasági összefüggések matematikai 
megfogalmazásának alapvető problémái. (December 2.) 
ismertető előadás. 
rí) Marx Károly Közgazdaságtudományi Egyetem, Matematikai Tanszék. 
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