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The Born rule provides a probability vector (distribution) with a quantum state for a measurement
setting. For two settings, we have a pair of vectors from the same quantum state. Each pair
forms a combined-probability vector that obeys certain quantum constraints, which are triangle
inequalities in our case. Such a restricted set of combined vectors, titled combined-probability
space, is presented here for a d-level quantum system (qudit). The combined space turns out a
compact convex subset of a Euclidean space, and all its extreme points come from a family of
parametric curves. Considering a suitable concave function on the combined space to estimate the
uncertainty, we deliver an uncertainty relation by finding its global minimum at the curves for a
qudit. If one chooses an appropriate concave (or convex) function, then there is no need to search
for the absolute minimum (maximum) on the whole space, it will be at the parametric curves. So
these curves are quite useful for establishing an uncertainty (or a certainty) relation for a general
pair of settings. In the paper, we also demonstrate that many known tight (un)certainty relations
for a qubit can be obtained with the triangle inequalities.
I. INTRODUCTION
Every setting for a measurement on a quantum sys-
tem can be completely specified by an orthonormal basis
of the system’s Hilbert space. Identical systems can be
independently prepared in a (pure) state ρ such that, ev-
ery time, we get a definite outcome when a system is
measured in a setting a. If we change a to a physically
distinct setting b, then we observe—sometimes one and
sometimes other—multiple outcomes. In other words,
there the probability is one for an outcome in a-setting,
whereas none of the probabilities is one in b-setting. Of
course, in any setting, all the probabilities are nonnega-
tive numbers that sum up to one. Apart from that, the
probability vectors (distributions) ~p and ~q—associated
with the two settings a and b, respectively—must follow
certain constraints, called quantum constraints (QCs),
together.
Historically, such QCs are expressed in terms of un-
certainty relations (URs) by taking Hermitian operators
rather than orthonormal bases. An UR is an inequal-
ity, cpa, b, ρq ď upa, b, ρq, between two real-valued func-
tions: uncertainty measure u and its lower bound c. In
1927, Heisenberg introduced the first UR [1, 2] (derived
by Weyl in [3]) for the position and momentum operators.
Different aspects of his seminal work are reviewed in [4].
Robertson [5] generalized the Heisenberg’s relation for
an arbitrary pair of operators by employing the standard
deviation as a measure of uncertainty. In Robertson’s
UR, the lower bound c is a function of state ρ. Deutsch
criticized it and introduced a new UR [6] for a finite-
dimensional state space by taking entropy as a measure
of uncertainty. He achieved a state independent cpa, bq.
Later, a better lower bound was conjectured by Kraus [7]
˚ email: aruns@iisermohali.ac.in
and then proved by Maassen and Uffink [8]. Such URs
are—known as entropy URs—reviewed in [9–11].
Throughout the article, we are considering d-level
quantum systems (qudits) and projective measurements.
Our primary objective is to study a set of combined-
probability vectors p~p, ~q q, called combined-probability
space, where every vector respects certain, if not all, QCs.
Here the elemental QCs are the triangle inequalities (TIs)
between quantum angles, and the (un)certainty relations
emerge from them. As an angle between a pair of kets—
called quantum angle—is a metric over the set of all pure
states [12], we own TIs. Landau and Pollak obtained a
single TI [13] of this kind for continuous-time signals and
provided a classical UR (see also Sec. 8 in [14]).
In Sec. II, we present the combined space that is a
compact convex subset of the 2d-dimensional real vector
space R2d. Thanks to the Krein-Milman theorem (see
Theorem 3.3.5 and Appendix A.3 in [38]), every compact
convex subset of R2d can be generated by the convex
combinations of its extreme points. As a principal result,
we provide a family of parametric curves in Sec. II, which
represents all the extreme points of the combined space.
In the case of d “ 2, all the parametric curves form an
ellipse, and the same ellipse also appears in [15–17] as a
special case.
An uncertainty measure upa, b, ρq ” up~p, ~q q should be
a concave function on the combined-probability space,
argued in the beginning of Sec. III. The concavity of u
ensures that its global minimum c will occur at the para-
metric curves (extreme points) of the space (see Theo-
rem 3.4.7 and Appendix A.3 in [38]). Hence, one can
exploit these curves to obtain an UR, rather easily, for
her or his liking of u and, of course, for general measure-
ment settings a and b.
In Sec. III, we choose a concave, thus uncertainty, mea-
sure up~p, ~q q. A significance of our choice lies in the fact
that u is again a concave function on every parametric
curve (that is, as a function of the parameter). There-
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2fore its absolute minimum c will occur nowhere but at
the endpoint(s) of these curves. A simple three-step pro-
cedure is delivered to find the lower bound c ď u for an
arbitrary pair ta, bu of settings and for a finite d. One can
employ an ordinary computer to run the procedure. Be-
sides, c is presented in analytic forms for d “ 2, 3, and in
the case of mutually unbiased bases (MUBs) [18]. Refer-
ences [7, 16, 19–23] contains URs particularly for MUBs.
At the end of Sec. III, we provide another uncertainty
measure that is also concave on all the parametric curves,
so the whole analysis given before for u can be straight-
forwardly applied to this measure.
If a suitable concave function can be a measure of the
uncertainty, then an appropriate convex function will be
a measure of certainty. In Sec. IV, we pick some other
concave and convex functions and exhibit that the tight
(un)certainty relations given in [6, 8, 16, 24–31] for a
qubit can be achieved with the TIs that specifies the el-
lipse. We conclude the article with Sec. V.
The appendices are kept for certain technical details
and proofs: the TIs are derived in Appendix A. It is
manifested in Appendix B that the combined space is a
compact convex set. The parametric curves are explicitly
obtained in Appendix D with the help of Appendix C.
II. QUANTUM CONSTRAINTS AND
COMBINED-PROBABILITY SPACE
In quantum theory, observables are represented by
Hermitian operators. If such an operator is degenerate,
then it possesses more than one eigenbases, where some
of them can represent physically different measurement
setups. Hence, ‘measurement in an orthonormal basis’ of
the underlying Hilbert space is rather well defined than ‘a
measurement of an operator’ (see Chapter 7 in [39]). In
fact, measurement in a basis Ba measure all the operators
whose eigenbasis is Ba. Moreover, Deutsch pointed out
that a measure of uncertainty for a discrete observable
must not depend on its eigenvalues, but on its eigenbasis
[6]. With all these considerations, we choose orthonormal
bases instead of Hermitian operators to specify different
projective measurements for a qudit.
We begin with two orthonormal bases
Ba :“
 |aiy(di“1 and Bb :“  |bjy(dj“1 (1)
of a d-dimensional Hilbert space Hd to depict the two
measurement settings a and b, respectively. In this paper,
all (un)certainty relations are preparation (un)certainty
relations that are applicable in the following experimental
scheme.
N number of independent qudits are identi-
cally prepared in a quantum state ρ. Then
half of them are measured in the basis Ba and
the rest in Bb, one by one.
(2)
A similar scenario Peres used in his book [39] at page 93
to interpret the position-momentum UR. In proposal (2),
clearly, the two measurements have no influence whatso-
ever on each other.
Throughout the text, we assume ρ is a pure quan-
tum state |ψyxψ| so that we can associate angles (4)
and TIs (12) with the state vector |ψy. Although ev-
ery (un)certainty relation presented in this paper as it
is applicable for every qudit’s state [see the text around
(39)].
The state ρ “ |ψyxψ| provides two probability distri-
butions for the two measurement settings [given in (1)]
by the Born rule:
pi “ |xai|ψy|2 and qj “ |xbj |ψy|2 (3)
are the probabilities of getting outcome ai in the a-setting
and outcome bj in the b-setting, respectively. Next, we
present quantum angles:
αi “ arccos |xai|ψy| and βj “ arccos |xbj |ψy| (4)
are the angles between |ψy and |aiy and between |ψy
and |bjy, respectively. In the entire article, we consider
only the principal values r0, pis of the (multivalued) arccos
function. With (3) and (4), one can recognize that the
absolute value of the inner product establishes a one-to-
one correspondence between the angles—that belong to
r0, pi2 s—and the probabilities—that lie in r0, 1s.
Related to the a-setting, every probability vector
~p :“ pp1, ¨ ¨ ¨ , pdq satisfiesřd
i“1 pi “ 1 and (5)
0 ď pi for all 1 ď i ď d , (6)
and the collection of all such vectors constitutes a prob-
ability space Ωa. Similarly, Ωb is—related to the basis
Bb—defined be the constraintsřd
j“1 qj “ 1 and (7)
0 ď qj for all 1 ď j ď d . (8)
Equations (5) and (7) state that all the probabilities add
up to one, and inequalities (6) and (8) tell that probabil-
ities are nonnegative numbers. Both Ωa and Ωb are—the
standard pd´ 1q-simplices—compact convex subsets of
the d-dimensional real vector space Rd, and their Carte-
sian product Ω :“ Ωa ˆ Ωb is a compact convex subset
of R2d [see Appendix B]. Basically, Ω is determined by
the conditions (5)–(8).
Performing measurement on every qudit using a sin-
gle setting, say a, looks like throwing a d-sided dice, ev-
ery time. The vector ~p alone is limited by (5) and (6)
that specify Ωa, which is also the probability space of
a d-sided dice. Whereas the experimental scheme (2) is
not similar to throwing one out of two d-sided dices at
a time, although Ω is the probability space of two dices:
every pure or mixed state of a qudit gives a unique pair
p~p, ~q q P Ω by the Born rule [see (3) and (39)], but not ev-
ery pair p~p, ~q q P Ω has a quantum state. For example, if
|xai|bjy| ‰ 1 for some i, j, then one cannot get always the
same outcome: ai in the a-setting and bj in the b-setting.
3In other words, it is impossible to prepare [47] a quantum
system in a state (in this case, there exists no quantum
state) that can provide p~p, ~q q, where pi “ 1 “ qj , which
identifies an extreme point of Ω.
So, other than (5)–(8), there are certain constraints
that are purely quantum mechanical in nature and must
be obeyed by ~p and ~q together. In our case, QCs are the
TIs given in (12), which arise naturally from the structure
of Hilbert space on which quantum theory is based. To
write the TIs, we need
rij “ |xai|bjy|2
`
1 ď i, j ď d˘ (9)
that is the probability of getting outcome ai if |bjyxbj |
(or bj if |aiyxai|) is our state for the system. Like αi and
βj in (4),
θij “ arccos |xai|bjy| (10)
is the angle between the pure states |aiyxai| and |bjyxbj |.
In the subscripts of rij and θij , from left, the first and
second indices are reserved for Ba and Bb, respectively.
Therefore, note that rji “ |xaj |biy|2 is different from rij ,
and likewise for θ.
After choosing the measurement settings, Ba and Bb
in (1), the entries in
R :“
¨˚
˝r11 ¨ ¨ ¨ r1d... . . . ...
rd1 ¨ ¨ ¨ rdd
‹˛‚ and Θ :“
¨˚
˝θ11 ¨ ¨ ¨ θ1d... . . . ...
θd1 ¨ ¨ ¨ θdd
‹˛‚ (11)
get fixed by (9) and (10). Each entry in R and in Θ
belong to r0, 1s and r0, pi2 s, respectively. Sum of all the
entries in each row and every column of R is one, thus
it is a doubly stochastic matrix. If the two measurement
settings described by (1) are physically the same, then
R will be a permutation matrix. For every state vector
|ψy PHd, there are three TIs
|θij ´ βj | ď αi ď θij ` βj (12)
attached to each entry in Θ. These TIs [see (A20)] are
derived in Appendix A.
For simplicity, out the three TIs (12), here we choose
only one
θij ď αi ` βj for every 1 ď i, j ď d . (13)
Angles αi and βj vary, whereas θij is fixed, as we change
the state vector |ψy. The kets that saturates TI (13) for
certain i, j lie in the linear span of t|aiy, |bjyu [consider
(A14) and (A15) with 0 ď β ď θ from Appendix A]. In
the triangle equality (TE) θij “ αi ` βj , αi and βj are
reminiscent of complementary angles from planar geom-
etry, and 0 ď αi, βj ď θij . Identifying f , D, and B in
[13] by our |ψy, |ayxa|, and |byxb|, respectively, one can
see that the TI θ ď α` β is obtained by Landau and Pol-
lak for continuous-time signals (see also Sec. 8 in [14]).
They also plotted elliptic curves (for different θs) one of
this kind is shown in Fig. 1 between the point E1 and
E2 (see also [15]). The results in [13, 15] are more gen-
eral than here, but they are only for a pair of projectors.
Whereas, we take every possible pair |aiyxai| and |bjyxbj |
and present three TIs [see (12)], not just one, for each
pair.
The cosine function is strictly decreasing on r0, pis, so
applying it on both sides of TI (13) and using (3), (4),
(9), and (10), we attain
?
pi qj ď ?rij `
ap1´ piqp1´ qjq (14)
after a rearrangement of terms. As both sides in (14) are
nonnegative functions of the probabilities, squaring and
further simplification lead to
pi ` qj ď rij ` 1` 2
b
rijp1´ piqp1´ qjq (15)
for every 1 ď i, j ď d.
All those pairs p~p, ~q q P Ω that obey QC (15) for ev-
ery 1 ď i, j ď d build the combined-probability space ω
for the two measurement bases in (1). In the case of
d ą 2, even if we consider all TIs given in (12) for each
1 ď i, j ď d, they do not capture the full QCs for a gen-
eral pair of settings. Therefore, one can still find some
p~p, ~q q P ω that corresponds to no quantum state. Nev-
ertheless, our analysis relies on the following fact: every
p~p, ~q q that does not belong to ω cannot be obtained from
a quantum state, thus it is discarded. To investigate a
space ωq—that contains all those, and only those, pairs
p~p, ~q q that originate from the quantum states—is not the
aim of this paper. However, it is not tough to realize that
ωq “ ω for d “ 2; in general, ωq Ď ω.
Note that ω is a proper subset of Ω. To prove this
one can show: only one out of the two extreme points—
specified by pi “ 1 “ qj and pi “ 1 “ ql, where j ‰ l—of
Ω can belong to ω. Recall that if and only if rij “ 1 then
the point described by pi “ 1 “ qj belongs to ω, other-
wise θij ď αi ` βj will be violated. Secondly, if rij “ 1
then ril “ 0, and θil ď αi ` βl cannot be obeyed by the
other point; hence that stays outside of ω.
The space ω is—held by the conditions (5)–(8) and
(15)—a compact and convex subset of R2d [for a proof,
see Appendix B]. Every point of such a set can be writ-
ten as a convex combination of its extreme points due
to the Krein-Milman theorem (see Theorem 3.3.5 and
Appendix A.3 in [38]). We begin our journey from an
interior point of ω in Appendix D1 and arrive at its ex-
treme points at the end of Appendix D3. There it is
concluded that the set of all extreme points of ω comes
from a family of parametric curves.
One can skip all those technical details and start con-
structing the parametric curves straight from the conclu-
sion (D56): the first step is to pick a set of m angles
from a single column or row of the matrix Θ given in
(11). Such a set is called m-set, and 1 ď m ď d´ 1. For
instance, we pick the top m angles tθi1umi“1 from the first
column. Then we associate m TEs with the m-set as
αi “ θi1 ´ β1 for all i “ 1, ¨ ¨ ¨ ,m (16)
4by taking β1, where the subscript 1 reflects the selected
column.
Next, with (3) and (4), we assign m` 1 probabilities
to the angles: pi “ cosαi2 and q1 “ cosβ12. They create
the probability vectors
~ppβ1q “ `cosα12, ¨ ¨ ¨ , cosαm2,0 , ps , 0˘ , (17)
~qpβ1q “ `cosβ12,0 , qt , 0˘ , where (18)
ps “ 1´řmi“1 cosαi2 pm` 1 ď s ď dq , (19)
qt “ 1´ cosβ12 p2 ď t ď dq , and (20)
0 ” 0, ¨ ¨ ¨ , 0 . (21)
One can observe that
`
~ppβ1q , ~qpβ1q
˘
serves as a vector-
valued function of a single real parameter β1, thus it ex-
hibits a parametric curve. Since the curve is associated
with an m-set and all its points obey m TEs (16), we call
it an m-parametric curve.
A part of the curve, identified by the upper and lower
limits β1 ď β1 ď β2, lies in ω and represents its extreme
points because
`
~ppβ1q , ~qpβ1q
˘
cannot be written into a con-
vex combination of other points of ω. In Appendix D4,
we realize that the two limits are fixed by
pspβ1q “ cospθs1 ´ β1q2 when 1 ď m ď d´ 1 , (22)
β2 “ θ11´θ1t2 ` pi4 when 1 “ m, and (23)
pspβ2q “ 0 when 1 ă m ď d´ 1 (24)
[see (D74)]. Equations (22) and (24) are like Eq. (D73),
whose roots are stated in (D80). Always the root with
+ sign delivers the correct limit [for justifications, see the
last paragraph in Appendix D4].
If one chooses an m-set from a row of Θ, say tθ1jumj“1,
then the m-parametric curve is constructed as
βj “ θ1j ´ α1 for all j “ 1, ¨ ¨ ¨ ,m , (25)
~ppα1q “ `cosα12,0 , ps , 0˘ , (26)
~qpα1q “ `cosβ12, ¨ ¨ ¨ , cosβm2 ,0 , qt , 0˘ , (27)
ps “ 1´ cosα12 p2 ď s ď dq , and (28)
qt “ 1´řmj“1 cosβj2 pm` 1 ď t ď dq . (29)
Now the parameter is α1 P rα1, α2s, and the limits are
determined by
qtpα1q “ cospθ1t ´ α1q2 when 1 ď m ď d´ 1 , (30)
α2 “ θ11´θs12 ` pi4 when 1 “ m, and (31)
qtpα2q “ 0 when 1 ă m ď d´ 1 . (32)
One can check that, for m “ 1, both (16)–(23) and (25)–
(31) describe the same thing, provided s and t are identi-
cal in both the cases. So an m-parametric curve is iden-
tified by an m-set and the positions of ps and qt (that is,
s and t) in ~p and ~q, respectively.
Let us count the total number of curves such as de-
scribe by (16)–(20). One can harvest d!m!pd´mq! distinct
m-sets from a single column of Θ, and there are total
d columns. The probability ps can take d´m separate
places in ~p of (17) for distinct s, and qt can take d´ 1
separate places in ~q of (18) for distinct t. Thus we have
pd ´ mqpd ´ 1q individual m-parametric curves with a
single m-set. Since 1 ď m ď d´ 1, we collect
d
řd´1
m“1
d!
m!pd´mq! pd´ 1qpd´mq (33)
number of curves, where each m-set is made of angles
from a column of Θ.
We secure the same number if we consider rows, rather
than columns, to build an m-set and then a curve such
as given by (25)–(29). For m “ 1, every m-set is a part
of a row as well as a part of a column. So, to avoid dou-
ble counting errors, we take the cases m “ 1 and m ą 1
separately. In total, there are
d2pd´ 1q2` 2d řd´1m“2 d!m!pd´mq! pd´ 1qpd´mq
“ d2pd´ 1qr2d ´ pd` 1qs (34)
number of parametric curves for a qudit.
If one adopts a suitable concave function up~p, ~q q on
the combined space ω to estimate the uncertainty, then
its absolute minimum will occur only at the parametric
curves (see Theorem 3.4.7 and Appendix A.3 in [38]). So
ultimately one needs to find absolute minima of, at most,
d2pd´ 1qr2d´pd` 1qs functions, each of a single variable
[for example, see (42)]. Then the smallest minimum will
be the lower bound c ď u in an UR. This task can be
easily completed with a regular computer. In the next
two sections, we discuss certain concave as well as convex
functions on ω.
III. UNCERTAINTY MEASURES AND
RELATIONS
If u quantifies the uncertainty—about the outcomes
ai when a qudit is measured in the basis Ba of (1)—
then u should be a concave function of ~p P Ωa. It is
because mixing probability distributions, ~p 1 and ~p 2 as
λ ~p 1 ` p1´ λq~p 2 “ ~p with λ P r0, 1s, can only increase
uncertainty λup~p 1q ` p1´ λqup~p 2q ď up~p q (see Chap-
ter 9 in [39]). In this regard, every mixed state,
say λ|ψ1yxψ1| ` p1´ λq|ψ2yxψ2| “ ρmix, has more uncer-
tainty.
So, here, we adopt a real-valued smooth concave func-
tion
up~p q :“ řdi“1?pi (35)
as an uncertainty measure. It is associated with the
Tsallis entropy [40] S1{2p~p q “ 2Kpup~p q ´ 1q, where K
the Boltzmann constant. To prove up~p q is a concave
function on Ωa, it is sufficient to demonstrate that the
pd´ 1q ˆ pd´ 1q Hessian matrix—that is a symmetric
matrix of second-order partial derivatives of u—is a
negative semidefinite matrix at every point in Ωa (see
Theorem 4.5 in [41]). At an interior point (where all
pi ą 0) of Ωa, the entry in the kth row and lth column
5p1 ď l, k ď d´ 1q in the Hessian matrix is
B2u
BpkBpl “ ´
1
4
˜
1
p
3{2
l
δlk ` 1
p
3{2
d
¸
“ B
2u
BplBpk , (36)
where pd “ 1´řd´1i“1 pi and δlk is the Kronecker delta
function. These entries indeed provide a negative definite
matrix, thus up~p q is strictly concave in the interior of Ωa.
At a boundary point (where one or more pi “ 0), all the
partial derivatives in a certain row(s) and column(s) of
the Hessian matrix become zero, thus the matrix turns
out to be a negative semidefinite and up~p q to be a con-
cave function. By the way, up~p q can be employed for the
entanglement detection (see Remark 2 in [42]).
If the state vector |ψy is an equal superposition of all
the kets in Ba or the state is completely mixed, then all
the outcomes ai will be equally probable: pi “ 1d for ev-
ery 1 ď i ď d is the center of Ωa, where up~p q reaches its
maximum value
?
d. Whereas, only in the case of a def-
inite outcome—that is when |ψyxψ| “ |aiyxai|, and then
pi “ 1 for a particular i—we have the minimum uncer-
tainty up~p q “ 1 as it should be. Note that pi “ 1 char-
acterizes an extreme point of Ωa.
To establish a measure of combined uncertainty for the
experimental proposal (2), we take the same function,
up~q q “ řdj“1?qj , (37)
for the b-setting. Like up~p q of (35), up~q q is a concave
function on Ωb with the range r1,
?
d s. Now we define
our combined uncertainty measure
up~p, ~q q :“ up~p q ` up~q q “ řdl“1 `?pl `?ql ˘ (38)
on the convex set ω, rather than Ω. Sum of two concave
functions is concave, so u is also a concave function.
A mixed quantum state is a convex combination of
pure states, the probabilities
pi “ tr p% |aiyxai|q and qj “ tr p% |bjyxbj |q (39)
are linear functions of the state % (0 ď %, trp%q “ 1), and
ω is a compact and convex set. As a result, every p~p, ~q q
associated with any (pure or mixed) quantum state lies
in ω. And, because u is a concave function on ω, our UR
given in (40) applies to every state for a qudit. This is
also true in the case of other (un)certainty relations pre-
sented in Sec. IV, because mostly there also we have ei-
ther a concave or a convex function. In (93) and (94), the
functions are neither concave nor convex on ω, but the
relations are followed by every qubit’s state. By the way,
one can check that if % “ |ψyxψ| then the Born rule (39)
reduces to (3).
The range of up~p, ~q q and our UR are presented as
2 ď c ď up~p, ~q q ď 2?d , where (40)
c :“ min
p~p,~q q Pω
up~p, ~q q (41)
is the global minimum that will occur at the m-
parametric curves [given in Sec. II]. Whereas, u gains
its absolute maximum 2
?
d only at the point identified
by pi “ 1d “ qj for all 1 ď i, j ď d. It is called the center
of ω, which represents the uniform distribution for both
the settings. Now recall from Sec. II that an extreme
point of Ω, describe by pi “ 1 “ qj , belongs to ω if and
only if |aiyxai| “ |bjyxbj |. Only in such a situation—that
does not necessarily require both the bases Ba and Bb
to be the same in any way—we have the trivial lower
bound c “ 2 and thus the UR 2 ď u. A similar state-
ment is made by Deutsch in [6]. For d “ 2, the trivial
case is possible if and only if the two measurement set-
tings are (physically) the same. A nontrivial lower bound
c ą 2 materializes when the settings are completely dif-
ferent, that is when rij ă 1 for every 1 ď i, j ď d. So the
following analysis is obviously for the nontrivial cases.
To find the lower bound (41) and to establish the UR
c ď u, we write the functional form
upβ1q “ řmi“1 cosαi `?ps ` cosβ1 ` sinβ1 , (42)
which up~p, ~q q of (38) acquires on an m-parametric curve
specified by (16)–(21). To show that u of (42) is a concave
function of β1, we present
B2 u
Bβ12 “ ´r
řm
i“1 cosαi ` cosβ1 ` sinβ1s `
B2?ps
Bβ12 , (43)
B2?ps
Bβ12 “ ´
1
4 p
3{2
s
ˆB ps
Bβ1
˙2
` 1
2
?
ps
B2 ps
Bβ12 , and (44)
B2 ps
Bβ12 “ ´2 r 2 ps ` pm´ 2q s . (45)
With these derivatives, one can clearly see B
2 u
Bβ12 ă 0 for
1 ă m ď d´ 1. Whereas, for m “ 1, one can directly
realize B
2 u
Bβ12 “ ´u ă 0. This proves that u is a (strictly)
concave function on every parametric curve. Therefore,
its global minimum c will always be at the endpoints
of the curves. Endpoints of an m-parametric curve are
identified by the two limits on a parameter [see (22)–(24)
as well as (30)–(32)].
It is manifested in Appendix D4 that, to compute a
limit, we always have to solve an equation such as (D73);
which carries m number of angles from a column or a
row of Θ [given in (11)]. Note that we use small let-
ter ‘m’ p1 ď m ď d´ 1q when we construct a parametric
curve with an m-set [see Sec. II] and use capital letter
‘m’ p2 ď m ď dq when we compute a limit with an m-set.
Essentially, one needs to follow a three-step procedure to
compute a limit and then the value of u [defined in (38),
see also (42)] at the corresponding endpoint of a curve:
1. Pick an m-set from a column or a row of Θ,
say tθ1, ¨ ¨ ¨ , θmu, here only one index of θ is
shown.
2. Solve
řm
l“1 cospθl ´ χq2 “ 1 for χ that repre-
sents a limit.
3. Compute cm :“ řml“1 cospθl ´ χq ` cosχ` sinχ
that is the value of u at an endpoint.
(46)
6The equation in Step 2 is like Eq. (D73) that is solved in
Appendix D4, and every time we take the solution (D80)
with + sign. One can observe that χ and therefore cm
are solely determined by the m-set picked in Step 1.
After repeating the three-step procedure for every m-
set and for each 2 ď m ď d, we collect a set of values tcmu
for all the endpoints. Then, the smallest value in this set
will be c [defined by (41)], and thus we own our UR c ď u
[presented in (40)]. Since every cm is determined by the
entries in Θ-matrix, the lower bound c—depends only
on the measurement bases in (1)—is independent of a
quantum state. Besides, to compute c, we can employ an
ordinary computer, which repeats the three steps of (46)
by taking
2d
řd
m“2
d!
m!pd´mq! “ 2d r 2d ´ pd` 1qs (47)
number of m-sets one by one. In fact, 2d r 2d ´ pd` 1qs
is the total number of endpoints for a qudit.
Although we have the solution (D80) for Step 2, it
is easy to calculate χ and cm for m “ 2, d. For a 2-set
tθ1, θ2u, one can directly realize
χ “ θ1`θ22 ´ pi4 , and then (48)
c2pθ1, θ2q “
?
2
“
cos
`
θ1´θ2
2
˘` sin ` θ1`θ22 ˘‰ (49)
“ 1?
2
`?
1`?r1`
?
1´?r1
˘`?
1`?r2`
?
1´?r2
˘
. (50)
Every endpoint of a m “ 1 parametric curve is deter-
mined by a set of m “ 2 angles [see (22), (23), (30), and
(31)]. For a d-set tθ1, ¨ ¨ ¨ , θdu, that is an entire column or
row of Θ, we have the total probability
řd
l“1 cos θl
2 “ 1.
Therefore, we obtain the solution
χ “ 0 , and then (51)
cdpθ1, ¨ ¨ ¨ , θdq “ řdl“1 cos θl ` 1 “ řdl“1?rl ` 1 . (52)
For general measurement settings, it is—easy to com-
pute but—difficult to express c in an analytic form. Nev-
ertheless, we present it for d “ 2, 3, and when the mea-
surement bases in (1) are MUBs [18].
In the case of a qubit, d “ 2, a (un)certainty relation
can be stated with the three probabilities p1, q1, and
r11, hence we drop their subscripts here and in the next
section. Furthermore, all the TIs (13) can now be put
together as
θ ď α` β ď pi ´ θ and |α´ β| ď θ , (53)
where α, β, and θ are associated with p, q, and r, re-
spectively [through (3), (4), (9), and (10)]. Here only
m “ 1 parametric curves exist, which are four in total
[see with (34)]. To draw an endpoint of a curve, we
can use either (48) or (51); both are equal (because
θ1 ` θ2 “ pi2 ). There are only four [see (47)] endpoints
E1, ¨ ¨ ¨ , E4. Next, one can realize that (49) and (52) are
also the same for a qubit. Furthermore, cd is even iden-
tical for every m “ 2 set. It implies that our combined
p
q
E1‚
‚ E2
E3
‚
E4 ‚
‹
FIG. 1. For d “ 2 and r “ 3
4
, contour plot of upp, qq on ω,
where a darker shade represents a smaller value of u. The
square-shaped and elliptical regions are Ω and ω, respec-
tively. Note that ω Ă Ω Ă R4 and the unseen coordinates are
p2 “ 1´ p and q2 “ 1´ q for each point. For every r P r0, 1s,
u hits its global minimum c [given in (54)] on ω at all the four
points E1, ¨ ¨ ¨ , E4, which are marked by the bullets p‚q. And,
u achieves its global maximum 2
?
2 [stated in (40)] always at
the center, p “ 1
2
“ q indicated by the star p‹q, of ω.
uncertainty function (38) takes the same value at all the
four endpoints, thus c “ cd “ c2 and
?
r `?1´ r ` 1looooooooomooooooooon
cprq
ď ?p`a1´ p`?q `a1´ qloooooooooooooooooomoooooooooooooooooon
upp, qq
(54)
is an UR for d “ 2. It is also given in [24].
Together all the parametric curves—that represent all
the extreme points of the combined-probability space
ω—can be expressed by an ellipse
pppϑq, qpϑqq “ `cospθ ´ ϑq2, cosϑ2 ˘ with ϑ P r0, piq (55)
in the case of a qubit. As a special case, the same ellipse
also appears in [15–17] through different routes [48], al-
though our approach is closer to [15]. One can observe
that the ellipse turns into a circle for θ “ pi4 and into cer-
tain line segments for θ “ 0, pi2 . In Fig. 1, we present a
contour plot of upp, qq on ω by taking r “ 34 . So θ “ pi6 ,
and one can see that ω is bounded by the ellipse (55).
Furthermore, by putting ϑ “ 0, θ, pi2 , pi2 ` θ in pppϑq, qpϑqq,
we can have the four endpoints E1, ¨ ¨ ¨ , E4, respectively.
In the case of d “ 2, there always exist a quantum state
for each point in ω, thus ω “ ωq. For instance, the kets
such as (A14) and (A15) correspond to points on the
ellipse (55) by the Born rule (3). In particular, the kets
of basis Ba correspond to the points tE2, E4u, and the
kets of Bb are related with tE1, E3u. So the lower bound
cprq in the UR (54) is achieved—hence, it is a tight UR—
only by those state vectors |ψy that (up to a phase factor)
7belong to one of the bases in (1). The lower bound will be
the largest
?
2` 1 when, r “ 12 , the measurement bases
are MUBs [see also (58)].
An UR is called tight if there exists a quantum state
that saturates the UR. In the case of a qubit, all the
relations mentioned in this and the next section are tight
because ω “ ωq. For d ě 3, ωq Ď ω, hence our UR c ď u
is not tight in general.
In the case of d “ 3 (qutrit), there are only two kinds
of parametric curves (form “ 1, 2), and two types of end-
points (for m “ 2, 3). So (48) and (51) can specify any
endpoint for a qutrit. To compute the lower bound c,
we have to evaluate the function c2 of (49) for every 2-
set and cd of (52) every d-set drawn from the Θ-matrix.
For d “ 3, there are 18 2-sets and 6 d-sets [see the total
in (47)]. Then, the smallest out of the 18` 6 “ 24 values
will be our c. Now let us consider a pair of MUBs [18]
for a finite dimension d.
If the two bases given in (1) are such that rij “ 1d for
every 1 ď i, j ď d [for rij , see (9)], then they are called
MUBs and the measurement settings a and b are des-
ignated as complementary [7]. In the case of MUBs,
θij “ arccos 1?d for every i, j, so one can straightforward
realize
χ “ arccos 1?
d
´ arccos 1?m , and (56)
cm “
?
m` 1`
?
pd´1qpm´1q`?d´1 ´?m´1?
dm
(57)
in Step 2 and 3 of the three-step procedure (46). One can
acknowledge that here χ and cm depend on m “ 2, ¨ ¨ ¨ , d,
not on a particular m-set, because every θ is the same.
Furthermore, χ decreases, whereas cm increases, with m.
Hence the lower bound is
c
pdq
mub “ c2 “
?
2
´
1`
?
d´1?
d
¯
, (58)
which does not deliver a tight UR when d ą 2, whereas
tight URs [7, 8, 21] are known for MUBs in a finite d.
We close this section with the following remarks.
Remark 1: By the Born rule (3), |ψy “ |aiy provides
an extreme point, given by pi “ 1 and ~q “ pri1, ¨ ¨ ¨ , ridq,
of ω [see (D33) and (D32) in Appendix D3]. At this
point the combined uncertainty function (38) has the
value 1`řdj“1?rij [see also (52)]. Likewise, |ψy “ |bjy
gives the combined uncertainty 1`řdi“1?rij . Now we
take the minimum value
cbases :“ mint ua , ub u , where (59)
ua :“ min
1ďiďd
 
1`řdj“1?rij ( and (60)
ub :“ min
1ďjďd
 
1`řdi“1?rij ( . (61)
Next, one can easily establish
2 ď c ď cq ď cbases ď 1`
?
d , where (62)
cq :“ min|ψy PHd up~p, ~q q . (63)
The first inequality in (62) comes from (40). The last
inequality is due to
řd
i“1
?
rij ď
?
d and the similar re-
lation where the summation is over index j instead of i.
cq is the largest lower bound that defines the tight UR
cq ď up~p, ~q q. For d “ 2, our lower bound c “ cq “ cbases,
and the UR (54) is tight. Whereas, if the two bases
in (1) share a ket then c turns out to be the trivial
bound: 2 “ c “ cq “ cbases. One can use (62) to avoid
errors while calculating c.
Remark 2: The function H1{2p~p q “ 2 log up~p q is the
Rényi entropy [44] of order 12 . Using (36), one can realize
that H1{2p~p q is a concave function on Ωa, hence the sum
H1{2p~p q `H1{2p~q q “ 2 log
“
up~p qup~q q‰ (64)
is concave on ω. Taking (43)–(45), one can confirm that
the sum is also concave on each of the parametric curves,
therefore its absolute minimum will be on the endpoints.
By repeating the three-step procedure (46)—where in the
third step now we need to compute
hm :“ 2 log
“přml“1 cospθl ´ χqqpcosχ` sinχq‰ (65)
instead of cm—for every m-set, we can own an UR based
on the combined entropy (64) for any pair of measure-
ment settings. Analogues to (49), (52), and (57), here we
have
h2pθ1, θ2q “ 2 log
“
2 cos
`
θ1´θ2
2
˘
sin
`
θ1`θ2
2
˘‰
(66)
“ 2 log “?1´ r1 `?1´ r2 ‰ ,
hdpθ1, ¨ ¨ ¨ , θdq “ 2 logřdl“1 cos θl “ 2 logřdl“1?rl , (67)
and hm “ 2 log
„
1`
?
pd´1qpm´1q`?d´1 ´?m´1?
d

, (68)
respectively, with these one can directly get URs for
qubit, qutrit, and for a pair of MUBs just like above.
For a qubit, we express the corresponding tight UR (also
obtained in [24])
?
r `?1´ r ď `?p`a1´ p ˘`?q `a1´ q ˘ (69)
in terms of the product uppqupqq. In this case, the prod-
uct turns out not only a concave function on ω but also
on each of the four parametric curves. And, its abso-
lute minimum—given in left-hand side of (69)—occurs
at all the four endpoints E1, ¨ ¨ ¨ , E4, and the absolute
maximum 2 at the center [denoted by ‹ in Fig. 1] of ω.
IV. OTHER (UN)CERTAINTY MEASURES
AND RELATIONS
The negative of a concave function is a convex func-
tion, hence a suitable convex function can be taken as a
measure of certainty, rather than uncertainty. Here we
present other popular measures of (un)certainty and ob-
tain the associated (un)certainty relations for d “ 2 by
8finding the absolute minimum (for concave) and maxi-
mum (for convex) on the ellipse (55). We want to empha-
size that all the relations given in this paper for a qubit
are already known, thanks to [6, 8, 16, 24–31], through
different methods. The following analysis merely shows
that they all can be obtained from the TIs (53) that char-
acterize the ellipse. Recall that one can have the same
ellipse from [15–17].
One can always construct Hermitian operators, for ex-
ample
A “ řdi“1 ai|aiyxai| and B “ řdj“1 bj |bjyxbj | , (70)
by assigning real numbers to the measurement outcomes
ai and bj for the two settings specified by (1). Then
a :“ taiudi“1 and b :“ tbjudj“1 are the sets of eigenvalues
of A and B, respectively. With (3) and (70), one can
perceive that the squared standard deviations
∆pA, ρq2 “ xψ|A2|ψy ´ xψ|A |ψy2
“ řdi“1 ai2 pi ´ `řdi“1 ai pi˘2 “ ∆pa, ~p q2 , (71)
∆pB, ρq2 “ řdj“1 bj2 qj ´ `řdj“1 bj qj˘2 “ ∆pb, ~q q2 (72)
are functions of the probabilities as well as the eigenval-
ues.
Taking pd “ 1´řd´1i“1 pi, like the derivatives (36) of
up~p q, we get the second-order partial derivatives
B2 ∆2
BpkBpl “ ´2pak ´ adqpal ´ adq “
B2 ∆2
BplBpk (73)
of the function (71) for 1 ď k, l ď d´ 1. One can vali-
date that the Hessian matrix—made of the derivatives
(73)—is a negative semidefinite matrix for any set a of
eigenvalues. Thus, ∆pa, ~p q2 is a concave function on Ωa
(see Theorem 4.5 in [41]). Likewise, ∆pb, ρq2 is a concave
function on Ωb. Hence, analogues to up~p, ~q q of (38), the
sum
∆sqpa, ~p,b, ~q q :“ ∆pa, ~p q2 `∆pb, ~q q2 (74)
establishes a concave, thus uncertainty, measure on the
combined space ω. In [32], URs are presented by taking a
sum such as (74), however, here the approach is different.
In the case of a qubit (d “ 2), every measurement set-
ting can also be described by a three-component real
vector. So, we designate the two settings [see (1)] by
certain unit vectors pa and pb and then construct the Her-
mitian operators A “ pa ¨ ~σ and B “ pb ¨ ~σ with the dot
product, where ~σ is the Pauli vector operator. One can
verify that A2 “ I “ B2, therefore the eigenvalues are:
a “ t˘1u “ b. Suppose the kets |a1y and |b1y of the two
bases [in (1)] are associated with the eigenvalue `1 of
A and B, respectively. Now one can easily derive the
relation
trpA†Bq “ 4 |xa1|b1y|2 ´ 2 “ 2 pa ¨pb (75)
between the three kinds of inner products. From Sec. III,
let us recall that we only require three probabilities p1,
q1, and r11 to express a (un)certainty relation for d “ 2.
So, there is no further need for the subscripts. With all
the above considerations, ∆sq of (74) turns out to be the
function
∆sqp˘1, p,˘1, qq “ 1´ p2p´ 1q2 ` 1´ p2q ´ 1q2 (76)
of p and q.
p
q
‚ F1
F2‚
F3
‚
F4‚
‹
FIG. 2. A contour plot of ∆sqpp, qq of (76) on ω, where a
darker shade illustrates a smaller value of ∆sq. Here r “ 1
4
,
therefore ∆sq reaches its global minimum 2r [see the UR (77)
and (78)] at the two points F2 and F4. Whereas, ∆sq gains its
global maximum 2 always at the center, p “ 1
2
“ q denoted
by the star p‹q, of ω. Like Fig. 1, ω is the region bounded by
the ellipse (55); while θ “ pi
3
here.
We plot ∆sq of (76) on ω in Fig. 2 by taking r “ 14 .
Since ∆sq is a concave function on ω, its absolute min-
imum will be at the four parametric curves, which are
jointly described by the ellipse (55) and by their end-
points E1, ¨ ¨ ¨ , E4. To compute the minimum, first, we
need to represent ∆sq as a function of a parameter,
like u in (42), on each curve. Then, we have to find
the critical points of ∆sq. Here we obtain four criti-
cal points F1, ¨ ¨ ¨ , F4—one on each curve—that are de-
picted by the bullets p‚q in Fig. 2. By putting ϑ “
θ
2 ,
θ
2 ` pi4 , θ2 ` 2pi4 , θ2 ` 3pi4 in pppϑq, qpϑqq of (55), one can
have F1, ¨ ¨ ¨ , F4, in that order. Record that the F -points
are not the endpoints E1, ¨ ¨ ¨ , E4 that are only shown in
Fig. 1, not in Fig. 2.
The function ∆sq of (76) takes the value 2r at both the
points tF2, F4u and takes the value 2p1´ rq at tF1, F3u.
So the global minimum is
min
 
2r , 2p1´ rq( ď ∆sqp˘1, p,˘1, qq , (77)
and thus we obtain a tight UR, like (54). One can confirm
that the lower bound is#
2r if r ď 12 pat F2, F4 in Fig. 2q
2p1´ rq if r ě 12 pat F1, F3 in Fig. 2q .
(78)
9Remark 3: The standard deviation ∆p˘1, pq is a con-
cave function of p, hence the sum ∆p˘1, pq ` ∆p˘1, qq
is a concave function on ω. As a result, we have another
tight uncertainty relationa
1´ p2r ´ 1q2 ď ∆p˘1, pq `∆p˘1, qq . (79)
One can check that the sum reaches its absolute mini-
mum value at all the endpoints E1, ¨ ¨ ¨ , E4, and has its
maximum value 2 at the center of ω. Both the tight URs
(77) and (79) are known due to [25]. A quantum state
that saturates a tight UR is called its minimum uncer-
tainty state. Since the E-points and the F -points are not
the same, in general, the set—of minimum uncertainty
states—is different for the two URs (77) and (79) based
on the standard deviation. Note that we always get the
trivial lower bound 0 ď ∆pa, ~p q∆pb, ~q q for the product
of standard deviations, and this bound can be reached
by any ket belongs to either of the bases given in (1).
Next, the Shannon entropy [43]
Hp~p q “ ´řdi“1 pi log pi (80)
is arguably the most famous measure of uncertainty
at present. It is superior than the standard deviation
∆pa, ~p q [10, 11] because it only depends on ~p, not on the
eigenvalues. One can show that Hp~p q P r0, log ds, and
it is a concave function on Ωa with the Hassian matrix
composed of the second-order derivatives
B2H
BpkBpl “ ´
ˆ
1
pl
δlk ` 1
pd
˙
“ B
2H
BplBpk , (81)
where pd “ 1´řd´1i“1 pi. Considering the same function
for the b-setting, that is Hp~q q, one can formulate a com-
bined uncertainty measure by the sum Hp~p q `Hp~q q and
then produce an entropy UR [6–8]. Such URs are re-
viewed in [9–11]. For d “ 2, the tight entropy UR is
achieved in [26, 28] (see also [27]), and we can directly
import all their results here. In fact, Eq. (7) in [26] and
Eq. (2.4) in [28] are Hppq `Hpqq on the ellipse (55), and
they found the absolute minimum of Hppq `Hpqq on the
ellipse. In [28], all the results are given in terms of angles
between the real unit vectors, which are related to the
angles between kets through (75).
We can choose
uγp~p q “ řdi“1ppiqγ with 0 ă γ ă 8 (82)
as another (un)certainty measure, which is closely related
to the Tsallis [40] and Rényi [44] entropies of order γ. One
can prove that the Hassian matrix with entries
B2uγ
BpkBpl “ γpγ ´ 1q
“
pl
γ´2 δlk ` pdγ´2
‰ “ B2uγBplBpk , (83)
1 ď k, l ď d´ 1, is a negative and positive semidefinite
matrix for 0 ă γ ď 1 and 1 ď γ ă 8, respectively. It con-
firms that uγp~p q is a concave (uncertainty) and convex
(certainty) measure when 0 ă γ ď 1 and 1 ď γ ă 8, re-
spectively. A similar observation is made in [24, 33]. In
fact, our uncertainty measure up~p q of (35) is uγp~p q with
the exponent γ “ 12 . Furthermore, the range of uγp~p q isr1, d1´γs if γ ď 1 and is rd1´γ , 1s if 1 ď γ. When γ “ 1,
uγp~p q “ 1 for every ~p P Ωa due to Eq. (5), thus u1 is not
a genuine (un)certainty measure.
Like before, one can establish a (un)certainty relation
with the sum uγp~p q ` uγp~q q. For γ “ 2, in the case of
d “ 2, we obtain
u2ppq ` u2pqq “ 2´ 12∆sqp˘1, p,˘1, qq , and then (84)
u2ppq ` u2pqq ď 2´mint r , 1´ r ulooooooooooomooooooooooon
maxt2´r,1`ru
(85)
as a tight certainty relation; which is also given in [16]
for 12 ď r. Due to (84), one can immediately derive (85)
from the UR (77). Where ∆sq of (76) reaches its ab-
solute minimum (uncertainty) on ω, there the function
(84) achieves its global maximum (certainty)
maxt2´r, 1`ru “
#
2´ r if r ď 12 pat F2, F4 in Fig. 2q
1` r if r ě 12 pat F1, F3 in Fig. 2q .
(86)
The certainty measure (84) hits its absolute minimum 1
at the center of ω [depicted by the star p‹q in Figs. 1
and 2].
Remark 4: One can have another tight certainty re-
lation
u2ppqu2pqq ď 14 max
 p2´ rq2, p1` rq2( , (87)
where product of certainty measures is used. The rela-
tion (87) is presented in [16] for 12 ď r. One can verify
that u2ppqu2pqq is a convex functions on ω. Therefore,
its absolute maximum [given in (87)] will be on the ellipse
[specified by (55)], and the global minimum 14 will be at
the center of ω. The product-function reaches its upper
bound on the F -points. By applying the negative of the
logarithm on both sides of the inequality (87), we get
the corresponding tight UR—achieved in [29]—in terms
of the collision entropy (that is, the Rényi entropy [44] of
order 2).
Lastly, we pick the function
umaxp~p q “ max
1ďiďd tpiu (88)
that defines a norm on Rd if we replace pi with |pi|.
Since every pi follows (6), the modulus sign is not
shown in (88). Every norm is a convex function, so
umax can be considered as a certainty measure on Ωa;
umaxp~p q P
“
1
d , 1
‰
for every ~p P Ωa. Note that umaxp~p q
is not differentiable everywhere in Ωa. Nevertheless, we
can assemble a combined certainty measure with the sum
umaxp~p q ` umaxp~q q on ω.
In the case of d “ 2, the function umaxppq ` umaxpqq is
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equal to$’’’&’’’%
p1´ pq ` p1´ qq if 0 ď p ď 12 and 0 ď q ď 12
p1´ pq ` q if 0 ď p ď 12 and 12 ď q ď 1
p` p1´ qq if 12 ď p ď 1 and 0 ď q ď 12
p` q if 12 ď p ď 1 and 12 ď q ď 1 .
(89)
The limits on p, q stated in (89) divide ω—that is an el-
liptical region [see Figs. 1 and 2]—into four quadrants.
The function umaxppq ` umaxpqq is differentiable in each
of the quadrants. Furthermore, since it is a convex func-
tion on ω, its global maximum will be at the ellipse (55).
Here we discover four critical points, one in each quad-
rant on the ellipse, where the combined function takes a
maximum value. In fact, these four points are the same
F1, ¨ ¨ ¨ , F4 exhibited in Fig. 2.
The combined measure acquires the value 1`?1´ r
at both F2, F4 and reaches the value 1`?r at both F1, F3.
Thus, like (85), we get the tight certainty relation
umaxppq ` umaxpqq ď max
 
1`?1´ r , 1`?r ( , (90)
for a qubit. And, the absolute maximum (upper bound)
is given by#
1`?1´ r if r ď 12 pat F2, F4 in Fig. 2q
1`?r if r ě 12 pat F1, F3 in Fig. 2q
(91)
analogues to (86). Besides, umaxppq ` umaxpqq has its
global minimum 1 at the center of ω [exhibited by the
star p‹q in Figs. 1 and 2].
The certainty relation (90) is captured in [30] using the
inequality
arccospmax
ij
?
rijq ď arccospmax
i
?
piq ` arccospmax
j
?
qjq .
(92)
Instead of TIs (53), for a qubit, all the tight re-
lation (54), (69), (77), (79), (85), (87), (90), (93),
(94), and the entropy UR given in [26–28] can be ob-
tained with (92). In fact, inequality (92), that is
minij θij ď mini αi `minj βj , can be produced from d2
TIs (13), and it is weaker than the TIs: all those
p~p, ~q q P Ω that are bounded by (92) rather than (13) con-
stitute a bigger combined-probability space.
Remark 5: One can confirm that the product
umaxppqumaxpqq is neither a concave nor a convex func-
tion on ω (for a similar observation, see [8]), so it not
clear to us whether or not we can take it as a good
combined-(un)certainty measure for every qubit’s state.
It also shows that product of two convex (concave) func-
tions is not necessarily a convex (concave) function. By
computing the gradient of umaxppqumaxpqq in each of the
four quadrants, one can realize: the function reaches its
global minimum 14 at the center of ω and reaches its
global maximum (on the ellipse) at the F -points. Hence,
we have the tight relation
umaxppqumaxpqq ď 14 max
 p1`?1´ r q2, p1`?r q2( ,
(93)
which is reported in [8] (and implicitly appear in [6]). In
fact, for d “ 2, the ket given by Eq. (11) in [6] is the ket
(A14) with β “ θ2 and ν “ 0, and the ket corresponds to
the point F1. By applying the negative of the logarithm
on both sides of the inequality (93), one can turn this
relation in the min-entropy terms [23]. The min-entropy
Hminpqq :“ ´ logpumaxpqqq is the smallest in the family of
Rényi entropies [44], and it is neither concave nor convex
function on the interval r0, 1s. Like above, using the min-
entropy, one can have another tight relation
´ logpmaxt r , 1´ r uq ď H1{2ppq `Hminpqq , (94)
that is also given in [8], recall that H1{2ppq “ 2 logpuppqq.
The function H1{2ppq `Hminpqq always takes its global
minimum at the endpoints E2 and E4 and takes its ab-
solute maximum 2 log 2 at the center [shown in Fig. 1] of
ω. In [31], a general expression for the tight lower bound
of a sum of Rényi entropies is given, which is basically
the minimization of the sum on the ellipse.
V. CONCLUSION AND OUTLOOK
Taking a pure quantum state for a qudit, we present
TIs (13) and then the combined-probability space ω for
a general pair of measurement settings. The combined
space is a compact and convex set in R2d, and all its ex-
treme points are represented by them-parametric curves,
1 ď m ď d´ 1. These curves are determined by the two
settings (Θ-matrix) and are sufficient to generate the
whole ω as well as to provide a (un)certainty relation.
One can pick some suitable concave and convex func-
tions on ω to quantify the uncertainty and certainty,
respectively. Subsequently, one can establish an un-
certainty (a certainty) relation by finding the absolute
minimum (maximum) of a function at the parametric
curves. Due to the parametric curves, formulation of a
(un)certainty relation become a single-parameter opti-
mization problem.
Particularly for the uncertainty measures (38) and
(64), the absolute minima can always be easily computed
by repeating the three-step procedure given in Sec. III
with every m-set, 2 ď m ď d, built with entries in the Θ-
matrix. And, thus, one can enjoy the corresponding URs
for any pair of measurement settings. For the other func-
tions, one needs to find all the critical points on the curves
first and then the absolute extremum at those points.
That is, still, much easier than searching the extremum
on the whole space. In each case, the extremum—that
is a lower (upper) bound on an uncertainty (certainty)
measure—only depends on the measurement settings, not
on a quantum state. Every (pure or mixed) state of a qu-
dit provides a point in ω by the Born rule and respects
every (un)certainty relation presented in this write-up.
In the case of a qubit, d “ 2, we show that many known
tight (un)certainty relations, owing to [6, 8, 16, 24–31],
can be derived from the TIs (53). These TIs define an el-
lipse that represents all the parametric curves, and each
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point on the ellipse (and in ω) corresponds to a qubit’s
state, thus we have tight relations. The same ellipse also
emerges in [15–17] as a special case. For a pair of mea-
surement setting on a qubit, it seems that the TIs (13)
and the results in [13, 15–17] provide more fundamental
QCs than the tight (un)certainty relations.
TIs (13) do not provide all possible QCs when the
dimension d ą 2, hence there are still some points in
ω that correspond to no quantum state, and our URs
given in Sec. III are not tight in general. However,
all our (un)certainty relations are built on the fact
that ‘every point outside of ω is, surely, not associated
with any quantum state’. One can include other QCs,
namely TIs (12), then the domain ω of a (un)certainty
function will be smaller. Consequently, better bounds
and finer (un)certainty relations can be achieved. To
get a tight bound, in the case of general settings and
d ą 2, is a challenging task. Tight URs are only known
in some special cases: position-momentum [3], MUBs
[7, 8, 16, 20, 21, 23], and a qubit [6, 8, 16, 24–31].
URs have numerous applications in different strands of
physics. Recently, these are employed for certain quan-
tum information processing tasks such as the cryptog-
raphy [23] and the entanglement detection [30, 34–37].
As our (un)certainty relations arise solely from TIs, one
can directly appoint TIs (12) as genuine QCs for such a
job. Furthermore, in quantum state estimation [45], one
collects data by applying different measurement settings,
thus realizes scheme (2) in a laboratory. Then, ρest is
constructed with the data. There one needs to confirm
that the estimated ρest represents a legitimate quantum
state. Again TIs (12) could be utilized for such a test,
for instance, one can firstly check whether the estimated
p~pest, ~qestq follows all the TIs or not.
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Appendix A: Derivation of the triangle inequalities
Landau and Pollak obtained a single TI of the kind
given in (13) for continuous-time signals. One can spot
several similarities between their work [13] and the fol-
lowing derivation. In this paper, the primary QCs are the
TIs (12). To derive such TIs, we consider three kets |ψy,
|ay, and |by of a d-dimensional Hilbert space Hd. Their
inner products are expressed in the polar form as
xa|ψy :“ ?p eiµ “ cosα eiµ, (A1)
xb|ψy :“ ?q eiν “ cosβ eiν , and (A2)
xa|by :“ ?r eiδ “ cos θ eiδ, (A3)
where the phases µ, ν, δ P r0, 2piq. In the main text, |ψy
is associated with a quantum state, and |ay and |by are
with the two measurement settings [see (1)]. Through
the inner products, the quantum angles α, β, and θ are
related with the probabilities p, q, and r [see also (3),
(4), (9), and (10)], and i “ ?´1. Recall that the angles
lie in r0, pi2 s, and the probabilities belong to the intervalr0, 1s.
It is always feasible to write one ket, say |ψy, as a sum
of its component in the linear span of other two t|ay, |byu
and its component in the orthogonal complement of the
span [see (A6)]. In general, |ay and |by are not orthogo-
nal to each other. In the case of 0 ă |xa|by| ă 1, employ-
ing the Gram-Schmidt orthogonalization process, one can
convert the linearly independent set t|ay, |byu into an or-
thonormal set t|by, |bKyu or t|ay, |aKyu, where
|bKy “ |ay ´ xb|ay|bya
1´ |xa|by|2 and |a
Ky “ |by ´ xa|by|aya
1´ |xa|by|2 . (A4)
The two sets are related by a unitary transformation:ˆ |by
|bKy
˙
“
ˆ xa|by a1´ |xa|by|2a
1´ |xa|by|2 ´xb|ay
˙ˆ |ay
|aKy
˙
.
(A5)
Now we can resolve
|ψy “ cosβ eiν |by ` xbK|ψy|bKy ` xx|ψy|xy (A6)
with a suitable ket |xy that follows xb|xy “ 0 “ xbK|xy.
If and only if |ψy lies in the span of t|ay, |byu, the
last term in the expansion (A6) vanishes, otherwise
not. With the normalization of |ψy, one can recognize
|xbK|ψy|2 ` |xx|ψy|2 “ sinβ2, and subsequently
0 ď |xx|ψy| ñ |xbK|ψy| ď sinβ . (A7)
Taking the transformation (A5) and the polar form
(A3), we realize another representation of the ket
|ψy “ ` cos θ cosβ eipν`δq ` sin θ xbK|ψy˘ |ay ``
sin θ cosβ eiν ´ cos θe´iδxbK|ψy˘|aKy `
xx|ψy|xy (A8)
from (A6). With the new representation (A8) and the
polar form
xbK|ψy :“ |xbK|ψy| eiξ , ξ P r0, 2piq , (A9)
we attain
p “ |xa|ψy|2 “ cos θ 2cosβ2 ` sin θ 2 |xbK|ψy|2 `
2 cos θ sin θ cosβ |xbK|ψy| cospξ ´ pν ` δqq .
(A10)
Remember that xa|xy “ 0 “ xaK|xy because |xy lies in the
orthogonal complement of t|ay, |byu. Owing to
cospξ ´ pν ` δqq ď 1 , (A11)
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first, we obtain the left-hand side inequality in
p ď ` cos θ cosβ ` sin θ|xbK|ψy|˘2 ď cospθ ´ βq2 , (A12)
and afterwards the right-hand side inequality with the
aid of (A7). Eventually, from above, we have
p “ cosα 2 ď cospθ ´ βq 2 (A13)
[using the polar form (A1)].
If there are equalities in (A11) as well as in (A7),
then we reach an equality—at the place of inequality—
in (A13): ξ “ ν ` δ pmod 2piq are the solutions of equa-
tion cospξ ´ pν ` δqq “ 1. And, |xx|ψy| “ 0 implies that
|ψy is contained in the subspace generated by t|ay, |byu,
thus |xbK|ψy| “ sinβ. These two conditions turn (A6)
and (A8) into
|ψy “ eiν “ cosβ |by ` sinβ eiδ |bKy ‰ (A14)
“ eiν “ cospθ ´ βq eiδ|ay ` sinpθ ´ βq |aKy ‰ . (A15)
These |ψy kets—where δ is specified by the polar
form (A3), provided xa|by ‰ 0, and the global phase ν
can be any real number—are the only kets that saturate
the inequality (A13). We can not straightforward use the
above analysis for the next two cases |xa|by| “ 0, 1, hence
these are studied individually.
In the case of xa|by “ 0, |bKy “ |ay and |aKy “ |by;
in fact, there is no need for the orthogonalization pro-
cess, and both the representations (A6) and (A8) of |ψy
become the same. Furthermore, δ is not determined
by the polar form (A3), whereas θ “ pi2 . Now the in-
equality (A13) becomes cosα 2 ` cosβ 2 ď 1, which is—
directly realized from (A6) due to (A7)—saturated by
the ket (A14) with an arbitrary real phase δ [remember
cosα “ |xa|ψy| due to (A1)].
In the case of |xa|by| “ 1, θ “ 0 and |by “ eiδ|ay accord-
ing to (A3), and the above orthogonalization process,
thus |bKy and |aKy, does not exist. Consequently, the
term xbK|ψy|bKy will not then appear in the decomposi-
tion (A6) of |ψy. At the places of (A7), (A13), and (A14)
we have 0 ď |xx|ψy| ñ cosβ 2 ď 1, cosα 2 “ cosβ 2, and
|ψy “ eiν |by, respectively. In this case, there is no genuine
QC, nevertheless cosβ 2 ď 1 is saturated by the ket(s)
|ψy “ eiν |by [remember cosβ “ |xb|ψy|, see (A2)].
One can appreciate that inequality (A13) is a legit-
imate QC, and α and β must respect that for every
θ P r0, pi2 s. Applying square root to both sides of the in-
equality, we gain
cosα “ | cosα| ď | cospθ ´ βq| “ cospθ ´ βq . (A16)
Since α P r0, pi2 s and pθ ´ βq P r´pi2 , pi2 s, both cosα and
cospθ ´ βq are nonnegative numbers, hence there is no
need to use the modulus on either side of the above in-
equality. As the arccos function is a strictly decreas-
ing function and arccospcos ςq “ |ς| for ς P r´pi2 , pi2 s, from
(A16), we own an equivalent form
|θ ´ β| ď α (A17)
of (A13). In fact, (A17) carries two TIs: θ ď α` β and
β ď α` θ. |ψy of (A14) with 0 ď β ď θ saturates the
TI θ ď α` β and with θ ď β ď pi2 saturates the other TI
β ď α` θ. TIs such as θ ď α` β [see (13)] are used to
define the combined-probability space ω in Sec. II.
Replacing the ordered set tb, β, νu by ta, α, µu in (A6)
and repeating the above analysis, one will discover
q “ cosβ 2 ď cospθ ´ αq 2 and (A18)
|θ ´ α| ď β (A19)
at the places of (A13) and (A17), respectively. Jointly
(A17) and (A19) can be written as
|θ ´ β| ď α ď θ ` β , (A20)
which displays three TIs associated with the three angles.
A TI says: the sum of two quantum angles must be greater
than or equal to the remaining quantum angle.
In fact, the quantum angle “arccos |x | y|" is a metric
(and a distinguishability measure [12]) on the set Spure of
all pure states (ρ “ ρ2). It is because the four conditions,
1. arccos |xa|by| ě 0
2. arccos |xa|by| “ 0 if and only if |ayxa| “ |byxb|
3. arccos |xa|by| “ arccos |xb|ay|
4. arccos |xa|by| ď arccos |xa|ψy| ` arccos |xψ|by| ,
are satisfied for every |ayxa|, |byxb|, and |ψyxψ| in Spure,
where |xa|by| “atrp|ayxa| |byxb|q. Note that every pure
state onHd is made of a ket inHd, and two kets that are
equal up to a global phase provide the same pure state.
As the arccos function is nonnegative, the first condition
is valid. The second and third are true by the virtue of
|xa|by| “ 1 ô |ayxa| “ |byxb| and |xa|by| “ |xb|ay|, respec-
tively. The last condition is, the TI θ ď α` β, already
derived above.
Returning to the TIs (A20), as α P r0, pi2 s, θ ` β will
be a true upper bound on α only if it is smaller than or
equal to pi2 . Hence, we can further improve (A20) as
|θ ´ β| ď α ď min  θ ` β , pi2 ( . (A21)
Taking the right-hand side inequality and applying the
cosine function—that decreases monotonically on r0, pis—
to both the terms, we get
max tcospθ ` βq , 0 u ď cosα . (A22)
Now, considering the Heaviside’s unit step function
ηpυq :“
#
0 if υ ă 0
1 if υ ě 0 , (A23)
one can rewrite (A22) as
ηpcospθ ` βqq cospθ ` βq ď cosα . (A24)
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Since the terms on either side of the above inequality are
nonnegative, squaring both sides delivers
ηpcospθ ` βqq cospθ ` βq2 ď cosα 2 . (A25)
Putting (A13) and (A25) side by side, we accomplish
ηpcospθ ` βqq cospθ ` βq2 ď cosα 2 ď cospθ ´ βq2.
(A26)
Furthermore, due to (A1)–(A3), (A26) becomes
ηpτ´q τ´2 ď p ď τ`2 , where (A27)
τ´ :“ ?r q ´
ap1´ rqp1´ qq and (A28)
τ` :“ ?r q `
ap1´ rqp1´ qq . (A29)
In essence, we obtain QCs (A21) and (A27) that are
equivalent to each other, one is in terms of the quantum
angles and the other is in terms of the probabilities.
Appendix B: Compactness and convexity of ω Ă Ω
The real vector space R2d is also a metric space with
the Euclidean distance, and both its subsets Ω and ω are
closed as well as bounded, hence they are compact sets
(thanks to the Heine-Borel theorem, see in [46]). Since
a convex combination of probability vectors is again a
probability vector, both Ωa and Ωb are convex subsets of
Rd. Moreover, Ω “ Ωa ˆ Ωb is a convex set because it is
a Cartesian product of two such sets.
To prove the convexity of ω, we consider two combined
vectors
`
~p 1, ~q 1
˘
and
`
~p 2, ~q 2
˘
that belong to ω. It means
that their components follow the constraints (5)–(8) and
(15) that is
p1i ` q1j ď rij ` 1` 2
b
rijp1´ p1iqp1´ q1jq , (B1)
p2i ` q2j ď rij ` 1` 2
b
rijp1´ p2i qp1´ q2j q (B2)
for every 1 ď i, j ď d. For the proof, we need to show
that a convex combination`
~p, ~q
˘ “ λ `~p 1, ~q 1˘` p1´ λq`~p 2, ~q 2˘ (B3)
fulfills all the requirements (5)–(8) and (15)—therefore,
lies in ω—for every λ P r0, 1s. Thanks to the convexity of
Ω, the combination (B3) belongs to Ω and
`
~p, ~q
˘
meets
all the demands (5)–(8).
Now we demonstrate that the components pi and qj of`
~p, ~q
˘
respect inequality (15):
pi ` qj “ λ pp1i ` q1jq ` p1´ λqpp2i ` q2j q (B4)
ď rij ` 1` 2?rij
”
λ
b
p1´ p1iqp1´ q1jq `
p1´ λq
b
p1´ p2i qp1´ q2j q
ı
(B5)
ď rij ` 1` 2?rij
b
1´ λp1i ´ p1´ λqp2ib
1´ λq1j ´ p1´ λqq2j (B6)
“ rij ` 1` 2?rij
b
p1´ piqp1´ qjq . (B7)
We have equality (B4) due to the convex combina-
tion (B3), and then we acquire inequality (B5) by em-
ploying (B1) and (B2). The next inequality (B6) is at-
tributed to the concavity of a real-valued function
fpp, qq :“ap1´ pqp1´ qq (B8)
defined on r0, 1s ˆ r0, 1s, and the last equality is again
because of the combination (B3). In conclusion, the
combined-probability space ω is a convex set in R2d. Be-
side, to recognize that fpp, qq is a concave function, we
present the Hessian matrix˜ B2f
Bp2
B2f
BpBq
B2f
BqBp
B2f
Bq2
¸
“
¨˝ ´p1´qq1{2
4p1´pq3{2
1
4p1´pq1{2p1´qq1{2
1
4p1´pq1{2p1´qq1{2
´p1´pq1{2
4p1´qq3{2
‚˛
(B9)
that is a negative semidefinite matrix for every p and q in
the interval r0, 1q. For p “ 1 or q “ 1 or both, fpp, qq “ 0,
and the Hessian matrix is the 2ˆ 2 zero matrix.
Appendix C: Preliminary calculations for the next
appendix
With (3), (4), (9), and (10), let us again acknowledge
that probability “ cos (angle)2, and the quantum angles
belong to the interval r0, pi2 s. Now we consider j ‰ l and
qj ` ql “ cosβj2 ` cosβl2
“ 1` cospβj ` βlq cospβj ´ βlq . (C1)
Since the difference between angles βj ´ βl P r´pi2 , pi2 s, we
have 0 ď cospβj ´ βlq. Hence, with (C1), one can estab-
lish
qj ` ql ď 1 ô cospβj ` βlq ď 0 , (C2)
and then
qj ` ql ď 1 ô pi2 ď βj `βl pj ‰ lq (C3)
due to the arccos function; note that arccospcos ςq “ ς for
ς P r0, pis. One can also perceive pi2 ď βj ` βl as a TI.
Next we are going to validate a result that is applied
in Appendix D.
If j ‰ l, 0 ď θij ´ βj , and 0 ď θkl ´ βl,
then 1 ď cospθij ´ βjq2 ` cospθkl ´ βlq2. (C4)
Let us designate θij ´ βj and θkl ´ βl by ϕij and ϕkl,
respectively, and write
cosϕij
2`cosϕkl2 “ 1`cospϕij`ϕklq cospϕij´ϕklq (C5)
just like (C1). One can show that the sum
ϕij ` ϕkl “ pθij ` θklq ´ pβj ` βlq ď pi2 (C6)
due to θij ` θkl ď pi and (C3). Clearly ϕij , ϕkl ď pi2
because θ, β P r0, pi2 s, and if 0 ď ϕij , ϕkl [see the re-
quirements in (C4)] then we have 0 ď ϕij ` ϕkl and
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ϕij ´ ϕkl P r´pi2 , pi2 s. As a net result, 0 ď cospϕij ˘ ϕklq,
the last term in (C5) turns out to be a nonnegative func-
tion, and thus we achieve 1 ď cosϕij2 ` cosϕkl2. It com-
pletes a proof of (C4).
In addition to the requirements in
(C4), if and only if θij “ pi2 “ θkl and
βj ` βl “ pi2 , then we acquire the equal-
ity 1 “ cospθij ´ βjq2 ` cospθkl ´ βlq2
in (C4).
(C7)
If θij “ pi2 “ θkl and βj ` βl “ pi2 then evidently we
have the equality of (C7). Now let us prove the
converse under the requirements 0 ď ϕij , ϕkl of (C4).
If cosϕij2 ` cosϕkl2 “ 1 then the last term in (C5)
must vanish, which occurs—provided 0 ď ϕij , ϕkl—
when the sum in (C6) attains its upper bound pi2 or
ϕij ´ ϕkl “ ˘pi2 . The case ϕij ´ ϕkl “ pi2 arises when
ϕij “ pi2 and ϕkl “ 0, and ϕij ´ ϕkl “ ´pi2 happens when
ϕij “ 0 and ϕkl “ pi2 . Both these cases come under
ϕij ` ϕkl “ pi2—that is when the sum in (C6) reaches
its upper bound—which materialize if and only if
θij “ pi2 “ θkl and βj ` βl “ pi2 ; it validates (C7).
Similar to (C3) we have
pi` pk ď 1 ô pi2 ď αi`αk pi ‰ kq , (C8)
and to (C4) plus (C7) we have
if i ‰ k, 0 ď θij ´ αi, and 0 ď θkl ´ αk,
then 1 ď cospθij ´ αiq2 ` cospθkl ´ αkq2.
In addition, if and only if θij “ pi2 “ θkl
and αi ` αk “ pi2 , then we own the equality
1 “ cospθij ´ αiq2 ` cospθkl ´ αkq2.
(C9)
Appendix D: Extreme points of ω
In Appendix B, we demonstrate that the combined-
probability space ω is a compact convex set in R2d. Ac-
cording to the Krein-Milman theorem (see Theorem 3.3.5
and Appendix A.3 in [38]), every point of such a set can
be decomposed into a convex combination of its extreme
points. In this appendix, starting from an arbitrary in-
terior point of ω, we move toward its extreme points.
1. Interior of ω
A point
` 9~p, 9~q ˘ P ω that obeys each of the constraints
(6), (8), and (13) with strict inequality,
0 ă 9pi, 0 ă 9qj , θij ă 9αi ` 9βj for all 1 ď i, j ď d , (D1)
is called an interior point of ω. In certain cases, such
as d “ 2 and θ P t0, pi2 u, there exist—no interior point—
only extreme points, then the following analysis is not
needed. However, for d ą 2, there is always an interior
point: with θij ď pi2 ă 2 arccos 1?d , one can show that the
center—specified by pi “ 1d “ qj for all i, j—of ω is an
interior point when d ą 2.
We begin our journey from a general but fixed interior
point
` 9~p, 9~q ˘ along a straight line, which is the locus of
points ~P “ `p1, p2, 9~prest, 9~q ˘ P R2d, where p1, p2 obey the
linear equation
p1 ` p2 “ 1´řdi“3 9pi “ 9p1 ` 9p2 ď 1 (D2)
and 9~prest “ p 9p3, ¨ ¨ ¨ , 9pdq. One can acknowledge that two
points on this line differ from each other only in the first
two coordinates, hence p1, p2 are the only variables here.
In (D2), the inequality saturates for d “ 2 and becomes
strict due to (D1) when d ą 2.
Since we never want to move outside of the combined
space, we only consider those points on the line that lie
in ω. From Sec. II recall that a point of R2d lies in Ω
if and only if it meets all the requirements (5)–(8), and
if it also satisfies all the TIs (13) only then it belongs to
ω. So a point ~P “ `p1, p2, 9~prest, 9~q ˘ on the line, defined
by (D2), is contained in Ω if and only if
0 ď p1 and 0 ď p2 . (D3)
With (D2) and (D3), one can derive
0 ď p1 , p2 ď 9p1 ` 9p2 . (D4)
As per (3) and (4), we can attach angles α1 and α2 with
p1 and p2, correspondingly. If these angles comply with
θ1j ´ 9βj ď α1, θ2k ´ 9βk ď α2 for all 1 ď j, k ď d , (D5)
only then ~P P ω. Observe that the other demands for ~P
to be in ω—(D1) for 3 ď i ď d and (7)—are automati-
cally met, because 9~prest and 9~q are also parts of the interior
point
` 9~p, 9~q ˘ P ω.
Considering the suprema
θ1J ´ 9βJ “ max
1ďjďd
 
θ1j ´ 9βj
(
and (D6)
θ2K ´ 9βK “ max
1ďkďd
 
θ2k ´ 9βk
(
, (D7)
we can convert all the conditions in (D5) into two
θ1J ´ 9βJ ď α1 and θ2K ´ 9βK ď α2 . (D8)
Throughout the paper, in the subscripts of angles, cap-
ital letters are used to highlight a supremum. A
supremum, say θ1J ´ 9βJ , cannot be a negative number:
θ1J ´ 9βJ ă 0 implies θ1j ă 9βj for every j by the defini-
tion (D6). Which leads to r1j ą 9qj for each j by the rela-
tions (3), (4), (9), and (10), and then to the contradiction
1 “ řdj“1 r1j ą řdj“1 9qj “ 1. Furthermore, θ1J ´ 9βJ “ 0
if and only if θ1j “ 9βj for every j. So, both suprema (D6)
and (D7) lie in r0, pi2 s.
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Since the cosine function is monotonically decreasing
and nonnegative on r0, pi2 s, we can translate the con-
straints (D8) as
cosα1 ď cospθ1J ´ 9βJq, cosα2 ď cospθ2K ´ 9βKq (D9)
and then as
p1 “ cosα12 ď cospθ1J ´ 9βJq2, (D10)
p2 “ cosα22 ď cospθ2K ´ 9βKq2 . (D11)
By the way, inequalities (A17) and (A13) impose stronger
restrictions than (D5), (D10), and (D11). Since p2 fol-
lows p1 with Eq. (D2), all the restrictions (D4), (D10),
and (D11) can be put together as
0 ď max
!
0 , 9p1 ` 9p2 ´ cospθ2K ´ 9βKq2
)
ď p1
ď min
!
cospθ1J ´ 9βJq2, 9p1 ` 9p2
)
ď 1 . (D12)
One can witness that these bounds on p1 depend on the
chosen interior point
` 9~p, 9~q ˘. In short, only those ~P that
fulfill the requirements (D2) and (D12) belong to the
combined space ω.
From the interior point
` 9~p, 9~q ˘, we can travel on the
line in two directions: where p1 increases and where p1
decreases. While moving we pass four points ~P1, ¨ ¨ ¨ , ~P4
of R2d that are presented in Table I. When we proceed in
the direction where p1 increases, then we reach first either
~P1 or ~P2. It all depends on the minimum value in (D12).
The point that we reach first belongs to ω. Whereas the
other point, then, fails to satisfy (D12), and thus it lies
outside of ω. While moving in the other direction, where
p1 decreases, we encounter first either ~P3 or ~P4. Depend-
ing on the maximum value in (D12) one of t~P3, ~P4u will
be in, other will be out of, ω (unless both these points
are the same).
All the above possibilities are communicated through
Table II. For any
` 9~p, 9~q ˘, only two of these possibilities
can and will materialize, thus ω contains only a duo of
(distinct) points from Table I. In Table III, we present
every such duo. In fact, the interior point
` 9~p, 9~q ˘ can be
expressed as a convex combination
λ
`
p11, p12, 9~prest, 9~q
˘loooooooomoooooooon
~P 1
`p1´ λq `p21, p22, 9~prest, 9~q ˘loooooooomoooooooon
~P 2
(D13)
of points of the one duo ~P 1, ~P 2 that lies in ω. For each
duo, λ P p0, 1q is presented in Table III.
By varying λ from 0 to 1 in the combination (D13),
one can generate the line segment from ~P 2 to ~P 1. Recall
that the line is described by (D2). If ~P 1, ~P 2 belong to the
combined space, then obviously the whole segment will
be in ω thanks to its convexity. The line segments con-
necting ~P1 with ~P2 (provided ~P1 ‰ ~P2) and connecting
~P3 with ~P4 p~P3 ‰ ~P4q remain outside of ω. Therefore,
these two duos are not listed in Table III.
TABLE I. A list of four points ~P “ `p1, p2, 9~prest, 9~q ˘ P R2d that
lie on the line characterized by (D2). From the interior point` 9~p, 9~q ˘, ~P1, ~P2 are in the direction where p1 increases, and
~P3, ~P4 are in the direction where p1 decreases. So, the value
of p1 for a point here is one of the four bounds [stated in
(D12)]. Once we have p1—in the center column—then p2 is
retrieved with (D2) and placed in the right column.
~P p1 p2
~P1 cospθ1J ´ 9βJq2 9p1 ` 9p2 ´ cospθ1J ´ 9βJq2
~P2 9p1 ` 9p2 0
~P3 0 9p1 ` 9p2
~P4 9p1 ` 9p2 ´ cospθ2K ´ 9βKq2 cospθ2K ´ 9βKq2
TABLE II. The conditions that—rely on the minimum and
the maximum values in (D12)—determine whether a point
from Table I will be in or out of ω. If a condition from the left
column holds, only then the related case in the right column
occurs, and vice versa. One can realize that at most two
conditions can hold at a time.
If and only if Then
cospθ1J ´ 9βJq2 ă 9p1 ` 9p2 ~P1 P ω and ~P2 R ω
cospθ1J ´ 9βJq2 ą 9p1 ` 9p2 ~P1 R ω and ~P2 P ω
cospθ1J ´ 9βJq2 “ 9p1 ` 9p2 ~P1 “ ~P2 P ω
cospθ2K ´ 9βKq2 ă 9p1 ` 9p2 ~P3 R ω and ~P4 P ω
cospθ2K ´ 9βKq2 ą 9p1 ` 9p2 ~P3 P ω and ~P4 R ω
cospθ2K ´ 9βKq2 “ 9p1 ` 9p2 ~P3 “ ~P4 P ω
TABLE III. Duos ~P 1, ~P 2 of points from Table I. Only one out
of these duos—unless two or more duos are the same—lies in
ω and expresses the interior point
` 9~p, 9~q ˘ through the convex
combination (D13) with a real number λ. Corresponding to
each duo, λ is registered in the right column. One can con-
firm that 0 ă λ ă 1 by realizing 0 ă 9p1 ă cospθ1J ´ 9βJq2 and
0 ă 9p2 ă cospθ2K ´ 9βKq2.
~P 1, ~P 2 λ
~P1, ~P3
9p1
cospθ1J ´ 9βJq2
~P1, ~P4
cospθ2K ´ 9βKq2 ´ 9p2
cospθ1J ´ 9βJq2 ` cospθ2K ´ 9βKq
2 ´ 9p1 ´ 9p2
~P2, ~P3 1´ 9p29p1 ` 9p2
~P2, ~P4 1´ 9p2
cospθ2K ´ 9βKq2
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In this part, it is shown that every interior point
` 9~p, 9~q ˘
in ω can be decomposed as a convex combination of
boundary points of ω, which are decomposed in the next
part. Note that the subsequent analysis is for d ą 2. In
the case of d “ 2, 9p1 ` 9p2 “ 1, and Table I already carries
the extreme points of ω. In fact, for d “ 2, we only need
~P1 and ~P4, because ω contains ~P2 and ~P3 if and only if
~P2 “ ~P1 and ~P3 “ ~P4, respectively.
2. Boundary of ω
The boundary of ω is made of 2d` d2 regions, where
a region is characterized by equality in one of the con-
straints (6), (8), and (13):
Pi :“
 p~p, ~q q P ω ˇˇ pi “ 0( , (D14)
Qj :“
 p~p, ~q q P ω ˇˇ qj “ 0( , and (D15)
Rij :“
 p~p, ~q q P ω ˇˇαi ` βj “ θij( (D16)
for 1 ď i, j ď d. A point from Table I, provided it is in
ω, called a boundary point because it belongs to one of
the regions (D14)–(D16). To reveal that the boundary
points of ω can be decomposed into certain convex com-
binations, let us suppose that the duo ~P1, ~P3 belongs to ω
and analyze first ~P3 P P1 and then ~P1 P R1J . Of course,
an identical treatment can be delivered in the case of
other duos from Table III.
TABLE IV. A list of four points ~P “ `0, p2, p3, 9~prest, 9~q ˘ sim-
ilar to Table I. The upper bounds on p2 [see (D18)] specify
the points ~P31 and ~P32, while the lower bounds determine ~P33
and ~P34. These bounds are stated in the middle column for
p2, and then the corresponding p3 are obtained by (D17) [see
the right column].
~P p2 p3
~P31 cospθ2K ´ 9βKq2 ř3i“1 9pi ´ cospθ2K ´ 9βKq2
~P32
ř3
i“1 9pi 0
~P33 0
ř3
i“1 9pi
~P34
ř3
i“1 9pi ´ cospθ3L ´ 9βLq
2
cospθ3L ´ 9βLq2
TABLE V. The necessary and sufficient conditions—that arise
from the restraint (D18)—for a point of Table IV to be in or
out of the region P1 Ă ω. The table is like Table II.
If and only if Then
cospθ2K ´ 9βKq2 ă ř3i“1 9pi ~P31 P P1 and ~P32 R P1
cospθ2K ´ 9βKq2 ą ř3i“1 9pi ~P31 R P1 and ~P32 P P1
cospθ2K ´ 9βKq2 “ ř3i“1 9pi ~P31 “ ~P32 P P1
cospθ3L ´ 9βLq2 ă ř3i“1 9pi ~P33 R P1 and ~P34 P P1
cospθ3L ´ 9βLq2 ą ř3i“1 9pi ~P33 P P1 and ~P34 R P1
cospθ3L ´ 9βLq2 “ ř3i“1 9pi ~P33 “ ~P34 P P1
TABLE VI. Depending on ~P3 and the conditions in Table V,
at most two separate points of Table IV can belong to P1.
Here, the left column carries all such couples of points. To
the right side of each couple ~P 1, ~P 2, the value of λ is written,
which associates the couple (provided it is in P1) back to
~P3 “ λ~P 1 ` p1´ λq~P 2. Taking 0 ă 9p3 ă cospθ3L ´ 9βLq2 and
0 ă 9p1 ` 9p2 ď cospθ2K ´ 9βKq2—that determines ~P3 P P1 [see
Table II]—one can check that each λ lies in the interval p0, 1s.
~P 1, ~P 2 λ
~P31, ~P33
9p1 ` 9p2
cospθ2K ´ 9βKq2
~P31, ~P34
cospθ3L ´ 9βLq2 ´ 9p3
cospθ2K ´ 9βKq2 ` cospθ3L ´ 9βLq
2 ´ř3i“1 9pi
~P32, ~P33 1´ 9p3ř3
i“1 9pi
~P32, ~P34 1´ 9p3
cospθ3L ´ 9βLq2
Now we start from ~P3 and travel within the region
P1 along a new set of points ~P “
`
0, p2, p3, 9~prest, 9~q
˘
by
changing p2, p3 according to
p2 ` p3 “ 1´řdi“4 9pi “ ř3i“1 9pi ď 1 , (D17)
where 9~prest “ p 9p4, ¨ ¨ ¨ , 9pdq. Repeating the procedure sim-
ilar to Appendix D1, here we have
0 ď max
!
0 ,
ř3
i“1 9pi ´ cospθ3L ´ 9βLq
2
)
ď p2
ď min
!
cospθ2K ´ 9βKq2, ř3i“1 9pi) ď 1 , (D18)
which is like (D12). The supremum θ2K ´ 9βK is defined
by (D7) and
θ3L ´ 9βL “ max
1ďlďd
 
θ3l ´ 9βl
(
. (D19)
If and only if p2 respects (D18) and p3 follows p2 with
(D17), then a new ~P P P1 Ă ω.
Analogous to Tables I–III, here we compose Tables IV–
VI, in that order. Table IV holds a collection of four
points. Table V has the conditions that decide whether a
point of Table IV is in or out of P1. Table VI supplies all
possible couples—of points from Table IV—out of which
one belongs to P1, that one is determined by ~P3. The
line segment—connecting the one couple—carries ~P3 and
completely occupies in the region P1.
Now we are going to focus on ~P1 P R1J . Let us proceed
from ~P1 by altering only p2, p3 of another new vector
~P “ `cospθ1J ´ 9βJq2, p2, p3, 9~prest, 9~q ˘ with respect to
p2 ` p3 “ 1´řdi“4 9pi ´ cospθ1J ´ 9βJq2
“ ř3i“1 9pi ´ cospθ1J ´ 9βJq2 . (D20)
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TABLE VII. A set of four points ~P “ `cospθ1J ´ 9βJq2, p2, p3, 9~prest, 9~q ˘ like Tables I and IV. Here t~P11, ~P12u and t~P13, ~P14u are
obtained with the upper and lower bounds in (D21), correspondingly. These bounds are arranged in the center column, and p3
is drawn from p2 with (D20).
~P p2 p3
~P11 cospθ2K ´ 9βKq2 ř3i“1 9pi ´ cospθ1J ´ 9βJq2 ´ cospθ2K ´ 9βKq2
~P12
ř3
i“1 9pi ´ cospθ1J ´ 9βJq
2
0
~P13 0
ř3
i“1 9pi ´ cospθ1J ´ 9βJq
2
~P14
ř3
i“1 9pi ´ cospθ1J ´ 9βJq
2 ´ cospθ3L ´ 9βLq2 cospθ3L ´ 9βLq2
TABLE VIII. If there is a case from the left column, then we have the corresponding consequence in the right column. All
these cases are implications of (D21)–(D23). The table is built in the same way as Table II and V.
If Then
K ‰ J ~P11 R R1J and ~P12 P R1J
K “ J and
cospθ1J ´ 9βJq2 ` cospθ2K ´ 9βKq2 ă ř3i“1 9pi ~P11 P R1J and ~P12 R R1J
cospθ1J ´ 9βJq2 ` cospθ2K ´ 9βKq2 ą ř3i“1 9pi ~P11 R R1J and ~P12 P R1J
cospθ1J ´ 9βJq2 ` cospθ2K ´ 9βKq2 “ ř3i“1 9pi ~P11 “ ~P12 P R1J
L ‰ J ~P13 P R1J and ~P14 R R1J
L “ J and
cospθ1J ´ 9βJq2 ` cospθ3L ´ 9βLq2 ă ř3i“1 9pi ~P13 R R1J and ~P14 P R1J
cospθ1J ´ 9βJq2 ` cospθ3L ´ 9βLq2 ą ř3i“1 9pi ~P13 P R1J and ~P14 R R1J
cospθ1J ´ 9βJq2 ` cospθ3L ´ 9βLq2 “ ř3i“1 9pi ~P13 “ ~P14 P R1J
TABLE IX. Taking the case K “ J and L “ J , we have
four duos of points, and the table is arranged in the same
manner as Table III and VI. Right side to each duo, we
place λ that relates the duo (when it is in R1J) to the
point ~P1 “ λ~P 1 ` p1´ λq~P 2. Having 0 ă 9pi ă cospθiJ ´ 9βJq2
for i “ 1, 2, 3 and the condition cospθ1J ´ 9βJq2 ď 9p1 ` 9p2 that
certifies ~P1 P R1J [see Table II], one can show that 0 ď λ ă 1
in every case.
~P 1, ~P 2 λ
~P11, ~P13
9p1 ` 9p2 ´ cospθ1J ´ 9βJq2
cospθ2J ´ 9βJq2
~P11, ~P14
cospθ3J ´ 9βJq2 ´ 9p3ř3
i“1
´
cospθiJ ´ 9βJq2 ´ 9pi
¯
~P12, ~P13 1´ 9p3ř3
i“1 9pi ´ cospθ1J ´ 9βJq
2
~P12, ~P14 1´ 9p3
cospθ3J ´ 9βJq2
Note that 9~prest “ p 9p4, ¨ ¨ ¨ , 9pdq, and (D20) identifies a
straight line, a segment of which is contained in the re-
gion R1J . In addition to (D20), if p2 agrees to
0 ď
max
!
0 ,
ř3
i“1 9pi ´ cospθ1J ´ 9βJq
2 ´ cospθ3L ´ 9βLq2
)
ď p2 ď
min
!
cospθ2K ´ 9βKq2, ř3i“1 9pi ´ cospθ1J ´ 9βJq2)
ď 1 (D21)
only then the new vector ~P P R1J . Like Tables I and IV,
here we assemble Table VII of four points using the four
bounds in (D21).
Due to (C4) and (C7) from Appendix C, we have
if K ‰ J then
1 ă cospθ1J ´ 9βJq2 ` cospθ2K ´ 9βKq2, and (D22)
if L ‰ J then
1 ă cospθ1J ´ 9βJq2 ` cospθ3L ´ 9βLq2. (D23)
These inequalities are strict because a requirements in
(C7), 9βJ ` 9βK “ pi2 , cannot be met since 9qJ ` 9qK ă 1
is caused by (D1). Now taking (D21)–(D23) withř3
i“1 9pi ď 1, one can deduce that the vectors ~P11 and
~P14 of Table VII can not belong to R1J unless K “ J
and L “ J , respectively. This fact is recorded in Ta-
ble VIII with some other conditions, together they tell
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when a point of Table VII will be in or out of the region
R1J .
A duo, out of the four listed in Table IX, resides in
R1J and expresses ~P1 through a convex combination. As
Tables I–III are linked with the interior point
` 9~p, 9~q ˘ P ω
and Tables IV–VI are attached to ~P3 P P1, Tables VII–IX
are associated with ~P1 P R1J . Tables I, IV, and VII carry
the boundary points of ω, P1, and R1J , respectively.
3. Extreme of ω
In the above parts, it is demonstrated that every in-
terior point
` 9~p, 9~q ˘ P ω can be decomposed into a con-
vex combination of the boundary points of ω, which can
further be decomposed into convex combinations of the
boundary points of regions (D14)–(D16). Continuing this
decomposition process, we reach at a point
`
~˚p , 9~q
˘
, where
~˚p “ `cos α˚12, ¨ ¨ ¨ , cos α˚m2,0 , p˚s , 0˘ , (D24)
α˚i “ θiJ ´ 9βJ pfor all i “ 1, ¨ ¨ ¨ ,mq , (D25)
p˚s “ 1´řmi“1 cos α˚i2 pm` 1 ď s ď dq , (D26)
0 ” 0, ¨ ¨ ¨ , 0 , and (D27)
1 ď m ď d´ 1 . (D28)
Since every α˚i of (D25) is a supremum, 0 ď α˚i [see the
explanation below (D8)] and α˚i ă 9αi ă pi2 due to (D1),
we deduce that
0 ď α˚i ă pi2 pfor all i “ 1, ¨ ¨ ¨ ,mq . (D29)
The point
`
~˚p , 9~q
˘
, designated by (D24)–(D28), satis-
fies m and d´ pm` 1q number of equality constraints of
type (13) and (6), respectively. If p˚s of (D26) follows
0 ď p˚s ď cospθsZ ´ 9βZq2 (D30)
then
`
~˚p , 9~q
˘ P ω, where
θsZ ´ 9βZ “ max
1ďzďd
 
θsz ´ 9βz
(
(D31)
is a supremum like (D6), (D7), (D19), and (D25). One
can check that points in Table I for d “ 2 and in Tables IV
as well as VII—provided K “ J and L “ J—for d “ 3
are like
`
~˚p , 9~q
˘
; remember that
řd
i“1 9pi “ 1 due to (5).
Furthermore, one can easily recognize p˚s in each of these
points. Then, one can see through Table II, V, and VIII
that one of the two inequalities in (D30) is required for a
point to be in ω. The other inequality is automatically
obeyed due to (D1) and the conditions appeared in the
earlier decompositions.
If we start our journey from a point
` 9~p , 9~q ˘, where
9~q “ pr11, ¨ ¨ ¨ , r1dq , (D32)
then we will arrive at the point
`
~˚p , 9~q
˘
, where
~˚p “ `1,0˘ (D33)
TABLE X. Four points ~Q “ `~˚p , 9q1, q2, q3, 9~qrest ˘ P R2d that
rest on the line specified by (D35). From the point
`
~˚p , 9~q
˘
, the
coordinate q2 increases towards t ~Q1, ~Q2u, while it decreases
towards t ~Q3, ~Q4u. The middle column carries the four bounds
given in (D36), and then q3 is obtained with (D35). The table
is prepared in the same fashion as Tables I, IV, and VII.
~Q q2 q3
~Q1 cospθK2 ´ α˚Kq2 9q2 ` 9q3 ´ cospθK2 ´ α˚Kq2
~Q2 9q2 ` 9q3 0
~Q3 0 9q2 ` 9q3
~Q4 9q2 ` 9q3 ´ cospθL3 ´ α˚Lq2 cospθL3 ´ α˚Lq2
[for 0, see (D27)]. This point represents an extreme point
of ω and a special case
m “ 1 with 0 “ p˚s (D34)
of (D28) and (D26). In the case (D34), the supremum
α˚1 “ θ1J ´ 9βJ “ 0 that is possible if and only if θ1j “ 9βj ,
means r1j “ 9qj , for every j. Indeed, it is so [see (D32)].
In all other cases, 0 ă α˚i for every 1 ď i ď m [see the lim-
its (D29) on α˚i of (D25)], and
`
~˚p , 9~q
˘
can be decomposed
further by adopting the same procedure as before.
Without loss of generality, let us suppose J “ 1
for the subsequent analysis. Here we begin with
~Q “ `~˚p , 9q1, q2, q3, 9~qrest ˘, where
q2 ` q3 “ 1´řdi“4 9qj ´ cos 9β12loomoon
9q1
“ 9q2 ` 9q3 (D35)
and 9~qrest “ p 9q4, ¨ ¨ ¨ , 9qdq. One can acknowledge that ~Q
represents all those points, including
`
~˚p , 9~q
˘
, that fall on
the straight line characterized by (D35).
If q3 stays on the line with q2, which follows
0 ď max
!
0 , 9q2 ` 9q3 ´ cospθL3 ´ α˚Lq2
)
ď q2
ď min
!
cospθK2 ´ α˚Kq2, 9q2 ` 9q3
)
ď 1 , (D36)
then ~Q P ω. Here
θK2 ´ α˚K “ max
1ďkďd
 
θk2 ´ α˚k
(
and (D37)
θL3 ´ α˚L “ max
1ďlďd
 
θl3 ´ α˚l
(
(D38)
are suprema, and the angles α˚ are related to the compo-
nents of ~˚p through (3) and (4) [see also (D24) and (D25)].
The constraints (D36) look alike (D12) and (D18). Iden-
tical to Tables I, IV, and VII, we enter a list of four
points in Table X, where the points are drawn from the
four bounds on q2 given in (D36).
Now, to establish criteria for a point of Table X to be
in or out of ω, we are going to address the two cases
m “ 1 with 0 ă p˚s and (D39)
m ą 1 with 0 ă p˚s (D40)
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individually [see Eq. (D26) for p˚s and the range (D28)
of m]. Let us first take the case (D40): whatever the
suprema (D37) and (D38) are, we have
1 ă cos 9β12 ` cospθK2 ´ α˚Kq2 and (D41)
1 ă cos 9β12 ` cospθL3 ´ α˚Lq2. (D42)
To demonstrate this, we consider m “ 2, the cases with
m ą 2 can be handled likewise. For m “ 2, we have
9β1 “ θi1 ´ α˚i (where i “ 1, 2) due to (D25). If K as-
sociated with the supremum (D37) is 1, then by taking
9β1 “ θ21 ´ α˚2 we can validate the strict inequality (D41)
thanks to (C9). If K ‰ 1, we can do the same by now
considering 9β1 “ θ11 ´ α˚1. In a similar fashion, we can
establish the other inequality (D42).
We draw the following inferences from inequalities
(D41) and (D42).
cospθK2 ´ α˚Kq2 ą 1´ 9q1 “ řdj“2 9qj ě 9q2 ` 9q3 , (D43)
cospθL3 ´ α˚Lq2 ą 1´ 9q1 “ řdj“2 9qj ě 9q2 ` 9q3 (D44)
implies that the maximum and the minimum values in
(D36) are 0 and 9q2 ` 9q3, respectively. Consequently,
the points ~Q1 and ~Q4 of Table X never, whereas ~Q2
and ~Q3 always, belong to ω in the case (D40). More-
over,
`
~˚p , 9~q
˘
can be broken into the convex combination
λ ~Q2 ` p1´ λq ~Q3, where λ “ 9q29q2` 9q3 [see Table XII].
Next, it is not difficult to realize that both ~Q2 and ~Q3
can be decomposed further and further until we arrive at
a point
`
~˚p , ~˚q
˘
, where
~˚q “ ` 9q1 ,0 , q˚t , 0˘ with q˚t “ 1´ 9q1 p2 ď t ď dq .
(D45)
In the decomposition process one will encounter inequali-
ties, such as (D41) and (D42), that can be tacked like the
above. Form ą 1, a point `~˚p , ~˚q ˘ defined by (D24)–(D27)
and (D45) is an extreme point of ω, because it cannot
be written into a convex combination of other points of
ω. Furthermore,
`
~˚p , ~˚q
˘
is a vector-valued function of 9β1
since θ-angles are fixed by (10) once the measurement
settings are selected in (1).
Let us now turn to the case (D39), where 9β1 “ θ11 ´ α˚1
according to (D25),
~Q “ `~˚p , cospθ11 ´ α˚1q2 , q2 , q3 , 9~qrest ˘ , and (D46)
~˚p “ `p˚1 ,0 , p˚s , 0˘ with 1´ p˚s “ p˚1 “ cos α˚12 . (D47)
Since supremum (D37) is a nonnegative number, K can
either be s or 1 here. It is due to θi2 ´ α˚i ď 0 when
i ‰ s and i ‰ 1, because then α˚i “ pi2 and every θ ď pi2 .
Similarly, L related to the supremum (D38) can either
be s or 1 here.
When K “ s or L “ s or both, we encounter situa-
tion similar to the case (D40): When K “ s then—due
to (C9)—we have
cospθK2 ´ α˚Kq2 ` cospθ11 ´ α˚1q2 ě 1 and thus (D48)
cospθK2 ´ α˚Kq2 ě 1´ 9q1 “ řdj“2 9qj ě 9q2 ` 9q3 . (D49)
TABLE XI. Group of conditions for the case (D39), where
α˚1 “ θ11 ´ 9β1. A condition from the left column delivers what
is on its right side. These conditions originate from (D36) and
the discussion around (D49). At most two conditions can hold
simultaneously, thus more than two distinct points of Table X
cannot be a part of ω. The table looks like Table VIII.
If Then
K “ s ~Q2 P ω
K “ 1,
cospθK2 ´ α˚Kq2 ă 9q2 ` 9q3 ~Q1 P ω and ~Q2 R ω
cospθK2 ´ α˚Kq2 ą 9q2 ` 9q3 ~Q1 R ω and ~Q2 P ω
cospθK2 ´ α˚Kq2 “ 9q2 ` 9q3 ~Q1 “ ~Q2 P ω
L “ s ~Q3 P ω
L “ 1,
cospθL3 ´ α˚Lq2 ă 9q2 ` 9q3 ~Q3 R ω and ~Q4 P ω
cospθL3 ´ α˚Lq2 ą 9q2 ` 9q3 ~Q3 P ω and ~Q4 R ω
cospθL3 ´ α˚Lq2 “ 9q2 ` 9q3 ~Q3 “ ~Q4 P ω
TABLE XII. Collection of duplets ~Q1, ~Q2 of points from Ta-
ble X. Only one of these duplets—except if two or more are
the same—belongs to ω and represents the point
`
~˚p , 9~q
˘
with
the convex combination λ ~Q1 ` p1´ λq ~Q2. Here we assume
K “ 1 and L “ 1, otherwise ~Q1 and ~Q4 can not belong to
ω without being equal to ~Q2 and ~Q3, respectively [see Ta-
ble XI]. The right column has the values of λ for each duplet,
provided the duplet lies in ω. One can check that λ P r0, 1s
with 0 ă 9q2 ď cospθK2 ´ α˚Kq2 and 0 ă 9q3 ď cospθL3 ´ α˚Lq2
[see (D36)].
~Q1, ~Q2 λ
~Q1, ~Q3
9q2
cospθ12 ´ α˚1q2
~Q1, ~Q4
cospθ13 ´ α˚1q2 ´ 9q3
cospθ12 ´ α˚1q2 ` cospθ13 ´ α˚1q2 ´ 9q2 ´ 9q3
~Q2, ~Q3 1´ 9q39q2 ` 9q3
~Q2, ~Q4 1´ 9q3
cospθ13 ´ α˚1q2
One can perceive that (D48) and (D49) are analogues to
(D41) and (D43), respectively. The inequalities in (D49)
suggest that 9q2 ` 9q3 is the minimum value in (D36).
Therefore, without exception ~Q2 lies in ω, if ~Q1 “ ~Q2
then ~Q1 P ω. Identically, for L “ s, always ~Q3 P ω, and
~Q4 belongs to ω only when it is ~Q3.
When K “ 1 and L “ 1 only then ~Q1 and ~Q4 can be
in ω without being equal to ~Q2 and ~Q3, respectively [see
Table XI]. With Table XI, for the case (D39), one can
find out whether or not a duplet of points from Table X
lies in ω. All such duplets are gathered in Table XII,
which reveals that the point
`
~˚p , 9~q
˘
can be split into a
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convex combination. As before, we can break the points
of Table X further and further until we reach extreme
points of ω.
In the case (D39), the decomposition process leads to
~˚q “ `cos β˚12, ¨ ¨ ¨ , cos β˚n2,0 , q˚t , 0˘ , where (D50)
β˚j “ θ1j ´ α˚1 pfor all j “ 1, ¨ ¨ ¨ , nq , (D51)
q˚t “ 1´řnj“1 cos β˚j2 pn` 1 ď t ď dq , and (D52)
1 ď n ď d´ 1 . (D53)
If q˚t of (D52) obeys
0 ď q˚t ď cospθZt ´ α˚Zq2, where (D54)
θZt ´ α˚Z “ max
1ďzďd
 
θzt ´ α˚z
(
, (D55)
then the point
`
~˚p , ~˚q
˘
stated by (D47) and (D50) belongs
to ω. It is an extreme point of ω in the case (D39).
One can also realize that both there ~˚p and ~˚q are func-
tions of 9β1 by noticing β˚j “ θ1j ´ θ11 ` 9β1 in (D51) with
α˚1 “ θ11 ´ 9β1. In fact, the extreme point identified by
(D33) and (D32) in the case (D34) can also be repre-
sented with these ~˚p and ~˚q of (D47) and (D50) by taking
α˚1 “ 0, which make it as an endpoint of the parametric
curve
`
~˚ppα˚1q , ~˚qpα˚1q
˘
. In conclusion, we realize the struc-
ture of extreme points of ω:
The point
`
~˚p , ~˚q
˘
, where “ ~˚p is specified by (D24)–
(D27) and ~˚q is given by (D45)" when m ą 1
and “ ~˚p is describe by (D47) and ~˚q is presented
by (D50)–(D53)" when m “ 1, represents an ex-
treme point of ω provided 9β1 is within suitable
limits presented in the next part. For every
1 ď m ď pd´ 1q, `~˚pp 9β1q , ~˚qp 9β1q ˘ is a vector-valued
function of a real parameter 9β1, thus it charac-
terizes an m-parametric curve in ω. Such curves
are presented in Sec. II.
(D56)
4. Limits on β1
We start with the m-parametric curve
`
~ppβ1q , ~qpβ1q
˘
identified by (16)–(21). According to (D56), a part of the
curve that lies in ω represents its extreme points. This
part is specified by the upper and lower limits of β1. To
compute these limits, here, we only need to consider
0 ď ps , (D57)
θit ď αi ` βt pfor i “ 1, ¨ ¨ ¨ ,m , sq , and (D58)
θsj ď αs ` βj pfor j “ 1, tq . (D59)
When i ą m and i ‰ s then αi “ pi2 , and when j ‰ 1 and
j ‰ t, then βj “ pi2 . So one can easily perceive that the
points
`
~ppβ1q , ~qpβ1q
˘
fulfill rest of the requirements (13)
as well as (5)–(8) to be in ω.
For i “ s in (D58) or j “ t in (D59), the TI is always
obeyed: due to
pi
2 ď αs ` α1 (D60)
“ αs ` θ11 ´ β1 (D61)
“ αs ` θ11 ´ pi2 ` βt , we have (D62)
pi
2 ď pi ´ θ11 ď αs ` βt . (D63)
With (C8), (16), and (C3) one can sequentially go
through the steps (D60)–(D62), and the left-hand side
inequality in (D63) is a consequence of θ ď pi2 . Since αs
and βt obey pi2 ď αs ` βt, they certainly follow the TI
θst ď αs ` βt as every θ ď pi2 .
If we decrease β1 then αs ` β1 decreases, and β1
reaches its lower limit β1 when the inequality (D59), for
j “ 1, gets saturated. It means that β1 is a solution of
the equation θs1 ´ β1 “ αs and thus of
cospθs1 ´ β1q2 “ ps “ 1´řmi“1 cospθi1 ´ β1q2 (D64)
[by (16) and (19)]. If we increase β1 then ps and αi ` βt
pi “ 1, ¨ ¨ ¨ ,mq decrease, and β1 attains its upper limit β2
as soon as one of the inequalities (D57) and (D58) gets
saturated. Using (16), (19), and βt “ pi2 ´ β1 [owing to
(C3)], these inequalities can be expressed as
0 ď 1´řmi“1 cospθi1 ´ β1q2 and (D65)
β1 ď θi1´θit2 ` pi4 pfor i “ 1, ¨ ¨ ¨ ,mq . (D66)
Now we need to investigate the two cases, m “ 1 and
1 ă m ď pd´ 1q listed in (D56), separately for β2.
In the case m “ 1, (D65) clearly holds, and the upper
limit
β2 “ θ11´θ1t2 ` pi4 (D67)
is obtained when (D66) is saturated. Corresponding to
β2 of (D67), we have
α1 “ θ11 ´ β2 “ θ11`θ1t2 ´ pi4 (D68)
which is a root of the equation
cospθ11 ´ α1q2 ` cospθ1t ´ α1q2 “ 1 . (D69)
In the case 1 ă m ď pd´ 1q, when we increase β1 then
the inequality (D65), rather than (D66), gets saturated
first. Hence, β2 is now a solution ofřm
i“1 cospθi1 ´ β2q2 “ 1 . (D70)
One can justify these statements by proving
β2 ď θi1`θi112 ´ pi4loooooomoooooonrβ
ď θi1´θit2 ` pi4 , (D71)
where 1 ď i, i1 ď m. As β2 is a root of Eq. (D70), rβ is a
root of
cos
`
θi1 ´ rβ ˘2 ` cos `θi11 ´ rβ ˘2 “ 1 . (D72)
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Equations (D64), (D70), and (D72) are of the formřm
i“1 cospθi1 ´ β1q2 “ 1 , (D73)
where m angles—the m-set tθ11, ¨ ¨ ¨ , θm1u—are taken
from the first column of Θ matrix [given in (11)]. Al-
ways, we must choose the root of Eq. (D73) that respects
0 ď β1 ď θi1 for every i “ 1, ¨ ¨ ¨ ,m. Furthermore, as we
add more angles from the first column to the m-set, the
number of nonnegative terms increases on the left-hand
side of Eq. (D73). Then β1 of smaller value will satisfy
Eq. (D73). So, by comparing Eqs. (D70) and (D72) in
this way, we can certify the left-hand side inequality in
(D71). Whereas, after a simplification, the right-hand
side inequality turns into θi11 ` θit ď pi, which is true as
every θ ď pi2 .
In conclusion, the lower limit β1 is the root of
Eq. (D64) for every 1 ď m ď pd´ 1q. The upper
limit β2, for m “ 1, is given by (D67) and can
be derived from Eq. (D69). For 1 ă m, β2 is the
solution of Eq. (D70).
(D74)
In fact, Eq. (D69)—where two angles are taken from
the first column of Θ—is also like Eq. (D73). Basi-
cally, one needs to solve equation such as (D73)—where
2 ď m ď d angles are picked from a row or a column
of Θ—to get a limit and then an endpoint of an m-
parametric curve. When m “ 1 then m can only be 2
[see (D64) and (D69)]. And, when 1 ă m ď pd´ 1q then
m can either be m or m` 1 [see (D70) and (D64)].
To solve Eq. (D73) for β1, we transform it into
x cosβ12 ` y sinβ1 cosβ1 ` z “ 0 , where (D75)
x :“ řmi“1 cos 2θi1 “ 2řmi“1 ri1 ´m , (D76)
y :“ řmi“1 sin 2θi1 “ 2řmi“1 ari1 p1´ ri1q , and (D77)
z :“ řmi“1 sin θi12 ´ 1 “ m´řmi“1 ri1 ´ 1 . (D78)
Calling cosβ12 “ q1 by the relations (3) and (4), we can
write Eq. (D75) as
x q1 ` y
a
q1 p1´ q1q ` z “ 0 . (D79)
The two roots of Eq. (D79) are
cosβ1
2 “ q1 “ py
2 ´ 2xzq ˘ yay2 ´ 4 z px` zq
2 px2 ` y2q ,
(D80)
which only depend on the m-set tθ11, ¨ ¨ ¨ , θm1u associated
with Eq. (D73).
We pick the root (D80) with + sign due to the fol-
lowing reasons. First, for m “ 2, we have equation such
as (D72), and its root rβ—given in (D71)—corresponds
to the + sign solution [see also (D68) with (D69)]. Sec-
ond, for m “ d, β1 “ 0 is the only permissible solution of
Eq. (D73). It is because angles θi1 are not random real
numbers, they follow
řd
i“1 cos θi1
2 “ 1. When m “ d,
z “ d´ 2 “ ´x [see (D76) and (D78)], and always the so-
lution (D80) with + sign offers β1 “ 0. Third reason, for
a pair of MUBs [18], where every θ is the same arccos 1?
d
,
one can directly solve Eq. (D73). For every m-set, we get
the same β1 [see χ in (56)], which corresponds to
cosβ1
2 “
”
1`apd´ 1qpm´ 1qı2
dm
(D81)
that is clearly the root (D80) with + sign.
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