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Abstract
Nanostructured materials have gained prominence owing to the exciting
array of physical properties that are primarily governed by the high density of in-
terfaces and interfacial phenomena. This dissertation presents the statistical me-
chanics modeling and atomistic simulations of two types of crystalline interfaces,
namely twin boundaries and grain boundaries, to understand their thermody-
namic and kinetic properties based on thermal fluctuations.
To this end, we first study the thermal fluctuations of twin boundaries in
face-centered-cubic metals to elucidate the deformation mechanism governing
their kinetic properties. Our simulations show that the normal motion of twin
boundaries is strongly coupled to shear deformation up to near the melting tem-
perature. Since twin boundaries commonly occur as parallel interfaces, we further
investigate the entropic interaction between fluctuating twin boundaries using
atomistic simulations and statistical mechanics based analysis. The simulations
reveal that fluctuations of twin boundaries are enhanced in the presence of adjoin-
ing twin boundaries as their spacing d decreases. In addition, the theoretical anal-
ysis shows that fluctuating twin boundaries indeed exhibit an attractive entropic
interaction which enhances their thermal fluctuations and that this force decreases
as 1/d2. This attractive interaction between twin boundaries is attributed to their
shear coupled normal motion and is fundamentally distinct from the well-known
repulsive entropic interaction followed by fluid membranes and many crystalline
membranes and interfaces.
In addition to the entropic force, we present a study of the thermal expan-
sion of twin boundaries at finite temperature by way of atomistic simulations.
The simulations reveal that for all twin boundary spacing d, the thermal expan-
sion induced stress varies as 1/d. This long-range effect is attributed to the inho-
viii
mogeneity in the thermal expansion coefficient due to the interfacial regions.
Finally, we study the effect of defects, specifically second phase particles, in
grain boundaries by extending the interface random walk model, and deriving
the general analytical expression relating the grain boundary mobility to key pa-
rameters governing the interaction between the particles and the grain boundary.
We verify our theoretical model through atomistic simulations for symmetrical
tilt boundaries with multiple fixed inclusions and propose a method to extract
the mobility from grain boundary fluctuations.
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Chapter 1 Introduction
1.1 Motivation
Nanostructured materials have gained prominence owing to the exciting ar-
ray of physical properties that are primarily governed by the high density of
interfaces and interfacial phenomena. In the context of this work, interfaces im-
ply crystalline planar defects, such as grain boundaries and twin boundaries,
that are known to be key players in governing the behavior of crystalline materi-
als. Indeed, the energetics, atomistic structure, and distribution of these grain
boundaries (GBs) or twin boundaries (TBs), have been implicated in a wide
range of material characteristics including mechanical properties [1, 2, 3, 4, 5],
thermal transport [6, 7, 8, 9, 10, 11, 12, 13, 14, 15], and electronic properties
[16, 17, 18, 19, 20, 21, 22]. The study of GBs and their key role in mechanical prop-
erties such as strength [1, 2, 3, 4, 23, 24, 25, 26, 27], ductility [28, 29, 30, 31, 32],
fracture toughness [33, 34, 35, 36, 37, 38] and creep [39, 40, 41, 42, 43], has spanned
decades, with several seminal contributions shaping our understanding of these
interfaces over the years. However, with the advent of nanotechnology, the need
for quantitative atomistic insights into the response of GBs and how the knowl-
edge can be used to design novel nanomaterials has become vital. This provides
the motivation for our work which aims to elucidate the thermodynamic and
kinetic properties of crystalline interfaces, specifically, GBs and TBs, by way of
statistical mechanics modeling and atomistic simulations.
1.1.1 GB and TB Structure
A grain boundary is the interface between two adjacent grains with different
crystallographic orientations in a polycrystalline material, as shown in Figure 1.1.
1
General grain boundaries are rather complicated defects and need at least five
Figure 1.1: Micrograph of grain boundaries in polycrystal [44].
macroscopic parameters for geometric description, in which three are associated
with another grain orientation and the other two specify the direction normal to
the boundary [45]. In practice, researchers use the coincident site lattice (CSL)
[46] model to denominate and distinguish different grain boundaries. In CSL
theory, the degree of fit Σ is the reciprocal density of coincidence sites between the
structures of the two grains. To put it simply, small Σ corresponds to more atoms
coincident with each other between two adjacent grains. In the extreme case,
Σ1 represents perfect crystallinity without grain boundaries. Thus lower Σ grain
boundaries typically have lower grain boundary energies. Other than Σ, grain
boundaries are also classified based on their angle of mismatch into two groups –
low angle grain boundaries with a mismatch angle less than 15 degrees and high
angle grain boundaries with a mismatch angle greater than 15 degrees. Low angle
grain boundaries have a well-defined structure and are amenable to theoretical
analysis. High angle grain boundaries have an increasingly more amorphous
interfacial region with increasing mismatch angle and are prone to processes such
as GB sliding, and migration. A typical polycrystal with randomly oriented grains
2
naturally contains all kinds of low-angle, high-angle and random GBs.
A special type of crystalline interface is known as the twin boundary denoted
by Σ3. Although, the TB is a high angle grain boundary, but it is highly symmetric
and hence has one of the lowest GB energy of about 22 eV. Figure 1.2 shows a
TB in a face-centered-cubic crystal formed by the mirror reflection of the atomic
layers about a (111) plane. Since the stacking sequence along the (111) direction
is ABCABC..., the reflection leads to the formation of an interface between the
matrix and the twin.
Strengthening Materials by
Engineering Coherent Internal
Boundaries at the Nanoscale
K. Lu,1* L. Lu,1,2 S. Suresh2*
Strengthening materials traditionally involves the controlled creation of internal defects and
boundaries so as to obstruct dislocation motion. Such strategies invariably compromise ductility,
the ability of the material to deform, stretch, or change shape permanently without breaking. Here,
we outline an approach to optimize strength and ductility by identifying three essential structural
characteristics for boundaries: coherency with surrounding matrix, thermal and mechanical
stability, and smallest feature size finer than 100 nanometers. We assess current understanding of
strengthening and propose a methodology for engineering coherent, nanoscale internal
boundaries, specifically those involving nanoscale twin boundaries. Additionally, we discuss
perspectives on strengthening and preserving ductility, along with potential applications for
improving failure tolerance, electrical conductivity, and resistance to electromigration.
Classical methods for strengthening ma-terials rely on strategies that judiciouslycontrol the generation of, and interactions
among, internal defects. Such defects include:
atomic vacancies and interstitials (point defects);
dislocations (line defects); grain, interphase
boundaries, and stacking faults that introduce
crystallographic disregistry between adjacent re-
gions of the atomic lattice (planar defects); and
strengthening precipitates and dispersed reinforce-
ment particles (volume defects) of a different
phase or material than the surrounding matrix.
Disruptions in a lattice strained by internal de-
fects impede dislocation motion by which plastic
deformation occurs, and this result translates into
an enhanced macroscopic strength. Fig. 1, A and
B, shows examples of several commonly used
strengthening methods for crystalline metals and
alloys. These approaches invariably suffer from
the undesirable consequence that an increase in
strength facilitated by dislocation interactions
with internal barriers also causes reduced ductil-
ity and increased brittleness.
Motivation for Nanoscale,
Coherent Internal Boundaries
The internal boundaries introduced by conven-
tional strengthening methods (such as hardening
by dispersed particles or grain refinement) are
incoherent in that they do not create close crys-
tallographic registry between regions separated
by the boundaries, as shown in Fig. 1B for a
boundary separating two adjoining grains. With
strengthening achieved by introducing particles
of a harder phase or material in a softer matrix,
the mechanisms by which dislocations engender
plasticity are strongly influenced by the size,
shape, spatial distribution, and properties of the
particles, as well as the geometry and deforma-
tion characteristics of particle-matrix interfaces.
For grain refinement, the high concentration of
incoherent grain boundaries (GBs) provides bar-
riers to transmission of dislocations from one
grain to the next (Fig. 1B). Although these high-
energy, incoherent boundaries are effective in
obstructing dislocation motion, their ability to
accommodate plastic deformation is also com-
promised by reducing ductility (1). This makes
the material harder to deform further, as informed
by the Hall-Petch relationship for microcrys-
talline alloys (2). Strengthening with grain refine-
ment is observed for grain sizes as small as ~10 to
15 nm (3–6). Activation of lattice dislocations at
nano grain sizes becomes more difficult, and thus,
plastic deformation becomes more limited. There-
fore, nanocrystallinematerials exhibit substantially
increased strength and hardness (1, 3, 4). These
materials also show higher loading rate sensitiv-
ity during plastic deformation (7, 8), better tol-
erance to fatigue crack initiation under cyclic
stressing, and greater resistance to deformation
during normal indentation or frictional sliding as
compared with microcrystalline materials (9–12).
These beneficial attributes come at the expense of
substantially lowered ductility (1) and resistance to
stable fracture undermonotonic and cyclic loading.
In contrast to GBs, coherent internal bounda-
ries with low excess energies are seldom intro-
duced as major strengthening agents for structural
materials. Some coherent boundaries (such as
low-angle tilt or twist GBs with aligned edge or
screw dislocations, respectively) are not effective
at resisting penetration by moving dislocations.
Hence, their strengthening ability is relatively
weak. Coherent internal boundaries created as pre-
cursors to the formation of strengthening precip-
itates in alloys hardened by heat treatments also
offer possible means to strength enhancement. For
example, the Guinier-Preston zones in precipitation-
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Fig. 1. Schematic illustration of
examples of structural modifications
for strengthening metals and alloys.
Commonly used strengthening meth-
ods include (A) strengthening via solid
solution, whereby solute atoms strain
the matrix to impede the motion of a
dislocation (red line) through the lattice;
via precipitates or dispersed particles
that interact with mobile dislocations,
leading to overall strengthening of the
material; or via elastic interactions be-
tween intersecting dislocations (blue
and red lines), as well as geometry
changes and subsequent obstructions
to slip (as, for example, through the
formation of sessile dislocation seg-
ments) associated with such encounters.
GB strengthening (B) is another com-
monly used method in which disloca-
tion (red ⊥ symbol) motion is blocked
by GB (whose incoherent structure is
schematically shown on the right) so
that a dislocation pile-up is formed. A
higher stress is needed to deform a
polycrystalline metal with a smaller grain size d (more GBs). (C) Nanoscale TB strengthening is based on
dislocation-TB interactions from which mobile and/or sessile dislocations could be generated, either in
neighboring domains (twin or matrix) or at TBs. Gliding of dislocations along TBs is feasible because of its
coherent structure [the right panel in (C) denotes a S3 TB]. Higher strength and higher ductility are
achieved with a smaller twin thickness l in the nanometer scale.
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Figure 1.2: Schematic illustration of a Σ3 CTB structure in a FCC metal [32].
1.1.2 Effect of GBs on Mechanical Properties
As the grain size is decreased, especially to the nanoscale, more fraction of
atoms are located in the core region of grain boundaries, as shown in Figure
1.3. Thus, the whole polycrystal is divided into perfect regions and disordered
grain boundaries regions. Assuming the grains to be shaped as spheres or cubes,
the volume fraction of disordered grain boundaries can be as much as 50% for
average 5 nm grain size [5]! This large fraction of grain boundaries density is des-
3
Figure 1.3: Atomic structure of a two-dimensional nanocrystalline material [1].
tined to significantly alter the multiple properties of crystalline materials. Given
our background and interests, we present a brief review of the effect of GBs on
mechanical properties in the following sections.
Material Strength
It is well established that the refinement of grains impedes dislocation move-
ment and hence the onset of plasticity thereby increasing the materials strength.
The dependence of yield stress on the grain size can be explained by the Hall-
Petch relation
σy = σ0 + kd−α, (1.1)
where σy is the yield stress, d is the average grain size, k and α are d-independent
positive constants. Due to this attractive property, nanocrystalline (NC) face-
centered-cubic (FCC) metals, with an average grain size less than 100 nm, wit-
nessed an intensity of research in the nineties owing to their ultrahigh strength
compared with their ultrafine grain (UFG) crystalline and conventional coarse-
grain (CG) polycrystalline counterparts, with grain size in the range 100 nm - 1
4
µm and greater than 1 µm respectively [24, 30].
The increase in strength is primarily associated with the fact that grain
boundaries act has effective barriers to dislocation motion, thereby inhibiting the
onset of plasticity. However, After the grain size is reduced below a critical point,
usually at 10 nm, the materials get softer surprisingly. This phenomenon is re-
ferred to as the inverse Hall-Petch relation and is attributed to a radical transition
in mechanism as GB-mediated processes such as sliding and migration become
dominant [24, 27]. Figure 1.4 shows the panorama of yield stress variation in the
whole grain size range.
Figure 1.4: Schematic representation of the variation of yield stress as a function
of grain size in coarse-grain (CG) polycrystalline, ultrafine grain (UFG)
crystalline and nanocrystalline (NC) metals and alloys[24].
Ductility
Although a high density of grain boundaries leads to very high strengths,
they have a detrimental effect on the material ductility. Most NC metals with
grain sizes less than 25 nm typically show less than 2% elongation to failure in
contrast to 40% - 60% for their conventional polycrystalline counterparts [23, 26].
Figure 1.5 shows that most nanostructured metals fall into the "high strength—
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low ductility" shaped blue region. In the context of nanocrystalline materials, it
is observed that the grain boundaries can eventually serve as stress concentra-
tors leading to a loss of ductility. Simultaneously, elevated temperature tends to
weaken the nanocrytalline stability due to the grain growth [2].
Figure 1.5: Normalized yield strength versus percentage elongation (ductility) for
nanostructured metals[26].
Nanotwinned (NT) FCC metals, as show in Figure 1.6, are designed by the
introduction of coherent TBs (CTBs) within ultra-fine crystalline metals having
a grain size of a few hundred nanometers and exhibit attractive properties of
retaining ductility along with ultra-high strength [28, 29, 31]. Indeed, Lu et al.
Figure 1.6: TEM observations of the microstructure in NT Cu sample [28].
[28] showed that nanotwinned (NT) Cu containing twin lamella of about 35 nm
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thickness exhibits a yield strength over 1 GPa with elongation to failure as high
as 14%, which is in sharp contrast to NC-Cu having a yield strength of about 400
MPa and elongation to failure of about 2-3% for comparable grain sizes, as show
in Figure 1.7. Owing to these superior properties, nanotwinned metals have been
Figure 1.7: A typical tensile stress-strain curve for the NT Cu in comparision with
that for a CG-Cu sample and a NC-Cu sample [28].
the subject of active research in recent years [47, 32, 48, 49, 50, 51, 52, 53, 54, 55,
56, 57].
Fracture Toughness
Decreasing the grain size increases the fracture toughness which is similar to
increasing the yield strength with grain refinement. The reasonable explanation
is that GBs arrest a crack initiated in the neighboring grain and thus delay the
propagation of fracture [33, 34]. As the grain size decreases, more grains impede
the propagation effectively, as show in Figure 1.8. As we know that the Hall-Petch
relationship fails when the grain size is reduced below a critical point. The depen-
dence of fracture toughness on the grain size follows the same rule. At these grain
sizes, intergranular fracture is expected to happen [34]. The crack tip inside the
grain initially induces a limited emission of dislocation and soon creates several
nano-voids in the surrounding boundaries, finally propagating along the grain
7
Figure 1.8: Crack propagation in a nanocrystal. Red line represents the propaga-
tion path.
boundaries, as shown in Figure 1.9. When a crack tip is artificially made inside a
Figure 1.9: Intergranular fracture propagation. Red line represents the propaga-
tion path.
grain, the crack initially blunts by a limited emission of partial dislocations, but
soon this behavior is taken over by the creation of nanovoids in the surrounding
grain boundaries, initiating an intergranular fracture mechanism, the nanovoids
joining the main crack.
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Radiation Tolerance
In addition to sustaining high stresses, many materials are subject to extreme
environments, such as nuclear radiation. The radiation creates numerous point
defects, such as interstitials and vacancies, which can in turn affect the strength,
ductility, fracture toughness and other mechanical properties of materials. Thus
it is necessary to design structural materials for nuclear power systems with high
radiation tolerance.
Compared to conventional polycrystalline materials, NC materials contain-
ing a large fraction of GBs have been shown to improve radiation resistance
[58, 59, 60, 61]. GBs can serve as sinks that attract, absorb point and line de-
fects and thus enhance the tolerance by leaving the bulk region around the GBs
relatively defect-free, as shown in Figure 1.10. In fact, although GBs improve ra-
Figure 1.10: Representative snapshots of a MD simulation of a collision cascade
near a Σ11 symmetric tilt GB at 300 K at three different time intervals.
The atoms are colored by their potential energy [59].
diation tolerance, the defects absorbed by the GBs can also affect their properties,
such as migration and mobility, and finally affect the microstructural evolution
of materials. In Chapter 5, we will provide insights into the interaction between
defects and GBs.
9
1.2 Equilibrium Thermal Fluctuation of Interfaces
While these superior properties certainly open up exciting avenues for the
applications of nanostructured materials, they also call for a critical examination
of the stability of these structural motifs especially at high temperatures. By struc-
tural instability, we imply processes such as grain growth, which are intimately
connected to properties like interfacial stiffness, mobility, as well as the interaction
of the constituting interfaces, such as GBs and TBs. An analysis of the thermal
fluctuations based on statistical mechanics provides a convenient and powerful
approach to gain insight into these interfacial properties.
There exists a number of numerical methods in the literature for the cal-
culation of interfacial properties, such as interfacial free energy γs, stiffness Γ
and mobility M. In general, these methods can be broadly classified as “driving
force” or “finite strain” method and “thermal fluctuations” method. The former
[62, 63, 64, 65, 66, 67] is straightforward in which the driving force or finite strain
is applied to induce the interfacial deformation or movement and the proper-
ties can be obtained from the general constitutive relation. The latter approach
[68, 69, 70, 71, 72, 73, 74, 75, 76] utilizes the fluctuations of thermodynamic param-
eters such as strain and displacement to extract the desired properties. Since the
dimensions of the nanostructure are limited and noise is unavoidable during the
atomistic simulations, thermal fluctuations approach has gained prominence and
is widely used to provide insights into the thermodynamic and kinetic properties
of these interfaces.
In their pioneering work [77], Parrinello and Rahman proposed a method to
extract the elastic constants from the thermal strain fluctuations of bulk crystal.
To be specific, they showed that
Cijkl =
kBT
< V >
(eijekl)
−1, (1.2)
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where Cijkl is the forth-order stiffness tensor, eij is the strain tensor, < V > is the
ensemble average volume of the system, kB is the Boltzmann constant, T is the
temperature. Ever since then, plenty of works have sprung up like mushrooms
after rain [78, 79, 80, 81, 82, 83, 84]. It is worth noting that in Equation 1.2,
the strain tensor eij is not straightforward to calculate. Meyers [83] proposed a
method to involve the atomic displacement instead of strain, given by
< u˜i(k)u˜k(k) >
kbT
V
(Cijklk jkl)−1, (1.3)
where u˜i(k) and u˜k(k) are the displacement components in Fourier space for
wave vector k. We refer the reader to Landau and Lifshitz [85] for details of the
derivation.
After a simple modification, Equation 1.3 can be easily applied into two
dimensional membranes [86, 87]. For a fluctuating fluid membrane, as shown
in Figure 1.11, the energetic cost for the out-of-plane fluctuations arises from the
bending stiffness of the membrane. Then the Hamiltonian of the membrane can
Figure 1.11: Schematic diagram of a freely fluctuating membrane. Different colors
indicate different out of plane displacements [88].
be written as
H =
1
2
κ
∫
(∆h)2dr, (1.4)
where κ is the bending stiffness of the membrane, h is the out-of-plane displace-
ment. Expanding h in Fourier space, we have
h =∑ A(k)eikr, (1.5)
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where A(k) is the fluctuation spectrum. Then, the Hamiltonian can be expressed
in the form
H =
1
2
Sκ∑ k4S2(k), (1.6)
where S is the area of the membrane. We note that the energy is quadratic in
A(k). Using the equipartition of energy, the relation between the mean square
fluctuation spectrum and the bending stiffness can be obtained,
< A2(k) >=
kbT
Sκk4
. (1.7)
Although initially developed for fluid membranes, the membrane theory has
also been effectively applied to study crystalline membranes such as graphene
and other two-dimensional materials [89, 90], as well as crystalline interfaces, such
as GBs, and solid-liquid interfaces based on thermal fluctuations. For instance,
several high angle GBs in FCC metals exhibit capillarity induced fluctuations.
Here, the energetic cost of the GB fluctuations stems from the increase in the
GB area to accommodate the out-of-plane deformation. Thus, the Hamiltonian
becomes
H =
1
2
(γs + γ
′′
s )
∫
∇2hdr, (1.8)
where γs + γ′′s is defined as the GB stiffness Γ, which it can be determined from
the mean square fluctuation spectrum as before
< A2(k) >=
kbT
SΓk2
. (1.9)
In the case of solid interfaces, the central idea is that the energetic cost for the
out-of-plane fluctuation of the interface, which naturally involves deformation of
the adjoining bulk regions, is used to construct an energy associated only with
the interface. Then the surrounding bulk can be neglected and the interface is
regarded as a membrane with an appropriate elastic energy. This means that they
can be modeled as membranes whose out-of-plane fluctuations are governed by
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interfacial stiffness. Motivated by the striking resemblance between membranes
and crystalline interfaces, many mature methods on statistical thermodynamics
of membranes can be borrowed and developed for gaining insight into the prop-
erties of these solid interfaces and their important role in the mechanical response
of nanostructured materials.
1.3 Computational Approach
Theoretical analysis, numerical calculation and experimental measurement
are considered as the three main approaches in modern science. Among them,
computational modeling has been widely used in a variety of science and engi-
neering fields due to its ability to serve as a virtual experimental tool as well as
predict unknown phenomena. Especially the latter property has gained more and
more attention in recent decades. From macroscopic to microscopic scale, there
are plenty of simulation methods, such as finite element method (FEM), Monte
Carlo method (MC), molecular dynamics method (MD), density functional the-
ory (DFT) and so forth. Generally, increase in accuracy and resolution comes with
limitation in simulation size and invariably longer simulation time. MD method
stands out of the competition and has become one of the most popular compu-
tational simulation techniques for studying the behaviors of materials due to its
balance in accuracy and efficiency.
MD is a computational simulation of the time evolution of a system with
N particles based on the classical Newtonian mechanics [91]. All the particles,
usually atoms or molecules are considered as rigid bodies interacting with each
other. Their interactions are described by the means of empirical interaction po-
tential. By numerically integrating Newton’s equations of motion with proper
initial conditions, the trajectory including the positions and velocities of each par-
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ticles is obtained and the configuration of the whole systems is determined. To
be specific, there are several key components:
(1) Interaction Potential
Fundamentally, materials derive their properties from the interaction be-
tween their constituent atoms [92]. The most intuitive thought is that two atoms
do not like to get close to each other but attract when they are located at a longer
distance. This can be described as the classic ”Lennard-Jones” (LJ) pair potential
[93],
φ(r) = 4e0[(
r
σ0
)−12 − ( r
σ0
)−6]. (1.10)
Here, r is the distance between the two atoms, e0 is the depth of the energy
well and 21/6σ0 is the distance in which the potential reaches its minimum value.
Given the simple nature of the LJ potential, several richer interatomic potentials
have been developed that go beyond the pair potential. Among them, the em-
bedded atom method (EAM) [94] potential is simple and efficient and hence has
been widely used for metals. For the EAM potential, the potential energy of the
system with N particles is given by
V({ri}) ≡ V(r1, r2, ..., rN) =∑
i<j
φ(rij) +∑
i
F(∑
j 6=i
ρ(rij)), (1.11)
where rij is the distance between atoms i and j, φ is a pair-wise potential function,
ρ is the contribution to the electron charge density from atom j at the location of
atom i, and F is an embedding function that represents the energy required to
place atom i in the electron cloud. Then the force acting on the atom i is the
negative derivative of the potential function, i.e.,
fj = −V({ri})∂rj . (1.12)
The EAM potential is a multi-body potential and gives very good estimates for de-
fect energies in metals such as vacancy formation energy, GB energy, and stacking
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fault energy. Hence, EAM potentials are suitable and very efficient for studying
the mechanical properties of metals.
(2) The Verlet Algorithm
According to the Newton’s second law, the equation of motion can be given
by
m
d2ri
dt2
= −V({ri})
∂rj
. (1.13)
Once the initial position and velocity are determined, the new positions and ve-
locities are obtained from numerical integration. The Verlet algorithm [95] is one
of the simplest and most stable in MD simulation. To be specific, the updated
positions and velocities are calculated as
ri(t + ∆t) = ri(t) + vi∆t + ai(t)
∆t2
2
, (1.14a)
ai(t + ∆t) = − 1m
∂V({ri(t + ∆t)})
∂ri(t + ∆t)
, and (1.14b)
vi(t + ∆t) = vi(t) + [ai(t) + ai(t + ∆t)]
∆t
2
. (1.14c)
(3) Energy Minimization
Energy minimization is utilized to obtain a stable equilibrium configuration
with the minimum possible potential energy. Many algorithms have been devel-
oped to accelerate the minimization process. Among them, conjugate gradient
method is most commonly implemented in atomistic simulations due to its effi-
ciency and simplicity [96].
1.4 Dissertation Outline
In this dissertation, we present the statistical mechanics modeling and atom-
istic simulations crystalline interfaces based on thermal fluctuations. Specifically,
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our aim is to understand the fluctuations of and entropic interaction between twin
boundaries as well as the effect of defects, such as second phase particles, on the
kinetics of grain boundaries. The rest of the dissertation is organized as follows.
In Chapter 2, we investigate the thermal fluctuations of twin boundaries
in FCC metals to elucidate the deformation mechanism governing their kinetic
properties by way of molecular dynamics simulations. In Chapter 3, we present
the entropic interaction between fluctuating twin boundaries constituting a NT
structure at finite temperature by means of atomistic simulations and statistical
mechanics modeling. In Chapter 4, we report the long-range thermal force inside
these NT metals induced by the inhomogeneity in the thermal expansion coeffi-
cient due to the interfacial regions. In Chapter 5, we extend the interface random
walk model to account for the drag effect of second phase particles. We re-derive
the GB diffusion equation in time domain and frequency domain, and propose a
simple and efficient calculation approach to obtain the modified GB mobility.
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Chapter 2 Kinetics of Twin Boundaries
from Thermal Fluctuations
2.1 Introduction
Nanotwinned (NT) metals are known to demonstrate a remarkable combi-
nation of mechanical properties, namely, ultra-high strength, enhanced ductil-
ity, and high strain rate sensitivity [28, 31, 32, 53, 97, 98, 99, 100]. This is in
contrast to nanocrystalline (NC) materials which exhibit a loss of ductility, and
grain stability with decreasing grain size, thereby offsetting the initial excitement
generated by their very high yield strength (see [30] for review). It is well doc-
umented, through many experimental and theoretical studies, that this loss of
stability of nanograined metals, which has severely limited their practical ap-
plication, is associated with thermally-activated or stress-assisted grain growth
caused by grain boundary mediated processes such as migration and sliding
[101, 102, 103, 104, 105, 106]. It is natural then, that the grain growth and twin
lamella stability in NT metals would also be intimately connected to the ther-
modynamic and kinetic properties of twin boundaries (TB) and grain boundaries
(GB). Although the prospect of the stability of NT structures is of vital concern,
one which defines their ultimate utility and raises fundamental questions regard-
ing the underlying physics, the issue has remained relatively unaddressed until
recently [107, 108, 109].
In this Chapter, we report our investigation of the motion of twin boundaries
by way of computational modeling of their thermal fluctuations over a range of
temperatures. In the theory of statistical mechanics of interfaces, thermal fluc-
tuations have been effectively used to elucidate the thermodynamic and kinetic
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properties of fluid and solid membranes and interfaces [86]. In the case of high-
angle grain boundaries, the capillary wave theory has been successfully used to
capture their long wavelength thermal fluctuations to derive important quantities
such as the grain boundary stiffness and mobility [72]. The energetic cost for
these out-of-plane fluctuations comes from the surface tension, or in other words,
the increase in the area of the interface to accommodate the bending due to fluc-
tuations. The Fourier spectrum of these capillarity-induced fluctuations is given
by
< A2(k) >=
kBT
SΓk2
, (2.1)
where k is the wave vector, A(k) is the amplitude of the mode k fluctuation, S is
the area of the interface or gain boundary, and Γ is the interfacial stiffness. The
initial aim of our work was to furnish a constitutive description for the motion of
twin boundaries based on this relation. However, as described in what follows,
our molecular dynamics simulations revealed that a fluctuating twin boundary,
unlike other high angle grain boundaries, does not exhibit capillary fluctuations.
2.2 Simulation Method
In our simulations, the TB fluctuations were modeled by way of molecu-
lar dynamics simulations using LAMMPS (Large-scale Atomic/Molecular Mas-
sively Parallel Simulator) [110]. All simulations were performed on Cu using the
embedded-atom method developed by Mishin et al. [111]. At each temperature,
the simulation cell was first equilibrated for 100 ps at zero pressure using the
NPT ensemble. The molecular dynamics run was then carried out for 1 ns under
the NVT ensemble using the Nose-Hoover thermostat. The system configuration
was observed every 1000 time steps. To investigate the effect of temperature on
the fluctuations, the simulations were carried out over temperatures ranging from
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100 K to 1800K. The simulation box dimensions were Lx ≈ 300A˚, Ly ≈ 100A˚, and
Lz ≈ 20A˚ with periodic boundary conditions in the x and z (lateral) directions as
shown in Figure 2.1. The specimen was oriented along the [1¯12], [1¯11¯] , and [1¯1¯0]
crystallographic directions. Since the cell dimension was much smaller in the z
direction, the fluctuations along this direction were neglected. The y direction
was aligned normal to the TB, and the fluctuations were observed along the x
direction. To assess the effect of cell size on the fluctuation measurements, we
also performed the simulation at 1000K on a larger specimen with dimensions
600A˚× 200A˚× 40A˚. The results changed only negligibly confirming that our ini-
tial choice of dimensions was appropriate for extracting the thermal fluctuations
of a single interface.
Figure 2.1: Schematic of the bicrystal specimen showing the flat twin boundary
at 0K (dotted lines) and the fluctuating twin boundary at finite tem-
perature (solid lines) [112].
At 0K, the TB is a flat interface located at the center of the simulation box
as shown by the dotted lines in Figure 2.1. At finite temperature, the interface
fluctuates and we denote the instantaneous out-of-plane displacement by h(x).
Many approaches have been proposed to locate the instantaneous position of
a fluctuating interface in molecular dynamics simulations [69, 113, 68, 74]. In
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this work, we use the centrosymmetry parameter to distinguish between atoms
belonging to the interface and the bulk and thus, identify the instantaneous TB
position. The centrosymmetry parameter of an atom is given by
CS =
N/2
∑
i=1
|Ri + Ri+N/2|2, (2.2)
where N is the number of nearest neighbors and equals 12 for FCC crystals.
Ri and Ri+N/2 are vectors from the central atom to a particular pair of nearest
neighbors. For a perfect crystal region, CS is zero; for defects such as a disloca-
tion, grain boundary, or surface, it is a finite real number. Since the fluctuation
could be ignored in the z direction, CS did not change significantly in this direc-
tion and hence, was summed along this direction. Thus, to obtain a smooth curve
for the variation of CS along the y direction to identify the interface position, the
simulation cell was divided into many slices along the x direction as shown in
Figure 2.2. Within each slice, this local parameter CS was extracted as the average
Figure 2.2: Schematic of the bicrystal showing the variation of the average cen-
trosymmetry parameter, CS in a slice along the x-axis. This is used to
identify the instantaneous position of the twin boundary [112].
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CS(x, y) =∑
i
CSi
(yi − y)2 + 1. (2.3)
Based on the method proposed by Trautt et al.[74]. CSi denotes the centrosym-
metry parameter of atom i and yi is the y-coordinate of atom i. Then, the average
centrosymmetry function, CS, for each slice, depends on y, and can be plotted for
any particular slice along the x-direction. The peak corresponds to the instanta-
neous location of the TB in this slice. Following a similar procedure for each slice,
the profile of the function h(x) can be obtained. The Fourier transform of h(x) is
given by
h(x) =∑
k
A(k) eikx. (2.4)
Assuming the simulation cell to be divided into N slices labeled as xi , i =
0, 1, 2, . . . , N− 1, the fluctuation spectrum A(k) is obtained as the Discrete Fourier
Transform
A(k) =
1
N
N−1
∑
i=0
h(xi) exp(−2pik iN ). (2.5)
Once the fluctuation amplitude A(k) is computed for a given snapshot of the
interface, the fluctuation average, < A2(k) > can be determined by computing the
average over the snapshots taken at every 1000 time steps during the simulation.
2.3 Results and Discussion
Figure 2.3 shows the results for the variation of the power spectrum, <
A2(k) >, with k for different temperatures on a log-log plot. The blue, green
and red solid lines with slope -1 indicate trend lines obtained for each curve by
least squares method for temperature 300K, 800K and 1300K respectively. The
black solid line with slope -2 represents the thermal fluctuation curve for high
angle grain boundaries. We observe that < A2(k) > has a linear dependence on
1/k all the way up to 0.9 homologous temperature. Within the context of existing
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literature on thermal fluctuations of low angle GBs and high angle GBs, this is a
rather unexpected behavior of coherent TBs.
10−2 10−1 100
10−6
10−5
10−4
10−3
10−2
k(1/A˚)
<
A
2
(k
)
>
 
 
300k
800k
1300k
High angle GB
Figure 2.3: Power spectrum of TB fluctuations as a function of k for different
temperatures obtained by molecular dynamics simulations [112].
As mentioned earlier, several molecular dynamics studies have revealed that
many high angle GBs follow the relation described by Equation 2.1, exhibiting
a 1/k2 dependence of the fluctuation spectrum. However, based on a disloca-
tion model, Rottman [114] predicted that the energy of the thermal fluctuations
of low-angle grain boundaries is linear in wave number, thereby implying a 1/k
dependence of < A2(k) >. A very recent work by Karma et al. [73] provides
fresh insight into the deformation mechanisms that lead to these differences in
the fluctuation spectra for low-angle and high-angle GBs. They show that the 1/k
scaling behavior is associated with shear-coupled motion of GBs, and is exhib-
ited by low-angle grain boundaries even at high temperatures. They derive the
relation between equilibrium fluctuations and the coupling factor as
< A2(k) >=
kBT
SCβ2k
, (2.6)
where C is a parameter comprising of the elastic constants of the material, while
β = v||/vn was defined by Cahn et al. [115] as the coupling factor between
the applied shear velocity (v||) and the resulting normal GB velocity (vn). In
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contrast to low angle GBs, high angle GBs exhibit a 1/k2 scaling law at high
temperatures attributed to capillarity-induced fluctuations, and a 1/k dependence
at low temperatures. This transition is associated with a transition in the kinetics
of the GBs from shear coupling to pure sliding. The same conclusions were drawn
by Cahn et al. [115] based on their molecular dynamics simulations of shear
deformation of bicrystals with various low-angle and high-angle GBs. At low
and intermediate temperatures, the normal motion of all GBs was coupled to
shear deformation. However, at high temperatures, the high-angle GBs showed a
transition to pure sliding and spontaneous normal motion and the shear coupling
vanished, while the low-angle GBs still retained their coupled response up to near
the melting point.
Taken together, our simulations show that coherent TBs, which are also high
angle tilt boundaries, do not exhibit any capillarity-induced fluctuations even
at high temperatures, in sharp contrast to other high angle GBs. In fact, the
thermal fluctuations indicate that the TB motion remains strongly coupled to
shear deformation up to 0.95 homologous temperature. These conclusions are
also in agreement with our prior simulations of the high temperature shearing
of twinned bicrystals in which we observed that, unlike many high-angle GBs
studied by Cahn et al. [115], the TBs do not exhibit sliding or spontaneous normal
motion at high temperatures [116].
2.4 Conclusion
Our study provides important insights into the high temperature stability
of nanotwinned structures. While nanocrystalline materials are known to be
prone to grain growth and creep due to grain boundary normal motion and grain
boundary sliding, respectively, our simulations indicate that the twin boundaries
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do not exhibit sliding or spontaneous normal motion even at high temperatures
and hence predict stable twin lamella at high temperatures. This is in qualitative
agreement with the recent experimental studies by Bezares et al. [107] which re-
veal enhanced stability of nanotwinned FCC metals under nanoindentation and
creep tests compared to their nanocrystalline counterparts. However, more de-
tailed simulations of nanotwinned structures are needed to shed light on the in-
terplay of grain boundaries and twin boundaries in determining the overall grain
stability as well as the effect of pre-existing defects in these interfaces, which will
be pursued in our future work. It should also be insightful to investigate the in-
teractions of fluctuating twin boundaries and explore their role in governing the
critical twin lamella thickness for optimal properties. Thus, our study furnishes
a mechanistic understanding of the enhanced stability of twin lamella at high
temperatures, as opposed to high angle grain boundaries, and opens up further
avenues for materials design.
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Chapter 3 Entropic Interaction between
Fluctuating Twin Boundaries
3.1 Introduction
Nanotwinned (NT) face-centered-crystal (FCC) metals are designed by the
introduction of coherent twin boundaries (CTBs) within ultra-fine crystalline met-
als having a grain size of a few hundred nanometers. The typical twin lamella
thickness within each grain ranges between 20-100 nm. The numerous studies
performed till date reveal that the CTBs have a very high shear strength compared
to most grain boundaries (GBs) and are also effective barriers to dislocation mo-
tion leading to a Hall-Petch type strengthening mechanism [48, 49, 50]. However,
a unique feature of the CTBs is that the twin planes are also slip planes for FCC
metals which enables them to accommodate large plastic strains by absorption of
dislocations thus enhancing ductility [47]. In addition, experimental studies have
revealed even more promising characteristics such as enhanced creep response,
good thermal stability, and radiation response owing to the presence of both twin
and grain boundaries [107, 117, 118]. Very recently, Jang et al. [53], and Wang et
al. [54] have even fabricated nanotwinned nanowires with twin spacing on the
order of a few angstroms. The smallest twin lamella has only two atomic lay-
ers separating adjacent twin boundaries. Through combined experimental and
computational studies, Wang et al. [54] have shown that these nanowires with
ultra-high density twins exhibit yield strength close to the theoretical strength of
the metal. While these superior properties certainly open up exciting avenues for
the applications of NT materials, they also call for a critical examination of the
stability of these structural motifs especially at high temperatures. By structural
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instability we imply processes such as grain growth, which are intimately con-
nected to properties like interfacial stiffness, mobility, as well as the interaction
of the constituting interfaces, such as GBs and TBs. An analysis of the thermal
fluctuations based on statistical mechanics provides a convenient and powerful
approach to gain insight into these interfacial properties.
There is a rich literature on the statistical thermodynamics of membranes
which was primarily developed for soft materials– fluid and polymerized membranes–
that exhibit large fluctuations [86, 87]. Based on the equilibrium thermal fluctua-
tions, membrane theory enables estimates for quantities such as bending stiffness,
and surface tension. In recent years, the membrane theory has also been applied
to study crystalline membranes such as graphene and other two-dimensional ma-
terials [89, 90], as well as crystalline interfaces, such as GBs, and solid-liquid inter-
faces [69, 70, 72] based on thermal fluctuations. In the case of solid interfaces, the
central idea is that the energetic cost for the out-of-plane fluctuation of the inter-
face, which naturally involves deformation of the adjoining bulk regions, is used
to construct an energy associated only with the interface. Then the surround-
ing bulk can be neglected and the interface is regarded as a membrane with an
appropriate elastic energy. For instance, several high angle GBs in FCC metals
exhibit capillarity induced fluctuations. This means that they can be modeled as
membranes whose out-of-plane fluctuations are governed by surface tension, or
more precisely, interfacial stiffness.
Studies based on thermal fluctuations have also shown that membranes exert
a repulsive entropic pressure on each other, due to steric effects, that depends on
the inter-membrane distance [119, 120, 121, 122, 123, 124]. Unlike the extensive
work on the steric interaction of membranes, the effect of the presence of multiple
GBs on their thermal fluctuations has not been addressed before. This becomes
more relevant in the light of the recent fabrication of NT metals with twin bound-
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ary spacing on the order of angstroms. Motivated by the striking resemblance
between a stack of fluctuating biomembranes and an array of parallel fluctuating
twin boundaries (Figure 3.1), we seek to elucidate the entropic interaction be-
tween fluctuating twin boundaries constituting a nanotwinned structure at finite
temperature.
Figure 3.1: Atomistic structure of a section of the NT specimen depicting paral-
lel coherent TBs fluctuating at 800K. Only the atoms with non-zero
centrosymmetry parameter (comprising the TBs) are shown [28].
The Chapter is organized as follows. Section 3.2 provides a review of the the-
ory of equilibrium thermal fluctuations applied to fluid membranes and different
types of crystalline membranes and interfaces. The modeling of entropic inter-
action between multiple membranes and the effect of this entropic force on their
fluctuation spectrum is also briefly discussed. Section 3.3 presents the molecular
dynamics simulations of the thermal fluctuations of multiple CTBs as a function
of twin boundary spacing. Section 3.4 presents the statistical mechanics based
analysis of the entropic interactions between fluctuating CTBs. The summary
and potential ramifications of these findings are discussed in Section 3.5.
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3.2 Brief Review of Equilibrium Thermal
Fluctuations
We begin by providing a brief review of the statistical mechanics of mem-
branes. To be specific, we demonstrate that how the thermal fluctuation spectra
for different membranes and interfaces are related to their interfacial properties.
3.2.1 Fluctuation Spectrum of a Free Membrane
For a fluctuating fluid membrane (Figure 3.2), the energetic cost for the out-
of-plane fluctuations arises from the bending stiffness of the membrane. To un-
Figure 3.2: Schematic diagram of a freely fluctuating membrane. Different colors
indicate different out of plane displacements [88].
derstand this, we first treat the membrane as a quasi-one dimensional interface
that is thin in one direction, such that the fluctuation along this axis can be ig-
nored (Figure 3.3). Let b be the width of the thin dimension and W be the length
Figure 3.3: A fluctuating membrane approximated as quasi one-dimensional with
bW, where W is the length in the direction of wave propagation (X
axis), and b is the width in the Z-direction [88].
of the longer dimension, and h(x) be the out-of-plane displacement. Then the
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Hamiltonian can be written as
H = b
∫ W
0
1
2
κ[h
′′
(x)]2dx, (3.1)
where κ is the bending modulus, and h
′′
(x) is the mean curvature. Expanding
h(x) in Fourier space,
h(x) =∑ A(k)eikx, (3.2)
the Hamiltonian can be expressed in the form
H = 1
2
bWκ∑
k
k4A2(k). (3.3)
This energy is quadratic in A(k). Using equipartition of energy, we obtain the
relationship between the mean square fluctuation spectrum and the wave vector
as
< A2(k) >=
kBT
bWκk4
, (3.4)
where <> means thermal average. Lipid bilayers, graphene and other two-
dimensional materials are known to follow this relation. The fluctuations of many
GBs and crystal-melt interfaces can also be modeled in a similar fashion. Previous
studies [69, 72] showed that the fluctuations of high angle GBs and solid-liquid
interfaces in FCC metals can be well described using the capillarity or the surface
tension model as
< A2(k) >=
kBT
bWΓk2
, (3.5)
where Γ is the grain boundary stiffness analogous to the surface tension. How-
ever, not all GBs exhibit capillarity induced fluctuations. A recent work [73] re-
vealed that GBs that undergo shear-coupled normal motion, such as many low-
angle GBs, display a significantly different response and derived a modified ex-
pression for thermal fluctuations as
< A2(k) >=
kBT
bWCβ2k
. (3.6)
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Here, C is a parameter comprising of the elastic constants of the materials, and β
is a coupling factor defined as
β = v||/vn. (3.7)
Introduced by [115], β characterizes the coupling relationship between the veloc-
ity parallel to the GB (v||) and the concomitant normal GB velocity (vn) during
shear coupled normal motion. Our previous work [112] further reveals that CTBs
also follow this behavior (Equation 3.6) since they exhibit shear coupled normal
motion. We note that although lipid membranes, high angle GBs, and CTBs
display a different relationship between their fluctuation spectrum A(k) and the
wave vector k (Equation 3.4, 3.5, and 3.6, respectively), they all essentially follow
a power law with different exponents for k.
3.2.2 Fluctuation Spectrum of a Confined Membrane
The fact that a membrane fluctuating close to adjacent surfaces, such as in
a multilayer system, experiences an effective repulsive pressure arising from con-
finement was first introduced by [119]. The commonly used model can be repre-
sented by a simpler problem of modeling the fluctuations of a single membrane
constrained by two rigid plates, as shown in Figure 3.4. Contrary to an uncon-
Figure 3.4: Schematic of a confined membrane fluctuating between two rigid
plates [88].
fined membrane, there is a constraint on the out-of-plane deflection h(x, y) that
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−d ≤ h(x, y) ≤ d, (3.8)
where the rigid plates are separated by a distance 2d. Recognizing the difficulty of
imposing this constraint inequality, many researchers [122, 123, 125, 126, 127, 128]
proposed a ‘soft constraint’ to replace Equation 3.8. Specifically, it is assumed
that the net result of the confinement is that the membrane experiences an ef-
fective harmonic potential that can be introduced as an additional term in the
Hamiltonian. This modifies Equation 3.1 to
H = b
∫ W
0
1
2
[κ(h
′′
(x))2 +ωh2(x)]dx, (3.9)
where ω is a constant that accounts for the confinement. Thus the mean square
fluctuation spectrum becomes
< A2(k) >=
kBT
bW(κk4 +ω)
. (3.10)
It is evident that the effect of ω can be ignored for small wavelength. However,
at long wavelength or small k, ω is the dominant term and the fluctuation spec-
trum becomes independent of k. This is represented in Figure 3.5 which plots
Equation 3.10. We should note that this figure is just for showing the interac-
tion force effect does not represent any real membrane fluctuation spectrum case
This implies that the repulsive force between fluctuating membranes arising from
the steric interactions inhibits their fluctuations especially in the long wavelength
modes. This correlation between repulsive force and suppression of fluctuations
also appears in the entropic interaction between solid-liquid interfaces [69] and
crystalline membranes such as bilayer graphene [129]. Thus, we conclude that
membranes and interfaces whose free (unconstrained) fluctuations follow Equa-
tion 3.4 or Equation 3.5 exhibit a suppression of long wavelength fluctuations
under confinement owing to the repulsive nature of entropic interactions. In the
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Figure 3.5: Mean square of out-of-plane displacement component < A2(k) > re-
spect to wave vector k for free membrane (solid black line), membranes
with confinement (dotted blue line) [88].
following sections, we examine the entropic interactions and effect on fluctua-
tions of multiple CTBs, or in general, interfaces whose free fluctuations follow
Equation 3.6.
3.3 Thermal Fluctuations of Multiple Twin
Boundaries
3.3.1 Simulation Method
We first present our molecular dynamics simulations that examine the ther-
mal fluctuations of multiple, parallel CTBs as a function of the twin boundary
spacing. The nanotwinned structures were modeled by way of molecular dy-
namics simulations using LAMMPS [110]. All simulations were performed on
Cu using the embedded-atom-method (EAM) interatomic potential developed by
Mishin et al. [111]. As shown in Figure 3.6, the specimen were oriented along the
[1¯12], [1¯11¯] , and [1¯1¯0] crystallographic directions. Equally spaced CTBs separated
by distance d are shown by red colored atoms. The rest of the face-centered-cubic
atoms are shown in blue color. Thus, the Y-direction was aligned normal to the
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Figure 3.6: Atomistic structure of a nanotwinned specimen showing the crystal-
lographic orientation [88].
plane of the twin boundaries. The simulation cell dimensions in the lateral (X
and Z) directions were W ≈ 56 nm, and b ≈ 1.9 nm, with periodic boundary
conditions applied in both directions. Since the length in the Z-direction is much
smaller than that in the X-direction (b  W), fluctuations along the Z-direction
can be ignored. Thus, the problem can be regarded as quasi-one dimensional.
The CTB spacing was varied from 0.6 nm to 12 nm. As shown in Figure 3.7, each
specimen with a different CTB spacing had a different height in the Y-direction
since the number of CTBs was held fixed at N = 4 (including one CTB located at
the top/bottom end of the specimen due to periodicity).
Figure 3.7: Atomistic structure of a typical specimen with a single CTB (N = 4)
and different d (a) d = 0.6nm; (b) d = 1.8nm; (c) d = 3.0nm. The cyan
atoms show the CTB [88].
3.3.2 Simulation Results
Figure 3.8 shows the variation of the fluctuation spectrum of a CTB as a
function of the wave vector k in the presence of multiple parallel CTBs. We
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note that the different curves have been shifted for a better comparison, thus
the < |A(k)|2 > in vertical axis do not represent the real values. For clarity, only
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Figure 3.8: Fluctuation spectrum as a function of wave vector for different twin
spacing d [88].
the simulation results for 0.6 nm, 1.8 nm, and 3.0 nm twin boundary spacings
are shown. We first observe that in the presence of adjoining CTBs, the long
wavelength fluctuation modes of CTBs are enhanced. This is in sharp contrast
to other interfaces discussed earlier which exhibit a suppression of fluctuations.
We further note that as the twin boundary spacing d decreases, more fluctuation
modes are affected (and enhanced). For example, for a twin boundary spacing of
0.6 nm, the fluctuation with wavelength greater than 4 nm are amplified, whereas
if the spacing is 3.0 nm, only the wavelengths greater than 30 nm are amplified.
Examining the mean square of the out-of-plane displacement in real space < h2 >
also yields the same trend. Figure 3.9 shows that as the twin boundary spacing
decreases, the out-of-plane displacements of the CTBs are enhanced. The effect of
neighboring CTBs is diminished beyond a CTB spacing of 3 nm
In order to verify whether this behavior is unique to CTBs and not a common
characteristic of all solid-solid interfaces separated by a crystalline matrix, we also
performed a series of molecular dynamics simulations on specimens containing
multiple GBs, instead of CTBs, to extract the change in their fluctuations due to
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Figure 3.9: Mean square out-of-plane displacement < h2 > in real space as a
function of twin spacing d. The horizontal axis represent the relative
twin spacing length compared with NT structure length W [88].
confinement. The simulation procedure was similar to that described above and
the specimen consisted of parallel Σ5(310) GBs with periodic boundary condi-
tions in all directions. We specifically selected a high-angle GB since they exhibit
capillarity induced fluctuations under unconfined conditions as represented by
Equation 3.5, unlike unconfined CTBs which follow Equation 3.7. As expected,
Figure 3.10 shows that such high angle GBs experience a noticeable suppression
of the long wavelength modes similar to fluid membranes.
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Figure 3.10: Fluctuation spectrum as a function of wave vector k for a single
Σ5(310) high-angle GB (solid line), and multiple GBs (dashed line).
The solid line has a slope of -2 as expected from Equation 3.5 [88].
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3.4 Entropic Interaction between Fluctuating Twin
Boundaries
As mentioned above, since fluid membranes are flexible and undergo large
fluctuations, they exert a repulsive force on each other as they come close. Start-
ing with the pioneering work of [119], this repulsive steric interaction has been
studied using the classical model of a membrane fluctuating between two rigid
plates [120, 121, 122, 123, 124]. In contrast to fluid membranes, the twin bound-
aries are separated by a crystalline matrix which also undergoes deformation to
accommodate the fluctuations of the neighboring interfaces. Specifically, the out-
of-plane fluctuations of the CTBs are accommodated by localized shear-coupled
normal motion which induces strain fields in the elastically deformable matrix
[112]. Hence, the rigid plate model is not suitable for this case. Instead, we be-
gin by formulating a linear elastic boundary value problem for two fluctuating
CTBs and calculating the strain energy based on the continuum model proposed
by Karma et al. [73]. We then calculate the associated Hemholtz free energy for
this system as a function of the twin boundary spacing 2d, to finally obtain the
entropic force. We note that the problem addressed here as well our approach
is similar in some aspects to the statistical mechanics based study of interaction
between fluctuating dislocations by Rickman et al. [130]. Interestingly, they also
find that the entropic contribution to the force between dislocations at finite tem-
perature is attractive.
3.4.1 Boundary Value Problem
Figure 3.11a shows the schematic of two fluctuating twin boundaries (de-
noted by CTB-1 and CTB-2) under thermal equilibrium with their flat configura-
tions located at distance d above and below the x axis respectively. Similar to our
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atomistic simulations, the length in the x direction is denoted by W, and the thick-
ness in the z direction is denoted by b and points out of the plane of the paper.
With b  W, the problem is treated as quasi one-dimensional. We describe the
out-of-plane displacements of the two CTBs by functions h1(x) and h2(x) which
can be expanded in Fourier series as
h1(x) =
N
∑
i=0
hˆ1i =
N
∑
i=0
[ai cos(kix) + ci sin(kix)] and (3.11a)
h2(x) =
N
∑
j=0
hˆ2j =
N
∑
j=0
[bj cos(k jx) + dj sin(k jx)], (3.11b)
where N = Wl0 , l0 being the minimum lattice distance along the x direction, ai ≡
a(ki), ci ≡ c(ki), bj ≡ b(k j), dj ≡ d(k j), and ki = 2piW i is the wave vector. The
first task is to obtain the strain energy, which we denote by E(h1, h2), induced by
these two perturbations h1(x) and h2(x). For simplicity, we first consider a pair
Figure 3.11: Schematic of the continuum model for interactions of CTBs [88].
of single cosine modes, as shown in Figure 3.11b. Due to the coupling relation,
Equation 3.7, the perturbations of both CTBs must induce shear strains in the
adjoining grains, as shown in Figure 3.11c. Thus, the problem of computing
the strain energy of a pair of CTBs fluctuating as cosine modes is reduced to
calculating the associated strain field in the crystalline matrix. To this end, we
first define three regions, namely, U (upper) for y ≥ d, L (lower) for y ≤ −d and
M (middle) for −d ≤ y ≤ d (Figure 3.11b). Let u and v be the x and y components
of the displacement vector respectively. The components of the displacement field
in the three regions are denoted by (uU(x, y), vU(x, y)), (uM(x, y), vM(x, y)) and
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(uL(x, y), vL(x, y)). Assuming isotropic linear elasticity, these fields satisfy the
following equilibrium equations:
(∂2x + ∂
2
y)u
R +
1
1− 2ν∂x(∂xu
R + ∂yvR) = 0 and (3.12a)
(∂2x + ∂
2
y)v
R +
1
1− 2ν∂y(∂xu
R + ∂yvR) = 0, (3.12b)
with ν being the Poisson’s ratio, and R taking values U,M, and L, subject to the
following boundary conditions:
uU(x, d)− uM(x, d) = βh1(x) = βai cos(kix), (3.13a)
uM(x,−d)− uL(x,−d) = −βh2(x) = −βbj cos(k jx), (3.13b)
vU(x, d) = vM(x, d), (3.13c)
vM(x,−d) = vL(x,−d), (3.13d)
σUyy(x, d) = σ
M
yy(x, d), (3.13e)
σMyy(x,−d) = σLyy(x,−d), (3.13f)
σUxy(x, d) = σ
M
xy(x, d), (3.13g)
σMxy(x,−d) = σLxy(x,−d), and (3.13h)
uU(x,∞) = uL(x,−∞) = vU(x,∞) = vL(x,−∞) = 0. (3.13i)
Equation 3.13a and Equation 3.13b indicate that the normal displacements of
the CTBs corresponding to h1(x) and h2(x) must be coupled to relative tangen-
tial translations of the adjoining regions of the matrix and twin by βh1(x) and
−βh2(x) respectively. We should note here that the minus sign in Equation 3.13b
signifies that these two CTBs have reversed crystallographic orientations of the
grains above and below. Thus, the direction of the shear coupled normal mo-
tion experienced by CTB-1 and CTB-2 is reversed. Equation 3.13c and Equation
3.13d enforce the continuity of the normal displacement. Equation 3.13e, 3.13f,
3.13g, 3.13h are continuity equations for the normal and shear components of the
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traction vector at the interfaces where the normal stress is given by
σRyy(x, y) = λ∂xu
R(x, y) + (λ+ 2µ)∂yvR(x, y), (3.14)
and the shear stress is given by
σRxy(x, y) = µ[∂xv
R(x, y) + ∂yuR(x, y)]. (3.15)
Finally, Equation 3.13a implement the far field boundary conditions. To circum-
vent the problem of directly solving the boundary value problem with these
complicated boundary conditions, we decompose it into two simpler indepen-
dent boundary value problems using the linearity of Equation 3.12. Specifically,
the complete displacement field is constructed by superimposing the displace-
ment field induced by CTB-1 with perturbation h1(x) = ai cos(kix) and coupling
coefficient β located at y = d, and that induced by CTB-2 with perturbation
h2(x) = bj cos(k jx) and coupling coefficient −β located at y = −d (Figure3.12).
Karma [73] obtained the following displacement field induced by a perturbation
h(x) = a(k) cos(kx) of an interface with coupling coefficient β located by y = 0,
as shown in Figure 3.11c:
u =
[
βa(k)
2
sgn(y)− βa(k)
4(1− ν)ky
]
e−k|y| cos kx and (3.16a)
v =
[
βa(k)
4(1− ν) (1− 2ν) +
βa(k)
4(1− ν) sgn(y)ky
]
e−k|y| sin kx. (3.16b)
Translating this solution in order to obtain the displacement field induced by
perturbations located at y = d and y = −d respectively, and then superimposing
them, we have the complete displacement field as follows:
39
Figure 3.12: Decomposition of the complete displacement field due to two fluctu-
ating CTBs into two simpler cases involving a single fluctuating CTB
at different locations [88].
in region U,
uU(x, y) =
βai
2
[
1− ki(y− d)
2(1− ν)
]
e−ki(y−d) cos kix+
−βbj
2
[
1− k j(y + d)
2(1− ν)
]
e−kj(y+d) cos k jx,
vU(x, y) =
βai
4(1− ν) [1− 2ν+ ki(y− d)]e
−ki(y−d) sin kix+
−βbj
4(1− ν) [1− 2ν+ k j(y + d)]e
−kj(y+d) sin k jx;
(3.17)
in region M,
uM(x, y) =
−βai
2
[
1+
ki(y− d)
2(1− ν)
]
e−ki(y−d) cos kix+
−βbj
2
[
1− k j(y + d)
2(1− ν)
]
e−kj(y+d) cos k jx,
vM(x, y) =
βai
4(1− ν) [1− 2ν− ki(y− d)]e
−k1(y−d) sin kix+
−βbj
4(1− ν) [1− 2ν+ k j(y + d)]e
−kj(y+d) sin k jx;
(3.18)
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and in region L,
uL(x, y) =
−βai
2
[
1+
ki(y− d)
2(1− ν)
]
e−ki(y−d) cos kix+
βbj
2
[
1+
k j(y + d)
2(1− ν)
]
e−kj(y+d) cos k jx,
vL(x, y) =
βai
4(1− ν) [1− 2ν− ki(y− d)]e
−ki(y−d) sin kix+
−βbj
4(1− ν) [1− 2ν− k j(y + d)]e
−kj(y+d) sin k jx.
(3.19)
3.4.2 Strain Energy
Having determined the displacement field, we can now calculate the total
strain energy associated with the cosine mode perturbations of the two CTBs.
Using the periodicity of the perturbations, h1(x), and h2(x), the strain energy is
expressed as [73]
E(ai, bj) =
bW
Λ
[
∫ Λ
0
dx
∫ ∞
d
e(uU, vU)dy +
∫ Λ
0
dx
∫ d
−d
e(uM, vM)dy+∫ Λ
0
dx
∫ −d
−∞
e(uL, vL)dy],
(3.20)
where Λ is introduced as the least common multiple of the wavelengths 2pi/ki
and 2pi/k j of the fluctuations of CTB-1 and CTB-2, respectively. W is assumed to
be a large integer multiple of Λ. e(uU, vU), e(uM, vM), and e(uL, vL) are the elastic
energy densities in the regions U, M, and L, respectively, and are given by
e(uR, vR) = µ
1− ν
1− 2ν
(
∂uR
∂x
+
∂vR
∂y
)2
+
µ
2
(
∂uR
∂y
+
∂vR
∂x
)2
− 2µ∂u
R
∂x
∂vR
∂y
, (3.21)
where, R represents U,M, and L respectively.
The integrals over x are evaluated using the relations
1
Λ
∫ Λ
0
sin(kix) sin(k jx)dx =
1
Λ
∫ Λ
0
cos(kix) cos(k jx)dx =
1
2
δij, (3.22)
where δij is the Kronecker delta, and
1
Λ
∫ Λ
0
sin(kix) cos(k jx)dx =
1
Λ
∫ Λ
0
cos(kix) sin(k jx)dx = 0. (3.23)
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All the integrals over y can also be computed analytically. Summing up the con-
tributions after integration over both x and y, we obtain
E(ai, bj) =
bWβ2µa2i ki
8(1− ν) +
bWβ2µb2j k j
8(1− ν) − δij
bWβ2µaibjk2i
4(1− ν) e
−2kid( 1
ki
− 2d). (3.24)
We note that the first two terms consisting of a2i and b
2
j , represent the contribu-
tion from the self-energy induced by independent fluctuations of the CTBs. The
last term consisting of the product, aibj, represents the interaction energy be-
tween CTB-1 and CTB-2. Naturally, the separation distance 2d enters the energy
expression through the interaction term. Following the above calculations, the
strain energy associated with CTB-1 and CTB-2 undergoing sine mode fluctua-
tions, ci sin(kix) and dj sin(k jx), respectively, can also be evaluated as
E(ci, dj) =
bWβ2µc2i ki
8(1− ν) +
bWβ2µd2j k j
8(1− ν) − δij
bWβ2µcidjk2i
4(1− ν) e
−2kid( 1
ki
− 2d). (3.25)
Finally, we consider the remaining two scenarios. When CTB-1 undergoes fluc-
tuation ai cos(kix), and CTB-2 undergoes fluctuation dj sin(k jx), or when CTB-1
undergoes fluctuation ci sin(kix), and CTB-2 undergoes fluctuation bj cos(k jx), it
can be seen that the interaction energy is zero owing to Equation 3.23.
We are now ready to evaluate the total strain energy, E(h1, h2), as a sum over
the contribution from the self-energy and interaction energy for all the modes.
Thus, evaluating the kronecker delta in Equations 3.24 and 3.25, we have
E(h1, h2) =∑
i,j
E(hˆ1i , hˆ
2
j )
=∑
i,j
[E(ai, bj) + E(ci, dj)]
=∑
i
[
bWβµa2i ki
8(1− ν) +
bWβµb2i ki
8(1− ν) −
bWβµaibik2i
4(1− ν) e
−2kid( 1
ki
− 2d)
+
bWβµc2i ki
8(1− ν) +
bWβµd2i ki
8(1− ν) −
bWβµcidik2i
4(1− ν) e
−2kid( 1
ki
− 2d)].
(3.26)
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3.4.3 Helmholtz Free Energy and Entropic Force
In order to obtain the Helmholtz free energy of the system, we first construct
the partition function Zi for wave vector ki, using the strain energy corresponding
to the wave vector ki
Ei =
bWβµa2i ki
8(1− ν) +
bWβµb2i ki
8(1− ν) −
bWβµaibik2i
4(1− ν) e
−2kid( 1
ki
− 2d)
+
bWβµc2i ki
8(1− ν) +
bWβµd2i ki
8(1− ν) −
bWβµcidik2i
4(1− ν) e
−2kid( 1
ki
− 2d).
(3.27)
Assuming the coupling parameter β ' 1, and introducing the following nondi-
mensionalization
E0 =
bW2µ
8(1− ν) , Ai =
ai
W
, Bi =
bi
W
, Ci =
ci
W
, Di =
di
W
, Ki = kiW , ϕ =
2d
W
,
(3.28)
we get
Ei = E0Ki A2i + E0KiB
2
i − 2E0Ki AiBie−Kiϕ(1− Kiϕ)
+ E0KiC2i + E0KiD
2
i − 2E0KiCiDie−Kiϕ(1− Kiϕ).
(3.29)
Then, the partition function corresponding to the wave vector ki is obtained as
Zi =
∫ ∞
−∞
dAi
∫ ∞
−∞
dBi
∫ ∞
−∞
dCi
∫ ∞
−∞
dDie
− EikBT
= [
∫ ∞
−∞
dAi
∫ ∞
−∞
dBie
− EiABkBT ]2,
(3.30)
where EiAB = E0Ki A2i + E0KiB
2
i − 2E0Ki AiBie−Kiϕ(1 − Kiϕ). Let Pi = E0KikBT and
Qi =
E0Ki
kBT
e−Kiϕ(1− Kiϕ). It is obvious that Pi > Qi > 0, and then
EiAB
kBT
= Pi A2i + PiB
2
i − 2Qi AiBi. (3.31)
Introduce new variables si =
√
PBi +
√
PAi, ti =
√
PBi −
√
PAi, and then
EiAB
kBT
=
Pi −Qi
2Pi
s2i +
Pi + Qi
2Pi
t2i . (3.32)
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Substituting into Equation 3.27, we obtain
Zi =
[∫ ∞
−∞
dsie
− Pi−Qi2Pi s
2
i
∫ ∞
−∞
dtie
− Pi+Qi2Pi t
2
i 1
2Pi
]2
=
pi2
P2i −Q2i
.
(3.33)
The complete partition function becomes
Z =
N
∏
i
Zi =
N
∏
i
pi2
P2i −Q2i
= pi2N
N
∏
i
1
P2i −Q2i
.
(3.34)
Then, the Helmholtz free energy is computed as
F = −kBT ln Z = kBT
N
∑
i
ln(P2i −Q2i )− 2NkBT lnpi. (3.35)
Finally, the entropic force is defined as [124]
f = − ∂F
∂(2d)
= − 1
W
∂F
∂ϕ
. (3.36)
Given the complexity of the summation, we evaluate Equation 3.36 numerically.
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Figure 3.13: Entropic force as a function of twin spacing 2d. The blue line is the
fitting curve which shows 1/d2 dependence [88].
To this end, we use material properties for copper and other parameters that are
consistent with our atomistic simulations: W = 56nm, b = 1.9m, µ = 56.64GPa,
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T = 800K, ν = 0.25, l0 = 4.4275A˚, N = 126. l0 =
√
6a/2 (where a = 3.615A˚)
is taken as the lattice parameter along the x axis which corresponds to the [1¯12]
crystallographic direction. Figure 3.13 shows the entropic force between fluctuat-
ing CTBs versus twin spacing 2d. It can be seen that the entropic interaction is
indeed attractive and decays as 1/d2, that is to say
f ∝ − 1
d2
. (3.37)
Comparing Figure 3.9 and Figure 3.13, it is somewhat surprising that an attractive
force with a magnitude of just over 1 MPa for the smallest CTB spacing of 0.6
nm can lead to almost a doubling of the fluctuation amplitude. Nevertheless,
our theoretical analysis confirms our previous conjecture that the entropic force
between CTBs must be attractive given the enhancement of the CTB fluctuations
observed in atomistic simulations.
3.5 Conclusion
In summary, we present a study of the interaction between twin bound-
aries at finite temperature using molecular dynamics simulations and statistical
mechanics based on a continuum representation of a fluctuating twin boundary
in an elastic medium. Our atomistic simulations reveal that as the spacing be-
tween twin boundaries decreases, their fluctuations are enhanced, and are almost
doubled in the case of the smallest twin boundary spacing of 6A˚. This is in con-
trast to many other crystalline interfaces such as high angle grain boundaries and
crystal-melt interfaces, which exhibit a remarkable suppression of fluctuations
in multilayer systems due to the repulsive nature of their entropic interactions.
Our theoretical analysis of the entropic interaction of twin boundaries shows that
there is indeed an attractive force between fluctuating twin boundaries which ac-
counts for the increase in fluctuations observed in our simulations. The rather
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surprising attractive force is attributed to the characteristic of twin boundaries to
exhibit shear-coupled normal motion. Since our continuum model for a fluctu-
ating twin boundary follows the work of Karma et al. [73] on the fluctuations
of shear coupled grain boundaries, our findings should also be valid for low an-
gle grain boundaries that exhibit shear-coupled normal motion. More generally,
we conclude that for shear coupled grain boundaries, the entropic interaction is
dominated by the deformation of the elastic medium between adjoining inter-
faces, and hence is fundamentally distinct from the entropic pressure resulting
from steric hindrance. In fact, the entropic contribution to twin boundary in-
teractions reported here is in qualitative agreement with the attractive nature of
interactions between fluctuating dislocations at finite temperature observed by
Rickman et al. [130].
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Chapter 4 Thermal Stress due to Twin
Boundaries
4.1 Introduction
Research over the past decade has provided compelling evidence that a novel
class of materials known as nanotwinned (NT) metals may be the optimal motifs
for the design of high-strength high-ductility materials [28, 29, 31]. Nanotwinned
FCC metals are designed by the introduction of coherent twin boundaries (CTBs)
within ultra-fine crystalline metals having a grain size of a few hundred nanome-
ters. The typical twin lamella thickness within each grain ranges between 20-100
nm. The numerous studies performed till date reveal that the CTBs have a very
high shear strength compared to most grain boundaries (GBs) and are also ef-
fective barriers to dislocation motion. This leads to a Hall-Petch type strength-
ening mechanism associated with GBs [32, 49, 50]. However, a unique feature
of the CTBs is that the twin planes are also slip planes for FCC metals which
enables them to accommodate large plastic strains by absorption of dislocations
thus enhancing ductility [47]. In addition, experimental studies have revealed
more promising characteristics such as good creep response, thermal stability,
and radiation response [107, 117, 118]. Very recent studies have made it pos-
sible to fabricate NT nanowires with twin spacing on the order of a mere few
angstroms which demonstrate extraordinary strength [53, 54, 131]. The smallest
twin lamella in these specimen has only two atomic layers separating adjacent
TBs. While these superior nanostructures certainly open up exciting avenues for
the applications of NT materials, they also call for a closer examination of the
stability of these structural motifs especially at finite temperature. In this paper,
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we perform atomistic simulations at high temperatures to compute the thermal
stress due to the presence of twin boundaries as a function of the twin boundary
spacing and explain our results by means of a simple thermal expansion based
analysis.
4.2 Simulation Method
Molecular dynamics simulations were performed on Cu based on the embedded-
atom-method (EAM) interatomic potential developed by Mishin et al. [111] using
LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) [110]. As
shown in Figure 4.1, the nanotwinned specimens were oriented along the [1¯12],
[1¯11¯] , and [1¯1¯0] crystallographic directions. Thus, the Y-direction was aligned
normal to the plane of the twin boundaries. The simulation cell dimensions in
the lateral (X and Z) directions were Lx ≈ 70A˚, and Lz ≈ 70A˚, with periodic
boundary conditions applied in both directions. Simulations were performed for
three different specimen heights, specifically, 124A˚, 248A˚, and 372A˚, to take into
account any dependence of the stress calculations on the length in the normal
direction. The CTB spacing was varied from 0.6 nm to 6 nm. Since the CTB spac-
ing was kept uniform within a specimen, each specimen with constant height but
different CTB spacing contained different numbers of CTBs.
The simulation cell was first relaxed at zero temperature using energy mini-
mization. Keeping the atoms on the upper and lower boundaries fixed, the struc-
ture was equilibrated at 800K by running molecular dynamics for 100 ps using
the Nose-Hoover thermostat such that the stresses in the lateral directions were
completely relaxed to zero. The virial stress formulation was used for estimating
the average stress. We note that there is thermal stress in the Y-direction since
it is not allowed to relax due to the fixed displacement boundary conditions at
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Figure 4.1: Atomistic structure of a nanotwinned specimen showing the crystal-
lographic orientation. Equally spaced CTBs separated by distance d
are shown by cyan colored atoms [132].
the top and bottom surfaces. In order to isolate the contribution of the CTBs to
the calculated stress, we need to subtract the contribution of the thermal stress
resulting in a single crystal. To this end, a corresponding single crystal specimen
with identical dimensions, orientation, and boundary conditions was created and
equilibrated as above. We thereby obtain the contribution of the twin boundaries
to the thermal stress as
σ = σNT − σSC, (4.1)
where σNT denotes the normal stress in the Y-direction calculated for the NT
specimen and σSC denotes the normal stress in the Y-direction calculated for the
corresponding single crystal specimen without CTBs. To assess the effect of the
simulation cell size on the stress calculations, we also performed the simulation
on a larger specimen with dimensions 210A˚× 250A˚× 240A˚. The results changed
only negligibly.
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4.3 Simulation Results
Figure 4.2 shows the variation of the stress σ as a function of 1/d, for speci-
men with different height H at 800K. The relationship is linear and indicates that
an increase in the CTB separation leads to a decrease in the thermal stress. For the
different heights considered in our simulations, we also observe that for a fixed
CTB spacing, the thermal stress σ is independent of the height of the specimen,
and hence the number of CTBs.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 20
50
100
150
200
250
300
350
1/d(nm−1)
σ
(M
P
a
)
 
 
H=12.4nm
H=24.8nm
H=37.2nm
Figure 4.2: Variation of the stress (σ) with CTB density (1/d), for specimens with
different height (H) at 800K. All cases show a linear relation [132].
We now consider simulations in which the number of CTBs, N, is held con-
stant while the CTB spacing, d, is varied. For the sake of illustration, Figure 4.3
shows the atomistic structure of a typical specimen with three CTBs (N = 3) and
different d. In these cases, d is the CTB spacing and is also equal to the distance
between the last CTBs and the adjoining top or bottom surfaces. Following the
simulation procedure described above, we obtain the relationship between the
thermal stress σ and the TB density 1/d. The results for specimens with different
number of CTBs are compiled in Figure 4.4. All the cases exhibit a 1/d depen-
dence of the thermal stress due to twin boundaries at finite temperature. We also
note that as N decreases, there is a decrease in the slope of the curves. This is
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Figure 4.3: Atomistic structure of a typical specimen with a three CTBs (N = 3)
and different d, and hence different heights. The red atoms indicate
the fixed surfaces. The cyan atoms indicate the CTBs [88].
possibly a result of size effects in specimens with very few atomic layers, and will
be discussed again in section 4.5. Nevertheless, taking together the simulation
results shown in Figures 4.2 and 4.4, we observe that the linear dependence of
the thermal stress on 1/d is rather insensitive to the number of CTBs or sample
dimensions.
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Figure 4.4: Variation of the stress σ with CTB density, 1/d, for specimen with
different number of CTBs, N, at 800K. All cases show a linear depen-
dence [132].
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4.4 Analysis
Here we investigate the role of the thermal expansion to explain the 1/d de-
pendence of the thermal stress observed in simulations. Past research has shown
that the thermal expansion coefficient of nanostructured metals is indeed differ-
ent from their single crystal counterparts and is strongly grain-size dependent
[133, 134, 135, 136, 137]. This is due to the change in the coefficient of thermal
expansion in the proximity of the grain boundaries owing to the mismatch in ori-
entation. Following the work of Phillpot [133], we consider a periodic or infinitely
long NT structure as comprising of two parts: the interfacial region around the
CTB and the bulk region that is single crystalline. As shown in Figure 4.5), there
is an interface region (hatched area) of width Λ around each TB (shown by the
dotted line in the middle). The hatched area on either ends is of width Λ/2 due to
periodicity. The rest of the region is considered a perfect crystal. We assume that
each of these regions has a distinct thermal expansion coefficient denoted by αTB,
and αSC respectively. It is reasonable to assume that αTB, and αSC are material
properties which means that they are independent of the CTB spacing d. Since
the stress in the Y-direction (normal to the CTBs) is uniform, the effective ther-
mal expansion coefficient αNT for the nanotwinned structure can be calculated by
adding the thermal expansion from the CTB region and the bulk region. Thus,
we have
2d αNT = 2ΛαTB + (2d− 2Λ)αSC, (4.2)
where Λ is the thickness of the interfacial region. This can be reduced to
αNT − αSC = Λ(αTB − αSC)1d . (4.3)
This is the difference between the thermal expansion coefficient of the NT struc-
ture and the single crystal structure. Assuming linear thermal expansion, linear
elasticity yields the thermal stress as σ = αE∆T, where E is the Young’s modulus.
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Figure 4.5: Schematic of a CTB superlattice of 2d length [132].
Thus, Equation 4.3 can be simplified as
σ = σNT − σSC
= αNT∆TENT − αSC∆TESC
≈ ΛESC∆T(αTB − αSC)1d ∝
1
d
,
(4.4)
which shows a linear dependence of the thermal stress on 1/d, consistent with the
atomistic simulations presented earlier. In the above derivation, it was assumed
that ENT ≈ ESC which we have verified through molecular dynamics simulations.
A series of simulations were performed on nanotwinned specimens shown in Fig-
ure 4.3 by replacing the fixed boundary conditions in the Y-direction with peri-
odic boundary conditions in all directions. The specimens were first equilibrated
at 800K under the NPT ensemble to relax the stresses and then subjected to uni-
axial tension. The Young’s modulus was obtained in each case as the slope of the
stress-strain curve. For each CTB spacing, an identical simulation was performed
on a corresponding single crystalline specimen. Figure 4.6 shows that the values
of ENT and ESC converge for CTB spacing larger than 1 nm. Although some size
effect is observed for spacings less than 1 nm, the difference is only about 4%,
so our assumption that ENT ≈ ESC remains valid. We note that this analysis can
be used to estimate the thermal stress due to any type of grain boundary. In-
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Figure 4.6: Variation of the Young’s Modulus for single crystal (ESL) and nan-
otwinned (ENT) specimen with CTB spacing d at 800K [132].
deed, previous studies have demonstrated that the thermal expansion coefficient
of a general grain boundary follows a 1/d dependence on the grain size or grain
boundary spacing [133, 137]. Thus, our study concludes that the thermal stress
should exhibit a 1/d dependence for any interface and that it arises from the
inhomogeneity in the coefficient of thermal expansion caused by the interfacial
region around the CTB or GB.
4.5 Numerical Estimates
Based on the simulation results and the theoretical model discussed above,
we now estimate the coefficient of thermal expansion for a CTB and compare it
with available estimates for grain boundaries. To this end, let m be the slope of
the linear fit for σ versus 1/d. Then, using the expression for the slope based on
Equation 4.4, we have
Λ(αTB − αSC) = mESC∆T . (4.5)
Since Λ is not known, we estimate the value of the product of the Λ parameter
and the difference in the thermal expansion coefficients of the CTB and the single
crystal. Normalizing the above expression with αSC and the lattice constant, a, we
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define η as
η =
Λ
a
(
αTB
αSC
− 1
)
=
m
a∆TESCαSC
. (4.6)
We use the following numerical values for Cu: a = 3.615A˚ (at 0 K), ESC = 189
GPa (Figure 4.6), and αSC = 16.934× 10−6/K (obtained from simulations). Thus,
calculating the slope, m, from Figure 4.2 and substituting in Equation 4.6, we get
η =
Λ
a
(
αTB
αSC
− 1
)
= 0.1772. (4.7)
Similarly, calculating the slopes for the curves for different N from Figure 4.4
and substituting in Equation 4.6, we get η = 0.1112 for N = 3, η = 0.1386
for N = 7, and η = 0.1502 for N = 11. Note that the values for η approach
that specified in Equation 4.7 as N increases. To investigate this size effect in
specimen with fewer atomic layers, let us consider a finite NT structure with N
CTBs in the interior similar to our simulation specimens which are non-periodic
in the Y-direction. Since the structure is finite (non-periodic), it does not contain
the interfacial regions of thickness Λ/2 on the ends of the specimen, unlike the
structure in Figure 4.5 which is periodic. Then, Equation 4.2 is modified to
d(N + 1)αNT = NΛαTB + (N + 1)(d−Λ)αSC, (4.8)
which can be written as
αNT − αSC = Λd (αTB − αSC)−
ΛαTB
d(N + 1)
. (4.9)
Thus, for very large N, Equation 4.9 reduces to Equation 4.2. Revisiting the results
of Figure 4.2, we see that for fixed d, as N increases, the second term on the right
hand side reduces and the curves eventually converge to that of Figure 4.2. Thus,
the difference in the slopes in Figure 4.4 arises due to finite size effects in specimen
with very few CTBs.
We finally calculate the thermal expansion coefficient for the CTB based on
estimates for Λ for different interfaces available in literature. A previous study
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estimated the thickness of the interfacial region for a general grain boundary in
nanocrystallline Cu and Au specimens to be about 2a − 3a [133]. Their atom-
istic simulations revealed that the thermal expansion coefficient of a twist grain
boundary in Au is about 80% greater than that of a single crystal for the small-
est grain boundary spacing considered. Experimental studies by Lu et al. [137]
reported the interfacial thickness of grain boundaries in Ni-P alloys to be about
2 nm. Since CTB is a coherent, highly ordered interface, it is reasonable to as-
sume that the interfacial thickness for a CTB would be much less than that of a
grain boundary. Indeed, in our recent work [88] using molecular dynamics sim-
ulations and statistical mechanics based analysis of thermal fluctuations of CTBs,
we show that the average thickness of a CTB is about 0.1− 0.2A˚. Using Λ = 0.1A˚
in Equation 4.7, we obtain
αTB = 7.4αSC. (4.10)
This is consistent with the range for the thermal expansion coefficient of grain
boundaries reported by Lu et al. [137] between 1.2 to 12 times that of a single
crystal.
4.6 Concluding Remarks
In summary, we present molecular dynamics simulations to estimate the
thermal stress due to the presence of parallel coherent twin boundaries at finite
temperature. Our simulations reveal that for all twin boundary spacings, d, the
stress decays as 1/d. We present a simple analytical model to show that the 1/d
dependence stems from the thermal stress in nanostructured materials due to the
inhomogeneity in the thermal expansion coefficient of the matrix and the inter-
facial regions. It is also interesting to note that twin boundaries separated by a
mere distance of about 6 A˚ lead to a thermal expansion induced stress of about
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250 MPa which is surprisingly large. This possibly results from the large coeffi-
cient of thermal expansion of a CTB which is more than seven times greater than
that of a single crystal. However, we note that these results are obtained for NT
specimens when the thermal stress is not relaxed. If the thermal stress is relaxed
completely, there will be no stress measured from simulations. The environment
experienced by twin boundaries in real NT materials should be somewhere in be-
tween the two cases. This is because of residual thermal stress within the grains
in a typical NC structure resulting from the different thermal expansion of neigh-
boring grains and the grain boundary regions separating them [133]. Thus, the
present work provides an upper bound to the thermal expansion induced stress
in the presence of twin boundaries and other crystalline interfaces. We finally
note that although our simulations and analysis should hold for grain bound-
aries in general, our study focuses on twin boundaries owing to the fabrication
of NT structures consisting of parallel twin boundaries with separation distances
ranging from a few nanometers to a few angstroms.
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Chapter 5 Mobility of Defective Grain
Boundaries
5.1 Introduction
Manipulating the material microstructure for desired properties has well
been explored over the past decades [23, 138, 139, 140, 141, 142]. In particular,
the average grain size of polycrystalline materials plays a vital role in determin-
ing the mechanical properties due to the classic Hall-Petch relationship [25]. In
view of this, investigating the microstructure evolution, espicially in the presence
of defects, becomes a critical issue. In polycrystalline materials, it is the grain
boundary (GB) motion including sliding, rotation and migration that controls the
microstructural evolution and sets the final configuration.
The key property responsible for GB motion is mobility M, which is the
proportionality coefficient between exerted pressure F and the migration velocity
v
v = MF. (5.1)
Mobility M is generally considered as the intrinsic property of GB and follows
the Arrhenius equation
M = M0exp(− QmkBT ), (5.2)
where M0 is the preexponential constant, Qm is the activation energy for GB
migration, kB is the Boltzmann constant, T is temperature. Due to its core role in
GB growth, a great majority of experimental measurements of GB mobility were
carried out based on bicrystals and polycrystals over the past decades to study
its dependence on five macroscopic degrees of freedom associated with the GB
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structure, including misorientation and inclination, on the temperature and the
effect of external force [143, 144, 145, 146, 147, 148].
With the rapid developments in high performance computing, atomistic sim-
ulations, such as molecular dynamics (MD) simulations, are being increasingly
used to investigate the GB mobility. Compared with experiments, there are many
more parameters that can be controlled and the simulation cell can be free of
impurities as well. In general, there are two main classes of MD simulation ap-
proaches aimed at understanding GB migration and mobility. One is the “driving
force” method, in which the driving force is applied to move the GB migration.
This ”driving force” can be a real force such as applied elastic strain [64] and
interface curvature restoring force [65, 66]; or can be somewhat artificial energy
difference between different grains [67]. The other class of method to capture the
mobility is related to GB ”thermal fluctuations", either the boundary profile [68]
or average position [74]. The former method has some limitation so that it can not
be applied to GBs having a cusp in the plot of the energy versus misorientation
or at low temperature. The latter, which was motivated by the classic random
walk model, has more general application in temperature range 0.2Tm to 0.88Tm
(Tm is melting temperature), especially after adapted by Deng and Schuh [75, 76]
for low temperature. Mendelev et al. [149] compared these two classes of MD
simulation methods and reached the conclusion that both methods lead to the
same values of GB mobility provided that the drive force is low enough.
However, the mobility obtained from either simulation methods is one or
two orders of magnitude larger than that measured from experiments; mean-
while the activation energy for GB migration during simulation is smaller by a
factor of 2-3 than that obtained from experiments. This obvious discrepancy be-
tween simulation and experiment can be attributed to the presence of impurities
in experimental samples [150, 151]. Thus, it is necessary to investigate the drag
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effect of impurities on GB mobility. In fact, there are only a few studies that have
been done in this area, either in theory [152, 153, 154, 155, 156, 157, 158] or in
simulation [159, 160]. Qualitatively, the presence of impurities impedes the GB
migration and decreases the GB mobility. Also, the more the concentration of
impurities, the smaller is the GB mobility.. Nevertheless, there are few quanti-
tative studies on the impact of impurity properties, such as concentration, size
and other factors like temperature. The reason is that the effect of impurities on
grain boundary migration can be very complex, not only depending on the type
of impurities, such as vacancy, interstitials, second phase particles and so on, but
also relying on the form of the microscopic interaction between impurities and
GB. In order to circumvent these obstacles, we try to start with the simplest case.
To be specific, we implement the interface random walk model to study the GB
mobility with fixed second phase particles. On one hand, as mentioned before,
the interface random walk model is verified as a simply and efficient simulation
method. It also does not need any external driving force which avoid disturb-
ing the original structure as much as possible. On the other hand, the second
phase particles are fixed in our simulations to avoid their diffusion effect on GB
migration.
The rest of the Chapter is organized as follows. Section 5.2 provides a review
of the random walk model applied to calculate the GB mobility. In Section 5.3
we extend it to account for the presence of impurities, such as second phase
particles. We re-derive the GB diffusion equation in time domain and frequency
domain , and proposed a simple and efficient calculation approach to obtain the
modified GB mobility. Section 5.4 presents our molecular dynamics simulation
result which support our theoretical model and discusses about the particles drag
effect dependence on concentration, size and temperatures. The summary and
potential ramifications of these findings are discussed in Section 5.5.
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5.2 Brief Review of Random Walk Model
5.2.1 Interface Random Walk Model
Trautt et al. [74] presented an approach in which interface Mobility M can
be extracted from its random walk by means of MD simulations. Average mi-
gration of grain boundary can be considered as 1-D Brownian motion due to the
thermal noise (Figure 5.1). Based on this assumption, the GB mobility M can be
determined by the ’diffusion coefficient’ D which can be easily captured from the
classical Einstein diffusion equation.
Figure 5.1: Migration of quasi-one dimensional grain boundary can be considered
as Brownian particle moving in Y direction.
To understand how GB mobility M is connected to the ’diffusion coefficient’
D, imagine a 2-D GB fully periodic in X and Z directions. At finite temperature,
its height profile h(r, t) is shown in Figure 5.2.
Starting from the classic GB migration equation
v(r, t) = MF(r, t), (5.3)
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Figure 5.2: Quasi-one dimensional grain boundary.
where v(r, t) is the velocity, F(r, t) is the force acting on GB which includes noise
force ξ(r, t) and curvature restoring force fc(r, t). According to the similarity
between GB and Brownian particle, the thermal noise force ξ(r, t) can be assumed
to satisfy this condition
< ξ(r, t)ξ(r
′
, t
′
) >=
2kBT
M
δ(r− r′)(t− t′). (5.4)
Under the small slope approximation hx  1, hy  1, the curvature restoring
force fc is
fc(r, t) = Γ(hxx + hyy), (5.5)
where the Γ is the GB stiffness. Then the Equation 5.3 can be converted into
∂h(r, t)
∂t
= M[Γ(hxx + hzz) + ξ(r, t)]. (5.6)
Introducing the spatial average of GB migration
h(r, t) =
1
S
∫ Lx
0
∫ LZ
0
h(r, t)dxdz, (5.7)
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where S = LxLz is the GB area. Similarly, the spatial average of GB migration
velocity is
∂h(r, t)
∂t
=
1
S
∫ Lx
0
∫ LZ
0
M[Γ(hxx + hzz) + ξ(r, t)]dxdz. (5.8)
Due to the periodic boundary conditions in X and Z directions, the spatial inte-
gral of curvature restoring force vanishes, that is
1
S
∫ Lx
0
∫ Lz
0
M[Γ(hxx + hzz)]dxdz
=
MΓ
S
[
∫ Lz
0
∫ Lx
0
hxxdxdz +
∫ Lx
0
∫ Lz
0
hzzdxdz]
=
MΓ
S
[
∫ Lz
0
hx|Lx0 dz +
∫ Lx
0
hz|Lz0 dx].
= 0.
(5.9)
Thus,
∂h(r, t)
∂t
=
1
S
∫ Lx
0
∫ LZ
0
ξ(r, t)dxdz
⇒ ∂h(r, t)
∂t
= Mξ(r, t),
(5.10)
where ξ(r, t) = 1S
∫ Lx
0
∫ LZ
0 ξ(r, t)dxdz denotes its corresponding spatial average
value.
Solving the Equation 5.10 in time domain,
h(r, t) = M
∫ t
0
ξ(r, τ)dτ. (5.11)
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The variance of average migration can be expressed as
< h
2
(r, t) >
=< M
∫ t
0
ξ(r1, τ1)dτ1 ×M
∫ t
0
ξ(r2, τ2)dτ2 >
= M2
∫ t
0
∫ t
0
< ξ(r1, τ1)ξ(r2, τ2) > dτ1dτ2
= M2
∫ t
0
∫ t
0
<
1
S
∫ Lx
0
∫ Lz
0
ξ(r1, τ1)dx1dz1 × 1S
∫ Lx
0
∫ Lz
0
ξ(r2, τ2)dx2dz2 > dτ1dτ2
=
M2
S2
∫ t
0
dτ1
∫ t
0
dτ2
∫ Lx
0
∫ Lz
0
∫ Lx
0
∫ Lz
0
< ξ(r1, τ1)ξ(r2, τ2) > dx1dz1dx2dz2
=
M2
S2
∫ t
0
dτ1
∫ t
0
dτ2
∫ Lx
0
∫ Lz
0
∫ Lx
0
∫ Lz
0
< ξ(r1, τ1)ξ(r2, τ2) > dx1dz1dx2dz2.
(5.12)
Substituting the Equation 5.4, then
< h
2
(r, t) >
=
M2
S2
∫ t
0
dτ1
∫ t
0
dτ2
∫ Lx
0
∫ Lz
0
∫ Lx
0
∫ Lz
0
2kBT
M
δ(r1 − r2)(τ1 − τ2)dx1dz1dx2dz2
=
2MkBT
S2
∫ t
0
dτ1
∫ t
0
dτ2
∫ Lx
0
∫ Lz
0
∫ Lx
0
∫ LZ
0
δ(r1 − r2)(τ1 − τ2)dx1dz1dx2dz2
=
2MkBT
S2
∫ t
0
dτ1
∫ Lx
0
∫ Lz
0
dx1dz1
=
2MkBT
S
t.
(5.13)
Thus the GB diffusion equation is
< h
2
(t) >=
2MkBT
S
t, (5.14)
where < h
2
(r, t) > is denoted by < h
2
(t) >, which can be easily extracted from
atomistic simulations. Then GB mobility M can be determined from the slope of
the fitting curve according to Equation 5.14, as shown in Figure 5.3.
5.2.2 Adapted Interface Random Walk Model
Interface random walk approach can only be used at very high tempera-
ture, usually at 0.8Tm, which greatly restricts its application. Deng and Schuh
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Figure 5.3: Schematic of the temporal evolution of the variance < h
2
(t) >.
[75] made an adaptation and presented the ingenious post processing approach,
which effectively increased the accuracy and extended application to very low
temperature, up to 0.2Tm. Assuming there are N simulation samples, each sam-
ple has n time intervals, then we will have a matrix H which records GB average
migration positions 
h1(1) h2(1) . . . hN(1)
h1(2) h2(2) . . . hN(2)
. . . . . . . . . . . .
h1(n) h2(n) . . . hN(n)

, where hj(k) represents the average migration at kth time interval for simulation
sample j, k = 1, 2, 3, . . . , n and j = 1, 2, 3, . . . , N.
The most remarkable feature of Equation 5.14 is that mobility M appears
in the slope term 2MkBTS . Thus, the key of increasing the curve fitting precision
depends on the number of simulation samples not on the length of each sample.
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Following the postprocessing technique of Deng and Schuh [75], we introduce
the GB displacement d(i) from an arbitrary position at t = k∆t for each sample,
as show in Figure 5.4, so that
Figure 5.4: Schematic showing the definition of GB displacement d(i) relative to
average GB migration position h(i).
d
k
j (i) = hj(k + i)− hj(k)
j = 1, 2, . . . , N; k = 1, 2, . . . , m; i = 1, 2, . . . , n−m; m ≤ n,
(5.15)
thus similarly
D =
d < d
2
>
dt
∼ 2MkBT
S
. (5.16)
By means of this definition, we inflate the sample quantity from N to m × N,
which effectively increases the curve fitting accuracy and reduces the measure-
ment of noise accordingly.
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5.3 Interface Random Walk with Second Phase
Particles
5.3.1 Interaction between GB and Second Phase Particles
Since current random walk model is only restricted to free GB, we extend
it to account for the presence of impurities, such as second phase particles. In
order to study the drag impact, we consider the interaction between particles and
GB motivated by the classic Zener pinning model [161, 162]. In Figure 5.5b, the
solid line represents the initial spatial average of GB, dashed line corresponds to
its final position. The energy decrease of GB with respect to the initial position
stems from the decrease of area, as shown in Figure 5.5b.
Figure 5.5: Schematic diagram of grain boundary with second phase cylinder
particles
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∆E(h¯) = E(h¯)− E(0)
= γs(S− 2NLz
√
r2 − h¯2)− γs(S− 2NLzR)
= 2NγsLz[r−
√
r2 − h¯2]
= 2NγsLzr[1−
√
1− ( h¯
r
)2]
≈ 2NγsLzr× 12(
h¯
r
)2
=
NγsLz
r
h¯2,
(5.17)
where, N is the number of second phase particles, γs is the surface tension energy
of GB. Notice that the interaction energy between GB and second phase particle
has a quadratic dependance on average GB migration displacement h¯. Thus,
similar to the spring-mass system, there exists a restoring force
fr = −∂∆E
∂h¯
= −2NγsLz
r
h¯. (5.18)
For convenience, we define a new variable ks =
2Nγs
rLx as the drag coefficient be-
tween GB and second phase particles. Then the drag pressure is given by
fr
S
= −ksh¯. (5.19)
5.3.2 Modified Diffusion Equation
Considering the drag effect term of second phase particles, the GB diffusion
equation Equation 5.10 can be modified as
dh(t)
dt
= M[ξ(t)− ksh¯(t)], (5.20)
where ξ(r, t) is denoted by ξ(t). Solving the Equation 5.20 in time domain with
initial condition h(0) = 0,
h(t) = h(0)e−Mkst + M
∫ t
0
ξ(τ)e−Mks(t−τ)dτ
= M
∫ t
0
ξ(τ)e−Mks(t−τ)dτ.
(5.21)
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It is easy to obtain that
< ξ(t)ξ(t + τ) > =<
1
S
∫ Lx
0
∫ Lz
0
ξ(r1, t)dx1dz1 × 1S
∫ Lx
0
∫ Lz
0
ξ(r2, t + τ)dx2dz2 >
=
1
S2
∫ Lx
0
∫ Lz
0
∫ Lx
0
∫ Lz
0
< ξ(r1, t)ξ(r2, t + τ) > dx1dz1dx2dz2
=
1
S2
∫ Lx
0
∫ Lz
0
∫ Lx
0
∫ Lz
0
< ξ(r1, t)ξ(r2, t + τ) > dx1dz1dx2dz2
=
1
S2
∫ Lx
0
∫ Lz
0
∫ Lx
0
∫ Lz
0
2kBT
M
δ(r1 − r2)δ(τ)dx1dz1dx2dz2
=
2kBT
MS2
∫ Lx
0
∫ Lz
0
δ(τ)dx1dz1
=
2kBT
MS
δ(τ).
(5.22)
Thus the variance of average migration is
< h
2
(t) > =< M
∫ t
0
ξ(τ1)e−Mks(t−τ1)dτ1 ×M
∫ t
0
ξ(τ2)e−Mks(t−τ2)dτ2 >
= M2
∫ t
0
∫ t
0
< ξ(τ1)ξ(τ2) > e−Mks(2t−τ1−τ2)dτ1dτ2
= M2
∫ t
0
∫ t
0
2kBT
MA
δ(τ1 − τ2)e−Mks(2t−τ1−τ2)dτ1dτ2
=
2MkBT
S
∫ t
0
∫ t
0
δ(τ1 − τ2)e−Mks(2t−τ1−τ2)dτ1dτ2
=
2MkBT
S
∫ t
0
e−2Mks(t−τ)dτ
=
2MkBT
S
e−2Mks(τ−t)
2Mks
|t0
=
kBT
Sks
[1− e2Mkst].
(5.23)
Thus the modified diffusion equation of GB is
< h
2
(t) > =
kBT
Sks
(1− e−2Mkst)
=

2MkBT
S t if t 1Mks
kBT
Sks
if t 1Mks .
(5.24)
Similarly, both the modified GB mobility M and the drag coefficient ks can be
extracted from the temporal evolution curve of < h
2
(t) >, as shown in Figure 5.6.
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Figure 5.6: Schematic diagram of drag effect of second phase particles on the GB
mobility in time domain.
5.3.3 Migration Power Spectrum Method
Motivated by the post processing approach of Deng and Schuh [75, 76], we
propose a new calculation method in the frequency domain to get the mobility
M and drag coefficient ks. Deng and Schuh [75, 76] method’s efficiency lies in
the huge increase of sample number without performing more simulations. In
essence, it is achieved through considering the ensemble average of GB migration
correlation function with the same time intervals. In fact, there is a more nature
way to introduce the GB migration correlation function and migration power
spectrum, and then deal with the GB diffusion in Fourier space.
To this end, we introduce two pairs of Fourier transforms
h(t) =
∫ +∞
−∞
h˜( f )e2pii f td f
h˜( f ) =
∫ +∞
−∞
h(t)e−2pii f tdt and
(5.25)
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ξ(t) =
∫ +∞
−∞
ξ˜( f )e2pii f td f
ξ˜( f ) =
∫ +∞
−∞
ξ(t)e−2pii f tdt.
(5.26)
Then in the Fourier space, the modified GB diffusion equation Equation 5.20
becomes
(2pii f + Mks)h˜( f ) = Mξ˜( f ). (5.27)
Now we introduce the Migration Power Spectrum function
Shh( f ) = lim
P→∞
1
P
|h˜P( f )|2
Sξξ( f ) = lim
P→∞
1
P
|ξ˜P( f )|2.
(5.28)
Then the Equation 5.26 can be converted to
Shh( f ) =
M2
4pi2 f 2 + M2k2s
Sξξ( f ). (5.29)
According to the classic Wiener-Khintchine theorem: the power spectrum func-
tion and correlation function is a Fourier pair, that is to say
Shh( f ) =
∫ +∞
−∞
Rhh(τ)e−2pii f τdτ
Sξξ( f ) =
∫ +∞
−∞
Rξξ(τ)e−2pii f τdτ,
(5.30)
where the correlation functions are defined as
Rhh(τ) = lim
Q→∞
1
Q
∫ Q/2
−Q/2
< h(t)h(t + τ) > dt
Rξξ(τ) = lim
Q→∞
1
Q
∫ Q/2
−Q/2
< ξ(t)ξ(t + τ) > dt.
(5.31)
Then the correlation function of noise force is
Rξξ(τ) = lim
Q→∞
1
Q
∫ Q/2
−Q/2
< ξ(t)ξ(t + τ) > dt
= lim
Q→∞
1
Q
∫ Q/2
−Q/2
2kBT
MS
δ(τ)dt
=
2kBT
MS
δ(τ).
(5.32)
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Substituting Equation 5.32 into Equation 5.30, then
Sξξ( f ) =
∫ +∞
−∞
Rξξ(τ)e−2pii f τdτ
=
∫ +∞
−∞
2kBT
MS
δ(τ)e−2pii f τdτ
=
2kBT
MS
.
(5.33)
Substituting Equation 5.33 into Equation 5.29, we can get the Migration Power
Spectrum with drag coefficient ks
Shh( f ) =
2MkBT
4pi2S f 2 + M2k2s S
. (5.34)
Without any drag effect (ks = 0), then
Shh( f ) =
MkBT
2pi2S f 2
. (5.35)
Now it is easier to obtain the mobility M and drag coefficient ks from curve fitting,
as shown in Figure 5.7.
Figure 5.7: Schematic diagram of second phase particles effect on GB motion in
frequency domain.
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To be specific, for high frequency region:
4pi2S f 2  M2k2s S
⇒ f  Mks
2pi
⇒ Shh( f ) = MkBT2pi2S •
1
f 2
.
(5.36)
During the simulation, C f =
MkBT
2pi2S can be obtained from curve fitting for larger f ,
then
M = C f • 2pi
2S
kBT
. (5.37)
For low frequency region:
4pi2S f 2  M2 ≡ f  Mks
2pi
⇒ Shh(0) = 2MkBTM2k2s S
=
2kBT
Mk2s S
⇒ k2s =
2kBT
MS× Shh(0)
⇒ ks =
√
2kBT
MS× Shh(0) .
(5.38)
5.3.4 Calculation Details for Migration Power Spectrum
According to the Equation 5.34, Shh plays an important role throughout the
whole calculation. As we have discussed in section 5.3.3, there are two steps to
obtain it.
(1) Step 1: Rhh(τ) = limQ→∞ 1Q
∫ Q/2
−Q/2 < h(t)h(t + τ) > dt
We start from the same matrix H but in the different angle of view
h1(1) h2(1) . . . hN(1)
h1(2) h2(2) . . . hN(2)
. . . . . . . . . . . .
h1(n) h2(n) . . . hN(n)

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Rhh(0) = Rhh(0× ∆t) = 1n
n
∑
j=1
[
1
N
N
∑
i=1
hi(j)hi(j)]
Rhh(1) = Rhh(1× ∆t) = 1n− 1
n−1
∑
j=1
[
1
N
N
∑
i=1
hi(j)hi(j + 1)]
. . .
Rhh(k) = Rhh(k× ∆t) = 1n− k
n−k
∑
j=1
[
1
N
N
∑
i=1
hi(j)hi(j + k)]
. . .
Rhh(n− 1) = 1N
N
∑
i=1
hi(1)hi(n).
(5.39)
It is obvious that the larger time interval τ the less reliable of Rhh(τ), which
limits the precision of following Shh calculations. Thus, in the real calculation, we
neglect the values of correlation function as τ > n× ∆t.
(2) Step 2: Shh( f ) =
∫ +∞
−∞ Rhh(τ)e
−2pii f τdτ
According to the Wiener-Khintchine theorem, we can obtain
Shh( f ) =
∫ +∞
−∞
Rhh(τ)e−2pii f τdτ
=
∫ 0
+∞
Rhh(−t)e2pii f td(−t) +
∫ +∞
0
Rhh(τ)e−2pii f τdτ
=
∫ +∞
0
Rhh(t)e2pii f td(t) +
∫ +∞
0
Rhh(τ)e−2pii f τdτ
=
∫ +∞
0
Rhh(τ)e2pii f τd(τ) +
∫ +∞
0
Rhh(τ)e−2pii f τdτ
=
∫ +∞
0
Rhh(τ)(e2pii f τ + e−2pii f τ)d(τ)
= 2
∫ +∞
0
Rhh(τ) cos(2pi f τ)d(τ).
(5.40)
We introduce the vector R which stores the correlation function of GB average
migration
RH = [RH(1), RH(2), . . . , RH(n)]
′
RH(j) ≡ Rhh(t = j− 1 ps) j = 1, 2, . . . , n.
(5.41)
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According to parameters in the following simulation section, the range of fre-
quency in Fourier space is
fmin =
1
n ps
=
1
n
× 1012Hz
fmax =
1
1 ps
= 1012Hz.
(5.42)
We define the vector S which records the migration power spectrum function Shh,
where
SH = [SH(1), SH(2), . . . , SH(n)]
′
SH(j) ≡ Shh( f = jn × 10
12Hz) j = 1, 2, . . . , n.
(5.43)
Figure 5.8: Schematic diagram of GB average migration correlation function
Rhh(τ).
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According to the Equation 5.40, we can obtain that
SH(j) = Shh(
j
n
× 1012Hz)
= 2× ∆τ × [Rhh(0 ps) cos(2pi jn × 0) + Rhh(1 ps) cos(2pi
j
n
× 1) + . . .
+ Rhh(n− 1 ps) cos(2pi jn × (n− 1))]
= 2∆τ •
n
∑
j=1
RH(i) cos[2pi
j
n
• (i− 1)] (∆τ = 1 ps).
(5.44)
5.4 Simulation
5.4.1 Simulation Method
We used MD simulations to study the thermal fluctuations and mobility
of tilt symmetric Σ5(310) grain boundaries with embedded second phase par-
ticles. Figure 5.9a gives a schematic of a bicrystal with two cylinder shaped
second phase particles embedded in the GB. The size of the simulation cell is
{133A˚, 222A˚, 10A˚}. The radius of the embedded particle is r = 4.4525A˚. The
atomistic configuration of the GB and the particles is shown in Figure 5.9b. GB
position is located by means of centro-symmetry parameters described by light
region (green and yellow color). Dash-solid line represents the current GB posi-
tion, solid line represents the present average GB position with displacement h¯
respect to the central axis of two second phase particles (red cylinder with ra-
dius r). All the atoms are Ni, and the cylinder shaped particles are considered
as rigid bodies to circumvent the complexity due to diffusion of the embedded
particles. Figure 5.9 only shows the sample with two paticles. In our simulation,
the number of second phase particles are varied from N = 1 to N = 3 for each
GB structures.
Simulations were performed using LAMMPS [110] and EAM interatomic po-
tential for Nickel [163] with periodic boundary conditions in all directions. The
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Figure 5.9: (a) Schematic configuration of simulation cell. (b) Typical snapshot
of MD simulation atoms with red color constitute two rigid second
phase particles and interaction with GB.
time step is set to be 5 fs. To simplify the problem and emphasize on second phase
particles impact, we fix all the second phase particles through the whole simula-
tion procedures. In order to remove the residual stress around the second phase
particles, the simulation cell is relaxed by means of ’heating-and-quenching’ ap-
proach. To be specific, each system is first equilibrated at 1200K for 25 ps under
the NPT ensemble, then gradually annealed to the desired temperature for 25 ps,
and subsequently relaxed at desired temperature for another 25 ps. After this
relaxation process, the sample is equilibrated for 2 ns under the NVT ensemble
using the Nose-Hoover thermostat. The atomistic configuration of the simulation
cell is observed every 1 ps. Using the approach described in our previous work
[112], we extract extract the evolution of the GB profile and the corresponding
average position of the GB.
5.4.2 Simulation Results and Discussion
Validation of the Migration Power Spectrum Method
Our migration power spectrum (MPS) method is verified by comparing the
GB mobility and migration activation energy with the adapted interface random
walk (AIRW) for pure Ni Σ5 GB without second phase particles. The simulation
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is run from 300K to 1200K. All the parameters are the same as those mentioned
above. The calculations are based on two equations, specifically, for the MPS
method
Shh( f ) =
MkBT
2pi2S f 2
and for the AIRW method
D =
d < d
2
>
dt
∼ 2MkBT
S
.
Figure 5.10 and 5.11 shows the Ni Σ5 GB diffusion curve in the frequency do-
main (corresponding to the MPS method) and in the time domain (corresponding
to the AIRW method) without second phase particles at temperature 300K and
1000K. At 300K, the diffusion curves do not provide a good fit using linear re-
gression for both the methods. The GB mobility extracted from the MPS method
is (M = 2.00× 10−10m4 J−1s−1) larger by a factor of around 7 than that from the
AIRW method (M = 3.01× 10−11m4 J−1s−1). As the temperature increases, we
get a better linear fit as expected for both cases, as shown in Figure 5.11, and
the difference in mobility becomes very small. To be specific, the mobility values
from the MPS and AIRW method at 1000K are M = 1.00× 10−7m4 J−1s−1 and
M = 8.60× 10−8m4 J−1s−1 respectively.
Figure 5.10 and 5.11 shows the Ni Σ5 GB diffusion curve in the frequency do-
main (corresponding to the MPS method) and in the time domain (corresponding
to the AIRW method) without second phase particles at temperature 300K and
1000K. At 300K, the diffusion curves do not provide a good fit using linear re-
gression for both the methods. The GB mobility extracted from the MPS method
is (M = 2.00× 10−10m4 J−1s−1) larger by a factor of around 7 than that from the
AIRW method (M = 3.01× 10−11m4 J−1s−1). As the temperature increases, we
get a better linear fit as expected for both cases, as shown in Figure 5.11, and
the difference in mobility becomes very small. To be specific, the mobility values
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Figure 5.10: Ni Σ5 GB diffusion curve at temperature 300K (a)Migration power
spectrum method. (b)Adapted interface random walk method.
from the MPS and AIRW method at 1000K are M = 1.00× 10−7m4 J−1s−1 and
M = 8.60× 10−8m4 J−1s−1 respectively.
The variation of the mobility with temperature using both methods is plot-
ted in Figure 5.12. Overall, the mobilities calculated from the MPS method are
larger than those from the AIRW method. This discrepancy is obvious at lower
temperatures and is negligible at higher temperatures. The red and blue lines
represent the fitting curves, from which, it is clear that there exist two different
temperature regimes. This is indicated by the abrupt change in the slope of the fit-
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Figure 5.11: Ni Σ5 GB diffusion curve at temperature 1000K (a)Migration power
spectrum method. (b)Adapted interface random walk method.
ting curves, with the transition temperature being around 700 K. Our results from
both methods reveals that the dependance of mobility on temperature follows the
conventional Arrhenius relation Equation 5.2,
M = M0exp(− QmkBT ).
The migration activation energies for MPS method are Q1 = 0.1020ev and Q2 =
0.7225ev at lower and higher temperature regions similar to Q1 = 0.1777ev and
Q2 = 0.7292ev for AIRW method.
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Figure 5.12: Arrhenius mobility plot for Ni Σ5. The circle and rectangular sym-
bols represent the simulations results arises from the MPS method
and AIRW method respectively.
Second Phase Particles Effect
With the presence of second phase particles, the GB mobility tends to de-
crease. The calculations are based on two equations, specifically, for the MPS
method
Shh( f ) =
2MkBT
4pi2S f 2 + M2k2s S
and for the AIRW method
< h
2
(t) > =
kBT
Sks
(1− e−2Mkst)
=

2MkBT
S t if t 1Mks
kBT
Sks
if t 1Mks .
Figure 5.13 shows the mobility results at temperature 1000K for GB structure
with different second phase particles, where N = 0, 1, 2, 3 represent the number
of second phase particles. For the MPS method, we do the curve fitting for larger
frequency regime; For AIRW, the mobility can be obtained from the slope of
fitting curve in initial time regime. Table 5.1 lists mobility values extracted from
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the MPS method and the AIRW method for different second phase particles. It is
clear that the mobility decrease with more second phase particles and the results
from both methods agree very well with each other.
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Figure 5.13: Modified GB mobility calculation details at temperature 1000K. (a)
MPS method. Curve fitting for larger frequency (b) AIRW method.
Curve fitting for initial time.
Table 5.1: Mobility values extracted from the MPS method and the AIRW method
for different second phase particles at 1000K.
N = 0 N = 1 N = 2 N = 3
MPS (m4 J−1s−1) 8.60× 10−8 6.80× 10−8 3.84× 10−8 1.21× 10−8
AIRW (m4 J−1s−1) 1.00× 10−7 6.38× 10−8 4.15× 10−8 1.24× 10−8
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We further obtain the modified GB mobility dependence on the temperature
with different second phase particles, as shown in Figure 5.14. For each method,
the absolute value of slopes of the fitted lines decrease with more second phase
particles embedded into the GB. The specific values can be represented by the GB
migration energy denoted by Q0, Q1, Q2, Q3 for N = 0, 1, 2, 3 second phase parti-
cles respectively. The Arrhenius relationship between mobility and temperature
always exists whether there are second phase particles or not. With more second
phase particles embedded in the GB, migration becomes more difficult, which is
consistent with the increasing migration activation energies Q0 < Q1 < Q2 < Q3.
The results from MPS method and AIRW method are close to each other.
5.5 Conclusion
In summary, we propose the a calculation method (the MPS method) to ob-
tain GB mobility in Fourier space based on the random walk model, and extend
the current adapted interface random walk model (AIRW)and the MPS model
to account for the drag effect of second phase particles. By introducing the GB
migration correlation function and migration power spectrum function, we de-
rive the GB diffusion equation in Fourier space and propose the new calculation
method to capture the mobility. Our simulation reveals that the mobilities ex-
tracted from MPS method are larger than those of AIRW method at lower tem-
perature, but with increasing temperature this discrepancy gets smaller and can
be neglected. This provides a new way to study the mechanical properties related
to GB mobility.
Our theory model accounting for the drag effect of second phase particles
reveals that the original source of restoring force stems from the energy difference
base the relative position of particles and GB. Due to this drag effect the GB dif-
83
8 9 10 11 12 13 14 1510
−3
10−2
10−1
100
101
1/kBT (ev
−1)
M
(1
0
−
7
m
4
J
−
1
s−
1
)
 
 
Q0 = 0.7030ev
Q1 = 0.7110ev
Q2 = 0.9339ev
Q3 = 1.0844ev
8 9 10 11 12 13 14 15 16 1710
−4
10−2
100
102
1/kBT (ev
−1)
M
(1
0
−
7
m
4
J
−
1
s−
1
)
 
 
Q0 = 0.8047ev
Q1 = 0.8299ev
Q2 = 0.8817ev
Q3 = 1.1056ev
Figure 5.14: Arrhenius mobility plot at high temperature region for Ni Σ5 with
several second phase particles from (a) MPS method and (b) AIRW
method.
fusion can approach the limit value after the long time interval. MD simulations
result verify our theory and show that modified GB mobility reduces with more
second phase particles which is consistent to our common intuition. The Arrhe-
nius relationship between mobility and temperature always exists whether there
is second phase particles or not.
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Chapter 6 Summary and Future Work
Here, we summarize our study of the thermal fluctuations of grain bound-
aries and twin boundaries using atomistic simulations and statistical mechanics
based modeling and present directions for future work. In Chapter 2, we in-
vestigate the thermal fluctuations of twin boundaries in FCC metals to elucidate
the deformation mechanism governing their kinetic properties by way of molec-
ular dynamics simulations. The simulation results show that the twin boundary
motion is strongly coupled to shear deformation up to 0.95Tm homologous tem-
perature. A rather unexpected observation is that coherent TBs do not exhibit any
capillarity- induced fluctuations even at high temperatures, in sharp contrast to
other high-angle grain boundaries.
In Chapter 3, we extend this work to further elucidate the entropic interac-
tion between fluctuating twin boundaries constituting a nanotwinned structure
at finite temperature. To this end, we begin by comparing the thermal fluctuation
curves for an array of parallel twin boundaries with different spacing. The simula-
tions reveal that the fluctuations of twin boundaries are significantly enhanced in
the presence of adjoining twin boundaries as their spacing d decreases, which is a
remarkable signature of an attractive force. Through rigorous statistical mechan-
ics modeling based on a continuum representation of twin boundaries, we prove
the existence of an entropic attractive force which enhances their thermal fluctua-
tions and which decreases as 1/d2. This rather surprising attraction between fluc-
tuating twin boundaries is dominated by the deformation of the elastic medium
between adjoining interfaces, and hence is fundamentally distinct from the en-
tropic pressure resulting from steric hindrance in the case of biomembranes and
high angle boundaries. This is an exciting result because the attractive force can
enhance the stability of nanotwinned metals by preventing adjacent twin bound-
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aries from moving apart. This structural stability is advantageous in the light of
nanocrystalline metals which have a high density of high-angle grain boundaries
and hence suffer from grain growth due to grain boundary migration and sliding.
In addition to the entropic force, in Chapter 4, we also investigate the long-
range thermal force inside these NT metals. The simulations reveal that for all TB
spacing d, this thermal stress decays as 1/d. We present a simple analytical model
to show that the 1/d dependence stems from the inhomogeneity in the thermal
expansion coefficient due to the interfacial regions.
In Chapter 5, we use thermal fluctuations to investigate the migration of
grain boundaries in the presence of defects, specifically, second phase particles.
To this end, first extend the current adapted interface random walk model to
account for the drag effect of second phase particles. We also propose a new
method (that we refer to as the migration power spectrum method) to obtain the
GB mobility in Fourier space based on the random walk model.
In Chapter 5, we propose the new calculation method (MPS method) to ob-
tain GB mobility in Fourier space based on the random walk model, and extend
current adapted interface random walk model (AIRW) the MPS model to account
for the drag effect of second phase particles. Our simulation reveals that the
mobilities extracted from MPS method are larger than those of AIRW method
at lower temperature, but increase in temperature, this discrepancy gets smaller
and can be neglected. It also shows that the GB mobility reduces with more sec-
ond phase particles which is consistent to our common intuition. The Arrhenius
relationship between mobility and temperature always exists whether there are
second phase particles or not. Qualitatively, our results show that migration be-
comes harder as more second phase particles are embedded into the GB, which
also reflects in the increasing migration activation energies. However, more work
is needed to quantify the effect of density and size of second phase particles on
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the migration activation energies, which is part of the ongoing work. There are a
number of unknown but interesting topics on the drag coefficient of second phase
particles. For example, even though we have established the formula to describe
it, we have not performed an explicit investigation of how the temperature, par-
ticles size, surface tension of GB affect this coefficient. It is worth digging deeper
into this promising subject. Another important future direction is to extend the
model to capture the effect of point-defects, specifically, interstitials and dopant
atoms, on the migration of GBs. These studies can provide insights into the re-
sponse and structural stability of nanostructured materials undergoing radiation
damage. Finally, applying the models developed in this dissertation to study the
thermal fluctuations of two-dimensional materials, such as graphene, with and
without defects, opens avenues for future research.
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