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Povzetek
Uporaba svetovnega spleta se je v zadnjih letih mocˇno povecˇala. Povecˇuje se šte-
vilo spletnih mest, pojavljajo se nove aplikacije in nacˇini izrabe spleta. Podjetja
potrebujejo splet za poslovanje in promocijo svojih izdelkov, posamezniki preko
spleta ucˇinkovito dostopajo do razlicˇnih storitev. V boju s tekmeci je za podjetja po-
membno, da cˇim bolje izkoristijo možnosti, ki jih nudi splet. V novih okolišcˇinah
uporabniki lahko enostavno primerjajo ponudbo in se odlocˇajo za najbolj ugodne
izdelke in storitve. Težje je torej ohraniti obstojecˇe stranke in privabiti nove. V ta-
kih okolišcˇinah bodo uspešna predvsem tista spletna mesta, ki vedo, kdo so njihove
stranke in kakšne so njihove potrebe.
Analiziranje obnašanja strank je postalo eno izmed pomembnih analiz podat-
kov. Analize obnašanja zajemajo preprostejše statistike, kot je pogostost dostopa
do neke strani, in bolj sofisticirane oblike, kot je najbolj obicˇajen sprehod uporab-
nika po spletnem mestu. Glavni vir podatkov za analize obnašanja predstavljajo
podatki o klikotoku, ki jih najdemo v dnevnikih spletnih strežnikov. Za analizo teh
podatkov pogosto gradimo spletna podatkovna skladišcˇa, pri tem pa naletimo na
problem, da so podatki o klikotoku slabo strukturirani in velikokrat pomanjkljivi.
Zato jih moramo – preden z njimi napolnimo podatkovno skladišcˇe – najprej ustre-
zno obdelati in preoblikovati. Od kakovosti podatkov v podatkovnem skladišcˇu
je namrecˇ odvisna kakovost vzorcev obnašanja uporabnikov, ki jih odkrijemo med
analizo.
Postopek predprocesiranja klikotoka je velikokrat osnovan na hevristicˇnih pred-
postavkah o uporabi strani in je zato podvržen napakam. Doslej je bilo predlaga-
nih veliko metod za predprocesiranje, vendar zanesljiva rekonstrukcija sej še vedno
ostaja izziv. Z razmahom brskalnikov nove generacije, ki ponujajo brskanje v za-
vihkih, se je povecˇalo število prepletenih sej. Prepleteno sejo ustvari uporabnik, ki
istocˇasno brska po spletni strani z vecˇ odprtimi okni brskalnika. V prepleteni seji
cˇasovno zaporedje klikov uporabnika ne sovpada vecˇ z zaporedjem obiskanih strani
v uporabniški seji. Prepletene seje kvarno vplivajo na rezultate analiz, zato jih je
potrebno razplesti. Obicˇajno prepletene seje generirajo za nas pomembni uporab-
niki. V doktorski disertaciji se ukvarjamo s problemom razpletanja prepletenih sej.
Cilj doktorske disertacije je podrobno preucˇiti prepletene seje in razviti ucˇinkovite
metode za njihov razplet, da bi tako zagotovili kakovostne podatke za polnjenje
podatkovnega skladišcˇa. V ta namen najprej osvetlimo problem razpletanja sej s
teoreticˇnega vidika, opišemo znacˇilnosti prepletenih sej in definiramo teoreticˇno
ozadje. Na podlagi kombinatoricˇnih rezultatov pokažemo zapletenost problema. V
osrednjem delu disertacije nato predstavimo dve metodi za razpletanje: metodo z
uporabo markovskega modela prvega reda in metodo z uporabo algoritma RFBS.
Ta metoda daje kot rezultat razplet z najvecˇjo verjetnostjo zaporedij strani znotraj
razpletenih sej.
Obe metodi smo ovrednotili tako na eksperimentalnih, umetno generiranih po-
datkih, kot na realnih podatkih iz spletnega študijskega informacijskega sistema
e-Študent in spletne trgovine EnaA. Za ovrednotenje smo uporabili vecˇ razlicˇnih
kriterijev, ki temeljijo na podlagi merjenja podobnosti dveh zaporedij simbolov.
Rezultati kažejo, da oba postopka dobro razpletata seje, boljše rezultate pa pricˇa-
kovano daje postopek, ki uporablja preiskovanje prostora stanj. Razvita postopka
razpletanja sta splošna, tako da ju lahko uporabimo na poljubnem viru podatkov o
klikotoku.
Kljucˇne besede: seja HTTP, kakovost podatkov, klikotok, markovski model, stoha-
sticˇni model, obnašanje uporabnikov, osejevanje, prepletena seja, RBFS, razpletanje
sej, podatkovno skladišcˇe
Abstract
In the past decades, World Wide Web (WWW) has become one of the main so-
urces of information. The number of web sites and web pages is increasing, new
applications and ways of web usage emerge. Companies need web sites to reach cu-
stomers and sell their products, institutions furnish information about their services,
individuals can effectively access various services over the Internet. However, com-
panies with web presence need to make better use of opportunities offered by the
web. Under the new circumstances customers can easily compare offers and choose
favourable products and services. It is therefore difficult to attract new customers
and retain the existing ones. It is evident that only those web sites that know their
customers and understand the needs of their customers will prevail.
Analysing users’ behavior has become an important part of web page data ana-
lysis. Users’ behavior analysis includes some more or less straightforward statistics,
such as page access report, and some more sophisticated forms of analysis, such as
finding the most common path through a web site. The main source of data for user
behavior analysis is clickstream data that can be obtained from web server log files.
For analysing clickstream data we often build data webhouses, where we encounter
the problem of clickstream data quality. Clickstream data are often inadequately
structured and show an incomplete picture of users’ activity. For this reason, seve-
ral preprocessing tasks have to be performed prior to loading the clickstream data
to a data webhouse. The quality of the patterns discovered in data behavior analysis
largely depends on the quality of the data in the data webhouse.
The clickstream preprocessing process is often based on heuristic rules and as-
sumptions about the site’s usage and is therefore prone to errors. Many methods for
clickstream preprocessing have been proposed, but reliable session reconstruction
still remains a challenge. With the advent of new browser generations that offer
tabbed browsing feature, the number of interleaved sessions has increased. An in-
terleaved session is generated by a user who is concurrently browsing a web site in
two or more web sessions (browser windows). In an interleaved session, temporal
order of user clicks does not necessarily correspond to the sequence of browsed
pages in a web session. Interleaved sessions have a negative effect on data ana-
lysis quality, so they must be separated. Interleaved sessions tend to be more often
created by users important to us.
In the thesis we deal with the problem of interleaved HTTP sessions. The goal
of the thesis is to examine interleaved sessions and develop efficient methods for
their separation so that we could provide quality data for data webhouse loading.
To this end, we first consider the problem of separating interleaved sessions from a
theoretical point of view. Then we describe characteristics of interleaved sessions
and define theoretical background. In the central part of the thesis, we present two
new separation methods: a method based on trained first-order Markov model and a
method that uses recursive best-first heuristic search. The second method gives as a
result the session separation with the highest probability of page sequences for the
separated sessions.
We evaluated both developed methods on experimental, artificially generated
data and on two real-world clickstream data sources: the university student records
information system e-Študent and the web shop EnaA. For evaluation we used se-
veral different criteria, which are based on symbol sequence similarity. The results
clearly show that both methods adequately separate interleaved sessions. The me-
thod that uses best-first search gives better results. Both developed methods are
general, so they can be used on any clickstream data source.
Keywords: HTTP session, data quality, clickstream, Markov model, stochastic
model, user behavior, sessionization, RBFS, interleaved session, session separation
process, data warehouse
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POGLAVJE 1
Uvod
Skrb za kakovost podatkov in zavedanje njihovega pomena pri poslovnih odlocˇi-
tvah je prisotna že dlje cˇasa. Relativno nov pristop je uporaba istih podatkov za vecˇ
razlicˇnih namenov, ki se zelo razlikujejo od njihovega prvotnega namena uporabe.
V ta namen se pogosto uporabljajo podatkovna skladišcˇa . Podatkovna skladišcˇa
hranijo velike kolicˇine podatkov, ki jih potrebujemo pri poslovnih odlocˇitvah. Po-
datkovno skladišcˇe je odvisno od zagotavljanja kakovosti podatkov v vseh fazah
pod.skladišcˇenja: - nacˇrtovanja, implementacije in vzdrževanja [6]. Nicˇ bolj ne pri-
pomore k neuspehu podatkovnega skladišcˇa kot nepravilno razumevanje zahtev in
zapostavljanje skrbi za kakovost vhodnih podatkov.
Kakovost podatkov je glavna skrb tako transakcijskih sistemov kot podatkovnih
skladišcˇ [60, 32]. Zagotavljanje tocˇnosti, pravocˇasnosti, konsistentnosti in celovi-
tosti podatkov je lahko težavno tudi znotraj podjetij, kjer z njimi upravljajo izurjeni
uporabniki. Ti problemi se povecˇajo, cˇe imamo opravka z informacijskimi sistemi
(IS), ki so na voljo strankam, kupcem in ostalim dobaviteljem. Rezultat je za po-
datkovno skladišcˇe, ki ima za vir takšne IS, lahko poguben. Istocˇasno je zavracˇanje
nekakovostnih podatkov iz transakcijskih sistemov zaradi težav s sinhronizacijo ne-
ustrezno, še posebej, cˇe se podatkovno skladišcˇe napaja iz vecˇ raznovrstnih viriv.
Metode za cˇišcˇenje in preoblikovanje podatkov so se v takšnih primerih izkazale za
uspešne, vendar je potrebno posvetiti še vecˇ pozornosti kakovosti podatkov [62].
V doktorski disertaciji smo se osredotocˇili na dolocˇene postopke za zagotavlja-
nje kakovosti vhodnih podatkov v fazi nacˇrtovanja in implementacije spletnega po-
datkovnega skladišcˇa.
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2 Poglavje 1: Uvod
1.1 Pomen podatkovnih skladišcˇ in poslovnega obve-
šcˇanja v sodobnih informacijskih sistemih
Poslovno obvešcˇanje (ang. Business Inteligence) je trenutno ena izmed prioritet di-
rektorjev informatike (ang. CIO) [101]. Gartnerjeva raziskava med 1400 direktorji
informatike je pokazala, da so bili projekti v povezavi s poslovnim obvešcˇanjem v
letu 2007 na njihovi prioritetni listi nalog. Viaene [96] navaja, da je bilo poslovno
obvešcˇanje v letu 2008 že tretje leto ena izmed glavnih tehnoloških prioritet CIO.
Poslovno obvešcˇanje je postalo kljucˇno orodje pri ucˇinkovitem poslovanju in inova-
cijah. Slika 1.1 prikazuje ogrodje poslovnega obvešcˇanja. Vidimo, da je poslovno
obvešcˇanje proces, ki vkljucˇuje dva glavna procesa: vnos podatkov v sistem in do-
stop do podatkov.
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Slika 1.1: Ogrodje poslovnega obvešcˇanja. Vsebuje dve glavni aktivnosti, pridobi-
vanje podatkov in dostop do podatkov. Povzeto po [101].
Podatkovno skladišcˇenje
Proces vnosa podatkov v sistem, ki ga imenujemo podatkovno skladišcˇenje , vklju-
cˇuje prenos podatkov iz heterogenih virov v integrirano podatkovno skladišcˇe. Viri
podatkovnega skladišcˇa se obicˇajno nahajajo na razlicˇnih platformah in v razlicˇnih
podatkovnih strukturah. Viri podatkov se lahko torej nahajajo znotraj organizacije,
lahko jih zagotavlja zunanji ponudnik ali pa so priskrbljeni s strani poslovnih par-
tnerjev.
Podatke, pridobljene iz virov, moramo preoblikovati v obliko, primerno za upo-
rabo v procesu odlocˇanja. Proces prenosa podatkov v podatkovno skladišcˇe je eden
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najvecˇjih izzivov sistema poslovnega obvešcˇanja. Proces zahteva 80% cˇasa in na-
pora in ustvarja 50% vseh nepredvidenih stroškov na projektu. Izziv izvira iz razlicˇ-
nih vzrokov, kot so: slaba kakovost podatkov, ki jih pridobimo iz virov, dostopnih
politik in slabe strukture podatkov v starejših sistemih (ang. legacy technology).
Podatki se pred zapisom v podatkovno skladišcˇe ustrezno preoblikujejo. Kon-
ceptualno gledano je ideja podatkovnega skladišcˇa zelo preprosta. Inmon in Hac-
katorn sta podatkovno skladišcˇe definirala kot podatkovno zbirko, za katero velja
predmetna usmerjenost, povezanost, cˇasovna variantnost in nespremenljivost [39].
Podatkovno skladišcˇe je torej shramba podatkov (ang. repository) v katerem hra-
nimo vse podatke pomebne vodstvenemu kadru in iz katerih lahko izlušcˇimo in-
formacije, pomembne pri upravljanju podjetja [100]. Cˇeprav je to poenostavljen
in idealiziran pogled na podatkovna skladišcˇa, nam omogocˇa razumevanje kljucˇnih
izzivov in smeri razvoja. Osvetli glavni namen podatkovnega skladišcˇa: podpora
procesu odlocˇanja na vseh ravneh s pomocˇjo pridobitve, integracije, preoblikova-
nja in interpretacije podatkov iz zunanjih in notranjih virov [65]. To so osnovne
znacˇilnosti podatkov v podatkovnem skladišcˇu, ki jih je dolocˇil Bill Inmon [39].
V odvisnosti od arhitekture lahko podatkovno skladišcˇe oskrbuje s podatki tudi
odvisna podrocˇna podatkovna skladišcˇa (ang. data marts), ki imajo bolj ozek pogled
kot krovno podatkovno skladišcˇe. Podrocˇna podatkovna skladišcˇa se osredotocˇajo
na posamezno funkcijsko podrocˇje, geografsko podrocˇje, aplikacijo ali organizacij-
sko enoto. Vzdrževanje podatkov, namenjenih procesu odlocˇanja v podatkovnem
skladišcˇu ali podrocˇnih podatkovnih skladišcˇih, zagotavlja eno samo razlicˇico re-
snice – enoten pogled na podatke.
Pomembno je razlikovati med pojmom podatkovno skladišcˇe kot shrambo in-
tegriranih podatkov (ang. data warehouse) od pojma podatkovno skladišcˇenje kot
proces upravljanja in vzdrževanja podatkovnega skladišcˇa (ang. data warehousing),
ki dolocˇa metode in postopke kako se podatki zbirajo, preoblikujejo, združujejo
in uporabljajo. Za proces posredovanja analiticˇnih podatkov uporabnikom pa se
je v zadnjem cˇasu uveljavil izraz poslovno obvešcˇanje (ang. Business Inteligence).
Podatkovno skladišcˇe je torej shramba obvešcˇanja iz katerega lahko izpeljemo po-
slovno obvešcˇanje [62].
Poslovno obvešcˇanje
Podatki v podatkovni bazi sami kot taki nudijo podjetju le omejeno vrednost. Šele
ko uporabniki in aplikacije lahko dostopajo do teh podatkov in sprejemajo poslovne
odlocˇitve, lahko podjetje v popolnosti izkoristi vrednost podatkovnega skladišcˇa.
Proces dostopa do podatkov pogosto oznacˇujemo z oznako BI (ang. Business In-
telligence) ali poslovno obvešcˇanje. Zelo pomembno je razlikovati med pojmoma
obvešcˇanje (ang. intelligence) in poslovno obvešcˇanje (ang. business intelligence).
Pojem obvešcˇanje v širšem informacijskem smislu uporabljamo za informacije, pri-
dobljene za pomocˇ pri izvajanju poslovnega procesa. S pojemom poslovno obve-
šcˇanje pa se sklicujemo na sklepe in znanje pridobljeno iz pridobljenih informacij s
pomocˇjo analiz na podlagi algoritmov. Poslovno obvešcˇanje je sestavljeno iz apli-
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kacij in uporabnikov, ki dostopajo do podatkovnega skladišcˇa za izdelavo porocˇil,
odkrivanja zakonitosti v podatkih in drugih analiz. Izraz poslovno obvešcˇanje je leta
1958 predstavil pionir na podrocˇju informacijskih znanosti, Hans Peter Luhn [57].
Kljub zelo zgodnjim vizijam pa se poslovno obvešcˇanje do nedavnega ni razvilo v
glavno vejo informatike [4]. Vecˇja pozornost je bila namenjena razvoju podatkov-
nih baz in podatkovnih skladišcˇ.
1.1.1 Prednosti uporabe podatkovnih skladišcˇ
Podatkovna skladišcˇa tvorijo jedro sistemov poslovnega odlocˇanja. Stroški, po-
vezani s kadri, strojno in programsko opremo, niso zanemarljivi. Kljub temu pa
prinašajo obcˇutne konkurencˇne prednosti podjetju. V zacˇetku se zmanjšajo stro-
ški infrastrukture IT (informacijske tehnologije) z odpravo nekaterih postopkov re-
dundancˇnega izdelovanja izvlecˇkov podatkov. Odpravimo tudi potrebo po obstoju
podvojenih neodvisnih podrocˇnih podatkovnih skladišcˇ po podjetju. Na primer,
podjetje 3M je upravicˇilo svoje vecˇmiljonsko podatkovno skladišcˇe na podlagi pri-
hrankov pri usklajevanju podrocˇnih podatkovnih skladišcˇ [102]. Primer podjetja,
ki je v polni meri izkoristilo možnosti, ki jih ponuja podatkovno skladišcˇe, je Har-
rah’s. S pomocˇjo podatkovnega skladišcˇa, ki hrani podatke o igrah na srecˇo, so pre-
ucˇili stranke, njihovo dobicˇkonosnost in priljubljenost posameznih iger. V skladu s
temi podatki so izvajali promocijske aktivnosti in uporabljali v postopku odlocˇanja.
Podatkovno skladišcˇe je bilo zelo uspešno. Investicija se je povrnila, podjetje je
povecˇalo prihodke in svojo vrednost [101].
Podatkovna skladišcˇa nudijo prihranek cˇasa tudi dobaviteljem in strankam za-
radi ucˇinkovitejše dostave podatkov. Sam nacˇin uporabe podatkov v podatkovnem
skladišcˇu podjetja se spremeni, ko se podatkovno skladišcˇe uporablja že daljši cˇas.
Uporabnike najprej zanima, kaj se je zgodilo. V tem primeru podatkovno skladi-
šcˇe nudi neposredne in zelo merljive koristi uporabnikom. S cˇasoma se zacˇnejo
uporabniki spraševati, zakaj se je to zgodilo. Na koncu pa se naucˇijo uporabljati
podatkovno skladišcˇe tudi za odkrivanje zakonitosti v podatkih in napovedovanje
trendov. Prednosti in koristi podatkovnega skladišcˇa postanejo bolj splošne, težje
pa je neposredno ovrednotiti vse vecˇjo množico koristi, ki jih prinaša.
Podatkovno skladišcˇe spada na podrocˇje infrastrukture IT (osredotocˇeno na ar-
hitekturo podatkov). Zagotavlja namrecˇ osnovo za združevanje raznovrstnih množic
iz notranjih in zunanjih virov podatkov, omogocˇa oddaljen dostop do podatkov, za-
gotavlja spoštovanje podatkovnih standardov, nudi odgovore na poslovna vprašanja
in vzpodbuja strateško razmišljanje z omogocˇanjem odkrivanja zakonitosti v podat-
kih, aplikacij za upravljanje odnosov s strankami (ang. Customer Relationship Ma-
nagement – CRM) in drugih aplikacij. Uporabljajo se za iskanje odgovorov na po-
slovna vprašanja, ki zahtevajo analize in postopke, kot so vrtanje v globino, vrtilne
tabele, razcˇlenjevanje in seštevanje podatkov, ki so najbolje podprti z OLAP (ang.
On-Line Analytical Processing) orodji. Podatkovno skladišcˇe omogocˇa ucˇinkovito
podporo odlocˇanju in ucˇinkovite rešitve poslovnega obvešcˇanja, olajšuje uporabo
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OLAP rešitev, zagotavlja integriteto, tocˇnost, varnost in razpoložljivost podatkov,
olajšuje uvedbo novih standardov, omogocˇa lažji dostop do podatkov in izboljšuje
uporabniške storitve [35].
Inovacije morajo biti tiste, na katerih sloni konkurencˇnost in preživetje v dana-
šnjem poslovnem okolju. Pravilna uporaba poslovnega obvešcˇanja vodi do inovacij
pri izdelkih, storitvah in procesih. Da bi lahko bile take inovacije uspešne, se mo-
rajo skladati s strategijo podjetja. Inovacije vodijo v organizacijske spremembe in v
potrebe po upravljanju sprememb. Kriticˇni sestavni del upravljanja s spremembami
je razvoj podatkovnega skladišcˇa za zajem podatkov o spremembah in podporo ne-
nehnim ciklom izboljšav sistemov za podporo odlocˇanju.
Kljub zelo zgodnjim raziskavam na podrocˇju kljucˇnih faktorjev uspeha (ang.
Critical Success Factors – CSF) in vodstvenih informacijskih sistemov (ang. Exe-
cutive Information Systems – EIS) ter v zadnjem cˇasu aktualnim raziskavah na po-
drocˇju nadzornih plošcˇ (ang. performance dashboards), povezava med podatkovnim
skladišcˇenjem in strateškim odlocˇanjem še vedno ostaja premalo raziskana [62].
1.2 Spletno podatkovno skladišcˇe
Podatkovna skladišcˇa so se pospešeno razvijala in postala zelo uspešna v devet-
desetih letih prejšnjega stoletja. Razcvet spleta je zelo vplival tudi na podatkovna
skladišcˇa, ki so se morala prilagoditi novim zahtevam. Svetovni splet raste glede
na število uporabnikov, intenzivnost uporabe in zapletenost zgradbe spletnih strani
[66]. Slika 1.2 prikazuje porast števila spletnih mest v zadnjih petnajstih letih. Vsak
Slika 1.2: Prikaz števila medmrežnih domen med leti 1995 – 2010. Povzeto po [66].
dan nastane milijone zapisov o prehajanju uporbnikov med spletnimi stranmi in na-
stala je potreba po samodejnih postopkih ugotavljanja vzorcev v teh podatkih [47].
V novih okolišcˇinah je nastalo spletno podatkovno skladišcˇe (ang. data webhouse).
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Spletno podatkovno skladišcˇe je podatkovno skladišcˇe, ki hrani podatke o posame-
znih klikih uporabnikov na spletnih straneh – klikotoku (ang. cliskstream). Splet
ponuja ogromen vir podatkov o uporabnikih, ki preko spletnih brskalnikov dosto-
pajo do spletišcˇ (ang. websites). Kljub temu, da je vecˇina podatkov, povezanih s kli-
kotokom uporabnikov, osnovnih in enostavnih, dajejo podroben vpogled v to, kako
uporabniki prehajajo med spletnimi stranmi. Ta velik in nestruktuiran vir podatkov
lahko prenesemo v spletno podatkovno skladišcˇe, kjer ga struktuiramo in povežemo
skupaj z ostalimi, bolj konvencionalnimi podatki, ki se že nahajajo v podatkovnem
skladišcˇu.
Sprememba, ki je ravno tako vplivala na podatkovno skladišcˇe, ki hrani podatke
o klikotoku, je nacˇin njegove uporabe. Poznavanje vedenja uporabnikov spletnih
strani nam pomaga razumeti njihove želje in potrebe. Na podlagi njihovega prete-
klega obnašanja, shranjenega v spletnem podatkovnem skladišcˇu v obliki klikotoka,
lahko izvedemo prilagoditev spletnih vsebin uporabniku. Spletno podatkovno skla-
dišcˇe je torej postalo kljucˇen del spletnega mesta. Hitrost dostopa do spletnega
podatkovnega skladišcˇa je torej postala kljucˇna zahteva pri izgradnji. Nekatere ope-
racije lahko terjajo vecˇ cˇasa za izvedbo. Pocˇasno odzivanje pa je nedopustno v
okoljih, ki temeljijo na spletu. Pri spletnem podatkovnem skladišcˇu je izrecno pou-
darjena zahteva po hitrem dostopu, izogibati se moramo vsakršnim prekinitvam.
Uporaba spletnih podatkovnih skladišcˇ prinaša podjetjem, ki poslujejo preko
spleta, številne prednosti. Predstavljajo enega izmed pomembnejših mehanizmov
za identifikacijo kljucˇnih strank in spoznavanje njihovih lastnosti. Združuje podatke
iz razlicˇnih virov, nudi infrastrukturo za prepoznavanje obnašanja strank in njiho-
vih prioritet. Omogocˇa analize vecˇ kljucˇnih merljivih dejstev, kot so zahteve strank,
ucˇinkovitost oglaševanja, zbiranje demografskih podatkov in nakupovalne navade
strank. Z njegovo pomocˇjo se lahko prilagodimo strankam in povecˇamo njihovo
lojalnost. Spletno podatkovno skladišcˇe predstavlja veliko prednost pred ostalimi
rešitvami za analizo klikotoka zato, ker podatke o klikotoku povezuje z ostalimi po-
datki zunanjimi in notranjimi podatki podjetja. Nudi možnost poglobljenih analiz,
kot je segmentacija uporabnikov ali nagnjenost uporabnikov k nakupu in je tudi dra-
gocen vir povratnih informacij za izgradnjo kakovostnejših spletnih strani z vidika
pridobivanja demografskih podatkov, izvajanja oglasnih akcij in ucˇinkovitosti pro-
daje. Lopes in sod. [54] so spletno podatkovno skladišcˇe uporabili za zaznavanje
nenavadnih stanj in možnih zlorab sistema. Pokazali so, da je dosežen velik pri-
hranek prostora, potreben za hranjenje podatkov o obnašanju uporabnikov. Izkazali
so veliko analitsko fleksibilnost in prednosti v primerjavi z drugimi (ad hoc) nacˇini
spremljanja klikotoka.
Spletno podatkovno skladišcˇe prinaša prednosti tako majhnim kot velikim, že
uveljavljenim podjetjem. Zacˇetna, najbolj otipljiva korist je krajši razvojni cˇas sple-
tnega mesta in zmanjšanje stroškov ugotavljanja potreb uporabnikov. Na podlagi
podatkov, ki jih zberemo in analiziramo, sproti prilagajamo strukturo spletnega me-
sta. Spletno podatkovno skladišcˇe lahko apliciramo za vse spletne aktivnosti, še
posebej za spletne trgovine. Kimball [43] navaja naslednje cilje spletnega podat-
1.3 Zagotavljanje kakovosti podatkov 7
kovnega skladišcˇa:
• Hrani in nudi podatke o klikotoku in druge podatke o obnašanju, ki omogo-
cˇajo razumevanje obnašanja strank.
• Je prilagojeno in povezano z drugimi podrocˇnimi podatkovnimi skladišcˇi v
podjetju v verigi dodane vrednosti in ga lahko uporabljamo skupaj z ostalimi
deli podatkovnega skladišcˇa podjetja.
• Predstavlja prožen in prilagodljiv vir informacij. S pojavitvijo novih virov po-
datkov in poslovnih vprašanj se ne poruši ravnovesje. Stare aplikacije lahko
delujejo brez preprogramiranja, medtem ko se dodaja novo funkcionalnost.
• Podpira nove spletne medije kot so video, zvok in slika.
• Podatke podjetja daje na voljo strankam, zaposlenim in partnerjem obenem
pa šcˇiti podatke podjetja pred nepooblašcˇeno uporabo.
• Tvori osnovo za spletno podprt proces odlocˇanja.
1.3 Zagotavljanje kakovosti podatkov
Spletna podatkovna skladišcˇa hranijo podatke o obnašanju uporabnikov spletnih
strani. V mnogo podjetjih so postali ti podatki eden izmed najpomembnejših vi-
rov. Igrajo pomembno vlogo pri dnevnih, transakcijskih in pomembnih poslovnih
odlocˇitvah. Podatki o klikotoku predstavljajo glavni vir za analize o obnašanju
uporabnikov [45]. Za pomembne poslovne odlocˇitve potrebujemo zanesljive ana-
lize, kar zahteva primerne metode in kakovosten vir podatkov (spletno podatkovno
skladišcˇe). Kakovost vzorcev, odkritih v podatkih s pomocˇjo metod odkrivanja za-
konitosti v podatkih, je namrecˇ v najvecˇji meri odvisna prav od kakovosti vhodnih
podatkov.
Spletno podatkovno skladišcˇe polnimo s podatki o klikotoku. Najvecˇji izziv pri
izgradnji spletnega podatkovnega skladišcˇa je povezan s specificˇnim virom podat-
kov in zagotovitvijo kakovostnih podatkov. Obicˇajno najpogostejši vir podatkov o
klikotoku predstavljajo dnevniške datoteke spletnih strežnikov [47]. Dnevniki sple-
tnega strežnika so bili razviti za namen razhrošcˇevanja spletnih strežnikov in ne kot
vir podatkov za spletna podatkovna skladišcˇa in nadalje za odkrivanje zakonitosti v
podatkih in ostale analize. Podatki o klikotoku obicˇajne spletne strani so nepopolni,
vsebujejo veliko šuma, prehodi med posameznimi stranmi niso nazorno vidni. Po-
manjkljivosti podatkov o klikotoku lahko v dolocˇeni meri odpravimo s kakovostnim
postopkom obdelave pred polnjenjem v spletno podatkovno skladišcˇe. To ni vedno
možno, cˇe so podatki prevecˇ pomanjkljivi. Vir za spletno podatkovno skladišcˇe so
lahko podatki pridobljeni na:
• uporabniških odjemalcih,
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• spletnem strežniku (dnevniške datoteke) [71].
Podatki, pridobljeni na strežniku, imajo veliko prednost, da se podatki zbirajo za vse
uporabnike. Odpade tudi potreba po instalaciji programske opreme na odjemalcih
uporabnikov. Izbira se zdi sama po sebi logicˇna, ker vecˇina spletišcˇ uporablja sple-
tne strežnike s podporo generiranju dnevniških datotek. Dnevniške datoteke pa žal
ne vsebujejo vseh podatkov o aktivnosti spletnih uporabnikov, ki jih potrebujemo.
Ena vecˇjih omejitev je odsotnost uporabniške seje, t.j. da uporabniške zahteve med
seboj niso povezane. Omejitve, ki jih predstavljajo dnevniške datoteke spletnega
strežnika so [47]:
• Spletni strežnik ne identificira posameznih uporabnikov in uporabniških sej.
• Podatke v dnevniški datoteki spletnega strežnika je potrebno povezati s tran-
sakcijskimi podatki.
• Zapisi v dnevniških datotekah ne vsebujejo podatkov o pomembnih dogodkih.
• Dnevniške datoteke spletnega strežnika ne hranijo podatkov o spletnih obraz-
cih (ang. web form).
• Zapisi v dnevniških datotekah vsebujejo naslove URL, ne pa semanticˇne in-
formacije o tem, kaj ti URL naslovi pomenijo.
• V dnevniških datotekah manjkajo podatki za dinamicˇno generirane spletne
strani.
• Vsebujejo veliko odvecˇnih in podvojenih podatkov.
• V dnevnikih spletnih strežnikov prav tako ne najdemo pomembnih informa-
cij, ki jih sicer lahko pridobimo na druge nacˇine. Na primer lokalni cˇas ali
velikost zaslona na odjemalcu uporabnika.
Podatke o klikotoku moramo ustrezno zajeti, precˇistiti in preoblikovati, preden jih
zapišemo v spletno podatkovno skladišcˇe. Ena izmed vecˇjih težav pri tem je po-
stopek osejevanja. V postopku osejevanja razpršene zapise o aktivnosti uporabnika
v nekem cˇasovnem obdobju združimo znotraj (uporabniške) seje. Seja ali obisk je
definirana kot skupino akcij uporabnika od trenutka, ko je vstopil na spletno mesto
do trenutka, ko je spletno mesto zapustil [88]. Omogocˇa nam pregled nad vsemi
akcijami uporabnika na spletnem mestu v nekem cˇasovnem obdobju. Seja predsta-
vlja osnovni gradnik, ki se uporablja pri analizah obnašanja uporabnikov. Postopek
osejevanja je prikazan na sliki 1.3. Akcije razlicˇnih uporabnikov so obarvane z raz-
licˇnimi barvami. Osredotocˇimo se na rumeno obarvane akcije. Predpostavimo, da
je med akcijama t11 in t54 preteklo vecˇ cˇasa, kot znaša cˇasovna omejitev tt . Skle-
pamo, da je uporabnik po zahtevi t11 zapustil spletno mesto in se ponovno vrnil v
cˇasu t54. Rumeno obarvane akcije se torej preoblikujejo v dve uporabniški seji.
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Slika 1.3: Postopek osejevanja. Prikazan je klikotok s prepletajocˇimi se zahtevami
uporabnikov in osejene rumeno obarvane zahteve.
Slabo rekonstruirane uporabniške seje lahko hitro vodijo do napacˇno ugotovlje-
nih vzorcev obnašanja uporabnikov in posledicˇno vodijo v napacˇne sklepe. Kljub
temu, da je bilo predlagano veliko metod za osejevanje [8, 107], verna rekonstruk-
cija uporabniških sej še vedno ostaja izziv. S pojavom brskalnikov, ki podpirajo
brskanje v vecˇ oknih ali zavihkih, (ang. tabbed browsers) in povecˇevanjem števila
naprednih uporabnikov, ki brskajo z vecˇ aktivnimi sejami na istem spletnem mestu,
se je pojavil nov izziv – prepletene seje.
Prepletene seje
Vsaka zahteva uporabnika za dolocˇeno spletno stran se zabeleži v dnevniku sple-
tnega strežnika. Zapisi v dnevniški datoteki so medseboj neodvisni in jih je potrebno
med seboj povezati v postopku cˇišcˇenja in preoblikovanja. Posamezne zapise pove-
zujemo v seje zato, da lahko vidimo celotno uporabnikovo sliko aktivnosti v dolocˇe-
nem cˇasovnem obdobju. Na podlagi individualnih zapisov v dnevniških datotekah
ne moremo izvajati celovitejših analiz. Za to potrebujemo osejen klikotok. Šele iz
uporabniške seje lahko namrecˇ izlocˇimo namen uporabnika in naloge, ki jih je hotel
opraviti (npr. nakup, iskanje cenovno primerljivejšega izdelka v kategoriji, pregled
novosti).
Uporabniki pogosto brskajo istocˇasno po dolocˇenem (predvsem obsežnejšem)
spletnem mestu z vecˇ odprtimi okni (ali zavihki) spletnega brskalnika. V vsakem br-
skalnikovem oknu izvajajo akcije za dokoncˇanje dolocˇene zakljucˇene naloge. Obi-
cˇajno uporabniki tudi preklapljajo med posameznimi nalogami, tako da na vsaki
delajo samo dolocˇen del cˇasa. Kot primer navedimo uporabnika spletne aplikacije,
ki v razlicˇnih uporabniških vlogah opravlja administrativne postopke. Za vsako
uporabniško vlogo ima odprto locˇeno okno brskalnika, ki jih izmenicˇno uporablja.
Tudi cˇe bi predpostavili, da imamo na dolocˇenem spletnem mestu trenutno aktiv-
nega samo enega takega uporabnika, imamo opravka s socˇasnimi uporabniškimi
sejami – za vsako brskalnikovo okno, po eno. V primeru, da spletni strežnik upo-
rablja enega izmed standardnih oblik zapisovanja aktivnosti v dnevnik spletnega
strežnika, bodo vse takšne socˇasne seje v dnevniku spletnega strežnika vidne kot
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ena sama dolga seja. Takšno sejo bomo poimenovali prepletena seja. Primer pre-
pletene seje prikazuje slika 1.4. Uporabnik deska po spletni strani vecˇjega ponu-
dnika, ki ponuja izdelke in storitve s podrocˇja opreme prostorov. Prepletena seja
je sestavljena iz dveh uporabniških sej. V prvi seji uporabnik preko spleta narocˇa
popravilo pokvarjenega gospodinjskega aparata. Glede na obisk strani s pralnimi
stroji na koncu lahko sklepamo, da gre za pralni stroj. Vmes pa v drugem oknu
pregleduje ponudbo kuhinj. Identifikacija prepletenih sej ni enostavna, prav tako
servis
prvaseja druga seja
trgovina kuhinje
servisne
enote
naro
popravilo
či
akcije kuhinja
Beti
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index index
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Slika 1.4: Prepletena seja prikazuje uporabnika, ki narocˇa popravilo za pokvarjen
aparat in obenem pregleduje ponudbo novih kuhinj.
pa takšnih sej ne moremo enostavno locˇiti brez neke vrste kontekstne pomocˇi. Pre-
pletene seje imajo negativen vpliv na kakovost podatkov, zato moramo zanje najti
rešitev. Kakovost podatkov v spletnem posatkovnem skladišcˇu namrecˇ pomembno
vpliva na kakovost analiz, ki uporabljajo kot vir spletno podatkovno skladišcˇe. Na
voljo imamo tri možnosti:
• se ne ukvarjamo s problemom prepletenih sej,
• prepletene seje enostavno zavržemo,
• poskušamo razplesti prepletene seje v njihove elementarne dele.
Pri prvi rešitvi prepleteno sejo upoštevamo kot eno samo sejo. Na ta nacˇin problema
nismo rešili ampak se z njim samo ne ukvarjamo. Rešitev je slaba za kakovost po-
datkov. Primerna je samo za okolja, kjer je prepletenih sej izjemno malo ali pa ne
predstavljajo opaznejšega vpliva na kakovost podatkov. Pri drugi možnosti preple-
tene seje izlocˇimo. Cˇe prepletene seje enostavno zavržemo, zavržemo z njimi tudi
uporabne podatke o uporabi naše spletne strani. Takšne seje ponavadi generirajo
naprednejši uporabniki ali pa uporabniki, ki vecˇkrat uporabljajo naše spletne strani,
katerih obnašanje je izjemno pomembno za nas. Na primer, pri sistemu e-Študent
generirajo prepletene seje pomembni uporabniki, pri spletni trgovini EnaA pa kupci
generirajo skoraj dvakrat vecˇ prepletenih sej kot ostali uporabniki. Najboljša mo-
žnost je razplet prepletenih sej, zato smo se odlocˇili razviti metode za razpletanje.
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1.4 Predstavitev teme disertacije
Razpletanje prepletenih sej predstavlja izhodišcˇe za raziskovalno delo na doktorski
disertaciji. Osredotocˇili se bomo na izboljšanje postopka predprocesiranja podat-
kov o klikotoku pred zapisom v spletno podatkovno skladišcˇe. Proces razpletanja
prepletenih sej je namrecˇ ena izmed faz v procesu predprocesiranja. Podatke o kli-
kotoku najprej ocˇistimo in izvedemo proces osejevanja. Uporabniške seje, ki smo
jih v postopku osejevanja restavrirali brez težav, imenujemo cˇiste seje. V postopku
osejevanja zaznamo tudi prepletene seje. Tipicˇno take seje vsebujejo vecˇ zacˇetnih
strani, ki se lahko pojavijo v notranjosti seje. Prepletenih sej ne znamo pravilno
restavrirati brez neke vrste kontekstne pomocˇi ali postopka za razpletanje sej. Pre-
pletene seje locˇimo od cˇistih sej in nad njimi izvedemo dodaten postopek razpletanja
sej. Razvili in preizkusili smo vecˇ postopkov razpletanje sej. Postopki razpletanja
temeljijo na podlagi stohasticˇnih metod, ki so se izkazale kot zelo uporabne tudi
pri reševanju nekaterih drugih problemov, povezanih s klikotokom. Razpletanje sej
torej v samem bistvu temelji na verjetnosti prehodov uporabnikov med razlicˇnimi
spletnimi stranmi. Zaradi splošnosti in enostavnosti smo se odlocˇili uporabiti mar-
kovski model. Za ucˇenje markovskega modela smo uporabili cˇiste seje. V ta namen
lahko uporabimo cˇiste seje iz zadnjega polnjenja spletnega podatkovnega skladi-
šcˇa ali pa iz zadnjih nekaj polnjenj. Naucˇen markovski model služi kot osnova v
postopkih razpletanja sej.
Reševanje problema razpletanja smo se lotili na dva nacˇina. Prvi nacˇin je pre-
prostejši in temelji na principu lokalnega razpletanja. Pri tem postopku za vsako
stran prepletene seje preverimo, kakšna je verjetnost, da pripada eni izmed delno
razpletenih sej. Stran prepletene seje vedno priredimo delno razpleteni seji, ki ji
pripada z vecˇjo verjetnostjo. Ker metoda temelji na požrešnem pristopu, ne zagota-
vlja razpletenih sej z najvecˇjo skupno verjetnostjo (in posledicˇno pravilnostjo).
Drugi nacˇin razpletanja sej temelji na iskanju razpletenih sej, ki imajo najvecˇjo
skupno verjetnost. Pri tem nacˇinu uporabimo shemo za predstavljanje problemov,
imenovano prostor stanj. Prostor stanj je graf, katerega vozlišcˇa ustrezajo problem-
skim situacijam, danemu problemu pa pri tem ustreza iskanje poti v tem grafu. Za
problem razpletanja sej vozlišcˇe grafa predstavlja stanje delnega razpleta preple-
tene seje. Reševanje problemov zahteva preiskovanje grafa, pri tem pa naletimo
na problem alternativ. Pri preiskovanju grafov v reševanju problemov se pogosto
pojavi problem kombinatoricˇne eksplozije zaradi narašcˇanja alternativ [10]. Ta pro-
blem rešuje hevristicˇno preiskovanje, zato smo uporabili strategijo za preiskovanje
alternativ z imenom hevristicˇno iskanje po nacˇelu najprej najboljši (ang. Best-First
Heuristic Search). Pri tem pristopu za vsako vozlišcˇe v prostoru stanj izracˇunamo
hevristicˇno oceno. Taka ocena nakazuje, kako obetavno je vozlišcˇe glede doseganja
ciljnega vozlišcˇa. Iskanje vedno nadaljujemo v smeri najbolj obetavnega vozlišcˇa v
množici kandidatov. Pri izracˇunu hevristicˇne ocene uporabimo naucˇen markovski
model.
Osnovna izhodišcˇa, ki smo jih postavili pri izdelavi rešitve:
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• razvoj postopka razpletanja, ki bistveno pripomore k izboljšanju kakovosti
razpletenih sej,
• postopek razpletanja mora biti splošno uporaben; delovati mora z razlicˇnimi
viri klikotoka ne glede na to ali klikotok pripada novicˇarskemu portalu, sple-
tnemu informacijskemu sistemu ali drugi spletni aplikaciji.
1.4.1 Struktura disertacije
Disertacija ima poleg uvoda in sklepnih ugotovitev še pet poglavij, predstavljenih v
nadaljevanju.
V drugem poglavju predstavljamo podrocˇje podatkovnih skladišcˇ in spletnih
podatkovnih skladišcˇ. Podan je pregled nad podrocˇjem, opisani so posamezni kon-
cepti podatkovnega skladišcˇa. Ogledamo si razliko med podatkovnim skladišcˇem
kot shrambo podatkov in podatkovnim skladišcˇenjem kot procesom. Podrobneje
so opisane znacˇilnosti spletnega podatkovnega skladišcˇa, s katerim se podrobneje
ukvarjamo v doktorski disertaciji. V zadnjem delu poglavja je podan nacˇrt in imple-
mentacija spletnega podatkovnega skladišcˇa za spletni študijski informacijski sis-
tem.
Tretje poglavje se posvecˇa analizi problema prepletenih sej, pregledu doseda-
njega dela na podrocˇju klikotoka in osvetlitvi problema s teoreticˇne plati. V prvem
delu je podrobneje predstavljen problem prepletenih sej, podani so razlogi za lo-
cˇevanje takih sej. Nadalje je podrobneje opisan klikotok in dosedanja dela na tem
podrocˇju. V zadnjem delu poglavja je prikazana kompleksnost problema razpleta-
nja sej s kombinatoricˇnimi izracˇuni, podani so možni pristopi k reševanju problema
razpletanja.
V cˇetrtem poglavju opisujemo uporabljene pristope, testno metodologijo in
razvite metode za razpletanje sej. V prvem delu je opisan markovski model in
preiskovanje prostora stanj. Sledi opis testne metodologije in predstavitev postop-
kov vrednotenja kakovosti razpletanja. Drugi del poglavja je posvecˇen podrobnemu
opisu obeh metod razpletanja: razpletanje z uporabo markovskega modela in raz-
pletanje z uporabo preiskovanja prostora stanj.
Peto poglavje je namenjeno opisu testnih podatkov. Metode razpletanja smo
testirali na umetno generiranih podatkih in dveh razlicˇnih realnih virih klikotoka:
spletne trgovine in spletnega študijskega informacijskega sistema.
V šestem poglavju so podani eksperimentalni rezultati razpletanja z uporabo
obeh razvitih metod. Prvi del poglavja je namenjen analizi problemskih situacij,
drugi del pa rezultatom razpletanja sej. Zacˇnemo z nekaterimi osnovnimi ekspe-
rimenti nad umetno množico podatkov, nadaljujemo pa z rezultati razpletanja nad
realnimi množicami podatkov. Zadnji del poglavja je namenjen analizi rezultatov.
V zakljucˇnem poglavju vse zaokrožimo v celovito sliko. Podamo sklepne ugo-
tovitve, povzamemo najpomembnejše rezultate disertacije ter predlagamo nadaljnje
raziskave.
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1.5 Pricˇakovani prispevki k znanosti
Pricˇakovani prispevki k znanosti so:
• Pregled podrocˇij teme. Natancˇneje bomo pregledali in opisali podrocˇja sple-
tnih podatkovnih skladišcˇ. Podrobno bomo opisali trenutne rešitve in more-
bitne slabosti obstojecˇih rešitev.
• Analiza specificˇnih težav pri zajemu in pripravi podatkov iz spletnih dnev-
nikov. Predstavili bomo obstojecˇe pristope in ideje, na katerih bo temeljila
izvedba naših postopkov.
• Razvoj algoritmov za razpletanje prepletenih uporabniških sej. Pri tem se
bomo oprli na markovski model in na strategijo reševanja problemov s pre-
iskovanjem prostora stanj. Preucˇili bomo tudi možnost uporabe predznanja
(ang. background knowledge) v markovskih modelih.
• Razvoj realisticˇnega modela za vrednotenje delovanja zgornjega algoritma.
Rezultati modela bodo zaradi narave podatkov v realisticˇnih primerih težko
ocenljivi. V ta namen moramo razviti postopek za vrednotenje rezultatov.
• Empiricˇni preizkus izdelanih postopkov razpletanja v praksi. Postopke bomo
empiricˇno preverili na realnih podatkih spletne aplikacije in spletne trgovine.
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POGLAVJE 2
Podatkovno skladišče
2.1 Uvod
Podatkovno skladišcˇenje je ena izmed najbolj pomembnih strateških pobud na po-
drocˇju informacijskih sistemov [30]. Igra kljucˇno vlogo pri razumevanju obnaša-
nja strank pri poslovanju, povezovanju poslovnih partnerjev v verigi dobaviteljev,
implementaciji strategij upravljanja s strankami in podpori meritev uspešnosti po-
sameznih poslovnih procesov. V sami osnovi je namen podatkovnega skladišcˇa
zagotavljanje namenskega vira podatkov za podporo v procesu odlocˇanja [100].
V nasprotju s podatki razpršenimi v vecˇ podatkovnih bazah (transakcijskih sis-
temih), podatkovno skladišcˇe združuje podatke na enem mestu. Vsi uporabniki
in aplikacije dostopajo do istih podatkov. Vsi uporabniki vidijo “eno razlicˇico re-
snice”. To omogocˇa boljšo kakovost podatkov in posledicˇno kakovostnejše analize
podatkov in proces odlocˇanja.
2.2 Osnovne definicije in koncepti
Podatkovno skladišcˇe je integrirana zbirka podatkov, ki združuje podatke iz razlicˇ-
nih virov in omogocˇa enostavno izvedbo poizvedovanj, potrebnih za izvajanje analiz
in sprejemanje poslovnih odlocˇitev [39, 16, 45]. Obicˇajno združuje podatke iz vecˇ,
porazdeljenih podatkovnih virov. Uporabniki in aplikacije dostopajo do tistih po-
datkov v podatkovnem skladišcˇu, ki jih potrebujejo za reševanje nalog. Podatkovno
skladišcˇe predstavlja infrastrukturo podatkov v podjetju. Odpravlja oz. zmanjšuje
razlog za neuspeh številnih aplikacij za podporo odlocˇanju – uporabo nekakovo-
stnih podatkov. Nudi temelje za ucˇinkovit sistem za podporo odlocˇanju v podjetjih,
ki si hocˇejo ostati konkurencˇna na trgu [18]. Podatkovno skladišcˇe (PS) ima po
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Inmonu [39] štiri temeljne znacˇilnosti:
• je urejeno po predmetu obravnave,
• integrira podatke iz razlicˇnih virov,
• podatki so cˇasovno odvisni,
• nespremenljivost.
Urejenost po predmetu obravnave pomeni, da so podatki organizirani v smislu glav-
nih poslovnih pojmov, kot je stranka, izdelek, prodaja. Struktura podatkov v podat-
kovnem skladišcˇu je razlicˇna od strukture v klasicˇnih transakcijskih sistemih, kjer
so podatki organizirani glede na posamezne poslovne procese, ki se odvijajo ob po-
slovnih dogodkih, kot so narocˇilo, kontrola skladišcˇa, prejem narocˇila itd. Na sliki
2.1 vidimo shematski prikaz razlik.
Podatkovnoskladišče
POSLOVNI POJMIPOSLOVNE APLIKACIJE
Avtomobilsko zavarovanje
Zdravstveno zavarovaje
Nezgodno zavarovanje
Stranka
Zahtevek
Zavarovalna polica
Transakcijski sistemi
Slika 2.1: Urejenost po predmetu obravnave.
Integracija podatkov iz razlicˇnih virov pomeni, da se podatki zbirajo in shranju-
jejo v podatkovno skladišcˇe iz številnih transakcijskih sistemov. Primer: podatke
o strankah lahko dobivamo iz razlicˇnih notranjih (in zunanjih) transakcijskih sis-
temov. Podatke precˇistimo in povežemo na podlagi šifre stranke tako, da dobimo
vsesplošen in celovit pogled na stranko. Poenotenje se kaže v usklajevanju po-
slovnih pojmov, imen in domen atributov, ter uporabi enakih merskih enot, enakih
opisov istih atributov ter kljucˇev entitet. Shematicˇno je integracija podatkov, pred
zapisom v podatkovno skladišcˇe, prikazana na sliki 2.2.
Cˇasovna odvisnost pomeni, da podatkovno skladišcˇe vsebuje podatke o dalj-
šem cˇasovnem obdobju. Podatkovno skladišcˇe vsebuje zgodovinske podatke (to
pomeni, da obravnava cˇas kot spremenljivko). Vsak podatek je veljaven v nekem
tocˇno dolocˇenem cˇasovnem obdobju. V transakcijskih sistemih shranjujemo samo
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Slika 2.2: Integracija podatkov iz razlicˇnih virov.
trenutno veljavno vrednost podatka, stara vrednost se ponavadi prepiše ali izbriše.
V podatkovnem skladišcˇu pa hranimo vrednost podatka na daljše cˇasovno obdobje.
Zgodovinske vrednosti podatkov potrebujemo za ugotavljanje odklonov in nepra-
vilnosti, trendov in povezav na dolgi rok. Primerjavo med transakcijskim sistemom
in podatkovnim skladišcˇem prikazuje slika 2.3.
podatkovno skladiščetransakcijski sistem
- časovno obdobje - 60-90 dni
- ažuriraje zapisov
- ključne strukture ne vsebujejo
elementa časa
- časovno obdobje - 5-10 let
- posnetki stanja podatkov
- ključne strukture vsebujejo
element časa
t
t+1
t+2
t+n
t+n
Nina Pelhan
Nina Tkalec
Nina Tkalec
Nina Pelhan
Nina Pelhan
Slika 2.3: Pomembna lastnost podatkovnega skladišcˇa je cˇasovna odvisnost.
Nespremenljivost pomeni, da se podatki v podatkovnem skladišcˇu ne spremi-
njajo na nacˇin kot smo to vajeni iz transakcijskih sistemov – uporabniki podatkov ne
morejo ažurirati ali brisati. Nespremenljivost zagotavlja, da vsi uporabniki kreirajo
porocˇila nad isto množico podatkov. Seveda se podatki v podatkovnem skladišcˇu
spreminjajo, brišejo in dodajajo, vendar v okviru nadzorovanega procesa osveževa-
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nja podatkovnega skladišcˇa. Podatkovno skladišcˇe v fazi osveževanja ni dostopno
uporabnikom. Izven faze osveževanja pa je možno podatke samo brati. Nad tran-
sakcijskimi sistemi se v okviru izvajanja transakcij ali vzdrževalnih postopkov izva-
jajo postopki dodajanja, brisanja, ažuriranja in branja podatkov. Pri podatkovnem
skladišcˇu se praviloma izvajajo samo operacije osveževanja (dodajanja) in branja
podatkov. Manj pogoste so operacije brisanja in ažuriranja (napacˇni podatki). Slika
2.4 prikazuje lastnost nespremenljivosti.
podatkovnoskladiščetransakcijski sistemi
dodaj
polnjenje
dodaj
ažuriraj
ažuriraj
beri
beri
beri
beri
bri iš
bri iš
dostopanje do podatkov
zapis po zapisu
mno i no nalaganje /
dostop do podatkov
ž č
Slika 2.4: Lastnost nespremenljivosti.
Podatkovno skladišcˇe vsebuje zgodovinske in agregirane podatke. Primer: po-
datkovno skladišcˇe prodaje lahko vsebuje podatke o prodanih izdelkih, cˇasu pro-
daje, kraju in prodajalcu. Tipicˇno je takšno podatkovno skladišcˇe za velikostni red
vecˇje od transakcijske podatkovne baze in ne vsebuje podrobnih podatkov. Vsebuje
pa pomembne podatke o podjetju, izdelkih in osebju [50].
2.2.1 Podrocˇno podatkovno skladišcˇe
Podrocˇno podatkovno skladišcˇe (ang. data mart) je podobno podatkovnemu skladi-
šcˇu s to razliko, da podrocˇno podatkovno skladišcˇe hrani podatke za omejeno šte-
vilo poslovnih pojmov (ang. subject area), kot je npr. prodaja ali nabava [39]. Ker
je manjše po obsegu in podrocˇju delovanja, vsebuje tudi manj podatkov in podpira
manj aplikacij. Podrocˇna podatkovna skladišcˇa so bodisi odvisna bodisi neodvisna
[55].
• Neodvisna podrocˇna podatkovna skladišcˇa so kreirana in osveževana nepo-
sredno iz izvornih transakcijskih sistemov. Podobno kot pri podatkovnem
skladišcˇu, se izvede faza izdelave izvlecˇkov, transformacije in polnjenja po-
drocˇnih podatkovnih skladišcˇ.
• Odvisno podrocˇno podatkovno skladišcˇe se kreira iz izvlecˇkov podatkov iz
podatkovnega skladišcˇa. Pred polnjenjem lahko seveda izvedemo dodatno
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preoblikovanje podatkov in kreiranje agregiranih podatkov za hitrejše delo-
vanje.
Neodvisno podrocˇno podatkovno skladišcˇe je velikokrat trenutna rešitev nekega
problema, ki na dolgi rok lahko povzrocˇi pojavitev drugih težav. Na primer, nek
oddelek potrebuje podatke za tocˇno dolocˇeno poslovno aplikacijo in ima dovolj
virov, da ustrezno podrocˇno podatkovno skladišcˇe tudi zgradi. Zgrajeno podrocˇno
podatkovno skladišcˇe se lahko izkaže za uspešno, kljub temu pa lahko povzrocˇi
težave pozneje, ko organizacija poskuša kreirati globalno podatkovno skladišcˇe na
ravni organizacije.
Odvisno podrocˇno podatkovno skladišcˇe zgradimo z namenom nuditi uporab-
nikom pogled na podatke po meri in potrebah uporabnikov. Na primer, podatke v
zvezi s financami lahko preslikamo v odvisno podrocˇno podatkovno skladišcˇe, ki
ga bodo uporabljali financˇni analitiki. Pogosto podatke v podatkovnem skladišcˇu
na ravni organizacije dopolnjujejo lokalna podrocˇna podatkovna skladišcˇa, ki jih
uporabljajo dolocˇene skupine uporabnikov. Tipicˇno zagotavljajo hitrejše delovanje,
kot vseobsegajocˇe podatkovno skladišcˇe iz katerega izhajajo. S stališcˇa organiza-
cije so odvisna podrocˇna podatkovna skladišcˇa veliko bolj zaželjena kot neodvisna,
ker uporabljajo kot vir integriran podatkovni vir na ravni organizacije. Ta pristop
omogocˇa manjša odstopanja med porocˇili razlicˇnih aplikacij. Vsi delajo z istimi
podatki, cˇeprav se le ti nahajajo na razlicˇnih lokacijah.
2.2.2 Skladišcˇe operativnih podatkov
Skladišcˇe operativnih podatkov (ang. operational data store – ODS) združuje po-
datke iz številnih transakcijskih sistemov in predstavlja približek integriranih tre-
nutno veljavnih podatkov iz transakcijskih sistemov. Proces osveževanja skladišcˇa
operativnih podatkov (ODS) je enak procesu za podatkovno skladišcˇe z razliko, da
v skladišcˇu operativnih podatkov ne hranimo zgodovinskih podatkov. V ODS zelo
redko najdemo podatke starejše od 30 ali vecˇ dni. Namen skladišcˇa operativnih
podatkov je zagotovitev integriranih podatkov za operativne namene. Pomagajo
nam bolje spoznati in razumeti nek poslovni pojav. Nekatera podjetja gradijo ODS
z namenom zaobiti realizacijo, velikokrat za podjetja preobsežnih, sistemov ERP
(Enterprise Resource Planning). Eden izmed namenov sistema ERP je tudi integra-
cija transakcijskih podatkov, kar pa lahko ceneje storimo z realizacijo ODS.
V zvezi z ODS se pojavlja tudi pojem podrocˇnega skladišcˇa operativnih podat-
kov (ang. oper mart). Zgradi se jih takrat, ko se pojavi potreba po vecˇdimenzionalni
analizi podatkov v skladišcˇu operativnih podatkov. Vir podatkov za podrocˇno skla-
dišcˇe operativnih podatkov je ODS. Njegove glavne znacˇilnosti so:
• Predstavlja majhno podmnožico podatkov iz ODS in se uporablja za izdelavo
takticˇnih analiz.
• Ažurira se v skladu z vsemi transakcijami, ki se izvedejo nad ODS.
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• Podatki v podrocˇnem skladišcˇu operativnih podatkov so shranjeni v vecˇdi-
menzionalni obliki (zvezdna shema).
• Najbolj pomembno je, da je zacˇasne narave in se ga poruši, ko ni vecˇ po-
trebno.
Kot primer navedimo slovensko zavarovalnico, ki hocˇe analizirati izpostavljenost
tveganju, cˇe bo tekocˇe poletje vrocˇe s hudimi vremenskimi ujmami. Za izdelavo
analiz potrebuje ažurne podatke o strankah v Sloveniji, njihove zavarovalne police
in obseg zavarovanja kmetijskih površin, ki jih police pokrivajo. Podatke lahko kre-
iramo za ad hoc analize s pomocˇjo izdelave izvlecˇka iz ODS in kreiranje ustreznega
podrocˇnega skladišcˇa operativnih podatkov.
2.2.3 Podatkovno skladišcˇenje kot proces
Podatkovno skladišcˇe v ožjem smislu je specializirana podatkovna baza z vsemi
podatki. Podatkovno skladišcˇe v širšem smislu pa predstavlja celoten proces, ki
ga imenujemo podatkovno skladišcˇenje. Kot vidimo na sliki 2.5, podatkovno skla-
dišcˇenje vsebuje obsežen rang aktivnosti od izdelave izvlecˇkov iz transakcijskih
sistemov do uporabe podatkov v procesu odlocˇanja. Proces skladišcˇenja podatkov
obsega: izdelavo izvlecˇkov iz transakcijskih sistemov, transformacijo in preobliko-
vanje podatkov, nalaganje podatkov v podatkovno skladišcˇe, ter dostop do podatkov
s strani uporabnikov in aplikacij [100].
izdelavaizvlečkov
iz virov podatkov
preoblikovanje
podatkov
uporabniki in
aplikacije
dostopajo do
podatkov
nalaganje
podatkov v
podatkovno bazo
Slika 2.5: Podatkovno skladišcˇenje kot proces.
2.3 Arhitektura podatkovnega skladišcˇa
Arhitektura podatkovnega skladišcˇa je sestavljena iz komponent in povezav med
komponentami. Vsaka komponenta služi dolocˇeni funkciji. Slika 2.6 prikazuje ti-
picˇno splošno arhitekturo podatkovnega skladišcˇa [100]. Na njej vidimo, da imamo
štiri locˇene komponente sistema: transakcijske sisteme kot vire podatkov, podrocˇje
za cˇišcˇenje in preoblikovanje podatkov, podatkovne baze in predstavitveno plast z
orodji za dostop do podatkov [16].
Leva stran slike 2.6 prikazuje razlicˇne podatkovne vire. Veliko podatkov prihaja
iz transakcijskih sistemov, ki obsegajo razlicˇna poslovna podrocˇja (proizvodnja, na-
bava, prodaja). Podatkovno skladišcˇe lahko polnimo s podatki iz ERP sistemov, kot
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Slika 2.6: Splošna arhitektura podatkovnega skladišcˇa.
so SAP ali PeopleSoft, polnimo ga lahko s podatki iz spletnih aplikacij (dnevniki
spletnih strežnikov), seveda pa lahko podatkovno skladišcˇe polnimo tudi z zuna-
njimi podatki. Podatkovni viri obicˇajno uporabljajo razlicˇno strojno in programsko
opremo in mešanico hierarhicˇnih, mrežnih in relacijskih podatkovnih modelov za
shranjevanje podatkov. Veliko podatkovno skladišcˇe ima lahko vecˇ kot 100 razlicˇ-
nih virov podatkov.
Izvlecˇke podatkov naredimo iz virov podatkov s pomocˇjo lastnih aplikacij (na-
pisanih v enem izmed višjih programskih jezikov) ali s pomocˇjo komercialne pro-
gramske opreme za izlocˇanje, preoblikovanje in nalaganje podatkov (ang. Extrac-
tion, Transformation, Loading – ETL). Podatke nato prenesemo v podrocˇje za cˇišcˇe-
nje in preoblikovanje podatkov (ang. staging area), kjer jih ustrezno ocˇistimo, preo-
blikujemo in prilagodimo. Da si poenostavimo proces cˇišcˇenja podatkov, lahko upo-
rabimo namensko programsko opremo. Ponudniki namenske programske opreme
omogocˇajo izdelavo postopka ETL, vendar lahko ne omogocˇajo nobenih optimiza-
cijskih možnosti [87]. Precˇišcˇene in obdelane podatke nato uvozimo v podatkovno
skladišcˇe. Obicˇajno morajo biti ti procesi zakljucˇeni v okviru dolocˇenega cˇasovnega
okna [87]. Postopek ETL ima zelo pomembno vlogo znotraj podatkovnega skladi-
šcˇa, ker predstavlja most med viri podatkov in podatkovnim skladišcˇem [109].
Podmnožico podatkov lahko uporabimo za izgradnjo odvisnih podrocˇnih podat-
kovnih skladišcˇ, ki nudijo podporo specificˇnim poslovnim uporabnikom (financˇni
analitiki, izvedenci za kontrolo kakovosti). Tipicˇno odvisna podrocˇna podatkovna
skladišcˇa predstavljajo podatke v vecˇdimenzionalni obliki.
Do podatkovnega skladišcˇa dostopa veliko uporabnikov. Pri tem uporabljajo
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orodja in aplikacije, ki so primerna za njihove potrebe. Napredni uporabniki (ana-
litiki), ki razumejo podatkovni model podatkovnega skladišcˇa in znajo pisati SQL
poizvedbe, velikokrat dostopajo do skladišcˇa s pomocˇjo svojih SQL stavkov. Veliko
uporabnikov (analitiki, vodje) dostopa do podatkov s posebnimi aplikacijami, kot
so Business Objects in Cognos. Ti izdelki imajo na voljo graficˇni vmesnik za izde-
lavo poizvedb, ki nato samodejno izdela potrebno SQL programsko kodo. Posebno
izucˇeni analitiki lahko uporabljajo podatkovno skladišcˇe za odkrivanje zakonito-
sti v podatkih (ang. data mining). Podatkovno skladišcˇe pa lahko uporabljajo tudi
aplikacije za podporo odlocˇanju in v zadnjem cˇasu tudi okolja za spremljanje po-
slovnih procesov (ang. Business process management – BPM) [78]. Seveda lahko
uporabljamo podatkovno skladišcˇe tudi za programsko opremo, ki je namenjena
reševanju specificˇnih nalog.
2.4 Proces cˇišcˇenja in preoblikovanja podatkov
2.4.1 Uvod
V procesu izdelave izvlecˇkov, preoblikovanja in cˇišcˇenja podatkov – proces ETL
podatke najprej pridobimo iz podatkovnih virov, jih preoblikujemo v obliko, ki je
primerna za potrebe v procesu odlocˇanja in jih nato zapišemo v ciljno podatkovno
bazo. Kljub temu, da se proces ETL dogaja v ozadju podatkovnega skladišcˇa, je to
pomemben postopek. Ker je zapleten, cˇasovno potraten, “umazan”, in drag posto-
pek mu velja posvetiti posebno pozornost. Veliko projektov izgradnje podatkovnih
skladišcˇ je bilo neuspešnih bodisi ker ni bilo možno izdelati ustreznih postopkov
ETL bodisi zaradi težav s podatkovnimi viri, zaradi neprimerne tehnologije, neza-
dostnega strokovnega znanja na projektu in organizacijskih težav [104].
2.4.2 Viri podatkov
Podatkovno skladišcˇe polnimo s podatki iz razlicˇnih virov. Najpogostejši viri po-
datkov so:
• starejši informacijski sistemi (npr. aplikacije v COBOL-u);
• podatkovne baze (Oracle, SQL Server, DB2);
• ERP sistemi - paketne aplikacije, ki podpirajo celoten poslovni proces orga-
nizacije;
• podatki o obiskih spletnih strani - z analizo teh podatkov poskušamo izve-
deti cˇimvecˇ o obiskovalcih spletnih strani, njihovih željah, udejstvovanjih in
obnašanju. Temu viru podatkov bo v tem delu posvecˇeno najvecˇ pozornosti;
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• zunanji viri podatkov - podatki, ki jih ne pridobimo iz informacijskega sis-
tema organizacije ampak iz zunanjih virov. Vecˇinoma so to nestruktuirani
podatki kot so slike, vecˇpredstavne vsebine itd.
Organizacije so v teku let razvile veliko število aplikacij, ki nudijo podporo
poslovnim procesom v organizaciji. Veliko teh aplikacij je napisanih v COBOL-u
in se uporabljajo še danes. Obicˇajno so slabo dokumentirane, uporabljajo nejasna
imena tabel in atributov tabel. Taki podatki so manj primerni za uporabo v procesu
odlocˇanja. Ker dostop do podatkov upocˇasnjuje obdelavo transakcij, uporaba takih
podatkov za potrebe odlocˇitvenega procesa nemalokrat privede do performancˇnih
težav teh aplikacij.
Veliko podjetij je zamenjalo stare transakcijske sisteme (ang. legacy systems)
z ERP (Enterprise Resource Planning) sistemi ponudnikov SAP, PeopleSoft, Ora-
cle in J.D. Edwards. Sistemi ERP so pomemben vir podatkov za podporo procesu
odlocˇanja, toda pogosto hranijo podatke v zapletenih in lastniško zašcˇitenih podat-
kovnih strukturah. To pomeni, da je dostop do podatkov v sistemih ERP pogosto
zahtevnejši. Zato so ponudniki sistemov ERP izdelali rešitve, ki omogocˇajo izde-
lavo podrocˇnih podatkovnih skladišcˇ (npr. Business Warehouse podjetja SAP). Z
uporabo programske opreme ponudnikov sistemov ERP izvajamo proces ETL nad
ERP podatkovnimi datotekami in podatke prenesemo v podrocˇno podatkovno skla-
dišcˇe. Predhodno dolocˇene in ad hoc analize se izvajajo nad podatki v podrocˇnem
podatkovnem skladišcˇu. Pogosto imajo vecˇji ponudniki podatkovnih baz na voljo
postopke za izdelavo izvlecˇkov iz sistemov ERP.
Zelo pomemben vir podatkov predstavljajo tudi zapisi o obisku spletnih strani
organizacije. Omenjeni podatki se nahajajo v dnevnikih spletnega strežnika in so
obicˇajno zelo obsežni. Podrobnejši opis tega vira podatkov najdemo v poglavju
2.10.
Nekatera podjetja vkljucˇujejo v podatkovna skladišcˇa tudi zunanje vire podat-
kov, kot so: poslovni partnerji, stranke, vladne organizacije ter združbe, ki se ukvar-
jajo s pridobivanjem in prodajajo svojih podatkov.
2.4.3 Izdelava izvlecˇkov
Pri izdelavi izvlecˇkov iz podatkovnih virov imamo dve glavni možnosti:
1. Izdelva lastnih orodij po meri. Podjetja, ki dobro poznajo svoje transakcij-
ske sisteme, dobro poznajo in razumejo zapletene povezave med podatki in
imajo ustrezna tehnicˇna znanja znotraj hiše, se velikokrat poskušajo izogniti
nakupu drage programske opreme za podporo ETL. Programsko opremo ETL
raje izdelajo sami po meri. Vseeno pa je trenutni trend v podjetjih, uporaba
komercialnih ETL izdelkov.
2. Nakup komercialnega izdeleka. Specializirano programsko opremo ETL
imajo na voljo vecˇji ponudniki podatkovnih baz (npr. IBM, Teradata, Oracle)
in podjetja, ki so specializirana na izdelavo programske opreme ETL (npr.
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Ascential Software – DataStorage in SAS institute – SAS System). Pri speci-
aliziranih orodjih ETL, lahko razmeroma enostavno dostopamo do podatkov
v SUPB razlicˇnih ponudnikov, izberemo tabele in atribute, ki jih bomo potre-
bovali, in prenesemo podatke na ponor (t.j. podatkovne baze, ki tvorijo skla-
dišcˇe ali podrocˇno podatkovno skladišcˇe). Postopek lahko tudi sorazmeroma
enostavno avtomatiziramo.
Orodja ETL postajajo vse bolj dodelana in vsebujejo vse vecˇ funkcij. Dobra
orodja ETL omogocˇajo podjetju razumeti starejše transakcijske sisteme (ang.
legacy systems) in nakazati težave, ki se bodo verjetno pojavile pri gradnji po-
datkovnega skladišcˇa. Organizacija ima tako na voljo vecˇ informacij preden
naredi znatno investicijo v tej smeri. Dobro orodje ETL omogocˇa:
• ocenitev kakovosti podatkov v tabelah,
• dolocˇiti ali so podatki v stolpcih konsistentni (atribut tabele se uporablja
za shranjevanje enega dejstva),
• ugotavljanje povezav med atributi tabel in tabelami,
• predlaganje verjetnih primarnih in tujih kljucˇev pri stikanju tabel in
• generiranje kode ETL.
2.4.4 Podrocˇje za cˇišcˇenje in preoblikovanje podatkov
Ko so narejeni izvlecˇki podatkov, jih navadno prenesemo v podrocˇje za cˇišcˇenje
in preoblikovanje podatkov (ang. staging area), kjer jih preoblikujemo. Podatke
lahko uvozimo s pomocˇjo osnovnih vmesnikov, tekstovnih datotek, povezav FTP
in drugih postopkov. O podrocˇju za cˇišcˇenje in preoblikovanje podatkov lahko raz-
mišljamo kot o procesu, ki uskladi podatke. Podatke pred prenosom v podatkovno
skladišcˇe ustrezno obdelamo. Uporabniki v tej fazi še nimajo dostopa do podatkov,
ker podatki še niso pripravljeni za uporabo.
2.4.5 Preoblikovanje podatkov
Podatke iz transakcijskih sistemov preoblikujemo na razlicˇne nacˇine, ki vkljucˇujejo:
cˇišcˇenje, integracijo podatkov in ostale spremembe. Najprej podatke ocˇistimo.
Cˇišcˇenje podatkov
Slaba kakovost podatkov v transakcijskih sistemih je rezultat slabih postopkov in
glede tega lahko storimo zelo malo. Kljub temu, da bi organizacije morale stremeti
k izboljšanju kakovosti podatkov v transakcijskih sistemih, pa se veliko projek-
tov izgradnje podatkovnih skladišcˇ soocˇa z nekakovostnimi podatki, vsaj na kratki
rok. Watson [100] navaja glavne razloge za slabo kakovost podatkov: neustrezne
vrednosti, nepopolni podatki, vecˇnamenska polja, nejasni podatki, nasprotujocˇi si
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podatki, kršenje poslovnih pravil, nepravilna uporaba vnosnih polj z naslovom, ne-
unikatni identifikatorji težave z integriteto podatkov in ponovna uporaba opušcˇenih
kljucˇev. Pri cˇišcˇenju podatkov imamo na voljo vecˇ rešitev:
• zanašanje na osnovne funkcije, ki jo orodje ETL nudi za cˇišcˇenje,
• izdelava lastnih postopkov za cˇišcˇenje podatkov,
• uporaba posebnih namenskih orodij za cˇišcˇenje podatkov.
Namenska orodja se ponavadi uporabljajo za cˇišcˇenje imen in naslovov. Proces
cˇišcˇenja podatkov lahko vidimo na sliki 2.7 [100]:
razčlenitev
podatkov
standardizacija
podatkov
iskanjeujemanj
med zapisi
združevanje
ujemajočih se
zapisov
popravljanje in
izboljšava
kakovosti
podatkov
Slika 2.7: Proces cˇišcˇenja podatkov.
Povezovanje podatkov v celoto
Glavni namen podatkovnih skladišcˇ je integracija podatkov iz vecˇ sistemov. Podatki
združeni na enem mestu nudijo možnosti za kakovostnejše analize. Nekateri izmed
podatkov morda v podjetju niso na voljo in jih je potrebno priskrbeti drugje. Skupna
identifikacijska številka, kot je EMŠO ali davcˇna številka, v podatkovnem skladišcˇu
združuje veliko število razlicˇnih podatkov iz vecˇ transakcijskih sistemov. Tako po-
datkovno skladišcˇe nudi možnosti za celovito razumevanje poslovnega procesa in
njegovih dimenzij.
Ostala preoblikovanja
Druga preoblikovanja podatkov vkljucˇujejo zamenjavo vrednosti, izracˇunavanje iz-
peljanih vrednosti in izdelavo agregiranih podatkov. Vrednosti podatkov, ki se upo-
rabljajo v transakcijskih sistemih, niso vedno razumljive uporabnikom podatkov-
nega skladišcˇa. Na primer šifre A, B in C se v transakcijskem sistemu uporabljajo
za oznacˇevanje neposredne, kataloške in internetne prodaje. Zamenjava šifer v skla-
dišcˇu z opisnimi imeni pripomore k vecˇji razumljivosti.
Nekateri podatki, ki jih potrebujejo uporabniki, so samo rezultat izracˇuna, ki
vsebuje enega ali vecˇ ostalih podatkov. Na primer, povprecˇje strankinih izdatkov je
rezultat deljenja vsote vseh izdatkov deljeno s številom dni v dolocˇeni periodi. Izra-
cˇunane podatke, ki jih uporabniki potrebujejo, lahko izracˇunamo preden zapišemo
podatke v podatkovno skladišcˇe. Izvajanje poizvedb nad podatkovnim skladišcˇem
je posledicˇno hitrejše. Obicˇajno je tudi, da vnaprej izracˇunamo sešteta dejstva po
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posameznih ravneh hierarhije. Tak postopek lahko znatno povecˇa zmogljivost sis-
tema in skrajša odzivne cˇase, ker uporabnikom ni potrebno vedno znova seštevati
podatkov.
Nalaganje podatkov
Ko so podatki preoblikovani, so pripravljeni za zapis v podatkovno skladišcˇe. Ob
prvem polnjenju se naložijo vsi podatki. Naknadna polnjenja lahko izvedemo na
enega izmed dveh nacˇinov. Prva možnost je vsakokratno nalagaje vseh podatkov
v podatkovno skladišcˇe (ang. bulk load). Pri tem pristopu se vsi podatki (stari in
novi) napolnijo v podatkovno skladišcˇe. Prednost tega pristopa je manj zapletena
procesna logika, vendar postane zelo neprakticˇen, ko se kolicˇina podatkov povecˇuje.
Pogosteje uporabljen pristop je osveževanje podatkovnega skladišcˇa samo z novo
dodanimi podatki. Ta proces je bolj zahteven, ker moramo zajeti samo tiste podatke
iz podatkovnih virov, ki so se spremenili. Ta proces v anglešcˇini imenujemo change
data capture.
Drugi problem, ki ga moramo razrešiti je, kako pogosto bomo dodajali podatke
v podatkovno skladišcˇe. Faktorji, ki vplivajo na odlocˇitev so: poslovne potrebe po
podatkih v podatkovnem skladišcˇu in pa poslovni cikel, ki zagotavlja podatke. Upo-
rabniki podatkovnega skladišcˇa lahko potrebujejo dnevno, tedensko ali mesecˇno
osveževanje skladišcˇa z novimi podatki, odvisno od njihovih potreb. Vecˇino po-
slovnih procesov ima naravni poslovni cikel. To pomeni, da generira podatke, ki
jih lahko zapišemo v podatkovno skladišcˇe na razlicˇnih tocˇkah poslovnega cikla.
Placˇilne liste v podjetjih se tipicˇno vodijo na mesecˇni osnovi. Posledicˇno je najbolj
verjetno, da bomo podatke dodajali v podatkovno skladišcˇe na mesecˇni osnovi.
V zadnjem obdobju se vse bolj uveljavlja integracija podatkov v skoraj realnem
cˇasu. Ustrezen pristop pri ažuriranju med transakcijskimi sistemi in podatkovnimi
skladišcˇi je torej postal kljucˇen. V prid posodabljanju skladišcˇa skoraj v realnemu
cˇasu govori kar nekaj razlogov. Podatkovna skladišcˇa se vedno vecˇ uporabljajo
za podporo transakcijskim procesom, zato je zelo pomembno, da imamo v skladi-
šcˇu zadnje veljavne podatke. Drugi razlog je posledica odlocˇitve, da se partnerjem
omogocˇi vpogled v podatkovno skladišcˇe. Poslovni partnerji pricˇakujejo, da so po-
datki cˇimbolj ažurni. Tretji razlog najdemo v multinacionalnih podjetjih, kjer ni
primernega cˇasa za osvežitev podatkov. Uporabniki po svetu potrebujejo dostop do
skladišcˇa po principu 24× 7. Interval, v katerem bi bilo podatkovno skladišcˇe ne-
aktivno zaradi osveževanja (ang. load window), ni sprejemljiv. Italiano in sod. [40]
predlagajo primer ogrodja za osveževanje podatkovnega skladišcˇa v skoraj realnem
cˇasu. Vecˇ na to temo najdemo v poglavju 2.8.2.
Shramba podatkov
Ocˇišcˇene in preoblikovane podatke polnimo v podatkovno skladišcˇe, v podatkovno
bazo (ang. Data Store). Polnjenje lahko izvedemo na vecˇ nacˇinov, v razlicˇne podat-
kovne baze:
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• neposredno polnjenje podrocˇnih podatkovnih skladišcˇ,
• polnjenje skladišcˇa operativnih podatkov (ODS),
• polnjenje ODS, nato prenos podatkov iz ODS v globalno ali podrocˇna podat-
kovna skladišcˇa,
• neposredno polnjenje globalnega podatkovnega skladišcˇa.
Polnjenje podatkov v neodvisno podrocˇno podatkovno skladišcˇe ni zaželjeno, ker
težje omogocˇa analize na ravni podjetja, prej tudi pride do možnih nekonsistentnosti
v poslovnih porocˇilih. Podatki se od tu prenesejo v podatkovno skladišcˇe. Na nek
nacˇin ODS postane vir podatkov za podatkovno skladišcˇe, ki je ciljna podatkovna
baza [39].
2.5 SUPB za podatkovno skladišcˇe
Podatkovne baze za podatkovno skladišcˇe lahko uporabljajo relacijsko ali vecˇdi-
menzionalno tehnologijo. Pri uporabi relacijske tehnologije podatke shranjujemo v
tabele z atributi in stolpci, kar je osnovni princip uporabe podatkovnih baz. Veliko
realizacij podatkovnih skladišcˇ uporablja samo relacijsko tehnologijo, ker ponuja
robusten, zanesljiv in ucˇinkovit pristop hranjenju velikih kolicˇin podatkov. Vendar
pa tradicionalni relacijski strežniki ne procesirajo ucˇinkovito zapletenih OLAP poi-
zvedb. Ravno tako ne nudijo ucˇinkovitega vecˇdimenzijonalnega pogleda na podatke
[17]. Razlog je v tem, da so prilagojeni za OLTP obdelave podatkov [92]. Zaradi
teh razlogov postaja vse bolj privlacˇna uporaba tudi vecˇdimenzionalnih podatkov-
nih baz.
Relacijske podatkovne baze zagotavljajo dimenzionalni pogled na podatke z
uporabo modela zvezdne sheme. Model zvezdne sheme je sestavljen iz tabele dej-
stev na sredini in dimenzijskih tabel na sticˇišcˇu zvezde. Zvezdna shema predstavlja
denormaliziran podatkovni model. Slika 2.8 prikazuje primer zvezdne sheme za po-
drocˇje prodaje. Zvezdna shema ni edini možni logicˇni model za vecˇdimenzionalno
podatkovno bazo [95], cˇeprav predstavlja zelo dober kompromis med preglednostjo,
ki jo mora model zagotavljati, in stopnjo denormalizacije podatkovnega modela, ki
je še dopustna s stališcˇa redundance in zagotavljanja integritete podatkov. Nekoliko
bolj podrobno je koncept zvezdne sheme predstavljen v podpoglavju 2.7 tega dela.
Pri uporabi vecˇdimenzionalnih podatkovnih baz (ang. Multidimensional Da-
tabases – MDB) podatke shranjujemo v vecˇdimenzionalne podatkovne strukture,
imenovane kocke. V konceptualnem smislu so podatki v kockah urejeni v obliki
zvezdne sheme. Uporabniku so na voljo dimenzije, predhodno dolocˇene hierarhije
in nivoji. Vsako merljivo dejstvo je modelirano na preseku vseh smiselnih dimen-
zij. Prednost uporabe vecˇdimenzionalnih podatkovnih baz je dejstvo, da ponujajo
uporabnikom tak pogled na podatke, kot ga potrebujejo za ucˇinkovito izdelavo nu-
mericˇnih analiz [69].
28 Poglavje 2: Podatkovno skladišče
Vecˇdimenzijonalna podatkovna baza je vrsta podatkovne baze, prilagojena za
podatkovno skladišcˇe in aplikacije OLAP (online analytical processing). Vecˇdimen-
zijonalna podatkovna baza je pogosto grajena tako, da uporablja kot vir podatkov
obstojecˇo relacijsko podatkovno bazo. Zgrajene so tako, da optimizirajo odzivni cˇas
za uporabniške vecˇdimenzionalne analize. Za dostop do relacijskih podatkovnih se
uporablja poizvedbe SQL. Vecˇdimenzionalne podatkovne baze pa uporabljajo pov-
praševalne jezike, katerih sintaksa je blizu jeziku analitikov in racˇunovodij (npr.
Kakšen je delež prodaje mlecˇnih izdelkov po kategorijah v primerjavi z lanskim
letom?).
Vecˇdimenzionalne podatkovne baze, kot so Oracle Essbase in Microsoft Ana-
lysis Server, predstavljajo dopolnilna orodja. Najvecˇkrat jih uporabljamo za hranje-
nje podatkov v odvisnih podrocˇnih podatkovnih skladišcˇih do katerih uporabniki
dostopajo. Uporaba vecˇdimenzionalnih podatkovnih baz predstavlja prednosti, kot
je majhen odzivni cˇas, in tudi dolocˇene pomanjkljivosti. Te so: cena; vecˇdimen-
zionalne podatkovne baze je potrebno vpeljati in se jih naucˇiti pravilno uporabljati
in vzdrževati; tipicˇno podpirajo manjše kolicˇine podatkov kot relacijske PB. Zadnja
pomanjkljivost pocˇasi izgineva, ker se kapaciteta vecˇdimenzionalnih podatkovnih
baz povecˇuje.
2.6 Dimenzijsko modeliranje
Analize podatkov zahtevajo drugacˇno organizacijo podatkov kot smo jo vajeni iz
transakcijskih sistemov. V smislu podatkovnega modeliranja je koristno na podat-
kovno skladišcˇe gledati kot na dimenzijski podatkovni model, ki je sestavljen iz
centralne tabele dejstev in množice obkrožajocˇih dimenzijskih tabel. Vsaka dimen-
zijska tabela se nanaša na eno komponento ali dimenzijo tabele dejstev. V okviru
relacijske podatkovne baze tabela dejstev vsebuje vse potrebne tuje kljucˇe atribu-
tov dimenzij. Konceptualno to vodi do zvezdi podobni podatkovni strukturi, ki
se imenuje zvezdna shema. Po Kimbalovem mnenju [45] dimenzijsko modeliranje
dejansko dolocˇa entitetno-relacijski pristop modeliranja, ki je privzet pristop za mo-
deliranje relacijskih podatkovnih baz. Nekoliko bolj podrobno je koncept zvezdne
sheme predstavljen v naslednjem razdelku.
2.7 Zvezdna shema
Model zvezdne sheme je podoben zvezdi in je sestavljen iz tabele dejstev na sredini
in dimenzijskih tabel na sticˇišcˇu zvezde. Zvezdna shema predstavlja denormaliziran
podatkovni model. Na sliki 2.8 vidimo primer zvezdne sheme za podrocˇje prodaje.
Zvezdna shema ni edini možni model za vecˇdimenzionalno podatkovno bazo, cˇe-
prav predstavlja zelo dober kompromis med transparentnostjo, ki jo mora model
zagotavljati, in stopnjo denormalizacije podatkovnega modela, ki je še dopustna s
stališcˇa redundance in zagotavljanja integritete podatkov.
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...
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Slika 2.8: Primer zvezdne sheme za podatkovno skladišcˇe prodaje na drobno.
Inmon [39] predlaga pristop, kjer so v globalnem podatkovnem skladišcˇu po-
datki še vedno v normalizirani obliki, šele pri podrocˇnih podatkovnih skladišcˇih
pride do reorganizacije v obliko zvezdne sheme. Kimball in sod. [45] predlagajo
pristop, kjer se podatki nahajajo izkljucˇno v obliki zvezdne sheme. Kot smo že
omenili, ime zvezdne sheme izhaja iz oblike podatkovnega modela, ki je sestavljen
iz osrednje tabele, imenovane tabela dejstev. Na osrednjo tabelo je relacijsko pove-
zanih vecˇ pomožnih tabel, imenovanih dimenzijske tabele.
Zvezdne sheme lahko preoblikujemo v snežinkaste sheme (ang. snowflake schema),
ki nudijo podporo hierarhiji atributov tako, da dovolimo dimenzijskim tabelam, da
imajo poddimenzijske tabele. Na primer, dimenzijska tabela trgovina, bi lahko
imela poddimenzijsko tabelo demografski podatki, ki vsebuje demografske po-
datke o kraju, kjer se prodajelna nahaja. Poteka razprava o prednostih takega pri-
stopa [50, 45, 78], ker njegova uporaba upocˇasnjuje obdelavo, toda v nekaterih pri-
merih omogocˇa logicˇno delitev podatkov, kot je v primeru demografske dimenzije
[44].
Levene in sod.[50] trdi, da je snežinkasta shema primeren model za uporabo v
podatkovnem skladišcˇu. Dokler skrbimo za referencˇno integriteto, ni težav pri pol-
njenju skladišcˇa ter izvajanju poizvedb. Dolocˇi tudi formalizirano normalno obliko
za podatkovna skladišcˇa, imenovano snowflake schema normal form (SSNF), ki za-
jema intuicijo za snežinkasto shemo. Formalni opis dolocˇi na podlagi pomebnih
konceptih teorije nacˇrtovanja relacijskih baz. Pokaže, da ima normalna oblika za
podatkovna skladišcˇa SSNF vecˇ koristnih lastnosti. Ni jasno dokazano, cˇe režijski
stroški, ki nastanejo pri nadaljni cepitvi dimenzijskih tabel, prinesejo vecˇjo dodano
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vrednost kot je enostavnost zvezdne sheme. Prostorski prihranki, ki jih dobimo na
ta nacˇin, so vsekakor majhni v primerjavi z velikostjo tabele dejstev.
2.7.1 Tabela dejstev
Tabela dejstev je glavna tabela v dimenzijskem modelu. Tu so shranjena merljiva
dejstva o dolocˇenem predmetu poslovanja. Kot vidimo na sliki 2.8, si prizadevamo
shraniti merljiva dejstva iz dolocˇenega poslovnega procesa v enem samem podrocˇ-
nem podatkovnem skladišcˇu. Ker merljiva dejstva zavzemajo najvecˇji del poljub-
nega podrocˇnega podatkovnega skladišcˇa, se izogibamo podvajanju istih merljivih
dejstev po razlicˇnih podrocˇnih podatkovnih skladišcˇih.
Izraz dejstvo (ang. measurable fact) oznacˇuje poslovno merilo. Predstavljajmo
si prodajo v trgovini, kjer kontroliramo kolicˇino prodanih izdelkov, na dolocˇen dan
v dolocˇeni trgovini. Meritev poteka na preseku vseh štirih opazovanih dimenzij
(cˇas, izdelek, trgovina, promocija). Seznam dimenzij dolocˇa zrno (ang. grain) ta-
bele dejstev in predstavlja okvir meritve. Meritev je torej vrstica v tabeli dejstev.
Zrno tabele dejstev predstavlja najbolj natancˇno raven podatkov, ki je na voljo v
dimenzijskem modelu. Zrno nudi odgovor na vprašanje: kako opišemo posamezno
vrstico v tabeli dejstev. Primeri zrna tabele dejstev so:
• Individualna postavka racˇuna stranke v trgovini.
• Individualni mesecˇni posnetek stanja na racˇunu v banki.
• Dogodek vpisa študenta na fakulteto.
• Dnevni posnetek stanja zalog v blagovnem skladišcˇu.
• Dostop do spletne strani na spletnem strežniku podjetja.
Vse meritve v tabeli dejstev morajo imeti enako zrnatost. Najbolj uporabna dej-
stva so numericˇna in seštevna (jih lahko seštevamo). Seštevnost merljivih dejstev
je odlocˇilnega pomena za podatkovno skladišcˇe. Aplikacije zelo redko prikazu-
jejo podrobne podatke, vecˇinoma so njihova porocˇila sestavljena iz velikega števila
agregiranih podatkov. Polseštevna (ang. semiadditive) so tista dejstva, ki jih lahko
seštevamo samo po dolocˇenih dimenzijah, neseštevnih (ang. nonadditive) pa sploh
ne moremo seštevati. Primer polseštevnega dejstva je stanje na racˇunu, kjer lahko
naredimo seštevek po vseh strankah, ni pa smiselno seštevanje po cˇasu. Primer
neseštevnega dejstva pa je ocena kreditnega tveganja stranke. Pri uporabi neseštev-
nih dejstev smo v porocˇilih omejeni na preštevanje zapisov in racˇunanje povprecˇne
vrednosti. Teoreticˇno je možno, da je merljivo dejstvo tekstovno, vendar le izje-
moma. Cˇe je le mogocˇe tekstovne atribute prenesemo v eno izmed dimenzij. Cˇe je
tekstovno dejstvo enolicˇno za vsako vrstico v tabeli dejstev, potem spada v tabelo
dejstev. Pravo tekstovno merljivo dejstvo redko srecˇamo, ker zaradi nepredvidljive
vrednosti (poljuben tekst) zelo otežkocˇa kakršnekoli analize.
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Tabela dejstev ima ponavadi manjše število stolpcev. Tipicˇno pa zavzema okrog
90 odstotkov prostora, ki ga zajema podatkovno skladišcˇe [45]. Vsaka tabela dej-
stev ima primarni kljucˇ, ki je sestavljen iz podmnožice tujih kljucˇev. Tak kljucˇ
imenujemo sestavljen primarni kljucˇ. Vse ostale tabele so dimenzijske tabele.
Samo podmnožica komponent sestavljenega kljucˇa je tipicˇno potrebna za zago-
tovitev enolicˇnosti. Samo nekaj izmed dimenzij torej lahko že enolicˇno dolocˇa vsak
zapis. Ostale dimenzije sicer sestavljajo sestavljeni kljucˇ, vendar ne pripomorejo k
enolicˇnosti. Tabela dejstve tipicˇno tudi ne potrebuje stolpca, ki bi predstavljal šifro
vrstice (ROWID). Tabela dejstev bi bila vecˇja, kakih posebnih koristi pa ne bi bilo.
2.7.2 Dimenzijske tabele oziroma dimenzije
Dimenzijske tabele so nerazdružljivo povezane s tabelo dejstev. Sestavljene so iz
kljucˇa in atributov, ki nosijo tekstovno informacijo oz. opis neke dimenzije poslova-
nja. V dobro zastavljenem dimenzijskem modelu imajo dimenzije veliko atributov.
Dimenzijske tabele imajo lahko 50 do 100 atributov. Prizadevati si moramo, da
vkljucˇimo cˇimvecˇ kakovostnih tekstovnih atributov, ki opisujejo dimenzije in hie-
rarhijo, kot je mogocˇe. Atribute dimenzije uporabljamo za omejitve nad porocˇili,
za grupiranje in naslove posameznih postavk v porocˇilih.
Dimenzijske tabele imajo v podatkovnem skladišcˇu izjemno pomembno vlogo.
Dobro zastavljene dimenzije z veliko atributi pomagajo pri kakovostni uporabi po-
datkovnega skladišcˇa. Predstavljajo uporabniški vmesnik do podatkovnega skladi-
šcˇa. Najboljši atributi dimenzij so tekstovni in diskretni. Raje kot nejasne kratice, ki
ne pripomorejo k razumevanju dimenzije, morajo biti sestavljeni iz celotnih besed.
Dimenzijske tabele obicˇajno hierarhicˇno urejajo dolocˇene poslovne pojme. Ti-
picˇen primer dimenzije s pripadajocˇo naravno hierarhijo je dimenzija izdelek. Izde-
lek pripada dolocˇeni družini izdelkov, ta spada v nek oddelek in nadalje v kategorijo.
Vpeljava hierarhij je pomembna, ker omogocˇa izdelavo analiz na razlicˇnih ravneh
podrobnosti. V primeru na sliki 2.9 omogocˇa spremljanje prodaje po družinah iz-
delkov, lahko pa gremo podrobneje po oddelkih ali še podrobneje po kategorijah iz-
delkov. Temu konceptu pravimo vrtanje v globino. Orodja za realizacijo poizvedb
morajo omogocˇati enostaven prehod iz manj podrobnih analiz na bolj podrobne.
Temu pravimo vrtanje navzdol oz. vrtanje navzgor.
Dimenzijska tabela obicˇajno vsebuje podatke iz vecˇ tabel transakcijskega sis-
tema. Redundanca na porabo prostora, zaradi majhnosti dimenzijskih tabel (tipicˇno
10 odstotkov velikosti skladišcˇa), nima vecˇjega vpliva.
Poseben primer dimenzije je cˇasovna dimenzija, ki nima fizicˇnega podatkov-
nega vira, ampak se generira programsko. Poseben primer dimenzijske tabele je
tudi t.i. izrojena dimenzija (ang. degenerate dimension). To je dimenzijska tabela,
ki nima nobenega atributa razen kljucˇa. Vse ostale atribute smo prerazporedili po
ostalih dimenzijah. Kljucˇ je sestavni del sestavljenega kljucˇa tabele dejstev, pripa-
dajocˇa dimenzijska tabela pa ne obstaja. Izrojene dimenzije ponavadi uporabimo za
grupiranje podatkov po skupinah.
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Slika 2.9: Primer hierarhije za dimenzijo izdelek.
2.8 Trendi v skladišcˇenju podatkov
2.8.1 Osnova poslovnemu obvešcˇanju
Skladišcˇenje podatkov je postalo osnova za realizacijo sistemov poslovnega obve-
šcˇanja (ang. Business Intelligence – BI), le-to pa je v zadnjih letih glavna prioriteta
ravnateljev informatike (ang. Chief information officer – CIO). Iz raziskav skupine
Gartner Group o pomena projektov BI v zadnjih treh letih je razvidno, da se za
ravnatelje informatike ti projekti nahajajo v samem vrhu pomembnosti [101, 96].
Priprava in zapis podatkov v podatkovno skladišcˇe je še vedno eden izmed izzivov
poslovnega obvešcˇanja, ki zahteva 80% cˇasa in napora in je vir 50% nepricˇakovanih
stroškov na projektih [101].
2.8.2 Skladišcˇenje v realnem cˇasu
Zahteva po svežih podatkih v podatkovnem skladišcˇu je bila vedno zelo zaželjena za
skupino uporabnikov podatkovnega skladišcˇa. Obicˇajno poteka (klasicˇno) osveže-
vanje v paketnem nacˇinu, v nocˇnih urah, ko je skladišcˇe v fazi mirovanja. Ažurirani
podatki iz virov podatkov se med delovnim cˇasom hranijo v medpomnilniku. V
postopku ETL, ko se podatki najprej preoblikujejo in ocˇistijo, se podatki iz med-
pomnilnika prenesejo v skladišcˇe. Podatkovnega skladišcˇa med osveževanjem ni
možno uporabljati za izvajanje poizvedb. Množica navedenih postopkov se izvaja v
ponocˇi zato, da se izognemo dodatnemu obremenjevanju transakcijskih sistemov s
postopki polnjenja [41].
Ker uporabniki želijo vse vecˇjo ažurnost podatkov v skladišcˇu in transakcijskem
sistemu, se pojavljajo novi nacˇini za ucˇinkovitejše polnjenje in rabo podatkovnega
skladišcˇa. Relativno nov pristop, ki se je pojavil na podrocˇju podatkovnega skladi-
šcˇa je aktivno podatkovno skladišcˇenje (ang. Active data warehousing), pri katerem
se podatkovno skladišcˇe osvežuje sprotno, da zadosti visokim zahtevam uporabni-
kov po svežih podatkih. Na ta nacˇin je dosežena vecˇja konsistentnost med podatki v
transakcijskem sistemu in podatkovnem skladišcˇu [74]. V povezavi z aktivnim po-
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datkovnim skladišcˇenjem se zato uporablja tudi izraz skladišcˇenje v realnem cˇasu
(ang. Real-time data warehousing) [78].
Skladišcˇenje v realnem cˇasu teži k zmanjševanju cˇasa, ki je potreben, da lahko
sprejemamo poslovne odlocˇitve. V idealnem primeru ne bi smelo biti nobene za-
kasnitve med vzrokom in posledicami nad poslovnimi odlocˇitvami. Skladišcˇenje v
realnem cˇasu omogocˇa analiziranje podatkov podjetja nad vsemi podatkovnimi viri.
Omogocˇa hitro odzivanje na spremembe v transakcijskih sistemih in tako ucˇinko-
vito premošcˇa vrzel med sistemi za podporo odlocˇanju in poslovnimi procesi. Po-
slovne zahteve med podjetji se razlikujejo, zahteve po informacijah pa so podobne
– povezane, tocˇne, pravocˇasne, natancˇne in nemudoma dostopne [11].
Podatkovna skladišcˇa predstavljajo celovit pogled na podatke podjetja in nu-
dijo najprimernejšo podlago za izgradnjo okolja za spremljanje poslovnih procesov
(ang. Business Process Monitoring – BPM). Izgradnja BPM nad podatkovnim skla-
dišcˇem ima velik vpliv na izgradnjo in modeliranje skladišcˇa, ker lahko vsebuje
komponente, ki jih ne najdemo v klasicˇnem podatkovnem skladišcˇu. Tak primer
predstavlja nov nacˇin polnjenja PS s pomocˇjo podatkovnih tokov. BPM zahteva po-
datke v realnem cˇasu kar pomeni spremenjen pristop k obstojecˇim postopkom ETL,
ki niso vecˇ ustrezni. Za doseganje zadostnih performancˇnih zahtev je potrebna upo-
raba naprednejših logicˇnih modelov za shranjevanje podatkov [78]. Sprememba
paradigme polnjenja povzrocˇi pojavitev vecˇ izzivov pri implementaciji procesa (po-
stopka) ETL, ker mora postopek ETL potekati neprestano, ko potekajo spremembe
nad transakcijskim sistemom [74]. Zahteve po sprotnem polnjenju podatkovnih
skladišcˇ predstavljajo izziv tudi zaradi: (i) Virov podatkov ponavadi ne moremo do-
datno obremeniti z dodatnimi nalogami razpošiljanja podatkov proti skladišcˇu. (ii)
Implementacija aktivnega polnjenja podatkov v povezavi z podedovanimi transak-
cijskimi sistemi (ang. legacy system) ni trivialna naloga. Glavni izzivi pri nacˇrtova-
nju so [78]:
• Pravocˇasnost: model mora omogocˇati pravocˇasno obdelavo podatkov. In-
formacije morajo biti na voljo takrat, ko so potrebne v procesu za podporo
odlocˇanju, in ne pozneje. V fazi nacˇrtovanja moramo ugotoviti, kaj pomeni
”pravocˇasno” za dolocˇen poslovni proces.
• Kljucˇni kazalniki zmogljivosti (ang. Key Performance Indicators – KPI): Pri
spremljanju poslovnih procesov so lahko v veliko pomocˇ nadzorne plošcˇe
in mehanizmi sklepanja, ki odlocˇevalcu nudi natancˇno in pravocˇasno sliko
stanja poslovanja. Potrebne so torej tehnike za izgradnjo kazalnikov KPI in
poslovnih pravil.
• Nacˇrt procesov: Spremljanje poslovnih procesov zahteva tudi razumevanje
poslovnih procesov in njihovih povezav, da lahko najdemo pomembne KPI in
pravila ter podatke na osnovi katerih jih pridobimo.
Izziv postane še vecˇji, cˇe vemo, da ne moremo obcˇutno spreminjati konfigura-
cije transakcijskih sistemov zaradi omejenega cˇasa njihove neaktivnosti in stroškov
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povezanimi z vzdrževanjem. Karkasidis in sod. [41] so predlagali ogrodje za im-
plementacijo aktivnega podatkovnega skladišcˇa s cilji: (i)izvesti minimalne spre-
membe na viru podatkov, (ii) minimalna dodatna obremenitev virov podatkov za
potrebe aktivnega skladišcˇenja in (iii) premocˇrten nadzor okolja sistema.
Pri sprotnem polnjenju podatkovnega skladišcˇa je eden izmed problemov tudi
zamenjava kljucˇa zapisa iz transakcijskega sistema s kljucˇem, ki se uporablja v po-
datkovnem skladišcˇu (ang. surrogate key). Zamenjava mora potekati hitro. Proces
zamenjave se izvaja z omejenimi viri med hitrim tokom podatkov iz transakcij-
skega sistema S in pocˇasnejšimi podatki v skladišcˇu R (disk). Polyzotis in sod.
[74] predlagajo nov nacˇin, kako ta postopek izvesti cˇimhitreje z uporabo mesh join
operatorja. Zhu in sod. [109] pa so predstavili polnjenje podatkovnega skladišcˇa
v realnem cˇasu z uporabo storitveno usmerjene arhitekture (ang. Service Oriented
Architecture – SOA).
2.8.3 Skladišcˇenje podatkov s spleta
V zadnjem desetletju so se pojavila podatkovna skladišcˇa, ki zbirajo in hranijo po-
datke s svetovnega spleta (www). Zbiranje podatkov na spletu prinaša veliko težav,
predvsem zaradi slabše struktuiranosti podatkov, pomanjkanje nadzora nad viri po-
datkov in nezmožnost ažurnega ugotavljanja sprememb. Podatki na spletnih straneh
se nahajajo v obliki formatu HTML, ki nudi samo delno podporo strukturi podatkov.
Glavni izziv na tem podrocˇju je, kako integrirati razlicˇne spletne vire in kako avto-
matizirati postopek polnjenja v primeru, ko se vecˇina podatkov za skladišcˇe, nahaja
na svetovnem spletu. Nekaj rešitev na tem podrocˇju je bilo narejenih z uporabo
standarda XML [99]. Pri nekaterih drugih pristopih pa se razvoj skladišcˇa podatkov
za splet temelji na podlagi pogostih uporabniških poizvedb in na podlagi kakovosti
podatkov [78].
2.8.4 Porazdeljena podatkovna skladišcˇa
Podobno kot pri porazdeljenih podatkovnih bazah, je treba tudi pri porazdeljenih
podatkovnih skladišcˇih pri nacˇrtovanju vpeljati dve novi fazi: nacˇrt porazdelitve
sistema po arhitekturni in fizicˇni plati. Z arhitekturnega stališcˇa moramo sprejeti
odlocˇitve o uporabi ustrezne metode porazdeljevanja, ki bolj ustreza dejanskim zah-
tevam (P2P, grid). Dolocˇiti moramo tudi nacˇin vzpostavitve podatkovnega skladišcˇa
na izbrani podlagi. Primer dejanske implementacije nad razlicˇnimi paradigmami,
najdemo v [1, 73]. Po fizicˇni plati moramo dolocˇiti kako porazdeliti podatkovno
skladišcˇe po posameznih vozlišcˇih, da dosežemo cˇimvecˇjo dosegljivost podatkov,
omogocˇimo cˇimvecˇjo možnost paralelnih obdelav podatkov in seveda cˇimboljših
zmogljivosti.
Uporaba porazdeljevanja je še posebej koristna takrat, ko pogosto dodajamo
nova podrocˇna podatkovna skladišcˇa zaradi nakupov ali zlivanja vecˇ podjetij.
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2.9.1 Uvod
Svetovni splet (WWW) se v zadnjih desetletjih razvija z izjemno hitrostjo. Po-
vecˇuje se število njegovih uporabnikov [63] in kompleksnost spletnih strani [20].
Vsak dan se na spletu na novo pojavi 20 miljonov novih spletnih dokumentov [90].
Vse vecˇ organizacij uporablja splet kot medij, preko katerega dostopajo do njihovih
informacijskih sistemov (IS) in aplikacij [54]. Z razvojem spleta se je pojavil nov
pojem: spletna aplikacija [53]. To je aplikacija, ki za uporabniški vmesnik upora-
blja splet in operacijski sistem osebnega racˇunalnika. Nenehna rast uporabe spleta
je pospešila razvoj novih in novih spletnih aplikacij, ki omogocˇajo povezave med
strankami in poslovnimi partnerji [34].
Z vecˇanjem števila spletnih strani in dokumentov imajo obstojecˇe spletne strani
vedno vecˇje težave s pridobivanjem novih uporabnikov in ohranjanjem obstojecˇih.
Iz danih razmer lahko sklepamo, da bodo na dolgi rok uspešne samo tiste sple-
tne strani, ki bodo razumele potrebe svojih uporabnikov. Analiziranje obnašanja
uporabnikov (ang. user behavior) je postal torej pomemben del analize podatkov o
nekem spletnem mestu. Spremljanje obnašanja uporabnikov nam pomaga pri razu-
mevanju njihovih potreb in želja ter omogocˇa prilagoditev sistema uporabnikom na
podlagi njihovega preteklega obnašanja. Poznavanje obnašanja uporabnikov omo-
gocˇa poleg sprememb sistema tudi: preverjanje skladnosti sistema v skladi z za-
cˇetnimi specifikacijami, omogocˇanje strategije prilagoditev sistema posameznemu
uporabniku (ang. personalization), povecˇanje zmogljivosti sistema [68], pomocˇ pri
trženjskih prijemih in zaznavanje poslovnih priložnosti, ki bi sicer ostale neopažene
ter povecˇanje varnosti sistema [54]. Zaporedje klikov, ki jih uporabnik naredi med
sprehajanjem po nekem spletnem mestu, imenujemo klikotok (ang. clickstream)
[91].
Cˇe hocˇemo podatke o obnašanju uporabnikov pridobiti in analizirati, jih mo-
ramo preoblikovati in shraniti v primerni obliki. Uporabimo spletno podatkovno
skladišcˇe, ki hrani podatke o klikotoku in druge kontekstne podatke. To je podat-
kovno skladišcˇe, ki kot vir uporablja podatke o klikih uporabnikov na nekem sple-
tnem mestu. S pojavitvijo spletnih aplikacij se je potreba po analiziranju obnašanja
uporabnikov in posledicˇno uporaba spletnih podatkovnih skladišcˇ povecˇala. Slika
2.10 prikazuje arhitekturo spletnega podatkovnega skladišcˇa (SPS). Arhitekura je
na videz dokaj podobna klasicˇnemu podatkovnemu skladišcˇu.
Leva stran slike prikazuje vire podatkov za spletno podatkovno skladišcˇe. Glavni
vir predstavlja klikotok, ki ga najpogosteje pridobimo iz dnevniških datotek enega
ali vecˇ povezanih ali neodvisnih spletnih strežnikov. Druge možnosti za pridobi-
tev podatkov o klikotoku so še: (i) ponudnik internetnih storitev, (ii) specializirana
podjetja, ki smo jih najeli z namenom, da izvajajo kontrolo prometa na dolocˇenih
spletnih mestih, (iii) podatke lahko odkupimo od komercialnih spletnih strani, kar
je tudi že precej dobro utecˇena praksa.
Srednji del predstavlja postopek cˇišcˇenja in preoblikovanje podatkov (postopek
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ETL). Zaradi slabše strukture podatkov in pomanjkanja dolocˇenih kontekstnih po-
datkov je postopek cˇišcˇenja in preoblikovanja podatkov pri SPS še posebej pomem-
ben. Imenujemo ga tudi poobdelava podatkov klikotoka (ang. post-processing). V
veliko primerih lahko za postopek poobdelave podatkov klikotoka uporabimo po-
stopke, ki smo jih uporabili pri drugih podatkovnih skladišcˇih. Kljub temu pa ob-
staja nekaj pomembnih razlik, ki se jih moramo zavedati. V okviru aplikacije, ki
izvaja poprocesiranje, moramo poskrbeti za [43]:
• Filtriranje neuporabnih podatkov. Podatke moramo ustrezno združiti in
zavrecˇi zapise, ki jih ne bomo prenašali v podatkovno skladišcˇe. Cˇimbolj
moramo zmanjšati obseg vhodnih podatkov tako, da še ustrezajo zrnu tabele
dejstev in podatki še ostanejo celoviti.
• Idenfifikacija sej. Zapisom v dnevniški datoteki dodamo ustrezno šifro seje
in preverimo, da si dogodki v seji sledijo v usteznem cˇasovnem zaporedju.
• Identifikacija uporabnikov. Uporabnike iz dnevniških datotek poskušamo
povezati z obstojecˇimi šiframi uporabnikov. Cˇe to ni možno (neznan uporab-
nik), dodelimo uporabniku anonimen ID.
• Identifikacija odjemalcev (ang. hosts). Ugotovimo identiteto naslovov IP
za odjemalce in vire zahtev (ang. referrer). Obdržimo podatke o državi vira
zahteve in osnovne podatke o domeni (com, edu).
• Podatke spravimo na skupen format zapisa. Podatke o klikotoku zapišemo
v obliki, ki je natancˇno definirana in ustreza aplikaciji za vnos podatkov v
podatkovno skladišcˇe.
• Ugotavljanje podatkov za dimenzijo dogodek.
Desna stran slike predstavlja podatkovno skladišcˇe z eno ali vecˇ povezanimi
zvezdnimi shemami. Do njih dostopamo z orodji za ugotavljanje zakonitosti v po-
datkih, vršimo poizvedbe in izvajamo analize.
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Kot smo že navedli, je klikotok zaporedje klikov, ki jih uporabnik naredi med spre-
hajanjem po spletnem mestu. Podatke o klikotoku lahko pridobimo iz dveh virov:
(i) klikotok, ki se nahaja na strežniški strani, (ii) podatki o klikotoku, ki se naha-
jajo na odjemalcˇevi strani. Cˇe se med odjemalcem in strežnikom nahajajo tudi kaki
posredniki, kot so proxy strežniki in analizatorji paketov (ang. packet sniffers), ti
posredniki lahko predstavljajo koristen vir podatkov o klikotoku [71, 89].
Podatke na strežniški strani pridobimo na spletnem strežniku spletnega mesta.
Podatki, ki so na voljo na strežniški strani so: dnevniški zapisi spletnega strežnika,
piškotki, neposredni uporabniški vnosi in podatki pridobljeni iz zunanjih virov. Naj-
pogosteje se ti podatki nahajajo v obliki razlicˇnih vrst dnevniških podatkov, gene-
riranih s strani spletnega strežnika. Ti zapisujejo dostope do svojih virov v eno ali
vecˇ dnevniških datotek (ang. HTTP log file). Vsak spletni strežnik ima to lastnost v
takšni ali drugacˇni obliki vgrajeno v arhitekturo. Podatki o klikotoku, pridobljeni na
strežniški strani, imajo dolocˇene prednosti pred podatki o klikotoku, pridobljenimi
s strani odjemalca. Podatke lahko zbiramo za vse uporabnike, ki dostopajo do sple-
tnega mesta brez potrebe po namestitvi dodatne programske opreme na odjemalcˇevi
strani. Najvecˇja pomanjkljivost tega pristopa pa je, da smo pri interakciji med upo-
rabnikom in strežnikom omejeni na nivo spletnega vira (npr. spletna stran). Zaradi
narave protokola HTTP nimamo neposredne povezave med zahtevanimi viri. Poleg
polja referrer ki pove, s katerega vira je uporabnik prišel, nimamo podatka o tem,
kako uporabnik prehaja med razlicˇnimi spletnimi stranmi, kakšni so njegovi inte-
resi v splošnem in kako je spletna stran pozicionirana na njegovi poti po spletnem
mestu.
Podatki o klikotoku so obicˇajno veliki, slabše struktuirani in prikazujejo samo
delno sliko uporabnikove aktivnosti. V dnevniku spletnega strežnika na primer, ne
najdemo sledu o aktivnostih, ki so posledica predpomnilnika brskalnika ali omrežja.
Klik uporabnika na gumb Nazaj v brskalniku ne bo imel pripadajocˇega zapisa v
dnevniku spletnega strežnika [47].
Podatki o klikotoku so lahko zapisani v razlicˇnih formatih, ki imajo opcijske
podatkovne komponente. Zaradi porazdeljene narave spleta se podatki o obisku
spletnih strani lahko zbirajo na vecˇ strežnikih hkrati, cˇeprav uporabnik misli, da de-
ska na enem samem strežniku. Zaradi tega se pojavi tudi težava s sinhronizacijo in
združevanjem podatkov iz vecˇ dnevniških datotek. Srednje obremenjen spletni stre-
žnik lahko servisira vecˇ sto strani v eni sami sekundi. Zelo malo verjetno je namrecˇ,
da bi bile ure na razlicˇnih strežnikih usklajene na stotinko sekunde natancˇno.
2.10.1 Komunikacija spletni odjemalec / strežnik
Za lažje razumevanje spletnih dnevnikov, si poglejmo osnovno tehnologijo delova-
nja spleta. Razumevanje komunikacije odjemalca s spletnim strežnikom je predpo-
goj za razumevanje dnevniških zapisov spletnega strežnika, saj je ta komunikacija
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generator zapisov v dnevniku. Spletni brskalnik komunicira preko protokola HTTP
(HyperText Transfer Protocol), za varen prenos pa se uporablja protokol HTTPS.
Slika 2.11 prikazuje, kako komunikacija poteka po korakih [43]:
(1) Uporabnik klikne na povezavo (URL) na spletni strani, npr. novice.si. Ko
HTTP zahteva pride do spletnega strežnika, ta vrne zahtevano stran (v našem
primeru stran.html).
(2) Ko je dokument stran.html v celoti prenešen na odjemalcˇevo stran, spletni
brskalnik dokument v celoti pregleda za morebitne reference na ostale doku-
mente, ki jih dokument stran.html vsebuje in jih je potrebno prenesti na
odjemalca, preden bo postopek v celoti zakljucˇen. Spletni brskalnik mora
ostale komponente dokumenta prenesti kot locˇene zahteve. Naj opomnimo,
da je uporabnik kliknil samo na povezavo stran.html. Vse ostale akcije se
izvedejo samodejno v okviru prenešenega dokumenta stran.html. Zaradi
višje hitrosti vecˇina brskalnikov prenose komponent na strani izvaja vzpore-
dno (10 ali vecˇ zahtev naenkrat).
(3) Brskalnik najde povezavo na sliko – logo.gif, iz URL naslova se vidi, da
se nahaja na istem strežniku (novice.si). Spletni odjemalec pošlje še eno
zahtevo na strežnik, ta pa mu kot rezultat pošlje sliko.
(4) – oglaševanje: spletni brskalnik nadaljuje na naslednji referenci in najde zah-
tevo za prenos slike s spletnega mesta oglas-pasica.si. Pošlje se zahteva
strežniku z oglasi oglas-pasica.si. Ta najprej vpraša brskalnik za piško-
tek, ki ga je morda prejšnjicˇ poslal odjemalcu. Strežnik z oglasi dobi piškotek,
ga obdela in na podlagi vsebine pošlje zahtevano sliko (oglasno pasico) br-
skalniku glede na vrednost piškotka. Strežnik z oglasi zabeleži kdaj, komu
in katero pasico je poslal. Cˇe brskalnik ne bi imel piškotka, bi mu oglasni
strežnik poslal obstojni piškotek in nakljucˇno oglasno pasico.
Vir zahteve: HTTP zahteva iz brskalnika strežniku oglas-pasica.si je nosila
delcˇek informacije, ki jo imenujemo vir zahteve ali naslov vira zahteve (ang.
referrer). Vir zahteve je URL, ki je odgovoren za povezavo na spletni strani.
V našem primeru je vir zahteve novice.si/stran.html. To ni spletni br-
skalnik, to je naslov URL s katerega je narejena zahteva HTTP za pasico
na oglasnem strežniku. Strežnik z oglasi oglas-pasica.si tako dobi in-
formacijo o tem, v okviru katerega spletnega mesta je bila pasica prikazana
uporabniku.
Cˇe si spletni mesti (strežnika) delita dnevniške datoteke in atribute strani, po-
tem lahko izvemo tudi kakšen je bil namen spletne strani, na kateri se nahaja
pasica in ne samo naslov URL.
(5) Medtem ko je stežnik za oglase zadolžen za dostavo pravilne vsebine na sple-
tne strani, je profiler strežnik, katerega naloga je zbrati cˇimvecˇ podatkov o
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uporabniku za potrebe oglaševanja ali prilagajanja vsebine uporabniku. V
našem dokumentu stran.html se nahaja skrito polje, ki vsebuje zahtevo za
prenos posebnega dokumenta iz strežnika profiler.com. Ko zahteva pride
do strežnika, ta najprej poskuša pridobiti svoj piškotek iz prejšnjih obiskov.
Piškotek vsebuje ID, ki služi kot identifikacija uporabnika in šifra podatkov o
uporabniku v podatkovni bazi profilerja. Profiler lahko podatke pošlje nazaj
brskalniku (stran.html), ki bodo ob naslednji osvežitvi poslani na strežnik
novice.si, ali pa po posebni poti nemudoma obvesti strežnik novice.si,
da je uporabnik identificiran in aktiven (6). Spletni strežnik novice.si bo
lahko ustrezno prilagodil vsebino spletne strani poznanemu uporabniku.
Po vseh opisanih korakih, ki se zgodijo v zelo kratkem cˇasu, se z višanjem prenosnih
hitrosti sorazmerno krajša, spletni brskalnik uporabniku prikaže zahtevano spletno
stran. Šele s tem je zahteva za spletno stran (in s tem tudi komunikacija) dokoncˇno
zakljucˇena. Iz opisanega primera vidimo, kako zahtevna komunikacija poteka v
ozadju spletnega deskanja. Na sliki 2.11 so uporabljeni trije strežniki, funkcijo
vseh treh lahko opravlja en sam strežnik.
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Slika 2.11: Shematski prikaz komunikacije med odjemalcem in spletnim strežni-
kom. Postopek je razdeljen na šest korakov.
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2.10.2 Dnevniška datoteka spletnega strežnika
Spletni strežniki so gotovo najbolj bogat in najpogosteje uporabljen vir podatkov o
klikotoku. Oblika dnevniških datotek spletnih strežnikov je, ne glede na to, kate-
remu strežniku pripadajo, predpisana s standardom organizacije W3C. W3C predpi-
suje standardne elemente dnevnikov, ne pa tudi vsebine. Vecˇina spletnih strežnikov
uporablja kot privzeti format zapisa v dnevniško datoteko format CLF (Common
Log Format), ki vkljucˇuje sedem podatkovnih elementov: IP odjemalec, ime odje-
malca, uporabniško ime (cˇe je uporabnik prijavljen), cˇas dostopa, ime datoteke in
velikost datoteke. Vecˇ podatkov o dostopu najdemo pri W3C formatu ECLF (Exten-
ded Common Log Format), ki ima dodana še dva podatkovna elementa: vir zahteve
(referrer) in vrsto odjemalca (user agent). Vir zahteve predstavlja spletno stran, iz
katere je uporabnik zahteval trenutno obravnavano stran v dnevniku spletnega stre-
žnika. Drugi element vsebuje podatek o imenu in razlicˇici spletnega brskalnika
ter operacijskem sistemu na odjemalcu. S ponujenimi dvemi dodatnimi elementi
ponuja format ECLF veliko vecˇje možnosti v fazi obdelave dnevniških zapisov. Ta-
bela 2.1 prikazuje primerjavo med formatoma CLF in ECLF. Prikazana je struktura
dnevnika in opis elementov, ki jih najdemo v obeh formatih.
Tabela 2.1: Primerjava med formatoma spletnega dnevnika CLF in ECLF
Podatkovni element CLF ECLF Opis
host (ime odjemalca) • • Naslov IP ali polno ime domene (pocˇasno).
ident (odjemalec) • • Identiteta odjemalca, cˇe je omogocˇena, sicer
znak ’-’.
authuser (uporabnik) • • Cˇe je spletni vir zašcˇiten z geslom uporabni-
ški ID, ki je bil uporabljen, sicer prazen vnos.
time (datum in cˇas) • • Cˇas zahteve na strežniku v obliki CLF
[YYYY-MM-DD hh:mm:ss]
request (zahteva) • • Polna pot do zahtevanega vira na strežniku.
status (HTTP status) • • Statusna koda HTTP, vrnjena odjemalcu.
bytes (velikost) • • Kolicˇina podatkov, ki se vrne odjemalcu (v
bajtih), brez HTTP glave.
referrer (vir zahteve) • URL naslov dokumenta, ki je uporabnika
usmeril k nam.
user-agent (brskalnik) • Ime in razlicˇica spletnega brskalnika + plat-
forma.
filename Ime datoteke.
cookie (piškotek) Vrednost piškotka, ki ga je poslal spletni br-
skalnik iz lokalne datoteke za piškotke.
. . .
Standarda CLF in ECLF nista dovolj za današnje potrebe pri zbiranju infor-
macij, zato prakticˇno vsi spletni strežniki omogocˇajo beleženje tudi drugih podat-
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kovnih elementov (npr. piškotek, IP strežnika). Število elementov je omejeno s
protokolom HTTP, ki v osnovi ne nudi veliko informacije [43]. Pri instalaciji in na-
stavitvi spletnega strežnika morajo razvijalci in skrbniki spletnega mesta dolocˇiti,
kateri podatkovni elementi bodo potrebni za implementacijo vseh željenih funkcij.
Od izbora podatkovnih elementov je odvisna tudi kakovost analiz podatkov kliko-
toka. Odlocˇimo se lahko za celoten nabor podatkovnih elementov, ki so na voljo. To
ima za posledico zelo velike in za manipuliranje zahtevne datoteke, hkrati pa obilo
uporabnih podatkov. Druga možnost je uporaba samo nekaj osnovnih parametrov,
ki prinesejo omejen nabor podatkov, vendar dovolj majhne in obvladljive dnevniške
datoteke [3]. Odlocˇitev o formatu zapisa v dnevniško datoteko spletnega strežnika
je potrebno skrbno pretehtati.
2.10.3 Pomembnejši elementi dnevnika
Analiza spletnih dnevnikov je lahko zelo zapletena in nudi svojevrsten izziv. Kljub
temu, da se za vsak zahtevek naredi zapis v dnevnik, se soocˇamo z razlicˇnimi te-
žavami. Zapisi v dnevniku nimajo podatka o uporabniški seji. Vsaka vrstica v
dnevniku torej predstavlja samostojen zahtevek brez povezave na ostale zahtevke v
uporabniški seji. Ker strežnik laho streže vecˇ uporabnikom obenem, se zapisi razlicˇ-
nih uporabniških sej v dnevniški datoteki se med sabo prepletajo. To seveda otežuje
postopek združevanja vseh zahtev uporabnika v uporabniško sejo. Ta proces ime-
nujemo osejevanje (ang. sessionization). Za osejevanje pomembnejši podatkovni
elementi dnevniške datoteke so:
• IP-naslov odjemalca. IP-naslov je eden izmed najpomembnejših elemen-
tov dnevnika. Na podlagi IP-naslova lahko spletni strežnik s pomocˇjo pro-
tokola reverse address lookup ugotovi obiskovalcˇevo domeno, ki vcˇasih raz-
krije državo ali organizacijo obiskovalca. Ta možnost se uporablja redko,
ker predstavlja za strežnik 40% dodane obremenitve. Domenske podatke iz
IP-naslova raje ugotavljamo v postopku poprocesiranja. Zaradi prevlade di-
namicˇnih IP-naslovov nad staticˇnimi in dostopa izza požarnih zidov podjetij
ter proxy strežnikov [71] (vsi racˇunalniki v podjetju so navzven predstavljeni
z istim IP-naslovom) ime domene vcˇasih pove bore malo, ravo tako ni možna
popolnoma pravilna identifikacija obiskovalcev s pomocˇjo IP-naslova.
• Datum in cˇas – time. V dnevnik se obicˇajno zapiše cˇas, ko se je spletni
strežnik koncˇal ukvarjati z zahtevo. Cˇas se beleži s sekundno natancˇnostjo.
Cˇasovni žig je pomemben element v postopku osejevanja. Vsaka uporabniška
seja se zacˇne na nek dan ob nekem trenutku, in se ob nekem trenutku tudi
koncˇa (obicˇajno istega dne). Na podlagi izteka cˇasovne omejitve od zadnje
zahteve (ang. timeout) sklepamo, da se je seja koncˇala. Shahabi in sod. [86] ta
cˇas imenujejo cˇas ogleda strani. Razlicˇni avtorji predlagajo razlicˇne vrednosti
[13, 105], obicˇajno pa se uporablja cˇas 30 min [20]. Cˇe po izteku naletimo na
novo zahtevo z istega IP-naslova sklepamo, da gre za novo uporabniško sejo.
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Atributa datum in cˇas sta uporabna neposredno v podatkovnem skladišcˇu in
pri združevanju zapisov iz razlicˇnih datotek.
• Dejanska zahteva spletnega brskalnika – request. Primer tipicˇne zahteve:
GET /images/slika.gif HTTP/1.0
Zahteva je sestavljena iz HTTP metode, (v našem primeru zahteva za nek vir),
URI segmenta (uniform resource identifier) in razlicˇice protokola. POST me-
toda pošlje podatke strežniku. S stališcˇa preiskovanja dnevnikov za potrebe
prepoznavanja obnašanja uporabnikov sta zanimivi predvsem metodi GET in
POST. Prva se pojavlja v skoraj 99% zahtev in pomeni, da je uporabnik kliknil
na hiperpovezavo (ang. hyperlink) in s tem sprožil zahtevo za prenos spletne
strani. Povedano drugacˇe, uporabnik si je stran samo ogledal. Zanimiva je
tudi metoda POST, ki predstavlja uporabnikovo akcijo pošiljanja vsebine na
spletno stran [3]. To se zgodi, ko uporabnik izpolni podatke v obrazcu in ga
pošlje na spletno mesto. Veliko takih akcij najdemo pri spletnih aplikacijah
na vseh straneh, ki predstavljajo vnos podatkov v sistem. Po izvršitvi akcije,
ki se nahaja za akcijskim elementom spletne strani, se spletna stran spremeni
ali prikaže druga, uporabnikovi akciji ustrezna stran.
• Status – trimestna koda stanja, ki se vrne odjemalcu kot odgovor na zahtevo.
Pove kako se je zahteva koncˇala. Omogocˇa sledenje in analiziranje dogodkov
na strežniku. Okvirni pomen pomembnejših skupin kod najdemo v tabeli 2.2.
• Vir zahteve – referrer. Predstavlja izvorno spletno stran (URL), preko katere
je obiskovalec prišel na našo spletno stran. S pomocˇjo tega podatka spletna
mesta lahko spremljajo promet glede na to, od kod vse prihajajo obiskovalci
na spletno mesto. Uporabimo ga lahko v varnostne in statisticˇne namene. Ker
ta podatek lahko krši zasebnost, omogocˇajo nekateri brskalniki izkljucˇitev
pošiljanja tega podatka. V zadnjem cˇasu se pojavljajo nekatere zlorabe vira
zahteve, kot so: spreminjanje podatka z namenom nepooblašcˇenega dostopa
do spletne strani (ang. referrer spoofing) in pošiljanje spremenjenega podatka
o viru zahteve (ang. referrer spam).
V zadnjem cˇasu so najpogostejši izvor zahtev znani spletni iskalniki, npr.
Google, Msn, Najdi.si. Za spletna mesta so pomemben vir tudi druga sple-
tna mesta, ki usmerijo obiskovalca nanje. Nacˇini preusmeritve se pojavljajo
v obliki hiperpovezav, graficˇnih elementov, oglasnih pasic, in drugih elemen-
tov. V postopku obdelave lahko vire indentificiramo in ovrednostimo njihovo
pomembnost [3].
• Odjemalec – user-agent. Vsebuje podatek o imenu in razlicˇici odjemalca, ki
je ustvaril zahtevo in operacijski sistem pod katerim odjemalec tecˇe. Spletni
strežnik ta podatek lahko uporabi za ugotavljanje, katere funkcije so na tem
brskalniku podprte in katere ne. Na podlagi tega podatka ponavadi zaznamo
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in locˇimo robotke spletnih iskalnikov. Ti namrecˇ neprestano preiskujejo sple-
tna mesta in generirajo zapise v dnevnikih. Za spletni dnevnik pomeni obisk
robota povsem isto kot obisk obicˇajnega uporabnika. Vrstica v dnevniku se
razlikuje le v atributu odejmalec. Vsak robotek ima namrecˇ svoj podpis. Ta-
bela 2.3 prikazuje podpise nekaj znanih robotov. Primer podpisa odjemalca
Internet Explorer, ki tecˇe na operacijskem sistemu Windows 2003:
Mozilla/4.0+(compatible;
+MSIE+6.0;+Windows+NT+5.2;+SV1;+.NET+CLR+1.1.4322)
• Piškotek – cookie. Protokol HTTP ne omogocˇa ugotavljanja stanj in pre-
hodov med njimi (ang. stateless). Ta lastnost lahko pomeni težave pri eno-
licˇni identifikaciji uporabniške seje. Kot odgovor na to pomanjkljivost je bil
vpeljan mehanizem izmenjave piškotkov (cookie). Mehanizem je bil med po-
nudniki spletnih strežnikov in odjemalcev dobro sprejet in je dandanes vgra-
jen v arhitekturo spletnih strežnikov kljub temu, da uradno ni del standarda
HTTP 1.1. Mehanizem piškotkov omogocˇa strežniku, da pošlje niz znakov
odjemalcu z namenom, da ga v prihodnje lahko prebere. Piškotek se hrani v
lokalni bazi odjemalca.
Obicˇajno piškotek hrani informacijo o enolicˇni identifikaciji, ki jo izdela sple-
tni strežnik. Ko uporabnik naslednjicˇ obišcˇe spletno mesto, se ta podatek
lahko pošlje nazaj spletnemu strežniku, ki lahko identificira obiskovalca. Pi-
škotki lahko hranijo tudi druge vrste informacije, kot so obiskane strani, ku-
pljeni izdelki, itd. Piškotek ne sme biti vecˇji od 4 Kbajtov, torej lahko za-
pišemo v piškotek samo omejeno kolicˇino podatkov [71]. Piškotek je lahko
trajen (ang. persistent) ali zacˇasen (ang. session level). Trajni piškotek se
zapiše na disk v brskalnikovo shrambo za piškotke in velja do datuma, ki ga
dolocˇi strežnik. Zaradi varovanja zasebnosti lahko posamezne piškotke pi-
šejo, berejo in spreminjajo le HTTP odjemalci iz domene, ki je shranjena v
datoteki piškotka. Zacˇasni piškotek se nahaja samo v delovnem spominu od-
jemalca in velja le toliko cˇasa, dokler traja uporabniška seja. Izgine takrat, ko
zapremo odjemalca, ki komunicira s spletnim strežnikom. Vsebina piškotka
je preprosta. Stežnik lahko nastavlja naslednje vrednosti piškotka:
– name - ime piškotka,
– value - vrednost piškotka,
– expires - cˇasovna oznaka poteka veljavnosti piškotka (GMT),
– domain - ime domene spletnih strežnikov, ki lahko berejo piškotek,
– path - pot v domeni, kjer piškotek velja,
– secure - ali mora biti piškotek poslan preko varne povezave (HTTPS).
Piškotki seveda niso brez pomanjkljivosti. Prva težava je, da lahko istemu
uporabniku dodelimo vecˇ piškotkov, cˇe se povezuje z razlicˇnih racˇunalnikov
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ali nasprotno, vecˇ uporabnikov lahko uporablja isti racˇunalnik in s tem iste
piškotke. V skladu z varovanjem osebnih podatkov lahko uporabnik v nasta-
vitvah brskalnika onemogocˇi uporabo piškotkov. Tudi cˇe brskalnik sprejema
piškotke, jih lahko uporabnik nekaj izbirno pobriše. Omejeno je tudi število
piškotkov. Samo 20 piškotkov je dovoljeno hraniti za dolocˇeno domeno, br-
skalnik pa lahko hrani najvecˇ 300 piškotkov [71].
Tabela 2.2: Statusne kode protokola HTTP.
Koda Skupina dogodkov Opis skupine
2xx Uspeh Strežnik je uspešno obdelal zahtevo.
3xx Preusmeritev zahteve Odjemalec mora izvesti dodatna dejanja za do-
koncˇanje zahtevka. Dejanje je lahko opravljeno
z ali brez interakcije z uporabnikom.
4xx Slab zahtevek Prišlo je do napake, ki je najverjetnejše posle-
dica napake v sami zahtevi. Strežnik ni mogel
izvršiti zahteve. Najbolj znana koda iz te sku-
pine je 404 – spletni vir ni bil najden.
5xx Strežniška napaka Pri obdelavi zahteve je prišlo do napake na stre-
žniku. Napaka ni posledica zahteve same am-
pak notranjega stanja strežnika (npr. 500 – na-
paka v programski kodi, ki izdela dokument za
odjemalca).
Tabela 2.3: Pogostejši spletni iskalniki in obicˇajne kljucˇne besede v podpisu.
Iskalnik Naslov iskalnika Kljucˇne besede v podpisu
Google www.google.com Googlebot
Najdi.si www.najdi.si Najdi.si/3.1
Yahoo www.yahoo.com Yahoo!+Slurp
Microsoft MSN www.msn.com, www.bing.com msnbot
Gigablast www.gigablast.com Gigabot
Alta vista www.altavista.com Scooter/3.3
2.10.4 Mehanizem za procesiranje klikotoka
Uvod
Ko smo ugotovili, kateri podatki o klikotoku so nam na voljo iz dnevnikov spletnih
strežnikov, moramo najti pot kako te podatke shraniti v skladišcˇe spletnih podatkov.
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V veliko primerih lahko za procesiranje podatkov o klikotoku uporabimo standar-
dne ETL procese, ki smo jih uporabili pri drugih podatkovnih skladišcˇih. Kljub
temu pa obstaja nekaj pomembnih razlik, ki se jih moramo dobro zavedati. Raz-
viti moramo model za sistem ETL, ki ga imenujemo mehanizem za poprocesiranje
podatkov o klikotoku.
2.11 Podrocˇna podatkovna skladišcˇa
2.11.1 Uvod
V nadaljevanju bomo predstavili logicˇni nacˇrt podrocˇnega podatkovnega skladišcˇa
za potrebe spletnega študijskega IS [75] in spletne trgovine. Logicˇni nacˇrt je pred-
stavljen v obliki dimenzijskega modela. Uporabili bomo dimenzijski podatkovni
model, ker je najbolj primeren format za predstavitev podatkov v podatkovnem skla-
dišcˇu [45]. Dimenzijski model je alternativa tradicionalnemu entitetno-relacijskemu
(E-R) modelu, ki se bolj splošno uporablja v bazah podatkov.
Zvezdna shema je tehnika, ki se uporablja pri vecˇdimenzionalnem modelira-
nju. Podatkovno skladišcˇe je sestavljeno iz ene ali vecˇ zvezdnih shem. Zvezdna
shema je sestavljena iz centralne tabele dejstev in vecˇ dimenzijskih tabel, ki vse-
bujejo denormaliziran opis shranjenega dejstva. Center zvezdne sheme predstavlja
tabela dejstev, krake zvezde pa predstavljajo dimenzijske tabele. V tabeli dejstev se
nahajajo kljucˇi dimenzij in merljiva dejstva. Merljiva dejstva so številska. Lahko so
seštevna (ang. aditive) ali polseštevna (ang. semi-aditive) glede na cˇas [43, 45].
Med dimenzijskim in (E-R) modeliranjem obstaja bistvena razlika predvsem v
uporabi. Entitetno relacijski model se uporablja v transakcijskih sistemih. Pred-
vsem je njegov namen odpravljanja redundance v podatkih - podatek naj bi bil za-
pisan v podatkovni bazi samo enkrat in na enem mestu. Primeren je za obdelavo
velike kolicˇine trancakcij, saj v normaliziranem modelu vsaka transakcija praviloma
vpliva le na minimalno število tabel in zapisov. Taka zasnova podatkovne baze pa ni
primerna za analitsko okolje. Veliki podatkovni modeli so namrecˇ zaradi svoje ši-
rine in zapletene zgradbe precej nepregledni. Poleg tega pa zahtevnejše poizvedbe,
ki vkljucˇujejo vecˇ deset tabel s seštevanji in preštevanji drasticˇno zmanjšajo odziv-
nost baze podatkov. Takšni sistemi so za uporabnika, ki sprejema kriticˇne poslovne
odlocˇitve, neprimerni.
Dimenzijsko modeliranje je bolj usmerjeno k uporabniku, preglednejše in lažje
obvladljivo. Tudi zahtevne in komplicirane poizvedbe so ucˇinkovite in dajejo od-
govore pravocˇasno. Takšni modeli so torej primerni za izvajanje analiz, poslovno
porocˇanje, odkrivanje zakonitosti v podatkih in napovedovanje trendov. Za transak-
cijske sisteme niso primerni zaradi podvajanja podatkov, razlicˇne zrnatosti podatkov
in hitrosti izvajanja.
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2.11.2 Podrocˇno podatkovno skladišcˇe za študijski IS
Logicˇni nacˇrt spletnega podrocˇnega podatkovnega skladišcˇa predstavlja zvezdna
shema, ki je sestavljena iz tabele dejstev na sredini in osmih dimenzij: seja, datum,
cˇas, uporabnik, stran, gostitelj (ang. host), dogodek in odjemalec (ang. user agent).
Dimenziji seja in dogodek sta izrojeni (razdelek 2.7.2). Degenerirana dimenzija
nima pripadajocˇe dimenzijske tabele ampak ima samo kljucˇ v tabeli dejstev. Zvez-
dno shemo prikazuje slika 2.12.
Tabela dejstev
Za zrno tabele dejstev smo izbrali posamezen dogodek zahteve neke spletne strani.
Zrno tabele dejstev predstavlja nivo najbolj natancˇnega podatka, ki ga lahko shra-
njujemo v sistemu. Pri izbiri zrna smo upoštevali nacˇelo, da izberemo tako drobno
zrno, kot je mogocˇe. Ker vse možnosti uporabe niso natancˇno definirane, smo s tem
omogocˇili najširši možen spekter analiz. Tabela dejstev vsebuje sestavljen kljucˇ,
Fact TableObisk
Datum
Stran
Uporabnik
Odjemalec
Gostitelj
#
# datum_id
# cas_id
# uporabnik_id
# gostitelj_id
# stran_id
#
# odjemalec_id
seq
dwell_time
download_time
bytes
seja_id
dogodek_id
# datum_id
SQL_datum
dan
mesec
leto
študijsko_leto
konec_tedna
semester
je_praznik
ime_praznika
...
# uporabnik_id
uime
ime
priimek
privzeta_vloga
zavod
ime_zavoda
k_ime_zavoda
# odjemalec_id
vrsta
brskalnik
različica
OS
ime_OS
# gostitelj_id
tevilka_IP
ime_domene
k_ime_domene
domena
ponudnik
status
š
# stran_id
pageid
ime
dolgo_ime
shema
vloga
vrsta_strani
vir
funkcija
# cas_id
SQL_cas
ura
minuta
sekunda
del_dneva
odmor
...
Čas dneva
Slika 2.12: Zvezdna shema za spletno podatkovno skladišcˇe študijskega IS.
ki je sestavljen iz kljucˇev dimenzijskih tabel in štirih merljivih dejstev. Vsak za-
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pis v tabeli dejstev ustreza eni zahtevi za stran na aplikacijskem strežniku v neki
uporabniški seji (zrno tabele dejstev). Za vsako zahtevo strani, se hranijo naslednja
merljiva dejstva [75]:
• dwell_time - število sekund, kolikor je imel uporabnik stran prikazano na
zaslonu (cˇas branja strani).
• bytes_transferred - kolicˇina prenešenih podatkov s strežnika v bajtih. Sem se
šteje velikost same strani in vseh elementov na strani.
• download_time - cˇas nalaganja strani na uporabnikov zaslon (v sekundah).
• page_sequence - zaporedna številka strani v celotni sekvenci obiskanih strani
v seji.
Prva tri merljiva dejstva so seštevna in jih lahko seštevamo in agregiramo po vseh
dimenzijah. Nad tabelo dejstev lahko izvajamo tudi štetje zapisov in na ta nacˇin
najdemo odgovor na marsikatero zanimivo vprašanje.
Opis dimenzij
Dimenzija datum je ena izmed dveh cˇasovnih dimenzij v zvezdni shemi. Cˇasovno
dimenzijo smo razdelili na dva dela zaradi izboljšanja performans sistema in v izo-
gib nepotrebnemu podvajanju podatkov. Dostop do strani v tabeli dejstev merimo
na sekundo natancˇno. Cˇe bi hoteli samo eno cˇasovno dimenzijsko tabelo, bi potre-
bovali 86.400 zapisov na dan, kar pomeni na leto 31.536.000 zapisov. Z delitvijo
dimenzije v dva logicˇna zakljucˇena dela, smo se izognili takemu številu zapisov.
Dimenzija datum vsebuje posebne atribute, ki so pomembni za analiziranje podat-
kov po datumih, na primer: pocˇitnice, semester, študijsko leto, ipd. Za vsako leto
ima 365 zapisov, kar jo uvršcˇa med male dimenzije.
Dimenzija cˇas dneva ima en zapis za vsako sekundo v dnevu, kar pomeni, da
ima 86.400 zapisov. Vsebuje atribute, ki opisujejo cˇas znotraj dneva: ura, minuta,
sekunda, del dneva, cˇaz malice, cˇas kosila, število minut cˇez polnocˇ, ipd. Postopek
polnjenja za dimenzijo se izvede samo enkrat, nadaljnje osveževanje dimenzije ni
potrebno. Glede na število zapisov jo še vedno uvršcˇamo med male dimenzije.
Dimenzija uporabnik vsebuje podatke o uporabnikih študijskega, spletnega IS.
Vsaka zapis pripada enemu uporabniku sistema in vsebuje vse njegove podatke.
Uporabnik lahko nastopa v eni izmed štirih vlog: študent, ucˇitelj, administrator ali
skrbnik sistema. Uporabniki se morajo prijaviti v sistem, da lahko uporabljajo sis-
tem. Zaradi tega imamo v spletnem podatkovnem skladišcˇu opravka predvsem z
znanimi uporabniki. To odpravlja tudi problem identifikacije anonimnih spletnih
uporabnikov, ki je tipicˇen in netrivialen izziv pri analizi dnevniških zapisov kliko-
toka. Hranijo se tudi zapisi anonimnih uporabnikov, t.j. uporabnikov, ki se ne prija-
vijo v sistem. Atributi dimenzije uporabnik so razdeljeni na dva dela: atributi, ki so
definirani za vse uporabnike (šifra uporabnika, uporabniško ime, vrsta) in atribute
za uporabnike, ki so se prijavili v sistem (ime, priimek, privzeta vloga).
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Dimenzija stran opisuje strani študijskega, spletnega IS. Vsak zapis v dimenziji
pripada eni strani aplikacije. Vsaka stran iam enolicˇni identifikator, ki omogocˇa
popoln opis strani in definicijo atributov strani. Tipicˇni atributi strani so: šifra strani,
polno ime, kratko ime, vrsta strani (stticˇna, dinamicˇna stran), del aplikacije, ki ji
pripada, skupina strani, ipd. Ta dimenzija omogocˇa generiranje porocˇil o uporabi
funkcij sistema.
Dimenzija gostitelj (ang. host dimension) hrani podatke o spletnih lokacijah
uporabniških racˇunalnikov (IP naslov, celotno ime domene, kratko ime domene,
ponudnik storitev). Do dolocˇene mere natancˇno lahko ugotovimo tudi državo v
kateri se nahaja IP naslov. Atribute za dolocˇen zapis v dimenziji lahko definiramo
samo takrat, ko za IP naslov obstaja vnos v hierarhiji imenskih strežnikov.
Dimenzija dogodek pove, kakšne vrste dogodek se je zgodil nad dolocˇeno stra-
njo v tocˇno dolocˇenem trenutku. V grobem locˇimo med dvema vrstama dogodkov:
prva zahteva strani oz. funkcije sistema in osvežitev strani sistema. Ker razlocˇuje
samo med dvemi vrstami dogodkov, smo jo zgradili kot degenerirano dimenzijo.
Dimenzija odjemalec opisuje odjemalca, s katerim je uporabnik dostopal do
aplikacijkega strežnika. Posredno lahko pridemo tudi do podatka o operacijskem
sistemu in nekaterih drugih osnovnih podatkih o uporabnikovem racˇunalniku. Atri-
buti te dimenzije so: vrsta odjemalca, ime brskalnika, razlicˇica brskalnika, plat-
forma, operacijski sistem, ipd.
Dimenzija seja omogocˇa združevanje vecˇ zaporednih zahtev strani v skupino,
ki jo imenujemo seja. Seja vsebuje vse zahteve za strani, ki jih je uporabnik nare-
dil znotraj dolocˇenega cˇasovnega intervala. To je degenerirana dimenzija, ker smo
vse njene atribute prenesli na ostale dimenzije. To dimenzijo bi lahko implemen-
tirali tudi kot dejansko dimenzijo z atributi: število obiskanih strani v seji, dolžina
trajanje seje, število vseh razlicˇniz zahtev za stran, ipd. Te podatke lahko dobimo
tudi iz obstojecˇe zvezdne sheme, ob pogosti uporabi pa bi bilo smiselno razmisliti
o predizracˇunu v fazi predprocesiranja.
2.11.3 Podrocˇno podatkovno skladišcˇe za spletno trgovino
Zvezdna shema podrocˇnega podatkovnega skladišcˇa je zelo podobna zvezdni shemi
na sliki 2.12. Razlika je le v dimenziji uporabnik, ki je ima drugacˇne atribute. Pri
spletnem študijskem IS imamo opravka z znanimi, uporabniki, ker se je za uporabo
potrebno prijaviti. Pri spletni trgovini pa vecˇinoma ne vemo kdo so uporabniki,
kakšna je njihovo ime in ostali podatki. Tudi, cˇe se uporabnik prijavi, je o njem na
voljo manj podatkov.
Atributi dimenzije uporabnik za spletno trgovino so: uporabnik_id, user, piško-
tek, robot, username, ime in priimek. Med temi izpostavimo atribut robot, ki pove,
ali je vsebino generiral spletni pajek ali uporabnik za racˇunalnikom.
2.12 Implementacija postopkov polnjenja 49
2.12 Implementacija postopkov polnjenja
2.12.1 Izbor orodij
Ko smo imeli potanko opredeljen logicˇen nacˇrt spletnega podatkovnega skladišcˇa
smo izbrali primerno orodje in nacˇrt implementirali. Pri izboru orodja za imple-
mentacijo smo se oprli na pretekle izkušnje pri gradnji podatkovnih skladišcˇ. Za
implementacijo spletnega podatkovnega skladišcˇa smo uporabili orodje Microsoft
SQL Server 2008, ki omogocˇa ucˇinkovito izgradnjo in vzdrževanje podatkovnih
skladišcˇ vseh velikosti. Združuje popolno relacijsko in vecˇdimenzionalno podat-
kovno bazo in omogocˇa podporo za razlicˇne nacˇine uporabe, od e-poslovanja, do
podpore poslovnim procesom in seveda podatkovnega skladišcˇenja. Arhitektura za
ucˇinkovito izgradnjo podatkovnega skladišcˇa mora vsebovati podporo za:
• Izdelavo izvlecˇkov iz podatkovnih virov, preoblikovanje in nalaganje podat-
kov v podatkovno skladišcˇe.
• Oblikovanje strukture podatkov v denormalizirano obliko zvezdne sheme ali
v tretjo normalno obliko.
• Prenašanje podatkov v podrocˇna podatkovna skladišcˇa kjer so ponavadi upo-
rablja vecˇdimenzionalni sistem za upravljanje podatkov (npr. OLAP strežnik).
• Izdelave porocˇil v najširšem smislu, kjer vir podatkov zanje predstavlja podat-
kovno skladišcˇe in/ali podrocˇna podatkovna skladišcˇa. Porocˇila imajo lahko
obliko tiskanih ali poglobljenih vecˇdimenzionalnih porocˇil.
SQL Server 2008 zagotavlja orodja za uspešno izdelavo vseh naštetih nalog.
SQL Server Integration Services (SSIS) omogocˇa izdelavo in vzdrževanje postop-
kov za cˇišcˇenje in preoblikovanje podatkov (ETL). SSIS je funkcijsko bogato orodje.
Najvecˇ se uporablja pri sistemih, kjer se podatki neprestano preoblikujejo iz ene v
drugo obliko. Orodje SSIS ni omejeno samo na uporabo pri gradnji podatkovnih
skladišcˇ, vsebuje pa vrsto komponent, ki gradnjo podatkovnih skladišcˇ zelo olaj-
šajo. V okviru dostopa do podatkov je poenostavljen proces izdelave izvlecˇkov.
Tabele, ki tvorijo podatkovno skladišcˇe, se nahajajo v okviru relacijske podatkovne
baze.
OLAP strežnik SQL Server Analysis services (SSAS) podatke predstavi v vecˇ-
dimenzionalni obliki, prilagojeni za hitro izdelavo porocˇil in enostavno razumevanje
podatkov. SSAS je integrirana in razširljiva množica komponent, ki omogocˇa gra-
dnjo vecˇdimenzionalnih podatkovnih baz in njihovih podatkovnih struktur (kock).
Strežnik SSAS je zelo fleksibilen in omogocˇa vecˇ razlicˇnih nacˇinov shranjevanja
podatkov in agregatov. Na voljo je veliko cˇarovnikov za enostavno izdelavo di-
menzij in kock. Vsebuje tudi industrijsko podprte standarde za podporo odkrivanju
zakonitosti v podatkih (ang. data mining). Za podporo porocˇanju SQL Server nudi
Reporting Services (SSRS), ki omogocˇa izdelavo razlicˇnih analiz vkljucˇno z odlicˇno
povezavo z orodji Excel in Word.
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Kot SUPB za spletno podatkovno skladišcˇe nam je služila relacijska podatkovna
baza SQL Server. Postopek za cˇišcˇenje in preoblikovanje podatkov (postopek ETL)
smo implementirali s pomocˇjo orodja SSIS in lastnih programov, napisanih v jeziku
C#, ki smo jih po potrebi klicali iz orodja SSIS. Postopek ETL je najbolj zapleten in
cˇasovno potraten del podatkovnega skladišcˇenja zato smo, kjer je bilo možno, upo-
rabili orodje SSIS. SSIS je nacˇrtovan z mislijo poenostaviti proces razvoja postopka
ETL. Graficˇno ogrodje omogocˇa enostaven dostop do virov, dolocˇanje predhodno
definiranih operacij in drasticˇno zmanjšanje števila programskih vrstic v primerjavi
z višjenivoskimi ali skriptnimi jeziki. Orodje že v samem jedru podpira nekatere
zapletenejše naloge, kot so npr. pocˇasi spreminjajocˇe se dimenzije.
SSIS je sestavljen iz logicˇnih zakljucˇenih celot, imenovanih paketi. Paket je
logicˇna zakljucˇena celota, ki jo v fazi razvoja postopka gradimo in v fazi uporabe
izvajamo. Zgrajen paket vsebuje povezave na vire podatkov razlicˇnih SUPB, naloge
nad podatki in podatkovni tok, ki naloge povezuje med seboj. Pakete med sabo
lahko poljubno gnezdimo. To nam omogocˇa razbitje postopka ETL na vecˇ manjših
in obvladljivejših delov.
2.12.2 Izvedba postopka ETL
Postopek polnjenja podatkovnega skladišcˇa je razdeljen na vecˇ delov. Vecˇji del po-
stopkov smo implementirali s pomocˇjo orodja SSIS, za bolj zapletene postopke pa
smo izdelali aplikacije v jeziku C#. Tak primer je postopek za cˇišcˇenje in osejeva-
nje podatkov o klikotoku, kjer je potrebno izdelati ucˇinkovito rešitev, tako s stališcˇa
hitrosti kot upravljanja s pomnilnikom. Vsi postopki, vkljucˇno s klicem aplika-
cij, se izvedejo v okviru okolja SSIS. Postopek polnjenja je prikazan na sliki 2.13.
Polnjenje podatkovnega skladišcˇa je razdeljeno na tri vecˇje dele:
• zajem podatkov o klikotoku, cˇišcˇenje in osejevanje,
• preoblikovanje in preverjanje podatkov v podrocˇju ETL,
• zapis podatkov v podatkovno skladišcˇe.
Zajem podatkov
Podatke o klikotoku pridobimo iz dnevnika spletnega strežnika. Podatki so zapisani
v obliki formatirane tekstovne datoteke. Struktura in pomen podatkov je podrobneje
opisana v poglavju o opisu testnih podatkov. Postopek zajema podatkov, cˇišcˇenja,
ugotavljanja uporabnikov in osejevanja smo izvedli s pomocˇjo programa parseLog,
ki smo ga napisali v jeziku C#. Po izvedbi tega postopka smo v podatkovni bazi v
tabeli raw_sessions dobili obdelan klikotok z dodanimi podatki o uporabniški
seji (identifikacijska številka seje, cˇas trajanja seje, kolicˇina prenešenih podatkov).
Klikotok še vedno vsebuje dolocˇena podvajanja, razlicˇna poimenovanja za isti vir,
seje spletnih robotov še niso locˇene od uporabniških. Za sistem e-Študent smo v
fazi procesiranja s programom parseLog že identificirali prepletene seje.
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Slika 2.13: Shematski prikaz postopka polnjenja spletnega podatkovnega skladišcˇa.
Preoblikovanje podatkov
V drugem delu postopka ETL se podatki že nahajajo v podatkovni bazi v podrocˇju
za cˇišcˇenje in preoblikovanje. Podatke prenašamo med tabelami in jih v s pro-
grami in rutinami spreminjamo ter dodajamo atribute. Program stageLog zapise
prenese v tabelo stage_source. Pri tem številko sej prilagodi glede na obstojecˇe
v podatkovnem skladišcˇu, odstrani podvojene zapise, ki so posledica nacˇina delo-
venja aplikacijske plasti, in locˇi seje spletnih robotov od uporabniških sej. Program
stageLog identificira zahtevane strani v sistemu in zamenja z veljavno šifro v po-
datkovnem skladišcˇu.
Preden podatke o klikotoku dodatno preoblikujemo in zapišemo v tabele zvez-
dne sheme, moramo pripraviti podrocˇje za cˇišcˇenje in preoblikovanje podatkov. Na-
cˇeloma se postopki za pripravo pomožnih tabel izvedejo samo ob ob prvem polnje-
nju podatkovnega skladišcˇa. Mednje sodi polnjenje cˇasovne dimenzije, polnjenje
dimenzije dogodek in polnjenje pomožne tabele za ugotavljanje pripadnosti IP šte-
vilke dolocˇeni državi. Dolocˇene postopke pa je potrebno ponoviti v enakomernih
cˇasovnih razmakih. Preveriti moramo, cˇe ima dimenzija datum zapise za cˇasovno
obdobje, za katero polnimo podatke v spletno podatkovno skladišcˇe. Spletne apli-
kacije se spreminjajo, dodajajo se nove strani in uporabniki. V podrocˇje za cˇišcˇenje
in preoblikovanje je potrebno prenesti podatke o vseh straneh aplikacije in uporab-
nikih. V nasprotnem primeru se lahko zgodi, da je v klikotoku zahtevana spletna
stran za katero nimamo vseh potrebnih podatkov, ki jih hranimo v podatkovnem
skladišcˇu.
Preden zapišemo podatke o klikotoku v podatkovno skladišcˇe, je potrebno osve-
žiti dimenzije. Obe cˇasovni dimenziji smo že osvežili v okviru priprave podrocˇja
za cˇišcˇenje in preoblikovanje. To lahko storimo zato, ker sta relativno neodvisni
od podatkov. Za osvežitev ostalih dimenzij potrebujemo podatke o klikotoku. Na
podlagi zapisov v tabeli stage_source moramo osvežiti dimenzije uporabnikov,
strani in podatkov, povezanih z IP številko. V dimenzijske tabele skladišcˇa je po-
trebno zapisati vse podatke, ki se nahajajo v klikotoku in jih še ni v trenutno ve-
ljavnih dimenzijskih tabelah. Primer: v dimenzijo uporabnik je potrebno zapisati
vse nove uporabnike, ki pred tem še niso uporabljali spletne aplikacije. Podobno
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moramo dodati vse od zadnjega polnjenja na novo dodane strani aplikacije. To ve-
lja tudi za dimenzijo gostitelj. Za vse nove IP številke je potrebno ugotoviti
morebitno obstojecˇe ime domene, koncˇnico in državo pripadnosti. V ta namen smo
razvili aplikacijo resolveDNS. Zaradi pocˇasnosti postopka se proces poizvedovanja
domenskih strežnikov izvede po koncˇanem glavnem polnjenju.
Zapis podatkov v skladišcˇe
Po osvežitvi vseh dimenzijskih tabel, lahko pripravimo podatke o klikotoku za zapis
v tabelo dejstev. V tabeli dejstev se nahajajo samo kljucˇi dimenzij in merljiva dej-
stva. V tabeli stage_source je potrebno za vsak podatek, ki predstavlja dimenzijo,
zamenjati vrednost v dimnezijski tabeli z njegovim kljucˇem. Poskrbeti je potrebno,
da se sestavljeni kljucˇi zapisa ne podvajajo. Predvsem pa je potrebno paziti, da se
številka seje ne podvaja s kakšno izmed obstojecˇih sej v tabeli dejstev. Po koncˇani
zamenjavi vrednosti s kljucˇi pred zapisom v tabelo dejstev še enkrat preverimo in-
tegritene omejitve, da sredi postopka polnjeja tabele dejstev ne pride do napake.
Zadnje dejanje je polnjenje tabele dejstev v enem kosu (ang. bulk load).
Zapisi, pri katerih pride do napake kjerkoli v postopku ETL, se preusmerijo v
posebno tabelo stg_napaka. Tabela predstavlja dnevnik za ucˇinkovito lociranje
in odpravo napak. Preslikave in postopki vanjo zapisujejo napake, ki so posle-
dica nepravilnosti podatkov in kršenih poslovnih pravil, preden se prekine izvajanje
postopka ETL. Po koncˇanem postopku polnjenja nam nudi vpogled v napake in
razloge, ki so pripeljali do napak. Vsebina tabele se nacˇelno briše ob vsakem po-
novnem zacˇetku izvajanju postopka ETL.
POGLAVJE 3
Analiza problema in možnih rešitev
3.1 Opis problema
3.1.1 Izzivi razpletanja sej
Uporaba in pomen spleta stalno narašcˇata, še posebej v poslovnem svetu splet po-
staja kljucˇen faktor za uspeh podjetja. Vloga spletnih analitikov, ki se ukvarjajo
z merjenjem in z ugotavljanjem zakonitosti v podatkih, ki pri tem nastajajo, je v
zadnjih letih strmo pridobivala na pomenu.
Raziskovalno podrocˇje odkrivanja zakonitosti v spletnih podatkih se danes deli
na tri podrocˇja: iskanje vzorcev v vsebini spletnih strani (ang. web content mining),
iskanje vzorcev obnašanja uporabnikov (ang. web usage mining) in iskanje vzorcev
v zgradbi spletnega mesta (ang. web structure mining). Za nas bo najbolj zanimivo
drugo podrocˇje odkrivanja zakonitosti v podatkih. Podatke o obnašanju uporabni-
kov pri sprehajanju po straneh spletnega mesta dobimo iz klikotoka. Ne glede na
vrsto spletnega mesta je potrebno pred izracˇunom za nas zanimivih podatkov izve-
sti posreden korak predpriprave podatkov (slika 3.1). V tem koraku identificiramo
uporabnike, klikotoku dodamo podatek o seji in dolocˇimo pravilen vrstni red sple-
tnih strani znotraj sej (postopek osejevanja). Sledi lahko še dodaten korak obdelave
osejenih podatkov. Obicˇajno se pri osejevanju zanašamo na osnovno predpostavko,
zbiranje
podatkov
analiza
klikotoka
osejevanje
identifikacija
uporabnikov
pripravapodatkov
rekonstru-
kcija sej
Slika 3.1: Koraki pri odkrivanju zakonitosti v spletnih podatkih (ang. web mining
steps).
53
54 Poglavje 3: Analiza problema in možnih rešitev
da cˇasovni vrstni red klikov (v seji) opisuje pot spletnega uporabnika pri brskanju
po spletnem mestu. Povedano drugacˇe, predpostavljamo, da se uporabnik sprehaja
po dolocˇenem spletnem mestu vedno samo z enim spletnim brskalnikom, v katerem
imamo odprto in aktivno samo eno okno. Ta predpostavka pa v zadnjem cˇasu ne
drži vecˇ nujno predvsem zaradi dveh razlogov. Na trgu so se pojavili spletni brskal-
niki s podporo zavihkom (ang. tabs) znotraj enega okna brskalnika, drugi razlog pa
ticˇi v spremenjenih vzorcih obnašanja uporabnikov.
Možnost uporabe zavihkov znotraj spletnega brskalnika je spremenila nacˇin de-
skanja uporabnikov. Uporaba zavihkov je uporabnikom poznan koncept iz okenskih
programov in spodbuja razbitje krovne naloge v vecˇ manjših, preprostejših podna-
log. Mehanizem zavihkov v brskalniku uporabnike implicitno spodbuja, da daljši
sphehod po dolocˇenem spletnem mestu razbijejo na poddele in ga opravijo v vecˇ za-
vihkih. Uporabnik se na spletnem mestu z uporabo zavihkov tudi lažje znajde. Na
dolocˇenem mestu na poti po spletnem mestu odpre stran v novem zavihku, opravi
dolocˇeno podnalogo v novem zavihku, potem pa se vrne na prvotno okno. Pogost
primer: spletni kupec zaradi prehoda na digitalni nacˇin oddajanja kupuje nov TV
aparat. Najde primeren izdelek, vendar ga zanimajo še potencialno cenejši izdelki.
Odpre nov zavihek in v njem najde primerljivo ponudbo. Preklaplja med zavih-
koma in primerja lastnosti, nato pa se odlocˇi, da bo v prvem zavihku poskušal najti
še boljšo ponudbo. Namesto zavihkov lahko uporabnik uporabi vecˇ oken brskal-
nika.
Ne glede na mehanizem zavihkov uporabniki velikokrat potrebujejo odprtih vecˇ
oken brskalnika za isto spletno mesto obenem. To velja še posebej za napredne
uporabnike pri uporabi spletnih aplikacij. Pri uporabi spletne aplikacije uporab-
nik vedno nastopa v dolocˇeni uporabniški vlogi. Naprednejši uporabniki pa imajo
lahko vecˇ zadolžitev in opravljajo istocˇasno vecˇ nalog v vecˇ uporabniških vlogah.
Lep primer je na skrbnik sistema, ki lahko nastopa tudi kot obicˇajen uporabnik.
Skrajno nerodno bi bilo, cˇe bi se uporabnik po dokoncˇanju naloge v prvi vlogi od-
javil, prijavil v novi vlogi, opravil novo nalogo, odjavil in spet prijavil v prejšnji
vlogi. Praviloma imajo torej takšni uporabniki odprtih vecˇ oken brskalnika in so v
njih prijavljeni v razlicˇnih uporabniških vlogah. Po potrebi preklapljajo med okni
in v okviru cˇasovih rezin opravljajo delne ali zakljucˇene naloge.
Zaradi enostavnosti bomo poimenovali uporabnikovo obnašanje, kjer je pri br-
skanju po splenem mestu uporabljeno eno samo okno, linearno obnašanje uporab-
nika. Obnašanje uporabnika, ki uporablja vecˇ oken ali vecˇ zavihkov za isto spletno
mesto, pa bomo poimenovali vzporedno obnašanje uporabnika. Na podlagi vzpore-
dnega obnašanja uporabnikov v dnevniku spletnega strežnika nastanejo prepletene
seje. V klikotoku imamo zabeležene obiske v zaporedju A, B, D, C. Razliko med li-
nearnim in vzporednim obnašanjem lahko prikažemo s primerom poenostavljenega
spletnega mesta, katerega nacˇrt prikazuje slika 3.2. Vozlišcˇa predstavljajo spletne
strani, povezave med vozlišcˇi pa prehode med stranmi. Številka ob povezavi po-
meni zaporedno številko uporabnikove akcije. Uporabnik je torej najprej obiskal
stran A, stran B, nato stran D na koncu pa še stran C. Tabela 3.1 prikazuje rekon-
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A
B
C
F
E
D
1
2
3
A,B, C, ... spletne strani
1, 2, 3 zap.št. upor. akcije
povezava URL
Slika 3.2: Nacˇrt preproste spletne strani.
strukcijo poti uporabnika na podlagi obiskanih strani. V prvem primeru predposta-
vljamo linearno obnašanje uporabnika, v drugem primeru pa vzporedno obnašanje
uporabnika. Cˇe pogledamo nacˇrt spletne strani in predpostavimo linearno obnaša-
nje uporabnika, vidimo, da je prehod med stranema D in C malo verjeten, ker strani
nista neposredno povezani s hiperpovezavo. Ob predpostavki linearnega obnaša-
nja bodo rekonstruirana seja sn in cˇasi ogledov strani zavajajocˇi. Ob predpostavki
vzporednega obnašanja uporabnika dobimo pravilno rekonstruirani vzporedni seji
uporabnika sp.
Tabela 3.1: Rekonstrukcija sej na podlagi akcij uporabnika za spletno mesto na sliki
3.2. Indeksi predstavljajo številko seje.
Seja Prehodi med stranmi
neprepletena: sn A→ B, B→ D, D→C
prepletena: sp [A→ B]1, [A→ D]2, [B→C]1
3.1.2 Razpletanje sej
Za razumevanje obnašanja uporabnikov je potrebna pravilna rekonstrukcija sej. Ne-
pravilna rekonstrukcija sej kvarno vpliva na kakovost analiz, ki kot vir uporabljajo
osejene podatke o klikotoku uporabnikov. Berendt in sod. [9] navajajo, da na kako-
vost podatkov o obnašanju spletnih uporabnikov vplivajo težave z (i) razlikovanjem
med zahtevami razlicˇnih uporabnikov (ii) dolocˇitvijo konca uporabniške seje in (iii)
rekonstrukcijo vseh aktivnosti na spletnem mestu. Prepletene seje spadajo v tretjo
skupino težav. Prepleteno sejo si lahko predstavljamo kot sejo, ki je sestavljena iz
elementov sej dveh ali vecˇ razlicˇnih uporabnikov. Popolnoma jasno je, da takšne
seje zakrivajo prvotni namen uporabnika, ki bi ga lahko izlušcˇili iz locˇenih sej. Iz
prepletenih sej bomo torej težje izlušcˇili pravilne vzorce. Takšne seje so daljše,
verjetnost prehoda med dvema zaporednima stranema st in st+1 v seji je lahko zelo
majhna.
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3.2 Pregled dosedanjega dela na podrocˇju klikotoka
3.2.1 Priprava podatkov o klikotoku
S predprocesiranjem podatkov o klikotoku se je ukvarjalo že veliko avtorjev. Vsi
so prišli do ugotovitve, da je kakovostno predprocesiranje podatkov kljucˇno za na-
daljne analize.
Kohavi [47] se je v svojem cˇlanku ukvarjal z izzivi pri analizi podatkov o kli-
kotoku. Navedel je vse pomembne predpostavke za kakovostno izvedbo iskanja za-
konitosti v spletnih podatkih. Podatki o klikotoku so po njegovem mnenju izjemno
primerna domena, vendar se je potrebno soocˇiti z izzivi pri predpripravi podatkov.
Podrobno je opisal vse težave, ki jih imamo pri uporabi klikotoka iz dnevnikov sple-
tnega strežnika. Kot alternativo dnevnikom spletnega strežnika je navedel uporabo
aplikacijske plasti, tudi alternativo dnevnikom spletnega strežnika, in primerjal upo-
rabo obeh pristopov. Posvetil se je tudi nekaterim odprtim problemom na podrocˇju
klikotoka.
Veliko del v preteklosti se je osredotocˇalo na problem nepopolnih podatkov v
dnevniku spletnega strežnika. Predpomnjenje namrecˇ lahko povzrocˇi nepopolne
dnevnike spletnega strežnika. Ena izmed rešitev je pridobitev podatkov o kliko-
toku s strani odjemalca. Shahabi [85] je skoraj vse podatke o klikotoku pridobil iz
spletnega brskalnika. Fenstermacher and Ginsburg [33] sta zajem interakcije med
uporabnikom in odjemalcem razširila še na nekatere druge pisarniške aplikacije.
Trdita, da na ta nacˇin dobimo veliko bolj popolno sliko uporabnikovega obnašanja
na spletu. Catledge in Pitkow [13] sta za zajem klikotoka uporabila poseben vticˇnik
(ang. plugin) brskalnika, ki je hranil vse uporabnikove akcije v brskalniku. Težava
takšnega pristopa je varnost in potrebno sodelovanje uporabnika.
3.2.2 Hevristike rekunstrukcij sej
Cooley in sod. [20] so se ukvarjali s tehnikami priprave podatkov o klikotoku za
spletne analize. Predstavili so metode za identifikacijo uporabniških sej. Predproce-
siranje so razbili v štiri korake: cˇišcˇenja dnevnika spletnega strežnika, identifikacije
uporabnikov, identifikacije sej in zakljucˇevanje poti (ang. path completion). Zaklju-
cˇevanje poti je hevristicˇna metoda dodajanja manjkajocˇih zahtev v poti na podlagi
strukture spletne strani.
Berendt in sod. [9] so se osredotocˇili na primerjavo med razlicˇnimi hevristikami
rekonstrukcije sej. Naredili so ogrodje za primerjavo, dolocˇili mere in preizkusili
model v praksi. Proces osejevanja so podobno kot Cooley [20] razdelili na dva dela:
identifikacija uporabnikov in rekonstrukcija sej. V okviru identifikacije uporabni-
kov se uporabniku pripišejo vse njegove zahteve. V fazi rekonstrukcije sej pa se
zakljucˇeno zaporedje zahtev uporabnika razbije na vecˇ sej. Pri tem si pomagajo
s hevristikami rekonstrukcije sej. Uporabili so cˇasovno naravnano (time-oriented
heuristic) in navigacijsko naravnano hevristiko (navigation-oriented heuristic) oz.
njeno podvrsto z uporabo informacije o predhodno obiskani strani (ang. referrer).
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Pri cˇasovno naravnani hevristiki med dvema zahtevama v isti seji ne sme miniti pre-
vecˇ cˇasa Φ. Imejmo dve zaporedni strani p in q s cˇasoma obiska tp in tq ter najvecˇji
cˇasovni zamik Φ. Cˇe je tq− tp ≥ Φ, potem se v q zacˇne nova seja, sicer se stran q
doda stari seji. Uporabili so tudi razlicˇico cˇasovne hevristike, kjer celotna seja ne
sme trajati vecˇ kot Φ cˇasa kar pomeni, da je stran q sestavni del trenutne seje, cˇe
velja tq− t0 < Φ. Pri hevristiki z uporabo referer informacije se q doda stari seji,
dokler je referer isti ali pa podatek o referer polju manjka in velja tq− tp ≤ Φ. V
nasprotnem primeru se zacˇne v q nova seja.
Khasawneh in Chan [42] sta nadaljevala delo [9]. Namesto cˇasovne in naviga-
cijske hevristike sta za rekonstrukcijo sej iz zaporedja uporabnikovih obiskov strani
uporabila ontologijo spletnega mesta. Zaporedje sta razdelila na podzaporedja s po-
mocˇjo znanja o spletni strani. Ontologijo spletnega mesta sta definirala kot trojico
W = (P,L,F), kjer P predstavlja množico vseh spletnih strani, L množico povezav
med stranmi in F množico funkcij (nalog) sistema. Vsaka funkcija je sestavljena iz
dveh ali vecˇ spletnih strani in predstavlja zakljucˇeno nalogo, ki jo uporabnik izvaja.
Na podlagi nalog potem avtorja dolocˇita tocˇke preloma zacˇetnega zaporedja strani.
Perkowitz in Etzioni [70] sta v cˇlanku z naslovom Prilagodljive spletne strani
(ang. Adaptive Web Sites) predlagala samodejno spreminjanje in prilagajanje vse-
bine spletne strani uporabniku. Spremembe bi temeljile na podatkih, naucˇenih iz
preteklega obnašanja uporabnikov. Avtorja sta predlagala algoritem PageGather, ki
generira oznake tistih strani, ki se v preteklem klikotoku najvecˇkrat pojavljajo nepo-
sredno zaporedno. Na podlagi tega bi lahko ocenili zgradbo spletne strani in izvedli
ustrezne prilagoditve.
3.2.3 Grucˇenje uporabnikov
Razvršcˇanje uporabnikov v grucˇe (ang. clusters) glede na njihove akcije na spletnem
mestu je eden izmed kljucˇnih izzivov na podrocˇju ugotavljanja obnašanja obnašanja
uporabnikov (ang. web usage mining). Klikotoki razlicˇnih uporabnikov pogosto
sledijo tocˇno dolocˇenim vzorcem. Zavedanje tega, vkljucˇno s podatki o vzorcih,
nam lahko pomaga pri zagotavljanju prilagojene vsebine uporabnikom. Možnosti
za uporabo v poslovnem okolju so velike, še posebej na podrocˇju portalov, spletnih
trgovin (ang. e-tailers) in ponudnikov prilagojenih vsebin uporabniku.
Glavne skupine procesov za napovedovanje temeljijo na odkrivanju vzorcev v
podatkih o sprehajanju uporabnikov po spletnem mestu. Glavne metode za odkri-
vanje vzorcev so zaporedni vzorci (ang. sequential patterns), asociacijska pravila,
markovski modeli in grucˇenje.
Lu in sod. [56] se v delu ukvarjajo z odkrivanjem vzorcev obnašanja spletnih
uporabnikov. Predlagali so razlicˇico implementacije uporabnikove željene poti po
spletnem mestu z imenom Significant Usage Pattern (SUP). SUP so željene poti,
pridobljene iz abstraktnih grucˇ podatkov o klikotoku, ki imajo vecˇje verjetnosti po-
javitve od ostalih in se lahko zacˇnejo z neko tocˇno dolocˇeno spletno stranjo. Vsaka
grucˇo spletnih sej so predstavili z markovskim modelom. Novost pristopa je upo-
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raba grucˇenja nad abstraktnimi spletnimi sejami s tehniko izdelave grucˇ v dveh fa-
zah. Najprej se izdela matrika podobnosti na podlagi podobnosti sekvenc abstrak-
tnih grucˇ nato pa izdelajo nove grucˇe na podlagi matrike podrobnosti. Z izvedbo
grucˇenja nad abstraktnimi sejami z vecˇjo verjetnostjo dobimo skupine uporabnikov
z istimi željami.
Z izzivom razvršcˇanja uporabnikov v skupine glede na njihove interakcije na
spletnem mestu se ukvarjata tudi Banerjee in Ghosh [7]. Predlagala sta nov in
ucˇinkovit algoritem za razvršcˇanje spletne uporabnike v grucˇe na podlagi funkcije
najdaljših skupnih podzaporedij (Longest Common Subsequence – LCS) njihovih
klikotokov. Pri razporejanju v grucˇe na podlagi podobnosti LCS so vzeli v ozir tako
opravljeno pot po spletnem mestu kot tudi cˇas zadrževanja uporabnika na posame-
znih spletnih straneh. Veliko število strani spletnega mesta povzrocˇi, da je veliko
število najdaljših skupnih podzaporedij majhno ali enako 0, zato so spletne strani
najprej združili v skupine, imenovane koncepti, glede na vsebinsko podobnost. Poti
skozi spletno mesto so nato preoblikovali glede na dolocˇene koncepte in izvedli
razporejanje v grucˇe.
3.2.4 Uporaba markovskega modela
Dietterich [25] opisuje metode za strojno ucˇenje na podatkih, ki so organizirani kot
zaporedja elementov. Tak primer predstavlja tudi klikotok uporabnika na spletnem
mestu. Predlagal je nekaj vodilnih metod za uporabo na tem podrocˇju. Med drugim
se posveti tudi skritim markovskim modelom.
Cadez in sod. [12] so se osredotocˇili na vidike vizualizacije vzorcev prehajanja
uporabnikov med spletnimi stranmi. Predstavili so nov pristop za predstavitev poti
uporabnikov spletnega mesta. V pristopu so uporabnike najprej razvrstili v grucˇe
glede na podobne poti, nato pa poti znotraj grucˇ ustrezno graficˇno prikazali obnaša-
nje uporabnikov. Za razporejanje uporabnikov v grucˇe (ang. clusters) so uporabili
grucˇenje na osnovi modela. Grucˇenje na osnovi modela predpostavlja, da so bili
podatki generirani na osnovi modela in poskuša odkriti prvotni model iz generira-
nih podatkov. Za grucˇenje uporabnikov so uporabili mešanico razlicˇnih markovskih
modelov prvega reda. Parametre markovskih modelov za vsako grucˇo so dolocˇili s
pomocˇjo algoritma EM (ang. Expectation-Maximization). Za predstavitev podrob-
nosti postopka so razvili orodje WebCANVAS, ki omogocˇa predstavitev primerkov
vsake grucˇe kot barvno ponazorjeno zaporedje kategorij spletnih strani. Preucˇili so
tudi prilagodljivost (ang. scalability) algoritma EM za grucˇenje zaporedij. Pokazali
so skoraj linearno prilagodljivost tako v številu zaporedij kot številu grucˇ.
Avtorji se osredotocˇajo na predstavitev in vidike grucˇenja, manj pa na raz-
licˇne probleme pri predprocesiranju podatkov v dnevnikih spletnih strežnikov. Kot
osnovo so vzeli osejene podatke, kjer ima vsaka spletna stran že dolocˇeno katego-
rijo.
Sarukkai [82] navaja, da z rastjo spleta narašcˇa potreba po dobrih modelih za
analizo poti in predvidevanje naslednjih korakov spletnih uporabnikov. Primeren
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model za to se mu zdijo markovske verige, ker jih lahko statisticˇno ocenjujemo, so
prilagodljive in razširljive. Markovske verige so torej primerno orodje za uporabo
pri predvidevanju naslednje strežnikove HTTP zahteve, predvidevanje naslednje
zahteve uporabnika in generiranje vodicˇev po spletnih straneh (zaporedij strani).
Markovske verige je za zgornje probleme uporabil nad testnimi podatki. Dosegel
je vzpodbudne rezultate. Nasledno zahtevo spletnega strežnika je napovedal 50%
pravilno, naslednjo zahtevo uporabnika pa z vecˇ kot 60% natancˇnostjo. Predstavil
je nov algoritem za generiranje vodicˇev po spletnih straneh s pomocˇjo markovskih
verig (TUMMs). Model omogocˇa sprotno posodabljanje s podatki novih spletnih
uporabnikov. Sarukkai predlaga, da je bi razporejanje uporabnikov v grucˇe izbolj-
šalo rezultate, vendar tega ne implementira.
Cˇlanek se posvecˇa tudi postopku predprocesiranja podatkov iz dnevnika sple-
tnega strežnika. Navedeni so koraki od locˇevanja pomembnih od nepomembnih
podatkov, postopka osejevanja glede na številko IP do odstranjevanja vnosov sple-
tnih pajkov.
Z idejo prilagodljivih spletnih strani so se ukvarjali tudi Zhu in sod. [108] z na-
menom pomocˇi porabnikom pri navigaciji po spletnem mestu. V primerjavi s [70]
so naredili dve kljucˇni izboljšavi: povezave med stranmi so vzpostavili na sosledju
strani preteklih obiskov uporabnikov, zmanjšali so tudi vpliv strežnikov proxy na
kakovost podatkov. Za predvidevanje naslednjih klikov uporabnika so uporabili
markovski model. Markovski pristop, ki ga je uporabil Sarukkai [82] so še iz-
boljšali. Predlagali so kombinacijo dveh pristopov izboljšave ucˇinkovitosti marko-
vskega modela za predvidevanje klikov. Prvi pristop je zmanjšanje velikosti matrike
prehodov s pomocˇjo stiskanja s Spearovim algoritmon. Velikost matrike prehodov
so zmanjšali z združitvijo strani s podobnimi verjetnostmi prehodov. V splošnem je
tak model manj natancˇen, vendar tudi prostorsko manj zahteven. Za dodatno izbolj-
šanje ucˇinkovitosti napovedovanja so uporabili metodo najdaljše poti (ang. max.
forward path) pri kateri so iz zaporedij ucˇne množice odstranili vse zanke. S tem so
zmanjšali ucˇinek vracˇanj uporabnikov na prejšnje spletne strani.
Desphande in sod. [23] navajajo, da pomen predpomnjenja in napovedovanja
najverjetnejših spletnih strani postaja vse vecˇji zaradi potrebe po prilagajanju vse-
bine uporabniku in vplivanja na uporabnikovo izkušnjo pri brskanju. Markovski
modeli in izpeljanke so se izkazali kot primerno orodje za reševanje izzivov na tem
podrocˇju. Markovski modeli višjega reda nudijo višje tocˇnosti napovedovanja, ven-
dar so zelo zapleteni zaradi velikega števila stanj, ki povecˇuje prostorske zahteve
in cˇas obdelave. Desphande in sod. so predstavili tehniko z imenom Selective mar-
kov models za izbor delov markovskih modelov razlicˇnih redov, tako da ima ciljni
model precej manjšo prostorsko zahtevnost in ohranjeno primerljivo tocˇnost napo-
vedovanja. Za osnovo so vzeli shemo z naborom markovskih modelov do k-tega
reda z imenom All-Kth markov model. Pri tej shemi za vsako napoved poskusimo
oporabiti markovski model najvišjega reda. Cˇe v njem ni pokritja za ta primer, vza-
memo model nižjega reda itn. Model rešuje problem pokritja, ne rešuje pa problema
velike prostorske kompleksnosti.
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Problem prostorske kompleksnosti so rešili s pomocˇjo obrezovanja modela. Opi-
sani so trije nacˇini obrezovanja: rezanje glede na podporo, rezanje glede na zaupa-
nje in rezanje glede na napake. Pri prvem nacˇinu se obrežejo vsa stanja, ki nimajo
dovolj velike podpore. Pri drugem nacˇinu odstranimo stanja, kjer je verjetnost naj-
pogostejših akcij razlicˇna od verjetnosti drugih akcij. Rezanje glede na napake po-
reže tista stanja v višjenivosjkih modelih, ki imajo manjšo tocˇnost napovedovanja
kot pripadajocˇa stanja v modelih na nižjih nivojih.
Modeliranje in napovedovanje uporabnikovih poti po spletnem mestu vkljucˇu-
jejo kompromise med zapletenostjo modela in tocˇnostjo napovedovanja. Pitkow in
sod. [72] so se ukvarjali z izzivom, kako zmanjšati zapletenosti modela in ob tem
ohraniti tocˇnost napovedovanja. Tehnika vkljucˇuje združitev dveh metod: metode
ugotavljanja pomembnejših vzorcev spletnega brskanja in identifikacije najdaljših
ponavljajocˇih se zaporedij (ang. LRS longest repeating sequences). Metodo so pri-
merjali z dvema razlicˇnima predstavitvama markovnskih modelov. Markovski mo-
deli vsebujejo podatke o vseh zaporedjih v ucˇni množici, modeli LRS pa vsebujejo
samo najpogostejše uporabljena podzaporedja, kar zelo zmanjša prostorsko zahtev-
nost (za vecˇ kot 90% v primerjavi z markovskimi modeli višjih redov). Pokazali
so, da uporaba LRS ne pomeni nujno tudi vecˇjega zmanjšanja tocˇnosti tako na-
povedovanja naslednjih uporabnikovih klikov kot tudi iskanja ujemanja za bodocˇe
uporabnike. V primerjavi z markovskim modelom prvega reda je bil model LRS
enako dober pri tretjino manjši prostorski zahtevnosti. Primerjali so tudi markovske
modele višjih redov (All-Kth) z modeli LRS višjih redov in dobili zelo podobne
rezultate ob znatno nižji prostorski zahtevnosti.
Z napovedovanjem naslednjih najverjetneje zahtevanih spletnih strani se ukvar-
jajo tudi Sen in sod. [84]. Obravnavajo modele, ki opisujejo, kako obiskovalci
brskajo po spletnem mestu. Osredotocˇili so se na eno samo spletno mesto. Marko-
vski model so uproabili za generiranje simuliranih dostopov spletnih obiskovalcev.
Markovski model prvega reda se je izkazal za neprimernega za scenarij, kjer so ge-
nerirana zaporedja klikov uporabnikov daljša od tistih iz ucˇne množice. Bolje so
se izkazali markovski modeli drugega reda, vendar predstavljajo pomembno pove-
cˇanje cˇasovne in prostorske zahtevnosti. Raziskali so tudi pristop z mešanico vecˇ
markovskih modelov, s pomocˇjo katerih so dosegli nacˇin razvršcˇanja spletnih strani
v grucˇe. Ta pristop se je izkazal za obetavnega, obenem pa je zahteval mnogo manj
prostora za shranjevanje modela. Avtorji so preucˇili še Bayesov pristop s pomocˇjo
Dirichletove apriorne verjetnosti povezav, ki so na voljo uporabnikom na vsakem
koraku pri potovanju po spletnem mestu, vendar podrobnosti implementacije niso
navedene. Navedena je tudi primerjava posameznih pristopov na primeru predpo-
mnjenja spletnih strani (ang. web page caching).
Ypma in sod. [106] so za modeliranje klikotoka spletnih uporabnikov predlagali
uporabo mešanice skritih markovskih modelov (HMM). Graficˇni model za posame-
zno grucˇo prikazuje slika 3.3. Avtorji so razširili delo avtorjev Cadez in sod. [12] in
predstavili metodo za razporejanje spletnih uporabnikov v grucˇe glede na njihove
vzorce obnašanja in nekatere dodatne podatke o uporabnikih. Kategorizacija se iz-
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vede glede na vhodne podatke same brez potrebe po rocˇni kategorizaciji, ki je nero-
dna in okorna. Za ucˇenje mešanice skritih markovskih modelov v grucˇe so uporabili
algoritem EM in pokazali, da lahko za boljše razporejanje uporabnikov v grucˇe upo-
rabimo dodatne staticˇne podatke o uporabnikih. To je bil tudi glavni namen cˇlanka.
Upoštevali so problem prevelike odvisnosti modela od konkretnih (ang. overfitting)
in zmanjšali cˇas potreben za procesiranje modela. Model so preverili na umetnih in
dejanskih podatkih iz dnevnikov spletnega strežnika danske spletne strani. Prikazan
je primer ucˇenja mešanice modelov HMM na umetnih podatkih in prikaz vzorcev, ki
sovpadajo s pricˇakovanimi. Na primeru realnih podatkov so pokazali, da s pomocˇjo
modela lahko dobimo koristne in razumljive kategorije uporabnikov.
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Slika 3.3: Graficˇna predstavitev modela mešanice skritih markovskih modelov za
grucˇo C. Spremenljivke Yt in S predstavljajo opazovana stanja, kategorije Xt pa
skrita stanja. S oznacˇuje dodatne staticˇne uporabniške podatke. Skrita stanja so
odvisna od grucˇe C, opazovana stanja in S pa ne. Matrika A skrbi za prehode med
skritimi stanji, matrika B je emisijska matrika.
Levene in Loizou [49] sta predstavila teoretski model markovske verige za ana-
liziranje vzorcev obnašanja uporabnikov na spletu, ki temelji na informaciji, prido-
bljeni iz tipicˇne poti uporabnika skozi spletno mesto. Podali so teoretsko podlago
za entropijo markovskega modela, ki modelira navigacijo uporabnikov po spletnem
mestu. Nakazali so možne aplikacije algoritma na podrocˇju odkrivanja zakonitosti
v spletnih podatkih. Entropija markovske verige spletne poti uporabnika ali sku-
pine se lahko uporabi za izracˇun verjetnosti tipicˇnih poti uporabnikov, za aplikacijo
tehnik odkrivanja zakonitosti v podatkih, lahko pa bi jo uporabili tudi v Googlovem
algoritmu PageRank. Model, ki uporablja markovske verige prvega reda, so tudi
razširili na uporabo markovskih verig višjih redov.
Eirinaki in sod. [31] predlagajo združitev uporabe markovskih modelov z meto-
dami analize povezav med stranmi z namenom izboljšanja tocˇnosti napovedovanja.
Navajajo, da predstavlja uporaba izkljucˇno verjetnostnih modelov na osnovi prete-
kle uporabe dolocˇene pomankljivosti v povezavi z neuporabo podatkov o strukturi
spletnega mesta, saj lahko pride do podcenjenosti dolocˇenih poti. Predstavili so
mešan verjetnostni model, ki uporablja algoritem PageRank za dolocˇanje apriornih
verjetnosti strani glede na njihov pomen v nacˇrtu strani. Na podlagi poskusov so
pokazali, da pristop nudi objektivnejše in lažje predstavljive rezultate.
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Anderson in sod. [5] predstavljajo relacijski markovski model (RMM), posplo-
šitev markovskega modela, ki predstavlja stanja sistema z relacijskimi predikati.
Takšno predstavitev s pridom izkorišcˇa za boljše ucˇenje in sklepanje. Podana je
natancˇna definicija modela RMM in opis nacˇina ocenitve vrednosti prehodov med
stanji. Med številnimi možnimi domenami za uporabo modela so prikazali nacˇin
uporabe za primer ugotavljanja obnašanja spletnih uporabnikov. Pri modeliranju
obnašanja spletnih uporabnikov z RMM so pokazali številne prednosti v primerjavi
s klasicˇnim markovskim modelom. Primerjali so številne implementacije RMM in
izbrali najboljše. Ugotovili so, da je RMM primerna alternativa klasicˇnemu mar-
kovskemu modelu, ker se redko obnese slabše, v dolocˇenih primerih pa se lahko
odreže veliko boljše. Navajajo, da se RMM odreže dobro v primeru redke matrike
prehodov stanj. V primeru dovolj velike kolicˇine podatkov pa ne nudi prednosti
pred klasicˇnim markovskim modelom.
3.2.5 Predvidevanje naslednjih korakov uporabnika
Predvidevanje naslednjih korakov spletnega uporabnika postaja vse pomembnejše
z narašcˇanjem števila in aktivnosti spletnih uporabnikov.
Gunduz in Ozsu [38] se naslanjata na delo [7] in predlagata nov model za mo-
deliranje obnašanja uporabnikov spletnega mesta na podlagi drevesne predstavitve
podatkov. Model upošteva tako vrstni red zahtev znotraj seje kot tudi cˇas zadrževa-
nja uporabnika na posamezni strani znotraj seje. Osnovna ideja je podobna kot pri
[7], pristop se razlikuje v izboljšani meri podobnosti med sejami in nacˇinu predsta-
vitve podatkov v grucˇi. Uporabniške seje razvršcˇata v grucˇe na podlagi podobnosti
parov sej, vsaka grucˇa pa je interno predstavljena kot drevo klikotoka. Drevo kli-
kotoka za vsako grucˇo predstavlja obnašanje uporabnikov od vstopa do zapustitve
spletnega mesta. Vsaka nova uporabniška seja je razporejena v grucˇo na podlagi
mere podobnosti. Predstavljen model se lahko uporablja kot del sistema za pred-
pripravo naslednje strani kot tudi za napovedovanje naslednje strani. Model je bil
preizkušen na spletnih mestih z razlicˇno strukturo strani.
Schechter in sod. [83] se ukvarjajo z izzivom ucˇinkovite izrabe spletnega stre-
žnika na podlagi podatkov iz dnevnika spletnega strežnika. Na podlagi podatkov
v dnevniku spletnega strežnika so izdelali profile uporabniških sej. Predstavljen
je postopek za ucˇinkovito generiranje profilov uporabniških sej. Pokazali so, da
je na podlagi teh profilov mogocˇe s presenetljivo visoko verjetnostjo dinamicˇno
generirati naslednjo stran. Ker so spletni strežniki obicˇajno procesorsko relativno
malo obremenjeni predlagajo implementacijo takšne rešitve. Cˇe so zahteve pravilno
predvidene, se zelo zmanjšajo zakasnitve pri dostavljanju vsebine uporabniku.
Di Scala in sod. [24] so zgradili bayesov hierarhicˇni model za ovrednotenje
strani spletnega mesta. Model omogocˇa ugotavljanje, ali ima dolocˇena spletna
stran ustrezno strukturo in je ustrezno povezana z ostalimi stranmi spletnega me-
sta. Predpostavili so, da je možno obnašanje uporabnikov na spletnem mestu v
celoti opisati z verjetnostmi prehoda med stranmi. Na klikotok so torej gledali kot
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na markovsko verigo v s koncˇnim številom stanj (ang. finite-state-space Markov
chain). Za verjetnosti prehodov med stranmi so implementirali množico hierarhicˇ-
nih Gaussovih apriornih porazdelitev za logit funkcijo vecˇ spremenljivk (logit(p) =
log(p)− log(1− p)). Dolocˇili so mero atraktivnosti za stran glede na njeno vsebino,
mero povezanosti strani z drugimi zanimivimi stranmi spletnega mesta in splošno
mero uspešnosti strani, ki združuje obe prejšnji. Z razvitim modelom so analizi-
rali klikotok anonimnega evropskega spletnega mesta za distribucijo programske
opreme in predstavili rezultate.
Montgomery in sod. [64] so se, podobno kot nekateri drugi avtorji [72, 84],
ukvarjali z izzivom ugotavljanja naslednjih uporabnikovih akcij na spletnem mestu.
Razvili so model z naslovom dynamic multinominal probit model, ki v primerjavi z
markovskimi modeli prvega reda daje obcˇutno boljše rezultate. Predlagan statisticˇni
model omogocˇa ocenitev poteka preostanka uporabnikove poti, torej tudi ocenitev,
ali bo uporabnik kupil izdelek in ali bo zapustil spletno mesto v roku naslednjih
petih klikov. Za domeno napovedovanja avtorji obicˇajno uporabljajo podatke na
nivoju sej. Montgomery in sod. pa so se osredotocˇili na klikotok na nivoju strani.
Avtorji so izbrali kot osnovo prehod med dvema stranema in ne prehod med dvema
skupinama strani (npr. kategorijama), ki predstavljajo zakljucˇene akcije uporabnika.
Uporabili so klikotok iz odjemalcev spletnih uporabnikov, kar ni pogosta rešitev.
Model so preverili na primeru pomembnejše spletne knjigarne. Pokazali so, da
se po samo 6 klikih uporabnika lahko z vecˇ kot 40% natancˇnostjo ugotovi, ali je
obiskovalec tudi kupec.
3.2.6 Vpliv prepletenih sej na analizo klikotoka
Vsa zgoraj navedena sorodna dela, ki se ukvarjajo z domeno preucˇevanja obnašanja
spletnih uporabnikov, se zanašajo na predpostavko, da cˇasovno zaporedje klikov
uporabnika opisuje pot uporabnika po spletni strani. Implicitno se predpostavlja,
da se uporabnik sprehaja po spletni strani z odprtim enim samim brskalnikovim
oknom. Cˇasovno zaporedje klikov se torej enacˇi z zaporedjem zahtev v seji, ki
smo jo rekonstruirali iz dnevnika spletnega strežnika. Na temo problema pravilne
rekonstrukcije uporabniških sej na podlagi cˇasovnega zaporedja klikov je bilo ob-
javljenih veliko del [20, 88]. Z razmahom brskalnikov novejše generacije, kjer je
podpora vecˇ zavihkom pravilo, zgornja predpostavka ne drži nujno vecˇ. Nujno je
potrebno razumeti, kako uporaba vecˇ zavihkov pri brskanju po spletu vpliva na od-
krivanje vzorcev obnašanja uporabnikov in še posebej na rekonstrukcijo spletne seje
uporabnika. Ne glede na vrsto spletnega mesta je predpriprava podatkov za analize
o klikotoku vedno potrebna, kakovost vhodnih podatkov pa bistvena za kakovost
analiz.
Viermetz in sod. [97] so se osredotocˇili na raziskavo brskanja po spletnem mestu
z odprtimi vecˇ okni brskalnika. Prepletene seje, ki pri tem nastanejo, so poimeno-
vali paralelne seje. Predstavili so problem in na umetnem primeru prikazali netri-
vialnost razvršcˇanja klikotoka, ki je rezultat paralelnega brskanja, v seje. Glavni
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prispevki dela so trije. Predstavili so splošni model za spletno brskanje, ki pokriva
tudi brskanje v vecˇ oknih naenkrat. Izdelali so postopek za detekcijo sej, ki so bile
generirane z odprtimi vecˇ brskalnikovimi okni naenkrat. Na podlagi konkretnega
primera so zdelali oceno dejanskega deleža takšnih sej in prišli do rezultatov, da
imajo pomemben vpliv na rekonstrukcijo sej.
Predstavili so formalni model LTS (ang. Label Transition System) za predsta-
vitev prepletenih sej. Spletno stran so predstavili kot graf, kjer vozlišcˇa predsta-
vljajo strani, povezave pa hiperpovezave. S tem modelom je mogocˇe opisati tako
prepletene kot neprepletene seje. Neprepleteno sejo so s pomocˇjo LTS definirali
kot: LB = (Σ,Λ,T ), kjer Σ predstavlja vsa vozlišcˇa grafa, vkljucˇno z zacˇetnim in
koncˇnim stanjem, Λ vsebuje množico akcij φ , ki jih uporabnik lahko naredi, T pa
množico vseh prehodov Σ×Λ×Σ, možnih na spletnem mestu. Prepleteno sejo,
pa so definirali kot PB = (Σ,Λ′,T ′), z razširjenimi množicami Λ′ in T ′. Množici
vseh prehodov T je dodan prehod v novo okno brskalnika τ . Množici vseh akcij Λ
pa je dodana menjava med odprtimi okni σ brskalnika.
Pri rekonstrukciji uporabniških poti spletnega mesta so uporabili zgoraj pred-
stavljen formalni model LTS. Vsako uporabniško sejo so v postopku rekonstrukcije
predstavili kot drevo klikotoka (ang. clicktree). Tako drevo vsebuje vse možne poti
od korena do listov, ki bi jih uporabnik potencialno lahko naredil. Povezave dre-
vesa lahko zavzemajo eno izmed možnosti: prehod med dvema stanjema φ , odprtje
novega okna z vsebino τ ali menjava med dvema odprtima oknima brskalnika σ .
Na vsako pot grafa lahko gledamo kot na potencialni klikotok uporabnika. Drevo
klikotoka za vsako sejo so potem porezali (ang. prune) v skladu z strukturnimi ome-
jitvami spletnega mesta (nacˇrt spletnega mesta). Porezano drevo predstavlja iskalni
prostor za sejo, ki jo je uporabnik naredil.
Na podlagi analize dreves klikotokov za seje so dolocˇili spodnjo in zgornjo mejo
števila sej, ki bi lahko bile prepletene. Pri najmanj 4% sej je izkazalo, da so gotovo
prepletene.
3.3 Razpletanje prepletenih sej
Pregled dosedanjega dela na podrocˇju klikotoka kaže, da je bilo to podrocˇje v za-
dnjih desetih letih zelo zanimivo za raziskovalce. V veliko delih je bila v ospredju
prav skrb za cˇimbolj verno rekonstrukcijo uporabniških sej z namenom cˇimvecˇje
kakovosti podatkov. Prepletene seje lahko kvarno vplivajo na kakovost podatkov o
klikotoku in predstavljajo izziv za razvoj novih postopkov rekonstrukcije uporabni-
ških sej. Viermetz in sod. [97] so v svojem delu predstavili problem prepletenih sej.
Podrobno so opisali problem in ocenili delež prepletenih sej znotraj klikotoka, niso
pa podali konkretnih metod za razpletanje.
V disertaciji smo se posvetili problemu razpletanja prepletenih sej. V nasle-
dnjem razdelku bomo problem razpletanja najprej osvetlili s teoreticˇnega vidika.
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3.4 Kombinatoricˇni rezultati
3.4.1 Uvod
V tem razdelku se bomo posvetili kombinatoricˇnim rezultatom. Preden razvojem
metod smo si problem razpletanja sej osvetlili s teoreticˇne plati. Ukvarjali smo se
z vidiki prepletanja in razpletanja sej ter dolocˇili formule za izracˇun vseh razlicˇnih
možnosti. Definirali smo formulo za izracˇun števila vseh možnih prepletov in po-
kazali, kako narašcˇa z vecˇanjem dolžin cˇistih sej. Našli smo povezavo med število
možnih kombinacij cˇistih sej v prepletu in Bellovimi števili. Preucˇili smo obnašanje
uporabnika in dolocˇili verjetno število vsebovanih sej v prepletu. V ta namen smo
dolocˇili formulo za število možnih razpletov v vnaprej znano število razpletov. S
pomocˇjo izracˇunov smo pokazali na zapletenost problema razpletanja sej, ki je vecˇji
kot kaže na prvi pogled.
3.4.2 Razlicˇni prepleti sej
Predpostavimo, da uporabnik ob istem cˇasu vodi dve uporabniški seji. Vsaka seja
je sestavljena iz zaporedja strani ustrezne dolžine. S1 = {s1,s2,s3} Dolžina prve
seje je n, dolžina druge seje pa k. S2 = {t1, t2} Uporabnik lahko izvaja operacije
dostopanja do strani tako v prvi kot drugi seji v razlicˇnem zaporedju. Prepletena
seja, ki pri tem nastane, je dolžine n+ k. Posamezne strani iz prve seje S1 in druge
seje S2 se lahko nahajajo na razlicˇnih mestih v prepleteni seji. Upoštevati moramo,
da je zaporedje strani prve in druge seje v prepleteni seji, enako zaporedju strani v
neprepleteni seji. Pojavi se vprašanje, na koliko razlicˇnih nacˇinov lahko uporabnik
izdela prepleteno sejo, cˇe natancˇno poznamo njegovo zaporedje strani v prvi in
drugi seji. Koliko je možnih razlicˇnih prepletov obeh sej. Na primer, cˇe imamo dve
seji dolžine 3 in 2, lahko naredimo 10 razlicˇnih prepletov:
S0 S1 S2 T0 T2
S0 S1 T0 S2 T2
S0 S1 T0 T2 S2
S0 T0 S1 S2 T2
S0 T0 S1 T2 S2
S0 T0 T2 S1 S2
T0 S0 S1 S2 T2
T0 S0 S1 T2 S2
T0 S0 T2 S1 S2
T0 T2 S0 S1 S2
Problem. Zanima nas, koliko razlicˇnih prepletenih sej lahko kreira uporabnik iz
dveh sej dolžine n1 in n2, cˇe je zaporedje strani v sestavnih sejah natancˇno dolo-
cˇeno.
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Trditev 1. Število vseh možnih prepletov lahko izracˇunamo s pomocˇjo kombinacij
elementov C =
(n
k
)
.
Dokaz. Število vseh možnih prepletov izracˇunamo s pomocˇjo kombinacij elemen-
tov C =
(n
k
)
. Kombinacije elementov predstavljajo število nacˇinov, kako lahko iz-
beremo k neurejenih izidov iz n možnosti. Kombinacijo lahko definiramo tudi kot
neurejeno zbirko razlicˇnih elementov dolocˇene velikosti iz dane množice [19]. Pri
množici elementov M je kombinacija elemetov množice M samo podmnožica ele-
mentov iz M, kjer vrstni red ni pomemben (kot to splošno velja za množice). Dve
zaporedji elementov, ki vsebujejo iste elemente v razlicˇnem vrstnem redu, se obrav-
nava kot ista kombinacija. Element se v kombinaciji tudi ne more pojaviti dvakrat.
To lastnost imenujemo tudi elementi brez ponavljanja. Elementi znotraj nepreple-
tene uporabniške seje imajo tocˇno dolocˇen vrstni red. Imamo torej eno samo mo-
žnost izbire elementov, torej imamo množico elementov. Vrstnega reda elementov
ne locˇimo, kar je znacˇilno za kombinacije elementov. Elementi neprepletene upo-
rabniške seje torej predstavljajo množico. Število vseh možnih prepletanj dveh sej
dolžine n1 in n2 je torej enako Cnk =
(n1+n2
n1
)
=
(n1+n2
n2
)
. Razmišljamo lahko takole:
iz množice elementov velikosti n1 + n2 (velikost prepletene seje) izberemo neure-
jeno množico elementov velikosti n1. Število prepletov z vecˇanjem dolžine ene ali
druge seje zelo hitro narašcˇa. Pri dolžini obeh sej 19 elementov imamo že vecˇ kot
35 milijard vseh možnih kombinacij prepletov. Na sliki 3.4 vidimo graf števila vseh
možnih kombinacij prepletanj v odvisnosti od dolžine obeh sej.
5
10
15
0
5
10
15
20
0
5
10
15
20
25
dolžina1. seje
dolžina 2. seje
lo
g
(š
te
v
ilo
p
re
p
le
ta
n
j)
Slika 3.4: Graf števila vseh možnih kombinacij prepletanj dveh sej.
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Graf na sliki 3.5 prikazuje najvecˇje možno število prepletanj v odvisnosti od
dolžine prepletene seje. Os X torej predstavlja vrednost n1 +n2 v razponu od 1 do
38, os Y pa vrednosti logmax
(n1+n2
n1
)
.
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Slika 3.5: Graf najvecˇjega števila prepletanj v odvisnosti od dolžine prepletene seje.
3.4.3 Število možnih kombinacij sej v prepletu
Ko dobimo uporabnikovo prepleteno sejo ne vemo, koliko sestavnih (cˇistih) sej je
v njej prepleteno. V veliki vecˇini primerov gre za preplet dveh ali treh sej. Preplet
vecˇjega števila elementarnih sej je manj verjeten zaradi narave dela uporabnika.
Ponavadi uporabnik za dolocˇeno spletno mesto nima odprtih prevecˇ oken, ker to
preprosto ni prakticˇno. Razpletom prepletenih sej z dvemi in tremu sestavnimi se-
jami smo se podrobneje posvetili tudi mi v tem delu, predvsem prepletenim sejam,
ki vsebujejo dve seji.
Problem. Zanima nas koliko kombinacij razlicˇnih sej lahko teoreticˇno sestavlja
prepleteno sejo dolžine n oz. koliko mešanic razlicˇnih sej je lahko v zaporedju dol-
žine n?
Trditev 2. Prepleteno sejo lahko sestavlja Bn kombinacij razlicˇnih elementarnih
sej, kjer B predstavlja Bellovo število.
Dokaz. Podseje so med sabo lahko zamešane in se prepletajo. Zaporedje elementov
cˇistih sej je v prepleteni seji torej lahko prekinjano. Pogoj je le, da se ohranja vrstni
red iz cˇistih sej. V množici vrstni red ni definiran, kar pomeni, da istih k razlicˇnih
elementov lahko sestavlja natancˇno eno množico. Cˇiste seje, ki sestavljajo preple-
teno sejo, imajo natancˇno dolocˇen vrstni red elementov. Iz k razlicˇnih elementov
torej lahko, podobno kot pri množici, sestavimo natanko eno zaporedje. Cˇiste seje
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so torej ekvivalentne podmnožicam pri Bellovem številu [80]. Bellovo število Bn
predstavlja število nacˇinov, kako lahko n elementov razporedimo v locˇene neprazne
podmnožice. Zanima nas samo število nepraznih sej, zato je problem popolnoma
ekvivalenten Bellovemu številu.
Primer: B3 = 5, ker lahko množico {A,B,C} razdelimo v neprazne podmnožice
na naslednjih 5 nacˇinov:
{A,B,C}; {A,B}∪{C}; {A,C}∪{B}; {A}∪{B,C}; {A}∪{B}∪{C}
Prvih nekaj Bellovih števil za n = 0...10 je: 1, 1, 2, 5, 15, 52, 203, 877, 4140, 21147,
115975 in hitro narašcˇajo z vsakim naslednjim številom n. Za Bellova števila velja
rekurzivna formula:
Bn+1 =
n
∑
k=0
(
n
k
)
Bk (3.1)
Vsako Bellovo število je tudi vsota Stirlingovih števil drugega reda. Bn =
n
∑
k=0
S(n,k),
kjer S(n,k) oznacˇuje število nacˇinov za particioniranje množice s kardinalnostjo n
v natanko k nepraznih množic.
3.4.4 Število razlicˇnih razpletov v k sej
Predpostavimo, da imamo prepleteno sejo dolžine n. Prepletena seja je sestavljena
iz dveh cˇistih sej, ki predstavljata klikotok uporabnika. V prejšnjem primeru nas
je zanimalo, koliko razlicˇnih kombinacij cˇistih sej lahko sestavlja prepleteno sejo.
Pokazali smo, da se da ta problem rešiti s pomocˇjo Bellovih števil. Sedaj pa nas za-
nima, na koliko nacˇinov lahko prepleteno sejo razpletemo v vnaprej znano število
razpletenih sej.
Problem. Na koliko nacˇinov lahko prepleteno sejo dolžine n razporedimo v na-
tancˇno k nepraznih sej.
Trditev 3. Za izracˇun števila razpletov seje dolžine n v natancˇno k nepraznih sej
uporabimo Stirlingova števila drugega reda.
Dokaz. Stirlingova števila drugega reda dolocˇajo število particij množice veliko-
sti n v k skupin. Ker se mora vrstni red elementov v prepletu ohraniti tudi znotraj
razpletenih sej, lahko torej zgornji problem prevedemo na Stirlingova števila dru-
gega reda. Stirlingova števila [36] tvorijo trikotno formo koeficientov, podobno kot
binomski koeficienti
(n
k
)
v Pascalovem trikotniku. Obstaja vecˇ notacij za oznacˇitev
Stirlingovih števil drugega reda: S(n,k) [77] = S (k)n [2] =
{n
k
}
[36]. Stirlingovo
število pomeni število nacˇinov, kako lahko množico velikosti n razporedimo v k ne-
praznih množic. Na primer, množico velikosti 4, lahko razporedimo v dve množici
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na naslednjih 7 nacˇinov:
{1,2,3}∪{4},{1,2,4}∪{3},{1,3,4}∪{2},{2,3,4}∪{1},
{1,2}∪{3,4},{1,3}∪{2,4},{1,4}∪{2,3}.
Iz tega sledi, da
{4
2
}
= 7. Notacija z uporabo zavitih oklepajev, s katerimi ozna-
cˇujemo množice, nas pomaga spomniti na pomen oznake. Preberemo jo “n pod-
množica k“. Za Stirlingova števila drugega reda velja rekurencˇna relacija:
S(n,k) = S(n−1,k−1)+ k ∗S(n−1,k), n > 0 (3.2)
S pomocˇjo pravila (3.2) lahko zgeneriramo tabelo 3.2, ki prikazuje Stirlingov triko-
tnik za podmnožice.
Tabela 3.2: Stirlingov trikotnik za podmnožice
n
{n
0
} {n
1
} {n
2
} {n
3
} {n
4
} {n
5
} {n
6
} {n
7
} {n
8
} {n
9
}
0 1
1 0 1
2 0 1 1
3 0 1 3 1
4 0 1 7 6 1
5 0 1 15 25 10 1
6 0 1 31 90 65 15 1
7 0 1 63 301 350 140 21 1
8 0 1 127 966 1701 1050 226 28 1
9 0 1 255 3025 7770 6951 2646 462 36 1
Poseben primer dobimo, cˇe je n > 0 in k = 2 [36]. V tem primeru elemente
množice razdelimo na dva neprazna dela. Eden izmed teh dveh delov vsebuje za-
dnji element in neko podmnožico prvih n− 1 elementov. Obstaja 2n−1 nacˇinov
izbire zadnje množice, ker je vsak izmed prvih n−1 elemenetov bodisi v tej mno-
žici bodisi ga ni. Ne smemo pa vanjo postaviti vseh elementov, ker želimo koncˇati
z dvema nepraznima deloma. Zato odštejemo 1 in dobimo:
{n
2
}
= 2n−1− 1, kjer
je n > 0. S pomocˇjo zgornjega razmisleka lahko pridemo do zgoraj navedene reku-
rencˇne relacije. Stirlingova števila drugega reda lahko izracˇunamo tudi s pomocˇjo
razlicˇnih številskih vrst [79]. Npr.:
S(n,k) =
1
k!
k
∑
i=0
(−1)i
(
k
i
)
(k− i)n (3.3)
3.5 Možni pristopi k reševanju problema razpletanja
Dinamicˇno programiranje je pogosto uporabljena metoda za dekodiranje verjetno-
stnih modelov z oblikovanimi izhodi, kot so HMM, pogojna nakljucˇna polja (ang.
70 Poglavje 3: Analiza problema in možnih rešitev
Conditional Random Fields – CRF) in stohasticˇne kontekstno neodvisne gramatike
(ang. Stohastic Context Free Gramatics – SCFG). Dinamicˇno programiranje sicer
ponuja algoritem za dekodiranje teh modelov v polinomskem cˇasu, vendar je to
lahko še vedno prepocˇasno [15]. Iskanje optimalne razcˇlembe z uporabo SCFG
zahteva O(n) cˇasa, kjer je n število žetonov na vhodu. Uporaba SCFG s cˇasovno
zahtevnostjo O(n) nad zelo obsežnimi vhodnimi podatki je lahko zelo draga [98].
Tudi pri enostavnih modelih, kot je HMM, ki zahtevajo O(n) cˇasa za dekodiranje,
je uporaba dinamicˇnega programiranja zaradi skritih konstant pri velikem številu
stanj vprašljiva. Razlog ticˇi v dejstvu, da cˇasovna zahtevnost uporabe HMM raste s
kvadratom števila stanj.
Zaradi tega je bilo predlaganih veliko alternativ dinamicˇnemu programiranju,
kot je snopovno iskanje (ang. Beam search), dekodiranje po sistemu najprej naj-
boljši (ang. best-first decoding) [15] in A∗ [46]. Snopovno iskanje in dekodiranje
po sistemu najprej najboljši ne zagotavljata optimalne rešitve, medtem ko A∗ zago-
tavlja optimalno rešitev, cˇe najdemo popolno podoceno (ang. admissible underesti-
mate) [27].
Algoritem A∗ uporablja za vrednost usmerjevalne funkcije seštevek cen trenutne
rešitve in optimisticˇno podoceno do koncˇne rešitve. Sheme za prioritetno iskanje
morajo v vsakem koraku izvesti dodano delo v primerjavi z dinamicˇnim programi-
ranjem. Zato mora usmerjevalna funkcija porezati pomemben del preiskovalnega
prostora, da je ucˇinkovita. Za ucˇinkovito uporabo A∗ (t.j. hitrejši kot Viterbi), mo-
ramo torej znati hitro izracˇunati oceno. Ena izmed najvecˇjih ovir pri uporabi algo-
ritma A∗ je tudi ta, da ne znamo vedno generirati popolne podocene in ga zato ne
moremo vedno uporabiti [27].
V razdelku 3 je bila predstavljena zahtevnost problema razpletanja. Razpletanje
še otežuje dejstvo, da imajo spletna mesta izredno veliko število spletnih strani.
Z združevanjem strani v grucˇe se izgubi nekaj informacije in posledicˇno zmanjša
tocˇnost razpletanja. Tudi cˇe izvedemo združevanje strani v grucˇe, še vedno lahko
dobimo število stanj reda 1000. Veliko število stanj onemogocˇa ucˇinkovito uporabo
HMM in Viterbijevega algoritma. Za algoritem A∗ smo uspeli najti hevristicˇno
funkcijo, ki je popolna, in s tem odprli pot za njegovo uporabo.
POGLAVJE 4
Metode
4.1 Uvod
Pri izdelavi postopkov za razpletanje sej smo uporabili markovske modele in me-
tode reševanja problemov s pomocˇjo preiskovanja prostora stanj.
Vsak spletni uporabnik pusti sled o obiskanih straneh v dnevniku spletnega stre-
žnika. Analizo podatkov o klikotoku zaradi velike kolicˇine podatkov težko izvajamo
’rocˇno’. V praksi so se izkazali kot uspešni na podrocˇju modeliranja in analize kli-
kotoka markovski modeli [76]. Z markovskimi modeli lahko modeliramo obnaša-
nje uporabnikov pri sprehajanju po spletnem mestu s pomocˇjo verjetnosti prehodov
med posameznimi stranmi, ki jih izracˇunamo na podlagi zabeleženih preteklih upo-
rabniških zahtev v dnevniku spletnega strežnika [31].
Pri postopku razpletanja seje naletimo na problem razlicˇnih možnih razpletov
prepletene seje. Alternative je potrebno pregledati in izlušcˇiti najbolj verjetno mo-
žnost. Preiskovanje prostora stanj nudi ucˇinkovite algoritme za iskovanje alternativ,
zato smo problem razpletanja prevedli na preiskovanje prostora stanj. V nadaljeva-
nju poglavja bomo podrobneje predstavili obe podrocˇji.
4.2 Markovski model
4.2.1 Markovski model prvega reda
Pri reševanju problemov, ki so nelocˇljivo povezani s cˇasovnostjo – to pomeni, da
so sestavljeni iz procesa, ki se razvija v cˇasu – imamo lahko stanja v cˇasu t, na
katera vpliva neposredno stanje v cˇasu t−1. Markovski modeli (ang. Markov Mo-
del) in skriti markovski modeli (ang. Hidden Markov Model – HMM) se veliko
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uporabljajo pri reševanju takšnih problemov, na primer pri prepoznavanju govora,
prepoznavanju premikanja, napovedovanju naslednjih dogodkov, ipd.
Vzemimo sistem, ki ga lahko opišemo tako, da je v vsakem trenutku v enem
izmed med seboj razlicˇnih N stanj S1,S2, . . . ,SN . Tak sistem za N = 5 (zaradi
enostavnosti) prikazuje slika 4.1. V enakomerno razmaknjenih diskretnih cˇasov-
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Slika 4.1: Markovska veriga s 5 stanji (oznacˇenimi od S1 do S5) z oznacˇenimi pre-
hodi med stanji.
nih trenutkih je sistem podvržen spremembam stanja glede na množico verjetnosti
prehodov, povezanih s tem stanjem. Sistem se lahko seveda ’spremeni’ (premakne)
tudi v isto stanje. Cˇasovne trenutke, povezane s spremembami stanja, oznacˇimo kot
t = 1,2, . . . ,. Dejansko stanje v cˇasu t pa oznacˇimo kot qt . Popoln verjetnostni opis
zgornjega sistema bi v splošnem zahteval opredelitev trenutnega stanja (v cˇasu t)
kakor tudi vseh predhodnih stanj. Za poseben primer diskretne markovske verige
prvega reda se verjetnostni opis skrcˇi samo na trenutno in predhodno stanje. To
zapišemo kot:
P(qt = S j |qt−1 = Si, qt−2 = Sk, qt−3 = Sl, . . .) = P(qt = S j |qt−1 = Si) (4.1)
Zanimali nas bodo predvsem takšni procesi, kjer je desna stran stran enacˇbe (4.1)
neodvisna od cˇasa. Na ta nacˇin lahko definiramo množico verjetnosti prehodov
(ang. transition probabilities) ai j oblike:
ai j = P(qt = S j |qt−1 = Si), 1≤ i, j ≤ N (4.2)
A =
 a11 · · · a1N... . . . ...
aN1 · · · aNN
 (4.3)
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kjer za koeficiente verjetnosti prehoda veljajo naslednje lastnosti:
ai j ≥ 0 (4.4)
N
∑
j=1
ai j = 1 (4.5)
Zadnji parameter markovske verige, ki ga moramo definirati, je zacˇetno stanje ve-
rige. Zacˇetno stanje je lahko neko vnaprej tocˇno dolocˇeno fiksno stanje. Lahko pa
je dolocˇeno z verjetnostno porazdelitvijo nad množico stanj v obliki verjetnostnega
vektorja pi ,
pi = (pi1,pi2,pi3, . . . , pin) (4.6)
kjer pii oznacˇuje verjetnost zacˇetnega stanja Si. Povedano drugacˇe:
pii = P(q1 = Si), 1≤ i≤ N (4.7)
Zgornji stohasticˇni proces bi lahko imenovali tudi opazovani (ang. observable) mar-
kovski model, ker je izhod procesa v vsakem trenutku kar množica množica stanj,
kjer vsako stanje oznacˇuje fizicˇen (opazovan) dogodek. Za primer vzemimo enosta-
ven markovski model vremena s tremi stanji. Predpostavimo, da vsak dan opoldne
pogledamo, kakšno je vreme. Vreme lahko pripada enemu izmed naslednjih treh
stanj:
• stanje 1: dež ali sneženje,
• stanje 2: oblacˇno,
• stanje 3: soncˇno.
Domnevamo, da vreme v dnevu t lahko opišemo z enim od zgornjih treh stanj in je
matrika verjetnosti prehodov A enaka
A = {ai j}=
 0,4 0,3 0,30,2 0,6 0,2
0,1 0,1 0,8
 (4.8)
Cˇe predpostavimo, da je vreme na prvi dan (t = 1) soncˇno (stanje 3), se lahko vpra-
šamo naslednje vprašanje: kakšna je verjetnost (glede na model), da bo vreme v na-
slednjih sedmih dneh ’sonce-sonce-dež-dež-sonce-oblacˇno-sonce’? Povedano bolj
formalno, definiramo opazovano zaporedje O kot O= {S3, S3, S3, S1, S1, S3, S2, S3}
glede na cˇas t = 1,2, . . . ,8 in želimo dolocˇiti verjetnost opazovanega zaporedja O
pri podanem modelu. Verjetnost lahko izrazimo kot
P(O |Model) = P(S3, S3, S3, S1, S1, S3, S2, S3 |Model)
= P(S3) ·P(S3|S3) ·P(S3|S3) ·P(S1|S3)
·P(S1|S1) ·P(S3|S1) ·P(S2|S3) ·P(S3|S2)
= pi3 ·a33 ·a33 ·a31 ·a11 ·a13 ·a32 ·a23
= 1 ·0,8 ·0,8 ·0,1 ·0,4 ·0,3 ·0,1 ·0,2
= 1,536×10−4
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V splošnem torej lahko za zaporedje stanj (q1, q2, . . . qk) izracˇunamo verjetnost za-
poredja z množenjem verjetnosti zacˇetnega stanja P(q1) z verjetnostmi prehodov v
naslednja stanja:
P(zapored je) = P(q1) ·
k
∏
i=2
P(qi|qi−1) (4.9)
Z uporabo danega modela lahko odgovorimo še na eno zanimivo vprašanje. Re-
cimo, da je model v nekem dolocˇenem stanju, kakšna je verjetnost, da ostane v
tem stanju natanko d dni? Verjetnost lahko ocenimo kot verjetnost opazovanega
zaporedja O = {Si, Si, Si, . . . Si, S j 6= Si} pri modelu, ki je:
P(O |Model,q1 = Si) = (aii)d−1(1−aii) = pi(d) (4.10)
Kolicˇina pi(d) se imenuje funkcija (diskretne) verjetnostne gostote trajanja d v sta-
nju i. Ta eksponentna gostota trajanja je lastnost trajanja v stanju v markovski verigi.
Glede na pi(d) lahko brez oklevanja izracˇunamo pricˇakovano število opazovanih
stanj, cˇe je to tudi zacˇetno stanje, kot:
di =
∞
∑
d=1
d · pi(d) (4.11)
=
∞
∑
d=1
d · (aii)d−1(1−aii) = 11−aii (4.12)
Iz tega sledi, da je pricˇakovano število zaporednih dni soncˇnega vremena, glede na
model, enako 1/(0,2) = 5; za oblacˇne dni je številka 2,5, za dež pa 1,67 [76].
Matriko prehajanja stanj A lahko dolocˇimo na veliko nacˇinov. Vrednosti pre-
hodov npr. lahko dolocˇimo s pomocˇjo znanja o dolocˇenem poslovnem problemu.
Najbolj pogost pristop pa je izracˇun vrednosti matrike s pomocˇjo ucˇne množice za-
poredij, ko ocenimo vsak vnos ai j glede na pogostost dogodka, ko akcija j sledi
stanju si.
4.2.2 Markovski modeli višjih redov
Stohasticˇni proces, kjer je verjetnostna porazdelitev naslednjega stanja odvisna samo
od trenutnega stanja, se imenuje markovski model (MM) prvega reda. Cˇe je nasle-
dnje stanje odvisno od trenutnega in predhodnega stanja, dobimo malce bolj za-
pleten markovski model drugega reda. Njegova stanja se nanašajo na vse možne
pare akcij, ki jih je možno izvesti v zaporedju. Ta postopek lahko razširimo na
markovske modele poljubnega (k-tega) reda. Pri markovskem modelu k-tega reda
dolocˇimo naslednje stanje na osnovi k predhodnih stanj, kar ima za posledico ma-
triko prehodov stanj A, ki vsebuje vsa možna zaporedja dolžine k.
Z markovskimi modeli višjih redov hocˇemo dosecˇi višjo natancˇnost dolocˇanja
naslednjega stanja. Markovnski modeli prvega reda v dolocˇenih primerih ne zado-
stujejo vecˇ, ker ne gledajo dovolj dalecˇ v preteklost, da bi lahko razlikovali med
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razlicˇnimi nacˇini obnašanja problema, ki ga modelirajo. Na številne težave pa nale-
timo tudi pri markovskih modelih višjih redov. Med njimi so: (i) velika prostorska
zahtevnost, (ii) majhno pokritje in (iii) vcˇasih celo slabša natancˇnost napovedovanja
kot pri markovskem modelu prvega reda [23].
Število stanj v markovskih modelih višjega reda narašcˇa eksponentno s pove-
cˇevanjem reda modela. Razlog za to je dejstvo, da so stanja modelov višjih redov
enostavno razlicˇne kombinacije opazovanih akcij v množici. Dramaticˇno povecˇanje
števila stanj lahko pomembno vpliva na možnost apliciranja takega modela v praksi
bodisi zaradi omejitev pri pomnilniku bodisi zaradi premajhne hitrosti napovedova-
nja pri zahtevanih realno-cˇasovnih aplikacijah. Zaradi velikega števila stanj imamo
lahko v testni množici primere, ki nimajo pripadajocˇih stanj v markovskem modelu
višjega reda. To pa pomeni manjšo pokritost. Ker je matrika prehodov A veliko
vecˇja in raste eksponentno z redom markovskega modela, bi se moralo na tak nacˇin
povecˇevati tudi množica ucˇnih podatkov za markovski model, kar pa ni vedno mo-
žno dosecˇi. V primeru premajhne pokritosti, markovski modeli višjega reda lahko
slabše napovedujejo stanja.
Primer
Primer markovskega modela višjega reda predstavimo na primeru napovedovanja
naslednje spletne strani. Vhod za markovski model predstavljajo spletne seje, kjer
je vsaka seja predstavljena iz obiskov spletnega mesta. V tem primeru akcije marko-
vskega modela predstavljajo razlicˇne strani na spletnem mestu, stanja pa ustrezajo
zaporednim dostopom strani dolžine k, ki smo jih opazovali v razlicˇnih sejah. V
primeru markovskega modela prvega reda so stanja samostojne strani, v primeru
modela drugega reda pa stanja ustrezajo vsem parom zaporednih strani, itn.
Za ucˇenje testnega markovskega modela uporabimo ucˇna zaporedja na sliki
4.2. Cˇe vzamemo kot primer markovski model prvega reda in spletno sejo SS2 =
({P3;P5;P2;P1;P4}), vsako stanje predstavlja eno stran. Prva stran P3 pripada stanju
s3. Ker stran P5 sledi stanju s3, se bo v matriki prehoda element a35 povecˇal za 1.
Podobno bo naslednje stanje s5 in vnos t52 bo ustrezno ažuriran. V primeru mar-
kovskega modela višjega reda je stanje sestavljeno iz vecˇ kot ene akcije. Za model
drugega reda za sejo SS2 je prvo stanje sestavljeno iz strani {P3,P5} in ker stran
P2 sledi stanju {P3,P5}, bo v matriki prehodov stanj ažurirano mesto v tabeli glede
na stanje {P3,P5} in stran P2. Matrika prehodov za markovski model drugega reda
testnega primera ima veliko vecˇ stanj, kot je prikazano na sliki 4.2. Prikazana so
samo tista stanja, ki so udeležena pri ucˇenju matrike.
4.3 Preiskovanje prostora stanj
Na podrocˇju umetne inteligence se problem pogosto modelira kot prostor stanj, to
je množica stanj, v katerih se problem lahko nahaja in prehodov med njimi. Prostor
stanj je graf, katerega vozlišcˇa ustrezajo problemskim situacijam, danemu problemu
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Spletne seje
SS1 = {P3,P2,P1}
SS2 = {P3,P5,P2,P1,P4}
SS3 = {P4,P5,P2,P1,P5,P4}
SS4 = {P3,P4,P5,P2,P1}
SS5 = {P1,P4,P2,P5,P4}
1.reda P1 P2 P3 P4 P5
s1 = {P1} 0 0 0 2 1
s2 = {P2} 4 0 0 0 1
s3 = {P3} 0 1 0 1 1
s4 = {P4} 0 1 0 0 2
s5 = {P5} 0 3 0 2 0
2.reda P1 P2 P3 P4 P5 2.reda P1 P2 P3 P4 P5
{P1,P4} 0 1 0 0 0 {P3,P5} 0 1 0 0 0
{P1,P5} 0 0 0 1 0 {P4,P2} 0 0 0 0 1
{P2,P1} 0 0 0 1 1 {P4,P5} 0 2 0 0 0
{P2,P5} 0 0 0 1 0 {P5,P2} 3 0 0 0 0
{P3,P2} 1 0 0 0 0 {P3,P4} 0 0 0 0 1
Slika 4.2: Matriki prehajanja stanj A za vzorcˇne spletne seje markovskega modela
1. in 2. reda. Povzeto po [23].
pa pri tem ustreza iskanje poti v tem grafu. Reševanje problemov zahteva preisko-
vanje grafa, pri tem pa naletimo na problem alternativ. Dve osnovni strategiji za
preiskovanje alternativ sta iskanje v globino in iskanje v širino. V tem delu se bomo
osredotocˇili na iskanje v širino. Preiskovanje prostora stanj predstavimo na pri-
meru problema preurejanja sklada kock. Imamo sklad iz kock na levi strani slike
4.3. Naloga je poiskati nacˇrt za preureditev sklada kock, kot je prikazan na desni.
Premešcˇati smemo samo po eno kocko naenkrat. Kocko smemo prijeti samo, cˇe
na njej ni nicˇesar. Na mizi imamo lahko naenkrat najvecˇ tri sklade. Za izdelavo
nacˇrta moramo najti zaporedje premikov, na podlagi katerega dosežemo zahtevano
preureditev. Nalogo si lahko predstavljamo kot problem preiskovanja vseh možnih
C
CB
BA
A?
Slika 4.3: Problem preurejanja kock. Povzeto po [10].
alternativ. V zacˇetnem položaju imamo na voljo samo eno možnost: postavi kocko
C na mizo. Potem, ko je kocka C na mizi, imamo tri možnosti: (i) postavi kocko
A na mizo, (ii) postavi kocko A na C (iii) postavi kocko C na kocko A. Poleg tega
lahko prestavimo kocko C iz mize na mizo, kar pa ne spremeni položaja in zato
nima smisla. Na tem primeru lahko vidimo, da imamo pri takih problemih opraviti
z dvema konceptoma:
1. problemske situacije,
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2. legalnih potez ali akcij, ki preoblikujejo problemske situacije v nove problem-
ske situacije.
Problemske situacije in možne poteze tvorijo usmerjen graf, ki ga imenujemo pro-
stor stanj. Prostor stanj za primer premikanja kock je prikazan na sliki 4.4. Vozli-
šcˇa grafa ustrezajo problemskim situacijam oziroma stanjem, povezave pa legalnim
prehodom med stanji. Najti rešitev pomeni poiskati pot med dano zacˇetno situacijo
(zacˇetnim vozlišcˇem) in neko dolocˇeno koncˇno situacijo, ki ji pravimo tudi ciljno
vozlišcˇe. Prostor stanj za dani problem podaja pravila igre. Konkreten problem je
A
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A
A
A
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A
A
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Slika 4.4: Ponazoritev prostora stanj problema premešcˇanja kock. Oznacˇena pot
predstavlja rešitev problema na sliki 4.3.
torej dan:
• s prostorom stanj,
• z zacˇetnim vozlišcˇem in
• s ciljnim pogojem (pogojem, ki ga moramo dosecˇi). Ciljna vozlišcˇa so tista
vozlišcˇa, ki zadošcˇajo temu pogoju.
Akcijam oziroma dovoljenim potezam lahko pripišemo cene. Na primer pri nalogi
premešcˇanja kock lahko s cenami premikov povemo, da je nekatere kocke težje
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premikati kot druge. Kadar so potezam pripisane cene, nas zanimajo najcenejše
rešitve. Cena rešitve je vsota cen povezav vzdolž rešitvene poti. Tudi cˇe cene
povezav niso predpisane, imamo lahko opravka z optimizacijskim problemom. V
tem primeru lahko privzamemo, da so vse cene enake 1 in je potem najcejenša pot
tudi najkrajša pot.
4.3.1 Iskanje v širino
Strategija iskanja rešitve v širino (ang. breadth-first search) v nasprotju z iskanjem
v globino obiskuje najprej tista vozlišcˇa, ki so najbližja zacˇetnemu. Na ta nacˇin se
proces preiskovanja razvija bolj v širino kot v globino. Postopek iskanja v širino
prikazuje slika 4.5. Iskanja v širino ne moremo implementirati tako tako preprosto
kot iskanje v globino. Razlog za to je dejstvo, da moramo v vsakem trenutku voditi
celo množico vozlišcˇ-kandidatov in ne samo enega kot pri iskanju v globino. V
to to množico spada celoten celoten spodnji rob rastocˇega drevesa iskanja. Toda
niti ta množica vozlišcˇ ni dovolj, cˇe želimo iz iskanja izlušcˇiti tudi rešitveno pot.
Zato moramo namesto množice kandidatov-vozlišcˇ voditi množico kandidatov-poti.
Prostor stanj z danim seznamom poti-kandidatov preišcˇemo z iskanjem v širino
a
cb
k
g
h
e
j
fd
i
Slika 4.5: Enostaven prostor stanj: a je zacˇetno vozlišcˇe, f in j sta ciljni vozlišcˇi. Po
iskalni strategiji v širino obišcˇemo vozlišcˇa v vrstnem redu: a, b, c, d, e, f. Krajšo
rešitveno pot [a,c,f] najdemo prej kot daljšo [a,b,e,j].
takole:
• cˇe je glava prve poti ciljno vozlišcˇe, potem je ta pot rešitev problema, sicer
• odstranimo prvo pot iz množice kandidatnih poti in generiramo množico vseh
možnih eno-koracˇnih podaljšanj odstranjene prve poti. Generirano množico
podaljšanj dodamo na konec seznama kandidatov in izvedemo algoritem is-
kanja v širino na ažurirani množici kandidatnih poti.
Programi za iskanje v širino dajejo rešitvene poti eno za drugo, pri cˇemer se najprej
pojavijo krajše rešitve, potem pa daljše. To je pomembno, kadar nas zanimajo re-
šitve, optimalne glede na dolžino. Iskanje v širino vedno da najkrajšo rešitev. Cˇe
kot optimizacijsko merilo privzamemo minimalno ceno poti in ne njene dolžine,
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potem iskanje v širino ne zadošcˇa vecˇ. V tem primeru moramo uporabiti usmerjeno
iskanje, ki si prizadeva minimizirati ceno poti.
Tipicˇen problem pri preiskovanju grafov je kombinatoricˇna zahtevnost. Pri ne-
trivialnih problemskih domenah je število alternativ tako veliko, da postane zahtev-
nost kriticˇna. Enostavno lahko vidimo, zakaj se to zgodi. Predpostavimo, da prostor
stanj predstavlja drevo, kjer ima vsako vozlišcˇe, razen listov natanko b naslednikov.
Predpostavimo, da je najkrajša pot rešitve enaka d in na nivoju d drevo nima listov.
Število alternativnih poti dolžine d od zacˇetnega vozlišcˇa je torej bd . Algoritem is-
kanja v širino bo raziskal število poti reda bd v cˇasu O(bd). Število poti-kandidatov
raste zelo hitro z njihovo dolžino, kar vodi v tako imenovano kombinatoricˇno ek-
splozijo.
Cˇasovna zahtevnost algoritma iskanja v širino je reda O(bd). Iskanje v ši-
rino hrani vse poti-kandidate v pomnilniku, torej je tudi prostorska zahtevnost reda
O(bd).
4.3.2 Hevristicˇno iskanje po nacˇelu najprej najboljši
Preiskovanje grafov pri reševanju problemov tipicˇno vodi do problema kombina-
toricˇne eksplozije zaradi hitrega narašcˇanja alternativ. Zato si pri rešitvi tega pro-
blema pomagamo s hevristicˇnim iskanjem, katerega namen je cˇimbolj ucˇinkovito
najti koncˇno rešitev. Eden izmed nacˇinov uporabe hevristicˇne informacije o pro-
blemu je izracˇun številske hevristicˇne ocene vozlišcˇ v prostoru stanj. Takšna ocena
vozlišcˇa oznacˇuje, kako obetavno je vozlišcˇe glede na doseganje ciljnega vozlišcˇa.
Glavna ideja je nadaljevanje iskanja vedno v smeri najbolj obetavnega vozlišcˇa v
množici kandidatov.
Iskanje po nacˇelu najprej najboljši
Program za usmerjeno iskanje (ang. best-first search) lahko izpeljemo iz programa
za iskanje v širino (ang. breadth-first search). Usmerjeno iskanje prav tako zacˇ-
nemo v prvem vozlišcˇu in vzdržujemo množico poti-kandidatov. Iskanje v širino
vedno nadaljuje iskanje z najkrajšo potjo v tej množici (to je najplitvejše vozlišcˇe
v iskalnem drevesu). Usmerjeno iskanje postopek izpopolni z uporabo hevristicˇne
ocene, ki se izracˇuna za vsakega kandidata v množici. Iskanje se nadaljuje v smeri
kandidata, ki ima najboljšo oceno.
Predpostavimo, da je za vsako povezavo v prostoru stanj dolocˇena cena c(n,n′),
ki dolocˇa ceno prehoda med vozlišcˇima n in n’.
Hevristicˇno cenilko (ang. heuristic estimator) bo predstavljala funkcija f , tako
da za vsako vozlišcˇe n v prostoru stanj f (n) ocenjuje ’težavnost’ n. Najbolj obe-
tavno kandidatno vozlišcˇe je tisto, ki minimizira vrednost funkcije f . Uporabili
bomo posebno sestavljeno funkcijo f , na kateri temelji dobro znani algoritem A∗
(A-zvezdica algoritem). f (n) bo sestavljena tako, da bo ocenjevala ceno najboljše
poti od zacˇetnega vozlišcˇa s do ciljnega vozlišcˇa pod pogojem, da ta pot vodi skozi
n. Predpostavimo, da taka pot obstaja in da je ciljno vozlišcˇe, ki minimizira njeno
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pot vozlišcˇe t. Potem lahko cenilko f (n) zgradimo kot vsoto dveh cˇlenov, kot vi-
dimo na sliki 4.6:
s
n
h(n)
g(n)
t
Slika 4.6: Zgradba hevristicˇne ocene f (n) cene najcenejše poti od s do t preko n:
f (n) = g(n)+h(n). Povzeto po [10].
f (n) = g(n)+h(n)
g(n) je ocena cene najboljše poti od zacˇetnega vozlišcˇa s do vozlišcˇa n, h(n) je
ocena cene optimalne poti od vozlišcˇa n do ciljnega vozlišcˇa t.
Ko pri procesu preiskovanja naletimo na vozlišcˇe n, imamo naslednji stanje: pot
od s do n je že znana in ceno te poti lahko izracˇunamo kot vsoto povezav na tej
poti. Ta pot ni nujno najboljša pot od s do n (lahko obstaja boljša pot od s do n,
ki pa je proces iskanja še ni odkril), toda njena cena lahko služi kot ocena g(n)
minimalne cene od s do n. Drugi cˇlen h(n) je bolj težaven, ker ’sveta’ med n in t
do te tocˇke še nismo raziskali. Zato je h(n) pravo hevristicˇno ugibanje, ki temelji
na splošnem znanju, ki ga ima algoritem o konkretni problemski domeni. Ker je
funkcija h odvisna od problema, ni splošnega nacˇina za njeno izdelavo.
Delovanje usmerjenega iskanja si lahko predstavljamo takole. Proces iskanja
je sestavljen iz vecˇ podprocesov, ki med seboj tekmujejo in vsak od njih raziskuje
svojo možnost v prostoru stanj; to pomeni, raziskuje svoje lastno poddrevo. Pod-
drevesa imajo svoja poddrevesa: s temi se ukvarjajo podprocesi podprocesov, itn.
Med tekmujocˇimi procesi je v vsakem trenutku aktiven le eden: tisti, ki trenutno
raziskuje trenutno najbolj obetavno poddrevo; to je možnost z najnižno vrednostjo
ocene f . Ostali procesi morajo pocˇakati do takrat, dokler se ocene f ne spreme-
nijo tako, da postane kakšna druga možnost bolj obetavna. Ta mehanizem proženja
si lahko predstavljamo tudi takole: proces, ki obravnava trenutno najbolj obetavno
možnost, ima na voljo dolocˇeno kvoto in ostane aktiven, dokler ta kvota ni izcˇrpana.
Med aktivnostjo proces podaljšuje svoje poddrevo. Cˇe pri tem naleti na ciljno vo-
zlišcˇe, sporocˇi, da je našel rešitev. Kvota je odvisna od hevristicˇne ocene h druge
najbolj obetavne možnosti.
Program za usmerjeno iskanje, ki deluje po teh principih, je inacˇica hevristicˇ-
nega algoritma, ki je v literaturi znan pod imenom A∗. Algoritem A∗ je eden osnov-
nih algoritmov umetne inteligence. Pomemben rezultat iz matematicˇne analize tega
algoritma je:
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4.3.3 Popolnost
Preiskovalni algoritem je popoln (ang. admissible), cˇe vedno najde optimalno reši-
tev; to je najcenejšo pot ob pogoju, da taka pot sploh obstaja. Program lahko poišcˇe
s samodejnim vracˇanjem vse rešitve. Vendar imamo tak program za popoln, cˇe je
prva rešitev, ki jo najde, optimalna. Naj za vsako vozlišcˇe n v prostoru stanj, h∗(n)
oznacˇuje ceno optimalne poti od n do najbljižjega ciljnega vozlišcˇa. Izrek o popol-
nosti algoritma A∗ pravi: algoritem A∗, ki uporablja hevristicˇno funkcijo h, tako da,
za vsako vozlišcˇe n v prostoru stanj velja
h(n)≤ h∗(n)
je popoln. Popolne hevristike so po naravi optimisticˇne, saj mislijo, da je cena
rešitve problema manjša, kot je v resnici.
Ta rezultat ima velik prakticˇen pomen. Tudi cˇe ne vemo natancˇne vrednosti h∗
je dovolj, da najdemo spodnjo mejo h∗ in jo uporabimo kot h v A∗. To je dovolj
velika garancija, da bo A∗ našel optimalno rešitev. Obstaja trivialna spodnja meja,
in sicer:
h(n) = n; za vse n v prostoru stanj
Ta funkcija dejansko že tudi zagotavlja popolnost, žal pa ta funkcija pri h = 0 nima
nobene hevristicˇne mocˇi in ne zagotavlja usmerjanja iskanja. A∗, ki uporablja h= 0,
deluje podobno kot iskanje v širino. V primeru, da so vse cene povezav v prostoru
stanj med (n,n′) enake c(n,n′) = 1, potem je A∗ s h = 0 ekvivalenten iskanju v
širino. Cˇe h nima hevristicˇne mocˇi, se kombinatoricˇna zahtevnost spet povecˇa. Zato
je najboljša takšna funkcija h, ki je spodnja meja funkcije h∗ (da zagotovi popolnost)
in je tudi cˇim bližje h∗ (da zagotovi uc´inkovitost). Cˇe bi poznali h∗, bi uporabljali
kar samo h∗; A∗, ki uporablja h∗, najde optimalno rešitev direktno brez vsakega
vracˇanja [10].
Za zahtevne probleme je težko poiskati dobro hevristicˇno funkcijo. Druck in
sod. [27] v uvodu med seboj primerjajo uporabo koncepta dinamicˇnega programira-
nja in prioritetno usmerjenega iskanja. Med drugim navajajo, da je obicˇajno glavna
ovira pri uporabi algoritmov A∗ prav nejasnost, kako generirati popolno hevristiko.
4.3.4 Cˇasovna in prostorska zahtevnost A∗
Hevristicˇno vodenje pri iskanju najprej najboljši tipicˇno povzrocˇi, da iskanje prei-
šcˇe samo majhen del problemskega prostora (prostora stanj). Na to lahko gledamo
kot na zmanjšanje efektivnih skokov med iskanjem (preskokov med razlicˇnimi mo-
žnostmi). Cˇe b oznacˇuje povprecˇno oblicˇajno število skokov v prostoru stanj in
b′ oznacˇuje povprecˇno število skokov pri hevristicˇno vodenem iskanju, potem je
tipicˇno b′ veliko majši kot b.
Kljub takšnemu zmanjšanju preiskanega problemskega prostora je red zahtev-
nosti algoritma A∗ še vedno eksponenten glede na globino iskanja. Ker algoritem
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ohranja vsa razvita vozlišcˇa v pomnilniku, to velja tako za prostorsko kot cˇasovno
zahtevnost. Katera cˇasovna zahtevnost je bolj kriticˇna, zavisi od prakticˇnih imple-
mentacij na problemih. V splošnem pa je bolj kriticˇna prostorska zahtevnost. Za
uporabnika je bolj nerodno, cˇe algoritem v nekaj minutah porabi ves pomnilnik in
je nadaljevanje nemogocˇe; sprejemnljivo pa bi bilo, cˇe bi izvedba algoritma sicer
trajala vecˇ dni, vendar bi dal rešitev.
Razvitih je bilo vecˇ razlicˇic algoritma A∗, ki optimizirajo porabo prostora na
racˇun cˇasa. Prostorske zahteve se iz eksponentne zahtevnosti zmanjšajo na linearno.
Cena za to je ponovno generiranje predhodno že zgeneriranih vozlišcˇ.
Najenostavnejši nacˇin za zmanjšanje prostorske zahtevnosti A∗ je uporaba ideje
iterativnega poglabljanja pri hevristicˇnem iskanju. Rezultat je algoritem A∗ z itera-
tivnim poglabljanjem (iterative-deepening A∗ – IDA∗). IDA∗ je prakticˇen algoritem
in enostaven za implementacijo, toda v neugodnih situacijah postane režija pri gene-
riranju vozlišcˇ nesprejemljiva. Boljša, cˇeprav bolj zapletena tehnika pri varcˇevanju
s prostorom, je uporaba t.i. RBFS (ang. recursive best-first search).
V našem delu bomo uporabili algoritem rekurzivnega iskanja po nacˇelu najprej
najboljši (ang. Recursive Best-First Search – RBFS [10]), zato ga bomo v nasle-
dnjem podpoglavju podrobneje predstavili.
4.3.5 Rekurzivno iskanje po nacˇelu najprej najboljši
RBFS je rekurziven algoritem, ki poskuša posnemati delovanje navadnega usmerje-
nega iskanja (A∗), pri tem pa uporablja samo linearno prostorsko zahevnost. Razlika
med A∗ in RBFS je ta, da A∗ hrani v delovnem pomnilniku vsa do sedaj generirana
vozlišcˇa, medtem ko RBFS hrani samo vozlišcˇa na trenutni iskalni poti in pa brate in
sestre (ang. sibling nodes) teh vozlišcˇ. RBFS ne nadaljuje z iskanjem nepretrgoma
po trenutni poti navzdol, ampak se ravna po f -vrednosti najboljše alternativne poti.
Ko RBFS zacˇasno preneha s preiskovanjem dolocˇenega poddrevesa (ker poddrevo
ni vecˇ najbolj obetavno), ’pozabi’ vozlišcˇa v tem poddrevesu, da prihrani na pro-
storu.
Prostorska zahtevnost algoritma RBFS je torej linearna glede na globino iskanja
(podobno kot pri IDA∗). Edini podatek, ki si ga RBFS zapomni o opušcˇenem pod-
drevesu, je posodobljena f -vrednost korena poddrevesa z najboljšo f -vrednostjo
naslednikov. Na ta nacˇin si RBFS zapomni f -vrednost najboljšega lista v poza-
bljenem poddrevesu in na tej podlagi potem odlocˇi, ali je v nadaljevanju vredno
ponovno razvijati to poddrevo. Vrednosti funkcije f se posodobijo pri vracˇanju
rekurzije, podobno kot se to zgodi pri algoritmu A∗. Za razlikovanje med ’staticˇ-
nim’ ovrednotenjem funkcije f in posodobljenimi vrednostimi dolocˇimo (za vsako
vozlišcˇe N) dve funkciji:
• f (N) = vrednost cenilke za vozlišcˇe N. Vrednost je enaka skozi celoten po-
stopek iskanja.
• F(N) = posodobljena f -vrednost za vozlišcˇe N. Vrednost se spreminja te-
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kom iskanja, ker je njena vrednost odvisna od razvitih vozlišcˇ-naslednikov
vozlišcˇa N.
Funkcija F(N) je dolocˇena kot:
• F(N) = f (N), cˇe vozlišcˇe še ni bilo razvito (ang. expanded) tekom iskanja
• F(N) = min{F(Ni)|Ni je otrok vozlišcˇa N}
Podobno kot A∗ tudi RBFS raziskuje poddrevesa v okviru dolocˇene meje f . Meja je
dolocˇena z F-vrednostmi bratov in sester vzdolž trenutne iskalne poti (najmanjša F-
vrednost brata ali sestre, t.j. F-vrednost najbljižjega tekmeca trenutnemu vozlišcˇu).
Predpostavimo, da je N trenutno najbolj obetavno vozlišcˇe v iskalnem drevesu (ima
najmanjšo F-vrednost). Vozlišcˇe N se razvije in njegovi otroci se razišcˇejo do meje
Bound. Ko je meja presežena (F(N) > Bound), se vsa generirana vozlišcˇa pod N
’pozabijo’. Vendar se popravljena vrednost F(N) ohrani in se uporabi pri odlocˇitvi,
kako nadaljevati iskanje.
F-vrednost se ne dolocˇa samo pri sestopanju, ampak se lahko tudi deduje od
starša vozlišcˇa. Scenarij se pojavi v primeru, ko imamo vozlišcˇe N, ki ga bomo
razvili z iskanjem. Cˇe je F(N) > f (N) potem vemo, da je bilo vozlišcˇe N že enkrat
prej razvito in je bila vrednost F(N) dolocˇena s strani njegovih otrok, ki so bili
odstranjeni iz pomnilnika. Predpostavimo, da ponovno generiramo otrok vozlišcˇa
N - vozlišcˇe Ni in se ponovno izracˇuna njegova staticˇna vrednost f (Ni). F(Ni) se
dolocˇi kot:
F(Ni) = max{F(N), f (Ni)})
To pomeni, da se v primeru, ko je f (Ni) < F(N), F-vrednost za vozlišcˇe Ni pode-
duje od starša N. Razlog za to pocˇetje: ko je bilo vozlišcˇe Ni pred cˇasom že generi-
rano (in tudi že odstranjeno), je bila vrednost F(Ni) nujno ≥ F(N). V nasprotnem
primeru bi bila vrednost F(N) manjša.
Delovanje algoritma RBFS bomo pokazali na primeru iskanja najkrajše poti od
s do t na preprostem zemljevidu, ki je prikazan na sliki 4.7. Slika 4.8 prikazuje
izbrane posnetke stanja razvitih vozlišcˇ na trenutni poti (vkljucˇno z brati), ki so
hranjena v pomnilniku. V našem primeru sta alternativni poti samo dve. Iskanje
nenehno preklaplja med alternativnima potema (podobno kot A∗). Ko se preklop
med potmi zgodi, se zaradi varcˇevanja s prostorom prejšnja pot odstrani iz pomnil-
nika. Rdecˇe številke poleg vozlišcˇ na sliki 4.8 predstavljajo vrednosti funkcije F za
vozlišcˇe.
Na prvem posnetku stanja (A) je vozlišcˇe a najboljše kandidatno vozlišcˇe (F(a)<
F(e)). Zato se razišcˇe poddrevo pod vozlišcˇem a z mejo Bound = 9 (F(e) = 9, to
je najbližji in v našem primeru tudi edini tekmec). Ko algoritem pride do vozlišcˇa
c (posnetek stanja B), se zgodi F(c) = 10 > Bound. Pot se zacˇasno opusti, vozlišcˇi
c in b se odstranita iz pomnilnika, vrednost F(c) = 10 se prenese v vozlišcˇe a, torej
F(a) postane 10 (posnetek stanja C). Sedaj e postane najboljši tekmec (F(e) = 9 <
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Slika 4.7: Zemljevid z dolžinami povezav med mesti. Števila v kvadratih so zracˇne
razdalje do t. Povzeto po [10].
10 = F(a)), torej se razišcˇe njegovo poddrevo z mejo Bound = 10 = F(a). Iskanje
se ustavi v vozlišcˇu f , ker je F( f ) = 11 > Bound (posnetek stanja D). Vozlišcˇe f
se odstrani in F(e) postane 11 (posnetek stanja E). Iskanje se spet prenese na vo-
zlišcˇe a z mejo Bound = 11. Ko se vozlišcˇe b ponovno generira, ugotovimo, da
f (b) = 8 < F(a) zato b podeduje njegovo vrednost F od vozlišcˇa a (F(b) postane
10). Nato se ponovno generira še vozlišcˇe c in c spet podeduje vrednost F od b, to-
rej F(c) postane 10. Iz posnetka stanja (F) je razvidno, da je meja 11 presežena pri
vozlišcˇu d, ko je F(d) = 12, d, c in b se odstranijo. F(d) = 12 se prenese v vozli-
šcˇe a (posnetek stanja G). Iskanje se ponovno prenese na vozlišcˇe e, kjer dosežemo
vozlišcˇe t (posnetek stanja H).
Prostorska zahtevnost algoritma RBFS je linearna glede na globino iskanja v
drevesu O(b · d). Cena, ki ga placˇamo za to, je režija v obliki cˇasa, potrebnega
za ponovno generiranje nekocˇ že zgeneriranih vozlišcˇ. Cˇasovno kompleksnost je
zato precej težko oceniti; odvisna je od tocˇnosti hevristicˇne funkcije in od števila
zamenjav med potmi, ko razvijamo vozlišcˇa. Kljub temu pa je režija precej manjša
kot pri IDA∗. RBFS ima isti najslabši možni scenarij kot IDA∗, ko razvije kvadratno
število vozlišcˇ, ki jih razvije iskanje po principu best-first search.
Podobno kot A∗ in za razliko od IDA∗, RBFS razvija vozlišcˇa po nacˇelu najprej
najboljši tudi, cˇe funkcija f ni monotona. Tako kot A∗, je tudi RBFS optimalni algo-
ritem iskanja, cˇe je hevristicˇna funkcija h(n) popolna. RBFS precej slabo izkorišcˇa
pomnilnik, ki je na voljo; uporablja samo O(b ·d) pomnilnika [81].
4.3.6 Povezava podrocˇij
Pri razvoju postopkov razpletanja smo uporabili dva pristopa. Prvi pristop temelji
na verjetnosti prehodov med sosednimi stranmi v prepleteni seji. Verjetnosti preho-
dov med stranmi dobimo iz naucˇenega markovskega modela prvega reda.
V drugem pristopu smo povezali preiskovanje prostora stanj povezali z marko-
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Slika 4.8: Sled algoritma RBFS za problem na sliki 4.7. Številke poleg vozlišcˇ so
F-vrednosti vozlišcˇ, ki se spreminjajo med iskanjem. Povzeto po [10].
vskim modelom. Stanja predstavljajo delne razplete prepletene seje, povezave med
njimi pa dodeljevanja strani iz prepleta v enega izmed razpletov. Cena povezave
med dvemi stanji je dolocˇena z verjetnostjo prehoda med dvemi stranmi znotraj
razpleta, ki prvo stanje pretvori v drugo. Verjetnost prehodov dobimo iz istega mar-
kovskega modela prvega reda, kot pri prvem pristopu. Iskanje rešitvene poti od
stanja, ki predstavlja neprepletene sejo, do stanja, ki predstavlja razplet z najvecˇjo
verjetnostjo, je torej vodeno s pomocˇjo markovskega modela.
4.4 Zasnova postopkov za razpletanje
4.4.1 Testna metodologija
Pri razvoju modela in postopkov za razpletanje sej smo najprej izbrali metodolo-
gijo, po kateri smo delali. Metodologija nam omogocˇa hitrejši, enostavnejši in bolj
zanesljiv razvoj postopkov. Delo je bolje hitrejše, dokumentirano in ponovljivo
v kar najkrajšem cˇasu. Razvoj postopkov razpletanja je iterativen in ponavljajocˇ
proces. Vrtimo se v krogu priprave podatkov, implementacije postopkov, njihove
aplikacije nad pripravljenimi podatki in ovrednotenja rezultatov. Razvoj postopkov
razpletanja je zelo podoben projektu odkrivanja zakonitosti v podatkih (ang. data
mining project). Za lažje modeliranje in upravljanje projektov odkrivanja zakonito-
sti v podatkih se uporablja model CRISP-DM [14, 103]. CRISP zagotavlja pregled
nad življenjskim ciklom projekta odkrivanja zakonitosti v podatkih. Vsebuje vse
faze projekta, naloge in povezave med njimi. Model CRISP-DM smo pri razvoju
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uporabili tudi mi. Testna metodologija uporablja ogrodje metodologije CRISP, ki
ga bomo predstavili
Življenjski cikel projekta je sestavljen iz šestih faz. Zaporedje faz ne sledi ve-
dno strogo zaporedno. Prehajanje naprej in nazaj med posameznimi fazami je ve-
dno možno in vcˇasih tudi nujno. V odvisnosti od rezultatov trenutne faze se dolocˇi,
katero fazo bomo izvedli v nadaljevanju. Na sliki 4.9 pušcˇice prikazujejo najpo-
membnejše in najbolj pogoste odvisnosti med fazami.
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Slika 4.9: Faze procesnega modela CRISP-DM.
Zunanji krog simbolizira ciklicˇno naravo postopkov odkrivanja zakonitosti v
podatkih. Proces odkrivanja zakonitosti v podatkih se nadaljuje tudi, ko je bila reši-
tev že namešcˇena. Informacije, pridobljene na podlagi obstojecˇih postopkov, lahko
pripomorejo k boljšemu poznavanju problema in bolj osredotocˇenemu reševanju.
Ponavljajocˇi se zakljucˇeni procesi imajo korist od prejšnjih iteracij. Podobno velja
tudi za proces razvoja postopkov razpletanja sej. Najprej moramo dodobra spo-
znati problemsko domeno, da lahko razvijemo ucˇinkovite algoritme. Problemsko
domeno spoznavamo skozi posamezne iteracije razpletanja. Na podlagi rezultatov
vidimo, kaj je bilo pri iteraciji dobro in kaj je potrebno nadaljnih izboljšav. Ravno
tako vidimo ali so popravki parametrov iz prejšnje iteracije prinesli željene rezultate
ali ne. CRISP-DM ima sedem glavnih faz:
Razumevanje problema (ang. Business understanding) – Ta faza se nanaša na ra-
zumevanje ciljev in zahtev projekta s poslovnega vidika. Znanje o problemski
domeni je potrebno preoblikovati v definicije in zahteve orodja, s katerim re-
šujemo problem. Narediti je potrebno nacˇrt, kako dosecˇi zahteve projekta.
Razumevanje podatkov (ang. Data understanding) – Faza se zacˇne z zacˇetno pri-
dobitvijo samih podatkov in se nadaljuje z aktivnostmi cˇim boljšega spozna-
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vanja podatkov, identifikacije težav s kakovostjo podatkov, prvimi vpogledi v
podatke in dolocˇanjem zanimivih podmnožic podatkov.
Priprava podatkov (ang. Data preparation) – Vkljucˇuje vse aktivnosti za izdelavo
koncˇne monožice podatkov iz surovih (neprecˇišcˇenih) podatkov. Nad koncˇno
množico podatkov v naslednji fazi izvedemo razvite postopke in apliciramo
modelirna orodja. Faza priprave koncˇnih podatkov se obicˇajno vecˇkrat ponovi
v razlicˇnih vrstnih redih. Priprava podatkov vkljucˇuje izbiro tabel, zapisov,
posameznih atributov ter preoblikovanje in cˇišcˇenje podatkov za uporabo v
modelirnih orodjih.
Modeliranje (ang. Modelling) – V tej fazi apliciramo nad podatki postopke in mo-
dele, ki smo jih razvili. Parametre postopkov je potrebno nastaviti na opti-
malne vrednosti. Razlicˇni postopki imajo lahko specificˇne zahteve za format
podatkov. To še zlasti pride do izraza pri razvoju novih postopkov, ko si mo-
ramo pripraviti podatke na razlicˇne nacˇine v skladu z veljavno programsko
rešitvijo v tekocˇi iteraciji. Vracˇanje v fazo priprave podatkov je zelo pogosto.
Ovrednotenje (ang. Evaluation) – V tej fazi projekta je kakovosten model (po-
stopki) z vidika zagotavljanja kakovostnih izhodov zgrajen. Pred nadalje-
vanjem v uporabo je potrebno izvesti še zelo pomembno fazo ovrednotenja
modela. Še enkrat je tudi potrebno pregledati vse korake pri izgradnji. Le
tako smo lahko prepricˇani, da pravilno izpolnjuje zacˇetne (poslovne) zahteve.
Kljucˇna tocˇka je najti morebitne poslovne zahteve, ki niso dovolj dobro izpol-
njene. Na koncu te faze je potrebno dolocˇiti, ali so rezultati postopkov dovolj
dobri za uporabo.
Uporaba (ang. Deployment) – Izdelava postopkov ali modela v splošnem ne po-
meni zakljucˇka projekta. Rezultati morajo biti bodisi razumljivi uporabniku
ali pa jih mora biti sposoben vkljucˇiti v neko vecˇjo zakljucˇeno celoto. Glede
na zahteve lahko v fazo uporabe sodijo samo aktivnosti izdelave nekega po-
rocˇila ali pa implementacija ponavljajocˇega se procesa. Postopek uporabe
ponavadi izvaja koncˇni uporabnik; kljub temu pa moramo razumeti, kakšni
koraki bodo potrebni in v kakšnem okolju bo rešitev delovala ter ustrezno
prilagoditi model.
pod pojmom uporaba
4.4.2 CRISP-DM v našem problemu
Pri nacˇrtovanju in razvoju postopkov za razpletanje smo sledili metodologiji CRISP-
DM. Uporaba metodologije omogocˇa boljšo preglednost nad postopki in daje kot
rezultat vecˇjo kakovost kode programske opreme. Za vsako fazo smo dolocˇili po-
trebne postopke in izvedli prilagoditve, kjer je bilo potrebno. V nadaljevanju se
bomo posvetili posameznim fazam razvoja postopkov za razpletanje sej.
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4.4.3 Razumevanje problematike
V prvi fazi smo opredelili problem, ki ga je bilo potrebno rešiti in dolocˇili cilje.
V postopku predprocesiranja podatkov o klikotoku za uvoz v podatkovno skladišcˇe
smo naleteli na problem prepletenih sej, ki negativno vplivajo na kakovost podatkov.
Takšnih sej ni možno locˇiti na preprost nacˇin. Naša naloga je bila razviti postopek
za razpletanje takšnih sej. Za rešitev problema lahko uporabimo razlicˇne meha-
nizme. Podrobno smo preucˇili dosedanje delo na podrocˇju klikotoka in morebitne
obstojecˇe pristope za rešitev podobnih problemskih situacij. Pri reševanju proble-
mov s podrocˇja klikotoka so se kot primerni izkazali stohasticˇni modeli. Za rešitev
problema smo se odlocˇili uporabiti markovske modele in mehanizem preiskovanja
prostora stanj.
Namen celotnega procesa je bil izdelati postopke, ki cˇimbolj verno razpletajo
prepletene seje. Pri tem smo se naslonili na podatke o preteklem obnašanju upo-
rabnikov. Razviti postopki razpletanja temeljijo na nacˇelu verjetnosti dolocˇenega
zaporedja strani. Prehodi med nekaterimi stranmi so bolj verjetni kot med drugimi.
Verjetnost prehoda med stranmi je dolocˇena s preteklimi prehajanji uporabnikov
med stranmi.
4.4.4 Razumevanje podatkov
Postopke razpletanja smo testirali nad tremi množicami podatkov: podatki sistema
e-Študent, spletne trgovine in umetno generiranimi na podlagi sinteticˇnega primera.
Podatki so med seboj zelo razlicˇni. S tem smo se hoteli izogniti primeru, da bi se
razvite metode prevecˇ prilagodile na dolocˇeno vrsto podatkov. Podatki iz dnevni-
ških datotek spletnih strežnikov so zelo obsežni. Vsebujejo veliko število zapisov,
ki zakrivajo celotno sliko in so s stališcˇa pregledovanja in razumevanja podatkov
precej motecˇi. Sem spadajo dostopi do slik, animacij in ostalih pomožnih elemen-
tov spletne strani. Ti elementi nudijo malo informacije, kljub temu pa jih ne smemo
zavrecˇi do koncˇanega postopka osejevanja. Vira podatkov (t.j. tekstovne dnevniške
datoteke) ne moremo neposredno pregledovati z namenom boljšega razumevanja
podatkov. Dnevniške datoteke so obicˇajno prevelike za ucˇinkovito pregledovanje v
tekstovnem urejevalniku, kolicˇina raznovrstnih elementov je prevelika za vpogled v
dogajanje. Spletni strežnik zapisuje zahteve kronološko, kot opravlja strežbo zah-
tevanih virov na strežniku. Zaporedni zapisi v datoteki ne pripadajo nujno zahtevi
dolocˇenega odjemalca. V danem trenutku lahko poteka strežba vecˇ odjemalcem.
Zahtevane spletne strani in elementi na teh spletnih straneh se izmenicˇno pošiljajo
odjemalcem. Zapisi v dnevniški datoteki zrcalijo vrstni red strežbe.
Za posamezne vire podatkov smo pridobili uporabljeni format zapisa v dnev-
niško datoteko. Sami viri podatkov so podrobneje predstavljeni v poglavju 5. V
jeziku C# smo izdelali aplikacijo za zajem, cˇišcˇenje, osejevanje podatkov o kliko-
toku in zapis v podatkovno bazo. V podatkovni bazi, kjer smo dobili precˇišcˇene in
osejene podatke, je možen neprimerno boljši vpogled v podatke. Spoznavanje s po-
datki je terjalo veliko cˇasa. Glavni razlog za to je zelo nestrukturiran vir podatkov.
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Spoznati je bilo potrebno lastnosti uporabniških sej, pravilno dolocˇiti povprecˇen
cˇas uporabniške seje, identificirati zapise robotov spletnih iskalnikov in se soocˇiti s
posebnostmi posameznega vira. Najvecˇ težav smo imeli z ucˇinkovitim ostranjeva-
njem zapisov spletnih robotov. Odstranjevanje njihovih zapisov je kljucˇno za kako-
vost podatkov, saj njihove seje zelo kvarno vplivajo na rezultate analiz. Pri sistemu
e-Študent je bilo potrebno prilagoditi postopek cˇišcˇenja podatkov zaradi dodatnih
zapisov, dodanih s strani aplikacije in nekaterih manjkajocˇih podatkov. Pri spletni
trgovini je bilo potrebno paziti na strežbo oglasnih pasic na drugih spletnih mestih.
Aplikacijo (logParser) smo spreminjali in nadgrajevali v vecˇ iteracijah v skladu s
poznavanjem podatkov. Poznavanje realnih podatkov iz obeh virov nam je omogo-
cˇilo izdelavo preprostega testnega modela spletnega mesta, na podlagi katerega smo
potem lahko generirali umetne podatke.
4.4.5 Priprava podatkov
Postopek razpletanja sej zahteva vhodne podatke v tocˇno dolocˇenem formatu. Po-
trebujemo ucˇno in testno množico podatkov. Ucˇna množica podatkov služi za ucˇe-
nje markovskega modela, testna množica pa predstavlja prepletene seje, ki se v
postopku razpletanja locˇijo na sestavne dele. Ucˇna množica podatkov je sestavljena
iz cˇistih (neprepletenih) sej. Testna množica pa vsebuje prepletene seje s podatki o
njihovih sestavnih delih. Podatki s cˇistimi sejami se nahajajo v podatkovni bazi v
tabeli ocˇišcˇenih uporabniških sej kot izhod programa stageLog na sliki 4.10. Sivo
obarvan del je podrobneje opisan v poglavju 5. Vhod postopka za razpletanje ni
neposredno tabela ocˇišcˇenih uporabniških sej. Razlog je v drugacˇni strukturi tabele
za sistem e-Študent in spletno trgovino. V opisu podatkov smo namrecˇ videli, da
imata oba vira na voljo drugacˇen nabor atributov v dnevniški datoteki. Dolocˇili smo
format za ucˇno in testno množico podatkov, ki je enak ne glede na vir podatkov, za
umetno generirane in realne podatke. Izdelali smo aplikacijo (DataExporter), ki v
skladu s parametri iz cˇistih sej v tabeli podatkovne baze izdela ustrezno množico
ucˇnih in testnih podatkov in jih zapiše v datoteko. Postopek priprave podatkov za
postopek razpletanja prikazuje slika 4.10.
Podatkovnabaza
testna množica
u žicačna mno
DataExporter
.txt
.txt
stageLog
1
2
Slika 4.10: Postopek priprave podatkov za proces razpletanja sej.
Cˇiste seje v tabeli podatkovne baze se v razdelijo na dva dela. Dolocˇen odsto-
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tek zapisov se uporabi za generiranje ucˇne množice (tipicˇno 70%), preostali del pa
predstavlja osnovo za izdelavo testne množice. Množica ucˇnih podatkov vsebuje
klikotok s cˇistimi, neprepletenimi sejami. Format zapisa ucˇnih podatkov je enak
formatu umetno generiranega klikotoka v tabeli 5.1. Namenjena je za ucˇenje mar-
kovskega modela, ki se uporablja v fazi razpletanja. Faza priprave ucˇnih podatkov
je preprosta. Cˇiste seje se že nahajajo v podatkovni bazi. Potrebno je dolocˇiti naj-
manjšo in najvecˇjo dovoljeno dolžino seje, narediti nakljucˇen vzorec in jih zapisati
v pravilnem formatu na izhod.
V fazi razvoja postopka razpletanja sej smo uporabili za testno množico pre-
pletene seje, ki smo jih generirali iz cˇistih sej. Pri prepletanju smo uporabili znanje
pridobljeno o dejanskih prepletenih sejah. Generirane preplete smo opremili z meta-
podatki – to so podatki o sejah, ki sestavljajo prepleteno sejo. Metapodatki so nam
omogocˇili primerjavo rezultatov razpleta z dejanskimi sestavnimi sejami. Ovre-
dnotenje pravilnosti razpleta brez metapodatkov o prepletenih sejah bi bilo težko.
Primer prepletene seje iz množice testnih podatkov prikazuje slika 4.11.
Prvi dve vrstici prikazujeta elementarni (cˇisti) seji prepleta, nato pa sledi kliko-
tok prepletene seje. Vsaka elementarna seja je navedena v obliki opombe v svoji
vrstici. Predstavljena je kot zaporedje imen strani, locˇenih med seboj s presledki.
Prepletena seja na sliki je sestavljena iz dveh cˇistih sej. Vidimo, da je format kli-
kotoka podoben tistemu iz ucˇne množice. Razlika je le v imenu atributa uporabnik.
Za potrebe razvoja postopka razpletanja ostali atributi (odjemalec, prejšnja stran),
ki so sicer na voljo v podatkovni bazi, niso potrebni. Vsak dostop prepletene seje
je opisan s podatkom o uporabniku, datumu, cˇasu in zahtevani spletni strani. Atri-
but uporabnik združuje podatek o zaporedni številki prepleta in cˇiste seje znotraj
prepleta. Na sliki 4.11 vidimo, da gre za tretji preplet, kjer se menjujeta prva in
druga uporabniška seja. Dejanska imena spletnih strani so vcˇasih zelo nerodna za
rokovanje. Dolžina imen dejanskih strani je zelo razlicˇna, predvsem daljša so manj
fleksibilna za predstavitev. Za potrebe testiranja smo imena dejanskih spletnih strani
zamenjali s krajšimi. Stran je predstavljena s kombinacijo Sx, kjer x predstavlja za-
poredno številko strani znotraj spletnega mesta.
Postopke razpletanja sej smo preizkusili na testni množici prepletenih sej, ki
smo jo zgenerirali na razlicˇne nacˇine, da smo lahko primerjali uspešnost razpletanja
posameznih vrst prepletenih sej. Generirane preplete smo primerjali z dejanskimi
prepletenimi sejami in dolocˇili parametre generatorja, ki generira prepletene seje
cˇimbolj podobne dejanskim. Pri generiranju prepletenih sej smo upoštevali verje-
tnost prehodov med podsejami, razlicˇne podmnožice cˇistih sej in velikost gradnika
prepleta. Verjetnost prehoda med podsejami pp dolocˇa, kako velika verjetnost je,
da bo naslednja stran v prepleteni seji pripadala drugi cˇisti seji. Manjša kot je pp,
manj je prehodov med podsejami v prepleteni seji, vecˇ strani zaporedoma pripada
isti cˇisti seji. Vecˇja kot je verjetnost prehoda pp, vecˇ je prehodov med podsejami
(uporabnik vecˇ preklaplja med okni).
Preverjali smo tudi rezultate razpletanja sej, ki so sestavljene iz dolocˇene pod-
množice cˇistih sej. Primer: pri spletni trgovini imamo dve vrsti uporabnikov, ano-
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// S0 S3 S1 S7 S17
// S10 S4 S11 S19
[3_drg] 2007.04.17 07:29:09 S10
[3_drg] 2007.04.17 07:29:13 S4
[3_drg] 2007.04.17 07:29:17 S11
[3_prv] 2007.04.17 07:29:25 S0
[3_drg] 2007.04.17 07:29:33 S19
[3_prv] 2007.04.17 07:29:42 S3
[3_prv] 2007.04.17 07:29:42 S1
[3_prv] 2007.04.17 07:29:42 S7
[3_prv] 2007.04.17 07:29:42 S17
Slika 4.11: Primer prepletene seje iz testne množice, uporabljene v fazi razvoja
postopka.
nimne in prijavljene, ki so opravili nakup. Prepletene seje smo generirali iz cˇistih
sej:
• uporabnikov, ki so se prijavili,
• vseh uporabnikov.
Pri gradnji prepletene seje lahko prepletamo posamezne strani cˇistih sej ali pa
segmente cˇistih sej. Vsak segment je tipicˇno sestavljen iz vecˇ strani, najmanjša in
najvecˇja dolžina segmenta je podana s parametroma. Pri uporabi segmentov kot
zrna smo poskusili generirati prepletene seje, ki cˇimbolj sovpadajo z nacˇinom dela
uporabnikov. Uporabnik tipicˇno v prvem oknu brskalnika opravi neko zakljucˇeno
nalogo, potem pa preklopi na drugo okno brskalnika, kjer opravi neko drugo nalogo.
V cˇasu trajanja interakcije s spletnim strežnikom tako preklaplja med okni brskal-
nika. Prehodi med segmenti razlicˇnih sej so lahko obvezni, lahko pa podobno kot
zgoraj uporabimo parameter verjetnosti prehoda med odsejami pp. V tem primeru
si lahko v prepleteni seji sledita dva ali vecˇ segmentov iz iste cˇiste seje. Cˇe zrno pri
prepletanju tvori ena stran, potem se za vsako pozicijo i v prepleteni seji nakljucˇno
izbere naslednja stran ene izmed cˇistih sej. Predstavljamo si lahko prepletanje se-
gmentov s segmentom dolžine 1.
Pri generiranju prepletenih sej se dolocˇa tudi nivo razlicˇnosti prepletenih sej.
Posamezna cˇista seja se lahko uporabi za generiranje izkljucˇno enega samega pre-
pleta, lahko pa za generiranje enega ali vecˇ prepletov.
4.4.6 Modeliranje
V tej fazi smo preizkušali razlicˇne metode razpletanja sej nad podatki, ki smo jih
pripravili v predhodnih postopkih. Postopke za razpletanje prepletenih sej in vse po-
trebne komponente za pravilno delovanje smo implementirali v programskem jeziku
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java. Razpletanje sej temelji na vzorcih preteklih obnašanj uporabnikov. Za mode-
liranje preteklega obnašanja uporabnikov smo uporabili markovski model. Imple-
mentirali smo ogrodje, ki omogocˇa kreiranje markovskih modelov razlicˇnih redov
ter ga lahko enostavno vkljucˇimo in uporabimo v razlicˇnih postopkih razpletanja.
Predhodno pripravljena ucˇna množica podatkov se uporabi za ucˇenje markovskih
modelov.
Izdelali in preizkušali smo razlicˇne metode razpletanja in z njimi, ob pomocˇi na-
ucˇenih markovskih modelov, izvedli razpletanje sej. Rezultate smo s pomocˇjo me-
tapodatkov o vsebovanih sejah ovrednotili in jih predstavili z grafom. Poleg samih
koncˇnih rezultatov so nas bolj zanimali razlogi, ki so privedli do konkretnega koncˇ-
nega rezultata. Preverjanje posamicˇnih primerov na podatkih iz dejanskih spletnih
mest je težje zaradi obsežnosti podatkov. Za ta namen smo uporabili testno množico
umetno generiranih podatkov, kjer smo za napacˇno razpletene seje pogledali, kaj je
verjeten razlog za napako. Isto metodo smo nacˇeloma izvedli vecˇkrat z drugacˇnim
naborom parametrov in drugacˇe prepletenimi sejami. Pri razvijanju metode smo
pazili, da metoda dovolj dobro dela za vse vire podatkov.
Poleg preizkušanja metod razpletanja smo v tej fazi izdelali tudi vrsto postopkov
za testiranje pravilnosti delovanja in razumevanja podatkov. Narava podatkov o
klikotoku je takšna, da je iz samih podatkov težko videti celotno sliko. Naredili
smo aplikacijo za analizo prepletenih sej v sistemu e-Študent in ugotovili znacˇilnosti
dejanskih prepletenih sej. Ugotovitve smo uporabili pri postopku kreiranja testnih
prepletenih sej. Generirane prepletene seje smo graficˇno predstavili, s pregledom
analizirali in ugotavljali pravilnost delovanja postopkov. Posebno pozornost smo
namenili ugotavljanju zacˇetnih stanj prepletenih sej. V tem delu smo se posvetili
analizi pravilnosti delovanja postopkov in nastavitvam parametrov postopkov.
4.4.7 Ovrednotenje
Uspešnost metode pri razpletanju smo ugotovili z vrednotenjem rezultatov razpleta.
Primerjali smo dejanske vrednosti razpletenih sej in sestavne cˇiste seje, ki smo jih
uporabili pri kreiranju prepletenih sej. Metapodatke o sestavnih sejah smo imeli za
umetno generirane prepletene seje. Uporabili smo vecˇ metod vrednotenja, ki so po-
drobneje predstavljene v razdelki 4.5. Za vsako razpletanje smo narisali histogram
števila sej glede na podobnost dejanskim sejam. Slika 4.12 prikazuje primer histo-
grama in pomen podatkov na njem. Os x prikazuje podobnost med razpletenimi
sejami in cˇistimi sejami, ki so bile uporabljene za generiranje prepleta. Vrednosti
bližje 1 pomenijo bolj podobne seje in posledicˇno boljši rezultat. Os y prikazuje
število sej, ki je padlo v ta interval.
4.4.8 Uporaba
V fazi uporabe smo razvite postopke za razpletanje sej vkljucˇili v postopek ETL, ki
skrbi za zajem, cˇišcˇenje, preoblikovanje in nalaganje podatkov o klikotoku v spletno
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Slika 4.12: Graf za prikaz rezultatov razpletanja sej.
podatkovno skladišcˇe.
4.5 Ovrednotenje procesa razpletanja
Razpletene seje je potrebno ovrednotiti. Ugotoviti moramo, kako dobro so bile v
postopku razpletanja razdeljene na sestavne dele. To naredimo tako, da jih po ne-
kem postopku primerjamo s sejami, ki bi jih morali dobiti kot rezultat. Postopek
ovrednotenja po kljucˇu ovrednoti podobnost sej in vrne merilo podobnosti med se-
jama.
Vsaka seja je sestavljena iz zaporedja ogledanih spletnih strani. Na uporabniško
sejo lahko torej gledamo kot na zaporedje (ang. sequence). Ovrednotenje uspešnosti
razpletanja lahko prevedemo na problem ocenjevanja podobnosti zaporedij simbo-
lov. V našem primeru vsak simbol predstavlja dolocˇena spletna stran. Primerjanje
zaporedja simbolov med seboj in dolocˇanje podobnosti med seboj je ena izmed
osnovnih nalog strojnega prevajanja (ang. machine translation) in racˇunske biolo-
gije (ang. computational biology) [48]. V svoji osnovi imamo dve zaporedji simbo-
lov med seboj za bolj podobni, cˇimvecˇ simbolov imata skupnih in cˇimbolj je vrstni
red simbolov med njima podoben. Obstaja veliko metod za merjenje podobnosti
med dvema zaporedjema. V literaturi je bilo predstavljenih vecˇ metod za vrednote-
nje podobnosti, ki temeljijo na popolnem ujemanju, operacijah urejanja zaporedja
(ang. edit-distance), najdaljšem skupnem podzaporedju in sovpadanju n-teric (ang.
n-gram) elementov (ang. n-gram co-occurrence), itn [52]. Za ovrednotenje uspeha
razpletanja sej smo se odlocˇili uporabiti pet postopkov, ki temeljijo na naštetih šti-
rih metodah. Dodali smo še izpeljanko metode najdaljšega skupnega podzaporedja,
metodo uteženega najdaljšega skupnega podzaporedja.
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4.5.1 Popolno ujemanje
Metoda popolnega ujemanja temelji na 100% enakosti dveh zaporedij. Poimenujmo
zaporedje, ki ga hocˇemo ovrednostiti kot kandidatno zaporedje; ciljno zaporedje pa
imenujmo referencˇno zaporedje. Rezultat ovrednotenja po tej metodi je lahko samo
uspešno (1) ali neuspešno (0). Cˇe imamo kandidatno zaporedje Y = [y1,y2, . . . ,yn]
in referencˇno zaporedje X = [x1,x2, . . . ,xm], potem metoda vrne 1 takrat, ko je n=m
in ko za vsak i velja: xi = yi. Cˇe to ne velja, se zaporedji obravnavata kot razlicˇni.
Vrednotenje po tej metodi je zelo striktno in preimerno za vrednotenje takrat, ko
nas zanimajo samo najbolj kakovostni podatki. Po drugi strani pa so po tej metodi
enako slaba zaporedja, ki so med sabo popolnoma razlicˇna in zaporedja, ki imajo
med sabo zamenjana samo znaka na mestu i in j.
4.5.2 Razdalja med dvema zaporedjema
Drugi pristop merjenja podobnosti med zaporedjema temelji na merjenju razdalje
med zaporedjema (ang. distance measures). Pogosto pri pristopu merjenja razdalje
med zaporedji dolocˇimo množico operacij urejanja, kot je vstavljanje ali brisanje
simbola, vkljucˇno s ceno posamezne operacije. Razdalja med dvema zaporedjema
(ang. edit-distance) je dolocˇena kot vsota cen najcenejše verige operacij, ki prvo
zaporedje pretvorijo v drugega. Cˇe množico vseh operacij, ki so na voljo, sesta-
vljajo samo tri operacije vstavljanja, brisanja in zamenjave, cena vsake operacije pa
je 1, dobimo Levenshteinovo razdaljo (ang. Levenshtein distance) [51]. Posplošitev
Leveshteinove razdalje je Damerau-Levenshteinova razdalja, kjer imamo tudi ope-
racijo transpozicije dveh sosednjih elementov [22]. Primer, Levenshteinova razdalja
med besedama ’miza’ in ’možak’ je enaka 3, ker so potrebne 3 operacije urejanja,
ki pretvorijo prvi niz v drugega; z manj operacijami ni možno narediti pretvorbe:
• miza → moza (zamenjava ’i’ z ’o’)
• moza → moža (zamenjava ’z’ z ’ž’),
• moža → možak (vstavljanje ’k’ na koncu).
Klasicˇne mere na osnovi razdalj med zaporedjema se ne skladajo dobro z razmisle-
kom, da sta dve zaporedji podobni, cˇe zamenja pozicijo cel blok simbolov. Pred-
postavimo, da so A,B,C,D bloki simbolov. Predpostavimo tudi, da bloka B in C
nimata skupnih simbolov. Da bi pretvorili zaporedje ABCD v ACBD z uporabo
Levenshteinovih operacij, moramo pobrisati vse simbole iz B in jih vstaviti za C
(ali obratno), kar pomeni 2 ·min{|B|, |C|}. Vidimo lahko, da je kazen za premi-
kanje bloka enaka konstanti – dolžini bloka. Leusch in sod. [48] sicer v svojem
delu predlagajo vpeljave nove operacije premikanja bloka. Kljub temu smo se za
vrednotenje razpletanja odlocˇili uporabiti klasicˇno Levenshteinovo razdaljo.
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4.5.3 Najdaljše skupno podzaporedje
Razlicˇice Levenshteinove razdalje lahko dobimo s spreminjanjem množice operacij,
ki so na voljo. Tak primer je najdaljše skupno podzaporedje (ang. longest common
subsequence). Zaporedje Z = [z1,z2, ...,zn] je podzaporedje nekega drugega zapo-
redja X = [x1,x2, ...xm], cˇe obstaja strogo narašcˇajocˇe zaporedje indeksov i1, i2, ...ik
v zaporedju X tako da za vse j = 1,2, ...,k velja xi j = z j [21]. Cˇe imamo dve zapo-
redji X in Y , je najdaljše skupno podzaporedje (LCS) X in Y skupno podzaporedje
z najvecˇjo dolžino. Daljše kot je najdaljše skupno podzaporedje dveh zaporedij,
bolj sta si podobni. LCS dveh zaporedij dolžine m in n lahko s pomocˇjo tehnike
dinamicˇnega programiranja izracˇunamo v cˇasu O(mn).
Prednost LCS je, da ne zahteva zaporednih ujemanj simbolov, pacˇ pa samo uje-
manje na nivoju zaporedja (ne zahteva strogo zaporednih istoležnih simbolov). Re-
zultat si lahko predstavljamo kot n-terico elementov na nivoju zaporedja z upošte-
vanim vrstnim redom. Z izrazom n-terica oznacˇujemo podzaporedje n elementov
iz danega zaporedja. Druga prednost je, da samodejno dobimo najvecˇjo skupno n-
terico na nivoju zaporedja brez vnaprejšnjega dolocˇanja dolžine n. LCS pravilno
ovrednoti tudi strukturo zaporedja. Povedano pokažimo še na primeru, kjer je prvi
stavek X referencˇni in ga primerjamo z Y1 in Y2:
X : danes je lep dan
Y1 : danes ni lep dan
Y2 : lep dan ni danes
LCS oceni zaporedje Y1 z rezultatom 34 = 0,75, Y2 pa z rezultatom
2
4 = 0,5, kar
pomeni da je Y1 za LCS bolj podoben prvemu zaporedju. Tako vrednotenje je v
skladu z našimi željami. Vendar pa LCS upošteva samo glavno najdaljše skupno
podzaporedje; druga najdaljša skupna podzaporedja ali krajša podzaporedja niso
upoštevana pri rezultatu, vendar bi lahko pomembno vplivala nanj. Vzamemo za
primer zaporedje:
Y3 : lep dan::::::danes:::je
Cˇe zaporedje Y3 primerjamo z referencˇnim zaporedjem X , LCS upošteva samo naj-
daljše skupno podzaporedje “lep dan“ ali pa “danes je“, nikakor pa ne obeh hkrati.
Rezultat za zaporedje Y3 je isti kot za zaporedje Y2, kar gotovo ni najboljše. Ocˇitno
je, da je zaporedje Y3 bolj podobno referencˇnemu kot pa Y2, saj ima samo zamenjan
vrstni red dveh blokov. Metoda, ki odpravlja to pomanjkljivost je skip-bigram, ki jo
bomo predstavili nadalje.
Lin in sod. [52] so predlagali uporabo mere F (ang. F-measure) za ocenjeva-
nje podobnosti dveh zaporedij X dolžine m in Y dolžine n, kjer se X obravnava kot
referencˇno zaporedje, Y pa kandidatno. Harmonicˇno sredino, t.i. mero F , je prvi
predlagal Van Rijsbergen [94]. Za potrebe ocenjevanja kakovosti strojnega preva-
janja tekstov je mero F uporabil tudi Turian [93] in pokazal, da se lahko kosa z
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drugimi metodami. Mera F za LCS je dolocˇena kot:
Rlcs =
LCS(X,Y)
m
(4.13)
Plcs =
LCS(X,Y)
n
(4.14)
Flcs =
(1+β 2)RlcsPlcs
Rlcs+β 2Plcs
(4.15)
LCS(X ,Y ) predstavlja najdaljše skupno podzaporedje zaporedij X in Y . Za β velja
β = Plcs/Rlcs, ko je ∂Flcs/∂Rlcs = ∂Flcs/∂Plcs. Mera F (Flcs) je enaka 1, ko sta X
in Y med seboj enaka, ker je v tem primeru LCS(X ,Y ) = m ali n. Flcs = 0, ko je
LCS(X ,Y ) = 0 oziroma ni nicˇ skupnega med zaporedjema X in Y . Mera F združuje
natancˇnost (ang. precision) in preklic (ang. recall). V našem primeru sta mera in
preklic osnovana na LCS. Rlcs predstavlja preklic – delež simbolov v zaporedju X ,
ki so prisotni tudi v Y . Plcs predstavlja natancˇnost – delež simbolov v Y , ki jih
najdemo tudi v X . S pomocˇjo faktorja β dolocˇamo s kolikšno utežjo se upoštevata
natancˇnost in preklic v meri F . Cˇe je β = 1, dobimo F(R,P) =
2RP
R+P
kar pomeni,
da sta oba upoštevana enakovredno.
Mero F na podlagi LCS, t.j. enacˇbo (4.15) so Lin in sod. imenovali ROUGE-L.
Mero F na podlagi LCS bomo na podoben nacˇin uporabili tudi mi. Zaporedje X bo
pri nas predstavljalo pravilno razpleteno, Y pa dejansko razpleteno sejo.
4.5.4 Uteženo najdaljše skupno podzaporedje
Kot smo videli, ima metoda vrednotenja LCS veliko pozitivnih lastnosti. Ima pa
tudi pomanjkljivost, da ne zna razlocˇevati med najdaljšimi skupnimi podzaporedji
v odvisnosti od pozicij drugih elementov v zaporedju. Najbolje se to vidi na nasle-
dnjem primeru, kjer imamo referencˇno zaporedje X , in dve zaporedji Y1 in Y2, ki ju
ocenjujemo:
X : [A B C D E F G]
Y1 : [A B C D H I K]
Y2 : [A H B K C I D]
Mera F na podlagi LCS je enaka tako za Y1 kot za Y2. Vendar bi bilo v tem pri-
meru zaporedje Y1 verjetno boljša izbira kot Y2. V zaporedju Y1 je najvecˇje skupno
podzaporedje strnjeno, brez prekinitev. Metodo LCS lahko enostavno izboljšamo
tako, da si v postopku dinamicˇnega programiranja, ki izracˇunava LCS, zapomnimo
dolžino zaporednih ujemanj do sedaj. Vpeljemo dodatno spremenljivko k, ki ozna-
cˇuje dolžino zaporednih ujemanj, ki se zakljucˇujejo na mestu Xi in Yj. Lin in sod.
[52] so metodo poimenovali uravnoteženi LCS (Weighted LCS). Cˇe imamo dve
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zaporedji X in Y , ovrednotimo oceno po postopku WLCS s pomocˇjo naslednjega
postopka dinamicˇnega programiranja:
for(i = 0; i <= m; i++)
c[i][j] = 0 // inicializacija tabele za LCS
w[i][j] = 0 // inicializacija tabele za zaporedno ujemanje
for (i = 0; i <=m; i++)
for(j =1; j <=n; j++)
if (xi == yj)
// dolzina zaporednih ujemanj na mestu i-1 in j-1
k = w(i-1, j-1)
c[i][j] = c[i-1][j-1] + f(k+1) - f(k)
// zapomnimo si dolzino zaporednih ujemanj na mestu i,j
w[i][j] = k + 1
else
if (c[i-1][j] > c[i][j-1])
c[i][j] = c[i-1][j]
w[i][j] = 0 // na mestu i,j ni ujemanja
else
c[i][j] = c[i][j-1]
w[i][j] = 0 // na mestu i,j ni ujemanja
WLCS(X,Y) = c[m][n]
c je tabela za dinamicˇno programiranje, kjer c[i][ j] hrani rezultat WCLS na me-
stu i zaporedja X in j zaporedja Y . w je tabela, ki hrani zaporedna ujemanja znakov
v tabeli c na mestu i in j. f je utežitvena funkcija zaporednih ujemanj v tabeli na
mestu c[i][ j]. Z uporabo razlicˇnih utežitvenih funkcij f lahko vplivamo na algoritm
WCLS tako, da damo vecˇji pomen zaporednim ujemanjem znakov, ki sestavljajo
LCS.
Za utežitveno funkcijo f mora veljati lastnost f (x+y)> f (x)+ f (y) za vsa po-
zitivna števila x in y. To pomeni, da zaporednim ujemanjem znakov CLS pripišemo
vecˇji rezultat kot zaporedjem, kjer je med elementi LCS presledek. Primer take
funkcije je f (k) = αk−β za k >= 0,α,β > 0. Funkcija dodeli negativen dodatek
−β k rezultatu za vsak nezaporedni niz elementov. Druga možna skupina funkcij
so polinomi oblike kα , kjer je α > 1. Zaradi normalizacije koncˇnega rezultata (mere
F) so najbolj primerne funkcije, ki imajo elementarno inverzno funkcijo. Primer:
f (k) = k2 ima elementarno inverzno funkcijo f−1(k) = 2
√
k. Mero F , ki temelji
na WCLS, lahko izracˇunamo na nacˇin, ki je prikazan v formuli (4.18). Predposta-
vljamo, da imamo zaporedji X dolžine m in Y dolžine n.
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Rwlcs = f−1
(
LCS(X,Y)
f (m)
)
(4.16)
Pwlcs = f−1
(
LCS(X,Y)
f (n)
)
(4.17)
Fwlcs =
(1+β 2)RwlcsPwlcs
Rwlcs+β 2Pwlcs
(4.18)
Funkcija f−1 je inverzna funkcija funkcije f . Lin in sod. [52] so mero F na
podlagi postopka WLCS, ki jo predstavlja enacˇba (4.18), poimenovali ROUGE-
W. Pri uporabi enacˇbe (4.18) in utežitvene funkcije f (k) = k2, dobimo rezultat za
zaporedji Y1 in Y2 0.571 in 0.286. WLCS metoda torej razvršcˇa zaporedje Y1 višje
kot Y2. Uporabljena je bila polinomska funkcija oblike kα . Funkcijo iz te družine
smo pri ovrednotenju razpletov sej z metodo ROUGE-W uporabili tudi mi.
4.5.5 Statistika sopojavitev locˇenih dvojic elementov
Kot dvojico elementov obravnavamo skupino dveh skupaj zapisanih cˇrk, besed, sim-
bolov (ang. bigram). Locˇene dvojice elementov pa obravnavamo kot katerikoli par
besed ali cˇrk v zaporedju, kjer je dopušcˇena vmesna vrzel (ang. skip-bigram). Stati-
stika sopojavitev locˇenih dvojic elementov meri prekrivanje locˇenih dvojic elemen-
tov med izvornim zaporedjem in ocenjevanim zaporedjem [52]. Za prikaz upora-
bimo primer iz prejšnjega dela:
X : danes je lep dan
Y1 : danes ni lep dan
Y2 : lep dan ni danes
Y3 : lep dan danes je (4.19)
Vsak stavek ima C(4,2)=
(4
2
)
= 6 locˇenih dvojic elementov (ang. skip-bigrams).
Na primer, zaporedje X ima naslednje locˇene dvojice elementov: (“danes je”, “da-
nes lep”, “danes dan”, “je lep”, “je dan”, “lep dan”). Zaporedje Y1 ima tri locˇene
dvojice elementov, ki so skupne tistim iz X : (“danes lep”, “danes dan”, “lep dan”).
Y2 ima eno locˇeno dvojico, ki se ujema z X (“lep dan”), Y3 pa dve (“lep dan”, “danes
je”). Cˇe imamo izvorno zaporedje X dolžine m in ocenjevano zaporedje Y dolžine
n, izracˇunamo mero F na podlagi locˇenih dvojic elementov na naslednji nacˇin:
Rskip2 =
SKIP2(X,Y)
C(m,2)
(4.20)
Pskip2 =
SKIP2(X,Y)
C(n,2)
(4.21)
Fskip2 =
(1+β 2)Rskip2Pskip2
Rskip2+β 2Pskip2
(4.22)
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SKIP2(X ,Y ) predstavlja število locˇenih dvojic elementov med X in Y , β =
Pskip2/Rskip2 in velja ∂Fskip2/∂Rskip2 = ∂Fskip2/∂Pskip2. C(m,2) in C(n,2) pred-
stavljata število razlicˇnih dvojic elementov, ki jih lahko sestavimo iz elementov
zaporedja X oz Y . Lin in sod. [52] imenujejo mero F na podlagi locˇenih dvojic
elementov v enacˇbi (4.22) ROUGE-S. Uporaba te metode in njeni rezultati so bolj
intuitivni kot pri metodi ROUGE-L ali metodi BLEU [67], ki ravno tako temelji na
sopojavitvah n-teric elementov v dveh zaporedjih. Prednost metode ROUGE-S pred
BLEU je ta, da ne zahteva zaporednih pojavitev besed, kljub temu pa je še vedno
obcˇutljiva na vrstni red elementov v zaporedju. Metoda LCS najde samo najdaljše
skupno podzaporedje dveh zaporedij, metoda locˇenih dvojic elementov pa najde vse
ujemajocˇe pare elementov. Za ocenjevanje kakovosti razpletanja sej bomo uporabili
opisano razlicˇico. Metodo lahko nadgradimo s pomocˇjo uporabe parametra dskip, ki
nam dolocˇa maksimalno razdaljo med dvema elementoma, ki tvorita locˇeno dvojico
(skip-bigram). V tem primeru združujemo v pare samo tiste elemente v zaporedju,
ki so samo dskip elementov narazen.
4.5.6 Interpretacija rezultatov
Poglejmo si primer vrednotenja podobnosti dveh enostavnih zaporedij z zgoraj opi-
sanimi metodami. Primerjajmo dve zaporedji X in Y s petimi elementi.
X : danes je resnicˇno lep dan
Y : danes ni resnicˇno lep dan
Na podlagi metod vrednotenja podobnosti med zaporedji, dobimo rezultate v tabeli
4.1.
Tabela 4.1: Podobnost zaporedij X in Y glede na metode vrednotenja.
popolna enakost edit-distance LCS WLCS skip-bigram
0 0,8 0,8 0,6 0,6
Metoda vrednotenja na podlagi popolne enakosti pove ali sta dve zaporedji po-
polnoma enaki. V našem primeru se X in Y razlikujeta v elementu na drugem mestu,
zato metoda vrne vrednost 0.
Vrednotenje na podlagi razdalje med zaporedji meri podobnost na podlagi rela-
tivne razdalje med zaporedji. Drugo zaporedje Y pretvorimo v prvo X z eno opera-
cijo zamenjave ’ni’ v ’je’. Najvecˇja možna razdalja med zaporedjema X in Y je 5
(število operacij potrebno za izgradnjo zaporedja iz praznega zaporedja). Relativna
razdalja med zaporedjema X in Y je torej 1/5 = 0,2. Iz tega sledi, da je podobnost 1
- 0,2 = 0,8.
Metoda LCS vrne razmerje med dolžino najdaljšega skupnega podzaporedja in
dolžino najdaljšega zaporedja. Dolžina najdaljšega skupnega zaporedja X in Y je 4
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(danes resnicˇno lep dan), dolžina najdaljšega zaporedje pa je enaka 5. Metoda LCS
torej vrne razultat 4/5 = 0,8.
Vrednotenje na podlagi uteženega najdaljšega skupnega zaporedja (WLCS) za
razliko od LCS upošteva samo neprekinjeno najdaljše skupno podzaporedje. V
našem primeru je to podzaporedje ’resnicˇno lep dan’ dolžine 3. Po analogiji z LCS
vrne metoda razmerje 3/5 = 0,6.
Statistika sopojavitev locˇenih dvojic elementov vrne razmerje med skupnimi
sopojavitvami dvojic elementov in vsemi locˇenimi dvojicami elementov najdaljšega
zaporedja. Vseh locˇenih dvojic za zaporedje dolžine 5 je enako C(5,2) =
(5
2
)
= 10.
Za obe zaporedji so prikazane v tabeli 4.2. Število locˇenih dvojic elementov, ki
je skupno obema zaporedjema X in Y , je enako 6. Rezultat vrednotenja je torej
razmerje 6/10 = 0,6.
Tabela 4.2: Locˇene dvojice elementov za zaporedji X in Y .
Zaporedje Locˇene dvojice
X
(danes je), (danes resnicˇno), (danes lep), (danes dan), (je resnicˇno),
(je lep), (je dan), (resnicˇno lep), (resnicˇno dan), (lep dan)
Y
(danes ni), (danes resnicˇno), (danes lep), (danes dan), (ni resnicˇno),
(ni lep), (ni dan), (resnicˇno lep), (resnicˇno dan), (lep dan)
4.6 Metode razpletanja
Za razpletanje prepletenih sej smo razvili dva postopka. Pri razvoju prvega postopka
smo se osredotocˇili na enostavnost in hitrost delovanja. Pri drugem postopku s
preiskovanjem prostora stanj smo se osredotocˇili na cˇimboljši rezultat razpletanja.
4.6.1 Uporaba markovskega modela
Postopek razpletanja temelji na preteklih akcijah spletnih uporabnikov. Obnašanje
uporabnikov modeliramo s pomocˇjo markovskega modela, ki ga pred tem naucˇimo s
podatki o cˇistih uporabniških sejah. Implementacija markovskega modela omogocˇa
izdelavo markovskih modelov razlicˇnih redov. Markovski modeli razlicˇnih redov se
med seboj razlikujejo po tem, koliko dalecˇ v preteklost gledajo pri napovedovanju
naslednje uporabniške akcije. Pri modelu prvega reda se naslednja stran uporab-
nika dolocˇi glede na zadnji obisk, pri modelu drugega reda na podlagi zadnjih dveh
obiskanih strani, pri modelu k-tega reda pa na podlagi zadnjih k obiskanih strani.
Sam koncept delovanja markovskih modelov razlicˇnih redov je podoben, zato bomo
model predstavili na primeru markovskega modela prvega reda.
Markovski model razvit za podporo razpletanju v grobem vsebuje podatke o ver-
jetnosti prehodov med stanji (spletnimi stranmi) in verjetnosti zacˇetnih stanj (verje-
tnost, da je neka stran zacˇetna stran). Verjetnosti prehodov med stanji se izracˇunajo
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na podlagi podatkov o prehodu med stanji, ki se hranijo v matriki prehodov in na
podlagi predznanja. Kot predznanje nam služi nacˇrt spletnega mesta. Predstavljeno
je v obliki usmerjenega grafa, ki hrani povezave med stranmi v spletišcˇu. Matrika
prehodov je odvisna od reda markovskega modela. Za model prvega reda z n mo-
žnimi izidi potrebujemo matriko velikosti n×n, za model drugega reda n×n×n, za
k-ti red pa k+1 dimenzionalno matriko. Prvih k dimenzij predstavlja zaporedje pre-
teklih izidov (stanje), k+ 1 dimenzija pa število prehodov v naslednje stanje. Ma-
triko prehodov lahko predstavimo z dvodimenzionalno matriko; k-dimenzionalno
matriko z n možnimi izidi lahko predstavimo z dvodimenzionalno matriko velikosti
(∏k−1i=1 n)× n. Prva dimenzija vsebuje k-mestne kombinacije vseh izidov (stanje),
druga pa število prehodov za vsak izid. Pri velikem številu možnih izidov n se z
vecˇanjem reda k markovskega modela, zaradi hitrega povecˇevanja števila stanj, zelo
hitro povecˇuje matrika prehodov. Prostorska zahtevnost se povecˇuje tako hitro, da
nam kmalu onemogocˇa dejansko implementacijo. V ucˇnih podatkih se ne poja-
vijo vsa stanja, zato je veliko mest v matriki prehodov praznih (privzeta vrednost).
Lahko se zgodi, da ima vecˇ kot 95% matrike prehodov prazne vrednosti, ki pa ravno
tako zasedajo prostor v pomnilniku. Takšna matrika se imenuje redka matrika (ang.
sparse matrix). Redka matrika ima obicˇajno manj kot 10% nenicˇelnih elementov.
Delo z matrikami je izjemno pomembno pri znanstvenih izracˇunih, zato je bilo
razvitih vecˇ nacˇinov za implementacijo redkih matrik tako, da se hranijo samo ne-
nicˇelne vrednosti [28, 58]. Matriko prehodov smo implementirali s pomocˇjo ja-
vanskih redkih tabel (ang. Java Sparse Array – JSA) [37]. Koncept JSA je možno
implementirati s pojavitvijo programskih jezikov java in C#, ki imata vecˇdimen-
zionalne tabele implementirane s pomocˇjo enodimenzionalnih tabel. Koncept je
prikazan na sliki 4.13. Pri tem konceptu imamo dve tabeli, eno za shranjevanje
referenc na tabelo vrednosti in drugo tabelo za shranjevanje referenc na ustrezne
indekse tabel (po eden indeks za vsako vrstico).
int[][]indeks
double[][] vrednost
JSA
Slika 4.13: Format predstavitve redke matrike v formatu JSA (Java Sparse Array).
Primer prikazuje matriko A in njeno predstavitev s pomocˇjo javanskih redkih
matrik. Tabela vrednost v tabeli na drugem nivoju hrani nenicˇelne elemente tabele
A za vsako vrstico posebej. Tabela indeks pa hrani indekse na tiste stolpce, ki imajo
102 Poglavje 4: Metode
nenicˇelno vrednost. Za prvo vrstico se na mestu z indeksom 0 nahaja element 10,
na mestu z indeksom 4 pa element -2.
A =

10 0 0 0 −2 0
3 9 0 0 0 3
0 7 8 7 0 0
3 0 8 7 5 0
0 8 0 9 9 13
0 4 0 0 2 −1
 (4.23)
double[][] vrednost = {{10,-2},{3,9,3},{7,8,7},
{3,8,7,5},{8,9,9,13},{4,2,-1}};
int[][] indeks = {{0,4},{0,1,5},{1,2,3},{0,2,3,4},{1,3,4,5},{1,4,5}};
Pri ucˇenju markovskega modela za razpletanje si pomagamo tudi s predznanjem
o domeni. Predznanje je predstavljeno z nacˇrtom strani (ang. site map). Nacˇrt
strani je sestavljen iz povezav med stranmi, ki so med sabo neposredno povezane
s hiperpovezavami. Povezava med stranema Si in S j v nacˇrtu strani pomeni vecˇjo
apriorno verjetnost prehoda med tema dvema stranema, kot cˇe bi ti dve strani ne
bi bili povezani med sabo. Glede na povezave med spletnimi stranmi izracˇunamo
zacˇetno verjetnost prehoda med stranmi p(0)i j , kjer i in j oznacˇujeta zacˇetno in ciljno
stran. Zacˇetno verjetnost prehoda p(0)i j izracˇunamo po formuli:
p(0)i j =
1−P(i j)A (N−nt)
nt
,nt ≥ 1 (4.24)
kjer j oznacˇuje vse strani, ki so povezane s stranjo i, N oznacˇuje število vseh strani,
nt pa število vseh izhodnih povezav iz strani i in P
(i j)
A = 1/N
2 enotno verjetnost
prehoda med poljubnima dvema stranema (slika (4.14)). Pri tem predpostavljamo,
da vedno obstaja zrcalen prehod iz si v si kar pomeni, da je nt vedno vecˇji od 0. Cˇe
med stranema i in j ni nobene povezave, se priredi verjetnost prehoda P(i j)A . Para-
meter P(i j)A oznacˇuje apriorno verjetnost prehoda med poljubnima dvema stranema
v nacˇrtu spletne strani.
Naj bo vsaka seja predstavljena kot zaporedje spletnih strani S= {q1,q2, . . .qn},
kjer n oznacˇuje dolžino uporabniške seje. q1 predstavlja zacˇetno (vstopno) spletno
stran in qn zadnjo obiskano spletno stran uporabnika v tej seji. Pri izracˇunu verje-
tnosti prehoda med qi−1 = s j in qi = sk lahko ucˇne podatke kombiniramo z m-oceno
(ang. m-estimate) [29]:
P(s j → sk) = p jk =
(n jk +mp
(0)
jk )
n j +m
(4.25)
kjer n jk oznacˇuje število prehodov iz stanja j v stanje k, ki smo jih pridobili iz
ucˇnih podatkov. n j je število obiskov strani j. m predstavlja utež, s katero dolo-
cˇamo razmerje med apriornim znanjem (zajeto v nacˇrtu spletne strani) in poznejšim
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N- nt
nt
P
A
(ij)
i pij
j j j
j
j
N = 10
Slika 4.14: Shematski prikaz elemetov uporabljenih v enacˇbi (4.24).
znanjem, zajetim v ucˇnih podatkih (uporabniške seje). Vecˇji kot je m, vecˇji je pou-
darek na apriornem znanju. Cˇe imamo m = 0, potem popolnoma zanemarimo po-
men apriornega znanja. V tem primeru se m-ocena spremeni v relativno frekvenco
p jk = n jk/n j.
4.7 Razpletanje z uporabo markovskega modela
Pri tej metodi smo uporabili markovski model in premocˇrten postopek razpletanja.
Sam postopek temelji na verjetnostih prehoda med posameznimi stranmi. Pri raz-
pletanju smo uporabili naucˇen markovski model. Markovski model je lahko prvega
ali višjih redov. Pri razvoju postopka smo preizkušali razpletanje s pomocˇjo marko-
vskega modela prvega in drugega reda. Kot je bilo navedeno pri opisu markovskih
modelov, je pri modelih višjih redov potrebno imeti veliko množico podatkov, sicer
imamo problem s pokritjem. Prepletena seja je sestavljena iz zaporedja strani. Ne-
mogocˇe je na enostaven nacˇin ugotoviti, iz koliko elementarnih uporabniških sej je
sestavljena. Ta podatek bomo izlušcˇili med postopkom razpletanja. Vhod postopka
je prepletena seja, ki je predstavljena kot zaporedje simbolov. Izhod postopka je
seznam razpletenih prepletenih sej.
Postopek razpletanja temelji na dejstvu, da je prehod med dvema stranema
si → si+1 bolj verjetno pripada eni izmed sestavnih sej. Pri tem moramo paziti
tudi na možnost, da je stran si zacˇetna stran nove sestavne seje. Okviren posto-
pek razpletanja je predstavljen v nadaljevanju. Postopek bomo prikazali pri upo-
rabi markovsekga modela prvega reda. Predpostavimo, da imamo prepleteno sejo
Sp = [s1,s2, . . . ,sn], dolžine n, ki je sestavljena iz k prepletenih sej dolžine n1, n2,
. . .nk. V tem primeru velja n1+n2+ . . .nk = n.
Sejo razpletemo tako, da se zaporedno pomikamo po vseh straneh si in strani
dodeljujemo sestavnim sejam glede na verjetnosti prehodov. Postopek zacˇnemo pri
prvi strani s1. Prva stran s1 prepletene seje Sp je brez dvoma zacˇetek ene izmed
elementarnih uporabniških sej. Cˇe je prepletena seja sestavljena samo iz ene seje,
bo to edina zacˇetna stran, cˇe pa je sestavljena iz vecˇ sej, bomo v postopku razple-
tanja naleteli še na druge zacˇetne strani. Razpletanje se torej zacˇne pri strani s2 –
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razporeditev prve strani je trivialna. Pri naslednji strani (s2) imamo dve možnosti:
(i) stran lahko priredimo že obstojecˇi seji, ki vsebuje stran s1, (ii) stran lahko pred-
stavlja prvo stran nove razpletene seje. Za eno ali drugo možnost se odlocˇimo na
podlagi verjetnosti. Za stran s2 preverimo, kakšna je verjetnost PZS(s2), da je s2
zacˇetna stran nove seje. Verjetnost zacˇetnega stanja za dolocˇeno stran pridobimo iz
naucˇenega markovskega modela. Iz markovskega modela pridobimo tudi podatek o
verjetnosti prehoda med stranema s1 → s2. Cˇe velja neenakost
PZS(s2)ω > P(s1 → s2), (4.26)
potem ustvarimo novo razpleteno sejo, katere prva stran je s2. V nasprotnem pri-
meru se v tem trenutku edini razpleteni seji doda stran s2. Rezultat razpleta po
obdelanih dveh straneh prikazuje slika 4.15.
s1
s1
s4 sn-1 sns3 ...SP
SR1 SR1
SR2
s2
s2
s2
s2
(1)
(2)
s1
Slika 4.15: Posnetek stanja razpletanja. Pri razporeditvi strani s2 imamo dve mo-
žnosti.
Verjetnosti zacˇetka nove seje na neki strani sx je pogosto prevelika v primerjavi
z verjetnostjo nadaljevanja ene izmed že zacˇetih sej. Kot rezultat razpletanja bi to-
rej lahko dobili preveliko število razpletenih sej. Da se temu izognemo, je potrebno
neenacˇbo (4.26) pravilno uravnotežiti. To storimo s faktorjem ω , za katerega velja
0<ω < 1. Velikost faktorja ω je odvisna tudi od vira podatkov, zato ima faktor dru-
gacˇne vrednosti za razlicˇne vire podatkov (npr. spletna trgovina, spletni IS). Faktor
ω je potrebno predhodno ustrezno dolocˇiti na validacijski množici podatkov.
Postopek nadaljujemo za vse naslednje strani (si) prepletene seje Sp, dokler ne
pridemo do stanja, ko druga razpletena seja pridobi prvi element (vstopno stran).
Od tega trenutka naprej moramo za vse obstojecˇe zacˇete razpletene seje preveriti,
h kateri izmed njih stran si najverjetneje pripada. Seveda ne smemo pozabiti tudi
na možnost, da je stran si zacˇetna stran. Povedano formalno, recimo, da imamo v
nekem trenutku r zacˇetih razpletov. Zadnjo stran vsake izmed zacˇetih razpletenih
sej oznacˇimo z s ji, kjer je 1 ≤ j ≤ r. Za vsako stran si pridobimo iz markovskega
modela verjetnost prehoda med zadnjimi stranmi razpletenih sej in trenutno stranjo
v obdelavi si. Pridobiti moramo torej indeks seje idx z maksimalno verjetnostjo
prehoda med s ji in si:
idx = arg
r
max
j=1
P(s ji → si) (4.27)
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Najverjetnejši prehod med stranema je torej siidx → si. Preden stran si dodamo seji
z indeksom idx, moramo preveriti še pogoj PZS(si)ω > P(siidx → si). Cˇe pogoj ni
izpolnjen, dodamo stran si seji z indeksom idx, sicer pa tvori si prvo, vstopno stran
nove razplete seje z indeksom r+1. Na sliki 4.16 sta prikazani obe možnosti.
s1 s9s5
s3
s4 s12s8s3 s11s7SP
SR1
s1
i
s
i
s2
i
sr
i
SR2
SRr
s2 s10s6
s10
s2
s7 s8
s9
s10
s10
s4
1 2 3 4 ... i nn-1
s1
s6
s5
p =0,121
idx = 1
p = 0,0022
p = 0,09r
P (s ) = 0,1ZS 10
Slika 4.16: Postopek razpletanja prikazan na primeru.
Podobno postopek nadaljujemo za vse preostale strani si, dokler ne razporedimo
zadnje strani (sn), prepletene seje Sp. Predpostavimo, da smo v postopku razpletanja
dobili m razpletenih sej. Cˇe je postopek pravilno razpletel sejo, je m = k. Za vsako
izmed m razpletenih sej Sr(i) izracˇunamo verjetnost zaporedja njenih strani P(Sr(i))
po formuli:
P(Sr(i)) = PZS(s1)
l
∏
i=2
P(si) (4.28)
kjer je l dolžina seje, PZS(s1) pa verjetnost, da se seja zacˇne s stranjo s1. Izracˇu-
namo še verjetnost celotnega razpleta tako, da pomnožimo med sabo verjetnosti
vseh razpletenih sej:
Prazplet =
m
∏
i=1
P(Sr(i)) (4.29)
Postopek razpletanja je koncˇan, razpletene seje se zapišejo na izhod.
Pri razpletanju uporabljamo naucˇen markovski model. V teoriji je lahko upo-
rabljen markovski model k-tega reda. V praksi smo uporabili markovske modele
prvega in drugega reda, praviloma smo uporabljali samo markovski model prvega
reda. V primeru uporabe markovskih modelov višjih redov je potrebno pri razple-
tanju paziti tudi na izbor pravega reda modela, glede na trenutno stanje razpleta.
Kot smo pri opisu markovskih modelov višjih redov videli, pri markovskem mo-
del k-tega reda sklepamo na naslednje stanje na podlagi k predhodnih stanj. Cˇe
nimamo znanih k predhodnih stanj, je potrebno uporabiti model ustrezno nižjega
reda. Pri dodeljevanju naslednje nerazporejene strani (si) iz prepletene seje Sp eni
izmed zacˇetih razpletenih sej, primerjamo verjetnost prehoda med koncem seje in
stranjo si. V primeru uporabe markovskega modela prvega reda, na trenutno stran si
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sklepamo na podlagi zadnje strani razpletene seje, v primeru modela drugega reda
na podlagi zadnjih dveh strani, itn. Cˇe je dolžina razpletene seje manj kot k, potem
je potrebno uporabiti markovski model nižjega reda tako, da je k manjši ali enak
dolžini razpletene seje. Ni torej dovolj, cˇe imamo naucˇen samo markovski model k-
tega reda ampak moramo imeti naucˇeno celo verigo markovskih modelov od prvega
do k-tega reda. Model nižjega reda moramo uporabiti tudi v primeru, ko so verje-
tnosti prehoda med zacˇetimi razpletenimi sejami in si enake. Ta primer se lahko
zgodi, cˇe za zaporedja zadnjih k strani v zacˇetih razpletenih sejah nimamo pokritja
v markovskem modelu reda k in model vrne privzeto vrednost verjetnosti prehoda
P0.
Razpletanje sej s pomocˇjo markovskega modela nam omogocˇa hitro in eno-
stavno razpletanje prepletenih sej. Sam postopek razpletanja potrebuje linearno cˇa-
sovno zahtevnost O(n), kjer je n dolžina prepletene seje. Pri tem predpostavljamo,
da je število razpletenih sej majhno in precej manjše od dolžine prepletene seje.
Tipicˇno imamo od ene do tri prepletene seje. Za vsako stran prepletene seje si mo-
ramo namrecˇ preveriti verjetnost prehoda med zadnjo stranjo zacˇete razpletene seje
in stranjo si. Cˇasovna zahtevnost je torej O(n ·r), kjer je n dolžina prepleta in r pov-
precˇno število razpletov. Vendar ker je r mnogo manjši od n, lahko r zanemarimo.
Razpletanje po tej metodi ne najde nujno prave rešitve (pravilnega razpleta).
Razlog je v tem, ker metoda ne išcˇe razpletenih sej z najvecˇjo verjetnostjo zapo-
redja. Povedano drugacˇe, ne išcˇe sej, ki so najbolj verjetne. Metoda se osredotocˇa
na lokalno najverjetnejše povezave med stranmi. Lokalno zelo verjetni prehodi med
stranmi pa ne vodijo nujno do seje kot celote, ki je najbolj verjetna.
4.8 Razpletanje s preiskovanjem prostora stanj
Do problema razpletanja sej smo pristopili tudi s pomocˇjo preiskovanja prostora
stanj. Pri tem smo morali problem razpletanja sej prevesti na problem iskanja v
prostoru stanj. Prostor stanj je graf, katerega vozlišcˇa ustrezajo problemskim situ-
acijam, danemu problemu pa ustreza iskanje poti v grafu. Naloga razpletanja seje
je locˇiti zaporedje strani, ki tvori uporabniško sejo, v eno ali vecˇ krajših zaporedij
strani. Postopek dodeljevanja strani poteka zaporedno od prve do zadnje strani tako,
kot je uporabnik tudi izvajal zahteve na spletnem mestu. Strani v razpletenih sejah
se morajo pojavljati v istem vrstnem redu kot v originalnem prepletu. Zacˇnemo z
izvorno prepleteno sejo in praznim seznamom razpletenih sej, koncˇamo pa s prazno
prepleteno sejo in seznamom razpletenih sej. V vsakem koraku izvedemo dodelitev
naslednje strani prepletene seje eni izmed zacˇetih razpletenih sej. Poiskati moramo
zaporedje dodelitev strani prepletene seje razpletenim sejam. Nalogo razpletanja
lahko preoblikujemo v problem preiskovanja alternativ v prostoru stanj. Stanje
(problemska situacija) je predstavljena s prepleteno sejo SP = [s1,s2, . . . ,si, . . . ,sn]
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dolžine n in r trenutno zacˇetimi razpleti SR.
stanje Z =< [SR(1),SR(2), . . . ,SR(r)], SP >
=< [(sr11,sr12, . . . ,sr1a), . . . ,(srr1,srr2 , . . . ,srrb)], (si,si+1, . . . ,sn)>
Zacˇetno stanje je predstavljeno kot ZS =< [(),(), . . . ,()],(s1,s2, . . . ,sn)>. Iz enega
stanja v drugo prehajamo z veljavnimi prehodi ali akcijami. Slika 4.17 prikazuje
primer dveh konkretnih stanj in akcijo, ki pretvori prvo stanje v drugo. Akcija pri
[S0 S4 S5] [S0 S4 S5]
[S1] [S1 S8]
[ S8 S7 S4]S0 S4 S1 S5 [ S7 S4]S0 S4 S1 S5 S8
cena(z1 z2) =
z1 z2
p(S1 S8)
Slika 4.17: Primer prehoda med dvemi stanji za problem razpletanja sej.
razpletanju sej pomeni prestavitev naslednje, še ne razporejene strani si prepletene
seje na konec ene izmed zacˇetih razpletenih sej SR. Sem spada tudi možnost zacˇetka
nove razpletene seje s številko r+ 1. Primer drevesa s prvimi nekaj stanji prika-
zuje slika 4.18. Koncˇno stanje dobimo, ko dodelimo zadnjo stran sn iz prepletene
seje SP eni izmed zacˇetih razpletenih sej. Koncˇno stanje lahko torej definiramo kot
KS =< [(sr11,sr12, . . . ,sr1a), . . .(srr1,srr2, . . . ,srrb)],() >. V listih drevesa dobimo
vse particije množice strani prepletene seje. Listi drevesa predstavljajo koncˇna sta-
nja.
<[(),()], (s ,s , ..., s )>1 2 n
...
...
...
...
...
......
<[(s ),()], (s , ..., s )>1 2 n
<[( ),()], (s , ..., s )>3 ns ,s1 2 <[( ),( )], (s , ..., s )>3 ns s1 2
<[(s ,s ),( )], (s , ..., s )>1 3 4 ns2
<[(),( )], (s , ..., s )>2 ns1
Slika 4.18: Graf prostora stanj za problem razpletanja ob predpostavki, da imamo
samo dve razpleteni seji.
Med stanji (z akcijami) prehajamo za dolocˇeno ceno. Vsaka akcija ima ceno
c(z1,z2). V našem primeru je cena verjetnost prehoda med koncem ene izmed za-
cˇetih prepletenih sej SR in novo dodeljeno stranjo si. Cˇe stran si predstavlja zacˇetek
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nove prepletene seje, potem je cena akcije enaka c(z1,z2) = PZS(si), sicer pa je cena
enaka verjetnosti prehoda med zadnjo stranjo zacˇete prepletene seje in stranjo si. Iz
tega sledi, da je verjetnost vsake izmed zacˇetih razpletenih sej SR enaka:
P(SR) = PZS(sr1)
a−1
∏
i=1
P(sri → sri+1) (4.30)
kjer je PZS verjetnost zacˇetnega stanja prve strani, a pa dolžina zacˇetega razpleta.
Dolocˇimo funkcijo f (Z) kot kriterij (cenilko) za ocenitev stanja Z. Ceno dolocˇe-
nega vozlišcˇa Z dobimo tako, da pomnožimo med sabo vse cene poti od zacˇetnega
do trenutnega vozlišcˇa Z. Funkcija f (Z) je torej enaka produktu verjetnosti posa-
meznih zacˇetih razpletenih sej.
f (Z) = P(SR(1),SR(1), . . . ,SR(r)) =
r
∏
i=1
P(SR(i)) (4.31)
Cilj razpletanja je na podlagi prepleta SP in naucˇenega markovskega modela
najti koncˇno vozlišcˇe ZK z najvecˇjo vrednostjo funkcije f (ZK). Poiskati moramo
torej ”najcenejšo” pot med zacˇetnim in koncˇnim vozlišcˇem, ki predstavlja zaporedje
premikov strani prepletene seje v razpletene seje. Cena rešitve je vsota cen povezav
vzdolž rešitvene poti.
Z akcijami med sabo povezana problemska stanja tvorijo usmerjen graf, ki pred-
stavlja prostor stanj. Vsako stanje je z drugimi stanji povezano na podlagi akcij del-
nega razpletanja. Predpostavimo, da imamo stanje Z. Stanje Z pretvorimo v nova
problemska stanja Znasl tako, da nad stanjem Z izvedemo akcije dodeljevanja strani
si na konec ene izmed zacˇetih razpletenih sej SR. Cˇe ima stanje Z nr zacˇetih raz-
pletenih sej, lahko iz Z kreiramo nr +1 naslednikov (Znasl). Prvo še nerazporejeno
stran (si) v Z lahko dodamo na konec vsake izmed zacˇetih razpletenih sej ali pa si
tvori zacˇetek nove seje. Cena povezave c(z1,z2) predstavlja verjetnost prehoda med
zadnjo stranjo seje SR in stranjo si. Iz vsakega stanja Z imamo možnost prehoda
v nr + 1 naslednikov stanja. Iz vsakega stanja, ki pripadajo množici naslednikov
Znasl , imamo spet možnost preiti v vsaj nr + 1 stanj, itn. Število vozlišcˇ grafa, ki
predstavlja prostor stanj, se torej izjemno hitro povecˇuje z vecˇanjem višine drevesa.
Cˇe je dolžina prepletene seje SP enaka n, nam prostor stanj predstavlja drevo G z
višino n. Za vsako dodeljeno stran si v prepleteni seji se višina drevesa povecˇa za
ena. Vozlišcˇa drevesa na istem nivoju imajo enak del razpletene seje. Število raz-
vitih vozlišcˇ drevesa po nivojih prikazuje tabela 4.3. Vidimo, da gre Bellova števila
Bk, ki smo jih definirali v razdelku 3.4.3 in predstavljajo število particij množice
velikosti k.
Pri reševanju problemov iskanja najkrajše (najcenejše) poti v usmerjenem grafu
lahko velikokrat uporabimo algoritem za iskanje najkrajše poti v usmerjenem grafu
G (t.j. Dijkstrov algoritem). V primeru razpletanja sej pa Dijkstrovega algoritma ne
moremo uporabiti zaradi velike prostorske in cˇasovne zahtevnosti. Velikost grafa, ki
predstavlja prostor stanj, je enostavno prevelika. Pri razpletanju prepletene seje dol-
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Tabela 4.3: Število razvitih vozlišcˇ po nivojih za drevo, ki predstavlja prostor stanj.
Nivo k Št. vozlišcˇ – Bk
1 0 1
2 1 1
3 2 2
4 3 5
5 4 15
6 5 52
7 6 203
8 7 877
žine 10 zahtev strani je prostor stanj sestavljen iz kar 142417 možnih stanj. Name-
sto Dijkstrovega algoritma moramo torej uporabiti algoritem, ki zmanjša podgraf,
ki ga algoritem mora pregledati za rešitev problema.
Cˇe hocˇemo najti razplet z najvecˇjo verjetnostjo, moramo nacˇeloma preiskati vse
možnosti (celo drevo G). Vseh vozlišcˇ drevesa je v skladu z vrednostmi v tabeli
4.3 enako ∑nk=0 Bk. Preiskovanje vseh poti v drevesu G pa je izjemno zamudno za-
radi razrašcˇanja alternativ z vsakim novim nivojem drevesa, zato smo si pomagali
s hevristicˇnim iskanjem. Namen hevristicˇnega iskanja je oceniti, katera vozlišcˇa v
množici kandidatov so bolj primerna za nadaljevanje in nadaljevati z iskanjem v
smeri najbolj obetavnega vozlišcˇa. Za iskanje poti v drevesu G od korena do enega
izmed listov smo uporabili algoritem rekurzivnega iskanja po nacˇelu najprej naj-
boljši (RBFS). Algoritem smo izbrali zato, ker potrebuje samo linearno prostorsko
zahtevnost, uspeli pa smo najti tudi ucˇinkovito hevristicˇno funkcijo za usmerjanje
iskanja. Sam algoritem je podrobneje opisan v poglavju 4.3.5. Tukaj se bomo po-
svetili predvsem opisu hevristicˇne funkcije in njeni implementaciji. Pri algoritmih
za preiskovanje poti v prostoru stanj po definiciji seštevamo povezave med vozlišcˇi
in išcˇemo najcenejšo pot od zacˇetnega do koncˇnega vozlišcˇa. V primeru razpletanja
sej smo v enacˇbi (4.31) videli, da je cena poti od zacˇetnega vozlišcˇa do vozlišcˇa Z
produkt verjetnosti prehodov med stanji, mi pa išcˇemo razplet z najvecˇjo verjetno-
stjo. Zaradi lažje implementacije bomo problem prevedli na iskanje minimuma ter
seštevanja cen povezav med vozlišcˇi. Produkt posameznih korakov bomo logarit-
mirali in pomnožili z −1. Tako produkt verjetnosti postane vsota:
− log( f (Z)) =− log(PZS(s1)
n−1
∏
i=1
P(si → si+1))
=− logPZS(s1)+
n−1
∑
i=1
− logP(si → si+1)
Od sedaj naprej bomo iskali minimum funkcije − log( f (Z)) in seštevali cene kora-
kov med vozlišcˇi. Pri opisu usmerjenega iskanja smo videli, da ima vsako vozlišcˇe
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Z v prostoru stanj hevristicˇno funkcijo f , ki ocenjuje ceno vozlišcˇa Z. Ocena vo-
zlišcˇa upošteva predvidevanje, kakšna bo cena rešitve, cˇe nadaljujemo iskanje do
ciljnega vozlišcˇa skozi vozlišcˇe Z. Najbolj obetaven je kandidat iz množice možnih
naslednjih vozlišcˇ, ki minimizira vrednost funkcije f . Cˇe gre pot skozi vozlišcˇe Z,
potem cenilko f (Z) zapišemo kot vsoto dveh cˇlenov:
f (Z) = g(Z)+h(Z)
Funkcija g(Z) je ocena najboljše poti od zacˇetnega vozlišcˇa do vozlišcˇa Z, h(Z)
pa je ocena najboljše poti od Z do koncˇnega stanja. Algoritem je pot od zacˇe-
tnega stanja do vozlišcˇa Z že prehodil. Ta pot predstavlja najoptimalnejšo trenutno
znano rešitev. Poti od Z do koncˇnega vozlišcˇa pa še nismo prehodili in ne vemo,
kakšna je optimalna rešitev, zato moramo na nek nacˇin oceniti težavnost poti od
Z do koncˇnega vozlišcˇa. Vrednost funkcije g(Z) ni sporna. Pri razpletanju sej je
g(Z) enaka verjetnosti razpletenih sej v vozlišcˇu Z. Verjetnost razpleta dobimo s
množenjem verjetnosti prehodov med stranmi v razpletenih sejah. Ker smo razple-
tene seje zgradili postopoma po korakih s prehodi med stanji, je verjetnost razpleta
enaka kar produktu prehodov med vozlišcˇi v prostoru stanj, ki so pripeljale do vo-
zlišcˇa Z. Predpostavimo, da imamo v vozlišcˇu Z stanje z R zacˇetimi razpletenimi
sejami. Vrednost funkcije g(Z) je enaka:
g(Z) =− log ∑
r∈R
PZS(sr1)+ ∑
r∈R
len(Sr)
∑
i=1
− logP(sri → sri+1)
Vecˇjo težavo imamo z drugim cˇlenom h(Z), saj vozlišcˇ med Z in koncˇnim vozlišcˇem
še ne poznamo. Ne vemo kako se bodo preostale strani v prepleteni seji (strani od si
do sn) porazporedile med zacˇete razpletene seje. Ker nam ni znano zaporedje strani,
ne moremo izracˇunati verjetnosti prehodov med njimi.
4.8.1 Hevristicˇna funkcija
Kot smo navedli v razdelku 4.3.3, popolna hevristicˇna funkcija daje optimisticˇne
ocene rešitve od trenutnega do prvega ciljnega vozlišcˇa. Dejanska rešitvena pot
mora biti torej daljša od tiste, ki nam jo vrne popolna hevristicˇna funkcija. Ta pogoj
smo upoštevali tudi pri izdelavi hevristicˇne funkcije za problem razpletanja sej.
V prejšnjem razdelku smo videli, da je pri problemu razpletanja sej rešitvena pot
od zacˇetnega do koncˇnega vozlišcˇa enaka produktu verjetnosti prehodov med stanji.
Na primer, cˇe imamo zacˇetno stanje s prepleteno sejo [S1,S5,S0,S8,S4,S3], ki je
sestavljena iz dveh elementarnih sej [S1,S5,S4] in [S0,S8,S3], potem je vrednost
poti od zacˇetnega vozlišcˇa do koncˇnega vozlišcˇa z razpletom enaka:
Prazpleta = PZS(S1)P(S1→ S5)P(S5→ S4) ·PZS(S0)P(S0→ S8)P(S8→ S3)
Išcˇemo pot, ki nas pripelje do koncˇnega vozlišcˇa z najvecˇjim produktom verjetnosti
prehodov med stranmi v razpletenih sejah. Hevristicˇna funkcija h(Z), ki zadošcˇa
4.8 Razpletanje s preiskovanjem prostora stanj 111
merilu popolnosti, mora torej razplet preostanka prepletene seje oceniti optimisticˇno
– maksimizirati mora produkt verjetnosti prehodov med še nerazporejenimi stranmi.
Maksimizacija produktov verjetnosti je enakovredna minimizaciji vsote negativnih
logaritmov teh verjetnosti.
Hevristik, ki zadošcˇajo pogoju popolnosti, imamo za dolocˇen problem lahko
vecˇ. Med sabo se razlikujejo po uspešnosti usmerjanja iskanja do ciljnega vozlišcˇa.
V nadaljevanju si bomo pogledali nekaj hevristik za problem razpletanja sej. Zadnja
izmed opisanih hevristik je najboljša, zato smo jo implementirali in uporabili pri
procesu razpletanja.
Razvita hevristicˇna funkcija je popolna v primeru, ko znamo z gotovostjo dolo-
cˇiti zacˇetna stanja prepletenih sej. Cˇe zacˇetnih stanj ni možno zanesljivo dolocˇiti,
se namrecˇ izkaže, da v postopku razpletanja dobimo prevecˇ razpletenih sej.
Trivialna hevristika
Trivialna popolna hevristicˇna funkcija za primer razpletanja sej je torej h(z) = 1.
Trivialna hevristika predpostavlja, da je verjetnost prehoda med vsemi še nerazpo-
rejenimi stranmi enaka 1. Taka hevristicˇna funkcija ne vpliva na vrednost cenilke
f (Z), saj je f (Z) kar enaka g(Z). Zadošcˇa pogoju popolnosti, saj bo dejanski pro-
dukt verjetnosti prehodov med trenutno še nerazporejenimi stranmi v razpletenih
sejah h∗(Z) gotovo manjši od h(Z). Verjetnosti prehodov med stranmi so tipicˇno
mnogo manjše od 1. Hevristicˇna ocena h(Z) = 1 je enaka za vsa vozlišcˇa, zato
nima hevristicˇne mocˇi in ne nudi nobenega usmerjanja.
Najvecˇja verjetnost prehoda v stran
Hevristicˇno funkcijo h(Z) moramo cˇimbolj približati funkciji h∗(Z), saj si s tem
zagotovimo boljše usmerjanje. To lahko storimo tako, da pri izracˇunu hevristicˇne
funkcije za verjetnost prehoda v še nerazporejene strani namesto vrednosti 1 poi-
šcˇemo bolj primerno vrednost. Vecˇjo hevristicˇno vrednost kot konstanta 1 (gotov
prehod) ima najvecˇja verjetnost prehoda v stran si, max{P(?→ si)}, ki je definirana
kot
max{P(?→ si)}= Nsmax
j=1
{P(s j → si)}, (4.32)
kjer Ns predstavlja število vseh strani v sistemu. Hevristicˇna ocena je torej produkt
max{P(? → si)} za vse še nerazpletene strani si. Izracˇun pokažimo še na primeru.
Slika 4.19 prikazuje vozlišcˇe z3 z delnim razpletom, kjer so prve tri strani že raz-
pletene, zadnje štiri strani pa še ne. Pri izracˇunu hevristicˇne funkcije uporabimo
produkt najvecˇjih verjetnosti prehoda v vsako izmed še ne razpletenih strani, torej:
h(z3) = max{P(?→ S4)}max{P(?→ S5)}max{P(?→ S15)}max{P(?→ S7)}
Taka hevristicˇna funkcija je popolna, saj bo produkt verjetnosti razpletenih sej v
koncˇnem vozlišcˇu kvecˇjemu enak ali manjši od hevristicˇne ocene. Enak bi bil v pri-
meru, ko bi dejanske vrednosti prehodov v razpletenih sejah sovpadale z najvecˇjimi
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Slika 4.19: Vozlišcˇe z3 z delno razpleteno sejo. Pri izracˇunu hevristicˇne ocene
upoštevamo strani iz prepletenega dela.
verjetnostmi prehodov v te strani. Recimo, da je razplet za prepleteno sejo na sliki
4.19 enak:
[S3,S0,S7] in
[S1,S4,S5,S15]
Hevristicˇna ocena h(z3) je enaka h∗(z3), cˇe velja:
P(S0→ S7) = max{P(?→ S7)} in
P(S4→ S5) = max{P(?→ S5)} in
P(S5→ S15) = max{P(?→ S15)}
Tipicˇno pa ni tako, saj je vsaj ena ali vecˇ verjetnosti prehodov med stranmi
P(si−1 → si) znotraj ene izmed razpletenih sej manjših od najvecˇje verjetnosti pre-
hoda v stran si. Hevristika je popolna, njena pomanjkljivost pa je, da za izracˇun max
verjetnosti prehoda v stran si (max{P(?→ si)}) upošteva vse strani v sistemu in ne
samo tiste, ki se nahajajo v prepleteni seji. To pomeni, da je max{P(?→ si)} bližje
vrednosti 1 (in posledicˇno trivialni hevristiki), kot bi lahko bil. Najvecˇja pomanj-
kljivost hevristike je, da imajo vozlišcˇa na istem nivoju drevesa enako hevristicˇno
oceno in zato ne nudi dovolj velike hevristicˇne mocˇi. To bomo izboljšali v naslednji
hevristiki.
Upoštevanje možnih prehodov
Pomanjkljivost zgornje hevristike je ta, da pri izracˇunu najvecˇje verjetnosti prehoda
v stran si upoštevamo prehode iz vseh strani v sistemu. Dovolj bi bilo, cˇe bi pri
izracˇunu max{P(? → si)} upoštevali samo tiste strani, ki se nahajajo v prepleteni
seji. Prehod v stran si je namrecˇ možen samo iz ene izmed strani prepletene seje.
Število strani, ki jih uporabimo za izracˇun max{P(?→ si)} pa lahko zmanjšamo še
z upoštevanjem trenutnega stanja razpleta v vozlišcˇu, za katerega racˇunamo hevri-
sticˇno oceno. Vzemimo za primer stanje razpleta v vozlišcˇu z3 na sliki 4.19. Stran
S5 bomo v nadaljnji fazi razpletanja prikljucˇili eni izmed že razpletenih sej, ki že
vsebujejo strani S3,S0,S1 ali pa eni izmed strani še ne razpletenega dela, ki se na-
hajajo pred stranjo S5. Pri izracˇunu max{P(?→ S5)} lahko torej upoštevamo samo
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razpletenidel nerazpleteni del
si
max
Slika 4.20: Nacˇin izracˇuna max{P(?→ si)}. V stran si lahko pridemo samo iz ene
izmed že razporejenih strani ali pa iz ene izmed predhodnih strani si še nerazpore-
jenega dela.
verjetnosti prehodov iz strani S3,S0,S1 in S4. Shematicˇno je postopek prikazan na
sliki 4.20.
Hevristicˇna funkcija je popolna, saj lahko uporabimo popolnoma enak razmislek
kot pri zgoraj predstavljenih hevristicˇnih funkcijah. Razlika je ta, da smo funkcijo
h(Z) pomaknili bližje h∗(Z). Takšna hevristicˇna funkcija bolje usmerja, razlicˇna
vozlišcˇa imajo razlicˇne vrednosti hevristicˇne funkcije. Izboljšamo jo lahko še tako,
da upoštevamo dejansko zgradbo že razpletenega dela.
Koncˇna hevristicˇna funkcija
Zgornjo hevristicˇno funkcijo lahko še malce izboljšamo. Osredotocˇimo se zopet na
primer na sliki 4.19, ki prikazuje vozlišcˇe z3. Razpleteni del seje je že formiran v
eno ali vecˇ razpletenih sej, kot to vidimo na sliki 4.21. Ocˇitno je, da lahko prvo
R1
prepletena seja
R2
S3
S3
S0
S0
S1
S1
S4 S5 S7S15
Slika 4.21: Delno razpletena seja.
stran S4 v še ne razpletenem delu dodamo samo na konec ene izmed razpletenih
sej. Pri izracˇunu najvecˇje verjetnosti prehoda v stran max{P(?→ si)} nam torej ni
potrebno upoštevati celotnega že razpletenega dela ampak samo koncˇne strani že
razpletenih sej. V konkretnem primeru za stran S4 je to:
max{P(?→ S4)}= max{P(S0→ S4),P(S1→ S4)}
Podobno kot pri zgornji hevristiki moramo za vsako nerazporejeno stran si upo-
števati tudi prehode iz predhodno ležecˇih strani v še nerazpletenem delu. Shema-
ticˇno je izracˇun najvecˇje verjetnosti prehoda v stran max{P(→ si)} prikazana na
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Slika 4.22: Nacˇin izracˇuna max{P(→ si)} pri izracˇunu hevristicˇne funkcije. Upo-
števana je zgradba delno razpletenih sej.
sliki 4.22. Pogoj za popolnost je izpolnjen, saj za vsako še nerazporejeno stran si
izberemo najvecˇjo verjetnost prehoda v to stran iz vseh realno možnih alternativ.
Dejanska verjetnost prehoda med predhodno stranjo s j in stranjo si v eni izmed
razpletenih sej bo manjša ali enaka najvecˇji verjetnosti prehoda, uporabljeni pri iz-
racˇunu hevristicˇne ocene.
Predstavljeno hevristicˇno funkcijo uporabljamo pri razpletanju sej, zato njen iz-
racˇun formalneje opišimo. Naj si predstavlja prvo nerazporejeno stran v stanju Z,
za katerega racˇunamo hevristicˇno oceno. Z sm oznacˇimo stran, kjer je i ≤ m ≤ n,
ki predstavlja trenutno stran v fazi simulacije razpleta za izracˇun hevristicˇne ocene
h(Z), n pa oznacˇuje dolžino prepletene seje. Za vse trenutno še nerazporejene strani
sm moramo najti možne prehode v sm in izbrati prehod z najvecˇjo verjetnostjo. Po-
vedano drugacˇe, najti moramo mesto v enem izmed razpletov, kamor stran sm sodi
z najvecˇjo verjetnostjo. Stran sm lahko sledi stranem iz dveh skupin:
1. Koncˇne strani razpletov stanja Z. Stran sm se doda na konec ene izmed
razpletenih sej (na primer seje d), ki jih trenutno imamo v stanju Z. Pri tem
scenariju predpostavljamo, da se nobena stran sl (i ≤ l < m), ki se nahaja v
prepletenem delu pred stranjo sm, ne bo dodala na konec seje d (vse strani
so se dodale na konec ene izmed ostalih razpletenih sej v množici SR). Upo-
števati moramo vse možnosti prehodov SRi → sm in izbrati prehod z najvecˇjo
verjetnostjo.
2. Še nerazporejene strani stanja Z. Stran sm lahko sledi eni izmed strani,
ki se v stanju Z še ne nahaja v zacˇetih razpletih. sm se torej doda na konec
ene izmed razpletenih sej, ki pa se ji je pred tem že dodala ena ali vecˇ strani
sl z indeksom med i in m. Preveriti moramo torej verjetnost prehoda med
vsemi možnostmi sl → sm. Ker ne vemo, kako se bo dejansko izvedel razplet,
moramo preveriti za vse predhodne strani sl (i≤ m).
Oznacˇimo z Pmax(sm) najvecˇjo verjetnost prehoda v stran sm, ki jo dobimo na pod-
lagi scenarijev opisanih v tocˇki 1 in 2. Vrednost hevristicˇne funkcije predstavlja
produkt Pmax(sm) za vse m med i in n.
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Predpostavimo, da imamo primer vozlišcˇa z R zacˇetimi razpletenimi sejami.
Oznacˇimo zadnje strani razpletov srz . Prva nerazporejena stran prepletene seje je
stran si. Vrednost hevristicˇne funkcije h je enaka:
Pmaxr = maxr∈R
(P(srz → sm))
Pmaxs =
m−1
max
l=i
(P(sl → sm))
h(Z) =
n
∏
m=i
max(Pmaxr ,Pmaxs) =
n
∏
m=i
Pmax(sm)
Izracˇuna hevristicˇne funkcije h za dolocˇeno vozlišcˇe prikažimo na primeru.
Slika 4.23 prikazuje stanje z oznako z3, za katerega moramo izracˇunati hevristicˇno
oceno. z3 ima dva zacˇeta razpleta, R1 in R2. Prve tri strani prepleta so že bile raz-
porejene med razplete. Do ciljnega vozlišcˇa je potrebno razporediti še strani S4,
S5, S15 in S7. Vrednost hevristicˇne funkcije je produkt prehodov z najvecˇjo verje-
tnostjo v vsako izmed teh strani. Postopek izracˇuna hevristicˇne ocene je prikazan v
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Slika 4.23: Stanje razpleta z3, za katerega izracˇunamo hevristicˇno oceno.
tabeli 4.4. Še nerazporejene strani sm so prikazane v prvem stolpcu tabele. Za vsako
še nerazporejeno stran sm se najprej izracˇuna verjetnost prehoda iz koncˇnih strani
S0 in S1 (2. stolpec tabele), nato pa še verjetnosti prehoda iz predhodno ležecˇih
strani sl v prepletu (3. stolpec tabele). Cˇetrti stolpec tabele prikazuje najvecˇjo verje-
tnost prehoda iz tocˇke 1 in 2 za vsak sm. Vrednost h je produkt najvecˇjih verjetnosti
prehodov (produkt po vrsticah).
Tabela 4.4: Izracˇun hevristicˇne ocene za primer na sliki 4.23.
→ sm (1 →) (sl →) max(P(1,sl → sm)) h(z3)
S4 S0 S1 0,2 0,2
S5 S0 S1 S4 0,4 0,08
S15 S0 S1 S4 S5 0,1 0,008
S7 S0 S1 S4 S5 S15 0,6 0,0048
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Idealna hevristicˇna funkcija najde rešitev linearno. To pomeni, da ne razvije
nobenega vozlišcˇa, ki ne bi bilo na rešitveni poti. V našem primeru bi idealna he-
vristicˇna funkcija našla rešitev v n korakih, kolikor je višina drevesa, ki predstavlja
prostor stanj. Višina drevesa je n, ker na vsakem nivoju razrešimo eno stran preple-
tene seje dolžine n. Hevristicˇna funkcija h ni idealna in razvije vecˇje število vozlišcˇ,
vendar ucˇinkovito usmerja iskanje. To lahko vidimo na sliki 4.24, ki prikazuje
rezultate razpletanja na umetnih podatkih in sicer razmerje med številom razvitih
vozlišcˇ in številom vseh vozlišcˇ v prostoru stanj. Je popolna ter za tako definiran
problem vedno najde optimalno rešitev. Prednost hevristicˇne funkcije h(Z) je tudi
enostavnost in razumljivost.
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Slika 4.24: Razmerje med številom razvitih vozlišcˇ in številom vseh vozlišcˇ v pro-
storu stanj pri razpletanju na umetnih podatkih.
4.8.2 Implementacija RBFS
Za reševanje problema razpletanja sej s pomocˇjo usmerjenega iskanja, smo v prej-
šnjem razdelku dolocˇili ”pravili igre”. Definirali smo strukturo stanja za problem
razpletanja sej, vpeljali zacˇetno in koncˇno stanje, dolocˇili ceno prehodov med stanji
in vpeljali hevristicˇno funkcijo. Za implementacijo konkretnega algoritma usmerje-
nega iskanja (v našem primeru RBFS) je treba implementirati razrede, ki dolocˇajo
glavne elemente usmerjenega iskanja. Naša implementacija algoritma RBFS ima
ogrodje, ki je splošno in je skupno vsem problemom iskanja. Deli, ki so specificˇni
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za vsak konkreten problem, so dolocˇeni z vmesniki. Razredi Stanje, GoalTest,
SuccessorFunction, StepCostFunction in HeuristicFunction implementi-
rajo te vmesnike RBFS, in so specificˇni za problem razpletanja sej. Podrobneje jih
bomo predstavili v nadaljevanju.
Razred Stanje implementira stanje razpletanja. Predstavlja trenuten razplet na
poti od zacˇetnega do koncˇnega stanja. Algoritem RBFS lahko tekom iskanja naj-
boljše rešitve generira veliko stanj. Stanje mora biti zato predstavljeno na nacˇin, da
zaseda cˇimmanj prostora in omogocˇa enostavno generiranje naslednikov tega sta-
nja. Razpletena seja je predstavlejna s tabelo celoštevilskega tipa int[] razpleti
dolžine n, kjer je n dolžina prepletene seje. Števila v tabeli razpleti predstavljajo
zaporedne številke prepletenih sej. Stran na mestu i v tabeli pripada seji z zapore-
dno številko razpleti[i]. Strani, ki še niso bile razvršcˇene v nobeno razpleteno sejo,
imajo na svojih mestih vrednost 0. Pri dolocˇanju kolicˇine opravljenega razpletanja
si pomagamo s spremenljivko idxRazplet, ki kaže na prvo stran, ki še ni bila do-
deljena eni izmed razpletenih sej. Spremenljivka idxRazplet ni nujno potrebna,
pomaga pa nam hitrejši dostop do prve razpletene seje. V javanskem objektu, ki
predstavlja zacˇetno stanje, so v tabeli razpleti vrednosti 0 na vseh mestih tabele.
To pomeni, da nobena stran iz prepletene seje še ni bila dodeljena nobeni razple-
teni seji. Slika 4.25 prikazuje vrednosti tabele razpleti za stanje z3 na sliki 4.23.
Stanje vsebuje dve zacˇeti razpleteni seji, ki ju oznacˇimo z indeksoma 1 in 2. Prve
tri strani prepletene seje so bile že predhodno dodeljene razpletom. Prvi dve strani
pripadata prvi seji, zato se na mestih 0 in 1 v tabeli nahaja številka 1. Tretja stran
pripada drugi seji, zato je na tretjem mestu v tabeli razpleti vrednost 2. Indeks
idxRazplet kaže na cˇetro mesto v tabeli, kjer se nahaja prva še nerazporejena stran.
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Slika 4.25: Vrednosti spremenljivk za stanje z3 na sliki 4.23.
Imena strani so shranjene v staticˇni tabeli nizov z imenom source. Tabela imen
strani se uporablja za to, da algoritem vrne sezname razpletenih sej s pravimi imeni
strani. Pomembnen element razreda Stanje je metoda vrniNaslednike(). Me-
toda generira vsa možna naslednja stanja trenutnega stanja in jih vrne v formatu, ki
jo zahteva ogrodje algoritma RBFS . Pri generiranju naslednikov trenutnega stanja
nam pri testiranju lahko pride v pomocˇ omejitev števila možnih razpletenih sej. V ta
namen se v razredu Stanje nahaja tudi staticˇna spremenljivka MAX_STEVILO_SEJ,
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ki se upošteva pri generiranju naslednikov stanja. Omejitev števila razpletenih sej
smo s pridom uporabili pri testiranju hitrosti delovanja, številu razvitih vozlišcˇ grafa
in kakovosti razpletanja pri razlicˇnih vrednsotih tega parametra.
Razred GoalTest je zadolžen za implementacijo zaustavitvenega pogoja. Pri
problemu razpletanja sej je ustavitveni pogoj enostaven. Ciljno vozlišcˇe je dose-
ženo, ko smo iz prepletene seje dodelili zadnjo stran eni izmed razpletenih sej.
Razred StepCostFunction implementira funkcijo, ki vracˇa ceno povezave med
dvemi stanji. Akcija je dolocˇena z dvemi stanji: stanje, ki predstavlja vir in po-
nor. Na podlagi obeh stanj ugotovimo parametre akcije in iz markovskega modela
vrnemo ustrezno verjetnost. Razred SuccessorFunction vsebuje rutine za ge-
neriranje vseh naslednikov nekega stanja. Zaradi hitrosti, preprostosti in enostav-
nosti smo to funkcijo implementirali kot metodo znotraj razreda Stanje. Razred
SuccessorFunction torej samo klicˇe metodo trenutnega objekta stanja in vrne re-
zultate v potrebnem formatu.
Razred HeuristicFunction je pomemben del RBFS za implementacijo hevri-
sticˇne ocene. Razred ima metodo getHeuristicValue(Stanje Z), ki za stanje Z
v parametru izracˇuna in vrne hevristicˇno oceno, ki se uporabi pri ocenjevanju per-
spektivnosti poti skozi trenutno vozlišcˇe. Sam postopek racˇunanja hevristicˇne ocene
je predstavljen višje v razdelku 4.8.1. Slika 4.26 prikazuje mesto klica hevristicˇne
funkcije za vozlišcˇe z3 v postopku iskanja. z3 je razvito vozlišcˇe, za katerega so
znani vsi njegovi nasledniki in akcije, da pridemo do njih.
razvitovozlišče
nasledniki
S0 S4S1 S4
z3
Slika 4.26: Mesto klica hevristicˇne funkcije za razvito vozlišcˇe z3.
4.9 Uporaba cˇasovnih oznak pri razpletanju
Uporabnik pri deskanju po spletnem mestu išcˇe dolocˇene podatke ali opravlja do-
locˇeno nalogo. Pri tem izmenicˇno proži zahteve za prenos spletnih strani in prebira
vsebino. Uporabniška seja je torej sestavljena iz zaporedja strani, ki si sledijo v do-
locˇenem cˇasovnem zaporedju. Med dvema zaporednima stranema Si in Si+1 mine
dolocˇen cˇas tSi, ki ga imenujemo trajanje ogleda strani Si. To je cˇas, ki pretecˇe
od uporabnikove zahteve za prenos strani Si na odjemalca, do zahteve za naslednjo
stran Si+1. V tem cˇasu uporabnik ostaja na spletni strani Si in pregleduje vsebino.
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Trajanje ogleda strani je odvisno od vrste spletnega mesta (npr. spletna aplikacija
ali novicˇarski portal) in vsebine spletnih strani (spletna stran z vecˇ teksta potrebuje
vecˇ cˇasa za branje).
Zanimalo nas je, kako je s trajanjem ogledov strani pri prepletenih sejah in ali
je možno ta podatek uporabiti pri bolj natancˇnem razpletanju sej. Predvsem nas je
zanimalo, cˇe je trajanje ogleda strani tSi odvisno od tega, ali naslednja stran Si+1
pripada isti seji ali ne. Podatke o trajanju ogleda strani smo pridobili s pomocˇjo
spletnega podatkovnega skladišcˇa za sistem e-Študent in spletno trgovino EnaA.
Sliki 4.27 in 4.28 prikazujeta histograma trajanja ogleda strani za oba vira podatkov.
Prikazana sta tudi povprecˇno trajanje ogleda strani in mediana.
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Slika 4.27: Histogram trajanja ogledov strani za sistem e-Študent.
Povprecˇna vrednost in mediana se za sistem e-Študent zelo razlikujeta. Razlog
je v zelo razlicˇni uporabi sistema glede na uporabniško vlogo. Mediana trajanja
ogleda strani za sistem e-Študent je 4 sekunde. Na grafu 4.27 vidimo, da je trajanje
ogleda strani za veliko vecˇino strani majhno, kar je pricˇakovano. Pri uporabi spletne
aplikacije obicˇajno uporabniki rutinsko izvajajo operacije, ogled strani je tipicˇno
zelo kratek. Povprecˇje trajanja ogleda strani dvignejo napredni uporabniki, ki so
v sistemu prijavljeni cel delovni dan in se med koncˇanimi posameznimi opravili
ne odjavljajo iz sistema. Primera, ki dvigujeta povprecˇno vrednost trajanja ogleda
strani, sta: cˇas mirovanja med dvemi opravili študentske pisarne, neaktivnost v cˇasu
kosila, ipd. Naprednih uporabnikov je manj, zato ne vplivajo opazno na mediano,
mocˇno pa vplivajo na povprecˇni cˇas ogleda strani.
Pri spletni trgovini je med mediano in povprecˇnim trajanjem ogleda strani manjša
razlika, kar pomeni, da imamo manj robnih primerov. Uporabniki se na straneh
spletne trgovine zadržujejo dlje cˇasa kot na straneh sistema e-Študent. Strani sple-
tne trgovine vsebujejo vecˇ podatkov, zato uporabnik potrebuje vecˇ cˇasa za branje,
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drugacˇna je tudi narava uporabe obeh sistemov. Na sliki 4.28 vidimo, da se v oko-
lici 50 sekunde pojavi manjši vrh, ki je verjetno posledica samodejnih periodicˇnih
osvežitev strani.
Zaradi navedenega smo pri generiranju testnih podatkov za povprecˇen cˇas ogleda
strani uporabili raje mediano kot povprecˇno trajanje ogleda strani.
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Slika 4.28: Histogram trajanja ogledov strani za spletno trgovino EnaA.
Trajanje ogleda strani smo vkljucˇili v razpletanje tako, da smo verjetnost pre-
hoda med dvema sosednjima stranema v prepleteni seji dolocˇali tudi na podlagi
cˇasa ogleda prve strani. Verjetnost prehoda med stranema Si in Si+1 je torej enaka
P(Si → Si+1, tSi), kjer tSi predstavlja cˇas zadrževanja na strani Si. Pri dolocˇanju
funkcije tSi smo uporabili naslednji razmislek.
Naj tM oznacˇuje povprecˇen cˇas ogleda strani in tSi cˇas ogleda strani Si. Manjši
kot je cˇas tSi, manjša je verjetnost prehoda P(Si → Si+1). Pri vrednosti tSi = 0, je
verjetnost prehoda P(Si → Si+1) = 0. Bolj kot se tSi približuje povprecˇnemu cˇasu
ogleda strani tM, vecˇja je verjetnost prehoda. Ko prekoracˇimo cˇas tM se verjetnost
prehoda spet zacˇne zmanjševati. Verjetnost prehoda naj se povecˇuje in zmanjšuje v
skladu s funkcijo f (tSi). Verjetnost prehoda med stranema Si in Si+1 je dolocˇena na
nacˇin:
P(Si → Si+1, tSi) = P(Si → Si+1) f (tSi) (4.33)
f (tSi) =

0, tSi = 0,
P(t ≤ tSi), tSi ≤ tM,
1−P(t ≤ tSi), tSi > tM.
kjer P(t ≤ tSi) predstavlja verjetnost, da je trajanje ogleda strani manjše ali enako
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cˇasu tSi. Verjetnost P(t ≤ tSi) je dolocˇena kot:
P(t ≤ tSi) =
∫ tSi
−∞
g(t)dt (4.34)
kjer je g(t) verjetnostna porazdelitvena gostota in pove, kolikšna je verjetnost traja-
nja ogleda neke strani tocˇno dolocˇen cˇas t. Za g(t) velja:
(a) g(t)≥ 0 za ∀t, (4.35)
(b)
∫ ∞
−∞
g(t)dt = 1.
Teoreticˇno bi funkcijo f (tSi) izracˇunali na zgornji nacˇin, vendar v primeru raz-
pletanja sej nimamo na voljo verjetnostne porazdelitvene gostote g(t) za trajanje
ogleda strani. Trajanje ogleda strani je izraženo v diskretnih cˇasovnih intervalih s
korakom ene sekunde (sliki 4.27 in 4.28). Za vsako trajanje ogleda t sekund vemo,
koliko uporabnikov se je na strani povprecˇno zadrževalo tocˇno t sekund. Od tod
lahko izracˇunamo verjetnostno porazdelitev trajanja ogleda strani tocˇno t sekund s
korakom ene sekunde P(t):
P(t) =
n(t)
∑tNi=1 n(t)
(4.36)
kjer t predstavlja cˇas v sekundah, n(t) pogostost (število) ogledov strani tocˇno t
sekund in tN zgornja meja trajanja ogleda strani v sistemu, ki jo še upoštevamo.
Integral (4.34) aproksimiramo z izracˇunom vsote verjetnosti trajanja ogleda
strani P(t) z intervalom ene sekunde.
P(t ≤ tSi) =
tSi
∑
t=1
P(t)dt (4.37)
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POGLAVJE 5
Opis testnih podatkov
5.1 Uvod
Pri razvoju metod za razpletanje sej smo uporabili podatke o klikotoku iz dveh
virov: spletni študijski informacijski sistem e-Študent [61] in spletno trgovino EnaA
[26]. Odlocˇitev za ta dva vira podatkov je temeljila na dejstvu, da sta ta dva vira
med seboj zelo razlicˇna. Sistem e-Študent je spletni informacijski sistem in ga
uporabniki uporabljajo na drugacˇen nacˇin kot to pocˇnejo pri spletni trgovini. Ker
je klikotok odraz uporabnikovih akcij v brskalniku, so temu primerno razlicˇni tudi
dnevniki spletnega strežnika obeh sistemov. Z razvojem in testiranjem na dveh tako
razlicˇnih sistemih smo se skušali izognili težavi, da bi se razvita metoda prevecˇ
prilegala klikotoku dolocˇene vrste spletne strani. Postopki za razpletanje morajo z
manjšimi odstopanji delovati na klikotoku iz poljubnega vira. V naslednjem delu si
bomo pogledali lastnosti obeh sistemov in njihovih dnevniških podatkov.
5.2 Umetno generirani podatki
Podatki iz dnevniških datotek dejanskih strežnikov niso vedno najbolj primerni za
razvoj in testiranje postopkov. Eden izmed razlogov je prevelika obsežnost podat-
kov. Težko je preveriti delovanje postopkov, cˇe nimamo celovitega pregleda nad
podatki bodisi zaradi kolicˇine bodisi zaradi obsežnosti problema. Poleg tega je po-
trebno tudi dobro poznavati podatke, nad katerimi izvajamo postopke. Zato smo
postopke najprej preverili na umetnih podatkih.
Izdelali smo testno okolje za generiranje umetnih podatkov. Omogocˇa generi-
ranje podatkov o klikotoku, ki so enostavnejši po obsegu in številu strani spletnega
mesta, vendar so kljub temu podobni realnim podatkom. Na realnih podatkih smo
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pridobili podatke o tipicˇnih uporabniških sejah in jih uporabili pri generiranju ume-
tnih podatkov. Preverili smo število vseh strani spletnega mesta in kakšna je po-
precˇna dolžina uporabniške seje. Ta dva parametra smo potem ustrezno zmanjšana
uporabili pri generiranju umetnih podatkov. Tipicˇno smo simulirali spletno mesto,
kjer je bilo število vseh strani Nstrani enako 20 oz. 30. Za generiranje spletnih sej
in prehodov med posameznimi stranmi smo uporabili postopek, kjer smo najprej
generirali:
1. nacˇrt spletnega mesta (spletišcˇa),
2. tipicˇne uporabniške poti (oz. tipske seje),
3. klikotok v (dnevniško) datoteko.
Nacˇrt spletnega mesta je predstavljen z grafom in dolocˇa testno spletišcˇe z vsemi
stranmi in povezavami med njimi. Nacˇrt spletnega mesta je dolocˇen s parametrom
števila vseh strani Nstrani in parametroma minPovezav ter maxPovezav, ki dolocˇata
stopnjo vozlišcˇa. Stopnja vozlišcˇa pove, koliko ima lahko vsaka spletna stran naj-
manj oz. najvecˇ povezav s sosednjimi stranmi. Z upoštevanjem stopnje spletnega
mesta dosežemo enakomerno razporeditev povezav po spletišcˇu in se izognemo sta-
nju, kjer bi nekatere strani imele prevecˇ povezav druge pa nobene. Testne podatke
smo generirali z vrednostmi parametrov minPovezav = 2 in maxPovezav = 3. Pri
umetnih podatkih smo predpostavili, da uporabnik vedno vstopi na spletno stran
pri eni izmed vnaprej dolocˇenih zacˇetnih strani Szacˇetna in sejo zakljucˇi v eni izmed
vnaprej dolocˇenih koncˇnih strani Skoncˇna. Število zacˇetnih in koncˇnih strani smo
ustrezno prilagajali. Primer nacˇrta strani za Nstrani = 20 vidimo na sliki 5.1. Ru-
mena vozlišcˇa so štiri in predstavljajo zacˇetne strani, modra tri vozlišcˇa pa koncˇne
strani. Nobeno vozlišcˇe ni z ostalimi povezano z manj kot eno in vecˇ kot štirimi
povezavami.
Nacˇrt strani je predstavljen v obliki usmerjenega grafa. Lahko pa ga preobli-
kujemo v format, ki ga uporablja orodje GraphViz in ga graficˇno predstavimo. Na
podlagi nacˇrta spletišcˇa smo dolocˇili m tipicˇnih uporabniških poti, ki smo jih po-
imenovali tipske seje. Tipske seje predstavljajo nacˇrt potovanja za uporabnike po
spletni strani. V fazi generiranja klikotoka je pot vsakega uporabnika enaka eni
izmed tipskih sej. Primera dveh tipskih sej na podlagi grafa na sliki 5.1 sta:
tipska seja1: S0 → S14 → S11 → S5 → S13 → S17
tipska seja2: S3 → S15 → S5 → S12 → S4 → S7 → S18
Na podlagi tipskih sej uporabnikov za dano spetišcˇe smo zgenerirali klikotok
v datoteko, ki predstavlja dnevniško datoteko spletnega strežnika. Za vsako tipsko
sejo tsi, kjer je 1≤ i≤ m, smo dolocˇili število uporabnikov ni. To pomeni, da smo
za vsako tipsko sejo tsi v datoteko generirali ni kopij. Format zapisa klikotoka je
prikazan v tabeli 5.1.
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Slika 5.1: Primer nacˇrta spletišcˇa z 20 stranmi, kjer so 4 strani zacˇetne in 3 koncˇne.
5.3 Sistem e-Študent
Sistem e-Študent je spletni študijski informacijski sistem namenjen opravljanju ad-
ministrativnih nalog pri študijskem procesu. Na Univerzi v Ljubljani se na vecˇ
fakultetah uporablja od leta 2003. V letu 2005 je sistem uporabljalo 16 fakultet.
V tem delu smo uporabili dnevniške datoteke strežnika Fakultete za racˇunalništvo
in informatiko, ki ga uporabljajo tri fakultete: Fakulteta za racˇunalništvo in infor-
matiko, Fakulteta za elektrotehniko (FRI) in Fakulteta za strojništvo. Uporabnik se
mora prijaviti v sistem, da lahko uporablja sistem. Uporabniki vstopajo v sistem
preko skupne vstopne tocˇke. To nam omogocˇa, da lahko precej bolj tocˇno dolo-
cˇimo zacˇetek seje. Uporabnik naj bi se po koncu dela tudi odjavil iz sistema. V
tem primeru imamo v dnevniški datoteki podatek tudi o odjavi iz sistema. Tipicˇne
uporabniške poti so torej dobro definirane. To dejstvo nam pomaga pri dolocˇanju
zacˇetka in konca seje pri postopku predprocesiranja in osejevanja podatkov. Se-
veda lahko uporabnik enostavno zapre okno brskalnika. V tem primeru moramo
na konec seje uporbnika sklepati glede na cˇasovno prekinitev. Slika 5.2 prikazuje
oba nacˇina zakljucˇka seje. Tipicˇno je cˇasovna prekinitev postavljena na 20 do 30
minut. Za sistem e-Študent smo to cˇasovno mejo dvignili na 24 ur. Za to smo se
odlocˇili, ker imajo nekateri uporabniki daljša obdobja neaktivnosti med zahtevami
strani (npr. profesorjev sproten vnos ocen študentov na ustnem izpitu, narava dela
zaposlenih v študijskem referatu).
Glavna težava pridobivanja podatkov o klikotoku iz dnevnika spletnega stre-
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Tabela 5.1: Umetno generiran klikotok za dva uporabnika, ki se obnašata v skladu
s tipskima sejama 1 in 2.
uporabnik datum cˇas ime strani
[user61] 2007.06.22 06:29:49 S0
[user61] 2007.06.22 06:30:48 S14
[user61] 2007.06.22 06:31:00 S11
[user61] 2007.06.22 06:32:38 S5
[user61] 2007.06.22 06:33:54 S13
[user61] 2007.06.22 06:34:04 S17
[user71] 2007.06.22 02:51:43 S3
[user71] 2007.06.22 02:53:19 S15
[user71] 2007.06.22 02:54:59 S5
[user71] 2007.06.22 02:56:41 S12
[user71] 2007.06.22 02:57:47 S4
[user71] 2007.06.22 02:58:10 S7
[user71] 2007.06.22 02:58:53 S18
žnika je odsotnost podatka o uporabnikovi seji. Posamezne zahteve med seboj niso
neposredno povezane. Pri združevanje zapisov v seje lahko pride do napak. Podatke
o klikotoku bi lahko namesto iz dnevnika spletnega strežnika pridobili neposredno
iz aplikacijske plasti. Aplikacijo e-Študent bi dopolnili z modulom za beleženje
uporabnikovih akcij neposredno v podatkovno bazo (tabela uporabnikovih zahtev
strani). Vsakemu uporabniku se ob prijavi samodejno dolocˇi enolicˇna številka apli-
kacijske seje, ki bi jo lahko uporabili tudi za številko seje klikotoka. V dnevnik
uporabnikovih zahtev bi lahko zapisovali samo za nas koristne podatke o zahtevah
strani. Vsako zahtevo bi lahko natancˇneje opisali, npr. ali gre za osvežitev strani. Z
beleženjem dogodkov na aplikacijski plasti bi se izognili potrebi po osejevanju in
težavam z roboti spletnih iskalnikov (ang. web robot). Ravno tako ne bi prišlo do
težav s prepletenimi sejami.
Beleženje uporabnikovih zahtev na aplikacijski plasti ima tudi slabosti. Celotno
aplikacijo je potrebno ustrezno prilagoditi, kar ni vedno enostavno ali možno. Po-
treba po analiziranju obnašanja uporabnikov ponavadi nastane šele, ko aplikacija že
nekaj cˇasa namešcˇena in predana v uporabo, razvojna skupina pa ni vecˇ na voljo.
Prilagoditve so torej težje izvedljive. Cˇe uporabljamo kot osnovo (podlago, ogrodje)
sisteme za hitrejšo gradnjo aplikacij (npr. Oracle Portal), ne moremo vedno pose-
gati v vse dele sistema. Na aplikacijskem nivoju tudi ne moremo beležiti zahteve
za strani, ki niso generirane dinamicˇno. Primer so razne staticˇne strani html, kot so:
vstopne strani, datoteke pomocˇi, navodila za prijavo v sistem ipd.
Uporabnik se lahko prijavi v sistem v eni izmed štirih uporabniških vlog, kot
študent, profesor, študentska pisarna ali vzdrževalec. Prepletene seje na sistemu
nastanejo zato, ker se uporabnik v dveh oknih brskalnika lahko prijavi z razlicˇnimi
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Slika 5.2: Prikaz dveh nacˇinov zakljucˇka uporabniške seje. V prvem primeru se
seja koncˇa z odjavo iz sistema. V drugem primeru se uporabniška seja zakljucˇi s
cˇasovno prekinitvijo.
uporabniškimi vlogami in v obeh brskalnikih izvaja dolocˇene naloge. Tipicˇen tak
primer je uporabnik, ki je v dveh oknih brskalnika prijavljen v vlogi študentske
pisarne in vzdrževalca. Uporabnik v vlogi študentske pisarne izvaja neko nalogo,
vendar je ne more uspešno izvesti ker manjka dolocˇen podatek v šifrantih podat-
kovne baze. V novem oknu se prijavi kot vzdrževalec in ustrezno ažurira šifrant,
nato pa nadaljuje delo v oknu, kjer je prijavljen kot študentska pisarna. Na ta nacˇin
nastanejo prepletene seje. Aplikacija uporablja za vsako shemo okrog 180 strani
(cca. 170 funkcij sistema). V dnevniški datoteki spletnega strežnika FRI je torej za
vse tri namestitve torej najdemo 550 razlicˇnih strani.
Dnevniški zapisi spletnega strežnika e-Študent uporabljajo osnovni format CLF
(NCSA Common Log Format) [59]. Vsak zapis v dnevniški datoteki vsebuje po-
datke, ki jih vidimo v tabeli 5.2. Ogrodje aplikacije predstavlja Oracle Portal, ki
nudi vrsto prednosti. Pri vsaki uporabniški zahtevi Oracle Portal povzrocˇi zapis vecˇ
razlicˇnih vrstic v dnevniško datoteko spletnega strežnika, kot bi se to zgodilo pri
klasicˇnem spletnem strežniku. Identifikacija in odstranjevanje takšnih podvojenih
zapisov predstavlja dodatno težavo pri procesu procesiranja podatkov iz dnevnika
spletnega strežnika. V tabeli 5.2 predstavlja atribut authuser uporabniško ime upo-
rabnika. To nam omogocˇa, da spletne seje lahko povežemo z dejanskimi uporabniki
sistema.
Format CLF dnevnika spletnega strežnika zaradi zelo skopega števila zabeleže-
nih atributov zahteve predstavlja precej velike omejitve pri postopku predprocesi-
ranja podatkov. Manjkajocˇi in zelo uporaben je podatek o podpisu odjemalca (ang.
web browser), ki je zahteval spletno stran (ang. user agent). Pri tem nas ne za-
nima toliko, kakšne spletne brskalnike uporabljajo uporabniki. Podatek nas zanima
zaradi identifikacije in odstranjevanja zahtev robotov spletnih iskalnikov, ki se tudi
nahajajo v dnevniški datoteki spletnega strežnika. Vsak robot iskalnika ima dolocˇen
podpis, ki se pri razširjenem formatu ECLF shrani v atribut user-agent. Pri formatu
CLF ta podatek manjka in spletnih robotov ni možno identificirati. Obstaja sicer
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vecˇ hevristik, kako kljub odsotnosti tega podatka identificirati uporabnike – robote,
vendar so lahko nezanesljive. Ena izmed takih hevristik uporablja prepoznavanje
robotov po njihovem precˇesavanju spletnega mesta. Roboti iskalnikov namrecˇ v
nekem cˇasovnem obdobju generirajo zahteve za vse strani na spletnem mestu. V
takem primeru je velika verjetnost, da gre za robota spletnega iskalnika.
Pri dnevniku spletnega strežnika e-Študent težava z roboti spletnih iskalnikov
kljub temu ni tako velika. Razlog ticˇi v dejstvu, da se je za uporabo sistema e-
Študent potrebno v sistem prijaviti. Spletni iskalniki pa nikoli ne uspejo cˇez po-
stopek prijave. Veliko vecˇino njihovih zahtev torej zavržemo, ko upoštevamo prag
najmanj 4 strani za dolžino uporabniške seje.
Tabela 5.2: Format dnevniške datoteke sistema e-Študent.
Podatk. element Opis elementa
host naslov IP ali ime domene
ident dodaten ID
authuser uporabniško ime, ki se je uporabilo v zahtevi
time cˇas zahteve na strežniku v formatu CLS
request prva vrstica zahteve odjemalca
status status koda, ki se vrne odjemalcu
bytes kolicˇina podatkov, ki se vrne odjemalcu (v baj-
tih), brez glave HTTP
V postopku predprocesiranja podatkov smo dobili veliko sej dolžine manj kot
štiri, ki pa za nas niso bile prevecˇ zanimive. Za izvedbo neke naloge v sistemu je
potrebno izvesti vecˇ klikov. Seje obicˇajno pripadajo eni iz med množic: osirotele
strani zaradi napake v postopku osejevanja, zahteve spletnih pajkov ali neuspešen
postopek prijave v sistem. Seje dolžine ena obicˇajno pomenijo, da ima uporabnik v
brskalniku našo stran nastavljeno kot domacˇo stran. Takšne seje smo sicer shranili
v podatkovno skladišcˇe, nismo pa jih uporabili v postopkih razpletanja sej. Razlog
je preprost, saj je seja dolžine štiri težko prepletena, samo postopek prijave v sistem
terja sejo dolžine vsaj tri.
Ukvarjali smo se samo s sejami, ki so daljše ali enake 4 zahtevam in krajše ali
enake 100 zahtevam v seji. Daljše ali krajše seje ne predstavljajo tipicˇnega obna-
šanja uporabnikov in smo jih zato opustili. V tabeli 5.3 vidimo povprecˇno dolžino
uporabniških sej. Zgornja meja za dolžino seje je postavljena precej višje kot znaša
povprecˇna dolžina seje, ker smo hoteli zajeti napredne uporabnike in vzdrževalce,
ki kreirajo daljše uporabniške seje. Število uporabniških sej naprednih uporabnikov,
ki so potencialni generatorji daljših in prepletenih sej, je precej manjše kot število
sej navadnih uporabnikov, ki kreirajo krajše seje. To se seveda zrcali v precej nižji
povprecˇni dolžini seje.
Kljub temu, da se spletni študijski IS e-Študent veliko uporablja, je število sej
relativno majhno v primerjavi s spletno trgovino ali portalom z novicami. Razlog
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je relativno majhno število uporabnikov in narava uporabe informacijskega sistema.
Uporabniki spletni informacijski sistem uporabljajo, ko morajo izvesti dolocˇeno
nalogo, spletno trgovino ali novicˇarski portal pa ponavadi prebrskajo pogosteje.
Tabela 5.3 prikazuje podatke o sejah sistema e-Študent po letih; upoštevane so seje
dolžine med 4 in 100 zahtev. Prvi stolpec predstavlja koledarsko leto, drugi stolpec
prikazuje število vseh zahtev strani, tretji število sej, cˇetrti pa povprecˇno število
dolžine uporabniške seje. Iz podatkov je opaziti, da se uporaba sistema iz leta v leto
rahlo povecˇuje. Vecˇa se tako število zahtev za strani kot tudi število uporabniških
sej. Povprecˇna dolžina seje z leti ostaja na enaki vrednosti, okrog 16 strani na sejo.
Uporaba sistema se zelo povecˇa pred in v cˇasu izpitnih obdobij. Samo v prvih
dvajsetih dneh januarja 2009 je bilo kreiranih vecˇ kot 16.000 uporabniških sej.
Tabela 5.3: Število zahtev strani, število sej in povprecˇna dolžina seje za IS e-
Študent.
Leto Število zahtev Število sej Povp. dolžina seje
2006 3.150.492 189.473 16,6
2007 3.619.890 220.193 16,5
2008 4.254.829 257.512 16,5
Podatki iz dnevnika spletnega strežnika e-Študent se prenesejo v podrocˇje za
cˇišcˇenje in preoblikovanje podatkov. Tu jih potem lahko uporabimo za dodatne ob-
delave (npr. razpletanje prepletenih sej) ali pa jih prenesemo v podatkovno skladi-
šcˇe. Za zajem podatkov v dnevniški datoteki, cˇišcˇenje, preoblikovanje in osejevanje
zapisov smo napisali lastne programe v jeziku C#. Postopek prenosa podatkov o
klikotoku v podatkovno bazo podrocˇja za cˇišcˇenje in preoblikovanje podatkov je
prikazan na sliki 5.3. Postopek smo razdelili na dva dela z namenom hitrejše in
postopne obdelave podatkov. Prvi program, z imenom logParser, podatke zajame
iz dnevniške datoteke, zavrže nepomembne zapise, izvede osejevanje in preveri in-
tegriteto sej. V skladu s parametri osejeni podatki se prenesejo v ustrezno tabelo v
podatkovni bazi. Drugi program (stageLog)je zadolžen za poenotenje imen strani
(ista stran v dnevniški datoteki ima lahko vecˇ imen), brisanje odvecˇnih zapisov in
odpravljanje napak pri osejevanju.
Dnevnik
spletnega
strežnika
Podatkovnabaza
logParser stageLog
Slika 5.3: Postopek za procesiranje podatkov o klikotoku za sistem e-Študent.
Slika 5.4 prikazuje razporeditev števila sej glede na dolžino seje za e-Študent.
Glavnino vseh sej najdemo med dolžino 5 in 25 stranmi. Najvecˇje število sej je
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dolžine med 10 in 20 stranmi. Sorazmeroma veliko je tudi sej dolžine med 5 in 10
stranmi. Seje, ki so daljše od 30 strani, predstavljajo samo manjši delež. Število tudi
zelo hitro pada z vecˇanjem dolžine seje, tako da je dolžine vecˇ kot 50 samo nekaj
sej. Slika 5.5 prikazuje število vseh sej ne glede na dolžino. Kot smo že omenili, je
0 20 40 60 80 100
0
10
00
0
20
00
0
30
00
0
40
00
0
50
00
0
60
00
0
Dolžina seje
Šte
vi
lo
 s
ej
Število sej glede na dolžino − e−Študent
[4, 100], N =  162797
Slika 5.4: Histogram števila sej glede na dolžino sej sistema e-Študent. Število vseh
sej v vzorcu je 162.797.
veliko sej dolžine 1, kar se lepo vidi. Veliko sej je tudi daljših od 100 zahtev. Takšne
seje so lahko posledica neustrzne rekonstrukcije nekaterih spletnih sej iz dnevnika
spletnega strežnika. Nekaj sej med njimi gotovo pripada naprednim uporabnikom,
katerih aktivnost na strežniku tvori zelo dolge seje.
Obdelani, precˇišcˇeni in osejeni podatki se shranijo v podatkovni bazi v podro-
cˇju za cˇicˇšenje in preoblikovanje podatkov, od koder se potem vnesejo v podatkovno
skladišcˇe. Tabela 5.4 prikazuje primer uspešno rekonstruirane seje brez napak, ki
pripada uporabniku v vlogi profesorja. Seja je neprepletena (cˇista), dolga 24 zah-
tev in se zakljucˇi z odjavo iz sistema. Prvi stolpec predstavlja zaporedno številko
zahteve strani. Drugi in tretji stolpec predstavljata datum in cˇas zahteve, v cˇetrtem
stolpcu se nahaja šifra uporabnika, v petem pa polno ime zahtevane strani. Zadnji
stolpec tabele pove ali je bila stran klicana prvicˇ (vrednost 0) ali pa je bila osvežena
(vrednost 1). Do osvežitve strani pri spletnih aplikacijah lahko pride zaradi spre-
minjanja parametrov vnosnega obrazca in s tem potrebe po ponovnem generiranju
strani na strežniku. Imena strani v rekonstruiranih sejah so popravljena tako, da so
cˇimbolj opisna in berljiva. Iz seje v tabeli 5.4 lahko rekonstuiramo uporabnikovo
nalogo. Uporabnik se je prijavil v sistem e-Študent, pregledal kandidate pisnega
izpita. Nato je vnesel rezultate pisnega izpita in zgeneriral porocˇilo v formatu pdf.
Nato se je odjavil iz sistema.
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Slika 5.5: Števila vseh sej glede na dolžino za sistem e-Študent.
Bralec bi iz imen strani lahko napacˇno sklepal, da bi razpletanje strani lahko
izvedli s pomocˇjo imen strani vendar temu ni tako. Razlicˇne vloge si med seboj
delijo strani z istimi imeni, torej ne moremo sklepati, kateri vlogi (in s tem seji)
neka stran pripada.
5.4 Spletna trgovina
Za drugi vir podatkov o klikotoku smo izbrali eno izmed najbolj priljubljenih sple-
tnih trgovin – trgovino EnaA podjetja Gambit. Spletna trgovina EnaA je namenjena
veliko širšemu krogu ljudi ima zato veliko vecˇje število uporabnikov. Dnevno je
zgeneriranih okrog 10000 sej. Uporabniki spletne trgovine so v veliki vecˇini ano-
nimni. Po spletnih straneh trgovine se lahko sprehajajo brez predhodne prijave v
sistem z uporabniškim imenom in geslom. Tudi cˇe pravilno rekonstruiramo upo-
rabniške seje, ne moremo ugotoviti identitete uporabnikov, ki so naredili pot po
spletnem mestu. Prijava uporabnika je nujna šele, ko se uporabnik odlocˇi za na-
kup. V sistemu e-Študent smo za veliko vecˇino sej lahko ugotovili tudi identiteto
uporabnika. Ker prijava v sistem ni potrebna, lahko zahteve prihajajo od kjerkoli.
Odsotnost zahteve za prijavo v sistem pomeni tudi odsotnost skupne vstopne
tocˇke uporabnika. Vstopna stran je lahko katerakoli spletna stran trgovine. Na eni
strani imamo lahko uporabnika, katerega prva zahtevana stran je globoko v hierar-
hiji spletnega mesta. Bodisi ima uporabnik to spletno stran v zaznamkih bodisi je
na našo spletno stran prišel preko rezultatov spletnega iskalnika. Takšen obisk je
lahko tudi posledica vkljucˇenih elementov (npr. pasic) na nekem drugem spletnem
mestu (ang. deep link). Drugo skrajnost predstavlja uporabnik, ki pride na spletno
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Tabela 5.4: Primer cˇiste seje sistema e-Študent v podatkovni bazi. Seje pripada
uporabniku v vlogi profesor.
# datum cˇas upor. ime strani osv.
1 29.8.2007 16:35.57 000486 /index.html 0
2 29.8.2007 16:35.59 000486 PORTAL30.wwsec_app_priv.login 0
3 29.8.2007 16:36.00 000486 portal30_sso.wwsso_app_admin.ls_login 0
4 29.8.2007 16:36.04 000486 portal30_sso.prijava 0
5 29.8.2007 16:36.11 000486 portal30_sso.preveri_geslo 0
6 29.8.2007 16:36.11 000486 portal30.wwsec_app_priv.process_signon 0
7 29.8.2007 16:36.11 000486 VZ_SKUPNE_IZBERI_SHEMO 0
8 29.8.2007 16:36.19 000486 VZ63_DELAVEC_ZACETNI_PARAMETRI 0
9 29.8.2007 16:36.19 000486 VZ63_DELAVEC_KANDIDATI_PISNEGA_IZPITA 0
10 29.8.2007 16:36.26 000486 VZ63_DELAVEC_VNOS_SPRE_REZULT_IZPITA 0
13 29.8.2007 16:36.31 000486 VZ63_DELAVEC_VNOS_SPRE_REZULT_IZPITA 1
14 29.8.2007 16:36.35 000486 VZ63_DELAVEC_VNOS_SPRE_REZULT_IZPITA 1
15 29.8.2007 16:42.01 000486 VZ63_DELAVEC_VNOS_SPRE_REZULT_IZPITA 1
16 29.8.2007 16:42.07 000486 VZ63_DELAVEC_VNOS_SPRE_REZULT_IZPITA 1
17 29.8.2007 16:42.10 000486 skupne_varnostne.get_porocilo 0
18 29.8.2007 16:43.06 000486 skupne_varnostne.get_porocilo 1
19 29.8.2007 16:43.08 000486 skupne_varnostne.get_porocilo 0
20 29.8.2007 16:43.22 000486 VZ63_LOGOUT 0
22 29.8.2007 16:43.24 000486 PORTAL30.wwsec_app_priv.logout 0
23 29.8.2007 16:43.25 000486 portal30_sso.wwsso_app_admin.ls_logout 0
24 29.8.2007 16:43.25 000486 /logout_fri 0
mesto preko vhodne domacˇe strani in se potem poljubno sprehaja med stranmi, pre-
gleduje izdelke z namenom pregleda ponudbe. Temu uporabniku je podoben tak, ki
pride na spletno mesto preko vhodne domacˇe strani in takoj zacˇne z iskanjem dolo-
cˇene stvari ali izdelka. Nacˇine prihoda na spletno mesto prikazuje slika 5.6. Zaradi
zgoraj navedenih dejstev je veliko težje dolocˇiti zacˇetek nove seje pri prepletenih
sejah.
Ko uporabnik zapusti spletno trgovino, za sabo v splošnem ne zapusti nobene
sledi, ker se mu ni potrebno kakorkoli odjaviti. Spomnimo se, da protokol HTTP
nima stanj. Predvidevati moramo, da cˇe uporabnik ne naredi nobene zahteve za
spletno stran v nekem cˇasovnem obdobju, je zapustil stran. Pri spletni trgovini
smo uporabili cˇasovno prekinitev dolžine 45 min, ki je mnogo manjša od tiste pri
sistemu e-Študent. Cˇe se po tem cˇasu pojavi nova zahteva s strani iste številke IP,
se jo obravnava kot zacˇetek nove seje.
Strežnik spletne trgovine uporablja za zapis podatkov v dnevnik razširjeni for-
mat (W3C Extended Log File Format). Vsebuje veliko vecˇ atributov kot format
CLF, malce se med sabo razlikujejo tudi obstojecˇi atributi. Glavni atributi formata
dnevniške datoteke spletne trgovine so v tabeli 5.5. Med atributi, ki so prisotni v
obeh formatih, je razlika v atributu request. V razširjenem formatu je ta atribut
razdeljen na dva dela: zahtevani vir in parametri zahteve (ang. query parameters),
kar zmanjšuje obseg dela in možnost napak pri procesiranju dnevniških podatkov.
Trije pomembni dodatni atributi so predhodno obiskana stran (cs-referrer), vsebina
piškotka (cs-cookie) in vrsta brskalnika (cs-user-agent). Predhodno obiskana stran
pove, na kateri spletni strani je uporabnik kliknil na hiperpovezavo, ki ga je pri-
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Slika 5.6: Uporabnikova pot skozi spletno trgovino. Vstop uporabnika na stran
globoko v hierarhiji in vstop skozi zacˇetno stran. Povzeto po [43].
peljala na našo stran. Podatek je izjemno pomemben, cˇe hocˇemo ugotoviti, od
kje uporabniki najvecˇ prihajajo k nam. Spletna trgovina lahko na ta nacˇin spo-
zna svoje potencialne kupce, ugotovi uspešnost oglaševalskih akcij in ucˇinkovitost
oglaševanja na drugih spletnih straneh. Piškotek je niz znakov, ki ga spletni stre-
žnik shrani na odjemalcˇevi strani. Ob vsakem obisku spletnega strežnika odjemalec
vedno pošlje strežniku tudi vsebino piškotka. V piškotku se lahko nahajajo podatki,
pomembni za strežnik in pozneje za analitike. Spletna trgovina lahko v piškotkih
hrani podatke o tem ali je uporabnik prijavljen, katere izdelke je nazadnje gledal,
katere izdelke ima v košarici, ipd. Vrsta brskalnika (podpis brskalnika) je atribut,
ki ga lahko ucˇinkovito uporabimo v postopku predprocesiranja.
Roboti spletnih iskalnikov se sprehajajo po spletu in ažurirajo svoje baze po-
datkov. Robot iskalnika preišcˇe celotno spletno mesto v enem ali vecˇ cˇasovnih
intervalih. Vsi njegovi dostopi so v dnevniku spletnega strežnika vidni kot dostopi
navadnih uporabnikov. Ker pa roboti ne odražajo obnašanja uporabnikov, je njihove
seje potrebno identificirati in jih zavrecˇi. To lahko storimo s pomocˇjo prepoznavanja
IP naslova ali pa podpisa robota. Vsak lepo vzgojen robot v atributu cs-user-agent
namesto vrste brskalnika pusti svoj podpis. Primer za iskalnik Google je to Google-
bot/2.1. V procesu procesiranja dnevniških datotek moramo samo primerjati imena
s tistimi v bazi robotov in njihove seje zavrecˇi. Težava se pojavi v velikem šte-
vilu robotov, za katere je težko vzdrževati popolno evidenco. Dnevno se pojavljajo
novi in novi roboti, kar slabša kakovost podatkov, ker se nam lahko zapisi robotov
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izmuznejo med uporabniške seje. Za prepoznavanje robotov smo uporabili javno
dostopno zbirko spletnih robotov in jo dopolnili z manjkajocˇimi, ki so se pojavljali
v podatkih.
Tabela 5.5: Format dnevniške datoteke za spletno trgovino.
Atribut Opis atributa
date datum zahteve za vir strežnika
time cˇas zahteve v formatu UTC
cs-username uporabniško ime identificiranega uporabnika (za anonimne: -)
c-ip naslov IP odjemalca
cs-method vrsta zahteve (GET, POST)
cs-uri-stem zahtevan vir na strežniku (npr. izdelek.aspx)
cs-uri-query parametri zahteve, cˇe so prisotni (npr. ?id=10&view=1)
sc-bytes število bajtov, ki jih strežnik pošlje
sc-status statusna koda HTTP, ki se vrne odjemalcu
cs-host domensko ime odjemalca
cs-user-agent vrsta brskalnika na odjemalcu
cs-referrer predhodno obiskana stran; stran, ki je zagotovila povezavo na to stran
cs-cookie vsebina prejetega (in poslanega) piškotka
. . . drugi atributi: s-port, cs-version, time-taken, s-computername, . . .
Precˇišcˇene uporabniške seje spletne trgovine smo dodatno analizirali, da bi ugo-
tovili delež prepletenih uporabniških sej. Predvsem nas je zanimalo, kakšni uporab-
niki generirajo prepletene seje in ali prepletene seje kaj pogosteje generirajo kupci
kot ostali uporabniki. Za osnovo smo vzeli uporabniške seje, kjer smo lahko nedvo-
umno identificirali uporabnike na podlagi prijave. Pridobili smo podatke o številu
cˇistih sej, številu prepletenih sej in številu kupcev znotraj obeh skupin sej. Rezultati
so prikazani v tabeli 5.6. Prvi trije stolpci prikazujejo podatke za cˇiste seje, drugi
trije pa za prepletene seje. Vidimo lahko, da je delež prepletenih sej, ki jih gene-
rirajo kupci (30%), skoraj dvakrat vecˇ kot tistih, ki jih generirajo ostali uporabniki
(17%).
Tabela 5.6: Delež kupcev v prepletenih in neprepletenih sejah.
št. cˇistih sej št. kupcev % kupcev št. preplet. sej št. kupcev % kupcev
10353 1751 17 9343 2792 30
V primerjavi s sistemom e-Študent ima spletna trgovina EnaA veliko vecˇ strani.
Samih dinamicˇno generiranih spletnih strani je približno dvakrat vecˇ kot pri sistemu
e-Študent, kar ni tako veliko, vendar sama stran ne dolocˇa dovolj dobro prikazane
vsebine. Pravo vrednost pri analizi klikotoka predstavlja podatek o tem, kateri izde-
lek si je uporabnik na strani ogledal. Pod pojmom stran bomo torej imeli v mislih
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celoto vira (npr. izdelek.aspx) in dela parametra (npr. ?izdelek_id=2345), ki eno-
licˇno dolocˇa nek izdelek na zahtevani strani. Na ta nacˇin se število strani zelo
povecˇa in lahko preseže število 40000. Vsak dan prihajajo novi izdelki, stari se
ukinjajo, kar še pripomore k zapletenosti. Zaradi velikega števila spletnih strani, ki
zelo otežujejo analize, smo se odlocˇili strani razvrstiti v skupine. Vsaka skupina
vsebuje strani, ki so si v necˇem podobne. Na ta nacˇin smo dobili nekaj vecˇ kot 900
skupin strani.
Spletna trgovina ima vecˇ obiskov in tudi vecˇje število uporabniških sej. To lahko
vidimo iz tabele 5.7, ki prikazuje podatke o številu klikov, številu sej in povprecˇni
dolžini uporabniške seje za 10 dni v mesecu. Spletna trgovina ima v primerjavi s
sistemom e-Študent približno petkrat vecˇ uporabniških sej. Podobno kot pri podat-
kih sistema e-Študent smo tudi tu upoštevali samo seje dolžine med 4 in 100. Daljše
seje vecˇinoma pripadajo neidentificiranim robotom ali pa so posledica napake v po-
stopku osejevanja. Upoštevane so samo uporabniške seje brez spletnih robotov.
Uporabniške seje spletne trgovine so krajše kot pri IS e-Študent. Razliko lahko po-
jasnimo z nacˇinom dela v spletni aplikaciji, ki se zelo razlikuje od informativnega
brskanja po spletnem mestu. Spletna aplikacija lahko zahteva veliko osvežitev neke
strani (na kateri se nahaja spletni obrazec), da uporabnik izvede neko željeno na-
logo. Upoštevati moramo še prijavni postopek, ki je pri spletni trgovini navzocˇ le
ob dejanskem nakupu.
Tabela 5.7: Število zahtev strani, število sej in povprecˇna dolžina seje za spletno
trgovino.
Dan Število zahtev Število sej Povp. dolžina seje
1 31 125 2 382 13,07
2 46 711 3 450 13,54
3 44 442 3 259 13,64
4 50 117 3 720 13,47
5 78 680 5 446 14,45
6 70 777 4 933 14,35
7 50 798 3 485 14,57
8 56 037 4 135 13,56
9 57 844 4 170 13,87
10 42 220 3 185 13,26
Slika 5.7 prikazuje razporeditev sej glede na dolžino. Vidimo, da je povprecˇna
dolžina seje krajša kot v primeru sistema e-Študent. Število daljših sej je mnogo
manjše. Najvecˇ sej je dolžine med 4 in 10. Število sej, daljših od povprecˇja, pa
vseeno pada pocˇasneje kot pri sistemu e-Študent.
Podobno kot pri dnevniških datotekah sistema e-Študent smo tudi za spletno
trgovino izdelali programe za obdelavo dnevniških zapisov in prenos v podrocˇje
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Slika 5.7: Histogram števila sej glede na dolžino sej za spletno trgovino. Število
vseh sej v vzorcu je 51702.
za cˇišcˇenje in preoblikovanje podatkov. Postopek je podoben tistemu na sliki 5.3.
Programi za spletno trgovino so bolj splošno uporabni in bi jih lahko uporabili za
katerokoli drugo dnevniško datoteko spletnega strežnika. Dodati pa smo morali
modul za identifikacijo in izlocˇanje sej robotov spletnih iskalnikov.
Tabela 5.8 prikazuje primer seje spletne trgovine. Zaradi preglednosti in eno-
stavnosti smo v tabeli prikazali samo najnujnejše atribute. Poleg zaporedne številke
zahteve znotraj seje, datuma, cˇasa in zahtevane strani so v tabeli prikazani še para-
metri zahteve in predhodno obiskana stran (ang. referrer). Seja je dolga deset zahtev.
Uporabnik je prišel na spletno stran s strani iskalnika Google, kjer je uporabil is-
kalni kriterij ”sony tv”. V spletni trgovini se je sprehajal po oddelkih in pregledoval
izdelke z dolocˇeno šifro. Ob pol enih ponocˇi je zapustil spletno trgovino, kjer se je
zadržal slabih pet minut.
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Tabela 5.8: Primer seje v podatkovni bazi za spletno trgovino.
# datum cˇas ime strani parametri predhodna stran
1 1.1.2009 0:24.46 /video/izdelek.asp dept_id=3286 www.google.si?q=sony+tv
2 1.1.2009 0:24.58 /video/dept.asp dept_id=3286 -
3 1.1.2009 0:25.16 /video/izdelek.asp izd_id=812073 -
4 1.1.2009 0:27.09 /video/dept.asp dept_id=3285 -
5 1.1.2009 0:27.26 /video/dept.asp dept_id=3287 -
6 1.1.2009 0:27.43 /video/izdelek.asp izd_id=3287 -
7 1.1.2009 0:28.33 /video/izdelek.asp izd_id=3287 -
8 1.1.2009 0:29.09 /video/dept.asp dept_id=3287 -
9 1.1.2009 0:29.23 /video/dept.asp dept_id=3287 -
10 1.1.2009 0:29.31 /video/dept.asp dept_id=3287 -
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POGLAVJE 6
Eksperimentalni rezultati
6.1 Analiza problemskih situacij
Problem razpletanja sej je bil podrobneje predstavljen v poglavju 3.1. V tem raz-
delku se bomo posvetili analizi in vrednotenju razlicˇnih problemskih situacij. Iz-
brali bomo razlicˇne mejne situacije, pogledali kaj zanje velja in kakšne rezultate
dobimo na njihovi osnovi. Postopke in prikaz razlicˇnih problemskih situacij smo
izvedli na podlagi umetno generiranih podatkov.
6.1.1 Razpletanje vseh možnih prepletov dveh sej
Pri razpletanju sej smo naleteli na vprašanje ali vrstni red prepleta dveh sej vpliva
na koncˇni rezultat razpletanja. Cˇe razmislimo, kako deluje markovski model MM1
vidimo, da razlicˇeni vrstni red elementov v prepleteni seji vpliva na koncˇen rezultat.
Model MM1 je prešibak in zato lahko pri razpletanju pride do dvoumnosti. Ni
mogocˇe zagotoviti, da bi postopek razpletanja vrnil vedno isti dve seji za razlicˇne
kombinacije elementov. Cˇe je prepletena seja sestavljena iz dveh sej S1 in S2, ki
si ne delita nobenega skupnega elementa, potem je rezultat razpleta vedno enak,
ne glede na razlicˇne možnosti prepleta obeh sej. To je posledica dejstva, da v fazi
razpletanja nikoli ne pridemo v stanje, kjer se ne bi znali odlocˇiti zaradi dvoumosti.
Primer dvoumnosti, na katero lahko naletimo v fazi razpletanja; Imamo dve izvorni
seji S1, S2 in enega izmed možnih prepletov teh dveh sej Sp:
S1 = [S0 S6 S12 S16 S15 S7 S3 S18] in
S2 = [S0 S6 S8 S2 S15 S10 S19]
Sp = [S0 S6 S12 S16 S15 S0 S6 S8 S2 S15 S7 S10 S3 S18 S19]
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Predpostavimo, da imamo markovski model MM1, ki smo ga naucˇili samo s podatki
o prehodih v sejah S1 in S2. V postopku razpletanja prepletene seje Sp pridemo do
stanja, kot je prikazano na sliki. V prepleteni seji Sp se nahajamo na 11. zaporednem
elementu, delno razpleteni seji S1 in S2 pa sta v tem trenutku enaki:
S1-delna = [S0 S6 S12 S16 S15]
S2-delna = [S0 S6 S8 S2 S15]
Sp = [S0 S6 S12 S16 S15 S0 S6 S8 S2 S15 S7 S10 S3 S18 S19] (6.1)
Obe seji se trenutno zakljucˇujeta s stanjem S15. Pri prirejanju stanja S7 smo torej
v težavah ker ne vemo, kateri seji naj stanje pripojimo. Imamo 50% možnosti, da
nakljucˇno izberemo pravo sejo. Cˇe zgrešimo, bodo vsa stanja od S7 in S10 naprej
do konca pripojena napacˇni seji. Koncˇni rezultat slabo razpletenih sej je:
S1-n = [S0 S6 S12 S16 S15 S10 S19]
S2-n = [S0 S6 S8 S2 S15 S7 S3 S18]
Cˇe bi bil vrstni red v zapleteni seji Sp malce drugacˇen, do tega scenarija ne bi pri-
šlo. Vecˇ kot imata seji S1 in S2 skupnih stanj, vecˇja je verjetnost, da pride v fazi
razpletanja do napacˇnih prirejanj in posledicˇno do napacˇno razpletenih sej. Težavo
bi seveda vsaj delno odpravili z bolj zapletenimi stohasticˇnimi modeli višjih redov
kar pa ni predmet razprave ta trenutek. Drugi primer težave pri razpletnju sej, pri
razlicˇnih kombinacijah prepletov, vidimo na spodnjem primeru. Imamo izvorni seji
S1 in S2 ter enega izmed možnih prepletov Spi. Model MM1 smo naucˇili samo s
prehodi med stanji v sejah S1 in S2.
S1 = [S0 S12 S10 S2 S4 S17 S18]
S2 = [S0 S14 S12 S13 S2 S10 S18]
Spi = [S0 S12 S10 S0 S14 S12 S13 S2 S10 S2 S18 S4 S17 S18]
V postopku razpletanja pridemo v prepleteni seji do 8. stanja – S2. Delno razple-
teni seji S1 in S2 sta v tem trenutku enaki S1 = [S0 S12 S10] in S2 = [S0 S14 S12 S13].
Kot je videti iz izvornih sej, bi se moralo stanje S2 pripeti prvi seji S1. Vendar, ker
je verjetnost prehoda S13 → S2 v markovskem modelu ocˇitno vecˇja kot verjetnost
prehoda S10→ S2, se stanje S2 doda napacˇni seji, seji S2. Po izteku postopka raz-
pletanja dobimo slabo razpleteni seji S1 in S2.
S1 = [S0 S12 S10 S18]
S2 = [S0 S14 S12 S13 S2 S10 S2 S4 S17 S18]
Z namenom videti kako razlicˇni prepleti vplivajo na kakovost razpletanja, smo na-
redili vse kombinacije prepletov dveh sej, jih razpletli in ovrednotili rezultate. Pri
izdelavi vseh možnih prepletov dveh sej moramo paziti, da obdržimo vrstni red
znotraj prepletene seje za obe seji, ki sestavljata prepleteno sejo. Vrstni red strani v
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prepleteni seji mora bit enak vrstnemu redu strani v seji S1. Podobno velja za sejo
S2. Za prepletanje sej torej ne moremo uporabiti navadnega postopka za izdelavo
vseh kombinacij elementov, ker bi zgradili tudi prepletene seje, ki nimajo nicˇ sku-
pnega z izvornimi sejami S1 in S2. Izdelati smo morali postopek, ki ohrani izvorni
vrstni red. Število vseh možnih prepletov dveh sej je torej manjše od števila vseh
kombinacij
(n
k
)
in sicer je enako
(n1+n2
n1
)
. Podrobnejši opis najdemo v podpoglavju
3.4.2. Število vseh možnih prepletov dveh dej zelo hitro narašcˇa z vecˇanjem dolžine
obeh sej. Kakšno je število vseh možnosti pri posameznih vrednostih dolžine lahko
vidimo na grafu 6.1.
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Slika 6.1: Temperaturni graf števila vsem možnih kombinacij prepletanj dveh sej.
Graf prikazuje število prepletanj za dolžini sej od 1 do 19.
Želeli smo preveriti kakšne rezultate dobimo, cˇe razpletemo vse možne kom-
binacije prepletov dveh sej. V skladu z zgornjim razmislekom smo vedeli le, da
seje ne bodo vedno pravilno razpletene. Zanimalo pa nas je, kako velik odstotek bo
napacˇno razpletenih in kakšna bo podobnost z dejanskimi. Kakovost razpletenih sej
smo ovrednotili z metodami vrednotenja iz prejšnjega podpoglavja: primerjava is-
toležnih znakov, razdalja med zaporedji, LCS, WLCS in sopojavitev locˇenih dvojic
elementov. Poskus smo izvedli nad sejami, ki imajo razlicˇno število skupnih strani.
Seje smo generirali na podlagi grafa spletišcˇa z 20 stanji, najkrajša dolžina seje pa
je lahko najmanj 7 strani. Tak primer bomo oznacˇili kot S20D7, kjer številka za
cˇrko S pomeni število vseh stanj, številka za cˇrko D pa minimalna dolžina seje. Kot
smo ugotovili, je kakovost razpletanja odvisna tudi od števila stanj, ki so skupna
obem sejam. Poskus smo izvedli za vecˇ možnih skupnih stanj. Na sliki 6.2 lahko
vidimo rezultate, kjer so obema sejama skupna 3 stanja.
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Slika 6.2: Rezultati razpletanja vseh možnih kombinacij prepletov dveh sej. Na
sliki primerjamo rezultate vrednotenja razpletanja po metodah: istoležnih elemen-
tov, razdalj med zaporedji, LCS, WLCS in skip-bigram
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6.1.2 Kam padejo tipicˇne prepletene seje
V prejšnjem podpoglavju smo si pogledali, kako vrstni red zapleta dveh sej vpliva
na rezultat razpletanja. V realnih sistemih ponavadi nimamo opravka z vsemi mo-
žnimi prepleti dveh sej ampak samo z neko manjšo podmnožico. Uporabniki se
ponavadi sprehajajo po spletnih straneh po nekem vzorcu, imajo nek nacˇin vede-
nja. Nekateri prepleti so izjemno malo verjetni. Zelo malo verjeten je npr. preplet:
P = [S1,T1,S2,T2,S3,T3, ...,Sn,Tn], kjer Si oznacˇujejo strani prve seje, Ti pa strani
druge seje. Uporabnik ne preskakuje neprestano med oknoma brskalnika in izvršuje
samo po eno operacijo naenkrat. Ponavadi naredi vecˇje število klikov, s katerimi
opravi neko zakljucˇeno opravilo. Uporabnik se torej po dveh sprotnih sejah na sple-
tni strani sprehaja po dolocˇenem kljucˇu kar pomeni, da za prepletene seje veljajo
neke skupne lastnosti. Te so seveda odvisne od konkretnega primera. Prepletene
seje spletnih IS so drugacˇne kot tiste pri spletnih trgovinah. Nikoli ne moremo za-
gotovo recˇi, kakšna je neka tocˇno dolocˇena uporabniška prepletena seja za nekega
uporabnika, kljub temu pa lahko vsaj približno dolocˇimo znacˇilnosti tipicˇne preple-
tene seje (TPS). Tipicˇna prepletena seja je dolocˇena z dvema parametroma (a, p).
Parameter a dolocˇa odstotek dolžine prve seje, ki mora pretecˇi, preden se v pre-
pleteni seji pojavi prva stran iz druge seje. Cˇe prevedemo na uporabnika, koliko
strani uporabnik zahteva v prvi seji preden odpre drugo sejo in zacˇne istocˇasno de-
lati v obeh. Drugi parameter p pa dolocˇa verjetnost prehoda med sejami. Vecˇja
kot je verjetnost prehoda med sejami, krajše bodo podseje, manjša kot bo verjetnost
prehoda med sejami, daljše bodo podseje. S pojmom podseja oznacˇujemo nepreki-
njeno podzaporedje strani neke seje, ki se nahaja v prepleteni seji. Podsejo lahko
pri zaporedjih enacˇimo z neprekinjenim podzaporedjem. Vecˇje kot so podseje v
prepleteni seji, manj je prehodov med sejami.
Naš cilj je bil na realnih podatkih pridobiti vrednost parametrov, ki dolocˇajo
TPS. V skladu s temi parametri smo naredili preplet dolocˇen del tipskih sej. Nato
smo prepletene seje po postopku TPS razpletli in ovrednotili rezultate. Naš namen
je bil ugotoviti v katero skupino rezultatov na grafu padejo prepleti generirani s po-
mocˇjo postopka TPS. Parametre (a, p) smo pridobili iz spletnega IS e-Študent. e-
Študent je spletna aplikacija, ki se uporablja že daljše cˇasovno obdobje in je na voljo
dovolj podatkov o klikotoku. Sistem omogocˇa vecˇ uporabniških vlog. Vsak upo-
rabnik je lahko cˇlan ene ali vecˇ uporabniških vlog, ki jo izbere v postopku prijave.
Uporabnik je lahko istocˇasno prijavljen v sistem e-Študent v dveh oknih spletnega
brskalnika pod isto ali razlicˇno uporabniško vlogo. V dnevniško datoteko spletnega
strežnika ni zapisan podatek o seji, zato ne moremo vedno na preprost nacˇin locˇiti
zapisov obeh istocˇasno trajajocˇih sej. Cˇe hocˇemo pridobiti podatke o tipicˇnih pre-
pletenih sejah moramo iz dejanskega sistema pridobiti prepletene seje, ki jih znamo
locˇiti. Samo na ta nacˇin lahko dobimo dovolj dobre vrednosti za parametra a in
p. Za ocenitev parametrov smo uporabili prepletene seje, za katere velja: sesta-
vljene so iz dveh sej; seji pripadata dvem razlicˇnim uporabniškim vlogam; lahko jih
analiziramo in uspešno locˇimo.
Verjetnost prehoda med sejami p lahko izracˇunamo na vecˇ nacˇinov. Lahko jo
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izracˇunamo na podlagi verjetnosti dolžin podsej P. S Pn oznacˇimo verjetnost, da je
neka podseja dolžine n. V tem primeru velja (1− p)n = Pn, kjer je p verjetnost pre-
hoda med sejami. Na vsakem prehodu v podseji je namrecˇ verjetnost, da se podseja
nadaljuje, enaka (1− p). Iz tega sledi, da je p = 1− n√Pn. Za koncˇno vrednost p
lahko vzamemo maksimalno vrednost ali pa povprecˇje p = ∑n p∗N/∑n N. Primer
izracˇuna vidimo v tabeli 6.1.
Tabela 6.1: Izracˇun verjetnosti prehoda med sejami p.
n N P = N∑N p
1 10 0,1 0,9
2 20 0,2 0,55
3 30 0,3 0,33
4 40 0,2 0,2
5 50 0,2 0,13
∑ 100 1 0,39
Drugi nacˇin prikazuje enacˇba (6.2). Verjetnost prehoda med sejami je kvocient
med številom vseh prehodov med sejami in vsoto dolžin vseh sej. V enacˇbi (6.2) n
predstavlja število vseh dolžin podsej, i pa dolžino podseje.
p =
sˇt. prehodov
∑dolzˇinaseje
= ∑
sˇt. sej−1
∑ni=1 (sˇt. sej)i ∗ i
(6.2)
Za boljše razumevanje izracˇunajmo verjetnost prehoda med sejami p na podlagi
prepletene seje na sliki 6.3. Prepletena seja je sestavljena iz desetih sej dolžine ena,
sedmih sej dolžine dve in treh sej dolžine tri. Število prehodov med sejami je 19,
kar je enako številu vseh sej minus ena (10+7+3)−1 = 19. Vsota dolžine sej pa
je enaka 10∗1+7∗2+3∗3 = 33. Rezultat je torej p = 1933 = 0.58.
SEJA 1
SEJA 2
prepletenaseja
Slika 6.3: Prepletena seja. Slika prikazuje nacˇin izracˇuna verjetnosti prehoda med
dvema sejama.
Uporabili smo drugi nacˇin za izracˇun verjetnosti prehoda med sejami. Na pod-
lagi 163 testnih prepletenih sej, smo prišli do rezultatov za oba parametra: a = 0.43
in p = 0.199. Parameter a pove, da ima uporabnik ≈40% prve seje aktivno samo to
sejo. Šele nato odpre novo sejo, ki se prepleta s prvo sejo. Parameter p pove verje-
tnost, da bo naslednja uporabnikova stran pripadala drugi seji kot zadnja zahtevana.
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Manjša verjetnost p pomeni vecˇje dolžine podsej. Izracˇunali smo tudi povprecˇno
dolžino seje, ki je za primer sistema e-Študent ≈ 15 strani.
Na podlagi parametrov, ki smo jih pridobili iz dejanskega sistema lahko gene-
riramo tipicˇne prepletene seje uporabnikov. Zanima nas, kakšna je povezava med
rezultati razpleta tipicˇnih prepletenih sej in rezultati razpleta vseh možnih preple-
tenih sej. Podobno kot pri primeru vseh prepletenih sej smo najprej izbrali dve
seji in tvorili vse možnosti prepletov teh dveh sej. Izbrani seji, s pomocˇjo kate-
rih smo tvorlili vse možne preplete, smo potem prepletli po postopku TPS. Po-
stopek prepletanja teh dveh sej smo vecˇkrat ponovili. Na sliki 6.4 vidimo rezul-
tate razpletanja za razlicˇne metode vrednotenja. Na primeru sta uporabljeni seji:
S1 = [S0S13S15S7S3S16S5S18] in S2 = [S0S2S8S10S3S14S18]. Moder stol-
pec predstavlja vse možne preplete, rdecˇ stolpec pa preplete po postopku TPS.
6.1.3 Rezultati razpletanja sej, podobnih realnim
V prejšnjih dveh primerih smo ugotavljali, kako je razplet dveh sej odvisen od raz-
licˇnih prepletov teh dveh sej. Pogledali smo si tudi kako se razpletajo seje, ki so
podobne realnim prepletenim sejam glede na razlicˇne preplete dveh sej. V tem po-
glavju si bomo pogledali kakšne rezultate dobimo pri razpletanju tipicˇnih preplete-
nih sej, to je tistih, ki so podobne prepletenim sejam v realnem sistemu. Za test smo
uporabili testni model spletišcˇa, ki ima 20 stanj. Na podlagi nacˇrta strani smo gene-
rirali seje dolžine vsaj 8 strani (S8G20). Kreirali smo 80 tipskih sej. Uporabili smo
gaussovo porazdelitev za razporeditev števila uporabnikov po tipskih sejah in gene-
riranje ucˇne množice podatkov. Najvecˇje število uporabnikov za sejo je 150. Testno
monožico podatkov so predstavljale vse kombinacije 80 tipskih sej. Prepletene seje
smo izdelali s postopkom, ki nam generira tipicˇne prepletene seje. Vrednosti para-
metrov a in p sta enaki kot v prejšnjem primeru. Razpletene seje smo ovrednotili z
vsemi petimi metodami vrednotenja. Rezultate lahko vidimo na sliki 6.5 in v tabeli
6.2.
Tabela 6.2: Rezultati razpletanja sej, generiranih po postopku TPS
Metoda
popolno ujemanje razdalja med zaporedji LCS WLCS skip-bigram
0,468 0,851 0,894 0,825 0,828
6.1.4 Rezultati particioniranja seje v dve locˇeni seji
V podpoglavju 3.4.4 smo predstavili Stirlingova števila drugega reda in naredili
povezavo z problemom razpletanja sej. Ugotovili smo, da lahko sejo dolžine n raz-
delimo v dve neprazni množici na S(n,2) nacˇinov. Povedano drugacˇe, sejo dolžine
n lahko razpletemo na dve seji S1 in S2 na natancˇno S(n,2) nacˇinov. Izmed vseh
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Slika 6.4: Kam med vse preplete padejo tipicˇne prepletene seje. Rezultati razpleta-
nja so vrednoteni po vseh metodah.
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Slika 6.5: Rezultati razpleta prepletenih sej, ki so podobne tistim v dejanskem sis-
temu.
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možnih razpletov je seveda samo eden popolnoma pravilen. S stališcˇa cˇimboljšega
razpletanja nam podatek ne pove veliko. Pove pa nam kako majhna možnost je,
da z nakljucˇnim razpletanjem dobimo popolnoma pravilno razpleteni seji. Ostale
možnosti so samo bolj ali manj podobne popolnoma pravilnemu razpletu. Zanima
nas, kakšen je rezultat podobnosti za vse možnosti razpletov prepletene seje dolžine
n. Rezultat je odvisen od metode vrednotenja, zato smo razplete vrednotili z raz-
licˇnimi metodami. V testnem primeru smo uporabili prepleteno sejo dolžine 18 kar
pomeni, da je število vseh razpletov 131071. Rezultate vidimo na sliki 6.6.
Množica razpletenih sej je v vseh primerih enaka. Rezultati so odvisni od upo-
rabljene metode vrednotenja. Najbolj nepopustljiva je metoda vrednotenja, kjer nas
zanimajo samo pravilni razpleti. Pravilen razplet je samo eden, zato je povprecˇena
podobnost enaka nicˇ. Ostale metode vrednotenja nagrajujejo tudi podobnost med
posameznimi deli zaporedja. Vsaka metoda drugacˇe razumeva podobnost med za-
poredji. Po povprecˇnih vrednostih podobnosti si metode sledijo: metoda razdalj
med dvemi zaporedji, metoda uteženega najdaljšega skupnega podzaporedja, me-
toda statistike sopojavitev locˇenih dvojic elementov (ang. skip-bigram) in metoda
najdaljšega skupnega podzaporedja. Ni mogocˇe zagotovo recˇi katera metoda je
boljša in katera ne. Zelo je odvisno od tega, kateri elementi podobnosti nas zani-
majo in kaj za nas pomeni, da je eno zaporedje bolj kot drugo podobno ciljnemu
zaporedju.
6.1.5 Rezultati glede na nakljucˇne razplete
Markovski model prvega reda so se izkazali kot primerni za modeliranje stohasticˇ-
nih procesov in so se izkazali kot primerni za modeliranje in napovedovanje obna-
šanja uporabnikov na spletnih straneh. Kljub temu pa imajo dolocˇene omejitve. V
primerjavi z markovskimi modeli višjih redov imajo ponavadi manjšo natancˇnost
napovedovanja obnašanja uporabnikov [72]. Razlog ticˇi v dejstvu, da ti modeli ne
posegajo dovolj v preteklost, da bi razlocˇili med razlicˇnimi vzorci uporabe. Za te-
stne primere v tem poglavju smo uporabili enostaven markovski model prvega reda.
Kot smo videli v prejšnjih primerih z njim lahko razpletamo seje z neko uspešno-
stjo. Zanima nas, kako uspešni smo sploh pri razpletanju in ali se markovski model
prvega reda izkaže kot dovolj dobra alternativa. Preverili smo, kako se model MM1
odreže v primerjavi z nakljucˇnim razpletanjem sej. To je preprost postopek, kjer
nakljucˇno dodelimo strani prepletene seje v dve razpleteni seji. Od nakljucˇnega
razpletanja ne pricˇakujemo posebej dobrih rezultatov. Zelo majhna možnost je,
da pravilno razpletemo obe seji. Razlicˇne metode vrednotenja bodo sicer bolje ali
slabše nagradile kakovost razpleta. S primerjavo med nakljucˇnim razpletanjem in
razpletanjem po modelu MM1 smo hoteli ugotoviti ali so in koliko so rezultati raz-
pletanja z uporabo MM1 boljši. Razlika med rezultati mora biti dovolj velika, da
lahko trdimo, da je ena metoda boljša od druge.
Rezultate smo preverili z uporabo Z-testa. Z njim preverimo ali so rezultati do-
locˇenega vzorca (testni primer) zunaj ali znotraj podrocˇja nekega drugega vzorca
6.1 Analiza problemskih situacij 149
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
2
0
0
0
0
6
0
0
0
0
1
0
0
0
0
0
Podobnost dveh sej
!
te
v
ilo
s
e
j
0.0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
0
0
0
0
2
0
0
0
0
3
0
0
0
0
4
0
0
0
0
5
0
0
0
0
Podobnost dveh sej
!
te
v
ilo
s
e
j
0.38
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
0
0
0
0
2
0
0
0
0
3
0
0
0
0
4
0
0
0
0
5
0
0
0
0
LCS,N = 131071
Podobnost dveh sej
!
te
v
ilo
s
e
j
0.61
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
0
0
0
0
2
0
0
0
0
3
0
0
0
0
4
0
0
0
0
5
0
0
0
0
WLCS, N = 131071
Podobnost dveh sej
!
te
v
ilo
s
e
j
0.413
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
0
0
0
0
2
0
0
0
0
3
0
0
0
0
4
0
0
0
0
Podobnost dveh sej
!
te
v
ilo
s
e
j
0.52
Slika 6.6: Rezultat vrednotenja razpletanja vseh možnih razpletanj seje dolžine 18.
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(populacija). Za izvedbo Z-testa potrebujemo povprecˇje populacije in standardno
deviacijo populacije N(µ ,σ). Potrebujemo pa tudi povprecˇje testnega primera x. S
pomocˇjo teh vrednosti lahko izracˇunamo rezultat Z-testa. Nacˇin izracˇuna posame-
znih vrednosti prikazuje enacˇba (6.3). Rezultat Z-testa je razdalja med popvrecˇjem
populacije µ in povprecˇjem testnega primera x, izražena v enotah standardne de-
viacije populacije σ . To ogrodje lahko uporabimo tudi za primerjanje rezultatov
naših dveh metod. V našem primeru populacijo predstavljajo rezultati, dobljeni z
nakljucˇnim razpletanjem, testni primer pa rezultati dobljeni z metodo MM1.
µ = ∑
n
i=1 xi
n
, σ = 2
√
∑ni=1 (xi−µ)2
n
, Zi =
xi−µ
σpop
(6.3)
Test smo izvedli nad primerom G8S20. Kreirali smo 80 tipskih sej. Ucˇno mno-
žico za model MM1 so tvorile po gaussu porazdeljene uporabniške seje po tipskih
sejah. Najvecˇje število uporabnikov na tipsko sejo je 150. Testne podatke smo kre-
irali s pomocˇjo prepletanja vseh možnih kombinacij tipskih sej po postopku TPS(-
,p). Vse prepletene seje smo nato razpletli po postopku nakljucˇnega razpletanja in
z uporabo modela MM1. Vsako prepleteno sejo smo po nakljucˇnem postopku vecˇ-
krat razpletli, da smo dobili vecˇ podatkov. Graf, ki smo ga dobili pri vrednotenju
kakovosti razpletanja po metodi nakljucˇnega razpletanja je zelo podoben grafu, ki
smo ga dobili s particioniranjem seje dolžine n v dve neprazni podmnožici (Stirlin-
gova množica S(n,2)). Rezultate razpletanja smo vrednotili po metodah: popolno
ujemanje, razdalja med zaporedji, najdaljše skupno podzaporedje, uteženo skupno
podzaporedje in z analizo sopojavitev locˇenih dvojic elementov (ang. skip bigram).
Rezultate po posameznih metodah vidimo in primerjamo na sliki 6.7.
Grafi prikazujejo rezultate razpletanja z metodo MM1. Na osi Y je podobnosti
med razpletenimi sejami in sejami, ki sestavlajo prepleteno sejo. Rezultat podob-
nosti je odvisen od uporabljene metode vrednotenja. Na vseh grafih je na osi X z
modro barvo oznacˇeno mesto, ki predstavlja povprecˇno vrednost podobnosti razple-
tanja z uporabo metode nakljucˇnega razpletanja seje. Z rdecˇo barvo pa je oznacˇena
povprecˇna podobnost razpletenih sej, dobljena z uporabo modela MM1. Ne glede
na uporabljeno metodo vrednotenja lahko vidimo, da daje model MM1 boljše rezul-
tate kot jih dobimo pri nakljucˇnem razpletanju. Pri nekaterih metodah vrednotenja
so razlike med povprecˇnimi vrednostimi vecˇje, pri drugih manjše, kar je rezultat
nacˇina vrednotenja rezultatov. Pri popolnem ujemanju je razlika med metodama
najvecˇja. Zelo težko je namrecˇ z nakljucˇnim razpletanjem popolnoma tocˇno raz-
plesti sejo. Z modelom MM1 pa nam je v tem primeru uspelo popolnoma tocˇno
razplesti kar velik del sej. Pri metodi vrednotenja na podlagi najdaljšega skupnega
podzaporedja je razmak manjši. To je zaradi tega, ker ta metoda mocˇneje nagrajuje
pravilne dele podsej. Številske vrednosti in rezultate Z-testa lahko vidimo v tabeli
6.3.
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Slika 6.7: Primerjava kakovosti rezultatov MM1 v primerjavi z nakljucˇnim razple-
tanjem.
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Tabela 6.3: Primerjava uspešnosti modela MM1 glede na nakljucˇno razpletanje
TF Levenshtein LCS WLCS skip-bigram
Nakljucˇno
µ 0,0 0,43 0,62 0,398 0,53
σ 0,005 0,11 0,083 0,079 0,13
MM1
x 0,61 0,89 0,927 0,87 0,89
σx 0,488 0,169 0,123 0,18 0,18
Z 114,3 4,16 3,69 6,0 2,68
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6.2 Rezultati razpletanja realnih podatkov
Razvite postopke, ki smo jih predstavili v prejšnjem poglavju, smo preverili na
dveh virih podatkov o klikotoku: spletni trgovini EnaA in spletnem študijskem IS
e-Študent. Vira podatkov o klikotoku sta zelo razlicˇna, kar nam je bilo v pomocˇ pri
testiranju, ali so razviti postopki splošnonamenski in jih lahko uporabimo na preple-
tenih sejah poljubnega vira klikotoka. Podatke iz obeh virov klikotoka smo ocˇistili
in pripravili tako, kot smo predstavili v poglavju 5. Precˇišcˇene celovite podatke o
klikotoku obeh virov smo analizirali in ugotovili kakšne so tipicˇne uporabniške seje
za oba vira klikotoka. V postopkih prepletanja in razpletanja smo uporabili samo
tiste podatke, ki ustrezajo tipicˇnim (obicˇajnim) uporabniškim sejam.
Pri razpletanju smo pri obeh metodah uporabili naucˇen markovski model prvega
reda. Za ucˇenje markovskega modela smo uporabili cˇiste seje iz spletnega podat-
kovnega skladišcˇa. Dolocˇen del podatkov iz spletnega podatkovnega skladišcˇa smo
namenili za ucˇno in testno množico. 70% cˇistih sej iz te množice je tvorilo ucˇno
množico za markovski model, 30% cˇistih sej iz te množice pa smo uporabili za iz-
delavo testne množice prepletenih sej. Tabela 6.4 prikazuje velikost ucˇne množice,
število cˇistih sej za generiranje testne množice in velikost testne množice preplete-
nih sej za oba vira podatkov.
Tabela 6.4: Velikost ucˇne in testne množice za oba vira podatkov.
vir ucˇna množica cˇiste seje za testno množico umetno prepl. seje
e-Študent 113 957 48 840 24 400
EnaA 35 517 15 221 7 600
Postopke razpletanja smo izvedli na umetno generiranih prepletenih sejah iz de-
janskih, uporabniških cˇistih sej. Pri tem smo uporabili podatke o zgradbi tipicˇne
prepletene seje. Tako smo lahko generirali prepletene seje, ki so cˇimbolj podobne
dejanskim prepletenim sejam. Prednost generiranih prepletenih sej v primerjavi z
dejanskimi je v tem, da imamo pri generiranih prepletih podatke o tem, iz katerih
sestavnih sej je preplet sestavljen. Na ta nacˇin lahko po koncˇanem razpletanju vre-
dnotimo pravilnost razpletanja in sklepamo na kakovost postopkov za razpletanje.
Pri generiranju prepletenih sej smo uporabili cˇiste seje dolžine med 4 in 100 upo-
rabniškimi zahtevami. Generirane prepletene seje lahko vsebujejo razlicˇno število
sestavnih cˇistih sej. Na podlagi analize podatkov spletnega študijskega IS smo ugo-
tovili, da je najvecˇ prepletenih sej, kjer se prepletata dve oz. tri uporabniške seje.
Sej z vecˇimi prepleti je obcˇutno manj, zato smo jih zanemarili. Generirali in raz-
pletali smo torej prepletene seje, ki vsebujejo eno, dve ali tri sestavne cˇiste seje.
Število prepletov z razlicˇnimi števili sestavnih sej je enakomerno razporejeno. Tre-
tjina je torej sej z eno sestavno sejo (dejansko je to neprepletena seja), tretjina takih
z dvema prepletajocˇima se elementarnima sejama in tretjina s tremi prepletajocˇimi
se sejami.
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6.3 Validacijska množica
Pred razpletanjem sej smo najprej dolocˇili vrednost parametrov metod. Pri obeh
metodah je bilo potrebno dolocˇiti parameter ω . Faktor ω vpliva na verjetnost, da
je neko stanje znotraj prepletene seje dolocˇeno kot zacˇetno stanje ene izmed raz-
pletenih sej. Pogosto je verjetnosti zacˇetka nove seje, pridobljena iz markovskega
modela, prevelika. To popravimo z ustrezno vrednostjo faktorja ω . Podrobneje smo
ga predstavili v poglavju 4.7.
6.3.1 Razpletanje z markovskim modelom
Faktor ω smo dolocˇili s pomocˇjo rezultatov razpletanja na validacijski množici. Za
vsak vir podatkov o klikotoku in metodo razpletanja smo izdelali validacijsko mno-
žico velikosti 1500 prepletenih sej in izvedli razpletanje. Razpletanje smo ponovili
pri sedmih razlicˇnih vrednostih parametra ω . Rezultate smo podobno kot pri razple-
tanju testne množice ovrednostili na podlagi vseh petih metod vrednotenja, ki smo
jih predstavili v razdelku 4.5. Na podlagi rezultatov smo dolocˇili najprimernejšo
vrednost ω . Rezultati razpletanja na validacijski množici z uporabo markovskega
modela za sistem e-Študent in spletno trgovino so prikazani v tabeli 6.5. Prvi del
tabele vsebuje rezultate za sistem e-Študent, drugi del tabele pa rezultate za sple-
tno trgovino EnaA. Vsaka vrstica tabele predstavlja rezultate razpletanja pri dolo-
cˇeni vrednosti ω . Vrednosti v tabeli predstavljajo povprecˇno podobnost na podlagi
mere-F med razpletenimi in dejanskimi sestavnimi sejami. Vrednosti so lahko med
0 (popolna razlicˇnost) in 1 (popolna enakost). Stolpci tabele predstavljajo razlicˇne
metode vrednotenja.
Drugi stolpec tabele 6.5 vsebuje vrednotenje razpletov po nacˇelu popolne ena-
kosti. Seje so lahko ali popolnoma pravilno razpletene (vrednost 1) ali pa napacˇno
razpletene (vrednost 0). Napacˇen razplet po tej metodi pomeni razlicˇen položaj že
ene same strani v eni izmed razpletenih sej glede na sestavne seje. Pri tej metodi
povprecˇna podobnost predstavlja kar delež vseh popolnoma pravilno razpletenih
sej. Rezultat 0,43 v prvi vrstici in drugem stolpcu torej pomeni, da je bilo popol-
noma pravilno razpletenih na sestavne dele kar 43% vseh prepletenih sej.
Pri drugih metodah vrednotenja podobnost med razpletenimi in sestavnimi se-
jami za posamezen razplet zavzema tudi vrednosti med 0 in 1, zato ne moremo
sklepati na podoben nacˇin kot pri metodi popolne enakosti. Postopek izracˇuna po-
dobnosti med dvema razpletoma po posamezni metodi smo opisali v razdelku 4.5.6.
Iz tabele 6.5 vidimo, da dobimo najboljše rezultate razpletanja pri vrednosti fak-
torja ω = 1. To velja za oba vira podatkov, ne glede na izbrano metodo vrednotenja
podobnosti. Tako pri vecˇanju kot manjšanju vrednosti ω se rezultati poslabšajo.
Upad števila razpletenih sej v odvisnosti od ω se pri obeh virih podatkov razlikuje.
Razlog lahko najdemo v bolj ali manj dobro definiranih zacˇetnih straneh pri obeh vi-
rih podatkov. Vecˇji upad je pri sistemu e-Študent, saj se število pravilno razpletenih
sej pri ω = 0,0001 izenacˇi za oba vira podatkov. Sklepamo, da je boljši rezultat pri
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Tabela 6.5: Rezultati razpletanja z uporabo markovskega modela na validacijski
množici podatkov. Vrednosti predstavljajo povprecˇno podobnost med razpletenimi
in dejanskimi sestavnimi sejami.
e-Študent
ω popolna enakost edit-distance LCS WLCS skip-bigram
10 0,430 0,625 0,639 0,611 0,614
1 0,477 0,732 0,754 0,717 0,716
0,1 0,406 0,633 0,671 0,631 0,612
0,01 0,359 0,529 0,573 0,538 0,507
0,001 0,332 0,498 0,544 0,509 0,474
0,0001 0,333 0,497 0,542 0,507 0,473
0,00001 0,333 0,484 0,526 0,493 0,462
EnaA
ω popolna enakost edit-distance LCS WLCS skip-bigram
10 0,250 0,305 0,313 0,305 0,299
1 0,351 0,517 0,545 0,520 0,497
0,1 0,336 0,412 0,427 0,413 0,402
0,01 0,335 0,409 0,424 0,411 0,400
0,001 0,337 0,411 0,426 0,413 0,402
0,0001 0,339 0,411 0,426 0,413 0,402
0,00001 0,338 0,409 0,424 0,411 0,400
sistemu e-Študent posledica prav zmožnosti bolj tocˇnega dolocˇanja zacˇetnih stanj
razpletenih sej.
Vrednotenje glede na število sej v prepletu
Tabela 6.6 prikazuje rezultate razpleta z uporabo MM glede na število vsebovanih
elementarnih sej v prepletu. Uporabljeno je vrednotenje na podlagi popolne enako-
sti. Prvi del tabele vsebuje podatke za sistem e-Študent, drugi del pa za spletno trgo-
vino. Vsaka vrstica pripada skupini sej z dolocˇenim številom vsebovanih prepletov.
Razvidno je, da so rezultati metode neposredno in tesno povezani s faktorjem ω .
Cˇe povecˇamo ω , se to zelo hitro odrazi na rezultatih. Pri vrednosti faktorja ω = 1
metoda dobro razpleta vse skupine prepletenih sej. Z manjšanjem vrednosti faktorja
ω (manjšanjem verjetnosti, da je neko stanje zacˇetno stanje) sicer pridobimo na tocˇ-
nosti razpletanja dejansko neprepletenih sej, vendar se hitro slabša rezultat za ostali
dve skupini prepletov, ki vsebujejo dve ali tri prepletajocˇe se elementarne seje. Pri
vrednostih ω ≤ 0,001 se ni pravilno razpletla niti ena izmed 500 prepletenih sej s
tremi prepletajocˇimi se sejami.
Slika 6.8 prikazuje rezultate razpletanja z uporabo MM v odvisnosti od faktorja
ω . Prvi graf pripada sistemu e-Študent, drugi pa spletni trgovini. Rezultati so vre-
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Tabela 6.6: Rezultati postopka razpletanja z uporabo MM na validacijski množici
glede na število vsebovanih elementarnih sej.
e-Študent
št. elem. sej
ω
10 1 0,1 0,01 0,001 0,0001 0,00001
1 0,782 0,872 0,982 0,994 0,994 0,998 0,998
2 0,374 0,430 0,222 0,084 0,004 0,004 0,004
3 0,140 0,140 0,018 0 0 0 0
EnaA
št. elem. sej
ω
10 1 0,1 0,01 0,001 0,0001 0,00001
1 0,532 0,808 0,952 0,954 0,956 0,960 0,962
2 0,190 0,216 0,056 0,052 0,056 0,056 0,052
3 0,028 0,032 0 0 0 0 0
dnoteni po metodi popolnega ujemanja sej (100% pravilnost ali napacˇnost). Iz grafa
je razvidno, da je metoda najbolj uravnotežena in najbolje razpleta pri vrednosti fak-
torja ω = 1. V tem primeru dobro razpleta vse skupine prepletenih sej.
6.3.2 Razpletanje z uporabo RBFS
Validacijsko množico 1500 prepletenih sej smo razpletli tudi z uporabo postopka
RBFS. Rezultati se nahajajo v tabeli 6.7. Prvi del tabele vsebuje podatke za sistem
e-Študent, drugi del pa za spletno trgovino. Struktura tabele in pomen atributov je
enak kot pri tabeli 6.5. Pri uporabi postopka RBFS dobimo najboljše rezultate za
oba vira podatkov pri vrednosti ω = 0,001. To pomeni, da pri uporabi te metode
razpletanja dajemo preveliko težo verjetnosti, da je izbrano stanje zacˇetno stanje
nove seje. Najenostavneje je to vidno, cˇe se osredotocˇimo na vrednotenje na pod-
lagi popolne enakosti. Za oba vira podatkov velja, da uspešnost razpletanja narašcˇa
z zmanjševanjem pomena zacˇetnega stanja (utež ω) do vrednosti ω = 0,001, ko do-
sežemo najboljše rezultate. Z nadaljnim manjšanjem uteži ω se rezultati razpletanja
zopet slabšajo.
Na podlagi zgornjih rezultatov smo pri razpletanju z uporabo markovskega mo-
dela dolocˇili utež ω = 1. Pri uporabi postopka RBFS pa smo za utež ω dolocˇili
vrednost 0,001. Faktor ω je neodvisen od vira podatkov.
6.4 Rezultati razpletanja pri uporabi MM
Prepletene seje iz obeh virov podatkov smo najprej razpletli s pomocˇjo prve metode,
ki za razpletanje uporablja markovski model. Za oba vira podatkov smo obdelali in
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Slika 6.8: Uspeh razpletanja v odvisnosti od uteži pomena zacˇetnega stanja ω .
razpletli 3000 prepletenih sej. Množica prepletenih sej je bila sestavljena iz razlicˇ-
nega števila prepletajocˇih se elementarnih sej. Tretjina prepletenih sej je vsebovala
prepletajocˇi se dve seji, druga tretjina prepletajocˇe se tri seje, ostanek pa so tvorile
neprepletene seje (prepleti z eno samo elementarno sejo). Razpletene seje smo pri-
merjali s sestavnimi sejami in primerjali medsebojno podobnost. Za vrednotenje
podobnosti sej smo uporabili 5 razlicˇnih metod vrednotenja, ki smo jih podrobneje
predstavili v podpoglavju 4.5. Uporabili smo utež ω = 1.
Rezultati razpletanja z uporabo markovskega modela za oba vira podatkov so
prikazani v tabeli 6.8. Prva vrstica tabele vsebuje rezultate za sistem e-Študent,
druga vrstica tabele pa rezultate za spletno trgovino EnaA. Vsak stolpec tabele pri-
pada eni izmed metod vrednotenja rezultatov.
Pri razpletanju z uporabo MM dobimo boljše rezultate pri sistemu e-Študent.
Popolnoma pravilno se razplete 46% prepletenih sej sistema e-Študent in 34% sej
spletne trgovine. Tudi cˇe pogledamo ostale metode vrednotenja vidimo, da je raz-
merje približno enako kot pri vrednotenju na podlagi popolne enakosti. To pomeni,
da nimamo scenarija, kjer bi bilo pri spletni trgovini sicer vecˇ sej napacˇno raz-
pletenih, vendar bi imeli precej vecˇ razpletov z zelo visoko stopnjo podobnosti.
Uporabniške seje pri sistemu e-Študent imajo bolj jasno definirano strukturo, lažje
je dolocˇiti zacˇetne strani elementarnih sej. To se zrcali tudi na boljših rezultatih
razpletanja.
Sliki 6.9 in 6.10 prikazujeta grafe metod vrednotenja rezultatov razpletanja pre-
pletenih sej z uporabo MM pri vrednosti faktorja ω = 1. Ovrednoteni rezultati za
sistem e-Študent so prikazani na sliki 6.9, za spletno trgovino EnaA pa na sliki 6.10.
Vsak graf na sliki se nanaša na eno metodo vrednotenja. Ime metode vrednotenja se
nahaja pod naslovom grafa. Os X predstavlja intervale za podobnost sej na osnovi
mere-F , os Y pa predstavlja število razpletenih sej, ki padejo v dolocˇen interval
podobnosti. Višina stolpcev predstavlja število sej, ki padejo v dolocˇen interval
podobnosti. Nad stolpcem je podatek o odstotku vseh sej. Prekinjana cˇrta grafa
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Tabela 6.7: Rezultati razpletanja prepletenih sej na validacijski množici z uporabo
postopka RBFS. Vrednosti predstavljajo povprecˇno podobnost med razpletenimi in
dejanskimi sestavnimi sejami.
e-Študent
ω popolna enakost edit-distance LCS WLCS skip-bigram
10 0,401 0,547 0,565 0,549 0,532
1 0,458 0,648 0,673 0,652 0,626
0,1 0,509 0,736 0,769 0,743 0,709
0,01 0,521 0,760 0,796 0,769 0,730
0,001 0,528 0,766 0,803 0,775 0,734
0,0001 0,528 0,756 0,791 0,765 0,728
0,00001 0,520 0,739 0,772 0,747 0,711
EnaA
ω popolna enakost edit-distance LCS WLCS skip-bigram
10 0,190 0,221 0,227 0,222 0,214
1 0,294 0,404 0,425 0,406 0,387
0,1 0,374 0,545 0,575 0,546 0,520
0,01 0,404 0,579 0,613 0,581 0,554
0,001 0,419 0,576 0,606 0,577 0,554
0,0001 0,418 0,558 0,585 0,559 0,539
0,00001 0,418 0,534 0,555 0,534 0,519
oznacˇuje povprecˇno podobnost za to metodo vrednotenja. Tabela 6.8 vsebuje samo
povprecˇno podobnost za vseh 3000 razpletenih sej, grafi na slikah 6.9 in 6.10 pa
prikazujejo razporeditev sej glede na stopnjo podobnosti.
Pri razpletanju bi želeli cˇimbolj povecˇati število razpletenih sej s s podobnostjo
blizu 1 in cˇimbolj zmanjšati število sej s podobnostjo blizu 0. Boljši rezultati razple-
tanja so tisti, kjer ima cˇimvecˇ razpletov podobnost bližje 1. Idealni grafi na sliki 6.9
bi imeli en sam stolpec s podobnostjo razpletenih sej med 0,9 in 1. Cˇe pogledamo
istoležne grafe za oba vira podatkov vidimo, da so rezultati razpletanja sej sistema
e-Študent boljši.
Tabela 6.8: Rezultati razpletanja prepletenih sej z uporabo markovskega modela.
Vrednosti predstavljajo povprecˇno podobnost med razpletenimi in dejanskimi se-
stavnimi sejami.
vir popolna enakost edit-distance LCS WLCS skip-bigram
e-Študent 0,461 0,704 0,726 0,692 0,689
EnaA 0,342 0,509 0,538 0,512 0,489
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Slika 6.9: Rezultati razpletanja prepletenih sej sistema e-Študent z uporabo MM.
Uporabljene so razlicˇne mere podobnosti med razpleti: popolna enakost, razdalja
med zaporedji, LCS, WLCS in skip-bigram.
160 Poglavje 6: Eksperimentalni rezultati
65.8 %
34.2 %
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
50
0
10
00
15
00
20
00
popolna enakost, N =  3000
Podobnost dveh sej
Šte
vi
lo
 s
ej
Razpletanje sej [EnaA] z uporabo MM
R= 0.342
37.7 %
0.9 %
2.3 %2.8 %
3.9 %3.9 %3.9 % 4 % 4.6 %
35.9 %
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
20
0
40
0
60
0
80
0
10
00
edit distance, N =  3000
Podobnost dveh sej
Šte
vi
lo
 s
ej
Razpletanje sej [EnaA] z uporabo MM
R= 0.509
37.6 %
0.1 %1.1 %
1.6 %2.7 %2.8 %
4.1 %4.7 %
5.7 %
39.6 %
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
20
0
40
0
60
0
80
0
10
00
12
00
LCS, N =  3000
Podobnost dveh sej
Šte
vi
lo
 s
ej
Razpletanje sej [EnaA] z uporabo MM
R= 0.538
37.6 %
0.6 %
2.3 %2.9 %3.5 %
4.1 %4.4 %4.2 %3.7 %
36.6 %
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
20
0
40
0
60
0
80
0
10
00
WLCS, N =  3000
Podobnost dveh sej
Šte
vi
lo
 s
ej
Razpletanje sej [EnaA] z uporabo MM
R= 0.512
38.8 %
2.2 % 3 %
3.7 %3.3 %2.9 %3.4 %3.3 %3.9 %
35.5 %
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
20
0
40
0
60
0
80
0
10
00
12
00 skip−bigram, N =  3000
Podobnost dveh sej
Šte
vi
lo
 s
ej
Razpletanje sej [EnaA] z uporabo MM
R= 0.489
Slika 6.10: Rezultati razpletanja prepletenih sej spletne trgovine z uporabo MM.
Uporabljene so razlicˇne mere podobnosti med razpleti: popolna enakost, razdalja
med zaporedji, LCS, WLCS in skip-bigram.
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Osredotocˇimo se na grafa za metodo LCS obeh virov podatkov. Najbolj neza-
željeni so razpleti s podobnostjo med 0 in 0,1. Pri sistemu e-Študent leži v tem
intervalu podobnosti 23% sej, pri EnaA pa 37%, kar je skoraj dvakrat vecˇ. Na drugi
strani imamo pri sistemu e-Študent veliko vecˇ sej v intervalu med 0,8 in 1. To po-
meni, da je veliko sej sicer napacˇno razpletenih, vendar imajo zelo dolgo najdaljše
skupno podzaporedje strani. Podobno lahko sklepamo na osnovi ostalih metod vre-
dnotenja.
Vrednotenje glede na število sej v prepletu
Rezultate razpleta z uporabo MM, glede na število vsebovanih elementarnih sej
v prepletu, prikazuje tabela 6.9. Uporabljeno je vrednotenje na podlagi popolne
enakosti (100% pravilnost ali napacˇnost). Prva vrstica tabele 6.9 vsebuje podatke
za sistem e-Študent, druga vrstica pa za spletno trgovino EnaA. V vsaki skupini
je 1000 prepletenih sej. Pri obeh virih podatkov število pravilno razpletenih sej
pada s številom vsebovanih cˇistih sej v prepletu, kar je pricˇakovano. Vecˇje kot je
število prepletenih sej, težje je pravilno dolocˇiti zacˇetno stran vsake izmed njih.
Pri razporejanju naslednje strani prepletene seje med tri razpletene seje je vecˇja
možnost napake kot v primeru dve razpletenih sej.
Najmanjša razlika napak pri prepletanju med obema viroma je pri nepreplete-
nih sejah. Cˇe se osredotocˇimo na prepletene seje z dvema prepletajocˇima se cˇistima
sejama vidimo, da se pri sistemu e-Študent razplete popolnoma pravilno skoraj dva-
krat vecˇ sej. Pri prepletih z vecˇjim številom cˇistih sej je ta razlika še mnogo vecˇja.
Na podlagi teh rezultatov vidimo, da je klikotok spletne trgovine veliko bolj neugo-
den vir za razpletanje, saj je strani v sistemu veliko vecˇ, zacˇetne strani pa je težje
pravilno dolocˇiti.
Tabela 6.9: Rezultati postopka razpletanja z uporabo MM glede na število vsebova-
nih elementarnih sej.
vir podatkov
št. elementarnih sej
1 2 3
e-Študent 0,844 0,400 0,140
EnaA 0,792 0,208 0,027
6.5 Rezultati razpletanja pri uporabi RBFS
Prepletene seje, ki smo jih uporabili pri razpletanju v prejšnjem podpoglavju, smo
razpletli še z uporabo metode RBFS. Množica prepletenih sej je bila ravno tako
sestavljena iz treh skupin prepletov glede na število vsebovanih elementarnih sej.
Rezultati razpleta za oba vira podatkov se nahajajo v tabeli 6.10. Prva vrstica tabele
162 Poglavje 6: Eksperimentalni rezultati
vsebuje rezultate za sistem e-Študent, druga pa za spletno trgovino. Pomen stolpcev
tabele 6.10 je enak kot pri tabeli 6.8, saj smo rezultate vrednotili na podoben nacˇin
kot pri razpletanju z MM.
Tabela 6.10: Rezultati razpletanja prepletenih sej z uporabo postopka RBFS. Vre-
dnosti predstavljajo povprecˇno podobnost med razpletenimi in dejanskimi sestav-
nimi sejami.
vir popolna enakost edit-distance LCS WLCS skip-bigram
e-Študent 0,500 0,743 0,781 0,755 0,714
EnaA 0,405 0,565 0,596 0,567 0,543
Tudi pri razpletanju z RBFS smo zabeležili boljše rezultate razpletanja za sistem
e-Študent kot za spletno trgovino. Popolnoma pravilno smo razpletli polovico vseh
sej sistema e-Študent, pri EnaA pa okrog 40% prepletenih sej. Podobno sliko kaže
primerjava rezultatov ostalih metod vrednotenja za oba vira podatkov. Kot recˇeno,
je razlog vecˇja strukturiranost sej sistema e-Študent.
Sliki 6.11 in 6.12 prikazujeta grafe metod vrednotenja rezultatov razpletanja
prepletenih sej z uporabo RBFS pri vrednosti faktorja ω = 0,001. Ovrednoteni
rezultati za sistem e-Študent so prikazani na sliki 6.11, za spletno trgovino EnaA
pa na sliki 6.12. Grafi in pomen oznak na obeh slikah so podobni kot pri grafih na
slikah 6.9 in 6.10, ki prikazujejo rezultate razpletanja z metodo MM.
Primerjava grafov rezultatov razpleta z uporabo RBFS pokaže, da je kakovost
razpletanja prepletenih sej pri sistemu e-Študent veliko vecˇja kot je videti samo iz
podatka o številu popolnoma pravilno razpletenih sej. Omejimo se na razpletene
seje s podobnostjo med 0 in 0,1 ter metodo vrednotenja LCS. Porazdelitev sej s
podobnostjo med 0,1 in 0,9 je podobna za oba vira podatkov. Najopaznejša razlika
je pri sejah s podobnostjo med 0 in 0,1 ter pri sejah s podobnostjo med 0,9 in 1.
Pri sistemu e-Študent je zelo slabo razpletenih sej s podobnostjo med 0 in 0,1 kar
trikrat manj (10%) kot pri EnaA (30,1%). To so seje, ki imajo zelo malo skupnega
s željenimi razpletenimi sejami, zato želimo njihovo število cˇimbolj zmanjšati. Pri
sistemu e-Študent je za 15% vecˇje tudi število zelo dobro razpletenih sej, s po-
dobnostjo med 0.9 in 1. Do podobnih zakljucˇkov lahko pridemo na osnovi ostalih
metod vrednotenja.
Vrednotenje glede na število sej v prepletu
Rezultate razpletanja z uporabo RBFS glede na število vsebovanih elementarnih sej
v prepletu prikazuje tabela 6.11. Pomen stolpcev je enak kot pri tabeli 6.9. Upora-
bljeno je vrednotenje na podlagi popolne enakosti. Prepletene seje so enakomerno
razporejene med vse tri skupine. Imamo torej 1000 neprepletenih sej, 1000 sej iz
dveh prepletajocˇih sej, in 1000 prepletov iz treh prepletajocˇih sej. Vidimo, da smo
tudi pri uporabi RBFS najbolj uspešni pri identifikaciji neprepletenih sej. Slabše,
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Slika 6.11: Rezultati razpletanja prepletenih sej sistema e-Študent z uporabo RBFS.
Uporabljene so razlicˇne mere podobnosti med razpleti: popolna enakost, razdalja
med zaporedji, LCS, WLCS in skip-bigram.
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Slika 6.12: Rezultati razpletanja prepletenih sej spletne trgovine z uporabo RBFS.
Uporabljene so razlicˇne mere podobnosti med razpleti: popolna enakost, razdalja
med zaporedji, LCS, WLCS in skip-bigram.
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vendar še vedno dobro, se razpletejo prepleti z dvema prepletajocˇima sejama, manj
uspešni smo pri treh prepletajocˇih se sejah.
Kot smo videli v razdelku 3.4.3, število vseh možnih razpletov prepletene seje
s številom razpletov hitro narašcˇa, kar pomeni, da vecˇ kot je vsebovanih sej v pre-
pletu, težje je prepleteno sejo pravilno razplesti v sestavne seje.
Tabela 6.11: Rezultati postopka razpletanja z uporabo RBFS glede na število vse-
bovanih elementarnih sej.
vir podatkov
št. elementarnih sej
1 2 3
e-Študent 0,941 0,451 0,112
EnaA 0,867 0,304 0,048
6.6 Diskusija
Obe metodi razpletanja sta se izkazali kot zelo uspešni, saj obe popolnoma pravilno
razpleteta vecˇ kot 34% prepletenih sej spletne trgovine in 46% prepletenih sej sis-
tema e-Študent. Obe metodi delujeta neodvisno od števila vsebovanih prepletenih
sej v prepletih. To smo pokazali s testno množico prepletenih sej. Podatek o najve-
cˇjem številu prepletenih sej ni podan kot parameter nobene izmed obeh metod, kar
še povecˇuje vrednost doseženih rezultatov. Obe metodi sta uporabni za poljuben vir
klikotoka, boljše rezultate pa dosegata za uporabniške seje, ki imajo jasno dolocˇeno
strukturo.
Primerjava rezultatov razpletanja med metodama MM in RBFS pokaže, da me-
toda RBFS daje boljše rezultate za oba vira podatkov glede na vseh 5 kriterijev
ocenjevanja podobnosti med razpletenimi in dejanskimi sestavnimi sejami.
Z uporabo metode RBFS smo popolnoma pravilno razpletli 50% sej prepletov
sistema e-Študent, z uporabo metode MM pa 46%. Razlika v kakovosti razpletanja
postane še bolj ocˇitna, cˇe primerjamo grafe rezultatov na slikah 6.9 in 6.11. Ome-
jimo se na zelo slabo razpletene seje s podobnostjo od 0 do 0,1 in metodo vredno-
tenja LCS. Pri uporabi MM pade v ta interval 23% veliko sej, pri uporabi RBFS pa
vecˇ kot dvakrat manj (10%). Z RBFS torej dosežemo vecˇjo podobnost razpletenih
sej dejanskim razpletom za seje, ki niso bile popolnoma pravilno razpletene.
Podobno velja za spletno trgovino EnaA. Razpletanje z uporabo RBFS vrne
kot rezultat 40% popolnoma pravilno razpletenih sej, razpletanje z uporabo MM
pa 34%. Razlika v številu zelo slabo razpletenih sej (podobnost med 0 in 0,1) je
manjša kot pri sistemu e-Študent, vendar še vedno 7%. Pri uporabi RBFS pade v ta
interval podobnosti 30,1% sej, pri uporabi MM pa 37,6. V interval podobnosti med
0,9 in 1 pade pri uporabi RBFS 45,9% sej, pri uporabi MM pa 39,6%. Število sej v
intervalu podobnosti med 0,1 in 0,9 je primerljivo pri obeh metodah.
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Postopek RBFS deluje po nacˇelu najbolj verjetenega razpleta. To pomeni, da
išcˇe razpletene seje z najvecˇjim produktom verjetnosti sej, medtem ko metoda z
uporabo markovskega modela deluje lokalno na podlagi verjetnosti prehoda med
dvemi stranmi.
Postopek razpletanja z uporabo MM je prostorsko in cˇasovno ucˇinkovit. Za
razpletanje in ovrednotenje 3000 razpletenih sej porabi manj kot sekundo cˇasa na
povprecˇnem racˇunalniku, medtem ko je postopek razpletanja sej z RBFS cˇasovno
precej bolj zahteven. Za razpletanje in ovrednotenje 3000 sej smo potrebovali v
povprecˇju 4 ure in pol.
POGLAVJE 7
Zaključek
V doktorskem delu smo se ukvarjali z razpletenjam prepletenih HTTP sej, ki nasta-
nejo pri istocˇasnem deskanju uporabnika z vecˇ odprtimi okni brskalnika po dolocˇe-
nem spletnem mestu. Prepletene seje kvarno vplivajo na kakovost analiz podatkov
klikotoka. Cilj doktorata je bil razviti metode za izboljšanje kakovosti podatkov v
postopku predprocesiranja podatkov o klikotoku. Preucˇili smo možnosti za razplet
prepletenih sej, razvili algoritme za razpletanje in eksperimentalno potrdili metode
na realnih podatkih o klikotoku. V zadnjem poglavju disertacije bomo navedli re-
zultate, povzeli glavne prispevke k znanosti in podali predloge za nadaljne delo na
podrocˇju razpletanja prepletenih spletnih sej.
7.1 Rezultati
Pri analizi podatkov o klikotoku smo naleteli na problem prepletenih HTTP sej, ki
jih ni mogocˇe preprosto locˇiti v postopku osejevanja. V tem delu smo se ukvar-
jali z razpletanjem takšnih sej. Preucˇili smo obnašanje uporabnikov, ki generirajo
prepletene seje, analizirali prepletene seje in ugotovili kljucˇne probleme pri njiho-
vem razpletanju. Problem razpletanja smo osvetlili s teoreticˇnega vidika. Definirali
smo formule za izracˇun števila vseh možnih prepletov dveh sej in vseh razlicˇnih
razpletov prepletene seje ter dokazali povezavo z Bellovimi in Strilingovimi šte-
vili drugega reda. S kombinatoricˇnimi izracˇuni smo pokazali zapletenost problema
razpletanja sej.
V literaturi smo preucˇili, kateri pristopi se uporabljajo pri reševanju problemov
na sorodnih podrocˇjih. Preverjene pristope smo nadgradili z izvirnimi rešitvami in
razvili dve metodi za razpletanje prepletenih sej. Prva metoda temelji na marko-
vskem modelu in ima linearno cˇasovno zahtevnost. Pri drugi metodi smo problem
razpletanja sej prevedli na problem preiskovanja prostora stanj. Razvili smo po-
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polno hevristiko za reševanje problema razpletanja sej, ki ucˇinkovito usmerja iska-
nje v prostoru stanj. Postopek razpletanja razplete popolnoma pravilno 50% pre-
pletenih sej, ki imajo vsebovano razlicˇno število elementarnih sej. Brez postopka
razpletanja bi se te seje v podatkovno skladišcˇe zapisale kot neprepletene seje. Re-
zultat je toliko boljši, cˇe upoštevamo, da se popolnoma pravilno razplete 45% pre-
pletenih sej z dvema prepletenima sejama, 11 % sej s tremi prepletenimi sejami,
pri tem pa 94 % neprepletenih sej ostane nespremenjenih. V praksi ne potrebu-
jemo vedno samo popolnoma pravilno razpletenih sej. Velikokrat je dovolj, cˇe je
pravilno razpleten samo velik del posamezne uporabniške seje. Vrednotenje rezul-
tatov na podlagi podobnosti sej nam da še boljše rezultate. Razpletene in dejanske
seje imajo na podlagi vrednotenja z metodo LCS v povprecˇju kar 78% podobnost.
Predstavili smo tudi postopke za ovrednotenje kakovosti razpletanja.
Razviti metodi smo preverili na umetnih in realnih podatkih o klikotoku. Ume-
tne podatke o klikotoku smo generirali na podlagi analize realnih podatkov in la-
stnosti, ki veljajo za realne cˇiste in prepletene seje. Za realni vir podatkov smo
izbrali klikotok dveh spletnih aplikacij, ki generirata po svoji naravi zelo razlicˇen
klikotok: spletni študijski informacijski sistem in spletno trgovino. Pokazali smo,
da metodi dobro delujeta na razlicˇnih vrstah podatkov o klikotoku in jih lahko upo-
rabimo na poljubnem viru podatkov o klikotoku.
S pomocˇjo razvitih metod razpletanja smo izboljšali postopek predprocesiranja
podatkov o klikotoku in rešili problem prepletenih sej v spletnem podatkovnem
skladišcˇu. Spletno podatkovno skladišcˇe zato vsebuje kakovostnejše podatke ter
omogocˇa kakovostnejše analize.
7.2 Prispevki k znanosti
Na podlagi rezultatov v prejšnjem razdelku navedimo strnjen pregled prispevkov
doktorske disertacije:
• Pregled podrocˇij teme. Naredili smo celovit pregled del avtorjev, ki se ukvar-
jajo s podrocˇjem klikotoka ter s klikotokom povezanimi podrocˇji. Osvetlili
smo glavne probleme, s katerimi se raziskovalci ukvarjajo, in do sedaj upora-
bljene pristope. Sistematicˇen pregled podrocˇij predstavlja temelj za nadaljnje
delo na podrocˇju klikotoka.
• Analiza težav pri zajemu in pripravi podatkov iz spletnih dnevnikov. Predsta-
vili smo klikotok ter glavne težave pri cˇišcˇenju in preoblikovanju podatkov.
Pokazali smo, da je enolicˇna identifikacija uporabniških sej v praksi nemo-
gocˇa brez neke vrste kontekstne pomocˇi.
• Razvoj algoritmov za razpletanje prepletenih uporabniških sej. Na podlagi
poznavanja podatkov o klikotoku in obnašanja uporabnikov smo razvili dve
razlicˇni metodi za razpletanje prepletenih sej. Obe metodi sta se pokazali kot
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uspešni pri izboljšavi kakovosti podatkov v spletnem podatkovnem skladi-
šcˇu. Njuna prednost je enostavna umestitev v postopek procesiranja podat-
kov o klikotoku in predvsem popolnoma pravilno razpletanje velikega števila
prepletenih sej.
• Razvoj popolne hevristicˇne funkcije za hevristicˇno iskanje. Problem razple-
tanja sej smo prevedli na problem preiskovanja prostora stanj. Razvili smo
popolno hevristiko, ki omogocˇa ucˇinkovito iskanje ciljnih razpletov.
• Razvoj realisticˇnega modela za vrednotenje delovanja zgornjega algoritma.
Za prikaz, da razviti metodi razpletanja sej kakovostno razpletata prepletene
seje, smo razvili model za vrednotenje razpletanja po razlicˇnih kriterijih za
merjenje podobnosti med razpletenimi in originalnimi sejami. Z njimi smo
pokazali realno kakovost postopkov razpletanja.
• Empiricˇni preizkus izdelanih postopkov razpletanja v praksi. Razvite po-
stopke smo preverili na realnih primerih prepletenih sej spletne trgovine in
spletnega študijskega IS. Pokazali smo, da sta metodi uporabni na poljubnem
viru podatkov o klikotoku.
7.3 Možnosti za nadaljnje delo
Motivacija za nadaljnje delo je povezana predvsem z izboljšanjem tocˇnosti razple-
tanja prepletenih sej.
• Izboljšava nacˇina identifikacije zacˇetnih stanj. Najvecˇja težava pri razpletanju
sej je pravilna identifikacija zacˇetnih stanj razpletenih sej. Nepravilno identi-
ficirano zacˇetno stanje pomeni tudi napacˇen celoten razplet. Zasnovati bi bilo
potrebno postopek za bolj natancˇno dolocˇanje zacˇetnega stanja.
• Odprava problema cˇasovne prekinitve pri razpletanju s pomocˇjo preiskova-
nja prostora stanj. Postopek preiskovanja bi nadgradili z uporabo omejenega
iskanja v globino, ki se obicˇajno uporablja pri igrah z dvema igralcema, kot
je recimo šah. Pri tem bi lahko uporabili izpeljanko algoritma Real-Time-A∗
(RTA∗).
• Uporaba vira zahteve (ang. referrer) pri razpletanju. Pri dnevnikih spletnih
mest, kjer je na voljo podatek o viru zahteve, bi ta podatek lahko uporabili pri
izboljšanju natancˇnosti razpletanja.
Na ta nacˇin bi nadgradili in izboljšali rezultate disertacije. Metode bi lahko
preiskusili tudi na drugih realnih virih podatkov in potrdili ustreznost pristopa.
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optimalna rešitev, 81
orodje
ETL, 24
WebCanvas, 58
osejevanje, 8, 41, 53
osveževanje skladišcˇa, 18
piškotek, 37, 38, 41, 43, 132
podatki, 123
študijskega IS, 125
spletne trgovine, 131
umetno generirani, 123
podatkovna baza, 4
podatkovno
skladišcˇe, 1, 15, 130
porazdeljeno, 34
spletno, 1, 6, 35
skladišcˇenje, 2, 15, 20
aktivno, 32
v realnem cˇasu, 26, 32
podpis
odjemalca, 127, 133
spletnega iskalnika, 44, 133
podrocˇje za cˇišcˇenje in preoblikovanje po-
datkov, glej staging area, 129
podrocˇno podatkovno skladišcˇe, 18, 48
neodvisno, 18
odvisno, 18
pokritje, 75
popolnost preiskovalnega algoritma, 81
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poslovno obvešcˇanje, 2, 32
postopek
ETL, 50, 92
predprocesiranje podatkov, 11, 128
preiskovanje prostora stanj, 71, 75, 88
prepletena seja
tipicˇna, 143
prijavni postopek, 135
priprava podatkov, 89
problemska situacija, 77, 106, 139
proces
cˇišcˇenja podatkov, 25
odlocˇanja, 2, 7
poslovni, 16
razpletanja, 89
stohasticˇni, 73
prostor stanj, 11, 75, 77, 78, 108
protokol HTTP, 37, 38, 132
RBFS, 82, 109, 117
rešitvena pot, 78
rekonstrukcija sej, 55, 56, 63
rekurzivno iskanje po nacˇelu najprej naj-
boljši, glej RBFS
robot spletnega iskalnika, 128, 133
seja
cˇista, 11, 132
aktivna, 9
prepletena, 9, 54, 64, 88
razpletena, 12
nakljucˇno, 148
tipska, 124, 150
uporabniška, 8, 10, 89
shema
snežinkasta, 29
zvezdna, 27, 28
sistem
informacijski, 1
spletni, 12
podedovani, 33
transakcijski, 1, 16, 18
za podporo odlocˇanju, 15
skladišcˇe operativnih podatkov, 19
spletišcˇe, glej spletno mesto, 124
spletna
aplikacija, 35, 54, 135, 143
stran, 8, 37, 58
spletni
brskalnik, 38
iskalnik, 128
strežnik, 8, 39
spletni pajek, glej robot spletnega iskal-
nika
spletno mesto, 6, 58, 124
staging area, 21, 24
stanje, 71, 74
strežnik, 39
strojno ucˇenje, 58
struktura
spletnega mesta, 6
SUPB, 27
svetovni splet, 34
tabela
dejstev, 28, 30
dimenzijska, 28, 31
testna metodologija, 85
testna množica, 90
trajanje ogleda strani, 118
trikotnik
Pascalov, 68
Stirlingov, 69
ucˇenje markovskega modela, 75
ucˇna množica, 90
uporabniška vloga, 54, 126, 130
verjetnost
prehoda, 72, 143
vhodni podatki, 1
vir
klikotoka, 35
podatkov, 2, 15, 20
spletni, 34
zahteve, 38, 42, 57
vozlišcˇe
koncˇno, 77, 108
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zacˇetno, 77, 108
vrednotenje, 92, 150
vrtanje v globino, 31
vticˇnik brskalnika, 56
zahtevnost
prostorska, 75, 81, 82
zaporedje
kandidatno, 94
najdaljše skupno, 95
referencˇno, 94
uteženo najdaljše skupno, 96
zavihek brskalnika, 9, 54
zgradba podatkovnega skladišcˇa, 20
zrno tabele dejstev, 30
Kratice, okrajšave, simboli
Kratica Opis
BI Business Intelligence
BPM Business Process Monitoring
CIO Chief Information Officer
CLF Common Log Format
CRM Customer Relationship Management
CSF Critical Success Factors
DW Data Warehouse
ECLF Extended Common Log Format
EIS Executive Information Systems
EM Expectation-Maximization
ERP Enterprise Resource Planning
ETL Extraction, Transformation, Loading
HMM Hidden Markov Model
HTTP HyperText Transfer Protocol
HTTPS Hypertext Transfer Protocol Secure
IDA* Iterative-deepening A*
IS Information System
IT Information Technology
JSA Java Sparse Array
KPI Key Performance Indicators
LCS Longest Common Subsequence
MDB Multidimensional Database
MM Markov Model
ODS Operational Data Store
OLAP Online Analytical Processing
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Kratica Opis
OLTP Online Transaction Processing
P2P Peer-to-peer
PB podatkovna baza
PS podatkovno skladišcˇe
RBFS Recursive Best-first Search
RMM Relational Markov Model
SOA Service Oriented Architecture
SPS spletno podatkovno skladišcˇe
SSAS SQL Server Analysis Services
SSIS SQL Server Integration Services
SSNF Snowflake Schema Normal Form
SQL Structured Query Language
SUPB sistem za upravljanje s podatkovno bazo
TPS tipicˇna prepletena seja
URL Uniform Resource Locators
URI Uniform Resource Identifier
WLCS Weighted Longest Common Subsequence
