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Java仮想 マ シ ンの高速化 の可能性
...一データ投機 とデータ再利用技術一
概 要
中 島 康 彦
今 から約30年前 に最初の マイクロプロセ ッサが開発 され て以来,5年 ごとに
約10倍とい う脅威 的なペー スを保ちなが ら,プ ロセ ッサの処理性能が向上 して
きている。 このような高速化は,半 導体技術 の進歩,お よび,コ ンパ イラ技術
に裏付 けされた プロセ ッサ アーキテ クチ ャの進歩 とい う両輪 によ り成 し遂げ ら
れ てきた ものであ る。後者 に関 しては,時 間的並列性 を利用 したパ イプライン
化技 術,空 間 的並 列性 を利用 したスーバ スカ ラやVLIW1)などの命令 レベル
並列化技術 を経て,現 在で は,演 算結集 その ものを予測 して投機 的 に実行 を行
うデー タ投機技術 や,さ らに,過 去 の演算結果 を再利用す るデー タ再利用技術
に関す る研 究が行 われ ている段 階であ る。デー タ投機 とは,先 行命令 の実行が
完了す るのを待 たず に,実 行結果の予測 に基づ いて後続 命令の実行 を開始 し,
あ とか ら検算 を行 う高速化技術,ま た,デ ー タ再利用 とは,あ る命令群 に対す
る入力デー タが過去 の入力 デー タと一致 した場.合に,過.去に記憶 した出力 デー
タをそのまま使 うことによ り,入 力デー タか ら出力 デー タを得 るための計算手
順 を省略 す る高速化技 術で ある。本稿で は,最 近注 目されてい るJava実行環
境 に対 して,デ ー タ投 機やデー タ再利用技術 を適用 した場合の効 果について定
量 的に評価 を行 った。あ るプロセ ッサ構 成を仮定 し,SPECJVM98に含まれ
る.ベンチマー クプログラムを用 いて測定 した結果,全 体 に対す る削減可能なサ
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イクル数 の割.合は,デ ー タ投 機の場合3,8%から29.1%(平均17.0),デー タ再.
利用 の場 合0.1%から47.1%(平均16.6%)であ った。 この ことか ら,予 測 ミ.
ス時 に多 くのペ ナ ルテ ィが 生 じるデー タ投 機 よ りも,ペ ナ ルテ ィが生 じない
デー タ再利用 のほ うが有望であ ることがわか った。
以上の結果 を元に,再 利 用表(ReuseBuffer,以下RBと 略す る)の 挙動 に
関す る調査 を行 ったところ,RBヒ ット率が20.4%一76.D%とかな り高い数値
を示す こと,ま た,再 利用可否判定 に用い る引数および ヒープ上 デー タの個数
が平均 して各 々3個 未 満 と極 めて少 ない ことが明 らかにな った。 さ らに,可 否
判定のためのデー タ量 が少 ない ことを利用 して,投 機 的手法 によ りメ ソッ ドの
引数 を予測 し,RBの エ ン トリを投機的に用意す る機構 を提案す る。本機構 に
よ り,一 般的なデー タ投機 において問題 となるキャンセル時のペナ ルテ ィを発
生 させ ることなく,投 機 的実行 による高速化 を図 ることがで きると考 えている。
1は じ め に
Java言語 は,SmalltalkやC++に代表 され るオブジ ェク ト指 向プ ログ ラ ミン
グ言語 に分類 され る。 しか し,ネ ッ トワークコ ンピューテ ィングを設計思想 の
中心 に据 えている点が従来 の言語 と大 き く異 なる点であ る乙〉。特 に,Java言語
によ り記 述 され た プ ログラ ムはJavaバイ トコー ドに変 換す るこ とによ り,
様 々な実 行環境におい て安 全に実 行す るこ とがで きる。① 実行環境が プ ラ ッ
トフォームに依存 しない,②Javar;apから得 られるJavaバイ トコー ドのサ
イズはC++から得 られ る実行形式 ファイルよ りも極 めて小 さい,③ 実行時 の
安全性 が高い,と い う特徴`:1は,近年急速 に普及 しつつ あ るイ ンター ネ ット上
において,よ り高速かつ高機能なサー ビスを提供す る とい う要求 に合致す るも
のであ る。 このた め,Java言語 お よびJavaバイ トコー ドはイ ンター ネッ ト






..Javaバイ トコー ドの実行環境で あ るJava仮想マ シ ン(以 下JVM)の 実装
には,大 きく以下 の3つ の方式があ る。
イ.ンタプ リタ古式 ソフ トウェアによ りバ イ トコー ドを逐次解釈実行す る方式
であ る.。実行 に必 要なメモ リ量 は少 ない ものの実行速 度が遅い。
静的/動 的命令変 換方式 高速化 のため にバ イ トコー ドを ネイテ ィブコー ドに
変換 してか ら実行 する方式 である。 おおまか に,静 的変換 は全体 を変換 してか
ら実行す る方式,動 的変換 は必 要に応 じて部分的 な変換 を行いなが ら実行 を進
める方式であ る。最適化処理およ.びネイテ ィブコー ドの格納のため に.1'分な メ
モ リを確保で きる場合 に極めて有効 である。...
".ハー ドウェア直接実行方式 ハー ドウェアによ りバ.イトコー ドを逐次解釈実行
す る方式で ある。高速性 を追求 しつつ も,メ モ リ量や消費電力 に対す る制約が
あ る場合 に有効で ある。
本稿 は,機 器制御 のためにJVMを 組.み込 み,ネ ッ トワークを経 由 して制御
用 デー タお よび制御 プロ グラム自身 を送 り込む ような システムへの適用 を想定
してい る。 メモ リ量や 消費電力 に制約があ るために,静 的/動 的命.令変換方式
を採用す ることがで きない一方,可 能 な限 り高速化を図 る必要がある状 況で は,
ハ ー ドウェア直接 実行 方式 を採用す る必要があ る。.,
さて,jVMは ス タ ックマ シ ンであ るため,...一般 的 なRISCプ ロセ ッサのよ
うに命令 レベル並列性 をバ イ トコー ド列か ら直接抽出 し,複 数のバ イ トコー ド
を並列実行す るこ とによ り高速 化 を図 ることは難 しい。す なわち,バ イ トコー
ドの実行 に要す るサ.イクル数 を減 らす,あ るいは,実 行すべ きバ イ トコー ドそ
の ものを減 らす必要があ る、前者のためにはデー タ投機,ま た後者のためには
デー タ再利用 の適用が考 えられ る。
ただ し,デ ー タ投機 はデー タ再利用 に比べて,予 測が外れた場合 に再実行す
るためのハー ドウェア機構や ペナルテ ィサ イクルとい うコ.ストがかか ることか
ら,デ ー タ再利用 よりも極 めて高 い性能 を得 られ る見込みがなけれ ば,実 際 に
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採用す ることは難 しい。
本稿で は,第 皿章 において,JVMの 一般 的特 徴 につ いて述べ る。次 に第IV
章 において,デ ー タ投機 とデー タ再利用の効果を定量 的に比較す るた めに,有
限個の レジス タ,有 限容量の キ ャッシュを有する現 実的な5段 パイプライン構
造 を仮定す る。 この上 に,バ イ トコー ドの特徴 に合 ったハー ドウェア機構 を追
加す ることに より,デ ー タ投機 とデー タ再利用を適用 しない範 囲において高性
能 を得 ることを 目指す。以 ヒの準備 を行 った上 で,第V章 において,本 プロ
セ ッサに対す るデー タ投機お よびデー タ再利用 の適用手法 につい て述べ る。第
VI章において,各 高速化 千法の効果を測定 した後,第 、¶章以 降において分・析お
よび考 察を行 う。
11関 連 研 究
高級言語や オブジェク ト指向プ ログラ ミング言語 によ り記述 された プログラ
ムの高連実行 に関 しては,多 くの研究が行 われ ている4}。
LISPやPrologは,スタ ックアーキテ クチ ャによ く適合す る言 語で あ る。
1980年代 には,こ れ ら高級 言語の高速実行 に適 した.スタックアー キテクチ ャに
関す る研 究が活発であ った。マサチ ュー セ ッツ工科大学MITのAI研 が開発
したLispマシ ンcaneは,ス タ ックの先頭部分 を保持す る2つ の メモ リ(4
Kバ イ トとユ28バイ ト)を 並列 ア クセス可能 な キャ ッシュと して利用 していた。
NTT電 気通信研究所 のELIS"は,1986年に商用化 されたLispマシンで ある。
128Kバイ トのス タックメモ リと3組 の.スタ ック トップ レジスタを備えていた。
.この他,ス タ ックアー キテクチ ャの最 適化 に関す る研究 として,Symbolics
社やLISPMachines社のLispマシン,理 化学研 究所 と東京大学 が設計 ・開





Prologマシ ンPSrlが挙 げられ る。
NTTのTAO/SILENT"で は,リ エ ゾ ン(命 令畳 み込 み),メ ソ ッ ド検 索
.や変数管理 を高速化す るハ ー ドウェアハ ッシュ関数,自 動 バイ トコー ドキュー,
スタ ックポ インタに基づ く自動 キャ ッシ ング レジス タなどの手法が検討 されて
お り,Javaバイ トコー ドとの比較が行われてい る。
デー タ投櫻 お よびデー タ再利用則 に関 しては近 年盛ん に研 究が行われてい
.る。 しか し,バ イ トコー ドの実行に対 して適用 した研究成 果は,ま だ報告 され
てい ない。本論文 では,バ イ トコー ドの特徴で ある,① 演算 および ロー ド結
果が必ず ス タック トップに格 納され ること,② 各 命令 に関連す る記憶 域が オ
ペ ラン ド・スタ ック,ロ ー カル変数 ヒープ領域 のいずれで あるかが オペ コー
ドに よ り容 易に区別で きること,に 注 目した。すなわ ち,命 令実行結果が多 く
の汎用 レジス タに格納 され,ま 鵡 オペ コー ドだけで はロー ド結 果が局所変数
であ るか大域変数で あるか の区別 が難 しい一般 的 なRISCプ ロセ ッサ に比べ,
デー タ投機 およびデー タ再利用 を適用す るための機構 を単純化す ることがで き
ると考 えた。
1∬.Java仮想マ シンと命令 出現頻度
JVMは,ク ラス フ ァイル ・フォーマ ッ トの情報 のみ に基づ いて動作 す る。
クラス ファイル.とは,バ.イ トコー ド,シ ンボル ・テーブル,お よび,他 の付 随
的 な情報 を保持 した ものであ る1D。JVMが使 用す るデー タ域 は第 ユ図のよ う
に大 きく3つ の部分か ら成 る。
オ ペ ラ ン ド ・ス タ ッ クJVMの 大 半 の 命 令 は,現 在 実 行 中 の.メソ ッ ドの オ ペ








第1図JVMの デ ー タ域
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引数 を渡 し,返 り値 を受 け取 るため に も使われ る。
ロー カル変 数 現在実行 してい るメ ソッ ド内でのみ使用 する値 を保持 している。.
また メソ ッド呼 び出 しの引数 はこの領域 を用いて受け取 る。
ヒー プ 実行 時 にクラス ・イ ンス タンスお よび配列 の割 り当 て を行 うため の
デー タ域であ る。 各ス レッ ド問で共有 され る。
JVMの 命令 セ ッ トは,ロ ー カル変数の ロー ド/ス トア,演 算,型 変換,オ
.ブジェク トの生成 と操作,オ ペ ラ ン ド・ス タ ックの管理,分 岐,メ ソッ ドの呼
び出 しお よび.リター ン,例 外 の ス ロー,同 期 などの命令 を含 む。JVMは ス
タックマ シンであ るため,オ ペ ラン ド・ス タ ック上の値のみが操作可 能 となっ
てい る。つ ま り,ロ ー カル変数上 の値 は一度ス タ7ク 上に値 を移動 しなければ,
扱 うことがで きない。 バ.イトコー ドを記述通 りに実行す ると,不 必 要なデータ
の操作が発 生す るため,実 行 の高速化が難 しい と言える。
第]表 に,SPECJVM98'呂1におい て実 際に実行 され た命令 の内訳 を示す。
この結果 よ り,メ ソ ッドの呼 び出 し,お よび,ヒ ー プの読み出 し回数が比 較的
多い ことがわか る。 これ らの命令 は,オ ペ ラ ンド ・ス タ ック上のオブジェク ト
の リファ レンスや,プ ログ ラムに記述 され たコ ンス タン ト ・プールへ の イ ン
12)〔12〕 。
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第1表 命令 の 出現 頻 度
(エ27)7
(単位.=%)
命 令 の 種 類 compress」ess db javacmpegaしLdi。mtrt
ローカル変数の読み出し 32.5 37.3 40.5 35.4 32.8 33.4
ヒー ブ の 読 み 出 し 19.4 20.7 25.1 17.9 20.5 17.4
演 算,型 変 換,ス タ ジ ク操 作 15.9 1.8 6.8 岱.3 }6.5 8.4
条件分岐 6.1 10.9 8.1 9.3 3.3 3.6
定 数 の プ ッシ ュ 7.2 5.6 1.3 5.3 12.8 5.8
メ ソ ッ ド呼 び 出 し 1.8 6.5 3.5 7.2 1.0 13.1
メ ソ ッ ド リ タ ー ン ユ.8 6.3 3.5 6.1 0.9 13.1
ローカル変数への書き込み 9..1 5.4 6.9 4.5 6.3 1.7
ヒー プへ の書 き込 み 4.7 1.5 1.1 4.5 3.3 2.4
無条件分岐 0.4 o.9 1.1 1.3 0.4 0.2
コンス タ ン ト・プー ルの読み 出 し 0.0 o.9 0』 0.2 0.5 0」
その他 1.D 2.1 1.9 2.O 1.7 0.6
デ ックスを元 に して,実 行す る メソ ッ ドを決定す る操作..および,参 黙 す る
フ ィー ル ドの ア ドレスを決定す る操作を含む。 これ らの操作 には,一 一般 的に多
くの処理時間を必要 とす る。 メソッ ド呼 び出 しお よび ヒー プ読 み出 し時.に必 要
とな る対象 ア ドレスの計算 は,.前回の計算値 を保持 してお き,再 利用す ること
によ り高速化を図る ことがで きる と考 えられ る。
IVJavaプロセ ッサの構成
1基 本構成
本章で は,前 章 において述べ た基本的 な高速化手 法 を実現 す るた めの プロ.
セ ッサ構成 について説明する。
ヒー プ読み出 しや メソ7ド 呼び出 し時に必要 となるア ドレス変換の高速化 は,
以前 の結果 を変換表 に登録 してお くことによ り行 う。必 要となる変換表 は以 ド.
の3つ で ある。
オブ ジェク ト変 換表 オブ ジェク ト・リファレ ンスを検索 キー どし,各 オブ
ジェク トの先頭 ア ドレスお よび属性 を保持す る。
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フ ィ ー ル ド変 換 表 コ ン ス タ ン ト ・プ ー ル へ の イ ン デ ッ ク ス を 検 索 キ ー と し,
各 フ ィ ー ル ドの オ フ セ ッ トを 保 持 す る 。
メ ソ ッ ド変 換 表.コ ン ス タ ン ト ・プ ー ル へ の イ ン デ ッ ク ス を 検 索 キ ー と.し,各
メ ソ ッ ドの 先 頭 ア ド レ ス お よ び 属 性 を 保 持 す る 。
ローカル変数上 の値 を直接参照す るために,高 速 アクセスが可能 なロー カル
レジス タを設 け,ロ ーカル変数問の演算を レジス タ間演算 とす る。 しか し,無
限個 のローカル レジスタを用意す ること億 で きず,レ ジス タに格納で きない も
のは,主 記憶 に保持す る。主記憶 上の ロー カル変数 の値 を使用 して演算 を行 う
場合 には,こ れ らの値 を 度 保持 してお くレジスタが必要 となる。 この場合 に
はオペ ラン ド・スタ ックに対 応す るス タックレジス タを介 して実行 を行 う。ス
タ ック レジスタの数 は,多 くとも1命 令が1度 に使 うスタ ックのエ ン ト,1だ
けあれば良い ことか ら,8本 程度 で十分で ある。 また,ロ ー カル変数 に関す る
主記憶 アクセス高速化のためにローカルキ ャッシュを用意す る。同様 に,オ ペ
ラン ド ・スタ ックに関 して.スタックキ ャッシュを用意す る.以 上に述べ た点 を
考慮 し仮定 した プロセ ッサ構成 を第2図 に示す。
本 プ ロセ ッサの パ イプラ イン4&F,D,E,.M,Wの5ステー ジか ら構 成 され
てい る。 ロー カル変数 の うち,ロ ーカル変数番号 の小 さい順 に一定個数 を レジ
.スタ上に保持す ることによ り,オ ペ ラ ンド ・ス タ,ソクを介 さず に直接参照す る
ことを可能 としている。一方,レ ジスタに対応付 け られなか った ローカル変数
はMス テー ジにおいて ロー カルキ ャッシュか ら読み 出 しを行 い,一 旦ス タッ
ク レジスタ上 に格納 した後,演 算 を行 う。 ス タ ック レジス タはDス テー ジに
おいて読み 出す。 オペ ラ ンド ・スタ ックの トップに対す るプ ッシュ/ポ ップに
伴 って必要 となる,ス タック ・ボ トムか らキ ャ ッシュへ のデー タ退避,お よび,
「キ ャッシュか らスタ ック ・ボ トムへのデー タ供給 は,必 要 に応 じて 自動的 にプ
ロセ ッサ内部で処理 され る と仮定 した。前 述の3つ の変換 表 はEス テー ジ,
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ロニ カル レジス タ上 の値が更新 され る毎 に,ロ ー カルキ ャッシ ュへ の書 き戻
しを行 うと実行 速度 の低下 をまね く。 これ を避 けるため,キ ャッシュへの書 き
戻 しは メソ ッドの呼び出 し時 に行 うことと した。 また メソ ッドか らの リター ン
時 には,キ ャ ッシュに退 避 した レジス タの値 を復元す る。 この他,実 行す るメ
ソ ッ ドを切 り替え る時には,引 数および返 り値 の受 け渡 しを行 う必要があ る。
この操作 には,ス タ ックレジス タとローカル レジスタの問での デー タの移動が
必要 となる。 また,メ ソ ッド呼び出 し,リ ター ン時 には,プ ロセ ッサの内部情
報 の退避,復 元 を行 う必要がある。
演算 器 は,一 般 的 なRISCプ ロセ ッサ と同様,乗 算 お よび浮動小 数 点加減
算 につ いては,デ ー タ依存があ る場合に2サ イクルを要す るパイプライン動作,
除算 はデ』 夕景 に応 じて16ない し30サイ'クルを要する非 パイプラ イン動作 と仮
定 した。 これ以外 の演算 は,1サ イクルのパ.イプラ.イン動作 を仮定 した。 デー





.各変換表の うち フ ィ』ル ド変換表 およ.びメウ ッ ド変換表は,第2表 に示す と
お り,高 々300程度 のエ ン トリ数があれば十分で あるの に対 し,オ ブジェ ク ト
変換表 は,極 めて多 くのエ ン トリを必 要とす る.こ れ は,メ ソ ッドお よび クラ.
スは静的 に数が決定され るのに対 し,オ ブジェク トは動的 に数が決定され るた
め と考 えられ る。 この ことか ら,本 プロセ ッサ上で は,フ ィー ル ドの オフセ ッ
トおよびメソ ッドの オフセ ッ トに関 して,.全エ ン トリを収容で きるハー ドウェ
アを用意 し,変 換対が変換表にない場 合の レイテンシは無視で きると仮定す る。
これ に対 しオブジェク ト変換表は,全 エ ン トリを登録す るだ けのハー ドウェ
アを用意す ることが非現実的であ るため,現 実 的なエ ン トリ数 と効果 との関係
を探 る必要があ る。そ こで変換表のエ ン トリ数 と,変 換表.Lにオブジェク トの
情報が存在す る割合 を調査 した結果,第3表 に示す ように,4096エン トリに対
して ヒ ッ ト率が約93.7%と100%には屈か なか った。.これ はオブジェ ク トの寿
命が短 い ものが多いため と考え られる。以上の ことか ら,オ ブジェク ト変換表
の参照 オーバヘ ッ ドは,無 視す ることがで きない と言 える。
(2)キャッシ ュ
ロー カルキ ャッシュお よび スタ ックキ ャ ッシ ュは,参 照 され る範 囲が現在実
行 中のメ ソッ ドで扱 うものだ けに限定され る。1つ のメ ソッ ドを実行 中に参照
され る白一カル変数 とオペ ラン ド・ス タ ックの最大 数を第4表 に示す。 このよ
うに局所性 が非常 に高いため,エ ン トリ数の少ないキ ャッシ ュで もヒ ッ ト率 は
極 めて高い と言 える。一方,ヒ ー プキ ャ ッシュの構 成を ダイ レク トマ ップ,ラ
.イ ンサ イ.ズを64バイ トと仮 定 し,容 量が16Kバ イ トと64Kバ イ トの場 合 に
おいて,ヒ ット率 を測定 した結果 を第5表 に示す。キ ャ.ッシ ュ容量や ウェイ数
を増加す ることによ りさ らなる ヒッ ト率 の向上が期待 で きる ものの,容 量64
Kバ イ トの場 合で もヒ ッ ト率 が82、B%から97.0%であ り,平 均91.2%と90%
を越 えてい る。 また,測 定対象 プログラムが異なるため単純比較 はで きないも
し
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第2表 変 換 対 を全 て 登 録 す るの に必 要 な エ ン トリ数
〔131)11
(単位=個1
プロ グ ラム 名 オ ブ ジ ェ ク ト変 換 表 フ ィー ル ド変 換 表 メ ソ7ド 変 換 表
comp「ess 2229 ユ12 199
Jess 80163 148 223
db 135977 111 208
,
javac 94920 167 267
mpegaudio. 4477 223 226
mtrt 503672 128 225
第3表 オブジェクト変換表の構成とヒット率の関係 褝位;鮒


















第4表1つ の メ ソ ッ ドを実 行 中 に参 照 さ れ る ロー カ ル 変数 と
オ ペ ラ ン ド ・ス タ ックの 最 大 数 〔単位:個 〉







第5表 ヒー プキ ャ ッシ ュの ヒ ッ ト率 〔単位%)










の の,文 献 〔7〕に示 され る よ うに,一 般 的 なRISCプ ロ セ ッサ にお け る
ロー ド命令 の出現頻度が40%程度であ るの に対 し,第1表 に示す よ うに,ヒ ー
プ読み出 し命令 の出現頻度 は平均20.2%と少ない。以上 の ことか ら,性 能評価
時 には容量64Kバ.イ トを仮定 し,ヒ ー プキャ ッシュの ミスペ ナルテ ィを考慮
す ることとした。
3パ イプラインハザー ドの要因
第 π節 に述べ たこ とか ら,本 プロセ ッサ.ヒにおいて主に考慮すべ きパ.イプラ
イ ンハザー ドとして,① オブジェク ト変換 表上 に求め る値が 存在 しなか った
場 合,② ヒープキ ャッシュが ミスヒ ッ トして主 記'憶アクセ.スを行 う場合,③
Mス テージにおいて生産 した値 を次命令 のEス テージにおいて消費.する場合,
④ メソ ッドの呼び出 しお よび リター ン,⑤ 多 くのサイ クル数を要す る演算,
の5つ を取 り.挙げることと した。
Vデ ータ投機 とデータ再利用
1デ ータ投機
デー タ投機 とは,命 令 の完 ゴを待たず にその命令が出力す る結 果を予測 し,
予 測値 を用 いて後続 の命令 の実行 を開始す る手法であ る。ただ し,後 か ら予測
されたデー タが止 しくない ことが判明 した時に,予 測に基づ いて変更 したメモ
リの状 態を戻す必要が あ り,予 測 を行 った時点での メモ リの状態 を保存 してお.
く機構 が必 要 となる。
本稿で は,ス ーバス カラ実行 を仮 定せず,第2図 の構 成 の範囲内 にお ける
デー タ投機 の効果 につい て調査 した。 デー タ投 機に より高速 化が μ∫能 なのは,
前 述のパ イプ ライ ンハザー ドが発生す る場 合であ り,具 体 的には,① ヒープ
を参照する命令,② ロー カルキ ャ ッシ ュを参照す る命令,③ 整 数乗 除算 およ
び浮動小数 点演算 命令,の3つ の命令が対象 とな る。メ ソッ ドの呼 び出 しおよ
び リ ター ンにつ いては デー タ投 機の対象 と してい ない。 これ らの命令 は,M
Java仮想マシンの高速化の可能性(133)13
ステー ジにおいて値 を生 産す るた めに,次 の命 令のEス テー ジにおい て値 を
必要 とす る場合には,パ イプ ライ ンハザー ドが生 じる。 ところで,キ ャ ッシュ
への アクセ スを伴 うロー カル変数の読み出 しおよびヒープの読み出 しは,主 記
憶 アクセスが必要 とな る場合 には,次 の命 令におい てE.ステー ジで値 を使 用
しない場合で も,パ イプラインハザー ドの原 因 とな りうる。.ただ し,ロ ーカル
変数 の読 み出 しに関 しては,キ ャッシュの ヒ ッ ト率 が十分 高 いため,キ ャ ッ
シ ュミスに関す るデー タ投機の効果は無い もの とする。・...一方,ヒ ープアクセス.
時 に必要 となるオブジェク ト変換表の参照において,求 める値 が変換表‡ に存
在 しない場合 のパ イプラ.インハザー ドについては,前 述 のよ うに発生頻度 を無
視す ることがで きないため,デ ー タ投機の対象 とする。
デー タ予測 の手法 には,最:も簡単 な機構 であ るLastValuePrediction'を
仮定 してい る。 この手法で予測 され る値 は,前 回その命令 が生産 した値.と同 じ
値 であ る。第2図 において,デ ー タ投機 を行 った場合の動作は以.ドのよ うにな
る。
(1)Dス テー ジにおいてその.命令 を予測 の対象 とす るか どうか を判断す る。
〔2)予測 の対象 とす る命 令であ る場合 には,前 回の実 行結 果 をEス テージ
において取 り出 し,次 の命令ヘ フォワー ドす る。並行 して,予 測 した値が
正 しいか どうかの判断のため,命 令 の実行 を開始す る。
(3〕実際 に実行 した結果が予 測値 と異な る場合 には,予 測値 を用いた実行結
果 を破 棄 し,正 しい値 を使用 して以降の命令 を再実行す る。 また,次 に実
行 す る場合 に備 え,Wス テー ジにおいて正 しい値 を登録す る。予 測 した
値 が正 しい場合 には処理 を続行 す る。
2デ ータ再利用
デー タ再利用 とは,実 行結 果を保存 してお き,再 度 同 じ入力 デー タを用いて
実行す る場合に,実 行結果 を再利用す ることによ り実行 を省略 し高速化す る手.
13)〔6〕。
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法であ る。デー タ再利用はデー タ投機 とは異 な り,再 利用す る値 は必ず正 しい
もので なければな らない。使用 する値 が有効で あるかの判断 を,デ ー タ投 機で
は使用後 に行 うのに対 して,デ ー タ再利用で は使用前 に行.う。
デー タ再利用 においては,入 力デー タが正 しいか どうか の判断 を行 うため に,
どの命令か ら どの命令 までを単位 として再 利用 を適用す るのか を決定す る必要
が ある。 デー タ再利用の 単位 と しては,メ ソ ッド内の複数 の命令列 を単位 とす
る方法 と,メ.ソッ ドを単位 とす る方法が考 え られる。メソ ッド内の命令列 を単
位 とす る場合 には,命.令をス キ ップす る際にパイプ ライ ンハザー ドが生 じる。
このた め スキ ップす る命.令数が 少 ない場 合 には効 果が得 られ ない。 一方,メ
.ソ.ッドを単位 とす る場合 には,メ ソ ッドの呼び出 しおよび リター ンに伴 うパイ
プラインハザー ドを削減す るこ とが可能にな る。そ こで本稿 では,メ ソッ ドを
単位 とす ることに した。.
メソ ッドを単位 としてデー タ再利用 を行 う場合,再 利用が可能か どうか の判
断 は,メ ソ ッドが呼 び出され てか ら リター ンす るまでに行われた メモ リリー ド
全て について,参 照 したア ドレ.スおよび値が以前 と同 じであ るか どうかを調 べ
ることによ り行 う。またデー タ再利用が可能であ る場合 には,呼 び出 しが らリ
ター ンまで に行われた全 てのメモ リライ トを以前 と同様 に実行す る。第3図 お
よび第6表 にRBの 構 造お よび諸元 を示す。RBの 各エ ン トリは,過 去 に メ
ソッ ドに渡 された引数,メ ソ ッドが読み 出 した ヒー プ上 デー タ(配 列,フ ィー
ル ド,ス タテ ィック)の 各 ア ドレスおよび内容,書 き込 んだ ヒー プ上デー タの
各ア ドレスおよび内容,返 り値 を保持 してい る。以下 に,第2図 にお ける動作
を以下 に示す。
〔1)Fステージにおいて取 得 した命令 に メソッ ド呼 び出 しが存在す る場合,
デー タ再利用が可能か否かの判断を メソ ッド呼 び出 しに先行 して 開始す る。
まず比較す るメモ リア ドレスを得 るため に,メ ソ ッド呼 び出 し命令の オペ
ラン ドか ら,登 録 して ある記憶表(RB)へ のイ ンデ ックスを求め る。
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デ ー タ再利 用 の ため の記 憶 表(RR)
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RBの 総 エ ン トリ数
同 時 に比 較 を行 う エ ン トリ数 の 上 限
引 数比 較 の ト:限
配列 比 較 の上 限 、
配 列 格 納 の上 限
フ ィー ル ド比 較 の 上 限
ブ イー ル ド格 納 の 上 限
ス タ テ ィ ック比 較 の上 限










リー ドの結果 と現在 のメモ リの値 との比較 によ り行 う。現在 のメモ リ上の
値 の うち ヒープ上 に存在す る もの は,リ ー ドが1サ イ クルで は終.∫しない、
そ こで,メ ソッ ド呼 び出 しに先立ち リー ドを行 い,以 前 の リー ド値 とを比
較す る。




おいて残 りのメモ リ上 の値 の比較 を行 う、具体的には,メ ソ ッド呼 び出 し
までに比較が完..∫しなか った ヒープ トの値,お よび,メ ソッ ド呼 び出 しの
引数であ るス タ ック上の値で ある。第2図 の構成で は,メ ソ ッド呼び出 し
はパ イプラインハザー ドを伴 うため,こ れ らの処理 はオーバヘ ッドとはな
らない。
㈲ 〔3}の結果,再 利用 が可能で ある と判 断 した場合 には,メ ソ ッド呼び出 し
のW.ス テー ジにおい て,以 前実行 した時点 にお ける実行結 果を メモ リに
書 き込む。 メソ ッ ド呼び出 しの次 の命.令が返 り値 を使用す る場合 には,同
時 に次の命令へ と返 り値をフ ォワー ドす る。
(5)再利用が不.可能であ る場合には,実 際にメソ ッ ドを呼 び出 し,実 行結果
を登録す る、
ただ し,メ ソ ッ ド内において ネイテ ィブメソ ッ ドが呼 び出され た場合,登 録
中のメ ソッ ド全て について登録を取 り消 している。 これ は,ネ イテ ィブメソ ッ
ドにおいて入出力等が発生す る可能性があ り,正 しいデー タ再利用 を保証す る
ことがで きないためであ る。
VI測 定条件および結果
評 価 に はKaffel.064"およびSPECSVM98を 用 いた。 このベ ンチマー ク
には,51,s10,x100と3段階の実行 サイズが存 在す る。なお,KaffeLOb4上で
はjackが動作 しなか ったため,評 価 の対象 か ら外 した。
まずデー タ投機 の効果 について示す。全実行命令の うちデー タ投機 の対象 と
なる.命令が何 命令存在す るか を第7表 に示す。全体の算術平均は38.5%である。
第8表 は,デ ー タ投機 の対象 とした命令 に対 し,予 測が正 しか った命令 の割
合 を示 してい る。算術平均 は54.8%である。
パ イプラインハザー ドは,デ ー タ投機の対象 と した命令,お よび,メ ソ ッド
の呼 び出 し,リ ター ン命.令においてのみ発生す る もの とす る。 ロー カルキ ャ ッ
エ5)〔4〕。
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第7表 デ ー タ投 機 の対 象 と な るバ イ トコー ドの比 率 〔単位:%)























第8表 予測が正 しい確率 陣 位:%)






















シ ュか らの読み出 し結果 を直後の命.令で使 用する際のペナルテ ィは.1サイクル,
ヒー プキ ャ ッシュは容量64Kバ.イ ト,オ ブジェ ク ト変換表 は4096エン トリと
仮定す る。 ヒー プキ ャッシュの ミス ヒ ットのペナルテ ィ,お よび,オ ブジェク
ト変換表 の ミスヒ ッ トのペナルテ ィは ともに20サイクル,単 精度除算お よび倍
精度除算の実行時 に生 じるパ イプラ.インハザー ドは各 々16,30サイ.クルと仮定
す る。 メソ ッド呼び出 し,リ ター ン時に必要 な内部状態 レジスタの退避お よび
復元 には10サイクル,ま た,退 避 および復元 に必要 となるロー カル変数の個 数
は8.とし,1サ イクルによ り1個 の退避 および復元が可能であ るとす る。 これ
.らを.合計 する と,1回 のメ ソッ ド呼 び出 しお よびリター ンに要す るサ.イクル数
はそれぞれ18となる。 また,予 測が外れた時のペナ ルテ ィは0と 仮 定す る。 一
方,LastValuePredictionを適用 す るため には,.バイ トコー ドの.各1バ イ ト
毎 に8バ イ トの演算結果 を記憶す る値予 測表が必 要 となる。得 られ る効果 の...L
限を求めるために,値 予測表のエ ン トリ数については無制 限 と仮定 した.
これ らの仮定の もとで,デ ー タ投機 によ り削減す る ことがで きたサ イクル数
を第9表 に示 す。.この結 果 によ る と,デ ー タ投 機 の 手法 に よ り3.8%から
ト琴 ・…%・ サ… を・㈱ ることが可能・あ・・・… イ ・一 … 的・
.イ ズ は,compressが最 も小 さ く56Kバ イ ト,Cが 最 も 大 き く150Kバ イ
欄F.
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第9表 デ ー タ投 機 に よ り削 減 可 能 な サ イク ル数 の割 合 〔単位=%}






















トで あ るこ とか ら,同 じ結 果 を得 るため に最低1堤必要 な値 予測表 の大 きさは
1.2Mバイ ト(8×150Kバ イ ト)と な る。ただ し,第7表 に示 したよ うに,
デー タ投 機の対象 とな るバ イ トコー ドの比率 は半分以下であ る。効率の良い入
れ換 えアルゴ リ.ズムを適用す る ことによ り,値 予測表のエ ン トリ数を大幅に圧
縮す ることが可能で あ ると考 えて いる。
最後 に第to表にデー タ再利用 の効果 を示す。表の ヒ段 は,全 実行命令数に対
す る,デ ー タ再利用 によ り実行不要 となる命令数の比であ る。表 の下段 は,全
呼 び出 しメソ ッド数 に対す る,デ ー タ再利用 によ り実行不要 とな るメソ ッド数
の比であ る。RBに 対 して登録可能 な総エ ン トリ数は32768と仮定 した6
メソ ッド呼び出 しおよび リター ンに要す るサ イクル数の仮定は,デ ー タ投機
の評価 で用 いた値 を使用す る。 また,ヒ ー プとの比較は メソ ッド呼び出 しに先.
立 つ.ては行 わず,メ ソ ッド呼 び出 しとオーバ ラ ップして実行する もの とし,1
サ イクル につ き1つ の ヒープ上の値 との比較が可能であ ると仮定 する。つ ま り,
ヒー プ上の値 と比較す る回数が増加すれば,デ ー タ再利用の効果 は少 な くなる
もの とす る。 この値 を用 い,さ らに,パ.イプラインハザー ドがメ ソ ッドの呼 び
出 しお よび リター ン時以外 には 切 生 じない もの と仮定 する と,第11表に示す
ように,RBの:構成 が32768エン トリの場合,O.1%から47.1%のサ イクルを削
減す ることが可能で ある。 なお第12表に示す ように,4096エン トリの場合で は
compressについて若干の性能低.ドが見 られ た。x$の 各エ ン トリには352バ.イ
トを必 要 としたため,4096エン トリの場合,RBの 大 きさは1.4Mバ イ トとな
る。大 幅な圧縮 の.]f能性があ る値予測表に比べて,デ ー タ再利用 を効果 的に行
うために必 要なRBは 極 めて大 きい と言 える。
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第10表 デー タ再 利 用(32768エン トリ)に よ り削 減 可 能 な命 令 数
お よび メ ソ ッ ド数 の 割 合 〔単位:%)




































第11表 デ ー タ再 利 用(32768エン トリ)に よ り
削 減 可 能 な サ イ ク ル数 の 割 合 (単位;%)






















第12表 デ ー タ再 利用(4096エン トリ)に よ り
削 減 ロ」.能な サ イ クル数 の割 合 〔単位=%)




















デ三 夕投機 について は,第9表 の数値 ぽ魅力的であ る とは言い難い。予測が
正 しくなか った場合 に,.メモ リの状 態 を予測 を行 った時点 の状態 にまで戻す機
構 が必 要 となるために複雑 なハー ドウェアが必要 とな り,実 際 にはよ り多 くの
.ペナルテ ィを要す る ことが予想 され るためで あ る。
ところで文献 〔7〕に.おい て,本 稿がデー タ投機 の対象 としたバ イ トコー ド
と同様,複 数サ イ クルを要す るRISC命 令 について データ局所性(Table3)
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を命令 出現 頻度(Table2)によ り加重平均 した値 を求 める と,約54.9%とな
る。命令セ ットお よび測定対象 プログラムが全 く異 な るため.単純比較 はで きな
い ものの,第8.表 の算術平均(54.8%〉とほぼ同 じである ことは極 めて興味深
.い。デー タ投 機における ヒッ ト率 に関 しては,特 にバ イ トコー ドが優れてい る
とは言えない ことが明 らか になった。ただ し,冒 頭 において述べ たよ うに,.一
般的 なRISCプ ロセ ッサ よ りも単 純な機構 によ リデー タ投機 を実現 で きる場
合,バ イ トコー ドに対 してデー タ投機 を適用す る意味が あ ると言 える。
デー ダ再利用 の効果 につ いて は,ベ ンチマー クごとに大 きなば らつ きが生 じ
ることが明 らかになった。 これ は,ベ ンチマー クプログラムの ソースコー ドの
記述方法に大 きく依存す るため と.考えてい る。他 のオブ ジェク トの内部変数 を
直接 参照 した り,単 純 なデータ構造であ るために クラス として定義 しない など
の記述を行 うと,今[ul採用 した方針でのデー タ再利用が難 しくなる。 しか し,
この ような記述 の方法 はオブ ジェク ト指向を意識 した プロ グラミングで はな く,
Javaを使用 する 目的 に合 った もの とは言 い難 い。 オブジェク ト指 向を意識 し
.て プログラムの記述 を行 う場合 に,本 プロセ ッサおよびデー タ再利用 の手法 は
よ り高 い性 能 を発揮す ると考 えてい る。mtrtは,第1表 の結果か らメソ ッ ド
呼び出 しが多 く,デ ー タ再利用 に適 した プログラムで ある と考 えられ る。 しか
し,浮 動小数 点数 を扱 うた め,ベ ンチマー クのサ イ.ズが大 きくなるに従い,メ
ソッ ドの入力 デー タの種 類が膨大 とな り,デ ー タ再利用 の性 質上.登録可能 なエ
ン トリ数 が制 限され,そ の効果が得 られなか った もの と考 えられ る。
VIIIメソ ッ ド毎のRBヒ ッ ト率の分析
さ らに,現 状 のRBの 挙動 を分析す る。各 メソ ッ ド呼 び出 しに注 目 したRB
の挙 動を第ユ3表お よび第14表に示す。RB参 照回数は,メ ソ ッド呼び出 しが第
6表 の条件 を満た しRBに 最 低1エ ン トリが登 録 され たため にRBの 参 照が
行われた回数,RB参 照 率は全 メ ソ ッド呼 び出 し回数 に対す るRB参 照回数の
割合であ る。RBヒ ッ ト回数 は,再 利用 がlrl.能で あった回数,usヒ ット率は
lava仮想マ シンの高速化の可能性.
第13表 メ ソ ッ ド呼 び 出 しに注 目 した 分 析(sl)
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comp「e¥¥ less db javac mpegaudi。{ mtrt
メ ソ ッ ド呼 び 出 し 17359045579805 ユ05180 629304ユ136453;6044ユ66
RB参照回数 15538113 355057 52220 1815ユ6 842789 4608397
RB参照率(%). 89.5 61.2 49.6 28.8 74.2 76.2
RBヒ ッ ト回 数 4194452 192576 ユ3920 370ヨ6 401313.3500838
.RBヒ ッ ト率 〔鮒 27.0 54.2 26.7 20.4 47.6 76.0
引数比較平均 個) 2.00 1.33 ユ.2ユ o.91 1.57 1.ユ3
ピ ・ープ比較 平均 個) 2.00 1.41 1.57 0.79 0.86 1.13
第14表 メ ソ ッ ド呼 び出 しに注 目 した 分 析(s1ω
comp「ess 」ess db javacI… mp・g・udiQ mtrt
メ ソ ッ ド呼 び出 し 1呂1987576024455…ユ867579…449393093005172439/637
RB参照回数 155821534964854.111957419592927273108 862944
RB参 照 率 〔%) 85.6 82.41 59.9 43.6 78.2 3.54
RBヒ ッ ト回数 3331209351]692464445 9125282892786 317969
RBヒ ッ ト率(%) 2ユ.4 70.7 41.5 46.6 39.8 36.8
引数比較平均(個〉 2.00 1.91 1.58 1.13 1.59 0.77
ヒープ比較平均 梱 〉 2.00 1.ユ6 2.32 0.75 0.85 0.80
RB参 照回数に対す るRBヒ ッ ト回数 の割合で ある。 また,引 数比較平均 は,
ヒ ット時の引数 の平均個数,ヒ ー プ比較平均は,同 じ くヒープ上 デー タの平均
個 数であ る。
RBヒ ッ ト率 が20.4%一76.0%とか な り高い数値 を示 してい ることは興味深
い。 また,KBに 登録可 能 な引数 お よび ヒー プ上 デー タが最 大8個 お よびユ0
(4+4+2)個 であ るの に対 し,実 際 に必 要 とな るのは各々平均3個 未満 と
極 めて少 ない ことがわか る。
RBヒ ッ ト率が低 いメ ソッ ド呼 び出 しに先立 ち,.引数 を予測 し,正 しい実行
結果 を予めRBに 登録す ることがで きれ ば,RBヒ ッ ト率を上げた り,よ り小
さなRBで もヒ ッ ト率 を維持で きる可 能性 があ る。比 較の対象 とな る引数 の
個数が比較的少ない ことが判明 したために,引 数 を予測す る.ことが現実味を帯
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びて くる。
次の段 階 として,メ ソッ ドの引数 を予測す る余地があ るか どうかについて調
査 した。 出現頻度が極 めて高 い一方,RBヒ ッ ト率が極め て低い メソ ッ ドが引
数 予測の候補 として適 当であ る。 この ようなメソ ッ ドを探索す るため之,SS
とdbを 対象 と して,メ ソ ッ ド毎 のRB参 照回数 とヒ ッ ト回数,お よび,メ
ソ ッ ドに引数 を加 えた比較 パ ター ン毎のKB参 照回数 とヒッ ト回数 を第4図,
第5図,第6図,第7図 に示すp
各図の左 側の グラフは,RB参 照Jill数の.多い順 に,X軸 方 向のメソ.ッドを並
べ替 え,RR参 照 回数お よび ヒッ ト回数を対数表示 した ものであ る、 また右側
の グラフは,メ.ソッ ドに引 数 を加 えた比較パ ター ンをX軸 方向 とし,X軸 に
ついて も対数表示 した ものであ る。
第4図 と第5図 を比較す る と,jess(sl)に比べてjess(s1⑪)はわずか数個..
の メソ ッ ドのRB参 照回数 お よびRBヒ ッ ト率 が極めて 高いた めに,全 体 の
RBヒ ッ ト率 を押 し.ヒげてい ることがわか る。jess(s10)の比較 パターンを見
ると,RB参 照 回数 の多いパ ター ンのほ とん どがRRに ヒ ッ トしてい る。 これ
に対 してjess(S1)では,上 位 のパ ター ンに ヒッ ト率が低い ものが比較 的多 く
含 まれて い る。 さ らに調 査 した結 果,jess(51)にお いて ヒッ ト率 の低 いパ
ター ンは,jess自身の.入力デー タに直接 関係す る もので あることがわか った。
問題 サ イズが.小さいため に.入力に関す る処理の比率 がか えって高 くなると考 え
られ る。
この傾 向は第6図 お よび 第7図 の比 較 において よ り顕 著であ る。db(SL)
で は入力 デー タに直接 関与す るメソ ッ ドが上位の大部分 を占め るため に,RB
ヒ ット率が低い。db(s1①.ではRRヒ ット率の高い メ ソッ ドが ヒ位 を占め る
た め に,全 体 のRBヒ ッ ト率 が 高 くな ってい る。 グ ラフを記 載 して い ない
javacについて も同様 の調査結 果が得 られている。
現在 の調査 範囲で は,出 現 頻度が極めて高い一方,RRヒ ッ ト率が極めて低
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受 ける引数 を用 いてい る。従 って,現 時 点では投機 的実行 に よ りRRヒ ッ ト
率 を格段 に向上 させ るこ とは難 しい。他のベ ンチマー クプログラムにつ いて も
詳細 に調査す る必要があ る。
IXRBへ の投機 的プ リロー ドによるデータ再利用の高速化
さて,デ ータ投 機 とデー タ再利用 を同時 に適用す るこ とについて考察 してみ
る。 データ投 機 は入力 を予 測 して演算 を開始す るため,演 算結果が誤 ってい る
可能性があ る。従 って,デ ー タ投機 によって得 られた結果 に対 して デー タ再利
用 を適用す ると,再 利用結 果を無効化す る可能性が生 じ,無 効化の必要がない
とい うデー タ再利用本 来の利点が失われ る。 この不都合は,デ ー タ再利用の入
力のみ を投機 的に求める ことか ら生 じる。......・方,.入力 と演算結果の両方を投 機
的 に求 め,RBに 対 して正 しい エン トリを予 め登録(プ リロー ド)す る手法 を
確 立す ることがで きれ ば,一 般 的なデー タ投機 において問題 となる予測 ミス時
のペ ナ ルティは.発生せず,デ ー タ再利用 にお いてRBヒ ット率 を上げ た り,
よ り小さなRBで も高い ヒッ ト率 を維持 で きる可 能性が ある。
jessの実行 の際,出 現頻度がそれほ ど高 くない ものの,引 数がほぼ単調 に増
加す るメ ソッ ドがKaffeLOb4内部の ライブ ラリ中に見つ か ってい る。 また,
mtrtにおい て出現 頻度 が高い メソ ッ ドのい くつか は,ヒ ー プ上 の同一 フ ィー
Java仮想マ シンの高速化の円.能性














































キ ャ ッ シ ュ
{C)キャ・ソシュREADを含む
投機 的実行
ル ドを連続 して数回参照 し,次 の フィール ド.位置へ移動す ることを繰 り返 して
い る。引数が単調 に変化す る場.合には,過 去 の演算結果が再利用 され ることは
な く,変 化直後のRRヒ ッ ト率 は0で あ る。一方,単 調変 化 を予測 して引数
お よび実行 結果 をRBに 登 録 してお くこ とが で きれ ば,ヒ ット率 をさ らに高
める ことがで きる。第8図 に,こ の ような投機 的手法 を適用す るため のハー ド
ウェア構成 を例示す る。(A)は,アドレス予測 によるキ ャッシュへの プ リロー ド
との類似性 を示 した図で あ る。多 くのサ イクル数 を要す る単一演 算 たおいて
ソー スデー タに局所性 が存在す る場合 には,通 常の演算回路 とは別に,予 測 し
た ソー スデー タに対 して演算 を行 う演算回路 を用意すれぱ よい。単 演 算 では
不 十分 であ る場.合には,(R)のよ うに作業 レジスタを追加する ことが.考えられる。
さ らに,ヒ ープの内容 も必要 とす る場合には,⑥ のよ うにキ ャ ッシュか らの読
み 出 しパ スの追加が必 要 とな る。投 機的演 算結果 をキ ャッシュで はな くRB
26(146)第165巻 第3号
にのみ書 き込 むことによ り,引 数の予測が外 れた場 合で も投機 的実行 のキ ャン
セルを不 要 とす ることがで きる。
Xま と め
本稿 では,バ.イ トコー ドの命令 出現頻度お よびス タ ックマ シンの特徴 を もと
に,高 速化 の手 法につ いて検討 を行 った。特 に,変 換表 の機構 を導入 したプ17
セ ッサ の基 本構成 につい て詳細 な検 討 を行 った。 そg上 で デー タ投機 お よび
デー タ再利 用を適用 した結果,前 者 における予測値 の ヒ ット率 お よびサイ クル
数削減効果に関 しては,特 にバ.イトコニ ドが優 れてい るとは 言えない こと,一
方,後 者については,オ ブジェク ト指 向を意識 した プログラムにおいて良い効
果が得 られ ることが判 明 した、,デー タ投機 に対 し,デ ー タ再利用 の手法 は,効
果 に偏 りが見 られる ものの,よ り効果 的で あると考 えてい る。ただ し,後 者 の
ために必要 とな る記憶域 の大 きさは,前.者に比べて.極めて大 きい ことか ら,現
実の プロセ ッサに対 して適用す るためには.さ らなる工夫が必要であ ると言え
る。 また本稿で は,.RRの挙動 を調査 した。再利用可否 の判定 のためのデー タ
量が少 ない ことか ら,さ らに,引 数および実行結果 を投 機的手法 によ り求める
デー タ再利用の可能性 について考 察を行 った。今後 は,引 数 を効率良 く予測す
るための具体的な方法,お よび,第8図 の〔A>から◎ の各構成 にお けるコス トと
効果 について,定 量的な評価 を進 める予定で ある。
謝 辞 な お,本 研 究 の 一 部 は 文 部 省 科 学 研 究 費 補 助 金(基 盤 研 究(s)(2)課題 番 号
12480072ならび に132558027)に:よる。
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