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This dissertation work theoretically investigates the electron transfer reactivity in 
biomaterials and the prediction of the refractive index of materials. In Chapter 2, the theoretical 
backgrounds of density functional theory, exchange-correlation functionals, time-dependent 
density functional theory, coupled-perturbed KohnSham theory and the scheme of long-range 
correction for exchange functionals in Kohn–Sham density functional theory are presented. In 
Chapter 3, denitrification reaction mechanisms of copper nitrite complexes as models of a 
copper nitrite reductase are studied for proposing reaction pathways in consideration of both 
proton and electron transfer reactivity. The Gibbs energy of a proton in solution, G(H
+
), and the 
redox potential, Eredox are evaluated to discuss proton and electron transfer reactivity. In Chapter 
4, the electron transfer rate at the first excited state of 5-(1-pyrenyl)-2’-deoxyuridine (Py-dU) is 
examined to elucidate the difference in protic and aprotic solvent effects on the excited-state 
electron transfer reactivity of Py-dU. In Chapter 5, refractive indices of monomer compounds 
are systematically evaluated using the Lorentz-Lorenz equation with polarizabilities obtained 
via density functional theory. The effect of the long-range correction for exchange functionals in 
Kohn–Sham density functional theory on accuracies of polarizabilities of gaseous compounds 
and refractive indices of liquids is discussed. In Chapter 6, a scheme to calculate the 
polarizability in a polymer repeat unit is proposed. Refractive indices of polymers are 
systematically evaluated using the Lorentz-Lorenz equation with polarizabilities in a polymer 
repeat unit. According to my results, this dissertation work provides computational 
methodologies for biomaterials and optical materials based on the first-principles electronic 
structure theory. These methodologies are widely applicable to more complicated systems. 
Therefore, this dissertation work will contribute to understanding mechanisms and a 
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1. GENERAL INTRODUCTION 
1.1 Electron Transfer in Biomaterials 
1.1.1 Electron transfer 
Electron transfer is an elementary reaction involving a transfer of electrons from one substance to 
another, leading oxidation-reduction reactions.
1
 A chemical entity donating electrons to another compound is 
defined as a donor and one accepting electrons from another compound as an acceptor, respectively (Figure 
1.1). Electron transfer converts a portion of the energy between light, electrical and chemical energies. In 
biological photosynthesis and respiration processes, electron transfer plays an essential role in energy 
conversion and triggers these processes.
2 
 
Figure 1.1 Schematic representation of electron transfer from donor to acceptor. 
 
Electron transfer occurs by either of both of two mechanisms: inner sphere electron transfer (ISET) 
and outer sphere electron transfer (OSET).
1
 ISET involves the formation of a covalent linkage between 
oxidant and reductant in their inner coordination spheres before electron transfer. In biomaterials, ISET is 
rare because the formation of the intermediate of oxidant and reductant is inhibited by bulky ligands. On the 
other hand, OSET often observed in biomaterials occurs between non-connected species without a change in 
coordination sphere. Marcus and Hush developed theories to obtain the OSET rate constant.
3-8
  
On the basis of Marcus theory,
3,4
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where h is the Planck constant, λ the reorganization energy, kB the Boltzmann constant, T the temperature, 
G
 
the Gibbs free energy change in the reaction, 
 
the electronic transmission coefficient, i.e., 1
 




for nonadiabatic electron transfer. Hij is the electronic 
 3 































                    (1.2) 








 TkHij   ,                          (1.3) 
where ν represents the frequency of an effective nuclear vibrational mode. The adiabatic limit is for 
12 LZ   and the weak coupling nonadiabatic limit is for 12 LZ  . 
Photoinduced electron transfer (PET) is an electron transfer process in the excited state induced by 
light absorption.
10
 In PET process, three types of electron transfer occur as follows: 
 
Charge Transfer              
 　　　　　 BACBAC  * ,
   
       (1.4) 
Charge Recombination           　　　　　 BACBAC    ,               (1.5) 
Charge Separation            
  　　　　　 BACBAC   .       (1.6) 
 
Schematic representation of the charge separation mechanism is shown in Figure 1.2. As shown in Figure 
1.2, there are two electron transfer processes after the charge transfer: the charge recombination and the 
charge separation processes. Since the charge recombination process from the excited state to the ground 
state loses the energy obtained by light absorption, it is unfavorable in regard to the efficiency of energy. The 
multi-step long-range electron transfer leads to the formation of long-lived charge separation state because of 
the long-range distance of the charge recombination. 
 
 
Figure 1.2 Schematic representation of the charge separation mechanism in PET. 
 4 
For example, in the purple phototrophic bacteria, electron transfer occurs between a 
bacteriochlorophyll dimer (PA + PB) and bacteriopheophytin molecule (HA) induced by photoexcitation 
(Figure 1.3).
2,11
 Next, the electron is transferred to ubiquinone acceptors (QA and QB), sequentially. Through 
the long-range electron transfer process, the charge separation yields high efficiency by avoiding the charge 
recombination.
2
 After the charge separation, the light energy is converted to the energy of the proton gradient 
which is used to synthesize adenosine triphosphate (ATP). 
 
 
Figure 1.3 Electron transfer in phototrophic bacteria. The arrows show the route of electron transfer. This 
figure is obtained from Ref. 11. 
 
It is important to elucidate the mechanism of electron transfer in biomaterials from theoretical 
aspects in order to construct the rational design principle for advanced systems such as photosynthetic 
molecules. In addition, understanding mechanism of electron transfer will be also helpful for improving the 





1.1.2 Copper-containing nitrite reductase 
Nitrite Reductases (NiR) are enzymes catalyzing denitrification,
13,14
 in which NO2
-
 is reduced to 







 → NO + H2O.                        (1.7) 
 
Two kinds of NiRs have been found: the Fe-NiRs with hemes
14,15
 in active site and the Cu-NiRs.
16-19
 The 




X-ray crystal structural analyses, the structure of the green NiR from Achromobacter cycloclastes was first 
determined,
16
 and then that of the blue-NiR from Alcaligenes xylosoxidans was determined,
20,21
 as were that 
of the green NiRs from Achromobacter cycloclastes
16,22
 and Alcaligenes faecalis.
17,23,24
 




 are reduced not only to N2 but also 
to N2O and NO, respectively. N2O and NO are known as greenhouse gases causing a destruction of the ozone 
layer.
25,26
 Besides emission by human, soil bacteria is a principal cause of NO effluvium into the air.
27
 Thus, 
it is an important problem in environmental chemistry to clarify the generation mechanism of NO by the 
NiRs. Another issue concerning the NiRs is the formation of a Cu-nitrosyl, the combination of Cu and NO, 
which is related to neurodegenerative diseases.
28-30 
Cu-NiR consists of three monomeric units, and each monomer has two distinct copper ions. The 
two copper ions are classified as the Type 1 copper (T1 Cu) and the Type 2 copper (T2 Cu) (Figure 1.4). The 
ligands of T1 Cu consist of two histidines (His), a methionine (Met), and a cysteine (Cys), and those of T2 
Cu consist of three His and the reactant.
16,24
 In green NiRs, the distance between T1 and T2 Cu is about 13 Å, 
and the two Cu ions are connected through His135 and Cys136. An outer electron donor, such as cytochrome 
c or azurins, supplies the electron required for the denitrification to T1 Cu in the Cu-NiR at first,
18,31
 and then 
T1 Cu brings an electron to T2 Cu 
18




Figure 1.4 T1 and T2 Cu sites of Cu-NiR (PDB ID: 2AFN). An electron is transferred from T1 Cu to T2 Cu. 
 
Since it is difficult to understand the functions of T1 and T2 Cu in metalloproteins due to their 
structural and electronic structure complexities, several organic chemists have reported syntheses of Cu 
complexes mimicking structures of T1 and T2 Cu. A nitrite adduct in the active site around T2 Cu is often 
designed as models of the NiR.
33-44
 The fourth ligand of T2 Cu is occupied by a water molecule under the 
 6 
resting state, and the catalytic reaction cycle starts with the replacement of a water molecule to a nitrite 
molecule.
16
 Several possible structures have been reported for the coordination of a substrate to T2 
Cu.
17,22,45,46
 While an end-on O-coordinated Cu-nitrite is known as a possible structure in the reaction,
17,22,45
 a 
side-on Cu-NO has also been recently reported (Figure 1.5).
45,46
 The O-coordinated nitrite has an almost 
face-on interaction with the metal.
45
 The stabled orientations of the nitrite are supported by the hydrogen 
bond network between the nitrite and the carboxylate group of the aspartic acid (Asp98).
23
 Through a water 





Figure 1.5 Overview of the active sites of NiR bound with nitrite (left) and with nitric oxide (right). (PDB 
ID: 1SJM (left) and 1SNR (right)). 
 
An unresolved issue which has been much discussed is whether the reduction of T2 Cu(II) to T2 
Cu(I) by an electron transfer from T1 Cu to T2 Cu occurs before a nitrite binding to T2 Cu.
13,14,17,22,29,35,36
 It 
has been suggested that the binding of the nitrite to T2 Cu(I) unlikely occurs in the Cu-NiR because of its 
low reactivity.
17,22,29
 In contrast, however, the reduction of T2 Cu(II) was also observed before the nitrite 
binding in the model complexes.
35,36
 This result contradicts with the result which has been observed in the 
Cu-NiR. In addition, some groups have suggested that the reduction of T2 Cu(II) after the nitrite binding and 
the binding of the nitrite to a reduced T2 Cu(I) might occur simultaneously.
13,14
 A recent study has proposed 
the possibility that these reaction routes depend on the nitrite concentration and the pH of the solution.
48
 
Several possible reaction pathways have been proposed to explain experimental results.
17,18,22,23,45,46
 
Since it is difficult to observe the unstable intermediate structures in the experiment, a theoretical 
approach from electronic structure calculations is useful to discuss the electron transfer reactivity and 
elucidate the possible reaction pathways. 
 
 7 
1.1.3 Pyrene-labeled deoxyuridine 
Fluorescence sensing technology is widely applied to the recognition of the specific bases by 
fluorophore labels.
49





 DNA staining dyes,
55





 etc. Various fluorescent probes for nucleotides and polynucleotides have been proposed.
59,60
 Pyrene 
(Py) known as a useful organic fluorophore owing to its long lifetimes
49,59
 has been introduced to nucleic 
acids.
49,53,59-63
 Netzel et al. have systematically synthesized Py-labeled deoxyuridines (dUs) where the 
1-position of Py is linked to the 5-position of 2’-dU (Py-dU)64 (Figure 1.6) and via amide or ketone 
linkages.
65
 Solvent effects on the photo-induced electron transfer reactivity have been discussed.
64-66 
Synthesis of 5-(2-pyrenyl)-2’-deoxyuridine (2Py-dU) in which the 2-position of Py is joined to the 5-position 
of 2’-dU, and incorporation of Py-dU and 2Py-dU into oligonucleotides have also been reported.67-69 
 
 
Figure 1.6 Photo-induced electron transfer from pyrene (Py) to deoxyuridine (dU). 
 
In methanol (MeOH), the S1 state of Py is quenched, and then the charge transfer (CT) emission 
occurs. In acetonitrile (MeCN) and tetrahydrofuran (THF), however, the π-π* emission occurs without the 
CT emission. That means that the electron transfer in the excited state from Py to dU preferably occurs in 
MeOH.
64,66





 and the proton-coupled electron transfer takes place.
64
 However, Amann 
and coworkers showed that the charge separation of Py-dU occurs upon photoexcitation of Py, being 





 absorption band decay and the Py
•+
 absorption band rise after photoexcitation were 
observed in MeOH by fs-broadband pump-probe spectroscopy.
71
 Trifonov and coworkers proposed that 
electron transfer from Py to dU is activated in MeOH because the π-electron overlap is enhanced at more 





Figure 1.7 A hydrogen bond-assisted electron transfer from Py
*
 to dU suggested by Trifonov et al. (Ref. 71.) 
 
It is an important issue to elucidate the mechanism of solvent effects on the electron transfer 
reactivity of Py-dU for the rational design of fluorophores for deoxyuridine and other nucleotides. To the 
best of my knowledge, the electron transfer activation mechanism of Py-dU in a protic solvent such as 
MeOH has not been elucidated yet. While some computational groups have reported the mechanisms of 
absorbance and fluorescence spectrum shifts of 5-(N-carboxyl-1-aminopyrenyl)-2’-deoxyuridine and 
2-(1-ethynylpyrene)-adenosine, which have similar structures of Py-dU,
72,73
 the electron transfer reaction rate 
has not been discussed due to the difficulty of including the explicit solvent effect on electron transfer rate.  
 9 
1.2 Refractive Index 
1.2.1 Refractive index and its applications 
Transparent plastics are widely applied to industrial uses such as optical lenses, anti-reflective 
materials, light extraction materials, optical fibers, sensors, and etc., because of their low weight, high 
strongness, excellent processability, and wide-range refractive indices.
74
 In order to improve the performance 
of optical materials, it is often required to modify their refractive indices.
75
 For example, the material with 
higher refractive index is preferable for the use of photonic devices because it can be thinner and lighter 
(Figure 1.8).
76
 Especially, maximization of refractive index and minimization of refractive index dispersion, 




Figure 1.8 Representation of refractive index versus required lens thickness. This figure is obtained from 
Ref. 76. 
 
1.2.2 Refractive index of material 
The refractive index is the ratio between the speed of light in vacuum and that in a material and 
describes the macroscopic response of material to the electromagnetic field. In the external electric field, E0, 









                       (1.8) 
where  and  are the susceptibility and the dielectric constant, respectively. Since the polarization itself is a 
field source, the Maxwell field E differs from the external field E0. The Lorentz local field, EL, a 
microscopic field fluctuating within the medium, is different from E, because EL does not contain internal 










                   (1.9) 
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The polarization of the molecule is EL, where  denotes the polarizability tensor of a molecule. Thus, the 






                  (1.10) 
where N is the number of molecules per unit volume V. Substituting Eqs. (1.8) and (1.9) to (1.10) and 















                 (1.11) 
where ρ is the density and 
 
the trace of polarizability. The Abbe number, D, which is a dispersion of 











           (1.12) 
where nD, nF and nC are refractive indices of the material at 589.3, 486.1 and 656.3 nm, respectively. 
Although Eq. (1.11) permits to predict macroscopic refractive index from the microscopic average 
polarizability of an isolated molecule, Eq. (1.11) is the approximation assuming a macroscopic spatially 




+ 2), weekly depends on density.81-84 The changes in FLL over the range of reduced density 0.1 < r 
< 1.7 are < 1% for ethane,
81
 0.5% for sulfur hexafluoride,
82
 1% for xenon,
83
 2.5% for 1,1-difluoroethane.
84
 
Noteworthy, Lagendijk and coworkers derived Lorentz-Lorenz equation for a hard-sphere fluid from the 
microscopic scattering theory.
85
 Thus, Lorentz-Lorenz equation is expected to be a good approximation for 
not only macroscopic homogeneous systems but also for microscopic molecular systems. 
 
1.2.3 Prediction of refractive index 
An accurate prediction of refractive indices of materials before their syntheses is important for 
designing new optical materials rationally. In order to predict the refractive indices of small organic 
molecules and polymers, empirical methods such as the atomic group contribution method and the 
quantitative structure-property relationship (QSPR) method have been proposed.
86-91
 The first-principles 
schemes for predicting polarizability of individual atoms in a molecule have shown, however, that the 
polarizability of an atom depends strongly on its environment.
92-96
 Thus, for substances dissimilar to training 
sets, the predictive power of empirical methods might deteriorate. 
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1.2.4 Correlation between refractive index and electron transfer rate 
On the basis of Marcus theory,
4


























                      (1.13) 
where Δe is the charge transferred from one reactant to the other, rD and rA the radii of donor and acceptor, 
respectively, R the sum of rD and rA, Dop is the square of the refractive index of the solvent, and Dε the static 
dielectric constant of the solvent. As shown in Eq. (1.13), the refractive index is correlated with electron 
transfer rate. If the refractive index of the solvent is unknown, the accurate prediction of the refractive index 




1.3 Objectives of this Dissertation 
In this dissertation, I focus on two major issues: “Electron transfer reactivity in biomaterials”, and 
“Prediction of refractive indices of optical materials”. There are many theoretical studies predicting 
electron-transfer rates and refractive indices. However, in more complicated systems, conventional methods 
are not applicable to understand mechanisms and constructing the rational design principle for advanced 
systems and materials. My final objective is to establish computational methodologies widely applicable in 
biomaterials and optical materials based on the first-principles electronic structure theory. 
 
Electron transfer reactivity in biomaterials 
Because of the difficulty of analyzing proton and electron transfer reactivity at the same time in the 
enzymatic cycles, there is no study to determine the total reaction mechanism in Cu-NiR. Recently, Matsui et 
al. have proposed methods for estimating the Gibbs energy of a proton and the redox potential, which enable 
me to discuss the details of reaction pathways, considering effects of the frequencies of proton and electron 
transfers on reaction processes. In this dissertation, by applying these computational evaluation schemes, I 
discuss the total reactivity of copper nitrite complexes as models of a copper nitrite reductase and another 
reaction system which needs a proton and/or an electron provided from outside. To the best of my 
knowledge, this is the first time discussing not only chemical reactivity but the reactivity of both proton and 
electron transfer, and clarifying the total reduction reactivity of nitrite by models of Cu-NiR. 
In previous experimental studies, solvent effects on electron transfer reactivity of Py-dU have been 
reported. Although the electron transfer reactivity from Py to dU is activated in a protic solvent such as 
methanol compared to an aprotic solvent such as acetonitrile, the mechanism of solvent effects has not been 
elucidated yet. In this dissertation, I theoretically investigate the difference of protic and aprotic solvent 
effects on the excited-state electron transfer rate of Py-dU based on the Marcus theory. To account for the 
explicit solvent effects on the electron transfer reaction rate of Py-dU, I combine the classical molecular 
dynamics simulation model with the one-solvent coordination model. This is the first time clarifying the 
solvent effects on excited-state electron transfer reactivity in Py-dU. 
I expect my analyses on Cu-NiR and Py-dU are as the first step toward the application to other 
similar electron transfer systems in biomaterials such as metalloproteins and nucleosides. 
 
Prediction of refractive indices of optical materials 
The refractive index and its dispersion are very important properties of materials for optical uses. 
Since the performance of optical devices is sensitive to variations of the refractive index, an accurate 
 13 
prediction of the refractive index of materials is required. Although a lot of empirical prediction methods 
have been proposed, these methods are not theory-based and inapplicable to the prediction of new molecular 
structures. In order to extend the predictable power, it is necessary to establish the first-principles-based 
method. 
Among the first-principles approaches, the density functional theory is particularly relevant for its 
excellent balance of accuracy and computational cost. However, it is known that the exchange-correlation 
functionals, Exc, employing with the local density approximation (LDA) or the generalized gradient 
approximation (GGA) result in an exchange-correlation potential, which decays exponentially instead of the 
correct asymptotic behavior that is proportional to 1/r. This causes in overestimation of polarizability. To 
remedy this problem, Tsuneda et al. proposed a long-range correction scheme for GGA exchange functionals. 
The long-range corrected functionals are capable to have the correct asymptotic behavior of an exchange 
potential and improve description of theoretical polarizabilities. 
In this dissertation, I systematically evaluate the refractive indices for a set of monomer 
compounds to numerically prove long-range corrected functionals improve the accuracy of polarizability as 
well as refractive indices compared to conventional functionals. Next, I propose a scheme to calculate the 
polarizability in a polymer repeat unit. The calculated refractive indices are compared systematically against 
experimental results over a wide list of polymers. 
Finally, I provide the evidence my first-principles-based methodology is a very useful tool in 




1.4 Outline of this Dissertation 
This dissertation is composed of seven chapters including this introduction as the first chapter. 
In Chapter 2, the general theory for this dissertation is described. In Section 2.1, the theoretical 
background of density functional theory, exchange-correlation functionals, time-dependent density 
functional theory and coupled-perturbed KohnSham theory is introduced. In Section 2.2, the drawbacks of 
conventional functionals, and the importance and the scheme of long-range correction for exchange 
functionals in Kohn–Sham density functional theory are shown. 
In Chapter 3, denitrification reaction mechanisms of copper nitrite complexes as models of a 
copper nitrite reductase are studied for proposing reaction pathways in consideration of both proton and 
electron transfer reactivity. The Gibbs energy of a proton in solution, G(H
+
), and the redox potential, Eredox 
are evaluated to discuss proton and electron transfer reactivity. 
In Chapter 4, the electron transfer rate at the first excited state of Py-dU is examined to elucidate 
the difference in protic and aprotic solvent effects on the excited-state electron transfer reactivity of Py-dU. 
In Chapter 5, refractive indices of monomer compounds are systematically evaluated using the 
Lorentz-Lorenz equation with polarizabilities obtained via density functional theory. The effect of the 
long-range correction for exchange functionals in Kohn–Sham density functional theory on accuracies of 
polarizabilities of gaseous compounds and refractive indices of liquids is discussed. 
In Chapter 6, a scheme to calculate the polarizability in a polymer repeat unit is proposed. 
Refractive indices of polymers are systematically evaluated using the Lorentz-Lorenz equation with 
polarizabilities in a polymer repeat unit. 
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2. GENERAL THEORY 
In quantum mechanics, the quantum state of a quantum system is described by the Schrödinger 
equation. The time-independent Schrödinger equation is expressed as 
ΨΨˆ EH  .                                  (2.1) 
































,                   
  (2.3) 
where N, M, rij, riA, and ZA denote the number of electrons, the number of nuclei, the distance between the ith 
and jth electron, the distance between the ith electron and the Ath nucleus, and the atomic number of nucleus 















                            
 (2.4) 
where RAB denotes the distance between the Ath nucleus and the Bth nucleus. In order to satisfy the Pauli 
exclusion principle, the electronic wave function of the spin coordinate ξ, Φ(ξ), is required to be asymmetric 
and expressed in the form of a Slater determinant2 
       NNN
N
  221121 det
!
1
,,,Φ  .                (2.5) 
According to the variational principle, the best spin orbitals are the ones that minimize the electronic energy. 
Hartree-Fock energy is the minimal energy for a single Slater determinant
 















,                    (2.6) 
where hi denotes the one-electron integral, Jij the Coulomb integral, Kij the exchange integral, respectively. 
Althogh Hartree-Fock energy obtains more than 99% of the exact energy, 1% or less of energy 
difference is of chemical interest such as binding energies, ionization energies, and excitation energies. 
According to Coulomb’s low, electrons repel each other with the repulsion energy rij
-1. In the Hartree-Fock 
approximation, however, the repulsion is replaced with that of each electron with an average density of the 
other electrons, leading an error in the wave function and the energy. The electron correlation energy, Ecorr, is 
defined as the difference between the exact total energy, Eexact, and the Hartree-Fock limit, EHF:
3 
HFexactcorr EEE  .




A variety of wave-function-based methods to include electron correlation have been proposed. There are, for 
example, Møller-Plesset (MP) method,4 configuration interaction (CI) method,2,5 multireference (MR) 
method,6 and coupled cluster (CC) method.7 These methods have the advantages that they are free from any 
empirical estimation and can converge to the exact solution by improving the level of approximation. 
However, computational costs of these methods increase with the accuracy of the calculations and the size of 
the system. The computational cost of the Hartree-Fock method scales N4, where N is the number of basis 
sets. On the other hand, the second-order MP (MP2) scales N5, the CC singles and doubles (CCSD) scales N6, 
the CC singles and doubles with perturbative triples (CCSD(T)) scales N7, respectively. It is difficult to apply 
these methods to the calculations for larger systems such as biomaterials and optical materials. 
        Recently, density functional theory (DFT) has often been applied to computations for larger 
systems because it incorporates well-balanced electron correlation in spite of low computational cost (N3 ~ 




2.1 Density Functional Theory  
2.1.1 Density functional theory in the ground state 
Density functional theory (DFT) is the theory describing electronic structure of ground state from 
electron density distribution instead of the wave function. Electron density is the number of electrons in a 
unit volume. In the case of representation of N-body wave function by a single Slater determinant, electron 
density, ρ(r), is 
      








rr  ,                               (2.8) 






There exists the one-to-one correspondence between electron density, ρ(r), and the external potential, v(r). 
 
Theorem (2) 
ρ(r) and corresponding energy, E[ρ], in the ground state can be obtained by using variational principle. 
 
In above theorem, ν- and N-representability problems have not been discussed. The electron density is 
ν-representable if it is associated with the antisymmetric ground-state wave function of a Hamiltonian with 
some v(r),
9
 and the electron density is N-representable if it is obtained from some antisymmetric N-body 
wave function.
10
 N-representability conditions are expressed as follows:
10
 
         rrrrr dNd
2
2/1
,,0  　　　　 .                 (2.9) 
It has been shown that any finite non-negative differentiable ρ(r) such as Eq. (2.8) is N-representable.10 The 
problem of ν-representability can be avoided by introducing Levy-Lieb constrained search approach.11,12 
Staring with variational principle, the minimum energy for N-electron wave function Φ is given by 
ΦˆΦmin
Φ
0 HE  .                             (2.10) 
with 
VVTH ˆˆˆˆ ee  ,                              (2.11) 
where Tˆ , eeVˆ , and Vˆ are the kinetic, electron-electron repulsive, and local external potential operators, 
respectively. In Levy-Lieb constrained search approach,
11,12 
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0 ,         (2.12)
 
where  
      ΦˆˆΦminΦˆΦmin ee
ΦΦ
VTdHF 
    rrr .              (2.13) 
It has been already shown that F[ρ] has a minimum.12 Thus, by introducing F[ρ], the problem of 
ν-representability can be avoided whether ρ(r) is ν-representable or not. Since number of electrons, N, and 
v(r) can be determined from ρ(r) (Theorem (1)), the ground state electron energy, E[ρ], can also be 
determined from ρ(r) as 
                FdVTdE   rrrrrr ee ,             (2.14) 
where T[ρ] and Vee[ρ] are the interacting kinetic and electron-electron repulsive energies, respectively. 
From the Theorem (2), E[ρ] in the ground state can be obtained by using variational principle. The 










.                              
(2.15) 
Kohn and Sham introduced a self-consistent orbital method into DFT with a Slater determinant as 
Eq. (2.5).
13
 For this system,   is called the Kohn-Sham orbital and the electron density is given by Eq. 













.                           (2.16) 
F[ρ] in Eq. (2.13) can be divided as 
        xcs EJTF  ,
                          
(2.17) 
where J[ρ] and Exc[ρ] are the Coulomb interaction energy and the exchange-correlation energy as 











,                          (2.18) 
          JVTTE  eesxc .
                      
(2.19) 
Exc[ρ] includes the difference in kinetic energy between interacting and non-interacting systems and the 
non-classical part of the electron-electron interaction. Substitution of Eq. (2.17) into Eq. (2.14) gives 
            rrr dEJTE  xcs .                  (2.20) 




















.                    (2.21) 
Under the following orthonormal condition of the Kohn-Sham orbitals, 
ijji   ,                                (2.22) 
one defines the following functional, 
    ji
N
ij
ijEL   ,                          (2.23) 
































.                                
(2.25) 
Since ρ is updated with in Eq. (2.24), Eq. (2.24) can be solved self-consistently. Eq. (2.24) is similar in 
form to the Hartree-Fock equation. The only difference is that Eq. (2.24) includes the Vxc term instead of the 
exact exchange term. Thus, Eq. (2.24) with the form of a one-particle equation can include the electron 
correlation effect in Vxc term with same computational cost of the Hartree-Fock method. The remaining 
problem is to find the precise form of the universal Exc. 
 
2.1.2 Exchange-correlation functionals 
        While the Hartree-Fock method is the approximation always lacking electron correlation, the 
Kohn-Sham method provides the exact energy in the ground state without any approximation provided that 
the exact Exc is known. However, the expression of Exc is not provided in the Kohn-Sham equation. Thus, it 
is necessary to use the approximate Exc for actual calculations. Various kinds of exchange-correlation 
functionals satisfying both (i) the basic physical condition (whether the correct exchange-correlation hole is 
represented or not, etc.) and (ii) the accurate representation of physical quantities (molecular structure, a heat 
of reaction, and etc.) have been proposed. 
The simplest approximation of these functionals is the local-density approximation (LDA), which 
assumes a density of a uniform electron gas and is represented by electron density, ρ. An often-used form of 
LDA functionals is the Dirac-Slater exchange functional
14
 and the correlation functional by Vosko, Wilk and 
Nusair.
15
 Perdew and Wang proposed a more sophisticated LDA correlation functional.
16
 Although LDA is 
 25 
the successful method for solids, it does not ensure the accuracy for chemical applications because of the 
ununiformity of molecules. 
Therefore, the generalized gradient approximation (GGA), which corrects the spatial variation of 








dKE .                            (2.26) 
The commonly used GGA exchange functionals are the Becke’s 1988 exchange functional (B88)17 and the 
































































,                                   
(2.30) 
where ξ = 0.0042, μ = 0.21951 and κ = 0.804 are the empirical parameters. 
The GGA correlation functionals are divided into the density gradient expansion-type and the 
Colle-Salvetti-type. One of the commonly used density gradient expansion-type correlation functionals is the 
Perdew-Burke-Ernzerhof correlation functional (PBE)
18
 
     
 tHdEtE ,,,, 3LDAPWc
PBE
c  r ,                   (2.31) 
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(2.35) 
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is the integral kernel of Eq. (2.32) and a = 0.031097, α = 0.21370, β = 0.066725, γ = 
0.031091, β1 = 7.5957, β2 = 3.5876, β3 = 1.6382 and β4 = 0.49294 are the empirical parameters. One of the 
practical Colle-Salvetti-type correlation functionals is the Lee-Yang-Parr correlation functional (LYP)
19
  































































,                              
(2.38) 




,                               
(2.39) 
where a = 0.04918, b = 0.7628, c = 0.58 and d = 0.8 are the empirical parameters. 
 
2.1.3 Time-dependent density functional theory 
Kohn-Sham DFT is the theory for providing the electronic structure of ground state and thus not 
appropriate to describe properties in the excited state. It is possible, however, to describe excited states by 
extending DFT to consider the time-dependent system. The time-dependent Schrödinger equation is 
expressed as 
 








,                              (2.40) 
with 
   tVTtH ,ˆˆˆ ee r ,                            (2.41) 
where Tˆ , eeVˆ , and ν(r,t) are the kinetic and electron-electron repulsive operators, and the time-dependent 






There exists the one-to-one correspondence between time-dependent electron density, ρ(r,t), and v(r,t) on the 

















,                              (2.42) 










,                               (2.43) 
where Ω[ρ](r,t) is the functional of the density. 
 
Theorem (3) 
The action integral defined as 










 ,                         (2.44) 
can be expressed as a functional of density, A[ρ], and it can be divided as 












rrr   

 .           (2.45) 
 
Theorem (4) 
The time-dependent orbital,  ti ,r , satisfies the following time-dependent Schrödinger equation 
















,                  (2.46) 
where the effective potential, νeff, is expressed as 
















.                 
(2.47) 
Axc, the exchange-correlation energy part of A[ρ], can be adiabatically approximated as 
 
 




















.                         
(2.48) 
Eq. (2.46) combined with Eq. (2.47) is named the time-dependent Kohn-Sham equation.
20 
 
By applying the time-dependent Kohn-Sham equation to the linear response theory, the excitation 
energy can be derived.
21–23
 Time-dependent orbitals are expanded from time-independent orbitals as 
     
p
ppii tCt rr ,Φ .                            (2.49) 
Thus, the time-dependent density is expressed as 
 28 






















***,  ,       (2.50) 
where the time-dependent density matrix is defined 
  




.                             (2.51) 
The density matrix satisfies 
prqr
q
pq PPP  .                                (2.52) 






,                                (2.53) 
where Fˆ
 
is the Kohn-Sham Fock operator 
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                (2.58) 
The right-hand side of Eq. (2.57) gives 
    
q
rqqprqqprp FFFF  ˆˆˆˆˆˆˆˆ                 
      
q
qrpqqrpq FPPF .                              (2.59) 
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Thus, Eqs. (2.57) – (2.59) give 









i ,                           (2.60) 
where the Kohn-Sham Fock matrix is defined as 
    rrr 3ˆˆ dFFF qpqppq   .                        (2.61) 
We assume using i, j for occupied orbitals, a, b, for virtual orbitals, and p, q, r, s, for general orbitals, 
respectively. Kohn-Sham Fock matrix for the ground state, F
(0)
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                         (2.62) 
ijijP 
)0(
,          
                         (2.63) 
0)0()0()0(  abaiia PPP ,                             (2.64) 
where εp is the orbital energy. Here, we apply a following oscillatory perturbation, 
    tiftifg pqpqpq  expexp
2
1 * ,                     (2.65) 
where f denotes a one-electron operator describing the perturbation. The first-order response of the density 
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with 
    tidtidP pqpqpq  expexp
2
1 * .                     (2.67) 
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with 
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where  





33** 1| ddsrpq rsqp  ,               (2.70) 
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 )0( .              (2.72) 
In order to satisfy Eq. (2.52), both occupied-occupied and virtual-virtual elements of d matrix are zero. 
Rewriting none-zero virtual-occupied and occupied-virtual elements as 
aiai xd  ,                                  (2.73) 
iaia yd  ,                                  (2.74) 










































































 )0()0()0( .          (2.76) 





































                        
(2.77) 
with 
     jbwaijbaiA iaabijbjai |||,   ,                   
(2.78) 
   bjwaibjaiB bjai |||,  .                          
(2.79) 
The excitation energy, ω, is obtained by solving Eqs. (2.77) – (2.79). In the scheme of the Tamm-Dancoff 
approximation neglecting de-excitation from excited state to ground state,
22
 the B matrix elements are 
assumed to be zero. 
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2.1.4 Coupled-perturbed Kohn-Sham theory 
        Molecular optical properties observed in spectroscopic experiments are the response of energy to 
a small perturbation not present in the Hamiltonian used for the Kohn-Sham equation. Since polarizability is 
the second derivative of energy with respect to the external electric field, in this subsection, therefore, I focus 




For simplicity, here we consider the time-independent external electric field. The energy 
contribution derived from the interaction between an electronic charge distribution, ρ(r), and an electric 
potential,  (r), is 
    rrr dE  .                               (2.80) 







.                                   
(2.81) 
Since Fε is normally uniform at the molecular level, E is rewritten as  




,                        
(2.82) 
where q, μ, Q, and Fε' denote the net charge, the static dipole moment, the static quadrupole moment, and the 
gradient of Fε (∂Fε/∂r), respectively. The unperturbed permanent dipole moment is calculated as an 
expectation value of the electronic wave function 
ΦΦ0 rμ  .                                
(2.83) 







,                     
(2.84) 
where α, β, and γ are the static dipole polarizability, the static first hyperpolarizability, the static second 
hyperpolarizability, respectively. For the homogenous field, E(Fε) is rewritten as Taylor series (all 
derivatives at Fε = 0) as 





















































.      
(2.85) 















































          
(2.86) 
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(2.87) 
The Kohn-Sham total energy subject to the external electronic field is represented as 
         εεεε FFFHFDF  Tr
2
1
E ,                       (2.88) 
where D, H and F are the density matrix, the one electron part and the Fock matrix, respectively. D is 
described as 
     εεε FnCFCFD
† ,                              (2.89) 
where C and n are the coefficient matrix of spin orbitals and the diagonal occupation number matrix. Sekino 
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(2.90) 
The derivative of D with respect to the external electric field is 
   

























                   
(2.91) 
Since ∂H/∂Fε can be determined from μ0 and D (Eq. (2.90)), it is necessary to calculate ∂C/∂Fε in order to 
characterize the static polarizability. The self-consistent field (SCF) equation is given 
)0()0()0()0()0( CSCF  ,
                             
(2.92) 
where S, ε, and the superscript (0) represent the overlap matrix, the orbital energy, and the unperturbed 
system, respectively. The orthonormal condition of molecular orbitals is 
1)0()0((0)† CSC .
                                
(2.93) 








 +…) and collecting all first-order 
terms, we obtain 
)1()0()0()0()1()0()0()0()1()1()0()0()1(  CSCSCSCFCF  ,
             
(2.94) 
0)1()0((0)†)0()1((0)†)0()0((1)†  CSCCSCCSC .
                   
(2.95) 
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Eq. (2.94) is called the first-order coupled perturbed Kohn-Sham (CPKS) equation. F
(0)
 is represented 
)0()0()0()0(
DGHF  ,
                             
(2.96) 
where G is the tensor of the two-electron integrals. Thus, F
(1)
 is given 
)1()0()0()1()1()1(
DGDGHF  ,
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(0)†)0()0(
nCCD  ,




                         
(2.99) 






                                   
(2.100) 
0)1( G ,
                                   
(2.101) 
Substituting Eq. (2.100) to Eq. (2.94) gives 
)1()0()0()0()1()0()1()0()0()1(  CSCSCFCF  .
                 
(2.102) 
Multiplying Eq. (2.102) by C
(0)
 from the left gives 
)1()0()0()0()0()1()0()0()1()0()0()0()1()0(  CSCCSCCFCCFC  .
          
(2.103) 
Since the Kohn-Sham wavefunction is a single Slater determinant, the change of orbitals by the perturbation 






                                
(2.104) 
In terms of C matrix, Eq. (2.104) is expressed 
)0()1()1(
CUC  .
                               
(2.105) 
Substituting the following defined equation 
)1()0()1()0(
fCFC 
,                              
(2.106) 
and Eq. (2.105) to Eq. (2.103) gives 
  
)1()0()1()1()0()1(   UUf
.                        
(2.107) 
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Since the diagonal parts of U
(1)







                                
(2.108) 
where i and a are for occupied and virtual orbitals. In the actual calculation process, (i) an initial guess for 
F
(1)








 are computed, (iii) the new F
(1)
 matrix is made, (iv) at the point of 
convergence, the static polarizability is calculated from Eq. (2.90). 
        In the case of the time-dependent external electric field, the time-dependent external electronic 
field, F(t), is 
 
   1  titi eet εFF ,                           (2.109) 
where ω is the angular frequency. The dynamic polarizability, α(∓ω; ±ω), can also be obtained by 












                             
(2.110) 
      †)0((0)† nCCnCCD  .                    
(2.111) 
Other matrices, i.e. C(±ω), F(±ω), and f(±ω), are obtained in the same manner as above. The dynamic 
polarizability, α(∓ω; ±ω), is represented 




2.2 Long-Range Corrected Density Functionals 
2.2.1 Drawbacks of conventional functionals 
It is pointed out that conventional exchange-correlation functionals (LDA, GGA, and hybrid 
functionals) have following problems: (i) underestimation of charge-transfer and Rydberg excitation energies 
by the time-dependent density functional theory (TD-DFT),
27–29




According to Eqs. (2.78) and (2.110), these drawbacks are due to the orbital energy gap (band gap) 
error in exchange functionals.
33
 Görling and Levy have shown the cause of the orbital energy gap error in 
exchange functionals, Δx, is the self-interaction error with respect to the highest occupied molecular orbital 
(HOMO) and the lowest unoccupied molecular orbital (LUMO)
34
 
         nnnnnnn VdKK  x1
3
)1)(1(xΔ rrr ,               (2.113) 
where K, ρ and Vx donate the Hartree-Fock-like exchange potential, electron density, and the Kohn-Sham 
exchange potential, respectively. The self-interaction error appears because the Coulomb self-interaction and 
that in the exchange part no longer cancel each other. In the case of Hartree-Fock theory, however, the 
Coulomb self-interaction is exactly cancelled by the term in the exchange energy. Thus, there is a physical 
meaning to mix the Hartree-Fock exchange integral with LDA or GGA exchange for the purpose of 
correcting the self-interaction error. The hybrid functional incorporates Hartree-Fock exchange to the 













xE  and 
KS
cE  are the ratio of Hartree–Fock exchange, the Hartree–Fock exchange energy, 
the Kohn-Sham exchange energy and the Kohn-Sham correlation energy, respectively. 
However, in the case of calculating TD-DFT excitation energy, there is a physical problem in 
hybrid functionals. The A and B matrices (Eqs. (2.78) and (2.79)) for the hybrid functional is represented 
       jbwaiabijjbaiA iaabijbjai ||)1(||,   ,            
(2.115) 
   bjwaiajibbjaiB bjai ||)1()|(|,   .                   
(2.116) 
For charge-transfer and Rydberg excitations, the overlap between occupied and virtual orbitals is small 
enough to be neglected, and thus Eqs. (2.115) and (2.116) are approximated 
   abijA iaabijbjai |,   ,                         
(2.117) 
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0, bjaiB .                                  (2.118) 
Suppose i = j and a = b, and the second term of Eq. (2.117) is the Coulomb attraction between hole and 
electron. Although the Coulomb attraction should behave asymptotically as 1/r (r: electron-electron distance), 
according to Eq. (2.117), the hybrid functional screens the Coulomb attraction at a constant rate λ. The 
weaker screening of electron-electron interaction leads the incompletion of the long-range Coulomb 
interaction, and thus the error in the long-range electron-electron exchange interaction becomes larger. 
Therefore, the conventional hybrid functional mixing Hartree-Fock exchange with the Kohn-Sham exchange 
functional is still not sufficient to correctly take into account the long-range electron interaction. 
Within the framework of the sum-over-states method based on the time-dependent perturbation 
theory,
35
 the mean dynamic polarizability,
 























, ε0 and   are the electronic excitation energy of the 0-n transition, the intensity of the 
corresponding electronic dipole transition, the electric constant, and the reduced Planck constant, 
respectively. Eq. (2.119) indicates the accuracy of   is correlated to ωn. Thus, in order to accurately 
evaluate both excitation energy and polarizability, it is necessary to introduce a correction for both the 
self-interaction error and the long-range electron interaction. 
 
2.2.2 Long-range correction for exchange functionals 
Tsuneda and coworkers proposed the long-range corrected (LC) functional to improve the 
asymptotic behavior in the GGA exchange functionals.
36
 In LC approach, the electron repulsion operator, 1/r12, 
is split into a short- and a long-range parts as 

















                       
(2.120) 
where μ is the range-separating parameter. By modifying the usual form of exchange functional, 
     KE
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(2.121) 
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.                               
(2.124) 
The long-range part is incorporated by the Hartree-Fock exchange as 
   
 



























         
(2.125) 
where 
 i  is the ith σ-spin orthonormal molecular orbital, r1 and r2 the coordinate vectors of electrons, 
respectively. According to Eq. (2.125), the Hartree-Fock contribution to the exchange potential increases in 
the long-range, and thus the LC scheme guarantees the correct asymptotic behavior (Figure 2.1). 
Yanai and coworkers generalized the LC scheme and proposed the Coulomb-attenuated method 
(CAM).
37

















                 
(2.126) 
where α and α + β denote the Hartree-Fock exchange ratio in the short-range and long-range limits, 
respectively, and α and β satisfy 10,10,10   　　 . 
 
 
Figure 2.1 Hartree-Fock (HF) and GGA contributions to exchange from r12, for: (a) conventional hybrid 
(B3LYP), (b) LC-GGA, and (c) CAM-GGA (CAM-B3LYP). 
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While the original LC scheme correctly represents the asymptotic behavior of the long-range part of 
exchange functional, the CAM scheme also describes the short-range part of exchange functional (Figure 
2.1). 
The LC scheme (α = 0, β = 1) with BLYP and PBE functional yields LC-BLYP38 and LC-PBE39 
functionals, respectively. μ is determined as 0.47 to minimize the root mean square percent error of 
atomization energies.
40
 In the CAM scheme, the separation applied to the Becke’s three-parameter hybrid 
functional (B3LYP)
15,41,42
 functional with α = 0.19, β = 0.46 and μ = 0.33 yields the CAM-B3LYP37 
functional, with 65% of HF exchange in the long-range limit. α and β are determined to minimize the root 
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3. Nitrite Reduction in Copper Nitrite Complexes Induced by 
Outer Sphere Electron Transfer 
 
Summary 
I study the denitrification reaction mechanisms of the copper complexes of tris(pyrazolyl)methane 
and hydrotris(pyrazolyl)borate adopted as models of the copper nitrite reductase (Cu-NiR), and propose 
possible reaction pathways. Since electron and proton transfer reactions participate in the enzymatic cycles, 
the Gibbs energy of a proton in solution, G(H
+
), and the redox potential, Eredox, of the model Cu-NiR are also 
evaluated along the paths studied. Although the pathway where a nitrite is provided as HNO2 is energetically 
favorable, the reaction pathway where a nitrite is provided as NO2
-
 passing through the resting state with an 
active site occupied by a water molecule is the main recognized pathway under normal conditions. My 
results do not change whether the electron transfer occurs before a production of NO or not, but suggest the 
possibility the pathway involving HNO2 becomes dominant at a low pH condition in conjunction with 
experimental results.  
 43 
3.1 Introduction 
As described in subsection 1.1.2, it is difficult to experimentally determine denitrification reaction 
pathways in copper nitrite reductase (Cu-NiR). For the purpose of finding a clue, theoretical studies of the 
electronic structure of T2 Cu for a variety of systems have been reported.
1-9
 To the best of my knowledge, 
however, no theoretical study have considered the complete reaction pathways, one difficulty being the 
necessity to include proton and electron transfers from outside the NiR. Recently, Matsui et al. have 
developed new computational schemes for estimating both the Gibbs energy of a proton
10,11
 and the redox 
potential.
11-13
 In this chapter, I discuss the possibility of several reaction pathways, including estimates of the 
frequencies of proton and electron transfers. I adopt Cu nitrite complexes as the models of the Cu-NiR. In 
section 3.2, I summarize the computational details and models used in this dissertation. The results for the 
several reaction pathways and discussion on the importance of reaction pathways depending on experimental 
conditions are provided in section 3.3. Finally, my conclusion is presented in section 3.4. 
 
3.2 Methods 
I investigate the structures of the copper nitrite complexes in the reaction pathways using following 
copper complexes as the models of the Cu-NiR: tris(pyrazolyl)methane (TPM) and 
hydrotris(pyrazolyl)borate (TPB) (Figure 3.1). I perform geometry optimizations of these complexes in the 




Figure 3.1 Tris(pyrazolyl)methane (TPM); left and hydrotris(pyrazolyl)borate (TPB); right. 
 
I obtain the Gibbs energy of the whole model system from vibrational frequency analyses, and then confirm 
that all local minima and transition states (TSs) have either zero or one negative imaginary frequency. I 
consider the solvent effect of the water using a conductor-like polarizable continuum model (CPCM).
16,17
 All 
electronic structure calculations are performed using Gaussian09 program.
18
 I employ the Stuttgart–Dresden 
Effective Core Potential (ECP) with the Double Zeta (SDD)
19
 for Cu, and the 6-31++G(d,p) basis sets for the 
other atoms. 
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As mentioned in subsection 1.1.2, the protons and electrons are supplied from the outside of the 
complexes during the reaction cycles. Therefore, the proton and electron affinities should be evaluated, with 
the former one characterized as the Gibbs energy of a proton, G(H
+
), and the latter one as the redox potential, 
Eredox, of every intermediate. I estimate G(H
+
) of acetic acid (AcOH) in an aqueous solution using the pKa 
estimation method
10
 in order to consider the effects of the proton addition reactions from to NO2
-
 or HNO2. 
Since the nitrite reduction occurs with AcOH on tris(pyrazolyl)methane and hydrotris(pyrazolyl)borate 
complexes in the experiments,
20
 I assume that the first and second protons are provided from AcOH. I also 
evaluate the redox potential to discuss the possibility of the electron transfer from outside the complexes to 
Cu, during the reaction cycles. Since the Cu-NiR accepts an electron from outer proteins, strictly speaking, I 
should take into account the coupling between the electron transfer reaction and enzymatic reaction in the 
actual enzymes. However, it is quite difficult to solve this issue because there is no structural data available 
for a complex of the Cu-NiR and electron carriers such as cytochrome c or Azurin. In this dissertation, 
therefore, I only focus on the issue of whether the model systems can accept the electron or not according to 
the redox potential in solution, instead of from the proteins directly. 
 
3.3 Results and Discussion 
3.3.1 Possible reaction pathways found from DFT calculations 
The protonation state of the nitrite depends on the pH of the active site of Cu-NiR. Therefore, the 
reactivity of Cu-NiR is also strongly pH-dependent. In order to understand the pH dependence, I investigate 
two reaction pathways, involving NO2
-
 and HNO2, and discuss the reactivity between them. The possible 
reaction pathways without electron transfer for NO2
-
 (Path I) and HNO2 (Path II) found from the DFT 
calculations are shown in Schemes 3.1 and 3.2, respectively. In these calculations, I do not take into account 
any provision of an electron from the outside. The possibility of the electron transfer from the outside in each 
reaction pathway will be discussed later. 
I here define two possible reaction pathways, i.e. (i) Path I and (ii) Path II. Path I is the possible 
reduction pathway for NO2
-
, i.e. for a high pH condition, passing through the resting state I-(8) for which the 
X-ray structure of Cu-NiR has been determined experimentally
21-25
 that a pocket near the active site is 
occupied by H2O. In Path I, I found a sequence of reactions of a NO elimination from Cu and a NO2
-
 
addition to Cu. Path II, which also passes through the resting state, is the possible reduction pathway for 





Scheme 3.1 Predicted reaction pathway: Path I without electron transfer 
 
 




Figure 3.2 Free energy diagrams through Path I except electron transfer: state I-(1) → state I-(12) (solid 
line). 
 
3.3.2 Reaction Path I 
Figure 3.2 presents the total free energy diagram of Path I. The calculated relative energy from 
state I-(1) to state I-(12) is 35.9 kJ mol-1, suggesting that the reaction from state I-(1) to state I-(12) is 
exothermic. Hereafter, I explain the details of Path I step by step. 
 
State I-(1) → State I-(8) 
First, I focus on state I-(1). In order to dissociate NO2
-
 into NO and H2O, two protons are required 
from the outside. I evaluate the Gibbs energies differences of a proton in solution, G(H
+
), from AcOH using 
the pKa estimation method.
10
  
Scheme 3.3 presents dissociation pathways of nitrite, which differ in the series of proton transfer 
and ligand coordination mode exchange reactions. The free energy diagram of nitrite dissociations is shown 
in Figure 3.3. First, I consider the nitrite dissociation reaction into NO and H2O without the metal to ligand 
charge transfer (MLCT) from Cu(I) to the nitrite. From Figure 3.3, the preferable pathway is the addition of 
a proton from AcOH to a N-coordinated NO2
-
 at first, and then an additional proton from AcOH attacks a 
N-coordinated HNO2 to dissociate into NO and H2O (ΔG
‡ 
= 149.1 kJ mol
-1
). In another pathway, the 






Scheme 3.3 Nitrite dissociation pathways into NO and H2O 
 
Figure 3.3 Free energy diagrams through NO cleavage reaction of nitrite (i) state I-(1) → state I-(2) → 
state I-(3) → state I-(4) → state I-(5) → state I-(6) → state I-(7) → state I-(8) (blue solid line), (ii) state I-(1) 
→ state I-(a) → state I-(b) → state I-(4) (blue dotted line), (iii) state I-(a) → state I-(d) → state I-(e) → state 
I-(f) → state I-(g) → state I-(8) (red dotted line). 
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The transition free energy from the N- to the O-form is 48.8 kJ mol
-1
 before a proton is added to NO2
-
. On 
the other hand, that after the protonation is 81.4 kJ mol
-1
. Thus, the coordination mode change occurs more 
easily before the protonation. In any reaction pathway, however, the transition free energy of the 
coordination change (ΔG = 48.881.4 kJ mol-1) is smaller than that of the nitrite dissociation into NO and 
H2O (ΔG = 149.1 kJ mol
-1
). ΔG for the proton transfer to NO2
-
 and HNO2 depends on its coordination mode. 
ΔG of the N-form (NO2
-
: 24.2 kJ mol
-1 
and HNO2: 124.9 kJ mol
-1
) is preferable, as compared to ΔG of the 
O-form (NO2
-
: 31.2 kJ mol
-1 
and HNO2: 190.7 kJ mol
-1
). To understand the reason of these differences, I 
evaluate the Mulliken charges of [nitrite + Cu(I)]. The net charges are 1.11 (N-form NO2
-
), 0.99 (O-form 
NO2
-
), 0.33 (N-form HNO2), and 0.12 (O-form HNO2). This indicates the proton transfer reaction occurs 
more easily in the N-form due to the Coulombic interaction. After the NO dissociation of HNO2 (state I-(d)), 
the distance between O1(H2O) and N1(NO) increases (2.55 Å) and state I-(e) becomes more stable (ΔG = 
13.5 kJ mol-1) than state I-(d) owing to an increase of an entropic contribution by the elimination of a water 
molecule from the active site to the outside (ΔS = +0.1088 kJ mol-1 K-1). Then, the H2O is added to Cu(I) 
(state I-(f)) (ΔG = 3.8 kJ mol-1). The triplet [Cu(II)(NO)] state I-(g) is 47.1 kJ mol-1 more stable than the 
singlet [Cu(I)(NO)
+
] state I-(f). Thus, the electron transfer from Cu(I) to NO
+
 occurs with this spin state 
change. The distance of CuN1(NO) increases (1.95 Å → 2.24 Å) and that of CuO1(H2O) decreases (1.99 Å 
→ 1.95 Å) after the MLCT. Compared to state I-(f), NO is far enough from Cu to be released. ΔG for the 
removal of NO from Cu(II) is 35.9 kJ mol-1. This is due to an entropic effect (ΔS = +0.1306 kJ mol-1 K-1). 
Ghosh et al. reported a detailed two-dimensional potential energy surface for the NO bond 
cleavage of the nitrite.
9
 According to their considerations, an electron transfer from Cu(I) to HNO2 results in 
a barrierless formation of Cu(II) and NO without an addition of a proton. I compare the energy differences 
for their scheme. After the MLCT from O-coordinated HNO2 on Cu(I), N1O1 bond increases (1.32 Å → 
1.46 Å) and CuO1 distance decreases (2.86 Å → 2.01 Å) because of the OH anion generation (state I-(4) → 
state I-(5)). Passing through the transition state (state I-(6)), NO can be released to the outside (state I-(7)). 
After NO is released from Cu, an additional proton from AcOH attacks the OH anion to generate H2O (state 
I-(8)). The ΔG profile along the pathway, state I-(1) → I-(2) → I-(3) → I-(4) → I-(5) → I-(6) → I-(7) → 
I-(8), suggests this path is preferable (ΔG
‡
: 137.3 kJ mol
-1
). On the other hand, the I-(1) → I-(a) → I-(d) → 
I-(e) → I-(f) → I-(g) → I-(8) path is unfavorable (ΔG
‡
: 149.1 kJ mol
-1
). Thus, I conclude that pathway 
suggested by Ghosh and coworkers occurs more easily. 
 
State I-(8) → State I-(12) 
When NO2
-
 approaches I-(8) state, the most stable conformation is state I-(9). ΔG for the addition 
of NO2
-




H2(H2O) (1.60 Å). At State I-(9), O3(NO2
-
) is coordinated to Cu(II) (1.97 Å). Then, a water molecule is 
eliminated from Cu(II) in one step. State I-(10) is the transition state, and the CuO1(H2O) distance varies 
(1.95 Å, state I-(9) → 3.16 Å, state I-(10) → 4.10 Å, state I-(11)). At state I-(11), H2O has a hydrogen bond 
to O4(NO2
-
) (1.93 Å) and is relatively far from Cu(II). The elimination of H2O from Cu(II) occurs easily 
because ΔG from state I-(9) to state I-(10) is only +30.9 kJ mol-1. The distance between Cu and O4(NO2
-
) 
decreases (3.18 Å, state I-(9) → 2.00 Å, state I-(11)). Thus, the low free energy barrier from state I-(9) is due 
to the stabilization of CuO4(NO2
-
). In addition, the distance between Cu and O4(NO2
-
) (2.00 Å) is the same 
as the distance between Cu and O3(NO2
-
) (2.00 Å). After the elimination of H2O from Cu(II), the structure 
changes to state I-(12). ΔG for the removal of H2O from Cu(II) is 22.9 kJ mol
-1
, which is dominated by an 
entropic effect (ΔS = +0.1166 kJ mol-1 K-1). For the cleavage of the NO bond in the nitrite, an electron 
which is required for the reduction of Cu(II) to Cu(I) must be supplied from the outside. I will discuss the 
reduction possibility of Cu(II) later. 
 
3.3.3 Reaction Path II 
In Path II, I assume that the nitrite is provided as HNO2. The total free energy diagram of Path II is 
shown in Figure 3.4. The highest free energy barrier for the addition of HNO2 is +113.1 kJ mol
-1 
(state II-(1) 




Figure 3.4 Free energy diagrams through Path II except electron transfer: state II-(1) → state II-(9) (solid 
line). 
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Since the path from state II-(1) to state II-(7) is completely the same as the I-(a) → I-(b) → I-(4) → 
I-(5) → I-(6) → I-(7) → I-(8) path, I skip them to avoid the repetition. At state II-(7), HNO2 is provided 
instead of NO2
-
, where the N-coordinated form is favorable to the O-coordinated one. ΔG for the addition of 
HNO2 is +13.7 kJ mol
-1
 due mainly to an entropic effect (ΔS = 0.1596 kJ mol-1 K-1). A spontaneous reaction 
for removing H2O from Cu(II) (state II-(8) → state II-(9)) is difficult to occur because ΔG is +51.4 kJ mol
-1
. 
In order to initiate the catalytic cycle by a further proton addition, an electron transfer from the outside to the 
active site is also required. 
 
3.3.4 Electron transfer reactivities of Paths I and II 
In this subsection, I consider the possibility of an electron transfer reaction leading to the 
completion of the reaction cycles. Since the explicit treatment of the electron transfer reactions is very 
complicated as mentioned before, I evaluate the redox potentials of several states to estimate which state can 
accept the electron from electron carriers. 
The redox potential of a metal complex is calculated by the following equation:
13
 





















  ,           (3.1) 
where μ, a and ESHE are parameters obtained by fitting to precisely reproduced experimental values for a set 
of various metal complexes. In the above equation, EAIP, r, and q are the adiabatic ionization potential, the 
effective radius of a molecule obtained by the cavity volume used in CPCM, and the charge of the oxidized 
state, respectively. For the present calculation levels, the parameters were determined to be μ = 0.0317, a = 
11.70, and ESHE = 4.42 V.
13
 Table 3.1 presents the calculated redox potentials for Cu(II) states, which accept 
the electron to initiate the reaction cycle. For TPM, the maximum Eredox value in Path I is +614 mV at state 
I-(8) (II-(7)) and that in Path II is +1066 mV at state II-(9), respectively. These redox potential values are 
high enough to be acceptable in an electron transfer from T1 Cu to T2 Cu, because Eredox is +250 mV for T1 
Cu.
27
 In addition, the Eredox values for TPM are higher than those for TPB. This is because TPM has more 
positive charge than TPB resulting in lower lowest unoccupied molecular orbital (LUMO) energy and higher 
EAIP value. In the same way, the Eredox values of [Cu(II)+HNO2] are higher, because [Cu(II)+HNO2] is 
electron-deficient compared to [Cu(II)+NO2
-
] due to the charge of the nitrite. Judging from the Eredox values 





Table 3.1 LUMO energy (in eV), adiabatic ionization potential, EAIP (in eV), total charge, rox value (in a.u.) 
and redox potential, Eredox (in mV) of each state. 
State 

























































3.3.5 Modified reaction pathways of Path I and II with consideration of electron 
transfer reactivity 
In this subsection, I discuss the additional reaction pathways after the electron transfer at state I-(8) 
(II-(7)) step by step. 
 
Modified reaction pathways of Path I 
The modified reaction path and the corresponding free energy diagram of Path I are shown in 
Scheme 3.4 and Figure 3.5, respectively. State I-(13) is the first reduced state. The distance between Cu and 
O1(H2O) increases (1.90 Å, state I-(8) → 2.00 Å, state I-(13)) due to the increase in the electron density of 




The approach of NO2
-
 to state I-(13) results in state I-(14). In contrast to state I-(9), NO2
-
 does not 
coordinate to Cu at first, but to H2O, because the reduced Cu(I) is electron-rich. The distance between 
O3(NO2
-
) and H1(H2O) is 1.51 Å because of a strong hydrogen bond. After passing through the transition 
state I-(15), NO2
-
 coordinates to Cu(I) to form state I-(16). At state I-(15), Cu(I) is coordinated by NO2
-
 (2.51 
Å) and H2O (2.12 Å) retaining the hydrogen bond between O3(NO2
-
) and H1(H2O) (1.60 Å). ΔG from state 




 At state I-(16), the hydrogen bond between O3(NO2
-
) and H1(H2O) 




). After the 
H2O removal, state I-(16) returns to state I-(1), and the reaction cycle is completed. Since state I-(1) is 13.2 
kJ mol
-1 




Scheme 3.4 Predicted reaction pathway: Path I with electron transfer 
 
Figure 3.5 Free energy diagrams through Path I including electron transfer (a) state I-(13) → state I-(8), (b) 
TPM: blue solid line and TPB: red solid line. 
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The free energy barrier of modified Path I in TPM is 137.3 kJ mol
-1
 between state I-(1) and state 
I-(6) (Figure 3.5). It is higher than typical barriers in enzymes such as the Cu-NiR. According to Kujime et 
al., the highest occupied molecular orbital (HOMO) energy of TPM is 1.02 eV lower than that of the 
Cu-NiR.
28
 Thus, the increase of the proton nucleophilicity and the NO dissociation reactivity of the nitrite in 
the Cu-NiR will lower the free energy barrier than TPM. To understand the effect of the HOMO energy on 
the reactivity of the nitrite, I compare the HOMO energy of TPM with that of TPB. At state I-(1), the HOMO 
energy of TPB (8.69 eV) is 0.47 eV higher than that of TPM (9.15 eV). Thus, the higher HOMO energy of 
TPB contributes to increase the reactivity of the nitrite. The free energy barrier of TPB (97.8 kJ mol
-1
) is 
lower than that of TPM (137.3 kJ mol
-1
). Therefore, I consider the free energy barrier in a real Cu-NiR will 
be lower than that calculated for TPM. 
 
Modified reaction pathways of Path II 
I also explore an exchange reaction between H2O and HNO2. The modified reaction path and the 
corresponding free energy diagram of Path II are shown in Scheme 3.5 and Figure 3.6, respectively. To 
exchange H2O into HNO2, TPM requires two reaction steps, and TPB does one reaction step. For TPB, a 
direct route through state II-(11) → state II-(12) (transition state) → state II-(15) was found. The exchange 
reaction of H2O into HNO2 in TPM along Path II is as follows: HNO2 first approaches state II-(10), resulting 
in state II-(11). Similarly as state I-(14), HNO2 is not coordinated to Cu directly (state II-(1)). At state II-(11), 
the distance between O3(HNO2)H1(H2O) (1.84 Å) is longer than that of state I-(14) (1.51 Å) due to the 
weaker hydrogen bond. At state II-(12) (transition state), Cu is coordinated by both HNO2 (2.35 Å) and H2O 
(2.07 Å) and the hydrogen bond between O3(HNO2)H1(H2O) increases to 2.15 Å. At state II-(13), the 
hydrogen bond between O3(HNO2)H1(H2O) dissociates (3.22 Å), and one of pyrazole moieties moves away 
from Cu(I) (CuNL1: 3.45 Å) forming another hydrogen bond (NL1H2(H2O): 1.75 Å). The distance between 
Cu and N2(HNO2) decreases to 1.91 Å, and that of CuO1(H2O) increases to 2.16 Å. In transition state 
II-(14), Cu is not coordinated by H2O (CuO1(HNO2): 3.00 Å). On the other hand, HNO2 forms the 
hydrogen bond with H2O (O3(HNO2)H1(H2O): 2.30 Å). In contrast to this, the hydrogen bond between the 
pyrazole and H2O are weakened (NL1H2(H2O): 1.90 Å). At state II-(15), H2O becomes distant from the 
pyrazole (NL1H2(H2O): 2.68 Å) and Cu(I) is coordinated by the pyrazole again (CuNL1: 2.06 Å), while 
H2O only coordinates to HNO2 (O3(HNO2)H1(H2O): 2.10 Å) and can easily dissociate. 
In analogy with modified Path I, the reaction bottleneck is the NO dissociation process of HNO2 
(Figure 3.6). However, the free energy barrier of modified Path II in TPM is 124.1 kJ mol
-1
 between state 
II-(10) and state II-(5), which is 13.2 kJ mol
-1 
lower than that of modified Path I. Regarding ΔG, modified 
Path II is favorable compared to modified Path I as found in the situation for original Path I and Path II. 
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Scheme 3.5 Predicted reaction pathway: Path II with electron transfer 
 
Figure 3.6 Free energy diagrams through Path II including electron transfer (a) state II-(10) → state II-(7), 
(b) TPM: blue solid line and TPB: red solid line. 
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3.3.6 Reactivity of Paths I and II under different conditions 
As discussed previously, there are two different reaction pathways depending on the concentrations 
of HNO2 and NO2
-
 around the active site. This means the actual reaction path is probably depended on the 
solution pH. Here, I discuss reaction routes derived from my analyses of the reaction pathways, by 
considering the pH and the frequency of the electron transfer in the experiment. 
Since the pKa value of HNO2 is 3.4 in aqueous solution, at neutral solution, i.e. pH = 7, the 
concentration of NO2
-
 is so high that Path I might be preferable.
26
 For acidic condition, however, i.e. pH << 7, 
the concentration of HNO2 increases compared to the neutral condition, and Path II becomes preferable, 
because Path II is thermodynamically preferable. According to the experimental studies,
9,22,29
 the electron 
transfer reactivity from T1 Cu to T2 Cu is influenced by the pH value. Wijma and coworkers reported that 
the catalytic reactivity of the Cu-NiR was activated at the low pH condition.
29
 From resonance Raman 
spectroscopy experiments, Ghosh and coworkers showed that the electron transfer from the reduced T1 Cu to 
T2 Cu occurred even at low pH.
9
 My analyses explain the dependence of reaction mechanism on pH and the 
frequency of the electron transfer, supporting the experimental results. 
 
3.4 Conclusions 
In this chapter, I systematically examined nitrite reduction pathways in model adducts of TPM and 
TPB as the models of the Cu-NiR. From DFT calculations, I found two possible reaction pathways including 
Path I, and Path II. I discussed the system reactivity along these pathways, from the aspect of the Gibbs 
energy difference, and the frequency of the electron transfer. Finally, I determined the reaction pathways with 
a consideration of electron transfer reactivity. 
I confirmed that both Path I and Path II passing through the resting state, in which the active site is 
occupied by H2O, can complete reaction cycles. Judging from my analyses on all reaction pathways, Path I is 
preferable at the neutral condition, i.e. pH = 7. Although Path II is preferable judging from the free energy 
changes and the electron transfer reactivity, it might be a minor pathway at the neutral condition, because the 
actual concentration of HNO2 is low. 
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Solvent effects on the electron transfer reaction rate constant, kET, at the first excited state of 
5-(1-pyrenyl)-2’-deoxyuridine (Py-dU) were examined by combining time-dependent density functional 
theory and classical molecular dynamics (MD) simulations. While there are no remarkable differences in the 
structure between the solutions of methanol (MeOH) and acetonitrile (MeCN) in the MD simulations, I 
disclosed that the hydrogen bonds between the explicit MeOH molecules and the dU moiety, whose 
structures were frequently found in the MD simulations, result in an enhancement of kET. These results 
suggest that the electron transfer from Py to dU occurs without the proton-coupled electron transfer process, 
which is consistent with the experimental results.   
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4.1 Introduction 
It is one of the most important themes in biophysical chemistry and nanobiotechnology to clarify 
the mechanism of electron transfer from an electron donor to an electron acceptor. In previous experimental 
studies, solvent effects on electron transfer reactivity of 5-(1-pyrenyl)-2’-deoxyuridine (Py-dU) have been 
reported.
1-3
 Although the electron transfer reactivity from Py to dU is activated in a protic solvent such as 
methanol (MeOH) compared to an aprotic solvent such as acetonitrile (MeCN), the mechanism of solvent 
effects has not been elucidated from theoretical aspects yet. In this chapter, I theoretically investigate the 
difference between protic and aprotic solvent effects on the excited-state electron transfer reactivity of Py-dU 
by evaluating the electron-transfer reaction rate. In the following section, I summarize the computational 
details and models used here. The results and discussion are provided in Section 4.3. Finally, my conclusion 
is presented in Section 4.4. 
 
4.2 Methods 
4.2.1 Electron transfer reaction rate 
The electron transfer reaction rate, kET, is calculated by the Marcus equation (Eq. (1.1)).
4,5
 I assume 
T = 298 K and ν = 200 cm-1. I evaluate the electronic coupling matrix element from the initial state i to the 
final state j, Hij, using the generalized Mulliken-Hush (GMH) method,
6
 as follows: 
 
     2122 4  ijijijijij ppEpH ,                       (4.1) 
where ijp  
denotes the transition dipole moment, ijp  
the dipole moment difference between the donor 
and acceptor states, and ijE
 
the energy gap between two states, respectively. To calculate ijH
 
values 
among excited states, I adopt the Tamm–Dancoff approximation for simplicity,7 while the equilibrium 
structures are optimized by time-dependent density functional theory (TD-DFT) calculations. 
The reorganization energy, λ, is evaluated using Nelsen's four-point method.8 λ in the charge 
transfer (CT) is represented as follows: 
       AADD 00
0*
*
* EEEE   ,                      (4.2) 
where  　ZXYE (X, Y = 0, *, +, – and Z = D, A) is the energy of the X state for the isolated Z monomer at the 
optimized structure of the Y state, and 0 represents the ground state, * the first excited state, + the cationic 
state, and – anionic state, respectively. The donor (D) and acceptor (A) are defined as Py and dU, 
respectively. According to the previous study,
9
 I approximately evaluate free energy changes, GΔ , for CT 
processes by energy difference of the constituents in their initial and final states as follows: 
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 ,                  (4.3) 
with 
   0*0* ADADADAD
2/1
s0 //4Δ rqqrqqEq  

 ,                (4.4) 
where qD and qA are the total charge of each state denoted by 0, *, + and –. ε0 represents the static dielectric 
constant of the vacuum and εs that of the solvents (33.10 for MeOH
10
 and 35.99 for MeCN
11
 at 298 K), 
respectively. rDA is a centroid distance between Py and dU moieties of the first excited state equilibrium 
structure of Py-dU. 
 
4.2.2 Calculations of the electronic structure 
For the exchange-correlation functional, I adopt the CAM-B3LYP functional.
12
 To take into 
account van der Waals dispersion interactions, Grimme’s D3 damping function is included.13 The 
correlation-consistent polarized valence double-ζ (cc-pVDZ) basis sets14 for all atoms are employed. I 
consider the implicit solvent effects using the conductor-like polarizable continuum model (CPCM).
15
 As the 
dielectric constants of MeOH and MeCN are close to each other (MeOH: ε = 33.10, MeCN: ε = 35.99), I 
focus on the results of MeOH as the CPCM solvent model in all calculations. All electronic structure 
calculations are performed using Gaussian09 program.
16
 
Since Trifonov and coworkers have suggested the possibility that the orientation of Py and dU 
moieties affected by solvent controls the magnitude of the electronic coupling,
17
 I investigate the 
solvent-dependent conformational distribution of the dihedral angle between Py and dU, . After generating 
all types of Py-dU conformers using the Conformers tool in the Materials Studio package,
18
 I perform 
geometry optimization calculations for all the Py-dU conformers at CAM-B3LYP-D3/cc-pVDZ level to 
determine the global minimum conformation. 
 
4.2.3 Molecular dynamics simulations 
I perform classical molecular dynamics (MD) simulations using the explicit solvent MeOH and 
MeCN. All MD simulations are carried out by the Forcite module,
18
 where COMPASS II force field
19
 (FF) is 
used. For initial geometries, 100 snapshots of three-dimensional periodic boxes with 392:1 (MeOH) and 
306:1 (MeCN) solvent-solute ratios of Py-dU are constructed with a volume of 0.8 g cm
-3
 in the 303030Å3 
periodic box by the Amorphous Cell module.
18
 As the initial structure of the solute, the global minimum 
conformation of Py-dU found from CAM-B3LYP-D3 geometry optimization is used. To generate random 
conformations, NVT MD annealing simulations are performed for 200 ps at 750 K for each snapshot. Using 
the annealed conformations, I perform NPT MD simulations for 2 ns under the standard conditions (P = 1 
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atm and T = 298 K) after 200 ps equilibration. I calculate a distribution function of the dihedral angle 
between the Py and dU moieties, , and solute-solvent radial distribution functions, g(rX), where rX 
represents several solute-solvent distances, by sampling 1000 data in increments of 2 ps from each trajectory 
and averaging over the 100  2 ns MD simulations. 
 
4.3 Results and Discussion 
4.3.1 Stabilization energy due to a coordination of solvent molecule 
Table 4.1 shows the counterpoise-corrected stabilization energy due to the addition of one solvent 
molecule to Py-dU, ΔEint, for both the S0 and S1 states, where Py-dU is fixed at its global minimum structure, 
and only the solvent molecule is optimized to exclude a contribution to energy change of Py-dU. The OH 
group of the MeOH molecule is coordinated to the O1, O2, O3, O4, and O5 positions, and the CN group of the 
MeCN molecule to the H1 and H2 positions (Figure 4.1 for the sequence of each atom). These structures are 
hereafter referred to as MeOH I−V and MeCN I−II. Note that I was unable to find the structure with a MeCN 
coordinated to the H3 position of Py-dU, since the Py moiety was the steric hindrance for the addition of 
MeCN. 
 
Table 4.1 Stabilization energy due to the addition of one solvent to Py-dU, ΔEint (kJ mol
-1
). ΔEint is calculated 
from CAM-B3LYP-D3 and CAM-B3LYP for the S0 and S1 states with counterpoise correction and from 


















































Figure 4.1 Chemical and geometrical structures of 5-(1-pyrenyl)-2’-deoxyuridine (Py-dU), where  indicates 
the dihedral angle between the Py and dU moieties. 
 
CAM-B3LYP-D3 estimates higher stabilization energies than CAM-B3LYP (Table 4.1, ΔΔEint = 
9−16 kJ mol-1). Thus, it is necessary to include van der Waals dispersion correction to calculate stabilization 
energies. Judging from these results, van der Waals dispersion interaction correction is important to 
reproduce well-balanced description for the stabilization energy due to the one solvent coordination, and 
hence I adopted CAM-B3LYP-D3 for further analyses. For assessment of the molecular mechanics (MM) 
method, I compared the stabilization energies obtained by COMPASS II FF as shown in Table 4.1. These 
results indicate that COMPASS II FF well reproduces the CAM-B3LYP-D3 results (ΔΔEint = 0−8 kJ mol
-1
). 
Therefore, I use COMPASS II FF for the MD simulation to discuss the distribution of the solvent molecules 
around Py-dU. 
 
4.3.2 Assignment of locally excited and charge transfer excited states of 
monomeric Py-dU 
Judging from the oscillator strengths at the S0 optimized structure (Table 4.2), the singlet π  π* 
excitation (S0  S1) is likely to occur, where the local excitation at the Py moiety mainly contributes to this 
excitation. Meanwhile, the S3 state is identified as the CT state, since the sum of the Mulliken charges and 
the dipole moment at the dU moiety of the S3 state (q3(dU) = −0.224 and 𝑝3 = 9.30 debye) exhibit much 
higher than those of the S0 state (q3(dU) = −0.042 and 𝑝3 = 5.46 debye) (Table 4.2). 
The excitation character of the S3 state mainly consists of the transition to third lowest unoccupied 
molecular orbital (LUMO+2), where the localization of unoccupied MO is observed, in which LUMO of the 
dU monomer mainly dominates.  
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Table 4.2 Excitation energy, Eexc (eV) and oscillator strength, fosc from the ground state to the corresponding 
excited state. Dipole moment (debye) and Mulliken charge of dU segment at the corresponding excited state. 








Mulliken charge  
of dU segment 
S0 − − 5.87 −0.042 
S1 3.75 0.6326 5.46 0.012 
S2 3.95 0.0098 5.80 −0.029 
S3 4.55 0.1202 9.30 −0.224 
 
 
Figure 4.2 The selected molecular orbitals of Py, dU and Py-dU. The Py-dU geometry is optimized at the S1 
state. 
 
At the S1 optimized structure, although the sum of the Mulliken charges and the dipole moment at the dU 
moiety become lower (q3(dU) = −0.090 and 𝑝3 = 7.03 debye) compared to those of at the S0 equilibrium 
structure, the MO localization at the dU moiety is found in LUMO+1 (Figure 4.2), contributing dominantly 
to the S3 state. 
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4.3.3 Explicit solvent effects on the distribution of the dihedral angle between Py 
and dU 
In this subsection, I consider the explicit solvent effects within quantum mechanics (QM) and MD 
methods, where QM analyses were combined with the conformational sampling by MD simulations. The 
Boltzmann distributions of  obtained from (TD-)CAM-B3LYP-D3 energies at both S0 and S1 states, 
DFT,Si() (i = 0, 1), that by COMPASS II FF energies in vacuum, MM(), and the distribution functions of  
calculated by MD simulations of the Py-dU solution in both MeOH and MeCN, X() (X = MeOH and 
MeCN), are shown in Figure 4.3. I evaluate X() by averaging those for (C1-C2-C5-C4), (C3-C2-C5-C6), 
180−(C1-C2-C5-C6), and 180−(C3-C2-C5-C4). 
From Figure 4.3, it is found that all Boltzmann distributions in a vacuum, MM() and DFT,Si(), 
are monomodal with a peak around 30. The maximum peak position of  after the S0 → S1 excitation 
decreases from 38 to 26, indicating that the stable structure in the S1 state is planar than that in the S0 state. 
 
 
Figure 4.3 (I) Boltzmann distribution for the S0 state as a function of the dihedral angle between Py and dU 
moieties,  (in deg) calculated from CAM-B3LYP-D3 SCF energies (green plots). (II) Boltzmann 
distribution for the S1 state as a function of  (in deg) calculated from TD-CAM-B3LYP-D3 SCF energies 
(yellow plots). (III) Boltzmann distribution as a function of  (in deg) calculated from COSPASS II energies 
(black plots). Distribution functions of the dihedral angle between Py and dU moieties,  (in deg) calculated 
by averaging the 100  2 ns molecular dynamics simulations of the Py-dU: (IV) in MeOH solution (red 
plots) and (V) in MeCN solution (blue plots). 
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Apart from the trends of MM() and DFT,Si(), there is almost no difference between MeOH() and MeCN(), 
which means that X() is unaffected by the presence or absence of a protic solvent. X() (X = MeOH and 
MeCN) reaches its first peak at around  = 60 and the second peak at around  = 115, which are greater 
than 28 (global minimum) in MM() and  = 38 in DFT,S0(). Meanwhile, the Boltzmann distribution as a 
function of  from the COMPASS II energies indicates that explicit solvents have the fluctuation effects on 
to form a more broad and non-planar geometry. These results indicate that the activation of electron 
transfer of Py-dU at the S1 state is not because of the planar geometry of Py-dU in MeOH as Trifonov and 
coworkers previously proposed.
17
 Although structural information of Py-dU at the S1 state in the explicit 
solvent environment is unavailable owing to the absence of FF parameters for the excited state in MD 
simulations, it is expected that the same trends of the S0 state, i.e. bimodal distribution, a large fluctuation of 
conformations, no remarkable difference between MeOH and MeCN, etc., might hold for the S1 state due to 
little differences in stabilization energies by the coordination of one solvent to Py-dU between the S0 and S1 
states (Table 4.1). 
 
4.3.4 Explicit solvent effects on electron transfer reaction rate of Py-dU 
As seen in the previous subsection, the difference between protic and aprotic solvents does not 
cause any remarkable structural change of Py-dU. There is a possibility, however, that the change in the 
electronic structure of Py-dU modulates kET by the explicit coordination of a solvent molecule to Py-dU. To 
take into account the explicit solvent effects on the change of the electronic structure of Py-dU, one solvent 
molecule was coordinated to Py-dU and the geometries at the S1 states were optimized by CAM-B3LYP-D3, 
where Py-dU was fixed at the stable structure of the monomeric Py-dU at the S1 state for simplicity. The 
electron-transfer rate, kET, and corresponding physical properties are listed in Table 4.3. 
While p1, p3, and p13 are partly affected by the coordination of the explicit solvent to Py-dU, there 
is no remarkable change in H13 and all of the 2πγLZ parameters are much larger than 1. Thus, the electron 
transfer process is adiabatic. For all of the MeOH coordinated structures, the kET value for CT is activated 





 → 1.02×1010 s-1), i.e. it is activated about 92 times faster than that of without MeOH. The kET 




 → 2.36×109 s-1), which is about 21 times faster 
than that of without MeOH. Conversely, the kET value of MeCN I is decreased, and the kET value of MeCN II 
was only 2.8 times faster than that of without MeCN. 
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Table 4.3 Excitation energy, ΔE13 (eV), dipole moments, p1 and p3 (debye), transition dipole moment, p13 
(debye), electronic couplings, H13 (eV), reorganization energy, λ (eV), adiabatic and nonadiabatic limits 




) of Py-dU. Bold font 
means remarkable change due to one solvent coordination. 
 
Structure ΔE13 p1 p3 p13 H13 
No Solvent 0.912 5.16 6.24 7.27 0.442 
MeOH 
I 0.892 5.91 8.72 7.85 0.428 
II 0.917 6.56 7.25 7.55 0.447 
III 0.914 6.23 6.11 9.16 0.445 
IV 0.909 4.60 4.36 7.46 0.442 
V 0.906 6.41 7.41 7.39 0.440 
MeCN 
I 0.915 3.40 6.64 6.87 0.443 












According to the experimental results of fs-broadband pump–probe spectroscopy, the electron 
transfer in the excited state from Py to dU was observed within a few ps in MeOH solution, while there was 
no electron transfer after 20 ps in MeCN solution.
17
 Although the kET values of MeOH I and III are smaller 
than those observed in the experiment, the trend of the kET value between MeOH and MeCN is consistent 
with the experiment. Therefore, I conclude the activation of the electron transfer in the excited state in 
MeOH solution is caused by the MeOH I and III structures.
 
Since I here only consider the one solvent coordination model, my limited model results in the 
Structure λ 2πγLZ ΔG kET 




I 0.770 291 0.0190 2.36 × 10
9
 
II 0.718 331 0.123 4.31 × 10
8
 
III 0.574 367 0.0407 1.02 × 10
10
 
IV 0.703 326 0.171 1.57 × 10
8
 




I 0.789 310 0.167 7.78 × 10
7
 




underestimation of kET values. In order to evaluate the kET values more accurately, I should adopt larger and 
more realistic models with sufficient solvents by QM/MM or first principles molecular dynamics simulations. 
It is expected, however, that the overall behavior might be unchanged since the all MeOH coordination 
models exhibit faster kET than that without any coordination does. 
In order to understand the reason why the kET values of MeOH I and III are significantly fast, I here 
discuss a possible reason. Regarding the reorganization energy, λ, MeOH III has the lowest λ value (0.574 
eV) among possible coordination structures. This is due to the stabilization of the anionic state structure of 
the MeOH III by the formation of hydrogen bonds between dU and MeOH (2.2 Å) because of an increase of 
negative charge on the O3 atom. According to the Table 4.3, the stabilization of the anionic state of the 
MeOH III also gives lower  AE  and G  (0.0407 eV). Thus, the decreases of both λ and G  
accelerate the kET value of MeOH III. For MeOH I, G  particularly decreases (0.0190 eV), because the 
LUMO state of dU is stabilized by the hydrogen bond with MeOH in MeOH I (Figure 4.2). Thus, from these 
results, I conclude that the kET value for CT in MeOH solution increases because of the decrease in λ and 
G  by the formation of hydrogen bonds in MeOH I and MeOH III, while the MeCN solvent has little 
effect on the activation of the kET value for CT. 
To reveal the frequency of the MeOH I and MeOH III in MeOH solution, the radial distribution 
functions for interatomic distances between MeOH and Py-dU, i.e. rY (Y = O1-H(MeOH), O2-H(MeOH), 
O3-H(MeOH), and H1-O(MeOH)), were calculated from trajectories obtained by the MD simulations. The 
results are shown in Figure 4.4. For simplicity, I abbreviate the notations of rO1-H(MeOH), rO2-H(MeOH), rO3-H(MeOH), 
and rH1-O(MeOH) to rO1-H, rO2-H, rO3-H, and rH1-O, respectively.  
The distances to the first solvation shell for rO1-H, rO2-H and rO3-H are 1.78 Å, 1.75 Å, and 1.86 Å, 
respectively, and are within the moderate hydrogen-bond distance (1.5 < rHB < 2.2 Å). However, g(rO3-H) 
(0.20) is much smaller than that of g(rO1-H) (2.28) and g(rO2-H) (2.95), indicating that the frequency of MeOH 
III is rare compared to those of MeOH I and MeOH II. This is due to the dynamic steric hindrance for MeOH 
to coordinate to the O3 atom by the rotation of the Py moiety in the MD simulations within the explicit 
solvent models. In addition, the highest value of g(rH1-O) (3.43) is higher than the values of g(rO1-H) (2.28) 
and g(rO2-H) (2.95), indicating that more than half of the MeOH molecules coordinated to O1 and O2 atoms 
concomitantly form the hydrogen bond with the H1 atom. Thus, the both MeOH I and II structures are 
formed with high frequency in MeOH solution, and I finally conclude that the electron-transfer reactivity 




Figure 4.4 Radial distribution functions of MeOH solvent calculated by averaging over the 100  2ns 
molecular dynamics simulations of the Py-dU solution: g(rO1-H) (solid red line), g(rO2-H) (dotted green line), 




I theoretically investigated solvent effects of protic and aprotic solvents on the electron transfer 
reaction rate constant, kET, by means of combined TD-DFT calculations and classical MD simulations. In 
earlier work, Trifonov and coworkers suggested that the rapid quench originates from the π-electron overlap 
due to the planar geometry between Py and dU supported by the hydrogen bonding interaction with MeOH.
17
 
Both my DFT and MD calculations, however, have shown that the dihedral angle between Py and dU, , 
forms a broad and non-planar geometry at all. In addition, there is almost no difference between the 
distribution functions of  calculated by MD simulations of the Py-dU solution in the presence or absence of 
MeOH. 
To consider the solvent effects in more detail, I adopted explicit solvent models, where one 
additional solvent molecule is coordinated to Py-dU, and I found different conformers for MeOH (I−V) and 
MeCN (I−II), respectively. The MeOH I and III structures exhibit remarkable enhancement of kET over the 
MeCN structures. Among the MeOH I and III structures, the MeOH I structure was frequently observed in 
the MD simulations. According to these results, I conclude that the rapid quench of Py-dU at the excited state 
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in MeOH solution is due to the direct coordination of MeOH to the O1 position. My results suggest that the 
electron-transfer reactivity is activated by the coordination of the explicit MeOH to dU without the 
proton-coupled electron transfer, which supports experimental results
17,20
 from theoretical aspects. 
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5. Theoretical Prediction of Monomer Refractive Index  
 
Summary 
Refractive indices of 104 organic compounds and 80 metal- and metalloid-containing compounds 
are systematically evaluated using the Lorentz-Lorenz equation with polarizabilities obtained via density 
functional theory (DFT). Among exchange functionals studied, the long-range corrected (LC) fuctionals 
yield the smallest errors for the polarizabilities of gaseous compounds and refractive indices of liquids. On 
the other hand, conventional functionals based on the generalized gradient approximation and Hartree-Fock 
method give greater errors than the LC functionals. The LC functionals also predicts very well the 




Empirical models such as the atomic additive method (AAM),
1
 group contribution methods,
2
 and 
quantitative structure-property relationship (QSPR) approaches
3-5
 have been proposed to predict molecular 
polarizability or refractive indices of organic substances. While the mean absolute relative error on 
polarizability of organic substances given by AAM is within 1−2 %,1,6 the first-principles schemes for 
predicting polarizability of individual atoms in a molecule have shown that the polarizability of an atom 
depends strongly on its environment.
7-11
 Thus, for substances dissimilar to training sets, the predictive power 
of empirical methods might deteriorate. Moreover, systematic prediction of the refractive index of 
compounds containing metallic and metalloid elements has not yet been reported. Since metallic and 
metalloid elements have more complicated electronic structures than organic elements, empirical prediction 
schemes are likely to be less successful. Therefore, the first-principles approaches are indispensable for 
studying a variety of compounds. 
Among the first-principles methods, the coupled cluster singles and doubles with perturbative 
triples (CCSD(T)) method predicts molecular structure and polarizability with unsurpassed reliability.
12
 
However, the method is computationally expensive with scaling of N
7
, and hardly can be applied to practical 
molecular design problems, which often involve larger molecules. Therefore, the density functional theory 




It has been reported that the long-range corrected functionals improve the asymptotic behavior in 
the exchange functionals and represent polarizability close to the results obtained by highly accurate wave 
function-based methods such as CCSD and CCSD(T) theories.
14-17
 In this chapter, I systematically evaluate 
the refractive indices for organic compounds and metal- and metalloid-containing compounds to numerically 
prove long-range corrected functionals have the potential to improve the accuracy of polarizability as well as 




The experimental refractive indices at = 589.3 nm, nexptl, and densities, dexptl, of 104 organic 
compounds
18-27
 and 80 metal- and metalloid-containing compounds
28-68
 have been taken from literature 
(Appendix A). The compounds consist of organic or halogen derivatives of typical elements (H, C, N, O, F, S, 
Cl, Br and I), metals (Al, Ni, Zn, Ga, Sn, Hg, Pb and Bi), and metalloids (Si, Ge, As, Sb and Te). To achieve 
higher consistency between refractive indices and densities, only experimental reports containing both 
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quantities measured within plus or minus 5 degrees Celsius are taken into account. In the set of organic 
compounds considered, perfluoro-n-hexane
18
 exhibits the lowest (1.252) and carbon disulfide18 the highest 
(1.627) refractive index. In the set of metal- and metalloid-containing compounds, 
1,2-bis(trifluorosilyl)ethylene
42
 exhibits the lowest (1.252) and dimethylditelluride60 the highest (1.81) 
refractive index. The static polarizability data for some gaseous organometallic and organometalloid 




 In this dissertation, I adopt SiH4, 
Si2H6, SiF4, SiCl4, AsH3, As4, SnCl4, SnBr4, SnI4, TeF6, HgCl2, HgBr2 and HgI2 from Hohm’s publication,
70
 
because experimental errors of these compounds are quite small. The refractive indices, ncalcd(theor, dexptl), are 
calculated using Eq. (1.11), and employing theoretical polarizabilities of compounds, theor, and dexptl. The 
experimental polarizabilities of compounds, exptl =(nexptl, dexptl), have been estimated from Eq. (1.11). 
 
Computational 
For H, C, N, O, F, Al, Si, P, S, Cl, Ni, Zn, Ga, Ge, As and Br atoms, correlation-consistent 
polarized valence triple-ζ (cc-pVTZ) basis sets71-74 have been employed, which are further abbreviated as TZ 
sets. For the Sn, Sb, Te, I, Hg, Pb and Bi atoms, pseudopotentials cc-pVTZ-PP,
75-78
 further abbreviated as 
TZ-PP sets, have been employed. To take into account the effect of van der Waals dispersion interactions on 
molecular structures, I adopt Becke, three-parameter, Lee-Yang-Parr exchange-correlation functional with 
Grimme’s dispersion correction D3 and Becke-Johnson damping (B3LYP-D3BJ)79 with TZ (TZ-PP) basis 
sets for geometry optimization calculations. During the geometry optimizations, symmetry constraint is not 
imposed. I confirm that all local minima have zero negative imaginary frequency. For calculations of static 
and dynamic electronic polarizabilities, the diffused functions have been added to the TZ and TZ-PP basis 
sets, and the resulting basis sets are referred to as aTZ and aTZ-PP, respectively. 
















) functionals. All electronic structure 
calculations are performed using Gaussian09 program.
89
 
For the error analyses, I adopt several measures to quantify the accuracy for the predictions of 
physical quantities. The mean signed relative errors, MSRE, are calculated as follows: 






,                          (5.1) 
where i and M denote the relative error and the number of data points, respectively. The mean absolute 
relative errors, MARE, are 







,                   (5.2) 
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RMSD ,                     (5.3) 
where xi is the absolute error. To evaluate the frequency-dependent properties, the Abbe number, νD, a 
measure of optical dispersion, is calculated from Eq. (1.12). 
 
5.3 Results and Discussion 
5.3.1 Basis set effect on polarizability 
Figure 5.1 shows the polarizabilities of ethane (C2H6), ethane (C2H4) and ethyne (C2H2) by HF and 
BLYP methods, as a function of the valence  in Dunning consistent basis sets augmented with diffused 
functions, aug-cc-pVXZ (X = D, T, Q, 5, 6). The polarizabilities calculated using the aug-cc-pVTZ basis sets 
(aTZ) differ from the polarizabilities of the aug-cc-pV6Z basis sets (a6Z) by less than 0.1%. In previous 
studies, the dependence of basis set size on polarizabilities of As4 and the group IV tetrachlorides has been 
shown.
90,91
 Hohm et al. reported [7s6p4d2f] contracted basis functions for As provides converged 
polarizability for As4.
90
 Since the aTZ basis set has the same [7s6p4d2f] contracted basis functions for As, 
the aTZ basis set is considered to be adequate. Thus, I focus on results obtained using the aTZ basis set, 
which is expected to provide sufficiently converged polarizabilities. 
 
 




5.3.2 Static polarizability in the gas phase 
Since the theoretical polarizability values are calculated for isolated molecules, the solvent effect 
on the polarizability is not taken into account, which could be an additional source of error while evaluating 
refractive index via Eq. (1.11). Therefore, I here compare the calculated and experimental polarizabilities 
measured for gaseous compounds: (I) benzene and (II) 13 inorganic molecules. 
 
Static polarizability of organic molecule (benzene) 
Tables 5.1 presents calculated polarizabilities for benzene. For an experimental equilibrium 
geometry of benzene (RC-C = 1.3914 ± 0.001 Å, RC-H = 1.0802 ± 0.002 Å) (Geometry A in Table 5.1) by 
Gauss et al.,
92
 BLYP and PBE functionals overestimate the polarizabilities, about 5.1 and 4.1%. The hybrid 
B3LYP and PBE0 functionals still overestimate, about 3.1 and 1.9%, respectively. On the other hand, 
CAM-B3LYP, LC-BLYP and LC-PBE yield close to experimental value, about 1.9%, −0.1% and −1.3%, 
respectively. These results indicate long-range correction for exchange functionals improves the 
overestimation of polarizability of benzene. 
 
Table 5.1 Static electronic, (0) of benzene calculated with HF and DFT methods with aTZ basis sets. The 
geometry of benzene is taken from Ref. 92 (A); calculated using B3LYP-D3BJ method with TZ basis sets 







  /Å3 MSRE/%  /Å3 MSRE/%
HF 10.04 0.8 10.04 0.8 
LC-BLYP 9.96 −0.1 9.95 −0.1 
CAM-B3LYP 10.15 1.9 10.15 1.9 
B3LYP 10.27 3.1 10.26 3.1 
BLYP 10.47 5.1 10.47 5.1 
PBE 10.37 4.1 10.37 4.1 
PBE0 10.15 1.9 10.15 1.9 
LC-PBE 9.83 −1.3 9.83 −1.3 
Exptl.
a
 9.96 ± 0.1 −   
(a) Ref. 69. 
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The benzene geometry calculated using the B3LYP-D3BJ functional with TZ basis sets (RC-C = 
1.3902 Å, RC-H = 1.0817 Å) (B3LYP-D3BJ/TZ, Geometry B) approximates Geometry A very well. Thus, 
polarizabilities based on Geometry B are practically the same as these based on Geometry A (Table 5.1). The 
geometries computed at the B3LYP-D3BJ/TZ level are expected to be good approximations of the 
equilibrium geometries. 
 
Static polarizability of inorganic molecules 
The calculated static polarizabilities with experimental values are shown in Table 5.2. These 
polarizabilities strongly depend on the calculation method.  
 
Table 5.2 Static electronic polarizabilities (in Å
3
) of 13 inorganic molecules
70
 calculated with HF and DFT 
methods and aTZ (aTZ-PP) basis sets. Mean signed relative error, MSRE, mean absolute relative error, 
MARE, root mean squared deviation, RMSD and maximum relative error, MAXRE. Values within 






HF LC-BLYP CAM-B3LYP B3LYP BLYP LC-PBE PBE0 PBE 
SiH4 4.43 4.66 4.73 4.77 4.91 4.66 4.76 4.93 4.74 ± 0.04 
Si2H6 8.64 9.06 9.22 9.36 9.64 9.05 9.34 9.68 9.41 ± 0.10 
SiF4 2.89 3.36 3.40 3.44 3.66 3.35 3.39 3.66 3.33 ± 0.03 
SiCl4 10.7 11.1 11.4 11.7 12.1 11.0 11.5 12.0 11.2 ± 0.1 
AsH3 5.20 5.23 5.32 5.38 5.51 5.18 5.35 5.48 5.5 ± 0.2 
As4 18.0 17.4 17.7 17.8 18.0 17.2 17.7 17.9 17.3 ± 0.2 
SnCl4 12.9 13.6 14.0 14.3 14.9 13.4 14.1 14.7 13.7 ± 0.1 
SnBr4 18.0 18.7 19.3 19.8 20.5 18.4 19.4 20.3 18.9 ± 0.2 
SnI4 27.4 28.0 28.9 29.7 30.7 27.6 29.2 30.4 27.8 ± 0.3 
TeF6 5.21 5.98 6.09 6.18 6.55 5.94 6.08 6.52 5.9 ± 0.1 
HgCl2 8.37 8.82 9.16 9.40 9.79 8.69 9.20 9.65 9.1 ± 0.2 
HgBr2 11.1 11.5 12.0 12.3 12.8 11.3 12.0 12.6 11.6 ± 0.2 
HgI2 16.0 16.3 17.0 17.4 18.1 16.0 17.1 17.8 16.5 ± 0.3 
MSRE/% ‒5.7 ‒1.0 1.6 3.5 7.4 ‒2.0 2.0 6.6 
‒ 
MARE/% 6.2 1.6 2.3 3.8 7.4 2.3 2.5 6.6 
RMSD/Å
3
 0.6 0.2 0.4 0.7 1.2 0.3 0.5 1.0 
MAXRE/% 13.1 4.4 4.1 6.7 11.3 5.3 5.0 10.8 
    (a) Ref. 70. 
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For example, the HF-based polarizability of SiF4 (2.89 Å
3
) is 27% lower than the value of BLYP (3.66 Å
3
) 
(Table 5.2). For compounds in Table 5.2, the calculated polarizabilities have the trend to increase in the 
following order: HF < LC-PBE ≅ LC-BLYP < CAM-B3LYP < PBE0 ≅ B3LYP < PBE ≅ BLYP. Compared 
to experimental values, HF-based polarizabilities are underestimated. On the other hand, when a degree of 
the GGA exchange at the asymptotic limit increases, the computed polarizabilities become higher than the 
experimental values. 
Among the functionals considered, LC-BLYP gives the smallest MSRE (‒1.0%), MARE (1.6%), 
and RMSD (0.2 Å
3
). For nine compounds (SiF4, SiCl4, As4, SnCl4, SnBr4, SnI4, TeF6, HgBr2, HgI2), 
LC-BLYP successfully represents the polarizability within the experimental error. LC-BLYP also yields static 
polarizability for SnCl4 (13.6 Å
3
), SnBr4 (18.7 Å
3
), and SnI4 (28.0 Å
3
), in excellent agreement with the 
CCSD(T) results: SnCl4 (13.8 Å
3
), SnBr4 (18.8 Å
3




 These results indicate that 
LC-BLYP is capable of performing as well as the highly acclaimed CCSD(T) method with low 
computational cost in the case of these compounds. 
According to Eq. (2.119), the polarizability depends on the reciprocal of the excitation energies n. 
Therefore, functionals ensuring accurate polarizabilities are expected to represent better the excitation 
energies. Many studies already have shown that LC functionals predict excitation energies with good 
accuracy.
94-98
 In order to explain the reason for the high accuracy of LC functionals in predicting molecular 
polarizabilities and excitation energies, I simply evaluate the highest occupied molecular orbitals (HOMOs), 
the lowest unoccupied molecular orbitals (LUMOs), and HOMO-LUMO energy gaps of MHx hydrides 
where M is H, C, N, O, F, P, S, Cl, Br, I, Al, Si, Zn, Ga, As, Sn, Sb, Te, Hg, Pb, and Bi. The DFT-based 
HOMOs and LUMOs are compared to the corresponding minus vertical ionization potentials (IPs) and minus 
vertical electron affinities (EAs) determined by the CCSD(T) method, respectively (Table 5.3). As shown in 
Table 5.3, the LC-BLYP and LC-PBE functionals represent the lowest error measures (MARE, Eq. (5.2), 
RMSD, Eq. (5.3)), indicating these functionals are expected to yield accurate HOMO and LUMO orbital 
energies and HOMO-LUMO energy gaps. This is consistent with the recent finding that LC functionals 
satisfy Koopmans’ theorem.99 Highly accurate HOMO-LUMO transitions predicted by LC-BLYP and 
LC-PBE indicate that other transitions between valence orbitals are also well described by these functionals, 
which contributes to a very good representation of polarizability. Nevertheless, LC-BLYP tends to 
underestimate polarizability for compounds containing many hydrogen atoms, SiH4 (-1.5%), Si2H6 (-3.8%), 
and AsH3 (-4.4%). For these compounds, CAM-B3LYP represents better description than LC-BLYP (see 
Table 5.2). From the measurement of vacuum ultraviolet absorption cross section, Itoh and coworkers 





Table 5.3 Mean absolute relative error, MARE, root mean squared deviation, RMSD (in eV) of the HOMO 
and LUMO orbital energies, and HOMO-LUMO energy gaps of MHx hydrides compared with the CCSD(T) 

















HF 2.8 0.51 74.4 0.35 4.9 0.71 
LC-BLYP 2.0 0.32 9.5 0.05 2.3 0.36 
CAM-B3LYP 12.8 1.59 125.5 0.58 17.4 2.13 
B3LYP 26.7 3.19 309.5 1.40 38.0 4.53 
BLYP 37.0 4.42 397.1 1.80 51.4 6.13 
LC-PBE 2.9 0.39 34.6 0.15 4.0 0.50 
PBE0 25.0 2.98 248.1 1.13 33.8 4.03 
PBE 36.2 4.33 391.7 1.76 50.2 5.99 
 
On the other hand, LC-BLYP/aTZ represents higher excitation energy of these Rydberg transitions in SiH4 
(a; 9.4 eV, b; 10.5 eV, c; 10.8 eV). Theses results are consistent with the suggestion by Nakata et al. that the 
original LC functionals tend to underestimate the 1s orbital energy of hydrogen because of the 
self-interaction error.
101
 Thus, it is expected that the original LC functionals underestimate the σSiH orbital 
energy of SiH4, resulting in the overestimation of the excitation energies in Rydberg transitions and the 
underestimation of the polarizabilities of SiH4 and other similar compounds (Table 5.2). For these 
compounds, replacing the short-range part of the GGA exchange by Hartree-Fock exchange is essential to 
improve the accuracy of the 1s orbital energy. 
 
5.3.3 Refractive indices in liquids 
As seen in the previous subsection, the LC functionals yield particularly low errors for the static 
polarizability of the molecules in the gas phase. In this subsection, I evaluate the refractive indices of liquids. 
Although the polarizability of an isolated molecule in principle changes when brought into liquid 
environment, the effect is small in general.
102
 Thus, I consider here the simplest possible model for 
evaluating polarizability – an isolated molecule model. 
Table 5.4 represents error measures in the refractive index at wavelength = 589.3 nm calculated 
for the set of 104 organic compounds and 80 metal- and metalloid-containing compounds.  
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Table 5.4 Mean signed relative error, MSRE, mean absolute relative error, MARE, root mean squared 
deviation, RMSD and maximum relative error, MAXRE, of the refractive indices for 104 organic compounds 
and 80 metal- and metalloid-containing compounds. Polarizabilities, theor, are calculated using the 
X/aTZ//B3LYP-D3BJ/TZ method. Best values in bold font. 
Method Organic compounds Metal- and metalloid-containing compounds 
X MSRE/% MARE/% RMSD MAXRE/% MSRE/% MARE/% RMSD MAXRE/% 
HF −1.4 1.6 0.026 3.2 ‒1.6 1.7 0.027 3.2 
LC-BLYP −0.4 0.8 0.014 2.2 ‒0.4 0.7 0.013 2.0 
CAM-B3LYP 0.5 0.8 0.016 3.1 0.9 1.0 0.020 4.6 
B3LYP 1.2 1.2 0.025 4.3 1.9 1.9 0.036 7.5 
BLYP 2.7 2.7 0.044 6.5 3.8 3.8 0.064 11.7 
LC-PBE −0.8 0.9 0.016 2.2 ‒0.8 0.9 0.016 1.9 
PBE0 0.8 0.9 0.019 3.5 1.4 1.4 0.027 6.3 
PBE 2.5 2.5 0.041 5.9 3.5 3.5 0.059 10.9 
 
The mean signed relative errors, MSRE, show a similar trend of inorganic molecules observed in the gas 
phase (subsection 5.3.2), i.e. HF < LC-PBE ≅ LC-BLYP < CAM-B3LYP < PBE0 ≅ B3LYP < PBE ≅ BLYP. 
Among the functionals studied, LC-BLYP is again one of the best functional to yield the lowest MSRE, 
MARE, and RMSD for both organic compounds and metal- and metalloid-containing compounds (Table 
5.4). Although the lowest MAXRE for metal- and metalloid-containing compounds is seen for LC-PBE 
(1.9%), MAXRE for LC-BLYP (2.0%) is almost the same. 
BLYP and PBE systematically overestimate the refractive indices for all compounds. The hybrid 
B3LYP and PBE0 functionals yield about half of the MSREs given by BLYP and PBE. Therefore, the 
accuracy of the refractive index is improved with an increase of the HF contribution to the exchange potential. 
Nevertheless, in comparison with LC functionals (LC-BLYP, LC-PBE, and CAM-B3LYP), the hybrid 
functionals (B3LYP and PBE0) still tend to overestimate the refractive indices. Therefore, in order to 
improve the accuracy of the refractive index, the consideration of the long-range interaction of exchange 
functional is essential. 
As seen in Table 5.4, the errors of the organometallic and organometalloid compounds for pure 
GGAs, and hybrid functionals exhibit much greater errors than those for the organic compounds. This result 
indicates that the functionals with the higher contribution of the GGA exchange-correlation at the asymptotic 
limit tend to more strongly overestimate polarizabilities of the organometallic and organometalloid 
compounds because such functionals tend to more strongly underestimate energy gaps.  
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Figure 5.2 Experimental, nexptl, vs calculated, ncalcd (αtheor, dexptl), refractive indices at wavelength = 589.3 
nm for 104 organic compounds (top) and 80 metal- and metalloid-containing compounds (bottom). 
Polarizabilities, theor, are calculated using the LC-BLYP/aTZ//B3LYP-D3BJ/TZ method. 
 
However, regarding LC-BLYP and LC-PBE, there is very little error difference between organic compounds 
and metal- and metalloid-containing compounds, suggesting that LC functionals are as versatile for organic 
compounds as for organometallic and organometalloid compounds. 
Figure 5.2 compares the experimental refractive indices to those calculated using LC-BLYP for 
104 organic compounds and 80 metal- and metalloid-containing compounds. Excellent correlations between 
the calculated and experimental values, ncalcd = 1.096 nexptl ‒ 0.145 with the squared correlation coefficient R
2
 
= 0.979 for 104 organic compounds and ncalcd = 1.033 nexptl ‒ 0.056 with R
2
 = 0.986 for 80 metal- and 
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metalloid-containing compounds, have been found. 
 
5.3.4 Wavelength dependence of refractive indices of selected substances 
Figure 5.3 represents the calculated and experimental wavelength-dependent refractive indices, 
n(λ), for benzene, trans-decalin, SiBr4, SnCl4 and SnBr4, with polarizabilities calculated using the 
LC-BLYP/aTZ//B3LYP-D3BJ/TZ method. For benzene, SiBr4, SnCl4, and SnBr4, calculated 
wavelength-dependent refractive indices by LC-BLYP are in good agreement with those of experimental 
values. For benzene and SnCl4, an excellent agreement between the calculated and experimental refractive 
indices extends to a near-IR region. 
I note that the Abbe numbers of benzene, SiBr4, and SnCl4 are also reproduced very well by 
LC-BLYP (Table 5.5). On the other hand, LC-BLYP tends to overestimate Abbe numbers for trans-decalin. 
As discussed in subsection 5.3.2, this can be attributed to the fact that LC-BLYP underestimates the 1s orbital 
energy of hydrogen.
14,101
 Therefore, it is likely that LC-BLYP underestimates the σ orbital energy of 
trans-decalin, resulting in the underestimation of the polarizability. 
 
 







as function of wavelength, λ, (solid symbols). Theoretical refractive indices Eq. (1.11) with polarizabilities 
calculated using the LC-BLYP/aTZ//B3LYP-D3BJ/TZ method (open symbols). Densities for benzene and 
trans-decalin are taken from Ref. 104. 
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Table 5.5 Abbe numbers, νD, and refractive indices at λ = 589.3 nm, nD, for benzene, trans-decalin, SiBr4, 







νD nD νD nD νD nD 

























  (a) LC-BLYP/aTZ//B3LYP-D3BJ/TZ; (b) CAM-B3LYP/aTZ//B3LYP-D3BJ/TZ; 
(c) Ref. 103; (d) Ref. 28. 
 
In the case of trans-decalin, CAM-B3LYP provided a better description for both the refractive index and the 
Abbe number. I conclude that LC-BLYP accurately predicts the wavelength dependent refractive index and 
Abbe number of the hydrogen-deficient or conjugated compounds and that CAM-B3LYP provides slightly 
higher precision than LC-BLYP for the hydrogen-rich saturated compounds. 
 
5.4 Conclusions 
I have systematically evaluated refractive indices of 104 organic compounds and 80 metal- and 
metalloid-containing compounds using the Lorentz-Lorenz equation in conjunction with the DFT-based 
polarizabilities computed using an isolated molecule model. I find that: 
(1) The long-range corrected functionals predict very well the static polarizability of the molecules 
in the gas phase. Especially, LC-BLYP yields the lowest errors in polarizability: the polarizability of 9 
inorganic molecules out of 13 inorganic molecules is represented within the experimental error. 
(2) For the liquid compounds, LC-BLYP yields again the lowest refractive index errors. Highly 
accurate HOMO-LUMO energy gaps predicted by LC-BLYP and LC-PBE suggest that transitions between 
valence orbitals are well represented by LC functionals, which probably contributes to the good 
representation of polarizability. 
(3) LC functionals also permit to predict very well the wavelength dependent refractive index and 
Abbe number of the molecules. Particularly, LC-BLYP is superior for hydrogen-deficient or conjugated 
compounds, and CAM-B3LYP for hydrogen-rich saturated compounds. 
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In this chapter, I have numerically proven LC functionals improve the accuracy of refractive 
indices of various monomer compounds compared to conventional functionals. In next chapter, I will discuss 
the polarizability in a polymer repeat unit and the refractive indices of polymers. 
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6. Theoretical Prediction of Polymer Refractive Index  
 
Summary 
A scheme to calculate the polarizability in a polymer repeat unit is proposed. Refractive indices of 
the non-conjugated polymers are systematically evaluated using the Lorentz-Lorenz equation with 
polarizabilities in a polymer repeat unit obtained via the long-range corrected density functionals. In order to 
predict polymer refractive indices accurately, it is essential to correct the polymer terminal group effects. For 
polystyrene and CYTOP, a good agreement between calculated and experimental wavelength-dependent 




















) by evaluating polarizability for 104 organic compounds 
and 80 metal- and metalloid-containing compounds. It has been proven the long-range corrected functionals 
improve the accuracy of polarizability as well as refractive indices compared to conventional functionals. 
These results suggest that the long-range corrected functionals combined with the Lorentz-Lorenz equation 
(Eq. (1.11)) could be very useful in the study of optical polymers. In order to apply Eq. (1.11) to estimate 
polymer refractive index, it is necessary to calculate the repeat unit polarizability of a polymer. 
        In conventional methods, it is often assumed that the polarizability of polymer and its molar 
volume are additive, and the repeat unit polarizability of polymer, 1, and its molar volume, V1, are used.
11−16
 
The additivity assumption is not characterized for theory-based 1. Furthermore, the repeat unit models are 
normally terminated by hydrogen atoms.
13−16
 This is not a drawback in the case of quantitative 
structure-property relationship (QSPR) methods, which study empirical correlations between material 
properties and suitably defined descriptors. However, in the scheme of first-principles method on my study, 
terminal atoms in a polymer repeat unit may be an additional source of error. 





The experimental refractive indices at = 589.3 nm, nexptl, and densities, dexptl, of 38 polymers have 
been taken from the PoLyInfo database (Appendix B).
17
 To achieve higher consistency between refractive 
indices and densities, only experimental reports containing both quantities measured are taken into account. 
For CYTOP, the experimental data have been taken from Ref. 18. The polymers include polyolefins, vinyl 
polymers, poly(methacrylates), and polyesters. In the set of polymers considered, 
poly(,’-diiodoperfluoroethylether) exhibits the lowest (1.294) and poly(vinylidene chloride) the highest 
(1.630) refractive index. The data pertain to amorphous phases. 
 
Computational 
The repeat unit polarizability of polymer, 1, is calculated by subtracting the polarizability of a 
dimer molecule, T2, consisting of termini, T, T2, from polarizability of a T-terminated repeat unit model, M, 
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as the following scheme: 
T2M1   .          (6.1) 
Since all repeat units of polymers in this dissertation are connected by the CC bond, the 
hydrogen-terminated models have two spurious CH bonds. As discussed in subsection 5.3.2, the long-range 
corrected functionals tend to underestimate the 1s orbital energy of hydrogen,
19,20
 and thus, the 
hydrogen-terminated models could underestimate repeat unit polarizability. In an attempt to avoid this source 
of error, I consider the methyl-terminated model (T = CH3). 
The refractive indices, ncalcd(1theor,dexptl), are calculated using Eq. (1.11), and employing theoretical 
polarizabilities of isolated repeat units, theor, and experimental polymer densities, dexptl. When the 
temperature of dexptl measurement differs slightly from that of nexptl measurement, dexptl is corrected using 
thermal expansion coefficient.
12
 The experimental polymer polarizability values per repeat unit, exptl 
=(nexptl,dexptl), have been extracted from nexptl and dexptl via Eq. (1.11). The theoretical polarizability in 
repeat unit, theor, is obtained from Eq. (6.1). T2 is approximated by the polarizability of ethane 
(perfluoroethane in the case of poly(,'-diiodoperfluoroethyl ether) and CYTOP). The absolute error in 
repeat unit polarizability, = 1theor ‒ 1exptl, is used to construct cumulative distribution functions, P(). 
The correlation-consistent polarized valence triple-ζ (cc-pVTZ) basis sets21,22 have been employed, which are 
further abbreviated as TZ sets. All conformers in monomer models have been generated using the 
Conformers tool in the Materials Studio package,
23
 and fully optimized using B3LYP functional
2,6,7
 with 
Grimme’s dispersion correction D3 and Becke-Johnson damping (B3LYP-D3BJ).24 Symmetry constraints are 
not imposed during optimization. Frequency analysis has been performed to confirm that the stationary 
points correspond to minima. The lowest energy conformer has been employed for further calculations. The 
dynamic electronic polarizabilities are calculated using the TZ basis sets augmented with diffused functions, 
and the resulting basis sets are referred to as aTZ. All electronic structure calculations have been performed 
using the Gaussian09 program.
25
 The Abbe number, D, a measure of refractive index dispersion, has been 
calculated from Eq. (1.12). The mean signed relative errors, MSRE, the mean absolute relative errors, 
MARE, and the root mean square deviations, RMSD, are calculated according to Eqs. (5.1), (5.2), and (5.3), 
respectively. 
 
6.3 Results and Discussion 
6.3.1 Evaluation of polymer refractive indices 
Table 6.1 summarizes mean signed relative errors, MSRE, mean absolute relative errors, MARE, 
root mean square deviations, RMSD, and maximum relative errors, MAXRE, in refractive indices, ncalcd = 
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n(theor,dexptl) calculated for the set of polymers in Appendix B. For the methyl-terminated repeat unit model 
(Table 6.1 (A)), the LC-BLYP and LC-PBE perform best, which yield RMSDs in refractive index of 0.019 
and 0.018, respectively. This is very close to RMSD of the Bicerano’s empirical correlation12 (Table 6.1 (C)). 
The refractive indices computed by the LC-BLYP and LC-PBE are almost unbiased; the MSREs are 0.2 
and 0.4%, respectively. These functionals yield MARE 1.0%, which is almost the same as MAREs of 
monomer molecules (0.7−0.9%) (Table 5.4 in Chapter 5). Moreover, MAREs of polymers and monomers are 
similar to errors in refractive index (0.3−1.5%) which are inferred from the representative studies of the 
Lorentz−Lorenz functions,26−29 suggesting my methodology proposed for polymers and monomers yields 
errors close to the accuracy limit of the Lorentz−Lorenz equation. 
Table 6.1 (B) indicates refractive indices are significantly overestimated if the end effect 
correction (Eq. (6.1)) is ignored. This means the existence of terminal atoms results in the overestimation of 
polarizability and refractive index. Therefore, it is essential for considering the end effect of polarizability in 
a polymer repeat unit.  
 
Table 6.1 Mean signed relative error, MSRE, mean absolute relative error, MARE, root mean squared 
deviation, RMSD and maximum relative error, MAXRE, in refractive index, n, for polymers in Appendix B. 
Best values in bold font. 
Method X/aTZ//B3LYP-D3BJ/TZ 
 (A) n(calcd) Methyl-terminated monomer 
models (end effect correction via Eq. (6.1) 
(B) n(calcd) H-terminated monomer  
models (no end effect correction) 
X MSRE/% MARE/% RMSD MAXRE/% MSRE/% MARE/% RMSD MAXRE/% 
HF −1.7 1.9 0.032 4.0 1.5 1.8 0.036 5.5 
LC-BLYP −0.2 1.0 0.019 3.1 3.0 3.0 0.053 6.9 
CAM-B3LYP 1.0 1.3 0.027 5.1 4.2 4.2 0.070 8.5 
B3LYP 2.0 2.1 0.041 7.0 5.1 5.1 0.084 9.7 
BLYP 4.0 4.0 0.068 10.1 7.1 7.1 0.114 12.3 
LC-PBE −0.4 1.0 0.018 2.8 2.7 2.7 0.048 6.4 
PBE0 1.6 1.7 0.035 6.2 4.6 4.6 0.076 8.8 
PBE 4.0 4.0 0.068 10.0 7.0 7.0 0.112 12.0 
(C) QSPR
a
 0.0 0.9 0.018 3.9  
(a) Ref. 12.  
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Figure 6.1 presents the plot of the experimental, nexptl, vs calculated, ncalcd = (theor,dexptl), refractive 
indices for LC-BLYP functional. Excellent correlations between the calculated and experimental values, ncalcd 
= 1.161 nexptl ‒ 0.244 with the squared correlation coefficient R
2
 = 0.961 have been found. Since the 
resolution of Figure 6.1 is limited, I also present cumulative distribution functions, P(), of absolute errors 
in repeat unit polarizability, 1theor‒1exptl, which are calculated from methyl-terminated repeat unit 
models (Figure 6.2). 
 
Figure 6.1 Experimental, nexptl, vs calculated, ncalcd (αtheor, dexptl), refractive indices at wavelength = 589.3 
nm. Polarizabilites, theor, are calculated using the LC-BLYP/aTZ//B3LYP-D3BJ/TZ method. 
 
 
Figure 6.2 Cumulative probability distribution of absolute error in polarizability, P(), calculated using the 
X/aTZ//B3LYP-D3BJ/TZ method for 38 polymers in Appendix B. The solid black line denotes Gaussian 
distribution with zero median and standard deviation = 0.33 Å3. 
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Note here that the PBE–based distributions are not shown because they collapse onto the 
respective BLYP-based distributions. The medians increase as: HF < LC-PBE (not shown)  LC-BLYP < 
CAM-B3LYP < PBE0 (not shown)  B3LYP < PBE (not shown)  BLYP. This coincides with the degree of 
Hartree-Fock exchange at the asymptotic limit, 100% (HF), 100% (LC-PBE), 100% (LC-BLYP), 65% 
(CAM-B3LYP), 25% (PBE0), 20% (B3LYP), 0% (PBE), and 0% (BLYP), respectively. For reference, I 
























           (6.2) 
with the median set to zero and standard deviation = 0.33 Å3. The shape of the cumulative distribution 
determined by LC functionals (LC-BLYP, CAM-B3LYP, and LC-PBE (not shown)) is very close to the ideal 
Gaussian distribution except several points on positive tails. Meanwhile, the plots of the BLYP and B3LYP 
cumulative distribution functions are apart from the Gaussian-type distributions; they are strongly 
asymmetric with the upper median shifted to positive . Conversely, the HF method yields Gaussian-like 
distribution, but its median is significantly negative (Å). 
The polymers residing on the tails of P) distributions (corresponding to the first and last 
quintile subset of cumulative distribution function) and common to the all eight distributions considered are 
listed in Table 6.2.  
 
Table 6.2 Polymers common to the first (last) quintile of all eight cumulative distribution functions based on 
the BLYP, PBE, B3LYP, PBE0, CAM-B3LYP, LC-BLYP, LC-PBE, HF methods. 
First quintile Last quintile 
poly(1-methylpropyl vinyl ether) poly(vinyl isonicotinate) 
poly(2-ethylhexyl vinyl ether) poly(vinyl nicotinate) 
poly(,'-diiodoperfluoroethyl ether) poly(vinyl p-tert-butylbenzoate) 
 poly(vinyl 4-ethylbenzoate) 
 poly(vinyl 4-isopropylbenzoate) 
 poly[(2,2'-oxydiethanol)-alt-(terephthalic acid)] 
 poly(ethylene terephthalate) 
 
There are three such polymers always residing in the first quintile subset, all of them being vinyl ethers. 
Although the remaining four polymers tend to vary, all seven polymers in the first quintile are saturated 
substances. In the last quintile, five polymers, appear irrespectively of the functionals used; these are 
polyvinylbenzoates and polyesters (Table 6.2), among which poly(ethylene terephthalate) exhibits the largest 
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 errors (cf. MAXRE in Table 6.1). MAXRE was originating from the LC-PBE and LC-BLYP functionals, 
about 2.8 and 3.1% (Table 6.1 (A)), respectively, are lower than MAXRE in refractive index calculated by 
Bicerano’s correlation12 (3.9% for poly(,’-diiodoperfluorodiethylether)) (Table 6.1 (C)). The substances in 
the last quintile of P() distributions (Table 6.2, Figure 6.2) gradually depart from the Gaussian 
cumulative distribution function, suggesting the breakdown of the isolated repeat unit model. The reason for 
large  errors for poly(ethylene terephthalate) and related polymers is likely due to the stacking of aromatic 





6.3.2 Wavelength dependence of refractive indices of selected polymers 
Figure 6.3 and Table 6.3 compare the calculated and experimental wavelength-dependent 
refractive indices for polystyrene and CYTOP, in which dynamic polarizabilities are determined by 
LC-BLYP. A good agreement between calculated and experimental wavelength-dependent refractive indices 
is observed; for polystyrene and CYTOP, RMSDs are 0.002 and 0.004, respectively. Table 6.3 also compares 
the calculated and experimental Abbe numbers; despite the fact that for CYTOP, the nF nC difference in Eq. 
(1.12) is very small, ca 10
-3
, and thus estimated with large relative error, the agreement between the 
calculated and experimental Abbe number is good, suggesting that LC functionals are promising to predict 
wavelength-dependent refractive indices of polymers. 
 




 as a function of 
wavelength, , (solid symbols). Calculated refractive indices, n((theor),d(exptl)), with (theor) obtained 




Table 6.3 The calculated and experimental refractive indices, n, and Abbe numbers, D, for polystyrene (PS) 
and CYTOP.  
Polymer /nm; T=293.15 K 
RMSD D
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(a) LC-BLYP/aug-cc-pVTZ//B3LYP-D3BJ/cc-pVTZ; (b) Ref. 31; (c) Ref. 18; (d) Ref. 32. 
 
6.4 Conclusions 
In this chapter, I proposed a methodology to calculate refractive indices of polymers based on the 
Lorentz-Lorenz equation in conjunction with the first-principles electronic structure theory. For most 
polymers studied, the end-corrected isolated repeat unit model predicts polymer refractive indices with a 
similar accuracy as does the isolated molecule model predict refractive indices of monomer compounds. 
Overall, the LC-PBE and LC-BLYP functionals represent refractive indices of the set of polymers studied 
with the lowest errors. 
The medians of these distributions increase as HF < LC-PBE  LC-BLYP < CAM-B3LYP < PBE0 
 B3LYP < PBE  BLYP, which coincides with the degree of HF exchange at the asymptotic limit, 100% 
(HF), 100% (LC-PBE), 100% (LC-BLYP), 65% (CAM-B3LYP), 25% (PBE0), 20% (B3LYP), 0% (PBE), 
and 0% (BLYP), respectively. Thus, the degree of HF exchange at the asymptotic limit is much more 
essential than differences between families of functionals, in full agreement with results in Chapter 5. 
For polystyrene and CYTOP, a good agreement between calculated and experimental 
wavelength-dependent refractive indices is observed, for which the root mean square deviations are 0.002 
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7. GENERAL CONCLUSION 
 
This dissertation includes a series of theoretical analyses on the electron transfer reactivity in 
biomaterials and on the prediction of the refractive index of materials. In Chapter 3, electron transfer 
reactivity and denitrification reaction mechanisms of copper nitrite complexes were investigated. In Chapter 
4, solvent effects on the excited-state electron transfer reactivity of 5-(1-pyrenyl)-2’-deoxyuridine (Py-dU) 
was investigated. In Chapter 5, reliable exchange-correlation functionals for the refractive index of monomer 
compounds were presented. In Chapter 6, a first-principles-based methodology to calculate the refractive 
index of polymers was proposed. The details of conclusion in each chapter are presented as follows. 
 
Electron transfer reactivity in biomaterials 
In Chapter 3, nitrite reduction pathways in copper nitrite complexes as models of the 
copper-containing nitrite reductase (Cu-NiR) were systematically examined. I have discussed the reactivity 
along these pathways, from the perspective of the Gibbs energy difference, ΔG, and the frequency of the 
electron transfer, by considering the Gibbs energy of a proton, G(H
+
), and the redox potential, Eredox. Finally, 
I explored the new reaction pathways with a consideration of electron transfer reactivity, which has never 
been proposed previously. 
In Chapter 4, the electron transfer rate at the first excited state of Py-dU was examined to elucidate 
the difference in protic and aprotic solvent effects on the excited-state electron transfer reactivity of Py-dU. I 
disclosed that the hydrogen bonds between the explicit methanol (MeOH) molecules and the dU moiety, 
whose structures were frequently found in classical molecular dynamics simulations, result in an 
enhancement of the electron-transfer reactivity. These results suggest that the electron-transfer reactivity is 
activated by the coordination of the explicit MeOH to dU without the proton-coupled electron transfer, 
which supports experimental results. 
Computational methodologies presented in Chapter 3 and 4 are useful to understand mechanisms 
induced by electron transfer of other similar biomaterials such as metalloproteins and nucleosides. 
 
Prediction of refractive indices of optical materials 
In Chapter 5 and 6, a first-principles-based methodology to calculate the refractive index of 
materials using the Lorentz-Lorenz equation with polarizabilities via density functional theory (DFT) was 
presented. 
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In Chapter 5, refractive indices of organic compounds and metal- and metalloid-containing 
compounds were systematically evaluated. I have numerically proven long-range corrected (LC) functionals 
significantly improve the accuracy of refractive indices of monomer compounds compared to conventional 
functionals. It was found LC functionals also predict very well the wavelength-dependent refractive indices 
and Abbe numbers for selected monomer compounds. 
        In Chapter 6, a scheme to calculate the polarizability in a polymer repeat unit was proposed, and 
refractive indices of a wide list of polymers were systematically compared against experimental results. For 
most polymers studied, the end-corrected isolated repeat unit model predicts polymer refractive indices with 
a similar accuracy as does the isolated molecule model predict refractive indices of monomer compounds. It 
was found LC functionals again yield the lowest errors in predicting refractive indices. For selected polymers, 
a good agreement between calculated and experimental wavelength-dependent refractive indices was 
observed. 
I strongly believe my first-principles-based methodology will be a very useful tool in designing 
new optical materials. 
 
        In summary, this dissertation work provides computational methodologies for biomaterials and 
optical materials based on the first-principles electronic structure theory. These methodologies are widely 
applicable to more complicated systems. Therefore, this dissertation work will contribute to understanding 







This dissertation work provides computational methodologies for biomaterials and optical 
materials. However, there remain several problems unresolved, since some models in this dissertation 
neglect the effect of environment. The following topics are presented as the perspectives. 
 
1. Analysis of copper-containing nitrite reductase using more realistic models 
In Chapter 3, I considered the copper adducts of tris(pyrazolyl)methane and 
hydrotris(pyrazolyl)borate as active site models of a copper nitrite reductase (Cu-NiR) to deeply know the all 
possible denitrification reaction pathway. However, I neglected the effect of the protein environment around 
the active site, which is essential to the structures of the active site and proton supply. Especially, a pKa 
difference by the specific amino acid residues in Cu-NiR will affect the reactivity of the nitrite. 
For example, in the proton pump pathway of the cytochrome c oxidase (CcO), there is an Asp-His 
dyad separated by one water molecule at the entrance of the pathway. Quantum mechanics/molecular 
mechanics (QM/MM) molecular dynamics (MD) calculations have elucidated that enthalpy compensation 
due to the protein environment between protonated Asp and protonated His states is formed to uptake the 
proton from His to Asp and a rotational motion of His coupled to the redox reaction of CcO breaks the 
equibalance to avoid the backflow.
1,2
 This obviously indicates the specificity of each protein environment. 
As reported before, the space around the active site of Cu-NiR is crowded because of a 
hydrogen-bond network in which Asp98, His255, Ile257, a water molecule, and T2 site.
3
 Therefore, the 
electron and proton transfer processes with different solution environment should be considered in detail 
using more realistic models. Very recently, Lintuluoto et al. have investigated the reaction mechanism of 
Cu-NiR in consideration of both proton and electron transfer reactivity using the first-sphere amino residues 
model.
4
 In order to discuss the effect of second-sphere amino residues and more on reactivity in detail, 
further analyses using larger models such as the QM/MM model should be performed in future works. 
 
2. Influence of nonbonding interactions between polymers on refractive index 
In Chapter 6, I proposed a methodology to calculate the polarizability in isolated repeat unit 
models. However, this model neglects intra- and inter-molecular interactions of polymers. Since monomers 
are connected by the covalent bonds in a polymer, the density of the polymer is generally higher than the 
monomer, resulting in stronger intra- and inter-molecular interactions. If these interactions are strong enough 
to affect the value of polarizability, it may be an additional source of error in refractive index. 
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For example, the isolated repeat unit model fails in the case of amorphous poly(ethylene 
terephthalate), predicting the largest mean signed relative error (MSRE) from experiment (see subsection 
6.3.1). The intermolecular distance of phenylene groups in poly(ethylene terephthalate) has been determined 
from MD simulations in the radial distribution function at ca 4.5 Å.
5,6
 It has been reported that the  
interaction of benzene dimer at short intermolecular distance results in a decrease in polarizability.
7
 Thus, 
there is a possibility that the refractive index in amorphous poly(ethylene terephthalate) is reduced due to the 
proximity of phenylene rings induced by  interactions. In order to assess the interaction effect on 
polarizability in polymers, further analyses using larger models should be performed in future works. 
 
References 
1 Kamiya, K.; Boero, M.; Shiraishi, K.; Oshiyama, A.; Shigeta, Y. J. Phys. Chem. B 2010, 114, 6567. 
2 Kamiya, K.; Shigeta, Y. Biochim. Biophys. Acta, Bioenerg. 2011, 1807, 1328. 
3 Merkle, A. C.; Lehnert, N. Dalton Trans. 2012, 41, 3355. 
4 Lintuluoto, M.; Lintuluoto, J. M. Biochemistry 2016, 55, 4697. 
5 Boyd, S. U.; Boyd, R. H. Macromolecules 2001, 34, 7219. 
6 Karayiannis, N. Ch.; Mavrantzas, V.; Theodorou, D. N. Macromolecules 2004, 37, 2978. 




LIST OF PUBLICATIONS 
 
Publications in this Dissertation: 
[1] Maekawa, S.; Matsui, T.; Hirao, K.; Shigeta, Y. 
“Reaction Mechanisms of Nitrite Reduction by Copper Nitrite Complexes: Toward 
Understanding and Controlling Possible Mechanisms of Copper Nitrite Reductase” 
J. Phys. Chem. B 2015, 119, 5392–5403. 
(Chapter 3) 
 
[2] Maekawa, S.; Sato, R.; Hirao, K.; Shigeta, Y. 
“Solvent Effects on Excited-State Electron-Transfer Rate of Pyrene-Labeled Deoxyuridine: A Theoretical 
Study” 
Chem. Phys. Lett. 2016, 644, 25–30. 
(Chapter 4) 
 
[3] Maekawa, S.; Moorthi, K. 
“Polarizabilities from Long-Range Corrected DFT Calculations” 
J. Chem. Eng. Data 2014, 59, 3160–3166. 
(Chapter 5) 
 
[4] Maekawa, S.; Moorthi, K.; Shigeta, Y. 
“Refractive Indices of Organo-Metallic and -Metalloid Compounds: 
A Long-Range Corrected DFT Study.” 
J. Comput. Chem. 2016, 37, 2759–2769. 
(Chapter 5) 
 
[5] Maekawa, S.; Moorthi, K. 
   “Polymer Optical Constants from Long-Range Corrected DFT Calculations” 





[1] Oyama, H. T.; Tanishima, D.; Maekawa, S. 
“Change in Thermal Transitions and Water Uptakes of Poly(L-lactic acid) Blends 
 upon Hydrolytic Degradation” 
Data Brief 2017, 10, 377–380. 
 
[2] Oyama, H. T.; Tanishima, D.; Maekawa, S. 
“Poly(malic acid-co-L-lactide) as a Superb Degradation Accelerator for  
Poly(L-lactic acid) at Physiological Conditions” 
Polym. Degrad. Stabil. 2016, 134, 265–271. 
 
Presentations at International Conferences: 
[1] Maekawa, S.; Moorthi, K.; Shigeta, Y. 
“Theoretical Studies on Refractive Indices of Organo-Metallic and –Metalloids” 
 9
th
 Asian Photochemistry Conference (9
th
 APC), D2-1-C6, 
Singapore, December 4-8, 2016. 
 
[2] Maekawa, S.; Moorthi, K. 
“Dipole Moment Polarizabilities from Long-Range Corrected DFT Calculations” 
15
th
 International Union of Materials Research Societies, 
International Conference in Asia (15
th
 IUMRS-ICA), D12-P26-006, 






This dissertation work has been carried out under the supervision of Professor Dr. Yasuteru 
Shigeta at Doctoral Program in Physics, Graduate School of Pure and Applied Sciences, University of 
Tsukuba. I am deeply grateful to him for patiently encouraging my research with tremendous support from 
my undergraduate years and kindly giving me a chance to submit this dissertation. 
I would like to express acknowledgement to Professor Dr. Yasuhiro Hatsugai (Graduate School 
of Pure and Applied Sciences, University of Tsukuba), Professor Dr. Yasuhiro Tokura (Graduate School 
of Pure and Applied Sciences, University of Tsukuba), Professor Dr. Susumu Okada (Graduate School of 
Pure and Applied Sciences, University of Tsukuba) and Associate Professor Dr. Toru Matsui (Graduate 
School of Pure and Applied Sciences, University of Tsukuba) for accepting the referee of this dissertation 
and giving critical and helpful advices. I am again grateful to Associate Professor Dr. Toru Matsui for 
collaboration and helpful suggestions on my research in Chapter 3. 
I would like to express acknowledgement to Professor Dr. Kimihiko Hirao (Advanced Institute 
for Computational Science, RIKEN) for supervising my undergraduate and master studies at the University 
of Tokyo and giving helpful comments and suggestions on my study. Results of Chapter 3 and 4 are based 
on the studies under his supervision. 
I would like to express acknowledgement to Dr. Sunil Krzysztof Moorthi (Mitsui Chemicals, 
Inc.) for collaboration, discussions and giving helpful suggestions on my research in Chapter 5 and 6. This 
dissertation could never be accomplished without his support. 
I would like to express acknowledgement to Professor Dr. Takao Tsuneda (Fuel Cell 
Nanomaterials Center, University of Yamanashi) for giving critical and helpful comments on density 
functional theory. 
I would like to express acknowledgement to Dr. Ryuma Sato (Center for Computational Sciences, 
University of Tsukuba) for collaboration and giving helpful comments on my research in Chapter 4. 
I would like to express acknowledgement to Dr. Shin-ichi Usugi (Mitsui Chemicals, Inc.) and Dr. 
Shunsuke Fujii (Mitsui Chemicals, Inc.) for collaboration, discussions and teaching me the philosophy of 
material design, which inspired me to develop the methodology in Chapter 5 and 6. 
I would like to express acknowledgement to Professor Dr. Hideko Tamaru Oyama (College of 
Science, Rikkyo University) and Dr. Ryohei Ogawa (Mitsui Chemicals, Inc.) for collaboration and fruitful 
discussions on polymer science. 
  
 111 
I would like to express acknowledgement to Dr. Takeaki Kakigano (Mitsui Chemicals, Inc.) and 
Mr. Shin-ichiro Kajikawa (Mitsui Chemicals, Inc.) for providing the opportunity to grow professionally, 
and to Dr. Takashi Nakano (Mitsui Chemicals, Inc.) for discussions, support and encouragement. 
I am very grateful to Dr. Atsutoshi Abe (Mitsui Chemicals, Inc.) and Dr. Hideaki Miyachi 
(Graduate School of Medicine, Chiba University) for encouragement and being concerned about my 
dissertation. 
This dissertation has been financially supported by Grants-in-Aid for Scientific Research on 
Innovative Areas, from MEXT Japan (nos. 26102525 and 26107004). 
Mitsui Chemicals, Inc. is thanked for permission to publish this dissertation. 
I would like to express my special thanks to my mother-in-law, Ms. Napa Boonsompopphan, to 
my mother, Ms. Mayumi Maekawa, and to my father, Mr. Hironobu Maekawa for their kind support and 
encouragement. 
Finally, I would like to express my deepest gratitude to my wife, Ms. Weerasamorn Maekawa, 
and my sons, Mr. Tomoki Maekawa and Mr. Kento Maekawa for their warm-hearted support and 








Appendix A: The substance list of 104 organic compounds and 80 metal- and 








































































; (31) isopropyl nitrate
18
; (32) methyl decanoate
18
; (33) methyl dodecanoate
18
;  











































































; (67) di-n-buthyl sulfide
18





(70) di(ethylene glycol) diethyl ether
18


































; (86) n-heptanoic acid
19





; (89) acetic acid
19






















































































































































































































































; (7) poly(ethyl vinyl ether)
17
; 
(8) poly(butyl vinyl ether)
17
; (9) poly(pentyl vinyl ether)
17
; (10) poly(hexyl vinyl ether)
17
; 
(11) poly(isobutyl vinyl ether)
17
; (12) poly(1-methylpropyl vinyl ether)
17
;  
(13) poly(2-ethylhexyl vinyl ether)
17















; (20) poly(vinyl nicotinate)
17















; (27) poly(vinyl benzoate)
17










; (32) poly(ethyl acrylate)
17





; (35) poly(vinylidene chloride)
17
;  
(36) poly(,'-diiodoperfluoroethyl ether)
17
; (37) CYTOP
18
; (38) poly(styrene)
32
 
 
