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In this paper, new tehniques are presented using Support Vetor Mahines (SVMs)
for multi-lass lassiation problems. The issue of deomposing a N-lass las-
siation problem into a set of 2-lass lassiation questions is disussed. In
partiular, the tehnique for normalizing the outputs of several SVMs is presented.
Based on these tehniques, support vetor lassiers for the reognition of West-
ern handwritten apitals are realized. Comparisons to several other lassiation
methods are also presented.
1 Introdution
Support vetor mahines (SVMs) are primarily designed for 2-lass lassi-
ation problems
1
. Although SVMs ahieve substantial improvements over
the urrently best performing methods and behave robustly over a variety of
dierent learning tasks when a problem is treated as a binary lassiation
problem
2;3
, the appliation of SVMs to multi-lass lassiation problems is
still a hallenge.
Whereas in theory, the ombination of n SVMs an be used to solve a
N -lass (N > 2) lassiation problem, suh a proedure requires some are
when applied to pratial problems
4
. In this paper, the issue of deomposing
a N -lass lassiation problem into a set of 2-lass lassiation questions is
disussed. For ombining the output of a set of SVMs, it is required that their
outputs are normalized. In this paper, we will address the normalization of
SVMs' output, testing the proposed tehnique on the lassiation problem
of simple bitmaps of Western handwritten apitals.
Also, the use of several other lassiation methods, suh as the Nearest
Neighbor (1NN), k-Nearest Neighbor (kNN), Hidden Markov Model (HMM)
and Multi-Layer Pereptron (MLP) is disussed in this paper. The experi-
ments are performed with handwritten isolated upperase English haraters
whih are extrated from the UNIPEN
5
data base and onverted to pixel
images.
In this paper, setion 2 is onerned with the basi idea of the Support
Vetor Mahine (SVM) and the problems faed to the SVM when it is applied
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to multi-lass lassiation. In setion 3, four other lassiers are briey
introdued. Setions 4 and 5 show experimental results and give a summary
of our approah.
2 SVMs for multi-lass lassiation
2.1 The Basi Idea of SVM
The Support Vetor Mahine is a lassiation tehnique whih was developed
at AT&T Bell laboratories by Vapnik and o-workers
1
. SVMs are trained to
perform pattern reognition between two lasses by nding a deision surfae
determined by a subset of the omplete training set, termed Support V etors
(SV ). For more details on SVMs, one an see for example the tutorials
6;7;8
.













y 2 f+1; 1g and i = 1; :::; L, the goal of training a SVM is to nd the optimal
hyperplane dening the deision boundary between the two lasses. In general










is a nonnegative variable introdued in the non-separable
ase, in the separable ase 
i
= 0. The pair fw; bg denes a separating
hyperplane:
w  x+ b = 0 (2)














Sine the distane of the losest point equals 1=jjwjj, the optimal sepa-



















an be thought of as some measure of the amount of
mislassiation, C is an penalty parameter. This problem an be solved by
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means of the lassial method of Lagrangemultipliers
9
































)g are the so-
alled Support V etors. Thus, we an get a linear lassier f(x) for a binary






Non-linear SVMs are dened as linear separators in a high-dimensional
spae R
h
in whih the input spae R
d
is mapped through a non-linear mapping




















)  (x) (7)
is a so-alled kernel funtion whih an be used to form arbitrarily omplex
deision surfaes.
2.2 SVM output normalization
SVM is well suited for binary lassiation problems, beause the optimal
hyperplane denes the deision surfae between two lasses. When SVM
tehnique is applied to multi-lass lassiation problems, usually the multi-
lass lassiation problem is deomposed into a set of 2-lass lassiation
problems
4
. The output lass should be determined by hoosing the maximum
of the outputs of all sub-SVMs. However, before these outputs may be om-
pared, they have to be normalized. This subsetion desribes a tehnique for
normalizing the output of SVMs in a multi-lass lassiation system.
















In the linear separable ase, the mapping funtion (x) = x. The Eu-

























































To make it possible to ompare the distane output of dierent SVMs,
for eah SVM we dene the saling fator 
2
















Here the p is the number of positive samples in training set. Finally, the






2.3 Deomposing N-lass lassiation problem
Among the wide variety of methods available in the literature to learn las-
siation problems, some are able to handle many lasses, while others are
spei to 2-lass problems. Traditionally, when the latter are used to solve
N-lass lassiation problems, N-lassiers are typially trained to separate
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one lass from the N-1 others. The same idea an be applied with SVMs. This
way of deomposing a general lassiation problem into 2-lass problems is
known as a one against  others
4
deomposition, and is independent of the
learning method used to train the lassiers.
















ontains all training samples belong to 
i
. The







(x) is the normalized output of the i-th SVM, whih is desribed in setion







(x)) i = 1; :::; N (14)
If there are not too many lasses, the pairwise  oupling deomposition
sheme an be used to replae the one against  others. In this sheme one
lassier is trained to disriminate between eah pair of lasses, ignoring the
other lasses. This shemes make it possible to use the bubble sort algorithm
to get out the nal ategory.
3 Desription of the other lassiers used
For omparing the performane of the SVM to other lassiers, the Nearest
Neighbor (1NN), k-Nearest Neighbor (kNN), Hidden Markov Model (HMM)
and Multi-Layer Pereptron (MLP) are introdued in this setion.
3.1 kNN and 1NN method
For an unknown sample x, the kNN follows the following priniple. Searh
the k nearest neighbors
10
of x from V samples in the training set using an
appropriate distane measure. Suppose there are N ategories in the given
samples, k
i








); i = 1; :::; N ; (15)
then x an be lassied to lass 
j
. This is the basi rule of kNN. When
k = 1, the output is the nearest neighbor of x. kNN beomes the nearest
neighbor (1NN) method in this ase. For a large training set, the kNN method
implements the Bayes rule, and furthermore kNN is very easy to implement.
This is why kNN has beome one of the most important pattern reognition
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methods. The major problem of kNN is that all training samples have to be
available during lassiation, and for a unknown pattern x, the distane of
x to all samples has to be omputed. This requires a lot of memory and time
resoures. In referenes
10;11
there are some algorithms to speed up a kNN
lassiers.
3.2 MLP method
As a representative of neural network lassiers, the multi-layer pereptron
12
(MLP) is used in our approah. To design a MLP lassier, two problems
have to be solved. The rst is what kind of neural network struture should
be adopted. For instane, how many hidden layers, how many nodes in eah
layer and what kind of ativation funtion should be used for eah node. Up
to now there is no theory whih an guide one to yield the optimal struture
of a neural network.
The seond problem is how to hoose a learning algorithm for the neural
network. Statistial methods an reah the global minimum point of a MLP
and yield the best performane, but this learning method needs a long training
time. Bak-propagation is applied widely, but it may be plagued by the loal
minima problem.
Our MLP lassier uses the Bak-propagation learning algorithm and a
256  128  32  26 neural network. The input layer represent the image of
the input haraters and is fully onneted to the hidden units in the seond
layer. All units in the lassier have the same transfer funtion: They sum
their inputs, add a onstant b alled bias, and take a xed funtion f , alled
an ativation funtion, of the result. The ativation funtion of all hidden and
output layer units is the sigmoid funtion.
3.3 HMM method
Hidden Markov Models (HMMs) a popular method of statistial represen-
tation in speeh proessing is based on the representation of an objet as a
random proess that generates a sequene of states. The elements of a HMM
an be desribed as follows
13;14
:
 N : the number of states
 M : the number of output symbols
 T : the number of observations
 Q = fq
t
g : the set of states, t = f1; 2; :::; Ng
 V = fV kg : the set of output symbols, k = f1; 2; :::;Mg
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 A = fA
ij
g : the transition matrix of the underlying Markov hain. Here
A
ij
is the probability of transition to state j given the urrent state i.









) is the probability of output symbol V
k
given the state q
j
.
 a = fa
i
g: the initial probability vetor, i = 1; 2; :::; N
The harater in this lassier is sanned vertially and horizontally to
generate the orresponding out-ontour proles. The disrete hidden Markov
models are generated using the Segmental k-means algorithm
13
while a soring
mehanism based on the Viterbi algorithms
13
is used in test phase. Some
parameters of the HMM lassier are N = 8, M = T = 16.
4 Experimental results
We have extrated 14967 upperase isolated English haraters from the
UNIPEN data base of the NICI. 5200 were used as training set (200 for eah
letter), the rest was used as test set. This is a very diÆult data set, with
haraters written by many writers, in a wide range of tablets and systems.
The raw data of eah isolated letter is onverted into a 16x16 bitmap image.
The pen width is 2 pixels. Examples of test data an be observed in gure 1.
The raw 256 dimensional bitmap vetor is used as the input for eah lassier.
All lassiers are programmed in the C programming language, running on a
Pentium-II 400Hz PC.
Figure 1. Some bitmap images of testing examples.
We designed some experiments to ompare the performanes of eah
method. In the rst experiment, we test the training time as a funtion
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of the number of samples. There are 26 lasses in these experiments. The
result is listed in Table 1. The 1NN and kNN lassiers are not listed in this
table, beause they do not need to be trained as the prototype set is the whole
training set.
Table 1. training time in seonds as a funtion of the number of training samples
S
N
130 260 650 1300 2600 5200
HMM 30 57 133 262 519 1046
MLP 81 283 693 1422 6062 1561
SV C
2
7 15 67 123 960 8075
SV C
1
4 6 12 28 204 67628
We use a polynomial degree 2 kernel funtion for SVM lassier. The
one against others ategory is used when training SV C
1
. The pairwise 
oupling deomposition sheme is used when training SV C
2
. From Table 1 we
an dedue that there is little dierene between methods when the number of
training samples is small. When the number of samples inreases, the HMM
lassier linearly inreases its training time, whereas the SVC's training time
inreases dramatially.





HMM kNN 1NN MLP
top
1
81.2 79.6 78.4 77.4 76.9 76.9
top
2
89.0 86.2 86.5 86.7 87.4 85.2
top
3
92.1 88.6 89.8 88.9 91.1 88.4
top
4
93.9 90.2 91.9 89.5 93.2 90.2
top
5
95.1 91.2 93.2 89.6 94.5 91.4
The seond experiment tests the reognition rate. The experimental re-
sults are shown in Table 2. In these experiments, the polynomial degree
2 kernel funtion and a penalty parameter 1000 are used for all SV lassi-
ers. The SV C
2
uses the pairwise   oupling deomposition sheme. The





all SVMs outputs are normalized as desribed in setion 2.2. For the
SV C
2
the bubble sort algorithm was used to sort the letters in the andidate
set.
The pairwise-oupling deomposition sheme is more eÆient than one-
against-others as an be seen in table 2. Although we need to train more
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sub-SVMs, In the ase of large training set sizes, it takes less training time.
This is beause in the pairwise-oupling deomposition sheme eah sub-SVM
uses less training samples as they are oming from two lasses only. In the
one-against-others ase eah SVM is trained with data originating from all
lasses.
In the reognition proedure, if we fous only on the top
1
result, the
pairwise-oupling deomposition sheme takes less time. If we need a andi-
date set, the SV C
2
reognition time will inrease quadrati in the number of
lasses. This an be observed in table 3.





HMM kNN 1NN MLP
Need only top
1
284 692 227 523 522 46
Need top
5
4397 702 240 572 542 54
From these observations we an onlude that the SV C
2
is more robust
than the other lassiers.
5 Conlusions
In this paper, a tehnique is introdued for using support vetor mahines
for multi-lass lassiation. A solution for the problem of normalizing the
output of several SVMs is highlighted. Dierent deomposition tehniques
are disussed. The result of several experiments are presented. The lassi-
ation performanes are not so high beause of the diÆult data and rude
feature vetors. In ontrast to the onventional lassiation methods, when
onsidering training and reall times, support vetor lassiers are onsider-
ably slower. However when onsidering reognition rates, the pair-wise SVC
proves to outperform all other lassiers. Our future work will be foused on
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