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El concepto de fractal
1.1. La esencia de un fractal
Figura 1.1: ¿Cómo reconocer si un objeto es un fractal?
1
2 El concepto de fractal
¿Cómo reconocer si un objeto es un fractal? Esta es quizás la pregunta
estrella. Pero la formulación a la pregunta solo tiene sentido si contamos
con una definición de lo que es un fractal. Para nuestra sorpresa, actual-
mente hay en uso diferentes definiciones de fractal —dependiendo del
concepto de dimensión que utilizamos— pero cada una de estas defini-
ciones tiene como base dos nociones: autosimilaridad y dimensión.
Una cualidad adicional la constituye la simplicidad de las funciones que
se involucran para generar estructuras extraordinariamente complejas y
hermosas.
Ser autosimilar significa que, cuando examinamos pequeñas porcio-
nes del objeto, la imagen que vemos no es más que una copia de nuestro
objeto inicial. Antes de ver algunos fractales, tomemos un objeto de la
naturaleza que sin ninguna matemática nos deja entrever lo que es ser
autosimilar: el brócoli. La cabeza de esta hortaliza está formada por tro-
Figura 1.2: Autosimilaridad en una inflorescencia
zos o gajos que, cuando los desprendemos y comparamos con todo el
brócoli, son prácticamente iguales, excepto que hemos cambiado la esca-
la, es decir, vaŕıan en tamaño. Sobre estos trozos más pequeños podemos
desprender de nuevo trozos con la caracteŕıstica de recordarnos a su ante-
cesor y aśı sucesivamente hasta donde es f́ısicamente posible manejar los
desprendimientos. En una situación matemática idealizada este proceso
debeŕıa continuar indefinidamente.
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Un segundo modelo en la
naturaleza podŕıa ser la ho-
ja de un helecho, donde cada
una de sus ramas son copias
de la hoja misma, y aśı de
manera sucesiva. Esta propie-
dad la abstraemos definiendo
autosimilaridad: al ampliar
partes de un fractal, emergen
estructuras que parecen ser
idénticas al original.
El otro ingrediente en la definición de un fractal es la dimensión
fractal, la cual analizamos en la sección 1.4 después de los siguientes
ejemplos.
1.2. Intermezzo matemático – series geométricas
Un antepasado de la era de los fractales es la noción de serie geométri-
ca. Estas series llevan de manera intŕınseca el concepto de ĺımite al tratar
de entender qué puede ser una suma infinita. Observemos el siguiente
ejemplo dado por la figura 1.3.
El área de este cuadrado está dada por la suma ‘infinita’ de cuadrados
más pequeños, cada uno con una área igual a la mitad del anterior. Esta












· · · + 1
2n
+ · · · = 1.
Si reemplazamos q = 1
2
la suma anterior puede reescribirse como
∞∑
n=1
qn = q + q2 + q3 + q4 · · · + qn + · · · = 1
lo cual nos muestra que se trata de una serie geométrica que resulta al
















Figura 1.3: Sumar infinitos números puede conducir tan solo al número 1:
la suma del área de los infinitos cuadrados dentro del cuadrado
de lado 1.
Pero ¿cómo pudimos hacer una suma infinita? Realmente no efectua-
mos una suma infinita, lo que hicimos fue percibir cuál es el número al
que se acerca la suma si el número de sumandos involucrados es cada
vez mayor. Es decir, describimos el cuadrado de lado 1 como el ĺımi-
te de sumar cuadrados cada vez más pequeños, y tan pequeños como
queramos.
Este es el concepto de ‘ĺımite’, un número del que estamos tan cerca
como queramos, de tal suerte que lo consideramos como el valor de la
‘suma’ infinita.
Las series geométricas afortunadamente se conocen desde la antigüedad
y su suma puede describirse aśı:





1 − q . (1.1)
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1.3. Ejemplos clásicos
Conjunto de Cantor
Este fractal creado por George Cantor (St. Petersburgo, Rusia 1845-
Halle, Alemania 1918) se construye a partir de un segmento de recta en
un proceso llevado hasta el ĺımite, i.e., el conjunto de Cantor es el objeto
que está al final de aplicar reiteradamente nuestro proceso. Los elementos














Figura 1.4: Construcción del conjunto de Cantor.
(i) Dado el segmento de recta constituido por el intervalo cerrado [0, 1],
extraemos de él la tercera parte central, es decir, el intervalo abierto
—no contiene a sus extremos— (1/3, 2/3). Este primer paso nos
deja ahora con dos segmentos de recta, cada uno en escala tres
veces menor que el inicial.
(ii) Tomamos los segmentos de recta producidos en el paso anterior,
esto es, los segmentos cerrados [0, 1/3], [2/3, 1] y sobre cada uno de
ellos efectuamos nuevamente el proceso indicado en (i).
(iii) El paso anterior produce ahora cuatro intervalos y sobre cada uno
de ellos volvemos a efectuar el paso (i). Continuamos este proceso
de manera indefinida.
6 El concepto de fractal
Los puntos del intervalo inicial [0, 1] que nos quedan al final de estas
infinitas extracciones forman el llamado conjunto de Cantor denotado
por C.
Notemos cómo en cada paso de la construcción van quedando, por lo
menos, los puntos extremos de los intervalos involucrados; aśı que en el
n-ésimo paso existen por lo menos 2n puntos, lo cual nos garantiza que
hay infinitos puntos puesto que 2n se acerca al infinito cuando n es muy
grande. Pero más aún, C posee tantos puntos como el mismo intervalo
[0, 1]. Al fin y al cabo fue Cantor quien en una magistral demostración
nos enseñó que los puntos en [0, 1] no eran enumerables.
Si sumamos las longitudes de los segmentos que extrajimos del inter-
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= 1
la cual, aunque infinita, tan solo suma 1, ya que se trata de una serie




1 − 2/3 = 1.
Podemos decir entonces que, aunque C tiene infinitos puntos, su lon-
gitud es cero. C es usualmente referido en la literatura matemática como
una polvareda.
Para analizar la similaridad en el conjunto de Cantor, basta con seguir
gráficamente lo que nos dicen las instrucciones para su construcción.
Observemos cómo C puede descomponerse en dos subconjuntos dis-
tintos: la porción de C que se encuentra en [0, 1/3] y la porción que se
encuentra en [2/3, 1] (ver fig. 1.4). Si examinamos cada una de estas dos
porciones, vemos que ellas son semejantes al conjunto original C. En
efecto, la única diferencia es que las porciones son más pequeñas por un
factor de 1/3, ya que cada una es la tercera parte del original. Por tanto,
si ampliamos cada porción por un factor de 3, obtenemos el conjunto
original C.
Este proceso se puede hacer en cada segmento de la forma [0, 1/3n]
y multiplicando por el factor 3n obtenemos el conjunto C original, con
lo cual la autosimilaridad se reproduce al infinito, puesto que [0, 1/3n]
puede hacerse tan pequeño como se nos antoje.
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La curva de Koch
Este fractal data de 1904, cuando lo creó el matemático sueco N. F.
Helge von Koch (Estocolmo 1870–1924). A diferencia del conjunto de
Cantor, se genera por una sucesión infinita de adiciones de segmentos
de recta a un segmento inicial, lo cual hace que al final obtengamos una
curva y no una polvareda de puntos como en el conjunto de Cantor.
Figura 1.5: Construcción de la curva de Koch.
(i) Iniciamos nuestro proceso con un segmento de recta de longitud 1
—por supuesto, la longitud en cualquier caso es irrelevante, tan solo
es cuestión de comodidad al calcular—. Este objeto se conoce como
el iniciador. El primer paso consiste en remover la tercera parte
central, pero en esta ocasión la reemplazamos por un triángulo
equilátero con lados de longitud 1/3, al cual le hemos suprimido
la base. Este proceso será el tema central de la construcción y es
llamado el generador.
(ii) Por el paso anterior hemos obtenido cuatro segmentos iguales. A
cada uno de ellos le aplicamos el proceso descrito en (i), esto es,
aplicamos el generador, siempre por encima de la recta.
El proceso anterior se repite hasta el infinito o hasta donde haya reso-
lución en la pantalla del computador. Lo que quede al final del proceso
será la curva de Koch, K.
Para saber qué tan larga es K, vamos a sumar los segmentos de recta
que añadimos. Después del primer paso tenemos una curva formada por
8 El concepto de fractal
paso long. de c/segmento # de segmentos long. total
0 1 1 1
1 0.333333 4 1.33333
2 0.111111 16 1.77778
3 0.037037 64 2.37037
4 0.0123457 256 3.16049
5 0.00411523 1024 4.21399
6 0.00137174 4096 5.61866
7 0.000457247 16384 7.49154
8 0.000152416 65536 9.98872
9 0.0000508053 262144 13.3183





99 5.82098×10−48 4017345 × 1057 2.33849 × 1012
100 1.94033×10−48 1606938 × 1059 3.11798 × 1012
Cuadro 1.1: Crecimiento de la longitud en Koch.
cuatro segmentos de recta, cada uno de longitud 1/3; luego le añadimos
a cada segmento uno de longitud (1/3)2, lo cual hace que la longitud
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.
Esta suma es una cantidad infinita ya que involucra una serie geométrica
de razón q = 4/3 mayor que 1.
En la figura 1.6 podemos notar la autosimilaridad de K, siendo 3
el factor de escala. A propósito, podemos observar que el patrón inicial
en cada eslabón de la construcción se multiplica por 4. Estos números
son los que aparecen en la definición de dimensión fractal, estableciendo
cierta razón entre ellos a través de los logaritmos de estas cantidades.
La curva de Koch es un ejemplo de una curva con longitud infinita, que
sin embargo nos cabe sobre la palma de la mano.
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Figura 1.6: Autosimilaridad y escala en la curva de Koch.
Copo de nieve de Koch
A partir de la curva de Koch se crea un objeto que nos evoca a un copo
de nieve. Se obtiene fijando tres curvas de Koch rotadas adecuadamente
para que se unan formando una especie de triángulo equilátero.
Figura 1.7: Copo de nieve de Koch.
Si estuviéramos interesados en el área del copo —la encerrada por
la curva— nos llevaŕıamos la sorpresa de que es 8
5
Δ donde Δ es el área
del triángulo inicial. El área total del copo es aśı finita, pues siempre
será menor que la del ćırculo que lo circunda. Para ver cuál es el incre-
mento de área en cada paso de la construcción, descompongamos el copo
en las tres curvas de Koch que lo generan a partir de los tres lados del
triángulo inicial, el cual por comodidad suponemos de área Δ. Con la
ayuda de la figura 1.9 vemos que el incremento de área para cada uno de
los tres lados es igual, por lo que basta observar uno de ellos y multiplicar
por tres. También notamos su analoǵıa con las series geométricas pues
10 El concepto de fractal
Figura 1.8: Policromı́a en la curva de Koch.
en cada paso n se aumentan 3, 12, 48, 192, 768, ... es decir 3 ·4n−1 nuevos
triángulos (desde n = 1), cada uno con un área correspondiente a 1
9
del
área del triángulo anterior, lo que nos da un área total:















Como la curva que rodea al copo es infinita, llegamos a un ejemplo in-
teresante.
Una curva de longitud infinita que, sorprendentemente, rodea tan solo
una área finita, delicada y simétrica.
Aunque no se trata exactamente de un fractal, pues no es totalmente
autosimilar, está compuesta por tres partes idénticas, cada una de las
cuales śı es autosimilar.
Pero ¿qué sucede si el algoritmo en la construcción anterior es altera-
do? Por ejemplo, si invertimos la dirección del triángulo que anexamos,
1.3 Ejemplos clásicos 11
Figura 1.9: Incremento en el área del copo de nieve.
Figura 1.10: Tratándose de fractales, hay que mirar con lupa.
de suerte que no sea hacia fuera sino hacia dentro del triángulo, o si lo
alargamos un poco más de lo acostumbrado en la construcción inicial.
12 El concepto de fractal
Figura 1.11: Variaciones sobre el copo de nieve de Koch.
Estas variaciones sobre un mismo algoritmo permiten crear formas o
diseños estupendos y tantos como queramos, porque ¿qué tal si lo que
hacemos es no necesariamente sobre un triángulo sino más bien sobre un
cuadrado, un hexágono, etc.? [31] (ver figuras 1.8 y 1.11).
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El triángulo de Sierpinski
El matemático polaco Waclaw Sierpinski (Varsovia 1882-1969) creó va-
rios objetos fractales, entre ellos el conocido triángulo de Sierpinski. De
manera análoga al conjunto de Cantor, este fractal puede ser obtenido por
medio de una sucesión infinita de extracciones. La construcción procede
como sigue:
Figura 1.12: Construcción del triángulo de Sierpinski.
(i) A partir de un triángulo rectángulo inicial, con lados de longitud 1
por comodidad, unimos los puntos medios de cada lado y extraemos
14 El concepto de fractal
el triángulo central interno. Después de este primer paso obtenemos
tres triángulos iguales, cada uno equilátero y con longitudes que
son exactamente la mitad del triángulo inicial. Como en los casos
anteriores, es preciso que descifremos cuál es el objeto iniciador y
cuál el proceso generador.
(ii) Con los tres triángulos producidos por el paso anterior, procede-
mos de igual manera a aplicar el proceso generador en cada uno
de ellos, para aśı obtener tres nuevos triángulos por cada uno, lo
cual produce finalmente 9 triángulos equiláteros, cada uno a escala
(1/2)2 del inicial.
(iii) Continuamos el proceso anterior en cada uno de los nuevos triángu-
los que se van generando, hasta llegar al ĺımite del proceso. La figura
última es conocida como el triángulo S de Sierpinski.
Si el área inicial en el triángulo que tomamos como base para la
construcción de S es A, podemos notar que en la primera extracción el
área del triángulo extráıdo es (1/4)A. En el segundo paso removemos






A y, en general, el área extráıda hasta el fin del proceso
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= A.
El área removida en el triángulo de Sierpinski es exactamente toda el
área inicial y, sin embargo, aún tenemos puntos. Luego estos puntos,
que conforman a S, no están agrupados formando alguna área —cuya
dimensión usual seŕıa 2— sino que están esparcidos pero juntos, es decir,
forman otra especie de polvareda como lo haćıa el conjunto de Cantor.
Sorprendentemente (ver fig. 6.12), y como veremos con más detalle
en el caṕıtulo 6, para obtener el triángulo de Sierpinski no importa el
objeto inicial sino el proceso: reducir el objeto inicial a su tercera parte,
hacer tres copias de esta reducción y colocar cada una de estas copias
‘una al lado de la otra’ en un arreglo adecuado. Podemos iniciar bien con
un triángulo, o con una carita feliz, y obtendremos a S.
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Figura 1.13: Autosimilaridad en el triángulo de Sierpinski.
Las carpetas
Hay muchos fractales que pueden construirse siguiendo el patrón con
el que se generó el triángulo de Sierpinski; esto es, tocamos variaciones
sobre un mismo tema. Las carpetas son un ejemplo de estos fractales y
a continuación veremos el caso cuando comenzamos con un cuadrado.
Recordemos que en el triángulo de Sierpinski iniciamos con un triángu-
lo; ahora actuamos sobre el cuadrado: lo subdividimos en nueve pequeños
cuadrados, para extraer el cuadrado central, y en cada uno de los ocho
restantes volvemos a efectuar este proceso, hasta obtener al final la lla-
mada carpeta de Sierpinski. En este caso la escala es de 1/3n en cada
una de las longitudes y se generan 8n cuadrados en el paso n-ésimo.
También es posible modelar en 3D (tres dimensiones). Un ejemplo
es la siguiente esponja de Menger llamada aśı en honor a su inventor, el
matemático austriaco Karl Menger1 (Viena 1902-Chicago 1985). También
se conoce como esponja de Sierpinski, o cubo de Magritte (según el autor
de este texto, en honor al pintor Renè Magritte) (ver figura2 1.17).
1Blumenthol, L., Menger, K. Studies in Geometry. W. H. Freeman & Co., 1970.
2Diseño original de Paul Bourke.
16 El concepto de fractal
Figura 1.14: Cuadrado —carpeta— de Sierpinski
Figura 1.15: Proceso para la esponja de Menger.
El proceso es finalmente andar por las dimensiones: del conjunto de
Cantor en 1D, pasamos a la carpeta de Sierpinski en 2D, y de aqúı a la
esponja de Menger en 3D.
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Figura 1.16: La esponja de Sierpinski o cubo de Magritte.
1.4. La dimensión
Después de haber visto los anteriores fractales, el concepto de au-
to-similaridad está completamente entendido. Pero, ¿qué decir acerca
de la dimensión? El triángulo de Sierpinski, el conjunto de Cantor, y las
carpetas son autosimilares, pero también lo es un segmento de ĺınea recta,
pues al subdividirlo en tres partes iguales y aumentar cada una de ellas
en una escala de tres evocamos de nuevo el objeto inicial. Claramente un
segmento de recta no es un fractal; luego no basta ser autosimilar para
recibir el adjetivo de fractal. Este nuevo ingrediente lo proporciona la
dimensión fractal, la cual vamos a abordar de manera intuitiva.
En el concepto usual de dimensión entendemos que una ĺınea o un
segmento de recta son de dimensión uno (uno-dimensional) ya que solo
podemos desplazarnos de izquierda a derecha, i.e., solo hay un eje como
parámetro. En el caso de un punto o un conjunto finito de puntos, la
dimensión que se le adjudica es cero, ya que la movilidad no existe.
18 El concepto de fractal
Figura 1.17: Por dentro del cubo de Magritte.
Un cuadrado es de dimensión dos ya que en el desplazamiento de
uno de sus puntos necesitamos tanto del largo como del ancho para su
descripción. Lo que este punto no puede hacer es brincar por encima del
cuadrado hacia afuera del plano, ya que esto tomaŕıa puntos que no son
de este universo planar. De manera similar a lo anterior, al espacio en
que habitamos le adjudicamos la dimensión tres pues en una habitación
para poder describir la posición de un mosquito, en un instante dado,
necesitamos tres parámetros: largo, ancho y alto.
Este concepto intuitivo, y por lo mismo obvio, de dimensión viene
desde los tiempos de Euclides.
1.4 La dimensión 19
Figura 1.18: Variaciones de carpetas
Ahora situémonos en el triángulo de Sierpinski. ¿Cuál seŕıa su dimen-
sión? Recordemos que en su construcción tomamos un triángulo inicial
y de él removemos tanta área como la que teńıa el triángulo; esto es,
removimos toda el área plana y tan solo dejamos al final una especie de
borde, intrincado pero al fin y al cabo borde.
En este objeto final también pareceŕıa que dentro de él un punto
se pudiera mover no solamente de izquierda a derecha, sino en varias
direcciones, como si el triángulo de Sierpinski estuviera entre una recta
–es más complicado que un segmento de recta– y una región triangular,
ya que carece de área. Aśı que ¿cuál es su dimensión? No podemos decir
que es 1 por la movilidad, ni tampoco decir que es 2 por la carencia de
área, pero es algo que está entre estos dos enteros.
20 El concepto de fractal
Este análisis de la dimensión lo inició en
1919 el matemático alemán Félix Haus-
dorff (Breslau, Alemania, ahora Wro-
claw, Polonia, 1868-1942, Bonn, Ale-
mania), hace cerca ya de un siglo. Su
reflexión condujo a que el concepto de
dimensión tenga varios aspectos y signi-
ficados dentro de la matemática, y exis-
tan varias definiciones de lo que la di-
mensión debeŕıa ser. El caso simple y
natural es adjudicar a Rd dimensión d
en el sentido de requerir d-coordenadas
para la descripción de sus puntos.
El concepto de dimensión recibe de nuevo atención porque tiene la
ventaja de adaptarse, como veremos, a la manera como trabaja el compu-
tador y porque, sencillamente, con el advenimiento de los computadores
surgen nuevas y espectaculares gráficas y simulaciones de objetos en las
ciencias, que demandan retomar el concepto. Es posible que algunos de
estos objetos existieran desde antes de los PC, quizás como extraños
contraejemplos a problemas de la matemática, pero sus construcciones
eran esquemas no visualizados y tan solo percibidos o intuidos por los
expertos.
1.5. Intermezzo matemático: conceptos de ‘dimensión
fractal’
La idea fundamental para considerar las nociones de ‘dimensión frac-
tal’ es observar qué sucede con un conjunto al considerarlo a diferentes
escalas de tamaño. La reflexión la podemos iniciar introduciendo la di-
mensión fractal autosimilar.
1.5.1. Dimensión fractal autosimilar
Consideremos una ĺınea, un cuadrado y un cubo (fig. 1.19) objetos por
excelencia de dimensiones 1, 2 y 3 respectivamente; y supongamos que
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cada uno de los lados de estos tres objetos se divide en 4, es decir, en razón
de r = 1/4. Entonces, en la ĺınea aparecen N(4) = 4 = 41 segmentos, en
el cuadrado N(4) = 16 = 42 cuadrados, y en el cubo N(4) = 64 = 43
cubos. Por supuesto 4 no tiene nada de especial, la misma construcción
la podemos hacer si a cambio de 4 tomamos cualquier entero k, la razón
es entones r = 1/k y obtenemos que en cada objeto aparecen N(k) = k1
segmentos, N(k) = k2 cuadrados, y N(k) = k3 cubos. Estas igualdades
las podemos reescribir como N(k)/k1 = 1 N(k)/k2 = 1 y N(k)/k3 = 1.
Figura 1.19: Al dividir cada lado en 4 segmentos, obtenemos 4, 16 y 64 sub-
figuras respectivamente.
De la consideración anterior y de nuestro
conocimiento previo de dimensión clásica,
podemos decir entonces que la dimensión
d = 1, 2, 3 es la potencia a la que hay que
elevar el factor de contracción k —la razón
o escala— para obtener la siguiente rela-
ción.
dimensión exponente
1 N(k) = k1
2 N(k) = k2
3 N(k) = k3
¿Por qué restringirnos a los objetos fundamentales, ĺınea, cuadrado
y cubo? Tomemos cualquier figura o subconjunto X de Rn que admita
ser subdividido en un número finito N(k) de subfiguras o subconjuntos,
todos congruentes entre śı (por traslaciones o rotaciones) y que sean una
copia reducida del objeto inicial por un factor de contracción r = 1/k.
Definimos la dimensión autosimilar de X como el único valor d que





Nótese que en la fórmula anterior, d no tiene por qué ser más un en-
tero. A esta capacidad de detectar números no enteros para la dimensión
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es a lo que llamamos D dimensión fractal autosimilar, un tipo de
dimensión más sensible que la usual.
Esta idea sencilla pero profunda puede ser aplicada a un número
considerable (mas no a todos) de conjuntos interesantes. Para el caso




= 1.584... donde hemos tomado el logaritmo3 a 3, que es el







es la escala a que hemos reducido la figura inicial.
Algo similar ocurre con el conjunto de Cantor, el cual no es un punto
0-dimensional, ni tampoco un segmento de recta 1-dimensional, sino que
está ah́ı, entre estos dos objetos, pues dado un punto del conjunto de
Cantor, existen puntos de este conjunto tan cercanos a él como queramos;
esto es, sus infinitos puntos no están aislados sino que se encuentran
reunidos de una manera densa, no aislados como granos, sino juntos








En cuanto al copo de nieve, tenemos que en cada paso un segmento
es dividido en cuatro N = 4 con tamaño la tercera parte del segmento,
por lo que r =
1
3




1.5.2. Dimensión por cajas
¿Qué sucede cuando el objeto al que queremos calcular su dimensión
D no se subdivide en copias exactas de śı mismo, como lo son los objetos
en su mayoŕıa? (ver figura 1.11). La idea es como sigue.
Antes de todo, nos restringimos al plano —lo que no implica que este
proceso no pueda generalizarse a otras dimensiones— porque es en la
pantalla del PC donde vamos a trabajar; de hecho, quien va a calcular
es el computador y no nosotros, y lo hará sobre los pixeles del monitor.
Dada la figura o el conjunto A, lo recubrimos con una red o cuadŕıcula
3La base utilizada para el logaritmo es irrelevante ya que todas las bases dan el
mismo resultado para la ecuación 1.2.
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Figura 1.20: El tamaño de la cuadŕıcula optimiza el proceso.
regular (todos los cuadrados son iguales) de cuadrados de longitud δ, lo
cual nos produce las aśı llamadas cajas para justificar el nombre de esta
clase de dimensión. En otras palabras, subdividimos la pantalla del moni-
tor en cuadrados de longitud l. Ahora contamos el número de cuadrados
que se necesitan para cubrir la figura, i.e. contamos los cuadrados que
se interceptan con la figura y esto nos produce un número N(δ) —por
supuesto, este número N(δ) depende de la longitud δ de los cuadrados,
ver figura 1.20—. Hacemos nuevamente el anterior ejercicio pero esta vez
con cuadrados de longitud más pequeña, y contamos el respectivo núme-
ro N(l). Al repetir este proceso y a medida que la longitud l se hace más
pequeña, obtenemos una tabla de datos. Nótese que este proceso es com-
pletamente natural para un computador, subdividir la red y luego contar,
y además no exige que la figura sea autosimilar; aún más, lo podŕıamos
generalizar a tres dimensiones si utilizáramos cubos. El proceso δ → 0 es
para garantizar que estamos optimizando el espacio que solamente ocupa
la figura A en el monitor.






donde Nδ(A) es el número de cuadrados de lado δ > 0 que cubren a A.
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1.5.3. Dimensión de Hausdorff
Ahora bien, ¿quién nos garantiza que en general el ĺımite en la ecua-
ción 1.3 exista?, ¿o que no tengamos problemas patológicos en conjuntos
más generales? Por ejemplo, si A es un subconjunto denso de Rn su di-
mensión es n, aun siendo A enumerable, es decir siendo A bien ‘pequeño’,
lo que debeŕıa tener una dimensión 0.
Hausdorff era consciente de
todos estos hechos; ¿qué se
queŕıa significar con medir
por ejemplo la curva de
Koch?
A la edad de 50 años,
en 1918 publicó un art́ıculo
importante que contribuiŕıa
y cambiaŕıa a la teoŕıa de la
medida.
Este art́ıculo4 de 22 pági-
nas —es una joya— dio un
nuevo tratamiento a la me-
dida de Lebesgue en lo que él mismo definió como una ‘pequeña contri-
bución’: su teoŕıa completa de la medida y de la dimensión fraccionaria,
presentada de una manera clara y general.
Aunque pocas personas lo han léıdo, por este art́ıculo Hausdorff tiene
hoy más fama que por todo el resto de sus trabajos juntos (ver la figura
1.21 donde reproducimos de manera facśımil la primera hoja del art́ıculo
tomada de la hemeroteca del Instituto Max Planck para las matemáticas
aplicadas de Leipzig, ciudad donde fue impresa la revista original).
A continuación trataremos —solo trataremos— de presentar la idea
central de Hausdorff.
4Publicado como Dimension und ausseres Mass, Mathematische Annalen 79, 157-
179, 1919, Leipzig. (Ver fig. 1.21).
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Figura 1.21: El art́ıculo.
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Supongamos que queremos medir el área de A, un subconjunto del
plano más bien complicado. Una manera de hacerlo es recubrir a A con
una sucesión de discos pequeños D1, D2, D3, . . . Entonces, el área de A




2 + diam (D2)
2 + diam (D3)
2 + · · · ). (1.4)
Por supuesto, en esta respuesta nos excedimos bastante, no solo porque
los discos se sobreponen sino porque cubren probablemente una buena
parte del plano que no es A. Entonces, lo mejor es mirar todas las ma-
neras posibles de cubrir a A con discos cada vez más pequeños. El área
2-dimensional de A es la suma (como en 1.4) más pequeña —como
ĺımite— que podamos obtener.
¿Qué sucede en el proceso anterior si A es un segmento de ĺınea recta?
Digamos que la longitud de este segmento A es 1. En este caso, podemos
cubrir a A con n discos cada uno con diámetro 1/n y el área de (1.4) es
π
4
× n × (1/n)2 = c/n donde c es una constante. Al tomar el ĺımite para
n bien grande concluimos que el área 2–dimensional es 0.
Para definir la longitud 1-dimensional de A, procedemos como
en el proceso anterior, solo que ahora lo que calculamos es la longitud,
esto es, cubrimos con los mismos discos pero calculamos la suma de las
longitudes de los diámetros
diam (D1) + diam (D2) + diam (D3) + · · · . (1.5)
¿Qué será entonces calcular la medida d-dimensional de A? Excepto por
un factor constante, ella se define como
diam (D1)
d + diam (D2)
d + diam (D3)
d + · · · . (1.6)
En la práctica, aunque no en la teoŕıa, nos imaginamos que en cada
cubrimiento todos los discos tienen igual tamaño, y que A es una figu-
ra cerrada y acotada pues se encuentra sobre la pantalla del monitor.K
Aśı que, si cada disco tiene como diámetro un número pequeño, digamos
ε y si N(ε) es el número de ellos necesario para cubrir a A, entonces la




1.5 Intermezzo matemático: conceptos de ‘dimensión fractal’ 27
Hausdorff demostró que existe un único valor d para el cual hd(A)
no es 0 ni ∞. Para este valor d = DH(A) se satisface entonces que
hd(A) =
{
∞ si d < DH(A)
0 si d > DH(A).
(1.8)
DH(A) es por definición la dimensión de Hausdorff de A. Este valor
d = DH(A) es el número para el cual N(ε) ∝ 1/εD —proporcional—.
Por supuesto, cuando los objetos son autosimilares, este concepto y los
anteriores de dimensión coinciden, aśı que tenemos una misma dimensión
fractal con diferente procedencia.
1.5.4. Dimensión topológica
Una última definición que involucra el concepto de dimensión es dada
para los espacios topológicos en general. Esta definición es inductiva y se
estudia en la topoloǵıa, la rama de las matemáticas en la cual ubicamos 
a los fractales, en especial cuando los veamos definidos por medio de
los Sistemas de funciones iteradas SFI en el caṕıtulo 6. Es sobre esta
definición que Mandelbrot establece una comparación con las anteriores
definiciones a fin de poder decidir si un objeto es fractal o no.
Definimos cuándo la dimensión topológica es 0, luego 1,..., luego
n y a partir de esta última cuándo es n + 1, etc.
1. La dimensión del conjunto vaćıo es ∂(∅) = −1.
2. Un espacio topológico es 0–dimensional, o tiene dimensión cero, i.e.,
dim(X) = 0 si dado cualquier x ∈ V con V abierto en X, existe
un conjunto abierto U cuya frontera ∂(U) es vaćıa y satisface que
x ∈ U ⊆ V .
3. Un espacio X tiene dim(X) ≤ n si para cada punto x en X y cada
conjunto abierto V que contiene a x, existe un conjunto abierto U
tal que x ∈ U ⊆ V y dim(∂(U)) ≤ n − 1; X tiene dim(X) = n si
dim(X) ≤ n pero es falso que dim(X) ≤ n − 1.
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Considerado lo anterior, ya estamos en capaci-
dad de hacer nuestra primera definición formal.
Es debida a Benoit Mandelbrot, quien llamó a
la dimensión de Hausdorff como dimensión frac-
tal y popularizó estas ideas en su famoso li-
bro The Fractal Geometry of Nature5. Hacemos
énfasis en que no existe un acuerdo general so-
bre lo que esta definición debeŕıa ser, pero śı en
que debe tener dos componentes: un fractal es
un objeto con algún tipo de dimensión no ente-
ra, por ejemplo dimensión de Hausdorff, y como
segunda componente un fractal debe ser autosimilar, en el sentido que
partes diminutas de él pueden ampliarse de tal manera que se logre ob-
tener el objeto inicial.
Definición 1. Un fractal es un subconjunto del plano que es autosimilar
y cuya dimensión fractal excede a su dimensión topológica.




Figura 2.1: Cuencas de atracción.
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Un fractal, en las condiciones en que lo hemos definido, resulta ser,
entre otras cosas, un subconjunto acotado —limitado— del plano y por
tanto factible de ser representado en la pantalla de un computador.
La idea detrás de todos los ejemplos clásicos de fractales que dimos
en el caṕıtulo anterior es la siguiente: se toma una figura inicial y a
partir de ella se obtiene una nueva aplicando una regla —algoritmo—
de reemplazo o sustitución —itere, esto es, aplique el proceso hasta el
nivel deseado de complejidad— llevando este proceso hasta el ĺımite, es
decir, hasta la resolución máxima del monitor. Teóricamente este proceso
debeŕıa ser infinito, pero para la pantalla son suficientes unos pocos, en
realidad, finitos pasos.
El lenguaje natural para generar fractales es la iteración o recursión.
Esta idea está intŕınseca en la construcción de programas para generar
fractales, o en los algoritmos que permiten visualizarlos.
Iteración significa repetir —aplicar— un proceso una y otra vez sobre
un objeto inicial, creando aśı una dinámica, y a la evolución del proceso
es lo que llamamos un sistema dinámico. En matemáticas es común
aplicar este concepto a las funciones, que para el caso de este libro serán
funciones f : R → R de la recta en la recta, o bien f : C → C del plano
en el plano.
2.1. Iteración en la recta
Dados una función f : R → R y un punto x ∈ R, el efecto de aplicar
sucesivamente la función f al punto x —x, f(x) y al aplicar nuevamente
f a f(x) obtenemos f(f(x)) . . .— produce las iteradas de la función f
en el punto x, o la órbita Of (x) de f en el punto x, i.e.,
Of (x) = {x, f(x), f2(x), f3(x), . . . , fn(x), . . .},
donde la notación fn(x) denota a f compuesta con f (n−1); esto es,
f ◦f (n−1) y no la n-ésima potencia de f ni la n-ésima derivada de f . Esta
sucesión genera lo que se conoce como un sistema dinámico discreto,
el cual se caracteriza por la aplicación de una función a un punto una y
otra vez.
Supongamos —en lenguaje coloquial— que queremos sacarle la ráız
cuadrada al número 256, es decir, queremos obtener
√
256. Si definimos
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la función f : R → R como f(x) = √x entonces lo que queremos es
calcular f(256) =
√
256 = 16. ¿Qué pasa si continuamos el proceso?, es





16 = 4 y continuamos aplicando la
ráız cuadrada,
√√√
256 . . . Lo primero que notamos es la utilidad de
la notación fn(x) = f ◦ f (n−1)(x) = f (n−1)(f(x)), y lo segundo es que
obtuvimos una rutina, a lo que resulte nuevamente se le aplica,
y esto le gusta a los programadores de software.
De hecho, el paquete de software1 Mathematica tiene un comando
predefinido para ayudarnos en este proceso: NestList[f,x,n].
El siguiente recuadro es la manera como en lo sucesivo presentaremos
los programas en Mathematica. La ĺınea 1 en el recuadro del código es el
comando input que itera la función f en el punto a cinco veces; la ĺınea K





Para el caso f(x) =
√
x obtenemos {a,√a, a1/4, a1/8, a1/16, a1/32} donde
n
√
a es notada como a
1
n ; si f(x) =
√
x, a = 256, n = 5, obtenemos
Mathematica 6.0
1 f[x_] = Sqrt[x];
2 NestList[f,256,5]
3
4 {256, 16, 4, 2, 1.41421, 1.18921}
Para saber lo que sucede a la iterada a largo plazo, iteramos un número
grande de veces, por ejemplo, calculemos las primeras 20 iteradas de este,
nuestro primer sistema dinámico:
{256, 16, 4, 2, 1.41421, 1.18921, 1.09051, 1.04427, 1.0219, 1.01089,
1.00271, 1.00135, 1.00068, 1.00034, 1.00017, 1.00008, 1.00004, 1.00001}
Lo que indica que nos acercamos cada vez más al número 1, y lo notamos
como Of (256) → 1.
1Para obtener una visión más completa de los alcances del paquete, se recomienda














Cuadro 2.1: Las órbitas de f(x) =
√
x para los números 256 > 1 y 0.175 < 1
tienen al número 1 como ĺımite.
Verifiquemos nuestro sistema para un número 0 < a < 1, digamos
a = 0.175. La órbita, que es la lista de las iteradas, converge a 1. Esto
es, Of (0.175) = NestList[f, 0.175, 20] → 1 (ver cuadro 2.1).
En resumen, el proceso de extraer de manera reiterada la ráız cua-
drada al número 256 nos produce una sucesión de números cada vez más
pequeños cuyo ĺımite es 1. Pero esto no solo sucede para 256, se tiene que
para todo número a > 0 —las ráıces de los números negativos no existen
en R— su órbita tiende a 1, es como si 1 fuese un punto de atracción,
i.e., un atractor (ver fig. 2.2).
La pregunta central de este caṕıtulo es:
Dados una función f y un punto x, ¿cuál es el comportamiento final de
la órbita O+f (x)? ¿tiene esta sucesión un ĺımite o al menos un compor-
tamiento predecible? ¿O+f (x) → ?
Desafortunadamente, y como lo iremos viendo a lo largo del texto,
los comportamientos de las órbitas son de todo tipo: algunas órbitas se
acercan de manera rápida a un punto, otras lo hacen oscilando, otras
tienen un peŕıodo —como en los números racionales— y otras exhiben
un comportamiento ‘caótico’.
En los siguientes ejemplos exhibimos algunos comportamientos.
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2.1.1. Tipos de convergencia de órbita
El caso de la función f : R+ → R definida como f(x) = √x es un caso
de buen comportamiento, todas las órbitas tienden al número 1 excepto
para a = 0 donde la órbita es la sucesión constante a 0.
0 1
Figura 2.2: Para f(x) =
√
x las órbitas son atráıdas al punto 1.
Para f(x) = x2 tenemos que la iteración de la función produce dos
tipos diferentes de órbita: las convergentes y las que escapan al infinito
(ver fig. 2.3).
Si a > 1 o a < 1 tenemos que Of (a) → ∞ en el sentido que la
sucesión cada vez toma valores más y más grandes y tan grandes
como queramos.
Si −1 < a < 1 entonces Of (a) → 0.
Si a = 1 o a = −1 obtenemos órbitas constantes con Of (a) → 1.
Nótese que, aunque las órbitas converjan a diferentes valores, todas estas
órbitas presentan un buen comportamiento —predecible— de convergen-
cia. Para puntos antes de 1 las órbitas van hacia 0, y para puntos después K
de 1 las órbitas van hacia ∞, es como si 1 las repeliera, i.e., 1 es un punto
repelente mientras que 0 es atrayente.
−1 0 1
Figura 2.3: Órbitas para f(x) = x2 en el intervalo (−1,∞) donde 1 actúa





Figura 2.4: Para f(x) = −x3 la órbita del punto 1 es periódica.
2.1.2. Órbita periódica
Para la función g(x) = −x3 su órbita es
x,−x3, x9,−x27, x81, . . . , (−1)nx3n , . . .
Si x = 0 entonces la órbita permanece constante en 0, pero si −1 <
x < 1 la órbita alterna entre valores positivos y negativos pero cada vez
más pequeños y acercándose a 0 —0 es atrayente—; mientras que para
valores de x con |x| > 1, su órbita también alternará pero cada vez se
alejará más —1 es repelente—. En el caso en que a = 1, o a = −1 tenemos
un comportamiento interesante, la órbita no converge pero es predecible,
sus valores tienen peŕıodo 2, es decir, cada 2 números se repite; se trata
de una órbita periódica (ver fig. 2.4).
0 a 0.9 1.5 1
1 −a3 −0.729 −3.375 −1
2 a9 0.38742 38.4434 1
3 −a27 −0.0581497 −56815.1 −1
4 a81 0.000196627 1.83397×1014 1
5 −a243 −0.000000760 −6.16845 × 1042 −1
6 a729 4.39329 × 10−34 2.34708×10128 1
7 −a2187 −8.47946 × 10−101 −1.292955431133395 × 10385 −1
Cuadro 2.2: Og(a) para g(x) = −x3 en a = 0.9 y 1.5.
Los siguientes son ejemplos de funciones cuadráticas, exactamente
parábolas, con diferentes tipos de órbitas para el punto x = 0.5 en cada
una de ellas.
f(x) = 3.2 x(1 − x) tiene peŕıodo 2.
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f(x) = 3.5 x(1 − x) tiene peŕıodo 4.
f(x) = 4 x(1−x) no tiene un comportamiento predecible pues toma
valores sin ningún patrón; además, es sensible a las condiciones
iniciales; es lo que llamamos un comportamiento caótico.
Mathematica 6.0
1 f[x_] = 3.2 x (1 - x) (*Perı́odo 2*)
2 NestList[f, 0.5, 23]
3
4 {0.5, 0.8, 0.512,0.799539, 0.512884, 0.799469, 0.513019,
5 0.799458, 0.51304, 0.799456, 0.513044, 0.799456, 0.513044,
6 0.799455,0.513044, 0.799455, 0.513045,...,0.799455, 0.513045}
Mathematica 6.0
1 f[x_] =3.5 x (1 - x) (*Perı́odo 4*)
2 NestList[f, 0.5, 23]
3
4 {0.5, 0.875, 0.382813, 0.826935, 0.500898, 0.874997, 0.38282,
5 0.826941, 0.500884, 0.874997, 0.38282, 0.826941, 0.500884,
6 0.874997,0.38282, 0.826941, 0.500884, 0.874997, 0.38282,
7 0.82694,..., 0.500884, 0.874997, 0.38282, 0.826941}
Mathematica 6.0
1 f[x_] = 4 x (1 - x) (*Caótica*)
2 NestList[f, 0.3, 23]
3
4 {0.3, 0.84, 0.5376, 0.994345, 0.0224922, 0.0879454, 0.320844,
5 0.871612, 0.447617, 0.989024, 0.0434219, 0.166146, 0.554165,
6 0.988265, 0.0463905, 0.176954, 0.582565, 0.972732, 0.106097,
7 0.379361, 0.941785, 0.219305, 0.684842, 0.863333}
Existe un método para analizar de manera gráfica el comportamiento
de las funciones, o mejor, de las órbitas.
El procedimiento general es como sigue y el código que lo describe en
Mathematica está en el encabezado de la figura 2.5.
Se dibujan la función f y la función idéntica y = x —la diagonal—.
Ubicamos el punto (a, a) para el cual queremos ver la órbita. Desde
este punto vamos de manera vertical en dirección al grafo de f .
Como nos movimos verticalmente, el valor del punto de intersección






4 Plot[{f[x],x}, {x,0,1}, Epilog -> {Map[lineas, NestList[f,0.7,3]]}]









Figura 2.5: Órbita de f(x) = x2 para el punto 0.7.
Ahora vamos horizontalmente hasta la diagonal para encontrar el
punto (f(a), f(a)).
Repitiendo este proceso, vamos verticalmente al grafo de f pa-
ra obtener el punto (f(a), f2(a)) y regresamos horizontalmente a
(f 2(a), f2(a)) sobre la diagonal.
Al continuar este camino, diagonal–grafo–diagonal... formado por seg-
mentos verticales y horizontales, lo que obtenemos es una descripción de
la órbita Of (a) para poder aśı visualizar hacia dónde converge, si es que
lo hace.
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En la figura 2.5 mostramos los pasos iniciales para la órbita de la
función f(x) = x2 para el punto a = 0.7.
Para el caso de la función f(x) = x3 tenemos los siguientes dos com-
portamientos dependiendo de si x es menor o mayor que 1 (ver fig. 2.6).

















Figura 2.6: f(x) = x3 y las órbitas para x = 0.9 la cual converge a 0, y
x = 1.1 la cual escapa al infinito.
Caso en que tenemos ĺıneas rectas
Consideremos ahora la iteración de un punto cuando la función f es
una ĺınea recta que pasa por el origen, i.e., f(x) = mx donde m es la
pendiente, es decir, la medida de la inclinación de la recta. La n-ésima
iterada es fn(x) = mnx; por tanto, si |m| < 1 todas las órbitas convergen
a cero, pues ĺımn→∞ mn = 0. Si |m| > 1, para cualquier punto x su órbita
toma valores cada vez más grandes y tan grandes como queramos, esto
es, Of (x) = ∞, o −∞ —diverge— (ver fig. 2.7).
Observemos finalmente cómo es el comportamiento gráfico de una
órbita periódica. Para ello consideremos nuestra función f(x) = −x3 en
el punto 1 para el cual sabemos que produce una órbita con peŕıodo dos.
Una pregunta natural es: ¿qué tanto tenemos que iterar nuestra función
para saber que hemos alcanzado el valor a donde converge? Mathematica
tiene dos comandos que contestan esta pregunta.
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Figura 2.7: Rectas con diferente pendiente







Figura 2.8: Órbita periódica para la f(x) = −x3 en el punto 1.
El comando FixedPointList[f,expr] genera una lista como resul-
tado de aplicar f repetidamente {x,f[x],f[f[x]],...} hasta que los
términos de la lista ya no cambian.
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Mathematica 6.0
1 FixedPointList[Cos, 1.57, 1000]
2
3 {1.57, 0.000796327, 1, 0.540303, 0.857553, 0.65429, 0.79348,
4 0.701369, 0.76396, 0.722102, 0.750418, 0.731404, 0.744237,
5 0.735605, 0.741425, 0.737507, 0.740147, 0.738369, 0.739567,
6 0.738766, 0.739304, 0.738938, 0.739184, 0.739018, 0.73913,
7 0.739055, 0.739106, 0.739071, 0.739094, 0.739079, 0.739089,
8 0.739082, 0.739087, 0.739084, 0.739086, 0.739085, 0.739086,
9 0.739085, 0.739085, 0.739085, 0.739085, 0.739085 }









Figura 2.9: f(x) = cos x y la órbita para a = 0.2.
De manera más lacónica, el comando FixedPoint[f,x] hace lo mismo
que el anterior, pero solo escribe el valor que se hace fijo.
Mathematica 6.0
1 In[1]:= FixedPoint[Cos, 1.57, 1000]
2 Out[1]= 0.739085
Además, podemos conocer el número de pasos necesarios para
que una órbita converja a un punto fijo. Este comando aparen-
40 Iteración
temente sencillo Length[FixedPointList[f, a]] ¡será el encargado de
generar los colores que hacen de los fractales figuras espectaculares!
Mathematica 6.0
1 In[1]:= Length[FixedPointList[Cos, 1.57]]
2 Out[1]= 95
Al aplicar el comando anterior a la función f(x) = sen x después de 1000
iteraciones no encontramos respuesta para su convergencia.
Mathematica 6.0
1 FixedPointList[Sin, 1.57, 1000]
2
3 {1.57, 1., 0.841471, 0.745624, 0.67843, 0.627572, 0.587181,...
4 0.0547018, 0.0546746, 0.0546473, 0.0546201}
Mathematica 6.0
1 S[n]=Plot[Nest[Sin,x,n], {x,-2Pi,2Pi}, PlotRange -> {{-6,6},{-1,1}}]
2
3 Show[GraphicsArray[{{S1,S8},{S30,S100}}]]




















Figura 2.10: f(x) = sen x y el grafo de sus iteradas.
Pero esta órbita śı converge, lo hace a 0. Resulta que lo hace tan despacio
que necesitamos otra estrategia para verificarlo. De hecho, todas las órbi-
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tas de la función sen x, no importa el punto, convergen a 0. Esto es equi-
valente a mostrar que la sucesión de funciones iteradas {senn(x)}n=1,2,...
















Figura 2.11: f(x) = sen x y dos miradas a la convergencia de sus iteradas.
La figura 2.10 (con el código que la genera) presenta una tabla en la
cual se muestra cómo son las figuras cuando vaŕıa el número de iteradas
de la función sen x.
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En la figura 2.11 mostramos todas estas gráficas juntas para ver cómo
es el cambio. En efecto, hacemos un gráfico tridimensional que muestra
las 100 primeras iteradas de la función sen x. Un eje, de cara al lector,
muestra la función inicial; otro, el número n de iteradas, y el eje vertical,
el valor que toman las funciones iteradas senn(x).
El frente de la figura 2.11 es sen x porque la primera iterada es n = 1.
La ĺınea segunda desde el frente, muestra a
sen(10)(x) = Sin[Sin[Sin[Sin[Sin[Sin[Sin[Sin[Sin[Sin[x]]]]]]]]].
Desde el frente hacia el fondo vemos cómo las funciones tienden a la
función constante a 0, es decir, la figura inicial sinusoidal del sen x tiende
a ‘aplanarse’ hacia una recta horizontal cuando n = 50.
Esta demostración visual del comportamiento asintótico de la ite-
ración de la función sen x es fiel demostración del hecho: una imagen
vale más que mil palabras. Pero finalmente todo es una ecuación, aśı que
¿una ecuación vale más que mil imágenes?
2.1.3. El juego del caos
Lo que haremos en este juego es seguir el camino dejado por un punto
que ‘camina’ al azar. Para ello tomamos un punto cualquiera del plano,
escogemos una dirección al azar, caminamos algunos pasos hacia esa di-
rección, paramos y marcamos este nuevo punto; desde este escogemos
otra dirección, caminamos, paramos y marcamos, y aśı sucesivamente,
por los siglos de los siglos.
Como en el plano marcamos los puntos que vamos obteniendo, pode-
mos entonces preguntarnos ¿cuál será la huella de la ruta seguida por el
punto? ¿cómo lucirán los puntos anotados después de miles y miles de
caminatas?
A primera vista, este juego pareceŕıa no tener conexión con el caos y
los fractales pues no parece haber mucho que esperar de una caminata
al azar. Sin embargo, le diremos al computador, es decir a Mathematica,K
cómo es el juego y le pediremos que nos presente en la pantalla la huella
que deja el punto al caminar.
Para esto precisemos las reglas de juego:
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Inicio
Figura 2.12: Primeros pasos en el juego del caos.
1. Vértices, o las direcciones: el tablero en que jugaremos será una
hoja de papel —el monitor— donde hemos marcado los tres vértices
de un triángulo equilátero con los números 1, 2 y 3 respectivamente,
de tal manera que cada uno de ellos pueda ser invocado por un dado.
Estos tres puntos los llamamos puntos base.
2. Vértice al azar: necesitamos un dado cuyas seis caras tengan
únicamente los números 1, 2 y 3. Para esto en un dado ordinario
identificamos el 6 con el 1, el 5 con el 2, y el 4 con el 3. Este dado
será el encargado de generar al azar los números 1, 2, 3 cada uno
de los cuales nos indicará a su vez un camino a seguir.
3. Inicio: para iniciar el juego elegimos un punto cualquiera de nues-
tra hoja de papel, al cual llamamos x0. Esta elección la podemos
hacer al azar para mayor aleatoriedad en nuestro experimento. A
continuación tomamos nuestro dado, lo lanzamos y obtenemos uno
de los números 1, 2 ó 3 lo que equivale a haber elegido al azar uno
de los vértices del triángulo.
Ya estamos listos para obtener nuestro siguiente punto, el cual nota-
mos x1; si el vértice que produce el dado es el número 2, caminamos
hacia este vértice y tomamos el punto que se encuentra en la mitad
de los puntos x0 y 2; si se trata de otro vértice, entonces tomamos
el punto medio con respecto a este vértice. Este punto medio es
nuestro nuevo punto x1.
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4. Iteración: a partir del paso anterior ya podemos inferir en qué con-
siste el juego. Supongamos que ya hemos jugado n veces; esto es,
hemos obtenido los puntos x0, x1, x2, x3, ..., xn. Lanzamos el dado
nuevamente y obtenemos un vértice, produciendo el punto xn+1
exactamente como el punto medio entre xn y este vértice.
Al final del juego hemos generado una sucesión
x0, x1, x2, x3, ..., xn, ...
de puntos en la hoja, o en el monitor cuando los pongamos como salida
de un programa.
A continuación presentamos expĺıcitamente cuáles instrucciones le in-
troducimos al computador. Usamos Mathematica y hacemos las gráficas
para los primeros 50, 100, 200, 1.000, 2.000, 5.000 y 10.000 puntos. Al
final parece emerger una figura —ver figura 2.13— y es, en efecto, el
triángulo de Sierpinski, querámoslo o no.
La ĺınea 1 —del código— define los tres puntos del triángulo que
tomamos, la 2 un punto al azar, la 3 el vértice al tirar el dado, la 4
caminar hacia ese vértice y detenerse a mitad de distancia, la 6 grafica la
lista de los puntos que marcamos hasta la iterada n, la 10 es el comando
para generar la figura 2.13.
Por supuesto, la idea detrás de este juego tiene muchas posibilida-
des de variación; por ejemplo, podemos decidir que la figura inicial no
sea de un triángulo sino cualquier poĺıgono regular. Cada variante pro-
ducirá clases diferentes de fractales, pero todos agrupados en el amplio
tema de los sistemas de funciones iteradas y utilizado en la actualidad
para la compresión de imágenes.
Este tema de los sistemas de funciones iteradas es tan importante e
interesante que le dedicamos todo el caṕıtulo 6 a su presentación. Fue
introducido por Michael Barnsley en un primer libro Fractals everywhere
de 1988 y continuado con Superfractals aparecido en 2006. De hecho, la
introducción para este último libro es precisamente la presentación del
juego del caos. Es una poderosa herramienta en lo conocido hoy en d́ıa
como compresión de imágenes.
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Mathematica 6.0
1 vertices = N[{{0, 0}, {1, 0}, {1/2, Sqrt[3]/2}}];
2 inicio = Table[Random[ ],{2}]
3 verticeazar := vertices[[Random[Integer, {1,3}]]]
4 siguiente[punto_] := (verticeazar + punto)/2;
5
6 T[n_] = ListPlot[NestList[siguiente, inicio, n],
7 PlotRange->{{0,1},{0,Sqrt[3]/2}}, AspectRatio -> Sqrt[3]/2,




Figura 2.13: El juego del caos n = 10, 50, 100, 200, 500, 1.000, 5.000, 20.000
y 50.0000 puntos.
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2.2. Iteración en el plano
En esta sección introducimos de manera sucinta el sistema numérico
sobre el cual están construidos este y otros caṕıtulos: los números com-
plejos2, y lo notamos C. Ellos son una extensión natural del conjunto de
los números reales R.
Lejos de su esotérico nombre de complejos, herencia de su génesis
en el Renacimiento3 (al tratar de resolver ecuaciones que involucraban
términos no cuadráticos como x3 o x4 y cuyas soluciones implicaban las
ráıces cuadradas de números negativos como
√−1 las cuales no existen
en el sistema ordinario de los números reales R), son simples y elegan-
tes, contrario a las intrincadas gráficas que con ellos producimos en este
caṕıtulo.
2.2.1. Números complejos
Un número complejo z ∈ C es un par z = (a + ib) donde a, b son
números reales; a se conoce como la parte real y b como la parte imagi-
naria de z, donde i denota a
√−1 —aceptamos que i sea un número—.
Los números reales a ∈ R se representan como los complejos de la forma
a + i0. La aritmética en C está dada por las siguientes definiciones.
(a + ib) + (c + id) = (a + c) + i(b + d),
(a + ib) × (c + id) = (ac − bd) + i(ad + bc).
Si identificamos a cada punto del plano (x, y) ∈ R2 con el número
complejo (x + iy) —aśı como R se identifica con una ĺınea recta— a R2
con esta identificación lo llamamos el plano complejo, y esta capacidad
que tiene C de representar al plano es lo que explotamos —no fue acep-
tada de manera general por la comunidad cient́ıfica hasta el trabajo del
matemático alemán C. F. Gauss (Brunswick 1777–Göttingen 1855)—.
En particular i = 0 + i1 queda representado por el punto (0, 1) en el
2El mundo de los complejos conduce a conexiones elegantes y profundas entre la
geometŕıa, el álgebra y el análisis.
3El pionero fue Girolamo Cardano quien en 1545 publicó Ars magna.
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y-eje. Esta representación es biyectiva y nos permite dar una interpreta-
ción de las anteriores propiedades de suma y multiplicación.
Definimos el módulo del número complejo
z = (x + iy) como |z| := √x2 + y2, i.e., el
módulo es la distancia r = |z| entre el punto
P = (x, y) y el origen (0, 0). De hecho, es
usual visualizar a z como el vector dirigido
del origen al punto (x, y) con lo que el
módulo es el largo de este vector.
Cuando de manipular números complejos se trata, lo mejor es emigrar
de las coordenadas cartesianas de un punto P = z = (x, y) a las coor-
denadas polares (r, θ), donde r es la distancia al origen (o módulo o
valor absoluto |z| del complejo z) y θ = arg z = arctan y/x es el ángulo
(llamado argumento o ángulo fase del complejo) que forma el vector
con el eje x.
En coordenadas polares un número complejo es expresado como
z = r(cos θ + i sen θ).
De manera gráfica, la suma de dos núme-
ros complejos w + z consiste entonces en
desplazar al punto Q correspondiente al
complejo w, |z|-unidades en la dirección
del vector z —la conocida fórmula del
paralelogramo para sumar vectores—.
La interpretación gráfica del producto de dos números complejos z y
w es el número complejo z ·w cuyo vector tiene como longitud o módulo
al producto de las longitudes de los vectores z y w, y cuyo argumento es
la suma de los argumentos —las longitudes se multiplican y los ángulos se
suman, ver fig. 2.14—. En resumen, multiplicar por un número complejo
x + iy tiene dos efectos: alargar —o encoger— cada punto o figura por
un factor r, y rotar el plano alrededor del origen por un ángulo θ. En
la figura 2.14 multiplicamos cada uno de los puntos del cuadrado con
vértices en 0 + 0i, 2 + 0i, 2 + 2i, 0 + 2i por el complejo (1 + i) y nos
produce el cuadrado con vértices 0 + 0i, 2 + 2i, 0 + 4i,−2 + 2i.
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Figura 2.14: El efecto de multiplicar por un número complejo
Nótese que en la multiplicación un segmento de ĺınea recta es enviado
de nuevo en un segmento de ĺınea recta.K
De acuerdo con la multiplicación en términos polares, la potencia
n-ésima del complejo z = r(cos θ + i sen θ) está dada por
zn = rn(cos nθ + i sen nθ). (2.1)
Por lo tanto, la distancia de zn al origen es una potencia de la distancia
original de z, y el ángulo con el x-eje es un factor del ángulo original. La
fórmula 2.1 implica en particular que dado cualquier número complejo
z = |z|(cos θ + i sen θ) sus ráıces cuadradas son los números complejos
±√|z|(cos θ
2






|z|(cos θ/2 + i sen θ/2)
)2
= z.
Por supuesto, podemos preguntarnos por las 3 ráıces complejas del
número 1, es decir, buscar las soluciones de la ecuación z3 − 1 = 0, o
lo que es igual, hallar las ráıces del polinomio z3 − 1, o de manera más
general, las n ráıces del polinomio zn − 1 = 0.
Las n ráıces del polinomio zn − 1 = 0 están esparcidas en la circunfe-
rencia unidad S1 —ya que su módulo debe ser 1— a una misma distancia
entre ellas (ver figura 2.15) y, por la fórmula 3.2, sus coordenadas pueden
darse fácilmente en términos de las funciones seno y coseno. Los ángulos


























Figura 2.15: Ráıces de orden 3, 4 y 5 para la unidad.
El k-ésimo de estos ángulos es k
360◦
n














En particular, las 3-ésimas ráıces de 1 son: 1, e2πi/3, e4πi/3.
También podemos preguntarnos por las tres ráıces cúbicas —o de
cualquier orden— de i, o de cualquier otro número complejo c por medio
de la ecuación zn − c = 0. En general, dado cualquier polinomio con
coeficientes complejos, sus ráıces siempre existen y están en C, i.e., no
necesitamos crear otro sistema numérico4 (ver pág. 55).
La relación entre números complejos y exponenciación se expresa en
una fórmula maravillosa de Euler5:
eiθ = cos θ + i sen θ.
El punto es que ella hace consistente la clásica ley de exponentes axay =
ax+y con la fórmula para multiplicar complejos arg(zw) = arg z +arg w
de suerte que eiθ × eiφ = ei(θ+φ).
En particular tenemos una de las fórmulas más bellas de las mate-
máticas elementales eiπ + 1 = 0 al involucrar los números e, π, i,−1.
4Teorema fundamental del álgebra, probado por d’Alembert en 1746.
5Leonardo Euler (1707-1783) fue un maestro del cálculo —en la acepción de
calcular— utilizando los números complejos, los cuales llevó a nuevas alturas.
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Dado un número complejo
z = x + iy = |z|(cos θ + i sen θ)
definimos a su conjugado (reflejo en el x-
eje) como el número complejo z = x − iy
cuya representación en coordenadas polares
es z = |z|(cos(−θ) + i sen(−θ)). z tiene igual
magnitud que z y un comportamiento extra-
ordinario en la multiplicación:
zz = x2 + y2 nos produce un número real ubicado en el x-eje por tener
como parte imaginaria a i0.
Los módulos de las operaciones de suma y multiplicación son (0, 0) y
(1, 0) respectivamente. Al igual que los inversos para z = (a + ib) son:
−z = (−a − ib)
1
z















|z|(cos(−θ) + i sen(−θ)).
El entender estas operaciones aritméticas en C es lo que nos permite
leer este libro de manera interactiva, al tratar de seguir los pasos
involucrados en los procesos, usualmente de iteración.
Los números complejos z que tienen módulo 1, i.e., los que están en
la circunferencia S1 de radio 1 alrededor del origen, jugarán un papel
importante en esta teoŕıa de iteración; como |z| = 1 su representación
polar es simplemente z = (cos θ + i sen θ) la cual solo depende del ángulo
θ. Por las fórmulas anteriores de multiplicación vemos que al multiplicar
dos puntos z, w ∈ S1 su producto zw permanece en S1 y tiene como
ángulo la suma de los ángulos.
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2.3. Iteradas
Dados una función f : C → C y un número complejo z, igual que
en el caso de la recta real, podemos preguntarnos por la órbita Of (z) de
este punto; es decir, considerar la sucesión de puntos del plano generada
al aplicar de manera iterada la función f sobre un mismo punto inicial.
Por supuesto, ahora cada punto de esta sucesión es un punto del plano
y por tanto la sucesión está en el plano R2.
Para poder tener una imagen global pensemos en cada punto del
plano como si fuera un número complejo, y como el plano es el moni-
tor, por cada pixel –según la resolución— tomamos el número complejo
correspondiente, y por tanto solo trabajamos con un número finito de
números, es decir de pixeles, de suerte que a mayor resolución mayor la
cantidad de números, mejor la calidad gráfica y el precio: más tiempo de
computación, i.e., más memoria en uso.
Mathematica 6.0
1 ListPlot[Flatten[Table[{x,y}, {y,-1, 1, .1}, {x,-1.5, 1.5, .1}],1]]





Figura 2.16: La pantalla.
Con el comando de la fig. 2.16 le decimos a Mathematica que par-
ticione un monitor de 3.0 × 2.0 unidades en décimas de esa unidad.
{y,-1,1,.1} significa que y vaŕıa desde −1 hasta 1 aumentando en cada
paso 0.1 unidades.
Como primer ejemplo, consideremos la función f(z) = z2 que a cada
número complejo z le asigna su cuadrado; de acuerdo con nuestras ante-
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riores definiciones, si z = x + iy entonces f(z) = z2 = x2 − y2 + i(2xy)
donde la parte real es x2 − y2 y la parte imaginaria es 2xy.
Por supuesto, los puntos en la órbita de esta función para un punto
dado están ahora en el plano. ¿Cómo es esta órbita? Mejor aún ¿cómo
representarla?
Veamos el caso para el número z = 0.9 + i0.3. Mostramos cómo cada
iterada está cada vez más cerca de 0, es decir, el módulo del vector es
cada vez más pequeño.
Mathematica 6.0
1 f[z_] := (z)^2; NestList[f, z, 6]
2 {z, z^2, z^4, z^8, z^16, z^32, z^64}
3
4 N[NestList[f, 0.9 + 0.3 I, 6]]
5
6 {0.9+0.3i, 0.72+0.54i, 0.2268+0.7776i, -0.553224+0.352719i,
7 0.181645-0.390265i, -0.119312-0.14178i, -0.00586614+0.033832i}
El siguiente código dibuja estos puntos (ĺınea 1) y a continuación los
unimos por medio de ĺıneas para ver la manera como se acercan al origen
(0, 0) (ĺınea 3 del código).
Mathematica 6.0
1 complexListPlot[N[NestList[f,0.9 + 0.3I,50]]]
2
3 complexListPlot[N[NestList[f,0.9 +0.3I,50]],PlotJoined -> True]


















Figura 2.17: Órbita de z2 en z = 0.9 + i0.3.
Podemos encontrar armońıa en esta convergencia de órbitas:
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Mathematica 6.0
1 f[z_] := z^2 + 0.33 + 0.35 I;
2
3 ListPlot[{Re[#], Im[#]} & /@ NestList[(#^2 + 0.33 + 0.35 I) &,
4 0.2 + 0.2 I, 100], PlotJoined -> True]
5
6 complexListPlot[N[NestList[f, 0.2 +0.2I, 100]]]
7 Show[%, %%]














Figura 2.18: Órbita de z2 + 0.33 + i0.35 en el punto z = 0.2 + i0.2, la cual
converge al punto 0.126 + i0.468.
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De hecho, se puede mostrar que para esta fun-
ción f(z) = z2 la órbita de todo número com-
plejo z con |z| < 1 tiende a 0; en otras pala-
bras, todo punto que esté dentro de la circun-
ferencia unidad S1 tiene una órbita convergen-
te a 0. Por otra parte, si |z| > 1 entonces su
órbita tiende al infinito. La circunferencia S1
se convierte aśı en la frontera entre los pun-
tos cuyas órbitas convergen —conjunto P de
puntos prisioneros— y los puntos cuyas órbitas escapan —conjunto E de
puntos de escape—. El plano tiene para f una dinámica que presenta
una dicotomı́a: ¡escapar o no!
Para un punto z ∈ S1 su órbita permanece siempre dentro de la circun-
ferencia pues su módulo no vaŕıa, siempre es 1 para todas las iteraciones.
De hecho, S1 es conocido como el conjunto de Julia de f(z) = z2, y por
el anterior argumento se dice que es un conjunto invariante para f .
Nótese además que, al tomar dos puntos iniciales bien cercanos
z0 ≈ z1, pero con z0 dentro de S1 y z1 fuera de S1 sus sucesivas ite-
raciones se apartan más y más, i.e., el comportamiento de la órbita en
cada uno de ellos es bien distinto. Esto quiere decir que S1 es sensible,
pero bien sensible, a las condiciones iniciales.
Por ejemplo, para el punto cosπ/10 + i sen π/10 que pertenece a S1,
veamos cómo sus iteradas por z2 permanecen en S1 (fig. 2.19).
Mathematica 6.0
1 complexListPlot[N[NestList[f, Cos[Pi/10] + Sin[Pi/10]I,6]]]





Figura 2.19: Órbita de z2 en cos π/10 + i sen π/10.
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En esta sección hemos definido la función complexListPlot la cual
toma una lista de números complejos como su primer argumento y los
dibuja en el plano complejo (ver figs. 2.17 y 2.18).
Mathematica 6.0
1 complexListPlot[list_, options_] :=
2 ListPlot[Transpose[{Re[list], Im[list]}], options,
3 AspectRatio -> Automatic,PlotRange -> All,
4 PlotStyle -> PointSize[0.02],AxesLabel -> {"Re", "Im"}]
2.4. Método de Newton
La manera técnica como un computador calcula las operaciones bási-
cas de suma, resta, multiplicación y división no es tan diferente a como
lo hacemos con papel y lápiz. Pero, cómo calcular las ráıces cuadradas o
cúbicas de un número es un asunto aparte.
Existe afortunadamente una técnica sorprendente, simple y eficien-
te para calcular cualquier tipo de ráız, que viene desde los tiempos de
Isaac Newton (1642-1727) —pero no precisamente debida a Newton– y
se conoce como el método de Newton6.
Este método es probablemente el proceso iterativo más antiguo y fa-
moso que se pueda encontrar en matemáticas —tiene ráıces en la antigua
Babilonia, localizada en la región de Mesopotamia, hoy Irak—. Lo que
hace es encontrar los valores en los cuales una ecuación se anula, es de-
cir, soluciones a la ecuación f(x) = 0 para una función f : R → R dada
—veremos que también funciona en C—.
Por tanto, si queremos encontrar las ráıces cuadradas de un número
c, tenemos que considerar la función f(x) = x2 − c y aplicar el método
para encontrar las soluciones de x2 − c = 0, pues
x2 − c = 0
x2 = c
x = ±√c.
6El método de Newton fue descrito por Isaac Newton en De analysi per aequationes
numero terminorum infinitas (escrito en 1669, publicado en 1711 por William Jones)
pero en otro contexto.
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Lo mismo se tiene para n
√
c si consideramos f(x) = xn − c para las ráıces
n-ésimas.
El método de Newton es por supuesto un algoritmo fácil de adaptarK
al computador y consiste en lo siguiente. Dada la función f : R → R le
queremos encontrar una ráız, es decir, un valor a tal que f(a) = 0. Para
ello tomamos un punto inicial x0 no muy lejos de a y generamos una
sucesión de puntos {xn}n que converge a a. La ecuación que debemos
iterar es
xn+1 = xn − f(xn)
f ′(xn)
, n = 0, 1, 2, . . . (2.2)
la cual nos sugiere la función Nf (x) de Newton asociada a f que se itera:
Nf (x) = x − f(x)
f ′(x)
. (2.3)
Su código en Mathematica está dado por
Mathematica 6.0
1 Clear[f, x];
2 iteracionNewton = #2 - #1[#2]/Derivative[1][#1][#2] &;
3 iteracionNewton[f, x]
4
5 x - f[x]/f´[x]
Utilicemos el método de Newton para encontrar las ráıces cuadradas









1 f = #^2 - 2 &;
2 NestList[iteracionNewton[f, #] &, 2.0, 10]
3
4 {2, 1.5, 1.41667, 1.41422, 1.41421, 1.41421, 1.41421, 1.41421}
Si lo que queremos es calcular 3
√
2 entonces la función que consideramos
es f(x) = x3−2. El siguiente comando calcula esta ráız después de pocas
iteraciones y con extraordinaria precisión (ver la tabla 2.3).
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Mathematica 6.0
1 f = #^3 - 2 &;
2 N[NestList[iteracionNewton[f, #] &, 1, 6], 14] (*con 14 cifras*)
3
4 {1.000000000000, 1.333333333333, 1.263888888888, 1.25993349345










Cuadro 2.3: Cálculo de 3
√
2 por el método de Newton.
Mathematica 6.0
1 Clear[f, g, x, y, lineas]
2 f = #^3 - 2 &;
3 g = # - f[#]/Derivative[1][f][#] &;
4 lineas = {{Arrowheads[Small], Arrow[{{#, 0}, {#, f[#]}}],
5 Arrow[{{#, f[#]}, {g[#], 0}}]}} &;
6 Plot[{f[x]}, {x, 1.1, 1.8}, Epilog -> {Map[lineas, NestList[g,3,3]]},
7 AxesOrigin -> {1.1, 0}, PlotRange -> {-0.3, 3}]












2.4.1. Método de Newton en los complejos
En 1879 Arthur Cayley (en The Newton-Fourier imaginary problem,
Amer. J. of Math., 2, 1879) fue el primero en notar las dificultades para
generalizar el método de Newton para ráıces complejas de polinomios
con grado mayor que dos. Esto abrió la puerta al estudio de la teoŕıa de
iteración para funciones racionales.
Aunque el problema era sencillo cuando f : C → C es un polinomio
cuadrático f(z) = z2 +c, resultaba muy complicado aún para polinomios
cúbicos como z3−1, y esto llevó a que, tras varios años de intento, Cayley
finalmente renunciara a seguir trabajando en ello. Ahora sabemos que la
frontera entre las cuencas de atracción ¡tiene una naturaleza fractal!
(Ver figs. 2.24 y 2.25).
Caso z2 − 1
La función cuadrática de variable compleja f : C → C con f(z) =
z2 − 1 tiene dos ráıces —las ráıces cuadradas de 1— las cuales podemos
calcular con el comando Solve que utiliza de manera intŕınseca al método
de Newton.
Mathematica 6.0
1 In[6]:= Solve[z^2-1==0, z]
2 Out[6]= {{z->-1},{z->1}}
Para calcular estas ráıces, Mathematica parte de un valor inicial z0 y
calcula las sucesivas iteraciones de la función
Nf (z) = z − f(z)
f ′(z)
(2.5)
que para este caso es
Nz2−1(z) = z − z
2 − 1










y cuyo código está dado por:
Mathematica 6.0
1 f = #^2 - 1 &;
2 iteracionNewton[f, z]
3
4 z - (-1 + z^2)/(2 z) = (1 + z^2)/(2z)
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Dependiendo del valor inicial z0 la órbita Nf (z0) tiende a 1 ó −1. Podemos
ver que la cuenca de atracción para la ráız 1, es decir, el conjunto A(1)
de los puntos que son atráıdos a 1, es el semiplano de la derecha formado
por los puntos con primera componente positiva, esto es,
A(1) = {z : Re z > 0}.
Mientras que la cuenca de atracción para la ráız −1 es la parte iz-
quierda del plano
A(−1) = {z : Re z < 0}.
Los puntos del y-eje, es decir los imaginarios o complejos puros, son envia-
dos de nuevo en puntos del y-eje —el eje y es el conjunto invariante—.
Mathematica 6.0
1 f = #^2 - 1 &;
2 N[NestList[iteracionNewton[f, #] &, 1 + I, 5], 10]
3 {1 + 1 I, 0.75 + 0.25I, 0.975 - 0.0750I, 0.9973039216 +
4 0.0017156863I, 1.0000021605 - 4.64181*10^-6 I, 1 + 0I}
5
6 N[NestList[iteracionNewton[f, #] &, -1 + I, 5], 10]
7 {-1+ 1I, -0.75 + 0.25I, -0.975 - 0.0750I, -0.99730392156 +
8 0.0017156863I, -1.0000021605 - 4.6418*10^-6I, -1 + 0I }






Figura 2.21: Dinámica del plano complejo para z2.
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La dinámica del comportamiento del plano con respecto a las ráıces
del polinomio f(z) = z2 − 1 es muy sencilla: la mitad para una ráız y la
otra mitad para la otra ráız, donde las mitades son conjuntos obviamente
disyuntos pero además muy bien definidos y separados entre śı por el y-
eje —el conjunto de Julia de la función Nf— por lo que su visualización
es sencilla y evidente (fig. 2.21). A continuación calculamos la órbita para
dos puntos 1 + i y −1 + i, uno en cada semiplano, acercándose a 1 y −1
respectivamente.
Caso z3 − 1
La función f : C → C con f(z) = z3 − 1 tiene tres ráıces —las
tres ráıces cúbicas de 1— las cuales podemos calcular con el método de
Newton.
Mathematica 6.0
1 Solve[z^3-1==0,z] (*las tres raı́ces de z^3-1*)
2
3 { 1, -0.5 - 0.866025i, -0.5 + 0.866025i }
Para este polinomio f(z) = z3 − 1 la función que iteramos en el método
de Newton es Nf
Nf (z) = z − z
3 − 1
(z3 − 1)′ =
1 + 2z3
3z2
y escrita en Mathematica como una función pura es (1 + 2#^3)/(3#^2).
Dado cualquier punto z0 del plano, si su órbita converge lo hace necesa-
riamente a una de estas tres ráıces (ver fig. 2.23).
¿Cómo es la cuenca de atracción de la ráız 1? Es decir ¿qué puntos
del plano tienen una órbita que converge a 1? Para visualizar esta y las
demás cuencas tomamos la siguiente estrategia:
Consideramos nuestro plano complejo pixelado, usualmente toma-
mos el tamaño de [−2, 2]× [−2, 2] con 500 pixeles para cada uno de
estos lados, lo que nos produce una pantalla con 250.000 pixeles.
Para cada uno de estos 250.000 puntos calculamos a dónde converge
su órbita por la función Newton 3. Por supuesto, debemos fijar un
número máximo de iteraciones permitido para cada punto. Cuanto
más exijamos, más tiempo requiere la compilación del programa
(ver figura 2.16).
2.4 Método de Newton 61
A cada punto de la pantalla le asociamos ahora el valor de la ráız
correspondiente, de suerte que cada uno de los 250.000 pixeles tiene
la etiqueta 1, −0.5 − 0.866025i ó −0.5 + 0.866025i. Por supuesto,
estos números no los podemos colocar en la pantalla, pero lo que
śı podemos es darle un color (en escala de grises, o en colores en
general) a cada una de estas etiquetas, por ejemplo, los puntos que
convergen a 1 se colorean de blanco (azul), los que van a 0.5 +
0.866025i de gris claro (amarillo) y los que van a 0.5 − 0.866025i
de gris (rojo).
Figura 2.22: Cuenca de atracción para la ráız 1 + 0i.
La manera como asignamos el color o un nivel de gris a cada una
de las tres etiquetas es evaluando el argumento —la medida del
ángulo en radianes, pág. 47— de la ráız a donde converge la iterada
del punto (ĺınea 4 del código en fig. 2.23), lo cual nos produce un
número escalar y este a su vez un color por medio de la función
ColorFunction -> GrayLevel (ĺınea 5), en este caso con tonos de
gris. Si queremos colores usamos ColorFunction -> Hue.
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Mathematica 6.0
1 newton3Argumento = Compile[{{z, _Complex}},
2 Arg[FixedPoint[# - (#^3 - 1)/(3 #^2) &, z, 50]]];
3
4 DensityPlot[newton3Argumento[x + I*y], {x, -2, 2}, {y, -2, 2},
5 PlotPoints -> 100, Mesh -> False, ColorFunction -> "Rainbow"]
Figura 2.23: Cuencas de atracción para las tres ráıces de f(z) = z3 − 1.
Nótese cómo los tres colores se entremezclan en la frontera,
implicando la sensibilidad de la misma.
Una variante a la asignación de color, la cual produce usualmente
gráficos más ‘bonitos’, es la siguiente: a cada uno de los 250.000
pixeles, en lugar de asignarle el color de acuerdo con la ráız alcan-
zada por el método para ese punto, lo asignamos según la velocidad
con la que cada uno de los puntos se acerca a su ráız, i.e., medimos
la longitud, el número de iteraciones necesarias para converger o
acercarse con la precisión deseada a la ráız (3).
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Mathematica 6.0
1 DensityPlot[
2 Length[FixedPointList[(1 + 2 #^3)/(3 #^2) &, x + Iy, 20,
3 SameTest -> (Abs[#1 - #2] < 10^-6 &)]],
4 {x, -2, 2}, {y, -2, 2}, Mesh -> False, PlotPoints -> 1000,
5 ColorFunction -> GrayLevel, ImageSize -> 300]
Figura 2.24: Conjunto invariante (de Julia) para las ráıces de z3 − 1.
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A continuación observamos en detalle una región pequeña de este
conjunto (ver fig. 2.25), la que está ubicada entre las coordenadas −1 <
x < 0.7 y −0.5 < y < 0.5. Lo primero que vemos es que en esta región
se recupera la imagen inicial, es decir, tenemos la escala. Los puntos de
blanco son los que corresponden a la frontera entre las tres cuencas de
atracción.
Figura 2.25: Detalle de la figura 2.24.
Para la figura 2.26 elegimos un detalle en 2.25, lo que se traduce en
una escala muy pequeña respecto de la figura inicial 2.24. Vemos que
nuestra figura 2.24 se recrea al infinito y por doquier. Aśı podŕıamos
seguir indefinidamente y tener copias a escala tan pequeña como que-
ramos.
La frontera del conjunto que estamos representando es entonces una
estructura fractal y esta gráfica corresponde a la complejidad del com-
portamiento de la función para este conjunto frontera. Este es el primero
de una colección de ‘conjuntos de Julia’ que iremos describiendo en este
texto.
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Figura 2.26: Detalle del detalle 2.25. Nótese cómo las coordenadas nos indi-
can dónde hemos hecho el zoom, el cual podŕıamos continuar
de manera casi infinita.
Observemos además que puntos que están muy próximos, es decir, a
lado y lado de la frontera, convergen a distintas ráıces (ver fig. 2.23).
No parece fácil entender el porqué o el cómo de este comportamiento en
la frontera. Comportamiento que entre otras cosas es un buen ejemplo
de lo que llamamos caos matemático: pequeñ́ısimos cambios en los
valores iniciales conducen a comportamientos completamente diferentes.
Figura 2.27: Lo fractal para las cuencas de atracción.
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De la misma manera, todo lo anterior lo podemos calcular para otros
polinomios no necesariamente de orden tres, por ejemplo para z4 − 1,
z5−1, etc., o aun para funciones que no sean polinómicas, como z2−2z−1
y z3 − 3z − 1 (figs. 2.29 y 2.31).
Figura 2.28: Cada región enmarcada al lado izquierdo tiene como zoom la
figura a la derecha, de la cual presentamos su negativo a fin de
mostrar la complejidad de esta frontera.
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Figura 2.29: Cuencas de atracción para los polinomios z6 − 1 y z2 − 2z − 1.
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Figura 2.30: Cuencas de atracción para las n-ráıces de 1 y −1
para n = 3, 4, . . . , 11.
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Figura 2.31: Cuencas de atracción para z3 −3z y dos detalles: alien y collar.
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Figura 2.32: Arriba: polinomio z5−z3 +z2−4 entre −1.5−1.5i y 1.5+1.5i.
Abajo: detalle de la figura de arriba para la caja limitada por
los puntos −1.4 − 0.2i y −0.8 + 0.2i.
2.4 Método de Newton 71
Mathematica 6.0
1 DensityPlot[Length[FixedPointList[
2 (1+ 2^# + #^2 - 2^# #Log[2])/(2# - 2^#Log[2]) &, x+I y, 20,
3 SameTest->(Abs[#1-#2]<10^-6 &)]], {x,-5,5}, {y,-5,5},
4 Mesh->False, PlotPoints -> 300, Frame -> False,
5 ColorFunction -> ColorData["SunsetColors"], ImageSize->300]
Figura 2.33: Conjunto invariante (de Julia) para las ráıces de la función
f(z) = z2 − 2z − 1 en colores de un atardecer ‘SunsetColors’.
Caṕıtulo 3
Conjuntos de Julia
Los conjuntos de Julia son subconjuntos del plano que no son au-
tosimilares en su totalidad —no son fractales en el sentido estricto de
nuestra definición— pero contienen partes que śı lo son. Estos conjuntos
están asociados de manera natural a la iteración de funciones complejas
f : C → C. Este caṕıtulo es una respuesta a la pregunta ¿cómo son
generados?
En el caṕıtulo anterior vimos cómo la iteración de funciones es un
proceso natural en matemáticas. Surge por ejemplo al tratar de calcular
las ráıces de un polinomio. Recordemos que si P (z) es un polinomio, el
método de Newton para obtener sus ráıces consist́ıa en: dado un ‘invitado’
72
3.1 La familia de funciones z2 + c 73
z0 se considera la sucesión formada por la iteración de la función racional
NP (z) = z − P (z)
P ′(z)
=
zP ′(z) − P (z)
P ′(z)
. (3.1)
Para la mayoŕıa de los puntos iniciales z0, esta iteración converge a una
de las ráıces del polinomio. Sin embargo, existen algunos valores de z0
para los cuales la iteración no converge, sino que su comportamiento
es caótico. Estos puntos junto con las cuencas de atracción constitúıan
nuestros primeros ejemplos de fractales (ver fig. 2.32).
3.1. La familia de funciones z2 + c
Los primeros matemáticos en considerar esta familia de funciones
fueron los franceses Gaston Julia (1893-1978) y Pierre Fatou (1878-1929).
Este estudio lo retoma posteriormente B. Mandelbrot para el hoy llamado
conjunto de Mandelbrot.
La pregunta central de este caṕıtulo es:
Al considerar para cada número complejo c ∈ C el polinomio cuadrático
Pc(z) = z
2 + c, obtenemos una familia de funciones {z2 + c}c∈C.
¿Cómo es la dinámica del plano complejo para cada una de estas
funciones z2 + c?
3.1.1. P0(z) = z
2, i.e., c = 0
Como primer ejemplo e ilustración de la manera en que procedemos
consideremos el caso c = 0 = (0, 0). En la pág. 51 del caṕıtulo 2 vimos
que para esta función P0(z) = z
2+(0+i0) = z2, la órbita de todo número
complejo z que está dentro de la circunferencia unidad S1 tiene una órbita
convergente a 0. Por otra parte, si z está por fuera de la circunferencia
entonces su órbita tiende al infinito. Esto es consecuencia inmediata de
la multiplicación de números complejos ya que la potencia n-ésima del
complejo z = |z|(cos θ + i sen θ) está dada por
zn = |z|n(cos nθ + i sen nθ). (3.2)
La circunferencia S1 se convierte aśı en la frontera entre el conjunto
P de puntos prisioneros y el conjunto E de puntos de escape. Resumimos
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diciendo que la estrategia de un punto es escapar o no, y que S1 es la
frontera para esta.
3.1.2. z2 + c y Mathematica
En el caso general del polinomio Pc(z) = z
2 + c donde c = a + ib es
el número complejo dado, podemos hacernos las mismas preguntas:
¿Cómo es el conjunto formado por los puntos cuyas órbitas escapan,
conjunto E de puntos de escape? O la pregunta dual:
¿Cómo es el conjunto formado por los puntos cuyas órbitas no
escapan, conjunto P de puntos de prisioneros?
¿Cómo es la frontera o conjunto de Julia Jc entre los conjuntos E y
P para z2 + c?
Si para el caso P0(z) = z
2 la iteración era relativamente sencilla,
Mathematica 6.0
1 NestList[#^2 &, z, 10]
{z, z2, z4, z8, z16, z32, z64, z128, z256, z512, z1024}
Para el caso más general Pc(z) = z
2 + c las cosas inmediatamente se
complican, al menos en la notación:
Mathematica 6.0
1 NestList[#^2 + c &, z, 5]
{z, z2 + c, (z2 + c)2 + c, ((z2 + c)2 + c)2 + c, (((z2 + c)2 + c)2 + c)2 + c, . . .}.
Luego, lo que haya de ser el comportamiento de la frontera o mejor
del conjunto de Julia Jc no es tan inmediato de calcular o visualizar como
en el caso anterior c = 0 + i0.
El conjunto de escape Ec para z
2 + c está dado por los puntos z
del plano complejo cuya órbita se aleja cada vez más, i.e., su distancia
al origen es cada vez mayor con cada iterada zn, donde por supuesto
zn = z
2
n−1 + c, n = 1, 2, 3, . . .. En otras palabras,
Ec = {z : |zn| → ∞ cuando n → ∞}.
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El complemento de este conjunto es Pc, el conjunto de los puntos prisio-
neros.
El conjunto de Julia Jc está formado por los puntos que son la frontera
de Ec. Es en esta frontera donde las funciones tienen un comportamiento
caótico.
Por eso muchas veces se comenta que ‘la huella del caos es fractal’. Los
elementos matemáticos formales para definir los conjuntos de Julia y de
Mandelbrot, se dan en [9]. En este texto, y por lo pronto, nos dedicaremos
a estudiar la manera de graficarlos y explorar su riqueza gráfica.
z2 − 0.5 + 0.5i caso c = −0.5 + 0.5i
Calculemos algunas órbitas para la función P−0.5+0.5i. Tomemos como
invitado a 1 + i y veamos que escapa casi de inmediato, en la sexta
iteración está a millones de unidades lejos de (0, 0).
Mathematica 6.0
1 NestList[#^2 - 0.5 + 0.5 I &, 1 + 1 I, 5]
2
3 {1 +I, -0.5 + 2.5I, -6.5 - 2I, 37.75+ 26.5I, 722.313+ 2001.25I,
4 -3.48327*10^6 + 2.89106*10^6I, 3.77494*10^12 - 2.01406*10^13I}
La órbita para z0 = 0.5−0.25i, por el contrario, no escapa, es acotada
y converge; pero como la convergencia es más bien demorada, le decimos
a Mathematica que nos muestre los términos zn para n entre 500 y 1000
pero de 50 en 50 (ĺınea 2 del código). Para ello definimos la función
FP[n_] que calcula el término n-ésimo en la sucesión de iteradas, y luego
le pedimos que muestre los términos antes mencionados. Aśı vemos que
la sucesión converge al punto −0.408677 + 0.275125i.
Mathematica 6.0
1 FP[n_]:= FixedPoint[#^2 - 0.5 + 0.5 I &, 0.5 - 0.25 I, n];
2 Table[FP[n], {n, 500, 1000, 100}]
3
4 {-0.408724+0.27516i, -0.408664+0.275123i, -0.40868+0.275125i,
5 -0.408676+0.275126i, -0.408677+0.275125i, -0.408677+0.275125i}
Igual sucede si calculamos la órbita para el origen (0, 0); converge y lo
hace al mismo punto.





4 {-0.408685+0.274944 I,-0.408693+0.275163I, -0.40867+0.275119I,
5 -0.408679+0.275126 I,-0.408677+0.275125 I,-0.408677+0.275125 I}
Los cálculos anteriores implican que (1 + i) ∈ Ec mientras que
(0.5 − 0.25i), (0, 0i) ∈ Pc. Pero si tenemos que decidir para cada punto
del plano si su órbita escapa o no, requerimos encontrar un algoritmo
eficiente para hacerlo.
Afortunadamente tal algoritmo existe y se basa en que para el polino-K
mio z2 + c prima el hecho de elevar al cuadrado sobre el de sumar una
constante c, ya que el módulo de zn es básicamente el cuadrado del módu-
lo de zn−1 si el módulo |zn| es ‘suficientemente grande’, pero ¿qué significa
suficientemente grande?
El valor que requerimos para que zn logre escapar es que su distancia
al origen, es decir, su módulo |zn| haya superado al número
ec = máx(|c|, 2). Este número de escape ec depende en cada caso de
c. En resumen tenemos que:
Si z es un número complejo cuya distancia al origen es mayor que |c| y
que 2, entonces z es un punto que escapa por la iteración de la función
z → z2 + c.
A continuación demostramos que en efecto ec satisface nuestras ex-
pectativas.
Demostración. Supongamos que |z| > ec = máx(2, |c|).
Como |z| > 2, podemos escribirlo como |z| = 2 + ε, para algún ε > 0.
La desigualdad triangular implica que
|z2| = |z2 + c − c| ≤ |z2 + c| + |c|.
Nótese que
|Pc(z)| = |z2 + c| ≥ |z2| − |c| (3.3)
= |z|2 − |c| (3.4)
≥ |z|2 − |z| (porque |z| > |c|) (3.5)
= (|z| − 1)|z| (3.6)
= (1 + ε)|z| (3.7)
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z2 − 0.25 + 0.25i 0.5 + 0.7i distancia
0 0.5 + 0.7i 0.860
1 −0.49 + 0.95i 1.068
2 −0.9124 − 0.681i 1.138
3 0.118713 + 1.49269i 1.497
4 −2.46403 + 0.604402i 2.537
5 5.45613 − 2.72853i 6.100
6 22.0745 − 29.5244i 36.864
7 −384.658 − 1303.22i 1358.843
8 −1.55042 × 106 + 1.00259 × 106i 1.846 × 106
Cuadro 3.1: La tabla muestra el caso de la función z2 − 0.25 + 0.25i en
0.5 + 0.7i donde se muestra cómo una vez superado el valor
de 2 la órbita escapa —en este caso |c| = | − 0.25 + 0.25I| =
0.353553—.
Por tanto, |Pc(z)| > (1 + ε)|z|, es decir al iterar una vez vemos que
la distancia al origen se aumenta por un factor (1 + ε) que es mayor que
1. Luego la k-ésima iterada se incrementa (1 + ε)k veces la distancia, lo
que implica alejarse cada vez más del origen, i.e., escapar.
De suerte que en un programa de computación para graficar a Ec o
mejor aún a su complemento Pc (Jc de Julia relleno) se debe estimar
un número Max ∈ N que sea el máximo de iteraciones a realizar cuando
no logremos alcanzar el número ec de escape. Esto nos indicará que el
punto z en el cual estamos iterando no escapa sino que es prisionero, i.e.,
que pertenece al conjunto de Julia relleno. Por supuesto, cuanto mayor
sea Max, mejor será nuestro cálculo, pero a un precio: mayor tiempo de
cómputo.
Es posible que para algunos valores ‘raros’ de z sean necesarias más
iteraciones que el número Max para saber si están o no en el conjunto
de Julia, pues para tales valores podŕıa ocurrir que en la iteración no se
alcance ec después del número máximo de iteraciones y sin embargo z
escapa. El conjunto de estos valores ‘raros’ es tan pequeño que no afecta
realmente al aspecto final del conjunto.
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Elija un número c en el plano.
• Tome una región del plano y para cada z-pixel en esta región
1. Coloque z0 = z.
2. Itere z2 + c en z0.
3. Si |zn| > 2, salga y escriba n.
4. Si n = 50, salga.
• Adjudique un color a cada n y pinte z de este color.
• Si n = 50, pinte a z de negro.
Aunque el conjunto de Julia es tan solo la frontera, hemos prefe-
rido negrear su interior para observarlo mejor.
En el código siguiente, el comando Julia[z_,c_] —de las ĺıneas 1 y
2— define una lista de puntos a partir de un c y un z dados, y calcula la
longitud de esta lista (los valores que arroja van desde 1 hasta 50).
Mathematica 6.0
1 Julia[z_,c_] = Compile[{z,c}, Length[FixedPointList[#^2+c &, z, 50,
2 SameTest -> (Abs[#]>2.0 &)]]];
3
4 DensityPlot[Julia[x + I y, a + bI], {x, -2, 2}, {y, -1, 1},
5 Mesh -> False, Frame -> True, Axes -> False, PlotPoints -> 200,
6 AspectRatio -> Automatic, ImageSize -> 400,
7 ColorFunction -> (If[# >= 1, RGBColor[0, 0, 0], Hue[#]] &) ]
La función DensityPlot en la ĺınea 4 es la encargada de generar la gráfi-
ca para c = a + bI al adjudicar a cada z-pixel un color para cada z
comprendido en la región {x, -2, 2}, {y, -1, 1} de acuerdo con el
número obtenido por la anterior función Julia[z_,c_] para este z —c
se mantiene fijo—.
Para dar color a las gráficas elegimos la función color ColorFunction
que para el caso de grises es ColorFunction -> (GrayLevel[1 - #] &).
Para gráficas en colores utilizamos la función que aparece en la ĺınea
7, ColorFunction -> (If[# >= 1, Hue[0, 0, 0], Hue[#]]&), o una
variación de esta al modificar sus parámetros Hue[0, 0, 0].
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z2 − 1 caso c = −1 + 0i
Con el código anterior grafiquemos el caso c = −1 + 0i (fig. 3.1). Por
supuesto podemos hacer variaciones sobre la manera como asignamos
color, o enmarcamos la gráfica, podemos solo colorear el conjunto Pc y
no poner etiquetas, etc. (fig. 3.2).
Mathematica 6.0
1 DensityPlot[Julia[x + I y, -1], {x, -2, 2}, {y, -1, 1},
2 Mesh -> False, Axes -> False, PlotPoints -> 300,
3 AspectRatio -> Automatic,
4 ColorFunction -> (If[# >= 1, Hue[0, 0, 0], Hue[#]] &)];
Figura 3.1: Conjunto lleno de Julia J1+0i.
La figura 3.4 es uno de los Jc más apreciados por evocar a un conejo, y
sobre ella hicimos zoom con la finalidad de mostrar cómo el detalle de su
complejidad va realmente al infinito, i.e., hasta la capacidad de cómputo
del computador en el cual estemos generando el ‘output’. En cada una
de estas orejas de conejo en el valle, podŕıamos reiniciar el proceso de
zoom. La última ventana no tiene más de 0.05 ‘unidades’ de ancho y
corresponde a las coordenadas {x,-1.15, -1.1}, {y, 0.45, 0.53}.
En las dos tablas dadas por las figuras 3.5 y 3.6 presentamos algu-
nos de los infinitos conjuntos de Julia que podemos generar al variar el
parámetro c. La tabla 3.5 considera a Jc para valores de c = a+bi cuando
c vaŕıa en el rectángulo alrededor del origen dado por {a,−1.2, 0.6, 0.3} y
{b,−1.2, 1.2, 0.3}. Aśı que tenemos 7× 9 = 63 conjuntos para la primera
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Figura 3.2: Estructura fractal en c = −1 + 0i.
Figura 3.3: Autosimilaridad en c = −0.12 + 0.75i o conejo de Douady.
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Figura 3.4: Valle de los conejos obtenido a partir de c = −0.125 + 0.65i.
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tabla, correspondientes a los 63 puntos del parámetro c mostrados en la
parte superior de la figura. La tabla 3.6 considera valores de c = a + bi
cuando c vaŕıa en {a,−1.4, 0.7, 0.3} y {b,−1.0, 1.0, 0.3}.
Notemos cómo en la tabla 3.5 se incluye el punto (0, 0), lo cual implica
que J0,0i es mostrado como la circunferencia rellena, es decir el conjunto
de puntos prisioneros P0,0i. Los conjuntos de Julia provenientes de puntos
cercanos al origen son ligeras deformaciones de la circunferencia unidad
S1. Pero no es fácil predecir alguna otra cosa; tan pronto nos alejamos
aunque sea un poco del origen, surgen conjuntos con formas inesperadas
y asombrosas.
De las diferentes gráficas para estos conjun-
tos de Julia notamos que, independiente de
la sensación de belleza que cada una de ellas
despierta, hay un hecho evidente: unas están
unidas formando un solo gráfico, mientras que
otras parecen estar formadas por multitud de
trozos más pequeños.
Por fortuna, uno de los más bellos teo-
remas de esta teoŕıa de dinámica compleja,
probado en 1918 tanto por P. Fatou como por
G. Julia (en la foto), clasifica los conjuntos de
Julia para la familia z2 + c en dos clases separadas:
Jc está formado por una sola pieza —como un hilo que se deja caer
al plano— conocida en topoloǵıa como conjunto conexo.
Jc es una especie de polvareda —como harina lanzada sobre el
plano— llamada polvo de Fatou.
Todo conjunto Jc, conexo o no, está constituido por un número infinito
de puntos —ni siquiera enumerable—.
En la figura 3.9 presentamos algunos de los conjuntos de Julia ante-
riores, para ver con más detalle si son conexos o polvaredas. Pero, por
supuesto, al tener infinitos Jc, un libro que mostrara en detalle a cada uno
de ellos para decidir si es conexo o polvareda seŕıa un libro con infinitas
páginas y por tanto imposible de crear. Entonces, nos gustaŕıa saber si
dado un c ∈ C la gráfica correspondiente a su Jc es conexa o polvareda.
El caṕıtulo siguiente contesta a la pregunta esperada:
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¿Cómo saber si Jc es conexo o polvareda?
Es sobre la base de esta dicotomı́a que surge el conjunto de Mandel-
brot M (caṕıtulo 4), como el registro de todos los c para los cuales Jc es
conexo. B. Mandelbrot utilizó esta dicotomı́a para graficar M y heredarle
aśı la inicial de su apellido.
No debemos perder de vista que los conjuntos de Julia no son rellenos,
los presentamos rellenos, como el conjunto de prisioneros, solo porque su
visualización de esta manera es más cómoda y más hermosa.
En este caṕıtulo, dos subconjuntos del plano C aparecieron de manera
natural: el conjunto de Fatou y el conjunto de Julia. El conjunto Ff
de Fatou puede definirse como el mayor conjunto abierto para el cual
la dinámica de la función f es relativamente sencilla, en el sentido que
dos puntos cercanos tienen a la larga el mismo comportamiento, i.e.,
escapan ambos o ninguno.
El conjunto Jf de Julia se define como el complemento del conjunto
de Fatou y la dinámica de f sobre Jf es caótica. La siguiente gráfica es
generada de manera similar a los comandos de la figura 4.13.






Figura 3.5: Conjuntos de Julia. Nótese la simetŕıa de la gráfica, lo que im-
plica la duplicación de los conjuntos de Julia.
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Mathematica 6.0
1 conjuntoJulia = Compile[{{z, _Complex}, {c, _Complex}},
2 Mod[Length[FixedPointList[#^2 + c &, z, 50,
3 SameTest -> (Abs[#] > 2.0 &)]], 50]];
4
5 GraphicsArray[Table[DensityPlot[
6 conjuntoJulia[x + I y, a + b I], {x, -1.4, 1.4}, {y, -1.1, 1.1},
7 Mesh -> False, Frame -> False, PlotPoints -> 200, Axes -> False,
8 AspectRatio -> Automatic], {b,-0.9,0.9,0.1}, {a, -1.5, 0.6, 0.1}],
9 ImageSize -> 600]
Figura 3.6: Hemos graficado en esta tabla 800 conjuntos de Julia, los que
son conexos son pintados de negro y de manera sorprendente
pareciera que emergiera M.
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Figura 3.7: Un imaginario planeta de océanos conejos obtenido a partir de
c = −0.125 + 0.65i.
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Figura 3.8: La resolución es proporcional a la cantidad de puntos o pixeles
involucrados en la ret́ıcula que hagamos para el monitor.
88 Conjuntos de Julia
Figura 3.9: Conjuntos de Julia (con escape).
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3.2. Mathematica y conjuntos de Julia para funciones
no polinómicas
En la sección anterior presentamos conjuntos de Julia para la familia
de funciones fc(z) = z
2 + c, c ∈ C. Una de las razones por las cuales lo
hicimos de manera inicial es para que concuerde con el desarrollo histórico
del tema y otra razón es su simplicidad.
Para otras familias de funciones no necesariamente inducidas por fun-
ciones polinómicas cuadráticas también es posible pensar en sus conjun-
tos de Julia. Por ejemplo, las familias de funciones de polinomios de orden
n arbitrario fc(z) = z
n + c, c ∈ C se estudiarán en el próximo caṕıtulo.
En esta parte nos concentraremos en familias de funciones trascenden-
tes como Eλ(z) = λ exp(z), Sλ(z) = λ sin(z) y Cλ(z) = λ cos(z) donde
λ ∈ C es el parámetro. Para estos casos Jλ resulta ser la clausura del
conjunto de puntos del plano cuya órbita escapa.
3.2.1. La familia Sλ(z) = λ sin(z)
El código de la figura 3.10 define la función JuliaS la cual grafica
el conjunto de Julia para la función c · sen(z). Calcula la iterada has-
ta el número de veces dado por el número entero Max que coloquemos
(usualmente tomaremos Max=40) y mira en qué momento la parte real
del complejo es mayor de 50 (lo cual le indica que la órbita escapará)
para el proceso en este momento y ‘anota’ este número de iterada. Si la
órbita no escapa el punto en cuestión será pintado de negro.
La función JS=DensityPlot de la ĺınea 5 es la encargada de graficar
lo que la anterior ha calculado en 500× 500 puntos de la parte del plano
comprendida en la variación de x, y que tomemos. Todo con respecto al
punto λ = c = a +bI. El comando ImageSize -> 500 es opcional y nos
indica el tamaño de la gráfica que queremos como output.
Por supuesto, aqúı también es posible hacer zoom en una ventana
para ver detalles del conjunto; en efecto, basta con redimensionar los
parámetros donde x y y vaŕıan (ver fig. 3.12).
Como ya es usual en la representación gráfica que estamos haciendo, la
tabla de la figura 3.13 muestra algunos de los infinitos conjuntos de Julia
que podemos generar al variar el parámetro c = a+bi o λ en el rectángu-
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lo alrededor del origen dado por {a,−0.6, 0.6, 0.3} y {b,−0.9, 0.9, 0.3}.
Aśı que tenemos 5 × 7 = 35 conjuntos para la tabla correspondientes a
los 35 puntos del parámetro c.
Mathematica 6.0
1 JuliaS = Compile[{{z,_Complex}, {c,_Complex}, {Max,_Integer}},
2 Length[FixedPointList[c Sin[#] &, z, Max,
3 SameTest -> (Re[#2] > 50. &)]]];
4
5 DensityPlot[JuliaS[x + Iy, 1 + 0.3I, 50], {x, -0.1, 12.5},
6 {y, -5.2, 5.2}, PlotPoints -> 500, AspectRatio -> Automatic,
7 ColorFunction -> (If[# >= 1, Hue[0, 0, 0], Hue[#]] &),
8 ImageSize -> 500];
Figura 3.10: Conjunto de Julia (1 + 0.3i) sin(z). El código anterior grafica
a JuliaS para c = 1 + 0.3i tomando 500 × 500 puntos en el
rectángulo comprendido entre [−0.1, 12.5]×[−5.2, 5.2].
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Mathematica 6.0
1 Detalle = DensityPlot[JuliaS[x + I y, 1 + 0.3 I, 100],
2 {x, 1.1, 5},{y,-2.1,2.1}, Mesh -> False, Frame -> False,
3 Axes -> False, PlotPoints -> 500, ImageSize -> 500,
4 AspectRatio-> Automatic,
5 ColorFunction -> (If[# >= 1, Hue[0, 0, 0], Hue[#]] &)];
Figura 3.11: Detalle de uno de los ‘girasoles’ centrales para el conjunto de
Julia de la figura 3.10.
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Figura 3.12: La figura 3.11 con otras luces.
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Figura 3.13: Conjuntos de Julia para la familia λ sin(z).
94 Conjuntos de Julia
Figura 3.14: Detalles de la tabla 3.13.
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3.2.2. La familia Cλ(z) = λ cos(z)
De manera similar, el siguiente código define la función JuliaC la cual
grafica el conjunto de Julia para la función c · cos(z).
Mathematica 6.0
1 JuliaC = Compile[{{z,_Complex}, {c,_Complex}, {Max,_Integer}},
2 Length[FixedPointList[c Cos[#] &, z, Max,
3 SameTest -> (Re[#2] > 50. &)]]];
4
5 JC = DensityPlot[ JuliaC[x + I y, 4 + 0I, 60], {x, 0.5, 11.5},
6 {y, -5, 5}, PlotPoints ->700, AspectRatio -> Automatic,
7 ColorFunction -> (GrayLevel[1 - #] &), ImageSize -> 500];
Figura 3.15: Conjunto de Julia (4 + 0i) cos(z).
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Figura 3.16: Conjunto de Julia y efecto para la familia λ cos(z).
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Figura 3.17: Detalle para (1 + 0i) · cos(z).
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Figura 3.18: La figura 3.17 con otros parámetros de color.
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3.2.3. La familia λez
Finalmente, describimos el código para graficar el caso de la familia λez,
la cual escribimos dentro del código como c · ez=c E^#.
Mathematica 6.0
1 JuliaExp = Compile[{{z,_Complex}, {c,_Complex}, {Max,_Integer}},
2 Length[FixedPointList[c E^# &,z,Max,SameTest->(Re[#2]> 50. &)]]]
3
4 DensityPlot[JuliaExp[x + I y, 1 + 2I, 50], {x,-2,4}, {y, 2, 7},
5 Mesh -> False, Axes -> False, PlotPoints -> 600,
6 AspectRatio -> Automatic, RotateLabel -> False, ImageSize -> 500,
7 ColorFunction -> (If[# >= 1, RGBColor[1, 1, 1], Hue[1 - 2 #]] &)];
Figura 3.19: Conjunto de Julia (1 + 2i) · ez donde los parámetros para x, y
vaŕıan en {x,−2, 4}, {y, 2.1, 7.3}.
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Figura 3.20: Detalle de la figura 3.19.
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Figura 3.21: Detalle en negro de 3.19.
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Figura 3.22: Conjunto de Julia (1 + 2i) · ez donde los parámetros para x, y




Inspirado en los trabajos de G. Julia y de P. Fatou sobre la iteración de
funciones racionales en el plano complejo, Benoit Mandelbrot computó y
vio por primera vez en 1980 [22] lo que hoy se conoce como el conjunto M
de Mandelbrot1, considerado por algunos como el objeto más complicado
1Adrien Douady acuñó en 1986 el nombre de Mandelbrot a este conjunto.
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de la matemática. Como siempre, debemos diferenciar entre el concepto
del conjunto y el objeto que vemos por representación del conjunto, el
cual siempre será factible de mejorar y detallar, pues finalmente no es
más que un output de un cómputo.
Las primeras gráficas de M las hicieron en 1978 Robert Brooks y Peter
Matelski como parte de un estudio sobre grupos kleinianos [5].
4.1. Génesis de M
¿De qué manera B. Mandelbrot construyó M a partir de los conjuntos
de Julia?
Por cada número complejo c ∈ C tenemos la función fc(z) = z2 + c
donde el sub́ındice c en fc nos recuerda que es la función cuadrática
asociada a este valor c. Por tanto, tenemos tantas funciones fc como
puntos c tiene el plano C. Asociado a cada una de estas funciones y por
tanto a cada uno de estos puntos c está el conjunto de Julia Jc. Y de
acuerdo con el teorema de la Dicotomı́a de la página 82 sabemos que
cada uno de estos conjuntos es conexo o no. Por supuesto, el factor que
determina si uno de estos conjuntos de Julia es conexo o polvareda es el
valor del parámetro c.
Aśı que podemos pensar en pintar en el plano C el conjunto de estos
parámetros para los cuales su conjunto de Julia resulta ser conexo. Es
decir, pintar de negro en la pantalla del computador el punto c-pixel si
conduce a un Julia conexo, y si no lo hace entonces no lo pintamos, o
lo pintamos de blanco para que quede transparente. A primera vista,
esta tarea parece una empresa gigantesca: es considerar cada uno de los
puntos de todo el plano, pintar su conjunto de Julia —por cada uno de
estos puntos— y luego examinarlo para determinar si es conexo o no... es
una tarea que no tiene cuándo acabar, más si recordamos los gráficos de
la tabla 3.9 donde decidir la conexidad de manera visual es muy dif́ıcil.
Afortunadamente, Julia y Fatou hab́ıan demostrado otro teorema, el
cual afirma que para estudiar un Jc determinado es necesario solo mirar
el comportamiento de un único punto, el origen. Demostraron que si la
órbita del origen 0 = (0, 0) no escapa al infinito entonces Jc es conexo.
Jc es conexo ⇔ pnc (0) → ∞ ⇔ c, c2 + c, (c2 + c)2 + c, · · · → ∞
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La definición del conjunto M de Mandelbrot es entonces la siguiente.
El conjunto M de Mandelbrot consiste en todos los puntos c del plano
complejo para los cuales la órbita correspondiente al punto 0 = 0 + 0i
por la función fc(x) = x
2 + c no escapa al infinito sino que permanece
acotada.
M = {c ∈ C : c, c2 + c, (c2 + c)2 + c, · · · → ∞}.
En la siguiente sección veremos cómo
B. Mandelbrot empleó los grandes resulta-
dos de Julia y Fatou sobre iteración de fun-
ciones racionales para graficar a M utili-
zando el hecho de que la dinámica de los
polinomios puede ser inferida de la órbi-
ta de los puntos cŕıticos. Cada polinomio
fc(x) = x
2 + c tiene solo dos puntos cŕıticos
z = 0 y ∞, por lo que basta concentrarse
en la cuenca de atracción de Ac(∞) y pre-
guntarnos por los c para los cuales 0 /∈ Ac(∞).
4.2. ¿Cómo graficar a M?
De acuerdo con la sección anterior, para graficar a M hay que con-
centrarse en la iteración del punto 0 para cada polinomio cuadrático
fc (z) = z
2 + c. Se trata de saber si la órbita en 0 escapa con el tiempo
o no.
Tendŕıamos entonces que computar la órbita c, c2 + c, (c2 + c)
2
+
c, · · · para todos los puntos c del plano complejo. Una tarea imposible.
Afortunadamente ya conocemos una región del plano para la cual todos
sus valores escapan: la ecuación 3.3 de la pág. 76 implica que si |c| > 2
entonces la órbita de 0 escapa casi de inmediato —se afirma que para
todo z con |z| > máx(2, |c|) su órbita escapa bajo la iteración de pc y
como por hipótesis hemos tomado |c| > 2 el mismo c escapa, y ya que
c = pc(0) la órbita de 0 escapa—.
Por tanto, M debe estar confinado en el interior de la circunferencia
de radio 2 alrededor del origen, M ⊆ {c ∈ C : |c| ≤ 2} y solo debemos
106 El conjunto de Mandelbrot
tomar valores de c que se encuentren dentro de esta circunferencia para
verificar el comportamiento de la iterada, pues para los otros valores ya
sabemos que escapa. Debemos notar que una vez tomado un c dentro
de la circunferencia, si en algún momento alguna iterada de 0 para este
valor c sale de la circunferencia, entonces la órbita escapará, i.e., c /∈ M.
Ya podemos describir nuestro algoritmo para el cómputo, el cual
básicamente consiste en mirar si después de un número razonable de
iteradas, digamos 100, el punto z100 en la órbita tiene una distancia
|z100| > 2, i.e., escapa.
Este algoritmo escrito en Mathematica lo que hace es tener un registro
del momento en que la órbita sale de la circunferencia, si es que lo
hace, antes de llegar a la 100-ésima iterada. Al final del proceso lo que
obtenemos es una lista de parejas ordenadas {c, N} donde c es el pixel
y N el momento en que escapa, que en caso de no hacerlo N será igual
a 100.
Tome la región del plano [−2.1, 0.7] × [−1.2, 1.2] y div́ıdala en
200 × 200 pixeles (ĺınea 6) PlotPoints -> 200.
Escoja un entero Iteradas=100 como el máximo número de
iteraciones que el computador pregunte por hacer.
• Para cada c-pixel en esta región efectúe:
1. Calcule la iterada de z2 + c en 0.
2. Si |zn| > 2, salga y escriba n.
3. Si n = 100, salga.
• Adjudique un color a cada n y pinte el c-pixel de este color.
• Si n = 100 —no escapa— pinte el c-pixel de negro.
La función Mandelbrot (ĺınea 1) calcula las parejas {c, N}.
La función MandelbrotSet (ĺınea 5) las grafica.
El comando ColorFunction -> GrayLevel (ĺınea 7) que asigna el
color depende del propósito que tengamos, para este caso en escala
de grises, pero podŕıa ser a colores ColorFunction -> Hue.
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Mathematica 6.0
1 Iteradas = 100; Mandelbrot = Compile[{{c, _Complex}},
2 Length[FixedPointList[#^2 + c &, 0, Iteradas,
3 SameTest -> (Abs[#] > 2.0 &)]]];
4
5 MandelbrotSet = DensityPlot[Mandelbrot[x + I y],{x, -2.1, .7},
6 {y,-1.2, 1.2},Mesh -> False, PlotPoints -> 200, AspectRatio ->
7 Automatic, ColorFunction -> (If[# >= 1, Hue[0, 0, 0], Hue[#]] &)l]
Figura 4.1: Conjunto de Mandelbrot.
4.3. Anatoḿıa de M
“The Mandelbrot Set is the most complex object in math-
ematics, its admirers like to say. An eternity would not be
enough time to see it all, its disks studded with prickly thorns,
108 El conjunto de Mandelbrot
its spirals and filaments curling outward and around, bearing
bulbous molecules that hang, infinitely variegated, like grapes
on God’s personal vine”. (James Gleick, Chaos: Making a
New Science).
M no es muy grande en tamaño, en otros aspectos śı lo es, está dentro
del rectángulo [−2, 0.7]×[−1.2, 1.2]. Se estima que su área es 1.50659177±
0.00000008.
Es simétrico con respecto al x-eje. Aśı que para estudiarlo ya tenemos
la mitad del trabajo resuelto. La intersección de M con el x-eje es el
intervalo [−2, 0.25].
Figura 4.2: Simetŕıa y bulbos en M.
Consta de un cuerpo principal en forma de cardioide, cuya intersec-
ción con el x-eje es el intervalo [−0.75, 0.25]. Esta cardioide tiene anexada
una serie de infinitos bulbos o retoños, cada uno con un terminal en forma
de una antena constituida por varios penachos o ramificaciones (ver fig.
4.4) y los llamamos bulbos primarios por estar conectados directamen-
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te a la cardioide. Como los bulbos primarios a su vez tienen conectados
nuevos bulbos, a estos los llamamos secundarios y aśı sucesivamente.
La cúspide de la cardioide está localizada en el punto c = 0.25 + 0i
sobre el x-eje, y de aqúı emerge el bulbo principal numerado como
2 en la fig. 4.2, el cual tiene su antena apuntando hacia la izquierda y
colocada sobre el x-eje de manera simétrica hasta terminar en el punto
c = −2. Ya veremos que esta antena está llena de sorpresas (ver código
en Mathematica y figura 4.3).
Mathematica 6.0
1 Bulbo2 = DensityPlot[Mandelbrot[x + I y], {x, -2,-0.75},
2 {y, -0.5,0.5}, Mesh -> False, Frame -> True, Axes -> False,
3 PlotPoints -> 500, AspectRatio -> Automatic,
4 ColorFunction -> "Rainbow", ImageSize -> 400];
Figura 4.3: Bulbo mayor numerado como 2.
Cada bulbo tiene su propia clase de antena, la cual relata de cierta
manera cómo fue la génesis de aquel. El número de ramificaciones en la
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antena, relaciona la posición del bulbo con respecto al cuerpo principal
cardioide (ver figs. 4.4 y 4.5) y los clasificamos por tamaño-posición,
produciendo los números en la figura 4.2 donde el peŕıodo del gran bulbo
cardioide es 1. Dos bulbos de peŕıodos n y m alrededor de la cardioide
determinan el peŕıodo del bulbo más grande entre ellos como m + n. Lo
mismo es cierto para bulbos entre bulbos, etc.
A continuación haremos un zoom sobre M a fin de poder observar
detalles de él. Hacer zoom consiste en Mathematica simplemente en re-
definir nuestra ventana de observación, i.e., donde vaŕıan x y y para
c = x + iy. Esta era una tarea imposible hace unos pocos años debido al
tiempo de cómputo que se tardaba el computador, ahora las cosas apare-
cen casi de inmediato. También el número de ramificaciones en la antena
se relaciona con la dinámica de la función fc para c dentro del bulbo. La
relación es asombrosa: tres maneras equivalentes de asignarle el número
a cada bulbo.
Si recordamos que M es un mapa o registro del comportamiento o
estructura de los Jc, entonces ¿qué relación existe entre un bulbo de
peŕıodo n y un conjunto de Julia para un c dentro del bulbo?
1. Jc debe ser por supuesto conexo al estar c ∈M.
2. Para calcular el peŕıodo de un bulbo, se grafica el conjunto Jc para
un c cualquiera dentro del bulbo y se cuenta el número de orejas
pegadas al cuerpo principal de Jc —visto de otra forma, se cuentan
cuantos pedazos coinciden en el punto p de unión incluyendo el
cuerpo principal— y este número coincide con la manera como
hemos numerado el bulbo (ver figura 4.2).
3. Este número también coincide con la manera de ramificarse la an-
tena correspondiente al bulbo: si el bulbo tiene peŕıodo n entonces
la antena se ramifica en n ramas (ver figuras 4.4 y 4.5).
A pesar de su apariencia, A. Douady y J. Houbard [16] mostraron
que M es conexo, i.e., está hecho de una sola pieza —si con unas pinzas
lo cogemos por una de sus antenas lo podemos levantar totalmente—. M
es cerrado por definición pues su complemento es abierto, ya que si para
un c el c-proceso no es acotado, tampoco lo es para valores cercanos a
c, y por tanto es compacto —Heine-Borel—. Como lo dice el viejo y por
eso sabio dicho: la mejor manera de describir a M es observándolo.
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Figura 4.4: Antenas y bulbos de peŕıodos 3 y 4.
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Figura 4.5: Antenas y bulbos de peŕıodos 5 y 12. Las variaciones (centési-
mas) en los ejes son: {x,−0.595,−0.555} {y, 0.465, 0.51} y
{x,−0.65,−0.48} {y, 0.55, 0.72}.
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Figura 4.6: Zoom sobre un bulbo de peŕıodo 12. La última ventana tiene
0.006 unidades de ancho en M.
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Figura 4.7: Para ver este detalle del tamaño en que lo vemos, M debeŕıa ser
tan grande como de la tierra al sol.
4.3.1. Complejidad inducida por los bulbos
El peŕıodo n del bulbo, o el número de ramificaciones en la antena de
este, tiene que ver con el comportamiento de la órbita del punto (0, 0)
por la función Jc para un c dentro del bulbo, la cual es atráıda a un ciclo
de peŕıodo n. Esto significa que, para puntos c dentro del gran bulbo, su
correspondiente Jc —como figura— es casi cercano al ćırculo, es como
un ćırculo apenas deformado (ver tablas de las figs. 3.5, 3.6).
Pero si tomamos bulbos con peŕıodo mayor que 1, entonces los Jc
se complican en su estructura tanto como queramos, con detalles tan
sofisticados como imaginemos (ver fig. 4.7). En la figura inicial de este
caṕıtulo utilizamos un efecto de relieve y profundidad a fin de realzar
la estructura; es de esta manera como algunos artistas gráficos trabajan
sobre imágenes fractales; desconocen su génesis y contenido pero se atraen
por su forma.
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Figura 4.8: A la izquierda bulbos, y a la derecha Jc para c en el bulbo. La
relación numérica bulbo v.s. Jc es asombrosa: 3, 4, 7 y 9.
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Figura 4.9: Lugares de M donde explorar su intrincada frontera.
Aunque M no es totalmente autosimilar como el triángulo de Sier-
pinski, es posible descubrir en sus antenas y en su borde infinidad de
minúsculas copias de śı mismo, que no por ser infinitamente pequeñas
dejan de ser él, y dentro de estas, otras nuevas copias en un continuo via-
je al infinito (figs. 4.4, 4.5). En particular, se destaca a primera vista el
pequeño M ubicado en la gran antena, ese delgado filamento que orienta
a M de izquierda a derecha, ubicado sobre el x-eje de simetŕıa (fig. 4.3).
Estos viajes al infinito se inician en cualquier parte de la frontera, y al
hacerlo encontramos paisajes y formas de belleza inusual y sorprendente.
Los tonos en que se difumina el color gris están determinados por la
velocidad con que las órbitas escapan al infinito, donde el negro indica
que no hay velocidad; esto es, la órbita queda atrapada.
La frontera de M es complicada e intrincada pues es el borde mis-
mo de la dicotomı́a: la diferencia de comportamiento entre los Jc entre
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Figura 4.10: Infinitas copias de M son emergentes. Estas pertenecen a la
antena del 3–bulbo, cuadro 1 de la figura 4.9. Esta autoper-
tenencia de M a cualquier escala es lo que le da su carácter
fractal.
polvareda o no. Es la frontera de un comportamiento caótico, pues una
tenue diferencia de posición es la responsable de la estructura del Jc. La
figura 4.8 muestra algunas regiones de M donde es interesante explorar
su frontera, como el cuadro 1 que se explora en la figura 4.10.
Esto también sucede para la frontera de los mismos Jc convirtiéndola
en intrincada, pues ella a su vez es el borde de la dicotomı́a entre un z0
cuya órbita no escapa y un z1 (tan vecino como queramos) cuya órbita
śı escapa al infinito. También encontramos en cada Jc una estructura
fractal. M, hecho de una sola pieza, tiene trozos que están conectados a
otros por filamentos o hilos. Esto en lenguaje topológico significa que es
arcoconexo.
Si en una de las antenas de uno de sus bulbos iniciamos un viaje que
nos transporte a una copia de él como en la figura 4.10, ¿cómo será un
Jc para un c en esta copia? Pues extraordinariamente, como todo en él,
este Jc asociado tiene una estructura h́ıbrida en forma de dendrita que
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Figura 4.11: Copia de M en la gran antena y el valle principal (cuadros 3 y
4 de la figura 4.9).
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Figura 4.12: Elefante en el valle de la cardioide (cuadro 2 en fig. 4.9).
recuerda a la antena donde está ubicado c y otra forma que recuerda al
Jc que correspondeŕıa si esta pequeña copia de M fuese el gran M.
4.4. M generalizado
Los métodos descritos anteriormente para construir a M y los conjun-
tos de Julia Jc para la familia de las funciones cuadráticas fc(z) = z
2 + c
pueden generalizarse para otros polinomios de grado mayor que dos, por
ejemplo para las familias de funciones pc(z) = z
n + c, dando paso a los
llamados conjuntos generalizados de Mandelbrot Mn y de Julia J
n
c para
n = 2, 3, 4, . . .
Esto no implica que no podamos analizar otras familias de polinomios,
al fin y al cabo todo polinomio tiene un conjunto de Julia, pero las
anteriores familias poseen la propiedad de ser algoŕıtmicamente fáciles
de computar y aśı visualizar.
Para computar los anteriores conjuntos en Mathematica podemos uti-
lizar, salvo unos pequeños cambios, los mismos algoritmos que usamos
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para la familia cuadrática. Los criterios para determinar cuándo una
órbita escapa al infinito por la iteración del polinomio pc(z) = z
n + c y
para determinar si Jnc es polvareda o no, son afortunadamente los mismos:
básicamente se trata de observar a |z| para el primero, y la órbita del
punto 0 para el segundo.
Los conjuntos de Julia Jnc donde vaŕıa c para cada n que dejemos fijo,
generan de nuevo formas espectaculares. El código en Mathematica de la
figura 4.13 generaliza nuestro algoritmo del caṕıtulo anterior para graficar
los conjuntos de Julia para x2 + c, y calcula de manera más general a
Jnc por medio de la función Julia[n_] donde el exponente n ∈ N del
polinomio xn + c es dado en la ĺınea 2. Nótese que en esta función vaŕıan
dos parámetros, el exponente n para la familia de polinomios y el punto
c del plano donde queremos calcular el Julia respectivo (fig. 4.13).
La ĺınea 5 DensityPlot[Julia[3][x+Iy, 0.55+0.2I] es el comando
para graficar a J30.55+i 0.2. Se especifica que n = 3 y c = 0.55 + i0.2.
Los intervalos donde vaŕıan x y y son {x,-1.4,1.4} y {y,-1.4,1.4}
respectivamente.
El comando PlotPoints -> 300 de la ĺınea 7 indica la cantidad de
puntos x + Iy en el plano complejo para los cuales queremos aplicar el
algoritmo. A más cantidad de puntos tendremos una mayor calidad o
resolución de la imagen.
Las tablas de las figuras 4.15 y 4.16 nos muestran algunos conjuntos
de Julia para las familias x3 + c y x5 + c. Nótese cómo el parámetro c
vaŕıa alrededor del origen (0, 0) y por tanto los conjuntos aparecen como
deformaciones de la circunferencia unidad la cual corresponde a Jn0+i0.
La manera de obtener a Mn es la misma pero ajustada a nuestros
nuevos parámetros; se trata de graficar los puntos c para los cuales la
órbita del punto cŕıtico 0 no escapa.
La figura 4.19 muestra conjuntos generalizados de Mandelbrot Mn
para diferentes valores de n. Aparecen nuevos ejes de simetŕıas en con-
traposición a los de M2. Por ejemplo, M3 tiene dos ejes de simetŕıa y dos
grandes bulbos como cuerpo principal. Para M4 la situación se enrique-
ce aun más pues posee ahora tres ejes de simetŕıa. Podemos continuar
aśı sucesivamente según avancemos en el cardinal de n, y encontrar n−1
ejes para Mn. Por supuesto que en ellos es posible viajar y encontrar
formas fascinantes como M nos teńıa acostumbrados.
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Mathematica 6.0
1 julia[n_] = Compile[{{z, _Complex},{c, _Complex}},
2 Length[ FixedPointList[ #^n + c &, z, 100,
3 SameTest -> (Abs[#] > 2.0 &)]]];
4
5 DensityPlot[julia[3][x+Iy, 0.55+0.2I], {x,-1.4,1.4},
6 {y,-1.4,1.4}, Mesh ->False, Axes -> False,
7 PlotPoints -> 300, AspectRatio -> Automatic,
8 ColorFunction -> (If[# >= 1, Hue[0, 0, 0], Hue[#]] &)];






Figura 4.13: Con este código definimos en las primeras 3 ĺıneas la manera
como se grafica a Jnc para todo n y todo c. La ĺınea 5 es el
comando para J30.55+i 0.2.
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Figura 4.14: J30.5+i 0.55 y J
5
0.55+i 0.72. Nótese la relación entre el orden n del
polinomio y el número de componentes de Jnc .
Explorar sus valles, ampliar detalles tanto como queramos. Confron-
tar lo nuevo de Mn con lo ya conocido
2 en M, enumerar sus bulbos,
proponer teoremas, etc.
2La simetŕıa en Mn es asombrosa y va de la mano de los conocidos grupos diédricos.
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Figura 4.15: Tabla de algunos J3. Nótese como muchos de ellos se repiten
debido a la simetŕıa de M3.
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Figura 4.16: Tabla de algunos J5. Se remeda la forma de M5.
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Figura 4.17: La simetŕıa reina en J50.5+i0.7 y J
10
0.58+i0.64.
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Mathematica 6.0
1 Mandelbrot[n_] = Compile[{{c, _Complex}}, Length[
2 FixedPointList[#^n+c &, 0, 100, SameTest ->( Abs[#] > 2.0 &)]]];
3
4 M3 = DensityPlot[Mandelbrot[3][x + Iy],{x, -1,1},{y, -1.4, 1.4},
5 Mesh -> False,PlotPoints -> 500, AspectRatio ->Automatic,
6 ColorFunction -> (GrayLevel[1 - 2 #] &)]






Figura 4.18: El código grafica a Mn para todo n. Graficamos a M3.
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Figura 4.19: Conjuntos Mn de Mandelbrot para n = 4, 5, 6 y 8.
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Figura 4.20: Conjuntos de Mandelbrot Mn para n = 7, 8, 25. La última figura
es un zoom para mostrar cómo son los 24 bulbos principales en
M25 y si tiene paciencia y buena vista podrá verificar que cada
uno posee a su vez 24 bulbos secundarios.
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Figura 4.21: Arriba: una de las 3 antenas principales para M4 y en ella se




El crecimiento de una población es un tema que interesa a los biólogos,
epidemiólogos y ecólogos, entre otros. Pero también a los matemáticos,
ya que después del uso de modelos simples como estimadores del com-
portamiento de la población en el tiempo, podemos encontrar uno de los
ejemplos más bellos que nos muestra la relación entre el orden y el caos,
para desembocar finalmente al concepto de fractal.
Como población entendemos un grupo de organismos pertenecientes
a una misma especie y que comparten un espacio determinado. Una po-
blación comparte un depósito genético común —ya que los miembros de
una población se reproducen entre śı— y tiene una cierta densidad, un
ı́ndice de natalidad y mortalidad, una relación de edades y un potencial
reproductor.
Los organismos presentan diferentes formas de crecimiento poblacio-
nal. En algunos casos, por ejemplo el de la población humana, este se
presenta a un ritmo tal que si continuara al mismo ritmo que en la ac-
tualidad, se duplicaŕıa cada 40 años aproximadamente, lo cual implicaŕıa
que en el año 2050 la cifra alcanzaŕıa a 14.600 millones de seres huma-
nos. A diferencia de otros animales que pueden aumentar solo un poco la
capacidad de soporte de su ambiente, los hombres lo han hecho continua-
mente, por medio del desarrollo de la agricultura, la revolución industrial,
la revolución médica, y como respuesta han aumentado su población. Sin
embargo, los recursos de la tierra son finitos, ya que vivimos en un siste-
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ma cerrado desapercibido como tal por la mayoŕıa de los seres humanos,
y será inevitable el d́ıa en que la capacidad de soporte ambiental se agote,
amén del nuevo desastre ambiental: calentamiento global.
Otros organismos, como el insecto langosta, sufren una violenta ex-
plosión demográfica por temporadas, convirtiéndose en una plaga para
los agricultores cuando emigran en masa formando espesas nubes que
arrasan comarcas enteras causando la devastación de cultivos a su pa-
so. En el otro espectro, a nivel micro, se ha calculado que una bacteria
que se divide tres veces por hora puede producir en un d́ıa y medio una
colonia de 30 cm de espesor sobre la superficie de la tierra, y la colonia
sobrepasaŕıa nuestras cabezas unas horas más tarde.
Vemos cómo el crecimiento de algunas poblaciones puede llegar a
salirse de control. Unas veces conduciendo a la extinción de especies, otras
al desequilibrio natural, en otras situaciones a la autorregulación dada por
el crecimiento y decrecimiento con periodicidad regular —el crecimiento
desciende debido a la competencia por los recursos limitados de espacio y
comida— y en otros casos se puede presentar un comportamiento caótico.
5.2. El modelo matemático
La construcción de modelos matemáticos para describir la dinámica
de una población puede ser valiosa tanto para predecir el comportamiento
de la población durante peŕıodos de tiempo como para ver el resultado
de manipulaciones artificiales de la población; y también para descubrir
principios biológicos hasta ahora desconocidos.
El modelo que estudiaremos es uno con tiempo discreto, i.e., el tiempo
es medido en cada paso o en cada observación y no de manera continua;
esto es lo ideal cuando queremos describir medidas experimentales que
han sido recogidas a intervalos fijos de tiempo durante un peŕıodo da-
do. Esto nos produce una sucesión de mediciones x0, x1, x2, . . . donde xn
denota la cantidad presente en la n-ésima medida o después del paso n.
Por ejemplo, xn puede representar:
el tamaño de la población de mosquitos en el año xn,
el número de células en un cultivo en el d́ıa xn,
la concentración de una droga en la sangre después de la xn dosis.
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Un modelo discreto es entonces una regla, fórmula o función f que
sea capaz de describir cómo es que nuestras cantidades xn cambian; en
particular, cómo xn+1 depende de xn, i.e., xn+1 = f(xn).
A fin de tratar de predecir el futuro de poblaciones se introdujo ini-
cialmente una fórmula matemática que permit́ıa calcular la población
humana en cierto peŕıodo a partir de la existente en el peŕıodo anterior,
xn+1 = kxn ó xn+1 = f
(n)(x0) para f(x) = kx,
donde x es el porcentaje de la población con relación a la población
actual, k representa la tasa de natalidad y el sub́ındice n significa la
iterada n-ésima de la función o la generación de turno n-ésimo.
Esta ecuación de crecimiento funcionaba bien para cierto tipo de po-
blaciones pequeñas en condiciones ideales, pero en condiciones no ideales
—como en el mundo real— no se adaptaba adecuadamente, pues el creci-
miento demográfico no es exponencial o geométrico, ya que una población
no puede crecer indefinidamente pues antes agotaŕıa las condiciones del
medio ambiente.
Fue Pierre Verhulst (1804-1849) matemático y biólogo belga quien
en 1845, interesado en cómo describir matemáticamente el crecimiento
demográfico, introdujo un nuevo e ingenioso término (1−xn) a la anterior
ecuación y creó la ecuación hoy conocida como la ecuación loǵıstica
xn+1 = kxn(1 − xn).
La ecuación loǵıstica es un modelo matemático discreto de la evolución
de una población para la cual las generaciones sucesivas no se traslapan o
interceptan, lo cual es caracteŕıstico de muchas clases de insectos (como la
langosta). Por ejemplo, si los huevos se ponen en época de lluvia y nacen
en el verano, cada población es distinta y la dinámica de la población
puede ser analizada.
Esta ecuación sirve para predecir a largo tiempo el comportamiento
de la población de tal manera que dependa de la totalidad del ambiente.
El término (1 − xn) vuelve no lineal la ecuación y deja que se afecte
por las consecuencias de estar en un medio cerrado o hábitat. En el lado
derecho de la ecuación los términos xn y 1 − xn son rivales en la forma
como actúan, pues uno intenta expandir la población mientras que el otro
intenta reducirla.
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Más que contar el número de individuos presentes en la colonia, me-
dimos el porcentaje de población sobre un número máximo o ĺımite de
población que puede ser soportado por el hábitat. Iniciamos nuestro ex-
perimento a partir de un porcentaje de población inicial x0; aśı que con
xn denotaremos el porcentaje de la población después de la generación
n, donde 0 ≤ xn ≤ 1.
En la ecuación loǵıstica xn+1 = kxn(1 − xn) la constante k, llamada
el factor de crecimiento, se introduce para mostrar la dependencia de la
población respecto a condiciones ecológicas como cantidad de alimento,
depredadores, tasa de natalidad, etc.
De otra parte, notemos que esta ecuación es iterativa pues los valores
se retroalimentan; es decir, estamos en presencia de un sistema dinámico
discreto. Para obtener el porcentaje de la población en una generación,
solo es necesario conocer el valor del porcentaje de la población inmedia-
tamente anterior y el factor de crecimiento k. Por supuesto, lo interesante
de este modelo debe ser su capacidad para predecir cómo evoluciona la
población con el tiempo.
Al poner esta ecuación en términos de variables lo que obtenemos es
la función
xn+1 = elk(xn) donde elk(x) = kx(1 − x),
la cual no es más que una ecuación cuadrática en la variable x —el
sub́ındice k es para recordarnos que la función elk depende de k— cuyo
gráfico para cada valor de k corresponde a una parábola.
Dada esta ecuación, pareceŕıa un problema sencillo el poder prede-
cir el comportamiento último de xn conociendo la población inicial x0;
esto es, poder predecir el comportamiento de la órbita de x0 por medio
de la función elk. Como veremos, nada está más lejos de la verdad. El
comportamiento de la función no depende enteramente del valor de k, y
no podemos decir absolutamente nada; más aún, la situación es caótica.
R. May [23], biólogo de la Universidad de Princeton, decidió en 1971
formularse las siguientes preguntas sobre la ecuación loǵıstica:
¿Qué sucede con la población al paso del tiempo?
¿Depende el patrón de crecimiento de la tasa de crecimiento?
¿El crecimiento es sensible a las condiciones iniciales? —cercano a
lo caótico—.
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5.3. Análisis gráfico de la ecuación loǵıstica
En las siguientes tablas mostramos cómo el comportamiento de la
ecuación loǵıstica depende básicamente del factor de crecimiento k. En
todas tomamos un mismo valor inicial x = 0.5 lo que equivale a iniciar con
el 50 % de la población. Si tomáramos x = 0.2 significaŕıa que tenemos
el 20 % del máximo de la población admitido por nuestro hábitat en
cuestión.
Comenzamos nuestro estudio de la ecuación loǵıstica buscando condi-
ciones para las cuales se obtiene una población final estable. Básicamente
el parámetro que vamos a variar es k ya que nuestro estudio se concen-
trará cuando tomamos una población inicial del 50 %, i.e., x0 = 0.5 —por
supuesto, todo lo que hagamos se puede modelar también para cualquier
otro x0— de tal manera que el ‘movimiento’ de nuestro sistema va a estar
dado por la evolución de x0 para un k fijo, y por la variación de k cuando
miremos el sistema como un ‘todo’.
A partir de x0 podemos calcular x1, luego x2, . . . , xn. Recordemos
que los términos kxn y (1 − xn) de la ecuación hacen que la población
aumente a un ritmo de k veces xn, pero también que la función decrezca
de acuerdo a como xn se acerque a 1, esto es, al máximo posible de
la población admitida, pues para xn = 1.0 (100 % de la población) los
nuevos nacimientos moriŕıan por carencia de espacio, comida, etc. Si la
población es menor, entonces más nacimientos sobrevivirán. Por esto, un
buen estimativo para este factor es (1−xn), la diferencia entre el máximo
de la población y la población actual.
Lo que queremos saber es: dado k, ¿qué sucede a la larga con el com-
portamiento de la población al paso del tiempo?
Caso 0 ≤ k ≤ 1
Consideremos algunos casos especiales. Para valores pequeños de k,
0 ≤ k ≤ 1 —tasa de crecimiento reducida— el comportamiento de la po-
blación es totalmente predecible pues tenemos la multiplicación de tres
números k ·x · (1−x) entre 0 y 1; la población en cada año disminuirá un
poco respecto a la del peŕıodo anterior, hasta llegar a extinguirse, sin
importar qué porcentaje inicial x0 de población tengamos —cuando k se
acerca a 1 la convergencia a 0 es cada vez más lenta—.
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La función Lel[k_] produce y grafica una lista de 50 puntos al iterar
la función k # (1 - #).
Mathematica 6.0
1 Lel[k_] := ListPlot[NestList[k # (1 - #) &, 0.5, 50],
2 PlotRange -> {Automatic, {0, 1}},
3 PlotStyle -> {Hue[0.8], PointSize[0.015]}];
4 Show[GraphicsArray[{{Lel[0.5], Lel[1.2]}, {Lel[2.1], Lel[2.9]}}]]
Out[71]=
























Figura 5.1: Evolución de una población inicial de 50% después de 50 gene-
raciones para valores de k = 0.5, 1.2, 2.1 y 2.9.
Aśı, k < 1 implica ĺımn→∞ xn = 0. En la figura 5.1, el eje horizontal
corresponde a la variable n, paso del tiempo, y el eje vertical al tamaño
de la población xn para cada peŕıodo n —tomada una población inicial
de 0.5 o 50 %—.
Caso 1 ≤ k ≤ 3
Para 1 ≤ k ≤ 3 la población oscila ligeramente pero al paso del tiempo
se estabiliza en un valor constante ck a donde converge la órbita (ver fig.
5.2). Curiosamente podemos determinar de antemano cómo es ck para
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x = 0.5, ck =
k − 1
k
. En particular, todos estos valores ck transcurren de
manera creciente desde 0 hasta llegar a 0.66, ĺımk→3 ck = 0.66.
La siguiente tabla representa los puntos de la órbita para k = 2.8 en
sus primeras 60 iteraciones, y rápidamente vemos cómo converge al valor
0.642857 ≈ 64 % de la población.
Mathematica 6.0
1 el[x_] := k x (1 - x); k = 2.8;











13 k = 2.8; NestList[el, Nest[el, 0.5, 100], 5]
14 {0.642857,0.642857,0.642857,0.642857,0.642857}
Out[193]=












Figura 5.2: Para k=2.8 la población toma un valor fijo 0.642857.
El comando NestList[el, Nest[el, 0.5, 100], 5] de la ĺınea 13
indica que la lista de la iteración debe comenzar solo después de haber
calculado la 100-ésima iterada y que calcule únicamente los siguientes
cinco valores de la lista a partir de esta última 100-ésima iterada. Un
gran ahorro de enerǵıa. En la figura 5.2 visualizamos esta convergencia,
donde la figura a la derecha se obtiene con nuestra vieja función Lineas
definida en la página 36.
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La siguiente tabla cuadro 5.1 se construye con la finalidad de mos-
trar si hay o no convergencia de la población a un único valor, cuando
k vaŕıa entre 0 y 4 con un incremento de 0.1 en cada paso, de suerte
que tenemos 40 valores distintos de k para los cuales hemos examina-
do su convergencia. Esta es la potencia de nuestro conocido comando
FixedPoint[k #(1-#)&, x0,nmax] con modificaciones en la salida.
Mathematica 6.0
1 PoblacionFinal[k_, x0_, nmax_] :=
2 Module[{test, resultado, funcion}, funcion = k # (1 - #) &;
3 test = FixedPoint[funcion, x0, nmax]; resultado = funcion[test];
4 Which[resultado < $MachineEpsilon, 0.,
5 Abs[test - resultado] < 10*$MachineEpsilon, resultado, True, "no"]]
6













































Cuadro 5.1: La población se estabiliza en un único valor si 0 ≤ k < 3.
Sorpresivamente las cosas funcionan bien hasta cuando llegamos al
valor k = 3. A partir de este momento no tenemos convergencia.
Caso 3 ≤ k ≤ 3.45
Para valores de k por encima de 3, la dinámica de la función se hace
más complicada. R. May descubrió que para 3 ≤ k ≤ 3.45 la población
no converge pero śı se estabiliza oscilando entre dos valores diferentes.
Nace un punto de peŕıodo dos y este es el comienzo de una larga historia:
a medida que k continúe aumentando, la dinámica de la función también
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2 x0 = Nest[f, 0.5, 100];
3 g5 = ListPlot[NestList[f, 0.5, 100], PlotStyle -> {Hue[0.8],
4 PointSize[0.01]}, PlotRange -> {Automatic, {0, 1}}];
5 g6 = ListLinePlot[NestList[f, 0.5, 100], PlotStyle -> Hue[0],
6 PlotRange -> {Automatic, {0, 1}}];
7 g7 = Show[g5, g6]
8
9 lineas = {Line[{{#,#}, {#,f[#]}}], Line[{{#, f[#]}, {f[#],f[#]}}]} &;
10 g8 = Plot[{f[x], x}, {x, 0, 1},
11 Epilog -> {Map[lineas, NestList[f, 0.5, 10]]}]
12 Show[GraphicsArray[{{g7, g8}}], ImageSize -> 500]
Out[227]=












Figura 5.3: Para k=3.2 la población oscilará de un peŕıodo a otro entre dos
valores.
Situaciones completamente distintas le ocurren a la población según
sea el valor de k que tomemos. En el caso k = 3.2 (ver fig. 5.3) la po-
blación oscila entre dos valores: 0.799455, 0.513045, estos traducidos en
términos del hábitat significan que en un peŕıodo la población se re-
produce frenéticamente, pero en el peŕıodo siguiente el hábitat está ex-
cesivamente poblado, lo cual crea un efecto de reducción por carencia
de condiciones mı́nimas; por ejemplo, podŕıa estimularse la cantidad de
depredadores por tener demasiado alimento.
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Caso 4.36 ≤ k ≤ 4
Cuando llegamos a k = 3.46 los dos puntos de bifurcación anterio-
res se vuelven inestables y cada uno de ellos se bifurca nuevamente (ver
fig. 5.4). Ahora los valores de la población oscilan alrededor de cuatro
números: 0.413234, 0.838952, 0.467486 y 0.861342. Tenemos un ciclo con
peŕıodo cuatro o 4-peŕıodo.
Out[243]=












Figura 5.4: Para k=3.46 la evolución es periódica de orden 4.
Si aumentamos k aún más, forzaremos el sistema a un ciclo 8-peŕıodo,
luego a uno 16-peŕıodo y aśı sucesivamente. La cantidad en que tenemos
que aumentar a k para que el peŕıodo anterior se doble o bifurque es cada
vez más pequeña en cada bifurcación.
Para k = 3.56 aún se cuenta con cierta ‘estabilidad’, la población
tiene peŕıodo ocho (ver fig. 5.5).
Para k = 3.58 la órbita se comporta a la larga como un ciclo regular.
El gráfico de la figura 5.6 no nos deja apreciar a primera vista el número
del peŕıodo, si es que lo tiene.
Para ello le decimos a Mathematica que nos muestre un zoom y aun-
que el gráfico es más grande, es un bonito reto para el lector encontrar
el patrón, si es que lo posee. La población tiene un comportamiento con
cierta estabilidad pero no es periódica.
Para otros valores de k menores de 4, el número de puntos que toma
la órbita crece casi exponencialmente, las cosas se están volviendo impre-
decibles. Para el caso k = 3.7 es casi imposible ver algún orden. La figura
5.7 constituye un buen ejemplo de las posibles situaciones para k =3.56
y 3.58, pero por supuesto no agota las posibilidades, como lo veremos en
la siguiente sección.
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Figura 5.5: Peŕıodo 8 para k=3.56.






Figura 5.6: La población para k=3.58.
Esta ruta hacia el caos tampoco es directa o predecible, pues ines-
peradamente en el valor intermedio k = 3.84 regresa la estabilidad (ver
fig. 5.8), tenemos que la población se estabiliza después de algunas gene-
raciones y oscila entre tres puntos: 0.149407, 0.488004 y 0.959447, i.e.,
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Figura 5.7: La población tiene un comportamiento con cierta estabilidad pe-
ro no es periódica para k=3.58.






Figura 5.8: Una estabilización repentina en k = 3.84.
en un ciclo de peŕıodo tres. Y este será uno de los muchos puntos donde
la población es periódica, lo que implica que la ruta al caos también es
caótica, no es directa, es sensible a los pequeños cambios de k.
A partir de figuras como las anteriores May encontró en este mode-
lo elemental un sistema dinámico discreto que condućıa a un comporta-
miento a veces estable y predecible y otras veces caótico, pues la ecuación
loǵıstica mostró ser sensible a las condiciones iniciales. Bastaba un pe-
queño cambio en el valor de las condiciones ambientales k y el futuro de
la población se haćıa impredecible. Como dećıa el meteorólogo E. Lorentz
cuando trataba de encontrar algún modelo climático:
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Out[327]=
























Figura 5.9: Cuatro maneras de visualizar la evolución de una población ini-
cial del 10% para k=3.3.
...el pequeño aleteo de una mariposa en Tahit́ı, puede desembocar en
un huracán en el Caribe...
5.4. El diagrama de órbita
Un gráfico que es inevitable por constituir una historia del compor-
tamiento de la ecuación loǵıstica y un resumen de todos nuestros gráfi-
cos anteriores en este caṕıtulo, es el diagrama de órbita, el cual se
ha convertido en un clásico dondequiera que existan comportamientos
dinámicos. Es un logro de esta época, imposible de haber sido visualiza-
do por nuestros antecesores, ya que su cómputo sin la ayuda de un PC
sobrepasaŕıa en tiempo cualquier vida humana.
El diagrama de órbita es un gráfico del comportamiento asintótico de
las órbitas en el punto x = 0.5 para una gran variedad de valores de k
entre 0 y 4 —si k > 4, algunos puntos de la órbita abandonan el intervalo
[0, 1]—.
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5.4.1. Construcción del diagrama de órbita
Mathematica 6.0
1 f[x_] := k x(1 - x)
2 logis[{k_, x_}] := {k, k x(1 - x)}
3 logisLista[k_, x_, stop_] := NestList[logis, {k, x}, stop]
4 k = 3.3; ListPlot[logisLista[3.3, Nest[f, 0.5, 40], 20],
5 PlotRange -> {{0,4},{0, 1}}, PlotStyle -> PointSize[0.017]]












Figura 5.10: El proceso asintótico para k = 3.3.
La idea para su construcción surge de la figura 5.10, donde la gráfica
de la derecha es el ‘resumen’ de la órbita para k = 3.3 con punto inicial
x0 = 0.5 presentada en la gráfica de la izquierda. La clave para obtener
esta gráfica ‘resumen’ de la derecha es la definición de la función en la
ĺınea 2 del código logis[{k_, x_}] := {k, k x(1 - x)}, la cual, a
diferencia de la función el[x_] := k x(1 - x), produce una pareja de
números y no un número, donde la primera componente de la pareja es
el valor k en que estamos computando la órbita de x0 = 0.5.
Por tanto, la nueva gráfica a la derecha en 5.10 es el dibujo de una
lista de parejas, todas con una misma primera componente k fija, y como
segunda componente la evolución de la órbita de la función k x(1 - x).
Como en este caso k = 3.3, tenemos una órbita de peŕıodo 2, entonces
al final contamos con solo dos parejas que dibujar, las correspondientes
a los elementos de la órbita —comportamiento asintótico—.
Podemos hacer este resumen para cada valor de k, como en la figura
5.11, donde hemos pintado unos pocos de manera ilustrativa. O podemos
ir más lejos y pintar todas estas gráficas ‘resumen’ en una sola figura
donde en el x-eje vaŕıe k.
144 Dinámica de poblaciones























































Figura 5.11: El proceso asintótico para diferentes valores de k y una tabla
resumen para k =2, 2.4, 2.8, 3.2 y 3.6.
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El diagrama de órbita es un resumen gráfico del comportamiento
asintótico de todas las órbitas en el punto x = 0.5 —o el punto x que
queramos— cuando k toma valores entre 0 y 4.
Para construirlo tomamos 800 valores de k, espaciados 0.005 entre
ellos y comenzando con k = 0; esto, en el lenguaje de cualquier pro-
gramador elemental, es {k, 0, 4, 0.005}. Ahora bien, para cada valor de
k —entre estos 800— calculamos los primeros 600 puntos en la órbita, K
pero únicamente pintamos los últimos 100 —asintótico, nos interesa es el
comportamiento final de la órbita—. Los valores de k se pintan en el eje
horizontal y los valores correspondientes a las órbitas en el eje vertical
(ver fig. 5.12).
Mathematica 6.0
1 ListPlot[Flatten[Table[ Transpose[{Table[k, {101}],
2 NestList[el, Nest[el,0.5,500], 100]}], {k, 0, 4, 0.005}],1],
3 PlotStyle -> PointSize[0.004], ImageSize -> 500];
Figura 5.12: Diagrama de órbita.
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Nota: A continuación señalamos una serie de hechos —algunos ya
comentados— que resaltan con el diagrama de órbita y no todos necesa-
riamente entendidos.
Básicamente el mismo diagrama anterior se obtiene si tomamos
cualquier otra población inicial x0, 0 < x0 < 1 a cambio de x0 = 0.5.
Para valores de k con 0 ≤ k ≤ 1 todas las órbitas convergen a
0, haciéndose esta convergencia más lenta a medida que k tiende
a 1. Por tanto, el diagrama será interesante —gráficamente— a
partir de 1; y si somos estrictos, a partir de vecinos de 3 cuando la
dinámica no es predecible en su totalidad. Gráficamente mostramos
este interés por los vecinos de 3, haciendo un zoom en el diagrama
para concentrarnos en esta región —ver la figura 5.13–.




, el cual es un punto fijo, no nulo de la función elk y pk
vaŕıa de 0 a 0.66. Este comportamiento es la ĺınea curva que vemos
a la izquierda del diagrama y es ĺınea porque a cada valor en el
eje de las x corresponde un único valor en el eje de las y a donde
converge la órbita.
Cuando k se acerca a 3 la población se acomoda en el valor 0.66,
es decir, tiende a un 66 % del tamaño máximo aceptado por su
hábitat. Es como si 0.66 se convirtiera en un atractor para valores
de k cercanos a 3 —por la izquierda—. Hasta aqúı la dinámica de la
población se entiende completamente ya que con el paso del tiempo
la población tiende a un único valor, el cual podemos calcular de
antemano.
Cuando k alcanza el valor de 3, el atractor 0.66 se vuelve inestable
y se divide en dos (fig. 5.12). Ahora la población comienza a oscilar
alrededor de dos valores en lugar de converger a uno. Esto significa
que en una temporada la población crece excesivamente creando un
efecto de reducción para la siguiente —agotamiento de alimento,
aumento de depredadores, etc.— Este valor c1 = 3 es además el
nacimiento de un peŕıodo que se duplica, pues de aqúı en adelante
es observable en el gráfico una bifurcación continua por cada rama
de la bifurcación anterior. La siguiente bifurcación se presenta en
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Figura 5.13: Ventana del diagrama en la franja blanca de peŕıodo 3.
c2 = 3.5699 y con paciencia e interés podŕıamos detectar las demás,
haciendo zoom en nuestro diagrama (fig. 5.17).
En cada una de estas bifurcaciones la subregión a partir de este punto
luce similar a la anterior y en general a todo el diagrama. Por tanto
tenemos infinitas copias del diagrama a escala infinita, i.e., tenemos
atracción fractal (ver fig. 5.16).
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Figura 5.14: Zoom sobre la ventana inferior de la figura 5.13 para mostrar
autosemejanza. A no ser por los ejes que muestran la escala,
pensaŕıamos que se trata de una copia literal.
En el zoom de las figuras 5.13, 5.15, y en general en todas las figuras
sobre el diagrama de órbita, aparecen ‘ventanas’ verticales blancas,
las cuales se esparcen a través del diagrama. Se trata de ventanas
donde el sistema se vuelve estable. Por ejemplo, k = 3.8535 muestra
estabilidad y la ventana muestra valores de k para los cuales las
órbitas tienen peŕıodo 3 o 6.
La ĺınea 3 del código {k,3.8535,3.8543,0.0000003} para la fi-
gura 5.15 muestra que estamos viendo en el diagrama de órbita
millonésimos detalles de su interior y la variación es a una esca-K
la microscópica. En la ĺınea 4 debemos ajustar los ejes y el ran-
go PlotRange->{0.48,0.53},AxesOrigin->{3.8535,0.48}] que
queremos visualizar.
Notemos cómo cada vez más el gráfico presenta una infinitud de
puntos que pueden ser visitados por la órbita —la forma del dia-
grama aumenta de izquierda a derecha permitiendo que el rango
aumente con el paso del tiempo— pero, sin embargo, la totalidad
del rango, esto es el intervalo [0,1], solo es recorrido cuando el valor
de k llega a 4 —esto implica un caos total en la predicción de la
población pues cualquier cosa puede ocurrir—.
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Mathematica 6.0
1 ListPlot[Flatten[Table[Transpose[{Table[k, {257}],
2 NestList[el, Nest[el, 0.5,1000], 256]}],
3 {k, 3.8535, 3.8543, 0.0000003}], 1],
4 PlotRange->{0.48,0.53}, AxesOrigin-> {3.8535,0.48}];
Figura 5.15: Ventana a nivel molecular en la franja blanca de la figura 5.14.
El diagrama es autosimilar como lo muestran las siguientes cuatro
figuras:
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Figura 5.16: Autosimilaridad en cada bifurcación.
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El modo en que el gráfico se despliega en el papel sugiere un orden
extraño en este comportamiento aparentemente caótico. Reparemos
esas parábolas que se insinúan dentro del diagrama, ellas represen-
tan los valores donde la probabilidad de que la órbita tome ese valor
es más alta.
El diagrama de órbita nos provee de una fuente hermosa de ex-
perimentación. Es fácil modificar el diseño del programa para el
diagrama de órbita y presentar un zoom en una región cualquiera
del diagrama, o aun hacerlo sucesivamente para aśı revelarnos una
incréıble riqueza en la estructura del mismo.
El diagrama es espectacular por ser una gráfica resumen, algo se-
mejante o al estilo del conjunto de Mandelbrot, que lo es de los
conjuntos de Julia.
5.5. Orden en caos
En esta sección presentamos un resultado sorprendente observado en
1975 por el matemático estadounidense M. Feigenbaum [15] el cual define
una constante que nos muestra cómo, a pesar del aparente caos, existe
regularidad.
5.5.1. La constante de Feigenbaum
Recordemos que en los puntos ck donde nace una bifurcación —un
peŕıodo que se dobla— cada zoom nos presenta nuevamente nuestro dia-
grama original. Es decir, cambiando de escala obtenemos una copia del
diseño original, autosemejanza y autopertenencia: nuestro diagrama tiene
una estructura fractal. Como a partir de k = 3 tenemos puntos de peŕıodo
2, 4, 8, 16, . . . , 2n, . . . decimos que la ruta hacia el caos es dada por un
peŕıodo que se dobla, o peŕıodo doblante.
En la figura 5.17 podemos notar una progresión de puntos de bifurca-
ción cn para n = 1, 2, . . . en los cuales la órbita en x = 0.5 se separa en un
total de 2n partes distintas —el peŕıodo doblante—. Esta sucesión ck de
peŕıodos doblantes puede utilizarse para definir una constante universal
en el estudio sobre el caos, la constante δ de Feigenbaum.
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Figura 5.17: peŕıodo 2.











donde an = |cn−1 − cn|. δ es algo aśı como la razón de la escala.
Cuando Feigenbaum encontró δ = 4.669 en agosto de 1975, pudo
hacerlo con tres cifras decimales debido a que solo contaba con una cal-
culadora de bolsillo HP65.
Feigenbaum relacionó originalmente este número con el peŕıodo-do-
blante de las bifurcaciones en la ecuación loǵıstica, pero mostró también
que él se tiene para cualquier familia de funciones continuas y suaves
fk : [0, 1] −→ [0, 1] que posea una razón de peŕıodos que se doblan, pues
1Keith Briggs del Departamento de Matemáticas, University of Melbourne en Aus-
tralia, computó lo que él cree que es el récord mundial en el número de d́ıgitos para
el número de Feigenbaum.














Cuadro 5.2: Valores cn donde el diagrama —peŕıodo— se bifurca.
presenta un diagrama de órbita cuyo ĺımite anterior existe y siempre
toma el mismo valor δ —universal—.
Ejemplo de lo anterior son las familias de funciones parametrizadas:
sin(πx)+k, sk(x) = k sen(x), sk(x) = k cos(x), gk(x) = x
2 +k y mk(x) =
xek(1−x), entre muchas otras, y cuyos diagramas mostramos en las figuras
5.18, 5.19, 5.20, 5.21 y 5.22.
Para obtener estos diagramas procedemos como se describe en los
comandos de la figura 5.18 excepto que cambiamos el comando de la
ĺınea 1 donde se define f[x_] := Sin[Pi x] + k por la definición de
la correspondiente función f[x_] y adecuamos la ventana en la ĺınea
4 {k, -3.5, 3.5, 0.01} de acuerdo con nuestro interés. Igual para el
rango de la función que queremos visualizar, PlotRange -> {-4,4} de
la ĺınea 6, de suerte que resulte el adecuado para esta nueva función.
Como consecuencia de esta generalidad, todo sistema caótico que
corresponda a esta descripción de peŕıodo-doblante se bifurcará a la
misma rata: δ. La constante de Feigenbaum puede usarse entonces
para predecir cuándo el caos ocurrirá en tal sistema, antes de que
suceda. En este sentido, la constante de Feigenbaum es una constante
universal de la teoŕıa del caos.
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Mathematica 6.0
1 f[x_] := Sin[Pi x] + k;
2 ListPlot[Flatten[Table[Transpose[{Table[k, {257}],
3 NestList[f, Nest[f, 0.5, 100], 256]}],
4 {k, -3.5, 3.5, 0.01}], 1],
5 PlotStyle -> PointSize[0.0001], ImageSize -> 500,
6 AxesOrigin -> {0,0}, PlotRange -> {-4,4}]
Figura 5.18: Diagrama de órbita para la familia sen(πx) + k : R → R.
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Figura 5.19: Diagrama de órbita para la familia k sen(x) : R → R.
Figura 5.20: Diagrama de órbita para la familia k cos(x) : R → R.
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Figura 5.21: Diagrama de órbita para la familia x2 + k : R → R.
En abril de 1976 Feigenbaum escribió su
primer art́ıculo sobre este tema. Lo sometió a K
una revista para su publicación, pero después
de seis meses de referato el art́ıculo no fue
aceptado. En 1977 más de 1000 cient́ıficos de
todo el mundo le hab́ıan solicitado una copia
personal del mismo. Feigenbaum presentó fi-
nalmente un art́ıculo introductorio sobre ‘pe-
riod-doubling bifurcations’ en nonlinear dy-
namical systems en: M. J. Feigenbaum, Uni-
versal behavior in nonlinear systems, Order
in chaos, Los Alamos, N.M., 1982, Phys. D
7 (1-3) (1983), 16-39.
Por ser pionero en los estudios teóricos que demuestran el carácter
universal de estos sistemas y contribuir al estudio sistemático del caos,
Feigenbaum ha recibido todos los honores cient́ıficos.
Unos pocos años después del descubrimiento de la ruta del peŕıodo-
doblante hacia el caos, δ apareció en una mezcla de ecuaciones que des-
crib́ıan el flujo en hidrodinámica. Era sorprendente ver cómo una cons-
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Mathematica 6.0
1 f2[x_] := x E^(k (1 - x));
2 AI = ListPlot[ Flatten[Table[ Transpose[{Table[k, {257}],
3 NestList[f2, Nest[f2, 0.5, 1000], 256]}], {k, 1.8, 4, 0.005}], 1],
4 PlotStyle -> PointSize[0.0003], AxesOrigin -> {1.8, -0.2}]
Figura 5.22: Diagrama de órbita para la familia de funciones exponenciales
mk(x) = xek(1−x) : R → R.
tante derivada de un modelo biológico para describir poblaciones, apa-
rećıa en la moderna ciencia de la hidrodinámica... ambos sistemas pod́ıan
exhibir el mismo tipo de comportamiento.
Lo que es la constante δ aún permanece en el misterio: ¿es un número
algebraico? ¿es irracional? No se ha probado que sea trascendente, pero
se cree que lo sea2.
2Los números trascendentes son llenos de misterios. Son muchos ‘más’ que todos los
números que usted conoce. Aun aśı, solo muy pocas clases de números trascendentes
se conocen y es muy dif́ıcil probar que un número trascendente lo sea.
En 1844, Joseph Liouville (1809-1882) fue el primero en demostrar la existencia de
números trascendentes. Ch. Hermite probó en 1873 que el número e era trascendente.




Figura 6.1: Resultado de un SFI (ver pág. 174).
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6.1. Introducción histórica
Con el nacimiento de la geometŕıa fractal en 1977, como consecuen-
cia de la publicación The Fractal geometry of Nature por B. Mandelbrot,
se planteó la tesis sobre la incapacidad de la geometŕıa tradicional para
describir formas complejas de la naturaleza. Con su proceso al infini-
to la geometŕıa fractal demostró que śı pod́ıa describir elementos de la
naturaleza, al describir por ejemplo: costas, nubes, plantas, etc.
Este planteamiento abrió vastas posibilidades. Por un lado la cien-
cia de la computación encontró en la matemática un modo de generar
de manera artificial paisajes reaĺısticos, árboles, florescencias, etc. Los
matemáticos, por otro lado, un nuevo mundo de entidades geométricas.
No pasó mucho tiempo para que los matemáticos se preguntaran si
exist́ıa una unidad en toda esta diversidad. Fue J. Hutchinson [19] quien
lo demostró en 1981 con la creación de los SFI (sistemas de funcio-
nes iteradas) —en inglés IFS—. Una década más tarde, M. Barnsley1
escribió su popular libro Fractals Everywhere donde se presenta la ma-
temática de los SFI y prueba un resultado conocido como El teorema del
Collage el cual afirma lo que un SFI debe ser a fin de poder representar
una imagen.
Curiosamente la imagen de la figura 6.1 es un punto fijo de un SFI y
no depende del punto u objeto inicial escogido, i.e., cualquier objeto
inicial convergerá a este objeto final.
Barnsley [3] presentó entonces una inquietante posibilidad: si en una
dirección la matemática fractal era buena para generar imágenes casi
reales, entonces, en la dirección inversa, ¿se podŕıan codificar matemáti-
camente las imágenes? Esto es, dada una imagen, ¿es posible encontrar
un sistema iterado de funciones que pueda generar a la imagen original,
o algo tan cercano como queramos al original? La respuesta a esta pre-
gunta es tema de investigación en la geometŕıa fractal y el que mayores
retributos económicos ha otorgado, tanto que hizo que Barnsley paten-
tara un software, dejara el mundo de la academia y creara en 1987 junto
con Alan Sloan la compañ́ıa Iterated Systems Incorporated conocida hoy
como MediaBin y con otros intereses. Posteriormente, en el año 2005
Barnsley regresó a la academia en la Universidad Nacional de Australia.
1Los SFI fueron concebidos por John Hutchinson en 1981 y popularizados por
Michael Barnsley en su hermoso libro Fractals Everywhere.
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Uno de los hechos más notables de la geometŕıa fractal es la habilidad
para “codificar” imágenes reales en conjuntos muy pequeños de números
—parámetros para un conjunto de funciones que env́ıan una región del
espacio bidimensional sobre śı misma—. En principio, una escena con
cualquier nivel de complejidad y detalle puede ser almacenada y mane-
jada con números, dando lugar a una imagen con más de 300.000 pixeles
y 8 bits por punto desde un archivo con una semilla inicial de 1-Kb. Por
ejemplo, un helecho como el de la fig. 6.14 puede ser codificado usando
24 bits en los datos, requiriendo tan solo cuatro funciones, cada una con
seis parámetros. Michael Barnsley y su coequipo en el Georgia Institute
of Technology son quienes reciben los méritos por el desarrollo de estos
SFI.
6.2. SFI
La herramienta matemática sobre la cual construimos un SFI es el
álgebra lineal. Como nuestro interés es visualizar en la pantalla del moni-
tor, pensemos que la pantalla es un plano y que cada pixel es un punto;
entonces, necesitamos transformaciones del plano en el plano, esto es,
funciones
T : R2 −→ R2
que tengan una propiedad importante a fin de poder generar procesos o
algoritmos de manera eficiente:
Preserven la colinealidad, esto es, la imagen de un segmento de recta
es de nuevo un segmento de ĺınea recta y la imagen del punto medio
del segmento inicial es de nuevo punto medio del segmento imagen.
Una tal función es representable por medio de los objetos naturales
del álgebra lineal: las matrices. De suerte que dar una función T es dar





y la imagen T (x) = T (x, y) de















Los siguientes ejemplos muestran las transformaciones afines básicas, es
decir, las acciones prioritarias que queremos efectuar sobre una imagen
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dada: E=escalar, R=reflejar, S=escualizar o sesgar, R=rotar y una últi-
ma: T=trasladar. Cada una de ellas tiene una forma para su matriz
asociada.
Escalar. Si queremos cambiar el tamaño de una figura, entonces de-
bemos multiplicar cada punto (x, y) de la figura por el factor s de la















Reflejar. Para reflejar una figura en uno o ambos ejes, debemos mul-
tiplicar por una matriz diagonal con entradas 1 o −1. Si −1 está en la
primera fila, reflejamos con respecto al eje y. Si −1 está en la segunda
fila reflejamos con respecto al eje x, y si las dos entradas de la diagonal














Sesgar. Si queremos sesgar una figura debemos multiplicar por una
matriz del siguiente tipo (donde u es la medida del desplazamiento para














Escalar con escala diferente. Si queremos cambiar el tamaño de
una figura con escalas diferentes, sh para el eje horizontal y sv para el
vertical, usamos entonces una matriz diagonal con entradas positivas.















Rotar. La multiplicación por matrices también es la herramienta
para rotar una figura. La matriz involucrada depende esencialmente del
ángulo θ de rotación que queremos.
(
cos θ − sin θ







Trasladar. Si queremos mover un punto (x, y) del plano a una nueva















Cuando efectuamos, una tras otra, una o varias de estas operacio-
nes (escalamos, rotamos, reflejamos y trasladamos), obtenemos nuestra
transformación af́ın, la cual es finalmente representable por medio de












donde la matriz nos indica, al aplicarla sobre una figura L como son los
factores de contracción para L, en quién la reflejamos, si la rotamos o no;
mientras que el vector nos indica cómo es que la figura L es trasladada.
El hecho de considerar transformaciones afines del plano es porque
la imagen de la ‘figura’ es de nuevo af́ın a la figura en el sentido en
que es el resultado de combinar las siguientes operaciones. La cambia-K
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Figura 6.2: Un grupo de gatos. (a) G: el gato inicial, (b) más pequeño y
trepando al rotar a G, (c) más pequeño y estirado.
mos de tamaño —usualmente la disminuimos—, la rotamos, y finalmente
la desplazamos en el plano. Estas operaciones combinadas las podemos
expresar con tan solo seis números a, b, c, d, e, f .
Otra manera más conveniente y más ilustrativa de representar una
transformación af́ın es mostrar directamente los ángulos de rotación in-
volucrados. Para ello damos una sucesión de seis números α, β, r, s, e, f
de acuerdo con la siguiente tabla:(
r cos(α) −s sen(β)







a = r cos(α) b = −s sen(β)
c = r sen(α) d = s cos(β)
e = desplazamiento en x f = desplazamiento en y
Cuadro 6.1: Los seis números para una transformación af́ın.
donde
α = cantidad de rotación en la componente x.
β = cantidad de rotación en la componente y.
r = escala en la componente x.
s = escala en la componente y.
Las ecuaciones que proporcionan estos números son:
r =
√
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El siguiente programa en Mathematica se dedica a las transforma-
ciones afines y redefine la función Affinemap la cual trabaja sobre seis
variables:
phiX_, phiY_, scaleX_, scaleY_, translateX_, translateY_.
Mathematica 6.0
1 Clear[IFS, funcionafin, AffineMap, x, y, T]; (* Borra por si acaso *)
2
3 funcionafin[phiX_, phiY_, scaleX_, scaleY_, translateX_, translateY_]
4 [{x_, y_}] :=
5 {Cos[phiX/180*Pi], Sin[phiX/180*Pi]}*scaleX*x + {-Sin[phiY/180*Pi],
6 Cos[phiY/180*Pi]}*scaleY*y + {translateX, translateY}
7
8 AffineMap[phiX_, phiY_, scaleX_, scaleY_, translateX_, translateY_]
9 [T_List] :=
10 Map[funcionafin[phiX, phiY, scaleX, scaleY, translateX,translateY]
11 [#] &, T];
12
13 IFS[AF_][T_] := Flatten[Outer[#1[#2] &, AF, T, 1, 1], 1];
Como ejemplo, apliquemos una transformación af́ın a la figura ‘mo-
tivo’ que es un poĺıgono en forma de L y coloreado de azul claro. La
transformación es una rotación combinada con una contracción.
Todas las transformaciones afines las podemos representar en este
formato phiX, phiY, scaleX, scaleY, translateX, translateY.
Si phiX=phiY, scaleX=scaleY obtenemos una transformación que
escala al valor scaleX y rota  en un ángulo phiX de manera
simultánea los dos ejes. La ĺınea 1 define nuestra figura inicial, la
ĺınea 4 la dibuja y rotXY es nuestra función (ver fig. 6.3).
De manera similar obtenemos los gráficos para las funciones que
rotan uno solo de los lados, y escalan (ver fig. 6.4):
rotX = IFS[{AffineMap[30, 0, 0.5, 0.5, 0, 0]}];
rotY = IFS[{AffineMap[0, 30, 0.5, 0.5, 0, 0]}];
escala = IFS[{AffineMap[0, 0, 0.8, 0.5, 0, 0]}];
Las reflexiones se obtienen al tomar phiX=180, phiY=0 y viceversa.
Además, en este ejemplo escalamos el motivo (ver fig. 6.5).
refY = IFS[{AffineMap[180, 0, 2/3, 2/3, 0, 0]}];
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Mathematica 6.0
1 motivo = Polygon[{{0, 0}, {0, 3}, {1, 3}, {1, 1}, {2, 1}, {2, 0}, {0,
2 0}}];
3 pol = {{{0, 0}, {0, 3}, {1, 3}, {1, 1}, {2, 1}, {2, 0}, {0, 0}}};
4 Gmotivo = Graphics[{EdgeForm[Thin], LightBlue, motivo}];
5
6 rotXY = IFS[{AffineMap[30, 30, .5, .5, 0, 0]}];
7
8
9 A1 = Graphics[{EdgeForm[Thin], Opacity[0.5, LightRed],
10 Polygon[Nest[rotXY, pol, 1]]}];
11 Show[Gmotivo, A1, ImageSize -> 200]
Figura 6.3: Escalamos y rotamos.
Out[86]=
Figura 6.4: Rotaciones en solo un eje.
refX = IFS[{AffineMap[0, 180, 2/3, 2/3, 0, 0]}];
Para la creación de un SFI también requerimos que nuestras trans-
formaciones afines sean además contracciones; esto es, las imágenes
de dos puntos x, y del plano por medio de w están más cerca de lo
que estaban los puntos antes de aplicar a w —distancia (w(x), w(y)) ≤
distancia (x,y)—.
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Out[114]=
Figura 6.5: Reflexiones.
α β r s e f
w1 0 0 0.5 0.5 0 0
w2 0 0 0.5 0.5 0 0.5
w3 0 0 0.5 0.5 0.5 0
Cuadro 6.2: 18 números describen un SFI de 3 transformaciones.
Si dejamos que la figura T = motivo sea un triángulo, que w1, w2 y
w3 sean tres transformaciones afines, cada una de las cuales traslada el
triángulo después de contraerlo a la mitad (ver figura 6.6), obtenemos la
imagen de la derecha como una transformación de T . Como cada función
wi es de la forma
wi = αi, βi, ri, si, ei, fi
podemos recopilar la información en la tabla 6.2 donde la fila i-ésima
corresponde a la función wi.
En la figura 6.7 presentamos el efecto de aplicar repetidamente w1
a una figura inicial que es un triángulo equilátero. De manera similar
obtenemos la gráfica para la aplicación repetida de las funciones w2 y w3
en la figura 6.9.
w2 = IFS[{AffineMap[0, 0, 0.5, 0.5, 0, 0.5]}];
w3 = IFS[{AffineMap[0, 0, 0.5, 0.5, 0.5, 0]}];
Dado que las transformaciones afines tienen la propiedad de enviar
segmentos de ĺınea recta nuevamente en segmentos de ĺınea recta, el
6.2 SFI 167
Figura 6.6: Efecto de tres trasformaciones sobre un mismo objeto.
cálculo de la imagen de una figura en forma de poliedro es elemental, K
pues basta calcular las imágenes de los vértices y proceder a unirlos con
segmentos de recta —véase las partes sombreadas en la figura 6.6—.
Es a este conjunto de funciones w = {w1, w2, w3} a lo que llamamos
un sistema de funciones iteradas, donde la imagen de T por medio
de w es definida como w(T ) = w1(T ) ∪ w2(T ) ∪ w3(T ) —la unión de
las imágenes por cada una de las funciones—. Al considerar la órbita
de w en la figura inicial T (figura 6.10), tenemos que el SFI al final nos
producirá el triángulo S de Sierpinski, lo que notamos
T, w(T ), w(w(T )), . . . → S.
Sorprendentemente —como veremos en nuestro intermezzo matemá-
tico— todo SFI siempre es forzado a converger a una figura, la cual lla-
mamos el atractor del sistema.
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Mathematica 6.0
1 w1 = IFS[{AffineMap[0, 0, 0.5, 0.5, 0, 0]}];
2 w2 = IFS[{AffineMap[0, 0, 0.5, 0.5, 0, 0.5]}];
3 w3 = IFS[{AffineMap[0, 0, 0.5, 0.5, 0.5, 0]}];
4 gw1[x_, n_] :=
5 Graphics[Polygon[Nest[w1, x, n]], Axes -> True, AspectRatio -> 1,
6 AxesOrigin -> {0, 0}, PlotRange -> {{0, 1}, {0, 1}},
7 Ticks -> {{0, 1}, {0, 1}}];
8 Show[GraphicsArray[Table[gw1[tri, n], {n, 0, 3}]], ImageSize -> 400]
Figura 6.7: Iteración para la transformación af́ın w1.
Figura 6.8: Iteración para w2.
Figura 6.9: Iteración para w3.
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Mathematica 6.0
1 AF = {AffineMap[0, 0, 0.5, 0.5, 0, 0],
2 AffineMap[0, 0, 0.5, 0.5, 0.5, 0],
3 AffineMap[0, 0, 0.5, 0.5, 0, 0.5]};
4 ifs1 = IFS[AF];
5 gifs1[x_, n_] :=
6 Graphics[Polygon[Nest[ifs1, x, n]], Axes -> True, AspectRatio -> 1,
7 AxesOrigin -> {0, 0}, PlotRange -> {{0, 1}, {0, 1}},
8 Ticks -> {{0, 1}, {0, 1}}];

































Figura 6.11: La iteración del anterior SFI de la fig. 6.10 sobre otro objeto
inicial produce el mismo objeto final.
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Figura 6.12: A un SFI no le interesa el objeto inicial.
Mathematica 6.0
1 pol = {{{0, 0}, {0, 3}, {1, 3}, {1, 1}, {2, 1}, {2, 0}, {0, 0}}};
2 rot = IFS[{AffineMap[30, 30, 1, 1, 0, 0]}];
3 rota[x_, n_] := Graphics[Polygon[Nest[rot, x, n]]];
4
5 Show[GraphicsArray[Table[rota[pol, n], {n, 0, 12, 1}]]]
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Otro ejemplo es el gráfico del helecho de Barnsley, descrito como el
atractor del SFI definido por los siguientes parámetros en su representa-
ción matricial (ver cuadro 6.3). En la figura 6.13 el objeto inicial es un
α β r s e f
w1 0 0 0 .16 0 0
w2 0.85 .04 −.04 0.85 0 1.6
w3 0.2 −0.26 .23 0.22 0 1.6
w4 −1.5 0.28 .26 0.24 0 0.44
Cuadro 6.3: Parámetros para un helecho.
rectángulo, y el sistema consta de cuatro funciones. Es sorprendente este
logro de Barnsley por poder codificar con tan solo 16 números esta ima-
gen que visualiza la hoja de un helecho (ver fig. 6.13). El computador no
almacena en la gráfica ningún pixel, solo los parámetros de un proceso.
Para efecto de ganar eficiencia en la generación de la gráfica, es común
asignar a cada función wi un valor pi, el cual es la probabilidad asignada
a cada función —la frecuencia con que es usada—. La figura 6.14 utiliza
este proceso.
Por medio del SFI adecuado podemos generar las formas que queramos, 
algunas simples, otras sorprendentemente intrincadas o algunas que nos
modelan la naturaleza.
La pregunta estrella de esta teoŕıa de SFI es en el otro sentido:
Dada una figura A ¿podemos esperar encontrar w = {w1, w2, . . . , wn}
un SFI de tal manera que su atractor sea precisamente A?
Esto es lo que definimos como codificar la imagen, pues cada wi
será ahora interpretada por seis números. La respuesta se conoce co-
mo compresión de imágenes la cual es un problema abierto, pues hay
mucho que decir sobre los colores, el tiempo, etc.
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Mathematica 6.0
1 fern = IFS[{AffineMap[-2.5, -2.5, 0.85, 0.85, 0, 1.6],
2 AffineMap[49, 49, 0.3, 0.34, 0, 1.6],
3 AffineMap[120, -50, 0.3, 0.37, 0, 0.44],
4 AffineMap[0, 0, 0, 0.3, 0, 0]}];
5 cua = {{{0, 0}, {1, 0}, {1, 2}, {0, 2}}};
6 gfern[x_, n_] := Graphics[{Brown, Line[Nest[fern, x, n]]},
7 Axes -> False, AspectRatio -> Automatic];
8 gfern[cua, 8]
Figura 6.13: El helecho de Barnsley.
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Mathematica 6.0
1 n = 1000; p = {0, 0, 1}; image = Table[0, {n}, {n}];
2 T = {{{0, 0, 0}, {0, 0.16, 0}, {0, 0, 1}},
3 {{0.85, 0.04, 0}, {-0.04, 0.85, 1.6}, {0, 0, 1}},
4 {{0.2, -0.26, 0}, {0.23, 0.22, 1.6}, {0, 0, 1}},
5 {{-0.15, 0.28, 0}, {0.26, 0.24, 0.44}, {0, 0, 1}}};
6 choose = Which[# < 3, 1, # < 76, 2, # < 89, 3, True, 4] &;
7
8 Do[p = T[[choose[Random[Integer, 99]]]].p;
9 image[[Floor[n (p[[1]]/10 + 0.5)] + 1.0,
10 Floor[n p[[2]]/10] + 1.0]]++, {200000}];
11 Graphics[Raster[image, ColorFunction -> (Blend[{White,Green}, #] &)],
12 ImageSize -> 300]
Figura 6.14: Helecho.
Dada una imagen, ¿cuál es su algoritmo?
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Mathematica 6.0
1 arbol = {AffineMap[0,0,1,1,0,0], AffineMap[20,20,0.65,2/3, -0.1,3],
2 AffineMap[45,45,0.5,0.5,0,1.3],AffineMap[-30, -30, 0.6, 2/3, 0, 3],
3 AffineMap[-55, -55, -0.6, 2/3, 0, 2]};
4 arbol1 = IFS[arbol];
5 tri = {{{-0.2, 0}, {0.2, 0}, {0.35, 2.5}, {0.2, 3}, {-0.2, 3}, {0,
6 2.5}}};
7 tri2 = {{{-0.2, 0}, {0, 0}, {0.2, 2.5}, {0, 3}, {-0.2, 3}, {0,
8 2.5}}};
9 cafe = Graphics[{Brown, Polygon[Nest[arbol1, tri, 4]]}]
10 amarillo = Graphics[{Yellow, Polygon[Nest[arbol1, tri2, 4]]}]
11 Show[cafe, amarillo]
Figura 6.15: Arbolito y su generación por iteradas.
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Figura 6.16: Arbusto.
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6.3. Intermezzo matemático: la topoloǵıa para SFI
Sea X = (X, d) un espacio métrico completo con métrica d. Sea H
la colección de todos los subconjuntos compactos de X. El conjunto H
será llamado el espacio de fractales para X. Los pasos con los cuales
abordaremos el tema de la topoloǵıa para un SFI son los siguientes:
1. La métrica d en X induce una métrica h en H.
2. El espacio de fractales (H, h) es también un espacio métrico com-
pleto.
3. Cualquier conjunto finito de contracciones en X induce una única
contracción en H. Este conjunto de contracciones se denomina un
sistema de funciones iteradas (SFI).
4. A cada SFI asociamos el único A elemento de H que actúa como
punto fijo para la contracción asociada. Este elemento A se deno-
mina el atractor de la transformación.
5. Para cada A ∈ H y para cada vecindad VA de A, existe un SFI
cuyo atractor A está contenido en VA. Este hecho se refiere como
el Teorema del Collage.
Para definir la métrica h sobre H nos inspiramos en la métrica d de la
siguiente manera. Dados A, B en H definimos la distancia de un punto
x ∈ X al conjunto B como
d(x, B) = ı́nf{d(x, b) | b ∈ B}.
Este ı́nf es realmente un mı́nimo dado que B es compacto. Por tanto el
número,
d(A, B) = máx{d(a, B) | a ∈ A}
existe dado que A también es compacto. Con lo cual d(A, B) = d(a1, b1)
donde a1 es uno de los elementos de A más distantes a B y b1 ∈ B es
de los puntos en B más cercanos a a1. Notemos que d(x, B) = 0 si y
solo si x ∈ B con lo que d(A, B) = 0 si y solo si A ⊆ B. Por lo tanto
d(A, B) mide qué tan cerca se encuentra A de estar contenido en B.
Pero no es verdad que tengamos una conmutatividad pues en general
d(A, B) = d(B, A) y por tanto lo mejor es definir h(A, B) como
h(A, B) = máx{d(A, B), d(B, A)}, para todo par A, B ∈ H,
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con lo cual h resulta ser una métrica para H, donde la H nos recuerda
que esta métrica se conoce como la métrica de Hausdorff.
El espacio (H, h) es un espacio métrico completo; aśı que el compor-
tamiento de su convergencia es impecable en el sentido de que aquellas
sucesiones de espacios compactos que quieren converger realmente lo pue-
den hacer.
Para definir funciones f : H −→ H existen tres métodos sencillos e
inspirados en las propias funciones f : X −→ X —recordemos que X es
nuestro espacio métrico inicial—.
1. Si f : X −→ X es continua, entonces f induce una función
f : H −→ H ya que env́ıa subconjuntos compactos de X de nuevo
en subconjuntos compactos.
2. Cada elemento C ∈ H induce una función constante fC : H −→ H,
fC(A) = C —llamada una condensación—.
3. Para definir la tercera clase de funciones consideramos una colec-
ción finita {w1, w2, . . . , wn} de contracciones en X, cada una con
un factor de contracción si < 1 —por definición d(wi(x), wi(y)) <
sid(x, y)—. Un conjunto de contracciones aśı, es conocido como un
SFI. Definimos la función W : H −→ H reuniendo la imagen de




wi(B), para todo B ∈ H.
Esta función W es una contracción con respecto a la métrica de
Hausdorff h para H, con factor de contracción s < 1 dado por
s = máx{si} —es un logro de Hutchinson [19] el aplicar las ideas
del matemático polaco Stefan Banach (1892-1945)—.
Como consecuencia, cada función W —SFI— admite un único punto fijo;
esto es, existe un único A subconjunto no vaćıo y compacto de X tal que
A = W (A). Este A se llama el atractor del SFI. Más aun, para cualquier
T ∈ H —no importa cuál T tomemos— la sucesión {T,W (T ), W 2(T ), . . .}
converge a A. Es en este sentido de independencia y unicidad en que el
SFI = {w1, w2, . . . wn} puede ser considerado como una ecuación para la
descripción del fractal.
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En la práctica y para modelar en el computador, las funciones wi de
nuestro SFI usualmente son transformaciones afines del plano, con lo cual
cada una de ellas puede ser expresada por seis parámetros:
wi(x, y) = (aix + biy + ei, cix + diy + fi),
de suerte que el atractor correspondiente se especifica de manera única
por i conjuntos, cada uno de seis números ai, bi, ci, di, ei, fi para cada
una de las wi. En las gráficas 6.10 vemos cómo el triángulo de Sierpinski
puede ser el atractor del SFI cuando el objeto inicial es un gato.
Pensar en el sentido inverso al de los párrafos anteriores es el punto
clave en la teoŕıa de la compresión de imágenes por fractales. Esto es,
dado un subconjunto compacto del plano, ¿es posible encontrar un SFI
de tal manera que ellos generen con suficiente “aproximación” la figura
inicial? El sentido de la palabra “aproximación” es controlable gracias a
la noción de métrica.
Para ello tenemos el ya popular teorema del Collage, no siempre bien
entendido, el cual en lenguaje coloquial nos dice lo siguiente: dada una
imagen T —para el caso en blanco y negro— la cual podemos modelar
como un subconjunto compacto del plano, podemos escoger los coeficien-
tes de un SIF de tal manera que su atractor sea una aproximación de




















lo cual nos dice que si T es cercano a W (T ), entonces el atractor A
tampoco puede estar más lejos.
Por ejemplo, nuestro conocido helecho de Barnsley representa el atrac-
tor de un SIF donde la función en cada fila es representada por seis núme-
ros, escogidos de tal manera que la imagen T del helecho fuera enviada de
manera aproximada sobre śı misma por medio de W ; en cierta manera,
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Mathematica 6.0
1 espada =IFS[{AffineMap[0,0,1,1,0,0],AffineMap[-90,-90,0.5,0.5,3/2,0],
2 AffineMap[90,90,0.5,0.5, -3/2,0],AffineMap[0,0,0.5,0.5,0, 3/2] }];
3 manija1 = {{{0, 0}, {0, -1}, {0, -3}, {-1/2, -1}, {0, 0}}};
4 manija2 = {{{0, 0}, {1/2, -1}, {0, -3}, {0, -1}, {0, 0}}};
5
6 gespada[x_, n_, color_] :=
7 Graphics[{color, Polygon[Nest[espada, x, n]]}, Axes -> False,
8 AspectRatio -> Automatic, AxesOrigin -> {0, 0}];
9 g1 = gespada[manija1, 4, Red];
10 g2 = gespada[manija2, 4, Blue];
11 Show[g2, g1]
Figura 6.17: Una espada fractal.
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las imágenes de las wi haćıan un ‘collage’ de suerte que la unión de ellas
era una representación cercana a T .
Un poco de reflexión revela que el teorema del Collage es tanto mis-
terioso como poderoso. Las funciones wi para nada recuerdan las
imágenes de donde provienen, solo graban los parámetros de contrac-
ción y desplazamiento. Aśı que podŕıamos tomar como figura inicial
la que queramos y al aplicarle el SIF también obtendŕıamos nuestro
helecho.
Para los efectos prácticos en un programa de software que nos pre-
tenda representar al atractor, basta considerar un punto {x0}, pues este
conjunto unitario es compacto y por tanto la sucesión o la órbita de
W+(x0) = {W (n)(x0)} es una sucesión de espacios compactos en H que
converge al atractor A —el juego del caos del caṕıtulo 1— de tal mane-
ra que al ir generando los puntos por el programa, estos van creciendo
exponencialmente, generando aśı una cantidad excesiva de información,
haciendo imposible su almacenamiento.
Para aliviar este problema, en cada paso evaluamos tan solo una de
las funciones wi y la frecuencia con que lo hacemos está dada por una
asignación de probabilidad pi para cada una de ellas. Estudiar la mejor
manera de asignar la probabilidad a cada contracción, de suerte que se
obtenga la mayor eficiencia en la generación del atractor, es hoy en d́ıa
un problema resuelto.
Finalmente, notemos que toda la teoŕıa matemática de este intermez-
zo es de aplicación inmediata sobre la pantalla del computador ya que
las gráficas son desde el punto de vista matemático subconjuntos ce-
rrados y acotados del plano, es decir compactos.
Caṕıtulo 7
Plantas y L-sistemas
7.1. Plantas con Mathematica
Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1 /.g[a$_, b$_] :>
2 (g[b$, b$ + (b$ -a$)#1] &) /@ {0.4 - I 0.19, 0.5, 0.4 +I 0.19}] &,
3 g[0,1], 8] /.g[b_,a_] :> {{Im[a], Re[a]}, {Im[a],Re[a]}},
4 PlotRange -> All, ImageSize -> {500, 200}]
Figura 7.1: Hortaliza iterada.
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Out[35]=
Figura 7.2: Galeŕıa.
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Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1 /.g[a$_, b$_] :>
2 (g[b$, b$ + (b$ -a$)#1]&) /@ {0.58 + I 0.15, 1/2, 0.58 - I 0.15}] &,
3 g[0, 1], 8] /.g[b_, a_]:> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All, ImageSize -> {500, 600}]
Figura 7.3: Arbusto de Sierpinski.
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Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1 /.g[a$_, b$_] :>
2 (g[b$,b$ +(b$ -a$) #1] &) /@ {0.48 +I 0.25, 1/1.2, 0.48 -I 0.25}] &,
3 g[0, 1], 8] /.g[b_,a_] :> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All, ImageSize -> {500, 600}]
Figura 7.4: Simetŕıa.
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Out[34]=
Figura 7.5: Segunda galeŕıa.
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Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1 /.g[a$_, b$_] :>
2 (g[b$,b$ + (b$ - 1.09 a$) #1] &) /@ {0.4 +I 0.3,1, 0.4 -I 0.3}] &,
3 g[0, 1], 6] /.g[b_, a_] :> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All, ImageSize -> {500, 600}]
Figura 7.6: Arbusto
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Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1/.g[a$_, b$_] :>
2 (g[b$, b$ +(b$ - a$)#1] &) /@ {0.57 + I 0.2, 0.3, 0.57 - I 0.2}] &,
3 g[0, 01], 8] /.g[b_,a_] :> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All, ImageSize -> {500, 600}]
Figura 7.7: Brizna.
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Out[12]=
Figura 7.8: El proceso de desarrollo.
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Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1 /.g[a$_, b$_] :>
2 (g[b$,b$ + (b$ -a$) #1] &) /@ {0.51 +I 0.25, 0.5,0.51 -I 0.25}] &,
3 g[0,1], 8] /.g[b_,a_] :> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All, ImageSize -> {500, 600}]
Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1/.g[a$_, b$_] :>
2 (g[b$, b$ +(b$ - a$)#1] &) /@ {0.57 + I 0.2, 0.3, 0.57 - I 0.2}] &,
3 g[0, 1], 8] /.g[b_,a_] :> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All, ImageSize -> {500, 600}]
Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1 /.g[a$_, b$_] :>
2 (g[b$,b$ +(b$ - a$) #1] &) /@ {0.48 +I 0.15, 1/2.3, 0.48 -I 0.15}]&,
3 g[0,1], 8] /.g[b_,a_] :> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All,ImageSize -> {500, 600}]
Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1 /.g[a$_, b$_] :>
2 (g[b$,b$ + (b$ -a$) #1] &) /@ {0.48 +I 0.25,1/1.5, 0.48 -I 0.25}] &,
3 g[0, 1], 8] /.g[b_, a_] :> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All, ImageSize -> {500, 600}]
Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1 /.g[a$_, b$_] :>
2 (g[b$,b$ + (b$ - a$) #1] &) /@ {0.58 +I 0.15, 1/1, 0.58 -I 0.15}] &,
3 g[0, 01], 8] /.g[b_,a_] :> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All, ImageSize -> {500, 600}]
Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1 /.g[a$_, b$_] :>
2 (g[b$,b$ +(b$ -1.07a$) #1]&) /@ {0.4 +I 0.234,0.6, 0.4 -I 0.234}] &,
3 g[0, 1], 6] /.g[b_, a_] :> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All,ImageSize -> {500, 600}]
Mathematica 6.0
1 Graphics[ Line /@ NestList[ Flatten[#1/.g[a$_, b$_] :>
2 (g[b$, b$ +(b$ - a$)#1] &) /@ {0.57 + I 0.2, 0.3, 0.57 - I 0.2}] &,
3 g[0, 01], 8] /.g[b_,a_] :> {{Im[b], Re[b]}, {Im[a], Re[a]}},
4 PlotRange -> All, ImageSize -> {500, 600}]
Figura 7.9: Códigos para la generación de plantas.
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7.1.1. Código en Mathematica
Las anteriores plantas se generaron con la conocida función de ite-
ración NestList. Cada una de ellas merece un análisis por parte del
lector, ojalá computador en mano, pues aunque todas pertenecen a la
misma familia patrón sp., los sutiles detalles evolutivos, como un cambio
de signo, de coordenada, o de amplitud, son los que las hacen diferentes
entre śı.
Figura 7.10: Imagen ‘real’.
El proceso mostrado en la figura 7.8 visualiza la manera como
Mathematica recrea el crecimiento, generando en este caso 3n ramas en
cada paso n, de suerte que al final tenemos una planta o inflorescencia
con miles de ramas. Es posible variar los ángulos de brote de las ramas,
la longitud de las mismas, la escala respecto del tronco inicial, etc. Estos
cambios son los que permiten que tengamos un banco genéticamente casi
infinito —como las caras de los seres humanos—.
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Figura 7.11: Imagen ‘real’.
Hicimos el esfuerzo por anexar en cada figura su código en
Mathematica 6.0, versión que apareció en el mercado al tiempo de es-
cribir este caṕıtulo, lo cual (de manera anecdótica) nos obligó a repensar
los códigos de todo el libro pues inicialmente hab́ıan sido descritos pa-
ra Mathematica 5.0 y no hacerlo por supuesto hubiese implicado que el
libro de entrada quedara desactualizado.
7.2. Árboles
En esta sección presentamos otro código en Mathematica que nos
permite crear otra variedad de plantas: árboles. Este código se modifica
de [18]. Básicamente consiste en generar una lista de ĺıneas por medio
de la iteración de la función doTwins la cual se grafica con el coman-
do Show. El código completo aparece en la siguiente página siguiente.
Cambiando los parámetros Generacion, ramaRotation, ramaAcortar,
ramaAdelgazar, OriginalThickness podemos crear árboles al gusto del
consumidor. Más aún, con la ayuda de Adobe Photoshop creamos efectos
como en las figuras 7.16, 7.17.
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Mathematica 6.0
1 rotar[Line[{inicio_, fin_}], angulo_] :=
2 Line[{ fin, fin + ramaAcortar * Rotate2D[fin - inicio,









12 bifurcar[RGBColor[r_, g_, b_]] :=
13 ( ramaColors =





19 Options[Arbol] ={ Generacion -> 10, ramaRotation -> 0.65,
20 ramaAcortar -> 0.75, ramaAdelgazar -> 0.7,
21 OriginalThickness -> 0.07, ramaColors -> {RGBColor[0, 0, 0]}};
22
23 Arbol[options___] := Block[{Generacion, ramaRotation,
24 ramaAcortar, ramaAdelgazar, originalThickness, ramaColors},
25
26 {Generacion, ramaRotation, ramaAcortar, ramaAdelgazar,
27 originalThickness, ramaColors} = {Generacion, ramaRotation,
28 ramaAcortar, ramaAdelgazar, OriginalThickness, ramaColors} /.
29 {options} /. Options[Arbol];
30
31 Show[ Graphics[ NestList[ doTwins, {First[ramaColors],
32 Thickness[originalThickness], Line[{{0, 0}, {0, 1}}] },
33 Generacion ] ], FilterOptions[Show, options],
34 AspectRatio -> Automatic,PlotRange -> All ]];
35
36 FilterOptions[ command_Symbol, opts___ ] :=
37 Block[{keywords = First /@ Options[command]},
38 Sequence @@ Select[ {opts},
39 MemberQ[keywords, First[#]]& ]]
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Mathematica 6.0
1 Arbol[Generacion -> 9,ramaRotation -> 0.7,ramaAcortar -> 0.6,
2 ramaAdelgazar -> 0.7, OriginalThickness -> 0.03]
Figura 7.12: El código de este árbol corresponde a las funciones descritas en
la página anterior.
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Out[55]=
Figura 7.13: Árboles 1.
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Figura 7.14: Árboles 2.
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Mathematica 6.0
1 Arbol[Generacion -> 9,ramaRotation -> 0.55,ramaAcortar -> 0.8,
2 ramaAdelgazar -> 0.72,OriginalThickness -> 0.03]
Figura 7.15: Sutiles variaciones.
7.2 Árboles 197
Figura 7.16: Este árbol presenta algunos detalles no originales de Mathe-
matica que han sido incorporados con el editor gráfico Adobe
Photoshop, una poderosa herramienta de edición gráfica.




En esta sección abordamos con otro dialecto el mismo lenguaje de los
fractales aplicado a las plantas o a otros patrones. Este dialecto conocido
como L-sistemas lo concibió en 1968 el biólogo húngaro Aristid Linden-
mayer (1925-1989) para describir el proceso de crecimiento natural de las
plantas —y de otros organismos—. Posteriormente, en 1984 fue adaptado
por A. R. Smith a la tecnoloǵıa de los PC para generar patrones fractales.
Una de las fuentes más completas para este tema es sin duda alguna
The Algorithmic Beauty of Plants escrito por P. Prusinkiewicz y Aristid
Lindenmayer. Contiene 150 ilustraciones, 48 de ellas a color.
La idea es crear ciertas secuencias o hileras de palabras, por medio de
un proceso iterativo —computador— de suerte que la secuencia α(n+1)
pueda ser obtenida a partir de la secuencia α(n) al aplicar las reglas
de producción o crecimiento. Por supuesto cada secuencia debe tener
una interpretación gráfica, pero esto no implica que la generación de la
secuencia dependa de esta interpretación; lo uno es teórico y lo otro es un
modelo. Usualmente el modelo utilizado para implementar la capacidad
de graficar se debe a Seymor Papert, con su concepto de la tortuga, o
para aquellos lectores que les evoque el Logo.
Los śımbolos utilizados en el alfabeto para formar las secuencias de
palabras —como originalmente lo hizo Lindenmayer— son letras ordina-
rias del alfabeto como F, G, R, etc., y algunos śımbolos adicionales como
+, −, δ.
Definición de L-sistema:
Se crea un alfabeto con cuyos śımbolos se define un axioma y un sis-
tema de producción en el que se establecen las reglas de sustitución
de los śımbolos por secuencias de śımbolos.
Se aplican las reglas al axioma, produciendo una secuencia de sali-
da.
A la anterior secuencia se aplican de nuevo y de manera sucesiva
las reglas de producción.
El siguiente L-sistema descrito en el cuadro 7.1 consta de un axioma
y dos reglas de producción. El axioma es el carácter o célula inicial H, es
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Axioma: H







Cuadro 7.1: Sustitución de caracteres. La longitud de la cadena crece de
manera dramática, como todo en iteración.
decir que inicialmente solo tenemos la célula H. Las reglas que describen
cómo crear las nuevas células son H → HFH y F → FF; ellas especifican
las sustituciones que se harán en cada iteración.
El intérprete del L-sistema busca los caracteres H y F y cuando los
encuentra los reemplaza por HFH y FF respectivamente. El intérprete
para este libro será el monitor del computador de acuerdo con lo que
queramos que represente cada letra, por ejemplo, una ĺınea, un cuadrado,
etc.
El cuadro 7.1 muestra la manera exponencial como crece el sistema.
En la décima iteración ya tendŕıamos una sucesión con cientos de letras.
Afortunadamente Mathematica tiene un comando para cambiar1 ca-
racteres dentro de una ‘secuencia’ o string : StringReplace. Por ejemplo
el siguiente código indica que se reemplace cada ocurrencia de ab por XK
—nótese que las palabras o strings siempre van entre comillas—.
Mathematica 6.0
1 In[1]:= StringReplace["abbaabbaa", "ab" -> "X"]
2
3 Out[1]= "XbaXbaa"
Si iteramos el anterior comando podemos obtener nuestro algoritmo para
el cuadro en 7.1.
1En general Mathematica tiene una gran habilidad para manipular ‘secuencias’,
ya sea invirtiendo, contando, seleccionando, reemplazando, iterando, etc.
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Mathematica 6.0
1 NestList[StringReplace[#, {"H" -> "HFH", "F" -> "FF"}]&,"H",4]
2
3 {"H", "HFH", "HFHFFHFH", "HFHFFHFHFFFFHFHFFHFH",
4 "HFHFFHFHFFFFHFHFFHFHFFFFFFFFHFHFFHFHFFFFHFHFFHFH"}
Por supuesto, las letras y cadenas de letras por śı mismas no significan
nada, a menos que puedan interpretarse gráficamente para producir una
imagen en la pantalla del PC. Consideremos las siguientes instrucciones
para la tortuga:
F Dibuje una ĺınea (hacia adelante) de cierta longitud l.
f Muévase hacia adelante como en F, pero no dibuje la ĺınea.
+ Gire hacia la izquierda en determinado ángulo δ.
− Gire hacia la derecha en determinado ángulo δ.
Figura 7.18: FFFF−F−FF+FF+FFF−F−FFFFF+FFFF.
Usualmente el ángulo δ se especifica por un número n, donde δ =
360◦/n, de suerte que n = 8 significa δ = 45◦. La posición inicial de la
tortuga es siempre mirando a la derecha del monitor (→) y en 0◦ grados.
Por ejemplo, el proceso de construcción para la curva de Koch puede
ser descrito fácilmente como el siguiente L-sistema. Para el caso F repre-
senta un segmento de recta.
Curva de Koch δ = 60◦
Axioma: F genera una ĺınea
Reglas: F → F + F – – F + F
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Mathematica 6.0
1 LShow[LSystem["F", {"F" -> "F+F--F+F"}, n], N[60*Degree]]
Este código significa2: trace una ĺınea F de longitud determinada, al final
de ella rote la cabeza de la tortuga 60◦ en sentido contrario a las mane-
cillas del reloj, ahora vuelva a trazar la ĺınea la cual resultará inclinada
por la acción de δ, al final de esta ĺınea rote la cabeza de la tortuga hacia
la derecha dos veces consecutivas, lo que producirá un ángulo de 120◦
en el sentido de las manecillas del reloj por la acción del śımbolo − y a
continuación vuelva a trazar el segmento de recta, gire a la izquierda 60◦






El axioma inicial F del anterior L-sistema lo podemos cambiar y no
tener una sola ĺınea en el inicio sino tener un triángulo, lo que equivale
a escribir el L-sistema de la figura 7.21.
De acuerdo con la descripción de las anteriores figuras, la tortuga
interpreta los caracteres en una cadena de letras como una sucesión de
2El código en Mathematica se describe en la página siguiente.
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segmentos de ĺınea recta conectados uno tras otro. Dependiendo de las
longitudes de los segmentos y los ángulos entre ellos la figura que resulta
tiene diferentes formas, pero siempre es una ĺınea continua, complicada
o no, pero ĺınea.
El siguiente código en Mathematica hace el trabajo de graficar nues-
tros L-sistemas. La función LSystem de la ĺınea 6 básicamente crea la
L-string para la n-ésima iteración de la lista de ‘rules’, comenzando
con la secuencia ‘axiom’.
La función LShow de la ĺınea 9 es la encargada de convertir las letras
en ĺıneas y todo la string en un gráfico.
Mathematica 6.0
1 Lmove[z_String, Ldelta_] := Switch[z, "+", Ltheta += Ldelta; ,
2 "-", Ltheta -= Ldelta; , "F", Lpos += {Cos[Ltheta],
3 Sin[Ltheta]},"B", Lpos -= {Cos[Ltheta],
4 Sin[Ltheta]}, _, Lpos += 0.];
5
6 LSystem[axiom_, rules_List, n_Integer, Ldelta_: N[90*Degree]]:=
7 Nest[StringReplace[#1, rules] & , axiom, n];
8
9 LShow[lstring_String, Ldelta_: N[90*Degree]] :=
10 (Lpos = {0., 0.}; Ltheta = 0.; Show[Graphics[Line[Prepend[
11 DeleteCases[ (Lmove[#1, Ldelta] & ) /@ Characters[lstring],
12 Null], {0, 0}]]], AspectRatio -> Automatic]);
De suerte que el código para graficar nuestro copo de nieve hasta el
paso n es simplemente:
Mathematica 6.0
1 LShow[LSystem["F++F++F", {"F" -> "F-F++F-F"}, n],N[60*Degree]]
Copo de Koch δ = 60◦
Axioma: F++F++F genera un triángulo
Reglas: F → F−F++F−F
La figura 7.21 recrea todo el proceso y en la figura 7.22 tenemos el mismo
axioma y la misma regla para el copo de nieve, solo que hemos invertido
los signos, i.e., la manera como gira el ángulo. Por supuesto la capacidad
de crear nuevas figuras está acotada únicamente por nuestra imaginación.
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Pero podŕıamos agregar más letras, más reglas, alargar ĺıneas, etc.,
como lo veremos en las galeŕıas gráficas 7.20, 7.26. Algunas de ellas son
nuestras carpetas del caṕıtulo 1, otras se crearon aleatoriamente, aśı que
son figuras que seguramente ningún ser humano hab́ıa visto antes: ‘la
matemática es un paráıso’ como soĺıa decirse con respecto a la invención
de la teoŕıa de conjuntos por G. Cantor.
Figura 7.20: Galeŕıa 1.
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Copo de Koch δ = 60◦
Axioma: F++F++F genera un triángulo
Reglas: F → F−F++F−F
Mathematica 6.0
1 LShow[LSystem["F++F++F", {"F" -> "F-F++F-F"}, 4],N[60*Degree]]
Figura 7.21: Cambio del axioma en la figura 7.19.
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Mathematica 6.0
1 LShow[LSystem["F++F++F", {"F" -> "F-F++F-F"},5], N[60*Degree]]
2
3 LShow[LSystem["F++F++F", {"F" -> "F+F--F+F"},5], N[60*Degree]]
Figura 7.22: Arriba: copo de nieve. Abajo: cambio de signo para el ángulo.
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Isla de Koch δ = 90◦
Axioma: F+F+F+F genera un cuadrado
Reglas: F → F−F+F+FF−F−F+F
Mathematica 6.0
1 LShow[LSystem["F+F+F+F", {"F" -> "F-F+F+FF-F-F+F"}, 5]]
Out[82]=
Figura 7.23: Axioma y primeras iteraciones para F+F−F−FF+F+F−F.
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Mathematica 6.0
1 LShow[ LSystem["FX", {"X" -> "X+YF++YF-FX--FXFX-YF+",
2 "Y" -> "-FX+YFYF++YF+FX--FX-Y"}, 1], N[60*Degree]]
Out[65]=
Figura 7.24: No importa lo que veamos, se trata de una ĺınea.
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Sierpinski como una ĺınea δ = 60◦
Axioma: YF
Reglas: X → YF+XF+Y
Y → XF-YF-X
Mathematica 6.0
1 LShow[LSystem["YF", {"X" ->"YF+XF+Y", "Y" -> "XF-YF-X"}, 5],
2 N[60*Degree]]
Figura 7.25: El triángulo de Sierpinski como una ĺınea continua,
n vaŕıa de 0 a 5.
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Figura 7.26: Galeŕıa 2.
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Figura 7.27: Como última galeŕıa presentamos las posibilidades del color.
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7.4. Filotaxis
El estudio de los hermosos ordenamientos de las hojas en el tallo de
una planta (o las flores en una inflorescencia), llamado filotaxis (phyllota-
xis, phyllon, hoja, taxis, ordenación), subtiende un número de relaciones
matemáticas muy interesantes.
7.4.1. Proporción
Lo que es la proporción y su significado es algo que siempre ha
inquietado a los estudiosos del arte, el diseño (en la arquitectura o las
ciencias) y la matemática. La proporción busca encontrar la armońıa
entre las partes y el todo de una obra.












significa que a está en
la misma razón a b como 2 lo está a 1, i.e., a es el doble de b.
La proporción más famosa y aplicada a un segmento de ĺınea recta
es la proporción áurea o divina proporción la cual consiste en lo
siguiente: dado un segmento AB de recta y un punto C en su interior,
el segmento queda dividido en dos partes AC y CB con longitudes a y b







Figura 7.28: Razón o proporción áurea.








la longitud total a + b es a la longitud a del segmento mayor como a es


















y la última igualdad conduce a la ecuación cuadrática φ2 − φ − 1 = 0






= 1.6180339887498948482 . . . . (7.3)
Euclides ya conoćıa esta razón φ : 1 en sus construcciones. La no-
tación φ (phi) se atribuye en honor al escultor griego Pheidas quien la
utilizó en esculturas y obras para la construcción del partenón.
Bajo la influencia benévola del artista Piero della Francesca (1416-
1492), el matemático y fraile franciscano de la Italia medieval Fra Luca
Pacioli escribió en el año de 1509 en Venecia un libro acerca de φ llamado
La Divina proporcione, el cual fue ilustrado con dibujos y modelos hechos
por su amigo Leonardo da Vinci. Por supuesto, este escrito teńıa que
pasar a la inmortalidad...
7.4.2. Construcciones áureas
φ a su vez se aplica para hacer construcciones que son estéticamente
placenteras y por ello admiradas y, lo más importante, utilizadas por la
naturaleza.
Rectángulo áureo
Un rectángulo se dice áureo si sus lados tienen la proporción áurea,
es decir, si los lados son c y a, con lado mayor c, se satisface que c : a (c
es a a) como φ : 1. Su construcción es como sigue (ver fig. 7.29).
A partir de un cuadrado cualquiera, digamos de lado a, trazamos una
ĺınea desde el punto medio de un lado a una de las esquinas o vértices
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Figura 7.29: Rectángulo áureo.
en el lado opuesto; medimos esta ĺınea y con esta medida como radio
dibujamos un arco de circunferencia el cual define la longitud del lado
más largo para el rectángulo.
Triángulo áureo
El triángulo áureo se caracteriza por ser un triángulo isósceles (dos









Figura 7.30: Triángulo áureo en un pentágono regular. ABC = 72◦.
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Ángulo áureo
En geometŕıa, el ángulo áureo ϕ es el más pequeño de los ángulos
formados al seccionar una circunferencia acorde a la razón áurea, i.e., si
los arcos correspondientes son a y b entonces a : b como φ : 1. Se tiene
que ϕ ≈ 137.5◦.
Ya veremos cómo las plantas lo incorporan a su diseño: las flores
dentro de la inflorescencia del girasol o la margarita no crecen de manera K








Figura 7.31: Ángulo áureo.
Espiral áurea
La relación 1 +
1
φ
= φ muestra que el rectángulo áureo puede ser
dividido en dos partes: un cuadrado y un rectángulo áureo más pequeño
(los colores grises de la fig. 7.29). ¡Este proceso puede ser iterado! y
entonces a partir del rectángulo más pequeño obtener otro cuadrado y
un nuevo rectángulo áureo aun más pequeño... y continuar el proceso de
manera indefinida [7].
Si en cada nuevo cuadrado que obtenemos (ver fig. 7.32) trazamos
un arco de circunferencia con radio su diagonal, obtenemos (salvo un
especialista) nuestra espiral áurea, una construcción maravillosa.






























Figura 7.33: Espiral áurea.
Números de Fibonacci
Las hojas a lo largo de un tallo de una planta o las ramas a lo largo
de un tronco tienden a crecer en posiciones que optimizan su exposición
al sol, a la lluvia o al aire. A medida que el tallo, tronco o flor crece,
se producen hojas (pétalos, etc.) espaciadas de manera regular. A pesar
de esto, las hojas (pétalos, semillas) no crecen directamente una sobre la
otra porque imposibilitaŕıa a las hojas que están más abajo obtener la
humedad y la luz que necesitan. Por el contrario, el paso de una hoja (o
de otras estructuras) a la siguiente se caracteriza por un desplazamiento
en espiral alrededor del tallo.
Por ejemplo, las semillas en el corazón de la flor de un girasol (fig.
7.35) forman dos clases de espirales en dirección opuesta: una tiene 55 es-
pirales en el sentido del reloj, otra 34 en sentido contrario. Algunas flores
de mayor tamaño y con la misma forma tienen 55 y 89 espirales respecti-
vamente. ¿Quiénes son estos números 34, 55, 89,...? Sorprendentemente,
estos números son números consecutivos de Fibonacci.
Leonardo de Pisa (1170–1250), matemático italiano apodado Fibo-
nacci (‘ de buena cuna’), introdujo en 1202 la conocida sucesión de núme-
ros F llamada de Fibonacci3, al tratar de recrear un modelo matemático
para la reproducción de una pareja de conejos a través del tiempo.
3Esta sucesión ya era conocida en culturas como la hindú.
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F = 1, 1, 2, 3, 5, 8, 13, 21,34,55,89, 144, 233, 377, 610, 987, 1597, 2584,
4181, 6765, 10946, 17711, 28657, 46368, 75025, 121393, . . .
Si fn es el n-ésimo término de la sucesión, el matemático y astrónomo
alemán Johannes Kepler (1571-1630) describió los números de Fibonacci
de manera inductiva o iterada, diciendo que cada número es la suma de
los dos anteriores:
fn = fn−1 + fn−2, con f1 = f2 = 1.
Y más importante aún, el mismo Kepler observó (como observaba a sus
planetas) que el cociente
fn
fn−1
de números de Fibonacci consecutivos se






Los números de Fibonacci aparecen en Botánica, dentro de la filotaxis,
con gran regularidad, armonizando la disposición de las partes, no como
una ley sino como una sabia tendencia natural. Lo mismo sucede con el
ángulo áureo y la disposición de las hojas, etc.
Mathematica lo hace bien calculando sucesiones. A continuación defi-
nimos la sucesión de Fibonacci en las ĺıneas 1 y 2; luego, en la ĺınea 4
calculamos los quince primeros términos de esta sucesión Array la cual
tiene como salida a la ĺınea 6.
Mathematica 6.0
1 f[x_] := f[x] = f[x - 1] + f[x - 2]
2 f[0] = f[1] = 1
3 Array[f[#] &, 15]
4
5 {1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987}
El siguiente comando define en la ĺınea 1 la sucesión para los cocientes
entre los términos de la anterior sucesión de Fibonacci; a continuación
calculamos en la ĺınea 6 el valor numérico de los primeros doce de es-
tos términos y verificamos que esta sucesión efectivamente converge al




1 In[17]:= Array[f[#]/f[# - 1] &, 15]
2
3 Out[17]= {1, 2, 3/2, 5/3, 8/5, 13/8, 21/13, 34/21, 55/34, 89/55,
4 144/89, 233/144, 377/233, 610/377, 987/610}
5
6 In[18]:= N[Array[f[#]/f[# - 1] &, 12], N[6]]
7
8 Out[18]= {1.00000, 2.00000, 1.50000, 1.66667, 1.60000, 1.62500,
9 1.61538, 1.61905, 1.61765, 1.61818, 1.61798, 1.61806}
El siguiente diseño es hecho desde LATEX en lenguaje de programación




3 \psPTree[xWidth=1.75cm, Color=true] \psdot*[linecolor=white](0,0)
4 \end{pspicture}
Figura 7.34: Árbol.
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Mathematica 6.0
1 Graphics[{Table[{Blend[{Yellow, Orange}, t/l],
2 Disk[i {Sin[i (137.5 ◦)], Cos[i (137.5 ◦)]}, 1.2 Sqrt[i]]},
3 {i, 0, 400}]}, ImageSize -> {450, 450}]
Figura 7.35: El ángulo áureo ϕ = 137.52◦ controla las espirales.
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Al calcular cocientes entre números alternados de Fibonacci se obtiene











· 360◦ = 137.52◦.
ϕ debeŕıa ser la pesadilla del botánico.
Mathematica 6.0
1 Table[Graphics[
2 Table[Disk[Sqrt[i] {Sin[i (a ◦)], Cos[i (a ◦)]}, 0.6], {i,0,250}]],
3 {a, 137.1, 137.9, 0.1}]
Out[158]=
Figura 7.36: Solo la figura central tiene el ángulo correcto ϕ = 137.5◦. Aun-
que la diferencia entre el ángulo en cada figura es de 0.1◦, la
desviación de las espirales es sorprendente.
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Mathematica 6.0
1 Table[Graphics[ Table[Disk[Sqrt[i] {Sin[i(a ◦)], Cos[i(a ◦)]}, 0.4],
2 {i,0,250}]], {a, 168, 169.1, 0.1}]
Out[162]=
Figura 7.37: Arreglos para ángulos diferentes a ϕ.
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Figura 7.38: Cono de pino y ϕ.
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Mathematica 6.0
1 Graphics3D[Table[Sphere[ Sqrt[i] {Sin[i (137.5 ◦)],
2 Cos[i (137.5◦)], -0.05 N[i + 1/1^10]^0.65}, 2.5], {i, 0, 250}],
3 ImageSize -> {300, 300}, Boxed -> False]
Figura 7.39: Dentro del cono.
Mathematica 6.0
1 Graphics3D[{Table[Sphere[Sqrt[i] {Sin[i (137.5 ◦)],
2 Cos[i (137.5 ◦)], 0 }, 1.1], {i, 0, 300}]},
3 ImageSize -> {450, 300}, Boxed -> False]
Figura 7.40: Crecimiento en espiral utilizando el ángulo áureo.
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Figura 7.41: Únicamente la cuarta figura tiene el ángulo correcto.






Figura 7.42: Filotaxis desde Postscript.
Apéndice A
Introducción breve a Mathematica
Este apéndice es una breve introducción a
Mathematica en su versión 6.0, enfocado prin-
cipalmente a lo que se utiliza en este libro.
Mathematica es sobre todo un inmenso pa-
quete de software para hacer cálculo compu-
tacional y exploración. Es una herramienta especializada en análisis numéri-
co y cálculo simbólico, que incorpora un potente lenguaje de programa-
ción propio y una interfaz externa que permite salidas a C, Fortran y TEX,
además de otras potentes comunicaciones con otros paquetes mediante
MathLink.
Contiene cientos de funciones matemáticas y comandos para producir
gráficas. Tiene además un completo lenguaje de programación.
La ayuda disponible en Mathematica es bastante completa y se puede
encontrar dentro del menú Help. Por supuesto, la mejor manera de acce-
der a todos los temas relacionados es ir al propio portal de Mathematica
http://www.wolfram.com/products/mathematica y a la extensa base
http://mathworld.wolfram.com/
A.1. Lo básico
En su nivel básico Mathematica puede utilizarse como una simple
calculadora. Lo que se quiere evaluar se introduce en las llamadas input
cells y lo escribimos en este libro en la fuente true type. Para evaluar
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presionamos simultáneamente las teclas SHIFT + ENTER . El resultado
lo da Mathematica en las output cells las cuales escribimos con color gris,
a menos que sean gráficas.
Este es un ejemplo:
In[1]:= 2+2
Out[1]:= 4
En general omitimos escribir los términos In[1]:= y Out[1]:= los
cuales se escriben y numeran de manera automática —con el mismo
número para la respectiva entrada y salida—. Podemos escribir entradas
tan largas como queramos y en tantas ĺıneas como necesitemos. Si que-
remos hacer comentarios para uso personal y no léıdos o ignorados por
Mathematica usamos los śımbolos (∗ Comentario ∗).
(5*7 - 32/6)/4 (* Aquı́ va el comentario *)
89
12
Obtuvimos un fraccionario. Mathematica puede calcular con la exac-
titud que queramos estas salidas numéricas. Para ello utilizamos el co-
mando o función N (de numérico). En el siguiente ejemplo, % llama al
output inmediatamente anterior; pueden usarse %%, %%%, etc., para lla-
mar el penúltimo, antepenúltimo, etc. Otra forma es usar %n donde n es
el número del output requerido.
N[%]
7.41667








Podemos indicar la precisión para un cálculo. Aqúı obtenemos a π
con una precisión de 100 cifras —el cálculo dura 1 segundo—.
N[Pi, 100]
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3.141592653589793238462643383279502884197169399375105820974944
592307816406286208998628034825342117068
Usted debe digitar “exactamente como se muestra”. Detalles como le-
tras mayúsculas, paréntesis [ ], corchetes { } o ( ) son muy importantes.




El resultado tiene más de 60 d́ıgitos. Mathematica puede calcular el
largo de las listas o sucesiones.
Length[IntegerDigits[%]]
65
A.1.1. Cómo graficar una función
Para graficar la función f(x) = x2 en el intervalo [−2, 2], definimos
primero la función y luego la dibujamos.
f[x_] := x^2;
Plot[f[x], {x, -2, 2}]





Podemos dibujar varias funciones de manera simultánea. Nótese que
Mathematica conoce de antemano estas funciones. Las opciones y estilos
para el comando Plot y en general para todos los comandos son abun-
dantes y deben ser invocadas con el śımbolo → el cual se digita ->.
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Plot[{Sin[x], Sin[2 x], Sin[3 x]}, {x, 0, 2 Pi}, PlotStyle -> {Thick,
Red, Dashed}]





Tan fácil como lo anterior es pintar en tres dimensiones (3D):










Ahora el mismo gráfico con algunas opciones de color y eliminando
la malla:
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Plot3D[(x^2 + y^2) Exp[1 - x^2 - y^2], {x, -3, 3}, {y, -3, 3},
PlotStyle -> Opacity[0.5],Mesh -> None,Boxed -> False,Axes -> False]
A.2. Listas
Una lista en general es un conjunto ordenado de objetos separados
por comas y encerrados entre corchetes. No hay restricciones sobre el
contenido o estructura de los elementos de una lista.
Una de las caracteŕısticas de Mathematica es su habilidad para crear
y manipular —dibujar— listas o sucesiones. Las listas constituyen una
de las estructuras más poderosas y flexibles en Mathematica y se utilizan
para representar diversos objetos matemáticos.
Una lista como {1, 2, 3} es una colección de tres números, pero es
posible crear una lista de listas, i.e., sus elementos son de nuevo listas, o
gráficas, etc. Podemos también tratar la lista como un solo objeto.
Generemos, sumemos y grafiquemos la lista de los primeros 25 núme-
ros primos.
Primos = Prime[Range[25]]
2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73,
79, 83, 89, 97
In[59]:= Apply[Plus, Primos] (*suma*)
1060
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ListPlot[Primos, Filling -> Axis]





La utilidad de las funciones puras definidas utilizando el śımbolo # es
impresionante para el cálculo simbólico; el operador & significa ‘aplicar’.
La mayoŕıa de las funciones internas de Mathematica actúan separada-
mente sobre cada elemento de las listas (técnicamente se dice que son
listables). Elevemos al cuadrado cada uno de los términos de la anterior
lista Primos.
In[18]:= #^2 &[Primos]
Out[18]= {4, 9, 25, 49, 121, 169, 289, 361, 529, 841, 961, 1369, 1681, 1849,
2209, 2809, 3481, 3721, 4489, 5041, 5329, 6241, 6889, 7921, 9409}
En términos muy básicos, las listas proporcionan un procedimiento
para unir varias expresiones (de cualquier tipo) en un solo objeto.
A la lista generada le podemos asignar un nombre y Mathematica
recordará de qué se trata. Podemos ahora hacer aritmética con todos los
elementos de la lista de una vez, o asignar la lista a una variable, es decir
darle un nombre.
v = {2, 4, 3, 7};
v/(v - 1)
{2, 4/3, 3/2, 7/6}
Hay varias funciones dedicadas exclusivamente a crear, mostrar y ma-
nipular los contenidos de una lista. Los comandos Table y Range se de-
dican a crear listas.
In[1]:= Table[i^2, {i, 10}]
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{1, 4, 9, 16, 25, 36, 49, 64, 81, 100}
Veamos una tabla donde vaŕıan dos parámetros i,j. La tabla de este
ejemplo es una lista de listas.
Table[10 i + j, {i, 4}, {j, 3}]









El comando Range produce una lista desde un valor inicial hasta un
valor final, con una cantidad definida para el incremento en cada paso.
Range[1, 6, 0.5]^2
{1, 2.25, 4, 6.25, 9, 12.25, 16, 20.25, 25, 30.25, 36}
q^Range[5]
{q, q2, q3, q4, q5}
Creemos la lista Datos. El śımbolo ‘;’ evita el output pero Mathema-
tica recuerda la lista de puntos Datos la cual graficamos agrandando el
tamaño de los puntos.
Datos = Table[{x, Sin [x]}, {x, -Pi, Pi, .5}];
ListPlot[Datos, PlotStyle -> {PointSize[.015]}]
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Estos puntos, que son el gráfico de una lista de parejas, pueden ser
unidos por medio de ĺıneas.
ListLinePlot[Datos, PlotStyle -> {PointSize[.015]}]





Un caso frecuente es generar la gráfica de una tabla de funciones.
Primero ha de generarse la tabla y entonces evaluar las funciones para
valores concretos de la variable x.
Plot[Evaluate[Table[BesselJ[n, x], {n, 4}]], {x, 0, 10}]






Otra manera de crear listas es por medio de la iteración. Iterar es
básicamente componer. Repetir un mismo proceso una y otra vez.
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El comando Nest[f,expr,n] da como resultado la aplicación de n
veces f a expr.
Nest[f, x, 3]
f [f [f [x]]]




{x, x2, x4, x8, x16, x32}
La función que queremos iterar puede ser una función pura.
Nest[(1 + #)^2 &, x, 3](








Calculamos la tercera iterada para el valor x = 1.
Nest[(1 + #)^2 &, 1, 3]
676
El comando NestList da una lista de todas las n+1 iteraciones. Defini-
mos a f y hacemos una lista con sus 6 primeras iteradas.
f[x_] := x^2
NestList[f, x, 5]
{x, x2, x4, x8, x16, x32}
NestList[(1 + #)^2 &, x, 3]{








NestList[(1 + #)^2 &, 1, 3]
{1, 4, 25, 676}
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A.3. Puntos fijos y ráıces
Problemas como encontrar un valor x tal que cos(x) = x son fáciles
de resolver con Mathematica . Hay dos maneras, una numérica que utiliza




y otra que es gráfica:
Plot[{Cos[x], x}, {x, 0, 1}]






Encontremos las ráıces de un polinomio —incluyendo las complejas—.
NSolve[z^3 - 1 == 0, z]
{z → −0.5 − 0.866025i, z → −0.5 + 0.866025i, z → 1}
El comando FixedPointList[f,expr] genera una lista que muestra
los resultados de aplicar f de manera repetida, comenzando con expr,
hasta cuando el resultado no cambia más. Mostremos la convergencia a√
2 con el método de Newton.
FixedPointList[(# + 2/# )/2 &, 1.0]
{1., 1.5, 1.41667, 1.41422, 1.41421, 1.41421, 1.41421}
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Figura A.1: Mariposas en el realismo mágico.
A.3.1. Números complejos
Mathematica opera la aritmética de los números complejos con to-
da naturalidad. El śımbolo I representa a i =
√−1. Las partes real e
imaginaria, conjugado, valor absoluto, argumento, etc., de un número
complejo.
(4 + 3 I)/(2 - I)
1 + 2i
Re[3 + 4 I]
3
Im[3 + 4 I]
4
Conjugate[3 + 4 I]
3 − 4i
Abs[3 + 4 I]
5
Arg[3 + 4 I]
arctan 4
3
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16 A = Graphics[{Red, Thick, Line[{mariposa}]}];
17 B = Graphics[{Yellow, Polygon[{mariposa}]}];
18 Show[B, A]
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Hace varios años, cuando observé por primera vez una figura fractal, 
algo en mí quedó atraído hacia este tipo de estructuras. ¿Atracción 
fractal? Aunque no me siento calificado para definir o caracterizar 
lo que es hermoso o bello —al fin y al cabo estos conceptos cambian 
con las culturas— supe que esa belleza interior me perseguiría; 
entonces abordé el tratar de encontrar el porqué y el cómo.
Este escrito, consecuencia directa de ese interés fractal que comenzó 
cuando se escribió el libro Fractales para profanos, pretende 
introducir al lector en el uso del paquete de software Mathematica®, 
en especial lo concerniente al tema de la iteración, el cual conduce 
necesariamente al mundo de los fractales.
