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Preface
It can be observed that the Internet traﬃc generated by multiplayer computer games, radio
broadcasts, music ﬁles, videos, etc., is rapidly increasing. No doubt, the future Internet
will carry more and more traﬃc related to diﬀerent multimedia applications. It is also
envisaged that future “in home” networks will be also mostly used for such purposes. Even
the 3G mobile telephony is being marketed as a vehicle for watching television programs
while on the move. The similar trend can be observed in most of the current research in
the area of communication systems and networks, i.e., the envisaged application are high
volumes of data generated by multimedia applications delivered with the certain level of the
quality of service (QoS) to mobile customers.
This special issue on the multimedia communications contains selected papers from the
3rd Workshop on the Internet, Telecommunications and Signal Processing, WITSP’2005,
which was held in December 2004 in Adelaide, South Australia. The Workshop built on
the successes of two previous events, WITSP’2002 – held in Wollongong in 2002, and
WITSP’2003 – held in Coolangatta on the Gold Coast in 2003. The response to the original
call for papers has exceeded our expectations, with 165 submissions, which have been 12 more
than for the previous workshop combined with the 7th International Symposium on DSP and
Communication Systems and almost three times that of the 1st WITSP held in Wollongong.
All submitted papers have been peer reviewed, and each paper received two independent
reviews. Based on those reviews, 82 papers have been accepted and ﬁnally 76 papers
included in the workshop program. After the Workshop, the authors of 11 papers were
asked to revise and extend their contributions to form this special issue.
The papers invited to this issue cover a range of topics spanning from the image coding,
unequal error protection coding and data encryption, through the problems of mobile ad
hoc networks, traﬃc management in the high speed Internet, to techniques enabling better
bandwidth utilization and accuracy of hardware involved in signal estimation at the receiver
in the presence of high level of noise. The papers are presented in the order resembling the
IP protocol stack.
The ﬁrst group of four papers deals with the issues related directly to multimedia applica-
tions. The paper Gaze-J2K: gaze-inﬂuenced image coding using eye trackers and JPEG 2000
by A. Nguyen, V. Chandran, and S. Sridharan presents a system incorporating the use of
eye tracking and JPEG 2000 to allow a customized encoding of an image by using the
user’s gaze pattern. It is followed by the paper Benchmarking image codecs by assessment
of coded test images: the development of test images and new objective quality metrics
by A. Punchihewa, D. G. Bailey, and R. M. Hodgson describing a simple but accurate
method for fast assessment of the degree of blockiness, edge-blur and ringing due to image
compression. The eﬃciency of the method is demonstrated for a JPEG codec at diﬀerent
compression levels. The third paper Application of convolutional interleavers in turbo codes
with unequal error protection by S. Vaﬁ, and T. A. Wysocki demonstrates usefulness of con-
volutional interleavers to design unequal error protection turbo codes. By using such codes,
diﬀerent parts of multimedia data blocks can be diﬀerently protected signiﬁcantly decreasing
the total code redundancy compared to the case where the whole data block were protected
at the level required for the most important part of the block. The last paper in the group
An identity-based broadcast encryption scheme for mobile ad hoc networks by C. Y. Ng,
Y. Mu, and W. Susilo proposes a secure protocol for mobile devices to construct a group
key for a set up of a secure dynamic communication network.
The ﬁfth paper of the issue An adaptive LQG TCP congestion controller for the Internet by
L. B. White and B. A. Chiera addresses the problem of congestion control for transmission
control protocol (TCP) traﬃc in the Internet. The proposed method is based on an adaptive
linear quadratic gaussian (LQG) formulation that uses an extended least squares system
identiﬁcation algorithm combined with optimal LQG control.
The next two papers: Load-balanced route discovery for mobile ad hoc networks by
M. Abolhasan, J. Lipman, and T. A. Wysocki, and Eﬀect of unequal power allocation in turbo
coded multi-route multi-hop networks by T. Wada, A. Jamalipour, K. Ohuchi, H. Okada,
and M. Saito, deal with the important type of the networks which will be also carrying
a signiﬁcant proportion of multimedia traﬃc in the future. Such networks are promising
candidates for next generation mobile communications and will facilitate extending the cov-
erage area without the signiﬁcant infrastructure costs.
The following three papers: An adaptive iterative receiver for space-time coding MIMO
systems by C. Teekapakvisit, V. D. Pham, and B. Vucetic, Exact pairwise error probability
analysis of space-time codes in spatially correlated fading channels by T. A. Lamahewa,
M. K. Simon, T. D. Abhayapala, and R. A. Kennedy, and CDMA wireless system with blind
multiuser detector by W. Y. Leong and J. Homer report on research into techniques for better
bandwidth utilization and interference mitigation in wireless systems. Such techniques will
be necessary for the future wireless networks to accommodate ever growing number of users
with increased bandwidth demands caused by the multimedia applications.
The ﬁnal paper of the issue A highly accurate DFT-based parameter estimator for complex
exponentials by J. Tsui and S. Reisenfeld describes a low complexity algorithm for the phase
and amplitude estimation suitable for real time digital signal processing applications which
are necessary for an accurate reconstruction of data from the received signal.
The guest editor would like to thank here all the authors for their contributions and the
reviewers for their hard work in preparing their submissions, reviewing, and revising the
papers on time.
Tadeusz Antoni Wysocki
Guest Editor
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Abstract— The use of visual content in applications of the
digital computer has increased dramatically with the advent
of the Internet and world wide web. Image coding standards
such as JPEG 2000 have been developed to provide scalable
and progressive compression of imagery. Advances in image
and video analysis are also making human-computer interac-
tion multi-modal rather than through the use of a keyboard
or mouse. An eye tracker is an example input device that
can be used by an application that displays visual content to
adapt to the viewer. Many features are required of the for-
mat to facilitate this adaptation, and some are already part
of image coding standards such as JPEG 2000. This paper
presents a system incorporating the use of eye tracking and
JPEG 2000, called Gaze-J2K, to allow a customised encoding
of an image by using a user’s gaze pattern. The gaze pattern
is used to automatically determine and assign importance to
fixated regions in an image, and subsequently constrain the
encoding of the image to these regions.
Keywords— eye tracking, image compression, importance map,
JPEG 2000, region of interest.
1. Introduction
The use of visual content in applications of the digital
computer, such as the Internet and world wide web, has
increased dramatically in recent years. Image compression
standards such as JPEG 2000 [1, 2] have been developed
to provide scalable and progressive compression, and thus
images can be displayed with varying resolution and qual-
ity depending on the bandwidth, memory and time avail-
able. Applications such as electronic commerce have be-
come a reality, allowing merchandise in e-commerce to be
displayed as images.
Advances in image and video analysis are also mak-
ing human-computer interaction multi-modal, rather than
through the use of a keyboard or mouse. New sensors and
input devices such as the eye tracker have emerged. An eye
tracker can locate on the monitor screen where a user is
looking. Recent advancements in eye tracking technology,
specifically the availability of cheaper, faster, accurate and
user-friendly trackers, have inspired new research into eye
movements and gaze patterns. Eye trackers are no longer
intrusive or require cumbersome headgear to be worn.
Eye tracking can be used by an application that requires the
display and adaptation of visual content to the viewer, pro-
vided the format in which the image is represented (coded)
and reconstructed (decoded and displayed), and the envi-
ronment (operating system extensions) in which the format
is utilised can support such adaptation. Many features are
required of the format to facilitate this and some are al-
ready a part of image coding standards such as JPEG 2000.
Images can be encoded and decoded in JPEG 2000 with
scalable resolution and quality in a progressively increas-
ing manner, and regions of interest (ROI) can be se-
lected in images and used to encode/decode the image in
a non-uniform manner. This paper presents a system, called
Gaze-J2K, which uses eye trackers and JPEG 2000 to al-
low an image author (i.e., user at the encoder) to use
their gaze to automatically determine and assign impor-
tance to fixated regions in an image, and subsequently con-
strain the encoding of an image to these regions. This al-
lows the user to receive the image as desired by the im-
age author. This is very useful for the Internet and world
wide web for applications such as merchandising, where
faster interpretation of image contents would imply the
faster rejection of unwanted images and hence improve
user productivity.
2. Gaze-J2K system overview
The Gaze-J2K system incorporates a multi-modal interac-
tion device provided by an eye tracker to allow an image
author to influence and direct the encoding of an image to
particular objects or ROIs in an image using JPEG 2000.
The system comprises of three stages of operation as shown
in Fig. 1, namely, gaze point collection, gaze point anal-
ysis and ROI prioritised JPEG 2000 image coding. Here
the gaze point collection stage records information on the
location and sequence of regions in an image followed
by the image author. The structure of the spatial and
temporal characteristics of the gaze pattern can then be
used as parameters and analysed to generate ROIs and
its measure of importance. These ROIs and importance
scores define a ROI “importance” map, which can be in-
put to a JPEG 2000 ROI encoder to prioritise the image
code-stream according to the importance map specification.
A client at the decoding end can receive the image progres-
sively with the default ROIs, which were considered impor-
tant by the image author, reconstructing faster than other
regions in the image. Each stage of operation is described
in further detail in the following sections.
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Fig. 1. Gaze-J2K system block diagram.
3. Gaze point collection
The goal of gaze or eye tracking is to determine the gaze
point on the field of view where a user is looking. The
device used to record eye movements was an EyeTech
video-based corneal reflection eye tracker [3]. Infrared
lights were mounted on both sides of a computer moni-
tor to illuminate the eye and provide reference points for
the eye tracker. The method of operation relies on fo-
cusing and tracking the infrared reflections from a user’s
Fig. 2. Example eye tracker gaze data output (extract).
eye using an image sensing camera mounted in front of
the monitor screen. By analysing the position of the in-
frared light reflections and the center of the pupil con-
tained in the image captured, the gaze point can be deter-
mined. The gaze-tracker can operate at 15 to 30 frames
per second (fps) and records the position and time of
gaze. The system was setup so that gaze data collec-
tion can be conducted on an image and screen resolution
of 1024×768 pixels.
An example extract of a recorded gaze data output by the
eye tracker at 15 fps is shown in Fig. 2. The first line
of the recorded gaze data shows how many samples were
recorded. Each line thereafter contains information for one
gaze point, which details the sample number, x-position
(pixels), y-position (pixels), time from start (ms), and time
from last sample (ms). The position and time information
provided by the gaze data provides a couple of parameters
that can be used to analyse the gaze pattern and determine,
if any, ROIs fixated by the viewer.
A collection of gaze data were obtained from 13 subjects, of
which 11 were naive to the purpose of the study. Six colour
images (boat, cow, horse, paddock, rockclimb, and yacht),
each with at least one primary object of interest clustered
in a scenic background as shown in Fig. 3 (in this edition
black-white), were displayed on the computer monitor, and
each subject was told to locate and examine the objects in
the image. For each image, the task was repeated three
times for a duration of 15 seconds each. The eye tracker
sample rate was set to 20 fps.
A few problems can occur at this stage of the Gaze-J2K
process due to the eye tracker failing to track the infrared
reflections or the pupil of the eye. As a result, the number
of gaze points recorded by the eye tracker can be consid-
erably less than normal. Drifts in the location of the gaze
points cause by the tracking of the infrared reflections can
also correspondingly produce an offset relative to the ac-
tual location fixated. If this offset is large enough, then
subsequent stages of Gaze-J2K will generate a ROI map
that will not correspond to the ROI. Minor drifts, however,
will not adversely affect the results.
A culling process was performed to discard gaze data sets
that were found to be unsuitable for further processing.
A total of 229 out of the 234 gaze patterns were retained
for the testing of subsequent stages of Gaze-J2K. These
discarded gaze data sets were mainly due to the eye tracker
failing to locate the viewer’s location of fixation for the vast
majority of the viewing duration.
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Fig. 3. Gaze-J2K colour test images (1024× 768, 24 bpp): (a) “beach”; (b) “cow”; (c) “horse”; (d) “paddock”; (e) “rockclimb”;
(f) “yacht”.
4. Gaze point analysis
The purpose of gaze point analysis is to analyse a viewer’s
gaze pattern to determine ROIs fixated by the viewer. This
procedure reduces the spatial characteristics of the gaze
pattern to a limited subset of clusters that would represent
ROI candidates. The choice of clustering technique is influ-
enced by a number of factors such as whether the probabil-
ity densities of the data are known or can be modelled, and
the size of the data set. Since the number of gaze location
points are limited and its spatial distribution is unknown, an
unsupervised clustering technique, such as K-means, was
used. In addition to the clustering procedure, a means to
determine the importance of the ROI candidates was also
investigated. The following subsections detail the develop-
ment of the ROI clustering and ROI mapping stages.
4.1. ROI clustering
The ROI clustering involves the partitioning of gaze points
into mutually exclusive clusters such that the loci of the
points belonging to the clusters represent ROI candidates
for the particular gaze pattern. Here, a K-means cluster-
ing method is used to assign data to one of K clusters
using the distance from the means of these clusters. A data
vector is assigned to the nearest cluster mean. After all
data vectors are classified, the means are updated using the
sample means of the data vectors assigned to that cluster.
The process is iterated until convergence (i.e., the means
do not change significantly when compared against a pre-
cision threshold). The result is a set of clusters that are
as compact and well-separated as possible. The K initial
values for the cluster means were chosen randomly from
the data set. These initial values can cause K-means to
converge to a local minima, where the total sum of dis-
tances are a minimum, from which a better solution may
exist. To avoid this, K-means was repeated a number of
times and if different local minimums exists then the case
with the lowest total sum of distances, over all repetitions,
was returned.
The value K can be arbitrarily chosen based on examination
of the gaze tracking data, or simply by increasing the num-
ber of clusters to see if K-means can find a better grouping
of the data. One method to automatically determine K is to
determine how well-separated the resulting clusters are and
choose a K which gives maximum separation. A silhou-
ette score can be used to measure how close each point in
one cluster is to points in neighbouring clusters. This mea-
sure ranges from +1, indicating that the points are very
distant from neighbouring clusters, through to 0, indicat-
ing points that are not distinctly in one cluster or another,
to −1, indicating points that are probably assigned to the
wrong cluster. The average of the silhouette scores for each
K can be used as a quantitative measure to compare differ-
ent K’s. In this paper, K-means was repeatedly performed
by increasing K by 1 at each stage until the silhouette score
for the grouping of data for K + 1 is less than that for K.
In such a case, K would give a maximum silhouette score
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Fig. 4. An illustrated example of the ROI clustering and mapping process: (a) gaze locations (circles) recorded by an eye tracker;
(b) output of K-means clustering process showing cluster loci of ROI candidates (ellipses); (c) set of ROI cluster candidates after merging
of close clusters; (d) final ROI importance map output after culling of “unimportant” clusters; (e) importance scores using the visit
weighted (cluster count)2 metric for the clusters shown in Fig. 4c.
and the data vectors and mean of the clusters that corre-
spond to K would represent the “best” grouping of the data.
In some cases, several clusters may be close together and
a procedure is required to merge the two clusters. The rule
used to merge was if any two cluster means fall within
a distance threshold of 10% of the average of the image
dimensions, then the two clusters would merge into one.
The merging process would often merge multiple clusters
belonging to the same object into a single cluster. The
number of clusters, K, and the cluster mean are updated as
the clusters are merged.
The cluster means and covariances of the data vectors that
were assigned to the clusters were used to generate ellipses
to represent the loci of ROI candidates. The major and
minor radial components of the ellipses were chosen to
be 2.58 standard deviations in each direction. In such a case,
if the cluster’s spatial distribution was Gaussian, then this
will represent approximately 99% of data points belonging
to the cluster. The total ROI size (area bounded by all the
ellipses) was also restricted to less than 25% of the image
space. This is to ensure that during the encoding process,
the reconstructed quality of ROIs more than compensates
for the overhead in encoding the ROI [4]. If the ROI area
did not satisfy this condition, then the process was repeated
using K = K +1.
An illustrated example of the ROI clustering process using
the “beach” image is shown in Fig. 4. The “beach” im-
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age contains a number of objects of interest that a viewer
may gaze upon, namely the windsurfer and perhaps the
boat and people swimming (towards the right hand side
of the image). For a particular viewer, the location of gaze
points recorded by the eye tracker are shown in Fig. 4a. The
plot does not contain any information about the sequence
these points were viewed in. Figure 4b shows the grouping
of data output by the clustering process described above.
In the case shown, the number of clusters that resulted in
a maximum silhouette score was K = 8. Finally, as shown
in Fig. 4c, the set of clusters was refined by merging clus-
ters whose geometric means were close together. In the
example shown, cluster 2 was merged with cluster 7 and
the new cluster mean and loci were recomputed.
The quality of the ROI clustering results is very dependent
on the gaze data being clustered. If the ROI in an im-
age is large, such as those in the “rockclimb” and “yacht”
image, then multiple clusters may result for the single ob-
ject. There were also cases where viewers only fixated on
a particular region of a ROI, such as the head of the cow,
which meant that the clustering procedure will not pro-
duce a ROI loci which would encompass the whole object.
Other problems that may exist is that some gaze points not
belonging to the ROI may be included in the ROI cluster
simply because the gaze point was closer to the ROI cluster
than any other clusters. These problems can be overcome
by improving the clustering algorithm to reduce the sensi-
tivity of “outlier” gaze points and/or by having viewers get
more experience with the eye tracker hardware and be more
aware of the purpose of the task required for the application
at hand. Since most viewers were naive to the purpose of
the gaze tracking experiment, a diversity in range of gaze
patterns resulted.
4.2. ROI mapping
Given that the ROI clustering procedure outputs K candi-
date ROIs, a ROI mapping procedure is required to assign
an importance measure or score to each ROI. This impor-
tance score can be interpreted as the degree of importance
of the ROI relative to other regions in an image. Regions
with a high importance score represents regions of high
importance, which should be retained and prioritised by
the encoder with higher priority than regions with a low
importance score, which are to be removed and prioritised
along with the image background.
It is conjectured that the fixation-saccade sequence pro-
vided by the gaze patterns would reveal underlying visual
attentional processes that can be used to develop an im-
portance metric. Several factors have been previously con-
sidered such as cluster count, distance, variance, area, and
revisit count, and were combined using an entropy weight-
ing procedure to weight each factor accordingly [5]. The
ROI mapping procedure was found to be sound for the gaze
data and particular test image. Here, such a complex metric
may not be appropriate to model an importance metric that
would suit all viewers and gaze patterns.
In this paper, a subset of factors which are intuitive from
the gaze pattern sequences are studied. This includes the
count or duration of gaze points belonging to a cluster and
it’s sequential behaviour in terms of the number of visits
and revisits to a given cluster. These factors provide several
possible derivations for an importance metric. The impor-
tance measures investigated in this paper are cluster count,
(cluster count)2 and visit weighted (cluster count)2.
The cluster count measures the number of gaze points that
belong to a given cluster. This factor is analogous to the
duration of gaze within the cluster, since uniform gaze sam-
pling was recorded. This factor represents the total time
spent viewing/gazing at that region. The cluster’s count
was mapped to a range 0 to 1 by dividing the measures
by its sum. The mapped range indicates a cluster’s relative
importance for the given metric.
To determine whether or not a cluster is classified as a ROI
or not, a threshold of 0.15 was applied to the measures.
A cluster importance measure greater than 0.15 would be
retained and considered as an ROI, else the clusters would
be considered as part of the background for ROI coding
purposes. The threshold was chosen such that the num-
ber of clusters classified as a ROI, in general, would be
slightly larger than the number of “actual” ROIs. This
would minimise the number of ROIs that would be mis-
classified, while taking into account the fact that each ROI
may contain a number of clusters.
The performance of the metric was evaluated in terms of
ROI misses and ROI false alarms. ROI misses are those
cases where the ROI mapping algorithm did not pick up
a primary object of interest in an image as an ROI, while
a ROI false alarm is the case where the algorithm con-
sidered a cluster as a ROI when it contains no object of
interest. Because of the varied range in objects fixated by
a viewer and the number of objects that may exist in an
image, an “intuitive” rule-based ROI definition was formu-
lated to define the ROI. The following rule-based definitions
were used:
• “Beach” image – ROI must contain the windsurfer.
The boat and people swimming on the right of the
image were not considered as ROI false alarms.
• “Cow” image – ROI must contain the cow.
• “Horse” image – ROI must contain the horse.
• “Paddock” image – ROI must contain the horse in
the foreground. The horses in the background and
the barn are not ROI false alarms.
• “Rockclimb” image – ROI must contain the upper
body of the rock climber. The rock climber’s lower
body were not considered to be a ROI false alarm.
• “Yacht” image – ROI must contain at least the centre
of the yacht. Other parts of the yacht were not ROI
false alarms.
With the above ROI definition, the cluster count metric con-
tained 20 ROI misses and 48 ROI false alarms. The square
7
Anthony Nguyen, Vinod Chandran, and Sridha Sridharan
of the number of cluster gaze points, (cluster count)2,
was found to be a more useful metric as it emphasises
regions with a high cluster count and penalises those with
a small cluster count. This resulted in a much improved
ROI performance with 13 ROI misses and 41 ROI false
alarms.
Furthermore, it was hypothesised that by making use of
the number of visits (or revisits) to a given cluster during
the course of viewing would provide additional information
to determine the cluster’s importance. The more visits to
a given cluster, the more important the cluster should be.
The visit weighted (cluster count)2 metric is given by the
square of the number of cluster gaze points multiplied by n,
where n is the number of visits to the cluster under consid-
eration. To stop those clusters with a high number of visits
from having a dominant effect on the cluster importance,
the visit weight was capped at 3. This value was chosen
since clusters with a number of visits greater than 3 were
statistically unreliable with on average less than 1 cluster
per gaze pattern with a number of visit greater than 3.
Table 1 shows the performance in terms of ROI misses and
ROI false alarms for the three ROI mapping methods. It
can be seen that visit weighted (cluster count)2 improves the
ROI performance even further by reducing the ROI misses
to 7, while only marginally increasing the number of ROI
false alarms.
Table 1
The ROI misses and ROI false alarm results for three ROI
mapping metrics ∗
Importance metric
Number of ROI
misses
Number of ROI
false alarms
Cluster count 20 (8.7%) 48 (21.0%)
(Cluster count)2 13 (5.7%) 41 (17.9%)
Visit weighted
(cluster count)2
7 (3.1%) 45 (19.7%)
∗ Values in parentheses are percentages of the total number
of gaze data.
It should be noted that the majority of ROI misses and ROI
false alarms are contributed by only a few viewers. Table 2
provides an indication of the distribution of ROI misses and
ROI false alarms across the viewers for the visit weighted
(cluster count)2 metric. Notice that only two viewers con-
tributed to the ROI misses, while a varying amount of ROI
false alarms were contributed by different viewers. The
large number of ROI false alarms indicates that viewers
have their own viewing preferences and fixated on other
regions in addition to the defined ROIs. As suggested ear-
lier, the ROI performances can be improved if the viewers
had more experience with the eye tracker and were more
informed of the purpose of the task that was required.
The importance scores using the visit weighted (cluster
count)2 metric for the illustrated example shown in Fig. 4c
is tabulated in Fig. 4d. The cluster importance scores
that are in bold font represents those clusters retained as
an ROI (i.e., importance score > 0.15). Note that only the
windsurfer and the boat are retained as ROIs and represents
the objects of interest found important for the particular
viewer. The degree of importance is represented by the
value of the importance score.
The duration and order of the cluster visits were also con-
sidered but the results did not provide an improved ROI
performance over the visit weighted (cluster count)2 case.
Viewer’s gaze patterns were too varied and these measures
did not apply globally across all gaze data sets. If the un-
derlying visual attentional processes of each viewer can be
known, improved performances can be gained.
5. JPEG 2000 ROI image coding
The coding/decoding of images may be influenced to en-
hance the image quality in ROIs. JPEG 2000 provides
several ROI coding mechanisms which can prioritise pre-
defined ROIs, such as the max-shift [1, 2] and implicit [2]
ROI coding methods. The problem with these methods
are that implementations, such as that in [6], treat all ROIs
with the same degree of importance and thus all pre-defined
ROIs will be emphasised and prioritised with the same
level of priority regardless of their degree of importance.
To overcome this, an importance prioritised JPEG 2000
(IMP-J2K) image coder [7, 8] was developed to extend the
concept of the Implicit method to incorporate an impor-
tance map to quantitatively model multiple ROIs and vari-
able ROI importance scores. With IMP-J2K, the ROI was
emphasised by weighting the mean square error (MSE) dis-
tortion measure of a block of coefficients by the square of
its importance score. The reconstruction of the ROIs are
bounded by the extent of these blocks. This is advanta-
geous for the ROIs generated from the clustering process,
since the ROIs may not fully encompass the objects in the
image.
The ROI cluster loci and importance measures as gener-
ated by the ROI mapping stage can be input to IMP-J2K
for ROI encoding, with an additional background impor-
tance parameter of, say, 0.01. Figure 5 shows an example
of reconstructed images as the ROI encoded image is pro-
gressively (or incrementally) transmitted and received by
the recipient for the illustrated example in Fig. 4. Note that
only cluster 2 and 8 (in Fig. 4) were prioritised and em-
phasised during the encoding process. The ROIs, especially
the windsurfer, can be observed to be reconstructed with
better quality and at a higher resolution than the rest of the
image, especially during the earlier stages of transmission
when only a part of the code-stream has been received.
However, when the entire code-stream has been received,
the lossless (or near lossless) representation of the image is
possible. The gaze-influenced selective coding of parts of
an image provides a user of the image to receive the image
as desired by the image author.
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Table 2
The ROI misses and ROI false alarms contributed by viewers for the visit weighted (cluster count)2 ROI mapping metric
Viewer 1 2 3 4 5 6 7 8 9 10 11 12 13 Total
Number of ROI misses 0 0 0 0 0 0 0 0 0 0 2 0 5 7
Number of ROI false alarms 0 1 1 8 6 1 0 3 4 0 4 7 10 45
Fig. 5. Progressive decoding of a ROI prioritised code-stream at: (a) 0.0625; (b) 0.125; (c) 0.25; (d) 0.5; (e) 1.0; (f) 2.0 bits per
pixel (bpp) for the beach image example in Fig. 4. The ROIs improve most rapidly at reduced bit-rates, while the visually lossless
(or near-lossless) reconstruction of the image as a whole is possible at higher bit-rates.
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6. Conclusions
This paper has presented a system, called Gaze-J2K, which
uses a combination of eye tracking and JPEG 2000 image
coding, to allow an image author to customise the encoding
of an image for users of an application. The system collects
spatial and temporal gaze information from a viewer, uses
the gaze pattern to automatically locate and assign impor-
tance to a representative subset of ROIs, and subsequently
encode these regions with higher priority. Experimental re-
sults show that the accuracy of determining ROIs can be as
high as 97% and can be further improved for experienced
viewers. The system can be used in various applications
such as the Internet and world wide web, which require the
display of visual content to adapt to the end user.
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Paper Benchmarking image codecs
by assessment of coded test images:
the development of test images
and new objective quality metrics
Amal Punchihewa, Donald G. Bailey, and Robert M. Hodgson
Abstract— Objective quality measures are required for
benchmarking codec performance. Our aim was to develop
a simple, accurate method capable of rapidly measuring
the degree of blockiness, edge-blur and ringing due to im-
age compression. Two test images were designed to em-
phasise these artefacts. The efficacy of the new metrics is
demonstrated using a JPEG codec at a range of compres-
sion levels.
Keywords— image quality, artefacts, subjective, objective, cod-
ing, metric, blockiness, blur, ringing.
1. Introduction
Lossy image and video compression codecs introduce many
types of distortions known as artefacts. The Digital Fact
Book defines artefacts as “particular visible effects, which
are a direct result of some technical limitation” [1]. Arte-
facts are generally not evaluated by traditional methods of
signal evaluation. For instance, the visual perception of
contouring in a picture cannot be related to signal-to-noise
ratio [1].
In multimedia communications, image and video are the
dominant components. With limited communication band-
width and storage capacity in terminal devices, it is nec-
essary to reduce data rates. High levels of compression
result in undesirable spurious features and patterns in the
reconstructed image; these are the artefacts defined above.
Image compression schemes such as JPEG use the tech-
niques of discrete cosine transform (DCT), block process-
ing and quantisation. This may result in blockiness, edge-
blur, contouring and ringing artefacts in coded images. The
following table summarises these artefacts.
When the original signal is not fully known, quantifying
these artefacts is difficult. In particular, it is difficult to
isolate the individual components listed in Table 1.
Image codec development, parameter tuning and bench-
marking all require availability of more accurate and swift
measurements. Subjective assessment can provide an ac-
curate indication of perceptual quality but such methods
are very time consuming [3]. Traditional full referenced
metrics such as mean square error (MSE) and peak signal
to noise ratio (PSNR) do not always correlate well with
perceptual quality, and are unable to distinguish between
different types of artefacts [3].
Researchers have developed objective quality metrics for
different artefacts based on non-referenced or reduced ref-
erence techniques [3–5]. They are good for in-service
measurements and estimates, as they are not as accurate
as full-referenced methods. Bailey et al. proposed a non-
referenced, objective, quality metrics for blockiness based
on edge activity of reconstructed images [4].
Table 1
Summary of common artefacts found in digital image
and video systems [2]
Artefact Description
Blockiness Distortion of the image characterized by
the appearance of an underlying block
structure.
Edge-blur Distortion, characterized by reduced
sharpness of edges.
Ringing Appears as echoes of the hard edges in
the picture or a rippling adjacent to step
edges.
Contouring Visibility of bands of intensity over large
regions.
If the original image is unknown it is often difficult to de-
termine the presence and extent of artefacts. Therefore the
approach in this paper is to use the full referenced method
using synthetic images having known spatial distributions
of pixel values designed to emphasise the artefacts to be
assessed. This study is concentrated primarily on three
of the most common coding artefacts, namely blockiness,
edge-blur and ringing. A search of the literature did not
reveal any full-referenced objective quality metric and ac-
companying test images for blockiness, ringing or edge-
blur.
2. Methodology
The main aim of this full referenced quality assessment ap-
proach was to design and synthesise a few test patterns in
which the spatial distribution of pixel values will empha-
sise artefacts due to codec operation. Many image com-
pressors have a control parameter, the quality factor that
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can be set by the user to adjust the compression ratio. In
general the lower the quality factor the higher the compres-
sion ratio and the more visible artefacts become. At low
compression ratios, the artefacts may not be obvious to the
human eye.
2.1. Definition of quality metrics
2.1.1. Blockiness
Blockiness is the distortion of the image characterised by
the visibility of the underlying block encoding structure [4].
Some codecs, such as JPEG, divide the image into a num-
ber of small blocks which are then processed independently.
As there are no constraints applied between adjacent blocks,
such processing can result in discontinuity in reconstructed
pixel values at block boundaries. The visibility of the block
encoding structure depends on the magnitude of the dis-
continuity in the reconstructed image and can be measured
horizontally and vertically as pixel intensity difference at
block boundaries.
The proposed blockiness objective quality metric is more
suitable for codecs complying with the JPEG standard. The
proposed objective quality metric assumes a block size
of 8×8, the typical block size in JPEG codecs. JPEG 2000
standard has the provision to divide an image into rectangu-
lar blocks of the same size called tiles. Each tile is encoded
independently. Tile size is a coding parameter that is explic-
itly specified [6]. This may result in a blocky appearance
however is not considered in this research.
Fig. 1. Example of blockiness resulting from JPEG codec at high
compression ratio in the spatial domain.
Blockiness can be expressed as the discontinuity in ampli-
tude per block boundary pixel in the image. The higher the
value of the blockiness, the higher the visibility of block
structure.
Consider an M×N image I, reconstructed from a 8× 8
block coded image having M rows and N columns. As
shown on Fig. 1, both vertical and horizontal edges can
be observed at regular pixel intervals of 8 because of the
8× 8 block processing. Consider row y, along line y, the
horizontal blockiness can be calculated as
∑
x
∣
∣I[x,y]− I[x+1,y]
∣
∣ ,
where x = 8, 16, 24, . . . , (N− 8). This computation is re-
peated for all rows from y = 1 to M. The total of the vertical
blockiness V B can be written as
V B =
M
∑
y=1
∑
x
∣
∣I[x,y]− I[x+1,y]
∣
∣ . (1)
This results from
(N−8)
8 M block boundary pixels. Similarly,
the horizontal blockiness HB,
HB =
n
∑
x=1
∑
y
∣
∣I[x,y]− I[x,y+1]
∣
∣ , (2)
results from
(M−8)
8 N block boundary pixels.
Both the HB and the V B can be combined and normalised
by dividing the number of boundary pixels. Hence the
blockiness per boundary pixel B can be expressed as
B =
HB+V B
N−8
8 M +
M−8
8 N
=
4(HB+V B)
NM−4(M +N)
. (3)
2.1.2. Edge-blur and ringing
Ringing always occurs at edges and blur generally occurs
at edges. Since we are concerned with the blur occurring
at an edge, this paper concentrates on the edge-blur rather
than a global-blur.
Ringing is an undesirable visible effect around edges. Many
codecs transform the pixel values into the frequency do-
main where the transformed coefficients are then quantised.
Quantisation errors resulting from this approach give rise
to ringing around sharp discontinuities in the image.
An ideal sharp edge contains components at all frequencies.
Any change in the amplitude of any of these components
will result in ripples in the image with amplitude corre-
sponding to the error.
As a result of energy compaction in a codec, many of the
high frequency components are very small, and get quan-
tised to zero. This loss of high frequency components leads
to blur in reconstructed image.
Ringing and edge-blur are defined in Fig. 2. We define the
region between the first crossings on each side of the edge
transition as the edge-blur region. Outside of this, from
the start of the first overshoot on each side, the errors are
classified as ringing.
To obtain a measure of edge-blur, consider the shaded
area in Fig. 2. The greater the edge-blur, the larger will be
the shaded area. By dividing the area by the step height,
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Fig. 2. Ringing and edge-blur at an edge of a one-dimensional
signal.
a measure of average edge-blur width can be obtained.
In a similar manner, the area between the ringing signal
and ideal signal provides a measure of the severity of ring-
ing. With sampled data, an ideal step edge would involve
a transition between two pixels, as illustrated by the circles
in Fig. 3.
Fig. 3. Edge-blur and ringing for one-dimensional sampled data.
Circles represent original pixel value and cross represent recon-
structed pixel value.
The crosses in Fig. 3 are the pixel values near the edge of
the reconstructed image from a codec. The transition from
one intensity to another intensity involves many pixels. The
pixel values of reconstructed image outside the region of
edge-blur may oscillate around each intensity level of pixels
of the original edge.
The edge-blur and ringing are therefore quantified as
edge-blur =
∑
blur region
∣
∣error
∣
∣
step size
, (4)
ringing =
∑
ringing region
∣
∣error
∣
∣
step size
. (5)
In 2D images, edges may appear at any orientation. There-
fore we consider edge-blur and ringing perpendicular to the
edge under consideration. By summing the Eqs. (4) and (5)
over whole image and dividing by the number of edge pix-
els, we can obtain a measure of edge-blur and ringing per
edge pixel.
2.2. Design of the test signals
Two simple synthetic test signals have been designed to
emphasise visible edge-blur, ringing and blockiness arte-
facts. The pixel values and the shape of the pattern have
been carefully chosen so that the algorithm could detect
coding artefacts completely and adequately.
2.2.1. Blockiness
To generate and measure the blockiness artefact, it is nec-
essary to have a test image without edges that results in
edges at block boundaries after reconstruction. To produce
such edges it is therefore necessary to have an intensity
gradient within the test pattern. A simple horizontal or
vertical gradient can not distinguish between edges intro-
duced by block processing due to contouring resulting from
too few quantisation levels. Therefore an intensity pattern
was selected as shown in Fig. 4. The pixel values vary
sinusoidally along a diagonal of the image. If pixel inten-
sity varies linearly, the blockiness at certain compression
ratios reduces. Nonlinear variation of pixel intensity of the
test image (in form of sinusoidal function along a diago-
nal), stresses the codec at all compression ratios which is
required to emphasise the blockiness artefact.
Fig. 4. Original diagonal test image, size: 66 614 bytes, bit-
mapped.
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Fig. 5. (a) Original grey scale concentric test image and (b) JPEG reconstructed concentric circles test image with edge-blur and
ringing.
Pixel values do not change uniformly within the test image
with respect to their neighbours. The blockiness compu-
tation algorithm is applied to the error image; that is on
the difference between original and reconstructed test im-
age, to prevent the gradient within the original image being
measured as blockiness.
2.2.2. Edge-blur and ringing
To test for edge-blur and ringing it is necessary to have
step edges within the image. These should include edges
of all orientations in order to detect any orientation sen-
sitivity inherent in the codec. A circular pattern con-
tains edges of every orientation. Pixel values of 64 and
192 have been chosen on either side of the boundary, so
that after reconstruction there is adequate amplitude mar-
gin to allow for ringing in the reconstructed image. To
allow for more edges and resulting error pixels, concentric
circles have been incorporated (see Fig. 5). The spacing
has been chosen as an odd number so that if block pro-
cessing is used, the edges fall at different places within
the blocks.
3. Results
The quality metrics were evaluated by applying them
to the test images described in the previous section.
The JPEG codec was tested at a range of compression
ratios.
3.1. Blockiness
At low compression ratios the blockiness metric is small
and increases rapidly with increasing compression ratio as
shown in Fig. 6.
Fig. 6. Blockiness as a function of compression ratio using
a JPEG codec on diagonal test image.
It was observed that errors not only occur at block bound-
aries but in some circumstances in the middle of blocks
as well. This occurred at compression ratios of around 30
for this image, resulting in the minor non-monotonic vari-
ation seen in the results. This effect was particularly pro-
nounced when a constant gradient image was used because
of a threshold effect in quantising the JPEG coefficients.
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At some compression levels, errors may actually re-
duce for higher compression depending on exactly where
quantisation levels fall. The sinusoidal variation in the
test image means that the different blocks have differ-
ent gradients, averaging out, and significantly reducing,
this effect.
3.2. Edge-blur and ringing
It can be observed that the general trend of ringing and
edge-blur is upward with increasing compression ratio
(Fig. 7). For the JPEG codec used for the simulations,
ringing peaks around compression ratios of 10, 30 and 40.
Fig. 7. Edge-blur, ringing metrics and total error as a function
of JPEG compression ratio on the concentric circles test image.
These are due to quantisation errors which affect the
dc component of the pixel values in reconstructed im-
age around the edge. This has influenced the edge-blur
around compression ratios 10 and 30. Edge-blur and ring-
ing decrease above a compression ratio of 40 due to severe
quantisation.
4. Conclusions
In this work three new objective quality measures for
edge-blur, ringing and blockiness are proposed. The ap-
proach is based on known test patterns and measurements
of the strength of each in the spatial domain. The qual-
ity metrics are good representations of artefacts and are
swift in calculation. The proposed measures clearly dis-
tinguish between the three artefacts. The diagonal test
signals were designed with knowledge of the specific
mechanisms and weaknesses inherent in block-based trans-
form coding. However, the concentric circles test im-
age can be used to evaluate blur and ringing pro-
duced by any type of codec. The authors intend to per-
form further research to design test signals for mea-
suring other types of artefacts (global-blur, colour arte-
facts, contouring) and extending to other types of codecs
(JPEG 2000, MPEG, etc.).
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Paper Application of convolutional
interleavers in turbo codes
with unequal error protection
Sina Vafi and Tadeusz A. Wysocki
Abstract— This paper deals with an application of convolu-
tional interleavers in unequal error protection (UEP) turbo
codes. The constructed convolutional interleavers act as block
interleavers by inserting a number of stuff bits into the inter-
leaver memories at the end of each data block. Based on the
properties of this interleaver, three different models of UEP
turbo codes are suggested. Simulation results confirm that uti-
lizing UEP can provide better protection for important parts
of each data block, while significantly decreasing the number
of stuff bits.
Keywords— convolutional interleavers, unequal error protec-
tion, turbo codes.
1. Introduction
Unequal error protection (UEP) is introduced as an effi-
cient technique for forward error correcting (FEC) codes
to suitably protect encoded data based on their importance
against channel errors. This is specifically utilized in the
transmission of the compressed information such as voice,
video and multimedia services which are very sensitive to
bit and burst errors.
Among the known channel codes, turbo codes are intro-
duced as effective FEC codes having good performance in
error reduction. The turbo code is basically constructed by
two recursive systematic convolutional (RSC) codes which
are linked by an interleaver [1]. When the UEP prop-
erty is implemented for the turbo code, a different inter-
leaving compatible with the data length and determined
for each protection level should be conducted in addition
to the puncturing process [2]. To date, several methods
have been suggested mainly for conventional block inter-
leavers, like allocating an exclusive interleaver for each level
or a single interleaver for all levels, where the interleaver
length is adjusted for different levels. For the block in-
terleaver with a fixed permutation, an interleaver for each
level has been proposed in [2], while a circular-shift in-
terleaver for all protection levels usable for the short data
lengths is suggested in [3]. In addition, a suitable inter-
leaver for all protection levels has been designed, provid-
ing a UEP turbo code without the need for a puncturing
process [4].
In contrast to the fixed permutation rule, it is possible
to implement interleavers with random permutations for
a code with the variable data length. Semi-random inter-
leavers are known as the most efficient interleavers with
random permutation. In this type of interleaver, the dis-
tance between two adjacent permuted bits should not be
less than an allocated value. The best performance of this
interleaver with the length L is achieved when the min-
imum distance is set to the ⌊
√
L
2 ⌋ value [5]. A struc-
ture of the semi-random interleavers usable for permutation
of the data blocks with the variable length has been pro-
posed in [6]. The obtained interleaver is named the prun-
able semi-random interleaver. In this interleaver, a semi-
random interleaver according to the shortest data length is
designed. Then for the longer lengths, the new required
position is randomly inserted. In this interleaver, if af-
ter several runs the selected positions do not satisfy the
appointed minimum distance, the minimum distance value
will be decreased and the above procedure is followed based
on the new minimum distance. This reduction degrades
the code performance and in order to overcome this prob-
lem, a new algorithm has been introduced to apply the
semi-random interleaver for different data block lengths,
without decreasing the threshold value [7]. Recently, Dioni
and Benedetto presented a modification on the prunable in-
terleaver, which improves the code performance with less
complexity [8].
The main issue of the interleaver design for the UEP turbo
code application is related to the flexibility of adjusting
its specifications according to the varying length of data
blocks. In contrast to the block interleavers, convolutional
interleavers are designed with less complexity and more
flexibility to adjust their structures with the length varia-
tions of data blocks. Due to the non-block behavior of
the convolutional interleaver, turbo codes constructed with
these interleavers are analyzed from the continuous per-
formance point of view. The continuous analysis of the
turbo code shows that it has a similar performance to the
block-wise performance of the code, especially for the con-
stituent RSC codes with the low constraint length value. In
order to simplify analysis of the turbo code, convolutional
interleavers are designed as block interleavers through the
insertion of enough stuff bits at the end of each data block
returning the interleaver memories to the zero state. This
property makes it possible to utilize conventional iterative
decoding techniques applied for the block-wise operation
of the turbo code. Based on the application of the convo-
lutional interleaver, three different techniques are presented
to design the UEP turbo codes.
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In the first technique, only one interleaver for all protection
levels is considered. In this technique, different punctur-
ing patterns are applied providing different code rates for
the protection levels. In order to improve the turbo code
performance, a number of the interleaver lines – which rep-
resent the interleaver period value and determine the overall
number of stuff bits – should be considered proportional to
the data block length. Since the length of protection lev-
els usually differs from each other, the application of an
interleaver will not guarantee the provision of a suitable
performance for all protection levels.
In the second technique, a single interleaver is allocated
for each level of the protection. An interleaver compat-
ible with the longest length of the protection levels is
designed. Then based on the interleaver properties, inter-
leavers with the shorter periods relevant to the length of
other levels are designed without increasing any complex-
ity in the design. Due to the independent interleavers been
designed for each level, this technique has more flexibility
to be utilized for applications with high variations of data
block lengths.
In addition, since increasing the interleaver period affects
the code performance, it is possible to define the new
model of UEP by applying interleavers with different pe-
riods while the puncturing pattern is kept identical for all
levels.
In this paper, performance of the proposed techniques to
design the UEP turbo codes is verified. Based on the sim-
ulation results, the best suitable model corresponding to the
specifications of the protection levels is determined. Our
simulations confirm that the first technique is more appli-
cable for protection levels, where data lengths are similar,
while the second technique is more reliable for varying data
block lengths. The third technique can be utilized when
some data parts for a given protection level need more pro-
tection than other data parts. The organization of the pa-
per is as follows: Section 2 describes the basic structure
of convolutional interleavers and explains their application
in the construction of the three techniques to design UEP
turbo codes. In Section 3 performance of the 4-state turbo
code (1, 57 ) employing three mentioned techniques is veri-
fied based on the maximum-likelihood iterative decoding.
Finally, Section 4 concludes the paper.
2. Convolutional interleaver structure
Convolutional interleavers consist of T parallel lines which
define their period. Each line of these interleavers have
conventionally M memory units more than the previous
line, which define the space value parameter of the in-
terleaver. Hence, depending on the distribution of input
data to each line of the interleaver, the interleaved input
data appear in different time slots at the interleaver out-
put. Figure 1 shows the convolutional interleaver structure
with the period T = 8 and space value M = 1. In order to
make isolated interleaved data, some stuff bits are inserted
at the end of each input data block returning the memo-
ries to the zero state. Then, an optimization is carried out
through the deletion of zero stuff bits at the end part of
Fig. 1. Consideration of convolutional interleaver (T = 3, M = 1)
and (T = 5, M = 1) from the interleaver (T = 8, M = 1).
the interleaved data, reducing the number of stuff bits to
the number of the interleaver memories. Figure 2 shows
the optimized interleaving procedure for the interleaver
(T = 8, M = 1) and the length L = 57.
The convolutional interleaver with a specific period and
space value has the flexibility to interleave data blocks
with different lengths. In turbo code applications, when
the encoded data blocks, with the variable lengths obtained
from an interleaver are punctured with different rates, the
UEP turbo codes can be achieved. Conducted simulations
of turbo codes with different interleaver lengths indicate
that the increment of the data block length, and period of
the convolutional interleaver should be increased to pro-
vide sufficient performance for the code with a reasonable
number of stuff bits [9]. This is more sensitive for an inter-
leaver with a short data block length and leads to a design
of an interleaver compatible with the required performance
of the code with the longest data block length for the given
protection level.
However, since data with the highest protection level re-
quire the lower code rate, the data block length is normally
considered shorter at this level than at other levels. Hence,
designing a convolutional interleaver based on the longest
length for all protection levels, increases the number of
stuff bits for the levels with shorter lengths and can re-
sult in producing the overall number of stuff bits greater
than the number of valid data allocated to that level. This
is observed when the length variations between different
levels is relatively high. Therefore, the convolutional in-
terleaver applied for this type of UEP turbo code is de-
signed based on the shortest block length for all protection
levels.
In order to apply an interleaver corresponding to the data
specification of each level, it is necessary to employ an
independently designed interleaver for each level. It is eas-
ily observed that by choosing some lines of an interleaver
with the higher period another convolutional interleaver
18
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Fig. 2. Interleaved data block with an interleaver (T = 8, M = 1) and length L = 57: (a) non-zero bit deletion; (b) zero bit deletion.
Fig. 3. Modification procedure for the interleaver (T = 4, M = 1): (a) interleaved data length L = 32; (b) shifted even column bits
equal to 3*T ; (c) deletion of zero bits at the end part of the interleaver.
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with a shorter period is obtained. For example, Fig. 2
shows that convolutional interleavers (T = 3, M = 1) and
(T =5, M =1) can be obtained from the convolutional in-
terleaver (T = 8, M = 1) when the relevant input bit streams
are distributed to the first 3 and first 5 lines, respectively.
These interleavers are created by controlling the distribu-
tion of input data blocks to some of the interleaver lines
to generate different interleaved data. Interleaved data ob-
tained from different periods are specifically punctured to
provide UEP turbo codes. Based on the above observation,
many interleavers with shorter periods can be constructed
from an original interleaver with a longer period. For sim-
plicity, interleavers with the space value 1 (M = 1) are con-
sidered, where the distribution of data always starts from
the line without the memory.
Despite applying different puncturing patterns, an inter-
leaver for each level with different periods and a fixed code
rate for all levels to provide different protection levels is
applied. In this case, for the highest protection level, an
interleaver with the longest period is designed such that it
produces a reasonable number of stuff bits. Then, based on
the order of other protection levels, interleavers with shorter
periods are constructed by selecting of some lines of the
original interleaver. For example, in Fig. 2, contrasting
to the previous technique, the interleaver (T = 8, M = 1)
is applied for the highest protection level, while the inter-
leavers (T = 5, M = 1) and (T = 3, M = 1) are used for
to the second and third protection levels, respectively.
For each technique, a modification can be performed to the
interleavers, improving the code reliability with the lower
number of stuff bits. This is generally accomplished by
shifting the bits of the interleaved data located at the even
columns. Figure 3 shows the modification procedure of the
interleaver (T = 4, M = 1). First, the input data blocks
are regularly interleaved and then the bits located at the
even columns are shifted by 3*T units. Similarly to the
proposed modification in [10], the number of shifted bits
is considered even. In case of an odd number of bits, the
zero stuff bits located on the top of the first bit of even
columns are involved in the modification process. Finally,
zero stuff bits located at the end part of the interleaved data
are deleted to optimize the number of stuff bits.
3. Simulation results
In simulations, convolutional interleavers with short and
long data block lengths have been applied for the three
mentioned types of UEP with the 4-state tubo code (1, 57 ).
For the code, trellis termination and truncation is utilized
in the first and the second RSC encoders, respectively. To
reduce the number of stuff bits to be equal to
T (T−1)M
2 ,
they will be removed from the end part of the systematic
and the first parity data, since stuff bits are inserted after
trellis termination and do not have any effect on the code
performance. For simplicity, the effect of these stuff bits
for the systematic and the first parity data are considered
getting the exact code rate at each level. At the decoder,
the iterative decoding is accomplished and the BER is
only calculated based on the length of the original bit
stream without stuff bits. Regarding this structure, the code
rate of each level is calculated by
Ri =
li
nPi +nQi +nOi
, (1)
where li, nOi , nPi and nQi denote the length of the punctur-
ing matrix, length of the matrix of 1 s for the systematic
data, and number of bit 1 in puncturing matrices of the
ith level for the first and second RSC encoder with the
length of li, respectively. For the short and long data block
lengths, 3 and 4 protection levels have been considered,
respectively. Tables 1–5 give specifications of puncturing
patterns and protection levels of each UEP type.
Table 1
Puncturing patterns for different protection levels
Rate l P Q O
1/3 1 [1] [1] [1]
2/5 2 [1 1] [1 0] [1 1]
1/2 2 [1 0] [0 1] [1 1]
2/3 4 [1 0 0 0] [0 0 1 0] [1 1 1 1]
3/4 6 [1 0 0 0 0 0] [0 0 0 1 0 0] [1 1 1 1 1 1]
Table 2
Specifications of 3 protection levels with the fixed
interleaver period and different code rates
Level Length (L′) Interleaver period (T ) Rate (R)
1 32 4 1/3
2 48 4 1/2
3 112 4 2/3
Overall 192 4 ≈ 1/2
Table 3
Specifications of 3 protection levels with different
interleaver periods and code rates
Level Length (L′) Interleaver period (T ) Rate (R)
1 32 4 1/3
2 48 5 2/5
3 112 6 1/2
Overall 192 5 ≈ 1/2
Table 4
Specifications of 3 protection levels with different
interleaver periods and the fixed code rate
Level Length (L′) Interleaver period (T ) Rate (R)
1 32 6 1/3
2 48 5 1/3
3 112 4 1/3
Overall 192 4 ≈ 1/3
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Table 5
Specifications of 4 protection levels with different
interleaver periods and code rates
Level Length (L′) Interleaver period (T ) Rate (R)
1 128 7 1/3
2 512 14 1/2
3 1024 20 2/3
4 2432 30 3/4
Overall 4096 25 ≈ 2/3
In order to compare performance of the protection levels
with the equal error protection (EEP) codes, the overall
specification of the code should be determined. With the
employment of puncturing at each level, the average code
rate with l protection levels is determined by [11]
Rav =
∑li=1 Li
∑li=1 LiRi
, (2)
where Li = L′i +Ni denotes the data block length of the ith
level after stuff bit insertion, obtained from summation of
the original input data block length L′i and the number of
stuff bits Ni. The above protection parameters have been
simulated by the soft output Viterbi algorithm (SOVA) [12]
with 8 iterations in the presence of additive white Gaus-
sian noise (AWGN). The equivalent interleaver specifica-
tions can be determined based on the number of stuff bits
or the interleaver periods and the data block lengths for
each level. In this case, the equivalent interleaver period
for the overall rate is given by
Tav =
∑li=1 LiTi
∑li=1 Li
, (3)
where Ti represents the interleaver period of the ith level.
Fig. 4. Unequal error protection for 4-state turbo codes with the
fixed interleaver period (T = 4) and different rates.
Table 6
Shifted unit values for the even columns bits of the
interleaved data of different interleavers
Interleaver period T 4 5 6 7
Shifted unit value 3*T 4*T 4*T 10*T
Figure 4 shows performance of the UEP turbo code based
on the fixed interleaver period (T = 4, M = 1) and the
variable code rates of the protection levels. Also, modi-
fications are performed to the interleavers at each level.
In the modification process, those shift values which pro-
vide better reliability for the code performance are selected.
Table 6 gives specification of modifications applied for dif-
ferent interleaver periods. The graphs of Fig. 4 show that
levels 1 and 2 are better than the overall performance of
the code by 0.5 dB and 0.25 dB, respectively.
Figure 5 illustrates the code performance with different in-
terleavers and code rates applied for protection levels based
on the specifications in Table 3. In this figure, level 1 has
0.25 dB better performance than the overall level. When
Fig. 5. Unequal error protection for 4-state turbo codes with
different interleaver periods and code rates.
the modification is applied to the interleaver1 of the equiv-
alent EEP for the turbo code, for the overall level, the dis-
tance between adjacent bits of the original bit stream in-
creases due to the longer length of every column of the in-
terlever. Therefore a higher weight for the equivalent code
with the overall protection level is produced, which conse-
quently improves the code performance at the medium to
high signal to noise ratio region.
Figure 6 shows the code performance when different protec-
tion is achieved through different interleaver periods with
the code rate fixed for all levels. Level 1 has a perfor-
mance better by 0.5 dB than the overall performance, while
1This means that the EEP turbo code has the performance equivalent to
the average performance of the considered UEP code.
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the level 2 is slightly better than the overall performance.
Also, in comparison with the two other methods, level 3
performance has been efficiently improved. Figure 7 shows
the performance of the UEP turbo code with four level pro-
tection and interleaver length L = 4096. In this example,
modification is only carried out for level 1. This is ac-
complished by shifting bits located in the even interleaver
lines by 10*T . In this figure, levels 1 and 2 have 1 and
0.5 dB better performance than the average code perfor-
mance, while number of stuff bits at these levels has been
reduced by 93% and 69.6%, respectively.
Fig. 6. Unequal error protection for 4-state turbo codes with
different interleaver periods and the fixed rate R = 13 .
Fig. 7. Unequal error protection for 4-state turbo codes with
overall length L = 4096.
In addition, level 3 with the lower period and consequently
less stuff bits has behavior close to average for the code.
However, due to application of the higher code rate and
puncturing most of the encoded data, level 4 has the worst
performance.
The obtained results from different types of UEP turbo
codes indicate that this interleaver has the flexibility to be
utilized in UEP turbo code applications with short and long
data block lengths. The results represent that the first and
third proposed UEP types are useful for the protection lev-
els having similar data block lengths. This is specifically
observed for the first type of UEP, when only one interleaver
is implemented for all the levels with a lower number of
stuff bits and less complexity. However, type 3 improves the
performance of every level increasing with and reasonably
increases the number of stuff bits.
Comparing the results obtained from the Figs. 5 and 7 in-
dicates that the second suggested technique is more appli-
cable for the cases when the data lengths vary significantly
for different protection levels. In such cases, the technique
effectively protects the important parts of the data blocks
with the shorter periods and lower numbers of stuff bits.
4. Conclusions
In this paper a simple and efficient techniques to design
UEP turbo codes with convolutional interleavers was pre-
sented. These techniques are implemented based on the
interleaver properties and their performance has been ex-
amined for the short and long interleaver lengths. The sim-
ulation results confirm that the convolutional interleavers
have the flexibility to be utilized for different specifica-
tions of protection levels. Every technique improves the
code performance for the most important parts of data with
a shorter period and lower number of stuff bits than the
interleaver applied for the EEP turbo codes.
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Paper An identity-based broadcast
encryption scheme for mobile
ad hoc networks
Ching Yu Ng, Yi Mu, and Willy Susilo
Abstract— Dynamic ad hoc networks facilitate interconnec-
tions between mobile devices without the support of any net-
work infrastructure. In this paper, we propose a secure
identity-based ad hoc protocol for mobile devices to construct
a group key for a setup of a secure communication network
in an efficient way and support dynamic changing of network
topology. Unlike group key management protocols proposed
previously in the literature, mobile devices can use our proto-
col to construct the group key by observing the others’ identity,
like the MAC address, which distinguishes the device from the
others. In contrast to other interactive protocols, we only need
one broadcast to setup the group key and member removal is
also highly efficient. Finally, we discuss the security issues and
provide security proofs for our protocol.
Keywords— dynamic mobile ad hoc network, identity-based,
non-interactive, secure communication protocol, group key
management.
1. Introduction
Many modern computing environments involve dynamic ad
hoc networks. Ad hoc networks facilitate interconnections
between mobile devices without the need of support for any
network infrastructure. When a mobile ad hoc network is
formed in an open network environment, all intended and
unintended devices can listen and observe the broadcasted
communication since wireless signal cannot be hidden un-
derground like wired networks. Security is becoming cru-
cial in this environment. Therefore, the content of the com-
munication must be protected so that only group members
in the ad hoc group can obtain the information. Hence,
a secure communication protocol and a robust group key
management scheme are required to provide strong protec-
tion for group communication.
A naive approach to provide a secure communication in
this environment is to share a common key, K , among the
group members, and this key will be used to encrypt and
decrypt each message sent among them. The drawbacks of
this approach are as follows:
• This protocol requires prior distribution of K before
the network can be formed, which turns out to be
inefficient when the key needs to be updated.
• This protocol does not support the dynamics of the
group. When a group member decides to leave the
group, the key K ′ 6= K needs to be redistributed
among the rest of the group members, which is inef-
ficient.
• It is not possible to create a subgroup within the
group, since everyone holds the same key.
Another important issue that needs to be considered in an
ad hoc network is the trusted authority (TA). Group mem-
bers should be able to form their network at anytime be-
cause of the mobility of ad hoc network. Hence, we cannot
expect an online TA who can always redistribute a key K
whenever needed. A common solution to avoid the need
of TA is to employ Diffie-Hellman (DH) key exchange pro-
tocol where two parties can come up with the same key K
by exchanging their own random secret interactively and
use them to construct the key K [1]. Although this pro-
tocol can only supports two-party, some recent researches
have shown that the extension to multiple-party protocol
is possible [2–5]. The drawbacks of this approach are as
follows:
• The group members must engage in an extensive pro-
tocol during the key setup phase. Usually, a leader
or a root in the protocol is required to initialize the
protocol.
• Depending on the number of group members, the
total number of message exchanges can be large when
a new key is required (e.g., when a new member
joins).
• Due to the large number of message exchanges and
the need of leader role, some of the group members
may perform more calculations than others (the fair-
ness problem) depending on the key management hi-
erarchy (message exchange order of group members
for setting up a new key) being adopted.
This is not encouraged in mobile ad hoc networks, since
normally each group member is equipped with a device that
has a very limited battery life. Having to perform a huge
computation will simply mean that it will drain the battery
of the device.
Conceptually, the idea proposed in [6, 7] by incorporat-
ing multilinear map may provide a good solution to this
key setup problem. In their setting, each group member
supplies their own random secret and broadcast it to other
group members. Then they can construct a new group
key in one round by using the multilinear map compu-
tation method. Unfortunately, at this stage, research has
not successfully shown that the concrete construction of
multilinear map exists. The existing map is the bilinear
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map in which Joux showed how to extend the DH key ex-
change protocol into a tripartite one round version using
this map [8]. Barua, Dutta and Sharkar combine the bi-
linear map with the traditional DH key exchange protocol
to construct a tree-based group key management protocol
in [9]. Nevertheless, these protocols have not solved the
fairness issue mentioned earlier, since some group mem-
bers still need to perform more computations compared
with others.
Having considered the main disadvantages of using key
management protocols to setup the group key for mobile
ad hoc group, we propose a new protocol which does not
require the group members to perform any message ex-
changes during the generation process of group key. To
achieve this goal, we incorporate the identity-based cryp-
tosystem [10] with a bilinear map and pairing computa-
tion [11] to replace the contributory setup of a group key as
seen in other literature [1–9]. Each group member is treated
as a broadcaster in which he can select the designated re-
ceiver(s)(the whole ad hoc group or part of it) by himself
and encrypt the message(key) that is only decipherable by
them. Unlike previous protocols, our protocol avoids mas-
sive message exchanges for key setup that are sent between
group members. Each group member is only required to
broadcast one message to setup the group key, and hence,
it is most efficient in terms of message exchanges and it
provides fairness to every group members. They can also
assure that only the designated receiver(s) can decrypt the
message(key). We shall note that our protocol is perfect for
a small group of people who would like to form a mobile
ad hoc network. We would also like to point out that in
a mobile ad hoc network, it is not common to have a very
large group.
The rest of this paper is organized as follows. In the next
section, we will provide some mathematical backgrounds
that will be used to construct our scheme. In Section 3,
we will provide our proposed scheme follow by a security
analysis. Section 4 will conclude the paper.
2. Preliminaries
In this section, we describe the mathematical tools that will
be used in our scheme.
2.1. Bilinear map and pairing
Let G1 be an additive group of points on an elliptic curve
and G2 be a multiplicative group of a finite field. The order
of both groups, |G1|= |G2|= q, where q is a large prime
and the discrete logarithm problem in Z∗q is intractable.
In the following, let P1, P2, P, Q ∈ G1 be the generators,
and a, b∈Z∗q. A bilinear map eˆ : G1×G1 → G2 is a func-
tion that:
• is bilinear:
– eˆ(aP,bQ) = eˆ(P,Q)ab,
– eˆ(P1 +P2,Q) = eˆ(P1,Q)eˆ(P2,Q);
• is non-degenerate:
– for any generator P ∈G1, eˆ(P,P) 6= 1;
• is computable:
– there exists an efficient algorithm that can com-
pute the map in polynomial time.
A pairing is an efficient algorithm to compute the mapping
between G1 and G2 for all generators in G1. Modified Weil
pairing is one of the pairings that has been used frequently
in recent cryptographic applications [8, 11–13].
2.2. Identity-based cryptosystem
In an identity-based cryptosystem (or ID-based, for short),
users are not bound to certificates and no online trusted
authorities are required to verify the validity of their cer-
tificate. They are bound to their unique identifier (ID)
and their private key is obtained from a key generation
center (KGC) while their public key is determined with
their ID. The center, KGC, can go off-line after the setup
of common system parameters and the distribution of keys
to users. Later on, one of the two users Alice and Bob,
say Alice, wants to send a message to Bob, she can encrypt
the message using the public key computed from the ID
(name, e-mail address, etc., as long as it can be used to
uniquely identify the user) of Bob. The encrypted mes-
sage can only be decrypted by Bob using his private key
previously obtained from the KGC.
Currently the well known ID-based encryption scheme [11]
that incorporates the bilinear map and pairing is as follows.
The ID-based cryptosystem proposed by Boneh and
Franklin:
• Setup. KGC generates two groups (G1,+) the ad-
ditive group and (G2, ·) the multiplicative group both
with prime order q together with a bilinear map
eˆ : (G1,+)
2
→ (G2, ·). It also selects an arbitrary
generator P ∈ G1, then picks s ∈ Z∗q randomly and
sets Ppub = sP as its public key, where s denotes
the master secret key. Finally, two cryptographically
strong hash functions are selected: F : {0,1}∗→G1,
H : G2 → {0,1}n, where n denotes the size of the
plaintext message space. The system parameters
and their descriptions are made public in a tuple
{G1,G2, eˆ,q,n,P,Ppub,F,H} while the master secret
key s is kept secret.
• Extract. After performing physical identification of
a user, say Alice, and making sure the uniqueness of
her IDAlice, KGC generates her secret key as follows.
It computes QIDAlice = F(IDAlice) and sets SIDAlice =
sQIDAlice . SIDAlice is given to Alice as her secret key.
It is the same for Bob where his identity is IDBob and
his secret key SIDBob = sQIDBob .
• Encrypt. To send an encrypted message to Bob,
Alice first obtains the system parameters and uses
Bob’s identity to compute QIDBob = F(IDBob). Then,
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to encrypt a message m ∈ {0,1}n, Alice picks
r ∈ Z∗q randomly and computes rP and gIDBob =
eˆ(QIDBob ,Ppub)r. The ciphertext is C = (rP,m ⊕
H(gIDBob)).
• Decrypt. Let C = (U,V ) be the ciphertext received
by Bob. To decrypt C using his private key SIDBob ,
he computes gIDBob = eˆ(SIDBob ,U) = eˆ(sQIDBob ,rP) =
eˆ(QIDBob ,sP)r = eˆ(QIDBob ,Ppub)r. The message is
m = V ⊕H(gIDBob).
2.3. Single encryption and multiple decryptions
In [14], a new public key based cryptosystem was pro-
posed where there is one public encryption key and multiple
decryption keys. It works by considering the polynomial
function:
f (x) =
n
∏
i=1
(x− xi)≡
n
∑
i=0
aix
i
,
where ai denotes the coefficient corresponding to x
i af-
ter the expansion of f (x), i.e., a0 = ∏ni=1(−xi), a1 =
∑ni=1 ∏nj 6=i(−x j), . . . , an−1 = ∑ni=1(−xi), an = 1 (note that
f (xi),1 ≤ i ≤ n is equal to 0).
Under this construction, any generator g∈Z∗q rises to power
f (x), i.e., g f (x) mod q (q is a large prime) will give the
result equals to 1 for x = xi, i = 1 . . .n. (We assume the
calculations in this paper are under modulo q and will omit
the (mod q) notation in the rest of the paper where it is
obvious from the context).
With this property, we let x1,x2, . . . ,xn be the private de-
cryption keys of user U1,U2, . . . ,Un, respectively, and
{g0,g1,g2, . . . ,gn} = {ga0 ,ga1 ,ga2 , . . . ,gan} be the public
encryption key tuple. Then a message m can be encrypted
as m ·gr0 by choosing a random number r ∈ Z
∗
q and sending
C = {m ·gr0,gr1,gr2, . . . ,grn} as the ciphertext. The encrypted
message can be decrypted by any one of the users by using
his own private key xi to calculate:
m ·gr0 ·
n
∏
j=1
grx
j
i
j = m ·
n
∏
j=0
grx
j
i
j
= m ·g∑
n
j=0 a jx
j
i ·r
= m ·g f (xi)·r
= m ·1r = m .
3. Our proposed scheme
3.1. Security model
3.1.1. System model
In our paper, we consider the situation where a group
of users are selected as a subset from the user set U =
{U1,U2, . . . ,Uk} who would like to form a mobile ad hoc
network by using their wireless devices. There exists a key
generation center that sets up system parameters, generates
and distributes private keys as described in Subsection 2.2.
The KGC will accept any person’s ID. Upon successful
verification of the ID, KGC generates the private key as-
sociated with the ID provided. The n users in set U are
those who have contacted the KGC to obtain their private
key and have their ID being known by each user within the
set. We note that the KGC’s role is only to provide the
necessary system parameters and distribute each user his
private key, hence the KGC is not necessary to keep online
after the completion of these procedures and is not required
anymore by the users who want to setup a mobile ad hoc
network, which fulfill the infrastructureless requirement of
dynamic ad hoc networks.
3.1.2. Adversary model
We assume there exists an adversary A 6∈U . All messages
available in the network are also available to A . This
includes all the messages sent by any set of users ⊂U that
wishes to create a mobile ad hoc network. The main goal
of A is to deviate the protocol by decrypting any messages
sent within the network intended to any set of users ⊂U
but not him. A is considered to be successful if he wins
in the following experiment.
Indistinguishability of encryptions under adaptive chosen
plaintext attack (IND-CPA):
1. A picks a group of user IDs to be attacked and tells
the challenger C .
2. C runs the KGC’s Setup algorithm to generate the
necessary system parameters and his private key. The
parameters are given to A while C keeps his private
key secret.
3. A can query C up to qH hash queries on any ID he
wants and up to qE extraction queries on any ID not
equal to the IDs he picked in Step 1. C will reply
with proper hash results on those IDs and runs the
Extract algorithm to reply A the private keys he
needs.
4. Meanwhile, A will select two messages {m0,m1}
and gives them to C . C will then pick one of them
randomly by flipping a fair coin to obtain b ∈ {0,1}.
C runs the Encrypt algorithm on mb using the IDs
picked by A in Step 1 to get the ciphertext C and
gives it back to A without letting him knows which
message is being picked.
5. A can keep on querying C the hash or extract values
if the total numbers of queries have not exceeded qH
and qE .
6. Eventually A will make a guess b′ ∈ {0,1} on which
message was being picked by C .
If A somehow managed to guess the correct answer
(i.e., b′ = b) in the experiment on the protocol above
then A wins the experiment and the protocol is not secure.
We say that A has a guessing advantage ε that the prob-
ability of A winning the experiment is P[b′ = b] = 12 + ε .
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A protocol is said to be secure against IND-CPA if there
exist no adversaries with advantage ε that can win the ex-
periment within qH +qE queries, in other words ε is neg-
ligible.
3.1.3. Security properties
Our protocol is secure against IND-CPA, which means no
adversaries can decrypt the messages sent within the net-
work not intended to them. If we consider the messages
as some group keys in different sessions, we obtain a se-
cure group key management method with the following
properties:
1. Group key secrecy. The group key is computationally
infeasible to compute.
2. Known session key secrecy. Even if one or more pre-
vious group session keys are exposed, the current or
future session keys are still secure.
3. Forward secrecy. If one or more group members’
private key are exposed, only the previous session
keys are revealed, the current or future session keys
are still secure.
4. Key control secrecy. The group key is randomly con-
structed and can not be predicted.
3.2. System construction
Our protocol incorporates the ID-based cryptosystem [10]
and its construction using a bilinear map and pairing [11]
together with the single encryption and multiple decryption
method [14] to create a secure and efficient communication
protocol for mobile ad hoc network.
For simplicity, we assume that each of the users
Ui ∈ U has contacted the KGC to obtain their ID-
based private key SIDi = sF(IDi). The system parame-
ters {G1, G2, eˆ, q, n, P, Ppub, F, H} are publicly known and
each user’s ID is known within the user group U . These
procedures can be done at anytime before the network is
formed.
Let there be a set of users U and a subset U
′
⊂U of size
n wanting to form a mobile ad hoc group. Let Us denote
a group member who joins U
′
and wants to broadcast
a message (or session key) to the rest of group. We refer
to U
′
∪{Us} as the current group. Our protocol works as
follows:
• Setup. Given the system parameters as described
above, each of the group members in the current
group will perform the following calculations:
– Select a random number r ∈ Z∗q, set R = rP.
– For n other group members in the current group,
calculate ei = H(eˆ(Ppub,rF(IDi))), i = 1 . . .n.
– Use the ei values to construct the polynomial
function f (e) = ∏ni=1(e− ei) = ∑ni=0 aiei.
– Compute {g0,g1, . . . ,gn}= {ga0 ,ga1 , ...,gan}.
After this phase, each group member is equipped
with a different encryption key tuple {g0, g1, . . . ,
gn, R}. This tuple will not change throughout the
whole session as long as the group topology does
not change and none of the private keys of current
group members has been exposed.
• Encrypt. Let m be the message (or new session
key). Us will perform the following calculations to
encrypt m and broadcast it to the rest of current group
members:
– Select two random numbers k1,k2 ∈ Z∗q.
– Raise each component in the encryption tuple
to power k2, i.e., calculate {gk20 ,g
k2
1 , . . . ,g
k2
n }.
– Encrypt the message m as Z = m⊕k1 and com-
pute A = k1 ·gk20 .
– Broadcast C = {Z,A,gk21 , . . . ,g
k2
n ,R}.
• Decrypt. Upon receiving the broadcast message
from Us, each user in current group can decrypt the
message with the following calculations:
– Compute ei = H(eˆ(R,SIDi)) using his private
key SIDi .
– Compute k = A ·∏nj=1 g
k2·e
j
i
j .
– m = Z⊕ k.
Note that the computation H(eˆ(R,SIDi)) = H(eˆ(rP,
sF(IDi))) = H(eˆ(sP,rF(IDi))) = H(eˆ(Ppub,rF(IDi)))
and A ·∏nj=1 g
k2·e
j
i
j =k1 ·g
k2
0 ·∏nj=1 g
k2·e
j
i
j =k1 ·∏nj=0 g
k2·e
j
i
j
= k1 · gk2·∑
n
j=0 a je
j
i = k1 · g f (ei)·k2 = k1 · 1k2 = k1 and
hence message m can be decrypted correctly.
As the mobile ad hoc user group is dynamic, whenever
there is a join or leave of group member, simply add or
exclude that member’s ID during execution of Setup to
obtain a new encryption key tuple. Note that the pairing
computation for the ei values can be reused if the new join
member is a returning old member, only the encryption
key tuple is needed to recalculate. This can save a lot of
computation as pairing computations are expensive.
3.3. Security analysis
To prove our protocol is secure against IND-CPA, we first
assume that there exists an adversary A that wins in the in-
distinguishability experiment described in Subsection 3.1.
Then we create a simulator B that intercepts all the com-
munication between A and the challenger C , B is able
to modify and forward the communication contents and is
transparent to A and C making A see no difference be-
tween the simulator B or the real challenger C . The goal
of B is to make use of A to solve a cryptographic hard
problem. Since the hard problem is known to be unsolvable
in polynomial time, the assumption that A exists leads to
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a contradiction and hence our protocol is secure. We first
review the cryptographic hard problem that we will use in
the proof:
Bilinear decisional Diffie-Hellman problem (BDDHP):
given an instance (P,aP,bP,cP,θ), where P is a genera-
tor ∈ G1, a,b,c ∈ Z∗q are chosen uniformly at random and
θ ∈ G2. The goal for an attacker is to decide whether
θ = eˆ(P,P)abc within polynomial time. BDDHP is hard
with an assumption that there exists no polynomial time
algorithm for any attacker to solve BDDHP, such that the
probability of success is non-negligible.
We now construct the simulator B as follows (note that C
can be omitted here as B has simulated it):
1. B is given an instance (P,aP,bP,cP,θ) of BDDHP
as described above.
2. A picks a group of user IDs to be attacked and
tells B.
3. B runs the KGC’s Setup algorithm to generate
the necessary system parameters. The parameters
{G1,G2, eˆ,q,n,P,Ppub,F,H} are modified by B by
setting Ppub to cP before giving to A .
4. Whenever A issues a hash query on IDi, B replies
with his modified hash function F ′ using the follow-
ing method:
• B maintains a query list Flist : {IDi,ri,F
′
(IDi)}.
When the query on IDi has been asked before,
B looks up Flist to find the matching IDi and
replies with F ′(IDi).
• If the query on IDi has not been asked be-
fore, B first selects a random number ri ∈ Z
∗
q
and further checks that if IDi is one of the
IDs picked by A in Step 2. If it is, B sets
F ′(IDi) = riP+bP, else B sets F
′
(IDi) = riP.
• B updates Flist with the new entry and replies
A F ′(IDi).
5. Whenever A issues an extraction query on IDi, B
replies with his modified Extract algorithm using
the following method:
• If the query on IDi exists on Flist , B takes the
F ′(IDi) value and replies with SIDi = ricP.
• Otherwise B follows the hash query replying
method to create a new entry for IDi first then
replies with SIDi = ricP.
• Note that A is not allowed to query on the
IDs picked in Step 2. For extraction values,
hence F ′(IDi) is always in the form riP in Flist
and ricP = criP = cF
′
(IDi), which is a perfect
simulation of extraction value (since Ppub has
been replaced by cP).
6. At the time A provides two messages {m0, m1},
B picks one of them randomly to obtain b ∈ {0,1}
and looks up Flist for the ri values on the IDs picked
by A in Step 2. B runs the Setup algorithm of
our protocol to calculate the ei values for these IDs
by setting R = aP and ei = H(θ · eˆ(R,Ppub)ri). With
these ei values, B runs the Encrypt algorithm of
our protocol to encrypt the selected message mb and
sends A the ciphertext.
7. A can keep on querying if the total numbers of
queries have not exceeded qH and qE .
8. Eventually A will make a guess b′ ∈ {0,1} on which
message was being picked by B.
If the guess from A is correct (i.e., b′ = b), then B knows
that θ = eˆ(P,P)abc, otherwise B knows that θ 6= eˆ(P,P)abc.
This is because the ei values computed by B are able to
construct a valid ciphertext on mb.
Note that if A guesses it correctly, then ei = H(θ ·
eˆ(R,Ppub)ri) = H(eˆ(P,P)abc · eˆ(aP,cP)ri) = H(eˆ(aP,bcP +
ricP)) = H(eˆ(R,cF
′
(IDi))) = H(eˆ(R,SIDi)). For the above
construction of simulator B, we successfully show that B
can solve the BDDHP using the guess provided by A ,
which leads to a contradiction that BDDHP is unsolvable.
Hence the assumption that A exists is invalid and our pro-
tocol is secure. The other security properties mentioned in
Subsection 3.1 are straight froward: our IND-CPA proto-
col implies the group key secrecy. With two random val-
ues k1, k2 selected every time the new session key is broad-
casted, we ensure the known session key secrecy and key
control secrecy. Forward secrecy can be provided if the
group member who has lost his private key is promptly
informed to the group and the other group members can
simply exclude his ID from the Setup phase.
4. Conclusion
We proposed a new secure communication protocol for
mobile ad hoc networks. The protocol offers an efficient
setup algorithm, together with an efficient protocol for en-
crypting and decrypting the message among the ad hoc
group. Member joining or removal is also simple and quick.
With only one broadcast message, each member in the ad
hoc group can obtain a new group session key. The use
of ID-based cryptosystem provides an easy way to setup
our protocol and to include or exclude designated receivers
without interrupting the other group members, which
can be an advantage for greater flexibility.
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Paper An adaptive LQG TCP congestion
controller for the Internet
Langford B. White and Belinda A. Chiera
Abstract— This paper addresses the problem of congestion
control for transmission control protocol (TCP) traffic in the
Internet. The method proposed builds on the ideas of TCP
Vegas, a true feedback control approach to congestion man-
agement of TCP traffic. The new method is based on an adap-
tive linear quadratic Gaussian (LQG) formulation which uses
an extended least squares system identification algorithm com-
bined with optimal LQG control. Simulation experiments in-
dicate that the new technique inherits good equilibrium prop-
erties from TCP Vegas, but has much superior transient re-
sponses which, the paper argues, is important for good dy-
namic congestion control.
Keywords— TCP, congestion control, LQG, adaptive control.
1. Introduction
The role of congestion control in today’s high speed In-
ternet is critical and arguably one of the most essential
aspects of traffic management. A significant component
of network congestion stems from the fact that over the
past two decades there have been no limiting requirements
placed on the entry of users onto the network, whilst a si-
multaneous exponential increase in Internet utilisation has
occurred. The resulting effect is one of high levels of con-
gestion in some parts of the network, providing the impetus
to improve network efficiency and throughput [1].
The end-to-end transmission control protocol (TCP) [2],
designed specifically to avoid and control network conges-
tion, now carries the vast majority (> 90%) of network
traffic making it largely responsible for the stability of the
Internet to date. However TCP in its original inception
is not necessarily well-suited for more current applications.
TCP Reno, the most common TCP variant currently in use,
has proven effective although shows a decrease in efficacy
when multiple packet lossess occur. TCP NewReno, de-
signed specifically to address this issue, is becoming more
widely utilised. TCP Vegas, one of the more recent signif-
icant proposals, is known to result in substantial improve-
ments in throughput of up to 70% [3]. Performance issues
such as fairness has, of late, led to doubt over the suitabil-
ity of deploying Vegas in a shared environment, however
it has recently been demonstrated that the compatibility of
Reno and correctly configured Vegas flows results in an
improvement in overall network performance [4].
Most TCP algorithms consist of two complementary
phases: slow start and congestion avoidance. In slow start
the transmission rate – congestion window (cwnd), is ef-
fectively doubled every round trip time (RTT). Once the
network has been sufficiently saturated with packets from
the source, TCP’s congestion avoidance mechanism is in-
voked. At this point, cwnd is conservatively increased so as
to gently probe the network until congestion occurs. Reno
is what is known as a reactive scheme in that it reacts once
congestion has already occurred. TCP Vegas however, is
a proactive scheme as it monitors the difference between
actual and expected transmission rates and adjusts its cwnd
accordingly. While Vegas does not further attempt to use
any type of model of the relationship between cwnd and the
measured RTTs, it is clear that there is, at least in principle,
the presence of a simple feedback control.
Modelling TCP as a feedback control system has been the
subject of recent work (see for example [5–11]). In [5],
TCP congestion control is modelled by combining the tools
of classical control theory and Smith’s principle. How-
ever co-operation from intermediate network routers is
required, thereby invalidating the implementation of cur-
rent TCP. Other work of note includes the development
of an H ∞ controller for congestion control in commu-
nications networks with a capacity predictor [9]. Control
theoretic approaches have also been applied to the Vegas
mathematical model to address the issues of stability
and fairness [10] although this analysis also violates the
spirit of current TCP by requiring explicit congestion no-
tification from routers on the network, as does the model
of [8]. The delay-based congestion controller of [11] ob-
serves current TCP implementation by using measurements
of cwnd and RTT only. However the model extends only
so far as to the system identification of TCP using a simple
autoregressive exogenous linear system model.
In this paper, we present a proportional control law for TCP
congestion avoidance which we call the linear congestion
controller (LCC). The LCC is designed to relate measure-
ments of cwnd and logarithmically transformed RTTs to
overcome in-built limitations of Vegas whilst possessing the
same qualitative behaviour at equilibrium. As LCC uses
only information readily available at the source, it is an
end-to-end algorithm compliant with today’s Internet. We
design a model suitable for system identification which we
translate to the plant parameters where the plant is the In-
ternet as seen by a given TCP source. Since our model
is originally affine rather than linear, we address this is-
sue and synthesise an appropriate linear quadratic Gaus-
sian (LQG) controller followed with the derivation of the
corresponding predictor algebraic Riccati equations (ARE)
and linear quadratic (LQ) cost function. We are then able to
give the adaptive control design for the on-line implemen-
tation of LCC which we validate via a series of network
simulations.
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The outline of the paper is as follows. In Section 2, we
derive the LCC model for TCP congestion avoidance. In
Section 3, we propose a system model for LCC which is
originally affine rather than linear; a property we correct in
Subsection 3.1 to make the model suitable for LQG design.
We then verify the correctness of the linear model with
the standard Matlab command dh2lqg.m in Section 4.
In Section 5, we give, in detail, the adaptive control design
for the LQG component of LCC. In Section 6, we run
simulations of the on-line behaviour of LCC and Vegas and
compare their respective dynamic performance. Finally, we
give our conclusions in Section 7.
2. Control systems model for TCP
congestion avoidance
For the purposes of designing a congestion controller, we
define the network as being characterised by a set of Q
TCP sources S = {si : i = 1, . . . ,Q} and associated receivers.
Each source si sets its transmission rate by maintaining
a congestion window of length wi and measures the round
trip time ri (RTT) of a packet, where the RTT denotes the
time between the source having sent the packet and the
receipt of an acknowledgement caused by its arrival at the
receiver. For the sake of clarity, we now drop the i subscript
in the following derivation and present a sufficiently generic
methodology applicable at each source.
The TCP Vegas [3] congestion avoidance algorithm has
the update form for congestion window size (in segments)
at synchronous clock time k (with sample period Ts)
given by
w(k +1) = w(k)+



r(k)−1 ε˜(k) > α
−r(k)−1 ε˜(k) < β
0 otherwise,
(1)
where
ε˜(k) = w(k)
(
1
δ −
1
r(k)
)
(2)
and w(k) is the congestion window at time instant k, r(k)
the current RTT measurement in sample periods, δ the
fixed round trip propagation delay and α, β are throughput
parameters. Specifically, α and β are threshold values set
at the source which serve as estimates for an under-utilised
and over-utilised network, respectively. Here we consider
the simplified case and assume α = β as also considered
in [7].
Thus Eq. (1) becomes
w(k +1) = w(k)+ sign[e(k)]
r(k) , (3)
where the error signal is given by
e(k) = t −w(k)
(
1−
δ
r(k)
)
. (4)
Here t is the target number of queued segments. The moti-
vation for this form of error signal stems from the desire to
have a specified number of segments queued in the system
in order to rapidly take up any bandwidth which becomes
available. By definition, w(k) is the number of (unacknowl-
edged) segments, and, the term in parentheses in Eq. (4)
is the proportion of those which are queued, rather than
in transit. Thus the error signal e(k) in Eq. (4) describes
a simple feedback control mechanism.
The quantisation imposed on w(k) by the sign() function
in Eq. (3) has been observed to limit the effectiveness of
Vegas [12]. We propose replacing Eq. (3) with the propor-
tional control form
u(k) = K(z) y(k) ,
ε(k) = t
w(k)
(
1− δ
r(k)
) , (5)
where u(k) = log w(k), K(z) is a stable, strictly causal
transfer function and
y(k) = log
(
1−
δ
r(k)
)
(6)
is the transformed system output. Setting s = log t and
z(k) = log ε(k) we have the linear congestion controller
u(k) with error term z(k):
u(k) = K(z) y(k) ,
z(k) = s−u(k)− y(k) . (7)
Comparing the Vegas error term e(k) and the quantity z(k)
we observe e(k) = 0 if and only if z(k) = 0, meaning
the equilibrium values of the Vegas controller Eq. (4)
and LCC Eq. (7) are identical. Further, e(k) > 0 (respec-
tively < 0) if and only if z(k) > 0 (respectively < 0), so
the control action results in identical qualitative behaviour.
Thus cwnd is increased when the estimated number of
queued segments is less than the target, and decreased when
the number of segments is greater than the target. The key
difference is that we have removed the quantisation imposed
by the sign() function in Eq. (3) and replaced it with a pro-
portional control. Note that although the Vegas controller
does not use a model of the system (the Internet TCP layer
viewed by a single user), the limitation of the gain imposed
on Eq. (3) by the one-bit quantisation of the error aids in
ensuring the stability of the resulting closed loop system.
In the next section, we shall generalise the control approach
and incorporate a model relating y(k) and u(k).
3. Linear system model and LQG
control
We propose an ARMAX type model relating the output
signal (transformed RTTs) to the input signal (transformed
cwnd), that is y(k), u(k), respectively,
y(k) = G(z) u(k)+H(z) ξ (k) , (8)
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where G(z) is a strictly proper (1 ≤ M ≤ N) stable rational
transfer function:
G(z) =
M
∑
m=1
bm z−m
1+
N
∑
n=1
anz−n
=
M
∑
m=1
bm zN−m
zN +
N
∑
n=1
anzN−n
, (9)
and H(z) is a stable rational transfer function with stable
inverse
H(z) =
1+
P
∑
p=1
dp z−p
1+
P
∑
p=1
cpz−p
=
zP +
P
∑
p=1
dp zP−p
zP +
P
∑
np1
cpzP−p
. (10)
The signal ξ (k) is a Gaussian white noise process with
unknown mean µ and unit variance representing the un-
measured effect of all background traffic on the (trans-
formed) RTTs as observed by the modelled user.
Writing Eq. (8) in canonical state-space form gives
X(k +1) = A X(k)+B2 u(k)+B1 ξ (k) ,
y(k) = C2 X(k)+D21 ξ (k) , (11)
with error equation
z(k) = s+D12 u(k)+C1 X(k)+D11 ξ (k) , (12)
where D12 =−1, C1 =−C2, and D11 =−σ , and
A =



















−a1 −a2 · · · −aN 0 0 · · · 0
1 0 · · · 0 0 0 · · · 0
0 1 · · · 0 0 0 · · · 0
...
...
...
...
0 · · · 1 0 0 0 · · · 0
0 0 · · · 0 −c1 −c2 · · · −cP
0 0 · · · 0 1 0 · · · 0
0 0 · · · 0 0 1 · · · 0
...
...
...
...
0 0 · · · 0 0 · · · 1 0



















,
B2 =













1
0
...
0
0
...
0













, B1 =













0
0
...
0
σ
...
0













,
C2 =
[
b1 · · · bM 0 · · · 0 d1− c1 · · · dP− cP
]
,
and D21 = σ , where σ2 represents the variance of the noise
H(z)ξ (k). We thus have the system in the usual 4 block
form as used by Matlab’s dh2lqg function with D22 = 0.
3.1. Removal of constant values
In the above formulation, we have an affine system rather
than linear because of the presence of the non-zero mean
noise ξ (k) and the set point s which is non-zero in gen-
eral. The standard LQG design procedure assumes that all
signals are zero mean, so that the resulting controller is
linear in nature. Thus we need to modify our model to
meet this requirement and then synthesise an appropriate
affine controller to ensure that the steady state behaviour is
suitable.
Using a symbol ˜ to designate quantities which have had
their constant parts removed, we can write
˜ξ (k) = ξ (k)−µ,
u(k) = u˜(k)+u∞.
Next we consider the steady-state error signal
z∞ = c− y∞−u∞ (13)
which must be zero, otherwise we could reduce its mean
square value by subtracting its mean. Thus in implementing
our control, we should subtract y∞ from the measurements
y(k), pass this signal to the designed controller, and then
add u∞ to the controller output before closing the loop.
Fig. 1. Adaptive control model.
This process is illustrated in Fig. 1. The design model
is now
X(k +1) = A X(k)+B2 u˜(k)+B1 ˜ξ (k) ,
y˜(k) = C2 X(k)+D21 ˜ξ (k) ,
z˜(k) = D12 u˜(k)+C1 X(k)+D11 ˜ξ (k) . (14)
The control design yields the LQG controller K(z) and the
control signal is generated according to
u(k) = u∞ +K(z)(y(k)− y∞) . (15)
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4. Rapprochement with LQG design
tools
To verify the correctness of the Matlab command
dh2lqg.m, we consider the direct design using control and
predictor algebraic Riccati equations (ARE). The LQ part
for zero mean signals (s = 0) yields a control
u(k) =−Kc ˆX(k|k−1) ,
where
Kc =
(
BT2 XB2 +Rc
)
−1 (BT2 XA+STc
)
.
X is the solution to the ARE
X = AT XA−
(
AT XB2 +Sc
)(
BT2 XB2 +Rc
)
−1
×
(
BT2 XA+STc
)
+Qc
and the parameters Rc, Sc and Qc are the cost matrices in
the LQ cost function:
J = E
{
X(k)T QcX(k)+2X(k)T Scu(k)+u(k)T Rcu(k)
}
.
(16)
We minimise cost function J = E|z(k)|2, where
J = E
{
X(k)TCT1 C1X(k)+2X(k)TCT1 D12u(k)
+u(k)T DT12D12u(k)
}
. (17)
Thus minimum error variance control is achieved by setting
Qc = CT1 C1 ,
Sc = CT1 D12 ,
Rc = DT12D12. (18)
To incorporate a control penalty, we use Rc = DT12D12 + r
for some positive quantity r.
The one-step predictions ˆX(k|k − 1) are produced by
a Kalman predictor of the form
ˆX(k +1|k) =
(
A−K fC2
)
ˆX(k|k−1)+K f y(k)+B2 u(k) ,
(19)
where
K f =
(
AYCT2 +So
)(
C2XCT2 +Ro
)
−1
. (20)
Y is the solution to the ARE
Y = AYAT −
(
AYCT2 +So
)(
C2XCT2 +Ro
)
−1
×
(
C2YAT +STo
)
+Qo (21)
and the noise covariance terms are given by
Qo = B1 BT1 ,
So = B1 DT21 ,
Ro = D21 DT21 . (22)
Substituting from Eq. (4) for u(k), we have the state space
description for the LQG controller:
ˆX(k +1|k) =
(
A−K fC2−B2Kc
)
ˆX(k|k−1)+K f y(k) ,
u(k) = −Kc ˆX(k|k−1) . (23)
It has been verified that the above procedure yields an iden-
tical controller to that produced by dh2lqg.m.
5. Adaptive control design
Suppose we have measurements u(k) and y(k) for the
system in open loop for k ≥ 0, then we desire to iden-
tify the model parameters a1, . . . ,aN , b1, . . . ,bM , c1, . . . ,cP,
d1, . . . ,dP, µ ,σ2 on-line. We firstly address the zero mean
case where s = µ = 0. Also, for purposes which will be-
come clear, we remove the noise scaling term (σ ) from
the model and now assume that the noise process ξ (k) has
variance σ2.
We write the parameter vector θ as
θ = (a1, . . . ,aN ,b1, . . . ,bM,c1, . . . ,cP,d1, . . . ,dP)T (24)
and let
φ(k) = (y1(k−1), . . . ,y1(k−N),u(k−1), . . . ,u(k−M)
, y2(k−1), . . . ,y2(k−P),ξ (k−1), . . . ,ξ (k−P))T ,
where the observations are given by
y(k) = y1(k)+ y2(k)+ξ (k).
Thus we can write
y(k) = φ(k)T θ(k)+ξ (k) . (25)
Since y1 and y2 cannot be measured separately, we use the
extended least-squares (ELS) estimator
ˆφ(k|k−1) =
(
yˆ1(k−1|k−1), . . . , yˆ1(k−N|k−N),
u(k−1), . . . ,u(k−M),
yˆ2(k−1|k−1), . . . , yˆ2(k−P|k−P),
ˆξ (k−1|k−1), . . . , ˆξ (k−P|k−P)
)T
, (26)
where
yˆ1(k−1|k−1) = C21 ˆX(k−1|k−1),
yˆ2(k−1|k−1) = C22 ˆX(k−1|k−1),
ˆξ (k−1|k−1) = y(k−1)− yˆ1(k−1|k−1)
−yˆ2(k−1|k−1) (27)
and C21 = (b1 · · · bM 0 · · · 0 | 0) and C22 = (0 | d1 −
c1 · · · dP− cP).
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The parameter estimate is updated using the recursive least
squares (RLS) rule:
ˆθ(k +1) = ˆθ(k)+G(k)−1 ˆφ(k|k−1)
×
(
y(k)− ˆφ(k|k−1)T ˆθ(k)) ,
G(k +1) = G(k)+ ˆφ(k|k−1) ˆφ(k|k−1)T . (28)
Thus the identification procedure consists of a Kalman fil-
ter (KF) estimating the state X(k) using the current param-
eter estimates as its model, and an RLS algorithm updating
the parameter estimates, using the KF state estimates to
construct the regression vector. Figure 1 shows the struc-
ture of the adaptive controller.
6. Simulation results
We conducted a series of simulations to compare the be-
haviour of LCC Eq. (7) and Vegas (as given by Eqs. (3)
and (4)). Since the models are control laws for congestion
avoidance, we restricted our analysis to this phase of TCP
only. We also made the assumption there were no packet
losses on the network due to either timeout or the presence
of lossy links. Thus having entered congestion avoidance
the TCP controller remained in this phase for the duration
of the simulation.
The network topology is given in Fig. 2 in which there
are two TCP senders and receivers (S1,R1), (S2,R2) and
a third source-sink pair (Sb,Rb) to simulate the aggregate
Fig. 2. TCP simulation structure for the two-sender case.
effect of background traffic on the network, generated ac-
cording to a Poisson distribution. We assumed the presence
of a single bottleneck FIFO queue on the network which we
used to infer the effects of congestion. We set the network
link capacity to 2.5 Mbyte/s and δ = 667 µs−1. The
simulation time was 20 s with a sampling rate of 250 sam-
ples/s and we staggered the starting time of the sender-
receiver pair (S2,R2).
Figures 3, 4 and 5 depict the performance of the two mod-
els in terms of network link utilisation, the number of
times the network queue ran empty and average delay as
seen by the two TCP sources. The congestion window tar-
get values for S1 and S2 were 30 and 80 and the maxi-
mum allowed congestion window was 100. Source S2 com-
menced sending a quarter-way into the simulation, although
it should be noted that the results obtained when starting S2
half- and then three quarter-way into the simulation are
comparable to those given here. For the case where both
sources commenced at the same time, the results of LCC
were superior to those of Vegas.
Fig. 3. Network link utilisation of LCC (–) and Vegas (- -).
Background traffic loadings are 30, 70 and 90%.
Fig. 4. The number of times the network queue ran empty when
running LCC (–) and Vegas (- -). Background traffic loadings are
30, 70 and 90%.
From Figs. 3 and 4 it can be seen that apart from the case
of low background traffic (30%), LCC makes better use
of the network resources than Vegas. This is particularly
true on a more congested network with background traffic
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Fig. 5. Average network delay as seen by the two sources when
running LCC (–) and Vegas (- -). Background traffic loadings are
30, 70 and 90%.
at 70% and 90%, in which case LCC better utilises the net-
work resources while at the same time reducing the average
delay experienced by each of the TCP sources. Moreover,
from a snapshot of the congestion window in Figs. 6 and 7
Fig. 6. A close up of the dynamic behaviour of the network
measured by the response of the congestion window to S2 joining
the network. The results are for LCC (–) and Vegas (- -) with
background traffic at 30%.
as well as the full set of results in Fig. 8, the dynamic
behaviour of LCC is more stable than that of Vegas, irre-
spective of the level of background traffic. In particular,
LCC responds more quickly than Vegas to (S2,R2) entering
the network and becomes relatively stable quite rapidly.
In contrast, Vegas takes longer to respond after which
time the congestion window oscillates for the remainder
of the simulation. This behaviour worsens when the net-
work is more heavily loaded (Fig. 8) in which case the
quality of S1’s congestion window is severely compromised.
Note also the corresponding controller error as shown
in Fig. 9. It can be easily seen that while the S2 Ve-
gas error eventually stabilises to zero, the S1 Vegas er-
ror is destabilised after S2 enters the network and contin-
ues to oscillate. The LCC controller error rapidly stabilises
to zero.
Fig. 7. A close up of the dynamic behaviour of the network
measured by the response of the congestion window to S2 joining
the network. The results are for LCC (–) and Vegas (- -) with
background traffic at 70%.
Fig. 8. Dynamic behaviour of the network measured by the
response of the congestion window to S2 joining the network.
The results are for LCC (–) and Vegas (- -) with background
traffic at 90%.
A secondary issue of importance is that of fairness in the
allocation of network resources to the two TCP sources.
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Fig. 9. The controller error of LCC (–) and Vegas (- -). The
individual source errors for Vegas are as marked. Background
traffic is at 90%.
Fig. 10. Absolute difference of throughput experienced by TCP
sources S1 and S2. The results of LCC are denoted by an aster-
isk (∗) and those of Vegas by a square (). The starting times
of S2 are staggered at each level of background traffic with starts
at the same time and then quarter-, half- and three quarter-way
through the simulation.
In order to determine the fairness of LCC and Vegas, we
set identical target values for sources S1 and S2 and stag-
gered S2’s starting times as before, as well as altering net-
work traffic levels. We then computed the absolute differ-
ence of the average dynamic throughput of each source, for
each controller. The results, given in Fig. 10, show that
LCC and Vegas almost entirely identically allocated net-
work resources to both TCP sources S1 and S2, which is
as expected since it was shown in Section 2 that LCC and
Vegas will have the same equilibrium value.
7. Conclusion
In this paper we have described a linear congestion con-
troller for TCP. The proposed controller is based on an
adaptive LQG design with extended least squares system
identification. A novel transformation of the TCP conges-
tion window size (the control signal) and measured segment
round-trip times, was proposed together with an ARMAX
type model of the transformed signals. The proposed sys-
tem design has the same equilibrium behaviour as TCP
Vegas, which has been shown to be an improvement over
current TCP variants. The proposed controller offers sub-
stantially better transient behaviour than TCP Vegas, which
we argue is an important factor in practice as there are
always TCP users joining and departing the system (Inter-
net) on many different time scales. We have used a bot-
tleneck network queue model to simulate the behaviour of
our controller compared to TCP Vegas. Improved transient
properties were observed.
In future work we remove the explicit ARMAX model and
instead apply modern subspace based LQG approaches.
Initial results encourage the use of the subspace-based
equivalent [13]. We also present NS-2 based network sim-
ulations assuming a fully functioning network in which
the simulation is not restricted to the congestion avoidance
phase only while also allowing for packet loss. These re-
sults will provide a more realistic characterisation of the
performance of the new method.
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Paper Load-balanced route discovery
for mobile ad hoc networks
Mehran Abolhasan, Justin Lipman, and Tadeusz A. Wysocki
Abstract— This paper presents flow-aware routing protocol
(FARP), a new routing strategy designed to improve load bal-
ancing and scalability in mobile ad hoc networks. FARP is
a hop-by-hop routing protocol, which introduces a flow-aware
route discovery strategy to reduce the number of control over-
heads propagating through the network and distributes the
flow of data through least congested nodes to balance the
network traffic. FARP was implemented in GloMoSim and
compared with AODV. To investigate the load distribution ca-
pability of FARP new performance metrics were introduced
to measure the data packet flow distribution capability of the
each routing protocol. The simulation results obtained illus-
trate that FARP achieves high levels of throughput, reduces
the level of control overheads during route discovery and dis-
tributes the network load more evenly between nodes when
compared to AODV. This paper also describes a number of
alternative strategies and improvements for the FARP.
Keywords— ad hoc routing, MANET, load-balancing, on-de-
mand routing, protocols.
1. Introduction
Following the success of 2nd generation mobile (cellular)
telephones in the late 1990’s, the demand for wireless com-
munication has continued to grow. Part of this success has
been due to the growing demand in Internet type application
over the wireless medium. This demand has partly been ad-
dressed through the introduction of 2.5G GPRS and more
recently the 3G (WCDMA1x) networks. Other solutions
becoming widely popular are wireless local area networks
(also known as Wi-Fi hotspots). Such networks are de-
signed to extend the coverage of wired networks by provid-
ing network access to mobile users. One shortcoming of the
above technologies is their inability to provide a networking
solution in environments where a networking infrastructure
does not exists. Currently, infrastructured networks such as
2.5G, 3G and Wi-Fi hotspots exist mainly in metropolitan
areas, where consumer demand is high. To address this
shortcoming a networking technology is required, which
can be easily and cost effectively configured without the
need for a pre-existing infrastructure. One such solution is
ad hoc networking. In ad hoc networks each end-user node
is capable of sending, receiving and routing data packets
in a distributed manner. Moreover, such networks can be
configured to allow for mobility and perform routing over
multiple hops. Such networks are commonly reffered to
as mobile ad hoc networks (or MANETs). MANETs are
still in their early development stage with the current areas
of research spanning across all the levels of the traditional
TCP/IP networking model. One interesting area of research
in such networks is routing. Designing an efficient routing
protocol for MANETs is a non-trivial task. This is primar-
ily due to the dynamic nature of these networks, which re-
quires intelligent strategies that can determine routes with
minimum amount of overheads to ensure high levels of
scalability. Consequently, researchers have proposed many
different types of routing protocols for MANETs. These
protocols can be categorised into three groups: proactive,
reactive and hybrid routing.
Proactive routing was the first attempt at designing rout-
ing protocols for MANETs. The early generation proactive
protocols such as DSDV [13] and GSR [4] were based
on the traditional distance vector and link state algorithm,
which were originally proposed for wired networks. These
protocols periodically maintain routes to all nodes with in
the network. The disadvantage of these strategies were the
lack of their scalability due to exceedingly large amount of
overhead they produced. More recent attempts at reducing
control overhead in proactive routing can be seen in pro-
tocols such as OLSR [7] and TBRPF [3]. These protocols
attempt to reduce the control by reducing the number of
re-broadcasting nodes in the network.
Reactive (or on-demand) routing protocols attempt to re-
duce the amount of control overhead disseminated in the
network by determining routes to a destination when it is re-
quired. This is usually achieved through a two phase route
discovery process initiated by a source nodes. The first
phase of route discovery starts by the propagation of route
request (RREQ) packets through the network. The second
phase is initiated when a RREQ packet reaches a node,
which has a route to the destination or the destination itself,
in which case a route reply (RREP) packet is generated and
transimited back to the source node. When the number of
flows in the network is low, reactive routing protocols pro-
duce significantly lower amount of routing overhead com-
pared to proactive routing protocols. However, for large
number of flows reactive protocols experience a significant
drop in data throughput. This is because routing control
packets are usually flooded (globally) throughout the entire
network to find a route to the destination. To reduce the
global flooding in the network a number of different strate-
gies have been proposed. In LAR [8] and RDMAR [2] the
protocols attempt to use prior location knowledge of the
destination to reduce the search zone during route discov-
ery. In LPAR [1] a combination of prior location knowl-
edge and unicasting is used to reduce the number of re-
broadcasting nodes within a search zone. In AODV [5] the
source nodes use expanding ring search (ERS) to search
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nearby nodes first. Therefore, reducing the number of glob-
ally propagating control packets.
Hybrid routing protocols combine both reactive and proac-
tive routing characteristics to achieve high levels of scal-
ability. Generally, in hybrid routing protocols, proactive
routing is used within a limited region. These regions can
be a cluster, a tree or a zone, which may contain a number
of end-user nodes. Reactive routing is used to determine
routes, which do not lie within a source node’s local re-
gion. The idea behind this approach to routing is to allow
nearby nodes to collaborate and reduce the number of re-
broadcasting nodes. Therefore, during a route discovery
only a selected group of nodes within the entire network
may rebroadcast packets.
While a great deal of attention has been paid to reducing
routing overhead, not much attention has been paid in en-
suring a fair distribution of traffic flow (or load) between
the nodes. Most routing protocols proposed for MANETs
select routes based on the shortest-path which is determined
using hop count as the route selection metric. This can lead
to congestion or the creation of traffic bottlenecks in the net-
work, which can results in higher levels of packets being
dropped in the network and rapid depletion of resources in
specific nodes. Previous work in designing better load dis-
tribution within ad hoc networks includes [6, 10, 15]. These
strategies use routing load as the primary route selection
criterion. In [11], the author argues that better load distri-
bution can be achieved by flowing data over multiple routes
instead of using a single route. In [14], a combination of
a delay metric and hop count is used to select routes during
the route discovery phase. In this paper, we propose Flow-
aware routing protocol (FARP), a routing strategy which
aims to reduce the amount of control overhead while en-
suring a better distribution of traffic between the nodes.
In FARP, a utility metric is introduced to restrict the prop-
agation of route request packet over nodes with minimum
number of active data flows from different source nodes.
Therefore, congestion or the creation of bottleneck nodes
is reduced.
The rest of this paper is organised as follows. In Section 2,
we describe FARP. Section 3 illustrates the simulation en-
vironment, parameters and metrics used to investigate the
performance of FARP with a number of routing protocols.
Section 4 presents a discussion of the simulation results.
Section 5 points a number of alternative strategies and im-
provements for FARP and Section 6 gives the conclusions
of the paper.
2. Flow-aware routing protocol
The FARP employs the hop-by-hop routing strategy used
in AODV. However, unlike AODV, FARP attempts to
reduce the amount of control overhead while ensuring
a better distribution of data traffic. This is achieved by
introducing a flow-aware route discovery strategy, which
selects the nodes with the least number of traffic flows.
In FARP, each node maintains a flow table, which stores
a FlowID, a flow counter (Flowc) and the ID of the previous
node from which the data are received (BID). The FlowID
is the concatenation of the source, destination ID’s of
a particular flow and the node of the previous hop, which
has forwarded the packet (i.e., FlowID = SID|BID|DID).
This strategy allows each node to independently assign
the unique flow IDs and identify all data flows travelling
through or originating from them. The Flowc stores the
number of different unique data flows that pass through
each node. This includes the data flow in which the nodes
act as an intermediate node and the data flows that they
initiated. Note that the data flow tables maintain informa-
tion about flows, which are considered as active. To do
this, each node updates its data flow counter periodically
using timeouts and also reactively when a broken link is
reported. Similarly, new flows are added reactively, when
a nodes initiates or forwards a data packet which is recorded
in the flow table. The following algorithms illustrate the
flow-add (FA) algorithm.
Algorithm FA
(∗ The flow-add algorithm ∗)
1. Flowt ← flow expiration time
2. FlowID ← flow ID for the data packet
3. FlowT ← flow table
4. Flowc ← flow counter
5. FlowA ← flow update flag
6. SID ← source node ID
7. DID ← destination node ID
8. BID ← previous forwarding node ID
9. FlowID = SID|BID|DID
10. Found ← false a flag used to find flow ID
11. for i ← 0, i < Flowc, i++
12. if FlowT [i].FlowID = FlowID
13. Found ← True
14. break
15. if Found = True
16. Set(FlowT [i].Flowt )
17. else
18. FlowT [i].FlowID ← FlowID
19. FlowT [i].BID ← BID
20. Set(FlowT [i+1].Flowt )
21. Flowc ++
22. if Flowc ≥ 1 & FlowA! = Active
23. FlowA ← Active
24. Activate the flow-delete-proactive function
In the FA algorithm, when a node has received or has ini-
tiated a data packet, it checks to see if a corresponding
FlowID already exists for that particular flow. If yes, it re-
freshes the Flowt for that flow. Otherwise, a new FlowID
is created and a new Flowt is set. Note that the Flowt is
set by adding the current time by a timeout value1. More-
1The timeout value can be a constant or a it can be calculated dynam-
ically from the rate at which data packets are received from a particular
source.
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over, the FA algorithm activates (or re-activates) the flow-
delete-proactive (FDP) function if there are one or more
entries in the flow table.
The following algorithms illustrate the FDP and flow-
delete-reactive (FDR) strategies, respectively.
Algorithm FDP
(∗ The flow-delete-proactive algorithm ∗)
1. Timec ← current time
2. FlowT ← the flow table
3. Flowc ← flow counter
4. Flowt ← flow expiration time
5. FlowA ← flow update flag
6. TotalFlows ← Flowc
7. while (Flowc > 0)
8. for i ← 0, i < TotalFlows, i++
9. if FlowT [i].Flowt > Timec
10. delete FlowT [i]
11. Flowc−−
12. if Flowc = 0
13. FlowA ← InActive
Algorithm FDR
(∗ The flow-delete-reactive algorithm ∗)
1. FlowT ← flow table
2. BID ← intermediate node ID in the broken link
3. Flowc ← flow counter
4. TotalFlows ← Flowc
5. for i← 0, i < TotalFlows, i++
6. if FlowT [i].BID = BID
7. delete FlowT [i]
8. Flowc−−
9. if Flowc = 0
10. FlowA ← InActive
The FDP algorithm is used to periodically scan the flow
table for expired FlowIDs. This is achieved by comparing
the flow expiration time (i.e., Flowt ) for each FlowID with
the current time. If the Flowt is greater than Timec, then
the flow entries for that particular flow is removed and
the Flowc is decremented. Note that the FDP function will
be deactivated when the Flowc is set to zero (i.e., when
the flow table is empty).
The FDR algorithm is used to remove flow ID’s of the
data packets travelling over links which have become inac-
tive. The invalid flow IDs are removed by comparing the
ID of the broken link with the ID of the forwarding node
(previous hop), then removing the entries in the flow ta-
ble, which are associated with the broken link. Each time
a route entry table is removed, the Flowc is also decre-
mented. When the flow table scanning phase has been
completed, if the flow counter has been set to zero, the flow
update flag is set to inactive. This is done to deactive the
FDP function.
When a node has data to send and route to the required
destination is not available, then route discovery is initi-
ated. The flow-aware route discovery algorithm is outlined
below2.
Algorithm FSF
(∗ The flow-based selective flooding algorithm ∗)
1. RREQmax ← maximum number of route request retries
2. Flowτ ← τ data flow packet threshold
3. FlowF ← flow metric
4. FlowN ← 0 (∗ no metric to be used ∗)
5. P←{0.125,0.25,0.5,0.75,1.0} (∗ maximum % of data flow
allowed ∗)
6. RREQmax ← 4
7. for i ← 0, i 6= RREQmax, i++
8. FlowF ← Flowτ .Pi
9. if FlowF = 0
10. FlowF ← 1
11. forward RREQ(FlowF )
12. wait for reply
13. if Route = f ound
14. break loop
15. initiate data transmission
16. if Route = not f ound
17. Forward RREQ(FlowN )
18. wait for reply
19. if Route = f ound
20. initiate data transmission
21. else
22. return route not found
In the FSF algorithm, the source node begins calculat-
ing a flow metric (FlowF ), which states the maximum
number of flows allowed for each node to be able to re-
broadcast the RREQ packet. Therefore, each node only re-
broadcast a RREQ packet if the number of flows it han-
dles is less than the number speficied in FlowF (i.e., when
f lowc < FlowF ). In the FSF algorithm five different levels
of data flow (i.e., P) can be selected to calculate the flow
metric. During each route request retry, this value is in-
creased until i = RREQmax. If the route to the destination is
still not found, then source node transmits a RREQ without
a flow metric (i.e., FlowN), which allows all intermediate
nodes to rebroadcast. If the source node determines more
than one route to the required destination, it uses the one
with the lowest number of flows and the shortest path. Fur-
thermore, if two routes are found with identical number of
flows and hops (which have also least number of flows and
hops), then the preferred route is randomly selected.
When a source node has data to send, and a fresh (or active)
route already exists or has been determined through a route
discovery, then a FlowID is created and stored, and the data
is forwarded to the next hop. Each forwarding node then
creates their own flow IDs (as described previously) and
continue forwarding the data packets. This process contin-
ues (including at the destination node) until the destination
node is reached. Furthermore, each consequtive data packet
2We refer to this algorithm as flow-based selective flooding (FSF).
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is used to update the lifetime of each flow ID (if the flow
ID already exists).
To illustrate how FSF algorithm works, assume that
Flowτ = 1 and S1, S2 and S3 (see Fig. 1) want to send
data to D1, D2 and D3. Using shortest path (SP) routing,
Fig. 1. Data packet flow using SP routing only.
Fig. 2. Data packet flow using FSF.
all data packets travel through node B and D1. Thus
creating possible performance bottlenecks at these nodes.
In FSF (Fig. 2), the route discovery strategy uses a combi-
nation of data flows restriction and SP routing to distribute
the packets through nodes C, B and K, instead of through
node B only (as was the case in Fig. 1). As a result,
FARP ensures a better distribution of data traffic than using
purely SP routing.
To illustrate how FARP can reduce the number of control
packets, let us assume that S (Fig. 3) wants to send data
to D. In this scenario, under SP routing the route discovery
Fig. 3. Illustration of control overhead reduction in FARP (note
in XZ , X represents the node ID and Z is the number of flows).
phase results in transmission of 15 RREQ packets (i.e., all
nodes broadcast). However, in FARP, only 6 nodes broad-
cast the RREQ packet. Thus, a control overhead reduction
of 60% is achieved. In scenarios where the number of
nodes and traffic level is high, it is expected that FARP
will experience significant drop in the number of control
packets when compared to other SP-based on-demand rout-
ing protocols such as AODV. In Section 4, FARP is com-
pared with AODV using simulation studies performed over
densely populated mobile ad hoc network, with multiple
number of flows.
3. Simulation model
This section describes the scenarios and parameters used
in simulation studies performed for FARP. It also illus-
trates the performance metrics used to compare FARP
with AODV.
3.1. Simulation environment and scenarios
The GloMoSim [9] simulation package was chosen to run
the simulations. GloMoSim is an event driven simulation
tool designed to carry out large simulations for mobile ad
hoc networks. The simulations were performed for 10, 20
and 100 node networks, migrating in a 1000 m × 1000 m
area. IEEE 802.11 DSSS (direct sequence spread spectrum)
was used with maximum transmission power of 15 dbm at
a 2 Mb/s data rate. In the MAC layer, IEEE 802.11 was
used in DCF mode. The radio capture effects were also
taken into account. Two-ray path loss characteristics was
considered as the propagation model. The antenna height
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was set to 1.5 m, the radio receiver threshold was set to
–81 dbm and the receiver sensitivity was set to –91 dbm
according to the Lucent wavelan card [12]. Random way-
point mobility model was used with the node mobility rang-
ing from 0 to 20 m/s and pause time was set to 0 s for con-
tinuous mobility. The simulations ran for 200 s (we kept
the simulation time lower due to a very high execution time
required for the 40 flow scenario) and each simulation was
averaged over eight different simulation runs using different
seed values.
Constant bit rate (CBR) traffic was used to establish com-
munication between nodes. Each CBR packet contained
512 bytes and each packet were transmitted at 0.25 s inter-
vals. The simulation was run for 5, 10, 20 and 40 different
client/server pairs3 and each session began at a randomly
selected time and was set to last for the duration of the
simulation.
Table 1
FARP simulation parameters
Parameters Values
Flow timeout 3 s
Flow expiration time 2 s
Flow threshold 8
RREQ retry times 6
The FARP routing protocols was implemented on the top
of the AODV algorithm. Table 1 illustrates the simulation
parameters used for FARP. Note that the flow timeout rep-
resents the timeout interval at which the flow table entries
are updated. The flow expiration time represents the life-
time of each flow. The flow threshold is used to assume
a maximum number of flows at each node. This is used
in the FSF algorithm. The RREQ retry times represents
the number of times a source can initiate a route discovery
before the destination is seen as unreachable.
3.2. Performance metrics
The performance of each routing protocol is compared us-
ing the following performance metrics:
– packet delivery ratio (PDR),
– control packet overhead (O/H),
– end-to-end delay,
– total flows per node (TFN).
The PDR is the ratio of the number of number of packets
received by the destination to the number of packets sent by
the source. Control packet overhead presents the number
of control packets transmitted through the network. The
end-to-end delay represents the average delay experienced
3Note that the terms client/server, src/dest and flows are used inter-
changeably.
by each packet when travelling from the source to the desti-
nation. The TFN represents the total number of data flows
handled by each node in the network for the complete du-
ration of the simulation. The above metrics where taken
for different values of pause time.
4. Results
This section presents the simulation results obtained for
FARP and AODV. A performance comparison between both
protocols is also provided.
4.1. Packet delivery ratio
Figures 4 and 5 illustrate the PDR results obtained for the
20 and 100 node scenarios. These figures illustrate the
packet delivery performance of AODV and FARP in a small
to medium size mobile ad hoc network. In the 20 node
Fig. 4. Packet delivery ratio versus pause time: 20 nodes and
10 flows.
Fig. 5. Packet delivery ratio versus pause time: 100 nodes and
50 flows.
scenarios both FARP and AODV achieve over 98% PDR.
However, in the 100 node scenario it can be seen that FARP
achieves a higher level of packet delivery than AODV when
node mobility is high (i.e., for short pause times). This
is because FARP reduces the probability of establishing
42
Load-balanced route discovery for mobile ad hoc networks
routes over bottleneck (or saturated nodes). Thus in FARP,
data packets have a better chance of reaching the required
destination than in AODV. Furthermore, FARP introduces
a more self-selective approach to flooding than AODV. This
means that not every node in the network need rebroad-
cast control packets. Hence, there is often reduction in
channel contention between nodes and smaller chance of
packets being lost due to interference and buffer overflows
when compared to the blind flooding approach employed
in AODV.
4.2. Control packets overhead
Figures 6 and 7 illustrate the number of control packets
introduced into the network for the 20 and 100 node sce-
narios, respectively. In both scenarios it can be seen that
FARP produces fewer control packets than AODV. This is
Fig. 6. Control packet overhead versus pause time: 20 nodes and
10 flows.
Fig. 7. Control packet overhead versus pause time: 100 nodes
and 50 flows.
more evident when mobility is high, because in high mo-
bility both protocols initiate more route discoveries due to
more frequent route failures. However, in FARP each route
discovery may result in fewer number of control packet re-
broadcasts than AODV, due to restriction of flooding over
nodes which have fewer flows thereby reducing the number
of rebroadcasting nodes when compared with AODV.
4.3. End-to-end delays
Figures 8 and 9 illustrate the end-to-end delay introduced
for the 20 and 100 node network scenarios, respectively.
In the 20 node scenario, both AODV and FARP pro-
duce similar levels of end-to-end delay. This is because
Fig. 8. End-to-end delays versus pause time: 20 nodes and
10 flows.
Fig. 9. End-to-end delays versus pause time: 100 nodes and
50 flows.
the amount of traffic introduced into the network is lower
than the available bandwidth and the capacity of each node
(i.e., no long queue at each node). In the 100 node network
with 50 flows, FARP achieves significantly lower end-to-
end delay than AODV when mobility is high. This is be-
cause AODV produces significantly more control overhead
than FARP (as described previously in the control packet
overhead results), which increases channel contention be-
tween nodes and may increase the time that each data packet
spends in buffers before being transmitted.
4.4. Flow distribution
Figures 10, 11 and 12 illustrate the number of different
flows handled by each node for zero pause time (i.e., con-
stant node mobility) for the entire duration of the simula-
tion. In the 10 node and 20 node scenario, FARP produces
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Fig. 10. Flow distribution: 10 nodes and 5 flows.
Fig. 11. Flow distribution: 20 nodes and 10 flows.
Fig. 12. Flow distribution: 100 nodes and 50 flows.
significantly better flow distribution than AODV. This can
be seen by the flatness of the curves. In FARP, the to-
tal number of flows at each node varies between 10 to
40 for the 10 node scenario, and 10 to 90 flows for the
20 node scenario. However, in AODV the flows vary be-
tween 0 to 150 flows for the 10 node scenario and 0 to
340 flows for the 20 node scenario. Hence, there are
larger spikes in the AODV graph than in FARP. This in-
dicates that in FARP flows are more evenly distributed
than AODV. In the 100 node scenario, the flow distributions
achieved in AODV and FARP are more closely matched
than the other less dense scenarios. This is because each
node has a higher probability of handling data packets due
to the larger traffic density. However, with close obser-
vation of the 100 node graph it can be seen that AODV
still experiences larger variation in flow distribution. For
example, the smallest flow count experienced by a node
in AODV is close to 0 flows and the largest is around
90 flows, whereas in FARP the smallest value is close to
8 flows and the largest is close to 78 flows.
5. Alternative strategies
and improvements
5.1. Dynamic flow threshold selection
In the FSF algorithm, the flow threshold (the limit for the
number of flows allowed at each node) was chosen as a sim-
ulation parameter. Therefore, each node in our simulations
used a static value for the flow threshold. The disadvantage
of a static flow threshold is that it may not always allow for
the best flow distribution in the network. To make more
accurate prediction of flow limits and better flows distri-
bution, each node must make these decisions dynamically
based on the current conditions of the network. One way
to calculate the flow threshold dynamically is through the
use and exchange of neighbour flow information. In this
strategy, each node exchange flow information with their
neighbouring nodes (using hello packets) and calculates an
average flow per neighbour and the maximum number of
flows, which can be experienced by each node at each par-
ticular region. Using this information the first few RREQ
propagation can be restricted only to the nodes that are
handling average or lower levels of flows.
5.2. Rate adaptive flow timeout selection
In our FARP simulations, the flows that are not refreshed
every 2 s or less are deleted from the flow table. The
disadvantage of this is that different applications may be
transmitting data at different rates. Therefore, by assigning
a static flow timeout, the flow table may be storing each
flow ID for a longer or shorter time than it is required. To
overcome this, the flow timeout value can be set by ob-
serving the rate at which data packets arrive at each node
and assigning a timeout value, which closely matches the
expected arrival time.
6. Conclusions
In this paper, we introduced a new routing strategy for mo-
bile ad hoc networks. This routing strategy is referred to as
flow aware routing protocol. In FARP, a new route discov-
ery strategy is introduced, which uses the flow information
kept at each node to reduce the number of control packets
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while ensuring better distribution of data packets between
the nodes in the network. This is achieved by restricting
the RREQ retransmission over nodes that have the lowest
number of flows. We implemented FARP on the top of
AODV and compared the performance through simulation.
Our results show that FARP reduces the number of control
packets transmitted through the network, while achieving
improved data flow distribution in the network. In the fu-
ture, we plan to investigate the performance of FARP over
large networks with high levels of mobility.
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Abstract— Multi-hop ad hoc networks are promising candi-
dates for next generation mobile communications. They have
sufficient channel capacity to achieve high data rate transmis-
sion for large number of users. One advantage of multi-hop
networks is to realize multi-route transmissions. Since infor-
mation bit streams can be transmitted over multiple routes, we
can obtain route diversity effect. In order to enhance the route
diversity effect, we usually introduce forward error correction
schemes. Turbo coding is one of suitable coding methods for
multi-hop networks. The turbo encoder generates one message
stream and two parity streams whilst the message stream is
more important than the parity streams for achieving reliable
communications. Thus an unequal power allocation to the
message and parity streams could be effective in improving
the performance. In this paper, the effect of unequal power
allocation for turbo coded multi-hop networks is investigated.
Assuming the channel as additive white Gaussian and binary
symmetric, we will show considerable performance improve-
ment by unequal power allocation in terms of the bit error
rate performance in multi-route multi-hop networks.
Keywords— multi-route transmissions, turbo codes, power allo-
cation.
1. Introduction
For next generation mobile communications, the high chan-
nel capacity is required to realize high data rate transmis-
sion for large number of users. One way to achieve high
channel capacity is to use small cell size such as pico cells.
However, there is always the difficulty of installing large
number of wired base stations for a small cell environ-
ment. One useful way to enhance the channel capacity
without any substantial infrastructure increase is to realize
a multi-hop ad hoc network [1–3]. By using a multi-hop
network (because the transmitted data is relayed by mobile
terminals) the data would virtually transmit in a small cell
environment. A multi-hop network also has other essential
advantages, such as good routing capability, small power
consumption, guarantee of quality of communication ser-
vice in poor channel conditions.
However, still there are some problems which prevent us
to achieve a reliable and efficient use of the multi-hop net-
works. A major problem of the networks is to establish
routes from a given source node to a given destination node.
Since the topology of the network always changes by the
movement of the source and intermediate nodes, routing of
multi-hop network is a non-trivial work. Furthermore, bat-
tery operated mobile terminals require severe energy lim-
itation for routing. Thus, many routing algorithms for the
multi-hop networks have been studied. The most popular
routing approach is on-demand routing [2, 3]. Instead of
periodically exchanging route information in order to main-
tain routing table, on-demand routing protocols establish
routes only when a source node requires data transmission.
Since the protocols need to flood the pilot packets over the
network in order to discover the available routes (which
may causes the small throughput degradation), they have
the capability to built suitable routes against the frequent
change of the topology.
By transmitting information on a multi-hop network, we
can choose either a multi-route or a single-route transmis-
sion from the source node to the destination node. Figure 1
shows the concept of a two-route multi-hop network. The
multi-route transmission has sufficient capability to achieve
a reliable communication without a rapid and strict routing
update. By every route helping one another, a diversity
effect from the multi-route transmissions can be obtained.
Fig. 1. Concept of route diversity in multi-hop networks.
One problem is how to use multi routes for reliable com-
munications. There are two options in considering how to
use the alternative route in multi-route transmission. The
first one is that the alternative route can be used when
the primary route is broken [2] and the second option is
that an alterative route is simultaneously used for the trans-
mission with the primary route [3]. Although the latter
approach increases the number of packets (which may de-
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grade throughput performance), it has enough capability
to achieve reliable communications under the severe wire-
less environment by a diversity effect, namely the “route
diversity.”
In order to enhance the diversity effect, forward error cor-
rection (FEC) schemes should be introduced. By trans-
mitting the same information for all routes, the effect of
a repetition coding can be obtained. Since the repetition
coding is trivial, another coding method which gives bet-
ter performance should be considered. In this paper, turbo
coding is adopted as the suitable FEC scheme for a multi-
route transmission.
Turbo codes, proposed by Berrou et al. in 1993 [4], are
very attractive means to improve the bit error rate (BER)
performance. They are capable of operating at near Shan-
non capacity in an additive white Gaussian noise (AWGN)
channel. Turbo encoder generates one message stream and
two parity streams. The message stream essentially con-
tains important information compared with parity streams.
Thus it can be expected that reliability of communications
increases if the message stream is transmitted on the route
having good channel condition. Furthermore, we also ex-
pect to obtain a performance improvement by a suitable
power allocation to the streams for a multi-route transmis-
sion.
In this paper, the effect of the route diversity in multi-route
multi-hop networks using turbo codes is examined. In or-
der to enhance the effect of the turbo codes, we investigate
the suitable power allocation of turbo codes for multi-route
networks assuming that every route has the same channel
condition. First, we provide a brief introduction of turbo
coding and explain the effect of unequal power allocation
to message and parity streams. Next the effectiveness of
unequal power allocation is examined. The BER perfor-
mances with the AWGN channel and the binary symmetric
channel (BSC) are introduced before concluding the paper.
2. Turbo codes and route diversity
2.1. Overview of turbo codes and route diversity
A typical structure of turbo encoder is illustrated in Fig. 2.
The turbo encoder consists of two recursive systematic
Fig. 2. Block diagram of turbo encoder with coding rate 1/2.
convolutional (RSC) element encoders, an interleaver and
a puncturing algorithm. Each element encoder generates
one message stream and one parity stream. Because the
turbo encoder has two RSC element encoders, it generates
two message streams, xm and xm2 , and two parity streams,
xp1 and xp2 . Since two message streams have the same in-
formation, we usually transmit only xm in order to improve
the coding rate. This fact indicates that the message stream
essentially contains very important information compared
with the parity streams [5]. For high reliable communica-
tions in severe channel condition such as in a low signal-
to-noise ratio (SNR) channel, we should consider a way to
protect the message stream from disturbances, e.g., a large
noise and severe fading.
An effective way for this protection is unequal power allo-
cation to the message and parity streams [5]. By allocating
larger power to the message stream compared with the par-
ity streams, we can achieve reliable communication in a low
SNR channel1. Let λ (= λm/λp) be the power allocation
ratio, where λm and λp correspond to the power allocated
to the message and parity streams, respectively. In the case
of rate 1/2 turbo codes, we assume λm +λp = 1. The mes-
sage and parity signals should be amplified by
√
λ/(1+λ )
and
√
1/(1+λ ). On the other hand, in the case of rate
1/3 turbo codes, we can assume λm + 2λp = 1 by allocat-
ing the same power to both parity streams, xp1 and xp2 ,
respectively. In this case, the amplification factor for the
message signal and for the parity signals are
√
λ/(2+λ )
and
√
1/(2+λ ), respectively.
2.2. Brief review of iterative decoding
We introduce the Bahl-Cocke-Jelinek-Raviv (BCJR) algo-
rithm for iterative decoding for turbo codes [8]. Figure 3
Fig. 3. Block diagram of iterative decoder.
shows a block diagram of iterative decoder, where ym, yp1
and yp2 are received streams for xm, xp1 , and xp2 , respec-
tively. The decoder has two element decoders operated by
a maximum a posteriori (MAP) probability decoding al-
gorithm. Le j denotes extrinsic information from jth MAP
decoder.
1It should be noted that it is difficult to obtain a desirable performance
by allocating large power to the message stream at high SNR. The perfor-
mance of rate 1/3 turbo codes usually has an improvement by allocating
large power to the parity stream in the case of a good channel condition,
e.g., on near an error floor region [6, 7].
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As it is known, the logarithm of a posteriori probability
(LAPP) for kth bit, L(uk), is given by [8]
L(uk) = lg
(
P(uk = +1|y)
P(uk =−1|y)
)
= lg


∑
S+
(sk−1 = s
′
,sk = s,y)/p(y)
∑
S−
(sk−1 = s′,sk = s,y)/p(y)


= lg


∑
S+
αk−1(s
′
)γk(s′,s)βk(s)
∑
S−
αk−1(s′)γk(s′,s)βk(s)

 , (1)
where γk(s′,s) is defined as
γk(s′,s) = p(sk = s,yk|sk−1 = s′). (2)
y is the received signal, sk ∈ S is the state of the encoder at
time k, S+ is the set of ordered pairs (s′,s) corresponding
to all state transitions (sk−1 = s
′
)→ (sk = s) caused by data
input uk = +1, and S− is similarly defined for uk =−1.
αk(s) and βk(s′) are derived by recursive calculation as
shown in the following:
αk(s) = ∑
s′∈S
αk−1(s
′
)γk(s′,s), (3)
βk−1(s′) = ∑
s∈S
βk(s)γk(s′,s), (4)
where the initial conditions for αk(s) are α0(0) = 1 and
α0(s 6= 0) = 0 and those for βk(s′) are βN(0) = 1 and
βN(s 6= 0) = 0.
The LAPP ratio can be expressed using Bayes’ rule [9]:
L(uk) = lg
(
P(y|uk = +1)
P(y|uk =−1)
)
+ lg
(
P(uk = +1)
P(uk =−1)
)
. (5)
The second term is a priori information and is denoted
as Lek, i.e.,
Lek = lg
(
P(uk = +1)
P(uk =−1)
)
. (6)
The Lek is provided by the previous decoder on the iterative
decoding.
By using Lek, the value of γk(s′,s) is given by
γk(s′,s) ∝ exp
(
1
2
uk(Lek +L
m
c y
m
k )+
1
2
Lpc y
p
k x
p
k
)
, (7)
where ymk is the kth received signal corresponding to the
message bit xmk and y
p
k is one corresponding to the parity
bit x
p
k .
Lmc and L
p
c are channel information of the message and
parity streams, respectively. In an AWGN channel, they
are expressed as
Lmc = 2rλmEb/(N0/2)
Lpc = 2rλpEb/(N0/2), (8)
where r is the code rate of turbo coding. In the case of the
equal power allocation, we obviously obtain Lmc = L
p
c .
2.3. Binary symmetric channels assumption of multi-hop
networks
In multi-hop networks, multiple routes can be assumed to
be binary symmetric channels [10]. When the bit streams
are relayed by intermediate nodes, we have to face a severe
power restriction. In order to reduce the load in these nodes,
we employ a hard decision for all bits in the stream and
reconstruct the new stream which is passed to the next
node. This procedure can significantly reduce the energy
consumption.
In usual, the SNR at the receiver is measured and the result
of the measurement is utilized as the channel information.
But in multi-hop networks, the SNR estimation at the re-
ceived side is of no worth for the iterative decoder because
every received signal is multiple hopped and hard detected
at the intermediate nodes. Therefore, the result of the SNR
measurement does not reflect the whole route except for
the final hop. One solution to obtain the channel informa-
tion is that we assume the channel as a BSC and estimate
the channel condition by counting errors of pilots at the
destination node. In this paper, therefore, the effect of the
unequal power allocation on the BSC is introduced as well.
In this paper, to enhance the effect of the unequal power al-
location, the destination node is assumed to know the ideal
BER performance. The channel information of the BSC are
introduced in [11, 12]. In the BSC, the terms in Eq. (7),
Lmc ymk and L
p
c ypk should be replaced to R
mY mk and R
pY pk ,
respectively, where Y mk = λmsgn(ymk ) and Y
p
k = λpsgn(y
p
k ).
Terms Rm and Rp indicate the channel information for
the BSC and are derived as follows:
Rm = ln 1−Pm
Pm
,
Rp = ln
1−Pp
Pp
, (9)
where Pm and Pp are BER performance of the message and
the parity streams, respectively. If every link is affected by
AWGN, Pm and Pp can be expressed as follows:
Pm ≃ MQ(2rλmEb/N0),
Pp ≃ MQ(2rλpEb/N0), (10)
where M denotes the number of hops and Q(t) =
(1/
√
2pi)
∫
∞
t exp(−τ2/2)dτ .
3. Numerical results
3.1. System model and assumptions for simulations
Some numerical examples are shown in this section. In
order to obtain essential performances of turbo codes on
route diversity, we make ideal assumptions to simplify the
evaluation.
First, the number of routes from the source node to the des-
tination node is assumed to be two or three and the routes
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are statistically independent. This assumption is actually
appropriate because we may have difficulty in finding large
number of statistical independent routes. We consider that
each message and parity stream transmits on its own route.
In the AWGN channel, the variance of the noise is assumed
to be the same for all routes and the destination node knows
the ideal SNR value. In the BSC, we assume the destination
node knows the BER performance of all routes.
Figure 4 illustrates the system model of rate 1/3 turbo en-
coder with unequal power allocation. It has two (31,27)
RSC element encoders and a random interleaver with the
length of 5000.
Fig. 4. System model of turbo encoder for performance evalua-
tion. The code rate of this system is 1/3.
Fig. 5. System model of turbo encoder having a scrambler. The
code rate of this system is 1/3.
In order to emphasize the effectiveness of unequal power
allocation, we derive another performance, which comes
from Fig. 5. This figure shows the system model of turbo
encoder having a scrambler which scrambles the message
and parity streams. Since we can make the importance of
all streams be equal by scrambling the streams, it can be
expected to neglect the effect of unequal power allocation.
The permutation rule of the scrambler for the rate 1/3 en-
coder is assumed as following:
x1 = (· · · ,xmk , x
p2
k+1, x
p1
k+2, · · ·),
x2 = (· · · ,xp1k , x
m
k+1, x
p2
k+2, · · ·),
x3 = (· · · ,xp2k , x
p1
k+1, x
m
k+2, · · ·), (11)
where xi is the scrambled stream transmitting on the ith
route, i = 1, 2, 3. Of course a descrambler at the receiving
end is required. Assuming that we allocate the same power,
expressed as λ2, to x2 and x3 and another power allocated
to x1, expressed as λ1. The ratio of the allocated powers,
λ1/λ2, is expressed as λ .
Although Figs. 4 and 5 illustrate rate 1/3 turbo encoders,
the performances of not only rate 1/3 but rate 1/2 turbo
codes can be derived. The permutation rule of the scram-
bler for the rate 1/2 encoder is
x1 = (· · · ,xmk ,x
m
k+1,x
p1
k+2,x
p2
k+3 · · ·)
x2 = (· · · ,xp1k ,x
p2
k+1,x
m
k+2,x
m
k+3 · · ·). (12)
The iteration number for the decoding process is set to 10.
3.2. Effect of unequal power allocation in AWGN
channel
Figures 6 and 7 show the BER performance with the un-
equal power allocation for rates 1/2 and 1/3 turbo codes,
respectively. We set the range of the power allocation ratio,
λ , between 0.8 and 2.0, where λ = 1 is a typical value.
Fig. 6. Bit error rate performance versus Eb/N0 for varying the
power allocation ratio. The code rate is set at 1/2.
From the results, we find the effectiveness of the unequal
power allocation. When the power allocated to the mes-
sage streams decreases, i.e., λ = 0.8, the BER performance
degrades in both coding rates. In contrast, we observe per-
formance improvement by allocating a large power to the
message stream. It can be found that a suitable unequal
power allocation offers approximately a 0.15 dB perfor-
mance improvement over the equal power allocation.
Figures 8 and 9 show the BER performance with a scram-
bler for rates 1/2 and 1/3 turbo codes, respectively. The
range of the power allocation ratio is from 0.8 to 2.0. From
these figures, it can be found that the BER performance at
λ = 1 is the best, i.e, we face the performance degradation
with scrambling the streams by unequal power allocation.
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Fig. 7. BER performance versus Eb/N0 for varying the power
allocation ratio. The code rate is set at 1/3.
Fig. 8. BER performance versus Eb/N0 for varying the power
allocation ratio with the scrambler. The code rate is set at 1/2.
The results show that the importance of the message stream
is neglected by the scrambling and we cannot obtain any
performance improvement from unequal power allocation.
Figures 10 and 11 show the BER performance as a function
of the power allocation ratio, λ , for rates 1/2 and 1/3 turbo
codes, respectively. From Fig. 10, which indicates the per-
Fig. 9. BER performance versus Eb/N0 for varying the power
allocation ratio with the scrambler. The code rate is set at 1/3.
Fig. 10. BER performance versus λ . The code rate is 1/2. The
performances of both with and without the scrambler are plotted.
formance of the rate 1/2 codes, we can obtain the best
performance by the unequal power allocation when λ is
around 1.4. On the other hand, we can obtain the best per-
formance when λ is around 1.5 in the case of rate 1/2 turbo
codes. We also find that the performance improvement can
be kept over the wide range of λ .
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Fig. 11. Bit error rate performance versus the power allocation
ratio when the code rate is 1/3. The performances of both with
and without the scrambler are plotted.
3.3. Effect of unequal power allocation in BSC
Figures 12 and 13 show BER performance with the un-
equal power allocation in the BSC. We do not utilize the
scrambler in this subsection. We set the power allocation
ratio, λ , between 0.8 and 2.0. As we expected, the BER
Fig. 12. Bit error rate performance versus Eb/N0 for varying the
power allocation ratio in the BSC. The code rate is set at 1/2.
Fig. 13. Bit error rate performance versus Eb/N0 for vary-
ing the power allocation ratio in the BSC. The code rate is set
at 1/3.
Fig. 14. Bit error rate performance versus the power allocation
ratio when the code rate is 1/2. The channel is assumed as
the BSC.
performance with the BSC degrades compared with that of
the AWGN channel. But the tendency of the performance
of BSC is similar to that of the AWGN channel by chang-
ing the power allocation ratio, i.e., we can find performance
improvement by allocating the large power to the message
stream.
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Fig. 15. Bit error rate performance versus the power allocation
ratio when the code rate is 1/3. The channel is assumed as
the BSC.
Figures 14 and 15 illustrate the BER performance as
a function of the power allocation ratio, λ , for rates 1/2
and 1/3 turbo codes, respectively. From Fig. 10, we can
obtain the best performance when λ is around 1.3. On the
other hand, we can obtain the best performance when λ is
around 1.5 in the case of rate 1/2 turbo codes. In contrast
with the performance in Fig. 11, the performance im-
provement is not kept as λ increases.
4. Conclusions
In this paper, the effect of unequal power allocation to mes-
sage and parity streams in turbo coded multi-route networks
by route diversity was investigated. Additive white Gaus-
sian and binary symmetric channels have been used. It
is found that it is possible to obtain considerable perfor-
mance improvement by allocating larger power to the mes-
sage stream compared with that of the parity stream. The
results suggest that unequal power allocation is an efficient
way in improving the bit error rate performance in multi-
hop networks. Although in this paper all routes have been
assumed to have similar channel conditions, each route ac-
tually could have its own condition. The results also suggest
that a suitable power allocation can prevent performance
degradation by taking individual channel conditions into
account.
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Paper An adaptive iterative receiver
for space-time coding MIMO systems
Chakree Teekapakvisit, Van Dong Pham, and Branka Vucetic
Abstract—An adaptive iterative receiver for layered space-
time coded (LSTC) systems is proposed. The proposed re-
ceiver, based on a joint adaptive iterative detection and decod-
ing algorithm, adaptively suppresses and cancels co-channel
interference. The LMS algorithm and maximum a posteriori
(MAP) algorithm are utilized in the receiver structure. A par-
tially filtered gradient LMS (PFGLMS) algorithm is also ap-
plied to improve the convergence speed and tracking ability
of the adaptive detector with a slight increase in complexity.
The proposed receiver is analysed in a slow and fast Rayleigh
fading channels in multiple input multiple output (MIMO)
systems.
Keywords— adaptive equalizer, iterative detection, layered space-
time coding, LMS, PFGLMS.
1. Introduction
Multiple input multiple output (MIMO) systems have re-
cently emerged as one of the most significant technical
advances in modern communications. This technology
promises to solve the capacity bottleneck in wireless com-
munication systems [1]. It was shown in [2] that a Diagonal
Bell Laboratories Layered Space-Time (DBLAST) MIMO
system using a combination of forward error control (FEC)
codes can exploit spatial diversity to asymptotically achieve
outage capacity. El Gamal et al. [3] proposed a threaded
layered space-time code (TLSTC) structure, which has an
improved bandwidth efficiency compared to the DBLAST
structure.
In layered space-time coded (LSTC) systems, co-channel
interference from adjacent layers limits the system perfor-
mance. To reduce co-channel interference, two iterative
receivers with combined detection and decoding are pro-
posed in [3] and [4], based on the turbo principle. The first
scheme implements minimum mean square error (MMSE)
detection with soft-output Viterbi algorithm (SOVA) decod-
ing in the iterative receiver. The second approach proposes
a combination of parallel interference cancellation (PIC)
detection with maximum a posteriori (MAP) decoding.
Both approaches depend on additional channel estimation,
and exhibit near interference-free single user performance
for certain ranges of the signal to noise ratio (SNR) under
the assumption of perfect channel state information (CSI)
at the receiver. Recently, an adaptive co-channel interfer-
ence cancellation scheme for an STC system was proposed
in [5]. However, the adaptive receiver design is based on
linear detection, which could suffer a performance degrada-
tion in a high interference environment. Therefore, a non-
linear adaptive detection is necessary for improving the per-
formance of the receiver.
In this paper, a new adaptive iterative TLSTC receiver is
proposed based on a joint adaptive iterative detection and
decoding algorithm. The proposed receiver does not re-
quire channel state information as the non-adaptive iterative
receivers in [3] and [4]. Therefore, the proposed receiver
does not require a matrix inversion process in the system.
As a result, the complexity of the proposed receiver is less
than that of the non-adaptive iterative receiver. Moreover,
this adaptive iterative receiver has the advantage of combin-
ing co-channel interference suppression and cancellation.
In this paper, we are mainly concerned with the perfor-
mance gain due to interference cancellation and tracking
ability of the adaptive iterative structures. We show that
the adaptive iterative receiver provides a significant perfor-
mance improvement compared to a single iteration linear
adaptive receiver.
The paper is organized as follow: Section 2 describes the
LSTC systems and channel models as well as the proposed
adaptive iterative receiver structure. The simulation results
are discussed in Section 3, followed by the conclusion in
Section 4.
2. System model
A threaded layered space-time coded transmitter structure
for a single user is shown in Fig. 1. A structure consist-
ing of N transmit and M receive antennas is considered
throughout this paper. The binary information stream is
converted by a serial to parallel converter and encoded by
a convolutional encoder to produce a coded data stream
for each layer, corresponding to each of the N transmit
antennas. The layered coded data streams are then modu-
lated and fed into a spatial interleaver to distribute a coded
stream for all layers among N transmit antennas. After time
interleaving, the coded symbols of each layer are simulta-
neously and synchronously transmitted from the N transmit
Fig. 1. Layered space-time transmitter structure.
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antennas through the MIMO channel. The received signal
at each of the M receive antennas can be considered as
a superposition of all N transmitted symbols and additive
white Gaussian noise (AWGN). The received signal vector,
denoted by r, can be represented as
r = Hx+n , (1)
where r is an M×1 column vector of the received signals
across the M receive antennas, H is an M×N complex
channel matrix gain, x is an N×1 vector of the transmitted
symbols across the N transmit antennas and n is an M×1
vector of the AWGN noise with a zero mean and the noise
variance of σ2.
The iterative LSTC receiver structure is shown in Fig. 2.
It consists of two stages: a soft-input soft-output (SISO)
detector followed by N parallel SISO channel decoders.
Time and spatial deinteleavers and spatial and time inter-
leavers separate the two stages. The SISO detector em-
ploys an iterative MMSE interference canceller consisting
of a feed-forward filter and a feedback filter.
Fig. 2. Block diagram of iterative LST receiver.
In the first iteration, the feed-forward filter performs in-
terference suppression without the interference cancella-
tion process because there are no estimated symbols from
the output of the MAP decoder. After the first iteration,
the feedback filter is included into the detection process.
The estimated symbols from the output of the decoder are
fed back to the feedback filter to cancel the interference
from other antennas in the detection process. The detected
symbol obtained at the output of the MMSE detector in
the kth iteration at time t, for layer i, denoted by yi,kt ,
is given by
yi,kt = w
i,kT
f r+w
i,kT
b xˆ
i,k
, (2)
where w
i,k
j is an M×1 feed-forward coefficient vector, rep-
resented as w f =
[
w f ,0, w f ,1, . . . , w f ,M−1
]T
and w
i,k
b is an
(N−1)×1 feedback coefficient vector, that can be written in
the form wb =
[
wb,0, wb,1, wb,i−1 wb, j+1, . . . , wb,N−1
]T
, and
xˆi,k is an (N−1)×1 vector of the estimated symbols from
the output of the SISO MAP decoders at the kth iteration
for other antennas, given as
xˆi,k =
(
xˆ
1,k
t , xˆ
2,k
i , . . . , xˆ
i−1,k
t , xˆ
i+1,k
t , . . . , xˆ
N,k
t
)
. (3)
The second term in Eq. (2) represents the cancelled inter-
ference, denoted by a scalar feedback coefficient c
i,k
b and
given by
c
i,k
b = w
i,kT
b xˆ
i,k
. (4)
The values of w
i,k
j and c
i,k
b are calculated by minimizing the
mean square error between the transmitted symbol and its
estimate, given by
e = E
[∣
∣
∣yi,kt − x
i,k
t
∣
∣
∣
2
]
. (5)
Let us assume that there is a perfect knowledge of the chan-
nel coefficients matrix H. Define Hi as the ith column of
the channel matrix H, representing an M×1 vector of the
complex channel gains for the ith transmit antenna, HHi is
a conjugate transpose of Hi and Hi is an M× (N−1) ma-
trix composed of the complex channel gains for the other
(N−1) transmit antennas. Also define
A = Hi HHi , (6)
B = Hi
[
IN−1−diag
(
xˆi,k xˆi,k
T
)
+ xˆi,k xˆi,k
T
]
HiH , (7)
D = Hi xˆi,k , (8)
R = σ2IM , (9)
where IN−1 and IM are (N−1)× (N−1) and M×M iden-
tity matrices, respectively. The optimum feed-forward and
feedback coefficients are given by [6]
w
i,kT
j = H
H
i
(
A+B+R−DDH
)
−1
, (10)
c
i,kT
b =−w
i,kT
j D . (11)
From Eq. (10), the complexity of computing an M×M
inverse matrix is approximately in the order of M3 [7].
Therefore, an adaptive algorithm is utilized in this paper to
reduce a high computation complexity. The feed-forward
coefficient vector w
i,k
j and feedback coefficient vector w
i,k
b
defined in Eq. (2) are determined recursively by an adaptive
least mean square (LMS) algorithm [8]. By using Eq. (2)
to calculate the coefficients w
i,k
j (t) and w
i,k
b (t) adaptively
for a particular time instant t, the mean squared error in
Eq. (5) is given by
e(t) = E
[∣
∣
∣w
i,kT
j (t)r+w
i,kT
b (t) xˆ
i,k
− x
i,k
i
∣
∣
∣
2
]
, (12)
where
w
i,k
j (t +1) = w
i,k
j (t)+ µ f e(t)r(t), (13)
w
i,k
b (t +1) = w
i,k
b (t)+ µbe(t) xˆ(t), (14)
µ f and µb are the step sizes for the feed-forward and
feedback adaptations, respectively. As the LMS algorithm
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has a slow convergence, the partially filtered gradient
LMS (PFGLMS) [9] algorithm based on an exponentially
weighted least square error is used to improve the conver-
gence speed of the LMS algorithm with a slight increase
in complexity.
The conventional LMS algorithm requires 2M +1 multipli-
cations and the same number of additions for each received
data symbol. However, the PFGLMS algorithm requires
4M + 1 multiplications and the same number of additions
for each received data symbol. Therefore, the computation
complexity is approximately in the order of M for both
LMS and PFGLMS algorithm.
The modified feed-forward and feedback coefficients
of the PFGLMS algorithm for MIMO systems are
given by
w
i,k
j (t +1) = w
i,k
j (t)+ µ f e(t)g
i,k
j (t), (15)
w
i,k
b (t +1) = w
i,k
b (t)+ µbe(t)g
i,k
(t), (16)
where
gi,kf (t) = e(t)x(t)+ gˆ
i,k
f (t)
gˆi,kf (t) = λ f gˆ
i,k
f (t−1)+ γ f e(t)x(t)



, (17)
gi,kb (t) = e(t)x(t)+ gˆ
i,k
b (t)
gˆi,kb (t) = λbgˆ
i,k
b (t−1)+ γbe(t)x(t)



, (18)
where (λ f ,λb) and (γ f ,γb) are the forgetting factors and the
scaling factors, respectively, and gˆi,kf (0) = gˆ
i,k
b (0) = 0. In
the proposed receiver structure, the well-known SISO MAP
decoder takes the detection output of the detector, yi,kt , as
a soft-input to the decoder.
The soft-output from the decoder is used to calculate the
interference, which is subtracted for the decoder input in
the next iteration. This iterative detection/decoding process
is performed until the symbol estimate converges to the op-
timal performance. The soft-output from the decoder in the
last iteration is then fed into a decision device to produce
a decision. A BPSK modulation scheme is used.
The likelihood functions for the transmitted modulated
symbols 1 and −1 can be written as [10]
P
(
yi,kt
∣
∣
∣x
i,k
t =±1
)
=
1
√
2piσ2
exp
−
(
yi,kt ∓1
)2
2σ2
. (19)
The log-likelihood ratios (LLR) determined in the kth iter-
ation for the ith transmit layer, denoted by λ i,ki , are given
by
λ i,ki = log
(
P
(
x
i,k
t = 1
∣
∣yi,kt
)
P
(
x
i,k
t =−1
∣
∣yi,kt
)
)
. (20)
The symbol a posteriori probabilities (APP) P(xi,kt = q
∣
∣yi,kt ,
q = 1,−1) conditioned on the output variable yi,kt can then
be obtained as
P
(
x
i,k
t = 1
∣
∣yi,kt
)
=
eλ
i,k
t
eλ
i,k
t +1
, (21)
P
(
x
i,k
t =−1
∣
∣yi,kt
)
=
1
eλ
i,k
t +1
. (22)
The soft-output symbols estimate in the ith layer and kth
iteration can be determined as
x
i,k
t =
eλ
i,k
t −1
eλ
i,k
t +1
. (23)
3. Performance results
This section presents simulation results for the LSTC non-
adaptive and adaptive iterative receivers with BPSK mod-
ulation in slow and fast Rayleigh fading channels. The
slow fading channel is modelled as a quasi-static fading
channel, where each fading coefficient is constant within
a frame, but changes from one frame to another and for each
sub-channel. The system operates in the training mode un-
til the mean square error (MSE) approaches the minimum
mean square error, then it switches to the decision directed
mode. The constituent codes are nonsystematic convolu-
tional codes with the code rate R of 1/2, memory order of 3,
and the generating polynomial g1 = 158 and g2 = 178. The
proposed system is simulated with 2 transmit and 2 receive
antennas, i.e., a 2× 2 MIMO system, with 260 informa-
tion bits in each frame. After serial to parallel conversion,
each layer of the LSTC system consists of 130 information
bits, followed by 266 encoded symbols per layer. The data
rate is 1 Mb/s at the carrier frequency, fc, of 2 GHz. The
simulation results are represented in terms of the average
bit error rate (BER) versus the ratio of the averaged energy
per bit, denoted by Eb, to the power spectral density of the
AWGN, denoted by N0.
3.1. Slow fading channel
The average BER of the non-adaptive iterative MMSE re-
ceiver for various numbers of iterations under the per-
fect channel knowledge assumption is shown in Fig. 3.
The system performance is significantly improved for the
second iteration compared to the first iteration and gradu-
ally increases for higher iterations. The BER curves also
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show that the performance converges to a steady state after
the 3rd iteration. The performance of the adaptive iterative
receiver based on the LMS algorithm and the non-adaptive
iterative MMSE receiver are shown in Fig. 3.
Fig. 3. Performance between the non-adaptive iterative MMSE
algorithm and adaptive (LMS and PFGLMS) iterative algorithm
in a quasi-static Rayleigh fading channel.
The results show that the average BER of the adaptive it-
erative structure approaches the performance results of the
non-adaptive iterative MMSE receiver.
Figure 4 presents a comparison of the convergence speeds
of the LMS and PFGLMS receiver at the 1st iteration. The
figure shows that the convergence speed of the PFGLMS
receiver outperforms that of the conventional LMS receiver.
Fig. 4. The convergence speed of the conventional LMS and
PFGLMS algorithm at Eb/N0 = 10 dB.
The convergence rate of PFGLMS algorithm is about three
times faster than that of the conventional LMS algorithm.
However, the average BER of both structures is the same,
as the average mean square error of the receivers is the
same in a quasi-static fading channel.
3.2. Fast fading channel
The performance of the proposed receiver with the per-
fect knowledge of CSI at various fading rates is shown
in Fig. 5. The figure shows that the average BER decreases
when the fading rate is increased, since the MAP decoder
performance is sensitive to the fade rates. When the fade
Fig. 5. Performance of the non-adaptive iterative MMSE re-
ceiver in various normalized fading rate with perfect channel
knowledge.
Fig. 6. Performance of the LMS adaptive iterative receiver in
various normalized fading rate with imperfect channel knowledge.
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rate is increased the inputs to the MAP decoder are less
correlated and the decoder has a better performance. On
the other hand, the LMS adaptive detector is sensitive to
the channel estimation accuracy [11]. Therefore the av-
erage BER of the LMS adaptive iterative receiver is in-
creased because of inaccurate channel estimation in fast
fading channel. Therefore, the average BER of the LMS
receiver increases when the fade rate is increased as shown
in Fig. 6.
Figure 7 presents the comparison of the MMSE, LMS and
PFGLMS receivers at the normalized fading rate of 0.0002.
Fig. 7. Comparison between the non-adaptive iterative MMSE
algorithm and adaptive (LMS and PFGLMS) iterative algorithm
at the 0.0002 normalizes fading rate.
The result shows that the PFGLMS algorithm has a good
tracking ability compared to the LMS algorithm on a fast
fading channel. The average BER of the PFGLMS receiver
is close to the average BER of MMSE receiver in the first
iteration. Therefore, the PFGLMS receiver is more conve-
nient for the fast fading channels.
4. Conclusion
A new adaptive iterative receiver for MIMO systems has
been developed based on a joint adaptive iterative detec-
tion and decoding structure. The adaptive iterative receiver
reduces co-channel interference by interference suppression
and cancellation techniques. The comparison of the com-
plexity is also consider only in the detector. The com-
plexity of the proposed receiver is lower than that of the
non-adaptive receiver because there is no matrix inversion.
The complexity is reduced from the order of M3 in non-
adaptive receiver to the order of M in adaptive receiver
in each received data symbol. However, there is a need
for transmission of training sequences at the beginning of
each simulation. Moreover, the proposed receiver based on
the PFGLMS algorithm has a faster convergence speed and
better tracking ability compared to the LMS receiver in fast
fading channels with a slight increase in the complexity in
term of the number of multiplier and adder. Therefore the
PFGLMS receiver needs a shorter trainning period than that
of LMS receiver. The performance of the proposed receiver
approaches the one of non-adaptive iterative receiver.
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Paper Exact pairwise error probability
analysis of space-time codes in spatially
correlated fading channels
Tharaka A. Lamahewa, Marvin K. Simon, Thushara D. Abhayapala, and Rodney A. Kennedy
Abstract—In this paper, we derive an analytical expression
for the exact pairwise error probability (PEP) of a space-time
coded system operating over a spatially correlated slow fading
channel using a moment-generating function-based approach.
This analytical PEP expression is more realistic than previ-
ously published exact-PEP expressions as it fully accounts for
antenna spacing, antenna geometries (uniform linear array,
uniform grid array, uniform circular array, etc.) and scatter-
ing models (uniform, Gaussian, Laplacian, Von-Mises, etc.).
Inclusion of spatial information provides valuable insights into
the physical factors determining the performance of a space-
time code. We demonstrate the strength of our new analytical
PEP expression by evaluating the performance of two space-
time trellis codes proposed in the literature for different spatial
scenarios.
Keywords— Gaussian Q-function, modal correlation, moment-
generating function, MIMO system, non-isotropic scattering,
space-time coding.
1. Introduction
Space-time coding combines channel coding with multiple
transmit and multiple receive antennas to achieve band-
width and power efficient high data rate transmission over
fading channels. The performance criteria for space-time
codes have been derived in [1] based on the Chernoff bound
applied to the pairwise error probability (PEP). In general,
the Chernoff bound is quite loose for low signal-to-noise
ratios. In [2], the exact-PEP of space-time codes operat-
ing over independent and identically distributed (i.i.d.) fast
fading channels was derived using the method of residues.
A simple method for exactly evaluating the PEP based on
the moment generating function associated with a quadratic
form of a complex Gaussian random variable [3] is given
in [4] for both i.i.d. slow and fast fading channels. The
fading correlation effects on the performance of space-time
codes were investigated in [5]. There, the exact-PEP re-
sults derived in [2] were further extended to spatially cor-
related slow fading channels with the use of residue meth-
ods. In [5], the correlation is calculated in terms of the
correlation between channel gains, but there is no direct
realizable physical interpretation to the spatial correlation.
Therefore, existing PEP expressions derived in the literature
do not provide insights into the physical factors determin-
ing the performance of a space-time code operating over
correlated fading channels. In particular, the effect of an-
tenna spacing, spatial geometry of the antenna arrays and
the non-isotropic scattering environments on the perfor-
mance of space-time codes are of interest.
In this paper, using the MGF-based approach presented
in [4], we derive an analytical expression for the exact-
PEP of a space-time coded system operating over a spa-
tially correlated slow fading channel. This expression is
more realistic than previously published exact-PEP expres-
sions, as it fully accounts for antenna placement along with
non-isotropic scattering environments. In this work, we use
a recently developed novel spatial channel model [6, 7] to
incorporate the above factors in to the exact-PEP expres-
sion of a space-time coded system. Using this analytical
exact-PEP expression, one can evaluate the performance of
a space-time code applied to a MIMO system in any gen-
eral spatial scenario (antenna geometries: uniform linear
array (ULA), uniform grid array (UGA), uniform circu-
lar array (UCA), etc., scattering models: uniform, Gaus-
sian, Laplacian, Von-Mises, etc.) without the need for ex-
tensive simulations. We provide an analytical technique
which can be used to evaluate the exact-PEP in closed form.
The strength of our new analytical exact-PEP expression is
demonstrated by evaluating the performance of a 4-state
QPSK space-time trellis code with two transmit antennas
proposed by Tarokh et al. [1] and a 16-state QPSK space-
time trellis code with three transmit antennas proposed by
Zuho-Chen et al. [8] for different spatial scenarios.
The rest of this paper is organized as follows. Section 2
reviews the spatial channel model derived in [6]. Section 3
formulates the exact-PEP of a space-time coded system op-
erating over a spatially correlated channel and Section 4
discusses a technique which can be used to obtain analyt-
ical solutions for the exact-PEP. Section 5 is devoted to
examples, where we investigate the effects of antenna spac-
ing, antenna configuration and scattering channel correla-
tion for two space-time trellis codes. Finally, conclusions
are drawn in Section 6.
Notations. Throughout the paper, the following notations
will be used: [·]
T
, [·]
∗
and [·]
†
denote the transpose, com-
plex conjugate and conjugate transpose operations, re-
spectively. The symbols δ (·) and ⊗ denote the Dirac
delta function and matrix Kronecker product, respectively.
The notation E {·} denotes the mathematical expectation,
Q(y) = 1√2pi
∫
∞
y e
−x2/2dx denotes the Gaussian Q-function,
vec(A) denotes the vectorization operator which stacks the
columns of A, and ⌈.⌉ denotes the ceiling operator. The
matrix In is the n×n identity matrix.
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2. System model
Consider a multi input multi output (MIMO) system con-
sisting of nT transmit antennas and nR receive antennas.
Let xn = [x
(n)
1 ,x
(n)
2 , · · ·x
(n)
nT ]
T denote the space-time coded
signal vector transmitted from nT transmit antennas in the
nth symbol interval and X = [x1, x2, · · ·, xL] denote the
space-time code representing the entire transmitted signal,
where L is the code length. Assuming quasi-static fading,
the signals received at nR receiver antennas during L sym-
bol periods can be expressed in matrix form as
Y =
√
EsHX +N,
where Es is the transmitted power per symbol at each trans-
mit antenna and H is the nR×nT zero-mean complex valued
channel gain matrix, N is the noise represented by an nR×L
complex matrix in which entries are zero-mean independent
Gaussian distributed random variables with variance N0/2
per dimension.
Spatial channel model. Using a recently developed spatial
channel model [6], we are able to incorporate the antenna
spacing, antenna placement and scattering distribution pa-
rameters such as mean angle-of-arrival (AOA), mean angle-
of-departure (AOD) and angular spread, into the exact-PEP
calculations of space-time coded systems. In this spatial
channel model, MIMO channel is separated in to three
physical regions of interest: scatterer free region around
the transmitter antenna array, scatterer free region around
the receiver antenna array and the complex random scatter-
ing media which is the complement of the unions of two
antenna array regions. In other words, MIMO channel is de-
composed into deterministic and random matrices, where
the deterministic portion depends on the physical configu-
ration of the transmitter and the receiver antenna arrays and
the random portion represents the complex scattering media
between the transmitter and the receiver antenna regions.
Let up, p = 1,2, · · · ,nT be the position of pth transmit an-
tenna relative to the transmitter antenna array origin and
vq, q = 1,2, · · · ,nR be the position of qth receive antenna
relative to the receiver antenna array origin. Assume that
the scatterers are distributed in the farfield from the trans-
mitter and the receiver antenna arrays and the two regions
are distinct. Then the MIMO channel H has the decompo-
sition
H = JRHSJ†T , (1)
where JR is the nR×(2mR +1) receiver antenna array con-
figuration matrix,
JR =








J−mR(v1) . . . JmR(v1)
J−mR(v2) . . . JmR(v2)
...
. . .
...
J−mR(vnR) . . . JmR(vnR)








,
JT is the nT×(2mT +1) transmitter antenna array configu-
ration matrix,
JT =








J−mT (u1) . . . JmT (u1)
J−mT (u2) . . . JmT (u2)
...
. . .
...
J−mT (unT ) . . . JmT (unT )








,
with Jn(x) defined as the spatial-to-mode function (SMF)
which maps the antenna location to the nth mode of the
region. The form which the SMF takes is related to the
shape of the scatterer-free antenna region. For a circular
region in 2-dimensional space, the SMF is given by a Bessel
function of the first kind [6] and for a spherical region in
3-dimensional space, the SMF is given by a spherical
Bessel function [7]. For a prism-shaped region, the SMF
is given by a prolate spheroidal function [9]. Here, we
consider only the 2-dimensional1 scattering environment
where antennas are encompassed in scatterer-free circular
apertures. In this case, SMF is given by
Jn(w) = Jn(k‖w‖)ein(φw−pi/2),
where Jn(·) is the Bessel function of integer order n, vector
w = (‖w‖,φw) in polar coordinates is the antenna location
relative to the origin of the aperture which encloses the an-
tennas, k = 2pi/λ is the wave number with λ being the wave
length and i =
√
−1. MT = (2mT +1) and MR = (2mR +1)
are the number of effective communication modes2 avail-
able in the transmitter and receiver regions, respectively.
Note that, mT and mR are determined by the size of the
antenna aperture, but not from the number of antennas en-
compassed in an antenna array. The number of effective
communication modes (M) available in a region is given
by [10]
M = 2⌈pier/λ⌉+1, (2)
where r is the minimum radius of the antenna array aperture
and e≈ 2.7183. HS in Eq. (1) is the (2mR +1)×(2mT +1)
random scattering matrix with (ℓ,m)th element given by
{HS}ℓ,m =
∫ pi
0
∫ pi
0
g(φ ,ϕ)e−i(ℓ−mR−1)ϕ ei(m−mT−1)φ dϕdφ ,
ℓ = 1, · · · ,2mR +1, m = 1, · · · ,2mT +1. (3)
Note that {HS}ℓ,m represents the complex gain of the scat-
tering channel between the mth mode of the transmitter re-
gion and the ℓth mode of the receiver region, where g(φ ,ϕ)
is the scattering gain function, which is the effective ran-
dom complex gain for signals leaving the transmitter aper-
ture with angle of departure φ and arriving at the receiver
aperture with angle of arrival ϕ .
1The 2D case is a special case of the 3D case where all the signals
arrive from on a horizontal plane only. Similar results can be obtained
using the 3D channel model proposed in [7].
2The set of modes form a basis of functions for representing a multipath
wave field.
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3. Exact PEP on correlated
MIMO channels
Assume that perfect channel state information (CSI) is
available at the receiver and also a maximum likeli-
hood (ML) decoder is employed at the receiver. Assume
that the codeword X was transmitted, but the ML-decoder
chooses another codeword ˆX . Then the PEP, conditioned
on the channel, is given by [1]
P(X → ˆX |h) = Q
(√
Es
2N0
d2(X , ˆX)
)
, (4)
where d2(X , ˆX) = h[InR ⊗X∆]h†, X∆ = (X − ˆX)(X − ˆX)
†
,
h = (vec(HT ))T is a row vector. To compute the aver-
age PEP, we average Eq. (4) over the joint probability dis-
tribution of h. By using Craig’s formula for the Gaussian
Q-function [11, Chap. 4, Eq. (4.2)]
Q(x) = 1
pi
∫ pi/2
0
exp
(
−
x2
2sin2 θ
)
dθ
and the MGF-based technique presented in [4], we can
write the average PEP as
P(X → ˆX) =
1
pi
∫ pi/2
0
∫
∞
0
exp
(
−
Γ
2sin2 θ
)
pΓ(Γ)dΓdθ ,
=
1
pi
∫ pi/2
0
MΓ
(
−
1
2sin2 θ
)
dθ , (5)
where MΓ(s) =
∫
∞
0 e
sΓ pΓ(Γ)dΓ is the MGF of
Γ =
Es
2N0
h[InR ⊗X∆]h
† (6)
and pΓ(Γ) is the probability density function (pdf) of Γ.
Substituting Eq. (1) for H in h = (vec(HT ))T and using
the Kronecker product identity [12, p. 180] vec(AXB) =
(BT ⊗A)vec(X), we rewrite Eq. (6) as
Γ =
Es
2N0
hS(JTR ⊗ J
†
T )(InR ⊗X∆)(J
∗
R⊗ JT )h
†
S (7a)
=
Es
2N0
hS
[
(J†RJR)
T
⊗ (J†T X∆JT )
]
h†S (7b)
=
Es
2N0
hSGh†S, (7c)
where hS = (vec(HST ))
T
is a row vector and
G = (J†RJR)
T
⊗ (J†T X∆JT ). (8)
Note that, Eq. (7b) follows from Eq. (7a) via the identity
[12, p. 180] (A⊗C)(B⊗D) = AB⊗CD, provided that the
matrix products AB and CD exist.
Note that hSGh†S in Eq. (7c) is a quadratic form of a ran-
dom variable since hS is a random row vector and G is fixed
as JT ,JR and X∆ are deterministic matrices. Furthermore,
the matrix G is Hermitian as both J†RJR and J
†
T X∆JT are
Hermitian, and the Kronecker product between two Her-
mitian matrices is always Hermitian. The MGF associated
with a quadratic random variable is readily found in the
literature [3]. Using [3, Eq. (14)], we write the MGF of Γ
as
MΓ(s) =
[
det
(
I−
sγ¯
2
RG
)]
−1
, (9)
where γ¯ = EsN0 is the average symbol energy-to-noise ratio
(SNR) and R = E
{
h†ShS
}
is the covariance matrix of hS.
Here we assumed that the entries of hS are zero-mean com-
plex Gaussian distributed.
Substitution of Eq. (9) into Eq. (5) gives the exact-PEP
P(X → ˆX) =
1
pi
∫ pi/2
0
[
det
(
I +
γ¯
4sin2 θ
RG
)]
−1
dθ . (10)
Remark 1: Equation (10) is the exact-PEP3 of a space-time
coded system applied to a spatially correlated slow fad-
ing MIMO channel following the channel decomposition
in Eq. (1).
Remark 2: When R = I (i.e., correlation between different
communication modes is zero), Eq. (10) above captures
the effects due to antenna spacing and antenna geometry
on the performance of a space-time code operating over
a slow fading channel.
Remark 3: When the fading channels are independent
(i.e., R = I and G = InR ⊗X∆), Eq. (10) simplifies to,
P(X → ˆX) =
1
pi
∫ pi/2
0
[
det
(
InT +
γ¯
4sin2 θ
X∆
)]
−nR
dθ ,
which is the same as [4, Eq. (13)].
Kronecker product model as a special case. In some
circumstances, the covariance matrix R of the scattering
channel HS can be expressed as a Kronecker product be-
tween correlation matrices observed at the receiver and the
transmitter antenna arrays [13, 14], i.e.,
R = E
{
h†ShS
}
= FR⊗FT , (11)
where FR and FT are the transmit and receive correla-
tion matrices. Substituting Eq. (11) in Eq. (10) and recall-
ing the definition of G in Eq. (8), the exact-PEP can be
written as
P(X → ˆX) =
1
pi
∫ pi/2
0
[
det
(
I +
γ¯
4sin2 θ
Z
)]
−1
dθ , (12)
where Z = (FRJTRJ∗R)⊗ (FT J
†
T X∆JT ).
3Equation (10) can be evaluated in closed form using the analytical
technique discussed in Section 4.
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4. Realistic exact-PEP
The exact-PEP expression we derived in the previous sec-
tion captures the antenna configurations (linear array, cir-
cular array, grid, etc.) both at the transmitter and the re-
ceiver arrays via JT and JR, respectively. Furthermore, it
also incorporates the modal correlation effects at the trans-
mitter and the receiver regions via FT and FR, respec-
tively. Therefore, the PEP expression Eq. (12) can be con-
sidered as the realistic exact PEP of a space-time coded
system.
To calculate the exact-PEP, one needs to evaluate the in-
tegral Eq. (12) (or Eq. (10) in a more general spatial
scenario), either using numerical methods or analytical
methods. We present an analytical technique which can be
employed to evaluate the integral Eq. (12) in closed form
as follows.
Matrix Z in Eq. (12) has size MRMT×MRMT . Therefore,
the integrand in Eq. (12) will take the form4
[
det
(
I +
γ¯
4sin2 θ
Z
)]
−1
=
(sin2 θ)N
N
∑
ℓ=0
aℓ(sin2 θ)ℓ
, (13)
where N = MRMT and aℓ, for ℓ = 1,2, · · · ,N, are constants.
Note that the denominator of Eq. (13) is an Nth order
polynomial in sin2 θ . To evaluate the integral Eq. (13) in
closed form, we use the partial-fraction expansion tech-
nique given in [11, Appendix 5A] as follows.
First we begin by factoring the denominator of Eq. (13)
into terms of the form (sin2 θ + cℓ), for ℓ = 1,2, · · · ,N.
This involves finding the roots of an Nth order polynomial
in sin2 θ either numerically or analytically. Then Eq. (13)
can be expressed in product form as
(sin2 θ)N
∑N
ℓ=0 aℓ(sin
2 θ)ℓ
=
Λ
∏
ℓ=1
(
sin2 θ
cℓ + sin2 θ
)mℓ
, (14)
where mℓ is the multiplicity of the root cℓ and ∑Λℓ=1 mℓ = N.
Applying the partial-fraction decomposition theorem to the
product form Eq. (14), we get
Λ
∏
ℓ=1
(
sin2 θ
cℓ + sin2 θ
)mℓ
=
Λ
∑
ℓ=1
mℓ∑
k=1
Akℓ
(
sin2 θ
cℓ + sin2 θ
)k
, (15)
where the residual Akℓ is given by [11, Eq. (5A.72)]
Akℓ =



dmℓ−k
dxmℓ−k
Λ
∏
n=1
n 6=ℓ
(
1
1+ cnx
)mn



|
x=−c−1
ℓ
(mℓ− k)!cmℓ−kℓ
. (16)
Expansion Eq. (15) often allows integration to be performed
on each term separately by inspection. In fact, each term
4One would need to evaluate the determinant of
(
I + γ¯4sin2 θ Z
)
and then
take the reciprocal of it to obtain the form Eq. (13).
in Eq. (15) can be separately integrated using a result found
in [4], where
P(cℓ,k) =
1
pi
∫ pi/2
0
(
sin2 θ
cℓ + sin2 θ
)k
dθ ,
=
1
2
[
1−
√
cℓ
1+ cℓ
k−1
∑
j=0
(
2 j
j
)(
1
4(1+ cℓ)
) j]
.
(17)
Now using the partial-fraction form of the integrand in
Eq. (15) together with Eq. (17), we obtain the exact-PEP
in closed form as
P(X → ˆX) =
1
pi
∫ pi/2
0
Λ
∏
k=1
(
sin2 θ
cℓ + sin2 θ
)mℓ
dθ ,
=
Λ
∑
ℓ=1
mℓ∑
k=1
AkℓP(cℓ,k). (18)
For the special case of distinct roots, i.e., m1 = m2 = · · ·=
mN = 1, the exact-PEP is given by
P(X → ˆX) =
1
2
N
∑
ℓ=1
(
1−
√
cℓ
1+ cℓ
) N
∏
n=1
n 6=ℓ
(
cℓ
cℓ− cn
)
.
5. Analytical performance evaluation:
examples
In this section, we consider the following two space-time
codes as examples:
• 4-state QPSK space-time trellis code with two trans-
mit antennas [1, Fig. 4]; the shortest error event path
of length 2, as illustrated by shading in Fig. 1 of [4];
• 16-state QPSK space-time trellis code with three
transmit antennas [8, Table 1]; the shortest error
event path of length 3.
For the 4-state code, the exact-PEP results and approximate
bit error probability (BEP) results for nR = 1 and nR = 2
were presented in [2, 4] for i.i.d. fast fading and slow fad-
ing channels. In [5], the effects of fading correlation on
the average BEP were studied for nR = 1 over a slow fad-
ing channel. In this work, we compare the i.i.d. channel
performance results presented in [2, 4] with our realistic
exact-PEP results for different antenna spacing and scatter-
ing distribution parameters. In addition, we use the 16-state
code with three transmit antennas to study the impact
of antenna placement on the performance of space-time
codes.
In [2, 4], performances were evaluated under the assump-
tion that the transmitted codeword is the all-zero codeword.
Here we also adopt the same assumption as we compare
our results with their results. However, we are aware that
space-time codes may, in general, be nonlinear, i.e., the
average BEP can depend on the transmitted codeword.
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5.1. Effect of antenna spacing
First we consider the effect of antenna spacing on the
exact-PEP when the scattering environment is isotropic,
i.e., FT = I2mT +1 and FR = I2mR+1. Consider the 4-state
code with two transmit antennas and two receive antennas,
where the two transmit antennas are placed in a circular
aperture of radius 0.25λ (antenna separation5 = 0.5λ ) and
the two receive antennas are placed in a circular aperture of
radius r (antenna separation = 2r).
Figure 1 shows the exact pairwise error probability per-
formance of the 4-state code for length 2 error event and
receive antenna separations 0.1λ , 0.2λ , 0.5λ and λ . Also
shown in Fig. 1 for comparison is the exact-PEP for the
i.i.d. slow fading channel (Rayleigh) corresponding to the
length two error event path.
Fig. 1. Exact pairwise error probability performance of the
4-state space-time trellis code with 2-Tx antennas and 2-Rx an-
tennas: length 2 error event.
As we can see from the figure, the effect of antenna sepa-
ration on the exact-PEP is not significant when the receive
antenna separation is 0.5λ or higher. However, the effect
is significant when the receive antenna separation is small.
For example, at PEP 10−5, the realistic PEPs are 1 dB
and 3 dB away from the i.i.d. channel performance results
for 0.2λ and 0.1λ transmit antenna separations, respec-
tively. From these observations, we can emphasize that the
effect of antenna spacing on the performance of the 4-state
code is minimum for higher antenna separations whereas
the effect is significant for smaller antenna separations.
5In a 3D isotropic scattering environment, antenna separation 0.5λ (first
null of the order zero spherical Bessel function) gives zero spatial corre-
lation, but here we constraint our analysis to a 2D scattering environment.
The spatial correlation function in a 2D isotropic scattering environment
is given by a Bessel function of the first kind. Therefore, antenna separa-
tion λ/2 does not give zero spatial correlation in a 2D isotropic scattering
environment.
5.2. Loss of diversity advantage due to a region with
limited size
We now consider the diversity advantage of a space-time
coded system as the number of receive antennas increases
while the receive antenna array aperture radius remains
fixed. Figure 2 shows the exact-PEP of the 4-state STTC
Fig. 2. Exact PEP performance of the 4-state space-time trel-
lis code with 2-Tx antennas and n-Rx antennas: length 2 error
event.
with two transmit antennas and nR receive antennas, where
nR = 1,2, . . . ,10. The two transmit antennas are placed
in a circular aperture of radius 0.25λ (antenna separation
= 0.5λ ) and nR receive antennas are placed in a uniform
circular array antenna configuration with radius 0.15λ . In
this case, the distance between two adjacent receive antenna
elements is 0.3λ sin(pi/nR).
The slope of the performance curve on a log scale corre-
sponds to the diversity advantage of the code and the hor-
izontal shift in the performance curve corresponds to the
coding advantage. According to the code construction cri-
teria given in [1], the diversity advantage promised by the
4-state STTC is 2nR. With the above antenna configuration
setup, however, we observed that the slope of each perfor-
mance curve remains the same when nR > 5, which results
in zero diversity advantage improvement for nR > 5. Nev-
ertheless, for nR > 5, we still observed some improvement
in the coding gain, but the rate of improvement is slower
with the increase in number of receive antennas. Here the
loss of diversity gain is due to the fewer number of effective
communication modes available at the receiver region than
the number of antennas available for reception. In this case,
from Eq. (2), the receive aperture of radius 0.15λ corre-
sponds to M = 2⌈pie0.15⌉+1 = 5 effective communication
modes at the receive region. Therefore when nR > 5, the di-
versity advantage of the code is determined by the number
of effective communication modes available at the receiver
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antenna region rather than the number of antennas avail-
able for reception. That is, the point where the diversity
loss occurred is clearly related to the size of the antenna
aperture, where smaller apertures result in diversity loss of
the code for lower number of receive antennas, as proved
analytically in [15].
5.3. Effect of antenna configuration
In this section, we compare the PEP performance of the
16-state code for different antenna configurations at the
transmitter antenna array. Here we consider UCA and ULA
antenna configurations as examples.6 We place the three
transmit antennas within a fixed circular aperture of ra-
dius r(= 0.15λ ,0.25λ ), where the antenna placements are
shown in Fig. 3. The exact-PEP performance for the er-
ror event path of length three is also shown in Fig. 3 for
a single receive antenna.
Fig. 3. The exact-PEP performance of the 16-state code with
three transmit and one receive antennas for UCA and ULA trans-
mit antenna configurations: length 3 error event.
From Fig. 3, it is observed that at high SNRs the per-
formance given by the UCA antenna configuration outper-
forms that of the ULA antenna configuration. For example,
at PEP 10−5, the performance difference between UCA and
ULA are 2.75 dB with 0.15λ receiver aperture radius and
1.25 dB with 0.25λ receiver aperture radius. From Fig. 3,
we observed that as the radius of the transmitter aperture
decreases the diversity advantage of the code is reduced,
particularly for the ULA antenna configuration. Here, the
loss of diversity advantage is mainly due to the loss of rank
of JT .
6The exact-PEP expression we derived in this work can be applied to
any arbitrary antenna configuration.
5.4. Effect of modal correlation
For simplicity, here we only consider the modal correlation
effects at the receiver region and assume that the effective
communication modes available at the transmitter region
are uncorrelated, i.e., FT = I2mT +1. First, we derive the
definition of modal correlation matrix FR at the receiver
region.
Using Eq. (3), we can define the modal correlation between
complex scattering gains as
γℓ,ℓ
′
m,m′
= E
{
{HS}ℓ,m{HS}∗ℓ′,m′
}
.
Assume that the scattering from one direction is indepen-
dent of that from another direction for both the receiver and
the transmitter apertures. Then the second-order statistics
of the scattering gain function g(φ ,ϕ) can be defined as
E
{
g(φ ,ϕ)g∗(φ ′ ,ϕ ′)
}
= G(φ ,ϕ)δ (φ −φ ′)δ (ϕ −ϕ ′),
where G(φ , ϕ) = E {|g(φ , ϕ) |2} with normalization
∫ ∫
G(φ ,ϕ)dϕdφ = 1. With the above assumption, the
modal correlation coefficient, γℓ,ℓ
′
m,m′
can be simplified to
γℓ,ℓ
′
m,m′
=
∫ ∫
G(φ ,ϕ)e−i(ℓ−ℓ′)ϕ ei(m−m′)φ dϕdφ .
Then the correlation between the ℓth and ℓ′th modes at
the receiver region due to the mth mode at the transmitter
region is given by
γRx
ℓ,ℓ′
=
∫
PRx(ϕ)e−i(ℓ−ℓ
′
)ϕ dϕ , (19)
where PRx(ϕ) =
∫
G(φ ,ϕ)dφ is the normalized azimuth
power distribution of the scatterers surrounding the receiver
antenna region. Here we see that modal correlation at the
receiver is independent of the mode selected from the trans-
mitter region. Note that the (ℓ,ℓ′)th element of FR is given
by Eq. (19) and FR is a (2mR + 1)× (2mR + 1) matrix.
Also note that PRx(ϕ) can be modeled using all com-
mon azimuth power distributions such as uniform, Gaus-
sian, Laplacian, Von-Mises, polynomial, etc.
It was shown in [16] that all azimuth power distribution
models give very similar correlation values for a given
angular spread, especially for small antenna separations.
Therefore, without loss of generality, we restrict our inves-
tigation only to the case of energy arriving uniformly over
a limited angular spread σ around a mean AOA ϕ0 (uni-
form limited azimuth power distribution). In this case, the
modal correlation coefficient γRx
ℓ,ℓ′
in the receiver region is
given by
γRx
ℓ,ℓ′
= sinc((ℓ− ℓ′)σ)e−i(ℓ−ℓ′)ϕ0 . (20)
Continuing the performance analysis, we now investi-
gate the modal correlation effects on the performance of
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the 4-state code with two transmit and two receive anten-
nas. We place the two transmit antennas 0.5λ apart and
also the two receive antennas 0.5λ apart.7
Figure 4 shows the exact-PEP performances of the 4-state
code for various angular spreads σ = {5◦, 30◦, 45◦, 180◦}
about a mean AOA ϕ0 = 0◦ from broadside, where the
broadside angle is defined as the angle perpendicular to
the line connecting the two antennas. Note that σ = 180◦
represents the isotropic scattering environment.
The exact-PEP performance for the i.i.d. slow fading chan-
nel (Rayleigh) is also plotted on the same graph for com-
parison.
Fig. 4. Effect of receiver modal correlation on the exact-PEP of
the 4-state QPSK space-time trellis code with 2-Tx antennas and
2-Rx antennas for the length 2 error event. Uniform limited power
distribution with a mean angle of arrival ϕ0 = 0◦ from broadside
and angular spreads σ = {5◦, 30◦, 45◦, 180◦}.
As one would expect, the performance loss incurred due
to the modal correlation increases as the angular spread of
the distribution decreases.
For example, at PEP 10−5, the realistic PEP results obtained
from Eq. (12) are about 0.25 dB, 1.75 dB, 2.75 dB and
7.5 dB away from the i.i.d. channel performance results for
angular spreads 180◦, 45◦, 30◦ and 5◦, respectively. There-
fore, in general, if the angular spread of the distribution is
closer to 180◦ (isotropic scattering), then the loss incurred
due to the modal correlation is insignificant, provided that
the antenna spacing is optimal. However, for moderate an-
gular spread values such as 45◦ and 30◦, the performance
loss is quite significant. This is due to the higher concen-
tration of energy closer to the mean AOA for small angular
spreads.
It is also observed that for large angular spread values,
the diversity order of the code (the slope of the perfor-
mance curve) is preserved whereas for small and moderate
7Performance loss due to antenna spacing is minimum when the antenna
separation is 0.5λ or higher as we showed in Subsection 5.1.
angular spread values, the diversity order of the code is
diminished.
Figure 5 shows the PEP performance results of the 4-state
code for a mean AOA ϕ0 = 60◦ from broadside. Similar
results are observed as for the mean AOA ϕ0 = 0◦ case.
Fig. 5. Effect of receiver modal correlation on the exact-PEP
of the 4-state QPSK space-time trellis code with 2-Tx antennas
and 2-Rx antennas for the length 2 error event. Uniform limited
power distribution with a mean angle of arrival ϕ0 = 60◦ from
broadside and angular spreads σ = {5◦,30◦,45◦,180◦}.
Comparing Figs. 4 and 5 we observe that the perfor-
mance loss is increased for all angular spreads as the
mean AOA moves away from broadside. This can be justi-
fied by the reasoning that, as the mean AOA moves away
from broadside, there will be a reduction in the angular
spread exposed to the antennas and hence less signals being
captured.
Furthermore, we observed that (performance results are not
shown here) when there are more than two receive anten-
nas in a fixed receiver aperture, the performance loss of
the 4-state code with decreasing angular spread is most
pronounced for the ULA antenna configuration when the
mean AOA is closer to 90◦ (inline with the array). But,
for the UCA antenna configuration, the performance loss
is insignificant as the mean AOA moves away from broad-
side for all angular spreads. This suggests that the UCA
antenna configuration is less sensitive to change of mean
AOA compared to the ULA antenna configuration. Hence,
the UCA antenna configuration is best suited to employ
a space-time code.
Using the results we obtained thus far, we can claim that, in
general, space-time trellis codes are susceptible to spatial
fading correlation effects, in particular, when the antenna
separation and the angular spread are small.
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5.5. Extension of PEP to average bit error probability
An approximation to the average BEP was given in [17]
on the basis of accounting for error event paths of lengths
up to H as
Pb(E)∼=
1
b ∑t q(X → ˆX)tP(X → ˆX)t , (21)
where b is the number of input bits per transmission,
q(X → ˆX)t is the number of bit errors associated with the
error event t and P(X → ˆX)t is the corresponding PEP.
In [4], it was shown that error event paths of lengths up to
H are sufficient to achieve a reasonably good approximation
to the full upper (union) bound that takes into account er-
ror event paths of all lengths. For example, with the 4-state
STTC, error event paths of lengths up to H = 4 is sufficient
for the slow fading channel.
The closed-form solution for average BEP of a space-time
code can be obtained by finding closed-form solutions for
PEPs associated with each error type, using the analyti-
cal technique given in Section 4. In previous sections, we
investigate the effects of antenna spacing, antenna geome-
try and modal correlation on the exact-PEP of a space-time
code over slow fading channel. The observations and claims
which we made there, are also valid for the BEP case as
the BEPs are calculated directly from PEPs. Therefore,
to avoid repetition, we do not discuss BEP performance
results here.
6. Conclusion
Using an MGF-based approach, we have derived an analyt-
ical expression for the exact pairwise error probability of
a space-time coded system operating over a spatially corre-
lated slow fading channel. This analytical PEP expression
fully accounts for antenna separation, antenna geometry
and surrounding azimuth power distributions, both at the
receiver and the transmitter antenna arrays. In practice, it
can be used as a tool to estimate or predict the performance
of a space-time code under any antenna configuration and
surrounding azimuth power distribution parameters. Based
on this new PEP expression, we showed that space-time
codes employed on multiple transmit and multiple receive
antennas are susceptible to spatial fading correlation ef-
fects, particularly for small antenna separations and small
angular spreads.
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Paper CDMA wireless system
with blind multiuser detector
Wai Yie Leong and John Homer
Abstract— In this paper we present an approach capable of
countering the presence of multiple access interference (MAI)
in code division multiple access (CDMA) channels. We de-
velop and implement a blind multiuser detector, based on an
independent component analysis (ICA) to mitigate both MAI
and noise. This algorithm has been utilized in blind source
separation (BSS) of unknown sources from their linear mix-
tures. It can also be used for estimation of the basis vectors
of BSS. The aim is to include an ICA algorithm within a wire-
less receiver in order to reduce the level of interference in
CDMA systems. This blind multiuser detector requires less
precise knowledge of the channel than does the conventional
single-user receiver. The proposed blind multiuser detector is
made robust with respect to imprecise knowledge of the re-
ceived signature waveforms of the user of interest. Several
experiments are performed in order to verify the validity of
the proposed learning algorithm.
Keywords— code division multiple access, independent compo-
nent analysis, blind source separation.
1. Introduction
Code division multiple access (CDMA) multiuser detection
has undergone rapid evolution through significant research
and development activity in telecommunications [12, 13].
With the ever-growing sophistication of signal processing
and computation, multiuser detection exploits the potential
needs to increase capacity in multiuser radio channels. It
deals with the demodulation of mutually interfering signals
in applications such as cellular telephony, satellite commu-
nication and digital radio.
In general, multiuser detection is also known as cochan-
nel interference suppression, multiuser demodulation, and
interference cancellation to deal with the demodulation
of digitally modulated signals in the presence of a mul-
tiaccess interference. Motivated by the channel environ-
ment encountered in many CDMA applications, the de-
sign of multiuser detectors for channels with fading, mul-
tipath, or noncoherent modulation has attracted consider-
able attention [6, 12]. An adaptive multiuser detector which
converges to the minimum mean squared error (MMSE)
detector without requiring training sequences is proposed
in [6]. This proposed blind multiuser detector is designed
with imprecise knowledge of the received signature wave-
form of the desired user. In [15] a blind adaptive multiuser
detector based on Kalman filtering in both a stationary and
a slowly time-varying environment is proposed. The au-
thor showed that the steady-state excess output energy of
the Kalman filtering algorithm is identically zero for a sta-
tionary environment. Also, Verdu presented an overview
of the adaptive tentative-decision based detectors in [13].
Verdu mentioned that the linear MMSE has the features of
the decorrelating detector, except that it requires knowledge
of the received amplitudes. On the other hand, the tenta-
tive decision based multiuser detector is the simplest idea
for successive cancellation, but the disadvantage is that it
requires extremely accurate estimation of the received am-
plitudes [12, 13]. Meanwhile, Verdu’s work has provided
exceptional important reference and guidance for the im-
plementation of the following work.
The goal of this paper is to introduce a blind multiuser
detector that adaptively recovers the signals from multiple
users. In this context, the blind (or non-data aided) mul-
tiuser detector means it requires no training data sequence,
but only the knowledge of the desired user signature se-
quence and its timing [9]. The proposed blind multiuser
detector employs iterative an independent component anal-
ysis (ICA) algorithm at the outputs of a bank of matched
filters. The main motivation of employing blind multiuser
detectors in CDMA is to recover the original users’ se-
quences from the received signals that are corrupted by
multiple access interference (MAI), without the help of
training sequences and a priori knowledge of the channel.
The rest of this paper is organized as follows. Section 2
gives a description of the blind multiuser detector model.
Section 3 discusses the proposed ICA algorithm. A perfor-
mance analysis and system capacity discussion is given in
Section 4 and concluding remarks are given in Section 5.
2. Blind multiuser detector
2.1. Channel model
In DS-CDMA, each user spreads its information signal in
frequency by direct sequence modulation before transmis-
sion via the common channel (Fig. 1).
Fig. 1. K = 3-users detector for multiple access Gaussian channel.
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We consider the K-user binary phase shift keying (BPSK)
asynchronous DS-CDMA white Gaussian model as given
in Eq. (1):
r(t) =
J
∑
i=−J
K
∑
k=1
Akbk(i)sk(t− iT − τk)+σn(t) , (1)
where:
• 2J+1 symbols are sent by each of the K users;
• the kth signature waveform sk is assumed to have
unit energy (‖sk‖ = 1); τk ∈ [0,T ) is the kth user’s
offset, where T is the symbol period; these signature
sequences are independent of the data symbol, and
have a chip rate much higher than that of the desired
user information;
• Ak is the received amplitude of the kth user;
• bk is the independent input data symbol of the kth
user, bk ∈ {−1,+1};
• the kth signature waveform sk is determined by the
random pseudo-noise (PN) spreading sequence ck
and pulse shape waveform p(t):
sk(t) =
NPG−1∑
i=0
ck(i)p(t− iTc) , (2)
where sk(t) is assumed to have unit energy over the
symbol interval:
T = NPGTc symbol interval,
Tc chip interval,
NPG processing gain;
in this paper, we consider gold code spreading se-
quences; these signature sequences are independent
of the data symbols and have a chip rate much higher
than the symbol rate;
• the additive white Gaussian noise n(t) is stationary
and memoryless with unit power spectral density;
• σ2 is the variance of noise.
We assume the users transmit completely asynchronously.
In this context, when there are timing errors, each user’s
code experiences a random delay during the transmission
and the received signal is no longer aligned with the locally
generated codes [4].
For simplicity, we consider only one symbol interval. The
representation for the signal during one symbol interval is
written in vector form as
r(t) =
K
∑
k=1
Akbk(i)sk(t− τk)+σn(t) . (3)
At the receiver, the signal in Eq. (1) is chip-matched fil-
tered and sampled at the bit rate (1/Tb). The chip-matched
filtered signal can be represented as
xm(t) =
1
T
∫ T
0
r(t)sm(t−τm +∆τm)dt, (4)
m = 1, . . . ,K ,
where we assume a correlation maximization (or simi-
lar) operation is performed to approximately time-align the
mth matched filter to the time delay τm of the mth user
signal.
Following the sampling operation, we have:
xm(i) = sampled[xm(t)] =
K
∑
k=1
gmkbk(i)+σmn(i) . (5)
The set of match-filtered signals can be represented as
x(i) = Gb(i)+σn(i) , (6)
where G is the matrix {gmk}, m = 1, . . ., K, k = 1, . . ., K,
b(i) = [b1(i),b2(i), . . ., bk(i)]T and n(i) is a (K x 1) vector
of noise samples.
2.2. Source independence
In the CDMA receiver, both code timing and chan-
nel estimation are often prerequisite tasks. Detection of
the desired user’s symbols in the CDMA system is far
more complicated than in the simpler time division mul-
tiple access (TDMA) and frequency division multiple ac-
cess (FDMA) systems used previously in mobile communi-
cations. Our main goal is to estimate and recover the orig-
inal transmitted symbols. Several techniques are available
Fig. 2. K-user detection model.
Fig. 3. The proposed blind receiver consists of PCA pre-whiten-
ing, ICA-BSS and wavelet denoising stages.
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to estimate the desired user’s symbols. In general, the
matched filter (correlator) is the simplest estimator, but it
performs well only if different users’ chip sequences are
orthogonal or the users have equal powers [2].
Recently, there have been attempts to apply blind and
semi-blind signal processing models and algorithms in
a wide variety of digital communications applications, for
example multi access communications systems, multi sen-
sor sonar and radar systems. Several good algorithms are
also available for solving the basic linear and nonlinear ICA
problem [1, 3, 5, 7, 10].
We propose to apply independent component analysis to
design a new blind CDMA receiver. The main reason
for using ICA in the CDMA receiver is because each
path and user symbol sequence is typically independent
of each other. The proposed multiuser detection algorithm
is applied at the receiver after the wavelet denoising [8]
(Figs. 2 and 3).
3. Proposed multiuser detection
algorithm
The proposed algorithm is generalized from Amari’s nat-
ural gradient algorithm [11]. This algorithm involves min-
imization of a multivariate cost function according to
the stochastic gradient descent algorithm, as discussed
later. The proposed algorithm, includes a pre-processing
stage involving principal component analysis (PCA) (see
[2, chap. 6, pp. 125–144] and [3]) of the measured sen-
sor signals. Pre-processing is employed to pre-whiten the
received signal vector, as discussed below.
3.1. Principle component analysis
Whitening of the received data x(i) is a common pre-
processing task in ICA. In particular, a pre-whitening
procedure is used mainly to decorrelate the sensor sig-
nals before separation. This makes the subsequent sep-
aration task easier, the separating matrix is then con-
strained to be orthogonal. There is no explicit assump-
tion on the probability density of the vectors made in PCA
[2, chap. 6, pp. 125–144], as long as the first and second
order statistics are known or can be estimated from the
mixture. The pre-whitened signal vector is given by
u(i) = D−1/2ET x(i) , (7)
where u=[u1, . . . ,uK ]
T, E=(e1, . . . ,eK) is the matrix whose
columns are the unit-norm eigenvectors of the covariance
matrix Cx = E{ x(i) x(i)T} and D = diag(d1, . . . ,dK) is
the diagonal matrix of the eigenvalues of Cx.
3.2. Proposed ICA algorithm
We now discuss the proposed ICA algorithm to unmix the
source signals in the presence of noise. In the multiuser
channel, y(i) = W(i)u(i), where u = [u1, . . ., uK]
T . The
output components become y = g(u(i)), where the g(u(i))
is an invertible nonlinearity. Bell and Sejnowski have
shown [3] that by maximizing the join entropy of H(y)
for the neural process output can approximately minimize
the mutual information among the output components y.
In this case, maximizing the joint entropy H(y1, y2) of
K = 2 output symbols, y1 and y2, consists of maximizing
the individual entropy of each output while minimizing the
mutual information ℑ(y1, y2) shared between these two out-
put symbols [3]. The mutual information ℑ(y) between K
output symbols can be deduced via Kullback-Leibler diver-
gence:
ℑ(y) = −H(y)+
K
∑
k=1
Hk(yk)
=
∫
∞
−∞
p(y) log p(y)dy−
K
∑
k=1
∫
∞
−∞
p(y) log pk(yk)dy
=
∫
∞
−∞
p(y) log p(y)K
∑
k=1
pk(yk)
dy , (8)
when the mutual information ℑ(y) is equal to zero, these
K variables are statistically independent.
Then, the above mentioned differential entropy H of a ran-
dom vector yi with density p(yi) can be rewritten as
H(y) = H(y1)+, . . . ,+H(yk)−ℑ(y) , (9)
where H(y1) =−E
{
log p(u1)
|
∂y1
∂u1
|
}
,
H(y) = −
K
∑
k=1
E
{
log p(uk)
|
∂yk
∂uk |
}
−ℑ(y)
= −E
{
log p(u1)
|
∂y1
∂u1 |
}
+ . . .−E
{
log p(uk)
|
∂yk
∂uk |
}
−ℑ(y).
(10)
The goal is to learn the elements of the linear unmixing
matrix W and the set of parameters for the nonlinearities
g(uk(i)). This algorithm is used to update the unmixing
matrix W. In detail, W is an estimate of the unknown
mixing matrix of u(i). Using a gradient ascent algorithm,
we consider the derivative of the entropy function with
respect to W and the parameters of the nonlinearity is:
∂
∂W (ℑ(y)) = −
∂H(y)
∂W −
∂
∂W
K
∑
k=1
E
{
log p(uk)
|
∂yk
∂uk |
}
= −(WT )−1−
( ∂ p(u)
∂u
p(u)
)
uT . (11)
Following the work of [3, 10], we employ the following
learning rule for W
∆W(p) =−α ∂ℑ(y)∂W W
T W , (12)
where p is the iteration index and α the learning rate (refer
to Appendix).
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After initializing the weight matrix W and choosing α
(sufficiently small value, e.g., 0.0001), the weights are it-
eratively updated according to the learning rule. In our
observation, the learning process usually depends on the
activities of the weights W, the learning rate α , the input
and output values of the mixture:
W(p+1) = W(p)+α(I−g(y)yT +y(g(y))T )W(p), (13)
where p is the iteration index.
The proposed algorithm for complex signals performs as
follows:
1. Chip-matched filtered signals, wavelet denoising.
2. PCA pre-whitening the signals.
3. Select an initial separating matrix W0 and learning
rate α .
4. Determine and estimate the initial, y = W0u.
5. Update the separating matrix by Wp+1 ←− Wp +
α(I−g(y)yT +y(g(y))T )Wp, where I is the identity
matrix.
6. Decorrelate and normalize Wp+1.
7. If |(Wp+1)
T Wp| is not close enough to 1, then p =
p+1, and go back to Step 5. Else, output the vec-
tor Wp.
8. Wavelet denoising.
9. Output detector, sgn (y).
3.3. Error measure
The performance during the learning process was moni-
tored by an error measure based on:
PI =
1
K2
( K
∑
i=1
( K
∑
j=1
|PDi j|
maxk |PDik|
−1
)
(14)
+
K
∑
j=1
( K
∑
i=1
|PDi j|
maxk |PDk j|
−1
))
,
where PDi j is the (i, j)th element of PD = WG, G is the un-
known mixing matrix and K is the number of users. PD is
close to the permutation of the scaled identity matrix when
the sources are separated. This corresponds to PI = 0.
4. Numerical experiments
The proposed blind multiuser detector has been examined
in various experimental situations. Several results are pre-
sented to compare the proposed blind multiuser detector
with correlating detector, matched filter bank and blind
MMSE detectors [6]. For each run, these 4 detectors are
applied at the same time. The following experiments are
mainly to demonstrate the performance of the multiuser de-
tectors with varying signal-to-noise ratio (SNR) levels and
power levels. These experiments are also to demonstrate
the performance of the proposed method in multiuser in-
terference (MAI).
We consider using a simulated DS-CDMA data with ad-
ditive white Gaussian noise (AWGN) channel and two an-
tenna elements in the reception with a half a carrier wave-
length spacing, unless mentioned otherwise. All CDMA
signals are generated with BPSK data modulation and gold
codes of length 61 are used as the spreading codes. The
length of the block was 40 non-coherent BPSK symbols,
during which the channel was fixed. The number of sig-
nals distribution, and the path delays were randomly cho-
sen. Matched-filter bank, decorrelating detector and blind
MMSE detector receivers were used as reference methods.
We first present the performance of the proposed algo-
rithm by presenting the numerical values of the bit error
rate (BER) as a function of SNR in Fig. 4. The system con-
sists of K = 2 users and both users are assigned with equal
Fig. 4. Bit error rate as a function of SNR for decorrelating
detector, matched filter bank, blind MMSE and ICA detectors.
power. The proposed ICA detector based method shows the
lowest BER compared to blind MMSE method, matched
filter bank and decorrelating detector especially at lower
SNR. The convergence of the gradient approach took place
in 10–15 iterations in this case. The ICA detector displays
better performance compared to the matched filter bank,
and decorrelating detectors. However, the performances
of the proposed ICA and adaptive blind MMSE detector
are very close to each other. The adaptive blind MMSE
detector slightly outperforms the ICA detector from 9 dB
to 11 dB. Then, ICA detector shows better performance af-
ter 12 dB onwards. The margin of improvement becomes
larger with increased SNR.
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We then implement the multiple access interference chan-
nels to demonstrate the ability of the mentioned detectors
dealing with large number of users within the same channel
as shown in Fig. 5. ICA analysis proved to be better per-
Fig. 5. Bit error rate plots versus K users in MAI channel
using ICA, blind MMSE, matched filter bank and decorrelating
detectors.
forming technique; it is then followed by the blind MMSE
detector, matched filter bank and the decorrelating detec-
tors. We observed that the matched filter and decorrelating
detector are not able to work in multiple access interfer-
ence environment (which industries require BER ≤ 10−3),
which the figure shown high BER with increasing MAI.
Fig. 6. Error measure for various power levels of multi access
interference using the ICA multiuser detector.
Fig. 7. Bit error rate versus MAI for SNR = 8 dB for various
levels of signal power: (a) 15 dBw; (b) 5 dBw.
The error measure due to MAI is illustrated graphically
in Figs. 6 and 7 for CDMA system. In this experiment,
power level of the interfering signals (Pr) are 0 dBw, 5 dBw
and 10 dBw respectively with SNR of 10 dB and the de-
sired signal at 0 dBw. For comparison purposes, we include
an “ideal” case, coresponding to no MAI and an SNR
of 16 dB. Clearly, the ICA detector shows better perfor-
mance, in which the error measure for the intefereing sig-
nal cases of 0 dBw, 5 dBw and 10 dBw is 0.635, 0.64 and
0.665, respectively. This is due to the proposed detector’s
denoising nature dealing with noisy channels.
5. Discussion
We have proposed a new methodology for the design of
asynchronous multiuser CDMA system. The design is
based on blind source separation in the DS-CDMA com-
munication system by means of independent component
analysis. The blind CDMA detectors are interference can-
cellers with ICA analysis to decrease the cross correlation
between the users by employing multiple matched filters
at the receiver. Since the signature sequences are known
a priori, the accuracy obtained when estimating these pa-
rameters becomes high. The experimental results show that
the proposed blind ICA multiuser detectors perform better
in multiaccess interference than the blind MMSE, matched
filter bank and decorrelating detectors. In particular, the
main reasons for considering ICA as an additional tuning
element in the next generation CDMA system are the fol-
lowing:
• ICA is worth considered as an additional element, at-
tached to some existing receiver structure to perform
the task of user identification.
• Since the original CDMA detection and estimation
methods do not exploit the powerful but realistic in-
dependence assumption [2], ICA (with the indepen-
dence of the source signals is utilized) would offer an
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additional interference suppression capability to the
CDMA detection [14].
• Since the receiver has some prior information on the
communication system; typically at least the spread-
ing code of the desired user is known, ICA can easily
function in CDMA receiver.
• ICA is particularly to unmix the mixed signals to re-
cover the original source signals. Therefore, it is able
to mitigate additional multiple access interference to
enhance the performance of detectors.
6. Conclusion
In this paper, we have designed a blind ICA multiuser
detector based on the ICA algorithm. Several simulation
results show that the blind multiuser detector provides a sig-
nificant performance improvement compared to other mul-
tiuser detectors. We conclude that blind ICA detector is
suitable for the next generation wireless CDMA communi-
cation system.
Appendix
The update for the mixing matrix W is determined via
the gradient of the mutual information with respect to the
elements of W. Essentially, W is an estimate of G−1, where
G is the unknown mixing matrix of u(i).
The updated elements of W in the natural gradient based
optimization algorithm are given by
Wupdate = W+△W = W−
∂ℑ(y1, . . . ,yK)
∂W W
T W, (15)
where ℑ(y1, . . . ,yK) is the mutual information between the
output signals where:
ℑ(y1, ...,yK) = E
{
log p(u)}− log(detW)
−
K
∑
k=1
E{log pk(yk)
}
. (16)
When the mutual information ℑ(y) is equal to zero, these
variables y1, . . . ,yK are statistically independent. The gra-
dient of ℑ(y1, . . . ,yK) with respect to W can be expressed
as
∂ℑ(y1, . . . ,yK)
∂W
=
∂E{log(p(u))}
∂W −
∂{log(detW)}
∂W −
∂
K
∑
k=1
E{log p(yk)}
∂W
= −
∂{log(detW)}
∂W −
K
∑
k=1
∂E{log p(yk)}
∂W (17)
since the first term, E{log p(u)} does not involve W. We
will analyze the two remaining terms separately. In the
case of the first term, we have:
∂{log(detW}
∂W =
1
detW
∂detW
∂W
=
1
detW (ad j(W))
T
= (W−1)T . (18)
From the second term in Eq. (19), we have incorporated
the density function pk(yk):
K
∑
k=1
∂E{log(p(yk))}
∂W
=
K
∑
k=1
E
{
1
pk(yk)
∂ pk(yk)
∂ (yk)
∂yk
∂W
}
= E











1
p1(y1)
∂ p1(y1)
∂ (y1)
u1 . . .
1
p1(y1)
∂ p1(y1)
∂ (y1)
uK
...
...
1
pK(yK)
∂ pK(yK)
∂ (yK)
u1 . . .
1
pK(yK)
∂ pK(yK)
∂ (yK)
uK











= E
{
1
p(y)
∂ p(y)
∂ (y) u
T
}
, (19)
where by p(y) we mean (p1(y1), . . . , pK(yK)).
The natural gradient of ℑ(y1, . . . ,yK) is given in Eq. (20).
The minimum mutual information algorithm for ICA will
repeatedly perform an update of the matrix W:
∆Wp = Wp+1−Wp
= −
∂ℑ(y)
∂W W
T W
= [I−g(y)yT ]W, (20)
where I is the identity matrix and
g(y) =
1
p(y)
∂ p(y)
∂y =
∂
∂y log(p(y)) . (21)
The multiplication with the natural gradient not only pre-
serves the direction of the gradient but also speeds up the
convergence process.
The formulation of Eq. (20) requires that each {gk(yk)}Kk=1
is a nonlinear function corresponding to a symmetric den-
sity. Ideally the nonlinear function gk(yk) approximates
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the probability density function of yk. The nonlinear func-
tion applied in this work is as follows:
gk(yk) = abs(y0.9k (i)) · sgn(yk(i)) . (22)
After initializing the weight matrix W0 with identity matrix,
and choosing α as sufficiently small constant, e.g., 0.0001,
the weights are iteratively updated according to the learn-
ing rule in Eq. (23). Indeed, the learning process usually
depends on the activities of the weights W, learning rate α ,
nonlinearity g(y), input and output values of the mixture.
The Eq. (20) is extended as
Wp+1 = Wp+α
(
I−g(y)yT +y(g(y))T
)
Wp , (23)
where p is the iteration index, I is the identity matrix, and
the estimated output yp(i) = Wpu(i).
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Paper A highly accurate DFT-based
parameter estimator for complex exponentials
Jeffrey Tsui and Sam Reisenfeld
Abstract— A highly accurate DFT-based complex exponential
parameter estimation algorithm is presented in this paper. It
will be shown that for large number of samples and high sig-
nal to noise ratio (SNR), the phase estimation error variance
performance is only 0.0475 dB above the Cramer-Rao lower
bound (CRLB) for phase estimation with unknown frequency
and phase. The amplitude estimation error variance perfor-
mance was found to lay on the CRLB for amplitude estima-
tion. Exact phase and amplitude estimation can be achieved
in the noiseless case with this algorithm. The algorithm has
low implementation computational complexity and is suitable
for numerous real time digital signal processing applications.
Keywords— frequency estimation, phase estimation, amplitude
estimation, DFT-based parameter estimation, spectral estima-
tion, digital signal processing algorithm, complex exponential
parameter estimation.
1. Introduction
Frequency, phase and amplitude estimation of a complex
exponential is classical problem in statistical signal pro-
cessing. The precision of the phase and amplitude estimate
is directly related to the accuracy of the frequency estimate.
There are two major classes of complex exponential fre-
quency estimation algorithm in the existing literature. The
first class is the classical discrete Fourier transform (DFT)
and phase averager based frequency estimation algorithms
such as [3] and [4]. This class of estimation algorithm
is very computationally efficient, however they suffer from
poor error performance at low signal to noise ratio (SNR).
The second class is the parametric frequency estimation
algorithms such as the very popular MUSIC and ESPRIT
algorithms [5, 6]. This class of estimation algorithm has
very good error performance across a wider range of SNR,
however, they are very computationally intensive and not
suitable for real-time application. Obviously, it would be
ideal if there exists a complex exponential parameter esti-
mator that is both computationally efficient and has good
performance at low SNR.
In 2003, Reisenfeld and Aboutanios [2] discovered a fre-
quency estimator that can precisely estimating the fre-
quency of a complex exponential in an iterative manner
by applying contraction mapping method on two modified
DFT coefficients. In a subsequence publication in 2004,
Reisenfeld [1] further enhanced the previous published al-
gorithm by improving the convergence property of the es-
timator. It can be shown that this particular frequency es-
timator can yield a frequency estimate that is 0.0633 dB
of the Cramer-Rao lover band (CRLB) with approximately
N log2 N + 4N complex multiplications, where N is the
number of samples used representing the signal.
In this paper, it will be shown that combining the said
frequency estimator with maximum likelihood (ML) phase
and amplitude estimators yields a highly accurate param-
eter estimator for complex exponentials. In the noiseless
case, it is possible to obtain the exact phase and amplitude
estimates with this estimator. In additive white Gaussian
noise (AWGN) channel, the said estimates approach very
close the their respective CRLB at relative high SNR. The
relationship between the number of samples, N, and the
operating point of the parameter estimator in terms of SNR
will be given. It will also be shown that it is possible to
use the said relationship to further optimise the computa-
tion complexity of the estimator.
The rest of the paper will be organised as follows: Sec-
tion 2 introduces the proposed DFT-based parameter esti-
mator, Section 3 will provide the performance analysis of
the proposed parameter estimator. Section 4 will describe
further enhancements that can be made to the original fre-
quency estimator in [1] to reduce its computation complex-
ity. Section 5 contains the simulated results of the perfor-
mance of the proposed algorithm and this will be followed
by the conclusion.
2. The DFT-based parameter estimator
The proposed DFT-based parameter estimator involves
a two stage process. First, the frequency of the received
carrier is estimated by the frequency estimator as described
in [1]. The frequency estimate obtained is then used to
eliminate the frequency component of the carrier, leaving
only the phase and amplitude component to be estimated
by the ML phase and amplitude estimator.
2.1. The DFT-based complex exponential frequency
estimator
Consider a complex exponential, r [n], with amplitude, Ac,
frequency, fc ∈ [0, fs), and phase θc ∈ [0,2pi). Mathemati-
cally, r [n] can be represented as
r [n] = Acej(2pi fcnTs+θc) +η [n] , (1)
where n = 0,1,2, ....,N−1, Ts = 1
/ fs is the sampling pe-
riod, and η [n] is a sequence of independent complex Gaus-
sian variables with mean of zero and variance σ2.
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In noiseless condition, the magnitude spectra the DFT of
Eq. (1) will have even symmetry about its frequency. The
recursive algorithm as described in [1] exploits this condi-
tion by employing a discriminate that works on a contrac-
tion principle in minimizing the difference in the magnitude
of two modified DFT coefficients which are plus and minus
half a DFT bin away from an estimated frequency. Due to
the even symmetric nature of the magnitude spectra, the
difference in the magnitude of the two modified DFT coef-
ficients will eventually reduced to zero in the noiseless case
as the estimated frequency approaches the true frequency
with the increasing number of recursions of the algorithm.
The frequency can then be estimated as the mean of the
frequencies of the modified DFT coefficients at which dif-
ference in their magnitude equals to zero.
Summarizing the DFT-based frequency estimator in [1]:
1. Perform a coarse frequency estimate such as the
one described in Rife and Boorstyn [3], in which
{r [n]}
N−1
0 is the input to a N point complex DFT
and a peak search is done on the magnitudes of
the DFT output coefficients, to obtain the initial fre-
quency estimate, ˆf0. This estimate is obtained by,
ˆf0 = kmax fs
/
N, where kmax is the index of the maxi-
mum magnitude DFT output coefficient.
2. Calculate the modified DFT coefficients αm and βm
defined by
αm =
N−1
∑
n=0
r [n]e−j2pin( ˆfmTs−
1
2N ) , (2)
βm =
N−1
∑
n=0
r [n]e−j2pin( ˆfmTs+
1
2N ). (3)
3. Calculate the discriminate Dm defined as
Dm =
|βm|− |αm|
|βm|+ |αm| . (4)
4. Calculate the new adjusted frequency with the for-
mula:
ˆfm+1 = ˆfm + 1
pi
tan−1
[
Dm tan
( pi
2N
)]
fs. (5)
5. Perform Steps 2–4 recursively for m = 1, 2, 3, . . . ,
M−1.
2.2. Combining the frequency estimator with ML phase
and amplitude estimator
Using the frequency estimate ˆfm obtained from the fre-
quency estimator described above, it is possible to elimi-
nate the frequency component of r [n] by multiplying it with
the conjugate of the complex exponential with a frequency
of ˆfm. Denoting rA,θ [n] as the result of the multiplication
we have
rA,θ [n] =
(
Aej(2pi fcnTs+θc) +η [n]
)
· e−j2pi ˆfmnTs
= Aej(2piεnTs+θc) +η [n] , (6)
where ε = fc− ˆfm.
It was shown in [7] that the ML phase estimate of a complex
exponential is obtained by taking its arctangent. Taking the
arctangent of
N−1
∑
n=0
rA,θ [n] yields
ˆθc, ˆfm = tan
−1




Im
[
N−1
∑
n=0
(
Aej(2piεnTs+θc) +η [n]
)]
Re
[
N−1
∑
n=0
(
Aej(2piεnTs+θc) +η [n]
)
]




= tan−1




N−1
∑
n=0
Asin(2piεnTs +θc)+ηs
N−1
∑
n=0
Acos(2piεnTs +θc)+ηc




, (7)
where
ηc = Re
(
N−1
∑
n=0
η [n]
)
, E [ηc] = 0, Var [ηc] =
Nσ2
2
, (8)
ηs = Im
(
N−1
∑
n=0
η [n]
)
, E [ηs] = 0, Var [ηs] =
Nσ2
2
, (9)
and ˆθc, fm is the phase estimate based upon the estimated
frequency.
It was also shown in [7] that the ML amplitude estimate
of a complex exponential is obtained by taking its absolute
value. Taking the absolute value of
N−1
∑
n=0
rA,θ [n] yields
ˆA
ˆfm =
1
N
√
√
√
√Re
[
N−1
∑
n=0
(
Aej(2piεnTs+θc)+η [n]
)
]2
+Im
[
N−1
∑
n=0
(
Aej(2piεnTs+θc)+η [n]
)
]2
=
1
N
√
√
√
√
[
N−1
∑
n=0
Acos(2piεnTs)+ηc
]2
+
[
N−1
∑
n=0
Asin(2piεnTs)+ηs
]2
.
(10)
Notice the amplitude estimation is not affected by the phase
angle of the complex exponential θc.
From Eqs. (7) and (10), it is obvious that a highly accurate
frequency estimator can assist in reducing the error and
improve on the accuracy of the phase estimation. Hence
the described frequency estimator is very suitable for this
joint estimation of phase and amplitude due to its superior
error variance performance.
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3. Performance of the parameter
estimator
3.1. Frequency estimator
The author in [1] has proven this algorithm only requires
two iterations for the variance of the frequency estimate ˆf2
to converge to less than or equal to 0.063 dB above the
CRLB for frequency estimation.
3.2. Phase estimator
Assuming high SNR, using Taylor series expansion as de-
scribed in [8] the variance of Eq. (7) was found to be
Var
[
ˆθc, ˆfm
]
=
N2 (N−1)2 sin2
(
pi
2N
)
tan2
(
pi
2N
)
+2
4ρN , (11)
where ρ , the SNR equals to
ρ = A
2
σ2
. (12)
Since this algorithm jointly estimates the frequency and
phase of the observed signal, it is appropriate to compare
the performance of the phase estimator to the CRLB of
phase estimation with unknown frequency and phase which
is given by [7]
CRLB joint (θ) =
(2N−1)
Nρ (N +1) . (13)
Therefore
Var
[
ˆθc, ˆfm
]
CRLB joint (θ)
=
(
N2 (N−1)2 sin2
(
pi
2N
)
tan2
(
pi
2N
)
+2
)
(N +1)
4(2N−1)
. (14)
For large ρ and large N, it can be shown,
lim
N→∞
10log10


Var
[
ˆθc, ˆfm
]
CRLB joint (θ)

=
10log10
(
pi4
128 +
1
4
)
= 0.0475 dB. (15)
Figure 1 shows the convergence property of Var
[
θest, f
]
to
the CRLB as a function of the number of samples N. It can
be seen that variance of the phase estimator deviates from
the CRLB as the number of samples N increases and ap-
proaches the asymptotic limit of 0.0475 dB. This due to the
convergence behavior of the frequency estimator as stated
in [1] where for small N, less information is discarded for
not using all the DFT coefficients hence the performance
degradation is less than when N is large.
Fig. 1.
Var[ ˆθc, ˆfm ]
CRLB joint (θ) in dB as a function of number of samples, N.
3.3. Amplitude estimator
Assuming high SNR, using Taylor series expansion as de-
scribed in [8] the variance of Eq. (10) was found to be
Var
[
ˆA
ˆfm
]
=
σ2
2N
, (16)
which agrees with the CRLB derived by Rife and Boorstyn
in [3].
4. Further enhancements
As describe in Subsection 2.1, the frequency estimator
in [1] requires an initial frequency estimate obtained by
performing a fast Fourier transform (FFT) operation on the
signal samples. Since FFT requires N log2 N complex mul-
tiplications, it is desirable to keep the number of samples N
as low as possible for the initial coarse estimate. How-
ever, the CRLB for frequency estimation monotonically de-
creases with the increasing number of samples used for the
estimation at a fixed SNR. Hence, reducing the number of
samples used for the frequency estimate may not produce
an estimate that will meet the required accuracy.
One way to reduce the complexity of the estimator and
obtain the required accuracy is to modify the frequency
estimator so that it beings the initial coarse frequency
estimation with a low number of samples and dynamically
increase the number of samples for each iteration of fre-
quency estimation algorithm. The modified version of the
DFT-based frequency estimator is summarised as follows:
Denoting Ni, where i = 0,1,2,3, ..., I, as the number of
samples used in the ith pass of the frequency estimation
algorithm. Note that the number of samples,Ni, for each
pass must satisfy the following relationship N0 ≤N1 ≤N2
≤ ... ≤NI and NI = N which is the number of samples
required to obtain the desire accuracy.
1. Perform a coarse frequency estimate such as the
one described in Rife and Boorstyn [3], in which
{r [n]}
N0−1
0 is the input to a N0 point complex DFT
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and a peak search is done on the magnitudes of
the DFT output coefficients, to obtain the initial fre-
quency estimate, ˆf0. This estimate is obtained by,
ˆf0 = kmax fs
/
N0, where kmax is the index of the max-
imum magnitude DFT output coefficient.
2. Perform the ith pass of the frequency estimator which
consists of the following steps:
2.1. Recursion is started at m = 0.
2.2. Set Ni = N0.
2.3. Calculate the modified DFT coefficients αm
and βm defined by
αm =
Ni−1∑
n=0
r [n]e
−j2pin
(
ˆfmTs− 12Ni
)
, (17)
βm =
Ni−1∑
n=0
r [n]e
−j2pin
(
ˆfmTs+ 12Ni
)
. (18)
2.4. Calculate the discriminate Dm defined as
Dm =
|βm|− |αm|
|βm|+ |αm| . (19)
2.5. Calculate the new adjusted frequency with the
formula:
ˆfm+1 = ˆfm + 1
pi
tan−1
[
Dm tan
(
pi
2Ni
)]
fs.
(20)
2.6. Perform Steps 2.3–2.5 recursively for m =
1,2,3, ...,M−1.
3. Set the value of ˆf0 to the value of ˆfm as found in
Step 2.5. Repeat Step 2 for Ni = N1, Ni = N2, . . . ,
Ni = NI .
Choosing the value of N i’s. Thus far, the discussion has
been on the reducing the number of samples to save com-
putational complexity. However, the question of how one
practically chose the values of Ni’s remains. The choices
of the value of the Ni’s are govern by the frequency er-
ror variance of the estimate from the individual ith passes.
If the frequency estimate, ˆfm, of the ith was too far away
from actual frequency, it will cause the frequency estimator
converge on an incorrect frequency. In fact, in the original
algorithm presented in [1], the initial frequency estimate
error must be bound between the frequency that is repre-
sented by ±1
/
2 of a DFT bin to ensure convergence of the
algorithm. Since we are increasing the number of samples,
Ni, at each pass, one must ensure the frequency estimate
error of the ith pass must be smaller than ±1
/
2 the fre-
quency represented by a DFT bin of the next pass. This
relationship can be mathematically represented as
√
√
√
√Ni sin
2
(
pi
2Ni
)
tan2
(
pi
2Ni
)
4ρpi2 ≤
1
2Ni+1
. (21)
In addition to the above condition, the value of N0, which
corresponds to the length of initial FFT for the initial peak
search, has an extra constraint in the form of the perfor-
mance threshold at low SNR as discussed in [3]. The
performance threshold has to do with the nonlinear nature
of the frequency estimation problem as low SNR. A detail
discussion on the relationship between performance thresh-
old, SNR and the number of samples is out of the scope
of this paper. There are a number of papers that addresses
this issue and readers are recommended to look at refer-
ences [9–12] for detail analysis of performance threshold.
Only the findings from [9] are discussed in this paper be-
cause of the simplistic nature of the results and the ease of
applying them to determine the optimum value of N0 given
it has to operate above certain SNR.
In [9], the author derived an approximate threshold indica-
tor given by
E (Nδ ∗)2 = 3
2ρN , (22)
where δ ∗ is the approximation of the normalised frequency
error. It was found there is a relationship between the indi-
cator quantity given in Eq. (22) and the mean square (MS)
phase error given by
E (Nδ ∗)2 = 3
2ρN =
3
4
E
(
˜θ
)2
. (23)
The author in [9] also found the MS phase error associated
with the threshold is roughly E
(
˜θ
)2
= 0.0625 rad2. Table 1
was built using Eq. (23) at common values of N.
Table 1
SNR threshold for various values of N
N Threshold SNR [dB]
1024 −15.05
512 −12.04
256 −9.03
128 −6.02
64 −3.01
32 0
Since these threshold values are approximations, one should
allow a operating margin of at least 1.5 dB when deciding
upon the value of N0. For example, if the requirement is
for the estimator to operate at −3 dB, one would choose
N0 = 128 over N0 = 64 to guarantee proper operation
at −3 dB. Compare the values in Table 1 to the relation-
ship as stated in Eq. (21), one can conclude the performance
threshold will dominate in deciding on the value of N0.
5. Simulation results
Figures 2, 3 and 4 shows the simulated results of the error
variance performance as a function of SNR for the fre-
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Fig. 2. The error variance of the DFT-based frequency estimator
as a function of SNR.
Fig. 3. The error variance of the phase estimator as a function
of SNR.
Fig. 4. The error variance of the amplitude estimator as a func-
tion of SNR.
quency, phase and amplitude estimator described in Sec-
tion 2 compared to results obtained by the MatlabTM “root-
music” algorithm and TLS-ESPRIT algorithm presented
in [13]. The number of data points used in the simula-
tion equals to 256 and the size of the autocorrelation ma-
trix used for the “rootmusic” and TLS-ESPRIT algorithm
equals to 64. For each trial a random frequency and phase
is generated from two independent uniform distributions
with the range − fs
/
2 to fs
/
2 and 0 to 2pi , respectively.
The results shown are obtained by averaging over 6000 tri-
als. It can be seen that the simulated results obtained by
the proposed algorithm is on par with those obtained by us-
ing “rootmusic” and TLS-ESPRIT and yet computationally
very efficient.
Figure 5 shows a comparison of the frequency estimation
error variance as a function of SNR between the modified
Fig. 5. The error variance of the modified frequency estimator
compared to the original frequency estimator.
frequency estimator as described in Section 4 against the
frequency estimator as described in Subsection 2.1. The
frequency estimate obtained from two passes of the modi-
fied frequency estimator with N0 = 128 and N1 = 512. The
number of samples was kept constant at N = 512 for the
frequency estimator as described in Subsection 2.1. The
results shown are obtained by averaging over 6000 trials.
As expected, the modified version of the frequency esti-
mator’s performance threshold is at a higher SNR than the
original estimator. However the modified frequency estima-
tor only required N0 log2 N0 + 4N0 + 4N1 = 3456 complex
multiplications which is approximately half of what is re-
quired for the original frequency estimator which equals to
N log2 N +4N = 6656 complex multiplications.
6. Conclusion
Expanding upon [1], a new algorithm for joint frequency,
phase and amplitude estimation of a complex exponential
80
A highly accurate DFT-based parameter estimator for complex exponentials
has been presented. It was shown that given sufficient
number of samples, at high SNR the variance of the phase
estimator approaches the asymptotic limit of 0.0475 dB
above the CRLB. It was also shown that the modified ver-
sion of the frequency estimator can significantly reduce
the computation complexity with compromising the over-
all error variance performance except increasing the oper-
ation SNR threshold. With the advantage of being compu-
tationally efficient, this type of joint frequency and phase
estimator is well suited for real time application such as
timing and carrier synchronization.
Appendix
Variance of the DFT-based phase estimator
The arctangent of rA,θ [n] as defined in Eq. (6) was given
as
ˆθc, ˆfm = tan
−1





N−1
∑
n=0
Asin(2piεnTs +θc)+ηs
N−1
∑
n=0
Acos(2piεnTs +θc)+ηc





. (24)
From [1], ε the frequency estimation error is a random
variable with zero mean and variance of
Var [ε] =
N sin2
( pi
2N
)
tan2
( pi
2N
)
4pi2SNR
. (25)
Again, the variance of ˆθc, ˆfm in Eq. (24) can be found by
using the technique of linearization of function of random
variables presented in [8]. From the structure of the dis-
criminate Dm defined in Eq. (4) one can conclude ε and ηc
are uncorrelated and ε and ηs are uncorrelated. Expand-
ing Eq. (24) in a three dimensional Taylor series expansion
with respect to these variable gives
Var
[
ˆθc, ˆfm
]
=


∂ ˆθc, ˆfm
∂ε


2
Var [ε]+


∂ ˆθc, ˆfm
∂ηc


2
Var [ηc]
+


∂ ˆθc, ˆfm
∂ηs


2
Var [ηs] , (26)
where


∂ ˆθc, ˆfm
∂ε

=
(
∂ ˆθc, ˆfm
∂ε
)∣
∣
∣
∣
∣
ε=E[ε] ,ηc=E[ηc] ,ηs=E[ηs]
= pi (N−1) ,
(27)


∂ ˆθc, ˆfm
∂ηc

=
(
∂ ˆθc, ˆfm
∂ηc
)∣
∣
∣
∣
∣
ε=E[ε],ηc=E[ηc],ηs=E[ηs]
=−
sin(θ)
NA
,
(28)


∂ ˆθc, ˆfm
∂ηs

=
(
∂ ˆθc, ˆfm
∂ηs
)∣
∣
∣
∣
∣
ε=E[ε],ηc=E[ηc],ηs=E[ηs]
=
cos(θ)
NA
.
(29)
Solving Eq. (26) yields
Var
[
ˆθc, ˆfm
]
=
N2 (N−1)2 sin2
(
pi
2N
)
tan2
(
pi
2N
)
+2
4N SNR
. (30)
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Regular paper Future automation
via ubiquitous communications technologies
Eduard Babulak
Abstract— The telecommunications and Internet technologies
have evolved dramatically during the last decade, laying solid
foundation for the future generation of the ubiquitous Inter-
net access, omnipresent web technologies and ultimate auto-
mated information cyberspace. As a result, current efforts
in the research and development in the areas of next genera-
tion of Internet and telecommunications technologies promote
formation of inter-disciplinary international teams of experts,
scientists, researchers and engineers to create a new gener-
ation of applications and technologies that will facilitate the
fully-automated information cyberspace systems, such as fu-
ture house 2015. The author discusses the current state of the
art in the world of telecommunications and Internet technolo-
gies, new technological trends in the Internet and automation
industries, as well as the concept of the fully-automated fu-
ture house 2015, while promoting research and development
in the inter-disciplinary projects run by multinational teams
world-wide.
Keywords— automation, cyberspace, smart house, ubiquity,
convergence.
1. Introduction
The past 20th century left us with legacy of the global Inter-
net, final flight of the Concorde airliner, CISCO monopoly
in computer networking, etc., while large, medium and
small corporations alike have discovered the need to adapt
to the new technologies, or sink in the emerging global
knowledge economy. There is no facet of life in the indus-
trialized world that has not undergone some form of shift.
The resultant new information economy has brought with
it different approaches to work. The current 21st century
is perhaps one of the most interesting times in history to
be alive. We are witnessing a phenomenal abundance of
change in societies around the world in a very short period.
The source of most of this change is new technologies and
the Internet. In the past decade we have seen every aspect
of the lives of individuals and organizations go through
many evolutions and uncertainties [1]. There are plenty
of publications on the subject of futuristic and ubiquitous
computing for the 21st century presenting excellent discus-
sion and possible scenarios in the subject area [2–6].
History proved that one must look forward and accept
the futuristic vision as possible scenarios of tomorrow’s re-
ality. Nowadays, technologies such as TV, Internet, mobile
phone, traffic lights, cameras are essential part of daily life.
However, if one would suggest hundred years ago what
would be the reality of 2005, surely he or she would be
considered “with great caution” [13, 14]. Past 20th century
gave rise to new technologies that have become a reality
for us all. Today, we are yet again at the very beginning
of evolution of even more advanced and sophisticated tech-
nologies. Current industries, governments, business, aca-
demic and research institutions are all computerised and
interconnected via Internet.
2. Pervasive computing
Research and development trends in the filed of computing
industry promote a vision of smart spaces, smart devices,
clothing, fully automated houses, etc., which creates an en-
vironment where computers are everywhere and provide
ultimate access to Internet. Pervasive computing environ-
ments, such as the ones studied in CMU’s Aura project [15],
provide many kinds of information. Some of this informa-
tion should be accessible only by a limited set of people.
For example, a person’s location is a sensitive piece of in-
formation, and releasing it to unauthorized entities might
pose security and privacy risks. For instance, when walk-
ing home at night, a person will want to limit the risk of
being robbed, and only people trusted by the person should
be able to learn about her current location.
The access control requirements of information available
in a pervasive computing environment have not been thor-
oughly studied. This information is inherently different
from information such as files stored in a file system or
objects stored in a database, whose access control require-
ments have been widely studied. The market is evolving
from wired computing to pervasive computing, mobile and
wireless, anytime at anyplace. Many types of information
available in a pervasive computing environment, such as
people location information, should be accessible only by
a limited set of people. Some properties of the information
raise unique challenges for the design of an access con-
trol mechanism. Information can emanate from more than
one source, it might change its nature or granularity before
reaching its final receiver and it can flow through nodes
administrated by different entities [16].
New developments in telecommunications industry gave
rise to embedded systems working as networks. Many
embedded systems today may be characterized as com-
puting network, while chip architectures will follow the
network-on-chip paradigm. Devices such as mobile termi-
nals will have a distributed communication centric archi-
tecture, while hardware (HW) and software (SW) devel-
opment for such systems will be communications centric.
This will be a paradigm shift and a major challenge for
the engineering community especially for SW developers,
83
Eduard Babulak
since traditional SW programming methods do not work
well for distributed highly concurrent platforms.
3. Commerce and automation
Current research efforts in automation industry are inspired
by manufacturing evolution which went from heavy en-
gineering plants in UK on 19th century to 20th century
modern manufacturing concepts, while entering completely
new dimension in the world of Internet and electronic in-
formation interchange world-wide. The manufacturing and
automation technologies have cross the frontiers from nan-
otechnology to giga networks infrastructures that are es-
sential in enabling the information flow between robots,
powerful computing centres and man controlled stations.
The current merger of current computer integrated manu-
facturing technologies and data-telecommunications tech-
nologies present a new challenge to community of engi-
neers and scientists in the manufacturing sector as well as,
mathematics and computing science and engineering sec-
tor [17–19]. The economic prospects for 2005/10 remain
particularly hard to predict. Whilst the markets for control
and power industry proved to be challenge for the com-
panies, the software and automation industry have grown,
particularly those businesses serving the oil, gas, power
generation and auto markets [17]. What gives rise to pres-
sures in the market place are company drivers in conjunc-
tion with the industry drives.
Globalization of the market with accelerating technologi-
cal changes such as digital revolution and mobile technolo-
gies in conjunction with the customer demands represent
main industrial drivers [20]. On the company site it is the
cost efficiency combined with the new lines of products
that give rise to business complexity. The major forces in
industry today are e-commerce and e-manufacturing [7].
E-manufacturing has been well adopted in industry over-
seas and the next wave of the e-manufacturing is driven by
customers utilizing full capacity of e-commerce [8]. Toy-
ota is one of many examples where e-manufacturing has
become a major force for their productivity and business
success.
Future technological advancements open a new avenue for
multidisciplinary development and research teams consist-
ing of IT professionals such program developers, telecom-
munications engineers, production engineers and business
managers to work closely with academics and industrial
research teams on new e-manufacturing solutions. Sales
marketing forces combined with the manufacturing and op-
eration teams work together to plan the dynamics for fu-
ture vision and the current reality, while facilitating supply
chain of products in respond to customer chaotic orders.
As a result, real-time planning and execution must be well
balanced with the plant chaos. Both processes of mak-
ing order and forecast are reflected well in the domain of
vision and the reality while main facilitator for the cus-
tomer remains to be Internet world-wide. Customers order
behavior with mobility represents very complex, dynamic
and nonlinear systems [9]. A firm’s ability to serve its cus-
tomers needs determines its success. Initially, firms needed
to meet face-to-face to meet most of their customer’s needs;
however, with the development of information technology,
the requirement for face-to-face interaction has gradually
declined.
The Internet opened up a new channel for firm-customer
interaction that has significantly changed the customer re-
lationship equation. Now, cell phone networks are enabling
m-commerce and further change in the firm-customer dy-
namics [21]. Traditionally, business has been biased by
geography and located near rivers, roads, and other trans-
port services so that the cost of being reached by customer
or reaching customers is lowered. Now, business is in-
creasingly using electronic networks (e.g., the Internet and
mobile phone networks) to interact with customers. Thus in
the next few years, it is likely that we will see the emergence
of u-commerce, where u stands for ubiquitous, universal,
unique, and unison. U-commerce is the use of ubiquitous
networks to support personalized and uninterrupted com-
munications and transactions between a firm and its various
stakeholders to provide a level of value over, above, and be-
yond traditional commerce. U-commerce represents the use
of ubiquitous networks to support personalized and unin-
terrupted communications and transactions between a firm
and its various stakeholders to provide a level of value over,
above, and beyond traditional commerce.
Ubiquitous represents concept of having [21]:
• networks everywhere;
• all consumer durable devices are on a network;
• intelligence and information are widely dispersed and
always accessible;
• smart entities;
• appliances:
– buildings,
– signs,
– street smart communities.
The main focus is to enable one global network that would
be available 24 hours a day, seven days a week, whole
year round and will provide best quality of services to any-
one, anywhere and anytime. World’s telecommunications
providers are looking for the ways to merge together all dig-
ital and analogue services (voice, video, data) on one com-
mon network, which would provide users with unlimited
access to online information, business, entertainment, etc.
Convergence’s goal is to provide corporations with a highly
secure and controllable solution that supports real-time col-
laborative applications [10].
4. Smart house 2005 scenario
In last decade, number of researcher articles presented vi-
sion and illustrated the scenarios of futuristic computing
systems in the year 2005 [18]. Today, we are in the begin-
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ning 2006 and much of the foreseen technology is already
implemented and fully integrated in industry, military, busi-
nesses, education and home.
Mark Weiser in his article written in 1996 wrote about
futuristic computer technologies applied in “smart house
in the year 2005” [14]. Mark Weiser’s vision did indeed
materialised and some of his concepts are currently on-
going research and implementation projects. Ultimately
the ubiquitous computer and Internet technologies should
make living more comfortable for all. Looking back at my
own graduation in London in 1991, I remember a statement
made by the distinguish Professor of computer science who
was awarded the Doctor of science degree. He said: “Com-
puter technology today has influenced almost every aspect
of our lives, industry, business, education. However, most
unfortunately computer technology have mechanised the re-
lationship between people due to e-mail and Internet tech-
nologies. It is important that the research, academic and
industrial community work together to reverse that equa-
tion, whereby computer technology will be a tool that will
improve human lives and mutual interaction”. Author en-
courages reader to reflect on that statement.
Let us imagine scenario where you and I will live in the
“smart house 2015”. Early morning, just before the sunrise
the fridge will send a message to local milkman, baker and
fruit-vegetable market to make sure that breakfast will be
served as usual with five star quality. While fridge com-
pletes its duties for the rest of the day and order all fresh
food necessary for the day, the local information house cen-
ter will make sure that dining room is ready (i.e., silent
vacuum cleaner and window washer completed it’s job just
before the sunrise). Garden is tendered everyday, garage
is looking after car, making sure that batteries are fully
recharged and that heat fits with the local weather forecast.
Chairs, table, all kitchen appliances are ready and in place.
Son after breakfast they will proceed with self cleaning, self
storage. The local information health centre will examine
the hygiene in the house and diagnose all possible viruses
that are in the area and in the work place. All necessary vi-
tamins and medications will be administered automatically
and painlessly. For those who are overweigh if agreed to
in-house regime policies, food chain calories will be care-
fully supervised and monitored by fully automated cook and
service appliances. Every member of the family will have
automatically prescribed the educational and entertainment
programs according to their position (i.e., pupil, student,
engineer, academic, worker, etc.). In addition, the local
heath centre will monitor house members’ state of health
per 24 hours, every day, consult the medical database and
automatically alert the house member and local doctor in
case of urgency. Naturally, there are issues related to the
house automatic positioning systems and security systems,
which will be carefully monitored and controlled remotely
by the house owner or if necessary by the local weather cen-
tre. In case of natural disasters these systems will protect
the house and its members while switching to contingency
plan B. Well, all we need is to wait until 2015 and see if
this vision will materialise.
Fully automated environment will require sophisticated
MIMO antenna systems and small smart devices that will
be able to communicate within themselves all the time.
These devices will have self healing capabilities to make
sure that they are recharged regularly and will be opera-
tional without any interruption. Similar to us humans we
have breakfast, lunch, dinner and snack on accession to
make sure that we are able to do our job, and yet we sleep
anywhere from 6 to 14 hours each day. Device creating
the fully automated space can not sleep, perhaps they may
wait or be on pause mode, but as soldiers they must be in
full operational readiness at any time and anywhere.
The advancement of current technologies in the fields
such as data and telecommunications, ubiquitous Inter-
net access and sensor technologies combined with the
new revolutionary explorations and concepts in biotech-
nology and nano-technology, computer human interface-
interaction, etc., present a great challenge for the research
community not only as a result of mathematical complexity,
but most of all by the user’s perception [22]. It is essen-
tial to remember that technology is only a tool an utility
resource that is available to us all. Did we find the answer
to simple question such as:
• Why it is that if little spider falls from the table down
on the kitchen floor, it never breaks its tiny legs?
• Did we really make progress in automation and if yes
to what extend?
• What is the ultimate Internet access?
• What is the truly intelligent fully-automated cy-
berspace?
5. Conclusion
Automation did inspire number of outstanding scientists
and engineers in the past centuries to find new solution to
ease lives for all mankind. The emergence and accessibil-
ity of advanced data and telecommunications technologies
combined with convergence of industry standards, as well
as the convergence of data and telecommunications indus-
tries contribute towards the ubiquitous access to informa-
tion resources via Internet [11, 12].
The automated environment and cyberspace systems for the
21st century entered a new era of innovation and techno-
logical advancements. World’s industry and commerce are
becoming more and more computerised having a global
vision for the future. With increased benefits and improve-
ments in overall information technology, the benefit-to-cost
ratio has never been higher. It is essential to continue in the
developments of industry standards and application of in-
formation technologies in order to increase the automation
and ultimate success of modern logistics, the e-commerce
and e-manufacturing industries [23, 24].
The automated environment and cyberspace systems for the
21st century entered a new era of innovation and techno-
logical advancements. World’s industry and commerce are
becoming more and more computerized having a global
vision for the future.
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Author presents his own vision on future automated en-
vironment via information cyberspace for the year 2015.
Paper suggests the integration of automated environments
and intelligent cyberspaces in light of applied robotics, lo-
gistics, smart devices, smart antennas and intelligent sys-
tems. Author hopes that this paper will encourage the re-
search and industrial community to invest their efforts in
implementing fully automated environments via intelligent
cyberspaces. Future efforts should be focused on designing
a communication language and transmission media that will
allow for instantaneous communication transfer and control
between smart devices and humans.
Current research and development efforts in the areas of
industrial automation, robotics and Internet bring together
large team of researcher and experts worldwide. Telecom-
munications and data networks infrastructures are the es-
sential platform for industrial automation and Internet.
The promotion of interdisciplinary activities in the areas of
informatics, engineering, mathematics, as well as, aesthet-
ics and business is quickly becoming one the most exiting
fields of academic and industrial research.
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Regular paper Reliability of line-of-sight
radio-relay systems
Jan Bogucki and Ewa Wielowieyska
Abstract— The modern radio transmission systems are specif-
ically designed for catching principally two main objectives:
on one side to provide a radio solution for long distance where
large configurations are required to fulfill the high capacity
transmissions needs, on the other side to guarantee link qual-
ity as high as possible. The availability of a radio-relay system
is dependent upon many factors and particularly upon: the re-
liability of equipment and propagation conditions. The article
describes the wave propagation and equipment that determine
the performance of a radio-relay path. National Institute of
Telecommunications (NIT) carried out research on propaga-
tion phenomena on terrestrial path and exemplary results are
described herewith. The availability of radio equipment based
on the mean time between failures for equipment modules is
presented too.
Keywords— line-of-sight radio links, propagation, equipment,
reliability.
1. Introduction
Time operation of radio links is split into two periods, when
it is in working order or out of order. Radio links are out
of order when even one of its basic parameters is crossing
permissible limit spread. This occurrence is called failure.
It is not essential the failure to follow rapidly or gradually.
The total unavailability of radio path is the sum of the
probability of hardware failure and unavailability due to
propagation conditions.
There are six transmission parameters, which may be
used to characterize of unsatisfactory quality performance.
These are bit error ratio (BER) or frame error rate (FER),
short interruption, delay, jitter, slip and quantizing noise.
The ratio BER/FER and short interruption are the main in-
dicators of unavailability. This is because jitter and slip will
cause bit errors and short interruption in the network and
that delay and quantizing noise are relatively ﬁxed quanti-
ties in any connection.
Line-of-sight radio-relay systems are deﬁned unavailable
when one or both of the following conditions occur for
more than 10 consecutive seconds:
– the digital signal is interrupted,
– the BER in each second is worse than 10−3.
It should be noted that the unavailability for system has to
be considered for both “the go” and “the return” direction,
that is twice the calculated value.
2. Link availability (reliability)
Many ﬁxed broadband wireless links are designed to be
available essentially at all times. Available A means that
BER or FER is at or below a given quality threshold level:
A [%] = 100 (total usage time−downtime)
total usage time .
Conversely, an outage is the time when the link is not avail-
able. An outage of only 53 mines a year is an availability
of 99.99%. The availability percentage is usually based
on an annual average although link outage due to fades is
normally calculated on a worst month basis.
The annual outage time is simply related to percentage
availability by:
outage time =
(
1.0− percent availability
100
)
525600 min .
An outage can occur for a variety of reasons, including
multipath fades, rain fades, diﬀraction fades and equipment
failures. Calculating the probability that fades of a particu-
lar magnitude occur, or equipment failures occur, will lead
directly to the probability of an outage and hence the link
availability probability.
3. Causes of unavailability
The availability of a radio-relay system is dependent upon
many factors and particularly upon: the maintenance orga-
nization (which determines the time to restore), the reliabil-
ity of equipment’s and the system design and propagation
conditions. The relative importance of these various fac-
tors may vary signiﬁcantly, sometimes without possibility
of control, from one area to another.
System planners should take into account all causes of in-
terruption or quality degradation aﬀecting system unavail-
ability. Features of the major causes of unavailability in
radio-relay systems are described below.
Equipment. Estimate of unavailability should include all
causes which are statistically predictable, unintentional and
resulting from the radio equipment. Such causes can be as
follows:
– failure or degradation of radio equipment including
modulators and demodulators,
– failure of auxiliary equipment such as switch-over
equipment,
– failure of radio system power supply equipment,
– failure of antenna or feeder.
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Propagation. System interruptions due to deep multipath
fading often recover within 10 s, however, they sometimes
occur for more than 10 s causing unavailability. Exces-
sive precipitation-attenuation due to heavy rainfall or snow
fall lasts for a fairly long time and causes unavailability in
systems operating in the frequency bands above 10 GHz.
Fading due to layering of the atmosphere is the dominat-
ing factor of degradation of radio-relays in the frequency
bands below 8 GHz. It may be possible to derive predic-
tion statistics on propagation eﬀects by applying the for-
mulae or methods given in [4] and [5]. Also, since there
is generally a low probability of heavy precipitation occur-
ring, the unavailability time it causes may diﬀer from year
to year.
Diffraction fades. When there are two radio antennas lo-
cated on or near the Earth’s surface propagation can ordi-
narily occur between them by groundwave. If an obstruc-
tion, a hill, a mountain, a building intervenes, propagation
can still occur via slant paths over the top edge of the ob-
struction. This depends on diﬀraction over the edge. There
is an additional loss due to diﬀraction. For zero diﬀraction
loss the direct line of sight path between transmitter and
receiver must clear the obstruction by several wavelengths.
When the direct path just grazes the obstruction diﬀraction
loss is exactly 6 dB.
Other causes. Unpredictable noise bursts due to interfer-
ence mainly from sources outside the interfered with sys-
tem may cause unavailability when the noise power exceeds
a certain threshold. This kind of interruption includes in-
terference from space systems or radar systems associated
with anomalous propagation. Human intervention during
maintenance activities can also cause unavailability.
4. Propagation aﬀects error performance
and availability objectives
Fading due to condition of the atmosphere is the dominat-
ing factor of degradation of radio-relays. Fading (being
random variable) can cross threshold only in speciﬁc pe-
riod of time. Fading events are mainly caused by multipath
in range of frequency below 8 GHz and by precipitation
in range above 20 GHz. Deﬁnition probability of appear-
ance those events are great of importance on reliability of
line-of-sight radio-relay systems.
Transmission of microwave signals above 10 GHz is vulner-
able to precipitation. The attenuation due to absorption is
larger than attenuation due to scatter for wavelengths that
are until compared with the drop size. For wavelengths
that are short compared to drop size, the attenuation due to
scatter is larger than due to absorption.
Multipath fadings are especially dangerous in high capac-
ity systems, where signal spectrum occupied comparative
frequency wide band. Formulas mathematical describing
these phenomena are given in [4] and [5]. Meteorolog-
ical conditions in the space separating the transmitter and
the receiver may sometimes cause detrimental eﬀects to
the received signal. Rays that normally would have been
lost in troposphere may be refracted into the receiving an-
tenna where they are added to the wanted signal. The
phase- and amplitude-relationship between signals deter-
mines the resultant input signal at the receiver. Multipath
fadings triggering oﬀ deep notch in transfer function of
radio links cause the increasing BER because of that:
– decreasing signal to noise ratio,
– decreasing signal to interference ratio,
– decreasing separation between two orthogonal com-
ponents I and Q.
The prevision of attenuation which may arise in the ra-
dio link channels are due to multipath and atmospheric
precipitation demanding knowledge of either the probabil-
ity distribution of precipitation intensity or of the prob-
ability distribution condition propagation along the deter-
mined routes. Taking into consideration the nature and the
necessity of research on propagation eﬀects occurring in
radio links, detailed instructions and requirements, which
should be met to prepare self-operating measuring position,
have been described in [2, 5]. Furthermore such position
has been produced and set-up to work with radio links re-
ceivers. The radio links have been developed to test prop-
agation in band X, Ka and Q. This paper describes the ex-
ample tests results of wave attenuation in above mentioned
radio links.
Fig. 1. The average worst month and the worst month attenua-
tion distributions in 5-year period in comparison with the average
annual distribution for 6 GHz and 52.3 km route.
For example, Fig. 1 shows the average worst month and
the worst month attenuation distributions in 5 year-period
in comparison with the average annual distribution for
52.3 km route. At the National Institute of Telecommunica-
tion (NIT) it has been researched into precipitation fading
on line-of-sight radio links too.
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For example, Fig. 2 shows 18.6 GHz frequency and 15.4 km
route in 2-year period.
Fig. 2. The average worst month and the worst month attenua-
tion distributions in 2-year period in comparison with the average
annual distribution for 18.6 GHz and 15.4 km route.
Atmospheric disturbances aﬀect the transmission condi-
tions for the line-of-sight radio-relay systems. The received
signal will vary with time and the system performance is
determined by the probability for the signal level drop be-
low the radio threshold level or the received spectrum to be
severely distorted. Hence it is important to choose optimal
frequency for working radio link, its diameters of parabolic
antennas, transmitter power and receiver characteristic. In
order to estimate the performance of a radio link system,
a link power budget has to be prepared. The diﬀerence
between nominal input level and radio threshold level, the
fading margin are the main input parameters in the perfor-
mance prediction model.
Table 1
Power budget of radio links 6 GHz and 18 GHz
Parameters
6 GHz,
50 km
18 GHz,
15 km
Transmitter output power [dBm] +20 +20
Feeder loss transmitter [dB] 1 1.2
Branching loss [dB] 1.5 1.6
Transmitter antenna gain [dB] 39 45.2
Free space loss [dB] 142 141
Receiver antenna gain [dB] 39 45.2
Feeder loss receiver [dB] 1 1.4
Nominal input level [dB] –43.5 –36.4
Receiver threshold [dB] –71 –70
Fading margin [dB] –27.5 –33.6
Nominal input level means power on input receiver for nor-
mal propagation condition, i.e., without attenuation due to
multipath or precipitation.
Lets consider typical radio link capacity STM-1 (Table 1):
– 6 GHz frequency, 50 km path length, 1.8 m diameters
of parabolic antennas;
– 18 GHz frequency, 15 km path length, 1.2 m diam-
eters of parabolic antennas.
The link budget for the radio links of 50 km path and 6 GHz
frequency is shown on Fig. 3. In comparison the results
Fig. 3. Transmit/receive system and its link budget.
power budget with data on Fig. 1 it can be aﬃrmed this fad-
ing margin assures 0.21% in the worst month, i.e., 0.42%
duplex transmission. In comparison the results power bud-
get with data on Fig. 2 it can be aﬃrmed this fading margin
assures 0.04% in the worst month, i.e., 0.08% duplex trans-
mission.
5. Equipment failure rate
The probability that electronic equipment fail is not con-
stant with time. Initial and wear-out failures give higher
probability during the burn-in and wear-out periods. We
concentrate on the useful lifetime where random failures
give a constant probability.
After the burn-in period, the equipment failure rate is as-
sumed to be constant until the wear-out period starts, and
the equipment reliability can be predicted using analytical
methods. If the failure rate is λ , the probability of m fail-
ures when testing n equipment modules in a unit time is
given by the binomial distribution:
pm =
n!
m!(n−m)!
λ m(1−λ )n−m . (1)
The mean value of this distribution is given by
n
∑
m=0
pmm = nλ . (2)
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The average number of surviving equipment modules
after unit time is given by
Nav = n−nλ . (3)
The number of surviving equipment modules vary with
time t on average and is given by
n = n0e
−λ t
, (4)
where n0 is initial number of equipment modules.
A constant failure rate gives an exponential decrease of
surviving equipment modules.
Mean time between failures. If the failure rate per unit
time equals λ , the mean time between failures (MTBF) Tav
is ∆t:
∆ t = 1λ . (5)
Calculation of unavailability. Mean time between failures
Tav = ∆t is more convenient to use than λ when calculating
unavailability. The unavailability of one equipment module
(Fig. 4a) is given by
N1 =
Tn0
Tav +Tn0
, (6)
where Tn0 is mean time to repair (MTTR).
For telecommunication equipment:
Tav ≫ Tn0 (7)
and Eq. (6) may be approximated by
N1 =
Tn0
Tav
. (8)
Fig. 4. One equipment module (a), cascaded modules (b) and
parallel modules (c).
Unavailability of cascaded modules. The system in Fig. 4b
will be available only if all the modules are available si-
multaneously. The availability of the total system is given
by
As =
n
∏
j=1
Ai =
n
∏
i=1
(1−Ni) . (9)
The corresponding unavailability is given by
Ns = 1−As = 1−
n
∏
i=1
(1−Ni)≈ 1−
[
1−
n
∑
i=1
Ni
]
=
n
∑
i=1
Ni . (10)
So, when the unavailability is much smaller than availabil-
ity, the unavailability of a system of cascaded modules is
the sum of the unavailability’s of its individual modules.
Unavailability’s of its individual modules. Modules may
be connected in parallel. The system will then unavailable
only if the modules are unavailable simultaneously. The
unavailability is given by
Ns =
n
∏
i=1
Ni . (11)
Protection switching. Continuous monitoring of digital
radio-relay system is necessary for initiating protection
switching under conditions of channel failure. Protection
switching is often eﬀective to improve system availability.
In radio-relay systems the so-called multi-line switching
method is usually used. In this method one or r (r > 1)
protection radio channels are prepared for k working chan-
nels. When one of the k working channels is interrupted the
signal in the interrupted channel will immediately be recov-
ered by one of the protection channels over s radio hops.
In such a case, the unavailability N of each both-way radio
channels due only to equipment failure, assuming that the
failure rate of switching equipment is negligibly small, can
be expressed by the following formula:
N =
2
k
[(
k + r
r +1
)]
(
sU
)r+1
, (12)
where s is number of radio hops contained in a switch-
ing section and U is probability of an interruption of
each hop (as far as equipment failure is concerned, U =
MTTR/MTBF):
(
k + r
r +1
)
=
(k + r)!
(r +1)!(k−1)! . (13)
In many cases the number of the protection channels r = 1
and formula (12) can be written by the following:
N =
2
k
[(
k +1
2
)]
(
sU
)2
. (14)
Protection switching is eﬀective not only for equipment
failure but also for multipath fading through frequency di-
versity.
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Equipment failures of modern radio links. The latest
radio-relay systems are designed to be highly reliable and
the MTBF becomes extremely long. For high reliability
link systems that must have outages of only a few min-
utes a year, equipment failure can play an important part in
achieving this reliability. Equipment failure can come from
component failure in the equipment itself or physical dam-
age to the equipment from violent weather or vandalism. If
a microwave relay site is on a remote mountaintop, access
by road or even by helicopter to repair a problem can take
several hours or longer. A single such failure alone may
violate the reliability objective of the system. The equip-
ment reliability is usually given as MTBF. This is a pub-
lished equipment speciﬁcation that varies from 50 000 h
(5.7 years) to about 300 000 h (34.2 years) for currently
available microwave link equipment. The mean time to
repair must also be considered in looking at the overall
probability of an probability that a single link terminal will
fail is
terminal outage probability=1.0−
(
MTBF
MTBF+MTTR
)
(15)
or 0.00790% for the sample values.
The link fails when the terminal at either end fails, so the
link failure probability due to equipment failure is 0.0159%
or a link availability of 99.984%. For a link with a high fade
margin, the equipment outage probability can dominate the
overall link availability.
A link that has a single terminal radio is often referred
to as unprotected because of equipment failure may not
be acceptable when considering the availability require-
ments. For this reason, systems intended for high reliability
applications usually employ redundant equipment at each
terminal. Redundant radio equipment is usually referred
to as hot standby equipment, indicating that the equip-
ment is turned on and at operating temperature. It may
then be immediately and automatically put into service in
the event of failure radio units. A rapid switching process
between primary and secondary units interrupts the signal
for 20 to 50 ms.
With a hot standby terminal, for the example with the num-
bers used above, the link availability is 99.99999984%.
This availability is substantially higher than can be expected
from multipath and rain fade outages, removing equipment
failure as a signiﬁcant factor in determining overall link
availability.
Human intervention during maintenance activities can also
cause unavailability. The contribution of these factors is
generally diﬃcult to predict through mathematical analysis.
However, they should be considered when designing radio-
relay systems.
At the National Institute of Telecommunications “TrasaZ”
computer program has been worked out. This is a radio
frequency propagation computer program for the trans-
mission path between an RF transmitter and a receiver.
This program compute fades expected from multipath and
rain. Earth curvature for standard or substandard atmo-
sphere is taken into account. The program’s frequency
range is from 1 GHz to 60 GHz.
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