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Abstract
Itiswidelyacceptedtodaythattheendofmicroprocessorperformancegrowthbasedonin-
creasingclockspeedsandinstruction-levelparalelism(ILP)demandsnewwaysofexploit-
ingtransistordensities. Manycoreprocessors(mostcommonlyknownasGPGPUsorsimply
GPUs)provideaviablesolutiontothisperformancescalingbottleneckthroughlargenum-
bersoflightweightcomputecoresandmemoryhierarchiesthatrelyprimarilyonsoftwarefor
theireﬃcientutilization.Thewidespreadproliferationofthisclassofarchitecturestodayisa
clearindicationthatexposingandmanagingparalelismonalargescaleaswelaseﬃciently
orchestratingon-chipdatamovementisbecominganincreasinglycriticalconcernforhigh-
performancesoftwaredevelopment.Insuchacomputinglandscapeperformanceportability–
theabilitytoexploitthepowerofavarietyofmanycorechipswhileminimizingtheimpacton
softwaredevelopmentandproductivity–isperhapsoneofthemostimportantandchalenging
objectivesforourresearchcommunity.
Thisthesisisaboutperformanceportabilityformanycoreprocessorsandhowsource-to-source
compilationcanhelpusachieveit. Inparticular,weshowthatforanimportantsetof
loop-programs,performanceportabilityisattainableatlowcostthroughcompile-timepoly-
hedralanalysisandoptimizationandparametrictilingforrun-timeperformancetuning.In
otherwords,weproposeandevaluateasource-to-sourcecompilationpaththattakesaﬃne
loop-programsasinputandproducesparametricalytiledparalelcodeamenabletorun-time
tuningacrossdiﬀerentmanycoreplatformsanddevices–averyusefulandpowerfulpropertyif
weseekperformanceportabilitybecauseitdecouplesthecompilerfromtheperformancetun-
ingprocess.Theproducedcodereliesonaplatform-independentrun-timeenvironment,caled
Avelas,thatalowsustoformulatearobustandportablecodegenerationalgorithm.Ourex-
perimentalevaluationshowsthatAvelasinduceslowrun-timeoverheadandevensubstantial
speed-upsforwavefront-paralelprogramscomparedtoastate-of-the-artcompile-timescheme
withnorun-timesupport. WealsoclaimthatthelowoverheadofAvelasisastrongindication
thatitcanalsobeeﬀectiveasageneral-purposeprogrammingmodelformanycoreprocessors
aswedemonstrateforasetofParBoilbenchmarks.
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Chapter1
Introduction
Formorethantwodecades,microprocessorperformancegrewexponentialyascomputerar-
chitectscouldincreaseclockfrequenciesandexploitinstruction-levelparalelismwithvirtualy
noimpactonpowerdissipationandcost.Softwarecoulddirectlybeneﬁtfromthissinceno
considerablechanges(ifany)tothesourcecodewererequiredinordertoexploitthepower
ofnewerandfasterprocessors.Thissituationhaschangedsigniﬁcantlyoverthelast10years
withparalelismbecomingincreasinglyubiquitousandmemory-hierarchy-awareoptimizations
acriticalconcernforhigh-performancesoftware. Amilestoneinthisparadigmshiftwasthe
adventofmanycoreprocessorsprimarilyrepresentedbyGraphicsProcessingUnits(GPUs)
thathavebeendevelopedtosupportmassivelydata-paralelcomputations.Intoday’seraof
BigData1,manycoreprocessorsarebecomingvitalforagrowingnumberofapplicationsthat
requireextremelyfastorreal-timeprocessingofhugeandcomplexdata-sets. However,pro-
grammingthesedevicesremainschalengingeventhoughthereleaseofCUDAandOpenCL
–twohigh-levellanguagesforgeneral-purposemanycoreprogramming–hashelpedmanycore
processorstobecomewidelyadoptedasmainstreamsoftwareaccelerators.
OpenCLandCUDAprovideareasonablyhigh-levelprogrammingabstractionthatenablesa
widerangeofdeveloperstounlockthecomputingpowerofmanycorechips.Nevertheless,sev-
eralmachine-dependentperformanceaspectsremainexposedtotheOpenCL/CUDAparadigm
1Bigdata,isatermdenotingdata-setssolargeandcomplexthatrequireunconventionalprocessingmethods.
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whichraisesthequestionofperformanceportability–howcanwewriteaprogramthatrunsfast
accrossdiﬀerentmanycorechipswithouttheneedtochange.Forexample,anOpenCL/CUDA
programmerisresponsibleformanagingthegranularityofparalelism–theprocessingofdata
inchunksofﬁnitesizethatreﬂecttheunderlyingﬁnitecomputeand/ormemoryresources–as
welastheorchestrationofdatamovementfromoﬀ-chipmainmemorytoon-chipscratchpad
memories–aprocesshighlydependentonmachine-speciﬁcresourcetrade-oﬀs. Performing
thesetasksveryeﬃcientlyforonemachinedoesnotmeanthatthesameprogramwilrun
fastonanotheraswel. Thequestionofperformanceportabilityisparticularlyrelevantto-
dayasmanycoreprocessorsbecomeincreasinglypervasiveanddiverse(frommobiledevicesto
high-performancecomputingclusters).
Forsequentialorevenvectorprocessors,performanceportabilityisattainabletodaythrough
anymodernretargetableoptimizingand/orvectorizingcompiler.However,manycoreproces-
sors–orinfactanyparalelprocessor–posenewandstillargelyunresolvedchalengeswith
respecttoperformanceportability.Thesechalengescouldbereducedintothemanagementof
twomainpropertiesofaprogramnamelyparalelismandlocality.Unlikescalarorvectoropti-
mizations,paralelismandlocalitymanagementcanbeeﬀectivelycapturedbyhigh-levelsource
languageslikeOpenCLandCUDA.Consequently,source-to-sourcecompilationappearstobe
ahighlyconvenientmethodologyforstudyingperformanceportabilityasitalowsustocon-
centrateonparalelismandlocalitymanagementwithoutworryingaboutthesource-to-binary
compilationpathwhichislefttoexistinghighly-eﬃcientandtrustedoptimizingcompilers.
Inordertoavoidtheintractabilityofagenericstrategytowardsperformanceportability,i.e.
astrategyapplicabletoanypossibleprogram,thisthesisconcentratesonloop-programsand
morespeciﬁcalytothoseloop-programsamenabletoautomaticparalelizationbasedonthe
polyhedralmodel(asetofprogramsalsoknownasStaticControlProgramsorSCoPs).The
polyhedralmodelisamathematicalmodelofSCoPsthatutilizesrobustmathematicaltools
foranalysisandoptimization.Apartfromitsintelectualappeal,itisalsoamatureautomatic
paralelizationtechnologyusedbypopularcommercialcompilerslikeIBM’sXLcompiler,GCC,
LLVMandtheR-streamcompiler.Eventhoughrestrictive,webelievethatSCoPsrepresenta
decentsubsetofloop-programsfoundinseveralimportanthigh-performanceapplicationsand
3couldalsobeconsideredasolidﬁrststeptowardsmoregenericapproachestoperformance
portability.
Inthiscontext,thecontributionsmadebythisthesisarethefolowing:
AnalysisandOptimizationinthePolyhedral Model
Analysisandoptimizationinthepolyhedralmodelhasbeenanactiveareaofresearchformore
than20years(itactualygoesbacktothemodelingandoptimizationofsystolicprograms).
However,eventhoughimportantadvanceshavebeenmadeinthisarea,utilizingtheminprac-
ticeishardasmostpolyhedralcompilersaredesignedtobeusedasmonolithicexecutableswith
restrictiveapplicabilityandnon-ﬂexiblebehavior.Asaresult,webelievethatthereisaneed
forapolyhedralframeworkthatleveragesexistingadvancesinpolyhedralanalysisandopti-
mizationyetprovidesawel-deﬁnedobject-orientedAPIthatiseasilyextensible/customizable
andalsoalowsustouseandmanipulatediﬀerentcomponentsofthemodelintuitivelyinapro-
grammablefashion.Thisthesispresentsthedesignandimplementationoftheﬁrstpolyhedral
frameworkthatmeetstheserequirements.
CodeGeneration
Eventhoughcodegenerationinthepolyhedralmodelhasbeensuccessfulyaddressedforse-
quentialandOpenMPtargets,theproblemofCUDAorOpenCLcodegenerationremainsopen.
ItinvolvesthetaskofpartitioningandmappingaparalelizedSCoPintoanOpenCL/CUDA
executionenvironmentaswelasproducingadditionalcodeformanagingtheon-chipmemory
hierarchy. Eventhoughrecenteﬀortstowardsthatdirectionhaveshownpromisingresults,
thisthesispresentsanovelcodegenerationalgorithmthatreliesonawel-deﬁnedplatform-
independentrun-timeenvironment,caledAvelas.ByusingAvelasasourtargetsourcelanguage
(insteadofOpenCLorCUDA)weareabletosimplifycodegenerationtoalargeextentand
producecodethatisplatform-independentandthuscantargetavarietyofmanycorechipsand
platforms–somethingthathasnotbeenattemptedbyanypreviousworkthatweknowof.
4 Chapter1.Introduction
PerformanceTuning
Relyingsolelyonasinglecompilationsteptoproducehigh-performanceOpenCL/CUDAcode
requirescompile-timeknowledgeofthehardwarealongwithaperformancemodelthatutilizes
thatknowledgeinordertoaccuratelyestimateperformance. Analternativeistoiteratively
optimizeaprograminsearchforthebestcombinationofoptimizationparameters–aprocess
widelyknownasauto-tuning. Thisthesisfolowsathirdapproachthatreliesonasingle
compilationstepthatproducesparameterizedversionsamenabletorun-timeauto-tuning.Such
approachalowsustodecouplecompilationfromtheperformancetuningprocessandtherefore
combinesimpleandportablecode-generationwithfastandeﬀectiveperformancetuning.
1.1 ThesisOutline
Thisthesisisdividedintotwomainpartsreﬂectingthetwomainconcernsinvolvedinsource-
to-sourcecompilationnamelyanalysisandoptimization(PartI)andcodegeneration(PartII).
Chapter2precedesbothpartsasitintroducedthetechnicalbackgroundofthethesis.In
particular,theremainderofthisdocumentisorganizedasfolows:
Chapter2introducesthegeneralcontextofthisthesisincludingterminology,notationand
anextensivecoverageofrelatedwork. Morespeciﬁcaly,itdiscussesthefolowingfourmain
componentsofthethesistopic:(i) ManycoreProcessors(Section2.1),(i)Source-to-Source
Compilation(Section2.2),and(ii)StaticControlPrograms(Section2.3).Therelatedwork
section(Section2.4)isdividedintotwoparts.Theﬁrstpart(Section2.4.1)presentsprevious
workfocusingonsource-to-sourcecompilationofSCoPstargetingGPUs. Thesecondpart
(Section2.4.2)coversgeneralsource-to-sourcecompilationworkthataimstoraisethelevelof
abstractionformanycoreprogramming.FinalySection2.5presentsalistofspeciﬁctechnical
contributionsmadebythisthesisalongwithalistofpublicationsproduced.
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PartI:AnalysisandOptimization
Thispartfocusesontheanalysisandoptimizationphaseofsource-to-sourcecompilation.In
ourcontextthisphaseinvolvesthepolyhedralmodel–ananalyticalframeworkforanalysisand
optimizationofSCoPs.Theprimaryobjectiveofthisphaseistoperformmachine-independent
automaticparalelizationandlocalityoptimization.Inparticular:
Chapter3presentsanoverviewofthepolyhedralmodel–theanalyticalframeworkthatwas
usedformachine-independentautomaticparalelizationandlocalityoptimization.
Chapter4presentsthePlutoschedulingalgorithm–astate-of-the-artalgorithmforautomatic
paralelizationinthepolyhedralmodel.Plutocanbeusedtoexposeparalelismattheﬁnest
granularityandenabletheloop-tilingtransformation.InthisthesisPlutoisusedasthemain
machine-independentloopoptimizer.Itisshownthatinsomecasestheplutoalgorithmcan
besensitivetothelayoutofdependenceconstraintsandasimplesolutionisproposed.
Chapter5presentstheRosePolyframeworkforpolyhedralcompilation.RosePolyisanovel
object-orientedAPIforpolyhedralcompilationbasedontheROSEcompilerinfrastructure.
PartII:CodeGeneration
ThecodegenerationpartfocusesonmappingaparalelizedSCoPintoaGPUexecutionenvi-
ronmentanditisorganizedasfolows:
Chapter6presentsandevaluatesanovelcodegenerationmechanismforSCoPs.Theproposed
methodproducesparametricalytiledandplatform-independentcodeamenabletoportable
run-timeexplorationofpartitioningparameters,i.e.tile-sizes.
Chapter7presentsandevaluatesAvelas,anewprogrammingmodelformanycoreprocessors
inspiredbyChapter6.
Finaly,Chapter8reﬂectsonthecontributionsmadebythisthesisandconcludeswithsugges-
tionsforfuturework.
Chapter2
Background
Thisthesisisaboutsource-to-sourcecompilationofstaticcontrolprogramsformanycoreproces-
sors.Inthischapterthetechnicalbackgroundofthistopicispresentedafterbeingdecomposed
intothefolowingcounterparts:
•ManycoreProcessors–Section2.1
•Source-to-SourceCompilation–Section2.2
•StaticControlPrograms–Section2.3
Inaddition,Section2.4presentsanextensivecoverageofrelatedworktodatewhileSection2.4.3
presentsthemotivationbehindthechosenresearchavenue.Finaly,Section2.5presentsalist
ofspeciﬁctechnicalcontributionsmadeandalistofresultingpublications(Section2.5.1).
2.1 ManycoreProcessors
Manycoreprocessorsisanemergingclassofhardwarearchitecturesprimarilyrepresentedby
modernGraphicsProcessingUnits(GPUs)thathavebeendevelopedtosupportmassivelydata-
paralel1computations.Inthissectionwearegoingtoseehowmicroprocessorperformance
1Data-paralelism–asopposedtotask-paralelism–enablestheunderlyinghardwaretoexecutethesame
operationsonmultipledataitemsconcurrently.
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scaleduntiltheearly2000sandthenhalted(Section2.1.1)andwhymanycoreprocessorspro-
videaviablesolutiontotheperformancescalingproblem(Section2.1.2).Finaly,wearegoing
toseehowmanycoreprocessorscanbeeﬀectivelyprogrammedthroughtheOpenCL/CUDA
paradigm(Section2.1.3)andthenhowtheirperformancepotentialscanbeattainedinpractice
(Section2.1.4).
2.1.1 Moore’sLawandPerformanceScaling
Eventhoughthephysicalpropertiesofthelogicalbuildingblockofmodernmicroprocessors
–thesemiconductortransistor–werediscoveredin19472,itwasn’tuntilthelate1950sthat
wewereabletocombinethemintointegratedcircuits. Lessthan10yearslater–in1965
–Gordon Moore3predictedthedoublingoftheamountoftransistorsonintegratedcircuits
everyyear[Moo65],heraldingtheadventofthesiliconrevolution[Bon98].AlthoughMoore’s
predictionwaslateradjustedtohalftheinitialrate,theunderlyinglineartrendwassoon
apparentandbecamewidelyknownasMoore’sLaw.
AcrucialobservationpertainingMoore’slawisthatincreasingthetransistorcountofamicro-
processordoesnotnecessarilycorrelatewithperformance–theamountofmeaningfulcompu-
tationperformedpertimeunit.Asaresult,scalingperformancewiththeamountoftransistors
becameacriticalobjective.Initialy,theprimaryavenuestowardsthatgoalwastoincreasethe
clockfrequencyononehandandtoexploitinstruction-levelparalelism(ILP)[HP11]onthe
other.Eventhough,powerdissipationwasanimportantobstacletoincreasingclockspeedsat
ﬁrst,theemergenceofCMOS4technologyintheearly1980salongwiththescalingproperties
ofMOSFET5[DGR+74]enabledustoscaleclockfrequenciesproportionalytothetransistor
countwithpracticalynoimpactonpowerdissipationandcost[FM+11].
Asprocessorperformancebegantogrowthroughoutthe1980sand1990s,awideninggap
2ByJohnBardeen, WalterBrattainand WiliamShockleyforwhichtheywontheNobelprizeinphysicsin
1956.
3ThreeyearslaterGordonMooreco-foundedNMelectronicswhichlaterbecameIntelCorporation.
4Complementary Metal-Oxide-SemiconductororCMOS,isanintegrated-circuitfabricationtechnology
patentedbyFrank Wanlassin1967.
5Metal-Oxide-SemiconductorField-EﬀectTransistoror MOSFET,isthebuildingblockofmodernCMOS
chips.ItwasinventedbyDawonKahngandMartinM.(John)AtalaatBelLabsin1959.
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Figure2.1:FloorplanoftheVIAIsaiahchipreleasedin2008.Mostchipshadasimilarstructure
intheearly2000s.Noticethatcomputationiscarriedoutbyasmalportionofthedie–namely
theFloatingPointandSIMDunit–locatedatthelowerleftsection.
betweenprocessordemandfordataandmemory’sabilitytodeliver,gradualysurfaced[WM95].
Thesolutioncamefromintegratingoneormorelevelsofmemoryhierarchytothechipasaway
ofmitigatingmemorylatencybyautomaticalyexploitingspatialandtemporallocality.These
memorymodules–knownasL1,L2orL3caches–weremanagedbyincreasinglycomplex
hardwareschemes[PH09],thatbegantooccupyalargeportionofdie6space.Figure2.1shows
howamicroprocessorlookedintheearly2000s.Notethatbythattime,theactualcompute
unitofthechipwascoveringasmalportionofthedieareawhiletherestofthespacewas
coveredbymechanismsdesignedtokeepasingleserialexecutionstreamactiveforaslongas
possible.
Upuntiltheearlytomid2000s,microprocessorperformancehadsustainedanexponential
growththatatthesametimeenabledsoftwaretodirectlybeneﬁtwithouttheneedtochange.
Unfortunately,thisgrowthwasgradualydisruptedprimarilyduetopowerdissipationcon-
cerns[FM+11]whileontheotherhand,opportunitiesforinstruction-levelparalelismhad
alreadyreachedthepointofdiminishingreturnsafewyearsearlier[HP11,HD04,AHKB00]–
aroundthelate1990s.ThegraphofFigure2.2showshowclockfrequenciesandILPbeganto
6Asmalblockofsemiconductingmaterial,onwhichagivenfunctionalcircuitisfabricated
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Figure2.2:CPUscalinggraphindicatingtheendofperformancescalingbasedonfrequency
andILPscaling. TheOriginaldatawerecolectedandplottedbyM.Horowitz,F.Labonte,
O.Shacham,K.Olukotun,L.HammondandC.Batten.Thedottedlineextrapolationswere
madebyC.Moore[Moo11].
plateau(alongwithenergydissipationcapacity)indicatingtheneedforapotentialyradical
newperspective[ABC+06].
Awayaroundthisperformance-scalingbottleneckwasprovidedbyChipMultiprocessors(CMPs).
Inparticular,thereplicationofasingleprocessingcorewithinthesamechipcouldtheoreticaly
maintainalinearscalingofperformance,e.g.,doublingofthetransistorcountmeansdoubling
ofprocessingcores.Suchscalingthoughcouldonlybeattainedinpracticebyexplicitlyex-
posingandmanagingcoarse-grainedparalelismatthesoftwarelevelifsuchparalelismexists.
Inotherwords,performancecouldnolongermaintainthegrowthratesofthepastwithout
considerablesoftwareintervention,i.e.,programmingeﬀort.
Eventhoughexploitingtransistordensitieswithparalelismwasprovenbeneﬁcialbefore[CSB92,
ONH+96],powerdissipationconstraintsremainalimitingfactorforCMPscalingtoday,es-
pecialyunder90nm7fabrication. Asaresultperformancescalabilitywithtransistordensity
remainedanopenprobleminthemid2000s.
Today,theprevailingsolutiontowardsscalableperformancecomesfromaclassofhardware
conﬁgurationscommonlyknownasheterogeneoussystems. AsshowninFigure2.3theycon-
7Under 90-nmfabricationleakagecurrentstartsto aﬀect overal chip power asexplained by
Fuleret.al[FM+11].
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Compute Elements Compute Elements 
Compute Elements Compute Elements 
(a) (b)
Figure2.4:(a)DiephotooftheNVIDIAgtx680graphicsprocessor(b)TheNVIDIAKepler
architectureimplementedbythegtx680andcarrying1536paralelcomputecores.
2.1.2 ManycoreProcessorsforGeneral-PurposeComputing
Themaindesignprincipleofheterogeneousdevicesistolimitpowerdissipationandattainbet-
terscalingpropertiesbyreducingthearchitecturalcomplexity.Assuch,manycoreprocessors
exploittheincreasingtransistordensitieswithlargenumbersofsimplecomputecoresandlight-
weighton-chipmemoryhierarchies.Theirdesignoriginatesfromgraphicsprocessors(GPUs)
whichintheearly2000sbegantosupportgeneral-purposecomputecapabilities.Fortherest
ofthisdocumentthetermGPUwilbeusedtodenotemanycoreprocessorsingeneral,asitis
morewidelyrecognisedandusedintheliterature.Figure2.4depictsamoderngeneral-purpose
graphicsprocessorchipalongwiththerespectivearchitecturaldesign.Noticethatthediearea
dedicatedtoactualcomputationisnowconsiderablylargercomparedtoFigure2.1andconsists
ofseveralhundredsofparalelcomputingelements.Itisclearthatmanycorechipsareeﬀective
insigniﬁcantlyreducingpowerdissipationwhileincreasingcomputingpower. Nevertheless,
whethertheavailabletheoreticalpeakperformancecanbeexploitedbythesoftwareandto
whatdegreeisanopenandmultidisciplinaryproblem(e.g.fromcompilers,tolanguagesand
high-performancecomputing).
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Ingeneral,manycorechipscanbeviewedasSingleInstructionMultipleData(SIMD)archi-
tectures.However,theyareclearlydistinguishedfromconventionalSIMDmachinesasasingle
instructioncanspanmilionsofdataelements,eachonerepresentinganindividualcontrolpath
orthreadthatisfreetodiverge.Inordertodescribethisexecutionmodel,NVIDIAcoinedthe
termSingleInstructionMultipleThreads(SIMT)whichisamoreaccuratecharacterization.
TheﬁrstmanycoreGPUswithgeneral-purposecomputecapabilitiessurfacedinthemid2000s.
However,theycouldonlybeprogrammedwithlow-levelgraphics-basedlanguages(i.e.shading
languages)whichdiscouragednon-graphicsexpertsfromusingthem.ItwasnotuntilNVIDIA
releasedCUDA(ComputeUniﬁedDeviceArchitecture)in2006thatgeneralpurposecomputing
withGPUsrealystartedtotakeoﬀ.Inaddition,theﬁrstreleaseoftheOpenCLspeciﬁca-
tiontwoyearslaterwasanothermilestoneasitenabledsoftwareportabilityacrossdiﬀerent
heterogeneousdevicesandplatforms.
Today,CUDAandOpenCLcanbeeasilyusedtoexploitthefulpowerofGPUdevices.
Consequently,bytargetingCUDAand/orOpenCLinasource-to-sourcecompilationpathwe
caneﬀectivelystudythepotentialsforperformanceportabilitybyautomatingthemanagement
ofparalelismandlocalitythroughcompile-timeorrun-timetechniques.Infactthisisthemain
objectiveandfocusofthisthesis.
2.1.3 TheCUDA/OpenCLParadigm
ThestrikingsimilaritybetweentheOpenCLandCUDAprogrammingmodelsalowustouse
bothtermsinterchangeably.Theirprimarydiﬀerenceliesintheirimplementation,i.e.CUDAis
deﬁnedasahigh-levelprogramminglanguageimplementedbyNVIDIA’sproprietarycompiler
whiletheOpenCLstandardspeciﬁesasetofruntimelibrarycalsincludingacaltoaJIT
(Just-In-Time)compilerthatissupposedtoproducethedevice-speciﬁcpartofthecode(theso-
caledDeviceCodeaswewilseelateron).Inordertofacilitatethegeneralityofthedeﬁnitions
presentedandusedintherestofthethesis,theOpenCLterminologywilbeprimarilyadopted.
AccordingtoGasteretal[GHK+11],OpenCLcanbedecomposedinfourmodels:theplatform
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model,theexecutionmodel,thememorymodelandtheprogrammingmodel. Notethatthe
samemodelsarealsoevidentinCUDAwithnegligiblediﬀerences.
TheplatformmodeldeﬁnesacentralcontrolprocessorcaledHost,thatcoordinatesavectorof
paralelDevicesasshowninFigure2.3.Thisthesisisfocusedonasingledeviceconﬁguration
i.e.anOpenCLplatformconsistingofasingleGPUdevice.Regardlessofthetype(e.g.GPU,
FPGAetc.)eachOpenCLdeviceisdeﬁnedbyasetoffunctionalyindependentComputeUnits
andeachComputeunitbyasetofProcessingElementsasilustratedinFigure2.5. Wewil
refertothisabstractdevicemodelasthephysicalprocessorspaceofanOpenCLdevice.The
closeresemblancebetweentheOpenCLdevicemodelandtheactualarchitectureofaGPUis
indicativeoftheimportanceofGPUsinheterogeneouscomputingsystems.
AccordingtotheOpenCLexecutionmodel,eachdeviceexecutesaDeviceCodefolowinga
data-paralelSIMTconcurrencymodel(SingleInstruction MultipleThreads). Devicecode
iswrittenasspecialC-StylefunctionscaledkernelsthatareinvokedbytheHost. The
SIMTconcurrencymodelindicatesthatasingleKernelisexecutedconcurrentlyacrossasetof
threadscaledwork-items. Work-itemsareorganizedintoWork-Groups andwork-groupsinto
anND-Rangeaccordingtothefolowingdeﬁnitions:
Deﬁnition1.AWork-Groupisa3Dorganizationofwork-itemsdeﬁnedbyatupleWG(x,y,z),
wherex,yandzarerangesofwork-items.
Deﬁnition2. AnND-Rangeisa3Dorganizationofhomogeneouswork-groupsdeﬁnedasa
tupleNDR(x,y,z),wherex,yandzarerangesofwork-groups.
Wewilrefertothisabstractexecutionmodelasthe virtualprocessorspace. Work-items,
14 Chapter2. Background
Kernel 
Work-Group 
Global Memory 
Local Memory 
work-item 
Private 
Memory 
work-item 
Private 
Memory 
Work-Group 
Local Memory 
work-item 
Private 
Memory 
work-item 
Private 
Memory 
Figure2.6:OpenCLexecutionandmemorymodel.
work-groupsandnd-rangescanbeaddressedfromthedevicecodethroughspecialindexvari-
ables. Wedeﬁnethesevariablesas:
wi Work-itemIDthatcarriesthework-item’spositionwithina Work-Groupthroughasetof
coordinateswi.x,wi.yandwi.z.
wg Work-GroupIDthatcarriesthe Work-GrouppositionwithinanND-Rangethroughaset
ofcoordinateswg.x,wg.yandwg.z.
glwWork-GroupIDthatcarriestheglobalpositionofa Work-Group.
gliWork-itemIDthatcarriesthework-item’sglobalpositionwithinthe Work-Group.
Eachwork-itemassociatedwithaspeciﬁckernelexecution,isexposedtothreelevelsofabstract
memoryhierarchy.Inparticular,thereisaGlobalMemoryrandomlyaccessedbyal work-
items,aLocalMemorywithawork-groupscopeandaPrivateMemorydedicatedtoeach
work-itemseparately.Figure2.6conciselydepictstheOpenCLexecutionenvironmentconsisted
oftheexecutionandmemorymodelscombined.Notethatthisisonlyanabstractionanddoes
notnecessarilycorrespondtophysicalmemoryhierarchylevels.Theactualphysicalmapping
oftheOpenCLabstractmemoryhierarchylevelsforatypicalGPUisdepictedinFigure2.7
aspartofanOpenCLdevice.
Evidently,thevirtualprocessorspacerepresentstheavailableparalelisminacomputation
thatmightnotcorrespondtotheactualphysicalprocessorspace. Thismeansthatmultiple
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Work-Groupsmightbealocatedtoasinglecomputeunitatruntimehencesharetherespective
resources. Consequently,carefulyweighingtheresourceusageofeachwork-groupcanhave
aconsiderableimpactonperformanceasitdirectlyaﬀectsthecomputeunit’scapacityto
simultaneouslyexecutemultiplework-groups.Thistrade-oﬀisquantitativelycapturedbythe
occupancymetricdeﬁnedinparagraph2.1.4.Aninterestingdemonstrationoftheimportance
ofthiseﬀectispresentedbyarecentstudyfromYangetal[YXM+12]thathighlightsthe
importanceoflocalmemoryusageinattaininghighGPUperformance.Inparticular,itwas
shownthatifwork-groupsreleasetheirlocal-memoryresourcesrightaftertheyaredonewith
them–insteadofholdingthemfortheirentirelifetime–thenmorework-groupswilbeable
toﬁtinacomputeunityieldingmuchbetterperformance.
2.1.4 SoftwarePerformance
ThereducedarchitecturalcomplexityofGPUssigniﬁestheimportanceofsoftwaretowards
realisingtheirperformancepotential.Thispotentialismainlydrivenbythepeakcomputing
throughputofthecomputecoresononehand(canexceed3TFLOPStoday),andthepeakmain
memorybandwidth(canreachupto208GB/sec).Oneofthekeyrequirementsinthatrespect
istheabilityofsoftwaretodispatchmassivelydata-paralelcomputationsorinotherwords
issueinstructionsthatoperateonmilionsofdataelements(i.e.threads)inaSIMTfashion.By
doingthat,GPUsareabletominimizeidlecyclesbycontinuouslyswitchingbetweenthreads
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(i.e.work-items)waitingforresourcesandthreadsthatarereadytobeexecuted.
Havinglargeamountsofdata-paralelworkloadsthoughistypicalynotenough. Oneofthe
earliestattemptstobreakdownthemaincomponentsofGPUperformancewaspresentedby
Ryooetal[RRB+08]andledtothedevelopmentoftheParBoilbenchmarksuite8.Soonafter-
wards,Hongetal.[HK09]andSimetal.[SDKV12]presentedacomprehensivestudyshowing
thatGPUperformanceestimationrequiresdetailedstaticanddynamicproﬁlinginformation.
Inparticular,ananalyticalperformancemodelwasproposedbasedontwometrics:Compute
WarpParalelism(CWP)andMemory WarpParalelism(MWP)thatmeasuretheeﬃciency
inexploitingtheavailablecomputethroughputandmainmemorybandwidthrespectively.
Insummary,themaincomponentsthatinﬂuencethosemetrics(includingtheonesstudiedby
Ryooetal.)arethefolowing:
Occupancy ThecomputeelementsofaGPUaretypicalygroupedintocoarse-grainedentities
knownasSMsorComputeUnitsinaCUDAorOpenCLcontextrespectively. These
entitiescontainscarceresourceslikeregisterﬁles(i.e.privatememory)andlocalmemories
andcancarryuptoamaximumnumberofactivework-itemsi.e.work-itemsthatcan
bescheduledforexecutionatanytime. Therefore,theresourceusageofanindividual
work-itemneedtobecarefulyweighedasitcanlimittheabilityofanSM/ComputeUnit
tocarryactivework-items.Theratiobetweenaprogram’sactualactivework-itemsand
themaximumamountofwork-itemspossibledeﬁnesametriccaledoccupancyandis
usualydirectlyrelatedtoperformance.Nevertheless,Volkov[Vol10]showedthatbetter
performancecanalsobeachievedatloweroccupancylevelsbyexploitinginstruction-
levelparalelism(i.e.ILP)aswewilseelater.Inprinciple,occupancycanbecalculated
staticalybutamoreprecisevaluecanbedeterminedthroughruntimemeasurementsas
thenumberofactivework-itemscanﬂuctuateunpredictably.
Instruction-LevelParalelism(ILP)AswementionedinSection2.1.2,GPUsreducepower
dissipationbyavoidingcomplexhardwaremechanismsforexploitingILPautomaticaly
8http://impact.crhc.illinois.edu/parboil.aspx
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likeout-of-orderexecutionandbranch-predictionschemes. Consequently,performance
islargelyexposedtotheorderingofinstructionsandondivergentcontrolﬂow. The
impactofinstructionorderinghasbeenexperimentalydemonstratedbyVolkov[Vol10]
andincorporatedintotheanalyticalperformancemodelofHongetal[HK09,SDKV12]
aswel. AccordingtoSimetal[SDKV12],estimatingsuchimpactrequiresanalysisof
therespectivemachinecode.Fromauserperspective,minimizingcontroloverhead(i.e.
conditionalbranches)isagoodhigh-levelprincipleformaximizingILP.
SynchronizationOnanyparalelarchitecture,communicationbetweenparalelprocessing
elementsrequiressomeformofsynchronization.Thelargenumberofactivework-items
onGPUsindicatesthatsynchronizationcanbeparticularlycostlyintermsofperformance
andpowerconsumptionthusavoidingitifpossiblecanbehighlybeneﬁcial.
SIMDalignmentThetotalnumberofwork-itemsonaGPUisdividedintoequaly-sized
chunksrepresentingastrictlySIMDexecutionunit9.TheimportanceoftheSIMDexe-
cutionunitliesonthealignmentrequirementsimposedforexploitingspatiallocalityas
welasavoidingserializedwork-itemdiversioninthepresenceofcontrol-ﬂow.Inpar-
ticular, main-memorydatatransferscantakeadvantageofhardwareoptimizationsif
certainalignmentrequirementsaresatisﬁede.g.coalescedaccesses[Nvi11,RRB+08].On
theotherhand,ifwork-itemsdivergewithinaSIMDexecutionunittheirexecutionis
serializedwhichrevealsthesensitivityofGPUperformancetocontrol-intensivecode.
TemporalLocalityTemporallocalityistypicalyexploitedthroughhardwaremanagedon-chip
caches. However,theﬁrstgeneral-purposeGPUsreliedcompletelyonsmalsoftware-
managedscratchpadmemories10(ofabout16KB)thatintroducedanadditionalburden
tothesoftware.ThisburdenispartialyaleviatedonthelatestGPUsastheyincorporate
smalnon-coherentL1andL2cachesaswel.Eventhoughhardwarecachingsimpliﬁes
softwaredevelopment,italsocomplicatestheprocessofperformancemodelingasitre-
quiresreverseengineeringthroughmicrobenchmarking[WPSAM10].Ontheotherhand,
9Thesizeofsuchunitistypicaly32.ItiscaledwarpbyNVIDIAandwavefrontbyAMDyetthereisno
oﬃcialtermintheOpenCLstandard.
10NotethatthesememoriesarereﬂectedbythelocalmemoryabstractionoftheOpenCLmemorymodelas
showninFigure2.6.
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scratchpadmemoriesaredividedintobanksthatcanresultinbankconﬂictsifthesame
bankisreferencedmultipletimeswithinaSIMDunit.Suchconﬂictscanserializescratch-
padmemoryrequeststhusneedtobeavoidedthroughpaddingoptimizations[Nvi11].
SpecialFunctionUnitsExpensivemathoperationsliketranscendentalsandsquareroots
canbeeﬃcientlyexecutedbydedicatedunits.Takingadvantageofsuchcapabilitiescan
haveapositiveimpactonperformance. However,utilizingspecialfunctionunitsisnot
necessarilyagoodthingaspointedoutbySimetal[SDKV12],sinceothercompute
instructionsarerequiredtohidetheirlatency.
PartitionCampingRuetschandMicikevicius[RM09]demonstratedtheimportanceofpar-
titioncampingforGPUperformance.Partitioncampingisaphenomenonwheremultiple
main-memoryrequestsarecongestedwithinasinglemain-memorypartition. Avoiding
partitioncampingisachievedbyrearrangingthemappinglayoutofwork-itemstodata.
UnderstandingandcharacterizingGPUsoftwareperformancehasalsobeenstudiedbyBagh-
sorkhietal[BDP+10],Bakhodaetal[BYF+09]andCheetal[CBM+09]withthelatterwork
leadingtothedevelopmentoftheRodiniabenchmarksuite11.
Morespeciﬁcaly,Baghsorkhietal.[BDP+10]proposesatechniqueforassistingiterativecom-
pilationbyprovidingaccurateperformancepredictionsthatcanbeusedtonarrow-downthe
tuningspace.Theproposedmethodisbasedonaweighedcontrol-ﬂowgraphofaCUDAkernel
caledWork-FlowGraph (WFG),thatcapturesmostoftheGPUperformanceaspectswelisted
here.EventhoughitisnotasdetailedasthemostrecentSimetal.[SDKV12]approach,it
isarobustalternativethatusespracticalandtrustedabstractionslike WFGandPDG(i.e.
ProgramDependenceGraph[FOW87])tomodelandevaluateCUDAkernels.
Bakhodaetal.[BYF+09]folowsaratherdiﬀerentapproachbyattamptingtoimplementaGPU
hardwaresimulator. Asaresult,thisapproachstartsfromasophisticatedyetwel-deﬁned
hardwarestructureandattemptstocomputeitsbehaviorwhenexecutingaGPUprogram
writteninNVIDIA’svirtualinstructionset,i.e. PTXcode. Thequestionhereiswhether
11lava.cs.virginia.edu/Rodinia
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theassumedhardwarestructureresemblestheactualGPUhardwaretoasatisfactorydegree
somethingthatwasnotsuﬃcientlysupportedbythepaper.Instead,thepaperwasprimarily
focusedontheeﬀectofspeciﬁchardwaremechanismstoperformance.
Finaly,Cheetal[CBM+09]folowsanapplication-orientedanalysisbyproposingasetofGPU
benchmarksthatstressdiﬀerentcombinationsofGPUperformancebottlenecks.
2.2 Source-to-SourceCompilation
Asource-to-sourcecompilerisatypeofcompilerthattakesahigh-levelprogramminglanguage
asinputandproducesanequivalentprogramwritteninanother(orthesame)high-levelpro-
gramminglanguage.Thispropertyisparticularlyconvenientforourpurposebecauseitalows
ustodistinguishbetweenhigh-levelsourcetransformationslikelooptransformations(e.g.loop
interchange,loopfusion,loopunroling,looptilingetc.)andautomaticparalelizationfrom
low-levelconcernslikescalaroptimizations,instructionscheduling,registeralocationetc.The
formerarethekindsofhigh-levelsourcetransformationswecanuseforparalelismandlocality
managementwhileforthelaterlow-leveloperationswecantakeadvantageofexistinghighly
eﬃcientvendor-speciﬁcsource-to-binarycompilers. ForexampleinourcontextanNVIDIA
CUDAsource-to-binarycompileroravendor-speciﬁcOpenCLruntimecanbeusedtoproduce
theﬁnalexecutableprogram.
Figure2.8depictsthestructureofasource-to-sourcecompilationsystemthatcanbecharacter-
izedbythreemaincomponents:(i)thefront-endabstraction,(i)thesource-to-sourcecompiler
infrastructureand(ii)theback-endabstraction. Withrespecttothefront-endabstractionwe
seethatthemorehigh-levelitbecomesthemorerestrictiveitgetswithrespecttoapplicability.
Forexampleasource-to-sourcecompilationschemethattakesaveryhigh-levelsourcelanguage
asinput–likeadomain-speciﬁclanguage–wouldberestrictivetoacertainclassofcompu-
tationsthatcanbeexpressedwithsuchlanguage.Staticcontrolprogramsareconsidereda
relativelyhigh-levelfront-endabstractionastheyarestaticaly-analyzableloop-programsand
thusarestrictiveclassofprograms.However,webelievethatSCoPsrepresentanimportant
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setofloop-programsthatcanhelpusunderstandperformanceportabilitybetterandhowto
proceedtomoregenericapproaches.
Withrespecttotheback-endabstraction,themoreitreliesonarun-timesystemthemore
simpleandportableourcodegenerationalgorithmbecomes. Thepricewepayhereisthe
overheadinducedbytherun-time.Thisthesisproposessucharun-timesystem,caledAve-
las(Chapters6and7),thatenablesustoformulatearobustandportablecodegeneration
algorithmwithverylowoverhead.Infactweshowthatincertainsituations,i.e.,executionof
wavefrontparalelism,Avelasyieldssubstantialspeed-upsoverastate-of-the-artcompile-time
methodwithnorun-timesupport.
Finaly,asource-to-sourcecompilerinfrastructureischaracterizedbyitsIntermediateRepre-
sentationorIR.ThisIRisthemainabstractionvehicleforanalyzingtheinputsourceand
carryingthecompile-timetransformationsandoptimizationswewanttoapplytoit. Wewil
nowlookatsomeofthemostpopularcompilerinfrastructurestodayalongwiththeirIR.
LLVM
StartedasaresearchprojectattheUniversityofIlinoisatUrbana-Champaign[LA04],LLVM
hasnowbecomeoneofthemostwidelyusedopen-sourcecompilerinfrastructureintheacademia
andindustryaswel12.ItutilizesaStaticSingleAssignment(SSA)intermediaterepresentation
thatcomeswithanextensible/customizablesetofoptimizations.Today,LLVMconsistsofa
production-qualityfront-end,caledclang,thatsupportsC/C++andObjective-C/C++anda
re-targetableback-endthatgeneratesmachine-codeandcanalsobeusedinaJITfashion.In
caseofhigh-levelsource-basedtransformations–theonesthatweareparticularlyinterested
inforreasonsexplainedearlier–LLVM’sfront-endinfrastructure,i.e.,clang,providesasetof
powerfulutilitiesforsyntax-treemanipulationthatarepartoflibclang.
12llvm.org
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ROSE
UnlikeLLVM,ROSE[Qui00]wasdesignedtobeahigh-levelsource-basedtransformation/op-
timizationinfrastructuresimilartothemostrecentlibclang. Asaresult,itusesanobject-
orientedIR,caledSAGEIII,thatfacilitateshigh-levelmanipulationoftheprogram’ssyntax
tree.ItwasdevelopedinLawrenceLivermoreNationalLabs13andtodayincludesalargeset
ofoptimizationandanalysistools. ROSEwasthecompilerinfrastructurechosentobethe
foundationofourresearch.Infact,thepolyhedralframeworkpresentedinChapter5hasbeen
developedforROSEandisnowpartoftheROSEdistribution.
SUIF
TheSUIF14compiler[WFW+94]infrastructureisoneoftheearliestattemptstorealisean
extensiblecompilerframeworkthatfacilitatesdiverseresearchoncompileranalysisandopti-
mization.Itisbasedonacombinationoflow-levelandhigh-levelIRprimitivesthatinclude
loop,conditionalstatementandarrayaccessobjectsforautomaticlooptransformations,as
welaslow-levelinstructionsforrobustback-endoptimizationsandcodegeneration.
PoCC
ThePolyhedralCompilerColectionorPoCC[PBB]isaresearchsource-to-sourcecompiler
basedonthepolyhedralmodel–arobustmathematicalintermediaterepresentationofloop-
programs.Itcanactualybeviewedasagluethatbringstogether multipleindependent
projectsinpolyhedralcompilationthroughacommoncommunicationmechanismembodiedby
theOpenScopintermediateform.ItisimplementedinCandthereforedoesnottakeadvantage
ofobject-orientedprogramming.InChapter5weproposeanalternativepolyhedralcompiler
infrastructurethatutilizesanobject-orienteddesignfordeﬁninganintuitiveAPIasopposed
toPoCC’smonolithicexecutableapproach.
13rosecompiler.org
14suif.stanford.edu
22 Chapter2. Background
Analysis and 
Optimization 
Code Generation 
Input 
Source 
Lower 
abstraction 
 
More 
applicable 
Higher 
abstraction 
 
Less 
applicable 
Front-end 
abstraction 
Front-End 
Target 
Source 
Less 
runtime 
support 
 
More 
complex 
code 
generation 
More 
runtime 
support 
 
Less 
complex 
code 
generation 
Back-end 
abstraction 
Back-End 
IR 
Source-to-source 
compiler 
infrastructure 
Compiler 
engine 
Figure2.8:Source-to-sourcecompilationframework
Mercurium
Mercurium[BDG+04]isanacademicframeworkdevelopedatthebarcelonasupercomputing
centerthatcurrentlysupportsCandC++.Itisprimarilyusedtosupportthenanosenviron-
mentthatimplementsOpenMP.ThedistinguishingcharacteristicofMercuriumisthatitsIR
ishiddenbehindahigh-leveltransformationenvironmentthatoperatesdirectlyatthesource
throughpragmadeclarations.
Cetus
Cetus[LJE04]isaresearchcompilerframeworkdevelopedatPurdueUniversity.Itiswritten
inJava,andit’sIRreﬂectstheANSICsyntaxwhichinturnlimitstheextensibilityofCetus
toadditionallanguages.
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2.3 StaticControlPrograms
StaticControlProgramsorSCoPs,areloop-basedcomputationswithstaticalydeterminable
controlﬂowanddata-accesspatterns.Inotherwords,theirbehaviorcanbeanalyzedprecisely
duringcompilation.Suchprogramsarealsocaledaﬃne[ALSU07]astheymeetthefolowing
conditions:
ControlFlow Theonlycontrolstructuresalowedarefor-loopsandconditionalbranches.
Bothmustdependonaﬃneexpressionsofouterloopindicesandglobalsymbolicparam-
eters(i.e.problemsizes).
DataAccesses Arrayaccessfunctionsmustbeaﬃneexpressionsofouterloopindicesand
globalsymbolicparameters.Scalardataaretreatedas0-dimensionalarrayaccesses.
Staticcontrolprograms,enableustoutilizethepolyhedralmodel[Fea92b,Fea92b,ALSU07]
forrobustanalysisandoptimizationbasedonwel-knownmathematicaltoolslikeintegerlinear
programmingsolvers.Theyrepresentcomputationkernelswithinherentdata-paralelismthat
constitutebuildingblocksofseveralhighperformancecomputingapplications.Theytypicaly
consistofafewcomputationstatementsassociatedwithmultidimensionalloop-basedexecution
spaces. Theycanbeexempliﬁedbythepolybenchsuit15–themostwel-knownbenchmark
suiteofpolyhedralprograms.
ThemotivationforconsideringSCoPsastheclassofprogramsweusedtoinvestigateperfor-
manceportabilityisthattheyalowustoevaluateastate-of-the-arttechnologyforcompile-time
automaticparalelizationandlocalityoptimization,i.e.thepolyhedralmodel. Webelievethat
suchstrategywilhelpusunderstandthelimitsofcompile-timeanalysiswhenitcomesto
automaticparalelizationandlocalityoptimizationsincethepolyhedralmodeloﬀersapow-
erfulanalyticalmodelofloop-programs–oneofthedominantsourcesofdata-paralelismin
imperativesequentialprograms.
15http://www.cse.ohio-state.edu/~pouchet/software/polybench
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2.4 Related Work
Source-to-sourcecompilationforGPUsrepresentsalargebodyofacademicandindustrial
researchthatthissectionattemptstocover.Theworkthatismostrelevanttothisthesiswil
bediscussedinSection2.4.1andinvolvesresearchonsource-to-sourcecompilationofSCoPs
targetingGPUs.Section2.4.2wilbefocusingongeneralsource-to-sourcecompilationwork
aimingtoprovidesomedegreeofperformanceportabilityandthusreduceprogrammingeﬀort
throughhigherabstractionlayers.Finaly,Section2.4.3presentstherelationofthisthesisto
previousworkandhighlightsthemotivationbehindtheresearchavenuefolowed.
2.4.1 FromStaticControlProgramstoOpenCL/CUDA
Baskaranetal[BBK+08a,BRS10]presentedtheﬁrstattempttorealiseaC-to-CUDAcompiler
forSCoPsbasedonthePlutoschedulingalgorithm[BR07,BBK+08b].Similarframeworkslater
folowedoriginatingfrombothindustrial[LVM+10,ACE+12]andacademicresearch[VCJC+13,
GCK+13]. Morespeciﬁcaly,Verdoolaegeetal.[VCJC+13]presentedandevaluatedtheﬁrst
robustC-to-CUDAcompilerbasedonthepolyhedralmodel(PPCG)thatwasshowntoproduce
eﬀectiveCUDAcodefortheentirepolybenchsuite16unlikeanypreviouswork.Anexperimental
evaluationshowedthatPPCGproducessimilarorslightlyfastercodethanexistingpolyhedral
C-to-CUDAcompilers[BRS10,ACE+12].
OneoftheperformancebottlenecksassociatedwithpolyhedralC-to-CUDAcompilationhas
todowithwavefrontparalelismorDOACROSS17loops.ThisissuewasstudiedbyPengand
Jingling[DX11]inthecontextofamodel-driventile-sizeselectionalgorithm.Inaddition,
Grosseretal.[GCK+13]proposedasplit-tilingmechanismthatavoidswavefrontparalelism
foracertainclassofstencilcomputations.
ArminGr¨oßlinger[Gr¨o09]showedthatexistingC-to-CUDAapproachesdonotutilizelocal
memoryeﬃcientlyincaseswhereanoutersequentialtimeloopexecutedbyeachCUDAthread
16http://www.cs.ucla.edu/~pouchet/software/polybench17Thistermisusedintheliteraturetodenotewavefront-paraleliterationspaces.
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traversesthedataelementsofalocalmemorybuﬀer.Itwasshownthatacompile-timeal-
gorithmbasedonpolyhedralanalysistoolscanoﬀerpreciseutilizationoflocalmemoryby
evictingthedataelementsthatarenolongerneededbysubsequenttimesteps.However,the
eﬀectivenessofthismethodwasonlydemonstratedfor1-dimensionalproblems. Forhigher
dimensionalproblemsthecostofevictingdatafromlocalmemorymightbetoohigh.
Yangetal[YXKZ10]presentedanalternativesource-to-sourcecompilationschemethatwas
notbasedonthepolyhedralmodeleventhoughthebenchmarksusedareSCoPs.Inparticular,
theinputsourceisanalreadyparalelizedcomputationwrittenasanaiveCUDA/OpenCL
kernelthatthecompilerattemptstopartitionandoptimize.Theeﬀectivenessofthismethod
wasdemonstratedforlinearalgebrakernelsandcomparedagainsttherespectiveCUBLAS18
methods. Eventhoughthismethodoﬀerssuperiorperformancecomparedtopolyhedralap-
proachesitsweaknessistherestrictiveapplicabilitysinceitcanonlybeappliedtoarelatively
smalsubsetofSCoPs,i.e.linearalgebracomputations.
Itisimportanttohighlightthataltheapproachesmentionedinthissectionrelyentirely
onthecompilertodirectlyproduceCUDAorOpenCLcode. Consequently,exploringthe
resultantdesignspacerequiresanempiricalormodel-driveniterativecompilationsearchas
indicatedbyBaskaranetal[BBK+08a]andYangetal[YXKZ10].Suchapproachalsoleads
toacomplex,platform-dependentandhardtomaintaincodegenerationalgorithm.Inthis
thesis(Chapter6)weproposeanalternativesource-to-sourcecompilationpaththatrelieson
aplatform-independentrun-timesystemwhichenablesustoformulateasimpleandportable
codegenerationmethod.Furthermore,theproducedcodeisparametricalytiledwhichalows
ustoavoidthecostofiterativecompilationinducedbyalothermethods.
2.4.2 RaisingtheLevelofAbstraction
Raisingthelevelofabstractiontoeasetheburdenofparalelandmemoryhierarchyaware
programminghasbeenanactiveareaofresearchformanyyears.Theemergenceofmanycore
processorsintroducedchalengesthatmotivatednewabstractionsandtheadaptationofexisting
18https://developer.nvidia.com/cublas
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ones. Withthissurveywewishtoidentifyalternativeavenuestowardsperformanceportability
throughsource-to-sourcecompilationandhowourworkrelatestothem.
OneoftheﬁrstattemptstoraisethelevelofabstractionforGPUprogrammingwasmade
byUengetal[ULBH08]withtheintroductionofCUDA-lite. ThemainfocusofCUDA-lite
isthememoryhierarchyofCUDAdevicesandhowsource-to-sourcecompilationcanbeused
toautomatetheireﬃcientutilization.InCUDA-lite,asetofdeclarativeannotationsguidea
compile-timeanalysisenginethatidentiﬁesglobalmemoryaccessfunctionandensurestheir
properalignment.Theydothatbypromotingunalignedaccessestolocalmemoryinanaligned
fashion.Thealignmentrequirementisthenliftedwhendataresideinlocalmemory. Avery
similarideawasalsopursuedbyYangetal[YXKZ10]butwithamorepowerfulanalysisthat
doesn’tdependondeclarativeannotations.
Thehi-CUDAmodelproposedbyDavidHanandTarekAbdelrahman[HA09]usesasetof
declarativeannotationstosequentialcodethatguideasource-to-sourcecompilertowardsgener-
atingCUDAcode.ThisconceptissimilartoCUDA-litebutwithalessinteligentoptimization
engine.Inparticular,hi-CUDAisnotsupposedtocarryoutanysophisticatedoptimizations
butsimplytofolowtheinstructionsexpressedbytheannotations.Inotherwords,itcanbe
consideredasasimpleandplatform-independentalternativetoCUDA.
AsimilarobjectivewaspursuedbyGarlandetal[GKZ12].Inparticular,aneﬃciency-oriented
(asopposedtoproductivity-oriented)notationisproposedthatfacilitatesauniﬁedenvironment
acrossdiﬀerentheterogeneousdevices.Itisstatedthatsuchapproachcanbeusedforrealizing
high-levelabstractionsorlibrariessimilartoThrust[BH11]–aprinciplethatisverysimilarto
themotivationbehindAvelas(Chapter7)inthesensethatitinvestigatesacommonplatform-
independentlayerthatcanbeviewedasaback-endabstractionforsource-to-sourcecompilation.
Recently,Dubachetal[DCR+12]presentedacompilertechnologytosupporttheJava-based
Limelanguage[ABCR10]forheterogeneouscomputing.Thestrengthoftheproposedsystemis
basedonthepropertiesoftheunderlyingtypesystemthatenablesthesource-to-sourcecompiler
toperformeﬃcientmanagementofthememoryhierarchywithoutresortingtosophisticated
aliasordependenceanalysis.
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Recentlyaswel,Baueretal.[BTSA12]introducedanewprogrammingmodelforheterogeneous
computingcaledLegion.Legionutilizesaruntimesystemthatalocatesandmanagesrecursive
taskseachoneassociatedwithalogicalregionspecifyingavarietyofdata-accessinformation
(e.g.data-accessregions,privilegesandcoherenceinformation).TheeﬀectivenessofLegionwas
demonstratedforthreeapplicationsexecutedonthreemulti-GPUclusters.Inparticular,itwas
shownthatLegionprogramscanachievesoftwareandperformanceportabilityonscalingmulti-
GPUclusters.However,theissueofsingle-GPUperformanceportabilitywasnotexamined.
AlongwiththeintroductionofnewabstractionsforGPUprogramming,therehasbeena
considerablebodyofresearchfocusingonadaptingexistingprogrammingmodelstoGPUs.
Forexample,Hongetal[HCC+10]investigatedthefeasibilityofamapReduce[DG08]im-
plementationforGPUtargetsbypresentingauniﬁedAPI,caledmapCG,thatservesasa
source-to-sourceback-endabstractionformapReduceprograms. Theirworkimprovesover
previousmapReduceimplementationslikeMars[HFL+08]andPhoenix[RRP+07]byreducing
thememoryrequirementsofmapReduceandproposingwaysofautomatingpartitioningand
schedulingofexecutionbetweenaCPUandaGPU.SimilarworkwasalsodonebyChenet
al[CHA12].
AdaptingOpenMPtosupportGPUtargetshasbeencomprehensivelystudiedbyLeeet
al[LE10,LME09]andshowntobeapromisingperspective.Itwasshownthatdirecttranslation
ofexistingOpenMPapplicationsdoesnotalwaysyieldgoodperformanceandasaresultnew
optimizationsareneededespecialyforensuringtheproperSIMDalignmentofglobalmemory
accesses.Suchoptimizationswerebasedonsyntacticpattern-matchingandlooptransforma-
tionslikeparalelloop-swapandmatrixtransposeforregularapplications,andloopcolapsing
forirregularones.
Kl¨ockneretal[KPL+09]proposedpyCUDA–ahigh-levelruntimesystembasedonthepython
scriptinglanguagethattargetsCUDAdevices.Thisapproachthoughfocusesonruntimecode-
generationmechanicswithoutattemptingtoautomateanyanalysisoroptimizationtechniques.
SimilarworkhasbeendemonstratedforMatlabbyFaticaandJeong[FJ07].
Thefeasibilityofusingagraph-basedintermediaterepresentationforeﬃcientpartitioningand
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schedulingofexecutionbetweenahostCPUandaCUDAdevice,wasinvestigatedbyGrossman
etal[GSBS11]byadaptingIntel’sConcurrentColections(CnC)programmingmodel. More
speciﬁcalytwoextensionstoCnCareproposednamelymultithreadedstepsandautomatic
generationofdataandcontrolﬂowbetweenCPUstepsandGPUsteps.
Theeﬀectivenessofdirective-basedlanguageshasreceivedconsiderableattentionandresulted
inhighlypromisingsystems. AleadingrepresentativeistheOpenAccstandardexaminedby
Wienkeetal[WSTaM12]andLeeetal[LV12].InfactLeeandVetter[LV12]presentanevalu-
ationofcommercialandacademicdirective-basedlanguagesincludingPGI19,hmpp[DBB07],
OpenMPC[LE10],hi-CUDA[HA09]andR-stream[LVM+10]. Theirstudythoughdidnot
includeMint[UCB11],aspecializeddirective-basedlanguageforstencilcomputationsthatwas
showntobeeﬀectiveforsimplestencilkernels.
Thissectionconcludeswithareferencetodomain-speciﬁclanguages(DSLs). DSLsarespe-
cializedlanguagesdesignedforcertainkindsofcomputationsandthereforeleveragedomain-
speciﬁcassumptionstoassistanalysisandoptimization[VDKV00]. Dattaetal.[DMV+08]
presentedoneoftheﬁrstattemptstorealiseaDSLforstencilcomputationstargetingmul-
tipleplatformsincludingGPUs.Itwasshownthatiterativecompilationcombinedwitha
DSLspeciﬁcationcanyieldperformanceportabilityacrossavarietyofhardware.Holewinsky
etal.[HPS12]presentedaDSLframeworkforsimplestencilstargetingOpenCL/CUDAand
performedtuningexperimentsfortile-sizeselection. Theproposedmethodwasbasedonan
overlappedtilingschemeintroducedbyKrishnamoorthyetal.[KBB+07]andalsousedbyMeng
etal.[MS09]inthecontextofGPUs.OtherprojectsonDSLsformanycoreprocessorsinclude
OP2[MGR+12,BBL+12],Nikola[MM10],Obisidian[SCS10],FLAME[GGHVDG01]andthe
workbyCarteyetal.[CLdM12].
2.4.3 Conclusionsand Motivation
AnimportantobservationfromtheliteraturesurveyofSections2.4.1and2.4.2isthatmost
previousworkreliessolelyonthecompilertoproducetherightcodeforagivenGPUdevice.
19http://www.pgroup.com/resources/accel.htm
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Inthatcase,performanceportabilitycanbeachievedeitherthroughiterativecompilation,
orthroughasinglesophisticatedcompilationstep. Perhapstheonlyexceptionisthework
fromHolewinskyetal[HPS12]thatproposesamethodforrun-timetile-sizeselectionusing
OpenCLasthetargetlanguagethusaimingavarietyofGPUdevices.Themainweaknessof
thisapproachthoughistheveryrestrictedapplicabilitysinceitcanonlybeappliedonsimple
stencilprograms(e.g.Jacobimethodorsimilar).
Usingaplatform-independentrun-timelayer–thatexistsbetweenahigh-levelprogramming
abstractionandlow-levelGPUcode–thatactsasthetargetlanguageforasource-to-source
compilerhasbeenproposedinthepast[GKZ12,HCC+10,HPR+08].Themainmotivationhere
istosimplifythecodegenerationpassofsource-to-sourcecompilationandalsomakethesource-
to-sourcecompilereasilyportableacrosstargets.However,tothebestofourknowledge,none
oftheproposedrun-timesareusedforrun-timeperformancetuning.Inotherwords,existing
run-timesystemsarenotdesignedtohandleparametricinputthusrelyonthecompilerto
providetheexactexecutionparameters(e.g.partitioningparameterslikework-groupsizesand
localmemoryusage)orevenmakethosedecisionsautomaticaly.
Inthisthesiswepresentanovelsource-to-sourcecompilationpaththatgeneratesparametri-
calytiledGPUcodeforanimportantsetofloop-programs,namelySCoPs.Suchsource-to-
sourcestrategyalowsustoavoidthecostofiterativecompilationandthusattainperformance
portabilityatlowcost.Furthermore,wealsoproposearun-timesystemthatsimpliﬁescode
generationandrealizesanovelprogrammingmodelthathandlesexecutionparametersand
localmemoryusagedynamicalyatrun-time–somethingthathasnotbeenattemptedbefore
byanyworkthatweknowof.
2.5 ThesisContributions
Thisthesismakesthefolowingspeciﬁccontributionswithrespecttosource-to-sourcecompi-
lationformanycoreprocessors:
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1.Thedesignandimplementationofanobject-orientedpolyhedralcompilerframeworkis
presented,caledRosePoly. Unlikesimilarwork,RosePolyisdesignedasanAPIand
thereforeclearlydistinguishesasetofextensible/customizableobject-orientedbuilding
blocksforautomaticparalelizationandlocalityoptimizationofSCoPs.
2.Asimpleimprovementtoawel-knownautomaticparalelisationalgorithmnamelyPluto[BBK+08b]
isproposed.Thisimprovementenablesustodistinguishbetweenambiguousdependence
constraintsthatcouldleadtowavefrontorfulyparaleldegreesofparalelismdepending
ontheirlayoutintheglobalconstraintmatrix.
3.Anewsource-to-sourcecompilationpathisproposedthatproducesparametricalytiled
GPUcodeforstaticcontrolprograms(SCoPs).Suchparameterizedprogramscanbe
usedasplatform-independenttemplatesamenabletorun-timeperformancetuning.In
thecontextofparametricGPUcodegenerationthisthesismakesthefolowingindividual
contributions:
•Developsaplatform-independentrun-timeenvironmentforeﬀective mappingof
wavefrontparalelismtoGPUs.
•Proposesasimpleloopvectorizationalgorithmthateliminatesunecessarywavefront
paralelismresultedfrominter-statementdependences.
•Introducesadynamiclocalmemorymanagementschemethatenablesrun-timeex-
plorationoflocalmemoryusagethroughdynamicalocationofbuﬀers.
4.Presentsapreliminaryinvestigationpertainingthefeasibilityoftheparametrictilingrun-
timesystemasageneralpurposeprogrammingmodelforGPUs. WecalthistheAvelas
run-timesystem.
2.5.1 Publications
Theresearchandtechnicalcontributionspresentedinthisthesisresultedinthefolowingpub-
lications:
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1.RosePoly:User’smanual–TechnicaldocumentationoftherosePolyframeworkpublicly
availableaspartoftheROSEcompilerinfrastructure20(/rose/projects/RosePolly/doc).
(Chapter5)
2.MoreDeﬁniteResultsfromthePlutoSchedulingAlgorithm–presentedattheﬁrstinter-
nationalworkshoponpolyhedralcompilationtechniques(IMPACT2011)inconjunction
withCGO2011(ChamonixFrance).(Chapter4)
3.ParametricGPUCodeGenerationforStaticControlPrograms–Internationalworkshop
onLanguagesandCompilersforParalelComputing(LCPC2013).(Chapter6)
20www.rosecompiler.org
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Chapter3
ThePolyhedral Model
Thischapterpresentsanoverviewofthepolyhedralmodel,ananalysisandoptimizationframe-
workformachine-independentautomaticparalelizationandlocalityoptimization. Afteran
introductionandoverviewoftheframeworkthemaincomponentsofpolyhedralcompilation
arepresented.Thesecomponentsare:(i)thedomain(Section3.3),(i)thescheduleoraﬃne
transformation(Section3.4),(ii)thememoryaccessfunctions(Section3.5)and(iv)thepolyhe-
draldependences(Section3.6).Finaly,Section3.7showshowthesecomponentscansynthesize
apracticalpolyhedralcompilerwhileSection3.8providesatable(Table3.1)withthemost
commonlyusedpolyhedrallibraries.
3.1 Introduction
Thepolyhedralmodeloraﬃnetransformtheory[ALSU07]isanalternativetoabstractsyntax
trees(AST)thatenablescompilerstoanalyseandtransformprogramsbyutilizingrobust
mathematicalabstractionsandlibrarieslikesystemsofaﬃneinequalities(i.e. Z-polyhedra),
integerlinearprogramming,Fourier-Motzkineliminationetc. Thesyntaxtreesthatcanbe
capturedbythepolyhedralmodelarecaledStaticControlProgramsorSCoPsandtheyare
essentialyloop-basedcomputationkernelswithstaticalypredictablecontrolﬂow.Inpractice,
ifweconsiderahigh-levelsyntacticintermediaterepresentation(IR)liketheoneusedinROSE
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(seeSection2.2)thenSCoPsarerestrictedtoarbitrary-nestedfor-loopsthatcomplytothe
SCoPrestrictionsofSection2.3.However,Grosseretal[GGL12]showedthatanSSA-based
compilerlikeLLVM(seeSection2.2)canliftthesesyntacticrestrictionsbyoperatingona
low-levelrepresentationwhereloop-basedcomputationshaveamoregenericdeﬁnition.
Oneoftheprimarymotivationsforusingthepolyhedralmodelistoavoidaclassicrestrictionof
ASTswithrespecttoprogramtransformationsnamelythephaseorderingrestriction[GVB+06].
Inparticular,multipleASTtransformationsaretypicalyperformedasorderedsequencesof
individualtransformationstepseachonerelyingonsyntacticpattern-matchinganalysis.The
orderingofthesestepsbecomesanimportantconcernifweconsidertheirimpactonthesizeand
complexityoftheAST.However,ifweuseamathematicalrepresentationlikethepolyhedral
model,thisconcerngoesawaysincewecanrepresent/composearbitrarysequencesoftransfor-
mationsthatcanbeappliedinasinglestep.TheexampleofFigure3.1showsanADIkernel
(AlternatingDirectionImplicit)thathasbeenanalyzedandtransformedusingthepolyhedral
model. Noticethatacombinationofloopfusionandloopskewinghasbeenappliedtothe
originalkernelsimplythroughtheaﬃnefunctionsofFigure3.1b.Thesefunctionshavebeen
derivedfromasophisticatedpolyhedralschedulingalgorithmcaledPluto[BR07,BBK+08b]
thatmaximizesparalelismandlocalitythroughintegerlinearprogrammingformulations.
3.2 Overview
ThepolyhedralrepresentationofaSCoP(StaticControlProgram)consistsofalistofcom-
putationstatementsSi:i=0,...,Neachonecarryingthreemainpiecesofinformation
namelythedomainDSi,thescheduleFSiandtheaccessfunctionsΠijforeachmemoryrefer-
encej=0,...,MiofSi.ThedomainDSiofeachstatementSidenotesanexecutiondomain
throughaﬁnitesetofaﬃneinequalitiesi.e.apolyhedron.ThescheduleFSidenotesanexecu-
tionorderthroughamulti-dimensionalaﬃnetransformationfromtheoriginaldomainDSitoa
newtransformedone1withanewlexicographicordering.Evidently,ﬁndingschedulesthatlead
tobettersoftwareperformanceisthemainobjectiveofapolyhedralcompiler.Theseschedules
1Polyhedraltransformationsarenotrestrictedtounimodularones[Ram95,Bas04]
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for ( t = 0 ; t< TT ; t++ ) {
for ( i1 = 0 ; i1< NN ; i1++ ) {
for ( i2 = 1 ; i2< NN ; i2++ ) {
S0(t,i1,i2) : X[i1][i2] = X[i1][i2]− X[i1][i2−1]∗A[i1][i2]/B[i1][i2−1];
S1(t,i1,i2) : B[i1][i2] = B[i1][i2]− A[i1][i2]∗A[i1][i2]/B[i1][i2−1];
}
}
for ( i1 = 1 ; i1< NN ; i1++ ) {
for ( i2 = 0 ; i2< NN ; i2++ ) {
S2(t,i1,i2) : X[i1][i2] = X[i1][i2]− X[i1−1][i2]∗A[i1][i2]/B[i1−1][i2];
S3(t,i1,i2) : B[i1][i2] = B[i1][i2]− A[i1][i2]∗A[i1][i2]/B[i1−1][i2];
}
}
}
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f o r ( t = 0 ; t< TT ; t++ ) {
f o r ( i 1 = 0 ; i 1< NN ; i 1++ ) {
f o r ( i 2 = 1 ; i 2< NN ; i 2++ ) {
S0( t , i 1 , i 2 ) : X [ i 1 ] [ i 2 ] = X [ i 1 ] [ i 2 ]− X [ i 1 ] [ i 2−1]∗A [ i 1 ] [ i 2 ] / B [ i 1 ] [ i 2−1 ] ;
S1( t , i 1 , i 2 ) : B [ i 1 ] [ i 2 ] = B [ i 1 ] [ i 2 ]− A [ i 1 ] [ i 2 ]∗A [ i 1 ] [ i 2 ] / B [ i 1 ] [ i 2−1 ] ;
}
}
f o r ( i 1 = 1 ; i 1< NN ; i 1++ ) {
f o r ( i 2 = 0 ; i 2< NN ; i 2++ ) {
S2( t , i 1 , i 2 ) : X [ i 1 ] [ i 2 ] = X [ i 1 ] [ i 2 ]− X [ i 1−1 ] [ i 2 ]∗A [ i 1 ] [ i 2 ] / B [ i 1−1 ] [ i 2 ] ;
S3( t , i 1 , i 2 ) : B [ i 1 ] [ i 2 ] = B [ i 1 ] [ i 2 ]− A [ i 1 ] [ i 2 ]∗A [ i 1 ] [ i 2 ] / B [ i 1−1 ] [ i 2 ] ;
}
}
}
(a) Original program
Figure 3.1: This is just some random shit
One of the primary motivations for using the polyhedral model is to avoid a classic restriction of
ASTs with respect to program transformations namely the phase ordering restriction [GVB+06].
In particular, multiple AST transformations are typicaly performed as ordered sequences of
individual transformation steps each one relying on syntactic pattern-matching analysis. The
ordering of these steps becomes an important concern if we consider their impact on the size and
complexity of the AST. However, if we use a mathematical representation like the polyhedral
model, this concern goes away snce we can represent/compose arbitrary sequences of trans-
formations as a single aﬃne transformation that can be applied in a single step. Furthermore,
with a polyhedral representation we are able to capture al the runtime instances of statements
as wel as precise memory access information which is a property that admits to powerful and
robust analysis engines.
FS0= (t+i1 +i2, t+i1, t+i2,0)
FS1= (t+i1 +i2, t+i1, t+i2,0)
FS2= (t+i1 +i2, t+i1, t+i2 + 1,1)
FS3= (t+i1 +i2, t+i1, t+i2 + 1,1)
(a)Originalprogram
(b)Aﬃnefunctions
for ( c1=1 ; c1<=2∗NN+TT−3 ; c1++ ) {
if ( c1<= NN−1 ) {
S0(0,0,c1);
S1(0,0,c1);
}
par for ( c2=max(1,c1−NN+1) ; c2<=min(c1−1,NN+TT−2) ; c2++ ) {
if ( c2<= NN−2 ) {
S0(0,c2,c1−c2);
S1(0,c2,c1−c2);
}
if ( c2>= NN−1 ) {
S0(c2−NN+1,NN−1,c1−c2);
S1(c2−NN+1,NN−1,c1−c2);
}
par for ( c3=max(c1−NN+2,c1−c2+1) ; c3<=min(c1,c1−c2+TT−1) ; c3++ ) {
S0(−c1+c2+c3,c1−c3,c1−c2);
S1(−c1+c2+c3,c1−c3,c1−c2);
S2(−c1+c2+c3−1,c1−c3+1,c1−c2);
S3(−c1+c2+c3−1,c1−c3+1,c1−c2);
}
if ( c2>= TT ) {
S2(TT−1,c2−TT+1,c1−c2);
S3(TT−1,c2−TT+1,c1−c2);
}
}
if ( c1<= NN+TT−2 ) {
par for ( c3=max(1,c1−NN+2) ; c3<=min(TT,c1) ; c3++ ) {
S2(c3−1,c1−c3+1,0);
S3(c3−1,c1−c3+1,0);
}
}
}
(c)Transformedprogram
Figure3.1:Thisexampledemonstratesthepowerofpolyhedralcompilationbyshowinghow
acompositionofcomplextransformationslikeloopfusionandloopskewingiscapturedbya
smalsetofaﬃnefunctions.
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Figure3.2:UMLstructureofthepolyhedralmodel.
mustrespectasetofdependenciesbetweenmemoryaccessesinordertoensurecorrectnessof
thetransformedSCoP.
Thenextfoursectionswildiscusstheseconceptsinmoredetailwithanemphasisonthe
data-structuresused.Figure3.2depictsaUMLviewofthepolyhedralmodel.
3.3 TheDomain
Formaly,ifastatementSissurroundedbymloopsthenitsexecutiondomainistheconvex
setofalvectorsxS∈Zm thatsatisfy(3.1)wherexSistheiterationvectorofS,navector
ofsymbolicparametersandDSanintegercoeﬃcientmatrixwhereeachrowofDSrepresents
anaﬃneloop-boundexpression.Clearly,sinceiterationvectorscanonlyhaveintegralvalues,
inequality(3.1)deﬁnesanintegerpolyhedronorinotherwordsaZ-Polyhedron.Theexample
ofFigure3.3showsasimpleloopnestalongwithasetof6aﬃneinequalitiescorrespondingto
theloopboundsandconditionalssurroundingS0.
DS·


xS
n
1

≥0 (3.1)
ThissetofaﬃneinequalitiescanbeusedtoconstructtheexecutiondomainDS0ofS0shown
inFigure3.3(c). NotethatthedisjunctiveconditionalsurroundingS0resultsinaconcave
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Figure 2.1: Basic UML structure of the polyhedral model
DS·

 xSn
1

≥0 (2.1)
This set of aﬃne inequalities can be used to construct the execution domain
DS0 ofS0shown in Figure 2.2c. Notice that the disjunctive conditional sur-roundingS0results in a concaveZ-Polyhedron which is typicaly implemented
as a linked list of 2D integer matrices where each matrix represents a convex
Z-Polyhedron according to (2.1) and the entire domain is a disjunction of such
polyhedra (linked list)2.
f o r ( i = 0 ; i< N ; i++ )
f o r ( j = 5 ; j< N−5 ; j++ )
i f ( i>= 5 | | j<= 10 )
S0( i , j )
(a)
(b) (c)
Figure 2.2: This example shows a syntactic form of a loop-nest (a), a ﬁnite set of
aﬃne inequalities corresponding to that loop-nest (b), and the actual polyhedral
representation (c).
2Of course these implementation details are not exposed to the user by the RosePoly API
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(a) (b)
Figure3.3:Thisexampleshowsasyntacticformofaloop-nest(a),aﬁnitesetofaﬃnein-
qualitiecorrespondingtothatloop-nest(b),andtheactualpolyhedralrepresentation(c).
Z-Polyhedronwhichcanbeimplementedasalistofintegermatriceswitheachmatrixrepre-
sentingaconvexZ-Polyhedronaccordingto(3.1)andtheentiredomainbeingadisjunctive
listofsuchpolyhedra.
3.4 TheSchedule
Theimplicitexecutionorderofalthepointsinsideanexecutiondomainisthelexicographic
one.Forexampleiteration(0,4)isexecutedbefore(1,0)accordingtotheoriginalexecution
domainofFigure3.4.Ifwewishtochangethatorderwewouldneedtodeﬁneanaﬃne
transformationthatwouldmapeachpointtoanewtransformeddomaineﬀectivelychanging
thelexicographicorderandasaresulttheexecutionorder.Figure3.4showsanexampleofa
loopskewingtransformationimplementedasanaﬃnetransformationwhileFigure3.5showsa
loopfusionexample.
Findingtherightpolyhedraltransformationsorscheduleshasbeenanactiveareaofresearch
sincetheearly90s.Earlyapproachesreliedonaspace-timeviewofaschedulewheretwodiﬀer-
entalgorithmswereusedforcalculatingaspacemapping(machineindependentparalelization
ortimeminimization)andtimemapping(machinedependentplacementforcommunication
minimization)respectively[Fea92b,Fea94,DV94,DR96]. Griebl[Gri04]laterreﬁnedthose
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Figure3.4:Loopskewinginthepolyhedralmodel.
Figure3.5:Loopfusioninthepolyhedralmodel.
methodsbyintroducinganindex-setsplittingtechnique–splittingadomainintomultiplesec-
tionsandderivingascheduleforeachoneseparately–andaplacementalgorithmfordistributed
memorymachines.
Limetal[LCL99,LL98,ALSU07]introducedaholisticviewoftheproblemwithasingle
machine-independentschedulingalgorithmthatcouldﬁndlinearlyindependentpartitionmap-
pings(i.e.aﬃnetransformations)thatmaximizethedegreeofparalelismandminimizecom-
municationatthesametime.ThisideawasextendedbyBondhugulaetal[BBK+08b,BR07]
withtheintroductionofthePlutoschedulingalgorithm. Acomprehensiveandformaldis-
cussionofschedulingalgorithmsinthepolyhedralmodelwasrecentlypresentedbyDarteet
al[DRVV00].Itisworthnotingthatmachine-dependentschedulingalgorithmstargetingGPUs
havealsobeenproposedbyBaskaranetal[BBK+08a]andCongetal[CZZ12].Themainmoti-
vationforthesealgorithmsisthehugeperformancebeneﬁtwecangetifwederiveanexecution
schedulethatyieldscoalescedglobalmemoryaccesses.Later,Uengetal[ULBH08]showed
thatsuchapproachcanbeavoidedifweusecoalescedglobalmemoryaccessestopromote
uncoalesceddatatolocalmemory.
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f o r ( i = 0 ; i< N ; i++ ) {
f o r ( j = 0 ; j< N ; j++ ) {
S0 : . . . = A [ i ] [ j ] ;
S1 : A [ i + 1 ] [ j +1] = . . . ;
}
}
(a)
(b) Read access (c) Write access
Figure 2.5: Example showing how array access functions are handled by the
polyhedral model
matrices. This representation alows us to perform precise dependence analysis
(see Section 2.4), temporal/spatial locality optimizations as wel as scratchpad
memory management (and other forms of software managed memories). To the
best of our knowledge, this representation can only support multi-dimensional
array references of basic data types (e.g. integers, ﬂoats etc.) [8]. Note that
scalar variables can folow this deﬁnition if we think of them as arrays with zero
dimensionality.
2.4 Polyhedral Dependencies
A vital part of the polyhedral representation of a scop is a setEof polyhedral
dependence edgese∈E. Polyhedral dependencies are vital because they are the
main driving force of a polyhedral analysis engine. Their main diﬀerence from
conventional dependences is their ability to capture dependence edges between
run-time instances of statements thus giving us precise dependence information.
A polyhedral dependencee∈Eis characterized by a dependence polyhedron
Peconsisted of the source and destination execution domains along with an
aﬃne transformation that maps each destination (consuming) instance to the
corresponding source instance. Figure 2.6 shows an example of a dependence
polyhedron representing the true dependence betweenS0andS1of Figure 2.5.
2.5 Basic Polyhedral Compilation Flow
The typical polyhedral compilation ﬂow consists of three main stages. The
ﬁrst stage (front-end) is responsible for extracting the polyhedral model from a
syntactic representation of the program. The second stage analyses the program
and derives a new execution order through aﬃne transformations (i.e. schedules)
as described in Section 2.2. Finaly, the last stage (back-end) converts the
polyhedral model back to a syntactic tree or directly into the target source
code. Figure 2.7 depicts a generic polyhedral compilation ﬂow.
There are two kinds of ways a program can enter the polyhedral compilation
ﬂow. The user can annotate computation kernels or the entire program could
be analysed be the front-end in order to detect maximal program parts that
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Figure3.6:Exampleshowinghowarrayaccessfunctionsarecapturedbythepolyhedralmodel
Anorthogonalapproach oschedulingwaspursuedbyGirbletal[GVB+06],Pouchetet
al[PBB+10,PBB+11]andVasilacheetal[VBCG06]whereschedulesarederivedthrough
iterativecompilationcombinedwithempiricalormodel-drivensearch.
ThisthesisfocusesonthePlutoschedulingalgorithm[BBK+08b,BR07]orsimplyPlutowhich
isconsideredoneofthemostrobustalgorithmstodate. Amoredetaileddiscussionwilbe
presentedinChapter4.
3.5 MemoryAccessFuncti s
Memoryaccessfunctionsareaﬃnetransformationsthatmapeachpointofanexecutiondomain
toapointinthedataspaceofthecorrespondingvariable. LetΠijbeanaﬃnetransform
representingthememoryaccessfunctionofanarrayreferencej=0,...,Niofastatement
Si:i=0,...,M. Figure3.6showsanexampleofmemoryaccessfunctionsinterpretedas
aﬃnetransformationmatrics.Notethatscalarvariablecanfolowthidﬁnitionifwethink
ofthemasarrayswithzrodimensionality.
3.6 PolyhedralDependencies
AvitalpartofthepolyhedralrepresentationofaSCoPisasetEofpolyhedraldependenceedges
e∈E.Polyhedraldependenciesarevitalbecausetheycomprisethemainsetofconstraints
thatrestrictthespaceofvalidschedulingfunctions.Theirmaindiﬀerencefromconventional
dependences[KA01,Wol90]istheirabilitytocapturedependenceedgesbetweenrun-time
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instancesofstatementsthusgivingusaﬁne-grainedcharacterization.
Apolyhedraldependencee∈Eisdeﬁnedasavectorofaﬃnefunctionshe(xsinke)mappinga
sinkexecutionspacecharacterizedbyxsinke∈DSsinketoasourceexecutionspacecharacterized
byxsrce∈DSsrce:
xsrce=(he0(xsinke),...,hed(xsinke))
wheredisthedimensionalityofthesourceexecutionspace.Byputtingthosefunctionstogether
withDSsinke andDSsrce intoasingleintegermatrix,weeﬀectivelyformwhatiscommonly
knownasthedependencepolyhedronPeofdependencee∈E.Figure3.7showsanexampleof
adependencepolyhedronrepresentingthetruedependencebetweenS0andS1ofFigure3.6.
Inparticular,theupperleftsectioncapturesDSsinke,thesectionrightbelowtheupperempty
sectioncapturesDSsrcewhilethebottomsectionstoresthemappingfunctions.
Thedependencevectorev(e)associatedwithadependenceedgee∈Ecanbedeﬁnedbythe
folowingpiecewisefunction:
ev(e)=(δe0,...,δed),
δei=


1ifxsinke−hei(xsinke)>0,
0ifxsinke−hei(xsinke)=0,
−1ifxsinke−hei(xsinke)<0.
fori∈[0.d]
Adependencevectorev(e)canbeimplementedsimplybyappendingeachbranchofδeitoPeand
subsequentlytestingPeforemptinessusingapolyhedrallibrary(seeSection3.8).Diﬀerencesin
thedimensionalitiesofhei(xsinke)andxsinkecanbeeliminatedbyaddingsemanticspreserving
one-timeloops(i.e.dimensions)ifnecessary.Theconceptofdependencevectorswilbeuseful
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(a) Dependence polyhedron (b) Dependence edges (i−1, j−1)→ (i, j)
Figure 2.6: This example shows how the true dependence between Π00and Π10
of Figure 2.5 is represented in the polyhedral model
Figure 2.7: Basic polyhedral compilation ﬂow.
satisfy the polyhedral model restrictions. In both cases one needs to evaluate a
syntax tree against these restrictions before proceeding to the model extraction
phase.
Currently there are two diﬀerent ﬂavours of polyhedral analysis found in the
literature. According to the ﬁrst approach (fuly-automatic) one tries to ﬁnd an
optimal set of aﬃne transformations out of al the legal ones [9, 7, 4] whereas
the second approach (semi-automatic) applies individual loop transformations
(e.g. loop interchange, loop skewing etc.) and validates the result against the
polyhedral dependencies of the program [11, 18]. Figure 3.1 depicts how this
generic ﬂow is reﬂected on an existing polyhedral framework namely PoCC [14].
9
(a)
i 
j 
Dependencepolyhedron (b)Dependenceedges(i−1,j−1)→ (i,j)
Figure3.7:ThisexampleshowshowthetruedependencebetweenΠ00andΠ10ofFigure3.6is
representedinthepolyhedralmodel
inChapter6asitprovidesaconvenientabstractionofinter-tiledependences.
Polyhedraldependenciesarederivedfromadependenceanalysisalgorithmwhichaccordingto
Pughand Wonnacott[PW95]canbeeithermemory-based orvalue-based. Theformerkind
constructsadependenceedgeforeachpairofaccessesthatrefertothesamememorylocation
andatleastoneofthemmodiﬁesthatlocation(i.e.performsawriteoperation).Evidently,
thisapproachisconservativeaseachaccessdependsonthelastwriteoperationasopposed
toalprecedingwriteoperations. Therefore,thismayleadtoredundantdependences2that
candegradetheperformanceofaschedulingalgorithm(asmoredependencescorrespondto
moreoptimizationconstraintsfor heschdulingalgorithmtosatisfy),butwithoutaﬀcting
thederivedschedules.Nevertheless,me ory-baseddependencanalysiiseasiertoimplement
andfastertoexecutethusbeingasensibleapproachinpractice.
Thelatterkind(i.e.value-baseddependenceanalysis)eliminatestheredundantmemory-based
dependencesandkeepsonlythosethatdon’thaveintermediatewrites.Inotherwordsitoﬀers
precisedependenceanalysisalsoknownasarraydata-ﬂowanalysis.Theseminalworkonvalue-
baseddependenceanalysiswasdonebyPughand Wonnacott[PW94]andFeautrier[Fea91],
whileGriebl[Gri04]presentedapragmaticsummarizationanddiscussionalongwithapractical
dependenceanalysisalgorithm.
2Thesedependencesarealsocaledtransitivedependences
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Figure3.8:Basicpolyhedralcompilationﬂow
Figure3.9:CompilationﬂowandstructureofthePolyhedralCompilerColectionorPoCC
3.7 CompilationFlow
Atypicalpolyhedralcompilationﬂowconsistsofthreemainstages.Theﬁrststage(front-end)
isresponsibleforextractingthepolyhedralmodel(includingdependencepolyhedra)froma
syntacticrepresentationoftheprogram.Thesecondstageoptimizestheprogramandderives
anewexecutionorderthroughaﬃnetransformations(i.e.scheduling)asdescribedinPara-
graph3.4.Finaly,thelaststage(back-end)convertsthepolyhedralmodelbacktoasyntactic
treeordirectlyintothetargetsourcecode.Figure3.8depictsthisstructure,whileFigure3.9
showshowthisgenericﬂowisreﬂectedonarealpolyhedralcompilercaledPoCC3.
3.8 PolyhedralLibraries
Whatdrivesapolyhedralcompilationengineisasetofpolyhedrallibraryfunctionsprovid-
ingfundamentalabstractionsandoperationsonsystemsofaﬃneconstraintslikeintersection,
3http://pocc.sourceforge.net
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Library Description
PolyLib Colectionofbinaryandunaryoperationsonvectors,matrices,lattices,poly-
hedra,Z-Polyhedraandunionsofpolyhedra. DoesnotincludeILPsolvers
(http://icps.u-strasbg.fr/polylib/).
PIPlib PIPstandsforParametricIntegerProgrammingandisalibraryusedforsolv-
ingparametricintegerlinearprograms.Itisusedinordertoﬁndthelexi-
cographicminimum(ormaximum)inasetofintegralpointsbelongingtoa
convexpolyhedron(http://www.piplib.org/).
PPL TheParmaPolyhedralLibraryprovidesabstractionsforhandlingpolyhedra
alongwitharichsetofoperations.Italsoprovidesaparametricintegerpro-
grammingsolverbasedonanexact-arithmeticversionofthesimplexalgorithm
(http://bugseng.com/products/ppl/).
Omega SimilartoPPLandPolylib(http://www.cs.umd.edu/projects/omega/).
ISL InspiredbytheOmegasystem,theIntegerSetLibraryprovidesacompleteset
ofabstractionsandoperationsonsystemsofaﬃneconstraints.Italsoincludes
ILPsolverswithmin/maxoperationsonpolyhedraandanintuitivefront-end
interface/parsersystemthatenablesuserstoutilizethelibrarythroughahigh-
levellanguage(https://www.ohloh.net/p/isl).
CLooG Itprovidesanextendedqulereetal.[QRW00]algorithmforeﬃcientlyscan-
ningpolyhedrawithfor-loops. Inotherwordsitprovidesthenecessary
functionalityforconvertingthepolyhedralmodelbacktoasyntacticform
(http://www.cloog.org/).
Table3.1:Listofpolyhedrallibrariesaccompaniedwithashortdescription.
union,projectionalongwithintegerlinearprogrammingsolvers(ILP),Fourier-Motzkinelimi-
nationetc.Table3.1presentsasetofthemostcommonlyusedlibrarieswithashortdescription.
Chapter4
AutomaticParalelization:ThePluto
SchedulingAlgorithm
ThePlutoschedulingalgorithm[BBK+08b,BR07]isawel-knownalgorithmforautomatic
paralelizationandlocalityoptimizationinthepolyhedralmodelandisconsideredthedefault
machine-independentloopoptimizerfortheremainderofthisthesis.Itseekslinearlyinde-
pendentaﬃnetransformations–orschedules–foreachstatementofaSCoP,suchthattotal
communicationisminimized1.Thisisachievedbyconstructingandsolvingsystemsofaﬃne
constraintsonschedulecoeﬃcientsbymeansofintegerlinearprogramming(ILP)solvers.In
thischapterwearegoingtooutlinethebasicconceptsandarchitectureofthePlutoalgorithm
andalsoshowthatinsomecasesPlutocanbesensitivetothelayoutoftheschedulingcon-
straints. Morespeciﬁcaly,thesensitivityliesintheorderingoftheunknowncoeﬃcientsinthe
constraintmatricesorinotherwordsintheorderingoftheircolumns.
1Informaly,inthecontextofPlutoscheduling,communicationisthenumberofdistinctloopiterationsthat
dependonagivenloopiteration
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4.1 PlutoScheduling
A1-DaﬃnetransformofastatementSdenotedbyΦ(xS)=h·xS–wherexSistheiteration
vectorofSandharowvector– mapseachruntimeinstanceofStoanewhyperplane
instanceonthetransformediterationspace. Tworun-timeinstancesx1Sandx2SofSwhere
Φ(x1S)=Φ(x2S)belongtothesamehyperplaneinstanceorinotherwordstothesameloop
iterationofthetransformediterationspace.Therefore,Φ(xS)eﬀectivelyrepresentsanewloop
inthetransformedspace.
Obviously,inordertoobtainsuchtransformsweneedtomakesurethattheydonotviolate
anyofthedependenciesEoftheoriginalprogram.Inotherwordsweneedtomakesurethat
foreachdependencee∈Ethesinkrun-timeinstancexsink∈Peismappedtothesameor
subsequenthyperplaneinstancethanthesourcexsrc∈Pe.InthePlutocontextthesearecaled
permutabilityconstraintsorlegality-of-tilingconstraintsandareformulatedasfolows:
Φ(xsink)−Φ(xsrc)≥0, ∀xsink,xsrc∈Pe, ∀e∈E (4.1)
Anadditionalsetofconstraintscomesfromtheneedtominimizethedistancebetweenthe
sourceandthesinkofeachdependenceorinotherwordsminimizecommunication. Thisis
donebyintroducingacostfunctionδe(n)to(4.1)whichisanunknownaﬃneexpressiononthe
symbolicparametersnofourSCoP.Asaresultwegetthesocaledcommunicationbounding
constraintsthatareformulatedasfolows:
δe(n)≥Φ(xsink)−Φ(xsrc), ∀xsink,xsrc∈Pe, ∀e∈E (4.2)
Acrucialobservationisthatboth(4.1)and(4.2)arenotaﬃneconstraintssimplybecause
thecoeﬃcientsofbothΦ(x)andδe(n)areunknown.Infactthesearethecoeﬃcientsweare
lookingforthusweneedtoeliminatetheiterationvectorsxsinkandxsrcandthevectorof
symbolicparametersnfrom(4.1)and(4.2).Inordertodothat,Plutoutilizestheaﬃneform
ofawelknownresultfromlinearprogrammingnamelyFarkas’lemma[Sch98].Accordingto
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Feautrier[Fea92a]Farkas’lemmastatesthatanaﬃneexpressionψ(x)ispositiveeverywhere
inadomainDψifandonlyifitisthesumofthefacesofDψ(i.e.individualinequalitiesor
rows)eachonemultipliedbyanon-negativemultiplier. Morespeciﬁcalywehave:
iff ψ(x)≥0 everywherein Dψ then ψ(x)≡λ0+
k
λk·Dψ, forλ0,λk≥0(4.3)
WecannowuseFarkaslemmaon(4.1)and(4.2)andgetthefolowingidentityrelations:
Φ(xsink)−Φ(xsrc)≡λe0+
k
λek·Pe, forλ0,λek≥0 (4.4)
δe(n)+Φ(xsrc)−Φ(xsink)≡λe0+
k
λek·Pe, forλ0,λek≥0 (4.5)
Throughsimplealgebraicmanipulation–i.e.identiﬁcation–wecannoweliminatexsrc,xsink
andnfrom(4.4)and(4.5).Becauseeachequalitycanbewrittenasapairofinequalities,after
theidentiﬁcationstepandaftereliminatingalthefarkasmultipliersfrom(4.4)and(4.5)using
Fourier-Motzkinelimination,weendupwithtwosetsofconstraintswhicharethefolowing:
Cpe·y≥0, where y =[
ScheduleCoeﬃcients
a1 ···an c] (4.6)
Cce·y≥0, where y =[
CostCoeﬃcients
p1 ···pm w a1 ···an c] (4.7)
wherenisthenumberofdimensionsforxsink(i.e.suroundingloops),mthenumberofsymbolic
parametersinourSCoPandwandccoeﬃcientsofconstantterms. Theseconstraintscan
beeasilycombinedintoaglobalconstraint matrixCglobalthatwouldalsoaccumulatethe
constraintsfromaldependenceedgese∈E:
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Cglobal·y≥0, where y =[
δe(n)
p1 ···pm w
ΦS1(xS1)
a11 ···a1n1 c1
···
···
ΦSN(xSN)
aN1 ···aNnN cN]
(4.8)
whereNisthetotalnumberofstatementsinourSCoPandnithedimensionalityofstatement
i∈[1.N].
Anintegerlinearprogrammingsolver(e.g.PIP[Fea88])cannowbeusedtoacquirethelexico-
graphicminimumforyin(4.8).Sincethecoeﬃcientsofδe(n)areintheleadingminimization
positionsthederivedschedulecoeﬃcientsaretheonesthatyieldminimumcommunicationi.e.
minimumcoeﬃcientsforδe(n). ThePlutoalgorithmthoughdoesnotstopherebecausewe
actualyseekmulti-dimensionalschedulesforeachstatementofourSCoP(i.e.atleastasmany
solutionsforeachstatementasitsdimensionality).Therefore,aftergettingtheﬁrstsolution,
PlutoappendsthesocaledorthogonalityconstraintstotheglobalconstraintmatrixCglobalto
makesurethatalsubsequentsolutionsarelinearlyindependent.
InordertoconstructtheorthogonalityconstraintsPlutoﬁrstderivestheorthogonalsub-space
H⊥Softhesolutionsfoundsofar(matrixHS)forastatementSwhichisdeﬁnedasfolows[LP93,
Pen55]:
H⊥S=I−HS(HS·HS)−1·HS (4.9)
Afterobtainingtheorthogonalsub-spaceH⊥S weneedtomakesurethatthenewsolutionhas
anon-negativecomponentinH⊥S.Plutodoesthatbyappendingthefolowingconstraintsto
Cglobal:
∀i,Hi⊥S ·hnewS ≥0 ∧
i
Hi⊥S ·hnewS ≥1 (4.10)
whereidenotesindividualrowsofH⊥S andhnewS thecoeﬃcientsofthenewscheduledimension
forS.Theseconstraintsessentialystatethattheremustbeatleastonerow(i.e.basisvector)
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oftheorthogonalsub-spaceH⊥S forwhichthedotproductwiththenewsolutionisnon-zero
andpositive.Restrictingthedotproducttobepositiveisdoneforeﬃciencybecausetaking
negativesolutionsintoaccountwouldyieldacombinatorialexplosionthathasnopractical
beneﬁt.Evidently,theseconstraintsensurelinearindependencebetweenthenewsolutionand
thealreadyfoundones.
Plutoalsoaddsanextrasetofconstraintstoavoidthetrivialsolutionofalschedulecoeﬃcients
beingzero.Thesearecalednon-trivialsolutionconstraintsandsimplyenforceΦ(xS)≥1for
eachstatementS.
Algorithm1presentsthecorestructureofthePlutoschedulingalgorithm–theresultofputting
togetheralthecomponentswehavedescribedsofar. AsweseethePlutoalgorithmﬁnds
linearlyindependentaﬃnetransforms(i.e.schedules)andstopswhenmax(ni)–whereniis
thedimensionalityofstatementSi–solutionshavebeenfoundandaldependenciesarekiled.
Adependenceiskiledbya1-DaﬃnetransformΦ(x)ifthefolowingconditionholds:
Φ(xdest)−Φ(xsrc)>0 (4.11)
Iftheconditioninline15failsthenthealgorithmremovesalsatisﬁeddependenciessofar
andtriesagain.Ifnosolutionwasfoundinline15(i.e.bandSols=0)thenthealgorithm
attemptstocutthedependencegraphoftheprogramintostrongly-connectedcomponents(i.e.
scc)andaddscalardimensionstotheschedulesHbeforeremovinganykileddependencies.
Thesescalardimensionscorrespondtothetopologicalsortofthescccomponents.
InthenextsectionwewilshowthatsometimestheresultswegetfromtheILPsolverare
sensitivetotheminimizationorderorinotherwordstothelayoutofyin(4.8).
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Algorithm1ThecorestructureofthePlutoschedulingalgorithm.TheinputEisthesetof
polyhedraldependenceedgesofourSCoP.
1:procedurePluto(E)
2: totalSols←0 Totalnumberofsolutionsiszero
3: H←0 Solutionmatrixinitialized
4: ddg←E Constructdata-dependencegraphfromE
5: ndeps←|E| Numberofunsatisﬁeddependences
6: while(totalSols<max(ni))OR(ndeps=0)do
7: Cglobal←0 Initializeglobalconstraintmatrix
8: Cglobal← legality-of-tiling(E) Appendpermutabilityconstraints
9: Cglobal← Communication(E) Appendcommunicationboundingconstraints
10: Cglobal← non-trivial Appendnon-trivialsolutionconstraints
11: bandSols←0 Countsthenumberofsolutionsinaband
12: if(H=0)then Atleastonesolutionhasalreadybeenfound
13: Cglobal←orthogonality(H) Appendorthogonalityconstraints
14: endif
15: while(lexMin(Cglobal))do InvokeILPsolver
16: bandSols←bandSols+1
17: H←solution AppendsolutiontoH
18: Cglobal←orthogonality(H) Appendorthogonalityconstraints
19: endwhile
20: totalSols←totalSols+bandSols Updateglobalsolutionscounter
21: if(bandSols=0)then
22: CutSCC(ddg,H) Cutintostrongly-connectedcomponentsandupdateH
23: endif
24: updateDDG(H,ddg,E,ndeps) RemovekileddependencesfromddgandupdatendepsandE
25: endwhile
26:endprocedure
4.2 ResolvingAmbiguousConstraints
MotivatingExample
Theproblemmanifestsitselfwhenthereisasituationinwhichwehavethesamecommunication
costδe(n)(see4.2)formorethanonesolutionsthereforetheminimizationalgorithmwilpicka
solutionaccordingtotheorderingoftheschedulecoeﬃcients.TheexampleofFigure4.1shows
twoschedulesforstatementS0thateventhoughbothhavethesamedegreeofparalelismthe
secondonehasafulyparalelloopasopposedtothewavefront-paralel2executionspaceof
theﬁrstschedule.
Firstofal,bylayingouttheconstraintsfrombothdependencieswerealizethatatthebeginning
thereisnopossiblesolutionthathaszerocommunicationi.e.thereisnofulyparalelloop.
2Awavefront-paralelexecutionspacehasnoparalelloopsper-se,butparalelismispossiblethrougha
loop-skewingtransformation.Suchtransformationwilrevealaninnerparalelloop. Thepricewepayisthe
start-upanddraincostassociatedwiththenon-rectangularshapeoftheskewediterationspace.
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Figure 1: Schedule (a) isΦ(xS0) = (j, i)and results in a pipeline paralel loop nest while schedule (b) isΦ(xS0) = (i, j)and results in one fuly paralel loop.
Algorithm 2Coeﬃcient ordering algorithm
1: LetN be the total number of statements in the source
program
2:for alStatementsSi, 0≤i < Ndo
3: LetVSia bit vector with sizemSiinitialized to�04: for ale∈Es.t.Sdest=Sido
5: ifHe=truethen
6: VSi=VSiORVe7: end if
8: end for
9: for eachelementjofVSido10: ifVSi[j] = 0then11: Put coeﬃcientaSj in leading minimization posi-tion
12: end if
13: end for
14:end for
fore, Algorithm 2 wil give usVS0= [1,0] and as a result wewil putaSj in the leading minimization position.
By applying this technique we can choose fuly paralel de-
grees of paralelism instead of pipeline ones. However, as
we already mentioned this might not be the best strategy
depending on problem sizes and locality along a wavefront.
A wavefront for statementSon anm-dimensional loop nest
can be represented by the folowing hyperplane :
ΦwaveS(�xS) =
m� �� ��1 1 . . .1�·�xS (8)
We can measure the volume of temporal locality within a
wavefront by counting the Read-after-Read (input) depen-
dences that satisfy the folowing condition :
ΦwaveSdest( �xSdest) = ΦwaveSsrc(�xSsrc) (9)
We can then deﬁne empirical thresholds for the structure pa-
rameters and the temporal reuse along a wavefront to decide
whether pipeline paralelism would be better for a particu-
lar hardware architecture or not. Deriving these empirical
thresholds for diﬀerent architectures requires experimental
investigation that could be subject for future research.
4. CONCLUSIONS
In this paper we showed that a widely used polyhedral schedul-
ing algorithm for automatic paralelization [4] [3] can some-
times be sensitive to the layout of the global constraint ma-
trix that we use to obtain our solutions. To overcome this
ambiguity we propose an empirical methodology based on
the direction of each dependence vector that tries to ﬁnd
the right order for the unknown transformation coeﬃcients.
The right order assumes that a fuly paralel degree of paral-
lelism is usualy better than a pipeline/wavefront one. How-
ever, we showed that the volume of temporal reuse along
a wavefront can be calculated enabling us to derive empir-
ical machine-dependent thresholds to make a more precise
decision.
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Figure4. dule(a)isΦ(xS0)=(j,i)andresultsnwvfrntparalesmwhi schedule(b)isΦ(xS0)=(i,j)andresultsinonefulyparalelloop.
Thereforeattheﬁrstiterationofthealgorithmthemnimum mmunicaincosti1andcan
beobtainedby wosoluions:Φ(xS0)=iandΦ(xS0)=ji.e.minimumcoeﬃcientsforiandj
forcommunicationcost1.Byputtingthecoeﬃcientofi(ai)bforehatofj(aj)inthegobal
constraitmatrixtheILPsolverwil minimizeaiﬁrst,gingastheanswerai=0,aj=1
orΦ(xS0)=jastheﬁrstsolutio.Byaddng o hgnlityconstrainswe hngetthe
Φ(xS0)=iasoursecondlinearlyindependentsoution.Ifwnowreversetheoderofaiand
ajwewilgetΦ(xS0)=iandΦ(xS0)=j.FromFigue4.1wseehattheorderinwhichwe
getthesetwosoutonsmaterssnceFigure4.1-(b)presentsasequentialloopfolowedbya
paraleloewhil Fgur 4.1-(a)presentsawavefront-paralelloopnest.
Ofcourse,onecnnobecertanaboutwhichoneofthetwopossiblesolutionswilturnout
tobebetterinpractice.Itisverylikelythatfulyparalelloopswilperformbetterinmost
casessincewafrontparalelismcomeswithastart-u anddraincos. However,dpending
ontheproblemsizes,wavfrntpralelismmightendupbeingequalygoodorevenbetterif
ithasbettertemporalorspatiallocalityalongitswavefr ts.Inth extparagraphweshow
asimplemethodtogettherightorderfortheconstraintcoeﬃcientthttake wavefrontcost
andtemporallocaltyintoaccunt.
ProposedSolution
Thereasonwhytheschedulingalgorithmisunabletodistinguishbetweenthesetwosolutionsis
becausebothdependenciesinFigure4.1havethesamecommunicationcostalongeachdimen-
sioniandj.Thediﬀerencebetweenthemliesontheirdirectioni.e.oneofthedependencies
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extendsintobothiandjdimensionsasopposedtotheotheronethatextendsalongionly
(carriedbyonlyoneofthetwoloops).Byextractingandusingthisinformationwecouldbe
abletodeterminetherightorderfortheconstraintcoeﬃcientsanddistinguishbetweenpipeline
andfulyparaleldegreesofparalelism.
LetSdestbethedestinationstatementofadependenceedgee∈E. WedeﬁneabitvectorVe
withsizemin(mdest,msrc)(dimensionalitiesofSdestandSsrc)thatwouldstorethedirection
informationfore. WealsostoreabooleanattributeHewhichisfalseifadependencevector
extendsalongmorethanonedimension.Inparticular:
Ve[i] =


1ifeextendsalongi,
0ifedoesn’textendalongi
, (4.12)
0≤i<min(mdest,msrc)
He =


true ifeishorizontal,
false ifeisdiagonal
(4.13)
Eachdependenceedgee∈EisrepresentedbyadependencepolyhedronPedeﬁnedasfolows:
Pe=
✲✛mdest ✲✛ ✲✛msrc(n+1)
✻
❄
✻
❄
msrc
L


Ddest
∅ Dsrc
∅
htransformation


·


xSdest
xSsrc
n
1


=0
≥0 (4.14)
Bytaking4.14intoaccountwecanuseAlgorithm2topopulatethedirectionvectorsforeache∈E.
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Algorithm2Directionextraction
1:foreache∈Edo
2: Ve←0
3: boolHe←true
4: intcount←0;
5: fori=0tomin(mdest,msrc)do
6: ifPe[L+i][mdest+i]+Pe[L+i][i]=0then
7: if∃j=i,(mdest+i)s.t.Pe[L+i][j]=0then
8: Ve[i]←1;
9: count++;
10: endif
11: else
12: count++;
13: endif
14: endfor
15: ifcount>1then
16: He←false
17: endif
18:endfor
Uponconstructionoftheglobalconstraintmatrixwecandeterminetheorderofthetransform
coeﬃcientsforeachstatementusingAlgorithm3.
Algorithm3Coeﬃcientorderingalgorithm
1:LetNbethetotalnumberofstatementsinthesourceprogram
2:foreachStatementSi,0≤i<Ndo
3: LetVSiabitvectorwithsizemSiinitializedto04: foreache∈Es.t.Sdest=Sido
5: ifHe=truethen
6: VSi=VSiORVe7: endif
8: endfor
9: foreachelementjofVSido10: ifVSi[j]=0then11: PutcoeﬃcientaSjinleadingminimizationposition12: endif
13: endfor
14:endfor
Inourexamplewehavetwodependenceedgese1ande2whereVe1=[1,1]andVe2=[1,0].Fur-
thermore,theﬁrstedgee1isdiagonalsoHe1=falseandHe2=true.Therefore,Algorithm3
wilgiveusVS0=[1,0]andasaresultwewilputaSjintheleadingminimizationposition.
Byapplyingthistechniquewecanchoosefulyparaleldegreesofparalelisminsteadofpipeline
ones. However,aswealreadymentionedthismightnotbethebeststrategydependingon
problemsizesandlocalityalongawavefront.AwavefrontforstatementSonanm-dimensional
loopnestcanberepresentedbythefolowingschedule:
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ΦwaveS(xS)=
m
1 1 ...1·xS (4.15)
WecanmeasurethevolumeoftemporallocalitywithinawavefrontbycountingtheRead-after-Read
(input)dependenciesthatsatisfythefolowingcondition:
ΦwaveSdest(xSdest)=ΦwaveSsrc(xSsrc) (4.16)
Wecanthendeﬁneempiricalthresholdsforthestructureparametersandthetemporalreuse
alongawavefronttodecidewhetherpipelineparalelismwouldbebetterforaparticularhard-
warearchitectureornot.Derivingtheseempiricalthresholdsfordiﬀerentarchitecturesrequires
experimentalinvestigationthatcouldbesubjectforfutureresearch.
4.2.1 Conclusions
Inthissectionitwasshownthatawidely-usedpolyhedralschedulingalgorithmforautomatic
paralelization[BBK+08b,BR07]cansometimesbesensitivetothelayoutoftheglobalcon-
straintmatrixthatweusetoobtainoursolutions. Toovercomethisambiguitywepropose
anempiricalmethodologybasedonthedirectionofeachdependencevectorthattriestoﬁnd
therightorderfortheunknownconstraintcoeﬃcients.Therightorderassumesthatafuly
paraleldegreeofparalelismisusualybetterthanwavefrontparalelism.However,weshowed
thatthevolumeoftemporalreusealongawavefrontcanbecalculatedenablingustoderive
empiricalmachine-dependentthresholdstomakeamoreprecisedecision.
Chapter5
RosePolly:
DesignandImplementationofan
Object-OrientedPolyhedralFramework
ThischapterintroducesRosePoly,anovelpolyhedralcompilationframeworkbasedonthe
ROSE1compilerinfrastructure.Unlikeexistingframeworks,RosePolyisdesignedasanobject-
orientedAPIasopposedtoamonolithicexecutable.ThisAPIisorganizedintothreelayers
ofabstractioneachonecorrespondingtoaseparateconceptuallayerofthepolyhedralmodel.
Theselayersare:(i)thecompilationlayer(Section5.3),(i)thepolyhedralmodellayer(Sec-
tion5.5)and(ii)themathlayer(Section5.6).Inthischapterwearegoingtolookinto
eachoneoftheselayersseparatelyandhowalofthemﬁttogetherintoauniformdesignthat
encouragesmodularandcustomizeduseofpolyhedralcompilationtechnologies.
1www.rosecompiler.org
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5.1 PolyhedralCompilationinPractice:
Related Workand Motivation
Loopo2andSUIF3wereamongtheﬁrstpracticalpolyhedralcompilersthatappearedinthe
mid90s. Bothofthemoﬀeredautomaticparalelizationforaﬃneloopnests,i.e. SCoPs,
throughtheirautomaticschedulingalgorithms[Len93,LCL99]. However,codegenerationin
thepolyhedralmodel(i.e.convertingscheduledpolyhedrabackintoloops)wasoneofthe
majorcombinatorialbottlenecksatthetimethatimpededtheseframeworks(andpolyhedral
compilationingeneral)frombeingmorewidelyusedandresearched.
ItwasnotuntiltheemergenceofCLooG4inthemid2000sthatloopoptimizationinthe
polyhedralmodelstartedtobecomemorepracticalandattractive.CLooGwastheﬁrstrobust
andfreelyavailabletoolforcodegenerationinthepolyhedralmodelthatlaterbecamethekey
componentinmostpolyhedralcompilers.ItisbasedontheQuilereetal.[QRW00]algorithm
forgeneratingeﬃcientloopnestsfrompolyhedrabutimprovesitbyapplyingtechniquesfor
avoidingcodeexplosionandcomplexityissues.
OneoftheﬁrstattemptstoutilizetheCLooGcodegenerationtechnologywasthePlutocom-
piler[BR07].PlutoisarobustandpracticalframeworkthatimplementsthePlutoscheduling
algorithm(seeChapter4)forautomaticparalelizationandlocalityoptimizationofSCoPs.
PlutowasshowntogenerateeﬀectiveparalelandtiledcodeforSMPsystemsthroughOpenMP
andwaslateradoptedbyawel-knownindustrialcompilernamelyIBMXLcompiler.However,
Plutoisastand-alonesource-to-sourcecompilerthatwasnotdesignedtobeextensible.This
wasthemaindesigngoalofPoCC5.
ThePoCCsource-to-sourcecompilerwasdesignedtobeamodularandextensibleframework
thatcouldconnectpluggableindependentmodulestogetherthroughacommonintermediate
representationcaledScopLib(recentlyreplacedbyanimprovedstandardcaledOpenScop).
2www.infosun.fmi.uni-passau.de/cl/loopo
3suif.stanford.edu/
4www.cloog.org
5www.cs.ucla.edu/~pouchet/software/pocc
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ThedefaultPoCCmodulesincludeCLooGandPlutoaswelasClanformodelextraction,
CandlfordependenceanalysisandLetSee[PBB+10]–analternativepolyhedraloptimizer
thatseeksoptimalschedulesthroughsearchingstructuredoptimizationspaces–asshownin
FIgure3.9.PoCCwastheﬁrstattemptofthepolyhedralcommunitytoformulateasoftware
hubthatwouldbringtogetherindependentprojectsonpolyhedralcompilation.
Poly6wastheﬁrstattempttoimplementapolyhedralcompilerasanLLVMoptimization
pass. Assuch,PolywasdesignedtooperateonanSSAintermediateform(i.e.LLVM-IR)
whicheliminatedimportantsyntacticrestrictions. However,webelievethatsincepolyhedral
optimizationsareprimarilysyntacticinnature(e.g.looptransformationsandloopparaleliza-
tion),operatingonanSSAformisacounter-intuitivestrategyespecialywhenitcomesto
codegenerationforheterogeneousarchitectureslikeGPUs. Targetingsucharchitecturescan
besigniﬁcantlyeasierandmoreportableifweoperateonahighersyntacticlevelthatleverages
programmingmodelslikeCUDA.Itisworthnotingthataverysimilarframeworkwasimple-
mentedasaGCCoptimizationpasscaledGRAPHITE[TCE+10].JustlikePoly,GRAPHITE
operatesonanSSAformcaledGIMPLEandasaresultsuﬀersfromthesamecodegeneration
weaknessinouropinion.
PerhapsthemostrobustandwidelyusedpolyhedralframeworkstodayisISL[Ver10].ISL
startedasapolyhedrallibraryoﬀeringfunctionsformanipulatingintegerpolyhedra. How-
ever,ISLtodayhasbeenextendedtosupportcompilationoperationslikedependenceanalysis,
scheduling–providingPlutoandFeautrier[Fea92b]schedulingoptions–andcodegenera-
tion.Infact,ISLwasusedrecentlytodevelopastate-of-the-artsource-to-sourcecompiler
forautomaticC-to-CUDAcodegenerationforSCoPs[VCJC+13].Furthermore,unlikemost
frameworks,ISLwasdesignedtobeusedasanAPIwhichfacilitateseasierandcustomized
developmentofpolyhedralcompilersandtools.
Eﬀortstorealizeproduction-qualitypolyhedralcompilerswerealsomadebyAminietal.[ACE+12]
andLeungetal.[LVM+10].Bothapproachessupportwel-knownautomaticschedulingalgo-
rithmslikePlutoandFeautrierandcodegenerationforheterogeneousarchitectureslikeGPUs
6polly.llvm.org
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basedontheCLooGcodegenerationtechnology.
InthischapterweintroduceRosePoly,anobject-orientedpolyhedralframeworkthatwas
designedtobeauser-centricAPIthatfacilitateseasyandcustomizedcompilerandtooldevel-
opment–somethingveryusefulforourmainresearchobjectives.Tothebestofourknowledge
thisistheﬁrstattempttorealizesuchanAPIforpolyhedralcompilation. Bytakingad-
vantageofobject-orienteddesignfeatureslikeinheritanceandpolymorphismwebelievethat
extendingand/orcustomizingexistingpolyhedralcompilationtechnologies–orimplementing
newones–canbecomemucheasier.Suchcapabilitywilalowuserstoreachtheirresearch
objectivesfasterandalsoacquireabetterunderstandingofpolyhedralcompilationandwhat
eachindividualbuildingblockcando.
5.2 Overview:The3-LayerInterface
RosePolyisanobject-orientedpolyhedralcompilationAPIbasedontheROSE7compiler
infrastructure.Asaresultitoperatesonahigh-levelsyntacticintermediaterepresentation(IR)
producedbytheproduction-qualityEDG8front-endofROSE.Suchsyntax-basedIRalowsus
toformulatesource-to-sourcecodegenerationmethodsthatcanleveragehigh-levellanguages
likeCUDAforeﬃcientGPUcode.
PerhapsoneofthemostimportantpropertiesofRosePolyisitsdesign.Inparticular,itis
organizedintothreelayersofabstractionasshownintheUMLdiagramofRosePoly(Fig-
ure5.1)andinFigure5.2asabottom-upstratiﬁcation. Withthisdesignwecaneﬀectively
separatethepolyhedralmodel(thenewIRofourprogram)fromthehigh-levelcompilation
primitives–likemodelconstruction,schedulingandcodegeneration–andthelow-levelmath
primitiveslikeintegerlinearprogramming,operationsonintegerpolyhedraetc. Webelieve
thatthisisaverygoodsoftwareengineeringpracticethatalowsustomaintaineachlayer
separatelywithoutaﬀectingtheotherones.Forexample,noticefromFigure5.1thatadding
anewcompilationprimitive(e.g.anewschedulingorcodegenerationalgorithm)isassimple
7www.rosecompiler.org
8www.edg.com
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Figure 4.1: A horizontal UML view of the 3-Layer interface of RosePoly
Figure 4.2: A vertical perspective of the 3-Layer interface of RosePoly. Addi-
tional user modules can be added to the ﬁrst layer.
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Figure5.1:UMLstructureofRosPoly
Figure5.2:RosePolystructurasabottom-upstratiﬁationofabstractonlayers.
asimplementinganewRosePollyModelsub-classthatwilutilizeexistinglayer-1andlayer-2
functionalitythroughwel-deﬁnedinterfaces.Inthefolowingsectionswearegoingtolookinto
eachlayerinmoredetail(Sections5.3-5.6).
5.3 Layer-1–TheCompilationInterface
Thislayerencompassesthehigh-levelanalysisandoptimizationpassesthatcanbeusedto
constructameaningfulsource-to-sourcecompilationﬂow.Prerequisitetoanyofthesepasses
thoughisavalidpolyhedralmodeloftheinputprogramwhichiscapturedbytheRosePollyModel
class.Consequently,theﬁrstmajorcomponentoflayer-1isthemodelextractionfunctionor
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SgNode 
RosePollyBuildModel( SgNode * ) 
Flow-graph 
construction Evaluation 
Model 
Extraction 
Dependence 
Analysis 
RosePollyBuildModel( FlowGraph * ) 
Error-handling interface 
RosePollyModel yes yes 
no no 
Figure5.3:ThestructureoftheRosePolymodel-extractionfunction.
inotherwordsthefunctionresponsibleforconstructingRosePollyModelobjectsfromROSE
syntaxtrees.ThisfunctionisdepictedinFigure5.3andtakesanSgNodepointerasinput–
i.e.apointertoaROSEsyntax-tree–andreturnsaRosePollyModelobjectprovidedthat
acontrol-ﬂowgraphofthesyntaxtreecanbeconstructedandtheSCoPrestrictionsarenot
violated.
Thecontrol-ﬂowgraphorCFGoftheinputprogramisanessentialdata-structureinthis
process.InthecontextofRosePoly,theCFGisimplementedbytheFlowGraphclassand
consistsofthreemaintypesofnodes:theForLoopnode,theConditionalnodeandthe
Statementnode.Figure5.4showsanexampleofaSCoPwithitscorrespondingFlowGraph
structure.NoticethatForLoopandConditionalnodesintheFlowGraphcanbeoftypehead
ortail.ThisfeaturecanbeveryusefulforFlowGraphtraversalsbecauseitalowsustoeasily
navigatethroughthedivergentcontrolpathsfromeitherdirection,i.e.forwardsorbackwards.
AfterobtainingaFlowGraphtheRosePollyBuildModelmethod(Figure 5.3)evaluatesit
againsttheSCoPrestrictionsofSection2.3.Thisisdonethroughavisitor-patterntraversal
oftheFlowGraph.Thistraversalvisitseachnodeandinvokestherightevaluationprocedure
accordingtoitstype.ThesamemechanismisusedfortranslatingFlowGraphnodesintothe
polyhedralmodeloncetheevaluationprocesssucceeds.Theper-node-typeproceduresforeval-
uationandmodelextractionareimplementationsoftheRosePollyCustominterfacedeﬁnedas
folows:
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for(i=0;i< n;i++)
if(i<m)
S1;
else
ForLoop 
Head 
Conditional 
Head 
Statement 
S1 
Statement 
S2 
Conditional 
Tail 
ForLoop 
Tail 
NULL 
NULL 
S2;
(a) (b)
Figure5.4:TheFlowGraph(b)ofasimpleSCoP(a).EachForLoopandConditionalnode
canbeoftypeHeadorTail.ThisalowsustotraversetheFlowGrapheasilyfromanydirection.
classRosePollyCustom{
public:
virtualboolevaluate_loop(ForLoop*loop)=0;
virtualpollyDomain*add_loop(pollyDomain*d,ForLoop*loop)const=0;
virtualboolevaluate_conditional(Conditional*cond)const=0;
virtualpollyDomain*add_conditional(pollyDomain*d,Conditional*cond)const=0;
virtualboolevaluate_access(AccessPattern*ap)const=0;
virtualpollyMap*add_pattern(pollyDomain*m,AccessPattern*ap)const=0;
virtualvoidadd_params(vector<string>p)=0;
}
TheAccessPatternobjectsareattributesoftheStatementnodewhichisthebaseclassof
theaffineStatementnodeshownintheUMLdiagramofFigure5.1.Therefore,everytimea
5.3. Layer-1–TheCompilationInterface 61
SgNode 
RosePollyBuildModel( RosePollyCustom *, SgNode * ) 
Flow-graph 
construction Evaluation 
Model 
Extraction 
Dependence 
Analysis 
RosePollyBuildModel( FlowGraph * ) 
Error-handling interface 
RosePollyModel yes yes 
no no 
RosePollyCustom 
Figure5.5: TheoverloadedversionoftheRosePollyBuildModelmethodthattakesanad-
ditionalRosePollyCustomargumentthatimplementstheevaluationand modelextraction
policies.
Statementnodeisencounteredtheevaluateaccessandaddpatternmethodsareinvoked
foreachoneofthestatement’saccesspatterns.Furthermore,themodelextractionfunctions
takeaLayer-3pollyDomainobjectasanargumentsimplybecausethesefunctionsaregoing
toupdate(oraccess)thecurrentstateofthepolyhedraldomains(Section3.3)representedby
thepollyDomaininput.
ThedefaultRosePollyBuildModelfunctionusesadefaultimplementationoftheRosePollyCustom
interfacebuttheusercanobviouslycustomizetheevaluationandmodelingproceduresbyim-
plementinganewsubclassorextendthedefaultone.InthiscasetheRosePollyBuildModel
classisoverloadedtoanewversionthattakesanadditionalRosePollyCustomargumentas
showninFigure5.5.
NoticethatdependenceanalysisisdonewithinRosePollyBuildModeltooandusesavisitor-
patterntraversalovertheFlowGraphaswel.TheonlydiﬀerencethoughisthattheFlowGraph
nowcontainsaffineStatementnodesasopposedtothegenericonesweusedtoconstructthe
FlowGraph. Evidently,theaffineStatementnodes–asubclassofthegenericStatement
node–carrythepolyhedralmodelofeachstatementsexecutionspaceandaccesspatterns
whichareusedbythedependenceanalysisalgorithm.Ourdependenceanalysisalgorithmwas
anadaptationoftheoneproposedbyGriebletal.[Gri04]whichisavalue-basedalgorithm.
However,wenoticedthatdependenceslikethetruedependenceS2→S3ofFigure5.6cannot
beeliminated.Eliminatingsuchdependencesrequiresanadditionalpost-processingstepbased
on Wonacottand Wiliams[PW94,PW95],thathasnotbeenexaminedbythisthesis.
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for(i=0;i< n;i++) {
S1: A[i+1] =...
S2: A[i+2] =...
S3: ... =A[i]
}
Figure5.6:TheS2→ S3truedependencecannotbeelimitatedbyourdependenceanalysis
algorithm.
AfterobtainingvalidRosePollyModelobjectsfromtheRosePollyBuildModelmethodthe
usercanusethemtoinstantiateobjectsofsubclassesthatimplementaspeciﬁcoptimizationor
analysispolicy.Inotherwords,byinheritingthepolyhedralmodelfromtheRosePollyModel
baseclass,subclassesmayimplementtheirownoptimizationorcodegenerationstrategywhich
couldbeoriginal,i.e.directchildoftheRosePollyModelclass,oranextensionofanexisting
one.ForexampletheRosePlutoandRoseCloogclassesimplementthePlutoandCLooGalgo-
rithmsforschedulingandcodegenerationrespectively.Bothoftheseclassescanbeextended
tosupportanimprovedversionoftheiralgorithmsoranextensiontosupportGPU-speciﬁc
schedulingorcodegenerationstrategies.
Section5.4presentsausageexampleofLayer-1objects.Inthisexampleweseethatfor
every(annotated)SCoPfoundintheinputprogram,aRosePollyModelobjectisconstructed.
Then,foreachoneoftheseobjectstwoPlutoobjectsareconstructedeachoneinvokedwitha
diﬀerentfusionoption(aPluto-speciﬁcoption). Wethenconvertthederivedschedulesback
intosyntacticformusingapairofRoseCloogobjectstomatchthetwoPlutoonesperSCoP.
BycomparingsomecostfunctionimplementedbytheCloogclasswecandecidewhichoneof
thetwoPlutooptionsisthebestforourprogram.ThisexampleshowsthatRosePolyenables
ustobuildcustomcompilationﬂowsveryeasilyinaprogrammablefashion.
5.4 Layer-1usageexample
InthefolowingusageexampletheSgProjectobjectrepresentstheentiresyntax-treeofa
compilationunitwhilethefrontendmethodembodiestheROSEEDGfront-end.Evidently
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theSgProjectclassisasubclassofSgNode.
intmain(intargc,char*argv[]){
vector<string>argvList(argv,argv+argc);
SgProject*proj=frontend(argvList);
vector<RosePollyModel*>scops=RosePollyBuildModel(proj,ANNOTATED);
for(inti=0;i<scops.size();i++){
/*Theplutoobjectgetsacompletecopyofthepolyhedralmodel(butnoschedule)*/
RosePluto*pluto=RosePollyBuildPluto(scops[i]);
/*ApplicationofthePlutoalgorithmwiththeMAX_FUSEoption*/
pluto->apply(MAX_FUSE);
/*cloog1getsacopyoftheplutoobjectincludingthederivedschedules*/
RoseCloog*cloog1=RosePollyBuildCloog(pluto);
/*AnewapplicationofthePlutoalgorithmoverwritesanyexistingschedules*/
pluto->apply(SMART_FUSE);
/*cloog2nowgetsthenewschedulesderivedwiththeSMART_FUSEoption*/
RoseCloog*cloog2=RosePollyBuildCloog(pluto);
CloogOptions*opts=RoseCloog::init_default_options();
cloog1->apply(opts);
cloog2->apply(opts);
/*e.g.degreesofparallelism*/
intmetric1=cloog1->get_metric();
intmetric2=cloog2->get_metric();
FlowGraph*graph=(metric1>=metric2)?
cloog1->print_to_flow_graph():
cloog2->print_to_flow_graph();
RoseCUDA*cuda=RosePollyBuildCUDA(graph);
/*moresteps...*/
}
RosePollyTerminate();
}
64Chapter5. RosePoly:DesignandImplementationofanObject-OrientedPolyhedralFramework
5.5 Layer-2–ThePolyhedral ModelInterface
AsweseefromtheUMLdiagramofFigure5.1,layer-2encompassesthemainattributesofthe
RosePollyModelclass. MorespeciﬁcalyweseethateveryRosePollyModelobjectconsists
ofasetofaffineStatementobjects,asetofaffineDependenceobjectsandasymboltable
thatstoresinformationaboutthedataoftheSCoP.EachaffineStatementobjecthasan
executiondomain(seeSection3.3)andaschedule(seeSection3.4)capturedbythelayer-3
pollyDomainandpollyMapclassesrespectively.Inaddition,eachaffineStatementhasa
setofaccessPatternobjectscorrespondingtothedataaccessesoftherespectivecomputa-
tionstatement.Ontheotherhand,affineDependenceobjectscontaintwoaffineStatement
objects,correspondingtoasourceandasinkstatement,aswelasapollyMapobjectthat
capturesthedependencepolyhedronofthedependence(seeSection3.6). Theentriesofthe
symboltableareDatumobjectseachonecontainingaccessPatternobjectsreferringtospeciﬁc
accessfunctionsfoundintheinputprogram.NoticethatthesameaccessPatternobjectscan
beaccessedbothfromagivenDatumaswelasagivenaffineStatement. Withsuchdesign
itiseasytoreasonaboutaccessfunctionsfromaglobalorastatement-wiseperspective.Fur-
thermore,Datumobjectscarryuniﬁedglobalinformationaboutspeciﬁcdatasomethingthat
canbeveryusefulincompilingforheterogeneousarchitectureslikeGPUs,whereitisoften
necessarytotransferdatatoandfromdevicememorybeforeandaftertheexecutionofaSCoP.
Inparticular,eachDatumcarriesaﬂagthatspeciﬁeswhethertherespectivedataobjectwas
globalywrittento,readfromorbothandalsoapollyMap(layer-3object)thatrepresentsthe
colectiveglobalfootprintoftheDatum.
5.6 Layer-3–The MathInterface
Thethirdandlastlayeristheoneresponsibleformanagingtwofundamentalconceptsofthe
polyhedralmodel,i.e.,theconceptofaZ-Polyhedronandtheconceptofanaﬃnemapping(or
aﬃnefunction).TheformeriscapturedbythepollyDomainclasswhilethelatteriscaptured
bythepollyMapclass.Bothoftheseclassesprovidemethodsforeasymanipulationofaﬃne
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constraintsandutilizationofimportantoperationslikelexicographicminimization(i.e.integer
linearprogrammingorILP)andFourier-Motzkinelimination.Inthecurrentimplementation
ofRosePoly,thepollyDomainandpollyMapclassesarewrapperclassesaroundathird-party
polyhedrallibrary9thathandlesalthelow-levelimplementationdetails(seeSection3.8).By
addingthislayerofabstraction,wecaneﬀectivelydecouplethelogicandsemanticsofour
compilerfromlow-levelimplementationdetailsrelatedtothemathematicalbackgroundofthe
polyhedralmodel–somethingthatisoutsidethescopeofourwork.
Firstofal,thepollyDomainclassrepresentsaZ-polyhedronorinotherwordsadomain
aswedeﬁneditinSection3.3. Therefore,eachaffineStatementhasapollyDomainthat
capturestheexecutiondomainoftherespectivecomputationstatement. Ontheotherhand,
thepollyMapclassconsistsofanaﬃnemapping(oraﬃnefunction)andadomaininwhich
themappingisvalid.pollyMapisusedbyalLayer-2objectsasweeseeinFigure5.1.Forthe
affineDependenceapollyMapisusedtocapturethedependencepolyhedronofthedependence
asdeﬁnedinSection3.6.FortheaffineStatementitisusedtocapturethescheduleofthe
statement(seeSection3.4)whichcouldbetheresultofthePlutoschedulingalgorithm.Finaly,
foraccessfunctionsanddata(seeSection3.5),pollyMaprepresentstheiraccessfunctions.
PerhapsthemostimportantconcernwithrespecttothepollyMapandpollyDomainclassesis
howwecaneﬃcientlymanipulatetheunderlyingsystemsofaﬃneconstraintswhileminimizing
theusersexposuretolibrary-speciﬁcimplementationdetails.InRosePolyweprovidetwomain
avenuesfordoingthatasweseeinFigure5.7. Theﬁrstavenueisbasedonalight-weight
matrixabstractioncaledsimplematrixthatisusedtostoreconstraintcoeﬃcientsusingthe
built-inintdatatypeandawel-deﬁnedmatrixlayout. However,insomecasesitmightbe
necessarytohandlerationalcoeﬃcientsorutilizeaspecialfeaturefoundinsomethird-party
library.Forcasesliketheseweprovidetheintegermapandintegersetmacrosthatexpand
tolibrary-speciﬁcdatatypes.Thisfeatureenablestheusertodirectlyaccessandutilizethe
underlyingthird-partylibraryeﬀectivelybypassingtheLayer-3pollyMapandpollyDomain
abstractions.
9ThislibraryiscurrentlytheISLlibrary.
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pollyDomain 
pollyMap 
Polyhedral 
Library 
User 
Figure5.7:Layer-3interfacetotheunderlyingsystemsofaﬃneconstraints.
5.7 Conclusions
InthischapterwepresentedthedesignandimplementationofRosePoly,anobject-oriented
APIforpolyhedralcompilation.Tothebestofourknowledgethisistheﬁrstattempttorealize
suchframework.Bytakingadvantageofinheritanceandpolymorphism,RosePolyenablesthe
usertoextendandcustomizeexistingpolyhedralfunctionalityveryeasilyandthereforebuild
polyhedralcompilersandtoolsfast.Thiswasprovenextremelyhelpfulforourprimaryresearch
objectivesaswewilseeinthenextpartofthisThesis.Inparticular,byusingRosePolywe
wereabletobuildimportantGPU-speciﬁctoolsfast,somethingthatwouldotherwisebea
ratherslowandtediousprocess.Furthermore,webelievethatthischapterwilbeveryhelpful
forthereadertoosinceitwouldbestraightforwardtoassociatethetheoreticalpolyhedral
conceptsofPartIIwiththewel-deﬁnedimplementationdesignofRosePoly.
PartII
CodeGeneration
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Chapter6
ParametricGPUCodeGenerationfor
StaticControlPrograms
InChapter4,wesawhowastaticcontrolprogramcanbeanalyzedandautomaticalyparal-
lelizedinthepolyhedralmodelusingthePlutoschedulingalgorithm.Thatis,weidentiﬁedand
exposedparalelismattheﬁnestgranularitywithrespecttotheSCoPexecutionspacesathand
(i.e.domains),whichisamachine-independentcharacterizationthatignorestheﬁnitenature
oftheunderlyingcomputingmachine. OurtasknowistopartitionparalelizedSCoPsinto
independentchunksofﬁnitesize(i.e.extractcoarse-grainedparalelism)andschedulethose
chunksforexecutiononaGPU.InthecontextofOpenCLandCUDAthistranslatestothe
deﬁnitionofauniformrectangularpartitioningoftheparalelexecutionspace–embodiedby
awork-group/nd-rangeconﬁguration(Figure2.6)–whereeachpartitionissubjecttoaﬁne-
graineddistributionofresourcesthathasadirectyethardtoestimateimpactonperformance
aswesawinSection2.1.4.
Thischapterpresentsandevaluatesacode-generationschemeforproducingparametricaly
partitionedstaticcontrolprogramsforGPUexecution.Thisschemealowsustosearchforthe
rightpartitioningparametersatrun-timeandthereforeavoidthecostofcomplexcompile-time
performancemodelsoriterativecompilation.Theproposedmechanismisbasedonparametric
tilingforproducingparalelrectangularpartitionsofparametricsizeandanovelrun-time
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systemthatmanagesGPUexecutionandlocalmemoryusagedynamicaly.Anexperimental
evaluationdemonstratestheeﬀectivenessofourapproachforavarietyofSCoPsfromthe
PolyBenchsuite1.
6.1 Introduction
OnewaytopartitionaSCoPforcoarse-grainedparalelismisbyapplyingthewel-known
loop-tilingtransformation2[WL91,LRW91,IT88]providedthatitissemantics-preservingi.e.
itrespectsthedata-accessdependencesoftheprogram.Inthepolyhedralmodel,loop-tiling
canbeeﬀectivelyrepresented[BF03,LLL01,IT88,Gri04]aslongasaltilesizesinvolvedare
compile-timeliteralsandthereforepreservetheaﬃnecharacterizationoftheprogram. On
theotherhand,iftilesizesareparametric(unknownduringcompilation),weneedtoresort
tonon-polyhedralparametrictilingmethods.Suchmethodshavebeenproposedforperfectly
nestedloops[KRR+07,RKRS07]aswelasarbitrarynestedones[KR,HBB+09].
However,thepurposeofobtainingatiledexecutionspace(parametricornon-parametric)is
typicalytooptimizeaprogramforlocalityassumingthatthedataaccessedbyeachtilecanﬁt
intohigherlevelsofthememoryhierarchy.Utilizingatilingtransformationforcoarse-grained
paralelismrequiresadditionalstepsinordertoidentifytilesthatcanbeexecutedinparalel.
ThiscanbeexempliﬁedbyFigure6.1whereeventhoughtheinnerloopofthepointexecution
spaceofFigure6.1(a)isalwaysparalel,therespectiverectangularly-tiledspaceofFigure6.1(b)
hasnoparaleldimensions.
Oneofthefundamentalpropertiesoftileableloopnests,i.e.,loopnestsforwhichtilingislegal,is
thattheyalwaysalowparalelexecutionoftilesthroughwavefront/pipelineparalelism[Wol86,
Wol89,Xue00].ForexampleinFigure6.2weseetwotile-sizeconﬁgurationsforarectangularly-
tiledexecutionspace.Eachdashedlinerepresentsawavefrontinstanceandaltilesthatlieon
thesamedashedline(i.e.onthesamewavefrontinstance)canalwaysbeexecutedinparalel.
1www.cs.ucla.edu/~pouchet/software/polybench2AnalternativemethodwasproposedbyYangetal.[YXKZ10]basedonthread-mergingandblock-merging
transformationsofCUDAkernels.
70 Chapter6. ParametricGPUCodeGenerationforStaticControlPrograms
(a) (b)
Figure6.1:(a)Arectangularlytilediterationspacewheretheinnerloopisalwaysparalel,(b)
Theresultanttile-spacewherenoneofthetiledimensionsareparalel.Thelargebluepoints
in(b)correspondtotherectangulartilesof(a).
(a) (b)
Figure6.2: Arectangularly-tiledexecutionspaceusingtwodiﬀerenttile-sizeconﬁgurations.
Thegreyarearepresentstheactualexecutionspaceandtheblackrectanglesrepresentthe
tiles.
Thewavefrontinstancesofcoursemustbeenumaratedsequentialy.
Iftile-sizesareknownduringcompilationthenwavefrontsofparaleltilescanbeeﬀectively
generatedusingpolyhedralcodegenerationforSMP[BBK+08b,BR07]aswelasdistributed
memorytragets[Gri04].Inthecontextofparametrictiling(alsoreferredtoasparameterized
tiling),Hartonoetal.[HBRS10,HBB+09]showedthatarun-timesystemcanbeusedto
constructwavefrontsofparalelrectangulartilesdynamicalywhileBaskaranetal.[BHT+10]
proposedarelaxedFourier-Motzkineliminationalgorithminordertoproduceparameterized
wavefrontsofrectangulartilesatcompile-timewithnoadditionalrun-timesupport.
However,wavefrontparalelismisnottheonlywayofextractingparaleltiles.Krishnamoorthy
etal.[KBB+07]andStroutetal.[SCF+05]proposedalternativemethodsthatcanbeapplied
tosimplestencilcomputationsnamelysplit-tilingandoverlapped-tiling.Themainweaknessof
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thesemethodsthoughistheirrestrictiveapplicabilitywhichiswhywedonotexaminethem
inmoredetailhere.
WithrespecttoGPUcodegeneration,staticpartitioning(i.e.,tile-sizesareknownduring
compilation)andgenerationofwavefrontparalelismhasbeenthedominantstrategy[BRS10,
VCJC+13,ACE+12,DX11]withsplit-tiling[GCK+13]andoverlapped-tiling[HPS12,MS09]
schemesalsobeingproposed.Tothebestofourknowledgetherehasn’tbeenanyworkthat
generatesparametricalytiledGPUcodeforSCoPstodate,whichconstitutestheprimary
motivationforourwork.
InSection2.1.4wesawthatestimatingtheperformanceofGPUprogramswithreasonable
accuracy,requiresadetailedsoftwareandhardwareanalysisthatisdirectlyexposedtothe
partitioningofourprogram.Thisobservation,combinedwiththediverseandevolvinghardware
organizationofmodernGPUs,highlightstheimportanceofﬁndingtherightsetofpartitioning
parametersforbestperformancethroughstatic(i.e.iterativecompilation)orrun-timetuning.
Thebeneﬁtsofperformingsuchtuningatrun-time(asopposedtoiterativecompilation),is
thatwecanminimizetotalcompilationcostandenablefastdesign-spaceexplorationacross
GPUdevicesbyasingleparameterizedprogram.Parametrictilingcanrealizethesebeneﬁtsas
itproducestiledloopnestswithparametrictilesizesamenabletorun-timetuning.However,
inordertoimplementaparametrictilingschemeforGPUsweneedtoaddressthefolowing
technicalchalenges.
First,extractingandmappingparameterizedwavefrontsofparaleltilesforGPUexecutioncan
leadtoloadimbalanceifwavefrontsarenotmappedpreciselytoarectangularGPUexecution
environment.Forexample,inﬁgure6.3weseea3Dexecutionspaceandtherespectivenon-
rectangularwavefronts.ExecutingthosewavefrontsonaGPUnormalyrequiresarectangular
over-approaximationthatobviouslyleadstoredundantalocationsofresourcesbothonthe
tileandintra-tilespace. Forthelater,suchloadimbalancecanhaveasevereimpacton
performancebacauseitdirectlyaﬀectsregisterandlocalmemoryutilizationfromredundant
threadalocations.Inaddition,theparametricnatureoftheproducedcodeindicatestheneed
foradynamiclocalmemorymanagementmechanismthatwouldbeabletoalocateanduselocal
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(a) (b)
Figure6.3:Examplesofnon-rectangularwavefrontsfora3Dexecutionspace.
memorybuﬀersdynamicaly.Inthischapterweprovideananswertothesetechnicalchalenges
andformulatetheﬁrstcodegenerationalgorithmforSCoPsthatproducesparameterizedGPU
codeamenabletorun-timetuning.
Ourcompilationﬂow(Figure6.4)beginswithaSCoPthatentersapre-processingstageem-
bodiedbyanabstractpolyhedralcompilationframework(uppersectionofcompilationﬂow)
consistingofamodelextraction,schedulingandsyntaxrecoverymoduleasshowninFigure6.4
andexplainedinSection3.7.Thisframeworkisusedtoﬁndcombinationsofloop-nesttrans-
formations–intheformofaﬃneschedulingfunctions–thatenabletiling.Fortheremainderof
thischapterweareassumingthatthisﬁrstpre-processingstepproducesatilableSCoPthrough
someautomaticschedulingalgorithmlikePluto(Chapter4). Thischapterisfocusedonthe
lowersectionofthecompilationﬂowgraphofFigure6.4whereweﬁrstproduceaparametric
tilespaceandanintra-tileversionoftheinputSCoPatcompile-time(Section6.2). Wethen
maptheproducedtilespacetoaGPUexecutionenvironmentatrun-timeandusetheintra-
tileversionofourSCoPtoproducetheGPUdevicecode(Section6.3).Finaly,weshowhow
wemanagelocalmemoryusagedynamicalybyacombinationofcompile-timeandrun-time
methods(Section6.4).
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Figure6.4: Codegenerationﬂow,whereEisasetofpolyhedraldependences,Φasetof
multi-dimensionalaﬃnetransformationsandPasyntacticformofatileableprogram.
6.2 ParametricTiling
Theproposedcode-generationschemereliesontwoindependentpre-processingstepscorre-
spondingtoSections6.2.1and6.2.2. Theﬁrststep(Section6.2.1)utilizeswel-knowntech-
niques[BHT+10]fordeterminingaparametrictilespacefortheinputprogramintheformof
perfectlynestedloopsthatscanauniformspaceofrectangulartileswithparametricsizeslike
theonesshowninFigure6.2.
Thesecondstep(Section6.2.2)focusesontheintra-tilespace,i.e.,ontherectangularexecution
spaceenclosedwithineachtile. Theobjectiveofbothstepsistoexposecoarse-grainedand
ﬁne-grainedparalelismrespectivelyeitherthroughwavefrontsorthroughrectangularlyparalel
loopdimensionsifany(thetrivialcase).
6.2.1 TheTileSpace
Firstofal,inordertoensurethattilingisasemanticspreservingtransformation,wedeﬁne
thelegalityconditionfortilingbasedonSection3.6deﬁnitionofdependencevectors:
Deﬁnition3.Forad-dimensionalproblem,tilingisalegaltransformationiﬀδei≥0foral
dimensionsi∈[1...d]andforaldependencese∈E.
Deﬁnition3essentialystatesthattilingisnotlegalifthereexistsadependenceedgee∈E
thatyieldsanon-lexicographicalypositivedependencevector[WL91].
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Tilingisusualyenabledbyaloopskewingtransformation[Wol86]however,derivingtheright
combinationoflooptransformationstoenabletilinginthegeneralcaseofarbitrarySCoPscan
beeﬀectivelyachievedthroughpolyhedralscheduling(seeChapters3and4). Consequently,
letΦ:{φS1...φSn}beasetofmulti-dimensionalaﬃnetransformations(i.e.schedulesasper
Section3.4)derivedbyapolyhedralschedulingalgorithm(e.g. Pluto). Dependencevectors
arenowdeﬁnedforatransformedd-dimensionalprogramasfolows:
etv(e)=(δet0,...,δetd),
δeti=


1ifφsinke[i](xsinke)−φsrce[i](hei(xsinke))>0,
0ifφsinke[i](xsinke)−φsrce[i](hei(xsinke))=0,
−1ifφsinke[i](xsinke)−φsrce[i](hei(xsinke))<0.
fori∈[0.d]
Incasethereisstiladependenceedgee∈Ewithanegativecomponentforetv(e),wecan
attempttoﬁndasetofinnermostscheduledimensions,forwhichDeﬁnition3issatisﬁed.
Therefore,letdt≤ddenotetheinnermostdimensionsofφSiforwhichtilingislegalacrossal
statementsSi.
Givendtinnermosttileabledimensions,wedeﬁneLi:i∈[1...dt]tobeasetofperfectly
nestedloopsthatscanaspaceofuniformrectangulartilesofparametricsizes.EachloopLi
wileﬀectivelyrepresentacoordinatedimensionandeachtilewilbeuniquelyidentiﬁedbyan
iterationvectort=[t1∈L1,...,tdt∈Ldt].GivenasetLioftileloops,wecanseekasubset
ofrectangularlyparaleltileloopsLPi:i∈[1...dpar≤dt]thatwecanmapdirectlyintoan
ND-rangeorresorttowavefrontparalelismifdpar=0.Intheformercase,letSTandSTP
denotethesetsoftileloopsLiandrectangularlyparaleltileloopsLPirespectively.
InthegeneralcaseofarbitrarySCoPswedeﬁneST asthesetoftileloopsneededtoscan
thetiledconvexhulofthedtinnermostdimensionsofthetransformedexecutionspace. We
beginbyrecoveringthesyntaxoftheinputSCoPunderΦ,thusgettinganewsyntactictreeP.
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Afterwards,weacquirethenewtransformeddomainsDSiforeachstatementinPandusea
polyhedrallibrary(Section3.8)torecovertheconvexhulDCHofthedtinnermostdimensions
ofalDSi.Incaseofimperfectlynestedprogramsweaddsemanticspreservingone-time-loops
(OTLs)onPpriortoextractingDSi(seeFigure6.5foranexampleofOTLs).NotethatDCH
isaconvexpolyhedronbydeﬁnition,thusrepresentedbyasingleintegercoeﬃcientmatrix.
InsteadoftransformingDCHintoasyntacticform,weuseamoreappropriatedatastructure
thatfacilitatesrobustalgebraicmanipulationofnon-aﬃneloop-bounds.Inparticular,eachrow
ofDCH isturnedintoaloopboundexpressionimplementedasalistofsymbolicpolynomial
fractionsassuggestedbyBaskaranetal.[BHT+10]. Letlbiandubidenotethelowerand
upperboundexpressionsrespectively,forloopLi∈STwithi∈[1...dt]. Wenowhaveafuly
permutablevectorofpolynomialexpressionpairs(eachpairconsistingofalowerandupper
boundexpression)thatweusetoapplythefolowingalgebraicoperationstogettheﬁnaltiled
executionspaceST:
IntroducetilecoordinatesEachcoordinatexioftheoriginalexecutionspaceDCH,isex-
pressedintermsoftilecoordinatesti,intra-tilecoordinatesuiandtilesizesTiasfolows:
xi=ti·Ti+ui, for0≤ui<Ti
Finaly,STtakestheform:
ST:lbi≤ti·Ti+ui≤ubi, fori∈[1.dt]
Eliminateintra-tilecoordinatesTheintra-tilecoordinatesuicanbeeliminatedbymaking
sureweincludealnon-emptytiles:
ST:lbi≤ti·Ti+Ti−1ubi≥ti·Ti , fori∈[1.dt]
Getﬁnaltileloop-bounds Theresultingexpressionsrequireadditionalprocessingsincethe
tilecoordinatevariablesappearaspartofaproduct(i.e.ti·Ti)thatpreventsusfrom
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constructingtileloops. WeovercomethisbydividingaltermsbyTiandsincetile
coordinatescanonlytakeintegervalues,weenclosetheresultingsymbolicfractionsinto
ﬂoor3operators:
ST:floor(lbi/Ti)+floor(1/Ti)−1≤tifloor(ubi/Ti)≥ti , fori∈[1.dt]
Theintroductionofﬂooroperationshasanimportantimpactontheresultingtileloops.
Inparticular,theyproduceanumberofemptytilesi.e.tilesthatdonotincludeany
validpoints.InSection6.3we’lshowhowemptytilesareeliminatedsimplybyusing
theexpressionsofthepreviousstepasrun-timeconditionalpredicates.
FromDeﬁnition3weknowthatal dtinnermostdimensionsofdependencevectorsetv(e)are
either0or1. Avalueof1indicatesthatthereisaninter-tiledependenceacrossthecorre-
spondingtiledimension/loop. Ontheotherhand,atileloopLi∈STisparalelandcanbe
mappedintoanND-Rangeifthefolowingconditionholds:
Deﬁnition4.AtileloopLi∈STwithi∈[1.dt]isparaleliﬀδeti=0forale∈E.Otherwise,
itissequential.
LetSTP bethesetofloopsthatsatisfyDeﬁnition4withCard(STP)=dpar.Ifthissetis
non-empty,i.e.dpar>0,thentheloopsLPi∈STPcanbemappeddirectlyintoanND-range
whiletheremainingloopsLSi∈ST∧LSi/∈STP,ifany,wilbepushedintothedevicecode
andexecutedsequentialybyeachthread.Otherwise,ifnoparaleltileloopscanbefound,we
resorttowavefrontparalelism.
Intheory,awavefrontcanbemodeledbyahyperplaneofthetilespacedeﬁnedas:
W(t)=I ·t, fort∈ST (6.1)
Thishyperplaneguaranteesthataltileinstancesthatbelongtothesamewavefrontinstance
areindependentandthuscanbeexecutedinparalel.Formaly:
3Aﬂooroperatorreturnsthelargestintegerthatisnotgreaterthantheactualresultofthefraction.
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Deﬁnition5. Lettandtbetwovalidtileinstances.IfW(t)=W(t),thentandtare
independentandcanbesafelyexecutedinparalel.
Proof.Ifweignoretheobviouscasewheret=t,thenaccordingtoEquation(6.1)inorderfor
W(t)=W(t)toholdwehave:
t1+t2+···+tdt=t1+t2+···+tdt (6.2)
Byrearrangingthetermsof(6.2)wehave:
(t1−t1
∆1
)+(t2−t2
∆2
)+···+(tdt−tdt
∆dt
)=0 (6.3)
Sincet=tthen∃i∈[1.dt]s.t. ∆i=0.If∆i>0theninorderfor(6.3)toholdtheremust
beani∈[1.dt]s.t.∆i<0.Therefore,ifthereexistsadependencee∈Ethatinvolvestand
tthenδeti =−1whichcontradictsDeﬁnition3.Consequently,e∈Ethatinvolvestandt
thustheycanbesafelyexecutedinparalel.
Inpractice,ifwecombine(6.1)withsystemSToftileloops,anduseFourier-Motzkinelimination
toeliminatetfrom(6.1)and[ti+1...tdt]4fromLi∈STwecouldend-upwithawavefrontsystem
ofloops.However,thetileboundsoftheLiloopsinvolveparametricfractionsofindeterminate
signwhichmakestheclassicFourier-Motzkineliminationalgorithminapplicable.Inorderto
overcomethisproblemweutilizetherelaxedFourier-Motzkineliminationalgorithmproposed
byBaskaranetal.[BHT+10]andproducethedesiredsystemofwavefrontloops:
4Innermosttilecoordinates.
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W :lbw≤w≤ubw
SWT(w):lbwi(w)≤ti≤ubwi(w), fori∈[1.dt]
Evidently,loopsSWT(w)fromtheabovesystemenumaratethetileswithineachwavefront
instancewandcanbeexecutedinparalelwhilethewavefrontloopWenumaratesthewavefront
instancesandisexecutedsequentialy.
Algorithm
Input: Asetofmulti-dimensionalschedulesΦ:{φS1...φSn}. Asetofpolyhedraldepen-
dencesEandasyntacticformoftheprogramPthatwasrecoveredunderschedulesΦwitha
syntax-recoverytool.
Output:SetsSTandSTPorsetsW andSWT(w)withw∈W,dependingonwhetherwere-
sortedtowavefrontparalelismornot.Althereturnedsetsarevectorsofsymbolicexpressions
implementedaccordingto[BHT+10].
Step1Foreachdependenceedgee∈Egetdependencevectoretv(e)usingschedulesΦ.
Step2Basedondependencevectorsetv(e)andDeﬁnition3determinetheinnermosttileable
dimensionsofΦ(usualyalofthem).Thisstepreturnsdtwhichdenotesthenumberof
innermosttileabledimensions.
Step3Basedondependencevectorsetv(e),determinewhichtileabledimensionsareparalel
accordingtoDeﬁnition4.Forthisstep,abitvectorpofsizedtisusedinordertoﬂag
theparaleldimensions.Thetotalamountofparaleldimensionsisdenotedbydpar.
Step4Incaseofimperfectlynestedloopsaddsemanticspreservingone-timeloops(OTLs)
toPandgetanewsyntactictreeP inwhichalsyntacticstatementinstancesare
surroundedbythesamenumberofloops(seeFigure6.5foranexample).
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Step5AcquirethenewtransformeddomainsDSiforeachstatementSiinP.
Step6Gettheconvexhul DCHofthedtinnermostdimensionsofalDSi.DCHisrepresented
byasingleintegercoeﬃcientmatrix.
Step7ConvertDCH intoavectorST ofsymbolicpolynomialexpressionsimplementedac-
cordingto[BHT+10].
Step8Ifdpar=0gotoStep8.1.OtherwisegotoStep8.2.
Step8.1InvokeRSFMEalgorithm[BHT+10]andgetW andSWT(w)fromST.Goto
Step9.
Step8.2RemovealparaleltiledimensionsfromSTusingp,andplaceintonewvector
STPofparaleltiledimensions.GotoStep9.
Step9Ifdpar=0returnW andSWT(w).Otherwise,returnSTandSTP.
Implementation
Evidently,Algorithm6.2.1canbeimplementedwithRosePoly(Chapter5),eventhoughan
existingimplementationprovidedbyPoCCwasactualyusedforourexperiments.Inparticular,
wecanusemethodRosePollyBuildModeltogetaRosePollyModelobjectfromourinput
SCoPeﬀectivelyextractingthepolyhedralmodelincludingthedependencesE.Thenwecan
instantiateaRosePlutoobjectandaRoseCloogobjectexactlylikeweseeintheLayer-1usage
ExampleofSection5.4.AfterinvokingthePlutoalgorithmusingRosePluto::applyweget
theschedulesΦasthepollyMapmembersofeachaffineStatementofRosePluto.Thenwe
caninvokeRoseCloog::applyandRoseCloog::printtoflowgraphtogetthetransformed
programP.ThismeansthatRoseCloogcangiveusPintheformofaFlowGraphobjectand
therefore,addingtheOTLsinstep4canbeaseasyasaddingForLoopnodesinthePandget
P asanewFlowGraph.
AcquiringthenewtransformeddomainsDSiforstep5canbedonebyinvokingtheRosePollyBuildModel
methodwithFlowGraphPasaninput(theinnergreyboxofFigures5.3and5.5).Afterwards,
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theconvexhulcomputationofstep6canbeimplementedasaRosePollyModel::convexhull
methodthatinvokesaLayer-3pollyDomain::convexhulloperationincrementalyforpairsof
affineStatementobjects.TheresultwouldbeaLayer-3pollyDomainobjectthatrepresents
theconvexdomain.Finalywecanrequestasimplematrixobjectfromtheconvexdomain
thatwecanthenusetoconstructoursymbolicpolynomialexpressionsforstep7.
6.2.2 Theintra-TileSpace
Thesituationwithineachtileappearstobesimplerasitisjustarectangularexecutionspace.
Nevertheless,inordertopreservethelegalityoftilingweneedtorespectthemulti-dimensional
schedulesΦembodiedbythetransformedsyntaxP.Furthermore,weneedtoidentifyparal-
lelismwithineachtileaswel,whichmightcomefromparalelintra-tiledimensionsorwavefront
paralelism.
Ineithercase,paralelintra-tilepointswilbecapturedbyawork-groupconﬁgurationand
executedbythedevicecodeinaSIMTfashion.Sincetherespectivework-groupconﬁguration
wilinherentlyrespectthetileboundsoftheparalelintra-tiledimensions,weonlyneedto
replacetherespectivesyntacticloopboundsofP withif-guardsandadjustnon-paralelloop
boundstobe:
SIseq:max(lbi,ti·Ti)≤xi≤min(ubi,ti·Ti+Ti−1) (6.4)
TheresultisatransformedsyntaxtreePintrathatwilbeusedtoproducethedevicecode
(Section6.5).
Inthecaseofwavefrontparalelismthesituationisratherstraightforward.Inparticular,since
theintra-tilespaceisessentialyarectangularboundingboxwithTiextentsacrosseachdimen-
sioni∈[1.dt]thewavefrontloopscanbegeneratedfortheintra-tilespacewithhyperplane(6.5)
usingapolyhedralcode-generationtool[Bas04,QRW00,Che12]. Wecanthenwraptheseloops
aroundP andreplacealbuttheouterwavefrontloopwithif-guards.Figure6.5showshow
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thisprocesscanbeappliedtotheADIbenchmarkfromthepolybenchsuite5.InSection6.3
we’lseethatthewavefrontconditionscanactualybehoistedtothehostcodeandevaluated
onceusinganautomaticrun-timemechanism.Therefore,Pintraincaseofintra-tilewavefront
paralelism,isactualyproducedbyreplacingalloopsinP withif-guards(Figure6.5(b)).
WI(u)=I ·u, for0≤ui<Ti andi∈[1.dt] (6.5)
Sometimes,thederivedschedulesφSi∈ΦforaninputSCoP,wilresultinamaximalyfused
targetloop-nestinanattempttominimizesequentialexecutionoverhead.However,inaGPU
executioncontextthisapproachisnotalwaysidealasweseefromtheJacobi-2dexampleof
Figure6.6.Inparticular,wenoticethattheschedulesderivedfromthePlutoschedulingalgo-
rithm(Chapter4),resultedinamaximalyfusedprogram,whereinter-statementdependences
carriedbythespacedimensionsφSi[1]andφSi[2],preventtherespectivespaceloops(i.e.loops
iandj)frombeingparalel.Thissituationforcesustoresorttowavefrontparalelismonthe
intra-tilespaceaswel.However,avoidinganintra-tilewavefront–ifpossible–canbehighly
beneﬁcialbecausethelightweightnatureofGPUcores,makesthemparticularlyvulnerableto
theadditionalcontroloverheadincurredbywavefrontparalelism.
Inordertoovercomethisproblem,weproposeAlgorithm4whichisappliedonΦpriortoacquir-
ingP,inordertoeliminatesuchinter-statementdependences. Morespeciﬁcaly,Algorithm4
utilizesadirecteddependencegraph–wheretheverticesofthegrapharethestatementsof
theinputSCoP–inordertoextractstronglyconnectedcomponents.Thestronglyconnected
componentsarethendecoupledbyinsertingscalardimensionstoalφSi∈Φcorrespondingto
therespectivecomponentidentiﬁcationnumberscc[i]ofeachstatement–aprocesssimilarto
classicloopvectorizationalgorithms[AK87].Figure6.6(c)showstheresultfortheJacobi-2d
example.Note,thatAlgorithm4doesnotaltertheaﬃnetransformationsperse,butonlythe
fusionstructureoftheprograminanattempttoavoidwavefrontparalelism.
AnimportantobservationfromAlgorithm4isthefolowing:iftheconditionofline5isfalse,
5www.cs.ucla.edu/~pouchet/software/polybench
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for ( c0 = 0 ; c0<= T−1 ; c0++ ) {
for ( c1 = c0 ; c1<= c0 ; c1++ ) { // OTL
for ( c2 = c0+1 ; c2<= c0+N−1 ; c2++ ) {
S1; S2;
}
}
for ( c1 = c0+1 ; c1<= c0+N−1 ; c1++ ) {
for ( c2 = c0+1 ; c2<= c0+N−1 ; c2++ ) {
S3; S4; S5; S6;
}
for ( c2 = c0+N ; c2<= c0+N ; c2++ ) { //OTL
S7; S8;
}
}
}
if ( c0>= 0 && c0 <= T−1 ) {
if ( c1>= c0 && c1 <= c0 ) { // OTL
if ( c2>= c0+1 && c2 <= c0+N−1 ) {
S1; S2;
}
}
if ( c1>= c0+1 && c1 <= c0+N−1 ) {
if ( c2>= c0+1 && c2 <= c0+N−1 ) {
S3; S4; S5; S6;
}
if ( c2>= c0+N && c2 <= c0+N ) { //OTL
S7; S8;
}
}
}
(a) (b)
for ( w = 0 ; w<= T0+T1+T2−3 ; w++ ) {
// Wavefront conditions
if ( c0>= 0 && c0 >= w−T1−T2+2 && c0 <= w && c0 <= T0−1 ) {
if ( c1>= 0 && c1 >= w−c0−T2+1 && c1 <= T1−1 && c1<= w−c0 ) {
// Recover global coordinates
c0 += t0; c1 += t1;
c2 = t2 + (w−c0−c1);
// Compute kernel
if ( c0>= 0 && c0 <= T−1 ) {
if ( c1>= c0 && c1 <= c0 ) { // OTL
if ( c2>= c0+1 && c2 <= c0+N−1 ) {
S1; S2;
}
}
if ( c1>= c0+1 && c1 <= c0+N−1 ) {
if ( c2>= c0+1 && c2 <= c0+N−1 ) {
S3; S4; S5; S6;
}
if ( c2>= c0+N && c2 <= c0+N ) { //OTL
S7; S8;
}
}
}
}
}
// Synchronize
}
(c)
Figure6.5:(a)RecoveredsyntaxunderplutoschedulingamendedwithOTLs(i.e.P),(b)Al
for-loopsarereplacedwithif-guards(i.e.Pintra)(c)Thesequentialwavefrontloopandparalel
wavefrontconditionsarewrappedaroundPintratoproducetheﬁnalADIsyntax.
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for( t=0; t<T; t++ ) {
for( i=2; i<N−1; i++ )
for( j=2; j<N−1; j++ )
S1(t,i,j);
for( i=2; i<N−1; i++ )
for( j=2; j<N−1; j++ )
S2(t,i,j);
}
for( t=0; i<T; t++ ) {
for( j=2t+2; j<2t+N−1; j++ )
S1(t,2,j−2t);
for( i=2t+3; i<2t+N−1; i++ ) {
S1(t,i−2t,2);
for( j=2t+3; j<2t+N−1; j++ ) {
S2(t,i−2t−1,j−2t−1);
S1(t,i−2t,j−2t);
}
S2(t,i−2t−1,N−2);
}
for( j=2t+3; j<2t+N; j++ )
S2(t,N−2,j−2t−1);
}
for( t=0; t<N; t++ ) {
for( i=2t+2; i<2t+N−2; i++ )
for( j=2t+2; j<2t+N−2; j++ )
S1(t,i−2t,j−2t);
for( i=2t+3; i<2t+N−1; i++ )
for( j=2t+3; j<2t+N−1; j++ )
S2(t,i−2t−1,j−2t−1);
}
φS1:(t,2t+i,2t+j) φS1:(t,0,2t+i,2t+j)
φS2:(t,2t+i+1,2t+j+1) φS2:(t,1,2t+i+1,2t+j+1)
(a) (b) (c)
S1(x1,x2,x3):b[x2][x3]=0.2·(a[x2][x3]+a[x2][x3−1]+a[x2][x3+1]+a[x2+1][x3]+a[x2−1][x3])
S2(x1,x2,x3):a[x2][x3]=b[x2][x3]
Figure6.6:(a)TheoriginalJacobi-2dkernel,(b)TransformedJacobi-2dkernelusingthePluto
schedulingalgorithm[BBK+08b],(c)ProposedfusionstructurederivedfromAlgorithm4.
thentherestoftheschedulingdimensionsareunfusedandmarkedparalel.Therefore,inorder
toensurecorrectnessoftherespectiveparalelprogram,adecouplingofstronglyconnected
componentsimposedbyline6,mustbeaccompaniedbyintra-tilesynchronizationinbetween
thosecomponents. ThisisexempliﬁedbytheﬁnalversionofPintrafortheJacobi-2dkernel
showninFigure6.7.
Algorithm
Input:Asetofmulti-dimensionalschedulesΦ:{φS1...φSn}andasetofpolyhedraldepen-
dencesE.
Output:AsyntactictreePintrarepresentingthedevicecodeforourscop.
Step1UseEtoconstructadirecteddependencegraphddgwhereeachnodeisastatement
andeachedgerepresentsadependencee∈E.
Step2UseddgfromStep1alongwithEandΦasinputtoAlgorithm4.Getasetofnew
schedulesΦinreturnalongwithvectormarkspecifyingparalelintra-tiledimensions.
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Algorithm4 Eliminationofintra-tiledependencesthatcanresultinunnecessaryintra-tile
wavefront.Letddgbethedirecteddependencegraphofad-dimensionalprogramderivedfrom
asetofpolyhedraldependenceedgese∈Eeachinvolvingasource(srce)andasink(sinke)
statement.
1:procedureintraDepElimination(Φ,ddg,E)
2: scc[1...n]←ddg Calculatesccwithwel-knownalgorithms
3: mark[1...d]←paralel Alloopsmarkedparalel
4: foreachi∈[1.d]do
5: if(e∈Eforwhichscc[srce]=scc[sinke])then
6: CutScc(i,scc) AddsccvaluestoΦonpositioni
7: returnmark
8: endif
9: if(isParallel(i,Φ)=false)then
10: mark[i]=non-paralel
11: updateE,ddgandscc Removesatisﬁeddependences
12: if(E= )returnmark Exitifnodependencesleft
13: endif
14: endfor
15: returnmark
16:endprocedure
for( t=max(0,t1∗T1); t<min(N,t1∗T1+T1−1); t++) {
if( i>=2t+2 &&i<2t+N−1)
if( j>=2t+2 &&j<2t+N−1)
S1(t,i−2t,j−2t);
// Synchronization
if( i>=2t+2 &&i<2t+N−1)
if( j>=2t+2 &&j<2t+N−1)
S2(t,i−2t,j−2t);
// Synchronization
}
Figure6.7:FinalversionofPintrafortheJacobi-2dkernel.Thetimeloopwasmarkedsequential
thusmodiﬁedaccordingly,whiletheparalelspaceloopswereturnedintoif-guards.
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Step3UseasyntaxrecoverytooltorecoverthesyntaxunderΦandgetsyntactictreeP.
Step4InvokeAlgorithm6.2.1usingPandgetP amendedwithOTLsinreturn.
Step5Ifmarkindicatestheexistenceofparalelintra-tiledimensionsgotoStep5.1.Oth-
erwisegotoStep5.2.
Step5.1Basedonsyntacticpattern-matching,locatethefor-loopsinP thatcorre-
spondtotheparalelintra-tiledimensionsindicatedbymarkandreplacethemwith
if-guards. Modifytheremainingfor-loopsaccordingto(6.4).Theresultwouldbe
Pintra.GotoStep6.
Step5.2Replacealfor-loopswithif-guardsandgetPintraasaresult.GotoStep6.
Step6ReturnPintra
Implementation
Firstofal,steps1and2includingAlgorithm4canbeimplementedasprivateRosePluto
methodsthatareinvokedaspartofthe main RosePluto::applymethodorasindepen-
dentpublicmethodsoftheRosePlutoclass. Forstep3wesimplyinstantiateandusea
RoseCloogobjectjustlikewedidforAlgorithm6.2.1andshowedintheLayer-1usageex-
ampleofSection5.4. Finaly,becauseP isintheformofaFlowGraphobjectreturned
bytheRoseCloog::printtoflowgraphmethod,steps5.1and5.2canbeimplementedas
visitor-patterntraversalsoverP thatsimplyreplaceForLoopnodeswithConditionalnodes
whenevernecessary.
6.3 GPU Mapping
TheGPUmappingprocessinvolvesthetaskofmappingparaleltilesandparalelintra-tile
pointsintothevirtualprocessorspaceofanOpenCLdevice,embodiedbytheND-Rangeand
Work-Groupconﬁgurations. Wealreadymentionedintheintroductionofthischapterthatthe
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GPUmappingprocessisgoingtotakeplaceatrun-time,i.e.itwilrelyonarun-timesystem
thatisinherentlydecoupledfromthecompiler. Twofundamentalconceptsinthisrun-time
systemaretheTile-BucketandtheThread-Bucketdeﬁnedasfolows:
Deﬁnition6.ATile-BucketisdenotedbyBTandcontainsthecoordinatesofalparaleltile
instancestobemappedintoanND-RangeanditisofsizeBTsize(w)=|SWT(w)|orBTsize=
|STP|forwavefrontorrectangularlyparaleltilespacesrespectively.
Deﬁnition7. AThread-BucketisdenotedbyBIandcontainsthecoordinatesofalparalel
intra-tilepointstobeexecutedbyeachwork-group.
Eachbucketispopulateddynamicalyatrun-timebythehostandthentransferredintoconcur-
rent(i.e.shared)datastructuresresidinginathread-visiblememorylevel(e.g.globalmemory)
whereeachbucketentry(i.e.tileorintra-tilecoordinate)canberecoveredfromthedevice
codeusingthebuilt-inindexvariables,i.e.,glwandgliaswedeﬁnedtheminSection2.1.3.
Withrespecttothetile-bucket,inSection 6.2.1wedeﬁnedourparalelizedtilespaceasa
vectorofloop-boundexpressionsderivedfromrectangularly-paraleltiledimension–STP–or
wavefrontparalelism–STW(w).Theseloopscannowbeexecutedinanyorderfromthehost
environmentandpopulatethetile-bucketBTwithtilecoordinatesaccordingtoAlgorithm5.
Notethatthechosenexecutionorderwileﬀectivelydeﬁnethelayoutofthemapping. This
layoutcouldbeanarbitrarypermutationoftheparaleltileloopsoramorecomplexlayout
likeadiagonalreorderingtoavoidpartitioncamping[RM09].InChapter7wewilshowthat
deﬁningthemappinglayoutatthehost–ratherthanthedevice–hassurprisingbeneﬁtsin
programmabilityanddebuggingwithnegligiblerun-timeoverhead.
Algorithm5alsoincludestwomainoptimizationsi.e. emptytileeliminationandfultile
separation.Inline2weusetheintra-tilecoordinateeliminationconditionsfromSection6.2.1
toeliminatealemptytilesresultedfromtheroundedparametricfractionsusedtogeneratethe
tileloopboundexpressions.Ontheotherhand,inlines4-8weusethefolowingconditionsin
ordertoperformfultileseparation:
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Algorithm5Populationoftile-bucketBTwithful-tileseparationandempty-tileelimination.
1:procedurePopulateTileBucket(t,BT,BTsize) HostCode
2: if(tisnotanemptytile)then Emptinessconditions
3: BT[BTsize]←{t1,...,tdpar}
4: if(tisnotafultile)then Fulnessconditions
5: BT[BTsize]← ispartial
6: else
7: BT[BTsize]← isful
8: endif
9: BTsize←BTsize+1
10: endif
11: returnBT,BTsize
12:endprocedure
dpar
i=1
((ti·Ti<lbi)∨(ubi<ti·Ti+Ti−1)) (6.6)
Noticethatcondition(6.6)mightonlybepartialyfulﬁledbyagiventile.However,atthisstage
weonlydistinguishbetweencompleteandnofulﬁlmentof(6.6)andthusconsidertwoversions
ofPintra(seeAlgorithm6.2.2),onerepresentingpartialtiles(Pintrawithoutmodiﬁcations)and
onerepresentingfultiles(Pfulintrawherealif-guardsareremovedexceptforthosecorresponding
toOTLs).
Ontheintra-tilelevel,ifthenumberofparaleltransformationdimensionsdpar≤dtisnon-zero
(seemarkvectorofAlgorithm4),thenwehaveadpar-dimensionalrectanglecontainingparalel
executioninstancesthatcanbemappeddirectlyintoaWork-Group(withouttheuseofthread-
buckets).
Incaseofintra-tilewavefrontparalelism,bucketBIissplitintomultiplebuckets,eachone
correspondingtoawavefrontinstancew∈WIandcontainingtheparalelexecutioninstances
ofw. Therefore,BIisdeﬁnedasBI[WIsize][BIsize]withWIsizeandBIsizebeingdeﬁnedas
themaximumnumberofwavefrontsandthemaximumnumberofpointswithinawavefront
respectively.BothWIsizeandBIsizearesymbolicexpressionsdependingontilesizesandare
empiricalyhard-codedintotherun-timesystemfor2Dand3Dtiles.
NoticethatBIsizereﬂectsthemaximumnumberofintra-wavefrontpointsacrossal wavefront
instances. WewiluseitfortheWork-Groupconﬁguration(seeSection6.3.1)asitdenotesthe
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totalamountofwork-itemsper Work-Group. Thismeansthatforwavefrontinstanceswith
fewerintra-wavefrontpoints,wewilinevitablyhaveidlework-items. Thesework-itemscan
beidentiﬁedbyanegativecoordinatesincealvalidintra-tilecoordinatesarenon-negativeby
default.
Theintra-tilewavefrontloopnestcanbegeneratedfortheintra-tilespacebyhyperplane(6.5)
usingapolyhedralcodegenerationtool[Bas04,QRW00,Che12].Thegeneratedloopnestwil
includeanouterwavefrontloopandaninnernestofdt−1loopsthatwilplaceintra-tile
coordinatesinwavefrontbucketBI[w]foreachwavefrontinstancew∈ WI.Currently,these
loop-nestshavebeenhard-codedintotherun-timesystemfor2Dand3Dtiles.
6.3.1 1Dor2DConﬁguration
Aftercompletingthebucketpopulationprocesswecanproceedwiththedeﬁnitionofa Work-
GroupandND-Rangeconﬁgurationbasedonthetotalnumberofentriesineachbucket.
FortheND-Rangeconﬁgurationthesimplestapproachistocreatea1Dconﬁgurationdeﬁned
asfolows:
NDR(BTsize,1,1) (6.7)
However,theextentofeachND-Rangedimensionistypicalyassociatedwithamaximum
alowablevalue(e.g.65536forCUDAplatforms). Consequently,ifBTsizegetstoolargewe
mighthavetodeﬁnea2Dconﬁgurationinordertorespectthemaximumextentlimits.For
thatwecanuseasimplefactorialalgorithmtoderiveaparameterfBT andourﬁnal2DND-
Rangeconﬁgurationbecomes:
NDR(fBT,BTsizefBT ,1) (6.8)
Forthework-groupconﬁgurationwecanusethesamemethodtogeta2Dconﬁgurationas
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folows:
WG(fBI,BIsizefBI ,1) (6.9)
Ifhowever,wehaveup-totwoparalelintra-tiledimensionswecansimplyproducethefolowing
work-groupconﬁgurations:
WG(T1,T2,1) or WG(T1,1,1) (6.10)
ThroughoutourexperimentalevaluationpresentedinSection6.5weonlyconsidered1Dwork-
groupandnd-rangeconﬁgurationsexceptfortheprogramsthathada2Drectangularlyparalel
intra-tilespaceamenabletoadirectmappingbasedon(6.10).
6.4 Local Memory Management
AccordingtotheOpenCLexecutionmodel(Figure2.6),each Work-Groupisassociatedwith
asoftwaremanagedmemoryspace–caledLocal Memory–thatphysicalyresidesineach
computeunit(Figure2.7). Becauseeachwork-groupessentialyrepresentsatileinthetile
bucketBT,weseekawayofdeﬁningandmanaginglocalmemorybuﬀersinordertoexploit
intra-tilelocality.
Sincethetotalamountofwork-groupsistypicalylargerthantheamountofcomputeunits,
localmemorycanbesharedamongmultipleactivework-groups.Ifthecolectivedemandfor
localmemoryexceedsitsphysicalcapacity,thenumberofactivework-groupspercomputeunit
isreduced.Thiseﬀecthighlightsthetightbalancebetweenlocalityandparalelismexempliﬁed
inFigure6.8.Inparticular,weseethatifthenumberoflocalmemorybuﬀersperwork-groupis
reduced,thenthenumberofactivework-groupscanbeincreased.Ontheotherhand,ifthelocal
memoryusageofasinglework-groupexceedsthephysicalcapacitythenthekernelinvocation
wilfailcompletely.Inanauto-tuningenvironmentwheretile-sizescantakearbitraryvalues
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Figure6.8:Thisﬁgurehighlightsthetrade-oﬀbetweenparalelismandlocality.Inparticular,
usingonelessbuﬀerperwork-groupcanactivateonemorework-grouppercompute-unit.
withadirectimpactonbuﬀersizes,thissituationcanunnecessarilyrestricttheauto-tuning
space. Weovercomethisproblembyintroducinganotherrun-timemechanismbasedonthe
conceptofBuﬀerBuckets:
Deﬁnition8.ABuﬀer-BucketdenotedbyBB,isacolectionofabstractlocal-memorybuﬀers
accompaniedbyakerneldescriptormappingtherespectivebuﬀer-buckettoaspeciﬁcdevice
function.
Eachbuﬀer-bucketischaracterizedbyatunablecapacityparametercaledLocalMemoryWin-
dowLw,thateﬀectivelyrepresentstheper-work-groupavailabilityoflocalmemory.Byintro-
ducingLw wecandynamicalycontrolthenumberoflocalmemorybuﬀersper-work-group.
Inparticular,localmemorybuﬀerscanbeaddedtoabuﬀer-bucketatrun-timeaslongasits
contentsdonotexceedLw.IftheLw limitisreachedtherespectivebuﬀer-bucketisclosed
andnomoreadditionscanbeperformed. Anobviousside-eﬀectofthisisthattheorderin
whichweaddbuﬀerstoabuﬀer-bucketmatters.Forexample,addingaseriesofsmalbuﬀers
andthenabiggeronemighthaveadiﬀerenteﬀectthanaddingthebiggerbuﬀerﬁrstandthen
thesmalerones.Furthermore,eachadditionisaccompaniedbyakerneldescriptormapping
thecontentsoftherespectivebuﬀer-buckettoaspeciﬁckernelfunction.Thecompleteprocess
isoutlinedbyFigure6.9.Noticethatthekernelinvocationinline8requiresabuﬀer-bucket
argumentthatspeciﬁesthekernelfunctiontocalandthetotalamountoflocalmemorytobe
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1: initBuﬀerBucket(BB,Lw,Kernel(0))
2:
3: addBuﬀer(BB,B1,Kernel(1))
4: addBuﬀer(BB,B2,Kernel(2))
5: ...
6: addBuﬀer(BB,Bn,Kernel(n))
7: ...
8: invoceKernel(BB,BT,BI)
Fig. 4.Mechanism for adding nbuﬀersBi:i∈[1.n] to a buﬀer-bucketBB which is
subsequently used for the kernel invocation. Note that the device code speciﬁed by the
Kernel(0) descriptor wil not use any of the buﬀers.
Algorithm 2blabla
1: initBuﬀerBucket(BB,Lw,Kernel(0))
2:
3: addBuﬀer(BB,B1,Kernel(1))
4: addBuﬀer(BB,B2,Kernel(2))
5: ...
6: addBuﬀer(BB,Bn,Kernel(n))
7: ...
8: invokeKernel(BB,BT,BI)
kerneln−1wil use the bestn−1 buﬀers according to their rank, etc. In other
words, buﬀers are added incrementaly according to their rank and if the addition
of buﬀerBi:i∈[1.n] results in exceedingLwthen al subsequent additions wil
fail and the kernel usingi−1 buﬀers – indicated by the Kernel(i−1) descriptor
– wil be invoked. The ranking of the candidate local memory buﬀers is based
on temporal-reuse, group-reuse and self-spatial reuse.
Each buﬀer entry contains the total size of the respective buﬀer and a set of
parameters that are transfered to read-only constant memory and then used by
pre-deﬁned data-movement procedures to move data in and out of the buﬀers.
More details on this wil be discussed in Section 5.2.
5.1 Buﬀer Deﬁnition
LetFibe the multi-dimensional access function of arrayi, ignoring any constant
terms. Furthermore, letCtibe a set of integers denoting the absolute distancebetween the maximum and the minimum constant terms across al textual refer-
ences to arrayifor each dimension. We deﬁne buﬀerBiofito be the rectangular
bounding box ofFienlarged by the elements ofCtialong each dimension, andcharacterized by two sets of symbolic expressions namely thefootprint origins
Oi(t,T) and thefootprint extentsEi(T), wheretandTdenote the vectors of
tile coordinates and tile sizes respectively. Figure 5 ilustrates how buﬀerBA
Figure6.9: MechanismforaddingnabstractbuﬀersBi:i∈[1.n]toabuﬀer-bucketBB
whichissubsequentlyusedforthekernelinvocation. Notethatthedevicecodespeciﬁedby
theKernel(0)descriptorwilnotuseanyofthebuﬀers.
alocateddynamicaly.Inotherwordsabuﬀer-bucketconstructsanexecutionenvironmentin
whichthecontainedbuﬀersareavailableforuse.
Thedynamiclocalmemorymanagementpolicythatweareproposingranksthesetofcandidate
localmemorybuﬀersandthnutilizsthebuﬀer-bucktabstractionandpopulationmechanism
(Figure6.9)toconstructanexecutionenvironment. Thisimpliesthatn+1kernelversions
areneeded,wherenisthetotalamountofbuﬀers–kernelnwiluseal nbuﬀers,kerneln−1
wilusethebestn−1buﬀersaccordingtotheirranketc.Inotherwords,buﬀersareadded
incrementalyaccordingotheirrankandiftheadditionofbuﬀerB :i∈[1.n]resultsin
exceedingLwthenalsubsequentadditionswilfailandthekernelusingi−1buﬀers–indicated
bytheKernel(i−1)descriptor–wilbeinvoked.Therankingofthcandidatelocalmemory
buﬀersisbasedonthefolowingcriteria[ALSU07]:
TemporalReuseAnarrayaccessexhibitssuﬃcienttemporallocalityiﬀtherankofitsaccess
functionislessthanthedimensionalityofthestatementcarryingtheaccess.
AmountofGroup-Reuse Thetotalnumberoftextualreferencestothesamearraywiththe
sameaccessfunctionwithoutconsideringanyconstantterms.
Self-SpatialReuseThisismorecommonlyknowninrecentHPCliteratureasglobalmemory
accesscoalescingandindicateswhetheranaccessfunctionaccessesacontiguoussection
ofmemoryornot.
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Eachbuﬀerentrycontainsthetotalsizeoftherespectivebuﬀerandasetofparametersthat
aretransferredtoread-onlyconstantmemoryandthenusedbypre-deﬁneddata-movement
procedurestomovedatainandoutofthebuﬀers. Moredetailsaboutthatwilbediscussed
inthefolowingsections.
Wenowproceedtoexplainhoweachabstractbuﬀerentryisdeﬁned.
6.4.1 BuﬀerDeﬁnition
LetFibethemulti-dimensionalaccessfunctionofarrayi,ignoringanyconstantterms.Fur-
thermore,letCtibeasetofintegersdenotingtheabsolutedistancebetweenthemaximumand
theminimumconstanttermsacrossaltextualreferencestoarrayiforeachdimensionifi. We
deﬁnebuﬀerBiofitobetherectangularboundingboxofFienlargedbytheelementsofCti
alongeachdimension,andcharacterizedbythefolowingparametricexpressions:
FootprintOriginsAsetofparametricexpressionsdenotedbyOi(t,T)foranarrayi,–
wheretandTthevectorsoftilecoordinatesandtilesizesrespectively–thatrepresent
thelexicographicalyminimumvalueoftheaccessfunctionFiforeachdimensionunder
thedomainofthetileDT(t)deﬁnedas:
DT(t):ti·Ti
ti
≤xi≤ti·Ti
ti
+Ti−1 fori∈[1.dt] (6.11)
Evidently,theoriginexpressionsdependonthetilecoordinatesandspecifytheposition
ofthebuﬀerelementsinglobalmemory.
FootprintExtentsAsetofparametricexpressions–dependingonlyontilesizes–denoted
byEi(T)foranarrayi,thatrepresenttheextentofthebuﬀer’sboundingboxalongeach
dimension.Itisdeﬁnedasthediﬀerencebetweenthelexicographicalyminimumand
maximumvalueoftheaccessfunctionFialongeachdimensionunderDT(t),incremented
bytheentriesofCti.
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f o r( x0 = 0 ; x0<T ; x0++ )
f o r( x1=x0 + 1 ; x1<x0+N−2; x1++ )
f o r( x2=x0+x1 + 1 ; x2<x0+x1+N−2; x2++ )
A[ x1−x0 ] [ x2−x1−x0 ] = (A[ x1−x0−1][ x2−x1−x0−1]+
A[ x1−x0−1][ x2−x1−x0 ] +A[ x1−x0−1][ x2−x1−x0 +1]+
A[ x1−x0 ] [ x2−x1−x0−1]+A[ x1−x0 ] [ x2−x1−x0 ] +
A[ x1−x0 ] [ x2−x1−x0 +1]+A[ x1−x0 + 1 ] [ x2−x1−x0−1]+
A[ x1−x0 + 1 ] [ x2−x1−x0 ] +A[ x1−x0 + 1 ] [ x2−x1−
E1
E2
[O1,O2]
x0 + 1 ] ) / 9 ;
E1
E2
[O1,O2]
C2tot
C1tot
FA ={x1−x0, x2−x1−x0} OA ={t1−t0−T0+ 1� �� �
O2
, t2−t1−t0−T1−T0+ 2� �� �
O1
} E�A ={E2+Ctot2 , E1+Ctot1 }
CtA ={2,2}, CnA ={1,1} EA ={T1+T0−1� �� �
E2
, T2+T1+T0−2� �� �
E1
}
(a) (b) (c)
Figure 7.(a) A skewed Seidel-2d kernel (b) The access footprint of aray A ignoring the constant terms (c) The footprint of aray A if we
take the constant terms into account.
Footprint OriginIt is a parametric expression denoted byOiforan arayi, that represents the lexicographicaly minimum value
of the access functionFifor each dimension under the domainof the tile.
Footprint ExtentsIt is a global parametric expression – depend-
ing only on tile sizes – denoted byEifor an arayi, and rep-resent the extent of the footprint’s bounding box along each di-
mension. It is used to alocate the local memory bufers and is
deﬁned as the diference between the lexicographicaly mini-
mum and maximum value of the access functionFialong eachdimension under the domain of the tile.
First, our code generation algorithm produces an API move-in
cal shown in Algorithm 3 for 2D accesses (similar methods are
provided for 1D and 3D accesses). Notice that Algorithm 3 assumes
that the size of the work-group i.e.BIsize, is smaler than the totalnumber of elements in the bufer and larger than the width of the
bufer. If the later assumption does not hold we simply round the
BIsizeat runtime to match it. Furthermore, note that the layout ofthe available threads is rearanged for each bufer according to lines
bla-bla.
Algorithm 3The default move-in procedure provided by the run-
time environment for a 2D arayithat occupies awi×hisectionof global memory.
1:bw ← ((E1+wu−1)/wu)·wu �Padded bufer width2:bh← E2 �Bufer height3:Stride← BIsize/bw4:procedureMOVEIN2D(Oi,Cni)5: t1← wi.xmodbw6: t2← wi.x/bw7: gl1← Oi.1 +t18: gl2← Oi.2 +t29: if(gl1−Cni.1< wi)and(gl1−Cni.1≥0)then10: while(gl2−Cni.2< hi)and(t2< bh)do11: if(gl2≥0)then12: buf f er[t2][t1] =global[gl2−Cni.2][gl1−Cni.1]13: end if
14: gl2← gl2+Stride15: t2← t2+Stride16: end while
17: end if
18:end procedure
If we now take the constant terms of the access into account
(Figure 7(c) the bounding box is enlarged according toCt. The
Algorithm 4The default move-out procedure provided by the
runtime environment for a 2D arayithat occupies awi×hisectionof global memory.
1:bw ← ((E1+wu−1)/wu)·wu �Padded bufer width2:bh← E2 �Bufer height3:Stride← BIsize/bw4:procedureMOVEOUT2D(Oi,Cni,Fi)5: t1← wi.xmodbw6: t2← wi.x/bw7: gl1← Oi.1 +t18: gl2← Oi.2 +t29: if(gl1−Cni.1< wi)and(gl1−Cni.1≥0)then10: while(gl2−Cni.2< hi)and(t2< bh)do11: if(gl2≥0)and(t1< E1)and(Fi)then12: global[gl2−Cni.2][gl1−Cni.1] =buf f er[t2][t1]13: end if
14: gl2← gl2+Stride15: t2← t2+Stride16: end while
17: end if
18:end procedure
actual footprint and its magniﬁcation due toCtwil only concern
us in the move-out API Algorithm 4. Notice that the move-out
algorithm difers from its move-in counterpart only by argumentFi
which is the condition that would efectively restrict the move-out
procedure to operate only on the actual footprint instead of the
entire bounding box. In practice,Fiis a conjunction of conditionson bufer coordinates and is characterized by the convex union of
the folowing set of afﬁne transformations (for ad-dimensional
access) applied to the bufer domain4.
FA(i) ={FA.1, . . . ,FA.i+Ct.i, . . . ,FA.d} fori∈[1.d]
FA(d+ 1) ={FA.1 +Ct.1, . . . ,FA.d+Ct.d}
The calculations for the footprint conditionsFcan be caried
out by deriving the footprint of each of the above access functions
for the bufer domain with a polyhedra scanning tool and then get
the convex union with a polyhedral library.
4The bufer domain is a tile domain for whichOi= 0across al dimen-sions.
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Figure6.10:(a)AskewedSidl-2dkerne(b)BuﬀerviewoftheaccessfootprintofAifwe
ignorealconstantterms(c)BuﬀrviewoftheaccessfootprintofAifwconsideralconstant
tems.
Noticethatweonlyconsiderasingleaccessfunctionforeacharrayimplyingthatweignoreany
arraysththvemultipleinearly-independentaccessfunctionsforanydimension.Figure6.10
ilusrashowbuﬀerBAideﬁnefortheSeil-2Dkernelof6.10(a),basedonOA,EAandCtA.
Finaly,givnthttalnumberofavailablethreadsBIsize,thebuﬀerextentsEi,andasetof
paddingfactorsPi,Algorithm6canbeusedtoppulatBBwitha2Dbuﬀerentryidentiﬁed
byasetof7parameters;thebuﬀerext tsEi,the ddedbuﬀerextetsEi,abuﬀer-speciﬁc
threadlayoutcapturedbyawidthandaheighparameterthiwandthihrespectivelyandthe
totalamontofelementsithebuﬀerEtotal. Whenthebuﬀer-bucketpopulationprocessisover,
altheseparamtersaretransferredtoread-onlycnstantmemorywhereheycanbeaccessed
bythepaametricdata-movementproceduresdiscussedinSection6.4.2.Itisinthisalgorithm
ln12)thatwecaincreasehenumberofthreadsinordertoacceleratethedata-movement
poess–anoptimizationsimilartotheoneproposedbyBaueretal.[BCK11]. Moredetails
aboutthatwilbediscussedinthefolowingsection.
6.4.2 MovingDataintoandoutoftheBuﬀers
Intheprevioussectionwesawhowtheabstractbuﬀersaredeﬁnedandsubmittedintobuﬀer-
bucketsforsubsequentutilization.Nowwearegoingtodiscusshowthesebuﬀersareutilized
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Algorithm6Algorithmforaddingabuﬀerentrytoabuﬀer-bucketBB.
1:procedureAddBuffer2D(BB,BIsize,Ei,Pi)
2: if(BB isclosed)then Lwhasbeenexceededbypreviousaddition
3: return
4: endif
5: Ei[1]←pad(Ei[1],Pi[1]) RoundheighttobeamultipleofPi[1]6: Ei[2]←pad(Ei[2],Pi[2]) RoundwidthtobeamultipleofPi[2]7: Etotal←Ei[1]·Ei[2] Totalelementsinbuﬀer8: BBbytes←BBbytes+Etotal Totalbytestobedynamicalyalocated
9: if(BBbytes>Lw)then
10: CloseBB andreturn Nomoreadditionsalowed
11: endif
12: AdjustBIsizeaccordingtoEtotalorEi[2] Optional13: if(Ei[2]>BIsize)then14: thiw←BIsize15: else
16: thiw←Ei[2]17: endif
18: thih←BIsize/thiw19: BB←{Ei,Ei,thih,thiw,Etotal} Addthebuﬀerentry20: BBsize←BBsize+1 Incrementthebuﬀercount
21: return
22:endprocedure
bytherun-timesystem.
Sincethebuﬀerextentsaswelasthework-groupconﬁgurationareparametric,themovement
ofdatainandoutofthebuﬀersneedstobeparametricaswel,i.e.,datamovementiscarried
outwithoutanyknowledgeaboutthework-groupandthebuﬀerextents. Forexample,lets
assumethattilesizesareknownatcompile-time.Thismeansthatthebuﬀerandwork-group
extentsarecompile-timeliterals.Ifthisistruethenthecompilercantakeadvantageofthis
knowledgeandoptimizethedatamovementcodeatcompile-time.Ifforexampleabuﬀerhas
exactlythesameextentsastherespectivework-groupthenthecompilercansimplygenerate
asingledata-movementstatementthatisexecutedbyeachthread,i.e.aldataitemsinthe
buﬀeraretransferedinparalel. However,inourcontextthisisnotpossiblesimplybecause
tilesizesareparametricandthereforeunknownatcompile-time. Consequently,wepropose
asetofgenericdatamovementmethodsintheformofrun-timeAPIfunctionsthatoperate
withoutknowingthebuﬀerandwork-grouplayouts.Inparticular,fora2Darraywepropose
Algorithms7and8formovingdatainandoutofthebuﬀersrespectively.Inbothalgorithms
weusetwoloops(lines4and6)becauseweassumethatthework-groupextentsarealways
smalerthanthebuﬀerextentswhichisthemostgeneralcase.
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Algorithm7Thebasicmove-inprocedurefora2DbuﬀerBiexecutedonthedevicecodeby
eachthread.
1:procedureMoveIn2DGeneric(Oi,Cni,Bi,bi)2: l1←wi.x/thiw, l2←wi.xmodthiw Recovernewthreadlayout3: g1←Oi[1]−Cnegi [1]+l1, g2←Oi[2]−Cnegi [2]+l2 Recoverglobalpositionofbuﬀer4: while(g1<bi[1])and(l1<Ei[1])do Heighttraversal5: if(g1≥0)then
6: while(g2<bi[2])and(l2<Ei[2])do Widthtraversal7: if(g2≥0)then
8: buffer[l1][l2]=global[g1][g2]
9: endif
10: g2←g2+thiw11: l2←l2+thiw12: endwhile
13: endif
14: g1←g1+thih15: l1←l1+thih16: endwhile
17:endprocedure
Algorithm8Thebasicmove-outprocedurefora2DbuﬀerBiexecutedonthedevicecode
byeachthread.
1:procedureMoveOut2DGeneric(Oi,Cni,Bi,bi,Fi(t1,t2))2: l1←wi.x/thiw, l2←wi.xmodthiw Recovernewthreadlayout3: g1←Oi[1]−Cnegi [1]+l1, g2←Oi[2]−Cnegi [2]+l2 Recoverglobalpositionofbuﬀer4: while(g1<bi[1])and(l1<Ei[1])do Heighttraversalusingoriginalbuﬀerheight
5: if(g1≥0)then
6: while(g2<bi[2])and(l2<Ei[2])do Widthtraversalusingoriginalbuﬀerwidth
7: if(g2≥0)and(Fi(l1,l2))then
8: global[g1][g2]=buffer[l1][l2]
9: endif
10: g2←g2+thiw11: l2←l2+thiw12: endwhile
13: endif
14: g1←g1+thih15: l1←l1+thih16: endwhile
17:endprocedure
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Evidentlythisapproachisnotidealbecausethetwoloopsinlines4and6yieldaconsiderable
overhead.Inordertoavoidthisoverheadwecandynamicaly(atrun-time)enforceaspeciﬁc
work-grouplayoutthatwilalowustoeliminateoneorbothoftheseloops.Thiscanbedonein
line12ofAlgorithm6byincreasingthenumberofwork-itemsinthework-groups,ifnecessary,
inordertoenforceaspeciﬁcrelationbetweenthework-groupandthebuﬀer.Thiswilenableus
tousefasterdatamovementmethodsforthepriceofpotentialymorework-itemsthatarenot
usedforcomputation.Infact,formostSCoPsinpracticewecanguaranteethatthecondition
ofline13inAlgorithm6istruewithoutincreasingthenumberofwork-itemswhichalowsus
toeliminatetheloopofline6atnocost.AnadditionaloptimizationforAlgorithms7and8
takesadvantageoftheful-tileseparationmechanismofAlgorithm5.Inparticularthebounds
conditionsinlines4,5,6and7canbeavoidedifwearedealingwithafultile.
Ifline12ofAlgorithm6doesleadtoanincreaseinwork-itemsthenweneedtomakesure
thattheadditionalwork-itemsdonotinterferewithourcomputation(becauseweareonly
usingthemfordatamovement).Forthatpurposewemaptheextrathreadsto−1entriesin
thethreadbucket(justlikewedoforintra-tilewavefronts)andprotectourcomputationwith
specialif-guardsthatﬁlterawaythreadswithnegativethread-bucketentries. Keepinmind
thatforintra-tilewavefrontsthisﬁlteringisalreadyinplaceandembodiedbythewavefront
conditions(Figure6.5(c)).
Themaindiﬀerencebetweenthemove-inandmove-outproceduresliesonline7.Inparticular,
theconditionofline7isamendedwithFi(li),aconditionalexpressionthatdependsonthe
buﬀercoordinatesliandrestrictsthemove-outprocedurestooperateonlyontheelementsthat
haveactualybeenwrittenbytherespectivetile(thegreyareainFigure6.10).Therefore,in
ordertodetermineFi(li)weneedtoexaminethewriteaccessesoftheprogram.
LetNibethetotalnumberoftextualreferencestoarrayithatperformawriteoperationand
Cjiwrite theconstanttermforeachreferencej∈Ni.Additionaly,ifwesolveOi=0fortand
replacetin(6.11)withthesolution,weendupwiththedomainofthebuﬀer:
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DTi·


li
T
1

≥0 (6.12)
whereliisthevectorofbuﬀercoordinatesandTthevectoroftilesizes.Eachwriteoperation
j∈Nicannowbeexpressedintermsoflibyusingapolyhedralcodegenerationtool(e.g.
CLooG)toscanDTiundertheaﬃnetransformationFjiwrite deﬁnedas:
Fjiwrite =Fi+(Cjiwrite−Cni) (6.13)
Theﬁnalsolutionistheconvexhul DCHiofalFjiwrite :j∈[1.Ni]underDTiwhichisthe
colectivefootprintofal writeoperationstobuﬀerBi,expressedintermsofli.Inorderto
retrievethesolutionandconstructtheconditionalexpressionFi(li),weﬁrstneedtoconvert
thesyntaxtreesproducedbythepolyhedralcodegenerationtoolbackintomatrixformsand
thenperformtheconvexhuloperation.Finaly,weconverttheresultantconvexhul matrix
DCHiintothesymbolicexpressionFi(li)anduseitasanargumenttotherespectivemove-out
procedures.ThecompleteprocessissummarizedbythefolowingAlgorithm:
Algorithm
Input:ThesetofpolyhedralaccessfunctionsFoftheprogram. Thesymbolicnameofan
arrayi.
Output:AconditionalexpressionFi(li)thatwouldrestrictmove-outprocedurestooperate
onlyontheelementsofarrayithatwhereactualywrittenbytherespectivetile.
Step1UsingthesymbolicnameofiretrieveFiandCnifromF.
Step2DetermineCjiwrite foreachwritereferencej∈[1.Ni]ofi,whereNithetotalnumber
oftextualreferencestoithatcorrespondtoawriteoperation.
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Step3CalculatetheoriginexpressionsOiofiusingFiand(6.11).
Step4SolvethesystemOi=0fortandsubstitutetin(6.11)withthesolutiontogetthe
buﬀerdomainDTi.
Step5ConstructtheaﬃnetransformationsFjiwrite foreachwriteaccessj∈[1.Ni]usingbasic
matrixmanipulation.
Step6Useapolyhedralcodegenerationtool(e.g. CLooG)toscanDTiundereachwrite
transformationFjiwrite :j∈[1.Ni].
Step7ProcessthesyntaxtreesproducedbyStep6andcreatethefootprintdomainsDjFi
foreachwriteaccessj∈[1.Ni]ofarrayi.
Step8UseapolyhedrallibrarytogettheconvexhulofalDjFi:j∈[1.Ni]denotedbyDCHi.
Step9ConstructoneconditionalexpressionforeachrowinDCHiandomittheonesthat
don’tinvolvemorethanonecoordinatevariables.
Step10ConstructaconjunctionofalconditionsfromStep9andreturntheresultantcon-
ditionalexpression.
Implementation
Firstofal,theaccessfunctionsoftheprogramFcanberetrievedintheformofAccessPattern
objectsforeachDatuminaRosePollyModelsymboltable.BecauseeachDatumhasasymbolic
name,wecansimplygettheAccessPatternobjectsthatbelongtoaDatumwithnamei. We
canthengroupalAccessPatternobjectsbasedonwhethertheyarewriteorreadpatterns
andconcentrateonthewriteones.Afterwards,wecangetthepollyMapobjectsofthewrite
patternsandrequestasimplematrixthatrepresentstheactualaccessfunction. Weknow
thatinthesesimplematricesthelastcolumnistheconstanttermoftheaccessfunctionso
fromthatcolumnwecanextractCniandCjiwrite (Steps1and2).
ForStep3,extractingtheoriginexpressionsforiissimple. Weﬁrstgetasimplematrix
fromanyAccessPatternofiandignoreanyvaluesonthelastcolumn. Wethenreplaceany
6.5. PuttingItAl Together 99
positiveentrieswithti(i.e.ti·Ti)andnegativeentrieswith−ti−Ti+1(i.e.−ti·Ti−Ti+1).
Obviouslyinordertodosuchsubstitutionsweneedtoadjustoursimplematrixbyadding
columnsforthetilesizesandtilecoordinates.Theoriginexpressionsforiarenowcaptured
byasimplematrixobject.
InStep4wecanconstructapollyMapfromthesimplematrixofstep3andinvokealinear
equationsolverinordertogetthesolutionofOi=0. Wenowconstructanewsimplematrix
thatwilrepresentthedomainofthebuﬀerDTibysubstitutingthesolutionofOi=0to(6.11)
againbymanipulatingsimplematrixobjects.
Forsteps5,6and7wecaneasilyconstructsimplematrixobjectsforeachFjiwrite :j∈[1.Ni].
andDTi(wealreadyhaveDTifromstep4)andtheninstantiatepollyMapandpollyDomain
objectsrespectivelythatwecansupplytoRoseClooginordertogetpollyDomainobjects
backrepresentingDjFi. NoticethatRosePolyalowsustohidethedetailsofthistransition
behindtheRoseCloogclass. Asaresult,wedonotneedtoworryaboutinvokingCLooG,
andmanipulatingsyntaxtreesoranycloog-speciﬁcdatastructurethatwouldcontaminate
ourimplementationwiththird-partycode.Gettingtheconvexhulforstep8isnowasimple
incrementalinvocationofthepollyDomain::convexhullmethod.
Finalyforsteps9and10wecancreateoursymbolicconditionalexpressionsbyexaminingthe
simplematrixthatrepresentstheconvexhulofstep8.Inparticular,foreachrowwecan
constructasyntaxtreeofaninequalitywithalnon-zeroentriesinthatrowbeingplacedon
thelefthandsideandzeroontherighthandside. Wecanthencreatetheﬁnaldisjunctionof
altheindividualrowconditions.
6.5 PuttingItAl Together
ByputtingalthepiecestogetherwecanformulateacompleteGPUcode-generationalgorithm
forstaticcontrolprograms. Thisalgorithmwouldproducetwopiecesofcode:(i)theGPU
mappingcodethatrunsonthehostside,and(i)then+1kernels(wherenisthetotalnumber
oflocalmemorybuﬀers)thatareexecutedonthedevice. Figures6.11and6.12showthe
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a generic form of the produced host and device code both of which provide a clear outline of
the respective code generation algorithms.
Algorithm 9bla.
1:Host-Code
2:InitBufferBucket(BB,Lw,Kernel(0))
3:InitThreadBucket(BI)
4:if(Intra-tile wavefront)then
5: SetIntraWave(BI,dt)
6:else
7: SetRectangularLayout(BI,T1,. . .,Tdpar)8:end if
9:AddBuffer(BB,BIsize,E1,P1,Kernel(1))
10: ...
11:AddBuffer(BB,BIsize,En,Pn,Kernel(n))
12:if(Tile wavefront)then
13: for eachw∈ Wdo
14: for eachloopLwiinSW T(w)do
15: PopulateTileBucket(BT,ti∈Lwi)
16: end for
17: InvokeKernel(BT,BI,BB)
18: end for
19:else
20: for eachloopLiinST P do
21: PopulateTileBucket(BT,ti∈Li)
22: end for
23: InvokeKernel(BT,BI,BB)
24:end if
Al capitalized functions in Figures6.11and6.12constitute the platform-independent runtime
environment6that supports the inspector-executor mechanisms as wel as the data-movement
procedures and the tile/intra-tile recovery methods that reside on the device code. In particular,
the latter are using the built-inglwandgliindex variables to access the tile and thread-bucket
entries which have been transferred to concurrent data structures by the host code. More
speciﬁcaly, the tile-bucket entries are stored in global memory and the thread-bucket entries
are stored in image-memory while the buﬀer-bucket entries are stored in constant memory. The
condition in Line 23 of the intra-tile wavefront code simply checks whether the corresponding
thread-bucket entry is negative or not. The same condition is found on non-wavefront device
code as wel in case we have increased the number of threads to facilitate more eﬃcient data-
movement procedures.
The simplicity and robustness of the code generation algorithm indicates that manual code
6Currently supporting CUDA targets.
Figure6.11:Templateoftheproducedhost-code.
templatesoftheproducedhstaddevicecodebothofwhichpovideaclearguideforthe
codegenerationalgorithms.
AlcapitalizedfunctionsinFigures6.11and6.12constitutetheplatform-independentrun-
timeenvironment6thatsupportstheGPUmappingmechanismsaswelasthedata-movement
proceduresandthetile/intra-tilerecoverymethodsthatresideonthedevicecode.Inparticular,
thelatterareusingthebuilt-inglwandgliindexvariablestoaccessthetileandthread-bucket
entrieswhichhavebeentransferredtoconcurrentdatastructuresbythehostcode. More
speciﬁcaly,thetile-bucketentriesarestoredinglobalmemoryandthethread-bucketentries
arestoredinimage-memorywhilethebuﬀer-bucketentriesarestoredinconstantmemory.The
conditioninLine29oftheintra-tilewavefrontcodesimplycheckswhetherthecorresponding
thread-bucketentryisnegatveornot.Thesameconditionisfundo non-wavefrndevce
codeaswelincasewehaveincreaedthe umberofthreadstofacilitatemoreeﬃcientdata-
movementprocedures.
6CurrentlysupportingCUDAtargets.
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1:Rectangularly Paralel Intra-Tile Execution
2:RecoverTileCoordinates
3:RecoverIntraTileCoordinates �The paralel ones
4:for eachsequential tile loopdo
5: Synchronize
6: MoveIn(1,O1,Cneg1 ,b1)
7: ...
8: MoveIn(n,On,Cnegn ,bn)9: Synchronize
10: if(ValidThread)then�Optional
11: if(FullTile)then
12: Pf ullintra(n) �Computation withnbuﬀers13: else
14: Pintra(n) �Computation withnbuﬀers
15: end if
16: end if
17: Synchronize
18: MoveOut(1,O1,Cneg1 ,b1,F1)
19: ...
20: MoveOut(n,On,Cnegn ,bn,Fn)21:end for
22:
23:Intra-Tile Wavefront Execution
24:RecoverTileCoordinates
25:MoveIn(1,O1,Cneg1 ,b1)
26: ...
27:MoveIn(n,On,Cnegn ,bn)28:for eachintra-tile wavefront instancewdo
29: if(ValidThread)then
30: RecoverIntraTileCoordinates
31: if(FullTile)then
32: Pf ullintra(n) �Computation withnbuﬀers33: else
34: Pintra(n) �Computation withnbuﬀers
35: end if
36: end if
37: Synchronize
38:end for
39:MoveOut(1,O1,Cneg1 ,b1,F1)
40: ...
41:MoveOut(n,On,Cnegn ,bn,Fn)
Figure6.12:Templateoftheproduceddevicecode.
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Thecompletecodegenerationalgorithmhasnotbeenimplementedyet.Forourexperimental
evaluationweproducedGPUcode manualybasedonthecodetemplatesofFigures6.11
and6.12.Asaresult,variouscomponentshadtobeacquiredindependantlyandthenassembled
togetherintotheﬁnalformofthecode. Morespeciﬁcaly,forAlgorithm6.2.1weusedan
existingimplementationprovidedbyPoCC(caledptile)whileAlgorithms4and6.4.2were
implementedusingRosePolyaswedescribedintherespectiveimplementationsections.
6.6 ExperimentalEvaluation
Thepurposeofourexperimentalevaluationistoassessthefolowingtwomainpropertiesof
ourcodegenerationmethod:
•Inthepresenceofrectangularly-paraleltileandintra-tilespacesthatdonotrequire
wavefrontparalelism,wewouldliketoevaluatetheoverheadinducedbyourrun-time
system. Suchstudywilalsotelustowhatextentwecanuserun-timetuningasa
substituteofiterativecompilation.
•Inthepresenceofwavefrontparalelism,wewouldliketoassesstheeﬀectivenessofour
run-timesysteminmappingwavefrontsoftileandintra-tilepointsonaGPUexecution
environment.
Forbothexperimentswecomparedoursolutiontoastate-of-the-artcompile-timemethod
withnorun-timesupportcaledPPCG[VCJC+13](versionc7179a0).PPCGutilizespolyhedral
analysisandcode-generationforproducingstaticalytiledCUDAcode,i.e.,tile-sizesareknown
atcompile-time.Inbothsystems,thePluto[BBK+08b,BR07]schedulingalgorithmisusedto
enabletilingthroughaﬃnetransformations.Furthermore,inordertoisolatetheperformance
eﬀectofourrun-timesystemwedisabledprivatizationonalexperiments;anoptimization–
providedbydefaultonPPCG–thatutilizesregisterstoperformloopunroling,anoperation
equivalenttothread-merging[YXKZ10].Thiswilnotaﬀectourevaluationsinceprivatization
isanindependentoptimizationthatcanbeinvestigatedinaseparatestudy.
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Compute Processing Local Peak PeakCompute Compute CUDA
Units Elements Memory Bandwidth Performance Capability
(Cores) (KB) (GB/s) (GFLOPS-SP)
GTX280 10 240 16 141.7 622.1 1.3 4.2
GT540M 2 96 48 28.8 258 2.1 4.2
GTX580 16 512 48 192 1581 2.1 4.2
M2070 14 448 48 150 1030 2.0 4.2.9
K20c 13 2496 48 208 3524 3.5 5.0.35
Table6.1:ComputeandmemorycharacteristicsoftheGPUsusedintheexperimentalevalu-
ation.
OurexperimentswereconductedonavarietyofNVIDIAGPUdevicesspanningfromtheearly
GTX280with1.3computecapabilitytothelatesthigh-endK20cwith3.5computecapability.
Table6.1showsacompletelistoftheGPUsusedalongwithasetofkeyattributes.
Withrespecttoourﬁrstassessment,weusedthewel-knownmatrix-multiplicationexample
asarepresentativeofrectangularly-paralelprograms. Ontheotherhandweused5stencil
programsfromthepolybenchsuite7foroursecondassessment.Inparticular,weusedtheADI
andSeidel-2dbenchmarksthatutilizethethread-bucketmechanismforintra-tilewavefront
executionandtheJacobi-1d,Jacobi-2dandfdtd-2dbenchmarksthatutilizeAlgorithm4to
avoidintra-tilewavefronts.
Inmostofourgraphsweusednormalizedmetrics(i.e.executiontimeforﬁrstassessmentand
GFLOPperformanceforoursecondassessment)simplybecausetheabsolutevaluesoﬀerno
valuetoourstudy.Infact,normalizedvaluesaremoreconvenientbecausethereadercanmake
relativepercantage-basedcomparisonseasily.Thereasonswhywedonotuseaboslutevalues
arethefolowing:
•Forourﬁrstassessmentwewanttomeasuretherun-timeoverheadofoursystemandthe
correlationbetweenrun-timeandcompile-timetuning. Wedonotevaluate(orpropose)
anynoveloptimizationforthiskindofprogramsandthereforewedonotanticipate
speed-ups.Infact,wecoulduseanyoptimizedimplementationofmatrix-multiplyinour
experiment(e.g.fromCUBLAS8)butwechosePPCGbecauseourprimaryobjectiveis
toevaluatethepotentialforperformanceportabilitythroughacompletesource-to-source
compilationpath.
7www.cs.ucla.edu/~pouchet/software/polybench/8developer.nvidia.com/cuBLAS
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•Asopposedtoourﬁrstassessment,inoursecondonewedowanttoevaluateanew
optimization,i.e.thetile-bucketandthread-bucketmechanismsforexecutingwavefront
paralelprogramsonGPUs.Inthiscasewedonotcareaboutabsoluteperformancebe-
causePPCGisthestate-of-the-artsource-to-sourcemethodforautomaticalygenerating
GPUcodeforwavefrontparalelSCoPs.Tothebestofourknowledgethereisnobetter
alternativetodate.
TheresultsaregroupedbasedonGPUmodelandtheycanbedistinguishedintotwokindsof
graphsperGPU.Theﬁrstkindisrelatedtoourﬁrstassessmentandincludessixlinegraphs
perGPU:(a),(b),(c),(d),(e)and(f).Infourofthesegraphs(i.e.,graphs(a),(c),(e)and(f))
eachpointrepresentsthenormalizedexecutiontimeforasingletile-sizeconﬁguration(each
pointcomesfromanaverageof10runs)whiletwoadditionalgraphs(i.e.,graphs(b)and(d))
areusedtoshowtherelativerun-timeoverheadforeachtile-sizeconﬁgurationalongwiththe
overalaverageoverhead.
Thesecondkindisrelatedtooursecondassessmentandconsistsofasinglebardiagram
perGPU,showingthebestperformancefoundwithinagivensearchspaceoftile-sizes.The
additionalbarsperbenchmarkshowninthosediagramsshowtherespectiveperformanceswhen
usinglesslocalmemorybuﬀers(thefarrightbardenotetheperformancewhennobuﬀersare
used)inanattempttohighlighttheimportanceofexploringthelocality/paralelismtrade-oﬀ
discussedinSection6.4.
Wenowproceedtodiscusstheconclusionswithrespecttoourtwoassessments.
Assessment1: Run-timeoverheadandcorrelationbetweencompile-timeandrun-
timetuning
Forourﬁrstassessmentgraphs(a)and(c)demonstratethecorrelationbetweenourmethod
(ptileGPUline)andppcgaccrossasetoftile-sizeconﬁgurationswithoutandwithlocalmemory
utilizationrespectively.Ontheotherhand,graphs(e)and(f)showtheeﬀectofusingthread-
buckets. Byusingthread-bucketstocarryintra-tilecoordinatesweareabletoevaluatetwo
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mainpropertiesofoursystem:(i)thecostofusingthethread-bucketmechanism,(i)the
eﬀectivenessofthethread-bucketmechanisminenablingdata-movementoptimizations. More
speciﬁcaly,ifweusethread-bucketsthenweareabletoincreasethenumberofthreadsbeyond
theonesneededforcomputation. Theadditionalthreadscanthenbeusedtooptimizethe
data-movementproceduresbyeliminatingbothloopsinAlgorithms7and8.Theremaining
graphs(b)and(d)showtherelativerun-timeoverheadforeachconﬁgurationpointofgraphs
(a)and(c)respectivelyaswelastheaverageoverhead(dashedredline).
Foreachexperimentourtile-sizesrangedfrom8to32withastrideof4foreachofthe3
dimensionsofmatrix-multiplication.Thisyieldedatotalof343conﬁgurationpointsforeach
experimentarrangedlexicographicaly. Becausethenumberofconﬁgurationswasverylarge
weremovedsomeofthemfromthegraphs–withnoimpactonourconclusions–inorderto
makethemmoreeasilyreadable.Theconﬁgurationpointsweremovedwerethefolowing:
•Size8,12,20and28fortheinnermosttileloop.
•Thepairsof(20,16)(24,16)(28,16)(32,16)tilesizesforthetwoinnertileloops(16for
theinnermost).
•Thepairsof(28,24)and(32,24)tilesizesforthetwoinnertileloops(24fortheinnermost).
Ofcourse,inthecalculationoftheaverageoverhead–shownasareddashedlineingraphs
(b)and(d)–weconsideredtheentirerangeoftile-sizesincludingtheonesweremovedfrom
thegraphsforclarity.
Ourﬁrstconclusionwithrespecttographs(a)and(c)isthatourrun-timetuningmethod
(ptileGPUline)correlateswiththeiterativecompilationmethod–embodiedbytheppcgline
–toasatisfactorydegree.Inotherwordsitcanbeconsideredreasonabletoavoiditerativecom-
pilationanduseourmethodforrun-timeperformancetuninginstead.Infact,Table6.2shows
thatthetimesavedforsearching343conﬁgurationsthatusesharedmemoryisconsiderable.
Perhapsthemoststrikingexceptionsarethefolowing:
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•Conﬁgurations6,21,37,51,64,75and84ongraph(c)ofGTX280
•Conﬁgurations89and104ongraph(a)ofK20c
Theseconﬁgurationscouldbethestartingpointofamoredetailedstudythatwouldhelpus
attainabetterunderstandingofthediﬀerencesbetweenthetwotuningmethods.
Withrespecttotheinducedrun-timeoverhead,graphs(b)and(d)showthattherelativerun-
timeoverheadexhibitsanormalﬂactuationaroundtheaveragewhichisnotalwayslow.In
fact,itreaches30.1%ontheGTX280and10.3%ontheK20c.Understandingthesourceof
thisoverheadandattemptingtominimizeitcouldbethesubjectoffuturework.Aninteresting
observationtowardsthatdirectionisthattheaverageoverheadincreasesifwemovefromgraph
(b)to(d).Thiseﬀectwasactualyexpectedsincetheparametricnatureofthedata-movement
proceduresmakesthemconservativeandthereforelesseﬃcient(thiseﬀectisnotsoclearon
theGT540Mforreasonsthatarenotyetfulyunderstood). Consequently,minimizingthe
averageoverheadforgraph(d)couldbeachievedbyimprovingtheeﬃciencyofthebuilt-in
datamovementprocedures.Finaly,itisworthnotingthatinsomecases(GTX580andK20c)
theaverageoverheadongraph(b)isnegativewhichcouldbeattributedtotheperformance
improvementduetotherun-timeful-tileseparationoptimization.
Ifwenowmovetographs(e)and(f)itisclearthattheadditionalcostofusingthread-buckets
dominatestheperformanceofourrun-timemethodmakingitsigniﬁcantlyslowerthanppcg.
However,onthefourthgraphweseethatmuchofthatperformancelossisrecoveredifwe
enablelocalmemory. Strangelythough,theunrolingoptimizationforthedata-movement
proceduresappearstohaveanegligibleimpactonperformance(i.e.thegreenandbluelines
almostcoincide)whichisapparentacrossal GPUsofourexperiment.
Assessment2: Eﬀectivenessofrun-timesystemin mappingtileandintra-tile
wavefronts
Forthesecondassessmentwepresentonebardiagramforeachdeviceshowingthebestperfor-
mancesfoundwithinagivensearchspace.Thesesearchspaceswerenotequivalentbetweenthe
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twomethods,i.e.,compile-timeandrun-timesimplybecauseeachmethodembodiesadiﬀerent
strategyinmappingtherespectivewavefronts. Forexample,inalbenchmarksusedinour
experimentsPPCG(thecompile-timemethod)didnottiletheouter-most(time)loopinorder
tominimizetilewavefrontsorcompletelyavoidwavefrontsfortheJacobiandfdtdbenchmarks.
Foralourbenchmarksweusedthesamesearchspaceweusedformatrixmultiplicationi.e.tile
sizesrangingfrom8to32withastrideof4.TheonlyexceptionwastheJacobi-1dbenchmark
whereweobservedaclearlinearincreaseinperformanceastheouter(time)tilesizeincreased
upto225.SuchexplorationwasnotpossibleforPPCGsimplybecausetheoutertimedimension
wasnottiled. Thiseﬀectwasnotobservedintherestofthebenchmarksprimarilybecause
oftheeﬀectoflocalmemoryinperformance.Inparticular,onthosebenchmarks(i.e. ADI,
Jacobi-2d,fdtd-2dandSeidel-2d)localmemorybuﬀersincreaseproportionalyinsizealong
eachdimensionasthetime-tilesizeincreases.Consequently,largetime-tilesizeshaveaclear
negativeimpactonoccupancyaswelasdata-movementcost.
Bylookingatalthebardiagramsitisclearthatourrun-timesystemiseﬀectiveinmapping
tileandintra-tilewavefrontsonGPUs.Furthermore,theadditionalbarsper-benchmarkshow
thatinsomecasesusingfewerlocalmemorybuﬀersyieldbetterperformanceasweexpected
andalreadyexplainedinSection6.4.
MorespeciﬁcalyweseethatforJacobi-2d,using2buﬀersisneverbeneﬁcial.Infact,forthe
GT540MandGTX580itisbetterifwedon’tuselocalmemoryatal.Thisobservationdoesn’t
meanthatlocalmemorybuﬀersdonotyieldaperformanceimprovementingeneral,i.e.for
altile-sizeconﬁgurations.Insteaditmeansthatforsomecombinationoftile-sizesusingone
ornolocalmemorybuﬀersresultsinthebestperformancewithinoursearchspace.Thereare
twomainreasonsforthis.FirstofalthebuﬀerdeﬁnitionsforJacobi-2dincludeacoeﬃcient
of2(thiscoeﬃcientisaresultoftheloopskewingtransformationperformedbyPlutoinorder
toenabletiling)forthetime-tilesizealongeachdimension. Thismeansthatifweincrease
thetime-tilesizelocalmemoryusageputsaconsiderablepressureonoccupancyanddata-
movementcost.Secondly,thedata-movementassociatedwitharrayBislargelyredundant
becauseonlyafewelementsofBareactualycommunicatedbetweenwavefrontsthusmoving
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theentirefootprintofBinandoutoflocalmemoryiswastefultoalargedegree.Sincearray
BisrankedsecondagainstarrayAthebluebarclearlyshowsthatredundantlymovingBin
andoutoflocalmemoryhurtsperformance.Thiscouldbeavoidedwithaprecisepolyhedral
analysisofBsimilarto[Gr¨o09],anoverlappedtilingmethod[HPS12,KBB+07]orasplit-tiling
method[GCK+13].Theﬁrstonehasnotprovenyettobeeﬃcientfor2Dproblemswhilethe
latertwoarerestrictivetoasmalsubsetofSCoPs.
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Figure6.13: Performance proﬁles and relative overhead of matrix-multiplication on GTX280
for a2k×2k×2kproblem without using thread buckets. Each point of (a) and (c) is normalized
with worst execution time. The dashed red lines of (b) and (d) represent the global average
run-time overhead for the entire conﬁguration space.
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(b)Relativeoverheadforeachconﬁgurationpointof(a).Averageoverhead10.
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Figure6.13:Performanceproﬁlesandrelativeoverheadofmatrix-multiplicationonGTX280
foa2k×2k×2kproblemwithoutusingthreadbuckets.Eachpointof(a)and(c)isnormalized
withworstexecutiontime. Thedashedredlinesof(b)and(d)representtheglobalaverage
run-timeoverheadfortheentireconﬁgurationspace.
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Figure6.15: Bestperformancesfoundaftertile-sizesearchonGTX280. Performancesare
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benchmarkdoesnotincludearedbarbecausetherespectivePPCGcodeyieldedincorrectcode
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Figure 6.16: Performance proﬁles and relative overhead of matrix-multiplication on GT540M
for a 2k×2k×2kproblem without using thread buckets. Each point of (a) and (c) is normalized
with worst execution time. The dashed red lines of (b) and (d) represent the global average
run-time overhead for the entire conﬁguration space.
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(b)Relativeoverheadforeachconﬁgurationpointof(a).Averageoverhead6.
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Figure6.16:Performanceproﬁlesandrelativeoverheadofmatrix-multiplicationonGT540M
fora2k×2k×2kproblemwithoutusingthreadbuckets.Eachpointof(a)and(c)isnormalized
withworstexecutiontime. Thedashedredlinesof(b)and(d)representtheglobalaverage
run-timeoverheadfortheentireconﬁgurationspace.
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Figure6.17: Performanceproﬁlesofmatrix-multiplicationonGT540Mfora2k×2k×2k
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Figure6.18: Bestperformancesfoundaftertile-sizesearchonGT540M.Performancesare
normalizedwiththebestperformancefoundwhichwas4.13GFLOPsforJacobi-1d.
6.6. ExperimentalEvaluation 113
90 Chapter 5. Parametric GPU Code Generation for Static Control Programs
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
ADI Jacobi-1d 3Pt Jacobi-2d 5Pt FDTD 2D Seidel 2D
Nor
mal
iz
ed
Per
for
ma
nc
e
ppcg
ptileGPU - Kernel(n)
ptileGPU - Kernel(n-1)
ptileGPU - Kernel(n-2)
ptileGPU - Kernel(n-3)
Figure 5.15: performance histogram
 0.4
 0.6
 0.8
 1
 1.2
 0  20  40  60  80  100
Nor
mal
iz
ed
Ex
ec
uti
on 
Ti
me
Configuration
ppcg
ptileGPU
Figure 5.16: dgemm 2k
GTX580
(a)Nolocalmemory. Worstexecutiontime0.261sec
112 Chapter 6. Parametric GPU Code Generation for Static Control Programs
 0.4
 0.6
 0.8
 1
 1.2
 0  20  40  60  80  100
Nor
mali
ze
d
Ex
ec
uti
on 
Ti
me
Configuration
ppcgptileGPU
GTX580
(a) No local memory. Worst execution time 0.261sec.
-20
-10
 0
 10
 0  20  40  60  80  100
Ru
n-ti
me 
ov
erh
ea
d (
%)
Configuration
-8.4
(b) Relative overhead for each conﬁguration point of (a). Average overhead−8.4%.
Figure 6.19: Performance proﬁles and relative overhead of matrix-multiplication on GTX580
for a 2k×2k×2kproblem without using thread buckets. Each point of (a) and (c) is normalized
with worst execution time. The dashed red lines of (b) and (d) represent the global average
run-time overhead for the entire conﬁguration space.
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(b)Relativeoverheadforeachconﬁgurationpointof(a).Averageoverhead−8.
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Figure6.19:Performanceproﬁlesandrelativeoverheadofmatrix-multiplicationonGTX580
fora2k×2k×2kproblemwithoutusingthreadbuckets.Eachpointof(a)and(c)isnormalized
withworstexecutiontime. Thedashedredlinesof(b)and(d)representtheglobalaverage
run-timeoverheadfortheentireconﬁgurationspace.
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(f) WithLocalmemoryandunrolingoptimization. Worstexecutiontime0.731sec.
Figure6.20: Performanceproﬁlesofmatrix-multiplicationonGTX580fora2k×2k×2k
problemusingthreadbuckets.Eachpointof(a)and(b)isnormalizedwithworstexecution
time.
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Figure 5.17: performance histogram
M2070
Figure6.21:Bestperformancesfoundaftertile-sizesearchonM2070.Performancesarenor-
malizedwiththebestperformancefoundwhichwas25.11GFLOPsforFdtd-2d.
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Figure 5.17: performance histogram
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(a)Nolocalmemory. Worstexecutiontime0.333sec
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(b) Relative overhead for each conﬁguration point of (a). Average overhead−7.4%.
Figure 6.22: Performance proﬁles and relative overhead of matrix-multiplication on GTX580
for a 2k×2k×2kproblem without using thread buckets. Each point of (a) and (c) is normalized
with worst execution time. The dashed red lines of (b) and (d) represent the global average
run-time overhead for the entire conﬁguration space.
.
(b)Relativeoverheadforeachconﬁgurationpointof(a).Averageoverhead−7.
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(c) With local memory. Worst execution time 0.191sec.
 0
 10
 20
30
 0  20  40  60  80  100
Ru
n-ti
me 
ov
erh
ea
d (
%)
Configuration
10.3
.
(d)Relativeoverheadforeachconﬁgurationpointof(c).Averageoverhead10.3%.
Figure6.22:Performanceproﬁlesandrelativeoverheadofmatrix-multiplicationonK20cfora
2k×2k×2kproblemwithoutusingthreadbuckets.Eachpointof(a)and(c)isnormalized
withworstexecutiontime. Thedashedredlinesof(b)and(d)representtheglobalaverage
run-timeoverheadfortheentireconﬁgurationspace.
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(f) Withlocalmemoryandunrolingoptimization. Worstexecutiontime0.558sec.
Figure6.23:Performanceproﬁlesofmatrix-multiplicationonK20cfora2k×2k×2k
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problem
usingthreadbuckets.Eachpointof(a)and(b)isnormalizedwithworstexecutiontime.
Figure6.24:Bestperformancesfoundaftertile-sizesearchonK20c.Performancesarenormal-
izedwiththebestperformancefoundwhichwas33.03GFLOPsforFdtd-2d.
Searchtimes
GTX280 GT540M GTX580 K20c
ppcg ptileGPU ppcg ptileGPU ppcg ptileGPU ppcg ptileGPU
matMul 3261s 133s 8778s 783s 575s 95s 7659s 1237s
Table6.2:Tile-sizesearchtimes
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6.7 Conclusions
Inthischapter,wepresentedacodegenerationalgorithmthatproducesparametricalytiled
GPUcodeforeﬀectiverun-timetuningofSCoPs.Thetechnicalchalengesaddressedbyour
approacharethefolowing:
•ExtractingandmappingparametricalytiledwavefrontsforGPUexecutioncanlead
toloadimbalanceifwavefrontsarenotmappedpreciselytotherectangularexecution
spaceofGPUs.Toaddressthischalengeweintroducedarun-timesystembasedonthe
conceptsofTileBucketsandThreadBuckets.
•Theparametricnatureoftheproducedcodeindicatestheimportanceofadynamiclocal
memorymanagementmechanismthatwouldbeabletoalocateanduselocalmemory
buﬀersdynamicaly.ForthatpurposeweintroducedtheconceptofBuﬀerBuckets,i.e.,
bucketsofabstractlocalmemorybuﬀersthatarepopulateddynamicalybyarun-time
system. Thesebuﬀerbucketsarecombinedwithasetofpredeﬁnedparametricdata-
movementproceduresprovidedintheformofAPImethods.
Ourexperimentalevaluationshowedthatinthecaseofrectangularly-paralelprograms(in
caseswherewavefrontparalelismcanbeavoided),theproducedparametricalytiledGPU
codeperformswelenoughtoalowustoavoidthecostofiterativecompilationforperfor-
mancetuning. Thismeansthateventhoughourmethodinducesrun-timeoverheadthat
sometimescanberelativelyhigh(e.g.ontheGTX280)nevertheless,itremainsagoodpredic-
torofPPCG[VCJC+13]–astate-of-the-artcompile-timemethod–asindicatedbytheclose
correlationbetweenthelinesofgraphs(a)and(c). Ontheotherhand,weshowedthatthe
proposedrun-timeisveryeﬀectiveinmappingwavefrontsofparaleltilesandintra-tilepoints
aswelasmanaginglocalmemorydynamicaly.Inparticular,itwasshowntobeclearlyfaster
thanPPCGforal5stencilsprogramsweusedforoursecondassessment.
Chapter7
BeyondStaticControlPrograms:The
Avelas RuntimeSystem
ThischapterintroducestheAvelasruntimesystem,aplatform-independantenvironmentthat
realizesanovelexecutionmodelformanycoreprocessors.Itbeginswithanoverviewofthe
system(Section7.1)folowedbyadescriptionofthe maintechnicalcomponentsinvolved
(Sections7.2through7.4). Finaly,apreliminaryexperimentalevaluationofthesystemis
presentedthatexaminesitsfeasibilityasageneralpurposeexecutionmodelorasatargetab-
stractionforsource-to-sourcecompilation.Ourresultsshowthatthisisapromisingperspective
thatmotivatesfurtherresearch.
7.1 Overview
TheAvelasruntimesystemisanattempttorealizethetheoreticalconceptsoftile,threadand
buﬀerbucketsthatwereintroducedinChapter6alongwithasetofproceduresthatfacilitate
theirintuitiveandplatform-independentmanipulation. However,itcanalsobeviewedas
analternativeexecution/programmingmodelformanycoreprocessorsthatenablesdynamic
managementoftheexecutionenvironmentasshowninFigure7.1.Inparticular,weseethat
asetofdynamicalymanagedobjectsisusedtospecifytheexecutionspaceasopposedtothe
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Kernel(0) 
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Kernel(N) 
• Al bufers 
Multiple kernels available 
Figure7.1:OverviewoftheAvelasexecutionmodel.
strictlyrectangularconﬁgurationoftheOpenCL/CUDAparadigm.Theseobjects–theTile
Bucket,ThreadBucketandBuﬀerBucket–containentriesthatafterbeingtransferredtothe
devicememorycanprovidegenericindexinformationtoeachwork-groupandwork-item.Inthe
caseofbuﬀerbuckets,theentriescarryinformationassociatedtospeciﬁclocalmemorybuﬀers
andareusedbydatamovementprocedures.InFigure7.1wealsoseethatbuﬀerbucketscarry
akerneldescriptoraswel,whichisusedtospecifythedevicecodetobeexecutedbyakernel
invocation(Section6.4describestheintuitionbehindthismechanismwhichwilbedetailedin
Section7.4).
Inotherwords,theAvelasruntimesystemservestwomainpurposes. Firstofal,thetile
bucketandthreadbucketabstractionsaleviatetherestrictionsimposedbytheCUDA/OpenCL
paradigmforstrictlyrectangularexecutionspaces. Whentheactualexecutionspaceofapro-
gramisnon-rectangular(e.g.triangularorskewed),arectangularCUDA/OpenCLmapping
willeadtoredundantalocationofresourcesinadditiontotheoverheadinvolvedindetermin-
ingvalidexecutionpoints.Secondly,thebuﬀerbucketabstractionenablesustomanagethe
alocationoflocalmemorybuﬀersdynamicalyfromthehost,whichinturnfacilitatesrun-
timeexploration(asopposedtocompile-timeexploration)ofthelocality/paralelismtrade-oﬀ
discussedinSection6.4andilustratedbyFigure6.8.
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7.2 TheTileBucket
ATileBucketcorrespondstoacuda/openclgridbutwithouttherestrictionofastrictly
rectangulardeﬁnition.Instead,itispopulateddynamicalybyentries,eachonecorresponding
toawork-groupandeachonecarryingaﬂexiblevectorofelementsthatuniquelyidentiﬁes
theowningwork-group. Asopposedtothebuilt-inindexvariablesofcuda/opencl(e.g.the
blockIdxvectorinCUDA)theelementsofeachtilebucketentrycancarryprogram-speciﬁc
informationthatisnotrestrictedintypeandarenotrelatedtoalayout.Infact,thisparadigm
enablesustoalterthelayoutofwork-groupsdynamicalyfromthehostwithoutchangingthe
devicecode.Thisispossiblesimplybyalteringtheorderinwhichentriesarebeingaddedto
thebucket. Asaconsequence,thedevicecodeiscleanerandtheprogrammerdoesn’tneed
toreverseengineertherespectivecuda/openclnd-rangemappinginordertoretrievetheright
positioninginformation(seeexampleofFigure7.4).Ontheotherhand,bycalculatingwork-
group-widevaluesatthehostonce(insteadofcalculatingthemredundantlybyeachthread)
andthenretrievingthemfromthedevicecode,wemightbeabletoimprovecomputeeﬃciency
andenergyconsumptionforthepriceofthebucketentryretrievaloverhead.Infact,this
particulartrade-oﬀwilbethesubjectofourexperimentalevaluationpresentedinSection7.7.
TheproceduresprovidedbytheAvelasruntimetoalocateandmanipulatetilebucketsarethe
folowing:
tileBucket*alloc_tile_bucket(intoffset,intdims,intalloc_size=65536);
voidpopulate_tile_bucket(tileBucket*B,inttag,intn,...);
voidconsolidate_tile_bucket(tileBucket*tb);
voidfree_tile_bucket(tileBucket*tb);
TobetterunderstandthesemethodsletslookattheminimalexampleofFigure7.2.Inthis
exampleweseeabucketcontaining5entrieseachonehaving3elementsordimensions–the
numberofdimensionsisspeciﬁedbythedimsandnargumentstothealloctilebucket
andpopulatetilebucketmethodsrespectively. Thissettingcorrespondstoannd-range
consistingof5work-groupseachonecorrespondingtoabucketentry. Wealsoseethateach
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Figure7.2:Structureofatilebucketconsistingof5entrieseachonecarrying3elements.
Figure7.3:Storagelayoutofatilebucket.
entryiscolouredbasedonatagattribute. Thisdistinctioncanbeusefulincaseswherewe
wantagivensetofwork-groupstoexecuteadistinctversionofthecomputation(e.g.ful
tileseparation)oradistinctcomputationaltogether(e.g.diﬀerentversionsofanalgorithmor
completelydiﬀerentalgorithms).InFigure7.3weseethestoragelayoutforthetilebucket
alongwiththedevicepointersprovidedbythetileBucketdatastructure. Thesepointers
canbeusedfromthedevicecodetoaccessthetilebucketeitherasaﬂattened1-dimensional
array(usingpointerdevicebucket[0]only)orasdistinctvectorsperdimension(usingal
devicebucketpointers).Intheformercasetheallocsizeparameteristransferredtoa
constantmemorypositionspeciﬁedbytheoffsetparameterandthenusedasthestorage
stridebetweentheentrydimensions.
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AtileBucketobjectisinstantiatedwiththealloctilebucketmethodwhichisrespon-
sibleforalocatingthehostanddevicememoryrequiredtoaccommodatethebucketentries
aswelasthearbitervector. Afteraseriesofinvocationstopopulatetilebucketthe
consolidatetilebucketprocedureiscaledinordertomakethenecessarytransfersfrom
hosttodevicememory.Finaly,alresourcesarereleasedwiththefreetilebucketmethod.
TheexampleofFigure7.4showshowthediagonalreorderingoptimizationproposedbyRuetsch
etal.[RM09]formatrixtransposecanbeimplementedusingtile-buckets.TheTILEBUCKET
preprocessormacroisdeﬁnedasfolows:
TILE_BUCKET(I,VAR)__shared__intVAR;VAR=BT_##I[glw];
Itisclearthatthedevicecodehasbeengreatlysimpliﬁedsinceithasbeendecoupledfromthe
blockIdxlayout.Thislayoutisnowspeciﬁedatthehostcodewhichmakesiteasiertodebug
andtoalterdynamicalywithoutaﬀectingthedevicecode. Furthermore,severalcompute
operationsincludingtwomodulusandonedivisionhavebeenremovedfromthedevicecode
andperformedonceperwork-groupbythehost.
7.3 TheThreadBucket
Similartotheconceptofatilebucket,aThreadBucketprovidesanalternativeabstraction
totherectangularwork-groupconﬁgurationofthecuda/openclparadigm. However,unlike
tilebucketentries,eachthreadbucketentryisnotuniquelyownedbyeachthreadbutshared
amongthreadsofdiﬀerentwork-groups.Thereforeeachthreadbucketentryuniquelyidentiﬁes
athreadwithinawork-groupforeachindividualwork-group.Inthecaseofnon-rectangular
work-groupspaces,suchabstractioncanbehighlybeneﬁcialasitavoidsthealocationofredun-
dantresources(e.g.registers)aswelasthecontroloverheadassociatedwiththerectangular
overapproximationoftheparalelexecutionspace.Anotherusefulobservationhastodowith
thescalabilityofthreadbuckets.Inparticular,unlikend-ranges,work-groupshavearelatively
lowthreadcapacitylimit(e.g.onanNVIDIAGPUwith2.1computecapability,thislimit
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/∗ Device Code ∗/
global void transposeDiagonal(float ∗odata,
float ∗idata, int width, int height, int nreps)
{
shared float tile[TILEDIM][TILE DIM+1];
int blockIdx x, blockIdx y;
// diagonal reordering
if (width == height) {
blockIdx y = blockIdx.x;
blockIdx x = (blockIdx.x+blockIdx.y)%gridDim.x;
} else {
int bid = blockIdx.x + gridDim.x∗blockIdx.y;
blockIdx y = bid%gridDim.y;
blockIdx x = ((bid/gridDim.y)+blockIdx y)%gridDim.x;
}
int xIndex = blockIdx x∗TILE DIM + threadIdx.x;
int yIndex = blockIdx y∗TILE DIM + threadIdx.y;
int indexin = xIndex + (yIndex)∗width;
xIndex = blockIdx y∗TILE DIM + threadIdx.x;
yIndex = blockIdx x∗TILE DIM + threadIdx.y;
int indexout = xIndex + (yIndex)∗height;
/∗ Computation ∗/
}
/∗ Host Code ∗/
dim3 grid(g1,g2);
dim3 threads(t1,t2);
transposeDiagonal<<<grid,threads>>>
(dodata, d idata, sizex, size y, NUMREPS);
/∗ Device Code ∗/
global void transposeDiagonal(float ∗odata,
float ∗idata, int width, int height, int nreps,
int∗ BT 0, int∗ BT 1)
{
shared float tile[TILEDIM][TILE DIM+1];
TILEBUCKET(0,blockIdx x)
TILEBUCKET(1,blockIdx y)
int xIndex = blockIdx x + threadIdx.x;
int yIndex = blockIdx y + threadIdx.y;
int indexin = xIndex + (yIndex)∗width;
xIndex = blockIdx y + threadIdx.x;
yIndex = blockIdx x + threadIdx.y;
int indexout = xIndex + (yIndex)∗height;
/∗ Computation (remains the same) ∗/
}
/∗ Host Code ∗/
tileBucket ∗ BT = alloc tile bucket(0,2);
for ( int i = 0 ; i< g2 ; i++ ) {
for ( int j = 0 ; i< g1 ; j++ ) {
if ( width == height ) {
val1 = j; val2 = (i+j)%gridDim.x;
} else {
temp = j + gridDim.x∗i; val1 = temp%gridDim.y;
val2 = ((temp/gridDim.y)+val1)%gridDim.x;
}
populate tilebucket(BT,0,2,
val2∗TILE DIM,val1∗TILE DIM);
}
}
consolidate tile bucket(BT);
dim3 threads(t1,t2);
transposeDiagonal<<<BT−>config,threads>>>
(dodata, d idata, sizex, size y, NUMREPS,
BT−>device bucket[0], BT−>device bucket[1]);
(a)Originalaccordingto[RM09] (b)Usingatile-bucket
Figure7.4:Diagonalreorderingwithandwithouttile-buckets.
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is1536and2048fordeviceswith3.xcomputecapability)whichreﬂectstheinherentresource
limitationsofcomputeunits.Thisindicatesthatthreadbucketscanhaveaboundedstorage
footprintthatinturnenablesustoutilizelessscalableyetfastermemorymoduleslikeconstant
orimagememory1.Currently,threadbucketsarestoredinimagememoryinordertoexploit
the2Dlocalityoptimizationsavailablebythehardware.
Theprovidedmethodsarethefolowing:
threadBucket*alloc_thread_bucket(intid);
voidset_rectangular_thread_layout(threadBucket*B,intpadding,intn,...);
intset_wavefront_thread_layout(threadBucket*B,intpadding,intn,...);
voidconsolidate_thread_bucket(threadBucket*tb);
voidfree_thread_bucket(threadBucket*tb);
Notethatthemethodsforconstructingarectangularandawavefrontbucketareﬁxedandcan
beusedforanyprogram.Alsotheidargumentprovidedtotheallocthreadbucketmethod
distinguishesbetweenmultiplethreadBucketobjects.Furthermore,thepaddingparameteris
usedtopadthetotalnumberofalocatedthreadsincasewewanttomatchthehardware’s
alocationgranularity(e.g.32forNVIDIAGPUs).Inbothsetrectangularthreadlayout
andsetwavefrontthreadlayoutmethods,thenargumentdenotesthedimensionalityof
eachentryorthedimensionalityoftherespectiveboundingbox.
Sincethreadbucketsarestoredinimagememory,theuserdoesnotneedtoworryabout
modifyingthekernelarguments(thiswasnecessaryforthetilebuckets)astheimagememory
declarationsarehandledautomaticalybytheruntimeandtherespectiveobjectsarereadily
availablefromthedevicecodethroughthefolowingpreprocessormacro:
THREAD_BUCKET(I,J,D,VAR)
Inparticular,wedeﬁneasmal2Dspaceof2Dimageobjects(currentlya4x4space).TheI
andJargumentsareusedtospecifyaparticularimagememoryobjectwhiletheDargument
1Alsoknownastexturememory.
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Figure7.5:Structureofathreadbucketobjectresidinginoﬀ-chipimagememory.
isusedtoaccesstherowsofagivenobject.Foragivenrowofagiven2Dimageobjectthe
built-ingliindexvariableisusedtoaccesseachcolumnentry.Figure7.5depictsthestorage
layoutforagiven2Dimageobject.
Inthecaseofwavefrontparalelism,theIargumentistheidoftherespectivebucket,theJ
argumentspeciﬁesthedimensionoftheentry,DdenotesthewavefrontinstanceandVARthe
nameoftheprivatevariablethatholdstheJdimensionoftheglientryoftheDwavefront
instance.
Inthecaseofrectangularlyparalelwork-groups,theIargumentisalways0,theJargument
denotestheidofthethreadbucket,DidentiﬁesthedimensionoftheentryandVARisthename
oftheprivatevariablethatholdstheDdimensionoftheglientryoftheJthreadbucket.
7.4 TheBuﬀerBucket
InSection6.4weintroducedthetheoreticalconceptofaBuﬀerBucket–abucketofparametric
buﬀerinformationthatisdynamicalymanagedaccordingtotheusagemodelofFigure6.9.In
thissectionwewildiscusshowbuﬀerbucketswereimplementedaspartoftheAvelasruntime
system.Unliketileandthreadbucketentries,eachbuﬀerbucketentrycarriesaspeciﬁclistof
parametersthatareusedbythedata-movementprocedures.Inaddition,eachbuﬀerbucket
holdsakerneldescriptorthatidentiﬁesthedevicecodetobeexecuted. Thepurposeofthis
istoenableustodynamicalyadjustthenumberoflocalmemorybuﬀersavailabletothe
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computationandinordertoachievethatweneedtohavemultipleversionsofthedevicecode
eachonecorrespondingtoaparticularsetoflocalmemorybuﬀers.
ThemethodsprovidedbytheAvelasruntimesystemforinstantiating,populatinganddealo-
catingbuﬀerbucketsarethefolowing:
bufferBucket*alloc_buffer_bucket(intoffset,void*kernel,
intmax_size,intL1_size);
voidsubmit_buffer(inttype,size_ttype_size,threadBucket*BI,
bufferBucket*BB,boolguard,void*kernel,intdim,...);
voidconsolidate_buffer_bucket(bufferBucket*bb);
voidfree_buffer_bucket(bufferBucket*bb);
InordertoalocateabufferBucketobjectwecanusetheallocbufferbucketmethod.The
offsetparameterissimilartotheoneusedbyalloctilebucket,i.e.,distinguishesbetween
multiplebufferBucketobjects. Thekernelargumentshouldbeapointertoadevicecode
thatdoesn’tuseanylocalmemorybuﬀers.Themaxsizeargumentinitializesthelocalmemory
windoworLwasdeﬁnedinSection6.4.Finaly,theL1sizeargumentisassociatedwithan
experimentalfeaturethatmanagesthepartitionoflocalmemoryintosoftwaremanagedand
hardwaremanagedcache(theabilitytocontrolthispartitionisonlyavailableonNVIDIA
GPUstodate).
ThesubmitbuffermethodisessentialyanimplementationofAlgorithm6withafewad-
ditionalarguments.Firstofal,thetypeargumentisusedtocontrolline11ofAlgorithm6
andcanbeSTRICT(noadditionalthreads),FLAT(work-groupthreadsareguaranteedtomatch
thewidthofthebuﬀer–thisisusedtoeliminatethewidthtraversalofline6inAlgorithms7
and8),HALF(work-groupthreadsareguaranteedtomatchhalfofthebuﬀer–thisisusedto
fulyunrolthedata-movementtraversals),FULL(work-groupthreadsareguaranteedtomatch
theentirebuﬀer–thisisusedtoeliminatealdata-movementtraversals).Evidently,iftypeis
notSTRICTthenthethreadbucketargumentBIwilbemodiﬁedaccordingly.Theguardargu-
mentisusedtopredicatethebuﬀersubmissionmethodwithapotentialydynamiccondition
(e.g.addonlythosebuﬀersthathavetheexactsamewidth).Finaly,kernelisapointerto
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therespectivedevicefunctionwhiletheremainingargumentlistconsistsofextentandpadding
factorpairsforeachdimensioni∈[1.dim].
Afteraseriesofinvocationstosubmitbuffer,theconsolidatebufferbucketmethodis
usedtotransferalentriestoconstantmemory.Inparticular,theAvelasruntimesystem
maintainsoneconstantmemoryvectorforeachentryparameter(i.e. 7vectorsforthe7
parametersaddedasperline18ofAlgorithm6)andthehosttodevicetransferstartsfrom
positionoffsetandtransfersbuffercountelementswherebuffercountisthetotalnumber
ofbuﬀeraddedtothebucket.
7.5 ExperimentalEvaluation
Wenowpresentapreliminaryexperimentalevaluationthatexaminestheeﬀectivenessofthe
tile-bucketmechanisminsubstitutingvariousnd-rangeconﬁgurations. Ourexperimentsin-
volvedfourCUDAbenchmarksfromtheparboilbenchmarksuite[SRS+12]andareconducted
onthreeGPUdevices:theGT540M,M2070andK20ccardsasdescribedinTable6.1.Table7.1
liststhefourparboilbenchmarksusedalongwithasetofparametersrelatedtotheexperiment.
ThedatasetsofTable7.1arepartofthedatasetsprovidedbytheparboilframeworkwhileal
thebenchmarksusedforourexperimentscorrespondtothecudabase2versions.
Thefourbenchmarkswerechosentorepresentdiﬀerentexecutionsettingseachonewitha
diﬀerentcombinationofkernelinvocations,work-groupsperinvocationandentrydimensions
(i.e.elements/entry).Eventhoughthissetisnotextensive,neverthelessitprovidesagood
mixofconﬁgurationsforourpreliminarystudy.Firstofal,thebfsbenchmarkinvolvesalarge
numberofinvocationseachoneusing7.3work-groupsonaverage.Insuchsettingthekernel
invocationcostdominatestheoveralexecutiontimethusthetile-bucketmechanismaddsa
signiﬁcantoverheadwithoutanyobviousbeneﬁt.ThisisconﬁrmedbytheresultsofTable7.2
wherethecostofusingtile-bucketsyieldsmorethanthreetimesslowerexecutiontime. Our
secondbenchmark(cutcp)hasamuchsmalernumberofinvocationswitheachinvocation
2Theparboilbenchmarksuiteprovideanumberofdiﬀerentimplementationsforeachbenchmarkincluding
cudabase,cuda,openclbaseandmore.
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dataset Kernels invocations work-groups work-groups elements/entry
(Total) (Total) (Average) (Average)
bfs 1M 1 1999 14674 7.3 1
cutcp large 1 26 70304 2704 7
histo large 4 10000 3670000 367 2.5
mri-gridding smal 1 1 262144 262144 11
Table7.1:Listofbenchmarksandthecorrespondingexecutionscenarios.Albencharkslisted
correspondtotherespectivecudabaseversionTheﬁfthcolumndenotestheaveragenumber
ofwork-groupsperkernelinvocation.
GT540M M2070 K20c
Avelas Original Avelas Original Avelas Original
bfs 0.44 0.17 0.52 0.15 0.57 0.17
cutcp 4.28 4.25 0.74 0.76 0.30 0.29
histo 198.6 200.2 64.1 63.2 62.0 61.48
mri-gridding 4.11 4.01 0.65 0.63 0.37 0.39
Table7.2:Averagekernelexecutiontimeinsecondswithlessthan1%variability.
involving2704work-groupsonaverage.Thehistobenchmarkinvolvedthelargestnumberof
kernelinvocationswithonly2.5valuesstoredpertile-bucketentryonaverage. Finaly,the
mri-griddingbenchmarkinvolvedasingleyetlargekernelinvocationwith262144work-groups
and11valuesstoredpertile-bucketentry. Becausethetotalnumberofwork-groupsforthe
mri-griddingbenchmarkexceedsthelimitfora1Dnd-rangeconﬁgurationweusedasimple
factorialalgorithminordertocreatea2Dconﬁgurationoutofthetotalamountoftile-bucket
entries.
FromTable7.2weseethatthetile-bucketmechanismhadanegligibleimpactonperformance
whichinsomecaseswaspositivee.g. mri-griddingonK20c,histoonGT540Mandcutcp
onM2070.Thebfsbenchmarkwasanexceptionwiththeobservedperformancedegradation
attributedtothelargevolumeofverysmalkernelseachoneexecuting7.3work-groupson
average.Ingeneral,theseresultsareencouragingbecauseeventhoughtile-bucketsdidnot
provideaconsistentperformanceimprovement,neverthelesstheysimpliﬁedthedevicecode
bydecouplingitfromthemappinglayout. Thiswasparticularlyobviousonmri-griddingas
showninFigure7.6.Suchsimpliﬁcationcanhavepositiveimplicationsonprogrammabilityand
debuggingconsideringthatprogrammersdon’tneedtoreverseengineerthemappinglayoutor
debugcomplexthread-invariantcalculationswithinthedevicecode.
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const int flatIdx = threadIdx.z∗blockDim.y∗blockDim.x+
threadIdx.y∗blockDim.x+threadIdx.x;
// figure out starting point of the tile
const int z0 = blockDim.z∗(blockIdx.y/(gridSize c[1]/blockDim.y));
const int y0 = blockDim.y∗(blockIdx.y%(gridSize c[1]/blockDim.y));
const int x0 = blockIdx.x∗blockDim.x;
const int X = x0+threadIdx.x;
const int Y = y0+threadIdx.y;
const int Z = z0+threadIdx.z;
const int xl = x0−ceil(cutoff c);
const int xL = (xl < 0) ? 0 : xl;
const int xh = x0+blockDim.x+cutoff c;
const int xH = (xh>= gridSize c[0]) ? gridSize c[0]−1 : xh;
const int yl = y0−ceil(cutoff c);
const int yL = (yl < 0) ? 0 : yl;
const int yh = y0+blockDim.y+cutoff c;
const int yH = (yh>= gridSize c[1]) ? gridSize c[1]−1 : yh;
const int zl = z0−ceil(cutoff c);
const int zL = (zl < 0) ? 0 : zl;
const int zh = z0+blockDim.z+cutoff c;
const int zH = (zh>= gridSize c[2]) ? gridSize c[2]−1 : zh;
const int idx = Z∗size xy c + Y∗gridSize c[0] + X;
(a)
TILEBUCKET(0,t1)
TILEBUCKET(1,t2)
TILEBUCKET(2,z0)
TILEBUCKET(3,y0)
TILEBUCKET(4,x0)
TILEBUCKET(5,xL)
TILEBUCKET(6,xH)
TILEBUCKET(7,yL)
TILEBUCKET(8,yH)
TILEBUCKET(9,zL)
TILEBUCKET(10,zH)
const int flatIdx = threadIdx.z∗t1+
threadIdx.y∗t2+
threadIdx.x;
const int X = x0+threadIdx.x;
const int Y = y0+threadIdx.y;
const int Z = z0+threadIdx.z;
const int idx = Z∗size xy c + Y∗gridSize c[0] + X;
(b)
Figure7.6:Thesectionofthedevicecodeofmri-griddingaﬀectedbytheuseoftile-buckets.
(a)OriginalcudabaseparBoilversionand(b)Avelasversionusingtile-buckets.
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7.6 Related Work
TheSequoiaprogramminglanguage[FHK+06]isahigh-levelabstractiondesignedtofacili-
tatememory-hierarchyawareprogramming.Itisbasedonaplatform-independentruntime
environment[HPR+08]thatenableseﬀectivemappingofSequoiaprogramstodiversememory
hierarchies(e.g.distributedmemoryclustersandCel BEprocessors).EventhoughaGPU
implementationoftheruntimeisavailable,itisanearlyprototypethathasnotbeenpub-
liclyevaluatedyet. OneofthemaindiﬀerencesbetweentheSequoiaruntimeandtheAvelas
runtimeisthattheformerdoesnotprovideabstractionsthataretunableatruntimelikethe
bucketabstractionsprovidedbyAvelas.Instead,anabstracthardwaremodelisprovidedas
atemplatetoguidetheSequoiacompilerstaticaly[RPH+08]. Furthermore,unlikeAvelas,
SequoiawasnotdesignedwithmanycoreprocessorsinmindhenceitseﬀectivenessonGPUs
remainsunclear.
InadditiontoSequoia,therehasbeenalargebodyofindustrialandacademicresearchdedi-
catedtoraisingthelevelofabstractionformanycoreprocessors(Section2.4.2).However,tothe
bestofourknowledgenoneofthisworkenablesdynamiclayoutandlocalmemorymanagement.
7.7 Conclusions
ThischapterpresentedtheAvelasruntimesystem;aplatform-independentenvironmentthat
realizesanovelexecutionmodelformanycoreprocessorsbasedonthetile-,thread-andbuﬀer
bucketconceptsintroducedinChapter6.Apreliminaryexperimentalevaluationshowedthat
thetile-bucketmechanismprovidesapromisingabstractionthatfacilitatessimplerdevicecode
(thatisalsoeasiertodebug)andenablesdynamicmanagementofthework-grouplayouts.
Chapter8
Conclusions
Thisthesisexaminedtheissueofperformanceportabilityformanycoreprocessors(GPUs),i.e.
theabilityofsoftwaretoperformwelonavarietyofGPUdevices.Eventhoughhigh-level
languageslikeOpenCLandCUDAalowustounlockthecomputingpowerofGPUs,theyare
stilinherentlyexposedtomachine-dependentresourcetrade-oﬀs.Asaresult,gettingtheful
potentialoutofourhardwarerequirescarefulandexplicitmanagementofresourcesthatisnot
guaranteedtoworkweloneverydevice.Source-to-sourcecompilationcanhelpusmitigate
thisproblembyrealizinghigherlevelsofabstractionmappedtothelower-levelOpenCLor
CUDAlanguages.Bydoingthatweareabletoautomatetheexplicitmanagementofresources
exposedtoOpenCLandCUDAandthereforeattainperformanceportability.
Firstofal,inordertoaddresstheissueofperformanceportabilityanimportantdecisionneeds
tobemade.Inparticular,acertaindomainofprogramsneedstobechosen,forwhichperfor-
manceportabilitycanbeatractableandwel-deﬁnedproblem.Proposingamethodthatworks
welforeveryprogramisanunrealistictasksimplybecauseitimpliesthateverypossiblepro-
grambehaviorcanbeunderstoodequalywelbythesameuniﬁedtheory.Evenifthisbecomes
arealisticscenariosometimeinthefuture,ourresponsibilitytodayistounderstandindividual
classesofprogramsreasonablywelinordertoﬁgureouthowwecanthenmovetowardsamore
generalapproach. Thatsaid,ourstudywasfocusedonaclassofloop-programs,i.e.Static
ControlProgramsorSCoPs,forwhichwecanleverageelegantmathematicalabstractionsand
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toolsforanalysisandoptimization(i.e.thepolyhedralmodel).EventhoughSCoPsrepresent
arestrictivesetofprograms,webelievethatitisnonethelessanimportantandlargeenough
settodeserveourattention.
Oncewehavedecidedabouttheclassofprogramswearegoingtoconcentrateon,wethenneed
tosetoutastrategy.Inpractice,therearetwomainstrategiestowardsperformanceportability
regardlessoftheclassofprogramswechoosetofocuson. Wecaneitherrelyonasinglesophis-
ticatedcompilationstep(staticorJIT)thatwouldberesponsibleforproducingtherightcode
foragivendevice,orcompileourprogrammultipletimes(i.e.iterativecompilation)andpick
theoptimalinstanceforourhardware–aprocesswidelyknownasauto-tuning(acombination
ofbothmethodsispossibletoo).Inthisthesisweinvestigateathirdapproach.Inparticular,
weshowedthatforacertainclassofloop-programs,i.e.SCoPs,wecancombineasinglecom-
pilationstep–formachine-independentautomaticparalelizationandparametrictiling–with
arun-timesystemthatalowsrun-timetuningofourparametricalytiledloop-programthus
avoidingthecostofiterativecompilation.Consequently,weclaimthatperformanceportability
isattainableforSCoPsatlowcost,byutilizingparametrictilingandanovelrun-timesystem
inordertodecouplethecompilerfromtheperformancetuningprocess.Ourclaimissupported
byanexperimentalstudyshowingthatoursource-to-sourcecompilationmethodandrun-time
systemcanmatchtheperformanceofastate-of-the-artcompile-timemethod(withnorun-
timesupport)toasatisfactorydegreeandcanalsoyieldsigniﬁcantperformancespeed-upsfor
wavefront-paralelSCoPs.
Furthermore,itwasshownthattherun-timesystemwedeveloped(caledAvelas)canactualy
beeﬀectiveasageneralpurposeprogrammingmodelaswel.Apreliminaryexperimentalstudy
showedthatAvelasyieldsverylowoverheadwhenusedtoimplementasetoffourParBoil
benchmarkswhileoﬀeringsurprisingbeneﬁtsintermsofprogrammabilityanddebugging.In
particular,bydecouplingthethreadlayoutfromthedevicecodeusingtilebukets,Avelasoﬀers
averyconvenientprogrammingabstractionwheretheprogrammerdoesnotneedtoreverse
engineerthedatalayoutfromthethreadlayout.Instead,themappingofthreadstodatatakes
placeatthehostwhichiseasiertounderstandanddebugsinceitisasequentialsingle-threaded
operation.
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However,theevaluationofAvelaspresentedinthisthesiswasonlyaﬁrststep.Inorderto
derivemoredeﬁnitiveconclusionswewouldneedtodoamoreextensiveevaluationofthe
system,whichconstitutesoneofourprimaryobjectivesforthefuture. Morespeciﬁcaly,we
wouldliketoinvestigatetheeﬀectivenessofthethread-bucketandbuﬀer-bucketmechanisms
inimplementingavarietyofGPUapplications. Theseapplicationsmightincludelarge-scale
high-performancecomputingapplicationswithirregularcontrolbehaviorandaccesspatterns.
Inaddition,wewouldliketoevaluatealternativeimplementationstrategiesforalthreebucket
mechanismsliketheuseofconstantmemoryforstoringthethreadbucketsortheuseofspecial
hardwareoptimizationswhereverpossible. WealsobelievethatAvelascanbeaconcreteﬁrst
steptowardsanewprogramminglanguageforGPUsthatwouldbelow-levelenoughtoexploit
thefulpotentialofGPUswhileatthesametimehigh-levelenoughtonotbetiedtospeciﬁc
machine-dependentand/orplatform-dependentimplementations.Implementingthislanguage
wouldalwaysyieldaparameterizedcodeamenabletorun-timetuning.
Finaly,oneofthefundamentalpropertiesofSCoPsisthattheycanbeanalyzedandoptimized
usingthepolyhedralmodel. Thisalowsustoapplypowerfulautomaticparalelizationand
tilingtechniques,likethePlutoschedulingalgorithm,andusewel-knownmathematicaltools
–likeILPsolvers,linearprogrammingetc–toreasonaboutmemoryaccesspatternsanddata
movement. Exploitingthesetechnologiesthoughrequiresapracticalpolyhedralframework.
Thisthesisintroducedsuchaframework,RosePoly,anobject-orientedAPIforpolyhedral
compilation. ThemainmotivationbehindthedevelopmentofRosePolywastodevelopa
modularandﬂexibleAPIthatwouldalowustocustomizeexistingpolyhedraltechnologies
likePlutoandCLooGandalsobuildcustomstand-alonetoolseasily. Thiswasprovena
valuableassetforourprimaryresearchobjectivesasithelpedusimplementkeyalgorithmsfrom
Chapter6(i.e.Algorithms4and6.4.2).However,theearlydevelopmentstageofRosePolydid
notalowustoimplementthecompletecompilationﬂowproposedinChapter6. Webelieve
thatacompleteimplementationwouldhavehelpeduscrystalizetheessentialrequirementsfor
oursystemandthereforeprovideasimplerandmoreeasilyunderstandableChapter6.In
addition,anextensiveexperimentalevaluationacrosstheentirepolybenchsuitewouldhave
beenpossibleandwouldhaveprovidedstrongerevidenceforourposition.
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8.1 FutureResearchandDevelopment
Hereareafewpragmaticsuggestionsforfurtherresearchanddevelopment:
•CompletionofthedevelopmentandtestingofRosePoly.
•AcompletedRosePolyframeworkwouldalowustoimplementtheentirecompilation
ﬂowproposedinChapter6.
•UtilizethecompletedcompilertoapplytheproposedschemeontheentirepolyBench
suite.
•DevelopmentofanOpenCLimplementationfortheAvelasrun-timesystemthatwould
enableamoreextensiveexperimentalevaluationacrossalargersetofdevices.
•InvestigatealternativeimplementationchoicesfortheAvelasrun-time.
•FormulationofGPUperformancemodelsthatwoulddrivearun-timeauto-tuningsystem.
•DevelopmentandevaluationofanewprogramminglanguageforGPUsthatwouldbe
basedontheAvelassystemandproduceparameterizedcodeamenabletorun-timeper-
formancetuning.
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