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概要
　多変量統計解析において正値対称行列は様々な分析で用いられている．それらの固有値・固
有ベクトルも重要な意味を持つ統計量になっており，固有値・固有ベクトルに関する統計的仮
説検定も重要である．代表的な正値対称行列は分散共分散行列であり，主成分分析において各
主成分の寄与率を表すものが固有値で，各変量への重みを与え，主成分の意味づけに必要とな
るものが固有ベクトルである．本論文では分散共分散行列の固有値・固有ベクトルに関する統
計的仮説検定を取り上げ，非正規母集団における検定統計量を提案する．
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1　はじめ6こ
　分散共分散行列の固有値や固有ベクトルは，主成分分析における主成分の寄与率や主成分の
各変量への重みを表している統計量である．これら固有値・固有ベクトルに関する分布論は多
くの研究者により研究されている．正規母集団での分散共分散行列の固有値・固有ベクトルの
極限分布はAnderson［1］により得られており，また精密分布についてはSugiyam［10］，［11］によ
り研究されている．Sugiura［8］，［9］では形式的な微分演算によりこれらの分布の漸近展開が導
出されている．
　しかし固有値・固有ベクトルに関する統計的仮説検定は研究されておらず，過去に多変量正
規分布幸仮定して議論されているものが殆どである．特に固有ベクトルに関する仮説検定問題
は，固有値に依存するということから研究が行われていない．そこで本論文では，母集団分布に
正規性を仮定せず分散共分散行列の固有値・固有ベクトルに関する統計的仮説検定問題を考
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え，それらの検定統計量を提案する．
2　検定問題
　固有値・固有ベクトルに関する検定問題では母集団の状況によって次のような場合が考え
られる、
（I）1母集団の場合は，次のような検定問題が考えられる、
H01　λα＝λO
H02　ηα＝ηO
H・・　λα＝λ・，ηβ＝η。
　　ここで，λOは定数，ηOは既知ベクトル，ηαは母分散共分散行列Σのα番目に大きい固有
　　値λαに対応する固有ベクトルとする．これらを検定するため，母集団から〃＝（π十1）個
　　の標本｛X1，．．．，X』v｝を得たとする．この標本から得られる標本分散共分散行列を
　　　　　　　　　　　　　　　　1w　　　一　　　一　　　　　　　　　　　　　8＝一Σ（X1－X）（X｛一X）’
　　　　　　　　　　　　　　　η｛＝1
　　とし，α番目に大きい固有値を1α，対応する固有ベクトルをんαで表すことにする．
（n）2母集団については，
　　　　　　　　　　H。。：λg）＝λ貨）
　　　　　　　　　　H。。：η9）一η旨）
　　　　　　　　　　氏。：λ9）一λ賃），η9）一η旨）
という検定間題を考える．ここで，η皇）（g＝1，2）は1標本の場合と同様に母分散共分散行
列Σgのα番目に大きい固有値雌）に対応する固有ベクトルとする．また，それぞれの母
集団から得た札＝（πg＋1）個の標本から計算される統計量として，標本分散共分散行
列を8g，この行列のα番目に大きい固有値を1隻），対応する固有ベクトルを碓）とする．
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3　これまでの研究概要
　先ず帰無仮説H02については正規母集団の場合，Anderson［1］により検定統計量
　　　　　　　　　　　　　　・（1一η1・一1η・・士η1・η・一・）
（1）
が提案されている．また正規母集団を仮定した場合のこの統計量の分布の漸近展開は
Hay北awa［3コ，楕円母集団を仮定した場合の漸近展開は早川［14］により得られており，MaI1ows
［5］による尤度比検定統計量との検出力比較も行っている．検定統計量の肌一1のオーダーで
B航1ett補正をした検定統計量はSchott［6コにより提案されている．Tsukada［12］，塚田・杉山［15］
では帰無仮説H02に関して新しい検定統計量を提案し，それらの分布の漸近展開の導出と検出
力の比較を行っている．塚田・尾形［18］では正規母集団ではなく一般の母集団分布及び楕円
母集団を仮定した場合のWa1d型検定統計量について提案している．この統計量の帰無分布の漸
近展開を求め，それに基づいて検定を行うこともできるが，この報告では検定統計量に
bootstrap法を用いて検定することを考察しています．また，Mosesのra血一1ike法を用いたノンパ
ラメトリックな検定法は牛沢［19］において研究されている．
　2母集団における帰無仮説H05についてはKrzanowski［4］，F1ury［2コ，Schott［7］により研究さ
れ，それぞれ異なる検定統計量が提案されている．㎞zmowsh［4］は帰無仮説で用いられる固有
ベクトルに対応する標本固有ベクトルによって張られるそれぞれの部分空間のなす角を用い
て検定することを提案し，シミュレーション実験により，その有効性も調べている．F1ury［2］は
それぞれの母集団に正規性を仮定して，尤度比検定統計量を提案している．しかし，尤度比検定
統計量を求めるにあたり仮説の下での最尤推定量が必要になるが，最尤推定量は解析的に得る
ことはできない．そのため近似的な最尤推定量を求め，それらを用いた近似的な検定統計量を
提案し，その計算アルゴリズムも提案している．Schott［7］は固有値を用いた検定統計量を提案
しており，その統計量の帰無仮説の下での極限分布も導出している．
　正規母集団においてWa1d型検定統計量とその検出力について検討したものは，塚田・小野・
杉山［16］であり，塚田・牛沢［17］では帰無仮説亙02についての同時検定についてW証d型検定統
計量と停かに提案されている統計量の検出力比較を行った．固有値に対するノンパラメトリッ
ク検定はUs㎞zawa，Sato＆Sugiyama［13］において研究されている．
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4検定統計量の構成について
　本論文で取り上げている検定問題の検定統計量を構成する前に，仮説検定における」般論を
述べておく．大標本の場合，母数θについて次のような関数制約仮説を考える．
　　　　　　　　　　　　　Ho：α（0）＝O，　∬1：α（θ）≠O
ただし，α（θ）はρ次元ベクトル値関数であり
λ一（∂諸），に・・，ハ 1一・…，1）
なるρ×ん行列の階数はρであるとする．
　このような仮説検定に対して，一般的に次のような検定統計量が構成できる．ここでλ（X）は
尤度比，ム（θlx）は尤度関数，1（θ）はFishe捕報行列とする．また，0は対立仮説の下での最尤推
定量，θOは帰無仮説の下での最尤推定量とする．
尤度比検定統計量
1二1～　＝　　21ogλ（】【）
一・｛1・・ム（∂lX）一1・・ム（∂・lX）｝
Wa1d型検定統計量
W一α（δ）’［〃（δ）λ’1－1α（δ）
Lagrange乗数法検定統計量
　　　　　　　　　　　　　　〃＝8（0。）’∫（θ。）一18（θ。），
　　　　　　　　　　　　　　　　　　　∂　　　　　　　　　　　　　　　3（θ）＝砺1・・ム（01X）
　これら3つの検定統計量は標本数1V’が無限大のとき仮説の下での分布が自由度（ρ一1）のX2
分布になり，統計量として同値になることが知られている．
　本論文で扱っている検定問題において，帰無仮説の下におけるパラメータの最尤推定量を求
めることは困難である．上記の尤度比検定統計量やLagrange乗数法検定統計量を用いようとす
ると導出困難な帰無仮説の下でのパラメータの最尤推定量が必要となる．しかし，Wa1d型検定
統計量は対立仮説の下での最尤推定量しか用いず，本論文の検定統計量を構成するには有効で
あることが分かる．従って，本論文ではWa1d型検定統計量を検定統計量として用いる．
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5検定統計量の迫出
　ここでは固有値・固有ベクトルの漸近的な分散や共分散を求めることにより検定統計量を
導出する．1母集団においても2母集団においても基本的な考え方は同じであるので，まず初め
にWa1d型検定統計量を求めるための一般的な導出法を説明し，具体的に検定統計量を求めるこ
とにする．
　いまベクトルψ（ん一η）が平均O，分散共分散行列θのρ変量正規分布に漸近的に従って
いるとする．このときベクトル仰θ一芸（ん一η）は平均O，分散共分散行列∫のρ変量正規分布
に漸近的に従う．このことから，
　　　　　　　｛而θ一姜（ん一η）1’／棚一；（ん一η）／一ψ一η）・θ一・（ん一η）
は自由度（ρ＿1）のX2分布に漸近的に従うことになり，Waユd型検定統計量は
　　　　　　　　　　　　　　　　η（ん一η）’θ一1（ん一η）
となる．つまり，WaId型検定統計量を構成するためにはベクトルψ（κ一η）の漸近的な分散共
分散行列が分かれば良いということが分かる．
　はじめに1母集団の場合を考える．いま母分散共分散行列ΣをΣ：rAr’と特異値分解し
　　　　　　　　　　　　　　「＝（η・ゾ・・，ηω・，ηρ）
　　　　　　　　　　　　　　A＝diag（λ1，…，λα，．．．，λρ）
とする．また母集団分布は4次モーメント
　　　　　　　　　珂（X｛一X｛）（Xj－Xj）（X冶一五）（刈一石）1＝κ滞1
まで存在すると仮定する．標本分散共分散行列3＝（8勿）の固有値1、，固有ベクトルん、の
Tay1or展開は
1α　＝　λα十cαα十0ρ（π11）
んα　＝　ηα十rBcα十0ρ（π■1）
となる．ただし，
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B＝　　α
λ1一λo
0
λρ一λ血
，q＝（・・1，吻，…，～，…，幼）’，句＝・ザδ勿入
とする．上言己の展開式を用いて，漸近的な分散や共分散を求める．まず初めに固有値の分散・共
分散を求める．
・［凧一ん岬r／l）1一・［凧沽物1－／㌫2伽萎｝1；
であり，楕円母集団を仮定すると，
・［凧一ん岬rl1）1一・［凧沽物1－／鮒2）、葦1㌶
となる．ここでκは楕円分布族の㎞血osispar㎜eterである．固有ベクトルの分散・共分散は
・［榊一一η一）仰β一ηβ）’1
一一（鴛111ぶ）一（㌧∴）一ト
ー1嚢；；；；議；；；；ll㌃浄：lll：
同様にして固有値と固有ベクトルの共分散は
　　　　　　　　　　　　　　　　ρ　　ψααE［凧一ん）榊1一η1）1一一募／当、仙
であり，特に楕円母集団を仮定するとE［ψ（1α一λα）・ψ（んβ一ηβ）1：Oとなる．
　以上から帰無仮説Ho1を検定するためのW汕型検定統計量は
　（1α一λ。）2
η研十2（砺）2
ただし，
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　　　1w研一亙Σ（ん一瓦）4
　　　　｛＝1
　　　1w確一亙Σ（ん一瓦）2・
　　　　｛＝1
特に楕円母集団を仮定すると鳥一。、ま十。）Σ竺・｛（ムー又）’・一1（ムー又）｝2…として
　　　　　　　　　　　　　　　　（1α一～）2
　　　　　　　　　　　　　　　π　　　　 　（3烏十2）尾
となる．
帰無仮説∬02を検定するためのWa1d型検定統計量は
（CE1）
　　　　ψα一η。）1γ一1（んα一η。）
　　　　　ρ　鳥絆　　　　ρ　1んγ＝嘉（1一ら）（ら一ら）M二十裏（1一ら）・桝
　　　　1w鮒一亙Σ（ム1一又）（み一名）（ん・一瓦）2
　　　　　冶＝1
　　　　1冶Xド亙ΣXl1
　　　　　｛＝1
（CG2）
となり，楕円母集団を仮定した場合には
六（らη1・一1η・・士卵η・一・）
（CE2）
となる．
帰無仮説H03を検定するためのWa1d型検定統計量は
1（パ（之恥））1パ（パ（“恥））
一ぽ鶯111鶯〕・
（CG3）
楕円母集団を仮定した場合には
一（簑哉・六（l1帆・去柵一・） （CE3）
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次に2母集団の場合を考える．この場合も同様の方法によってWa1d型検定統計量が導出される．
巾（確）一11））榊）一11）／1一ゑ（、タ）．茄）．、隻））榊一軋
’であるので，r此＝肌／！v，（1v＝1v1＋1v：2）として，それぞれのベクトルの差を考え仮説の下では
柄（んg）一η9））一河（ん9）一η9））一河（んg）一んg〕）
は平均0，分散共分散行列r2Φ1＋r1Φ2の正規分布に漸近的に従う．したがって，帰無仮説
H05のWa1d型検定統計量は
W・（ん9）一ん9））’（・・金・…金・）■1（ん9Lん隻））
となる．
一帰無仮説H04のを検定するためのWa工d型検定統計量は
　　　　　　　　　　　　　　　　肌・。・。（lg）一1隻））2
・・｛鳥（2）牙・・（烏（2）婁）2｝…｛虎（・）茅・・（危（・）婁）2／1
（CG5）
（CG4）
ただしκ（9）で各母集団の4次モーメントを表すこととする．
帰無仮説亙06のを検定するためのWa1d型検定統計量は
馬一／㌻∵ポ鶯ト「
　　　　　　　　　軋一（札・凧仏一（よム）
一，
として，
　　　　　刈111第））1帆岬・棚ジ（lll1第））（…）
　ここで導出した固有値・固有ベクトルに対する検定問題の検定統計量（CG1），（CE1）（CG4）
は自由度1，（CG2），（CE2），（CG5）は自由度（ρ一1），（CG3），（CE3），（CG6）は漸近的に自由度pの
X2分布に従う．標本数が大きい場合には，これらの結果を使って検定を行うことができる．
6今後の課題
　ここで提案された検定統計量は漸近的にX2分布に従うが，X2分布への収束が早くなければ
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