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1. Introduction
In a paper published in 1981, Gripenberg [5] studied the qualitative behavior of solutions of the equation
x(t) = k
(
p(t) −
t∫
0
A(t − s)x(s)ds
)(
f (t) +
t∫
0
B(t − s)x(s)ds
)
. (1.1)
This equation arises in the study of the spread of an infectious disease that does not induce permanent immunity. For
detailed meanings of the various functions arising in (1.1), see [5] and also [1,3,4,6], for more results, see [2,7–10,13] and
the references therein. In [5], the author studied the existence of a unique bounded continuous and nonnegative solution
of (1.1) for t ∈ R+ under appropriate assumptions on A and B , and also obtained suﬃcient conditions for the convergence
of the solution to a limit when t → ∞.
Over the years integral inequalities have become a major tool in the analysis of various differential and integral equations
that occur in nature or are built by man. Pachpatte [11] gave a new integral inequality and studied the boundedness,
asymptotic behavior and growth of the solutions of Eq. (1.1) using the inequality. We list the inequality as follows.
Theorem A (Pachpatte). (See [11].) Let u, f , g be real-valued nonnegative continuous functions deﬁned on R+ , and c1, c2 be non-
negative constants. If
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(
c1 +
t∫
0
f (s)u(s)ds
)(
c2 +
t∫
0
g(s)u(s)ds
)
and c1c2
∫ t
0 R(s)Q (s)ds < 1 for all t ∈R+ , then
u(t) c1c2Q (t)
1− c1c2
∫ t
0 R(s)Q (s)ds
, t ∈R+,
where
R(t) =
t∫
0
[
f (t)g(s) + f (s)g(t)]ds,
Q (t) = exp
( t∫
0
[
c1g(s) + c2 f (s)
]
ds
)
.
Very recently, Lipovan observed the following integral inequality:
Theorem B (Lipovan). (See [12].) Let a ∈ C(R+ × R+,R+) with (t, s) → ∂ta(t, s) ∈ C(R+ ×R+,R+), k,ω ∈ C(R+,R+) be non-
decreasing functions with k(0) > 0, ω(t) > 0 for t > 0 and
∫∞
1
dt
ω(t) = ∞. Assume in addition that α ∈ C1(R+,R+) is non-decreasing
and α(t) t for t  0. If u ∈ C(R+,R+) satisﬁes
u(t) k(t) +
α(t)∫
0
a(t, s)ω
(
u(s)
)
ds, t  0,
then
u(t)Ω−1
[
Ω
(
k(t)
)+
α(t)∫
0
a(t, s)ds
]
, t  0,
where Ω(t) := ∫ t1 1ω(s) ds, t > 0.
Aside from the various physical meanings of the functions arising in (1.1), we believe that equations like (1.1) are of
great interest in their right and that further investigations of the qualitative behaviors of their solutions even under the
usual hypotheses on the functions in (1.1) are much more interesting. In this paper, we establish some new inequalities, and
the inequalities of Pachpatte type are corollaries of our’s. These furnish a handy tool for the study of qualitative as well as
quantitative properties of solutions of equations like (1.1). We illustrate this by applying our new inequalities to study the
boundedness properties, asymptotic behavior and the stability of the solutions of integral equations, differential equations
and integro-differential equations with time delay.
2. Integral inequalities
2.1. The nonlinear case
Theorem 2.1. Let L, K ,M,N be nonnegative constants, a,h, f , g ∈ C(R+ × R+,R+) with (t, s) → ∂ta(t, s), ∂th(t, s), ∂t f (t, s),
∂t g(t, s) ∈ C(R+ × R+,R+). Assume in addition that b,ω ∈ C(R+,R+), α ∈ C1(R+,R+) are non-decreasing functions and
ω(t) > 0, α(t) t for t  0. If u ∈ C(R+,R+) satisﬁes
u(t) b(t) +
α(t)∫
0
La(t, s)ω
(
u(s)
)
ds +
t∫
0
Kh(t, s)ω
(
u(s)
)
ds +
α(t)∫
0
Mf (t, s)ω
(
u(s)
)
ds
t∫
0
Ng(t, s)ω
(
u(s)
)
ds
and ω(b(t))
∫ t
0 R(s)Q (s)ds < 1 for all t ∈R+ , then
u(t)ω−1
[
ω(b(t))Q (t)
1− ω(b(t)) ∫ t0 R(s)Q (s)ds
]
, t ∈ S, (2.2)
where
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( α(t)∫
0
La(t, s)ds +
t∫
0
Kh(t, s)ds
)
,
R(t) = d
dt
[( α(t)∫
0
Mf (t, s)ds
)( t∫
0
Ng(t, s)ds
)]
,
t ∈ S is chosen in such a way that ω(b(t))Q (t)
1−ω(b(t)) ∫ t0 R(s)Q (s)ds ∈Dom(ω
−1), ω−1 is the inverse of ω.
Proof. Let T ∈ S, T  0 be ﬁxed and denote
x(t) =
α(t)∫
0
La(t, s)ω
(
u(s)
)
ds +
t∫
0
Kh(t, s)ω
(
u(s)
)
ds +
α(t)∫
0
Mf (t, s)ω
(
u(s)
)
ds
t∫
0
Ng(t, s)ω
(
u(s)
)
ds, t  0,
then u(t) b(t) + x(t). Our assumptions on L, K ,M,N,a,h, f , g and α,ω imply that x is non-decreasing on R+ . Hence, for
t ∈ [0, T ], by calculations we have
x′(t) =
(
La
(
t,α(t)
)
ω
(
u
(
α(t)
))
α′(t) +
α(t)∫
0
L∂ta(t, s)ω
(
u(s)
)
ds
)
+
(
Kh(t, t)ω
(
u(t)
)+
t∫
0
K∂th(t, s)ω
(
u(s)
)
ds
)
+
(
Mf
(
t,α(t)
)
ω
(
u
(
α(t)
))
α′(t) +
α(t)∫
0
M∂t f (t, s)ω
(
u(s)
)
ds
) t∫
0
Ng(t, s)ω
(
u(s)
)
ds
+
(
Ng(t, t)ω
(
u(t)
)+
t∫
0
N∂t g(t, s)ω
(
u(s)
)
ds
) α(t)∫
0
Mf (t, s)ω
(
u(s)
)
ds
ω
[
b
(
α(t)
)+ x(α(t))]
(
d
dt
α(t)∫
0
La(t, s)ds
)
+ ω[b(t) + x(t)]
(
d
dt
t∫
0
Kh(t, s)ds
)
+ ω[b(α(t))+ x(α(t))]ω[b(t) + x(t)]
(
d
dt
α(t)∫
0
Mf (t, s)ds
) t∫
0
Ng(t, s)ds
+ ω[b(α(t))+ x(α(t))]ω[b(t) + x(t)]
(
d
dt
t∫
0
Ng(t, s)ds
) α(t)∫
0
Mf (t, s)ds
ω
[
b(T ) + x(t)]
[
d
dt
( α(t)∫
0
La(t, s)ds +
t∫
0
Kh(t, s)ds
)]
+ ω2[b(T ) + x(t)] d
dt
( α(t)∫
0
Mf (t, s)ds
t∫
0
Ng(t, s)ds
)
.
Suppose b(0) > 0 (if b(0) = 0, carry out the following arguments with b(t) + ε instead of b(t), where ε > 0 is an arbitrary
small constant, and subsequently pass to the limit as ε → 0 to complete the proof) then we get
x′(t)
ω2[b(T ) + x(t)] −
1
ω[b(T ) + x(t)]
[
d
dt
( α(t)∫
0
La(t, s)ds +
t∫
0
Kh(t, s)ds
)]
 d
dt
( α(t)∫
0
Mf (t, s)ds
t∫
0
Ng(t, s)ds
)
.
(2.3)
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z(t) = 1
ω[b(T ) + x(t)] , q(t) =
α(t)∫
0
La(t, s)ds +
t∫
0
Kh(t, s)ds,
Q (t) = exp
( α(t)∫
0
La(t, s)ds +
t∫
0
Kh(t, s)ds
)
, R(t) = d
dt
( α(t)∫
0
Mf (t, s)ds
t∫
0
Ng(t, s)ds
)
,
then (2.3) is equivalent to
z′(t) + z(t)
(
d
dt
q(t)
)
−R(t).
Multiplying the above inequality by eq(t) = Q (t), we get
d
dt
(
z(t)Q (t)
)
−Q (t)R(t).
Consider now the integral on the interval [0, t] to obtain
z(t)Q (t) z(0) −
t∫
0
Q (s)R(s)ds, 0 t  T ,
so,
z(t) = 1
ω[b(T ) + x(t)] 
[
1
ω(b(T ))
−
t∫
0
Q (s)R(s)ds
]
1
Q (t)
= 1− ω(b(T ))
∫ t
0 Q (s)R(s)ds
ω(b(T ))Q (t)
for 0 t  T . Let t = T , since ω(b(T )) ∫ T0 Q (s)R(s)ds < 1, we have
ω
[
b(T ) + x(T )] ω(b(T ))Q (T )
1− ω(b(T )) ∫ T0 Q (s)R(s)ds ,
considering that the function ω is non-decreasing on R+ , then
b(T ) + x(T )ω−1
[
ω(b(T ))Q (T )
1− ω(b(T )) ∫ T0 Q (s)R(s)ds
]
for T ∈ S. Since T  0 was arbitrarily chosen, considering u(t) b(t) + x(t), we get (2.2), the proof is completed. 
Different choices of L,M,N, K ,α,a,h, f , g in Theorem 2.1, can derive many forms of inequalities, since the proofs are
similar, we give the following corollaries without proof, the details are left to the readers.
Corollary 2.1. Let L,M,N,b,α,a, f , g,ω be as in Theorem 2.1. If u ∈ C(R+,R+) satisﬁes
u(t) b(t) +
α(t)∫
0
La(t, s)ω
(
u(s)
)
ds +
α(t)∫
0
Mf (t, s)ω
(
u(s)
)
ds
α(t)∫
0
Ng(t, s)ω
(
u(s)
)
ds
and ω(b(t))
∫ t
0 R(s)Q (s)ds < 1 for all t ∈R+ , then
u(t)ω−1
[
ω(b(t))Q (t)
1− ω(b(t)) ∫ t0 R(s)Q (s)ds
]
, t ∈ S (2.4)
where Q (t) = e
∫ α(t)
0 La(t,s)ds , R(t) = ddt [(
∫ α(t)
0 Mf (t, s)ds)(
∫ α(t)
0 Ng(t, s)ds)].
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If u ∈ C(R+,R+) satisﬁes
u(t)
(
k(t) +
α(t)∫
0
Mf (t, s)ω
(
u(s)
)
ds
)(
p(t) +
α(t)∫
0
Ng(t, s)ω
(
u(s)
)
ds
)
, t  0, (2.5)
and ω[k(t)p(t)] ∫ t0 R(s)Q (s)ds < 1 for all t ∈R+ , then
u(t)ω−1
[
ω[k(t)p(t)]Q (t)
1− ω[k(t)p(t)]∫ t0 R(s)Q (s)ds
]
, t ∈ S, (2.6)
where
R(t) = d
dt
[( α(t)∫
0
Mf (t, s)ds
)( α(t)∫
0
Ng(t, s)ds
)]
,
Q (t) = exp
( α(t)∫
0
[
Mp(t) f (t, s) + Nk(t)g(t, s)]ds
)
.
In fact (2.5) is equivalent to
u(t) k(t)p(t) +
α(t)∫
0
[
Mp(t) f (t, s) + Nk(t)g(t, s)]ω(u(s))ds +
α(t)∫
0
Mf (t, s)ω
(
u(s)
)
ds
α(t)∫
0
Ng(t, s)ω
(
u(s)
)
ds.
Now applying Corollary 2.1 one can easily get (2.6).
Corollary 2.3. Let M,N,k, p,α,ω, f , g be as in Corollary 2.2. If u ∈ C(R+,R+) satisﬁes
u(t)
(
k(t) +
α(t)∫
0
Mf (t, s)ω
(
u(s)
)
ds
)(
p(t) +
t∫
0
Ng(t, s)ω
(
u(s)
)
ds
)
and ω[k(t)p(t)] ∫ t0 R(s)Q (s)ds < 1 for all t ∈R+ , then
u(t)ω−1
[
ω[k(t)p(t)]Q (t)
1− ω[k(t)p(t)]∫ t0 R(s)Q (s)ds
]
, t ∈ S, (2.7)
where
R(t) = d
dt
[( α(t)∫
0
Mf (t, s)ds
)( t∫
0
Ng(t, s)ds
)]
,
Q (t) = exp
( α(t)∫
0
Mp(t) f (t, s)ds +
t∫
0
Nk(t)g(t, s)ds
)
.
Let f (t, s) = a(t) f (s) and (or) g(t, s) = b(t)g(s), one can derive many corollaries, we list only one of them, the others are
left to the readers.
Corollary 2.4. Let M,N,k, p,α,ω be as in Corollary 2.2. Assume in addition that f , g ∈ C(R+,R+) and a, v ∈ C1(R+,R+). If
u ∈ C(R+,R+) satisﬁes
u(t)
(
k(t) +
α(t)∫
0
Ma(t) f (s)ω
(
u(s)
)
ds
)(
p(t) +
t∫
0
Nv(t)g(s)ω
(
u(s)
)
ds
)
and ω[k(t)p(t)] ∫ t R(s)Q (s)ds < 1 for all t ∈R+ , then0
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[
ω[k(t)p(t)]Q (t)
1− ω[k(t)p(t)]∫ t0 R(s)Q (s)ds
]
, t ∈ S, (2.8)
where
R(t) = d
dt
[( α(t)∫
0
Ma(t) f (s)ds
)( t∫
0
Nv(t)g(s)ds
)]
,
Q (t) = exp
( α(t)∫
0
Mp(t)a(t) f (s)ds +
t∫
0
Nk(t)v(t)g(s)ds
)
.
2.2. The linear case
In the nonlinear case, let ω(u) = u in the theorems and corollaries. We get the results of linear case, since the proofs are
similar, we give some of the corollaries without proof, the others are left to the readers.
Corollary 2.5. Let L, K ,M,N,b,α,a,h, f , g be as in Theorem 2.1. If u ∈ C(R+,R+) satisﬁes
u(t) b(t) +
α(t)∫
0
La(t, s)u(s)ds +
t∫
0
Kh(t, s)u(s)ds +
α(t)∫
0
Mf (t, s)u(s)ds
t∫
0
Ng(t, s)u(s)ds
and b(t)
∫ t
0 R(s)Q (s)ds < 1 for all t ∈R+ , then
u(t) b(t)Q (t)
1− b(t) ∫ t0 R(s)Q (s)ds , t  0, (2.9)
where
Q (t) = exp
( α(t)∫
0
La(t, s)ds +
t∫
0
Kh(t, s)ds
)
,
R(t) = d
dt
[( α(t)∫
0
Mf (t, s)ds
)( t∫
0
Ng(t, s)ds
)]
.
Corollary 2.6. Let L,M,N,b,α,a, f , g be as in Theorem 2.1. If u ∈ C(R+,R+) satisﬁes
u(t) b(t) +
α(t)∫
0
La(t, s)u(s)ds +
α(t)∫
0
Mf (t, s)u(s)ds
α(t)∫
0
Ng(t, s)u(s)ds
and b(t)
∫ t
0 R(s)Q (s)ds < 1 for all t ∈R+ , then
u(t) b(t)Q (t)
1− b(t) ∫ t0 R(s)Q (s)ds , t  0, (2.10)
where Q (t) = e
∫ α(t)
0 La(t,s)ds , R(t) = ddt [(
∫ α(t)
0 Mf (t, s)ds)(
∫ α(t)
0 Ng(t, s)ds)].
Corollary 2.7. Let M,N,k, p,α, f , g be as in Corollary 2.2. If u ∈ C(R+,R+) satisﬁes
u(t)
(
k(t) +
α(t)∫
0
Mf (t, s)u(s)ds
)(
p(t) +
α(t)∫
0
Ng(t, s)u(s)ds
)
and k(t)p(t)
∫ t
0 R(s)Q (s)ds < 1 for all t ∈R+ , then
u(t) k(t)p(t)Q (t)
1− k(t)p(t) ∫ t R(s)Q (s)ds , t  0, (2.11)0
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R(t) = d
dt
[( α(t)∫
0
Mf (t, s)ds
)( α(t)∫
0
Ng(t, s)ds
)]
,
Q (t) = exp
( α(t)∫
0
[
Mp(t) f (t, s) + Nk(t)g(t, s)]ds
)
.
Corollary 2.8. Let M,N,k, p,α, f , g be as in Corollary 2.2. If u ∈ C(R+,R+) satisﬁes
u(t)
(
k(t) +
α(t)∫
0
Mf (t, s)u(s)ds
)(
p(t) +
t∫
0
Ng(t, s)u(s)ds
)
and k(t)p(t)
∫ t
0 R(s)Q (s)ds < 1 for all t ∈R+ , then
u(t) k(t)p(t)Q (t)
1− k(t)p(t) ∫ t0 R(s)Q (s)ds , t  0, (2.12)
where
R(t) = d
dt
[( α(t)∫
0
Mf (t, s)ds
)( t∫
0
Ng(t, s)ds
)]
,
Q (t) = exp
( α(t)∫
0
Mp(t) f (t, s)ds +
t∫
0
Nk(t)g(t, s)ds
)
.
Corollary 2.9. Let M,N,k, p,a, v, f , g be as in Corollary 2.4. If u ∈ C(R+,R+) satisﬁes
u(t)
(
k(t) +
t∫
0
Ma(t) f (s)u(s)ds
)(
p(t) +
t∫
0
Nv(t)g(s)u(s)ds
)
and k(t)p(t)
∫ t
0 R(s)Q (s)ds < 1 for all t ∈R+ , then
u(t) k(t)p(t)Q (t)
1− k(t)p(t) ∫ t0 R(s)Q (s)ds , t  0, (2.13)
where
R(t) = d
dt
[( t∫
0
Ma(t) f (s)ds
)( t∫
0
Nv(t)g(s)ds
)]
,
Q (t) = exp
( t∫
0
[
Mp(t)a(t) f (s) + Nk(t)v(t)g(s)]ds
)
.
Remark 1. Different choices of L, K ,M,N and k, p,α can give many different inequalities. Obviously, our results generalize
many results obtained before, for example, let k(t) ≡ c1, p(t) ≡ c2, Ma(t) ≡ 1, Nb(t) ≡ 1, then our Corollary 2.9 reduces to
Pachpatte’s Theorem A [11]. Let M = 1, N = 0, k(t) ≡ k, p(t) ≡ 1, α(t) = t , f (t, s) = h(s), then our Corollary 2.7 reduces
to the famous Gronwall’s inequality and our Corollary 2.2 reduces to the famous Bihari’s inequality. At the same time our
inequalities generalize Lipovan’s results [12], for example, let L = 1, K = M = N = 0, then our Theorem 2.1 reduces to
Lipovan’s Theorem B [12].
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In this section we present some applications to study the boundedness property, asymptotic behavior and the stability
of the solutions of integral equations, differential equations and integro-differential equations with time delay.
Proposition 1. Suppose all the assumptions in Corollary 2.7 hold, u ∈ C(R+,R+) is a solution of the integral equation
u(t) =
(
k(t) +
α(t)∫
0
Mf (t, s)u(s)ds
)(
p(t) +
α(t)∫
0
Ng(t, s)u(s)ds
)
, t  0.
If |k(t)p(t)| K1 on R+ , moreover
L = lim
t→∞
α(t)∫
0
[
Mp(t) f (t, s) + Nk(t)g(t, s)]ds < ∞,
K2 = lim
t→∞
α(t)∫
0
Mf (t, s)ds
α(t)∫
0
Ng(t, s)ds < ∞,
where K1, L, K2 are nonnegative constants and K1K2eL < 1, then u is bounded on R+ , in fact, |u(t)| K1eL1−K1K2eL for t  0.
Proposition 2. Suppose all the assumptions in Proposition 1 hold except that the condition “|k(t)p(t)|  K1 on R+” is replaced by
“|k(t)p(t)| K1e−t on R+ .” Then u(t) → 0 as t → ∞.
Proof of the Propositions. The Propositions follow immediately from Corollary 2.7, we omit the details. Moreover, according
to our theorems, one can give many bounded results and asymptotic results analogue to the Propositions, they are left to
the readers. 
Now we will show that our results are useful in studying the stability of solutions to certain differential equations with
time delay. These applications are given as examples.
Example 1. Consider the nonlinear differential equation with time delay
x′(t) = f (t, x(t))+ g(t, x(t − τ (t))), t  0, (3.14)
where f , g ∈ C(R+ ×R,R), f (t,0) = g(t,0) = 0 for t  0, τ ∈ C1(R+,R+), and τ (t)  t on R+ . If α(t) = t − τ (t) is an
increasing diffeomorphism of R+ and∣∣ f (t, x)∣∣ a(t)|x|, ∣∣g(t, x)∣∣ b(t)|x|, (t, x) ∈ (R+,R)
for a(t),b(t) ∈ C(R+,R+), moreover,
L =
∞∫
0
a(s)ds < ∞, M =
∞∫
0
b(s)ds < ∞
for t  0, where L,M are nonnegative constants and α−1 is the inverse of the diffeomorphism α, then the trivial solution
of (3.14) is uniformly stable on R+ .
Proof. In fact, if x(t) is a solution of (3.14) which satisﬁes x(t0) = x0, then x(t) satisﬁes
x(t) = x0 +
t∫
t0
f
(
s, x(s)
)
ds +
t∫
t0
g
(
s, x
(
α(s)
))
ds
= x0 +
t∫
t
f
(
s, x(s)
)
ds +
α(t)∫
g(α−1(r), x(r))
α′(α−1(r))
dr, 0 t0  t < ∞
0 α(t0)
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∣∣x(t)∣∣ |x0| +
t∫
0
a(u)
∣∣x(u)∣∣du +
α(t)∫
0
b(α−1(u))|x(u)|
|α′(α−1(u))| du,
then from our Corollary 2.5 we deduce that
x(t) |x0|e
∫ t
0 a(u)due
∫ α(t)
0
b(α−1(u))
|α′(α−1(u))| du = |x0|e
∫ t
0 [a(u)+b(u)]du  |x0|eL+M , 0 t0  t < ∞.
Then we conclude that the trivial solution of (3.14) is uniformly stable on R+ . 
Example 2. Consider the nonlinear integro-differential equation with time delay
x′(t) = f (t, x(t))+ g(t, x(t − τ (t)))+ f (t, x(t))
t∫
0
g
(
s, x
(
s − τ (s)))ds, t  0, (3.15)
where f , g, τ ,α are as in Example 1. Suppose all the assumptions in Example 1 hold. Then the trivial solution of (3.15) is
uniformly stable on R+ .
Proof. In fact, if x(t) is a solution of (3.15) which satisﬁes x(t0) = x0, then x(t) satisﬁes
x(t) = x0 +
t∫
t0
f
(
u, x(u)
)
ds +
t∫
t0
g
(
s, x
(
α(s)
))
ds +
t∫
t0
f
(
u, x(u)
)[ u∫
0
g
(
s, x
(
α(s)
))
ds
]
du
= x0 +
t∫
t0
f
(
u, x(u)
)
ds +
α(t)∫
α(t0)
g(α−1(r), x(r))
α′(α−1(r))
dr +
t∫
t0
f
(
u, x(u)
)[ α(u)∫
0
g(α−1(r), x(r))
α′(α−1(r))
dr
]
du
for 0  t0  t < ∞ after performing the change of variables r = α(s) at some intermediate step. Our hypotheses on f , g
guarantee that
∣∣x(t)∣∣ |x0| +
t∫
0
a(u)
∣∣x(u)∣∣du +
α(t)∫
0
b(α−1(u))|x(u)|
|α′(α−1(u))| du +
t∫
0
a(u)
∣∣x(u)∣∣
[ α(t)∫
0
b(α−1(r))|x(r)|
|α′(α−1(r))| dr
]
du
 |x0| +
t∫
0
a(u)
∣∣x(u)∣∣du +
α(t)∫
0
b(α−1(u))|x(u)|
|α′(α−1(u))| du +
t∫
0
a(u)
∣∣x(u)∣∣du
α(t)∫
0
b(α−1(u))|x(u)|
|α′(α−1(u))| du.
Let
R(t) = d
dt
[( t∫
0
a(u)du
)( α(t)∫
0
b(α−1(u))
|α′(α−1(u))| du
)]
= d
dt
[( t∫
0
a(u)du
)( t∫
0
b(u)du
)]
,
Q (t) = exp
( t∫
0
a(u)du +
α(t)∫
0
b(α−1(u))
|α′(α−1(u))| du
)
= exp
( t∫
0
[
a(u) + b(u)]du
)
,
then from our Corollary 2.5 we deduce that
∣∣x(t)∣∣ |x0|Q (t)
1− |x0|
∫ t
0 Q (u)R(u)du
 |x0|e
L+M
1− |x0|eL+M
∫ t
0 R(u)du
= |x0|e
L+M
1− |x0|eL+M
∫ t
0
d
du [(
∫ u
0 a(s)ds)(
∫ α(u)
0
b(α−1(s))
|α′(α−1(s))| ds)]du
= |x0|e
L+M
1− |x0|eL+M
∫ t
0 a(s)ds
∫ t
0 b(s)ds
 |x0|e
L+M
L+M1− |x0|LMe
862 L. Li et al. / J. Math. Anal. Appl. 377 (2011) 853–862for |x0|LMeL+M < 1 and 0  t0  t < ∞. So, for ε > 0 and t0  0, let 0 < q < 1LMeL+M be a constant, choose δ =
min{q, (1−qLMeL+M )ε
eL+M }, then |x(t)| < (1−qLMe
L+M )ε
eL+M × e
L+M
1−qLMeL+M = ε for |x0| < δ. This proves that the trivial solution of (3.15)
is uniformly stable on R+ . 
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