The 5G wireless communication system supports varied applications, making the uplink/downlink traffic asymmetry more and more serious. Dynamic time division duplex (TDD) technique has become a key technology of 5G networks due to its flexibility to support asymmetric services. In this paper, we study dynamic TDD sub-frame reconfiguration algorithm based on shifting. Firstly, we define cell shifting priority considering both traffic and interference. Then, we perform cell shifting-based TDD sub-frame reconfiguration following cell shifting priority. Simulation results show that the proposed dynamic TDD algorithm can guarantee high data rate and low interference, thus effectively increases the network throughput.
Introduction
In order to adapt to the explosive growth of mobile data in the future and speed up the application of new services, the 5th generation (5G) of mobile communication technologies came into being. So far, the vision and demand of 5G communication has been clear, while how to integrate a variety of new technologies and existing technologies to achieve an integrated 5G network has become the focus of the current research.
5G is considered to be a converged network, many key technologies studied in recent years, e.g., cognitive radios and millimeter-wave communications, will be applied in 5G systems [1] [2] [3] . An important characteristic of 5G system is the ultra-dense network deployment. In an ultra-dense 5G network, a single cell can only serve limited number of users, and the traffic of each cell varies greatly and fluctuates dynamically, which makes the fixed time division duplex (TDD) frame configuration strategy cannot meet the needs of different cells in different time periods. The dynamic TDD technology can be used to change the frame configuration of the cell dynamically to adapt to the varied uplink and downlink traffic, so as to improve the overall system throughput [4] . With dynamic TDD technology, the adjacent cells may use different TDD frame configuration because of variant traffic requirements, leading to opposite transmission directions (uplink or downlink) by these cells. For example, as illustrated in Fig. 1 , cell #4 will also receive the downlink signals from cell #2 during its uplink reception, which will cause cell-cell interference. Similarly, the UE #2 will also receive the uplink signals from UE #4 during its downlink reception, which will cause UE-UE interference. The referred cell-cell interference and UE-UE interference are called cross-slot interference, which do not exist in traditional synchronized networks with aligned downlink/uplink transmission and reception.
With the newly introduced cross-slot interference as mentioned above, it is recognized the interference problem in dynamic TDD system is more serious than that of traditional LTE networks. In particular, the uplink reception performance may deteriorate dramatically for the reason that the base stations have greater transmission power and will lead to more cross-slot interference [5] . Therefore, it is necessary to design proper dynamic TDD schemes that can effectively reduce the cross-slot interference and ensure the system throughput. Otherwise, the throughput loss caused by cross-slot interference may outweigh the throughput gain brought by dynamic TDD.
In addition to cross-slot interference problems, the dynamic TDD also needs to consider the interference and traffic balance. For dynamic TDD, the ideal situation is to allocate uplink and downlink resources in proportion to their traffic volume. However, it is not enough to consider only the amount of traffic. If the interference is not carefully addressed, the system throughput may be seriously affected. Therefore, the uplink and downlink sub-frame reconfiguration scheme must take into account both the network traffic and network interference level to maximize the system throughput. As we know, 5G traffic has the characteristics of burst and fluctuation with time. At the same time, 5G traffic also has time correlation, which is stable in a certain period of time. Therefore, we should consider the unification of historical data and instantaneous data when considering traffic volume. To sum up, we need to combine the traffic characteristics and the interference levels to design a reasonable dynamic TDD scheme.
Literatures have studied varied dynamic TDD schemes, including the proportion method, greedy method, evolutionary game method, and soft reconfiguration method. For the proportion method [6] , the TDD frame configuration whose UL/DL sub-frame ratio is closest to the UL/ DL traffic ratio is adopted. The commonly used proportion method includes traffic volume-based schemes [7, 8] and buffer-based schemes [9] [10] [11] . The proportion method is simple, but it cannot fully reflect the needs of the network because it does not take into account the order of UL/DL sub-frames. Due to its simplicity, the proportion method is often used as the baseline scheme to measure the performance of newly proposed dynamic TDD schemes. The greedy method [12, 13] firstly calculates the gain of each sub-frame supposing it is an uplink sub-frame or a downlink sub-frame and configures the sub-frame following the direction that with larger gain. The greedy method is able to adapt to the instantaneous network load, but it might not be optimal during a long period of time. The central idea of evolutionary game algorithm [14] includes "choice" operation and "mutation" operation. A player (corresponding to a home base station) chooses its TDD frame configuration based on the utility function where the policy with greater utility function will be chosen with higher probability.
The soft reconfiguration method [15] reconfigures TDD frame configuration following a transition diagram, where for a cell, if the received interference from other cells is greater than a threshold, it will choose from the TDD frame configurations along the left direction of the transition diagram, and if the interference it introduces to other cells is larger than a second threshold, it will choose from the TDD frame configurations along the right direction of the transition diagram. Soft reconfiguration method can ensure that all the cells have a good SINR and therefore reduce the interference of the entire network. Moreover, because the difference between the adjacent frame configurations is small, the negative effect of frame reconfiguration is neglectable, which is helpful to the stability of the network. However, the soft reconfiguration method has two shortcomings that need to be enhanced. First, there may be a situation that the given two conditions are satisfied at the same time, i.e., a cell receives serious interference while it also introduces serious interference to other cells. When this happens, it is impossible to determine whether the TDD frame configuration should shift to left or to right along the transition diagram. Second, there is a probability that a cell is continuously receiving heavy interference from other cells under current TDD frame configuration, but it will cause severe interference to other cells when it shifts its TDD frame configuration along the right direction of the transition diagram, therefore resulting in back and forth reconfiguration between these two TDD frame configurations.
Inspired by the soft reconfiguration method, we in this paper propose an improved TDD frame configuration scheme based on shifting. In the proposed scheme, the cells are divided into groups, and it is regulated that the cells in each group can only shift along the same direction. At the same time, we also define the shifting priority, which is set according to the interference and traffic volume. These regulations ensure the practicability of the soft reconfiguration scheme.
System model
Consider a clustered network architecture, where the cells with severe cross-slot interference are distributed to the same cell cluster and share the same TDD frame configuration. Commonly used clustering methods include threshold method [16] [17] [18] and heuristic algorithm [19] . Without losing generality, we use a threshold method that based on link coupling loss [17] . Taking a single cell cluster Β as an example, assume that there are a total of N cells in the cluster and M i users in cell #i.
Assume that a radio frame is composed of T subframes, and we use DL/UL sub-frame number to represent DL/UL data volume. For cell i ∈ Β, the downlink sub-frame number l i can be determined by a formula (1) if only the traffic volume is considered when designing dynamic TDD frame configuration scheme.
where ⌈x⌉ is the ceiling function, Q j UL t ð Þ and Q j DL t ð Þ are the uplink and downlink data buffer size, and C j UL and C j DL are the UE's average UL/DL throughput in its last TDD reconfiguration cycle. We can see from formula (1) that the number of downlink sub-frame is proportional to the downlink data buffer size of the cell and inversely proportional to the average throughput of last TDD reconfiguration cycle. Because the instantaneous buffer size and average throughput may be different, the downlink subframe requirements are usually different among the cells.
When cell clustering is adopted, all the cells in the same cluster have the same TDD frame configuration. If we only consider the UL/DL data rather than the interference, the downlink sub-frames required in a radio frame can be expressed as:
At any time t, assume there are N t UL cells being uplink slot and N t DL cells being downlink slot, we know that N UL + N DL = N. The UL/DL SINR of user #j in cell #i at moment t is:
where P(k, j) is the transmit power of node #k to node #j; h k,j is the channel gain including antenna gain, path loss, shadow fading, and penetration loss; N 0 is the noise power. Here, a node may be a cell or a UE. If the number of downlink sub-frame of cell #i is ω i , the worst DL/UL SINR of cell #i at time t can be expressed as:
Then the worst SINR of cell #i in a radio frame is:
Assume that a base station's transmit power is much larger than that of an UE, so cell-cell interference is usually much severe than UE-UE interference. To simplify, we assume that the worst SINR exists in uplink, i.e., the formula (5) can be reduced to:
If a cell is able to transmit data successfully in a radio frame, the worst SINR should be no less than the threshold Thres, that is:
The following conditions should be met for the cells in a whole cluster that can transfer data normally within a cluster:
Based on the formula (8), we can design the corresponding dynamic TDD configuration scheme, which will be detailed in the next section.
3 Dynamic TDD frame configuration scheme
In this paper, we propose a shifting-based TDD frame configuration scheme. The cells in a cluster are divided into three groups: left-shifting group, right-shifting group, and non-shifting group, and the cells in each group can only shift along the same direction, i.e., left or right. Furthermore, the shifting operations follow shifting priority rules.
Shifting priority
Every cell has a shifting priority, which is used to indicate the processing order of the corresponding cell, i.e., the cell with higher shifting priority can prioritize its TDD frame configuration. The cell shifting priority is composed of two parts: the interference priority part and the service priority part. The interference priority is defined as the worst SINR deviation from the SINR threshold (it should be ensured that the worst SINR of a cell should be greater than the SINR threshold). The higher the interference priority is, the easier it can meet the requirements of the interference conditions and the greater it can contribute to the cell shifting priority. The service priority indicates how close the radio frame configuration is to the traffic; the higher the service priority is, the easier it can satisfy the requirement of the traffic and the greater it can contribute to the cell shifting priority.
We know that the more downlink sub-frames a cell uses, the stronger its anti-interference ability is and the more interference it will bring to other cells. For a low SINR cell, it is better to increase the downlink subframes to enhance its anti-interference ability, and we use its neighboring cell's worst SINR reduction as the interference priority, which is denoted as S i R . Similarly, for a high SINR cell, we should reduce its downlink subframes to reduce the interference to adjacent cells, and we use its worse SINR reduction as the interference priority, which is denoted as S i L . The service priority is relevant to the traffic volume and cell clustering strategy, considering that it is not deterministic whether l i or l is larger and there are two situations when calculating the service priority: (1) If l i is larger than l, improving the service priority is equivalent to increasing the number of downlink sub-frames, which is denoted as Traffic i R ; (2) if l i is smaller than l, improving the service priority is equivalent to decreasing the number of downlink sub-frames, which is denoted as Traffic i L . When the interference priority and the service priority are jointly considered, the shifting priority calculation can be divided into two cases: (1) 
Case 1: shifting priority calculation when increasing downlink sub-frames
Assume the downlink sub-frame number of cell #i is ω i , and we will calculate its cell shifting priority Prior i R when its downlink sub-frames increase to ω i + 1, where 1 ≤ ω i < T − 1.
Firstly, we will calculate S i R . It is known that a cell's worst SINR value will become larger when its downlink sub-frames increase, and at the same time, other cells' worst SINR values will become smaller. So, we need to evaluate to what degree the neighboring cells' worst SINR deteriorate by increasing a cell's downlink subframes. We use SINR min ik to denote the worst SINR of cell k (k ≠ i) after cell i increases its downlink subframes, and we have:
For cell #k, the more SINR k min is near to Thres, the more serious its worst SINR will be. Define ΔSINR R ik as the worst SINR reduction by deducing downlink subframes of cell i:
It is obvious that 1≥ΔSINR R ik ≥0 , where ΔSINR R ik ¼ 0 means that the worst SINR of cell #k will not deteriorate and ΔSINR R ik ¼ 1 means that the worst SINR of cell #k will decrease to Thres, which is the worst case among the viable options. ΔSINR R ik > 1 indicates that the worst SINR of cell #k is lower than the threshold and it is not a viable option.
Interference priority is related to the SINR deterioration when increasing the downlink sub-frames of cell #i. The smaller the SINR deterioration, the greater S i R According to the above analysis, the formula of S i R can be obtained:
Traffic priority Traffic i R is related to the traffic state of cell #i when the downlink sub-frames increase, which can be expressed as:
Considering there are cases that ω i > l i , we use absolute value that is adopted for the denominator of the formula (12). Due to that l i > l, Traffic i R > 0 holds. The greater the value of Traffic i R is, the more accurate it can reflect the actual traffic needs, and the greater the shifting priority will be.
The shifting priority of cell i ∈ Β R when its downlink sub-frames become from ω i to ω i + 1 can be expressed as:
Case 2: shifting priority calculation when decreasing downlink sub-frames
Assume the downlink sub-frame number of cell #i is ω i , and we will calculate its shifting priority Prior i when its downlink sub-frames decrease to ω i − 1, where 1 ≤ ω i < T − 1.
Firstly, we will calculate S i L . It is known that a cell's worst SINR value will become smaller when its downlink sub-frames decrease, and at the same time, other cells' worst SINR values will become larger. So we need to evaluate to what degree the cell' worst SINR deteriorate by decreasing its downlink sub-frames. We use SINR min ii to denote the worst SINR of cell i after it decreases its downlink sub-frames, and we have:
Define ΔSINR L ii as the worst SINR reduction by deducing its downlink sub-frames:
We can get the interference priority S i L as follows:
The traffic priority Traffic i L when the downlink subframes decrease is:
The shifting priority of cell i ∈ Β L when its downlink sub-frames decrease from ω i to ω i − 1 can be written as:
After obtaining the shifting priority that is determined by both of the interference priority and the traffic priority, if we want to increase the downlink sub-frames, we can choose the cell with the maximum Prior i R value, and if we want to decrease the downlink sub-frames, we can choose the cell with the maximum Prior i L value.
Dynamic TDD frame configuration
For the dynamic TDD frame configuration method based on traffic and interference, we give priority to increasing the downlink sub-frames for cells with high Prior i R and decreasing the downlink sub-frames for cells with high Prior i L . The TDD frame configuration includes the following processes.
Cell set partition
For the shifting-based dynamic TDD scheme, the cells in a cluster are firstly partitioned into three groups according to different shifting directions: left-shifting group B L , right-shifting group B R , and non-shifting group B M . The cells in each group can only shift along single direction, i.e., left or right. For simplicity, the following assumptions are adopted [20, 21] :
1. Both the uplink sub-frames and downlink subframes are continuous; furthermore, the downlink sub-frames are in front of the uplink sub-frames. 2. For any TDD configuration, there is at least one uplink sub-frame and one downlink sub-frame, so that there is traffic in the downlink direction and uplink direction at any time, i.e., ω i ∈ {1, 2, …, T − 1}.
Take Fig. 2 for example: the blue rectangles represent downlink sub-frames and the red rectangles represent uplink sub-frames. The relationships between l i and l are also illustrated in the figure. According to the numerical relationship between l i and l, the partition of the cell set is as follows:
We do not deal with the cells in the non-shifting group, and we shift to the right for the cells in the rightshifting group and shift to the left for the cells in the left-shifting group. Next, we will obtain the right shifting priority Prior i R and left shifting priority Prior i L , respectively.
Right shifting and left shifting
As depicted in Fig. 3 , cell i ∈ B R means that the number of downlink sub-frames will change from ω i to ω i + 1, where 1 ≤ ω i < T − 1.
We will choose proper cells from the right-shifting group to move them to the right. Firstly, we need to calculate the right shifting priority for all the cells within the group. Right shifting priority has taken into account the factors of traffic and interference, and the right shifting operation will increase the interference to other cells and reduce the interference to itself. The value of Prior i R may be positive, zero, or negative. Positive value means that the right shifting operation will make the network performance better, negative value means the opposite, and zero value indicates that the gain and loss are balanced.
After obtaining the right shifting priority Prior i R for the cells in the right-shifting group, we will choose the cells following the right shifting selection criterion, which is as follows: As shown in Fig. 4 , cell i ∈ B L means that the number of downlink sub-frames will change from ω i to ω i − 1, where 1 < ω i ≤ T − 1.
Similar to the right shifting operation, we can compute the left shifting priority for the cells in B L . Left shifting priority also needs to consider the amount of traffic and interference, because the left shifting operation will reduce the interference to other cells and increase the interference to themselves. After obtaining the left shifting priority, we can select the cell from B L that needs to shift left. The left-shifting cell selection principle is similar to that of the right shifting priority, which is omitted here.
Shifting flow
With respect to the proposed dynamic TDD scheme based on traffic and interference, we give the flows of shifting as follows:
Step 1: Obtain the downlink sub-frame numbers l i and l according to formulas (1) and (2) . Partition the cells into three groups: left-shifting group B L , right-shifting group B R , and non-shifting group B M .
Step 2: If the corresponding interference is small for l i , i.e., it meets the condition of formula (8) , then the shifting strategy which coincides with the W-TDD method [19] is adopted, and if the corresponding interference for l is too big, the C-TDD method is adopted. In all other cases, shifting-based dynamic TDD is used.
Step 3: The initial state is the same as that of W-TDD method.
Step 4: Calculate the right shifting priority according to the formulas (9)~(13) and perform right shifting operation following the principle of right shifting.
Step 5: Calculate the left shifting priority according to the formulas (14)~ (18) and perform left shifting operation following the principle of left shifting.
Step 6: Iterate step 3 and step 4 until the condition of formula (8) is met for all cells.
Simulation results

Simulation parameters
We have constructed dynamic system level simulation platform based on VC++ referencing the enhanced small cell deployment scenario [22, 23] , and the simulation parameters are listed in Table 1 . FTP model 1 service model is used and the FTP packet size is 0.5 M bytes. The dynamic TDD reconfiguration cycle is set to 40 ms [24] . The UEs move in random directions within the simulation area with the preset speed. The performance evaluation is carried out from two aspects: SINR and average packet throughput, where packet throughput is defined as the ratio of the file size to the transmission time, including queuing time and the packet transmission time. In the simulation, low (λ UL = λ DL = 0.5) to moderate (λ UL = λ DL = 1.5) packet arrival rate are considered.
Simulation results
In order to verify the effectiveness of the proposed shifting-based dynamic TDD (S-TDD) scheme, the performance is compared with that of W-TDD algorithm [22] and C-TDD algorithm [21] . In the case of moderate packet arrival rate, the downlink and uplink SINR results are shown in Figs. 5 and 6, respectively. It can be seen that the downlink SINR performance of C-TDD algorithm is a little worse than that of W-TDD algorithm; however, the uplink SINR performance is better than that of W-TDD algorithm. The reason is that W-TDD algorithm may cause a lot of cross-slot interference and C-TDD algorithm can eliminate this kind of interference while keeping traditional interference. The simulation results show that the C-TDD method can improve the uplink SINR performance at the expense of a slight deterioration of the downlink SINR and therefore improves the overall system performance. The proposed S-TDD algorithm preserves partial cross-slot interference and traditional interference, and the SINR performance lies between that of W-TDD algorithm and that of C-TDD algorithm. The S-TDD method sets the worst SINR threshold to 0, because the SINR of almost all users is greater than 0 and it can ensure the fairness among the UEs and avoid the emergence of poor wireless links. Figure 7 shows the average packet throughput in the case of low packet arrival rate (λ UL = λ DL = 0.5), and Fig. 8 shows the average packet throughput in the case of moderate packet arrival rate (λ UL = λ DL = 1.5). It can be seen that the C-TDD method has a relatively low downlink average packet throughput comparing with the W-TDD method while the average uplink packet throughput performance is improved. There are two factors that limit the packet throughput: SINR and to what degree the TDD configuration is compliant to the traffic requirements. Too low SINR will lead to poor channel capacity, which will limit the upper bound of the packet Fig. 7 Average packet throughput at low packet arrival rates throughput. The mismatch between the TDD configuration and the traffic requirements will result in a redundant resource in downlink/uplink direction and a lack of resources in the other. As can be seen from Fig. 7 , due to the low packet arrival rate and high SINR, the throughput improvement by C-TDD method cannot compensate for the throughput reduction due to matching between TDD configuration and the traffic. In Fig. 8 , due to moderate packet arrival rate and low SINR, the SINR becomes the main factor that limit the system throughput, and the throughput gain by cell clustering is higher than the throughput loss by non-ideal TDD configuration. Therefore, it is necessary to use the W-TDD method when the load is low, while it is necessary to adopt C-TDD method to resist the interference.
Conclusions
This paper presents a dynamic TDD algorithm that considers both traffic and interference factors to guarantee system performance. The proposed dynamic TDD method shows better performance on the aspect of uplink and downlink throughput in cases of low to moderate load comparing with that of W-TDD method and C-TDD method. Furthermore, the proposed method will turn into W-TDD method or C-TDD method in conditions of low SINR or high SINR, respectively. The proposed dynamic TDD method can avoid the occurrence of wireless communication links with too low SINR, which ensures high average packet throughput. 
