artificial neural networks (ANNs) that are tralned with the back-propagation algorithm are a useful tool for modelling environmental systems. They have almady been successfully used to model salinity, nutrient concentrations, air pollution, and algal growth. These successes, coupled with their suitability for modellmg complex systems, have resulted in an increase in their popularity and their application in an ever increasing number of ereas. They are generally treated ss black box models that are able to capture underlying relationships when presented with input and output data. In many instancq little consideration is given to potential input data and the internal workings of ANNs. This can result in inferior model performance and an inability to accurately compare the performance of different ANN models. Back-propagation networks employ a modelling philosophy that ls similar to that of statistical methods in the sense that unknown model parametere (i.e., connection weights) are adjusted in order to obtain the best match between a historical set of model inputs and corresponding outputs. Consequently, the principles that are considered good practice in the development of statistical models should be considered. In thii paper, a systematic approach to the development of ANN based forecasting models is presented, whii is intended to act as a guide for potential and current users of feedforward ANNs that are trained with the back-propagation algorithm. Issues that need to be considered in the model development phase are discussed and ways of addressing them presented. The major areas covered include data transformation, the determination of appropriate model inputs, the determination of an appropriate network geometry, the optimisation of connection weights, and validation of model performance.
INTRODUCTION
In recent years, artificial neural networks (ANNs) have become a popular and useful tool for modelling environmental systems. For example, they have already been successfully used to simulate the export of nutrients from river basins [l], to forecast salinity (2) and ozone levels ( to treat them as "black box" models. Data preprocessing, methods for determining adequate model inputs, and the internal workings of ANNs are seldom considered in the model building process. This can result in inferior model performance and an inability to accurately compare the performance of different ANN models.
In this paper, simple guidelines for developing ANN forecasting models are presented to assist current and potential users. The concepts presented apply to feedforward networks that are trained with the back-propagation algorithm [7] , ss such networks have been used almost exclusively in environmental modelling. However, it is important to view this type of model in the context of alternative approaches.
In recent years, there has been a major focus in ANN research on the development of more efficient training algorithms. A number of second-order methods (e.g., the Levenberg-Marquardt, Shanno and conjugate gradient algorithms) have been considered for optimising the connection weights of feedforward networks in an attempt to speed up the training process (see [8, 9] ). Although second-order methods generally result in greater convergence speed, their ability to find optimal or near-optimal solutions is no better, if not slightly worse, than that of gradient descent methods such as back-propagation. The use of global optimization methods, such as simulated annealing and genetic algorithms, has also been proposed [lo] . The advantage of these methods is that they have the ability to escape local minima in the error surface and thus produce optimal or near optimal solutions. However, they also have a slow convergence rate. Ultimately, the model performance criteria, which are problem specific, will dictate which training algorithm is most appropriate.
If training speed is not a major concern, there is no reason why the backpropagation algorithm cannot be used successfully [ll) . It is also worth noting that feedforward networks trained with the back-propagation algorithm have already been used satisfactorily in many applications 181.
Over the last few years, recurrent networks (i.e., networks with feedback connections) have been proposed as an alternative to feedforward networks, particularly in time series applications (e.g., [12, 13] ). They have the ability to model time structure implicitly with the aid of their feedback connections, although problems with "remembering" longer term dependencies have been encountered [14, 15] . However, recurrent networks do not have any advantages over feedforward networks in which time structure is accounted for explicitly in the model inputs [16] . Another advantage of recurrent networks that has been reported in the literature is that they have the ability to model moving average (MA) as well as autoregressive (AR) components, whereas feedforward networks are only able to account for the latter (171. However, it should be noted that most processes can be adequately described by AR models. The advantage of using a mixed model (i.e., one that has AR and MA components) is that the same task can be achieved more parsimoniously. It should also be noted that in situations where processing speed is important, feedforward networks outperform recurrent networks. In addition, they have been found to perform well in comparison with recurrent networks in a number of real life applications (e.g., 1181).
The guidelines presented in this paper are illustrated with two csse studies: the forecasting of salinity in the River Murray at Murray Bridge, South Australia, 14 days in advance [19, 20] , and the forecasting of incidences of a species group of the cyanobacterium Ancrboena spp. in the River Murray at Morgan, South Australia [21] four weeks in advance. The River Murray is South Australia's major surface water resource. Water is pumped several hundred kilometres to all major cities, including Adelaide, Port Augusta, Port Pirie, and Whyalla, via a number of pipelines. There are various off-take points along the length of the river, including at the Morgan and Murray Bridge. The river has been experiencing high levels of salinity and has been prone to outbreaks of toxic blue-green algal blooms. By forecasting salinity levels and concentrations of blue-green algae up to several weeks in advance, management strategies can be put into place to help alleviate water quality problems. Further details of the case studies are given in [19, 21] .
ANNS: A MODELLING TOOL
ANNs provide a means of computation inspired by the structure and operation of the brain and central nervous system. They operate as a parallel computer, which consists of a number of processing elements (PEs) that are interconnected. In feedforward networks, the PEs are arranged in layers: an input layer, one or more hidden layers, and an output layer (Figure 1 ). The input from each PE in the previous layer (~4) is multiplied by a connection weight (Wji).
These connection weights are adjustable and may be likened to the coefficients in statistical models. At each PE, the weighted input signals sre summed and a threshold value (0,) is added. This combined input (1j) is then passed through a nonlinear transfer function (f(.)) to produce the output of the PE (gj). The output of one PE provides the input to the PEs in the next layer.
This process is summarised in (1) and (2) and illustrated in Figure 1 . ANNs are well suited to environmental modellmg ss they are nonlinear [22] , relatively insensitive to data noise, and perform reasonably well when limited data are available [23] . When ANNs are used for the prediction of environmental variables, the modelling philosophy employed is similar to that used in the development of more conventional statistical models. In fact, it has been suggested that ANNs represent variations on common statistical themes [24] . In both cases, the purpose of the model is to capture the relationship between a historical set of model inputs and corresponding outputs. This is achieved by repeatedly presenting examples of the input/output relationship to the model and adjusting the model coefficients (i.e., the connection weights) in an attempt to minimise an error function between the historical outputs and the outputs predicted by the model. More detailed descriptions of ANNs are given in many journal papers and textbooks (e.g., [10, 19, .
THE MODEL DEVELOPMENT PROCESS
As discussed in Section 2, the modelling philosophy used to develop ANN and conventional statistical models is similar. Consequently, the principles that sre considered good practice in the development of statistical models need to be given careful consideration. The major areas that should be considered include data transformation, the choice of adequate model inputs, the choice of an appropriate network geometry, parameter estimation, and model validation. Reviews of ANNs from a statistical perspective are given by a number of authors (e.g., [24, ).
Data Transformation
In any model development process, familiarity with the available data is of the upmost importance. Issues in relation to the statistical distribution of the input data, and the effects of trends, seasonal variation, and heteroscedasticity are of major importance when more traditional statistical techniques are being used. However, they are generally considered less important in the development of ANN models.
A normally distributed data set is a prerequisite when traditional regression or ARMA (auto regressive moving average) type models [33] are being developed. This is a severe restriction when modelling environmental data, as they are often not normally distributed, and their nature is such that it is extremely difficult, if not impossible, to find suitable transformations to normality. It has been suggested in the literature (e.g., [34, 35] ) that ANNs overcome this problem, as the probability distribution of the input data does not have to be known. This view has been confirmed by empirical trials, where the model fits obtained were the same regardless of whether the raw or log-transformed data were used [36] . However, Fortin et al. [37] have questioned the optimality of the results obtained when the data are not normally distributed, as the objective function that is used to optimise connection weights in ANN models is generally the mean squared error function. Clearly, this requires further investigation.
Another requirement when developing time series models of the ARMA type is that the input data have to be stationary. This necessitates the removal of any deterministic components such as trends, heteroscedasticity, seasonal and cyclic components. Generally, ANNs cannot extrapolate beyond the range of the data used for training [25] . Consequently, ANNs are unable to account for trends and heteroscedasticity in the data (371. One way to deal with this problem is to remove the deterministic components using methods commonly used in time series modelling such as the classical decomposition model [38] or differencing [33] . The latter has already been applied to neural network modelling of nonstationary time series (e.g., [39] ). The effect of data with and without seasonal variation on ANNs was investigated by Maier and Dandy [40] . Their findings indicate that ANNs have the ability to cater to irregular sessonal variations with the aid of their hidden layer nodes. This is in agreement with the suggestions made by Hansen and Nelson [41] .
Finally, the training data have to be scaled to a range that is appropriate for the transfer function used in the output layer. Typically, sigmoidal type transfer functions, such as the logistic or hyperbolic tangent functions, are used for which the outputs are bounded by 0 and 1 and -1 and 1, respectively. It is good practice not to scale the data to these extreme values, as this can slow down training (see [35] ). F or example, when the logistic function is used, the data might be scaled so that they are bounded by 0.2 and 0.8. This normalisation process also ensures that values from different variables are within the same range. The data used for the salinity case study included daily salinities at Murray Bridge and the upstream sites of Mannum, Morgan, Waikerie, and Loxton as well as daily flow at Lock 1 Lower (approx. 1OOkm upstream of Murray Bridge). All data were available from 1987 to 1991 (Figure 2) . The data used for the blue-green algae case study included weekly values of blue-green algal concentrations, turbidity, colour, temperature, total phosphorus, soluble phosphorus, oxidiied nitrogen, and total iron at Morgan as well as weekly flows at Lock 7 (approx. 150km upstream of Morgan). All data were available from 1985/86 to 1992/93 (Figure 3) .
The time series used in both case studies exhibited irregular seasonal variations and were nonnormally distributed. However, they did not contain any trends or heteroscedssticity. As a result, the only transformation required w&s to scale the data to a range that is appropriate for the transfer function used in the output layer, which was the hyperbolic tangent function in both case studies. Consequently, the data were normal&d within the range -0.8 to 0.8 using linear interpolation.
Determination of Model Inputs
In this step, it has to be decided which input variables (zr, ~2, . . . , z,J to include in the model, as well as which lags (e.g., .zj,t-1; zj,t-2;. . . , Zj$_N; j = 1,2,. . . , n) to use for each of these.
Choice of variables
The choice of input variables is generally based on a ptioti knowledge of causal variables in conjunction with inspections of time series plots of potential inputs and outputs. If the relationship to be modelled is less well understood, cross-correlation analysis [42) or a stepwise modellii approach [35] can be used. In the salinity case study, analytical methods for determining appropriate input variables were deemed unnecessary, ss the underlying processes (i.e., salt transport and saline groundwater accessions) are well understood.
The input variables chosen include salinities at Murray Bridge, Mannum, Morgan, Waikerie, Loxton, and flow at Lock 1 Lower. The mechanisms responsible for incidences of blue-green algae, on the other hand, are not well understood. Consequently, various input variables were tried. All available variables (i.e., turbidity, colour, temperature, flow, total phosphorus, soluble phosphorus, oxidiied nitrogen, and total iron) were considered as potential input variables. Initially, eight models were developed, each using only one of the available input variables. The model that performed best was retained and the effect of the addition of a second variable on model performance investigated. Thii procedure was repeated using models with three input variables, four input variables, etc., until the addition of any extra variables did not improve model performance. This process resulted in the inclusion of flow, temperature, and colour inputs.
Choice of lags
In the development of conventional time series models, analytical procedures are generally used to determine which lagged inputs to include from each variable. This is done by evaluating the strength of the relationship between the output time series and the potential input time series at various lags. The lags of the input time series which have a significant influence on the output time series are then selected as model inputs. Most analytical approaches are baaed on the method of Haugh and Box (431, which uses cross-correlation analysis.
Analytical approaches are generally not used to determine the input lags for multivariate ANN models. The main reason for this is that ANNs belong to the class of data driven approaches, whereas conventional statistical methods are model driven [22] . In model driven approaches, the structure of the model has to be determined first, which is done with the aid of the analytical approach mentioned above, before the unknown model parameters can be estimated. Data driven approaches, on the other hand, have the ability to determine which model inputs are critical, so there is no need for a priori rationalisation about relationships between variables (441.
However, presenting a large number of inputs to ANN models, and relying on the network to determine the critical model inputs, usually increases network size. The reason for this is that each lagged input is represented by a node in the input layer. Larger networks have a number of disadvantages, including decreased processing speed and an increase in the amount of data required to efficiently estimate the model parameters (i.e., the connection weights). Determination of appropriate input lags is particularly important for complex problems, where the number of potential inputs is large, and where no a priori knowledge is available to suggest possible lags at which strong relationships exist between the output time series and the input time series.
Consequently, there are distinct advantages in using analytical techniques to help determine which lags of the input variables should be included in multivariate ANN models. Lachtermacher and Puller [44] developed a hybrid methodology for determining appropriate input lags for simple univariate ANN models. This method involves fitting a univariate Box-Jenkins model [33] to the time series, which is used as a guide for determining the inputs to the ANN model. Maier and Dandy [20] have evaluated the suitability of the method of Haugh and Box [43] and a neural network based approach for determining appropriate input lags for multivariate models. They found that both methods were suitable, although the neural network based approach was preferred, as it was quicker and simpler to use. The neural network based method involves the development of n bivariate ANN models, one for each of the input variables chosen. Each model relates lagged inputs (i.e., at times t -1, t -2,. . . , t -IV) from one of the input variables to the output variable. The value of N is chosen so that the lags of the input time series that exceed N are not suspected to have any significant effect on the output time series. The strength of the relationship between the output variable and emh of the input variables at the different lags is then determined with the aid of sensitivity analyses. As part of the sensitivity analyses, each of the inputs is increased by a certain percentage (e.g., 5%) in turn, and the change in the output caused by the change in the input is calculated. The sensitivity of each input is given by
Plots of the sensitivities at various lags are then inspected to decide which lags should be included. No fixed level is used to distinguish between significant and nonsignificant inputs. Instead, the sensitivities are used as a guide to decide which inputs should be chosen by applying some degree of judgement. The latter approach wss used for both csse studies considered in this paper. In the salinity case, six bivariate models were developed, one for each of the input variables. inputs chosen using the above procedure are shown in Table 1 . A typical plot of sensitivities is shown in Figure 4 . As can be seen from Table 1 , inputs at lags l-7 were selected based on the sensitivities shown in Figure 4 . For the blue-green algae case study, eight bivariate models were developed, one for each of the eight input variables. The output variable wss concentrations of Ancrbaena spp. at time t + 3 (i.e., four weeks in advance) in each case. The lags of each of the potential input variables that were found to have a significant effect on concentrations of Anabaena spp. are shown in Table 2 .
It should be noted that these lagged inputs were used in the process for determining appropriate input variables described in Section 3.2.1.
Choice of Network Geometry
Network geometry is generally defined by the number of hidden layer nodes and the number of nodes in each of these layers. It determines the number of model parameters that need to be estimated. If there is an insuflicient number of parameters, it may be difficult to obtain convergence during training, as the network may be unable to obtain an adequate fit to the training data. On the other hand, if too many parameters are used in relation to the number of available training samples, the network may lose its ability to generaliie. In addition, keeping the number of parameters to a minimum reduces the computational time needed for training.
It has been shown that ANNs with one hidden layer can approximate any continuous function, given sufficient degrees of freedom . Some researchers suggest that the use of multiple hidden layers can result in more parsimonious models [25, 30, 48, 49] . However, devilliers and Barnard [50] and Masters [35] found that the use of two hidden layers was only justified for the most esoteric applications. In the case studies considered in this paper, it was decided to use one hidden layer.
The number of nodes in the input layer is equal to the number of model inputs, whereas the number of nodes in the output layer corresponds to the number of model outputs. The optimum number of hidden layer nodes, on the other hand, generally has to be found using a trial and error approach. However, there are some general guidelines which may be followed. Hecht-Nielsen [51] suggests the following upper limit for the number of hidden layer nodes in order to ensure that ANNs are able to approximate any continuous function
where NH is the number of hidden layer nodes and N' is the number of input nodes (= number of inputs). However, in order to ensure that the networks do not overfit the training data, the relationship between the number of training samples and network size also needs to be considered. Hogers and Dowla [52] recommend the following upper limit for the number of hidden layer nodes to satisfy the above criteria:
where NTR is the number of training samples. Consequently, the upper limit for the number of hidden layer nodes may be taken as the smaller of the values for NH obtained using (4) and (5). However, in many instances, good performance can be obtained with fewer nodes. It should also be noted that alternative guidelines to that given in equation (5) have been suggested in the literature (e.g., . S ome of these take the degree of noise in the data into account. A lot of effort has also been directed towards the development of procedures which automatically adjust network geometry during training. The aim of these methods is to determine the smallest network that is able to adequately capture the relationship to be modelled. A good review of the alternative approaches is given by Bebis and Georgiopoulos [56] . The main distinction is between pruning algorithms and constructive algorithms. In the former, modelling is started with a large network and unnecessary nodes or connections are gradually removed. In the latter, modelling is started with a small network, and nodes and connections are added as needed. At present, these procedures have not been adopted widely in practice, as most require the user to manually select certain parameters, which can have a significant impact on the network geometry obtained. In addition, there have not been many comparative studies between the various algorithms, making it difficult to determine which one to use. In the blue-green algae case study, the above guidelines (equations (4) and (5)) were used to determine the network geometries for all models developed. The geometry of the final model selected (i.e., the model using flow, temperature, and colour data ss inputs) wss 20-17-l (number of inputs-number of hidden nodes-number of outputs). The effect of using 5, 10, 23, 30, and 35 hidden layer nodes was also investigated. The different geometries were found to have negligible impact on model performance. The same was found for the salinity csse study, where three different geometries were tried (25- 5-1, 25-15-1, and 25-30-l) .
Parameter Estimation
In the parameter estimation, or "trainmg", p hase, the connection weights are adjusted in order to obtain the best fit to the training data. The back-propagation algorithm [7] is by far the most popular method of optimising the connection weights and will be discussed here. The back-propagation training process involves the following basic steps.
1. The connection weights are assigned small, random values.
2. A training sample is presented to the network, producing a network output. 3. The global error function is calculated
where E is the global error function, Od is the desired (historical) output, and o, is the output predicted by network.
4. The connection weights ('w) are adjusted using the gradient descent rule of optimisation
where s is the.training sample presented to network, 11 is the learning rate, and p is the momentum value. The number of training samples presented to the network between weight updates is called the epoch size (E).
Steps 2-4 are repeated until certain stopping criteria are met. For example, training may be stopped when a fixed number of training samples have been presented to the network, when the training error has reached a predetermined value, or when there is no further improvement in the forecasts obtained when an independent test set is used.
The way the generalisation ability of a network, as measured by the root mean squared error (RMSE) between the predicted and historical values of an independent test set, changes as training progresses is a function of the size of the steps taken in weight space (57-591 ( Figure 5 ). When small steps are taken, the RMSE decreases slowly and steadily until a local minimum in the error surface has been reached (Point A, Figure 5 ). Continued training results in small oscillations in RMSE, as the network jumps from one side of a local minimum to the other (Region A-B, Figure 5 ). When larger steps are taken, the local minimum is reached more quickly (Point C, Figure 5 ), but continued training can result in large oscillations in the RMSE, or even divergent behaviour (Region C-D, Figure 5) . Clearly, the former network behaviour is more desirable, although very small step sizes should be avoided, as they increase training time.
The way generalisation ability changes as training progresses is highly problem dependent. The absolute step sizes that should be selected to achieve the desired network behaviour needs to be determined for each case study. In order to optimise model performance, it is vital to know at what learn count a local minimum in the error surface is reached and what the magnitude of the oscillations in the forecasting error will be if training is continued. Thii requires three data sets: a training set, a test set, and a validation set. The test set is used to evaluate the generahsation ability of the network at various learn counts for a variety of step sizes, The validation set is used to assess the performance of the model once the training phase has been completed. The above process is known as cross-validation (601. For many applications, the data available are limited.
In such cases, the amount of data used for training should be maxhr&ed. This can be achieved by conducting preliminary studies in which a subset of the training data is used to determine network behaviour for a number of step sizes. The information obtained from these trials can be used to select an appropriate step size and how many training samples should be presented to the network in the training phase. Using this information, all of the training data can then be used and a fixed number of training samples presented to the network. This method has already been successfully used in practice [18] .
The size of the steps taken in weight space during training is a function of a number of internal network parameters including the learning rate, momentum value, error function, epoch size and gain of the transfer function [58] . The same step size can be achieved by using different combinations of the above parameters. It should be noted that network behaviour can be significantly influenced by the epoch size used. If the epoch size is set equal to the number of samples in the training set, the steps taken in weight space move in the direction of the true gradient at each weight update. However, when only a subset of the training data is presented to the network between weight updates, the search path taken is stochastic, which enables the network to escape local minima in the error surface [lo].
As discussed above, appropriate step sizes, and hence, appropriate combinations of network parameters, are generally determined by trial and error. However, a number of heuristics have been proposed, which dynamically adapt the learning rate, and in some cases, the momentum value as training progresses (e.g., . Th e majority of these are baaed on the principle of increasing the size of the steps taken in weight space when successive weight updates result in a reduction of the error or are in the same direction (i.e., when the algorithm continues to move down the error surface), and decreasing it when an increase in the error occurs or when the steps are in opposing directions over consecutive iterations (i.e., when a valley in the error function is being jumped over). However, the above methods are not without their problems. Many require parameters to be selected by the user, which can have a significant effect on the convergence properties of the method and thus defeat the purpose of using an automated procedure [35] . Consequently, they have not been used extensively in practice thus far.
For both case studies, the weights were initialised to random values in the range -0.1 to 0.1. The hyperbolic tangent transfer function was used, ss suggested by Kalman and Kwasny [67] . It was decided to use an epoch size that was smaller than the number of samples in the training set, as this increases processing speed and enables the network to escape local minima in the error surface, The default value of the epoch size (E = 16) suggested in the software wss used (NeuralWorks Professional II/Plus). The standard mean squared error function was used (see equation (6)), and a momentum value of 0.6 was chosen. With the above parameters fixed, optimal step sizes taken in weight space were a function of the learning rate. The latter waz determined by trial and error. As limited data were available for both case studies, trials were conducted using a subset of the training data. As a result of these trials, a learning rate of 0.02 was used for the salinity case study. For the blue-green algae case study, the corresponding value was 0.004. All of the training data were then used to train the networks. The number of training samples presented to the networks was 100,000 in the salinity case study and 80,000 in the blue-green algae case study. These values were also determined as part of the trials carried out previously.
Model Validation
Once the training process has been completed, model performance needs to be validated using data that have not been used in the training phase. For both case studies, the latest available year of data was used for this purpose, thus simulating a real-time forecasting situation. A plot of the 14 day forecast of saliity at Murray Bridge for 1991 obtained using the ANN model is shown in Figure 6 . Similarly, the four week forecast of concentrations of Anabaena spp. at Morgan for 1992/93 are shown in Figure 7 . The results obtained indicate that ANNs are a useful tool for forecasting environmental variables. 
CONCLUSIONS
Back-propagation neural networks have the potential to be a useful tool for modelling environmental variables. In order to optimise their performance, a systematic approach needs to be adopted in the model development phase. The following issues need to be given consideration.
Data transformation.
Research carried out to date indicates that there is no need to transform data which are not normally distributed and which exhibit nonregular seasonal variation. However, the removal of trends and heteroscedasticity is recommended. The data also need to be normalised and scaled to a range that is commensurate with the transfer function in the output layer. 2. The determination of appropriate model inputs. Input variables can be determined with the aid of a priori knowledge, by using analytical techniques such as cross-correlation analysis or by using a stepwise model-building approach. The method of Haugh and
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H. R. MAIER AND G. C. DANDY Box (431 or a neural network based approach [20] can then be used to determine which lags to include for each of the variables. The choice of an adequate network geometry. There is some disagreement whether it is better to use one or two hidden layers of nodes. However, one hidden layer has been found to be adequate in most practical applications. Mathematical relationships can be used to determine the upper bound on the number of hidden layer nodes needed to ensure that the ANN model is able to approximate any continuous function. However, unless nonconvergent methods such as cross-validation are used, the relationship between the number of training samples and the number of hidden layer nodes also needs to be considered. This can be done with the aid of guidelines given in the literature. 4. Network behaviour during the parameter estimation phase. It is useful to conduct trials to determine at what learn count a local minimum in the error surface is reached, and what the oscillations in the R,MS forecasting error are with continued training, when different step sizes are taken in weight space. This assists with choosing appropriate network parameters (e.g., learning rate, momentum, epoch size, error function, and transfer function), and how many training samples to present to the network for a particular case study. 5. Model validation. Model performance should be assessed using data that have not been used during training.
