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Abstract—Automatic speech emotion recognition has been a re-
search hotspot in the field of human–computer interaction over the
past decade. However, due to the lack of research on the inherent
temporal relationship of the speech waveform, the current recogni-
tion accuracy needs improvement. To make full use of the difference
of emotional saturation between time frames, a novel method is
proposed for speech recognition using frame-level speech features
combined with attention-based long short-term memory (LSTM)
recurrent neural networks. Frame-level speech features were ex-
tracted from waveform to replace traditional statistical features,
which could preserve the timing relations in the original speech
through the sequence of frames. To distinguish emotional satura-
tion in different frames, two improvement strategies are proposed
for LSTM based on the attention mechanism: first, the algorithm
reduces the computational complexity by modifying the forgetting
gate of traditional LSTM without sacrificing performance and sec-
ond, in the final output of the LSTM, an attention mechanism is
applied to both the time and the feature dimension to obtain the in-
formation related to the task, rather than using the output from the
last iteration of the traditional algorithm. Extensive experiments on
the CASIA, eNTERFACE, and GEMEP emotion corpora demon-
strate that the performance of the proposed approach is able to
outperform the state-of-the-art algorithms reported to date.
Index Terms—Speech emotion, frame-level features, LSTM,
attention mechanism.
I. INTRODUCTION
S PEECH emotion recognition (SER) has great practicalvalue in human-computer interaction [1]–[4] and a range
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of further applications. To realize emotion classification based
on speech, substantial research work was invested in machine
learning algorithms, such as support vector machines [5]–[7],
Bayesian classifiers [8], [9] and K nearest neighbors [10], [11].
In recent years, deep learning has been widely used for automatic
speech emotion recognition. Deng [12] used semi-supervised
learning with auto-encoders and a small amount of emotional
label data for SER. Neumann [13] and Wöllmer [14] applied
convolutional neural network and LSTM to SER respectively.
Although the above algorithms have been successfully ap-
plied in emotion recognition, most of the traditional machine
learning algorithms and deep learning networks (such as auto-
encoder and convolutional neural networks) can only accept data
with fixed dimensions as input. This appears contradictory for
utterance-level emotion recognition with a variable length of
speech. To solve this problem, first, the most popular methods
[15]–[18] extract emotion-related features (called frame-level
features in this paper) from short-term speech frames, and then
static statistical functions(e.g., mean, variance, maximum, or a
linear regression coefficient) are applied to frame-level features,
and the results are concatenated into a vector with a fixed di-
mension to represent the complete speech waveform. Although
these features with fixed dimensions satisfy the requirements of
model input, the speech features processed by statistical analy-
sis lose the temporal information in the original speech. Another
solution to this contradiction is to design a model that can ac-
cept variable length features. For example, the Long Short-term
Memory (LSTM) structure is proposed by Schmidhuber [19] for
recurrent neural networks (RNN). This method provides feasi-
bility for processing temporal sequences with a variable length
such as speech.
In recent years, to strengthen the ability of LSTM to pro-
cess data in specific tasks, many improvements for the internal
structure of LSTM were proposed. Schmidhuber [19] proposed
a peephole connection by using the historical cell status as input
information to enhance the ability to learn historical informa-
tion. Yao [20] controls the flow of data between memory cells
by introducing a depth gate to connect memory cells between
layers. However, these improved LSTM variants enhance mem-
ory information at the expense of computational complexity. In
addition, in many LSTM applications [14], [21]–[23], the output
of the last time of LSTM is often selected as the input to the next
model (because other models can only accept inputs with fixed
dimensions). However, the speech is mostly silent at the end
in the speech emotion recognition task, and there is almost no
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emotional information. Therefore, the emotional information
will be weakened at the last moment. How to effectively use the
LSTM output at all times (rather than a single last moment) is
the key to improving the performance of speech emotion recog-
nition. To solve the above issues, an improved LSTM model
is proposed for the speech emotion recognition task. First, the
model employs frame-level speech features as input. The dimen-
sion of feature changes with the actual speech length, and the
temporal information in the original speech is preserved by the
sequences between frames. Thus, it is more suitable for the input
of LSTM with the ability to handle variable length sequences.
Second, in order for the memory cells of LSTM to utilize the
critical information in the historical state efficiently, an attention
gate is proposed as an alternative to the forgetting gate in the tra-
ditional LSTM. This improvement not only reduces the compu-
tational complexity of the LSTM but also optimizes the emotion
recognition performance. In addition, the emotional saturation
is different among the time segments of speech (silent fragments
contain less emotional information), and various speech features
differ in abilities to distinguish emotions [24]. Therefore, it is
feasible to distinguish the differences by weight coefficients to
make full use of emotional information and improve emotion
recognition performance. Hence, for the particularity of speech
emotion recognition, this paper proposes a weighting method
based on the attention mechanism for the output of LSTM, which
has been successfully applied in the field of image processing
[25]–[27]. This weighting operation not only acts on the time
dimension but also on the feature dimension. Finally, the per-
formance of the model is verified on the CASIA, eNTERFACE,
and GEMEP corpus.
In summary, the main contributions of this paper to speech
emotion recognition research are as follows:
 An attention gate for LSTM is proposed to address the
problem that most machine learning algorithms only ac-
cept fixed-dimensional data as input and cannot handle
time series effectively due to a lack of memory ability,
which optimizes the forgetting gate in traditional LSTM,
enabling memory cells to use historical information more
efficiently and simultaneously reducing the computational
complexity of LSTM.
 A weighting method based on the attention mechanism for
the output on the time and feature dimensions is proposed to
distinguish the differences of emotional saturation among
speech time segments and the abilities of different features
to distinguish emotions.
II. RELATED WORKS
With the successful application of LSTM in natural language
processing [28]–[30], it also has been introduced into speech
emotion recognition. Wöllmer [14] first applied LSTM to con-
tinuous emotion recognition and extracted 4843 features for each
utterance as the input of LSTM. In his further work [15], the
static features were used as the input of bidirectional LSTM
(BLSTM) to predict the emotional expression of a spoken utter-
ance. In the term of features, the temporal information in speech
is not fully utilized because of the global statistics ignoring the
temporal structure of speech [31]. In order to enhance the fea-
tures, the time window is fed frame by frame into a recurrent
layer in [32], and the experiments on emotion classification got
a better result. In the earlier works, frame-level features were
directly used for SER [31], [33]–[36], which preserve the tem-
poral information through the sequences among frames. It is
well known that LSTM is adept at processing sequential data,
so frame-level features are more suitable for its input than that
with statistics.
In addition to the input of LSTM, the output of conventional
LSTM should be improved. In most applications of LSTM [21]–
[23], the output of the last moment in LSTM is selected as the
input to the next model (since other models only accept inputs
with a fixed dimension, while the dimension of LSTM’s output is
the same as the input of which the real dimension is not uniform).
This can lead to imperfect use of LSTM output information at
other historical moments; Specifically, the accumulative infor-
mation of LSTM at the last moment is lossy because the time
span of long-term dependencies is not infinite [37], [38]. In the
emotion classification task, Keren [32] introduced a pooling op-
eration of convolutional neural networks to the output of LSTM.
Mirsamadi [39] proposed an attention mechanism for comput-
ing weights for frames with an attention parameter vector. Due
to the memory capacity of LSTM, the accumulated information
is the most abundant in the output of the last time. Therefore,
the output of the last time is often taken as the final output of the
LSTM (In both this study and [39], this method could recognize
the emotion). Theoretically, the last time of LSTM networks
should obtain a large weight. Therefore, this study takes the out-
put of the last time as a reference to ensure that it can obtain a
large weight by using the attention mechanism. Moreover, con-
sidering the difference of distinguishing ability between speech
features, the attention mechanism is also applied to the feature
dimension of the LSTM’s output.
Not only can the attention mechanism be used to optimize
the output of the LSTM, but it can also be used for updating
memory cells. Some research has investigated how to update
memory cells. Tao [40] applied the attention mechanism to
update cell states of LSTM, who focused on the information
between cells and considered more previous cell states. In the
term of computation, Bradbury [41] presented quasi-recurrent
neural networks for neural sequence modeling that allowed
the output to depend on the overall order of elements in the
sequence and had faster speed than the conventional LSTM at
train and test time. Cho [42] proposed the gated recurrent unit
(GRU), which combines the input and forgetting gates into an
update gate and mixes the cell state and the hidden layer state,
thus simplifying the calculation of LSTM. Greff [22] introduced
a Coupled LSTM that uses only one gate to control the effects of
historical cell states and candidate cell states on current cell sta-
tus, simplifying the calculation of candidate cell state weights.
Unlike the above works, this study focuses on the computation
of the inside of cell and modifies the forgetting gate of LSTM
with self-attention algorithm [43]. Therefore, the computation
of the forgetting gate is different from that of the previous
LSTM. Since the self-attention algorithm is only related to the
historical cell state itself, regardless of the current input and
                                                                                                                                               





historical hidden layer states, the computational complexity can
be reduced.
III. FRAME-LEVEL SPEECH FEATURES
The ComParE openSMILE features proposed by Schuller
et al. is most widely used in speech emotion recognition [12],
[44], of which one [17] has a dimension of 6373 features based
on the extraction of Low-Level Descriptors (LLD, such as zero-
crossing-rate, root mean square frame energy, pitch frequency
and Mel-frequency cepstral coefficients 1–12), adding their
deltas, and applying statistical functions. Based on the openS-
MILE ComParE features, frame-level speech features (i.e., the
features without statistical functionals.) are directly used for
emotion classification, which are shown in Table I. The basic
reasons are: (1) the fixed-length feature calculation of the statis-
tical functional loses much information from the original speech,
such as time information. (2) Hinton [45] believed that deep
learning has the ability to automatically learn feature changes,
and can learn deep features related to tasks from the underlying
speech features. Thus, the frame level feature appears more suit-
able as an input to the deep learning network suggested herein.
The openSMILE ComParE feature set uses the harmonic to
noise ratio (HNR) that is the ratio of the harmonic energy (har-












where g(n) and n(n) represent glottal harmonic signals and
noise signals, respectively. N is the length of speech.
However, HNR blurs the differences between different emo-
tion categories due to the presence of divisions in the ratio. Con-
versely, the harmonicERMS and noiseERMS features can pre-
serve the differences between the emotional categories. At the
same time, some work such as [7] confirmed that the harmonic
information of speech can be used to distinguish emotion cate-
gories in the CASIA and EMODB databases. Research [46] also
shows that glottis waves contain certain emotional information.
Thus, glottal harmonic energy and glottal noise energy are sep-
arately extracted as an emotional feature to reflect the glottal
closure state.
To visualize the impact of features on classification, a num-
ber of samples (X-axis) are taken from the CASIA [47], eN-
TERFACE [48] and GEMEP corpus [49], then the mean values
of the three features of these samples are calculated over the
time frames. As Fig. 1 illustrates, on the eNTERFACE corpus,
the discrimination among emotions was obvious in the harmon-
icERMS and noiseERMS contour, which was severely reduced
in the HNR (the ratio of the harmonicERMS and noiseERMS)
contour due to the division operation. Similarly, on the CA-
SIA corpus, the difference in emotions in the HNR dimension
is smaller than for the harmonicERMS and noiseERMS dimen-
sions. In addition, the anger emotion is at a higher level on these
corpora (this is also the commonality between the above corpus)
among all categories of emotions, and hence it is relatively easier
to distinguish from other emotions. On the CASIA corpus, the
neutral emotion is at the lowest level in the three feature contour,
so it is also relatively easier to distinguish. On the eNTERFACE
corpus, the sad emotion, which is at the lowest level, theoreti-
cally has the stronger distinguishability, while the disgust, fear
and surprise emotions, which overlap with each other, may be
difficult to distinguish. On the GEMEP corpus, the contours
of all emotions overlap with each other, for which one of the
possible reasons is some emotion portrayals with non-semantic
short text ‘aaa’. Therefore, the emotions’ distinguishability of
GEMEP is lower than that on the other two corpus, which in-
dicates that the average recognition rate on GEMEP would be
lowest. In summary, different features have different capabilities
to distinguish emotions in different databases.
IV. ATTENTION-BASED LSTM
The attention mechanism was first applied to the field of im-
age processing [25]–[27], with very good results. The core idea
is that the human brain’s attention to the whole picture is not
balanced, and there is a certain weight distinction. Inspired by
this phenomenon, this paper introduces the self-attention mech-
anism into the forgetting gate calculation of LSTM to reduce
the model calculation with the premise of ensuring the perfor-
mance of the model. At the same time, the frame-level speech
features used in emotion recognition include not only time infor-
mation but also feature-level information. These different char-
acteristics may have different degrees of influence on the final
classification performance. For this reason, feature level infor-
mation is also multiplied by the attention weighting coefficients
to improve the final performance of the model.
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Fig. 1. Features analyses; Fig. 1a, Fig. 1b and Fig. 1c are HNR statistical analysis; On the CASIA corpus, the mean of the anger emotion is at the highest level,
and the neutral emotion is at the lowest level. Therefore, it is easier to distinguish them from the 6 emotions. However, this feature has poorer distinguishability on
both eNTERFACE and GEMEP corpus. Fig. 1d, Fig. 1e and Fig. 1f are harmonicERMS statistical analysis; Fig. 1g, Fig. 1h and Fig. 1i are noiseERMS statistical
analysis; On the CASIA, the anger emotion and the surprise emotion have the stronger distinguishability, which are at the highest and second highest levels
respectively and with a relatively small overlap with each other. On the eNTERFACE, the anger emotion and the sad emotion have the stronger distinguishability,
which are at two different extremes respectively. On the GEMEP corpus, the contours of all emotions overlap with each other.
A. Attention Gate
The forgetting gate of the LSTM cell is used to determine
what information should be discarded in the cell state at the pre-
vious moment and participate directly in updating the cell state.
In the original LSTM proposed by Hochreiter [19], the update
algorithm of the cell state is related to the hidden layer output
at the previous moment and the input at the current moment.
Furthermore, they added a peephole connection and took the
cell state of the previous moment as a parameter to update the
current state.
The forget gate calculation formula is shown in Eq. (2):
ft = σ(Wf × [Ct−1, ht−1, xt] + bf ) (2)
The cell state update formula is as shown in Eq. (3)–(5):
it = σ(Wi × [Ct−1, ht−1, xt] + bi) (3)
C̃t = tanh(WC × [Ct−1, ht−1, xt] + bC) (4)
Ct = ft • Ct−1 + it • C̃t (5)
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where Ct−1 and ht−1 are the cell state and hidden layer output at
the previous moment, respectively. xt is the input at the current
moment. C̃t is the candidate value for updating cell state. Wf ,
Wi and WC are the weights of forgetting gate, input gate and
candidate cell receptively, and bf , bi and bC are their biases
receptively. it is the weight coefficients of C̃t. • is the Hadamard





In Coupled LSTM [22], it is obtained by (1− ft),which
means that the forget gate determines the weight coefficient of
both the previous and current information. The cell state updat-
ing formula is modified to equation (7):
Ct = ft • Ct−1 + (1− ft) • C̃t (7)
As seen from Eq. (7), the forget gate ft essentially updates the
current state of the cell by calculating the new and old cell states’
weighted summation. In light of the weighting coefficient, this
paper proposes a method using the self-attention mechanism
[43] to obtain key information about the cell’s own state by
training the parameters of the self-attention model to update the
new cell state. In this paper, we refer to this as the attention gate.
Its formula is indicated in the following equation (8).
ft = σ(Vf × tanh(Wf × Ct−1)) (8)
where Vf ∈ RN×N and Wf ∈ RN×N are the parameters to be
trained andN is the number of hidden units. Compared with (2),
the dimension of the weight parameter Wf is reduced because
Eq. (8) has no ht−1 and xt, that means the number of parame-
ters to be trained is fewer. This greatly reduces the number of
training calculations. The forget gate of LSTM is calculated at
each moment, so the reduction of the amount of calculation of
the forget gate can greatly improve the effectiveness of LSTM
model training. The experimental results show that the combi-
nation of Eq. (7) and Eq. (8) to update the cell state does not
affect the performance of the final LSTM mode.
B. Output
The length of feature of frame-level speech varies with the
number of speech frames, and classical LSTM can learn deep
features with fixed length from the variable-length frame-level
speech features by selecting the output of the last moment. The
output of the LSTM model proposed by Gers [50] is as shown
in Eq. (9).
ot = σ(Wo × [Ct, ht−1, xt] + bo) (9)
where Wo and bo are weights and biases of the output gate.
Traditional LSTM selects the last moment of output (denoted
as omax_time ∈ RB×1×N . B and represent the size of batch. 1
means the last time step) as the input to full connection layers
(or another model that requires fixed length data as the input). ot
is the output at the t-th step. Combined with the characteristics
of frame-level speech features, this paper proposes a method
of attention weighting for output of all time steps oall_time ∈
RB×M×N (M is the number of time steps) on the time dimension
and feature dimension simultaneously, and then combines the
weighted results together as the final output.
1) Attention on Time Dimension: Since the degree of emo-
tional saturation in each frame is not uniform – that means the
contribution of each frame to the final emotional recognition
is different – the degree of contribution can be expressed by
the weight coefficients of the frames. In [51], the weight co-
efficients are calculated by the output of the encoder and the
current input of the decoder based on the attention mechanism.
Mirsamadi [39] also proposed an attention mechanism for com-
puting weights for frames with an attention parameter vector u,






where αt is the weight for the output at t-th time step yt. H
denotes the transpose operator. Due to the memory ability of
LSTM, the accumulated information is the most abundant in
the output of the last moment. Therefore, the output of the last
moment is often taken as the final output of the LSTM (In both
this study and [39], this method could recognize the emotion).
Theoretically, the last moment of LSTM networks should obtain
a large weight. Therefore, this study takes the output of the last
moment as a reference to ensure that it can obtain a large weight
by using attention mechanism. Finally, the weight coefficients
are applied to oall_time on the time dimension and summed up
in the time dimension as an output. The relevant calculation
formula is:
sT = softmax(omax_time × (oall_time × wt)H) (11)
outputT = sT × oall_time (12)
where wt ∈ RN×N is the weight for training. sT ∈ RB×1×M
represents the attention weight coefficients on the time dimen-
sion. The M corresponds to the frames. outputT should has the
dimension of [B, 1, N ], which could be reshaped as the dimen-
sion [B,N ] and used as the input of full connection layer.
2) Attention on Feature Dimension: It is well known that
it is difficult to use single features to accomplish multicategory
classification tasks, so multiple features often must be combined
to accomplish these tasks. However, the distinguishability of
each feature to the target task is not the same. To express the
difference among features, an attention weighting is calculated
on the feature dimension:




sF • oall_time (14)
where vF , wF ∈ RN×N are trainable parameters of self-
attention algorithm. N is not only the number of hidden units,
but also represents a new feature space. sF ∈ RB×M×N could
be obtained of which the value is different from each other in the
N-axis, that means, it could reflect the difference among features
in the new space. In Eq. (14), the summation is operated on the
time frames, of which the aim is to calculate the statistical func-
tions of features over the time dimension. If each frame gets the
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Fig. 2. Model architecture. The model takes the frame-level speech feature as
input and obtains the output which corresponding time of each frame through
the 2-layer LSTM. The LSTM’s internal forgetting gate has been replaced by
attention gate. In order to distinguish the difference of emotion in time and
features, the model performs weighting operation on the output of LSTM on
time dimension and feature dimension respectively, and takes the two weighted
results as the input of full connection layers. Finally, the output of the softmax
layer is the result of emotion recognition.
same values, the mean of feature can be obtained by summing
on the time dimension. Therefore, outputF ∈ RB×1×N is like
the statistical value of the feature in the time dimension.
Finally, [outputT , outputF ] is used as the input of full con-
nection layers, rather than the output omax_time corresponding
to the last moment of oall_time, as shown in Fig. 2. This new
LSTM output considers differences in both time levels and fea-
ture levels. It can enhance key information and weaken sec-
ondary information, thereby improving the ability to represent
features.
V. EXPERIMENTS AND RESULTS DISCUSSION
To showcase the performance of the suggested approach, we
chose three different popular databases to avoid observations
based on single corpus evaluation. The CASIA [47], eNTER-
FACE [48] and GEMEP corpus [49] are used for experiments.
The CASIA is an emotion corpus introduced by the Institute of
Automation, Chinese Academy of Sciences that contains 6 cat-
egories of emotion (i.e., anger, fear, happy, neutral, sad and sur-
prise). The corpus contains 7200 speech samples recorded from
TABLE II
PARAMETERS IN NETWORK
4 speakers (2 males and 2 females), of which 1000 samples are
randomly selected as the test set. The eNTERFACE is an audio
and video emotion corpus in English, recorded from 43 speakers
from 14 countries, and classifies samples based on the follow-
ing 6 emotions: anger, disgust, fear, happy, sad and surprise.
Only the audio data from this corpus is used in this work. 1260
valid speech samples are obtained for the emotion recognition
study, of which 260 samples are used as the test set. GEMEP is a
French-content corpus with 18 speech emotional categories and
1260 utterance samples. We choose 12 categories of emotions
(amusement (amu), anxiety (inq), despair (des), hot anger (col),
joy (joi), panic fear (peu), interest (int), irritation (irr), pleasure
(pla), pride (fie), relief (sou), sadness (tri); NOTE: the abbre-
viations come from French) in our experiments as in [8], [52].
Those are totally 1080 samples by ten speakers belonging to the
chosen categories, where 200 samples are randomly selected as
the test set. As the current knowledge to authors, the recognition
accuracy based on speech is less than 90% on CASIA[53], [54],
80% on eNTERFACE [8], [44] and 50% on GEMEP [8], [55].
The proposed models, including the LSTM based on
attention-weighting in the time dimension (LSTM-T), the LSTM
based on attention-weighting on the feature dimension (LSTM-
F), the LSTM based on the modified forget gate with the attention
mechanism (LSTM-at), the LSTM based on attention-weighting
on both time and feature dimensions (LSTM-TF) and its variant
of the forget gate (LSTM-TF-at),consist of 2 LSTM layers, and
the settings of relevant parameters are given in Table II. The
input has the dimension of [128, timestep, 93], where 128 is
the size of batch, timestep is the number of frames and 93 is
the number of features exacted from speech. In order to com-
pare the time complexity, these parameters are the same on all
corpus without screening. Only the learning rate is adjusted ac-
cording to the stability of the convergence on the training set.
The initial learning rate is 0.0001 on CASIA, and 0.001 on both
eNTERFACE and GEMEP. The dimension of output is deter-
mined by the number of emotion in the corpus (CASIA and eN-
TERFACE have 6 categories, while GEMEP has 12 categories).
Since two attention-weighting operations are performed on the
output matrix of LSTM, and the results are concatenated in the
form of [outputT , outputF ] as the input of the subsequent fully
connected layer, the cell number of the full connection layer
is doubled. The full connection layer parameter [256, 128] in
Table II corresponds to the network based on traditional LSTMs,
while the [512, 128] is the parameter setting of the LSTM net-
works based on the attention mechanism for the time and feature
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Fig. 3. Convergence curves of the models.
Fig. 4. Stability of models on test set.
dimension. Other parameters remain invariant to ensure the va-
lidity of the experiment results.
A. Attention Mechanism for LSTM’s Output
Attention-weighting is implemented on the output of LSTM
to emphasize the key information relevant to the task. To demon-
strate its validity, comparisons among the normal LSTM, LSTM-
T, LSTM-F, and LSTM-TF were conducted. Fig. 3 depicts the
convergence of models during training to explain the speed of
convergence under the training steps. On all mentioned corpora,
the speed of LSTM-TF (black curves) is obviously faster than
that of LSTM, which implies that attention mechanism on output
could speed up the model mining the information related to the
emotion classification. Fig. 4 shows the stability of models on the
test set, where the vertical axis reports the unweighted average
recall (UAR), the height of rectangular box denotes the stability
of model and the red lines are the stable UAR. As shown in the
figures, the LSTM-TF achieve higher stable UAR and ensure the
stability of model similar to the traditional LSTM. Even though
the attention mechanism is only applied to a single dimension
(LSTM-F or LSTM-T), the performance still is improved. On
CASIA, the height of rectangular box is smaller than that on the
others, that means it has better stability because of the distin-
guishing features.
As to the time dimension, the lstm-T is compared with [39].
On the eNTERFACE and GEMEP corpora, the [39] outperforms
the lstm-T method. However, lstm-T achieves better accuracy
on CASIA corpus that contains about six times as much data
as the other two corpora. In Eq. (11), wt is a matrix instead of
a vector u in Eq. (10) used in [39], that means the number of
parameters of the proposed method (lstm-T) is more than that
of [39]. Therefore, it needs more data to train and works better
on large data sets.
To quantitatively analyze these models’ recognition accuracy
for different emotions in each test set, the highest UAR of each
model is selected for comparing. Table III, Table IV and Table V
are recognition results for CASIA , eNTERFACE and GEMEP,
respectively. As seen from the tables, the anger emotion shows
higher recognition rates than other emotions in both CASIA and
eNTERFACE corpus, consistent with the results of the feature
analyses (see Fig. 1). The hot anger emotion reaches the high-
est recall rate among all the emotions on the GEMEP corpus.
For the CASIA corpus, the anger and neutral emotions whose
feature levels are, respectively, highest and lowest, also show
higher distinguishability. The LSTM-TF models improve the
recall of all emotions except anger, but the overall performance
is only improved by 2% compared with normal LSTM, possibly
because the baseline of recognition performance on the CA-
SIA corpus is high, and hence room for improvement is limited.
However, despite the low baseline of GEMEP, the UAR is raised
only 53% from 48%, as the overlap of emotion (see Fig. 1c,
Fig. 1f and Fig. 1i) is severely unrecognizable. On the eNTER-
FACE corpus, the results obtained by the LSTM-F model are
                                                                                                                                               







basically consistent with the feature analyses, i.e., the recogni-
tion rate of the sad emotion is highest, and those for the disgust,
fear and surprise emotions are relatively lower. Compared with
improvement on CASIA and GEMEP, the UAR of LSTM-TF in-
creases obviously with 11.1% on eNTERFACE, indicating that
the attention-weighted deep features emphasize key emotional
information.
B. Attention Gate
To verify that the modified forget-gate based on attention-
mechanism can effectively reduce training time under the
premise of ensuring system performance, contrast experiments
are performed on two groups of experiments in this paper.
One experiment is between the LSTM-at and the traditional
LSTM model, and the other is between the LSTM-TF model
and LSTM-TF-at. As shown in Fig. 5 which depicts the training
time under the same training steps on the corresponding corpus.
These four models are trained on the CASIA with 1200 epochs,
eNTERFACE with 1000 epochs and GEMEP with 1500 epochs.
In other words, the models performed the same iterations on the
same database. As seen from the figures, the training time of each
model with the same number of training steps was different. The
time cost of the LSTM model based on the attention-gate is less
than for the model that is not modified. Comparing the train-
ing time on these corpora, CASIA required more time, and the
TABLE VI
P-VALUES OF LEFT-TAILED T-TEST WITH 0.05 SIGNIFICANCE LEVEL
training time differences between LSTM-at and LSTM (3.5h),
LSTM-TF-at and LSTM-TF (1h) are larger than that on eNTER-
FACE (0.8h and 0.9h) and GEMEP (0.7h on both experiments).
This indicates that longer training time is correlated with a more
prominent advantage of LSTM based on attention-gates.
In terms of computational complexity, the GRU has less train-
ing time than the proposed attention-based forgetting gate (lstm-
at), as shown in Fig. 5. However, the lstm-at achieves better
performance than GRU on CASIA corpus that has more sam-
ples than eNTERFACE and GEMEP. Although GRU has low
computational complexity, its performance is not good in large
data sets. The similar conclusion was drown by Britz [56]. In
his work, LSTM cells consistently outperformed GRU cells.
Therefore, the lstm-at reduces computational complexity with-
out sacrificing performance.
In terms of updating cell states, Tao [40] applied the attention
mechanism to update cell states of LSTM, who focused on the
information between cells. However, this study pays attention
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Fig. 5. Training time of models with the same steps.
TABLE VII
FEATURES AND MODELS ON THE CASIA
TABLE VIII
FEATURES AND MODELS ON THE ENTERFACE
to the inside of cell and modifies the forgetting gate of LSTM.
Therefore, the computation of the forgetting gate is different
from that of the previous LSTM and that in [40]. On all men-
tioned corpus, the performance achieved by lstm-at is similar to
that of Tao. However, the later needs more time to train because
of calculating more previous cell states, as shown in Fig. 5. In
this study, lstm-at focuses on the internal calculation of cell state
and takes both computational complexity and performance into
consideration.
To quantitatively analyze the LSTM model based on the
attention-gate in terms of identifying performance, the best
recognition performance of each model was analyzed, as shown
in Table III, Table IV and Table V. The LSTM based on the
attention-gate reduced the matrix operations inside the model,
and there is no negative impact on the UAR of all databases,
in fact, even improved performance was sometimes observed.
Compared to the baseline of traditional LSTM, the UAR of
LSTM-at was improved by approximately 0.6% 5.7% and 2.5%
on the CASIA, eNTERFACE and GEMEP corpus, respectively;
compared with the LSTM-TF, the UAR of LSTM-TF-at was
improved approximately by 0.8%, 2.7% and 3% on the CASIA,
eNTERFACE and GEMEP corpus, respectively.
In summary, LSTM-TF-at enhances emotion-related informa-
tion and significantly improves the UAR by introducing an atten-
tion mechanism into the time and feature dimension, as shown
in Table VI that depicts the P-value with the left-tailed T-test be-
tween LSTM and the improved ones. However, on CASIA cor-
pus, the improvement of LSTM-at is not significant with 0.052
P-value because of the high baseline. In addition, the forget-gate
modified by the attention mechanism is designed to reduce the
computational complexity of the model, accelerate the model
convergence speed and shorten training time while ensuring
the performance. The significance is even more pronounced by
combining LSTM-TF and LSTM-at because of the smaller P-
values obtained by LSTM-TF-at. Therefore, this model has ob-
vious advantages in emotion classification.
C. Feature Comparison
Since the feature set used in this paper is modified on the ba-
sis of openSMILE ComParE features [16], the two feature sets
– the original one and the modified one – were also compared.
However, because the final openSMILE ComParE feature set
after functional application to the LLDs is a one-dimensional
feature vector, the internal data does not have a timing relation-
ship and is not suitable as an input of the LSTM model presented
for categorical emotion recognition. Therefore, the openSMILE
ComParE functional feature set is combined with the traditional
machine learning algorithm SVM to serve as a comparison base-
line. The results are shown in Table VII, Table VIII and Table IX,
which correspond to the CASIA, eNTERFACE and GEMEP
databases, respectively.
As shown in the tables, the UAR obtained with the proposed
method is improved by 5.4%, 33.8% and 17.0% on CASIA,
eNTERFACE and GEMEP, respectively. Especially on CASIA
and eNTERFACE, the recalls have increased for each category
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TABLE IX
FEATURES AND MODELS ON THE GEMEP
of emotion, which indicates the advantage of the LSTM-TF-at
with the frame-level features.
VI. CONCLUSION
In this work, an improved attention-based LSTM is proposed
for emotion classification. The attention mechanism is intro-
duced into both the forget gate and the output of LSTM. The
improved gate is only related to the historical cell state, and is
independent of the current input, which could reduce the compu-
tational complexity. The experiments demonstrate that the new
attention-gate can also improve the recognition rate. Moreover,
due to the consideration of emotional saturation of different time
segments and the ability of different features to distinguish emo-
tions by applying attention mechanism into the time and feature
dimension of LSTM’s output, the proposed model (LSTM-TF-
at) could achieve better performance than the others, especially
on large data sets. On small data sets, LSTM-TF-at and Mir-
samadi’s model have similar UAR, but the latter has an advantage
in algorithm complexity. In addition, compared with classical
SVM classifier, the recalls increase for each category of emotion
with LSTM-TF-at on both CASIA and eNTERFACE corpus.
Future work includes the following aspects. First, although
the proposed method is effective on the classification task, it
has much sense to the continuous emotion. Thus, the improved
LSTM for continuous emotion recognition should be studied.
Second, this algorithm takes the ability of different features to
distinguish emotions into consideration. Hence, in our future
research, it would be used for feature filtering. In addition, fol-
lowing our research, this attention-based LSTM is expected to
be conducted in more applications.
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