Given a context free language G over alphabet Σ and a string s ∈ Σ * , the language edit distance problem seeks the minimum number of edits (insertions, deletions and substitutions) required to convert s into a valid member of the language L(G). The well-known dynamic programming algorithm solves this problem in O(n 3 ) time (ignoring grammar size) where n is the string length [Aho, Peterson 1972 , Myers 1985. Despite its numerous applications, to date there exists no algorithm that computes the exact or approximate language edit distance problem in true subcubic time.
I. INTRODUCTION Given a model for data semantics and structures, estimating how well a dataset fits the model is a core question in large-scale data analysis. Formal languages (e.g., regular language, context free language) provide a generic technique for data modeling. The deviation from a model is measured by the least changes required in data to perfectly fit the model. Aho and Peterson studied this basic question more than forty years back to design errorcorrecting parsers for programming languages. Given a context free grammar (CFG) G over alphabet Σ and a string s ∈ Σ * , they proposed the language edit distance problem, which determines the fewest number of edits (insertions, deletions and substitutions) along with an edit script to convert s into a valid member of L(G). Due to its fundamental nature, the language edit distance problem has found many applications in compiler optimization (error-correcting parser [4] , [30] ), data mining and data management (anomaly detection, mining and repairing data quality problems [16] , [22] , [33] ), computational biology (biological structure prediction [18] , [43] ), machine learning (learning topic and behavioral models [20] , [29] , [35] ), and signal processing (video and speech analysis [44] ).
Often it is natural to consider a probabilistic generative model, and ask for the most probable derivation/explanation of the observed data according to the model. The stochastic context free grammar (SCFG) model is an example of that. It associates a conditional probability to each production rule of a CFG (see definition in Section I-A) which reflects the likelihood of applying it to generate members of the language. SCFGs significantly generalize hidden Markov models, and several stochastic processes such as Latent Dirichlet Allocation [20] and Galton-Watson branching process [28] . They lie at the foundation of statistical natural language processing, and have found widespread applications as a rich framework for modeling complex phenomena [14] , [19] , [40] , [50] . The most probable derivation of a string according to a stochastic context free grammar is known as the maximum likelihood parsing of SCFG, or simply as SCFG parsing.
The well-known Cocke-Younger-Kasami (CYK) algorithm for context free grammar parsing can be easily modified to solve the SCFG parsing problem in O(|G|n 3 ) time, where |G| is the grammar size and n is the length of the input sequence. After half a century since the proposal of CYK algorithm, there still does not exist a "true" subcubic algorithm for SCFG parsing that runs in O(n 3−γ ) time in the string length for some γ > 0. For ordinary CFG parsing, Valiant provided a truly subcubic O(|G| 2 n ω ) algorithm [42] . For the language edit distance problem, the proposed algorithm by Aho and Peterson has a running time of O(|G| 2 n 3 ) [4] . The dependency on grammar size in run time was later improved by Myers to O(|G|n 3 ) [30] . Naturally, the cubic time-complexity on string length is a major bottleneck for most applications. Except minor polylogarithmic improvements over O(n 3 ) [34] , [43] , [49] , to date true subcubic algorithms for the language edit distance problem, or SCFG parsing have not been found.
In this paper, we make several contributions. Upper Bound. 1) We give the first true subcubic algorithm to approximate language edit distance for arbitrary context free languages almost optimally. Our algorithm runs inÕ(|G| 2 n ω poly( ) ) 1 time and computes the language edit distance within a multiplicative approximation factor of (1 + ) for any > 0, where ω is the exponent of ordinary matrix multiplication over (×, +)-ring [25] (Section II). Therefore, if d is the optimum distance, the computed distance is in [d, d(1 + )]. The best known bound for ω < 2.373 [46] . In fact the running time can be further improved toÕ 1 poly( ) |G|n ω + ω(n|G|, n, n|G|) + |G| 2 n 2 where ω(n|G|, n, n|G|) is the running time of fast rectangular matrix multiplication of a n|G| × n matrix with a n × n|G| matrix. The algorithm also computes an edit script. The above result is obtained by casting the problem as an algebraic closure computation problem [3] . Allpairs shortest path problem, and many other variants of path problems on graphs can be viewed as computing closure over an algebra which is a semiring. However, for the language edit distance computation, the underlying algebra is not a semiring; the corresponding "multiplication" operation is neither commutative, nor associative. This poses significant difficulties, and requires new techniques. Being more generic, our approximation algorithm can be employed to obtain alternate approximation schemes for a large variety of problems such as all-pairs shortest paths, minimum weight triangle/cycle detection, computing diameter, radius and many others inÕ(m ω log W) time over m-node graphs where W is the maximum absolute weight of any edge.
We note that by a lower bound result of Lee [26] , it is known that a faster context free grammar parsing (distinguishing between 0 and nonzero edit distance) leads to a faster algorithm for boolean matrix multiplication. Therefore, obtaining any multiplicative approximation factor for language edit distance in o(n ω ) time is unlikely.
Our algorithm also solves the local alignment problem inÕ(|G| 2 n ω poly( ) ) time where given L(G) and σ ∈ Σ * , for all substrings σ of σ, we need to compute their language edit distance (Section II). Such local alignment problems are studied extensively under string edit distance computation for approximate pattern matching, for the simpler problem of context free parsing etc. [2] , [17] . 2) We design the first subcubic algorithm for SCFG parsing near-optimally (Section III). Given a SCFG, which is a pair of CFG and a probability assignment on each production, (G, p), and a string s, |s| = n, we give añ O(|G| 2 n ω log log
where π(s) is the most likely parse of s with the highest probability Pr [π(s)], and p min is the minimum probability of any production. To the best of our knowledge, prior to our work, no true subcubic algorithm for arbitrary SCFG parsing was known. Lower Bound. In a pursuit to explain the difficulty in obtaining exact subcubic algorithms, we show that a subcubic algorithm for SCFG parsing or computing language edit distance (with insertion and substitution) will culminate in 1Õ as standard notational practice includes polylog factors. Our lower bound results build upon a construction given by Lee [26] who showed a faster algorithm for CFG parsing implies a faster algorithm for boolean matrix multiplication. For SCFG parsing, by suitably modifying his construction, we show a subcubic SCFG parser implies a subcubic (min, ×) matrix product computation 2 . Next, we prove a subcubic algorithm for (min, ×) matrix product leads to a subcubic algorithm for negative triangle detection in weighted graphs. The negative triangle detection is one of the many problems known to be subcubic equivalent with the all-pairs shortest path problem [47] . Our second reduction interestingly also shows computing (min, +) product of matrices with real weights bounded by log n in subcubic time is unlikely to exist. In contrast, (min, +) product of matrices with integer weights bounded by log n can be done fast in O(n ω log n) time. Our lower bound result for language edit distance also uses similar construction and builds upon it to additionally handle edit distance. Note that the later reduction only works when insertion and substitution are allowed as edits. However, it is extremely unlikely that computing language edit distance becomes easier when insertion, substitution and deletion are allowed instead of only insertion and substitution.
By subcubic equivalence [1] , [47] , a subcubic algorithm for language edit distance or SCFG parsing implies a subcubic algorithm for a large number of graph problems, e.g. detecting minimum weight triangle, minimum weight cycle, checking metricity, finding second shortest path, replacement path, radius problem.
Language edit distance computation is much harder than language recognition (or parsing). A beautiful result by Valiant first broke the barrier of cubic running time for context free recognition, and provided anÕ(|G| 2 n ω ) algorithm [42] . Our result surprisingly indicates that parsing time is enough to compute a near-optimal result for the harder language edit distance problem. In our prior work on Dyck language edit distance we obtained a polylogarithmic approximation guarantee in near parsing time (linear time for Dyck language) [37] . The Dyck language edit distance generalizes string edit distance, for which obtaining a better than polylog approximation in near-linear time is an outstanding open question [7] . Understanding this relation between parsing time, and language edit distance remains a big challenge.
Our current algorithm due to its algebraic nature is not practical. Obtaining a combinatorial subcubic algorithm remains a major open problem. The dependency on grammar size of our algorithm is quadratic. Even for parsing, no subcubic algorithm with sub-quadratic dependency on grammar size is known till date. Improving the dependency on grammar size and 1 to linear will be important. On the other hand, the lower bound proofs require linear dependency on grammar size. Can we strengthen the result to consider super-linear dependency on grammar size?
Grammars are a versatile method to encode problem structures. Lower bounds with grammar based distance computation may shed light into deriving unconditional lower bounds for polynomial time solvable problems, for which our understandings are still lacking.
Related Works.: The language edit distance problem is a significant generalization of the widely-studied string edit distance problem where two strings need to be matched with minimum number of edits. The string edit distance problem can be exactly computed in quadratic time. Despite many efforts, a sub-quadratic exact algorithm for string edit distance does not exist. A recent result by Backurs and Indyk explains this difficulty by showing a subquadratic algorithm for string edit distance implies the strongly exponential time hypothesis (SETH) is false [9] . Our lower bound results are in a similar spirit which connects subcubic algorithm for language edit distance, and SCFG parsing to graph problems for which obtaining exact subcubic algorithms are long-standing open questions. Recently after this work, new lower bound results connecting Valiant's CFG parsing algorithm to detecting cliques in graphs have been shown [1] . For approximate string edit distance computation, there is a series of works that tried to lower the running time to near-linear [7] , [8] , [10] , [11] , [13] , [24] , [39] .
Language recognition and parsing problems have been studied for variety of languages under different models for decades, including streaming model, sub-linear query access model etc. [6] , [12] , [23] , [27] , [32] . The early works of O(n 3 ) time algorithm for parsing context free grammars (such as the Cocke-Younger-Kasami algorithm (CYK or CKY algorihtm)) was improved by an elegant work of Valiant [42] . However, for stochastic grammar parsing and language edit distance computation, till date there does not exist any true subcubic algorithm, except for minor polylogarithmic improvements in the running time [34] , [43] , [49] .
A. Preliminaries
Grammars & Derivations. A context-free grammar (grammar for short) is a 4-tuple G = (N, Σ, P, S) where N and Σ are finite disjoint collection of nonterminals and terminals respectively. P is the set of productions of the form A → α where A ∈ N and α ∈ (N ∪ Σ) * . S is a distinguished start symbol in N.
For two strings α, β ∈ (N ∪ Σ) * , we say α directly derives β, written as α ⇒ β, if one can write α = α 1 Aα 2 and β = α 1 γα 2 such that A → γ ∈ P. Thus, β is a result of applying the production A → γ to α.
L(G) is the context-free language generated by grammar G, i.e., L(G) = {w ∈ Σ * | S * = ⇒ w}, where * = ⇒ implies that w can be derived from S using one or more production rules. Chomsky Normal Form (CNF). We consider the CNF representation of G. This implies every production is either of type
It is well-known that every context-free grammar has a CNF representation. CNF representation is popularly used in many algorithms, including CYK and Earley's algorithm for CFG parsing [21] . Prior works on cubic algorithms for language edit distance computation use CNF representation as well [4] , [30] Definition 1 (Language Edit Distance). Given a grammar G = (N, Σ, P, S) and s ∈ Σ * , the language edit distance between G and s is defined as We will often omit the subscript from d G and d ed and use d to represent both language and string edit distance when that is clear from the context. We assume L(G) = φ and ε ∈ L(G) so that d G (G, s) |s|. (G, p) where G = (N, Σ, P, S) is a context free grammar, and we additionally have a parameter p(α → β) where α ∈ N, α → β ∈ P for every production in P such that (1) p(α → β) > 0 for all α → β ∈ P, and (2) α→β∈P:α=X p(α → β) = 1 for all X ∈ N. We can view p(α → β) as the conditional probability of applying the rule α → β given that the current nonterminal being expanded in a derivation is α.
Definition 2. A stochastic context free grammar (SCFG) is a pair
Given a string s ∈ Σ * and a parse π(s) where π applies the productions P 1 P 2 ...P l successively to derive s,
A basic question regarding SCFG is parsing, where given a string s ∈ Σ * , we want to find the most likely parse of s:
In this section, we derive the following theorem. Theorem 3. Given any arbitrary context-free grammar G = (N, Σ, P, S), a string s = s 1 s 2 ...s n ∈ Σ * , and any > 0, there exists an algorithm that runs inÕ( 
Moreover for every substring s j i its parsing information can be retrieved in timeÕ(j − i) time. This is the first subcubic algorithm on string length for computing language edit distance near optimally.
Suppose the string ‫ݏ‬ = ‫ݏ‬ ଵ ‫ݏ‬ ଶ ‫ݏ‬ ଷ ‫ݏ‬ ସ ‫ݏ‬ ହ ‫ݏ‬ ‫ݏ‬ ‫ݏ‬ ଼ has only one derivation, shown in the form of a derivation tree. The red highlighted rectangles indicate these are error-producing rules. Therefore, the language edit distance of ‫ݏ‬ is 4. Initially, in the matrix ‫ܯ‬ we have substrings
A further pathological case where n squaring steps are required to derive s
Upon further squaring, we get ‫ݏ‬ ଵ s ଶ ‫ݏ‬ ଷ ‫ݏ‬ ସ derived from ‫.ܣ‬ The third squaring helps to merge ‫ݏ‬ ଵ s ଶ ‫ݏ‬ ଷ ‫ݏ‬ ସ with ‫ݏ‬ ହ ‫ݏ‬ ‫ݏ‬ ‫ݏ‬ ଼ , and we get ܵ derives ‫.ݏ‬ Hence, instead of 2 squaring, the actual process requires 3 squaring steps to derive ‫ݏ‬ in this example.
Fig. 1: Example
Overview. The very first starting point of our algorithm is an elegant work by Valiant where given a context-free grammar G = (N, Σ, P, S) and a string s ∈ Σ * , |s| = n, one can test in O(n ω ) time whether s ∈ L(G) [42] . This was done by reducing the context free grammar parsing problem to a transitive closure computation where each matrix multiplication requires boolean matrix multiplication time. We extend this framework by augmenting P with error-producing rules (insertions, deletions, substitutions), such that if parsing s must use k such productions,
Our goal is to use fewest such rules during parsing. This trick of adding error-producing rules was first used by Aho and Peterson for their cubic dynamic programming algorithm [4] . Instead of a single bit, whether a substring parses or not, we now need to keep a "distance" count on the minimum such productions needed to parse the substring. Using the augmented grammar, we can suitably modify Valiant's approach which replaces boolean matrix multiplication with distance product computation. However, to date, the best-known bound T (n) to compute distance product of n-dimensional square matrices A and B:
) by a breakthrough result of Williams [45] . Hence, this reduction does not provide any true subcubic algorithm for distance product computation.
Indeed directly using the augmented grammar by Aho and Peterson, followed by a modification of Valiant's method leads to a O(T (n)|G| 4 ) algorithm for language edit distance computation. In a recent independent result Rajsekaran and Nicolae obtain this bound [34] 3 . The dependency on grammar size blows up to at least O(|G| 4 ). Addition of error-producing rules make the augmented grammar non-CNF; converting it back to CNF may blow up the grammar size to O(|G| 2 ) with another factor 2 in the exponent coming from Valiant's method. Both works of [4] , [42] must use CNF grammars. We overcome this difficulty by carefully dealing with the resultant non-CNF augmented grammar directly. The first step already gives an O(|G| 2 T (n)) time algorithm for exact computation of language edit distance.
When language edit distance is at most R, T (n) = Rn ω by a result of Alon, Galil and Margalit [5] and Takaoka [41] . This trivially gives an O( [34] , which provides no approximation guarantee in O(n ω ) time, and an O(n .3729 )-approximation in O(|G| 4 n 3 ) time with the current best bound of ω. We instead get a
Suppose, we use R = 1 and identify all substrings that can be derived using at most one edit in O(|G| 2 n ω ) time. Let M be a matrix such that M[i, j] contains information on how to derive substring s j i using at most one error-producing rule. We can then hope to define a suitable matrix-product such that squaring M identifies all substrings within edit distance 2 by concatenating two adjacent substrings each of which are within edit distance 1. We would then repeat this process at most log n times successively obtaining substrings with larger edit distance, e.g., 2, 2 2 , 2 3 , ... etc. But, there is a fundamental difficulty in applying this approach. Even if we employ approximate distance product computation for square matrices with dimension n 1− , the number of such multiplications could be O(n ) all involving a single element. Finally, while our algorithm can be employed for approximate distance product computation, known approximate distance product computation algorithms neither can be applied here, nor they can be easily modified (probabilistically) maintaining concentration around true edit distance.
Consider a string s 1 s 2 ...s n where each symbol s i needs to be substituted by t i , and which has only one length n parsing tree. The start symbol derives t 1 and some A ∈ N which subsequently derives t 2 and another B ∈ N, and so on (see Figure 1 ). Due to a strict derivation sequence, instead of log n , n squaring steps are needed to compute the language edit distance.
This also illustrates replacing exact distance product computation by known "approximate" distance product algorithm will not be sufficient. If we use a (1 + )-approximation for distance product each time when multiplying matrices in Valiant's method, then the overall approximation can be as bad as (1 + ) n . With the best known bound for withÕ(n ω ) running time [51] , [52] , the approximation factor becomes O( n polylogn ). Lack of flexibility in recursively combining substrings is a major bottleneck. This arises because the underlying structure over which matrix product is defined is nonassociative (see Fig 2) .
We are able to overcome this significant difficulty by introducing several new ideas. Randomization plays a critical role. We restrict the number of possible edit distances to few distinct values, and then use randomization carefully to maintain the language edit distance for each substring on expectation and show even for a long parse tree the variance does not blow up. In contrast, any deterministic rounding may add an (1 + ) multiplicative error at every level of a parsing tree, leading to an (1 + ) n -approximation in the worst case. An old theorem by Erdös and Turán [15] , and a construction by Ruzsa [36] allow to map the distinct edit distances maintained by our algorithm to a narrow range of possible scores such that each matrix product can be computed cheaply. This also leads to the first subcubic algorithm for stochastic context free grammar parsing near-optimally (Section III).
Note. Proofs that are omitted from the extended abstract due to page limitation can be found in the full version [38] .
A. Algorithm 1) Error Producing Productions & Assigning Scores.:
The first step of our algorithm is to introduce new errorproducing rules in P(G), and assign scores to them. We refer the augmented grammar as G e . Substitution Rule. If there exists rule A → x 1 |x 2 |...|x l , x i ∈ Σ, i = 1, 2, ...l for some l 1, we (implicitly) add an error-producing rule A → y 1 |y 2 |...|y l , {y 1 , y 2 , ..., y l } = Σ \ {x 1 , x 2 , ..., x l } with a score of 1. Explicitly, we maintain A → $x 1 x 2 ...x l , where $ is a special symbol not in Σ. This rule is not in CNF form, and only used to check if A → y i is a substitution rule, maintaining the grammar size within a constant factor. Insertion Rule. For each x ∈ Σ, we add an error-producing rule I → x which corresponds to a single insertion error with a score of 1. We also introduce for each nonterminal A ∈ N, new rules A → IA, A → AI to allow a single insertion right before and after a substring derivable from A. Further, we add a rule I → II to combine two insertion errors. These later rules have score 0. Deletion Rule. For each A → x, x ∈ Σ, we add a rule A → ε with a score of 1. Inclusion of these rules violate the CNF property, as in a CNF grammar only S → ε is allowed.
If a parsing of a string s requires applying productions π = P 1 , P 2 , ..., P n respectively then the parse has a score score(π) = n i=1 score(P i ). The following lemma essentially follows from Aho and Peterson [4] . 2) Parsing with At most R Errors.: The next step of our algorithm is to compute a (n + 1) × (n + between (A, u) and (B, v) where A, B ∈ N and u, v ∈ [0, 1, 2, . .., n] as (A, u) * r (B, v) = (C, x) if C → AB ∈ P and x = u + v < r, otherwise (A, u) * r (B, v) = φ. Note that this operation is not associative. We omit r from * r if it is clear from the context.
We next define Elem-Mult. Given (C, x 2 ) , ...., (C, x i ) involving the same nonterminal C, we only keep (C, min{x 1 , x 2 , .., x i }).
We define matrix multiplication (Matrix-Mult) a.b = c for suitable dimensions in terms of the above where matrix elements are collection of tuples (A ∈ N, u ∈ {0, 1, 2, ..., n}). c(i, k) = It is typical to compute transitive closure a + from a by repeated squaring of a, so to compute a n requires log n squaring. This property does not hold here, because the "." operation is non-associative.
3) Algorithm: Our algorithm has two steps. First, we generate sets
Next, we compute a (n+1)×(n+1) upper triangular matrix M such that its (i, j)th entry contains all nonterminals that can derive the substring s j−1 i = s i s i+1 ...s j−1 using at most R edit operations, along with their respective minimum scores for deriving s j−1 i . We start with defining a matrix b R :
If we allow only insertion and substitution error, then computing transitive closure M R of b R using Matrix-Mult as the matrix multiplication operation (with * R ) returns all the local alignment scores. To handle deletion errors, we need to multiply (Elem-Mult) D n to each b R i,j repeatedly up to |G e | times. For example, if B → s i with a score of x 1 , A 0 → ε with a score of y 1 , and
.D n will contain C 0 with score x 1 + y 1 . Suppose instead, we have C 0 → A 0 C 1 and C 1 → A 1 B with A 1 ⇒ ε. Since, we are interested in the minimum score associated with any nonterminal, we only care if C 1 = C 0 . Then after two repeated multiplications by D n , b R (i, i + 1) contains both C 0 and C 1 with appropriate scores. We show repeating this operation |G e | times after every Matrix-Mult while computing transitive closure returns the desired M R matrix (full version). We use T ransitiveClosure + (b R , R) to denote this augmented procedure.
in G e with a parse score of u R, and there does not exist any u < u such that
with parse score of u .
Running Time. We now calculate the time needed to compute M. The analysis goes in two steps.
• Step 1. Show that time needed to compute M R (T ransitiveClosure + (b R , R)) is asymptotically same as the time needed to compute a single Matrix-Mult with * R .
• Step 2. Show that time needed to compute a single Matrix-Mult is O(min {R|G| 2 n ω , |G| 2 T (n)}), where T (n) is the time required to compute distance product of two n dimensional square matrices.
The first step follows from Valiant's algorithm. Each multiplication by D n requires checking each production and see if one of its two RHS nonterminal appears in the matrix entry and the other in D n . Over |G e | iterations, it takes O(|G e | 2 m 2 ) time when considering a square submatrix of dimension m × m, m n, and is dominated by corresponding Matrix-Mult time. Initializing b R may need to handle non-CNF substitution rules, but can still be handled in O(|G e | 2 n 2 ) time. Valiant gave an elegant method of decomposing into overlapping subparts to handle non-associativity. It is possible for some entries in the matrix to be multiplied O(n) times, but overall a transitive closure is as cheap to compute as a single matrix multiplication.
To reduce Matrix-Mult(a, b) to distance product, we create two real matrices a and b of dimension (n|G e |, n) and (n, n|G e |) respectively. Assuming nonterminals are numbered 1, 2, ..., |G e |, the entry (A k , u) in a(i, j) is represented by setting a ((i − 1)|G e | + k, j) = u, and the entry (A l , v) in b(j, k) is represented by b (j, (k − 1)|G e | + l) = v. Now, it is easy to verify that from the distance product of a and b , we can retrieve Matrix-Mult(a, b). For details, see the full version.
Reduction from Matrix-Mult to Ordinary Matrix Multiplication.: Matrix-Mult can be done much faster in O(|G| 2 |R|n ω ) time when we obtain parsing information for all substrings with score of at most R. This is precisely because distance product computation when matrix entries are all integers in [−R, R] can be computed fast.
We use the reduction of distance product computation to ordinary matrix multiplication by Alon, Galil and Margalit [5] and Takaoka [41] . Given a and b, we first create the matrices a and b as above of dimension nh × n and n × nh respectively. Then if a (i, k) = x, we set a (i, k) = (nh + 1) M−x and if b(k, j) = y, we set b (k, j) = (nh + 1) M−y . We now calculate ordinary matrix product of a and b to obtain c in time O(h 2 n ω ). In fact the time taken is O(Rω(nh, n, nh)) which represents the time to multiply two rectangular matrices of dimensions nh × n and n × nh respectively.
If c (i, j) = z, then we set c (i, j) = 2R − log (nh+1) z . After that, we retrieve c from c as before.
We maintain a list of all productions. To obtain c(i, j), we go through this list and for each production B → A x A y we check appropriate cells for A x and A y to obtain the score for B. This takes at most O(R) time. Hence c(i, j) can be constructed in time O(Rh) time. Therefore, total time to compute c is O(Rω(nh, n, nh)) and time to compute c from c is O(Rhn 2 ). That the reduction is correct follows directly from the correctness proof of reducing distance product to ordinary matrix product computation [5] , [41] , and the way the matrices are computed. The details are simple and left to the reader.
Therefore a single Matrix-Mult operation can be done in time O(Rω(nh, n, nh)). Together this proves that parsing strings with score at most R (and the complete parsing information of all its substrings) can be obtained in O(Rω(nh, n, nh) + h 2 n 2 ) time.
4) Matrix-Mult with R Distinct Scores: Before, we can describe the final algorithm, we need one more step. We saw when the values are bounded by R, Matrix-Mult can be solved in O(|G| 2 Rn ω + |G| 2 Rn 2 ) time. We extend this to handle the case when there could be R distinct values in the matrix, but with arbitrary values.
We first give a simple construction by reducing the distance product computation with R distinct values to boolean matrix multiplication.
Reduction to boolean matrix multiplication: Given two matrices a and b each of dimension n × n, we wish to compute c such that
There can be at most R + 1 distinct integer entries v 0 = 0 < v 1 < v 2 < .. < v R < n in a and b. To do so, we compute two boolean matrices a of dimension ((R + 1)hn, n) and b of dimension (n, (R + 1)hn), from a and b respectively where |h| = |N(G e )|. Initially all the cells of a and b are zeros.
To construct a from a, we reserve (R + 1)h consecutive rows for each row index p of a. For each
To construct b from b, we reserve (R + 1)h consecutive columns for each column index q of b. For each
We compute the boolean product c of a and b in time O(R 2 h 2 n ω ).
To construct c from c , consider all the rows (p−1)h(R+1)+1 i ph(R+1), and all the columns (q−1)h(R+ 1)+1 j qh(R+1), if c (i, j) = 1 then if i−(p−1)h(R+1) = (s−1)h+z, j−(q−1)h(R+1) = (t−1)h+x, and B → A s A t ∈ P(G e ), generate (B, v z + v w ) as a candidate to include in c(p, q). After generating all the candidates for each nonterminal B if (B, u 1 ), (B, u 2 ) , ..., (B, u i ), u 1 u 2 ...u i are all candidates-include only (B, u 1 ) in c(p, q).
We maintain a list of all productions. To obtain c(p, q), we go through this list and for each production B → A s A t we check if A s and A t are present in the appropriate cells of c . This takes at most O(R 2 ) time. Hence c(p, q) can be constructed in time O(R 2 h) time. Therefore, total time to compute c is O(R 2 h 2 n ω ) and time to compute c from c is O(R 2 hn 2 ). Proving this construction is correct, is an easy exercise and left to the reader.
Thus, we can compute a.b by first creating a , b , performing their boolean matrix multiplication c and then obtaining c from it using the above relation. The total time taken is O(n 2 R 2 h + n ω R 2 h 2 ).
We now discuss an alternate construction using which gives slightly worse dependency on 1 in the final algorithm, but brings in a different perspective and may be useful in other contexts.
Sidon Sequences.: A Sidon sequence is a sequence G = (g 1 , g 2 , g 3 , . ..) of natural numbers in which all pairwise sums g i + g j , i j are different. The Hungarian mathematician Simon Sidon introduced the concept in his investigations of Fourier series in 1932. An early result by Erdös and Turán showed that the largest Sidon subset of {1, 2, ..., n} has size ∼ √ n. There are several constructions known for Sidon sequences. A greedy algorithm gives a construction of size k Sidon sequence from O(k 3 ) elements. Better constructions matching O(k 2 ) bound are known due to Ruzsa, Bose, Singer (for comprehensive literature survey see [31] ).
Our Construction.: Given R distinct values v 1 < v 2 < v 3 < ... < v R that may appear during Matrix-Mult, we create a size R Sidon sequence G R = (g 1 , g 2 , . .., g R ), g 1 < g 2 < ... < g R , and define map f(v i ) = g i . By the property of Sidon sequences, given a sum g = g i + g j , we can uniquely detect g i and g j . We can keep a look-up table and do a binary search to find g i and g j given g in O(log R) time. By known construction g R = O(R 2 ). The property of Sidon sequence ensures that all pair-wise sums are disjoint. Therefore, if we define f(v i ) = g i by looking at the sum of g i + g j , we can identify v i and v j . It is possible that v i + v j < v k + v l but g i + g j > g k + g l , and vice versa.
Our reduction of Matrix-Mult to ordinary matrix multiplication when values are bounded by R 2 uses an old construction by Alon, Galil, Margalit [5] and Takaoka [41] using which we can compute for each
Hence if c = a * b where * is ordinary matrix multiplication, then
We can now find all distinct sums 2R 2 − (a i,k + b k,j ) (and hence a i,k + b k,j ), k = 1, 2, .., n by repeatedly finding the largest exponent of (nh + 1) contributing to c (i, j), that is by calculating log (nh+1) c (i, j) and setting
log (nh+1) c (i,j) for the next iteration. Since there are at most R 2 distinct sums, and operating on these large numbers require O(R 2 log R) time, the overall time required is O(R 4 n ω ). Therefore, from the mapping f, we only require that the sum f(v i ) + f(v j ) uniquely identifies v i and v j . Then, from these at most R 2 distinct pairs, we can find the one with minimum sum in O(R 2 ) time per entry. Using this alternate approach gives a dependency of 1 8 in the final algorithm instead of 1 4 that is obtained using reduction to boolean matrix multiplication.
We note that Yuster's construction to compute APSP in subcubic time when the number of distinct weight edges is not too many [48] may be applied here. But even for R = O(1) their construction yields an O(n 2.5 ) algorithm (see Lemma 3.3 [48] ), and hence provides much worse bound in our context.
5) Final Algorithm:
Given an > 0, let δ = 2 16 . we set R = log (1+δ) (n) . We start with b C where C is some constant say 10, and compute M C = T ransitiveClosure + (b C , C).
We now define a new operation T ransitiveClosure ++ which is same as T ransitiveClosure + except we do some further auxiliary processings before and after each Matrix-Mult (of possibly submatrices).
After every Matrix-Mult (possibly of submatrices) and also after multiplying by D n each time, for every (A, y) appearing in the current matrix, if y = (1 + δ) r + k, where k is any real number in (0, δ(1 + δ) r ), r = 0, 1, 2, .., log (1+δ) (n) then set y = (1 + δ) r with probability
(1 + δ) r+1 with probability
Clearly, the number of distinct parsing scores that can appear on any tuple (A, y) during the computation of T ransitiveClosure ++ is bounded by log (1+δ) n . Multiplying two submatrices of dimension m × m requires time Ω(|G e | 2 m 2 ), whereas this auxiliary Round operation can be performed in O(|G e |m 2 ) time. Hence overall the asymptotic time taken is not affected due to Round.
To multiply any two submatrices of (say) dimension m × m, with R = log 1+δ n possible parsing scores use reduction to boolean matrix multiplication as discussed in Section II-A4. Hence, overall the time to compute T ransitiveClosure ++ (M C , R) is same as T ransitiveClosure + (M C , R 2 ) which isÕ(
Starting from M C we repeat the process of computing T ransitiveClosure ++ (M C , R) η = 6 log n times and obtain matrices M 1 , M 2 , ....., M η . For each substring s j−1 i we consider the estimates given by (S, d 1, 2, . .., η. Note that using the productions S → SI, I → II and I → x, x ∈ Σ, S can always derive s j−1 i within edit distance |j − i|. Thus there always will be a tuple of the form (S, d
the corresponding entry (A, x) ∈ M(i , j ) contains the estimated value of parsing score of A in T. Therefore, x is the actual estimate of parsing score of A in T if T is retained.
Let P be the parse tree corresponding to the estimateê P returned by M[i, j] when e P is the actual parsing score for it. Let O be the optimum parse tree for s with minimum edit distance e O . Since, each cell M(i , j ) 1 i , j (n + 1) contains all nonterminals that can derive substring s
, the reason we do not return O is simply because if we had retained O throughout, its estimated scoreê O ê P 4 . We show thatê P ∈ [(1 − )e P , (1 + )e P ] and similarlyê O ∈ [(1 − )e O , (1 + )e O ] with high probability.
Consider the parse tree P and let P denote the truncated parse tree after the algorithm completes execution of T ransitiveClosure + (b C , C). The leaves of P denote the exact parsing scores corresponding to the associated nonterminals by Lemma 2 and due to exact computation of D n . Hence, if l 1 , l 2 , ..., l m are the leaves of P and score(l i ) is the score computed by T ransitiveClosure + (b C , C) or D n , then e P = i score(l i ). Associate a random variable X v with each node v (intermediate and leaves) of P .
Proof. Consider the parse tree P and let P denote the truncated parse tree after the algorithm completes execution of T ransitiveClosure + (b C , C). The leaves of P denote the exact parsing scores corresponding to the associated nonterminals by Lemma 2 and due to exact computation of D n . Hence, if l 1 , l 2 , ..., l m are the leaves of P and score(l i ) is the score computed by T ransitiveClosure + (b C , C) or D n , then e P = i score(l i ). Associate a random variable X v with each node v (intermediate and leaves) of P . First consider the case when v is a leaf node of P . Let score(v) = (1 + δ) r + k for some r ∈ {0, 1, 2, ..., log (1+δ) n } and k ∈ [0, δ(1 + δ) r ). Then
Now consider the case when v is an intermediate node. Every intermediate node has two children. So let v 1 and v 2 be its two children. Let T v , T v 1 , T v 2 be the subtrees of P rooted at v, v 1 and
The proof is by induction. The base case for leaves is already proven. By induction hypothesis,
For given any real y, we let y δ denote (1 + δ) log (1+δ) y , and y δ denote (1 + δ) log (1+δ) y . We have
Therefore, we get the desired result E [ê p ] = e p .
Proof. Follows using the same argument as in Lemma 3.
We now use second moment method to bound the deviation of our estimate from expectation. Variance calculation is complicated and needs to be done with care.
Proof. First consider the case when v is a leaf node. Let score(v) = (1+δ) r +k for some r ∈ {0, 1, 2, ..., log (1+δ) n } and
Hence,
Now let us consider the case when v is not a leaf node and v has two children v 1 and v 2 .
Now let us use the fact that when y = y δ then y δ − y δ = δ y δ = δ (1+δ) y δ to get
Since X v 1 and X v 2 are independent
Now we use the fact that for any vertex u, X u can only take values that is a power of (1 + δ). That is, X u can only take values from {1, (1 + δ), (1 + δ) 2 , ...., (1 + δ) log (1+δ) n }. Therefore, X v 1 + X v 2 = y and y = y δ can be broken in two possible ways, (i) X v 1 = y δ and X v 2 = y − y δ , or (ii) X v 2 = y δ and X v 2 = y − y δ . Also X v 1 and X v 2 are independent random variables.
Therefore,
Hence, combining (a) and (b) we get
Now using Lemma 3 we get
This establishes the lemma.
Proof. We use the tree T(v) rooted at v. We start from v and Lemma 4
and go down the tree T(v) successively opening up the expressions for Var X v 1 and Var X v 2 . For every non-leaf node u, let u 1 and u 2 denote its left and right child respectively. Then we get,
score(h) .
We now bound the second term of the above equation.
To do so, we calculate
again by linearity of expectation
score(h) by Lemma 3
Now by successively opening up the expressions for
Therefore, from (A) and (B) we get
Now using the fact that whenever g = h, g, h ∈ L(v), X g and X h are independent, and from Lemma 3 we get
Finally, we could bound the deviation. 
Therefore, by Lemma 5
Hence, by Chebyshev's inequality 
Proof. We have δ = 2 /16. Hence δ = /2, or = 2δ . Now the lemma follows from Eqn. (ApproxEstimate), Lemma 6 and Corollary 2.
Considering medians of the estimates boost the probability, and return estimates for all substrings as required for local alignment. For each production P ∈ P(G), we assign a score, score(P) = log 1 p(P) . Then if π(s) maximizes Pr [π(s)], it must minimize score(π(s)) = P∈π(s) score(P). The theorem then essentially follows from Theorem 3.We do not have to deal with error-producing rules, or generating sets D n . On the other hand, all rules, and hence all nodes in a parse tree (and not only leaves) have an associated score. Still, the entire analysis from Section II-A6 applies almost unchanged to derive Theorem 4. See full version for details.
IV. LOWER BOUND
In this section, we give a high-level description of Theorem 1. For details, and the proof of Theorem 2. see full version. The reduction takes the following steps. 1) Reduce (min, ×)-matrix product over positive real-weighted matrices to SCFG parsing, i.e. show an O(|G|n 3− max p∈p log 1 p ) algorithm for SCFG parsing implies anÕ(n 3−β log W) algorithm for (min, ×)-matrix product over R + , , β > 0 with maximum weight W. 2) We show anÕ(n 3−β log W) algorithm for (min, ×)-matrix product with entries in (0, W), β > 0, implies añ O(n 3−β log W) algorithm for detecting negative weight triangle in n-node graphs with edge weights in [−W, W]. 3) Finally, use subcubic equivalence between negative weight triangle detection and weighted APSP [47] .
We define the output of a SCFG parsing algorithm as an oracle F G,s which given any nonterminal A ∈ N(G) and substring s , that is the full string can be derived using A.We say A consistently derives s j i . In this definition we maintain only parsing information for substrings from which the full string can be derived. All algorithms known even for simple parsing maintain this information, along with the lower bound result of Lee [26] .
Step 1: Reducing (min, ×)-matrix product to SCFG parsing: We are given two matrices a and b with entries from R + , and want to compute their (min, ×)-product c = a.b : c i,j = min 1 k m (a i,k .b k,j ). Input string. Let us take d = m 1/3 , and we set δ = d + 2. Our universe of terminals is Σ = {s 1 , s 2 , ..., s 3d+6 , x}. Our input string s is of length 3δ and is simply s 1 s 2 ....s d+2 s d+3 ...s 2d+4 s 2d+5 ....s 3d+6 . Grammar construction. We can uniquely obtain i from f 1 (i) and f 2 (i). For notational simplicity we use i 1 to denote f 1 (i) and i 2 to denote f 2 (i). If we decompose s into three consecutive equal parts of size d + 2 each, then i 2 , i 2 + δ, and i 2 + 2δ belong to first, second and third halves respectively. We now create the grammar (G, p) = ({N, Σ, P, S}, p). Start from N = {S} and P = φ.
• We add nonterminal W and productions to generate arbitrary non-empty substrings from Σ \ {x}. W −→ s l W|s l , l ∈ [1, 3d + 6] each rule having probability . Add productions (B-Rule) by replacing every "A" and "a" in (A-Rule) with "B" and "b" respectively.
• We add nonterminals {C p,q : 1 p, q d 2 } and the productions for all r, 1 r d 2 C p,q −→ A p,r B r,q with prob. ) we can derive c(i, j) where i = (i 1 , i 2 ) and (j 1 , j 2 ). Then noting that the grammar size is O(m 2 ), and string length O(m 1/3 ), we get the desired subcubic equivalence between SCFG parsing and (min, ×) matrix product. Note that this non-CNF grammar can easily be converted into a CNF representation with constant factor blow-up in size. Lemma 9. For 1 i, j m, the entry c i,j = l, if and only if C i 1 j 1 consistently derives s j 2 +2δ i 2 with probability 1 (ld 2 .MaxCount A .MaxCount B [2(3d + 6)] j 2 +2δ−i 2 −2 ).
Step 2: Reducing Negative Triangle Detection to (min, ×)-matrix product with positive real entries to 5 : We assume all weights are integers, and the maximum absolute weight is at least 3. Both of these can be achieved by appropriately scaling the edge weights. Let W be the maximum absolute weight on any edge e, |W| 3. Set a(i, j) = w i,j + W 3 , and b(i, j) = a(i, j). Therefore, all entries of a and b are > 0. Find the (min, ×) product of c = a.b. Let c (i, j) = c(i, j) − W 6 + W 3 w i,j + 2W 2 .
If there exists a negative triangle i → k → j, then w i,k + w k,j + w i,j −1. Hence W 3 (w i,k + w k,j +w i,j ) −W 3 or, W 3 (w i,k + w k,j + w i,j )+2W 2 −W 3 + 2W 2 −W 2 . Now (w i,k + W 3 )(w k,j + W 3 ) = w i,k w k,j + W 3 (w i,k + w k,j ) + W 6 Hence, c (i, j) = min k (w i,k w k,j + W 3 (w i,k + w k,j + w i,j ) + 2W 2 ). Now −W 2 w i,k w k,j W 2 . Therefore, if there is a negative triangle involving edge (i, j), then c (i, j) W 2 + min k (W 3 (w i,k + w k,j + w i,j )) + 2W 2 0
On the other hand, if there is no negative triangle, then c (i, j) −W 2 + 2W 2 = W 2 9 for all 1 i, j n. Thus by checking c we can detect existence of negative weight triangle, completing the desired reduction. Theorem 1 now follows.
