Abstract. K-means algorithm could be used in intrusion detection, and selection of initial cluster centers was one of the most important factor that influenced the clustering performance, traditional method had a certain degree of randomness in dealing with this problem, therefore, information entropy was introduced into the process of cluster centers selection, and a fusion algorithm combining with information entropy and K-means algorithm was proposed, information entropy value was used to measure the similarity degree among records, it could help to choose a least similar record to be a cluster center.
Introduction
Network intrusion detection is a process which includes series of actions, such as collecting data related to network status and behaviors from key nodes, analyzing these data, discovering abnormal behavior as well as providing early warning [1] [2] , it can achieve the purpose of monitoring network behavior and defending network intrusion. As intrusion behaviors tend to have uncertainly in some degree, so, it is of great significance to identify unknown behaviors by extracting hidden information in intrusion data [3] [4] . Li Wenhua proposed a FCM cluster network intrusion detection model based on fuzzy c-means [5] ; Zhang Guosuo proposed an improved FCM cluster algorithm, it could solve the boundedness in dealing with big dataset by using traditional FCM [6] ; Reda M. Elbasiony used random forests and weighed k-means algorithm to build intrusion patterns and choose anomalous clusters [7] ; Luo Min researched on the non-supervised intrusion detection model based on K-means algorithm [8] ; Li Heling proposed the improved K-means algorithm and carried out experiments aiming at the problem of uneven data distribution [9] ; Researches above focused on solving the problem of data size that the algorithm can deal with, they ignored the kernel of algorithm itself. This paper uses K-means algorithm to detect intrusion behaviors, as selection of initial cluster centers is the key factor that influences the cluster results, the information entropy technology is introduced to auxiliary determine cluster centers, experiments show that the improved fusion algorithm has a good detection ratio and false alarm ratio.
2
Algorithm Combing with Information Entropy and K-means
K-means Algorithm
This paper uses Euclidean distance to measure the similarity among records, and use formula (1) to evaluate the clustering results. 
where E is the sum of all objects' mean squared error; ; k is the number of clusters; the smaller value of E , the better of the clustering effect.
Data clustering process using K-means algorithm can be described as follows:
(1) Define the number k of clusters to be finally generated; (2) Choose k records to be the initial cluster centers; (3) Divide the original data into the k clusters, and recalculate the center of each cluster; (4) Break the clustering result in last stage, put object j into the corresponding cluster according to the principle of minimum Euclidean distance, then, form the new clusters, and calculate the value of E at the same time;
(5) Repeat stage (4) until the new clusters are same as the previous clusters. We can know that performance of the algorithm is mainly determined by stage (1) and (2), cluster number k is often determined according to actual situations [10] [11] , therefore, selection of initial cluster centers is the key factor that influences the algorithm performance.
Information Entropy
Information entropy is used to measure the uncertainty of a random variable information, the bigger of it, the more disordered of the data; otherwise, the more ordered and similar of the data [11] [12] . If using information entropy to evaluate clustering effect, then the smaller of the entropy, the more similar of data in a same cluster and better of the clustering effect [13] [14] .
Information entropy of a random variable X can be described as:
Where () SX is the possible value set of X ;
is the probability function of X .
Improved K-means algorithm based on information entropy
Assume that sample space M includes n records, first, calculate the information entropy value of each record, and then start from the first record, compare the value of current record with other records, finally, regard the minimum value as the information entropy baseline of the current record, the comparison matrix is shown as Table 1 . as the least similar records, and these records can be regarded as the initial cluster centers.
Network Intrusion Detection Algorithm Based on IE-K-means
The process of detecting network intrusion using IE-K-means algorithm can be described as:
(1) Define the number k of clusters to be finally generated, and set the instance threshold 
Simulation Experiment and Analysis
Use KDDCUP99 data packets to verify the feasibility and effectiveness of IE-Kmeans algorithm, choose 7200 DoS attack data, of which 5500 records are used as training data for training model, and the other 1700 records are used as testing data for testing the effectiveness of the intrusion detection model. The experiment adopts different cluster number k , cluster the training data at first to get the cluster center set, and then send the testing data into the anomaly detection system for intrusion detection, calculate the D e te c tR a te and F a ls e D e te c tR a te of each data set at the same time, experiment results are shown in Table 2 .
It can be seen that the network intrusion detection model based on IE-K-means is feasible, and the improved algorithm is better than traditional K-means algorithm in detection ratio and false alarm ratio based on different cluster amount. 
Conclusions
According to the characteristics of network intrusion data, aiming at the problems existed in the current intrusion detection researches, this paper proposes up a network intrusion detection method based on the fusion algorithm combining with information entropy and K-means, experiment results show that the fusion algorithm has improved the detection ratio and reduced the false alarm ratio compared with traditional K-means algorithm. However, the implementation of the fusion algorithm did not consider the algorithm execution efficiency, which requires the further study.
