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ON THE LOCAL THETA REPRESENTATION
CHUN-HUI WANG
ABSTRACT. We study the algebraic framework in which one can define, in the manner of the theta corre-
spondence, a correspondence between representations of two locally profinite groupsH1,H2. In particular,
we examine when and how such a correspondence can be extended to bigger groupsG1,G2 containing H1,
H2 respectively as normal subgroups. As an application, we discuss the theta correspondence for a reduc-
tive dual pair of the similitude groups in the non-archimedean case.
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INTRODUCTION
The celebrated local theta or Howe correspondence relates representations of two groups G1, G2
which form a dual pair inside a symplectic group Sp(F ) or itsmetaplectic cover groupMp(F ) over a local
field F . TheWeil representationω of Mp(F ) can then be restricted toG1×G2 and the correspondence is
between irreducible quotients of ω|G1 and irreducible quotients of ω|G2 . To put it in a general perspec-
tive, in this text we propose to study a kind of representation of a direct product of two locally profinite
groups, based on the representation-theoretic consideration of this correspondence. It is inspired from
the works of Barthel [3], Gan-Tantono[19] and Roberts [46] on the study of local Howe correspondences
for the similitude groups. Our original motivation is to generate their results largely to various reduc-
tive dual pairs of similitude groups over a non-archimedean local field F . Indeed in [3] Barthel defined
the Metaplectic cover group GMp(W ) of GSp(W ), and also explained the difficulty to study Howe cor-
respondences in this case. Next, Roberts in [46] definitely studied theta correspondences for certain
symplectic-orthogonal reductive dual pairs of similitude groups, and then Gan-Tantono [19] studied
the cases of their inner forms. These papers provided some original ideas and methods, in particular
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examples to this text, although to achieve our main results we need to use a lot of results on smooth
representations of locally profinite groups.
To simply our introduction, let us take up the notation and conventions of the next section in advance.
Let (Π,V ) be a smooth representation of a direct product of two locally profinite groupsG1,G2. We only
work with the case that all irreducible smooth representations of G1, G2, and G1×G2 are supposed to
be admissible. It is not hard to see that there are two canonical projections p1 :RG1×G2(Π)−→RG1(Π),
and p2 :RG1×G2(Π)−→RG2(Π), with the images R
0
G1
(Π) and R0G2(Π) respectively. We call (Π,V ) a theta
representation ofG1×G2 if
(1) the representation satisfies the graph propertymeaning that both p1, p2 are injective,
(2) the restriction of Π to G1 ×G2 is multiplicity-free, i.e. mG1×G2(Π,π1⊗π2) ≤ 1, for all π1⊗π2 ∈
Irr(G1×G2), and
(3) for 1≤α, β ≤ 2, the greatest πα-isotypic component Vπα ≃ πα⊗Θπα is a finitely generated rep-
resentation ofGα×Gβ .
One such representation gives, theHowe correspondence in the general sense, between the sets R0
G1
(Π)
and R0G2(Π), grouped in the graphic set RG1×G2(Π). It also gives rise to another associated maps from
{πα} to the Jordan-Hölder multiset JH(Θπα).
In the above definition, we will call (Π,G1×G2,V ) a theta representation of finite length if each Θπα
has finite length; call it a general theta representation if it only satisfies the conditions (1)(2); call it a
general theta representation with respect to a subset I of Irr(G1×G2) if we only consider irreducible
representations π1⊗π2 ∈ I ; the last one is extremely interesting when there exists a non-denegenate
G1×G2-invariant Hermitian form on V , i.e. (Π,G1×G2,V ) is a preunitary representation.
One purpose of this paper is to provide some evident results for this kind of representations. Assume
now that H1,H2 are two closed normal subgroups ofG1,G2 respectively such thatG1/H1 ≃G2/H2 under
a map γ with the graph Γ/(H1×H2). Suppose that all irreducible smooth representations of Gi , Hi are
admissible, for i = 1,2. Let (ρ,W ) be a smooth representation of Γ. Our main results are the following:
Theorem 0.1. Suppose that G1/H1 is an abelian discrete group .
(1) Suppose thatRHi (πi ),; for every πi ∈ Irr(Gi ), i = 1,2. If the representationRes
Γ
H1×H2
ρ of H1×H2
is a theta representation, then so is the representation c-IndG1×G2
Γ
ρ of G1×G2.
(2) If the representation c-IndG1×G2
Γ
ρ of G1 ×G2 is a theta representation of finite length, then
ResΓH1×H2 ρ satisfies the graph property. Moreover if for i = 1,2, assume (a) Ext
1
Gi
(πi ,πi ) = 0, for
any π1⊗π2 ∈RG1×G2(π), (b) Rep(Hi ) is locally noetherian, then Res
Γ
H1×H2
ρ is a theta representa-
tion of finite length.
Theorem 0.2. Suppose that Gi/Hi is a compact group, and assume the category Rep(Hi ) is locally noe-
therian, for i = 1,2.
(1) If the representation ResΓH1×H2 ρ of H1×H2 is a theta representation, then so is the representation
c-IndG1×G2
Γ
ρ of G1×G2.
(2) Suppose that LGi (Ind
Gi
Hi
σi ) , ;, for every σi ∈ Irr(Hi ), i = 1,2. If the representation c-Ind
G1×G2
Γ
ρ
of G1×G2 is a theta representation, then so is the representation ResΓH1×H2 ρ of H1×H2.
Now let δΓ\G1×G2 =
∆G1×G2
∆Γ
; let Ĥi resp. Ĝi denote the set of all equivalence classes of irreducible unitary
representations of Hi resp. Gi and Irru(Hi ) resp. Irru(Gi ) the set of all equivalence classes of irreducible
preunitary smooth representations of Hi resp. Gi . For each i assume (1) Gi , Hi are groups of type I, (2)
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Ĥi/Gi is countably separated, (3) For any ω ∈ Ĥi , the orbit {ωg | g ∈Gi } is countable, (4) For any ω ∈ Ĥi ,
the cardinality of {λ ∈ Ĝi |mHi (λ,ω), 0} is countable. Let (ρ,W ) be a smooth preunitary representation
of Γ. AssumeW is a second countable vector space, andGi , Hi all are second countable groups.
Theorem 0.3. (1) If ResΓH1×H2 ρ is a general theta representation of H1×H2 with respect to Irru(H1)×
Irru(H2), then so is the representation c-Ind
G1×G2
Γ
(δ1/2
Γ\(G1×G2)
⊗ρ) ofG1×G2 with respect to Irru(G1)×
Irru(G2).
(2) Suppose that mHi (λi ,ωi ) <+∞, for λi ∈ Irru(Gi ),ωi ∈ Irru(Hi ), i = 1,2. If c-Ind
G1×G2
Γ
(δ1/2
Γ\(G1×G2)
⊗
ρ) of G1 ×G2 is a general theta representation with respect to Irru(G1) × Irru(G2), then so is
ResΓ
H1×H2
ρ of H1×H2 with respect to Irru(H1)× Irru(H2).
Keep the notations, and consider the situation that Hi is not a normal subgroup of Gi . In this case,
set H =H1×H2,G =G1×G2. Let ∆= {s = (s1, s2) ∈G}, containing 1, be a complete set of representatives
for H \G/H . Assume ∆ is a countable set. For any s ∈∆, s , 1, assume: (1) Hs ∩H is a normal subgroup
of H , (2) H/(Hs ∩H) is not compact, (3) up to Hs ∩H-conjugacy there exists at least one and at most a
finite number of maximal open compact subgroups in H , (4) for eachmaximal open compact subgroup
Kof H , for each positive integer n, the set N (K )n = {K i | K i ⊳K , [K : K i ] = n} has finite cardinality. Let
(σ,U ) be a smooth representation of H , set π= c-IndGH σ. AssumeU is a second countable vector space,
andG , H both are second countable groups.
Proposition 0.4. AssumeG/H is compact.
(1) Assume that H is an open subgroup of G. If σ is a general theta representation of H, then so is the
representation π of G.
(2) Assume: (1) the category Rep(H) is locally noetherian, (2) for any open compact subgroup K1 of
H, assume ǫK1 ∗H (H)∗ ǫK1 is generated by ǫK1 and a finite number of ǫh ’s, (3) (σ,U ) is an ad-
missible preunitary representation of H. If σ is a general theta representation of H, then so is the
representation π of G.
To show those results, we use many fine results on representations of p-adic groups established in
Bernstein-Zelevinsky [7], Bushnell-Henniart [10], Casselman [12], Mackey [33], and we deem them as
our basic references. The proofs proceed by using theClifford-Mackey theory about the behaviour of the
restriction of irreducible representations of a locally profinite group to its certain invariant subgroups.
Indeed under our assumptions, we essentially only work with these irreducible representations of Gi ,
whose restrictions to Hi are semi-simple. With an application, we discuss in board generalities about
Howe correspondences for the similitude groups in the last section. It is a very difficult problem to give
the explicit correspondences and connect them with the related subjects. However one can see many
favorable and interesting research works in local and global cases, for examples Gan-Ichino[16], Harris-
Kudla- Sweet[23], Mao-Rallis[37].
1. PRELIMINARIES
1.1. Notation andConventions. We shall follow the notion and conventions of [7], [10], [12] on the sub-
ject of complex representations of locally profinite groups. In the whole text, locally profinite group will
be assumed σ-compact, meaning a union of countably many compact sets. Let (π,V ) be a representa-
tion of a locally profinite groupG . Call π smooth if the stabilizer of every vector in V is open, admissible
if its K -invariant subspace is finite-dimensional for any compact open subgroup K ofG . If H is a closed
subgroup ofG and (σ,W ) is a smooth representation ofH , we use the notions of induced representation:
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IndGH σ = { f :G −→W | (a) f (hg )= σ(h) f (g ), for h ∈ H ,g ∈G , (b) there is a compact open subgroup
K f ofG (depending on f ) such that f is right K f -invariant}
and compact induced representation:
c-IndGH σ = { f : G −→W | f satisfies the above conditions (a), (b), and also (c) that f is compactly
supported modulo H}. Let S(G), or C∞c (G) denote the space of locally constant functions with com-
pact support. Let S∗(G) denote the set of C-linear functions on S(G); such functions are called distri-
butions. The so-called Dirac distribution δg at a point g , is defined by 〈δg , f 〉 = f (g ), for all f ∈ S(G).
Recall that a left Haar measure µG of G acting on S(G) is defined by 〈µG , f 〉 :=
∫
G f (x)dµG (x), for
f (x) ∈ S(G). As is known that there is a unique character ∆G :G −→ R∗>0, called themodulus of G , such
that ∆G(g )
∫
G f (xg )dµG (x) =
∫
G f (x)dµG (x), for f (x) ∈ S(G). In particular, when ∆G ≡ 1G , G is called
unimodular.
S(G), when imposed the canonical convolution ∗ defined by f1 ∗ f2(x) =
∫
G f1(y) f2(y
−1x)dµG (y) for
f1, f2 ∈ S(G), will be called the Hecke algebra of G , denoted by H (G) from now on. For a compact open
subgroup K ofG , one kind of idempotent element ǫK in H (G) is defined by
ǫK (g )=
{
µG(K )−1 if g ∈K ,
0 otherwise.
We then write H (G ,K ) for the unit algebra ǫK ∗H (G) ∗ ǫK . Rep(G) will denote the category of all
smooth representations ofG , and Irr(G) will denote the set of equivalence classes of irreducible smooth
representations of G . If (σ,W ) ∈ Rep(G), let (σˇ,Wˇ ) denote its contragredient representation. If π ∈
Rep(G), we will let RG(π) =
{
ρ ∈ Irr(G) |HomG(π,ρ), 0
}
, LG(π) =
{
ρ ∈ Irr(G) |HomG (ρ,π), 0
}
, and de-
finemG(π,ρ)= dimCHomG(π,ρ). The symbol ρ ≺πmeans that ρ is a sub-representation of π.
In the whole paper, the representations will be assumed smooth unless otherwise stated.
1.2. Some results on representations. This section is devoted to recalling some well-known results in
[7], [10], [12] and proving some consequences for convenient use. We will let H be a closed subgroup of
a locally profinite groupG ,∆G (resp. ∆H ) themodulus ofG(resp. H). Fix an element (π,V ) ∈Rep(G), and
an element (ρ,W ) ∈Rep(H).
Lemma 1.1. (1) If H is an open subgroup of G, then ∆H =∆G |H .
(2) If H is a normal subgroup of G, and G/H is a unimodular group, then∆H =∆G |H .
Proof. 1) In the known exact sequence 0−→ S∗(G\H)−→ S∗(G)
i∗H
−→ S∗(H)−→ 0, themap i∗H sends a left
Haar measure µG ofG to that of H . For an element f ∈ S(H)⊂ S(G),h ∈H we have
∆G(h)
∫
H
f (xh)di∗H (µG)(x)=∆G (h)
∫
G
f (xh)dµG(x)=
∫
G
f (x)dµG (x)=
∫
H
f (x)di∗H (µG )(x),
so ∆G |H =∆H .
2) Let µH be a left Haar measure of H and µG/H a Haar measure of G/H . Then there is a well-defined
C-linear map:
− : S(G)−→ S(G/H); f 7−→
(
f (gH) :=
∫
H
f (gh)dµH (h)
)
.
Nowwe define an elementµG ∈ S∗(G) by 〈µG , f 〉 := 〈µG/H , f 〉 =
∫
G/H f (g )µG/H (g ), for all f ∈ S(G). Define
the left and right actions ofG on itself by ρG (g0)(g )= g0g and γG(g0)(g )= g g−10 respectively, and extend
them conventionally onto the sets S(G) and S∗(G). For g0 ∈G , f ∈ S(G), we then have
〈ρG(g0)µG , f 〉 = 〈µG ,ρG (g
−1
0 ) f 〉 = 〈µG/H ,ρG (g
−1
0 ) f 〉 = 〈µG/H ,ρG/H (g0
−1) f 〉 = 〈µG/H , f 〉 = 〈µG , f 〉.
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This implies that µG is a left Haar measure ofG . On the other hand, for h ∈H , we have
〈∆G (h)µG , f 〉 = 〈γG(h)µG , f 〉 = 〈µG ,γG(h
−1) f 〉 = 〈µG/H ,γG(h−1) f 〉 = 〈µG/H ,∆H (h) f 〉 =∆H (h)〈µG , f 〉,
which shows that∆G |H =∆H . 
Remark 1.2. Indeed by the general result on locally compact groups, if H is a normal subgroup of G, then
∆H =∆G |H .
Proof. The proof is more complicated than the above discussion, and one can see [26, pp. 205-206]. 
Remark 1.3. IfG is an abelian group, a simple group, or a union of compact groups, then it is unimodular.
Theorem 1.4 (Frobenius reciprocity). (1) HomG
(
π, IndGH ρ
)
≃HomH
(
ResG
H
π,ρ
)
.
(2) HomG
(
c-IndGH ρ, πˇ
)
≃HomH
(
∆H
∆G
ρ, (ResG
H
π)∨
)
.
Proof. See [7, pp. 23-24]. 
Lemma 1.5 ([7, p. 23]). (c-IndGH ρ)
∨ ≃ IndGH (
∆G
∆H
ρˇ).
Lemma 1.6. Let (π,V ) be an admissible smooth representation of G.
(1) If H is an open subgroup of G, then ResG
H
π is also admissible.
(2) Let H1 be a closed subgroup of G, and H1 ⊇H. If ResGH π is admissible, so is Res
G
H1
π.
(3) If H is a normal subgroup of G, then V H is an admissible smooth G
H
-module.
(4) Let K1 ⊳K2 be two two open compact subgroups of G, and assume RK2(Ind
K2
K1
1) = {(λi ,Ui ) ∈
Irr(K2/K1) | i = 1, · · · ,n}. Let V λi denote theλi -isotypic component ofResGK2π. ThenV
K1 =⊕n
i=1V
λi
as K1-modules.
Proof. Parts (1)(2) are straightforward. For (3), clearly V H is a smooth G/H-module. Note that the in-
verse image of any open compact subgroup K of G/H in G , denoted by K , is an open subgroup of G .
Let K1 be an open compact subgroup of K with the image K1 in G/H . Then (V H )K1 = V K1H ⊆ V K1 ; this
implies the part (3). In (4), V λi ≃ niUi , so each vector in V λi is K1-fixed, and V λi ⊆ V K1 . On the other
hand, by part (3), V K1 ≃
∑n
i=1miUi as
K2
K1
-modules, so V K1 ⊆⊕n
i=1V
λi . 
Lemma 1.7. Let σ≃⊕i∈Iσi be a smooth representation of G.
(1) ⊕i∈I σˇi ,→ σˇ ,→
∏
i∈I σˇi ;
(2) If σ is an admissible representation, then σˇ≃⊕i∈I σˇi .
Proof. 1) As is known that σ∗ ≃
∏
i∈I σ
∗
i
⊇⊕i∈Iσ
∗
i
. Considering their smooth parts, we get the result.
2) Each factor σi is also an admissible representation of G and there is a G-embedding ⊕i∈I σˇi ,→ σˇ.
Then by investigating their K -invariant parts, K being an open compact subgroup of G , we obtain the
result. 
Lemma 1.8. If ResG
H
π is an admissible smooth representation of H, then
(
ResG
H
π
)∨
≃ResG
H
πˇ.
Proof. One-side inclusion ResG
H
πˇ ,→ (ResG
H
π)∨ is clear. It is sufficient to show that [(ResG
H
V )∨)]K∩H be-
longs to ResG
H
Vˇ for any open compact subgroup K of G . By definition, the set [(ResG
H
V )∨)]K∩H con-
sists of the C-linear functions f : V K∩H ⊕V [K ∩H] −→ C such that f |V [K∩H] = 0, where V [K ∩H] ={∑
ci (π(gi )vi −vi ) | ci ∈C,vi ∈V ,gi ∈K ∩H
}
. Suppose now that V K∩H is linearly spanned by v1, · · · ,vn
in V ; let U0 be an open compact subgroup of ∩StabG(vi ) such that it contains K ∩H (for instance,
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U0 =∩i StabG(vi )∩K ). By [10, p. 15, Proposition], V =⊕σ∈Uˆ0V
σ, V σ being the σ-isotropic components
of V . Since V K∩H has finite dimension, there exist only finite σ1, · · · , σn , such that each V σi |K∩H con-
tains the trivial representation of K ∩H . Assume now thatV σi is spanned by elements v (i )1 , · · · ,v
(i )
ni in V .
LetU1 =∩i , j StabG(v
(i )
j
)∩U0, be an open subgroup ofG . Then f ∈
(
ResG
H
Vˇ
)U1 ⊆ResG
H
Vˇ . 
Corollary 1.9. If H, G are two groups satisfying any condition in Lemma 1.1 and ResG
H
π is an admissible
smooth representation of H, thenHomG
(
c-IndGH ρ,π
)
≃HomH
(
ρ,ResG
H
π
)
.
Lemma 1.10. Let (π1,V1) be a smooth representation of G, and f : V1 −→ V is a G-morphism. If the
inducedmap fˇ : πˇ−→ πˇ1 is an isomorphism, then π1 ≃π.
Proof. Applying the contragredient operator to the short exact sequence ofG-modules 0−→ ker( f )−→
V1 −→V shows that (ker( f ))∨ = 0. Since 0 = [(ker( f ))∨]K ≃ [ker( f )K ]∗, for any open compact subgroup
K ofG , and ker( f )=∪K (ker( f ))K , we obtain ker( f )= 0. Similarly, the coker( f ) is also zero. 
Lemma 1.11. Let G1 be a closed subgroup of G such that the canonical map e : H ∩G1 \G1 −→ H \G is
bijective. Then e is homeomorphic.1
Proof. The result can be deduced from [7, p. 7, Corollary] by considering the right action ofG1 on H \G
and by taking x0 = [H] ∈H \G there. 
Lemma 1.12. (1) Let K1, K2 be two compact subsets of G. Then K1 ⋉K2 = {xyx−1 | x ∈ K1, y ∈ K2} is
also a compact subset of G.
(2) Suppose now that
(a) K1, K2 both are compact subgroups of E, for an open compact subgroup E of G, and
(b) K2 is also an open subset of G.
Then K0 =∩k∈K1kK2k
−1 is an open subgroup of K2 as well as E.
Proof. 1) Let us consider the continuous map: G ×G −→ G ; (x, y) 7−→ xyx−1. Then K1 ⋉K2 is just the
image of the compact subset K1×K2.
2) Note that E\K0 = ∪k∈K1k(E\K2)k
−1. Since E\K2 is also a compact set, applying the above (1) shows
that E\K0 is also closed. So K0 is an open subgroup of E as well asG . 
Proposition 1.13. Let G1 be a closed subgroup of G such that the canonical map e : H1 \G1 −→ H \G is
homeomorphic, where H1 =H ∩G1. Then ResGG1
(
c-IndGH ρ
)
≃ c-IndG1
H1
(
ResHH1 ρ
)
.
Proof. Let K1 be an open compact subgroup of G1. Let Ω =
{
gi ∈G1
}
i∈I be a set of representatives for
H1 \G1/K1 as well as H \G/K1. For each g1 ∈Ω, we write K1
g−11
= g1K1g
−1
1 . By [7, p.22, Lemma], there
exists a bijection:
i : (c-IndG1
H1
ρ)K1 −→K1 =
{
f :Ω−→W | f (g1) ∈W
K1
g−11
∩H1
for g1 ∈Ω and the support of f is a finite set
}
.
Here, i is the restriction of functions fromG1 toΩ. On the other hand, for ϕ ∈ (c-Ind
G
HW )
K1, h ∈H , g1 ∈
Ω, k1 ∈ K1, we have ϕ(hg1k1) = ρ(h)ϕ(g1), and ϕ(g1) ∈W
K1
g−11
∩H1
by observing K1
g−11
∩H1 = K1
g−11
∩H .
Recall that supp(ϕ)⊆ HK for some compact set K of G . Note that the collection
{
H \Hg1K1 | g1 ∈Ω
}
is
an open cover of H \G , so it is clear that the compact set H \HK has finite subcover. In this way, we
verify thatϕ|Ω belongs to the above set K1.
1This result uses the σ-compact condition.
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Next, for f ∈ K1, we define a function ϕ f from G to W by ϕ f (g ) = ρ(h) f (g1) for g = hg1k1 with
h ∈ H ,g1 ∈ Ω,k1 ∈ K1. To show ϕ f belongs to (c-Ind
G
H ρ)
K1 it suffices to verify that ϕ f is K -invariant
for an open compact subgroup K of G . For then we can replace K1 by its subgroup and may assume
E0∩G1 ⊆K1 ⊆ E1∩G1 for some open compact subgroups E0 ⊆ E1 ofG . Suppose now that supp( f )∩Ω={
g1, · · · ,gm
}
and f (gi ) = vgi lies in W
K1
g−11
∩H1
. We may and do take open compact subgroups Fi of G
such that vgi ∈W
Fi
g−1
i
∩H
and Fi ⊆ E0. Suppose now that Hgi (Fi ∩G1)⊇ HgiLi , for some open compact
subgroups Li of Fi and G . Now we define a new open compact subgroup K of G by K := ∩mi=1Li , which
satisfiesHgiK ⊆HgiLi ⊆Hgi (Fi ∩G1). For k ∈K , when decomposed as k = g−1i higi li , for hi ∈ Fig−1
i
∩H ,
li ∈ Fi ∩G1 ⊆ E0∩G1 ⊆K1, we have
ϕ f (gik)=ϕ f (hi gi li )=ϕ f (hi gi )= ρ(hi ) f (gi )= ρ(hi )vgi =ϕ f (gi ).
We also need to discuss the other g ∈ Ω besides those gi . For this purpose let us consider a smaller
subgroupK0 ofK given byK0 =∩k1∈K1k
−1
1 Kk1. Note thatK , K1 both are subgroups of E1. By Lemma 1.12
(2), K0 is an open compact subgroup ofG satisfying K0K1 =K1K0. Then HgiK1 ⊆HgiK1K0 =HgiK0K1 ⊆
HgiLiK1 ⊆HgiK1, and HgiK1 =HgiK1K0.
For g0 ∈ Ω \
{
g1, · · · ,gm
}
, we have Hg0K1K0∩HgiK1K0 = ;, for i = 1, · · · ,m. Otherwise, for some i0,
Hg0K1K0∩Hgi0K1K0 ,;, contradicting to Hgi0K1K0 =Hgi0K1 and Hg0K1∩Hgi0K1 =;. Soϕ f (g0k0)=
0= ϕ f (g0), for k0 ∈ K0. All in all, we have ϕ f (hgk1k0)= ϕ f
(
hgk0(k−10 k1k0)
)
= ϕ f (hg ), for all g ∈Ω,k1 ∈
K1,k0 ∈K0.
By the above discussion, the canonical restriction from ResG
G1
(
c-IndGHW
)
to c-IndG1
H1
W given by f −→
f |G1 is bijective. This completes the proof. 
Corollary 1.14. Under the conditions of the above proposition, if G1 is an open subgroup of G, then
ResG
G1
(
IndGH ρ
)
≃ IndG1
H1
(
ResHH1 ρ
)
.
Proof. We follow the similar procedure as above, and keep the notations, but assume that K1 ={
f :Ω−→W | f (g1) ∈W
K1g1
∩H1
}
. Analogously, the canonical restriction from (IndGHW )
K1 to (IndG1
H1
W )K1
given by f −→ f |G1 is well-defined and injectivity. Note that now K1 is an open compact subgroup ofG .
In view of the proof, the surjectivity is also clear. 
We close this section by recording some consequences of [10, p.19, Lemma]. For (ρ,W ) ∈ Rep(H), we
write ρG = c-IndGH ρ. For any open compact subgroup K ofG , let ∆ be a complete set of representatives
for H \G/K . For s ∈∆, let Hs = s−1Hs, and set ρs(x)= ρ(sxs−1), for x ∈Hs ∩K .
Lemma 1.15. ResG
K
ρG ≃⊕s∈∆ c-Ind
K
Hs∩K
ρs .
Proof. For any s ∈ ∆, there exists a canonical K ∩ Hs-morphism c-Ind
G
H ρ −→ ρ
s ; f 7−→ f (s). So it
induces a K -morphism As : ρG −→ c-Ind
K
Hs∩K
ρs = IndKHs∩K ρ
s . Therefore we obtain a K -morphism
A = ⊕s∈∆As : ρG −→
∏
s∈∆ c-Ind
K
Hs∩K
ρs . Since for any f ∈ ρG , supp f ⊆ ∪n
i=1HsiK for certain si ∈ ∆,
the above mapping A factors through ⊕s∈∆ c-Ind
K
Hs∩K
ρs ,→
∏
s∈∆ c-Ind
K
Hs∩K
ρs . Hence we obtain A =
⊕s∈∆As : ρG −→⊕s∈∆ c-Ind
K
Hs∩K
ρs . We first show that A is injective. If A( f1)= A( f2), for f1, f2 ∈ ρG , then
As( fi )(k) = fi (sk), and f1(sk) = f2(sk) for any k ∈ K . So f1|HsK = f2|HsK for any s ∈ ∆, and f1 = f2. Sec-
ondly, assume
∑n
i=1 tsi ∈
∑n
i=1 c-Ind
K
Hsi ∩K
ρsi . Then there exist open compact subgroups Ksi of K such
that tsi is Ksi -invariant. We now define an element f :G −→W as follows: f |HsiK (hsik)= ρ(h)tsi (k), for
h ∈H ,k ∈K ; it is well-defined because for h1,h2 ∈H , k1,k2 ∈K , if h1sik1 = h2sik2, i.e. k1 = s−1i h
−1
1 h2sik2,
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we have ρ(h1)tsi (k1) = ρ(h1)tsi (s
−1
i
h−11 h2sik2) = ρ(h1)ρ
si (s−1
i
h−11 h2si )tsi (k2) = ρ(h2)tsi (k2). Clearly f is
∩n
i=1Ksi -invariant, and Asi ( f )= tsi . 
Lemma 1.16. Keep the notations. If ρ is admissible andG/H is compact, then ρG is also admissible.
Proof. Under the hypothesis, assume {s1, · · · , sm} is a complete set of representatives for H \G/K .
Clearly ρsi is also an admissible representation of Hsi , andmK∩Hsi (ρ
si ,C) = dim[ρsi ]K∩Hsi <∞. Hence
dim[ρG ]K =
∑m
i=1mK∩Hsi (ρ
si ,C)=
∑m
i=1dim[ρ
si ]K∩Hsi <∞. 
Assume now H , J are two open subgroups ofG . Let∆= {si ∈G}i∈I be a complete set of representatives
for H \G/J , and then {s−1 | s ∈ ∆} forms a complete set of representatives for J \G/H . For s ∈ ∆, let
Hs = s
−1Hs, and set ρs(x)= ρ(sxs−1), for x ∈Hs ∩ J .
Lemma 1.17. (1) There is an H-monomorphismW −→ c-IndGHW ;w 7−→ fw with the image, denoted
by W , where fw (1)=w, and supp fw ⊆H.
(2) ResG
J
ρG ≃⊕s∈∆ c-Ind
J
Hs∩J
ρs .
Proof. Part (1) is the result of [10, p.19, Lemma]. Nowc-IndGHW ≃⊕g∈[G/H]gW . LetWs be the vector space
generated by those gW , g ∈ J s−1H/H . Clearly Ws is J-stable, and Ws ≃ ⊕g∈[J/Hs∩J ]g s
−1
W . Therefore
Ws ≃ c-Ind
J
Hs∩J
s−1W , and ResG
J
ρG ≃⊕s∈∆ c-Ind
J
Hs∩J
ρs . 
Lemma 1.18. Keep the notations, and assume J = H, 1 ∈ ∆. For any s ∈ ∆, s , 1, if the index [H : Hs ∩
H] is infinite, thenHomG(c-Ind
G
H σ1,c-Ind
G
H σ2)≃HomH (σ1,σ2), for a finite dimensional representation
(σ1,W1) of H, and a smooth representation (σ2,W2) of H.
Proof. By Frobenius reciprocity(cf.[10, p.20, Proposition]), HomG (c-Ind
G
H σ1,c-Ind
G
H σ2)≃
HomH (σ1,c-Ind
G
H σ2) ≃ HomH (σ1,⊕s∈∆ c-Ind
H
Hs∩H
(σ2)s) ,→
∏
s∈∆HomH (σ1,c-Ind
H
Hs∩H
(σ2)s). Let
{e1,e2, · · · ,en} be a basis of W1. For 1 , s ∈ ∆, if 0 , A ∈ HomH (σ1,c-Ind
H
Hs∩H
(σ2)s), then
A(ei ) ∈ c-Ind
H
Hs∩H
(W2)s ≃⊕t∈Σs t (s
−1
W2), where Σs is a complete set of representatives for H/[Hs∩H]. So
there exists a finite natural numberm > 0, such that all A(ei ) ∈ ⊕mj=1t j (s
−1
W2), for some t j ∈ Σs . Denote
WJ =⊕
m
j=1t j (s
−1
W2); clearly A(W1)⊆WJ . Notice that for t ∈H , A(tei )= t A(ei ) ∈ tWJ .
Now assume 0, A(e1)=⊕mj=1c j t j s
−1w j , for c j ∈Cwith c j ′ , 0, and non-zero vectors w j ∈W2. Let t0 =
tm+1t
−1
j ′
. Then A(t0e1)= t0A(e1)=⊕ j, j ′c j t0t j s
−1w j ⊕c j ′ tm+1s
−1w j ′ . Note that for different j , t0t jHs∩H
belongs to different left Hs ∩H-cosets in H/Hs ∩H . Hence A(t0e1) ∉ WJ ; this makes a contradiction.
Therefore HomH (σ1,c-Ind
H
Hs∩H
(σ2)s)= 0, for any s ∈∆with s , 1, and the result follows. 
2. PROJECTIVE REPRESENTATIONS OF LOCALLY PROFINITE GROUPS
In this section, we shall give some basic results about smooth projective representations of locally
profinite groups. Our main references are [10], [13], [34].
2.1. Let G be a σ-compact, locally profinite group with an identity element 1G . Let XG denote the set
of all continuousmaps f :G −→C× such that f (1)= 1, and writeX (G) for the set of all characters ofG .
Definition 2.1. 2 A smooth α-projective representation (π,V ) of G is a map π : G −→ AutC(V ), for a
C-vector space V , such that
2WhenG is a finite group, the definition is compatible with the classical one.
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(1) π(g1)π(g2)= α(g1,g2)π(g1g2) for a (normalized) 2-cocycle α(−,−) in the continuous cohomology
H2(G ,C×)(cf. [1]);
(2) for each vector 0 , v ∈ V , there exist an open neighborhoodUv of 1G , and a continuous map χv :
Uv −→C
× satisfying π(g )v =χv (g )v, for all g ∈Uv .
Remark 2.2. (1) Let Kv be an open compact subgroup ofUv . Thenα(g1,g2)=χ−1v (g1g2)χv (g1)χv (g2),
for g1,g2 ∈Kv , i.e. the restriction of [α] to Kv is trivial.
(2) Under the above situation, πv : Kv −→ AutC(V );g 7−→ π(g )χ−1v (g ) is a honest representation of Kv .
Moreover, this representation is smooth.
Proof. Let us check the last statement of Part (2). For any 0,w ∈V , there is an open compact subgroup
Kw ⊆Kv , and a continuousmap χw :Kw −→C× such that (1)π(h)w =χw (h)w , for h ∈Kw ; (2)α(h1,h2)=
χ−1w (h1h2)χw (h1)χw (h2), for h1,h2 ∈Kw ; (3) πw :Kw −→AutC(V );h 7−→π(h)χ
−1
w (h) is a representation of
Kw . Note that χv |Kw differs from χw by a character χv,w of Kw , so the kernel of χv,w is an open subgroup
U of Kw . It follows that the stabilizer StabKv (w) of w in the representation (πv ,V ) of Kv contains that
U . 
Remark 2.3. If G is also a second-countable group, thenH2(K ,C×)= 0, for any compact subgroup K of G.
Proof. See [1, Theorem A]. 
A projectiveG-morphism between two smooth projective representations (π1,V1) and (π2,V2) ofG is
just a C-linear map F :V1 −→V2 such that
F (π1(g )v)=µ(g )π2(g )F (v) (2.1)
holds for all g ∈G , all v ∈ V1, and some µ ∈XG . Let Hom
µ
G
(π1,π2) or Hom
µ
G
(V1,V2) denote the C-linear
space of all those morphisms, and let HomXG
G
(V1,V2) or HomG (V1,V2) be the union of Hom
µ
G
(V1,V2) as
µ runs over all elements in XG . By observation, if every Vi , 0, then HomG (π1,π2) = 0, unless the two
2-cocycles related to (π1,V1) and (π2,V2) represent the same class in H2(G ,C×). We call (π1,V1) a pro-
jective sub-representation of (π2,V2) if there exists an injective morphism in HomG(V1,V2). If V1 , 0,
and (π1,V1) has no nonzero proper projective sub-representation, we call (π1,V1) irreducible. Two irre-
ducible smooth projective representations (π1,V1), (π2,V2) ofG are projectively equivalent, if there exists
a bijective C-linear map in HomG(π1,π2) (its inverse is also a projective G-morphism.). In particular,
when this bijective map lies in Hom1G(V1,V2), 1 being the trivial map in XG , we will say that (π1,V1),
(π2,V2) are linearly equivalent. For two projective representations (π1,V1), (π2,V2) of G , we can also de-
fine their inner product projective representation (π1⊗π2,V1⊗V2) ofG .
Lemma 2.4 (Schur’s Lemma). Let (π1,V1), (π2,V2) be two projectively equivalent irreducible projective
representations of G. Then:
(1) dimHomµ
G
(V1,V2)≤ 1, for every µ ∈XG ;
(2) There exists certain µ0 ∈XG , such that dimHom
µ0
G
(V1,V2)= 1;
(3) If dimHomµ0
G
(V1,V2)= dimHom
µ1
G
(V1,V2)= 1, then µ1 =µ0χ, for some χ ∈X (G).
Proof. First there exists at least a non-zero bijective G-morphism ϕ ∈ Homµ0
G
(π1,π2), for certain µ0 ∈
XG , and ϕ−1 ◦φ ∈ Hom1G(V1,V1), for any φ ∈ Hom
µ0
G
(π1,π2). Next, similar to the proof of the standard
Schur’s Lemma (e.g. [10, p. 21]), we can assert that dimHom1G (V1,V1) = 1, so the second result follows.
If 0,ψ ∈Homµ
G
(V1,V2), for some µ ∈XG . By the irreducible property,ψ is a bijectiveG-morphism, and
dimHomµ
G
(V1,V2) = 1 as shown above. For (3), assume the normalized 2-cocycle attached to (π1,V1) is
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α(−,−). Let 0 , φ ∈Homµ1
G
(V1,V2),0,ϕ ∈Hom
µ0
G
(V1,V2), and g1,g2 ∈G , 0 , v ∈V1. Set µ−10 µ1 = χ ∈XG ,
and F =ϕ−1 ◦φ. Then
χ(g1g2)α(g1,g2)
−1π1(g1)π1(g2)F (v)= F
(
π1(g1g2)v
)
= F
(
α(g1,g2)
−1π1(g1)π1(g2)v
)
=α(g1,g2)
−1χ(g1)χ(g2)π1(g1)π1(g2)F (v),
so χ(g1g2)=χ(g1)χ(g2). 
Corollary 2.5. For any irreducible ordinary representation (π,V ) of G, let O (π) = {χ ∈X (G) | π⊗χ ≃ π};
then the set EndXG
G
(π)=∪χ∈O (π)Cχ, each Cχ =C.
Let H be a closed subgroup of G , and let (σ,W ) be a smooth ω-projective representations of H , at-
tached to a normalized 2-cocycle ω(−,−) ∈H2(H ,C×). Assume thatΩ(−,−) is a normalized 2-cocycle in
H2(G ,C×) extending ω(−,−). Now let X be a linear space consisting of all functions f : G −→W such
that (a) f (hg )=Ω−1(h,g )σ(h) f (g ), for h ∈ H ,g ∈G , (b) there is a compact open subgroup K f of G , and
a continuous function χ from K f to C×, satisfying f (xg ) = Ω−1(x,g )χ(g ) f (x) for g ∈ K f ,x ∈ G . Then
we define a homomorphism Σ : G −→ AutC(X ) by [Σ(g ) f ](x) =Ω(x,g ) f (xg )) for g ,x ∈ G , f ∈ X . Then
Σ(gkg−1)[Σ(g ) f ](x) = [Ω(gkg−1,g )Ω(g ,k)−1χ(k)](Σ(g ) f )(x), for k ∈ K f , so Σ(g ) f ∈ X . It can be also
checked that Σ(g1)Σ(g2) = Ω(g1,g2)Σ(g1g2) for g1,g2 ∈ G . Hence the pair (Σ,X ) provides a projective
representation, called projective induced representation ofG from σ, and it is denoted IndG ,Ω
H ,ωσ. We also
consider the space Xc which consists of all functions f ∈ X such that f is compactly supported mod-
ulo H . Then the space Xc isG-stable, and it provides a projective representation ofG , called projective
induced representation with compact supports, denoted by c-IndG ,Ω
H ,ωσ.
Assume now that (π,V ) is a smooth projective representation of G , attached to the above 2-cocycle
Ω(−,−). Then the restriction of (π,V ) to H is also a smooth projective representation, and it is denoted
by ResG ,Ω
H ,ωπ or Res
G
H
π. For χ ∈XG , let us define Ωχ(g1,g2) =Ω(g1,g2)χ(g1)−1χ(g2)−1χ(g1g2), for gi ∈G ,
and let (πχ,Vχ =V ) be aΩχ-projective representation ofG , defined by g −→π(g )χ(g )−1, for g ∈G .
Theorem 2.6 (Frobenius reciprocity). Homχ
G
(
π, IndG ,Ω
H ,ωσ
)
≃Homχ
H
(
ResG ,Ω
H ,ωπ,σ
)
, for χ ∈X (G)⊆X (H).
Proof. We follow the proof in [10, p.18]. Firstly there is a canonical H-morphism ασ : Ind
G ,Ω
H ,ωσ −→
W ; f 7−→ f (1). We then get a canonical map from Homχ
G
(
π, IndG ,Ω
H ,ωσ
)
to Homχ
H
(
ResG ,Ω
H ,ωπ,σ
)
defined
by φ 7−→ ασ ◦φ. On the other hand, if f : V −→ W is an H-morphism in Hom
χ
H
(
ResG ,Ω
H ,ωπ,σ
)
, then
we can define βπ( f ) : V −→ Ind
G ,Ω
H ,ωW as [βπ( f )v ](g ) = χ(g )
−1 f (π(g )v), for v ∈ V ; it is well-defined be-
cause [βπ( f )v ](hg ) = χ(hg )−1 f (π(hg )v) = Ω−1(h,g )σ(h)χ(g )−1 f (π(g )v) = Ω−1(h,g )σ(h)[βπ( f )v ](g ) =
[Σ(h)βπ( f )v ](g ), for h ∈H , g ∈G . Moreover, for g ,g1 ∈G , we have
βπ( f )π(g )v (g1)=χ(g1)
−1 f (π(g1)π(g )v)=Ω(g1,g )χ(g )βπ( f )v (g1g )=χ(g )Σ(g )βπ( f )v (g1);
this implies that βπ( f )π(g )v =χ(g )Σ(g )βπ( f )v . Hence βπ( f ) ∈Hom
χ
G
(
π, IndG ,Ω
H ,ωσ
)
, and it can be checked
that βπ is an inverse morphism of ασ. 
Corollary 2.7. Homχ
G
(
π, Ind
G ,Ωχ
H ,ωχ
σχ
)
≃Homχ
H
(
ResG ,Ω
H ,ωπ,σχ
)
, for the general χ ∈XG ⊆XH .
Proof. Let ιχ ∈ Hom
χ
G
(π,πχ) simply defined by v −→ v , for v ∈ V . Then Hom1G (πχ, Ind
G ,Ωχ
H ,ωχ
σχ) ≃
Homχ
G
(
π, Ind
G ,Ωχ
H ,ωχ
σχ
)
;φ−→φ◦ιχ, Hom1H
(
Res
G ,Ωχ
H ,ωχ
πχ,σχ
)
≃Homχ
H
(
ResG ,Ω
H ,ωπ,σχ
)
. By the above theorem,
we get the result. 
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2.2. For a compact open subgroup K of G , we let XK denote the set of all continuous maps f : K −→
C
× such that f (1K ) = 1, and for χ ∈ XK , let V K ,χ =
{
v ∈V |π(g )v =χ(g )v for all g ∈K
}
. Note that V =
∪K ∪χ∈XK V
K ,χ as K runs over all open compact subgroups of G . Let V [K ,χ] denote the linear space
spanned by π(k)v −χ(k)v for v ∈V ,k ∈K . Then the following result comes from Remark 2.2:
Corollary 2.8. If V K ,χ , 0, for an open compact subgroup K of G,χ ∈XK , then
(1) there is a smooth representation (πχ,V ) of K , defined by k 7−→π(k)χ−1(k) for k ∈K ,
(2) V K ,χ is just the K -invariant part of the above (πχ,V ),
(3) V [K ,χ]=
{∑
i πχ(ki )vi −vi | ki ∈K ,vi ∈V
}
.
The following result is analogue of Corollary 2 in [10, p.16].
Lemma 2.9. Let (π,V ) be a smooth projective representation of G. Then V =V K ,χ⊕V [K ,χ].
Proof. Assume V , 0. If V K ,χ , 0, the result arises from Corollary 2.8, and [10, p.16, Corollary 2 ]. If
V K ,χ = 0, we take a non-zero v ∈ V , such that v ∈ V Kv ,χv for some open compact subgroup Kv ⊆ K and
χv ∈XKv . If there exists an element g ∈ Kv such that χv (g )−χ(g ) =
1
c
for some c ∈ C×, then π(g )(cv)−
χ(g )(cv)= (χv (g )−χ(g ))(cv)= v ∈V [K ,χ]. Otherwiseχv =χ|Kv . By Lemma 1.12, wemay and do assume
thatKv is a normal subgroupofK , so thatK /Kv is a finite group. Then (π|K ,V ) is projectively isomorphic
to another projective representation (πχ,V ) of K , defined by k 7−→π(k)χ(k)−1, for k ∈K . Moreover πχ|Kv
is a honest representation, whose Kv-invariant part induces a projective representation of K /Kv ; let us
denote it by (σv ,V Kv ). Let (σv ,W ) be an irreducible constituent of (σv,V Kv ) containing v . By hypothesis,
W is spanned by thoseπχ(gi )vi−vi for gi ∈K , vi ∈W because
{∑
πχ(gi )vi −vi
}
is nonzero andK -stable.
This proves the last case. 
Keep the notations. On the linear dual space V ∗ of V , we define an action of G by the relation
〈π∗(g )v∗,π(g )v〉 = 〈v∗,v〉, for g ∈ G , v ∈ V , v∗ ∈ Vˇ . Denote by Vˇ = ∪K ∪χ∈XK (V
∗)K ,χ as K runs over
all open compact subgroups of G , and χ ∈ XK . Then the above action of G on the subspace Vˇ of V ∗
shall give a smooth projective representation of G , called the contragredient projective representation
of (π,V ), denoted by (πˇ,Vˇ ) from now on. One says that (π,V ) is admissible if the space V K ,χ is finite-
dimensional for any open compact subgroup K of G , and any χ ∈XK . In this situation, by Lemma 2.9
we have
Lemma 2.10. (1) Vˇ K ,χ
−1
≃ (V K ,χ)∗.
(2) (π,V ) is linearly equivalent to ( ˇˇπ, ˇˇV ).
Proof. 1) Vˇ K ,χ
−1
consists of the elements f :V −→C subject to the condition that f (π(k−1)v−χ(k−1)v)=
0, for all k ∈K , and v ∈V , i.e. f |V [K ,χ] = 0, so f ∈ (V K ,χ)∗ by Lemma 2.9.
2) There is a canonical a projective G-morphism in Hom1G
(
V , ˇˇV
)
defined as ι : V −→ ˇˇV ;v 7−→ (vˇ 7−→
〈vˇ ,v〉). And it maps V K ,χ bijectively to
(
Vˇ K ,χ
−1)∗
≃ (V K ,χ)∗∗ ≃ ˇˇV K ,χ. 
Let us also present some results on projective representations for later use, analogue of the results in
[10, Chapter 1].
Lemma2.11. Let (π1,V1), (π2,V2) be two smooth projective representations of G. Then there is a bijection
betweenHomG(π1, πˇ2) andHomG (π1⊗π2,C) by sendingHom
µ
G
(π1, πˇ2) toHom
µ
G
(π1⊗π2,C), for µ ∈XG .
Proof. If the associated classes of (π1,V1) and (πˇ2,Vˇ2) are not the same, then both sides vanish. Other-
wise the bijection f ←→ g is well determined by 〈 f (v1),v2〉 = g (v1⊗v2) for v1 ∈V1,v2 ∈V2. 
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Corollary 2.12. (1) Homµ
G
(π1, πˇ2)≃Hom
µ
G
(π2, πˇ1);
(2) If (π2,V2) is admissible, thenHom
µ
G
(π1,π2)≃Hom
µ
G
(π1⊗ πˇ2,C).
Keep the notations of Corollary 2.7. Recall the notations: Ωχ(−,−), (σχ,Wχ).
Lemma 2.13. There exists a projective isomorphism αχ ∈ Hom
χ
G
(
IndG ,Ω
H ,ωσ, Ind
G ,Ωχ
H ,ωχ
σχ
)
, defined by
f (g )−→ f (g )χ−1(g ). Moreoverαχ sends c-Ind
G ,Ω
H ,ωσ onto c-Ind
G ,Ωχ
H ,ωχ
σχ.
Proof. For f ∈ IndG ,Ω
H ,ωW , h ∈ H , g ∈ G , αχ( f )(hg ) = f (hg )χ
−1(hg ) = Ω−1(h,g )[σ(h) f ](g )χ−1(hg ) =
Ω
−1
χ (h,g )χ
−1(g )[σχ(h) f ](g )=Ω−1χ (h,g )σχ(h)[αχ( f )](g ), so αχ( f ) ∈ Ind
G ,Ωχ
H ,ωχ
σχ.
Set Σ = IndG ,Ω
H ,ωσ, Σχ = Ind
G ,Ωχ
H ,ωχ
σχ. Then for g ,g1 ∈ G , αχ[Σ(g1) f ](g ) = f (g g1)Ω(g ,g1)χ−1(g ) =
αχ( f )(g g1)Ωχ(g ,g1)χ(g1) = χ(g1)Σχ(g1)[αχ( f )](g ), so αχ is well-defined. Clearly αχ is a bijective map,
and the last assertion also holds. 
Let K be an open compact subgroup ofG , and let ∆ be a complete set of representatives for H \G/K .
For s ∈ ∆, let Ks−1 = sK s
−1, λχ,s(h) = Ω−1χ (s, s
−1h)Ωχ(s−1h, s), for h ∈ H . Let K = { f : ∆ −→Wχ | f (s) ∈
W
H∩Ks−1 ,λχ,s
χ }, and Kc = { f ∈K | supp f is a finite set }.
Lemma2.14. Assume [Ind
G ,Ωχ
H ,ωχ
σχ]K ,1 , 0. Then there exists a bijection resK : [Ind
G ,Ωχ
H ,ωχ
σχ]K ,1 −→K ; f 7−→
f |∆, which sends [c-Ind
G ,Ωχ
H ,ωχ
σχ]K ,1 onto Kc .
Proof. For any 0, f ∈ [Ind
G ,Ωχ
H ,ωχ
σχ]K ,1, s ∈∆, and h ∈H ∩ sK s−1, we have
σχ(h) f (s)Ω
−1
χ (h, s)= f (hs)= f (s · s
−1hs)=Ω−1χ (s, s
−1hs) f (s) (2.2)
Note that Ωχ(h, s)Ω−1χ (s, s
−1hs) = Ω−1χ (s, s
−1h)Ωχ(s−1h, s) = λχ,s (h). Hence f (s) ∈W
H∩sK s−1 ,λχ,s
χ . Con-
versely for any f ∈ K , we can extend it to a function F : G −→ Wχ in the following way: for h ∈
H , s ∈ ∆,k ∈ K , F |HsK (hsk) =Ω−1χ (h, sk)Ω
−1
χ (s,k)σχ(h) f (s). Clearly F |∆ = f . So it reduces to check that
F (−) ∈ [Ind
G ,Ωχ
H ,ωχ
σχ]K ,1. By Remark 2.2,Ωχ(k,k1)= 1, for k,k1 ∈K . For h,h1 ∈H , k,k1 ∈K ,
F (h1hsk)=Ω
−1
χ (h1h, sk)Ω
−1
χ (s,k)σχ(h1)σχ(h)Ω
−1
χ (h1,h) f (s) (2.3)
=Ω−1χ (h1,hsk)σχ(h1)F (hsk) (2.4)
and
F (hskk1)=Ω
−1
χ (h, skk1)Ω
−1
χ (s,kk1)σχ(h) f (s) (2.5)
=Ω−1χ (hsk,k1)Ω
−1
χ (h, sk)Ωχ(sk,k1)Ω
−1
χ (s,kk1)σχ(h) f (s) (2.6)
=Ω−1χ (hsk,k1)Ω
−1
χ (h, sk)Ω
−1
χ (s,k)σχ(h) f (s) (2.7)
=Ω−1χ (hsk,k1)F (hsk). (2.8)
If h1sk1 = hsk, then h−1h1 = skk−11 s
−1 ∈ H ∩ sK s−1, so by (2.2), F (h−1h1s)= F (skk1), and then by (2.3)-
(2.4),
F (h1s)= F (hh
−1h1s)=Ω
−1
χ (h,h
−1h1s)σχ(h)F (h
−1h1s)
=Ω
−1
χ (h, skk
−1
1 )σχ(h)F (skk
−1
1 )= F (hskk
−1
1 ),
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and then by (2.5)-(2.8),
F (h1sk1)=Ω
−1
χ (h1s,k1)F (h1s)=Ω
−1
χ (hskk
−1
1 ,k1)F (hskk
−1
1 )= F (hsk).

Let us go back to (Σ, IndG ,Ω
H ,ωW ). Let λs(h) =Ω
−1(s, s−1h)Ω(s−1h, s)χ(s−1hs), for h ∈ H . Let K χ = { f :
∆−→W | f (s)∈W H∩Ks−1 ,λs }, and K χc = { f ∈K
χ | supp f is a finite set }.
Lemma 2.15. Assume [IndG ,Ω
H ,ωσ]
K ,χ
, 0. Then there exists a bijection resK ,χ : [Ind
G ,Ω
H ,ωσ]
K ,χ −→K χ; f 7−→
f |∆, which sends [c-Ind
G ,Ω
H ,ωσ]
K ,χ onto K
χ
c .
Proof. For v ∈ [IndG ,Ω
H ,ωσ]
K ,χ, k ∈ K , by Lemma 2.13, αχ(v)χ(k)=αχ(Σ(k)v)=Σχ(k)αχ(v)χ(k), so αχ(v) ∈
[Ind
G ,Ωχ
H ,ωχ
σχ]K ,1. For s ∈∆, andh ∈H∩sK s−1, we haveσχ(h)[αχ(v)(s)]=λχ,s (h)[αχ(v)(s)]. By calculation,
we obtain
χ−1(h)σ(h)v(s)χ−1(s)=χ−1(s)v(s)Ω−1(s, s−1h)Ω(s−1h, s)χ−1(h)χ(s−1hs).
Hence σ(h)v(s) = v(s)Ω−1(s, s−1h)Ω(s−1h, s)χ(s−1hs) = λs(h)v(s), and v(s) ∈W H∩sK s
−1 ,λs . The results
then hold. 
Recall that δH\G =
∆G
∆H
, and νH\G is a positive semi-invariantmeasure on H \G . The following result is
just the projective version of the duality theorem in [10, p.32 ], and we shall follow that proof.
Lemma 2.16. [c-IndG ,Ω
−1
H ,ω−1
(δH\G ⊗ σˇ)]∨ ≃ Ind
G ,Ω
H ,ωσ.
Proof. 1) For Φ ∈ IndG ,Ω
H ,ωW ,φ ∈ c-Ind
G ,Ω−1
H ,ω−1
(δH\G ⊗ Wˇ ), the function g −→ f (g ) = 〈Φ(g ),φ(g )〉 lies in
C∞c (H \G ,δH\G ). So there exists aG-invariant pairing
P : IndG ,Ω
H ,ωW ×c-Ind
G ,Ω−1
H ,ω−1
(δH\G ⊗Wˇ )−→C; (Φ,φ) 7−→
∫
H\G
〈Φ(g ),φ(g )〉dνH\G(g˙ )
which defines a map P ∈ HomG(Ind
G ,Ω
H ,ωW ⊗ c-Ind
G ,Ω−1
H ,ω−1
(δH\G ⊗ Wˇ ),C); by Lemma 2.11, the map P will
induce a linearG-morphism ι : IndG ,Ω
H ,ωW −→ [c-Ind
G ,Ω−1
H ,ω−1
(δH\G ⊗Wˇ )]∨.
2) Assume now {[c-IndG ,Ω
−1
H ,ω−1
(δH\G ⊗ Wˇ )]∨}K ,χ ≃ {[c-Ind
G ,Ω−1
H ,ω−1
(δH\G ⊗Wˇ )]K ,χ
−1
}∗ , 0. As a consequence,
Ωχ(k1,k2)= 1, for ki ∈K . In this situation, the result of Lemma 2.15 also holds, i.e. there exists a bijection
from [IndG ,Ω
H ,ωσ]
K ,χ to K χ. For each s ∈∆, let W χs denote a basis of the spaceW
H∩Ks−1 ,λs . Then for each
w ∈ W
χ
s , there exists a unique function fs,w ∈ [Ind
G ,Ω
H ,ωσ]
K ,χ such that fs,w (s)= w , and supp fs,w = HsK .
Moreover those fs,w ’s form a basis of [Ind
G ,Ω
H ,ωσ]
K ,χ|HsK . Notice that [W
H∩K
s−1 ,λs ]∗ ≃ [δH\G⊗σˇ]
H∩K
s−1 ,λ
−1
s .
We now let Wˇ χs denote a basis of [W
H∩Ks−1 ,λs ]∗. Similarly, for each wˇ ∈ Wˇ χs , there exists a unique
function fs,wˇ ∈
(
c-IndG ,Ω
−1
H ,ω−1
(δH\G ⊗ Wˇ )
)K ,χ−1 such that fs,wˇ (s) = wˇ , and supp fs,wˇ = HsK . Then for
s1, s2 ∈∆, P ( fs1,w , fs2,wˇ )=
{
νH\G (Hs1K ) if Hs1K =Hs2K ,
0 otherwise.
Here νH\G (Hs1K )> 0, so [Ind
G ,Ω
H ,ωW ]
K ,χ −→
{[c-IndG ,Ω
−1
H ,ω−1
(δH\G ⊗Wˇ )]∨}K ,χ is bijective, and ι is surjective. If assume [Ind
G ,Ω
H ,ωσ]
K ,χ
, 0, the above proof
also shows that ι is injective. 
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Lemma 2.17. Let (σ,W ) be a ω−1-projective representation of H, (π,V ) a Ω-projective representation of
G. ThenHomχ
G
(
c-Ind
G ,Ω−1
χ−1
H ,ω−1
χ−1
σχ−1 , πˇ
)
≃Homχ
H
(
δ−1H\G ⊗σχ−1 , (Res
G ,Ω
H ,ωπ)
∨
)
, for χ ∈XG ⊆XH .
Proof. By Corollaries 2.7, 2.12, Lemma 2.16,
Homχ
G
(
c-Ind
G ,Ω−1
χ−1
H ,ω−1
χ−1
σχ−1 , πˇ
)
≃Homχ
G
(
π, [c-Ind
G ,Ω−1
χ−1
H ,ω−1
χ−1
σχ−1]
∨
)
≃Homχ
G
(
π, Ind
G ,Ωχ
H ,ωχ
(δH\G ⊗ (σˇ)χ)
)
≃Homχ
H
(
ResG ,Ω
H ,ωπ,δH\G ⊗ (σˇ)χ
)
≃Homχ
H
(
δ−1H\G ⊗σχ−1 , (Res
G ,Ω
H ,ωπ)
∨
)

For s ∈ ∆, let Hs = s−1Hs, and set σs(k) = σ(sks−1), for k ∈ Hs ∩ K . Let us also define
a continuous function χs : g ∈ G −→ Ω(g s−1, s)Ω−1(s,g s−1),
3 and two 2-cocycles Ωχs (g1,g2) =
Ω(g1,g2)χ−1s (g1)χ
−1
s (g1)χs (g1g2),Ω
s(g1,g2)=Ω(sg1s−1, sg2s−1) for g1,g2 ∈G . Recall Σc = c-Ind
G ,Ω
H ,ωσ.
Lemma 2.18. Ωs(g1,g2)=Ωχ−1s (g1,g2), and [Ω
s ]χs (g1,g2)=Ω(g1,g2), for g1,g2 ∈G.
Proof. The first statement is just the result of Lemma 4.2 in [34]. The second assertion is another way to
write this result. 
Lemma 2.19. ResG
K
[c-IndG ,Ω
H ,ωσ] ≃ ⊕s∈∆ c-Ind
K ,[Ωs ]χs
Hs∩K ,[ωs ]χs
[σs]χs ≃ ⊕s∈∆ c-Ind
K ,Ω
Hs∩K ,ω
[σs ]χs , linear isomor-
phisms.
Proof. 1) For any s ∈ ∆, there exists a canonical χ−1s -projective K ∩ Hs-morphism
c-IndG ,Ω
H ,ωσ −→ σ
s ; f 7−→ f (s), because for k ∈ K ∩ Hs , [Σc (k) f ](s) = f (sk)Ω(s,k) =
f (sks−1s)Ω(s,k) = σ(sks−1) f (s)Ω−1(sks−1, s)Ω(s,k) = σs(k) f (s)Ω−1(ks−1, s)Ω(s,ks−1) =
σs(k) f (s)χ−1s (k). By Frobenius reciprocity (Corollary 2.7), it induces a χ
−1
s -projective K -
morphism As : c-Ind
G ,Ω
H ,ωσ −→ c-Ind
K ,Ωs
Hs∩K ,ωs
σs = IndK ,Ω
s
Hs∩K ,ωs
σs . Applying the result of
Lemma 2.13, we obtain a morphism αχs ∈ Hom
χs
K
(
c-IndK ,Ω
s
Hs∩K ,ωs
σs ,c-Ind
K ,[Ωs ]χs
Hs∩K ,[ωs ]χs
[σs ]χs
)
.
Then αχs ◦ As ∈ Hom
1
K
(
c-IndG ,Ω
H ,ωσ,c-Ind
K ,[Ωs ]χs
Hs∩K ,[ωs ]χs
[σs]χs
)
. Therefore we obtain a linear K -
morphism α ◦ A = ⊕s∈∆αχs ◦ As : c-Ind
G ,Ω
H ,ωσ −→
∏
s∈∆ c-Ind
K ,[Ωs ]χs
Hs∩K ,[ωs ]χs
[σs ]χs . Since for any
f ∈ c-IndG ,Ω
H ,ωσ, supp f ⊆ ∪
n
i=1HsiK for certain si ∈ ∆, the above mapping A factors through
⊕s∈∆ c-Ind
K ,[Ωs ]χs
Hs∩K ,[ωs ]χs
[σs ]χs ,→
∏
s∈∆ c-Ind
K ,[Ωs ]χs
Hs∩K ,[ωs ]χs
[σs]χs . Hence we obtain α ◦ A = ⊕s∈∆αχs ◦ As :
c-IndG ,Ω
H ,ωσ−→⊕s∈∆ c-Ind
K ,[Ωs ]χs
Hs∩K ,[ωs ]χs
[σs]χs ≃⊕s∈∆ c-Ind
K ,Ω
Hs∩K ,ω
[σs]χs .
2) We first show that α ◦ A is injective. If α ◦ A( f1) = α ◦ A( f2), for f1, f2 ∈ c-Ind
G ,Ω
H ,ωσ, then As( f1) =
As( f2). More precisely As( fi )(k) = Ω(s,k)χs(k) fi (sk), and f1(sk) = f2(sk) for any k ∈ K . So f1|HsK =
f2|HsK for any s ∈ ∆, and f1 = f2. Secondly, assume
∑n
i=1 tsi ∈
∑n
i=1 c-Ind
K ,Ωsi
Hs∩K ,ωsi
σsi . Then there exist
open compact subgroups Ksi of K such that tsi is (Ksi ,ξsi )-invariant. We now define an element f :
3Here the χs is just the function g−1s given byMackey in [34, p.276, Lemma 4.2]. Indeed, from the proof of the next lemma
2.19, we can see that Mackey’s lemma a priori need hold.
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G −→ W as follows: f |HsiK (hsik) = σ(h)Ω
−1(h, sik)Ω−1(si ,k)χ−1si (k)tsi (k), for h ∈ H ,k ∈ K ; it is well-
defined because for h1,h2 ∈H , k1,k2 ∈K , if h1sik1 = h2sik2, i.e. k1 = s−1i h
−1
1 h2sik2, we have
f |HsiK (h1sik1)
=σ(h1)Ω
−1(h1, sik1)Ω
−1(si ,k1)χ
−1
si
(k1)tsi (k1)
=Ω−1(h1, sik1)Ω
−1(si ,k1)χ
−1
si
(k1)σ(h1)tsi (s
−1
i h
−1
1 h2sik2)
=Ω−1(h1, sik1)Ω
−1(si ,k1)χ
−1
si
(k1)Ω
si (s−1i h
−1
1 h2si ,k2)
−1σ(h1)σ
si (s−1i h
−1
1 h2si )tsi (k2)
=Ω−1(h1, sik1)Ω
−1(si ,k1)χ
−1
si
(k1)Ω
si (s−1i h
−1
1 h2si ,k2)
−1σ(h1)σ(h
−1
1 h2)tsi (k2)
= [?]σ(h2)tsi (k2),
where [?] =Ω−1(h2, sik2)Ω−1(si ,k2)χ−1si (k2) by the next lemma. Now let K f = ∩
n
i=1Ksi . Then two ξsi |K f ,
ξs j |K f will differ by a character of K f ; this character will be trivial on some open compact subgroup
Ki j of K f . Therefore ξsi |Ki j = ξs j |Ki j , and f is (∩i jKi j ,ξi )-invariant. Clearly Asi ( f ) = tsi . The proof is
completed. 
Lemma 2.20. The above [?]=Ω−1(h2, sik2)Ω−1(si ,k2)χ−1si (k2).
Proof.
[?]=Ω−1(h1, sik1)Ω
−1(si ,k1)χ
−1
si
(k1)Ω
si (s−1i h
−1
1 h2si ,k2)
−1
Ω(h1,h
−1
1 h2)
=Ω−1(h1,h
−1
1 h2sik2)Ω(h1,h
−1
1 h2)Ω(si ,k1)
−1
Ω
si (k1k
−1
2 ,k2)
−1χ−1si (k1)
=Ω−1(h2, sik2)Ω(h
−1
1 h2, sik2)Ω
si (k1k
−1
2 ,k2)
−1
Ω(si ,k1)
−1χ−1si (k1)
=Ω−1(h2, sik2)Ω
si (k1k
−1
2 ,k2si )Ω
si (k1k
−1
2 ,k2)
−1
Ω(si ,k1)
−1χ−1si (k1)
=Ω
−1(h2, sik2)Ω
si (k2, si )
−1
Ω
si (k1, si )Ω(si ,k1)
−1χ−1si (k1)
=Ω−1(h2, sik2)Ω
si (k2, si )
−1
Ω(sik1s
−1
i , si )Ω(si ,k1)
−1
Ω
−1(k1s
−1
i , si )Ω(si ,k1s
−1
i )
=Ω−1(h2, sik2)Ω
si (k2, si )
−1
=Ω−1(h2, sik2)Ω
−1(si ,k2)χ
−1
si
(k2)

2.3. Connection with covering groups. Let F be a non-archimedean local field with finite residue field,
µF the group of roots of unit in F (a cyclic group of finite order). Let G be a split, simple, simply-
connected algebraic group over F . Denote by G = G(F ) the F -points of G. By the works of [14] [38]
[41], for any 2-cocycle α(−,−) in the continuous cohomology H2(G(F ),C×), there exists a Steinberg co-
cycle b(−,−) ∈H2(G(F ),µF ), and λ ∈Hom(µF ,C×), such that [α]= [λ◦b] ∈H2(G(F ),C×). To the 2-cocyle
b(−,−), is associated a central extension of G(F ) by µF , expounded as
0−→µF −→G(F )−→G(F )−→ 1.
The extension group G(F ) is also locally profinite, and one can think of the group law being given by
[g , t ] · [g ′, t ′]= [g g ′,b(g ,g ′)t t ′], g ,g ′ ∈G(F ), t , t ′ ∈µF .
Now let (π,V ) be a smooth projective representation of G(F ), attached to the above 2-cocycle λ ◦ b.
Assume now α(−,−)=λ◦b(−,−).
Lemma 2.21. (π,V ) can lift uniquely to a smooth representation π˜ of G(F ), such that π˜|µF ≃λ.
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Proof. Let us define π˜ as π˜([g , t ])v =λ(t )π(g )v , for g ∈G(F ), t ∈µF , v ∈V . For [g , t ], [g ′, t ′] ∈G(F ),
π˜([g , t ] · [g ′, t ′])= π˜([g g ′,b(g ,g ′)t t ′])=λ(t t ′)α(g ,g ′)π(g g ′)= π˜([g , t ])π˜([g ′, t ′])
Moreover, for 0 , v ∈ V , let Kv ,Uv be the notions in Definition 2.1, Remark 2.2; then the restriction of
[α(−,−)] to Kv is trivial, and α(g ,g ′) = χ♭v (g g
′)−1χ♭v (g )χ
♭
v (g
′), for g ,g ′ ∈ Kv , χ♭ being certain continu-
ous function from Kv to C×. Assume the cardinality of µF is just n, and let µn = 〈e
2πi
n 〉 ⊆ C×. Then by
composing χ♭v with the canonical projection C
× −→C×/µn , we obtain a character χ♭v from Kv to C
×/µn .
Hence the kernel of χ♭v is an open subgroup of Kv . Since kerχ
♭
v = ∪t∈µn [χ
♭
v ]
−1(t ), kerχ♭v is also an open
set of Kv as well asG . So π˜ is a smooth representation of G(F ). The uniqueness follows from the fact that
Hom(G(F ),µF )= 0. 
Let (π1,V1), (π2,V2) be two smooth projective representations of G(F ), attached to the 2-cocycle
α(−,−). Let (π˜1,V1), (π˜2,V2) be their lifting representations of G(F ) respectively as described in Lemma
2.21.
Lemma 2.22. (π1,V1), (π2,V2) are linearly equivalent if and only if π˜1 ≃ π˜2 as ordinary G(F )-modules.
Proof. Assume first that (π1,V1), (π2,V2) are projectively equivalent by a G(F )-morphism ϕ ∈
Hom1
G(F )(V1,V2). Then ϕ
(
π˜1([g , t ])v
)
= ϕ
(
λ(t )π1(g )v
)
= λ(t )π2(g )ϕ(v) = π˜2([g , t ])ϕ(v), i.e., ϕ ∈
HomG(F )
(
V1,V2
)
. It is clear that the other side also holds. 
3. ABSTRACT HOWE CORRESPONDENCES
3.1. G . First of all let G be a locally profinite group, (ρ,V ) a smooth representation of G . For
(π,W ) ∈ Irr(G), we define V [π] = ∩ f ∈HomG (V ,W )ker( f ). The set Vπ = V /V [π] is called the greatest π-
isotypic quotient of V with a canonical map V
p
−→ Vπ, which satisfies the universal property: For
any G-homomorphism f from V to W , it factors uniquely through p as in the commutative diagram
V
p
//
f   ❆
❆
❆
❆
❆
❆
❆
❆
Vπ
f

W
. Note that HomG (V ,W )= 0 if and only if Vπ = 0. In particular, if π = 1G , then Vπ is just the
G-coinvariant set VG of V and V [π]=V [G] is generated by vectors ρ(g )v −v for all g ∈G , v ∈V .
Proposition 3.1. If (ρ,V ) is finitely generated, then (ρ,V )= 0 if and only if RG (ρ)=;.
Proof. See [7, p.16, Lemma]. 
Proposition 3.2. Let H be a closed subgroup of G.
(1) If H is also open, and (σ,U ) is a finitely generated smooth representation of H, then c-IndGH σ is
finitely generated.
(2) If H\G is compact, and (ρ,V ) is a finitely generated smooth representation of G, then ResG
H
ρ is
finitely generated.
Proof. 1) Since H is open, the compact induction c-IndGH σ is just C[G]⊗C[H]π; hence the result follows.
2) Let {v1, · · · ,vn} be the set of generators of V as aG-module. Choose an open compact subgroup K of
G such that eK ∗v j = v j for 1≤ j ≤ n. By assumptionH \G is compact, so there exists a finite number of
elements g1, · · · ,gm of G such thatG = ∪mi=1HgiK . Therefore the representation Res
G
H
ρ is generated by
those ρ(gi )v j , i = 1, · · · ,m, j = 1, · · · ,n. 
ON THE LOCAL THETA REPRESENTATION 17
Definition 3.3. (1) If mG(ρ,π) is finite for all π ∈ Irr(G), we will call ρ a representation with finite
(quotient)multiplicity .
(2) If mG(ρ,π)≤ 1 for all π ∈ Irr(G), we will call ρmultiplicity-free.
Lemma 3.4. Let (ρ,V ) be a finitely generated smooth representation of G, and suppose that all the irre-
ducible representations of G are admissible. Then ρ is a representation with finite multiplicity.
Proof. Assume that V is generated by elements v1, · · · ,vn as a G-module. Let (π,W ) ∈ Irr(G) and f ∈
HomG(V ,W ). Then for v =
∑n
i=1
∑m
j=1 ci jρ(g j )vi ∈V we have
f (v)= f (
n∑
i=1
m∑
j=1
ci jρ(g j )vi )=
n∑
i=1
m∑
j=1
ci jπ(g j ) f (vi ),
which is determined by its values at the points v1, · · · ,vn . We choose an open compact subgroup K ofG
fixing all the vectors v1, · · · ,vn ; then f (vi ) must take the value inW K for every i . Under the admissible
assumption, the vector spaceW K is finite-dimensional, somG(V ,W )≤ ndimW K <∞. 
Lemma 3.5. Under the above situation, let (π,W ) ∈RG(ρ), and suppose mG(ρ,π)=m <∞. Then Vπ is a
G-module of finite length with the Jordan-Hölder set {π}.
Proof. Let f1, · · · , fm be a set of C-linear independent functions in HomG(V ,W ). Then
∏m
i=1 fi : V −→∏m
i=1W is a G-morphism with the kernel ∩
m
i=1 ker fi . Note that every g ∈ HomG(V ,W ) is equal to∑m
i=1 ci fi , for some ci ∈C. So kerg ⊇∩
m
i=1 ker fi , V [π]=∩
m
i=1 ker fi , and the result is proved. 
3.1.1. Representationswith finitemultiplicity. Let F be a non-archimedean local fieldwith finite residue
field, G a connected reductive group over F . Denote byG =G(F ) the F -points of G. Let P be a parabolic
F -subgroup of G admitting a F -Levi decomposition P =MN (hereM is a connected reductive F -group
and N is the unipotent radical of P). Following [5] we write P for the parabolic subgroup opposite to P
with the Levi decomposition P=MN. Denote by P =P(F ), P =P(F ),M =M(F ), N =N(F ), N =N(F ). (cf.
[49], pp. 13-14).
Let (π,V ) be a smooth representation of G . The N-coinvariant space VN inherits a smooth represen-
tation πN of M , called the Jacquet module of (π,V ) at N . Define the Jacquet functor JN : Rep(G) −→
Rep(M) by JN (V ) = VN . Let (σ,W ) be a smooth representation of M , viewed also as a smooth repre-
sentation of P . Then we can define the parabolically induced functor IndGP⊃M : Rep(M) −→ Rep(G);
W 7−→ IndGP W .
Let us recall some fundamental but difficultly achieved results on the subject of the complex repre-
sentations of p-adic reductive groups. 4 For the proofs, one can consult [5, p.18, Theorem], [12, p.60,
Theorem 6.3.10] and [4, Theorem] respectively.
Theorem 3.6. The functors IndGP⊃M , JN both map finitely generated (resp. admissible) representations
into finitely generated (resp. admissible) representations.
Theorem 3.7. Let (π,V ) be a smooth representation of G. Then the following conditions are equivalent:
(1) The G-space V has finite length.
(2) π is admissible and finitely generated.
Theorem 3.8. All the smooth irreducible representations of G are admissible.
4For different definitions, in principle we always choose a much narrow one and leave the reader to judge the proper one.
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Corollary 3.9. The functors JN and Ind
G
P⊃M bothmap smooth representations of finite length into smooth
representations of finite length.
Proof. This comes from Theorems 3.6, 3.7. 
The following unexpected theorem is due to Bernstein.
Theorem 3.10 ([5, Main theorem]). Let ρ ∈ Rep(M), π ∈ Rep(G). Then HomG
(
IndGP⊃M
∆G
∆P
ρ,π
)
≃
HomM
(
ρ,πN
)
.
Lemma 3.11. If (π,V ) is a smooth representation of G with finite multiplicity, and (ρ,W ) is a smooth
representation of G of finite length, thenmG(π,ρ)<+∞.
Proof. If 0 =W0 j W1 j · · · j Ws = W is a complete chain of H (G)-modules in W , then there is an
exact sequence 1 −→ Ws−1 −→ W −→ W /Ws−1 −→ 1; applying the left exact functor HomG(V ,−) on
it we obtain 1 −→ HomG (V ,Ws−1) −→ HomG (V ,W ) −→ HomG(V ,W /Ws−1). It follows that mG(V ,W ) ≦
mG(V ,Ws−1)+mG(V ,W /Ws−1). By induction, we getmG(V ,W )≦
∑s
i=1mG(V ,Wi/Wi−1)<∞. 
Lemma3.12. Under the conditions of the above lemma, for π1 ∈ Irr(G), if mG(π,π1)=m andmG(π1,ρ)=
n, for some positive integers m,n, thenmG(π,ρ)≥max{m,n}.
Proof. Assume first thatm ≥ n. Let f1, · · · , fm be theC-linear independent functions in HomG (π,π1) and
0 , g ∈HomG (π1,ρ). Then g ◦ f1, · · · ,g ◦ fm all belong to HomG(π,ρ) and are C-linear independent. So
the result holds form ≥ n. The similar proof also works for the case n >m. 
Lemma 3.13. The similar result also holds if we replace the above π1 by a finite direct sum of different
irreducible representationsσ1, · · · , σk of G. More precisely if assumemi =mG(π,σi )> 0, ni =mG(σi ,ρ)>
0, then mG(π,ρ)≥max
{
m =
∑k
i=1mi ,n =
∑k
i=1ni
}
.
Proof. The proof is similar as above. For example assumem ≥ n. We may take 0 , gi ∈HomG (σi ,ρ), so
that g =⊕k
i=1gi is an injective morphism from ⊕
k
i=1σi to ρ. 
Proposition 3.14. The functors IndGP⊃M and JN preserve the class of smooth representations with finite
multiplicity.
Proof. 1) Let (π,V ) be a smooth representationofM with finitemultiplicityand (ρ,W ) ∈ Irr(G). Theorem
3.10 tells us that HomG
(
IndGP⊃M π,ρ
)
≃ HomM
(
∆P
∆G
π,ρN
)
. By Corollary 3.9, ρN has finite length. By
Lemma 3.11, the dimension of HomM
(
∆P
∆G
π,ρN
)
is finite. So the result for IndGP⊃M holds.
2) Now let (π,V ) be a smooth representation of G with finite multiplicity and (ρ,W ) ∈ Irr(M). By virtue
of Frobenius reciprocity, we have HomM (JN (π),ρ) ≃ HomG (π, Ind
G
P⊃M ρ). The result then follows from
Corollary 3.9 and Lemma 3.11. 
3.2. G1×G2. Let uswriteG1,G2 for two locally profinite groups, and let (π,S) be a smooth representation
ofG1×G2. We are interested in the relationship of the sets RG1×G2(S),RG1(S) and RG2(S).
Let us recall two technical lemmas proved byWaldspurger in [40, pp. 45-46].
Lemma3.15. Let (π1,V1) be an irreducible admissible representation of G1, (π2,V2) a smooth representa-
tion ofG2. If a vector subspaceW ofV1⊗V2 isG1×G2-invariant, then there is a unique(up to isomorphism)
G2-subspace V
′
2 of V2 such thatW ≃V1⊗V
′
2.
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Lemma 3.16. Let (π1,V1) be an irreducible admissible representation of G1, (σ,W ) a smooth representa-
tion of G1×G2. Suppose that ∩ker( f )= 0 for all f ∈HomG1(W ,V1). Then there is a unique(up to isomor-
phism) smooth representation (π′2,V
′
2) of G2 such that σ≃π1⊗π
′
2.
Now let (π1,V1) be an irreducible admissible representation of G1, Sπ1 = S/S[π1] the greatest π1-
isotypic quotient. By Lemma 3.16, Sπ1 ≃ π1⊗π
′
2, and π
′
2 ≃
(
Vˇ1⊗Sπ1
)
G1
. Passaging to the C-linear dual of
π′2, we get the following isomorphisms ofG2-modules:
π
′∗
2 ≃HomG1(Vˇ1⊗Sπ1 ,C)≃HomG1(Sπ1 ,V1)≃HomG1(S,V1)≃HomG1(Vˇ1⊗S,C).
Moreover considering theirG2-smooth parts, we get (π′2)
∨ ≃HomG1(S,V1)
∞ ≃HomG1(Vˇ1⊗S,C)
∞. In this
way, we can see that (π′2)
∨ is more easy to approach than π′2 itself.
Let us begin to prove another statement in [46] about the quotient of the smooth representation (π,S)
ofG1×G2.
Lemma3.17. Follow the above notations, and suppose that (π2,V2) is a smooth representation ofG2. Then
(1) HomG1×G2(S,V1⊗V2)≃HomG1×G2(Sπ1 ,V1⊗V2).
(2) HomG2(π
′
2,π2)≃HomG1×G2(π1⊗π
′
2,π1⊗π2).
Proof. (1) Let A be a basis of the vector space V2. For an element e ∈ V2, we will denote the canonical
projection V1⊗V2 −→V1⊗ e by pe . For f ∈HomG1×G2
(
S,V1⊗V2
)
, the composing map pe ◦ f belongs to
HomG1(S,V1). Clearly∩e∈A ker(pe ◦ f )= ker( f ). It follows that
S[π1]=∩g∈HomG1 (S,V1)ker(g )⊆ S[π1⊗π2]=∩ f ∈HomG1×G2 (S,V1⊗V2)ker( f ).
Hence by definition every map f ∈HomG1×G2(S,V1⊗V2) needs to factor through Sπ1 −→V1⊗V2.
(2) The isomorphism is given by ϕ−→ 1⊗ϕ. This map is well-defined and injective. It suffices to check
the surjection. Let 0,ϕ′ ∈HomG1×G2(V1⊗V
′
2,V1⊗V2) and 0, e
′
2 ∈V
′
2. LetA = {ei }i∈I be a basis ofV2 and
V2,i =Cei for i ∈ I . Namely V1⊗V2 ≃⊕i∈IV1⊗V2,i , which can be viewed as a sub-space of
∏
i∈I V1⊗V2,i .
We will denote the projection from
∏
i∈I V1⊗V2,i to V1⊗V2,i by pi . Throughϕ
′ and V1⊗V2 −→
∏
i∈I V1⊗
V2,i
pi
−→V1⊗V2,i , we get a G1-homomorphism ϕ′i :V1⊗ e
′
2 −→V1⊗V2,i . Since π1 is admissible, by virtue
of Schur’s lemma the map ϕ′
i
is given by
∑
k vk ⊗ e
′
2 7−→
∑
k vk ⊗ ci ei , for some ci ∈C. On the other hand∏
i∈I ϕ
′
i
: V1⊗ e ′2 −→
∏
i∈I V1⊗V2,i has to factor through V1⊗ e
′
2 −→ V1⊗V2, so ϕ
′
i
= 0 for all but a finite
number of indices i . Therefore we can define a map ϕe ′2 : Ce
′
2 −→V2;ϕe ′2(e
′
2) =
∑
i∈I ci ei , which satisfies
ϕ′|V1⊗e ′2
= 1⊗ϕe ′2 . In this way, for any non-zero element v
′
2 ∈V
′
2 we construct a map ϕv ′2 :Cv
′
2 −→V2. For
v ′2 = 0, we can simply letϕv ′2 = 0. Then these maps satisfy
(i) ϕ′|V1⊗v ′2 = 1⊗ϕv ′2 , for v
′
2 ∈V
′
2, and
(ii) ϕαv ′2+βv ′′2 (αv
′
2+βv
′′
2 )=ϕαv ′2(αv
′
2)+ϕβv ′′2 (βv
′′
2 )=αϕv ′2(v
′
2)+βϕv ′′2 (v
′′
2 ), for α,β ∈C, v
′
2,v
′′
2 ∈V
′
2.
So we can define a map ϕ from V ′2 to V2 as
∑
i v
′
2,i 7−→
∑
i ϕv ′2,i
(v ′2,i ). It is well-defined and C-linear satis-
fying ϕ′ = 1⊗ϕ, which forces ϕ to beG2-equivariant, i.e. ϕ∈HomG2(V
′
2,V2). 
3.3. Theta representation. Keep the above notations. Assume now that every irreducible smooth rep-
resentation of Gi is admissible, i = 1,2. According to [7, p.20, Proposition], every smooth irreducible
representation ofG1×G2 has the unique(up to isomorphism) form π1⊗π2 for πi ∈ Irr(Gi ), i = 1,2.
Proposition 3.18. Let (π,S) be a finitely generated smooth representation of G1×G2. Then
(1) π is a smooth representation with finite multiplicity.
(2) RG1×G2(S)=; if and only if (π,S)= 0.
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(3) For π1 ∈ Irr(G1), let Sπ1 denote the greatest π1-isotypic quotient of π. If Sπ1 ≃ π1⊗π
′
2, then π
′
2 is a
finitely generated smooth representation of G2.
Proof. (1) and (2) follow fromPropositions 3.4, 3.1 respectively. For (3) there is Sπ1 ≃ S/S[π1]≃π1⊗π
′
2. By
hypothesis,π1⊗π′2 is generated by a set {v
(1)
1 ⊗v
′(1)
2 , · · · ,v
(n)
1 ⊗v
′(n)
2 } as aG1×G2-module. Since (π1,V1) is an
irreducible admissible representation ofG1, applying Lemma 3.15 we know that π′2(up to isomorphism)
is generated by v
′(1)
2 , · · · ,v
′(n)
2 as aG2-module. 
Lemma 3.19. Let (π,S) be an admissible smooth representation of G1×G2, such that Sπ1 , 0, for some
π1 ∈ Irr(G1). If we write Sπ1 ≃π1⊗π
′
2, then π
′
2 is also an admissible smooth representation of G2.
Proof. Bydefinition, there is an exact sequence ofG1×G2-modules: 1−→ S0 −→ S −→ Sπ1 ≃π1⊗π
′
2 −→ 1.
So Sπ1 is an admissibleG1×G2-module. By hypothesis, π1 is admissible, which implies the result. 
Proposition 3.20. Let (π,S) be a finitely generated smooth representation of G1×G2.
(1) If π1⊗π2 ∈RG1×G2(π), then π1 ∈RG1(π).
(2) If π1 ∈RG1(π), then there is π2 ∈RG2(π) such that π1⊗π2 ∈RG1×G2(π).
Proof. 1) Let (π1⊗π2,G1×G2,V1⊗V2) ∈ RG1×G2(π) which means that there is a surjective map V
f
−→
V1⊗V2. Take an element 0, e2 ∈V2 and denote the canonical projection V2 −→Ce2 by pe2 . Composing
f with 1⊗pe2 gives a non-trivial map from V to V1, i.e. π1 ∈RG1(π).
2) Suppose that (π1,V1) ∈ RG1(π). Thus the greatest π1-isotypic quotient Sπ ≃ π1⊗π
′
2 is non-trivial,
which implies that π′2 is also non-trivial. By Proposition 3.18 (3), π
′
2 is finitely generated and RG2(π
′
2),
0. By Lemma 3.17, there is a bijection between RG1×G2(Sπ1) and RG2(π
′
2). So there is an irreducible
representation (π2,V2) ofG2 such that π1⊗π2 ∈RG1×G2(π). 
Now we consider the general case. Let (π,S) be a smooth representation of G1 ×G2. The result in
Proposition 3.20 (1) also holds. So there are two canonical projections
pi :RG1×G2(π)−→RGi (π);π1⊗π2 7−→πi , i = 1,2.
From now on, we will denote their images byR0Gi (π) for i = 1,2.
Corollary 3.21. If (π,S) is a finitely generated smooth representation of the groupG1×G2, then the above
maps p1, p2 both are surjective.
When p1(resp. p2) is injective, there is a unique irreducible representation π
(1)
2 ∈ RG2(π)(resp.
π(2)1 ∈RG1(π)) such that π1⊗π
(1)
2 ∈RG1×G2(π)(resp. π
(2)
1 ⊗π2 ∈RG1×G2(π)), so that we obtain two canon-
ical mappings θ1 : R0G1(π) −→ R
0
G2
(π);π1 7−→ π
(1)
2 (resp. θ2 : R
0
G2
(π) −→ R0G1(π);π2 7−→ π
(2)
1 ). Namely
(RG1×G2(π),pi ) is the graph of the thetamap θi for i = 1,2 respectively.
Definition 3.22. If p1 and p2 both are injective, π is also multiplicity-free, and πσi ≃σi ⊗Θσi is a finitely
generated smooth representation ofGi×G j for 1≤ i , j ≤ 2, wewill callπ a theta representation ofG1×G2.
In this situation, the thetamaps θ1, θ2 both are bijective and θ1 = θ
−1
2 . Sowe get a correspondence between
R
0
G1
(π) and R0
G2
(π), called theHowe correspondence or the theta correspondence.
Remark 3.23. (1) If p1, p2 both are injective, we will say that π satisfies the property of graph in
future.
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(2) In Definition 3.22, we also have another two correspondences: σi
Θσi
←→Vσi , for i = 1,2. In some sim-
ple cases, the representation πmay be reconstructed by those Θσi for all σ1⊗σ2 ∈RG1×G2(π). For
us, we mainly care about the Howe correspondences and limit ourself to study the representation
π, with some finiteness conditions on its greatestσi -isotypic quotients.
(3) In the above definition, ifΘσi is not required to be finitely generated, we will call π a general theta
representation of G1×G2.
(4) If the greatest σi -quotient πσi ≃σi ⊗Θσi is a smooth representation of Gi ×G j of finite length, we
call (π,V ) a theta representation of G1×G2 of finite length. In this case Θσi is an indecomposable
representation of Gi .
5
Let us finish this section by proposing some simple properties for such representations.
Lemma 3.25. Let (π1,V1), (π2,V2) be two smooth representations of G1, G2 respectively. Then:
(1) (V1⊗V2)[G1]=V1[G1]⊗V2, and (V1⊗V2)[G2]=V1⊗ (V2[G2]).
(2) (V1⊗V2)G1×G2 ≃V1G1 ⊗V2G2 .
(3) (V1⊗V2)σ1×σ2 ≃V1σ1 ⊗V2σ2 , for (σi ,Wi ) ∈ Irr(Gi ).
Proof. 1) Let us verify the first assertion. Let {ei }i∈I be a basis of V2. So HomG1
(
V1 ⊗ V2,C
)
≃∏
i∈I HomG1
(
V1⊗ei ,C
)
; f 7−→ ( fi ), for fi = f |V1⊗ei , and ker( f )⊇
∑
i∈I ker fi . It follows that
(V1⊗V2)[G1]=∩ f ∈HomG1
(
V1⊗V2,C
)ker f
⊇∩ f ∈HomG1 (V1⊗V2,C)
∑
i∈I
ker fi ⊇
∑
i∈I
∩
gi∈HomG1
(
V1⊗ei ,C
)kergi =V1[G1]⊗V2.
Conversely, if
∑n
i=1 v
(i )
1 ⊗ei ∈ (V1⊗V2)[G1], we have f
(∑n
i=1 v
(i )
1 ⊗ei
)
= 0, for any f ∈HomG1(V1⊗V2,C), i.e.∑n
i=1 fi (v
(i )
1 ⊗ei )= 0,where fi = f |V1⊗ei . Since fi can be any element inHomG1
(
V1⊗ei ,C
)
, in particular the
zero element, we assert that each v ( j )1 ⊗e j belongs to ker f j , hence to∩ f j∈HomG1
(
V1⊗e j ,C
)ker f j =V1[G1]⊗
e j . No doubt that the previous
∑n
i=1 v
(i )
1 ⊗ei ∈V1[G1]⊗V2.
2) From the definition,we know that (V1⊗V2)[G1×G2] is linearly spanned by v1⊗v2−π1(g1)v1⊗π2(g2)v2,
for all vi ∈ Vi , gi ∈Gi . Writing v1⊗ v2−π1(g1)v1⊗π2(g2)v2 in its equal form v1⊗ (v2−π2(g2)v2)+ (v1−
π1(g1)v1)⊗π2(g2)v2, shows that
(
V1⊗V2
)
[G1×G2] = V1[G1]⊗V2 +V1⊗ (V2[G2]). Notice that
(
V1[G1]⊗
V2
)
∩
(
V1⊗ (V2[G2])
)
⊇ V1[G1]⊗V2[G2]. On the other hand, assuming that v =
∑n
i=1 v
(i )
1 ⊗ v
(i )
2 , for some
nonzero linearly independent elements v (i )1 ∈ V1[G1] and some nonzero elements v
(i )
2 ∈ V2, belongs to
the above left-hand side set. Then f (v)= 0 for all f ∈HomG2
(
V1⊗V2,C
)
. By considering f |
v (i )1 ⊗V2
, we see
v (i )2 ∈V2[G2]. It then follows that
(
V1[G1]⊗V2
)
∩
(
V1∩ (V2[G2])
)
=V1[G1]⊗V2[G2]. Now
(V1⊗V2)G1×G2 ≃V1⊗V2/(V1⊗V2[G1×G2])
5
Lemma 3.24. If (π,V ) is a multiplicity-free representation of G of finite length, and RG (π) has only one element, then π is an
indecomposable representation of G.
Proof. If V = V1 ⊕V2, then either the case that V1 and V2 have different irreducible quotient representations, or the case
that V1 and V2 have the same quotient representation whose multiplicity in V is bigger than 2; both cases contradict to the
hypotheses. 
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≃V1⊗V2/
(
V1[G1]⊗V2+V1⊗ (V2[G2])
)
≃
V1⊗V2/V1[G1]⊗V2(
V1[G1]⊗V2+V1⊗ (V2[G2])
)
/V1[G1]⊗V2
≃V1G1 ⊗V2/
(
V1G1 ⊗V2[G2]
)
≃V1G1 ⊗V2G2 .
3) Note that there exists a canonical surjectivemap f : (V1⊗V2)σ1⊗σ2 −→ (V1)σ1⊗ (V2)σ2 . Moreover [(V1⊗
V2)σ1⊗σ2]
∗ ≃HomG1×G2(Wˇ1⊗Wˇ2⊗V1⊗V2,C)≃HomG1×G2(Wˇ1⊗V1⊗Wˇ2⊗V2,C)≃ [V1σ1 ⊗V2σ2 ]
∗; consider
their smooth parts, we see that fˇ is an isomorphism, and then f is an isomorphism. 
Lemma3.26. LetG1, · · · ,G2n be locally profinite groups. If the representation (πi ,Vi ) ofGi×Gn+i is a theta
representation for 1≤ i ≤ n, then so is the representation⊗n
i=1πi of the group (G1×·· ·×Gn)× (Gn+1×·· ·×
G2n).
Proof. By induction, it is sufficient to assume that n = 2. Suppose that (σ1⊗ ·· · ⊗σ4,W1⊗ ·· · ⊗W4) ∈
RG1×···×G4
(
π1 ⊗ π2
)
. By the result of Lemma 3.25(2), we have HomG1×···×G4
(
π1 ⊗ π2,σ1 ⊗ ·· · ⊗σ4
)
≃
HomC
(
(V1⊗Wˇ1⊗Wˇ3)G1×G3⊗(V2⊗Wˇ2⊗Wˇ4)G2×G4 ,C
)
. By assumption, (V1⊗Wˇ1⊗Wˇ3)G1×G3 , and (V2⊗Wˇ2⊗
Wˇ4)G2×G4 both have one dimension, so does their tensor product. HencemG1×···×G4
(
π1⊗π2,σ1⊗·· ·⊗σ4
)
=
1. Suppose now thatσ1⊗σ2⊗σ′3⊗σ
′
4 ∈RG1×···×G4(π1⊗π2). Thenσ1⊗σ
′
3 ∈RG1×G3(π1⊗π2)=RG1×G3(π1),
and it follows that σ′3 ≃σ3. Similarlyσ
′
4 ≃σ4. By symmetry, the property of graph holds for π1⊗π2. Now
(π1⊗π2)σ1⊗σ2 ≃ (π1σ1 )⊗(π2σ2 ) by Lemma 3.25(3); this isomorphismkeeps theG3×G4-module structure.
Hence the former representation (π1⊗π2)σ1⊗σ2 of G3×G4 is finitely generated. The similar result also
holds for the representation (π1⊗π2)σ3⊗σ4 ofG1×G2.This finishes the proof. 
Let G1,G2,H be locally profinite groups. Suppose now that H is an abelian group. Let γ be an au-
tomorphism of H , and π a smooth representation of G1×G2×H . Via the homomorphism (G1×H)×
(G2×H) −→G1×G2×H , [(g1,h1), (g2,h2)] 7−→ (g1g2,h1γ(h2)), we obtain a smooth representation π˜ of
(G1×H)× (G2×H).
Lemma 3.27. If π|G1×G2 is a theta representation, so is π˜.
Proof. By observation, themultiplicity-free property also holds for π˜. Suppose now (π1⊗χ1)⊗(π2⊗χ2) ∈
R(G1×H)×(G2×H)(π˜), and let 0, F ∈Hom(G1×H)×(G2×H)(π, (π1⊗χ1)⊗ (π2⊗χ2)). By definition, we have
F (π((g1⊗ g2),hγ(h
′))v)=π1(g1)⊗π2(g2)F (v)χ1(h)χ2(h
′), v ∈V ,gi ∈Gi ,h,h
′ ∈H .
Substituting g1 = g2 = 1, h′ = γ−1(h−1) shows that F (v) = F (v)χ1(h)χ2
(
γ−1(h−1)
)
for all v ∈ V . As
F , 0 and γ is an isomorphism, we get χ2 = χ
γ−1
1 , where χ
γ−1
1 (h) := χ1
(
γ(h)
)
, for h ∈ H . If we write
θπ for the theta map of π|G1×G2 , then there is a bijection from R
0
G1×H1
(π˜) to R0
G2×H2
(π˜), just given by
π1⊗χ1 7−→ θπ(π1)⊗χ
γ−1
1 . Recall π˜π1⊗χ ≃
V
∩ f ∈HomG1×H
(π˜,π1⊗χ1) ker f
, and ππ1 ≃
V
∩g∈HomG1
(π,π1) kerg
. Hence there
exists a surjective G1×G2-morphism from ππ1 to π˜π1⊗χ1 . If we write π˜π1⊗χ ≃ (π1⊗χ)⊗Θπ1⊗χ, thenΘπ1⊗χ
is a finitely generated representation ofG2 as well asG2×H . 
Remark 3.28. The above result also holds for the theta representation of finite length.
Proof. We follow the notations. It suffices to show that the greatest π1 ⊗χ1-isotypic quotient space
π˜π1⊗χ1 is a representation of G2 × H of finite length. Let us consider the G2 × H-smooth part of
HomG1×H
(
π˜π1⊗χ1 ,π1⊗χ1
)
. Recall that HomG1×H
(
π˜π1⊗χ1 ,π1⊗χ1
)
≃HomG1×H
(
π˜,π1⊗χ1
)
, and it follows
thatH acts canonically on the latterHom-space viaχ−11 ◦γ. Therefore it suffices to extract theG2-smooth
part of HomG1×H
(
π˜,π1⊗χ1
)
. Now HomG1×H
(
π˜,π1⊗χ1
)
≃HomG1
(
(π˜⊗χ−11 )H ,π1
)
,→HomG1
(
π,π1
)
, and
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this process keeps the G2-module structure. Hence the representation (π˜π1⊗χ1)
∨ of G2 ×H has finite
length, so does π˜π1⊗χ1 itself. By symmetry, the similar result is still valid for π˜π2⊗χ1◦γ. 
Remark 3.29. If the above map (G1×H)×(G2×H)−→G1×G2×H factors through (G1×H)×(G2×H)−→
G1H×G2H , for open surjective homomorphisms pi :Gi ×H −→GiH, then the result in Lemmas 3.27 also
holds for the analogous representation of G1H ×G2H.
Proof. This follows from the fact that each irreducible representation of GiH can be identified with an
irreducible representation ofGi ×H trivially at ker (pi ). 
4. THE CLIFFORD-MACKEY THEORY
In this section, we study Clifford-Mackey theory in our case. We will letG be a locally profinite group,
and let H be a closed subgroup ofG . Suppose that all irreducible representations ofG H are admissible.
4.1. In the first subsection we assume that H is an open normal subgroup of G , G/H is an abelian
discrete group.
Theorem 4.1 (Clifford-Mackey). Let (π,V ) ∈ Irr(G). Suppose RH (π),;. Then:
(1) ResG
H
π is a semi-simple representation with finite multiplicities.
(2) If σ1,σ2 ∈RH (π), then there is an element g ∈G such that σ2 ≃σ
g
1 , where σ
g
1 (h) :=σ1(ghg
−1) for
h ∈H.
(3) There is a positive integer m such that ResG
H
π≃
∑
σ∈RH (π)mσ.
(4) Let (σ,W ) be an irreducible constituent of ResG
H
π. Then:
(a) I 0G(σ)=
{
g ∈G | g (W )=W
}
is an open normal subgroup ofG. For two irreducible constituents
(σ1,W1), (σ2,W2) of (ResGH π,V ), we have I
0
G
(σ1) = I 0G(σ2), denoted by H˜
0. Moveover, σ is
extendible to H˜0.
(b) IG(σ) =
{
g ∈G |σg ≃σ
}
is an open normal subgroup of G. For any σ1, σ2 ∈RH (π), we have
IG(σ1)= IG(σ2), denoted by H˜.
(c) The isotypic component mσ of σ in ResG
H
π is an irreducible smooth representation of H˜ , de-
noted by (σ˜,W˜ ).
(5) ResG
H˜
π≃⊕σ˜∈RH˜ (π)σ˜with σ˜|H ≃mσ. The action of G/H˜ on the setRH˜ (π) is simply transitive.
(6) π≃ c-IndG
H˜
σ˜ for any σ˜ ∈RH˜ (π).
(7) c-IndG
H˜
σ˜≃ IndG
H˜
σ˜.
Proof. 1) Let (σ,W ) ∈RH (π), Ω =
{
gi ∈G
}
a complete set of coset representatives of G/H . By the con-
tragredient duality, (σˇ,Wˇ ) is a sub-representation of (ResG
H
πˇ,Vˇ )(cf. Lemma 1.8). The vector space∑
gi∈Ω πˇ(gi )Wˇ is G-invariant, equalling to Vˇ . Thus Res
G
H
πˇ is semi-simple and contains an irreducible
factor representation. It follows that (ResG
H
π,V ) is semi-simple as well (lemma 1.8). Let K be an open
compact subgroup of H such that the finite-dimensional vector space W K is nonzero. By Frobenius
reciprocity, we have the relation of dimensions:mH (π,σ)≤mH (π, Ind
H
K W
K )≤mK (π,W K )<+∞.
2) Every irreducible sub-representation of (ResG
H
π,V ) is isomorphic with (ResG
H
π,π(gi )W ) for some
gi ∈Ω, and (ResGH π,π(gi )(W ))≃ (σ
g−1
i ,W ), so the part (2) is clear.
3) Let σ1,σ2 be two elements in RH (π). Then there is an element g ∈ G such that σ2 ≃ σ
g
1 , and
mH (π,σ1)=mH (πg ,σ
g
1 )=mH (π,σ2)=m, for some positive integerm.
4) The group I 0G(σ) containing H is an open normal subgroup ofG . For (σ1,W1), (σ2,W2) ∈RH (π), there
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exists g ∈G such thatW1 = g (W2). Then themap from I 0G(σ1) to I
0
G(σ2), defined by h −→ g
−1hg , is bijec-
tive. It follows that the two normal subgroups I 0G(σ1) and I
0
G(σ2) ofG coincide. The similar proof works
for (b). By observation, the σ-isotypic component σ˜(≃mσ) is an irreducible representation of H˜ .
5) Applying the result (1) to H˜ shows that ResG
H˜
π is semi-simple. This will yield a decomposition
ResG
H˜
π ≃ ⊕σ∈RH (π)σ˜, where σ˜|H ≃ mσ. Namely, σ˜1  σ˜2 if σ1  σ2 ∈ RH (π). For σ˜1, σ˜2 ∈ RH˜ (π), we
can find g ∈G such that σ˜1 ≃ σ˜2
g . On the other hand, if σ˜≃ σ˜g , a prioriσ≃σg so that g ∈ H˜ . In this way
we verify that the action ofG/H˜ on RH˜ (π) is simply transitive.
6) LetΛ=
{
gi
}
i∈I be a set of representatives forG/H˜ . Then V˜ =
∑
gi∈Λπ(gi )W˜ isG-invariant, and V˜ =V .
By Frobenius reciprocity, we have α : HomH˜ (σ˜,π)
∼
−→HomG(c-Ind
G
H˜
σ˜,π), which is of dimension 1. By
the explicit construction in [7, p.24], the map α(Idσ˜) shall give aG-isomorphism from c-Ind
G
H˜
(σ˜) to π.
7) Under the admissible assumption, πˇ is also an irreducible representation of G . Hence πˇ ≃ IndG
H˜
ˇ˜σ =
c-IndG
H˜
ˇ˜σ, and ˇˇπ= (c-IndG
H˜
ˇ˜σ)∨ ≃ IndG
H˜
σ˜ for the reason that σ˜ is an admissible representation ofH as well
as H˜ . 
Corollary 4.2. Keep the above notations. Suppose now that H1 is a closed subgroup of H˜ and H1 ⊇ H .
ThenRH1(π),; and Res
G
H1
π is semi-simple as well.
Proof. Let (σ,W ) be an irreducible constituent of (ResG
H
π,V ). The action of H1 onW produces a finitely
generated representation of H1, denoted by (σ1,W1). This representation admits an exact sequence
of H (H1)-modules: 1 −→U1 −→W1 −→U −→ 1, for an irreducible quotient representation (ρ,U ) of
H1 and a sub-representation (ρ1,U1) of H1. As we know, Res
H1
H
σ1 (⊆ mσ) is semi-simple. It follows
that ResH1
H
ρ1 ≃m1σ for certain m1 smaller than m. Note that U1 is also a finitely generated H (H1)-
module.(U1|H ≃ m2σ) By induction on m, finally we can find an irreducible sub-representation of
(σ1,W1) or (ResGH1 π,V ). The proving process of the theorem 4.1 (1) shall give the result. 
Corollary 4.3. Under the conditions of Theorem4.1, letχ ∈ Irr(G/H); then c-IndG
H˜
(σ˜⊗χ|H˜ )≃
(
c-IndG
H˜
σ˜
)
⊗
χ, and c-IndG
H˜
(σ˜⊗χ|H˜ )= Ind
G
H˜
(σ˜⊗χ|H˜ ).
Proof. Let ∆˜ =
{
gi ∈G
}
i∈I , assumed to contain 1, be a complete set of coset representatives of G/H˜ . By
Frobenius reciprocity, we have α : HomG
(
c-IndG
H˜
(σ˜⊗χ|H˜ ),
(
c-IndG
H˜
σ˜
)
⊗χ
)
≃HomH˜
(
σ˜⊗χ|H˜ ,
∑
g∈∆˜ σ˜
g ⊗
χ|H˜
)
. Then α−1(Idσ˜⊗χ|H˜ ) shall give a G-morphism from c-Ind
G
H˜
(σ˜⊗χ|H˜ ) to
(
c-IndG
H˜
σ˜
)
⊗χ. By investi-
gating their restrictions to H˜ , we see that the morphism is bijective. The second assertion follows from
Theorem 4.1 (7) by replacing σ˜with σ˜⊗χ|H˜ . 
Corollary 4.4. Under the conditions of Theorem 4.1, there exists a normal subgroup Hm of G such that
(1) H ⊆Hm ⊆ H˜ ,
(2) Hm/H is finitely generated,
(3) ResG
Hm
π is multiplicity-free.
Proof. Suppose σ˜|H = π(g1)(W )⊕ ·· · ⊕π(gm)(W ) for some g1, · · · ,gm ∈ G . We let Hm be the subgroup
of G generated by H and those g1,g2, · · · ,gm . Clearly Hm/H is finitely generated. By definition, σ˜ is an
irreducible C[Hm]-module, which forces ResGHm π to be multiplicity-free. 
Proposition 4.5. For (π1,V1), (π2,V2) ∈ Irr(G), we have:
(1) RH (π1)∩RH (π2),; only if RH (π1)=RH (π2),;.
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(2) If RH (π1)=RH (π2),;, then π1 ≃π2⊗χG/H for some character χG/H of G/H.
Proof. 1) By symmetry, we only check one-side inclusion. Let (σ,W ) ∈RH (ResGH π1)∩RH (Res
G
H
π2). For
σ′ ∈ RH (π1), by Theorem 4.1 there exists g ∈ G such that σg ≃ σ′. Hence mH (π2,σ′) = mH (π2,σg ) =
mH (π
g
2 ,σ
g )=mH (π2,σ); this implies that σ′ ∈RH (π2), so RH (π1)⊆RH (π2).
2) For simplicity, we identity (σ,W ) as an irreducible constituent of (ResG
H
π1,V1) as well as
(ResG
H
π2,V2). Let H˜ be the open normal subgroup of G defined as in Theorem 4.1(4) for the above
σ. Let (σ˜1,V˜1) and (σ˜2,V˜2) be the σ-isotrypic components of ResG
H˜
π1 and of ResG
H˜
π2 respectively. On
HomH (σ˜1, σ˜2), we impose a natural H˜/H-action defined as follows: ϕg (v1) := σ˜2(g )ϕ(σ˜1(g−1)v1), for
ϕ ∈ HomH (σ˜1, σ˜2), g ∈ H˜/H , v1 ∈ V˜1. Here, g ∈ H˜ is a representative of g . By Theorem 4.1, we have
ResH˜H σ˜1 = ⊕
m1
i=1π1(gi )W , for some suitable g1 = 1,g2, · · · ,gm1 in H˜ , so that we can construct an element
f ∈HomH (σ˜1, σ˜2) by f |π1(gi )(W )(π1(gi )w) = π2(gi )w , for w ∈W . Write F = {
∑
i ci f
gi | gi ∈ H˜/H ,ci ∈ C},
an H˜/H-module of finite dimension. Let us show that F is actually a smooth representation of H˜/H .
Fix 0 , w0 ∈W and let K =∩
m1
i=1
(
StabH˜ (π1(gi )w0)∩StabH˜ (π2(gi )w0)
)
. For k ∈ K we denote its image in
H˜/H by k. Then for w =
∑n
j=1 c jπ1(h j )w0 ∈W , we have
f k(π1(gi )w)=
n∑
j=1
c jπ2(gih j g
−1
i ) f
k
(
π1(gi )w0
)
=
n∑
j=1
c jπ2(gih j g
−1
i ) f
(
π1(gi )w0
)
= f (π1(gi )w).
Hence StabH˜/H ( f ) ⊇ K is an open subgroup of H˜/H . Similarly, StabH˜/H ( f
g ) ⊇ g−1K g is also open for
g ∈ H˜/H . So F is smooth and contains a sub-representation (χH˜/H ,U ) of H˜/H . Any nonzero element
F ∈U lies inside HomH˜ (χH˜/H ⊗ σ˜1, σ˜2), so we conclude that σ˜2 ≃ σ˜1⊗χH˜/H . Now the character χH˜/H ∈
Hom(H˜/H ,C×) can extend to a continuoushomomorphismχG/H fromG/H toC×, sinceC× is a divisible
group and H˜ is open. By replacingπ1withπ1⊗χG/H , wemay assumeRH˜ (π1)∩RH˜ (π2),; and the above
χH˜/H is trivial. The result then follows from Theorem 4.1 (6). 
Proposition 4.6. Let (π,V ) be a smooth representation of G with finite multiplicity. Let (π1,V1) ∈RG(π)
such that RH (π1),;. Then:
(1) RH (π1)⊆RH (π).
(2) mH (π,σ1)=mH (π,σ2) for σ1,σ2 ∈RH (π1).
(3) If mH (π,σ)≤ 1 for all σ ∈RH (π1), then mG(π,π1)≤ 1.
Proof. (1) is obvious and (2) follows from Theorem 4.1 (2). For (3) we take the subgroup H˜ of G for the
representation π1 as defined in Theorem 4.1(4). Then ResG
H˜
π1 ≃⊕σ˜∈RH˜ (π1)σ˜, where σ˜|H =mσ for some
σ ∈RH (π1). We first show thatmH˜ (π, σ˜) ≤ 1. If f ,g ∈HomH˜ (π, σ˜), and 0 , p ∈HomH (σ˜,σ), then p ◦ f ,
p ◦ g ∈ HomH (π,σ). This means p ◦ f is proportional to p ◦ g , in other words, p ◦ g = cp ◦ f for some
c ∈ C×. The map g − c f ∈ HomH˜ (π, σ˜) is either surjective or zero; as p ◦ (g − c f ) = 0, it has to be zero.
HencemH˜ (π, σ˜)≤ 1. As before, the set HomH˜ (π,π1) is aG/H˜-module. By the decomposition of Res
G
H˜
π1,
we have HomH˜ (π,π1) ,→
∏
σ˜∈RH˜ (π1)
HomH˜ (π, σ˜). We denote the canonical map from HomH˜ (π,π1) to
HomH˜ (π, σ˜) by pσ˜. Each F ∈HomH˜ (π,π1) is determineduniquely by the family {pσ˜◦F }σ˜∈RH˜ (π1) andG/H˜
acts transitively on {pσ˜ ◦F }σ˜∈RH˜ (π1). Since HomG(π,π1) ≃ HomH˜ (π,π1)
G/H˜ , finally dimHomG (π,π1) =
dimHomH˜ (π,π1)
G/H˜ = dimHomH˜ (π, σ˜)≤ 1 as required. 
Lemma4.7. Under the situation of Theorem 4.1, if G/H is a cyclic group, then ResG
H
π is multiplicity-free.
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Proof. Keep the notations in the theorem 4.1. By hypothesis, the subgroup H˜/H is also cyclic generated
by one element s with a representative s in H˜ . Since σs ≃ σ, there exists a C-linear map A :W −→W
such that σs(h)A = Aσ(h) for all h ∈ H . 6 Then there is a well-defined H˜-homomorphism σ˜′ : H˜ −→
Aut(W ); sih 7−→ Aiσ(h). In fact, σ˜′ is an irreducible smooth representation of H˜ because H is open.
Consequently σ˜′|H ≃σ. By Proposition 4.5, we get σ˜≃ σ˜′⊗χH˜/H for some character χH˜/H of H˜/H , so it
forcesm = 1. 
Lemma 4.8. Under the situation of Theorem 4.1, there exists a tower of normal subgroups of G: H =
H0⊳H1⊳ · · ·⊳Hn ⊳Hn+1 =G, such that
(1) Hi+1/Hi is a cyclic group for i = 0, · · · ,n−1,
(2) RHi (π),; for i = 0, · · · ,n,
(2) for each i and σi+1 ∈RHi+1 (π), Res
Hi+1
Hi
σi+1 is multiplicity-free.
Proof. We can take Hn to be the group Hm defined in Corollary 4.4; by the part (2) there, Hn/H0 is an
abelian group generated bym elements, so it is isomorphic to a direct sum of cyclic groups F1⊕F2⊕·· ·⊕
Fn . By Lemma 4.7, we only need to let Hi be the inverse image of F1⊕·· ·⊕Fi inG . Then those Hi satisfy
the desired conditions. 
4.2. In this second subsection, we assume that H is a closed normal subgroup of G with cocompact
quotient. The main regular results of this subsection have already obtained by Silberger in [48] or by
Henniart in [25], but for completeness we reproduce them again. We fix an element (π,V ) ∈ Irr(G).
Assume the category Rep(H) is locally noetherian.(cf. [5, §4] )
Lemma 4.9. RH (π),;, and mH (π,σ)<+∞, for (σ,W ) ∈RH (π).
Proof. See Proposition 3.2(2) and Lemma 3.4. 
Lemma 4.10. For (σ,W ) ∈RH (π), there exists an open compact group K of G such that σk ≃σ, for k ∈K .
Proof. Let f :V −→W be a non-zeroH-morphism. Assume that ker( f ) is generatedby vectors v1, · · · ,vm
as an H-module. Let K be an open compact subgroup ofG such that K ⊆∩m
i=1StabG (vi ). For any k ∈K ,
v =
∑m
i=1 cihi vi ∈ ker( f ) with ci ∈ C,hi ∈ H , we have kv =
∑m
i=1 cikhi vi =
∑m
i=1 cikhik
−1vi . Hence kv ∈
ker( f ). So there is a canonicalC-linearmapπ(k) :V /ker( f )−→V /ker( f ), andπ(k)π(h)=π(khk−1)π(k),
for h ∈H . Hence σk ≃σ. 
Lemma 4.11. (ResG
H
πˇ,Vˇ ) is a semi-simple representation with finite multiplicity.
Proof. Assume (σ,W ) ∈RH (π), and let f : V −→W be a non-zero H-morphism. Given the open com-
pact subgroup K of G in the proof of lemma 4.10, we letW ′ be the K -complement of ker( f ) in V . Then
f :W ′ −→W is a bijective K ∩H-morphism. Applying the contragredient duality to f , we get an H-
embedding fˇ : σˇ ,→ (ResG
H
π)∨. Given another open compact subgroup K1 ⊆K , we have
fˇ : σˇK1∩H ≃ (σK1∩H )∗ ,→ [(ResGH π)
∨]K1∩H ≃ (πK1∩H )∗,
which stems from
f :πK1∩H = [ker( f )⊕W ′]K1∩H ≃ ker( f )K1∩H ⊕W ′K1∩H −→W K1∩H .
6In case #H˜/H = n < ∞, and sn = h0 ∈ H , we have Anσ(h) = σs
n
(h)An = σ(h0)σ(h)σ(h−10 )A
n , for all h ∈ H . By Schur’s
Lemma, σ(h0)= cAn , for certain c ∈C×. Hence, we can replace the above A so that the constant number c = 1.
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Here K1∩H is a normal subgroup of K1, and ker( f )K1∩H ,W ′[K1∩H] both are K1-stable. Let {w ′1, · · · ,w
′
n}
be a basis of W ′K1∩H . Then the image of σˇK1∩H in (ResG
H
π)∨ is ∩n
i=1StabG(w
′
i
)∩K1-stable, and it lies
in ResG
H
πˇ. Therefore fˇ : σˇ ,→ (ResG
H
π)∨ factors through ResG
H
πˇ ,→ (ResG
H
π)∨. So we can identify (σˇ,Wˇ )
as an irreducible constituent of (ResG
H
πˇ,Vˇ ). Let ∆ = {g ∈ G} be a coset representatives of G/H . Then∑
g∈∆ πˇ(g )Wˇ is alsoG-invariant, and coincides with Vˇ . MoreovermH (πˇ, σˇ)<+∞ by Lemma 4.9. 
Lemma 4.12. For (σ,W )∈ Irr(H), (π,V ) ∈ Irr(G),HomG(c-Ind
G
H σ,π)≃HomH (σ,π).
Proof. By Frobenius reciprocity, HomG(c-Ind
G
H σ,π)≃HomH
(
σ, (ResG
H
πˇ)∨
)
. By the above proof, any f ∈
HomH
(
σ, (ResG
H
πˇ)∨
)
has to factor through ResG
H
π ,→ (ResG
H
πˇ)∨. 
Question. If Rep(H) is not assumed locally noetherian, what the proper condition needs to add, so that
the similar result also hold ?
Remark 4.13. If H is not assumed to be a normal subgroup of G, but for any open compact subgroup
KH of H, assume that there exists a finite number of elements x1, · · · ,xn ∈ H such that H (H ,KH ) = ǫKH ∗
H (H)∗ ǫKH is an algebra generated by ǫKH , ǫx1 , · · · ,ǫxn ,
7 then HomG (c-Ind
G
H σ,π) ≃HomH (δ
−1
H\G ⊗σ,π),
for (σ,W ) ∈ Irr(H), (π,V ) ∈ Irr(G).
Proof. By Frobenius reciprocity, HomG
(
c-IndGH σ,π
)
≃ HomH
(
δ−1H\G ⊗σ, (Res
G
H
πˇ)∨
)
≃ HomH
(
πˇ,δH\G ⊗
σˇ
)
. Let 0 , f ∈ HomH
(
δ−1H\G ⊗σ, (Res
G
H
πˇ)∨
)
, and the corresponding fˇ ∈ HomH
(
πˇ,δH\G ⊗ σˇ
)
. Assume
ker( fˇ ) is generated by vˇ1, · · · , vˇn as anH-module. Let K be an open compact subgroup of∩ni=1StabG(vˇi ).
Consider KH = K ∩H . For simplicity, assume 1 ∈ {x1, · · · ,xn}. Consider the continuous map η : G ×
H −→G×H ; (g ,h)−→ (g ,ghg−1). Then Xi = η−1(G× [xi (K ∩H)]c )∩ [G×xi (K ∩H)] is a closed subset of
G×xi (K ∩H), where [xi (K ∩H)]c denotes the complement of xi (K ∩H) inH . Let p1 :G×xi (K ∩H)−→G
be the canonical projection. By the tube lemma in topology, p1(Xi ) is a closed subset of G . We let
Ui = G \ p1(Xi ); it contains 1G , and for any t ∈ Ui , txi (K ∩H) ⊆ xi (K ∩H)t , in particular for xi = 1,
t ∈Ui , t (K ∩H) = (K ∩H)t . Let K0 an open compact subgroup of ∩ni=1Ui ∩K . For k ∈ K0, t ∈ K ∩H ,
and any open compact subgroup T ⊆ K ∩H , we have (1) ǫk ∗ ǫxi = ǫxi ∗ ǫh ∗ ǫk , for some h ∈ K ∩H ,
(2) ǫk ∗ ǫK∩H = ǫK∩H ∗ ǫk , (3) ǫk ∗ ǫt = ǫktk−1 ∗ ǫk , (4) ǫk ∗ ǫT = ǫkTk−1 ∗ ǫk (here kTk
−1 ⊆ K ∩H); hence
for ǫT ∗ ǫt ∗ ǫxi ∗ ǫK∩H ∈ H (H)∗ ǫK∩H , ǫk ∗ ǫT ∗ ǫt ∗ ǫxi ∗ ǫK∩H = ǫkTk−1 ∗ ǫktk−1 ∗ ǫxi ∗ ǫh ∗ ǫK∩H ∗ ǫk ∈
H (H)∗ǫK∩H∗ǫk . So ǫk ker( f )= ǫk∗H (H)ker( f )=
∑m
i=1 ǫk∗H (H)∗ǫK∩H vi ⊆
∑m
i=1H (H)∗ǫkvi ⊆ ker( f ).
We now let Wˇ ′ be the K -complement of ker( fˇ ) in Vˇ . Given another open compact subgroup K1 ⊆K0,
we have
f : (δ−1H\G ⊗σ)
K1∩H ,→ [(ResGH πˇ)
∨]K1∩H ≃ (πˇK1∩H )∗,
which stems from
fˇ : πˇK1∩H = [ker( fˇ )⊕Wˇ ′]K1∩H ≃ ker( fˇ )K1∩H ⊕Wˇ ′
K1∩H
−→ Wˇ K1∩H .
Note that ker( fˇ )= ker( fˇ )K1∩H ⊕ker( fˇ )[K1∩H]. Let {wˇ ′1, · · · , wˇ
′
m} be a basis of Wˇ
′K1∩H . Then the image
of (δ−1
H\G ⊗σ)
K1∩H in (ResG
H
πˇ)∨ is ∩m
i=1StabG(wˇ
′
i
)∩K1-stable, and it lies in ResGH
ˇˇπ ≃ ResG
H
π. Therefore
f : δ−1H\G ⊗σ ,→ (Res
G
H
πˇ)∨ factors through ResG
H
π ,→ (ResG
H
πˇ)∨. 
Go back to the normal case.
Lemma 4.14. (1) ResG
H
π is a semi-simple representation with finite multiplicity.
7When H is a p-adic reductive group, the condition is satisfied. (cf. [6, p.27, Corollaire 3.4])
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(2) If σ1,σ2 ∈RH (π), then there is an element g ∈G such that σ2 ≃σ
g
1 , where σ
g
1 (h) :=σ1(ghg
−1) for
h ∈H.
(3) There is a positive integer m such that ResG
H
π≃
∑
σ∈RH (π)mσ.
Proof. By Lemma 4.11, 0,mH (πˇ, σˇ)≃mG(πˇ, Ind
G
H σˇ)=mG(c-Ind
G
H σ,π)=mH (σ,π). By the similar proof
of Theorem 4.1, we obtain the results (1)—(3). 
Remark 4.15. Keep the notations. Then πˇ|H ≃⊕σ∈RH (π)mσˇ.
Proof. It follows frommH (πˇ, σˇ)=mG(πˇ, Ind
G
H σˇ)=mG(c-Ind
G
H σ,π)=mH (σ,π). 
In the following, we assume that (σ,W ) is an irreducible constituent of (ResG
H
π,V ). Now we define
IG(σ)= {g ∈G |σg ≃σ}, and I 0G(σ)=
{
g ∈G |π(g )(W )=W
}
. The σ-isotypic component of (ResG
H
π,V ) is
an irreducible IG(σ)-module, denoted by (σ˜,W˜ ).
Lemma 4.16. Both I 0
G
(σ), IG(σ) are open subgroups of G. Moveover, (σ,W ) is extendible to I 0G(σ), and
π≃ c-IndGIG (σ) σ˜.
Proof. 1) Let 0 , w0 ∈ W and Kw0 = StabG (w0). For g ∈ Kw0 ,h ∈ H , we have π(g )σ(h)w0 =
π(ghg−1)π(g )w0 = σ(ghg−1)w0; this means that g stabilizes W , so IG(σ), I 0G(σ) containing Kw0 both
are open subgroups ofG .
2) Since IG(σ)/H is an open subgroup of the compact group G/H , [G : IG(σ)] has finite car-
dinality. By Frobenius reciprocity, we have HomG(π,c-Ind
G
IG (σ)
σ˜) , 0. On the other hand,
HomG(c-Ind
G
IG (σ)
σ˜,c-IndGIG (σ) σ˜)≃HomIG (σ)(σ˜,c-Ind
G
IG (σ)
σ˜). By the structure of c-IndGIG (σ) σ˜ as described
in [10], we have ResG
H
c-IndGIG (σ) σ˜ ≃
∑
g∈G/IG (σ) gW˜
8. Any non-zero f ∈HomIG (σ)(σ˜,c-Ind
G
IG (σ)
σ˜), is also
anH-morphism, and then has image in σ˜. ThereforemIG (σ)(σ˜,c-Ind
G
IG (σ)
σ˜)= 1, and π≃ c-IndGIG (σ) σ˜. 
Remark 4.17. ResIG (σ)
I 0
G
(σ)
σ˜ is a smooth representation of finite length.
Proof. Note that I 0
G
(σ)/H , IG(σ)/H both are open closed subgroups of G/H , so the indices [G : I 0G(σ)],
[G : IG(σ)] both are finite. 
Lemma 4.18. There is an open normal subgroup JG(σ) of IG(σ) such that H ⊆ JG(σ)⊆ I 0G(σ).
Proof. Notice that I 0G(σ)/H is an open compact subgroup of G/H . We let K0 = ∩g∈IG (σ)/Hg
I 0G (σ)
H
g−1. By
Lemma 1.12 (2), K0 is an open normal subgroup of IG(σ)/H , and we denote its inverse image in IG(σ) or
I 0G(σ) by JG(σ). 
4.2.1. In the following, we shall rewrite some results of §11 in [13] to our situation. We write π[σ] =
c-IndIG (σ)
JG (σ)
W . Let ∆=
{
gi ∈ IG(σ)
}
i∈I containing 1, be a set of representatives for IG(σ)/JG (σ), and W the
canonical image ofW in c-IndIG (σ)
JG (σ)
W . Following [13, §11], we let D = EndIG (σ)(π[σ]), and write the map
ϕ ∈D on the right-hand side, i.e. v ∈ c-IndIG (σ)
JG (σ)
W , v −→ (v)ϕ. 9 Notice:
(1) (π[σ], JG (σ),π[σ](g )W ) is an irreducible representationof JG (σ), isomorphic to (π[σ], JG(σ),W ), for
g ∈∆.
8Notice that gW˜ perhaps is not IG (σ)-stable.
9We apologize for this writing. It is a pity that we can not find anther proper way to rewrite this part, even by use of the
opposed algebra of D.
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(2) Let ǫg : W −→ π[σ](g )W be an intertwining operator between (π[σ], JG(σ),W ) and
(π[σ], JG (σ),π[σ](g )W ).
(3) ǫg can extend uniquely to an element Eg inD, given by [π[σ](x) fw ]Eg := π[σ](x)[( fw )ǫg ] for x ∈∆,
fw ∈W .
(4) Eg1 ◦Eg2 =α(g1,g2)Eg3 , for gi ∈∆
10, where α(g1,g2) ∈C× and g1g2JG (σ)= g3JG (σ).
(5) The above α(−,−) defines a 2-cocycle in H2(IG(σ)/JG (σ),C×).
We fix an embedding W˜ −→ IndIG (σ)
JG (σ)
W such that the image ofW isW , and letN = {ϕ : c-IndIG (σ)
JG (σ)
W −→
IndIG (σ)
JG (σ)
W , an IG(σ)-homomorphism with the image in W˜ } be a left D-ideal. Following [13, §11], we
define two projective smooth representations (ρ1,W ), (ρ2,N ) of IG(σ) as follows:
(1) For x = g g0 ∈ IG(σ) with g ∈∆, and g0 ∈ JG(σ), fw ∈W , ρ1(x) fw := (π[σ](x) fw )E −1g .
(2) ρ2 factors through IG(σ)/JG (σ), and (v)[ρ2(g )ϕ] := ((v)Eg )ϕ, for g ∈∆, v ∈ c-Ind
IG (σ)
JG (σ)
W ,ϕ ∈N .
Lemma 4.19. (ρ2,N ) is an irreducible projective representation of IG(σ).
Proof. By construction, the space N is spanned by Eg1 ◦ϕ,Eg2 ◦ϕ, · · · ,Egm ◦ϕ, for any non zero element
ϕ ∈N , and some suitable g1, · · · ,gm ∈∆(related to ϕ). 
Theorem 4.20 (Clifford). The irreducible representation (σ˜,W˜ ) of IG(σ) is linearly isomorphic with the
tensor projective representation ρ1⊗ρ2 of IG(σ).
Proof. By observation, ρ1 ⊗ ρ2 is a honest representation of IG(σ). Assume W˜ = ⊕mi=1π[σ](gi )W in
c-IndIG (σ)
JG (σ)
W , for different elements gi ∈ IG(σ)/JG (σ). Letϕi ∈N , corresponding to ǫgi :W −→π[σ](gi )W
by Frobenius reciprocity. Then {ϕ1, · · · ,ϕm} forms a basis of N . Let ̥ :W ⊗N −→ W˜ ;
∑m
i=1 fwi ⊗ϕi 7−→∑m
i=1( fwi )ϕi . Firstly, if
∑m
i=1 fwi ⊗ϕi , 0, and
∑m
i=1( fwi )ϕi = 0, then ( fwi )ϕi = 0, and (π[σ](g ) fwi )ϕi = 0 for
all g ∈ IG(σ), contradicting to Lemma 1.17(2). So the injectivity of ̥ follows. Secondly, letting x = g g0
with g ∈∆, g0 ∈ JG(σ), we then have
̥
(
ρ1⊗ρ2(x)( fw ⊗ϕ)
)
= (π[σ](x) fw )ϕ=π[σ](x)( fw )ϕ=π[σ](x)̥( fw ⊗ϕ),
which shows that ̥ is an IG(σ)-morphism, and then the surjectivity follows. 
4.3. In the third part, we do not assume that H is a normal subgroup of G . First of all we assume that
H is an open subgroup of G . Let ∆ = {si ∈ G}i∈I be a complete set of representatives for H \G/H , and
assume 1 ∈∆. Let Hs = s−1Hs. For (ρ,W ) ∈Rep(H), set ρs(x)= ρ(sxs−1), x ∈Hs ∩H . For any s ∈∆, s , 1,
assume that Hs ∩H is a normal subgroup of H and the cardinality of
H
Hs∩H
is infinite.
Lemma 4.21. Let (σi ,Wi ) ∈ Rep(H). For any 1 , s ∈ ∆, if ResHHs∩H σ1 is finitely generated,
HomG(c-Ind
G
H σ1,c-Ind
G
H σ2)≃HomH (σ1,σ2).
Proof. By Frobenius reciprocity and Lemma 1.17,
HomG(c-Ind
G
H σ1,c-Ind
G
H σ2)≃HomH (σ1,⊕s∈∆ c-Ind
H
Hs∩H
(σ2)
s) ,→
∏
s∈∆
HomH (σ1,c-Ind
H
Hs∩H
(σ2)
s).
For a fixed s ∈∆ with s , 1, let Σs be a complete set of representatives for Hs ∩H \H . Denote the repre-
sentation ((σ2)s ,W2) of H simply by (ρ,W
ρ
2 ). By Lemma 1.17, as Hs ∩H-module, we can embedW
ρ
2 in
c-IndHHs∩H ρ, with the image denoted by W2. Then c-Ind
H
Hs∩H
W
ρ
2 ≃ ⊕t∈ΣsW2,t , and W2,t ≃ ρ
t as Hs ∩H-
modules, where W2,t = t−1W2.
10
∆ is a discrete set of finite cardinality.
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Assume W1 is generated by w1, · · · ,wl as an H ∩Hs-module. If 0 , B ∈ HomH (σ1,c-Ind
H
Hs∩H
(σ2)s),
there exists a finite natural numberm, such that all B(wi ) ∈⊕mj=1W2,t j ≃⊕
m
j=1ρ
t j . Note that for t ∈H , w ∈
W1, B(tw) = tB(w) ∈ ⊕mj=1tW2,t j . However tw =
∑m
j=1 cihiwi , for some ci ∈ C, hi ∈ Hs ∩H , and B(tw) ∈
⊕m
j=1W2,t j . Now asume e1 ∈W1, 0, B(e1)=
∑m
j=1 c j t
−1
j
w2, j , for somenon-zerow2, j ∈W2, and some c j ∈C,
with c j ′ , 0. Then B(t
−1
m+1t j ′e1) ∉ ⊕
m
j=1tW2,t j , a contradiction. Therefore HomH (σ1,c-Ind
H
Hs∩H
(σ2)s) = 0,
for any 1, s ∈∆, and the first result follows. 
If K is an open compact subgroup of G , for each positive integer n, we let N (K )n = {K i | K i ⊳K , [K :
K i ]= n}.
Lemma 4.22. Let (σi ,Wi ) ∈ Rep(H). For any 1 , s ∈ ∆, if assume (1) up to Hs ∩H-conjugacy there ex-
ists and only exists a finite number of maximal open compact groups in H, (2) for each maximal open
compact subgroup K of Hs ∩H, and each n, the set N (K )n is finite, then HomG(c-Ind
G
H σ1,c-Ind
G
H σ2) ≃
HomH (σ1,σ2), for any admissible representation (σ1,W1) of H.
Proof. By Frobenius reciprocity and Lemma 1.17,
HomG(c-Ind
G
H σ1,c-Ind
G
H σ2)≃HomH (σ1,⊕s∈∆ c-Ind
H
Hs∩H
(σ2)
s) ,→
∏
s∈∆
HomH (σ1,c-Ind
H
Hs∩H
(σ2)
s).
For a fixed s ∈∆ with s , 1, let Σs be a complete set of representatives for Hs ∩H \H . Denote the repre-
sentation ((σ2)s ,W2) of H simply by (ρ,W
ρ
2 ). By Lemma 1.17, as Hs ∩H-module, we can embedW
ρ
2 in
c-IndHHs∩H ρ, with the image denoted by W2. Then c-Ind
H
Hs∩H
W
ρ
2 ≃ ⊕t∈ΣsW2,t , and W2,t ≃ ρ
t as Hs ∩H-
modules, where W2,t = t−1W2.
Let us choose {K1, · · · ,Km} to be a total set of maximal open compact subgroups of H , up to Hs ∩H-
conjugacy. Let K be an open compact subgroup of Hs ∩H , such that W K1 , 0. By Lemma 1.12, we
assume that K is a normal subgroup of each Ki . Assume 0 , B ∈ HomH (σ1,c-Ind
H
Hs∩H
(σ2)s), and
B(W K1 ) ⊆ ⊕
m
α=1W2,tα ≃ ⊕
m
α=1ρ
tα . Under the condition (2) we let Li denote the total set of normal open
compact subgroups Li of Ki , satisfying [Ki : Li ]= [K1 :K ], and let L =∪iLi .
For a fixed t ∈ Σs , there exists ht ∈ Hs ∩H , such that Kt = t−1K t ⊆ (K1)t = htK jh−1t , for certain j . So
Kt ⊳ (K1)t = (K j )h−1t , Ktht ⊳K j , and [K j :Ktht ]= [(K j )h−1t :Kt ]= [(K1)t :Kt ]= [K1 :K ]. Hence Ktht = Lt , for
some Lt ∈L . SetD t =Ktht ∩K = Lt ∩K . Then ǫDth−1t t−1K ∈H (H ,D t ). For 0,w ∈W
K
1 , B(ǫDth−1t t−1Kw)=
B(ǫh−1t t−1 ∗ ǫthtDth−1t t−1 ∗ ǫKw)= h
−1
t t
−1B(w) ∈ ⊕mα=1h
−1
t t
−1
W2,tα ≃ ⊕
m
α=1ρ
tαt . Moreover 0 , ǫDth−1t t−1Kw ∈
W
Dt
1 . Now let W˜1 =
∑
L∈L W
L∩K
1 ⊆W1, then W˜1 has finite dimension, andW
K
1 ⊆ W˜1,W
Dt
1 ⊆ W˜1. Hence
B(W˜1) belongs to a direct sum of finite number of ρt ’s. This makes a contradiction similar to the above
proof! Therefore HomH (σ1,c-Ind
H
Hs∩H
(σ2)s)= 0, for any 1, s ∈∆, and the second result holds. 
4.4. In the fourth part we interfere with unitary representations of locally profinite groups. Our main
references are [30], [33]. The results in them are mainly about representations of local compact groups,
so let us first rewrite some of them to fit us well.
We call a smooth representation (ρ,W ) of H preunitary if there exists a non-degenerate hermitian
form 〈,〉 onW , such that 〈ρ(h)v,ρ(h)w〉 = 〈v,w〉, for v,w ∈W , g ∈ H . Here W is not required to be a
complete vector space.
Until the end of this section, we will let (ρ,〈,〉,W ) be a smooth preunitary representation of H , and let
Wρ or W denote its complete vector space.
Lemma 4.23. (ρ,W ) is a unitary representation of H in the usual sense(cf. [33]).
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Proof. Leth0 ∈H ,w0 ∈W K1,K1 being an open compact subgroup ofH . For any ǫ> 0, when ‖w−w0‖ < ǫ,
and h ∈h0K1, we have ‖ρ(h)w −ρ(h0)w0‖≤ ‖ρ(h)w −ρ(h)w0‖+‖ρ(h)w0−ρ(h0)w0‖ = ‖w −w0‖ < ǫ. So
ρ : H ×W −→ W ; (h,w) 7−→ ρ(h)w is continuous, and it can extend well to a unitary representation
ρ :H ×W −→W . 
4.4.1. Admissible case. In this subsectionwewill assume (ρ,W ) is admissibleunless specific illustration.
Lemma 4.24. For any open compact subgroup K1 of H, let W ≃ ⊕σ∈Kˆ1W
σ be the direct sum of its K1-
isotypic components. (cf. [10, p.15, Pro.]). Then:
(1) W σi⊥W σ j , for differentσi ,σ j ∈ Kˆ1;
(2) For each (σ,U ) ∈ Kˆ1, W σ is an algebraic direct sum of its mutually orthogonal H-subspaces W σi
such that eachW σ
i
is isomorphic toU as K1-modules.
Proof. 1) For non-zero vectors vi ∈W σi , v j ∈W σ j , the vector spaces K1vi , K1v j generated by vi , v j , both
have finite dimension. Finally it reduces to study a unitary representation K1vi ⊕K1v j of a finite group,
so the result holds.
2) Let e1, · · · ,en be a basis ofU . Then we can find an open compact subgroup K2 ⊆∩ni=1StabK1(ei ) such
that K2⊲K1. HenceW σ is a preunitary representation of a finite group
K1
K2
of finite dimension; the result
holds. 
Let (ρ,W ) denote the complex conjugate representation of (ρ,W ).
Lemma 4.25. ρ ≃ ρˇ and W K1 =W K1, for any open compact subgroup K1 of H. In this case, (ρˇ,Wˇ ) is a
preunitary representation of H. 11
Proof. 1) Any non-zero vector w ∈W defines a non-trival C-linear function onW as w −→ 〈w,w〉, for
w ∈ W . Moreover it induces a C-linear and H-monomorphism W −→ Wˇ ; by considering their K1-
invariant parts we seeW ≃ Wˇ as H-modules.
2) Assume ResHK1 ρ ≃ ⊕i∈Imiπi , for mutually orthogonal irreducible representations πi of K1.
12Let
e1
i
, · · · ,eni
i
be an orthonormal basis of miπi . Then every element a˜ ∈ W has the following form:
a˜ =
∑
i∈I
∑ni
j=1 ai j e
j
i
, such that
∑
i∈I
∑ni
j=1 | ai j |
2< +∞. If k · a˜ = a˜, for any k ∈ K1, then k ·
∑ni
j=1 ai j e
j
i
=∑ni
j=1 ai j e
j
i
, in other words, miπi has a K1-invariant vector
∑ni
j=1 ai j e
j
i
, so only a finite number of such
vectors is non-zero; thus a˜ ∈W K1 . 
Lemma 4.26. W is an algebraic direct sum of its irreducible and mutually orthogonal H-subspaces.
Proof. For any H-subspaceW1 ofW , the orthogonal complementW ⊥1 inW is also H-invariant. Since
(ρ,W ) is admissible,W =W1⊕W ⊥1 . So by [10, p.14, Proposition], (ρ,W ) is semi-simple. We order the set
R of all sets SI = {Vi }i∈I by set inclusion, where {Vi }i∈I consists of mutually orthogonal and irreducible
H-subspaces Vi ofW . By the above discussion, R is non-empty and each chain C = {SI } in R has an
upper bounded given by the union∪ISI . Then Zorn’s Lemma yields amaximal element {V j} j∈J inR. Let
W ′ =⊕ j∈JV j ; ifW ′ ,W , thenW ′⊥( not zero) is also an H-space and contains an irreducibleH-subspace
V ′. Now {V j } j∈J∪{V ′} is also inR, contradicting to themaximality of {V j } j∈J . ThereforeW =⊕ j∈JV j , and
we are done. 
11If ρ is not admissible, we can’t ensure that ρˇ is also preunitary.
12If assume that G is a second-countable group, then it contains a countable neighbourhood basis {Ki } of 1G ; we can
assume each Ki is an open compact subgroup ofG. So V =∪V Ki has countable dimension.
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Corollary 4.27. If ρ is finitely generated , then W is a finite direct sum of its irreducible and mutually
orthogonal H-subspaces.
Lemma 4.28. Let (π1,〈,〉1,V1), (π2,〈,〉2,V2) be two admissible preunitary smooth representations of H,
with the complete vector spaces V1, V2 respectively.
(1) If π1 has finite length, then every 0, F ∈HomH (V1,V2) is continuous;
(2) If both πi are representations of finite length, thenHomH (V1,V2)≃BH (V1,V2).
Proof. (1) By Lemma 4.26(2), it is sufficient to assume that π1 is irreducible and f is surjective; in this
case V2 is isomorphic to V1 as H-modules. Assume V
K1
1 , 0, for an open compact subgroup K1 of
H . Then F : V K11 −→ V
K1
2 is a bijective linear map between two norm spaces of finite dimension. Let
{e1, · · · ,en , · · · } be a complete orthonormal basis of V1, such that {e1, · · · ,em} forms a complete orthonor-
mal basis of V K11 . Let { f1, · · · , fm} be a complete orthonormal basis of V
K1
2 .
For an element v1 = (e1, · · · ,em)


b1
...
bm

 ∈ V K11 , let us write F (v1) = ( f1, · · · , fm)A


b1
...
bm

, where A is the
matrix corresponding to the linear map F . It is known that there exists a unitary matrix U such that
U
T
A
T
AU = diag(a1, · · · ,am) for some positive real numbers ai . By changing the orthonormal basis of
V
K1
i
, henceforth we simply assume A
T
A = diag(a1, · · · ,am).
For any v ∈ V1, assume v =
∑n
i=1 ciπ1(hi )e1, for some ci ∈ C, hi ∈ H , and write π1(h
−1
j
hi )e1 =
v j i + w j i for some v j i =
∑m
k=1d j ikek ∈ V
K1
1 , w j i ∈ ⊕1,τ∈Irr(K1)V
τ
1 (here v j i⊥w j i ). Then ‖v‖
2
1 =∑n
i , j=1 ci c j 〈π1(h
−1
j
hi )e1,e1〉1 =
∑n
i , j=1 ci c j 〈v j i ,e1〉1 =
∑n
i , j=1 ci c jd j i1. Note that
〈π2(h
−1
j hi )F (e1),F (e1)〉2 = 〈F (v j i ),F (e1)〉2 = 〈( f1, f2, · · · , fm)A


d j i1
d j i2
...
d j im

 , ( f1, f2, · · · , fm)A


1
0
...
0

〉2
=TrA


d j i1
d j i2
...
d j im

(1,0, · · · ,0)AT =Tr(1,0, · · · ,0)AT A


d j i1
d j i2
...
d j im

= a1d j i1.
Consequently,
‖F (v)‖22 = ‖
n∑
j=1
ciπ2(hi )F (e1)‖
2
2 =
n∑
i , j=1
ci c j 〈π2(h
−1
j hi )F (e1),F (e1)〉2 =
n∑
i , j=1
ci c jd j i1a1 = ‖v‖
2
1a1.
Hence F is continuous.
(2) Any F ∈HomH (V1,V2) can extend uniquely to an element F˜ ∈ BH (V1,V2). Conversely, the restriction
of any F˜ ∈HomH (V1,V2) to V1 defines an H-morphism F :V1 −→ V ∞2 =V2. 
From the above proof, we obtain a result in Casselman’s note, [12, p.23, Proposition 2.1.15]:
Corollary 4.29. For an irreducible (admissible) representation (ρ,W ) of H, up to scalar multiplication
there is at most one non-degenerate H-invariant Hermitian inner product onW .
Proof. See also Bernstein’s unpublished note on representation. 
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Remark 4.30. There exists an equivalence between the category of unitary representations of H of finite
length and the category of smooth preunitary representations of H of finite length.
Proof. Let (π,V ) be the smoothpart of an irreducible unitary representation (Π,V ) ofH . By investigating
its restriction to open compact subgroups, we see thatV , 0. Ifπ contains a non-zero subrepresentation
ρ, then the completions of π and ρ must be equal; by the admissible condition, ρ = π. We leave the rest
details to the reader. 
4.4.2. Non-admissible case. Let us investigate the general case that (ρ,W ) is only a preunitary smooth
representation of H . AssumeW is a second-countable space. For the complex conjugate representation
(ρ,W ), let us write the corresponding scalar multiplication by ⊙, namely c⊙w := cw for c ∈C, w ∈W =
W .
Lemma 4.31. (1) There exists an orthonormal basis {e1, · · · ,en , · · · } of W such that ei ∈ W , and
{e1, · · · ,en , · · · } forms an algebraic basis ofW ;
(2) For any open compact subgroup K1 of H, W K1 is dense in W K1 ;
(3) As H-modules,W ,→W
∞
,→ Wˇ ;
(4) Let (π,V ) be another preunitary smooth representation of H, V the completion of V , and assume
V is second-countable. Then
(a) HomH (W ,V )≃HomH (W ,V ); f −→ f = f .
(b) Let f :W −→ V be a non-zero continuous H-morphism. Then it will induce the following
canonical H-morphisms: (I) f :W ∞ −→ V ∞ orW
∞
−→ V
∞
, (II) fˇ : Vˇ −→ Wˇ , (III) f ∗ : V
∞
−→
W
∞
.
Proof. Part (1) comes from [9, Chapitre V 23, Proposition 6]. For (2) assumeW = ⊕σ∈Irr(K1)W
σ, and let
{hσ1 , · · · ,h
σ
n , · · · } be an orthonormal basis ofW
σ. Note that for different σi ,σ j ∈ Irr(K1),W σi⊥W σ j . Thus
{hσ
i
} forms an orthonormal basis of W . For any x =
∑
i ,σ c
σ
i
hσ
i
∈ W K1 , with
∑
i ,σ |c
σ
i
|2 < +∞, we have
khσ
i
∈W σ, for k ∈K1. Hence x =
∑
i c
1K1
i
h
1K1
i
with h1K
i
∈W K1 , i.e. W K1 is dense in W K1 . The rest parts are
straightforward. 
Corollary 4.32. Keep the notations. If (π,V ) is an irreducible subrepresentation of (ρ,W ), then (π,V ) is a
direct summand of (ρ,W ).
Proof. By Corollary 4.29, we can find a unitary embedding ι :V ,→W , which will introduce ι= ι :V ,→W
and ι∗ :W −→ V ∞ ≃V . For v1,v2 ∈V , we have 〈ι
∗
◦ι(v1),v2〉V = 〈ι(v1), ι(v2)〉W = 〈v1,v2〉V , so ι
∗
◦ι(v1)= v1,
W = ι(V )⊕ker(ι∗). 
Let BH (W ,V ) denote the set of all continuous H-morphism fromW to V .
Lemma 4.33. Keep the notations of Lemma 4.31. If (π,V ) is an irreducible representation, and
dimBH (W ,V )<+∞, then f ∗(V )⊆W.
Proof. First we have an orthogonal decomposition W = f ∗(V )⊕ [ f ∗(V )]⊥, and a short exact sequence
0 −→ f ∗(V ) −→ W
p
−→ [ f ∗(V )]⊥ −→ 0. If p = 0, then f ∗(V ) ≃W , the result is clearly right. Assume now
p , 0. As W is dense in W , the restriction of p to W is non-zero. Hence 0 −→ kerp ∩W −→W
p
−→
{[ f ∗(V )]⊥}∞. IfW ∩kerp = 0, thenW is a subspace of {[ f ∗(V )]⊥}∞; considering their completions, we
get W ,→ [ f ∗(V )]⊥; considering their π-components, we get a contradiction. Therefore W ∩ kerp ≃
[ f ∗(V )]∞, i.e. f ∗(V )⊆W . 
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Corollary 4.34. Under the above condition, (π,V ) is a direct summand of (ρ,W ).
Proof. Note that dimBH (W ,V ) < +∞. Then applying the above result to f = f :W −→ V , we get f
∗
:
V −→W . Then the result follows from Corollary 4.32. 
Lemma 4.35. Keep the notations of Lemma 4.31. If (π,V ) is an irreducible representation and
dimBH (W ,V )=∞, then there exists an element g ∈BH (W ,V ) such that g∗(V )*W.
Proof. Let Wπ denote the (π,V )-isotypic component of (ρ,W ). Since W is a second-countable vector
space and dimBH (W ,V ) = +∞, we have Wπ ≃ ⊕∞i=1V ; let Pi be the projection on its i-component V .
Note that the restriction of Pi toW is non-trivial, and it is surjective ontoV . Clearly there exist two exact
sequences: 0−→W [π]−→W
P=
∑∞
i=1Pi
−→ Wπ ≃⊕
∞
i=1V −→ 0, and 0−→W [π]∩W −→W
P
−→W ∞π . Since each
Pi :W −→Vi is surjective, the image of P |W contains
∑
i Vi .
Now we define g =
∑∞
i=1
1
2i
Pi . As ‖Pi‖ ≤ 1, ‖g‖ ≤ 1, so g ∈ BH (W ,V ). Note that g factors through
W −→Wπ ≃⊕
∞
i=1V , and g , 0. Hence g :W −→V is surjective, and it factors throughW −→ P (W ). Let K
be an open compact subgroup of H such thatV K , 0 with a linear orthonormal base, say {h1, · · · ,hn}; let
h1,i , · · · ,hn,i be the corresponding respective elements in the i-componentV of⊕∞i=1V . For each h j ,i , let
e j ,i be one preimage of it inW K . Then g (e j ,i )= g (h j ,i )=
1
2i
h j , 0.
Now assume {e1, · · · ,ei , · · · } is an orthonormal basis of W K . Then there exists infinite i ’s such that
g (ei ) , 0. Let us write g (ei ) =
∑
j c j ih j . Since g : W
K −→ V K is surjective, there exists j ∈ {1, · · · ,n},
such that c j i , 0, for infinite i ’s. Then for such j , g∗(h j ) =
∑
i 〈g
∗(h j ),ei 〉W ⊙ ei =
∑
i 〈ei ,g
∗(h j )〉W ⊙ ei =∑
i 〈g (ei ),h j 〉W ⊙ei =
∑
i c j i ⊙ei ∉W . 
We can let (ρsemi ,Wsemi ) be the sum of all irreducible subrepresentations of (ρ,W ). Then
(ρsemi ,Wsemi ) is the maximal semi-simple sub-representation of (ρ,W ).
Remark 4.36. Assume the category Rep(H) is locally noetherian. ThenW /Wsemi has no irreducible sub-
representation.
Proof. If there exists an irreducible H-module W1
Wsemi
of W
Wsemi
. Let p :W1 −→
W1
Wsemi
be the canonical pro-
jection. For any u ∈W1, with p(u) , 0, letWu denote the H-module generated by u. Then there exists
a short exact sequence 0−→Wu ∩Wsemi −→Wu
p
−→
W1
Wsemi
−→ 0. NowWu ∩Wsemi is finitely generated,
and then it is admissible, semi-simple. Hence Wu is admissible, and semi-simple. So Wu ⊆Wsemi , a
contradiction. 
Let Wsemi be the completion of Wsemi . By the general theory on unitary representations of locally
compact groups,W =Wd ⊕Wc , for the discrete componentWd , and the continuous componentWc . Here
Wc has no irreducible subrepresentation. The following results are straightforward.
Lemma 4.37. (1) There exists an orthonormal basis {e1, · · · ,en , · · · } ofWsemi such that ei ∈Wsemi , and
{e1, · · · ,en , · · · } forms an algebraic basis ofWsemi .
(2) If Wsemi =⊕i∈NVi , for (ρi ,Vi ) ∈ Irru(H), with the completion (ρi ,Vi ) ∈ Ĥ , thenWsemi = ⊕̂i∈NVi .
(3) W ∞
d
⊇Wsemi .
(4) W ∞c has no irreducible subrepresentation.
Proof. For (4), if there exists an irreducible subrepresentation (π,V ), thenV ,→W ∞c is a continuousmap,
and it will induce an H-morphism on their completions, a contradiction. 
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4.4.3. Unitary induced representation. Let us recall some results of unitary induced representations in
[33] (cf. [30]). Let δH\G =
∆G
∆H
. Let νH\G be a positive semi-invariant measure on H \G(cf. [10, p.32]). In
this text, we define the unitary induced representation (Π=IndGHρ,V =Ind
G
HW ) ofG as follows:
Let c-IndGH [δ
1/2
H\G ⊗W ] denote the space of continuous functions f on G with values in W having
compact support modulo H , such that f (hx) = δ1/2
H\G (h)ρ(h) f (x) for h ∈ H , x ∈ G ; let V = Ind
G
HW
be the completion of c-IndGH [δ
1/2
H\G ⊗W ] under the norm defined as ‖ f ‖
2 =
∫
H\G ‖ f (x˙)‖
2dνH\G (x˙), for
f (x) ∈ c-IndGH [δ
1/2
H\G⊗W ]. The scalar product is given by 〈 f1, f2〉 =
∫
H\G〈 f1(x˙), f2(x˙)〉WdνH\G (x˙), for f1, f2 ∈
c-IndGH [δ
1/2
H\G ⊗W ]; the action ofG on the space V is given by right translation, i.e. Π(g ) f (x)= f (xg ), for
x,g ∈G . 13
Remark 4.38. One can refer to [30, Section 2.3], [33, Sections 2, 3] for the exact description of the space V
and its certain subspaces. Loosely speaking, V can be viewed as a space of all classes of measure functions
f fromG to W , such that (1) f (hx)= δ1/2
H\G(h) f (x) for all h ∈H, and almost all x ∈G; (2) ‖ f ‖ <+∞.
Lemma 4.39. (1) c-IndGH [δ
1/2
H\G ⊗W ] is dense in c-Ind
G
H [δ
1/2
H\G ⊗W ], and consequently it is dense in V ;
(2) If G/H is compact, and (ρ,W ) is an admissible representation of H, then c-IndGH [δ
1/2
H\G ⊗W ] is just
the smooth part of V .
Proof. 1) For f ∈ c-IndGH [δ
1/2
H\G ⊗W ], assume supp f ⊆ HK , and K ⊆ ∪
l
j=1y jK j , for some open compact
subgroups K j of G . Let M =
∑l
j=1
∫
H\[Hy jK j ]
δH\G (x˙)dνH\G (x˙). For any ǫ > 0, and x ∈ K , there exists an
open compact subgroup Kx of G such that ‖ f (xk)− f (x)‖W <
ǫ2
3M for any k ∈ Kx , and xKx ⊆ ∪
l
j=1y jK j .
As K ⊆∪x∈K [xKx ], we can choose a finite subcover, say {xiKxi , i = 1, · · · ,n}.
Note thatW is dense in W , so there exists vi ∈W such that ‖vi − f (xi )‖W <
ǫ2
3M . For each i , we as-
sume vi ∈ ρ
xi Ji x
−1
i
∩H ,δ−1/2
H\G , for an open compact subgroup Ji ⊆ Kxi . By Lemma 1.12, we choose an open
compact subgroup Kǫ ⊆∩ni=1 Ji satisfying Kǫ⊳Kxi for i = 1, · · · ,n.
Let∆= {s1, · · · , sr } be a subset of the complete representatives for H \G/Kǫ such thatHK ⊆∪rt=1HstKǫ,
andHstKǫ∩HK ,;. If HstKǫ∩HxiKxi ,;, we can replace st by xiki t , for some ki t ∈Kxi . By reordering
the index, we assume ∆= {xiki t , i = 1, · · · ,m; t = 1, · · · ,ni } with ki t ∈Kxi andm ≤ n.
Now we define fǫ ∈ c-Ind
G
H [δ
1/2
H\G ⊗W ] as follows: supp fǫ ⊆ ⊔
m
i=1 ⊔
ni
t=1 Hxiki tKǫ, and fǫ(hxiki tk) =
δ1/2
H\G (h)ρ(h)vi for h ∈ H , k ∈ Kǫ; here vi ∈ W
[xiKǫx−1i ]∩H ,δ
−1/2
H\G = W [xiki tKǫk
−1
i t
x−1
i
]∩H ,δ−1/2
H\G . Moreover, for
hxiki tk ∈Hxiki tKǫ ⊆HxiKxi ⊆∪
l
j=1Hy jK j , we have
‖ f (xiki tk)− fǫ(xiki tk)‖W = ‖ f (xiki tk)−vi‖W
≤ ‖ f (xiki tk)− f (xi )‖W +‖ f (xi )−vi‖W ≤
2ǫ2
3M
,
∫
H\G
‖ f (x˙)− fǫ(x˙)‖
2
WdνH\G (x˙)=
m∑
i=1
ni∑
t=1
∫
H\[Hxi ki tKǫ]
‖ f (x˙)− fǫ(x˙)‖
2
WdνH\G (x˙)
≤
m∑
i=1
ni∑
t=1
∫
H\[Hxi ki tKǫ]
δH\G (x˙)dνH\G (x˙) sup
k∈Kǫ
‖ f (xiki tk)− fǫ(xiki tk)‖W
13The definition given above is a slight difference from [30], [33] at the action ofG on the space V .
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≤
2ǫ2
3M
m∑
i=1
ni∑
t=1
∫
H\[Hxi ki tKǫ]
δH\G(x˙)dνH\G (x˙)< ǫ
2.14
2) The second statement is a corollary of Lemmas 1.16, 4.25. 
Remark 4.40. V0 = { f ∈ c-Ind
G
H [δ
1/2
H\G ⊗W ] | ‖ f ‖ = 0} is a zero vector space.
Proof. For f ∈V0, assume it’s K -invariant, and supp( f )⊆⊔ni=1HgiK . Then
0=
∫
H\G
‖ f (x˙)‖2dνH\G (x˙)=
n∑
i=1
∫
H\HgiK
‖ f (x˙)‖2dνH\G (x˙)=
n∑
i=1
‖ f (gi )‖
2
∫
H\HgiK
δH\G (x˙)dνH\G (x˙).
So all f (gi )= 0, and f = 0. 
Example 4.41. c-IndG1G 1 is a preunitary representation, with the completion L
2(G ,νG), for a right Haar
measure νG of G.
Question. How to compare the induced topology on H (G)with the topology on it introduced in [6].
Remark 4.42. For any admissible irreducible (π,V ) of G, if V K , 0, then by Frobenius reciprocity, (π,V ) ∈
RG(c-Ind
G
K 1K ). Thus (π,V ) can be a quotient of a finite-generated preunitary representation, but (π,V )
may not be a preunitary representation.
Lemma 4.43. Keep the notations. If (π,V ) is a preunitary irreducible representation, and the map
c-IndGK 1K −→V is continuous, then (π,V ) of G can embed into L
2(G ,νG)∞ as G-module.
Proof. It is not hard to show that the canonical map c-IndK1 1 −→ 1K is continuous, and then the map
c-IndGK c-Ind
K
1 1−→ c-Ind
G
K 1K is also continuous(thenormdefinitions). By the algebraic and topological
isomorphism, c-IndGK c-Ind
K
1 1 ≃ c-Ind
G
1G
1, we get a continuous G-morphism c-IndG1G 1 −→ V . So the
result follows from Lemma 4.31(4)(b). Notice that here we don’t require that G is a second-countable
group. 
The above result is not always right for all irreducible preunitary representations, see [33, p.120, Corol-
lary]. However we can get an alternate result by going into Lp-space not just L2-space. These results will
not be used later.
For an open compact subgroup K of G , let µK denote the normalized Haar measure of K , i.e.
µK (K ) = 1, and we always choose a semi-invariant measure νK \G such that
∫
G f (x)∆
−1
G (x)dµG (x) =∫
K \G f (x˙)dνK \G(x˙), for any left K -invariant f (x) ∈ C
∞
c (G) = C
∞
c (G ,δK \G). Here µG is a fixed left Haar
measure ofG . In the following lemma,wewill treat c-IndGK 1K as a topological subspace of L
1(K \G ,νK \G).
Lemma 4.44. Keep the notations. If (π,V ) is a preunitary irreducible representation, then any non-zero
G-morphism f : c-IndGK 1K −→V is continuous.
Proof. 1) Let K1 be an open compact subgroup of K . Note that H (G ,K1) = [c-Ind
G
K1
1K1]
K1 , which is a
topological subspace of L1(K1 \G ,νK1\G). Set σ1 = c-Ind
G
K1
1K1 ⊆ L
1(K1 \G ,νK1\G). Firstly let us show that
π :H (G ,K1)×V K1 −→V K1 is continuous. For g ∈H (G ,K1),v ∈V K1 ,
π(g )v =
∫
G
g (x)π(x)vdµG (x)=µG(K1)
∑
x∈G/K1
g (x)π(x)v.
14 Here δH\G (x˙)(hxiki tk)= δH\G(h), for h ∈H , k ∈Kǫ.
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Then
‖π(g )v‖π≤µG(K1)(
∑
t∈G/K1
|g (t )|‖π(t )v‖π)=µG(K1)(
∑
t∈G/K1
|g (t )|) · ‖v‖π
=
∫
G
|g (x)|dµG (x) · ‖v‖π = ‖v‖π
∫
K1\G
|g (x˙)|∆G (x˙)dνK1\G(x˙)= ‖v‖π · ‖g∆‖σ1 .
2) Secondly set σ = c-IndGK 1K . For w ∈ [c-Ind
G
K 1K ]
K1 ⊆ H (G ,K1), we have w = σ(g )1K , for certain
right K -invariant g ∈H (G ,K1). Then
‖w‖σ = ‖σ(g )1K‖σ =
∫
K \G
|[σ(g )1K ](x˙)|dνK \G (x˙)=
∫
K \G
|
∫
G
g (t )1K (x˙t )dµG (t )|dνK \G(x˙)
=
∫
G
|
∫
G
g (t )1K (xt )dµG (t )|∆
−1
G (x)dµG (x)=
∫
G
|
∫
K
g (x−1t )dµG (t )|∆
−1
G (x)dµG (x)
=µG(K )
∫
G
|g (x−1)|∆−1G (x)dµG (x)=µG (K )
∫
G
|g (x)|dµG (x)=µG(K )‖g∆G‖σ1 .
So ‖ f (w)‖π = ‖π(g ) f (1K )‖π ≤ ‖g∆G‖σ1‖ f (1K )‖π ≤ ‖w‖σ‖ f (1K )‖π
1
µG (K )
; f is continuous. 
By the knowledge of Functional Analysis, we can identify L∞(G ,νG) as the topological dual space of
L1(G ,νG ). As before, let [L∞(G ,νG )]∞ denote theG-smooth part of L∞(G ,νG ).
Corollary 4.45. Every irreducible preunitary representation (π,V ) of G can embed into [L∞(G ,νG)]∞ as
G-module.
Proof. Assume (π,V ) ∈RG(c-Ind
G
K 1K ). We treat c-Ind
K
1 1 as a topological subspace of L
1(K ,νK ). Then
the canonical map c-IndK1 1 −→ 1K is continuous, and the map c-Ind
G
K c-Ind
K
1 1 −→ c-Ind
G
K 1K is also
continuous. It is not hard to show that the algebraic isomorphism c-IndGK c-Ind
K
1 1 ≃ c-Ind
G
1G
1 is also
a homeomorphism. Finally we get a continuous G-morphism α : c-IndG1G 1 −→ V . For any v ∈ V , g ∈
c-IndG1G 1, the map g −→ 〈α(g ),v〉 is a continuous linear map. Since c-Ind
G
1G 1 is dense in L
1(G ,νG ), by
duality there exists a unique α∗
v
∈ L∞(G ,νG), such that
∫
G g (x)α
∗
v
(x)dνG (x) = 〈α(g ),v〉. Then α∗ : V −→
L∞(G ,νG );v −→ α∗v is a well-defined, C-linear, G-morphism. Hence V ≃ Vˇ ,→ [L
∞(G ,νG)]∞. Similarly,
V ,→ [L∞(G ,νG)]∞. 
4.4.4. Direct sum decompositions. Go back to the unitary induced representations. Let J be another
closed subgroup of G . Let ∆ = {s ∈ G} be a complete set of double coset representatives for H \G/J .
Assume the cardinality of ∆ is countable. For s ∈ ∆, let Vs denote the space of all measure functions
f from HsJ to W such that: (1) f (hx) = δ1/2
H\G (h)ρ(h) f (x), for all h ∈ H , and almost all x ∈ HsJ , (2)
‖ f ‖2 =
∫
H\[HsJ ] ‖ f (x˙)‖
2
WdνH\G (x˙)<+∞. Note that it is possible that ‖ f ‖ = 0 for any f ∈ Vs , or Vs = 0; now
let ∆′ be the subset of ∆ by riding of all those s. Then V ≃ ⊕̂s∈∆′Vs as J-modules.
For a fixed s ∈∆′, setHs = (s−1Hs) and let (ρs,W ) denote the unitary representation ofHs∩J . Similar to
lemma 1.11, it can be shown that the canonicalmapping ιs : (Hs∩ J )\ J −→H \(HsJ ); [Hs∩ Jx] 7−→ [Hsx],
is homeomorphisc. For f ∈ Vs , define a function As( f ) on J as As( f )(h) = f (sh), for h ∈ J . Note that for
h1 ∈Hs ∩ J , all almost h ∈ J ,
As( f )(h1h)= f (sh1h)= δ
1/2
H\G(sh1s
−1)ρ(sh1s
−1) f (sh)= δ1/2H\G (sh1s
−1)ρ(sh1s
−1)As( f )(h).
Let Us denote the space of all functions As( f ) on J . Then Us ⊇ c-Ind
J
Hs∩J
(θ1/2⊗W ), where θ1/2(h1) =
δ1/2
H\G (sh1s
−1) for h1 ∈ Hs ∩ J . We endow a norm on Us defined as ‖As( f )‖2 =
∫
H\HsJ ‖ f (x˙)‖
2
W dνH\G (x˙).
Then it will induce a non-zero linear functional Iθ on c-Ind
J
Hs∩J
θ satisfying the two conditions in [10,
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p.31, Corollary] for Hs ∩ J \ J . Hence corresponding to θ, there exists a positive semi-invariant measure
on Hs ∩ J \ J , denoted by νHs∩J\J , such that ‖As( f )‖
2 =
∫
Hs∩J\J ‖As( f )(h˙)‖
2
WdνHs∩J\J (h˙). If the action of
J on Us is given by right translation, we indeed obtain the unitary representation (Ind
J
Hs∩J
ρs ,Us) of J
induced from (ρs ,W ). As a consequence, we obtain
Lemma 4.46 ([33, p.116, Lemma 6.1]). ResG
J
IndGHW ≃ ⊕̂s∈∆′Ind
J
Hs∩J
ρs(unitary equivalence).
Example 4.47. Let G = GL2(F ) ⊇ B = {
(
t1 n
0 t2
)
} ⊇ T = {
(
t1 0
0 t2
)
} ⊇ ω =
(
0 1
1 0
)
, ∆ = {1,ω}. Consider
(ρ,W ) =the trivial representation of B, H = J = B, δH\G(g ) = ∆−1B (g ) = ‖
t1
t2
‖F for g =
(
t1 n
0 t2
)
∈ B. Then
ResG
B
IndGBρ ≃Ind
B
Tρ
ω. (Note that not all irreducible representations of B are admissible.)
4.4.5. Let us now consider J =H ; assumeG/H is compact, and 1 ∈∆. We want to get the similar result
analogue of Lemma 4.22. Let us first present some lemmas for later use. Recall that µH stands for a left
Haar measure of H .
Lemma 4.48. There exists a locally constant left (resp. right) rho-function ρH\G (resp. ρG/H ) for
(G ,H) such that it is everywhere strictly positive on G, ρH\G (h−1x) =
∆G (h)
∆H (h)
ρH\G (x) (resp. ρG/H (xh−1) =
∆G (h)
∆H (h)
ρG/H (x)), for h ∈H, x ∈G.
Proof. Without loss of generality, we will only show the existence of ρH\G . Now let p :G −→H \G be the
canonical projection. It is known that H \G is paracompact. For an open compact subgroupU of G ,
{p(xU )}x∈G forms a family of open compact subset coverings of H \G . Let {Vi } be a locally finite open-
compact refinements of this covering. For each i , p−1(Vi ) is an open subset ofG with an open-compact
subset covering, say {Wi j }. Clearly {π(Wi j )} covers Vi and has a finite subcover {Vi j }mj=1. Let us write
Wi =∪
m
j=1Wi j . ThenWi is an open compact set ofG , and p(Wi )=Vi .
Let gi denote the characteristic function ofWi , a locally constant function. Note that for x ∈G , there
is at most a finite number of i such that gi (x) , 0. We now set g =
∑
gi . For any open compact K of G ,
p(HK ) is compact and intersects with only a finite number of Vi ’s, say V1, · · · ,Vn . Then HK ∩ supp(g )
belongs to ∪n
i=1Wi , and it is a compact set. Now we define ρH\G(x) =
∫
H
∆G (h)
∆H (h)
g (hx)∆−1
H
(h)dµH (h). It
is not hard to show that ρH\G satisfies all the required conditions except for the locally constant con-
dition. Note that for the above K , HK ∩ supp(g ) only intersects with W1, · · · ,Wn . Then ρH\G (x) =∑n
i=1
∫
H
∆G (h)
∆H (h)
gi (hx)∆−1H (h)dµH (h), for x ∈K , so ρH\G is locally constant at K . 
By following the above proof, we can also show that there exists a left-right rho-function ρH\G/H ,
which is locally constant and everywhere strictly positive onG .
Corollary 4.49. HomG(c-Ind
G
H σ1,c-Ind
G
H σ2) ≃ HomG(c-Ind
G
H (δ
1/2
H\G ⊗σ1),c-Ind
G
H (δ
1/2
H\G ⊗σ2)), for two
smooth representations (σ1,W1), (σ2,W2) of H.
Proof. By Frobenius reciprocity, HomG (c-Ind
G
H σ1,c-Ind
G
H σ2) ≃ HomH (c-Ind
G
H σ1,σ2), and
HomG(c-Ind
G
H (δ
1/2
H\G ⊗σ1),c-Ind
G
H (δ
1/2
H\G ⊗σ2)) ≃ HomH (c-Ind
G
H (δ
1/2
H\G ⊗σ1),δ
1/2
H\G ⊗ σ2). So it reduces
to show the above two right-hand HomH -vector spaces are isomorphism. For f ∈ c-Ind
G
HW1,
it can be shown that ρ−1/2
H\G/H f ∈ c-Ind
G
H (δ
1/2
H\G ⊗W1). Then the isomorphism can be given by
ϕ−→ ρ−1/2
H\G/Hϕ(ρ
1/2
H\G/H−), for ϕ ∈HomH (c-Ind
G
H σ1,σ2). 
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Recall that a quasi-invariant measure on H \G is a regular Borel (real) measure µ on H \G such that
for a Borel subset [X ] of H \G , µ([X ])= 0 iff µ([X ]g )= 0 for any g ∈G .
Lemma 4.50. Keep the notations, ρ−1H\GνH\G defines a quasi-invariant measure on H \G.
Proof. LetCc (H \G) denote the space of continuous functions on H \G with compact support, provided
with the topology of uniform convergence. Then C∞c (H \G), the underlying set of c-Ind
G
H 1, is dense in
Cc(H \G). Denote θ = δH\G . Through the bijective mapping ι : C∞c (H \G) −→ C
∞
c (H \G ,δH\G ); f −→
ρ−1H\G f , we obtain a non-zero positive linear functional Iθ ◦ ι on C
∞
c (H \G), which is invariant under the
right translation of G . By Risez’s theorem, Iθ ◦ ι( f ) =
∫
H\G f (x˙)ρ
−1
H\G (x˙)dνH\G (x˙), for f ∈ C
∞
c (H \G).(cf.
[10, pp. 30-31]) 
For f ∈ C∞c (G), let fH (g ) =
∫
H δ
−1
H\G (h) f (hg )∆
−1
H (h)dµH (h) =
∫
H f (hg )∆
−1
G (h)dµH (h); then fH ∈
C∞c (H \G ,δH\G ).
Lemma 4.51. There exists a triple (µH ,µG ,νH\G ) such that∫
G
f (g )∆−1G (g )dµG(g )=
∫
H\G
dνH\G (x˙)
∫
H
f (hx)∆−1G (h)dµH (h), f ∈C
∞
c (G).
Proof. Note that the left-hand side defines a right G-invariant C-linear map on C∞c (G), so we can find
such µG satisfying the condition. 
In the following, we will always fix one such triple.
Lemma 4.52. (1) For any open compact non-zero subset K of G,
∫
H\HK ρ
−1
H\G (x˙)νH\G (x˙), 0;
(2) In Lemma 4.46, if let J just be the above K , then the set ∆′ =∆.
Proof. 1) Let µ denote the measure ρ−1H\GνH\G on H \G . Assume the converse. Then for some open
compact subset K1 of K , µ([H \HK1]) = 0; µ([H \HK1x]) = 0 for any x ∈ G ; µ([H \HC ]) = 0 for any
compact set C of G . Since µ is a regular measure, finally we see that µ is the zero measure on H \G , a
contradiction!
2) Keep the notations of the lemma 4.46. Let ∆s,H ,K be a measure section of HsK with respect to H(cf.
[33, Lemma 1.1]). For one 0 , w ∈W , we define fw (hx) = ρ−1/2H\G (x)δ
1/2
H\G (h)ρ(h)w , for h ∈ H , x ∈ ∆s,H ,K .
Then fw is a measure function from HsK to W , and satisfies the first condition on the definition of Vs .
Moreover
∫
H\HsK ‖ fw (x˙)‖
2νH\G (x˙)= ‖w‖2
∫
H\HsK ρ
−1
H\G (x˙)νH\G (x˙), 0. Hence fw ∈ Vs , 0. 
4.4.6. Keep the assumption thatG/H is compact. Assume now the category Rep(H) is locally noether-
ian; for any open compact subgroup K1 of H , assume H (H ,K1) is an algebra generated by ǫK1 and a
finite number of ǫx1 , · · · , ǫxn .
Lemma4.53. HomG
(
c-IndGH (δ
1/2
H\G⊗σ1),c-Ind
G
H (δ
1/2
H\G⊗σ2)
)
≃HomH
(
δ−1/2
H\G ⊗σ1,c-Ind
G
H (δ
1/2
H\G⊗σ2)
)
, for
an admissible representation (σ1,W1) of H, and an irreducible preunitary representation (σ2,W2) of H.
Proof. By Lemmas 1.16, 4.26, c-IndGH (δ
1/2
H\G ⊗σ2) is an admissible preunitary semisimple representation.
Assume c-IndGH (δ
1/2
H\G⊗σ2)≃⊕i∈Imiπi , for different (πi ,Vi ) ∈ Irr(G), and positive integersmi . By Remark
4.13 there exists
αi : HomH
(
δ−1/2H\G ⊗σ1,πi
)
≃HomG
(
c-IndGH (δ
1/2
H\G ⊗σ1),πi
)
.
Let f be a K -invariant vector in c-IndGH (δ
1/2
H\G ⊗W1), and assume H \G/K = ⊔
l
t=1Hg tK . Assume
V
[gtK g−1t ]∩H
i
= {vi t1, · · · ,vi trt },Ki⊳[∩ j ,k StabG(g
−1
t vi jk)∩K ], andHg tK =⊔
ni
j=1Hg tai jKi =⊔
ni
j=1Hg tKiai j .
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By the discussion in [7, p. 24], for Ai ∈HomH
(
δ−1/2
H\G ⊗σ1,πi
)
, αi can be given as follows:
[αi (Ai )]( f )=
∫
H\G
πi (g
−1)[Ai f (g )]dνH\G(g )
=
l∑
t=1
ni∑
j=1
πi (a
−1
i j )[Ai f (g t )]
∫
H\HgtKiai j
δ
j
H\GdνH\G
=
l∑
t=1
ni∑
j=1
πi (a
−1
i j )[Ai f (g t )]
∫
H\HgtKi
δ0H\GdνH\G .
Here, δ j
H\G ,δ
0
H\G ∈ C
∞
c (H \G ,δH\G), δ
j
H\G (hg tai jk) = δH\G (h), δ
0
H\G(hg tk) = δH\G (h), for h ∈ H , k ∈ K ,
and f (g t ) ∈ [δ1/2H\G ⊗W1]
[gtK g−1t ]∩H , only dependent on f , K , g t . Note that there exists
α : HomH
(
δ−1/2H\G ⊗σ1,c-Ind
G
H (δ
1/2
H\G ⊗σ2)
)
,→
∏
i∈I
miHomH
(
δ−1/2H\G ⊗σ1,πi
)
≃HomG
(
c-IndGH (δ
1/2
H\G ⊗σ1),
∏
i∈I
miπi
)
.
Let A ∈ HomH
(
δ−1/2
H\G ⊗ σ1,c-Ind
G
H (δ
1/2
H\G ⊗ σ2)
)
with the projection ⊕mi
j=1Ai j in HomH
(
δ−1/2
H\G ⊗
σ1,miπi
)
; since δ−1/2
H\G ⊗ σ1 is admissible, for any open compact subgroup KH of H , Ai j
(
[δ−1/2
H\G ⊗
W1]KH
)
= 0, for almost all i . Therefore [α(A)]( f ) =
∏
i , j
∫
H\G πi (g
−1)[Ai j f (g )]dνH\G (g ) =∫
H\G
∑
i miπi (g
−1)[A f (g )]dνH\G (g ), i.e. α gives the required isomorphism. 
Corollary 4.54. Assume all irreducible representations of H, G are admissible, and G/H is compact; then
δH\G = 1.
15
Proof. We take the above σ1 = σ2 = the trivial representation of H . Then 0 , mH
(
δ−1/2
H\G ⊗
σ1,c-Ind
G
H (δ
1/2
H\G ⊗σ2)
)
. So δ−1/2
H\G ⊗σ1 is also a preunitary representation. Hence δH\G = 1. 
Let∆= {si ∈G}i∈I be a complete set of representatives for H \G/H ; assume 1 ∈∆, and∆ is a countable
set. Let Hs = s−1Hs. For (σ,W ) ∈ Rep(H), set σs(x) =σ(sxs−1), x ∈ Hs ∩H . For any s ∈∆, s , 1, assume
that Hs ∩H is a normal subgroup of H and
H
Hs∩H
is not compact. Recall the notationN (K )n in Lemma
4.22.
Lemma4.55. If for any 1, s ∈∆, assume: (1) up to Hs∩H-conjugacy there exists at least one and atmost a
finite number ofmaximal open compact subgroups in H, (2) for eachmaximal open compact subgroup K
of H, and each n, the set N (K )n is finite, then mG(c-Ind
G
H σ1,c-Ind
G
H σ2)≤mH (σ1,σ2), for an admissible
representation (σ1,W1) of H, an admissible preunitary representation (σ2,W2) of H.
Proof. By Lemmas 4.28, 4.46, 4.53,
HomG(c-Ind
G
H σ1,c-Ind
G
H σ2)≃HomH (σ1,c-Ind
G
H σ2)
,→HomH (σ1,Ind
G
Hσ2) ,→
∏
s∈∆′
HomH (σ1,Ind
H
Hs∩H
(σ2)
s).
Now let us choose {K1, · · · ,Km} to be a total set ofmaximal open compact subgroups ofH ,up toHs∩H-
conjugacy. Let K be an open compact subgroup of Hs ∩H , such that W K1 , 0. By Lemma 1.12, we
15 We follow the notations of [7, p.44]. For the parabolic subgroup Pn of GLn(F ), since δPn is non-trivial, it always exists
a non-admissible irreducible smooth representation of Pn . (cf. Remark 4.13, [7, p.51, 5.22 Corollary]). Question: does the
result also hold for the other parabolic groups? (Rodier + Bernstein+ Zelevinsky?sufficient?)
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assume that K is a normal subgroup of each Ki . For a fixed s ∈ ∆′ with s , 1, let Σs be a complete
set of representatives for Hs ∩H \H/K . Since H is σ-compact(cf. Section 1.1), the cardinality of Σs is
denumerable. For simplicity, write τ for (σ2)s . Assume 0 , B ∈ HomH (σ1,Ind
H
Hs∩H
τ). For simplicity,
assume B(W K1 ), 0.
Under the condition (2) we let Li denote the total set of normal open compact subgroups Li of Ki ,
satisfying [Ki : Li ] = [K1 : K ], and let L = ∪iLi . For a fixed t ∈ Σs , there exists ht ∈ Hs ∩H , such that
Kt = t
−1K t ⊆ (K1)t = htK jh−1t , for certain j . So Kt ⊳ (K1)t = (K j )h−1t , Ktht ⊳K j , and [K j : Ktht ]= [(K j )h−1t :
Kt ] = [(K1)t : Kt ] = [K1 : K ]. Hence Ktht = Lt , for certain Lt ∈ L . Set D t = Ktht ∩K = Lt ∩K . Then
ǫDth−1t t−1K
∈H (H ,D t ). For 0 , w ∈W K1 , B(ǫDth−1t t−1Kw) = B(ǫh−1t t−1 ∗ ǫthtDth−1t t−1 ∗ ǫKw) = h
−1
t t
−1B(w).
Moreover 0 , ǫDth−1t t−1Kw ∈W
Dt
1 . Now let W˜1 =
∑
L∈L W
L∩K
1 ⊆W1; then W˜1 has finite dimension, and
W K1 ⊆ W˜1,W
Dt
1 ⊆ W˜1. Notice that Ktht =Ktht t−1·t , so replacing tht t
−1 · t by t , we may assume Kt ⊳K j for
some j , and Kt ∈L . Let us choose an open compact subgroup K0 ⊆ ∩L∈L L such that K0⊳K , K0⊳Kt ,
K0⊳Kt−1 . Letm =maxL∈L [L :K0].
Assume that {e1 =B(w1), · · · ,en =B(wn)} forms an orthonormal basis of B(W˜1). By Lemmas 4.46 4.52,
there exists a unitary equivalence A = ⊕̂r∈Σs As :Ind
H
Hs∩H
τ≃ ⊕̂r∈ΣsInd
K
(Hs∩H)∩K
τr . Then A(ei )=
∑
r∈Σs ei r ,
for some ei r ∈Ind
K
(Hs∩H)∩K
τr .
Choose 0 , w0 ∈W K1 such that B(w0) = v0 , 0, assume v0 =
∑n
i=1 ciei , with ci = 〈v0,ei 〉 and ‖v0‖
2 =∑n
i=1 |ci |
2. Note that A(v0)=
∑
r∈Σs v0r =
∑
r∈Σs
∑n
i=1 ciei r . Letmǫ
2 = ‖v0r0‖
2 = ‖
∑n
i=1 ciei r0‖
2 > 0, for some
r0 ∈ Σs . For such ǫ, there exists a finite subset δ⊆ Σs such that
∑
r∉δ‖ei r‖
2 < ǫ
2
n‖v0‖2
, for each i = 1, · · · ,n.
As Σs has infinite cardinality and the rest part of Σs \δ in Σs has finite cardinality, there exist t ∈ Σs ,
l ∈Σs \δ, such that (Hs ∩H)lK (Hs ∩H)t−1K =⊔
n0
j=0(Hs ∩H)r jK ⊇ (Hs ∩H)r0K .
Assume vt = B(ǫDt t−1Kw0) =
∑n
i=1dti ei with dti = 〈vt ,ei 〉 ∈ C and
∑n
i=1 |dti |
2 = ‖vt‖
2. On the other
hand, B(ǫDt t−1Kw0)= t
−1v0 =
∑n
i=1 ci t
−1ei , and ‖vt‖2 = ‖v0‖2. Assume A(vt )=
∑
r∈Σs vtr . Then∑
r∉δ
‖vtr ‖
2 =
∑
r∉δ
‖dt1e1r +·· ·+dtnenr ‖
2 ≤
∑
r∉δ
(
n∑
i=1
|dti |
2)(
n∑
i=1
|ei r |
2)
≤ ‖v0‖
2
n∑
i=1
(
∑
r∉δ
‖ei r‖
2)< ǫ2.
For each 1 , s ∈ ∆, we will fix a triple (µHs∩H ,µH ,ν(Hs∩H)\H ) as in Lemma 4.51. For k ∈ K , if we write
A(t−1v0)= A(t−1kv0)=
∑
r∈Σs frk , then
µH (K )
∑
r∉δ
‖vtr ‖
2
=µH (K )
∑
r∉δ
‖ frk‖
2
≥µH (K )‖ flk‖
2
=µH (K )
∫
(Hs∩H)\(Hs∩H)lK
‖
n∑
i=1
ci t
−1kei (x˙)‖
2dν(Hs∩H)\H (x˙)
=µH (K )
∫
(Hs∩H)\(Hs∩H)lK t−1
‖
n∑
i=1
ci ei (x˙)‖
2dν(Hs∩H)\H (x˙)
≥
µH (K )
m
∫
(Hs∩H)\(Hs∩H)lK t−1K
‖
n∑
i=1
ciei (x˙)‖
2dν(Hs∩H)\H (x˙) (the next lemma 4.56)
=
µH (K )
m
n0∑
j=0
‖
n∑
i=1
ciei r j ‖
2 ≥
µH (K )
m
‖
n∑
i=1
ci ei r0‖
2 =µH (K )ǫ
2.
42 CHUN-HUI WANG
This makes a contradiction! Therefore HomH (σ1,Ind
H
Hs∩H
(σ2)s)= 0, for any 1, s ∈∆′; hence the result
holds. 
Lemma 4.56. Keep the above notations.
(1) µH (K )=µHs∩H (K ∩ (Hs ∩H))νHs∩H\H (
(Hs∩H)K
Hs∩H
), for any open compact subgroup K of H.
(2) Let C = lK t−1 be an open compact subset of H. Then for any K -right invariant f (x˙) ∈C∞c (
H
Hs∩H
),
we have µH (K )
∫
(Hs∩H)C
Hs∩H
| f (x˙)|ν(Hs∩H)\H (x˙)≥
µH (K )
m
∫
(Hs∩H)CK
Hs∩H
| f (x˙)|ν(Hs∩H)\H (x˙).
Proof. 1) Since Hs ∩H ⊳H , we may assume ν(Hs∩H)\H = ν H
Hs∩H
, a right Haar measure. Then
µH (K )=
∫
H
1K (x)dµH (x)=
∫
H
1K (x)∆H (x)
−1dµH (x)
=
∫
H
Hs∩H
dν H
Hs∩H
(x˙)
∫
Hs∩H
1K (hx)∆H (h)
−1dµHs∩H (h)
=
∫
(Hs∩H)K
Hs∩H
dν H
Hs∩H
(x˙)
∫
K∩(Hs∩H)
1K (hx)dµHs∩H (h)
= ν H
Hs∩H
(
(Hs ∩H)K
Hs ∩H
)µHs∩H (K ∩ (Hs ∩H))
2) Assume (Hs∩H)C
Hs∩H
=
(Hs∩H)l t−1Kt−1
Hs∩H
= ⊔
m2
i=1
(Hs∩H)l t−1aiK0
Hs∩H
= ⊔
m2
i=1
(Hs∩H)l t−1K0ai
Hs∩H
, (Hs∩H)K
Hs∩H
= ⊔
m1
j=1
(Hs∩H)K0b j
Hs∩H
,
for some ai ∈ Kt−1 , b j ∈ K . Clearly m1 ≤ m. Then
(Hs∩H)CK
Hs∩H
=
(Hs∩H)l t−1Kt−1K
Hs∩H
= ∪i , j
(Hs∩H)l t−1aib jK0
Hs∩H
=
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∪i , j
(Hs∩H)l t−1K0aib j
Hs∩H
, so
µH (K )
∫
(Hs∩H)C
Hs∩H
| f (x˙)|ν H
Hs∩H
(x˙)
=µHs∩H (K ∩ (Hs ∩H))ν H
Hs∩H
(
(Hs ∩H)K
Hs ∩H
)
∫
(Hs∩H)C
Hs∩H
| f (x˙)|ν H
Hs∩H
(x˙)
=µHs∩H (K ∩ (Hs ∩H))ν H
Hs∩H
(
(Hs ∩H)K
Hs ∩H
)
m2∑
i=1
| f (l˙ t˙−1a˙i )|ν H
Hs∩H
(
(Hs ∩H)l t−1K0ai
Hs ∩H
)
=µHs∩H (K ∩ (Hs ∩H))
m2,m1∑
i , j=1
| f (l˙ t˙−1a˙i )|ν H
Hs∩H
(
(Hs ∩H)K0b j
Hs ∩H
)ν H
Hs∩H
(
(Hs ∩H)l t−1K0ai
Hs ∩H
)
=µHs∩H (K ∩ (Hs ∩H))[ν H
Hs∩H
(
(Hs ∩H)K0
Hs ∩H
)ν H
Hs∩H
(
(Hs ∩H)l t−1K0
Hs ∩H
)]
m2,m1∑
i , j=1
| f (l˙ t˙−1a˙i )|
=µHs∩H (K ∩ (Hs ∩H))ν H
Hs∩H
(
(Hs ∩H)K0
Hs ∩H
)
m2,m1∑
i , j=1
ν H
Hs∩H
(
(Hs ∩H)l t−1K0aib j
Hs ∩H
)| f (l˙ t˙−1a˙i b˙ j )|
≥µHs∩H (K ∩ (Hs ∩H))ν H
Hs∩H
(
(Hs ∩H)K0
Hs ∩H
)
∫
(Hs∩H)CK
Hs∩H
| f (x˙)|ν(Hs∩H)\H (x˙)
=
µH (K )
m1
∫
(Hs∩H)CK
Hs∩H
| f (x˙)|ν(Hs∩H)\H (x˙)
≥
µH (K )
m
∫
(Hs∩H)CK
Hs∩H
| f (x˙)|ν(Hs∩H)\H (x˙)

Corollary 4.57. Under the conditions of Lemma 4.55, thenmG(c-Ind
G
H σ2,c-Ind
G
H σ1)≤mH (σ2,σ1).
Proof. By [10, p.25, Exercise], mG(c-Ind
G
H σ2,c-Ind
G
H σ1) = mG(c-Ind
G
H σ2, (c-Ind
G
H σˇ1)
∨) =
mG(c-Ind
G
H σˇ1,c-Ind
G
H σˇ2)≤mH (σˇ1, σˇ2)=mH (σ2,σ1). 
4.5. In this last subsection, we letG be a local profinite group with a normal subgroup H . AssumeG is
a second-countable group. Let Irru(H) denote the set of all equivalence classes of irreducible preunitary
representations of H , and let Ĥ denote the set of all equivalence classes of irreducible unitary smooth
representations of H . Clearly there exists a conjugate action of G on Irru(H) or Ĥ , given by ρg (h) =
ρ(ghg−1), for g ∈G , ρ ∈ Irru(H) or Ĥ . Let T denote the unit circle group in C∗.
Assume (I) G , H are groups of type I, (II) Ĥ/G is countably separated(cf. [35, p.186]), 16(III) For any
ω ∈ Ĥ , the orbit {ωg | g ∈G} is countable. Let (π,V ) be an irreducible preunitary representation ofG , and
(Π,V ) its corresponding unitary representation ofG .
Theorem 4.58 (Clifford-Mackey, a unitary version). (1) ResG
H
Π is semi-simple.
(2) There exists an integer m = 1, · · · ,n, or infinite, such that ResG
H
Π≃ ⊕̂Σ∈RH (Π)mΣ.
(3) Let (Σ,U ) be an irreducible subrepresentation of ResG
H
Π. Then IG(Σ)=
{
g ∈G |Σg ≃Σ
}
is an open
subgroup of G.
(4) There exists an irreducible representation (Σ˜,U˜ ) of IG(Σ), such that:
16The condition (II) is equivalent to say that H is regularly embedded inG.( see also [34, p.277, footnote]).
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(a) ResIG (Σ)
H
Σ˜≃mΣ,
(b) IndGIG (Σ)Σ˜≃Π.
(5) There exists a projective irreducible unitary representation (Φ˜1,W˜ ) of IG(Σ) associated to a 2-
cocycle c(−,−)with respect to the measurable cohomology groupH2(IG(Σ)/H ,T), such that
(a) Σ=ResIG (Σ)
H
Φ˜1,
(b) Φ˜1(g )Σ(h)Φ˜1(g−1)=Σ(ghg−1), for h ∈H, g ∈ IG(Σ).
Moreover, W˜ is uniquely determined by U˜ up to projective equivalence (Schur’s Lemma).
(6) There exists an irreducible projective unitary representation (Φ˜2,N˜ ) of IG(Σ)/H associated to the
2-cocycle c−1(−,−) (or write c(−,−)) such that (Φ˜1⊗ Φ˜2,W˜ ⊗ N˜ ) is linearly isomorphic to (Σ˜,U˜ ).
Moreover, N˜ is uniquely determined by U˜ up to projective equivalence.
Proof. These results are essentially due to Mackey and his heredes. One can refer to [33], [35, Section
3.8], [30, Section 4.8], [29, p.460], [15, pp.214-224, Theorems V.9, V.14, V.15, V.16]. Only the assertions (1)
(3) did not directly appear in the references. By our assumption (III), and the result in [2, p.279], we know
that G/IG(Σ) has countable cardinality. Then applying the theorem 7.1 in [33] to Π gives the assertion
(1), and also shows that νG (IG(Σ))> 0, or µG(IG(Σ))> 0. Hence IG(Σ) is an open subgroup ofG . 
The following result of the cohomology group H2(−,−) is known to the specialist.
Lemma 4.59 ([1, Theorem A]). The measurable cohomology group H2(IG(σ)/H ,T) is isomorphic to the
continuous cohomology groupH2(IG(σ)/H ,T).
So we can assume the c(−,−) in Thereom 4.58 is a continuous 2-cocycle.
Let (σ,U ), (σ˜,U˜ ), (φ1,W ), (φ2,N ) be the corresponding smooth parts of (Σ,U ), (Σ˜,U˜ ), (Φ˜1,W˜ ),
(Φ˜2,N˜ ) respectively.
Lemma 4.60. IG(σ)=
{
g ∈G |σg ≃σ
}
= IG(Σ).
Proof. For g ∈ IG(Σ), as π, πg are the smooth parts of Σ, Σg respectively, π≃ πg . Conversely if g ∈ IG(σ),
by Lemma 4.28(2) we obtain g ∈ IG(Σ). 
As a consequence, δ1/2
IG (σ)\G
= 1.
Lemma 4.61. c-IndGIG (σ) σ˜≃π.
Proof. By Lemma 4.25(2), π is just the smooth part ofΠ, and π is an irreducible representation. 
Lemma 4.62. (σ˜,U˜ ) is an admissible representation of IG(σ).
Proof. LetK be an open compact subgroupofG , and let∆ be a complete set of representatives for IG(σ)\
G/K . By Lemma 1.17, ResG
K
π ≃ ⊕s∈∆ c-Ind
K
[IG (σ)]s∩K
σ˜s . Since dimπK < +∞, each mK∩[IG(σ)]s (σ˜)
s ,C) is
finite or zero, in particularmK∩IG (σ)(σ˜,C)<+∞, which implies the result. 
Notice that U˜ is the IG(σ)-smooth part of U˜ , not just the H-smooth part.
Lemma 4.63. ResG
H
π is semi-simple.
Proof. By Lemma 1.17(1), σ˜ ,→ c-IndGIG (σ) σ˜ as IG(σ)-modules, consequently σ ,→ c-Ind
G
IG (σ)
σ˜ as H-
modules. The rest proof is similar to that of Theorem 4.1(1). 
Notice that by Theorem A in [1], the restriction of the class [c(−,−)] to any open compact subgroup K
of IG(σ) is trivial, which guarantees thatW , 0,N , 0. Finally we can conclude:
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Lemma 4.64. (1) ResG
H
π is semi-simple.
(2) There exists an integer m = 1, · · · ,n, or infinite, such that ResG
H
π≃⊕σ∈RH (π)mσ.
(3) Let (σ,U ) be an irreducible constituent of ResG
H
π. Then:
(a) IG(σ)=
{
g ∈G |σg ≃σ
}
= IG(Σ),
(b) (σ˜,U˜ ) is just the isotypic component mσ of σ in ResG
H
π.
(4) π≃ c-IndGIG (σ) σ˜≃ Ind
G
IG (σ)
σ˜.
(5) (φ1,W ), (φ2,N ) are irreducible, projective preunitary smooth representations of IG(σ).
(6) (φ1⊗φ2,W ⊗N ) is linearly isomorphic to (σ˜,U˜ ) as IG(σ)-modules. Moreover, φ1, φ2 are uniquely
determined by σ˜ up to projective equivalence.
Proof. Parts (1)(3)(4) are straightforward. For (2): Assume σ˜|H ≃m1σ. If them in Theorem 4.58 is finite,
[Σ˜∞]|H is an admissible representation of H , so is σ˜|H . By Lemma 4.28(2), m = m1. If m = ∞, but
m1 < +∞, then σ˜ is an admissible representation of H ; applying the same lemma again, we get m =
m1, a contradiction. Hence m1 = m = ∞. For (6): for any w ∈ W ,u ∈ N , let Uw ,Uu , χu , χw be the
corresponding notations in Definition 2.1 for w,u. Let K ⊆Uw ∩Uu be an open compact subgroup of
IG(σ). Then χw ⊗χu is a character of K , which is trivial on certain open compact subgroup K0 of K . So
w⊗u ∈ U˜ . By irreducibility,W ⊗N = U˜ . Part (5) can be obtained by using the admissible conditions. 
4.5.1. Our next propose is to give a smooth version of the main theorem in [2, p.283], and shows some
consequences for later use. Some definitions in this text are different from Baggett’s in [2]. So we will
rewrite some results in that paper. Note that the open subgroup IG(σ) ofG is seperable. Let X =
IG (σ)
H
.
Lemma 4.65. There exists a continuous cross section κ : X −→ IG(σ).
Proof. See [42, pp.4-5, Proposition 4, 5(a)]. 
Let L2(X ,U ) be the Hilbert space of measurable, U -valued, square-integrable functions on X . By [2,
pp.281-282], there exists an isometryα from L2(X ,U ) onto IndIG (σ)
H
U ; themap α is given as follows: for
x ∈ X , h ∈H , F ∈ L2(X ,U ), α(F )(hκ(x))=σ(h)F (x). Moreover through the isometry α−1, the action ofG
on IndIG (σ)
H
U can be transferred onto L2(X ,U ) in the following way: for F ∈ L2(X ,U ), x ∈ X , g ∈ IG(σ)
with the image g˙ ∈ X ,
[g ·F ](x)=α−1[g ·α(F )](x) = g ·α(F )(κ(x))=α(F )(κ(x)g )=α(F )[κ(x)gκ(xg˙ )−1 ·κ(xg˙ )]
=σ(κ(x)gκ(xg˙ )−1)α(F )(κ(xg˙ ))=σ(κ(x)gκ(xg˙ )−1)F (xg˙ ).
As Hilbert spaces, W˜ ⊗IndIG (σ),c
−1(−,−)
H ,c−1(−,−)
C ≃ U ⊗L2(X ) ≃ L2(X ,U ) ≃ IndIG (σ)
H
U . By following [2, p.283],
we can give a composite isomorphism β as follows: for u ∈ W˜ , F ∈ IndIG (σ),c
−1(−,−)
H ,c−1(−,−)
C, x ∈ X , let β(u ⊗
F )(κ(x))= F (κ(x)) · φ˜1(κ(x))(u).
Theorem 4.66 ([2, p.283, Theorem]). As unitary representations of IG(Σ), (φ˜1 ⊗Ind
IG (Σ),c−1(−,−)
H ,c−1(−,−)
1,W˜ ⊗
Ind
IG (Σ),c−1(−,−)
H ,c−1(−,−)
C)
β
≃ (IndIG (Σ)
H
Σ,IndIG (Σ)
H
U ).
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Proof. Let uswriteψ=IndIG (Σ),c
−1(−,−)
H ,c−1(−,−)
1, andΨ=IndIG (Σ)
H
Σ. Keep the above notations. For h1 ∈H , y ∈ X ,
we have:
Ψ(h1κ(y))β(u⊗F )(κ(x))
= [β(u⊗F )](κ(x)h1κ(y))
= [β(u⊗F )]
(
κ(x)h1κ(y)κ(xy)
−1 ·κ(xy)
)
=Σ
(
κ(x)h1κ(y)κ(xy)
−1)[β(u⊗F )](κ(xy))
= F
(
κ(xy)
)
· φ˜1
(
κ(x)h1κ(y)κ(xy)
−1)φ˜1(κ(xy))(u)
= c(1,xy)F
(
κ(xy)
)
· φ˜1
(
κ(x)h1κ(y)
)
(u)
= c
(
κ(x)h1κ(y)κ(xy)
−1,κ(xy)
)
1C
(
κ(x)h1κ(y)κ(xy)
−1)F (κ(xy)) · φ˜1(κ(x)h1κ(y))(u)
= c−1
(
κ(x),h1κ(y)
)
F
(
κ(x)h1κ(y)
)
·c
(
κ(x),h1κ(y)
)
φ˜1
(
κ(x)h1κ(y)
)
(u)
= [ψ(h1κ(y))F ](κ(x)) · φ˜1(κ(x))[φ˜1(h1κ(y))u]
=β[φ˜1
(
h1κ(y)
)
u⊗ψ
(
h1κ(y)
)
F ](κ(x)).
The remainder of the argument is analogous to that in [2], and we will not reproduce here. 
The next result is our main consequence of Baggett [2].
Corollary 4.67. As smooth IG(σ)-modules, φ1⊗c-Ind
IG (σ),c−1(−,−)
H ,c−1(−,−)
1≃ c-IndIG (σ)
H
σ.
Proof. By use of Remark 4.40, and the above expression of β, we see that β sends φ˜1 ⊗
c-IndIG (σ),c
−1(−,−)
H ,c−1(−,−)
1 into c-IndIG (σ)
H
σ. For any open compact subgroup K of IG(σ), let ∆ be a com-
plete set of representatives for H \ IG(σ)/K . According to Lemma 2.19, Res
IG (σ)
K
[c-IndIG (σ),c
−1(−,−)
H ,c−1(−,−)
1] ≃
⊕s∈∆ c-Ind
K ,c−1(−,−)
Hs∩K ,c−1(−,−)
[1s]χs , where for k ∈ Hs ∩K , [1
s]χs (k) = χs(k)
−1 = c(ks−1, s)c−1(s,ks−1). Note that
c−1(k1,k2) = χ−1s (k1)χs(k2)
−1χs(k1k2), for k1,k2 ∈ Hs ∩K . Similarly, Res
IG (σ)
K
[φ1⊗ c-Ind
IG (σ),c−1(−,−)
H ,c−1(−,−)
1] ≃
⊕s∈∆φ1⊗ c-Ind
K ,c−1(−,−)
Hs∩K ,c−1(−,−)
[1s ]χs . Now β sends φ1⊗ c-Ind
K ,c−1(−,−)
Hs∩K ,c−1(−,−)
[1s]χs into c-Ind
K
Hs∩K
(φ1)χs , here
c(−,−)χs |(Hs∩K )×(Hs∩K ) = 1. For k = s
−1hs ∈Hs ∩K ,
(φ1)χs (s
−1hs)=φ1(s
−1hs)χ−1s (s
−1hs)
=φ1(s
−1h)φ1(s)c
−1(s−1h, s)χ−1s (s
−1hs)
=φ1(s
−1)φ1(h)φ1(s)c
−1(s−1,h)c−1(s−1h, s)χ−1s (s
−1hs)
=φ1(s)
−1φ1(h)φ1(s)c(s, s
−1)c−1(s−1,h)c−1(s−1h, s)χ−1s (s
−1hs)
=φ1(s)
−1φ1(h)φ1(s)c(s, s
−1h)c−1(s−1h, s)χ−1s (s
−1hs)
=φ1(s)
−1φ1(h)φ1(s)
Therefore (φ1)χs |K∩Hs ≃φ
s
1|K∩Hs ≃σ
s |K∩Hs . So it reduces to show the compact case. By [1, Theorem A],
the restriction of [c(−,−)] to any open compact subgroup K of IG(σ) is trivial. For simplicity, modifying
the action of IG(σ) by a continuous function, we may assume c(−,−)|K×K = 1. Assume φ1|K ≃ φs1|K ≃
⊕ρ∈Kˆmρρ, for some mρ < +∞. Finally it reduces to show ρ⊗ c-Ind
K
H∩K 1 ≃ c-Ind
K
H∩K ρ. Since ρ is a
unitary representation of finite dimension, c-IndKH∩K 1≃ [Ind
K
H∩K 1]
∞, ρ⊗c-IndKH∩K 1≃ [ρ⊗Ind
K
H∩K 1]
∞,
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and c-IndKH∩K ρ ≃ [Ind
K
H∩Kρ]
∞. By following Baggett’s proof of the main result ( or cf. [30, Theorem
2.8.6]), ρ⊗IndKH∩K 1≃Ind
K
H∩K ρ, so the result holds. 
4.5.2. Semi-simple case.
Lemma4.68. If assume the complementary condition (IV): for any (Σ,W ) ∈ Ĥ, the cardinality ofOΣ = {Π ∈
Ĝ |mH (Π,Σ), 0} is countable, then Ind
G
HΣ, Ind
IG (Σ)
H
Σ both are semi-simple, and IndGHΣ≃ ⊕̂Π∈OΣm(Π)Π,
for m(Π)=mH (Π,Σ).
Proof. See [29, p.500, Lemma 9.8]. 
Corollary 4.69. Let π denote the smooth part of an element Π in OΣ. Then Ind
G
HΣ ,→
∏
Π∈OΣΠ
m(Π), and
c-IndGH σ ,→
∏
Π∈OΣ π
m(Π),
∏
Π∈OΣ π
m(Π)։ IndGH σ.
Proof. For the last assertion, we can consider the contragredient dual of the second inclusion, and ob-
tain
∏
Π∈OΣ πˇ
m(Π) ։ IndGH σˇ; replacing both sides by their complex conjugate representations give the
result. 
However we can not ensure that c-IndGH σ is a semi-simple smooth representation. To achieve that sit-
uation,we can strengthen the condition (IV), and in addition assume that there exists at least oneΣ such
thatm(Π) =mH (Π,Σ) is finite. We take the corresponding notations in Theorem 4.58 for this Π. Then
m(Π)= dimΦ˜2. By the results of [29, pp.487-488]or [34], the projective c-representation (Φ˜2,N˜ ) of IG(Σ)
or IG (Σ)
H
, corresponding to an ordinary irreducible unitary representation of IG (Σ)
H
[c], where IG (Σ)
H
[c], a lo-
cally compact group(cf. [34, p.270]), is a central extension of IG (Σ)
H
by T attached to the 2-cocycle c(−,−).
Under our assumptions,IndIG (σ),c
−1(−,−)
H ,c−1(−,−)
Σ contains a finite dimensional discrete irreducible component.
By the discussion in [2, p.487], the right regular unitary representation of IG (Σ)
H
[c] contains finite dimen-
sional discrete summands. Applying the corollary in [33, p.120], we know IG (Σ)
H
[c] is a compact group.
Hence c-IndIG (σ),c
−1(−,−)
H ,c−1(−,−)
1 is a semi-simple representation, so is c-IndIG (σ)
H
σ by Corollary 4.67.
Corollary 4.70. Under the condition (IV), assume that there exists at least one Σ such that m(Π) =
mH (Π,Σ) is finite. Then c-Ind
IG (σ)
H
σ is semi-simple; consequently, c-IndGH σ is semi-simple as well.
5. THE THETA REPRESENTATION I
In the next sections 5, 6, 7, we will let G1,G2 designate locally profinite groups with normal sub-
groups H1 and H2 respectively such that G1/H1 ≃G2/H2 under a mapping γ with the graph subgroup
Γ/(H1×H2) of (G1×G2)/(H1×H2). We will assume that all irreducible smooth representations ofGi , Hi
are admissible, i = 1,2, and let (ρ,W ) be a smooth representation of Γ.
In this section, assume H1 is an open subgroup of G1, G1/H1 is abelian, and RHi (πi ) , ;, for any
πi ∈ Irr(Gi ). Set π= c-Ind
G1×G2
Γ
ρ, V = c-IndG1×G2
Γ
W . Our main result of this section is the following:
Theorem 5.1. (1) If the representation ResΓH1×H2 ρ of H1×H2 is a theta representation, then so is the
representation c-IndG1×G2
Γ
ρ of G1×G2.
(2) If the representation c-IndG1×G2
Γ
ρ of G1×G2 is a theta representation of finite length, then the rep-
resentation ResΓ
H1×H2
ρ of H1×H2 satisfied the graph property. Moreover for each i = 1,2, assume
(a) Rep(Hi ) is locally noetherian, (b) for any π1⊗π2 ∈RG1×G2(π), Ext
1
G (πi ,πi )= 0, then Res
Γ
H1×H2
ρ
of H1×H2 is a theta representation of finite length.
We shall prove this theorem in the following two subsections.
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5.1.
Lemma 5.2. In the above theorem 5.1(1), if (π1,V1) ∈ Irr(G1) and (π2,V2) ∈ Irr(G2), such that π1⊗π2 ∈
RG1×G2(π), then:
(1) For any σ ∈RH1 (π1), there exists a unique element δ ∈RH2(π2) such that σ⊗δ ∈RH1×H2 (ρ).
(2) Let H˜1 =
{
g1 ∈G1 |σ
g1 ≃σ
}
and H˜2 =
{
g2 ∈G2 | δ
g2 ≃ δ
}
. Then γ induces a bijective map from
H˜1/H1 to H˜2/H2 with the graph [Γ∩ (H˜1 × H˜2)]/(H1×H2), and a bijective map from G1/H˜1 to
G2/H˜2 with the graph [Γ · (H˜1× H˜2)]/(H˜1× H˜2).
Proof. 1) By Frobenius reciprocity, as is easy to see that HomΓ(ρ,π1 ⊗π2) , 0. A priori, we can find
σ1⊗δ1 ∈ RH1×H2 (ρ)∩RH1×H2 (π1 ⊗π2). By Theorem 4.1, there is an element tH1 ∈ G1/H1 such that
σt1 ≃σ. Let γ(tH1)= sH2 ∈G2/H2 with (t , s) ∈ Γ. Then σ⊗δ≃σ
t
1⊗δ
s
1 ∈RH1×H2 (ρ
(t ,s))=RH1×H2 (ρ). The
uniqueness is clear.
2) Assume g1H1 ∈G1/H1, and let γ(g1H1)= g2H2 ∈G2/H2. We then haveσg1⊗δg2 ∈RH1×H2 (ρ), which
implies that σg1 ≃σ iff δg2 ≃ δ, in other words, g1 ∈ H˜1 iff g2 ∈ H˜2. This means that γmaps H˜1/H1 onto
H˜2/H2 with the graph [Γ∩(H˜1× H˜2)]/(H1×H2) and induces a bijectivemapping γ fromG1/H˜1 toG2/H˜2
with the graph [Γ · (H˜1× H˜2)]/(H˜1× H˜2). 
Lemma 5.3. c-IndG2
H2
(ρσ)≃ (c-Ind
G2
H2
ρ)σ as H1×G2-modules, for all σ ∈ Irr(H1).
Proof. Assume σ ∈RH1(ρ); otherwise both sides vanish. WriteΠ= c-Ind
G2
H2
ρ, and (Π)σ = c-Ind
G2
H2
ρσ. By
Lemma 1.17, (Π)σ|H1×H2 = ⊕g2∈∆2[(Π)σ](g2)(ρσ), and Πσ|H1×H2 ≃ (⊕g2∈∆2Π(g2)(ρ))σ, where ∆2 is a set of
coset representatives ofG2/H2 inG2. Since HomH1 (Π(g2)(ρ),σ)≃HomH1 (ρ,σ), we know that
(⊕g2∈∆2Π(g2)(ρ))σ ≃
⊕g2∈∆2Π(g2)(ρ)
∩
f ∈HomH1
(
⊕g2∈∆2Π(g2)(ρ),σ
)Ker f (5.1)
≃
⊕g2∈∆2Π(g2)(ρ)
⊕g2∈∆2Π(g2)
(
∩ f ∈HomH1 (ρ,σ)
Ker f
) ≃⊕g∈∆2Π(g2)(ρσ) (5.2)
Hence anH1×H2-morphism ρσ −→ (c-Ind
G2
H2
ρ)σ comes. By Frobenius reciprocity, we obtain anH1×G2-
morphism c-IndG2
H2
ρσ −→ (c-Ind
G2
H2
ρ)σ, which is a bijection by the above (5.1) (5.2). 
If π1 ∈ Irr(G1), σ≺π1|H1 , we will let σ˜ denote the irreducible representation of H˜1 =
{
g1 ∈G1 |σ
g1 ≃σ
}
as defined in Theorem4.1 (4) (b). Supposeππ1 ≃π1⊗Θπ1 asG1×G2-modules, andρσ ≃σ⊗Θσ asH1×H2-
modules. For the timebeing, wewrite Γ˜= Γ·
(
H˜1×H˜2
)
, ρ˜ = c-IndΓ˜
Γ
ρ, and ρ˜σ˜ ≃ σ˜⊗Θσ˜ as H˜1×H˜2-modules.
Lemma 5.4. (1) Θπ1 ≃ c-Ind
G2
H˜2
Θσ˜ as G2-modules.
(2) If σ˜|H1 ≃mσ, then there exists an embeddingΘσ ,→Θσ˜|H2 as H2-modules.
(3) If the above m = 1, thenΘσ ≃Θσ˜|H2 as H2-modules.
Proof. 1) By the above lemma, we have πσ˜ ≃ σ˜⊗ c-Ind
G2
H˜2
Θσ˜ as H˜1×G2-modules. By [10, p.18], there
exists a H˜1×G2-morphism p : ππ1 −→ πσ˜. Then a G1×G2-morphism Ind
G1
H˜1
p : ππ1 −→ Ind
G1
H˜1
πσ˜ follows.
By Lemma 3.17 (2), we get a G2-morphism ι :Θπ1 −→ c-Ind
G2
H˜2
Θσ˜. For any representation (σ2,U2) of G2,
we have
HomG2(Θπ1 ,σ2)≃HomG1×G2(π,π1⊗σ2)≃HomH˜1×G2(πσ˜, σ˜⊗σ2)≃HomG2
(
c-IndG2
H˜2
Θσ˜,σ2
)
, (5.3)
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compatible with the above ι. In particular, if let σ2 = Θπ1 , then we can find a G2-morphism ̺ from
c-IndG2
H˜2
Θσ˜ toΘπ1 such that ̺◦ ι= 1, So ι is injective. Applying HomG2
(
−,σ2
)
to the short exact sequence
Θπ1
ι
,→ c-IndG2
H˜2
Θσ˜
τ
։
c-Ind
G2
H˜2
Θσ˜
Im ι shows that HomG2
( c-IndG2
H˜2
Θσ˜
Im ι ,σ2
)
= 0; hence ι is also surjective.
2) As H1×H2-modules, we have σ⊗Θσ ≃ ρσ ≃
ρ
∩ f ∈HomH1
(ρ,σ)Ker f
≃
ρ
∩ f ∈HomH1
(ρ,σ˜)Ker f
,→
ρ˜
∩ f ∈HomH1
(ρ,σ˜)Ker f
−→
ρ˜
∩ f˜ ∈Hom
H˜1
(ρ˜,σ˜)Ker f˜
≃ ρ˜σ˜ ≃ σ˜⊗Θσ˜. So we get an H1×H2-morphism κσ : σ⊗Θσ −→ σ⊗Θσ˜, and then an
H2-morphism κ :Θσ −→Θσ˜. For any smooth representation (σ2,W2) of H2, by Frobenius reciprocity, we
have
HomH2 (Θσ˜,σ2)≃HomH˜1×H2 (ρ˜σ˜, σ˜⊗σ2)≃HomH˜1×H2 (ρ˜, σ˜⊗σ2)≃HomH1×H2 (ρ, σ˜⊗σ2)
։HomH1×H2 (ρ,σ⊗σ2)≃HomH1×H2 (ρσ,σ⊗σ2)≃HomH2 (Θσ,σ2),
(5.4)
i.e. we get a surjectivemorphismHomH2 (Θσ˜,σ2)−→HomH2(Θσ,σ2) compatible with the above κ, so the
result holds.
3) In the above (5.4), HomH2 (Θσ˜,σ2)≃HomH2 (Θσ,σ2), soΘσ ≃Θσ˜|H2 as H2-modules. 
The proof of Theorem 5.1(1).
Step I. Suppose that both π1 ⊗ π′2,π1 ⊗ π2 ∈ RG1×G2(π). Assume that Res
G1
H1
π1, Res
G2
H2
π2, Res
G2
H2
π′2
all are multiplicity-free. By virtue of Frobenius reciprocity, we have HomG1×G2(π,π1 ⊗ π2) ≃
HomΓ(ρ,π1⊗π2), being equal to HomH1×H2 (ρ,π1⊗π2)
Γ/(H1×H2) for the canonical action of Γ/(H1×H2)
on HomH1×H2 (ρ,π1⊗π2).
Now HomH1×H2 (ρ,π1 ⊗ π2) ,→
∏
i , j HomH1×H2 (ρ,σi ⊗ δ j ) =
∏
σα⊗δα∈RH1×H2 (ρ)
HomH1×H2 (ρ,σα ⊗ δα);
every component of the last term is of dimension one, and Γ permutes transitively them. Hence
1≤mG1×G2(π,π1⊗π2)≤mH1×H2 (ρ,σα⊗δα)= 1 as required.
Let (σ1,δ1) ∈ RH1×H2 (ρ)∩RH1×H2 (π1 ⊗π2) and (σ2,δ2) ∈ RH1×H2 (ρ)∩RH1×H2 (π1 ⊗π
′
2). Then there
exists an element g1 ∈ G1, such that σ2 ≃ σ
g1
1 . If we write γ(g1H1) = g2H2 ∈ G2/H2, then σ
g1
1 ⊗δ
g2
1 ≃
σ2⊗δ
g2
1 ∈RH1×H2 (ρ). By the property of graph, we get δ2 ≃ δ
g2
1 . Hence RH1×H2 (π1⊗π2)∩RH1×H2 (π1⊗
π′2)∩RH1×H2 (ρ),;, and RH2 (π2)∩RH2 (π
′
2),;.
By Lemma 5.2, there exists σ ⊗ δ ∈ RH1×H2 (ρ) ∩RH1×H2 (π1 ⊗ π2) ∩RH1×H2 (π1 ⊗ π
′
2). Let H˜1 ={
g1 ∈G1 |σ
g1 ≃σ
}
, H˜2 =
{
g2 ∈G2 | δ
g2 ≃ δ
}
. Let σ˜ ∈ RH˜1 (π1), δ˜ ∈ RH˜2 (π2), δ˜
′ ∈ RH˜2(π
′
2), such that
σ˜|H1 ≃σ, δ˜|H2 ≃ δ≃ δ˜
′|H2 . By Clifford-Mackey theory, δ˜
′ ≃ δ˜⊗ν for certain character ν of H˜2/H2. Now let
us denote by ρ˜ := c-IndH˜1×H˜2
Γ∩(H˜1×H˜2)
ρ. Then 1=mG1×G2(π,π1⊗π2)=mH˜1×G2(π, σ˜⊗π2)=mH˜1×H˜2 (ρ˜, σ˜⊗π2).
For any non-zero f ∈ HomH˜1×H˜2 (ρ˜, σ˜⊗ π2), it also lies in HomH1×H˜2 (ρ˜, σ˜⊗π2), which is isomorphic
to HomH1×H2 (ρ,σ ⊗ π2). So the image of f belongs to σ˜ ⊗ δ˜. Therefore 1 = mH˜1×H˜2 (ρ˜, σ˜ ⊗ δ˜) =
m
Γ∩(H˜1×H˜2)
(ρ, σ˜⊗δ˜)=mH1×H2 (ρ,σ⊗δ)= 1. Similarly,we havemΓ∩(H˜1×H˜2)(ρ, σ˜⊗δ˜
′)=mH1×H2 (ρ,σ⊗δ)= 1.
For simplicity, we assume that σ˜|H1 =σ, σ˜|H2 = δ= δ˜
′|H2 . A non-trivial element T ∈HomH1×H2 (ρ,σ⊗δ)
can extend uniquely to T˜ ∈Hom
Γ∩(H˜1×H˜2)
(ρ, σ˜⊗ δ˜) and to T˜ ′ ∈Hom
Γ∩(H˜1×H˜2)
(ρ, σ˜⊗ δ˜′). We may and do
suppose T = T˜ = T˜ ′. Let (g ,h)∈ Γ∩ (H˜1× H˜2), v ∈W . Then
T˜ (ρ(g ,h)v)= T (ρ(g ,h)v)= σ˜⊗ δ˜(g ,h)T (v)
and
T˜ ′(ρ(g ,h)v)= T (ρ(g ,h)v)= σ˜⊗ δ˜′(g ,h)T (v)= σ˜⊗ δ˜(g ,h)T (v)ν(h).
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It turns out that ν(h)= 1. As the map γ : [(H˜1× H˜2)∩Γ]/(H1×H2)−→ H˜2/H2 is surjective, it is clear that
ν= 1, and δ˜′ ≃ δ˜. By Theorem 4.1 (6), π2 ≃ c-Ind
G2
H˜2
δ˜, π′2 ≃ c-Ind
G2
H˜2
δ˜′. It then follows thatπ2 ≃π′2. Making
use of the results of Lemma 5.4 and Proposition 3.2 (1), we can assert that ππ1 is a finitely generated
representation ofG1×G2.
Step II: the general case. Suppose now that π1⊗π2 ∈RG1×G2(π) and π1⊗π
′
2 ∈RG1×G2(π). Similarly as
Step I, we can find σ⊗δ ∈RH1×H2 (ρ)∩RH1×H2 (π1⊗π2)∩RH1×H2 (π1⊗π
′
2). For π1, applied Lemma 4.8,
we find a tower of normal subgroups ofG1:
H1 =H
(0)
1 ⊳H
(1)
1 ⊳ · · ·⊳H
(k)
1 ⊳H
(k+1)
1 =G1,
such that
(1) H (k)1 ⊆ H˜1, and H
(i+1)
1 /H
(i )
1 is a cyclic group, for i = 0, · · ·k−1,
(2) R
H (i )1
(π1),;, for i = 0, · · ·k,
(3) Res
H (i+1)1
H (i )1
σi+1 is multiplicity-free, for any σi+1 ∈RH (i+1)1
(π1) as i runs through 0, · · · ,k.
Let H (i )2 /H2 = γ(H
(i )
1 /H1), for some H
(i )
2 ⊆ G2. By Lemma 5.2, H
(k)
2 ⊆ H˜2, and H
(i+1)
2 /H
(i )
2 is a cyclic
group for i = 0, · · · ,k − 1. Note that according to Corollary 4.2, for i = 0, · · · ,k, ResG2
H (i )2
π2 and Res
G2
H (i )2
π′2
all are semi-simple. Similarly, for π2, applied Lemma 4.8, there exists a tower of normal subgroups:
H (k)2 ⊳H
(k+1)
2 ⊳· · ·⊳H
(k+l )
2 ⊳G2, satisfying the similar properties as above; then forπ
′
2, there exists a similar
tower of normal subgroups: H (k+l )2 ⊳H
(k+l+1)
2 ⊳ · · ·⊳H
(n)
2 ⊳H
(n+1)
2 =G2. Let H
(i )
1 /H1 be the inverse image
of γ(H (i )2 /H2) in G1/H1. So finally we succeed in constructing a tower of normal subgroups H
(i )
l
of Gl ,
i = 0, · · · ,n, l = 1,2, such that
(1) R
H
(i )
1
(π1),;, RH (i )2
(π2⊕π′2),;,
(2) Res
H (i+1)1
H (i )1
σi+1 and Res
H (i+1)2
H (i )2
δi+1 both are multiplicity-free, for each σi+1 ∈RH (i+1)1
(π1), each δi+1 ∈
R
H (i+1)2
(π2⊕π′2),
(3) γ induces a bijective map γ(i+1) : H (i+1)1 /H
(i )
1 −→ H
(i+1)
2 /H
(i )
2 with the graph Γ
(i+1)/(H (i )1 ×H
(i )
2 ),
where Γ(i+1) = [Γ∩ (H (i+1)1 ×H
(i+1)
2 )] · (H
(i )
1 ×H
(i )
2 ).
For each 1 ≤ i ≤ n + 1, we introduce two representations ρ(i ) = c-Ind
H (i )1 ×H
(i )
2
Γ∩(H (i )1 ×H
(i )
2 )
ρ and ∆(i ) =
c-IndΓ
(i )
Γ∩(H (i )1 ×H
(i )
2 )
ρ. Then:
(a) ResΓ
(i )
H (i−1)1 ×H
(i−1)
2
∆
(i ) ≃ResΓ
(i )
H (i−1)1 ×H
(i−1)
2
(
c-IndΓ
(i )
Γ∩(H (i )1 ×H
(i )
2 )
ρ
)
≃ ρ(i−1).
(b) ρ(i ) ≃ c-Ind
H (i )1 ×H
(i )
2
Γ(i )
(
c-IndΓ
(i )
Γ∩(H (i )1 ×H
(i )
2 )
ρ
)
≃ c-Ind
H (i )1 ×H
(i )
2
Γ(i )
∆
(i ).
(c) ρ(n+1) ≃ c-IndG1×G2
Γ
ρ ≃π.
By induction, the result of Step I shows that each ρ(i ) is a theta representation with respect to R
H (i )1
(π1)
and R
H (i )2
(π2⊕π′2). Finally by considering ρ
(n+1) we obtain thatmG1×G2(π,π1⊗π2)= 1, and π2 ≃π
′
2. The
finiteness conditions on the greatest isotypic quotients arise from the induction.
In view of the proof, we obtain an analogous result of Roberts Brooks’ Lemma 4.2 in [46].
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Corollary 5.5. In Theorem 5.1(1), if π1 ∈ Irr(G1), π2 ∈ Irr(G2)with the decompositions
π1 =⊕σi∈RH1 (π1)m1σi , and π2 =⊕δi∈RH2 (π2)m2δi
such that π1⊗π2 ∈RG1×G2(π), then
(1) there exists a bijective map θρ : RH1 (π1) −→ RH2 (π2);σα 7−→ δα such that σα⊗δα ∈ RH1×H2 (ρ)
and σα⊗δβ ∉RH1×H2 (ρ) for α,β.
(2) m1 = 1 if and only if m2 = 1.
5.2. In this subsection, we attempt to prove the second part of Theorem 5.1 in several steps. We
adopt the beginning definitions and notations. Suppose that σ⊗ δ ∈ RH1×H2 (ρ). So we can find
(π1,V1) ∈ Irr(G1),(π2,V2) ∈ Irr(G2) such that σ, δ occur in Res
G1
H1
π1, Res
G2
H2
π2 as sub-representations with
multiplicities m1, m2 respectively. Let σ˜, resp. δ˜ be the representations of H˜1, resp. H˜2 as defined
in Theorem 4.1 (4) (b) for σ in ResG1
H1
π1, resp. δ in Res
G2
H2
π2. We write H˜2
′
for the inverse image of
γ(H˜1/H1) in G2, and let H˜1
′
be the analogous subgroup of G1. Set Γ˜ = Γ(H˜1× H˜2
′
), and ρ˜ = c-IndΓ˜
Γ
ρ.
Then π≃ c-IndG1×G2
Γ˜
ρ˜.
5.2.1. Step 1. Let us first find out π1,π2 such that π1⊗π2 ∈RG1×G2(π). Consider
HomH1×H2
(
ρ, σ˜⊗π2
)
≃HomH1×G2
(
c-IndH1×G2
H1×H2
ρ, σ˜⊗π2
)
≃HomH1×G2
(
ResG1×G2
H1×G2
c-IndG1×G2
Γ
ρ, σ˜⊗π2
)
≃HomG1×G2
(
c-IndG1×G2
Γ
ρ, IndG1
H1
σ˜⊗π2
)
≃HomH1×G2
(
ππ2 , σ˜⊗π2
)
≃HomH1
(
Θπ2 , σ˜
)
(5.5)
The last term has finite dimension because (1) Θπ2 is a smooth representation of G1 of finite length,
(2) for every κ ∈ Irr(G1), mH1(κ,σ) < ∞, (3) σ˜|H1 ≃m1σ. Then the proof of Proposition 4.5 shows that
HomH1×H2
(
ρ, σ˜⊗π2
)
is a smooth representation of [Γ∩ (H˜1× H˜2
′
)]/(H1×H2) via the canonical action,
and it contains at least an irreducible subrepresentation, say (ψ−1,CF ), so that F ∈Hom
Γ∩(H˜1×H˜2
′
)
(
ρ,ψ⊗
σ˜⊗π2
)
. LetΨ be a character ofG1/H1 extendingψ.
17 Then
1≤m
Γ∩(H˜1×H˜2
′
)
(
ρ,ψ⊗ σ˜⊗π2
)
=m
H˜1×H˜2
′
(
ρ˜,Ψ⊗ σ˜⊗π2
)
=mG1×G2
(
π,Ψ⊗π1⊗π2
)
≤ 1 (5.6)
Clearlyσ≺ (Ψ⊗π1)|H1 . By replacingπ1 withΨ⊗π1, we can assume the beginningπ1⊗π2 ∈RG1×G2(π).
5.2.2. Setp 2. Let us consider the simple case that Gi/Hi is a finite abelian group. By induction, we
can even assume that Gi/Hi is a cyclic group. In this case, m1 =m2 = 1. Consider HomH1×H2
(
ρ, σ˜⊗
π2
)
≃ HomH1
(
Θπ2 , σ˜
)
which has finite dimension, and it can be decomposed as a direct sum of
one-dimensional vector spaces, say
∑n
i=1CFi , such that H˜1/H1 acts on each CFi via a character χ
−1
i
of H˜1/H1. Immediately, Fi ∈ HomH˜1
(
Θπ2 , σ˜⊗ χi
)
. By Frobenius reciprocity, HomH˜1
(
Θπ2 , σ˜⊗ χi
)
≃
HomG1
(
Θπ2 , Ind
G1
H˜1
σ˜⊗χi
)
. By the property of graph of π and Corollary 4.3, IndG1
H˜1
σ˜⊗χi = c-Ind
G1
H˜1
σ˜⊗χi ≃
π1, for i = 1, · · · ,n. By Theorem 4.1 we have σ˜⊗χi ≃ σ˜gi as H˜1-modules, for a representative gi ∈ G1
of some gi ∈ G1/H˜1. So σ˜gi |H1 ≃ σ˜⊗χi |H1 ≃ σ˜|H1 , which implies that gi ∈ H˜1 and σ˜⊗χi ≃ σ˜. Since
mH˜1
(
Θπ2 , σ˜
)
= 1, we can assert that the kernels of those Fi are the same, and Fi are linearly indepen-
dent (Here, all Fi are H1-morphisms from Θπ2 to σ), hence n = 1, i.e., mH1×H2
(
ρ, σ˜⊗π2
)
= 1; hence
RH1×H2 (ρ)∩RH1×H2 (σ⊗π2)= {σ⊗δ}, andmH1×H2 (ρ,σ⊗δ)= 1. If there is another δ
′ ∈ Irr(H2) such that
σ⊗δ′ ∈RH1×H2 (ρ), then we can find π
′
2 ∈ Irr(G2) such that δ
′ ≺ π′2|H2 , and π1⊗π
′
2 ∈RG1×G2(π). Hence
π′2 ≃π2, and we can assume δ
′ ≺π2. By the above discussion, we obtain δ′ ≃ δ.
17Here, theψ can extend to a character ofG1/H1, because c-Ind
G1/H1
H˜1/H1
ψ is finitely generated(cf. Proposition 3.2).
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5.2.3. Setp 3: H˜v = H˜v
′
.
Lemma 5.6. The restriction of πv to H˜v H˜v
′
is semi-simple andmultiplicity-free, for v = 1,2.
Proof. Assume v = 1. c-IndH˜1H˜1
′
H˜1
σ˜ is irreducible because c-IndG1
H˜1H˜
′
1
is an exact functor, and
c-IndG1
H˜1H˜
′
1
(
c-IndH˜1H˜1
′
H˜1
σ˜
)
≃ π1. Let ∆˜1
′
⊆ G1 denote a complete set of representatives for G1/H˜1H˜1
′
.
As ResG1
H˜1H˜1
′π1 ≃
∑
g∈∆˜1
′ π1(g )
(
c-IndH˜1H˜1
′
H˜1
σ˜
)
, the representation ResG1
H˜1H˜1
′ π1 is semi-simple. The
multiplicity-free property arises from H˜1H˜ ′1 ⊇ H˜1. 
Remark 5.7. c-IndH˜1H˜1
′
H˜1
σ˜≃ IndH˜1H˜1
′
H˜1
σ˜, and c-IndH˜2H˜2
′
H˜2
δ˜≃ IndH˜2H˜2
′
H˜2
δ˜.
Proof. CombingTheorem4.1 (7) and the facts that both c-Ind, Ind are exact functors, give the results. 
For the time being, we let Γ˜′ = Γ ·
(
H˜1H˜1
′
× H˜2H˜2
′)
, and ρ˜′ = c-IndΓ˜
′
Γ
ρ.
Lemma 5.8. ρ˜′|
H˜1H˜1
′
×H˜2H˜2
′ is a theta representation with respect to R
H˜1H˜1
′(π1) and RH˜2H˜2
′(π2).
Proof. If σ˜′ ∈ R
H˜1H˜1
′(π1), δ˜′ ∈ RH˜2H˜2
′(π2), then σ˜′ ≃
(
c-IndH˜1H˜1
′
H˜1
σ˜
)g1 , for some g1 ∈ G1, and
c-IndG1
H˜1H˜1
′ σ˜
′ ≃π1. Similar results also hold for δ˜′. In case ρ˜′σ˜′ ≃ σ˜
′⊗Θσ˜′ , c-Ind
G2
H˜2H˜2
′Θσ˜′ ≃Θπ1 by Lemma
5.4. Hence Θσ˜′ is a H˜2H˜2
′
-module of finite length, andm
H˜2H˜2
′(Θσ˜′ ,π2)=mG2(Θπ1 ,π2)≤ 1. By symmetry,
the result holds. 
Lemma 5.9. ResG2
H˜2
′ π2 is semi-simple andmultiplicity-free.
Proof. By the above result, c-IndH˜2H˜2
′
H˜2
δ˜ is a direct summand of ResG2
H˜2H˜2
′ π2, so c-Ind
H˜2
′
H˜2∩H˜2
′ δ˜ is a direct
summand of ResG2
H˜2
′ π2. By Proposition 3.2(1),RH˜2
′
(
c-IndH˜2
′
H˜2∩H˜2
′ δ˜
)
,;, and thenR
H˜2
′(π2),;. By Theo-
rem 4.1, ResG2
H˜2
′ π2 is semi-simple. On the other hand, by Frobenius reciprocity,
m
H˜1×H˜2
′
(
ρ˜, σ˜⊗π2
)
=mH˜1×G2
(
c-IndH˜1×G2
H˜1×H˜2
′ ρ˜, σ˜⊗π2
)
=mH˜1×G2
(
ResG1×G2
H˜1×G2
c-IndG1×G2
Γ˜
ρ˜, σ˜⊗π2
)
=mG1×G2
(
c-IndG1×G2
Γ˜
ρ˜, IndG1
H˜1
σ˜⊗π2
)
=mG1×G2(π,π1⊗π2)= 1
(5.7)

Let δ˜′ ∈ Irr(H˜2
′
) such that σ˜⊗ δ˜′ ∈R
H˜1×H˜2
′(ρ˜)∩R
H˜1×H˜2
′(σ˜⊗π2).
Lemma 5.10. δ≺ δ˜′|H2 .
Proof. Assume δ˜′′ ∈ R
H˜2
′(π2), such that δ ≺ δ˜′′|H2 . Consider the [Γ∩ (H˜1 × H˜2
′
)]/(H1 ×H2)-module
HomH1×H2
(
ρ, σ˜⊗ δ˜′′
)
. Similarly as the above step 1, there exist ψ ∈ Irr(H˜1/H1), and Ψ ∈ Irr(G1/H1),
such that Ψ|H˜1/H1 = ψ, ψ⊗ σ˜⊗ δ˜
′′ ∈ R
H˜1×H˜2
′(ρ˜), and (Ψ⊗π1)⊗π2 ∈ RG1×G2(π). Hence Ψ⊗π1 ≃ π1,
i.e. c-IndG1
H˜1
(σ˜⊗ψ) ≃ c-IndG1
H˜1
σ˜. Consequently σ˜⊗ψ ≃ σ˜, and σ˜⊗ δ˜′′ ∈R
H˜1×H˜2
′(ρ˜). By (5.6), we obtain
δ˜′ ≃ δ˜′′, and δ≺ δ˜′|H2 . 
ON THE LOCAL THETA REPRESENTATION 53
Note that {g ∈ H˜2
′
| δg ≃ δ} = H˜2∩ H˜2
′
. Let ˜˜δ denote the δ-isotypic component in δ˜′|H2 . Then δ˜′ ≃
c-IndH˜2
′
H˜2∩H˜2
′
˜˜δ.
Lemma 5.11. H˜2
′
/H˜2∩ H˜2
′
is a finite abelian group.
Proof. For any g ∈ H˜2
′
/H˜2∩ H˜2
′
, we have σ⊗δg ∈RH1×H2 (ρ); for different H˜2∩ H˜2
′
-cosets g1H˜2∩ H˜2
′
,
g2H˜2∩ H˜2
′
, we know δg1  δg2 . By above (5.5), we obtain the result. 
Corollary 5.12. For each i , H˜i H˜i
′
/[H˜i ∩ H˜i
′
] is a finite abelian group.
Proof. By symmetry, the analogue result of the above lemma 5.11 also holds for H˜1
′
/[H˜1 ∩ H˜1
′
], so
# H˜i H˜i
′
H˜i∩H˜i
′ = #
H˜1
′
H˜1∩H˜1
′ ·#
H˜2
′
H˜2∩H˜2
′ <+∞. 
Set Γ˜′′ = [Γ∩
(
H˜1H˜1
′
× H˜2H˜2
′)
] · [(H˜1∩ H˜1
′
)× (H˜2∩ H˜2
′
)], and ρ˜′′ = c-IndΓ˜
′′
Γ∩[(H˜1H˜1
′
)×(H˜2H˜2
′
)]
ρ.
Remark 5.13. (1) ρ˜′′|(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
) ≃ c-Ind
(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
)
Γ∩[(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
)]
ρ;
(2) c-IndH˜1H˜1
′
×H˜2H˜2
′
Γ˜′′
ρ˜′′ ≃ResΓ˜
′
H˜1H˜1
′
×H˜2H˜2
′ ρ˜
′.
Proof. 1) It follows from that Γ˜
′′
Γ∩(H˜1H˜1
′
×H˜2H˜2
′
)
≃
(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
)
Γ∩[(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
)]
, and [(H˜1 ∩ H˜1
′
)× (H˜2 ∩ H˜2
′
)]∩Γ∩
[(H˜1H˜1
′
)× (H˜2H˜2
′
)]= Γ∩ [(H˜1∩ H˜1
′
)× (H˜2∩ H˜2
′
)];
2) Both sides are isomorphic to c-IndH˜1H˜1
′
×H˜2H˜2
′
Γ∩[(H˜1H˜1
′
)×(H˜2H˜2
′
)]
ρ. 
Hence we can apply the result of Step 2 to ρ˜′′|(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
), and obtain:
Lemma 5.14. ρ˜′′|(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
) satisfies the property of graph with respect to RH˜1∩H˜1
′(π1) and
R
H˜2∩H˜2
′(π2).
Suppose now that σ⊗δ′ ∈RH1×H2 (ρ). By the result in Step 1, we can assume δ
′ ≺ ResG2
H2
π2. Let δ˜′ be
the representation of H˜2 as defined in Theorem 4.1 (4) (b) for δ′ in Res
G2
H2
π2.
Let σ˜′ ∈ R
H˜1∩H˜1
′(π1) such that σ ≺ σ˜′. By considering HomΓ∩[(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
)]
(
ρ, σ˜′ ⊗ δ˜
)
≃[
HomH1×H2
(
ρ, σ˜′ ⊗ δ˜
)]Γ∩[(H˜1∩H˜1 ′)×(H˜2∩H˜2 ′)]/(H1×H2), we assert that R(H˜1∩H˜1 ′)×(H˜2∩H˜2 ′)(σ˜′ ⊗ [δ˜ ⊗ χ2]) ∩
R(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
)(ρ˜
′′) , ;, for some character χ2 ∈ Irr(
H˜2∩H˜2
′
H2
). Similarly, R(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
)
(
σ˜′⊗ [δ˜′ ⊗
χ′2]
)
∩R(H˜1∩H˜1
′
)×(H˜2∩H˜2
′
)(ρ˜
′′),;, for some character χ′2 ∈ Irr(
H˜2∩H˜2
′
H2
). By Lemma 5.14, R
H˜2∩H˜2
′(δ˜⊗χ2)∩
R
H˜2∩H˜2
′(δ˜′⊗χ′2),;, and then δ≃ δ
′ as H2-modules.
Corollary 5.15. The restriction ρ|H1×H2 satisfies the property of graph.
Lemma 5.16. H˜2
′
⊆ H˜2.
Proof. If (g ,h) ∈Γ∩ (H˜1× H˜2
′
), we have δh ≃ δ, so H˜2
′
⊆ H˜2. 
By considering the other side, we can assert H˜1
′
⊆ H˜1, and then H˜2
′
= H˜2, H˜1
′
= H˜1.
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5.3. Continue the above notations and remove the superfluous ′ if possible. In this last subsection we
will prove the rest part of Theorem 5.1(2).
Lemma 5.17. If (ω,U ) is an indecomposable representation of G1/H1 of finite dimension m, then the
Jordan-Hölder set JH(ω)= {χ}, for certain one-dimensional irreducible representation χ of G1/H1.
Proof. AssumeU =U1 ⊇U2 ⊇ ·· · ⊇Um ⊇Um+1 = 0 is a complete composite series ofU asG1/H1-module
such thatG1/H1 acts onUi/Ui+1 via a character χi . Then after choosing a proper basis ofU ,ω(h) acts on
U via an upper triangularmatrix


χ1(h) ∗ ∗
. . . ∗
χm(h)

. If χi , χi+1, there exists g ∈G1 such that χi (g ),
χi+1(g ). According to the result in linear algebra, there exists a primary decompositionV =⊕
n1
i=1Vi with
respect to different eigenvalues of ω(g ). Then Vi isG1/H1-invariant; thus n1 = 1, and all χi (g ) are equal,
a contradiction. 
Lemma 5.18. If nπi is a Gi -module of length n with the Jordan-Hölder set JH(nπi ) = {πi }, then nπi is
semi-simple.
Proof. We prove the result by induction on n. Since Ext1Gi (πi ,πi )= 0, the statement holds for n = 2. For
n > 2, there exists at least a short exact sequence of Gi -modules: 0 −→ 2πi −→ nπi −→ (n−2)πi −→ 0
(∗), which is determined by an element in Ext1Gi ((n−2)πi ,2πi )≃
∏
Ext1Gi (πi ,πi )= 0. Hence the sequence
(∗) is split, and nπi ≃πi ⊕·· ·⊕πi . 
5.3.1. In case m1 =m2 = 1.
A.Multiplicity-free property. In this case Θπ2 ≃ c-Ind
G1
H˜1
Θδ˜. Let ∆1 be a complete coset representatives
ofG1/H˜1. Then
HomH1
(
Θπ2 , σ˜
)
≃
∏
s∈∆1
HomH1
(
Θ
s
δ˜
, σ˜
)
≃
∏
s∈∆1
HomH1
(
Θδ˜,σ
s−1
)
(5.8)
≃
∏
s∈∆1
HomH1
(
Θδ,σ
s−1
)
≃HomH1
(
Θδ,σ
)
(5.9)
Now HomH1
(
Θπ2 , σ˜
)
is a H˜1/H1-module of finite length. By Krull-Schmidt theorem, it can be decom-
posed as a direct sum of indecomposable modules, say V1⊕V2⊕·· · ⊕Vr . Each Vi contains at least an ir-
reducible H˜1/H1-module, say (χ−1i ,CFi ). Then Fi ∈HomH˜1
(
Θπ2 , σ˜⊗χi
)
. Similar as the argument in Setp
2 we can assert that the cardinality r = 1, and HomH1
(
Θπ2 , σ˜
)
is an indecomposable H˜1/H1-module. Let
its contragredient representation denoted by (ωˇ1, Vˇ1).
Lemma 5.19. HomH˜1
(
Θπ2 ,ωˇ1⊗ σ˜
)
≃HomG1
(
Θπ2 , Ind
G1
H˜1
(ωˇ1⊗ σ˜)
)
, 0.
Proof. Let {F1, · · · ,Fk } be a basis of V1. Let Ft be the dual base of F
∗
t in Vˇ1. Then themappingv=
∑k
j=1F
∗
t ⊗
Ft ∈HomH1
(
Θπ2 ,ωˇ1⊗ σ˜
)
, sending v ∈V to
∑k
j=1F
∗
t ⊗Ft (v), is H˜1/H1-invariant. 
By the above lemma 5.17, we assume JH(ωˇ1)= {ψ}. LetΨ be a character ofG1/H1 extendingψ.
Lemma 5.20. ψ is the trivial character.
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Proof. It is not hard to see that the Jordan-Hölder set JH(IndG1
H˜1
(ωˇ1 ⊗ σ˜)) = {Ψ⊗π1}. By Lemma 5.19,
Ψ⊗π1 ≃ π1, i.e. Ind
G1
H˜1
(ψ⊗ σ˜) ≃ IndG1
H˜1
σ˜; ψ⊗ σ˜ ≃ σ˜g , for some g ∈ G1/H˜1, σg ≃ σ; g ∈ H˜1; hence ψ⊗
σ˜ ≃ σ˜ as H˜1-modules. Consequently HomH˜1 (ψ⊗ σ˜, σ˜) ≃ HomH˜1 (
ˇ˜σ⊗ σ˜,ψˇ) ≃ HomH˜1/H1((
ˇ˜σ⊗ σ˜)H1 ,ψˇ) ≃
HomH˜1/H1(1,ψˇ), 0. Hence ψˇ is the trivial character. 
Lemma 5.21. (1) c-IndG1
H˜1
(ωˇ1⊗ σ˜) is semi-simple.
(2) ωˇ1⊗ σ˜ is semi-simple.
Proof. The first statement follows from Lemma 5.18. So c-IndG1
H˜1
(ωˇ1⊗ σ˜) ≃ c-Ind
G1
H˜1
(σ˜⊕ ·· · ⊕ σ˜); by con-
sidering their σ-isotypic components we get the second statement. 
If we have the decomposition: ωˇ1⊗ σ˜ ≃ ⊕ti=1σ˜i , then EndH˜1
(
ωˇ1⊗ σ˜
)
≃Mt×t (C). On the other hand,
HomH˜1
(
ωˇ1⊗ σ˜,ωˇ1⊗ σ˜
)
≃HomH1
(
ωˇ1⊗ σ˜,ωˇ1⊗ σ˜
)H˜1/H1 ≃ EndH˜1/H1(ωˇ1), a local ring. Therefore t = 1, and
dimωˇ1 = 1=mH1(Θδ,σ).
B.The finiteness condition. Before proving the result, let us present some consequences of Casselman’s
results on Ext∗(−,−) in [11, Appendix].
Lemma 5.22. c-IndH2
K2
1 is projective in Rep(H2), for any open compact subgroup K2 of H2.
Proof. Given a diagram c-IndH2
K2
1
F

U
p
// V // 0
, assume F arises from a K2-morphism f :C−→V , let
v0 = f (1) = p(u0), for some u0 ∈UK2 , define a K2-morphism g : C −→UK2 ,→U by g (1) = u0, and let
G : c-IndH2
K2
1 −→U be the corresponding H2-morphism by Frobenius reciprocity. It is not hard to see
thatG lifts F . 
Lemma 5.23. Assume that Rep(H2) is locally noetherian. For a finitely generated representation (λ,U ) of
H2, there exists a projective resolutionU· −→U, such that eachUi is finitely generated.
Proof. Assume U is finitely generated by u1, · · · ,un , and assume an open compact subgroup K2 ⊆
∩n
i=1StabH2 (ui ). Let ιi : c-Ind
H2
K2
1−→U , arising from a K2-morphism C−→U ;1−→ ui . Then ι =⊕ni=1ιi :
⊕n
i=1 c-Ind
H2
K2
1 −→U is a surjective H2-morphism, and ⊕ni=1c-Ind
H2
K2
1 is a finitely generated projective
object in Rep(H2). Since Rep(H2) is locally noetherian, we can continue this process, and obtain a re-
quired resolution. 
Go back to our proof. Applying the results of Lemma 5.4 to our situation shows thatΘπ1 ≃ c-Ind
G2
H˜2
Θσ˜
and Θσ ≃ Θσ˜|H2 . By the property of the exact functor c-Ind
G2
H˜2
, Θσ˜ is an indecomposable finite-length
representation of H˜2 (cf. Lemma 3.24). Let its Jordan-Hölder multiset be recorded by
{
δ˜= δ˜1, · · · , δ˜k
}
.
Lemma 5.24. Let δ˜i , δ˜ j be two admissible representations of H˜2 such that δ˜i |H2 ≃ ⊕ν∈Iτν, and δ˜ j |H2 ≃
⊕µ∈Jτµ, for finite-length H2-modules τν and τµ. Let
0−→ δ˜i −→ Θ˜−→ δ˜ j −→ 0 (5.10)
be an exact sequence of H˜2-modules. If the cardinality of J is finite, Θ˜|H2 is a direct sum of finite-length
H2-modules.
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Proof. By Yodeda’s extension theory(cf. [11, Appendix], [36, Chapter III]), the above sequence (5.10) is
determined by a class ξ ∈ Ext1
H˜2
(δ˜ j , δ˜i ). Let ξ1 be its image in Ext1H2 (δ˜ j , δ˜i ) under the canonical mapping:
Ext1
H˜2
(δ˜ j , δ˜i ) −→ Ext1H2 (δ˜ j , δ˜i ). It is clear that Θ˜|H2 is taken in charge by ξ1 and there exists
∏
ν∈I pν :
Ext1H2(δ˜ j , δ˜i ) ,→
∏
ν∈I Ext
1
H2
(δ˜ j ,τν). Moreover by Lemmas 5.22,5.23, pν(ξ1)= 0 for all νbut a finite number
of ν ∈ I0. Let 0 −→ ⊕ν∈I0τν −→ Θ˜I0 −→ δ˜ j −→ 0 · · ·(∗∗) be a short exact sequence corresponding to∏
v∈I0 pν(ξ1) ∈ Ext
1
H2
(
δ˜ j ,⊕ν∈I0τν
)
. By Yodeda’s theory, Θ˜ ≃ Θ˜I0 ⊕ (⊕ν∉I0τν) as H2-modules. Now Θ˜I0 has
finite length; by Krull-Schmidt theorem the result holds. 
As H˜2-modules, there exists an exact sequence 0−→Θσ˜,1 −→Θσ˜ −→ δ˜1 −→ 0. By reordering the index,
we assume δ˜2 is a quotient ofΘσ˜,1. Then there exists an H˜2-moduleΘ1σ˜ such that the following diagram
0 −→ Θσ˜,1 −→ Θσ˜ −→ δ˜1 −→ 0
↓ ↓ ∥
0 −→ δ˜2 −→ Θ1σ˜ −→ δ˜1 −→ 0
is commutative. Moreover Θσ˜ −→Θ1σ˜ is surjective. By the above lemma, Θ
1
σ˜
|H2 is a direct sum of finite-
length H2-modules. Since Θσ˜|H2 has only one quotient representation δ with multiplicity one, Θ
1
σ˜
|H2
must be an indecomposable module. We can repeat the above process by replacing δ˜1 with Θ1σ˜, and
obtain an IG2(δ)-module Θ
2
σ˜
such that the Jordan-Hölder multiset of Θ2
σ˜
is just {δ˜1, δ˜2, δ˜3}, and Θ2σ˜|H2 is
an indecomposablemodule. After a finite step, finally we can see thatΘσ˜|H2 ≃Θσ is an indecomposable
module of finite length.
C. Ext1Hi = 0. Applying the exact functor c-Ind
G1
H˜1
to a short exact sequence of H˜1-modules 0−→ σ˜−→
2σ˜ −→ σ˜ −→ 0, we obtain 0 −→ π1 −→ c-Ind
G1
H˜1
2σ˜ −→ π1 −→ 0. Hence c-Ind
G1
H˜1
2σ˜ ≃ c-IndG1
H˜1
(σ˜⊕ σ˜). By
considering their σ-isotypic components we obtain 2σ˜≃ σ˜⊕ σ˜. Hence Ext1
H˜1
(σ˜, σ˜)= 0.
Assume 0−→ σ˜
f
−→ 2σ˜
g
−→ σ˜−→ 0 (∗∗∗) is a short exact sequence ofH1-modules. The H˜1/H1-module
HomH1(σ˜, Im( f )) has one dimension, so there exists a character χ ∈ Irr(H˜1/H1) such that f defines an
H˜1-morphism from χ⊗ σ˜ to σ˜. Consequently HomH˜1(χ⊗ σ˜, σ˜) ≃ HomH˜1 (
ˇ˜σ⊗ σ˜, χˇ) ≃ HomH˜1/H1 ((
ˇ˜σ⊗
σ˜)H1 , χˇ)≃HomH˜1/H1(1, χˇ), 0. Hence χˇ is the trivial character. Similarly, g also defines an H˜1-morphism.
Hence the sequence (∗∗∗) is split, and then Ext1
H1
(σ,σ)= 0. By symmetry, Ext1
H2
(δ,δ)= 0.
5.3.2. In case m1m2 > 1. Invoking the result of above Step II in the proof of Theorem 5.1(1), we have
a tower of normal subgroups of Gi : Hi = H
(0)
i
⊆ H (1)
i
⊆ ·· · ⊆ H (n)
i
= H˜i ⊆ Gi satisfying the described
property there. Using the result in the casem1 =m2 = 1, inductively we obtain the result.
6. THE THETA REPRESENTATION II
In this section, assume thatGi/Hi is a compact group, and the category Rep(Hi ) is locally noetherian,
for i = 1,2. Set π = c-IndG1×G2
Γ
ρ,V = c-IndG1×G2
Γ
W . Our main purpose of this section is to prove the
following result:
Theorem 6.1. (1) If the representation ρ of H1×H2 is a theta representation, then so is the represen-
tation π of G1×G2.
(2) Suppose that LGi (Ind
Gi
Hi
σi ),;, for every σi ∈ Irr(Hi ), i = 1,2. If the representation π of G1×G2 is
a theta representation, then so is the representation ρ of H1×H2.
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Before proving the results let us present a lemma analogue of Lemmas 5.3, 5.4. Assume σ⊗ δ ∈
RH1×H2 (ρ), and σ ≺ π1|H1 , δ ≺ π2|H2 , for some (πi ,Vi ) ∈ Irr(Gi ). Let IG1(σ) = {g ∈ G1 | σ
g ≃ σ},
IG2(δ) = {g ∈ G2 | δ
g ≃ δ}, and let σ˜ denote the σ-isotypic component of π1|H1 . Let us write I
′
G2
(δ) to
be the inverse image of γ(
IG1 (σ)
H1
) inG2, and let π(σ,δ) = c-Ind
IG1 (σ)×I
′
G2
(δ)
Γ∩[IG1 (σ)×I
′
G2
(δ)]
ρ, [π(σ,δ)]σ˜ ≃ σ˜⊗Θσ˜.
Lemma 6.2. (1) c-IndG2
H2
(ρσ)≃ (c-Ind
G2
H2
ρ)σ as H1×G2-modules, for all σ ∈ Irr(H1).
(2) (a) Θπ1 ≃ c-Ind
G2
I ′
G2
(δ)
Θσ˜ as G2-modules.
(b) If σ˜|H1 ≃mσ, then there exists a surjection Θσ˜|H2 ։Θσ as H2-modules.
(c) If the above m = 1, thenΘσ ≃Θσ˜|H2 as H2-modules.
Proof. 1) The canonical map IndG2
H2
ρ ։ ρ will induce an H1 ×H2-morphism
(
IndG2
H2
ρ
)
σ −→ ρσ, and
an H1 ×G2-morphism
(
IndG2
H2
ρ
)
σ
κσ
−→ IndG2
H2
ρσ. For any open compact subgroup K2 of G2, let ∆ =
{s1, s2, · · · , sn} be a complete set of representatives for H2 \G2/K2, and let H2,s = s−1H2s. By lemma
1.17, HomH1×K2
(
(IndG2
H2
ρ)σ,σ⊗C
)
≃HomH1×K2(Ind
G2
H2
ρ,σ⊗C)≃HomH1×K2(⊕s∈∆ c-Ind
K2
H2,s∩K2
ρs ,σ⊗C)≃
⊕s∈∆HomH1×(H2,s∩K2)(ρ
s ,σ⊗C)≃⊕s∈∆HomH1×(H2,s∩K2)
(
ρsσ,σ⊗C
)
≃⊕s∈∆HomH1×K2
(
c-IndK2
H2,s∩K2
ρsσ,σ⊗
C
)
≃HomH1×K2(Ind
G2
H2
ρσ,σ⊗C). Hence κσ is an isomorphism by Lemma 1.10.
(2)(a) By the above result, we have πσ˜ ≃ σ˜⊗c-Ind
G2
I ′
G2
(δ)
Θσ˜ as IG1(σ)×G2-modules. By [10, p.18], there ex-
ists an IG1(σ)×G2-morphism p : ππ1 −→ πσ˜. Then a G1×G2-morphism Ind
G1
IG1 (σ)
p : ππ1 −→ Ind
G1
IG1 (σ)
πσ˜
follows, and then we get aG2-morphism ι :Θπ1 −→ c-Ind
G2
I ′
G2
(δ)
Θσ˜. For any representation (σ2,U2) of G2,
we have
HomG2(Θπ1 ,σ2)≃HomG1×G2(π,π1⊗σ2)≃HomIG1 (σ)×G2(πσ˜, σ˜⊗σ2)≃HomG2
(
c-IndG2
I ′
G2
(δ)
Θσ˜,σ2
)
, (6.1)
Similarly, ι is an isomorphism.
(2)(b) There exists a canonical morphism q :π(σ,δ)։ ρ as Γ∩ [IG1(σ)× I
′
G2
(δ)]-modules. Moreover,
HomIG1 (σ)(π(σ,δ), σ˜)≃HomIG1 (σ)×1(π(σ,δ), σ˜⊗C)≃HomIG1 (σ)×H2 (π(σ,δ), σ˜⊗ Ind
H2
1 1)
≃HomIG1 (σ)×H2 (c-Ind
IG1 (σ)×H2
H1×H2
ρ, σ˜⊗ IndH21 1)≃HomH1×H2 (ρ, σ˜⊗ Ind
H2
1 1)≃HomH1(ρ, σ˜)
(6.2)
By following these isomorphisms, for any f ∈HomIG1 (σ)(π(σ,δ), σ˜), as an H1-module morphism, it needs
to decompose as π(σ,δ)
q
։ ρ
f1
−→ σ˜, for some f1 ∈HomH1(ρ, σ˜). The converse also holds. Hence there ex-
ists a canonical morphism
π(σ,δ)
∩
f˜ ∈HomIG1
(σ)
(
π(σ,δ),σ˜
)Ker f˜ q։ ρ∩ f ∈HomH1 (ρ,σ˜)Ker f = ρ∩ f ∈HomH1 (ρ,σ)Ker f , which introduces
an H1×H2-morphism κσ : σ˜⊗Θσ˜ −→σ⊗Θσ, and then an H2-morphism κ :Θσ˜ −→Θσ. For any smooth
representation (σ2,W2) of H2, by Frobenius reciprocity, we have
HomH2 (Θσ,σ2)≃HomH1×H2 (ρσ,σ⊗σ2) ,→HomH1×H2 (ρ, σ˜⊗σ2)
≃HomIG1 (σ)×H2 (π(σ,δ), σ˜⊗σ2)≃HomIG1 (σ)×H2 ([π(σ,δ)]σ˜, σ˜⊗σ2)≃HomH2(Θσ˜,σ2)
(6.3)
i.e. we get a injective morphismHomH2 (Θσ,σ2)−→HomH2 (Θσ˜,σ2) compatible with the above κ, so the
result holds.
(2)(c) In the above (6.3), HomH2 (Θσ,σ2)≃HomH2(Θσ˜,σ2), soΘσ ≃Θσ˜|H2 as H2-modules. 
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6.1. The proof of the part (1).
Lemma 6.3. If (π1,V1) ∈ Irr(G1), and (π2,V2) ∈ Irr(G2), such that π1⊗π2 ∈RG1×G2(π), then:
(1) For σ∈RH1(π1), there exists a unique element δ ∈RH2 (π2) such that σ⊗δ ∈RH1×H2 (ρ).
(2) If σ⊗δ ∈RH1×H2 (ρ), then γ induces a bijective map from IG1(σ)/H1 to IG2(δ)/H2 with the graph
Γ(σ,δ)/(H1×H2), where Γ(σ,δ) = Γ∩
(
IG1(σ)× IG2(δ)
)
.
(3) For two irreducible constituents (σ,U), (δ,W) of ResG1
H1
π1 and Res
G2
H2
π2 respec-
tively, we let I 0
G1
(
σ,δ
)
=
{
g1 ∈G1 | g1(U)⊆U and γ(g1)(W)⊆W
}
, and I 0
G2
(
σ,δ
)
={
g2 ∈G2 | g2(W)⊆W, and γ−1(g2)(U)⊆U
}
. Then:
(a) I 0
G1
(
σ,δ
)
, I 0
G2
(
σ,δ
)
are open subgroups of G1,G2 respectively;
(b) γmaps I 0G1
(
σ,δ
)
/H1 onto I 0G2
(
σ,δ
)
/H2.
Proof. 1) Let us write I ′G2(δ)/H2 = γ(IG1(σ)/H1), and σ˜ the σ-isotypic component of π1. Then π1 ≃
c-IndG1
IG1 (σ)
σ˜. By Frobenius reciprocity, 18
mG1×G2
(
π,π1⊗π2
)
=mG1×G2
(
π, IndG1×G2
IG1 (σ)×G2
σ˜⊗π2
)
=mIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜⊗π2
)
≤mIG1 (σ)×H2
(
π(σ,δ), σ˜⊗π2
)
=mIG1 (σ)×H2
(
c-Ind
IG1 (σ)×H2
H1×H2
ρ, σ˜⊗π2
)
=mH1×H2 (ρ, σ˜⊗π2)
(6.4)
So we can find δ ∈RH2(π2) such that σ⊗δ ∈RH1×H2 (ρ)∩RH1×H2 (π1⊗π2). And the uniqueness is clear.
2) Assume g1H1 ∈ IG1(σ)/H1, andγ(g1H1)= g2H2 ∈G2/H2. We then haveσ
g1⊗δg2 ≃σ⊗δg2 ∈RH1×H2 (ρ),
which implies that δg2 ≃ δ, and then g2 ∈ IG2(δ). The converse also holds, so γ maps IG1(σ)/H1 onto
IG2(δ)/H2 with the graph Γ∩
(
IG1(σ)× IG2(δ)
)
/(H1×H2).
3) The results arise from Lemma 4.16. 
Keep the notations. We take an open normal subgroup JG1(σ) of I
0
G1
(σ,δ) as defined in Lemma 4.18,
and write its image in IG2(δ)/H2 by JG2(δ)/H2 through γ. Let (n1,N1), (n2,N2), resp. (m1,M1) and
(m2,M2) be two projective representations related to (σ˜,U˜), and (δ˜,W˜) respectively in Theorem 4.20.
Let ∆1, ∆2 be the relative sets of representatives for IG1(σ)/JG1(σ) and IG2(δ)/JG2(δ) respectively. On
HomH1×H2 (ρ, σ˜⊗ δ˜), we impose a natural Γ(σ,δ)/(H1×H2)-action defined as follows:
ϕa(v˜) := σ˜⊗ δ˜(a)ϕ
(
ρ(a−1)v˜
)
for a ∈ Γ(σ,δ)/(H1×H2), ϕ ∈ HomH1×H2 (ρ, σ˜⊗ δ˜), v˜ ∈ U˜⊗ W˜, and a representative a of a in Γ(σ,δ). So
HomΓ(σ,δ)(ρ, σ˜⊗ δ˜) ≃HomH1×H2 (ρ,N1⊗N2⊗M1⊗M2)
Γ(σ,δ)
H1×H2 . Recall thatmH1×H2 (ρ,n1⊗m1) = 1. Let us
now fix a nonzero element F ∈HomH1×H2 (ρ,n1⊗m1). In view of Theorem 4.20, we have
HomH1×H2 (ρ,n1⊗n2⊗m1⊗m2)≃HomH1×H2 (ρ,n1⊗m1)⊗N2⊗M2 ≃N2⊗M2.
The action of
Γ(σ,δ)
H1×H2
on HomH1×H2 (ρ,n1⊗m1)⊗N2⊗M2 is described as follows:
• If (x1,x2) ∈ Γ∩
(
JG1(σ)× JG2(δ)
)
, with the projection (x1,x2) inΓ(σ,δ)/(H1×H2), then (x1,x2)·F (v)⊗
ϕ⊗ψ = σ˜(x1)⊗ δ˜(x2)F
(
ρ(x−11 ,x
−1
2 )v
)
⊗ϕ⊗ψ = β(x1,x2)F (v)⊗ϕ⊗ψ, for ϕ ∈ N2, ψ ∈ M2, and
suitable β(x1,x2) ∈C×.
18 By Lemma 1.11, (G1×G2)/Γ is isomorphic to
G1
H1
, and G1
H1
is a compact group having a Haar measure; thus there exists a
left quasi-invariant measure on (G1×G2)/Γ, which implies ∆G1×G2 |Γ =∆Γ.
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• If (x1,x2) ∈ Γ∩
(
IG1(σ)×IG2(δ)
)
, with the decomposition x1 = g g0, x2 = hh0, for g ∈∆1, g0 ∈ JG1(σ),
h ∈∆2, h0 ∈ JG2(δ). Then
(x1,x2) ·F (v)⊗ϕ⊗ψ= [σ˜(x1)⊗ δ˜(x2)F
(
ρ(x−11 ,x
−1
2 )v
)
]
(
E
−1
g ⊗E
−1
h
)
⊗
(
Eg ◦ϕ⊗Eh ◦ψ
)
for v ∈ V . Note that [σ˜(x1)⊗ δ˜(x2)F
(
ρ(x−11 ,x
−1
2 )−
)
](E −1g ⊗E
−1
h
) also lies in HomH1×H2 (ρ,U⊗W),
so it equals to β(x1,x2)F (−) for some β(x1,x2) ∈C×. Finally we conclude that (x1,x2) ·F ⊗ϕ⊗ψ=
β(x1,x2)F ⊗ (Eg ◦ϕ)⊗ (Eh ◦ψ).
By use of the isomorphism HomH1×H2 (ρ, σ˜⊗ δ˜) ≃N2⊗M2, let us denote the induced representation of
Γ(σ,δ)
(H1×H2)
on N2⊗M2 by (ι,N2⊗M2). Then ι has the following properties:
Lemma 6.4. (1) (ι,N2⊗M2) is a smooth representation of Γ(σ,δ)/(H1×H2).
(2) (ι,N2⊗M2) is projectively isomorphic to (Res
IG1
(σ)
H1
×
IG2
(δ)
H2
Γ(σ,δ)
H1×H2
n2⊗m2,N2⊗M2).
Proof. Note that any non-trivial element in HomH1×H2 (W ,N1⊗M1) has the same kernel, just as KerF ,
so that Γ∩
(
JG1(σ)× JG2(δ)
)
fixes KerF . Let 0 , v ∈W /KerF , and F (v) = u ∈ N1⊗M1. Let Uv and Uu
denote their stabilizers in Γ∩
(
JG1(σ)× JG2(δ)
)
. Clearly, σ˜⊗δ˜
(
(x1,x2)
)
F
(
ρ(x−11 ,x
−1
2 )−
)
= F (−), for (x1,x2) ∈
Uv ∩Uu. So the first statement is proved. The second statement arises from the explicit action of
Γ(σ,δ)
(H1×H2)
described above. 
Lemma 6.5. Notations being as above, we then have:
(1) mΓ(σ,δ)(ρ, σ˜⊗ δ˜)= 1.
(2) mG1×G2(π,π1⊗π2)= 1.
Proof. Let (σ˜,U˜) (resp. (δ˜,W˜)) be the smooth irreducible representation of IG1(σ) (resp. IG2(δ)) as defined
in Lemma 4.17 relative to σ(resp. δ), so that π1 ≃ c-Ind
G1
IG1 (σ)
σ˜ and π2 ≃ c-Ind
G2
IG2 (δ)
δ˜. By the equality
(6.4), we have HomG1×G2
(
c-IndG1×G2
Γ
ρ,π1⊗π2
)
≃HomIG1 (σ)×IG2 (δ)
(
π(σ,δ),π1⊗ δ˜
)
. Any non-zero element
f in the last Hom-vector space, a fortiori, belongs to HomH1×IG2 (δ)
(
π(σ,δ),π1⊗ δ˜
)
≃ HomH1×H2
(
ρ,π1⊗
δ˜
)
. By the property of graph, it factors through ρ −→ σ˜⊗ δ˜. Then 1 ≤ mIG1 (σ)×IG2 (δ)
(
π(σ,δ),π1 ⊗ δ˜
)
=
mIG1 (σ)×IG2 (δ)
(
π(σ,δ), σ˜⊗ δ˜
)
=mΓ(σ,δ)
(
ρ, σ˜⊗ δ˜
)
, which is smaller than 1 by Lemma 6.4(2) and Lemmas 2.4,
2.12. Hence both results hold. 
Corollary 6.6. Keep the notations. There exist a decreasing complete chaining of Γ(σ,δ)-modules: U˜⊗W˜=
Vm ⊇ ·· · ⊇ V1 = 0, and a nonzero Γ(σ,δ)-morphism f :W −→ Vi+1, for some i , such that Im( f )∩Vi = 0,
and Im( f )≃U⊗W as H1×H2-modules.
Proof. It is clear that Im( f ) ≃ nU⊗W as H1 × H2-modules. Making use of mH1×H2 (W ,U ⊗W) = 1
shows n = 1. Hence Im( f ) is an irreducible Γ(σ,δ)-module. By Lemma 4.17, the restriction of σ˜⊗ δ˜
to Γ(σ,δ) is a smooth representation of finite length, afforded a decreasing chaining of Γ(σ,δ)-modules,
say U˜⊗ W˜ = Vm ⊇ ·· · ⊇ V1 = 0. So there is a nonzero Γ(σ,δ)-homomorphism f :W −→ Vi+1, for certain
i ∈ {0, · · · ,m−1} such that Im( f )∩Vi = 0. 
6.1.1. Proof of Theorem 6.1(1). The multiplicity-free property has been verified in Lemma 6.5 (2). We
assume π1⊗π2, π1⊗π′2 ∈RG1×G2(π), and will prove that π2 ≃π
′
2. Keep the above notations, and use the
analogousnotations relative toπ′2 by adding the symbol
′. Therefore it is sufficient to show that δ˜≃ δ˜′. To
simply the discussion, we identify (δ,W) and (δ′,W′). Since #IG2(δ)/JG2(δ),#IG2(δ)/JG2(δ
′) both are finite,
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the cardinality of IG2(δ)/JG2(δ)∩ JG2(δ
′) is also finite. Hence we can use JG2(δ)∩ JG2(δ
′) instead of JG2(δ),
JG2(δ
′) in both cases. Combing Lemma6.4(2)with Lemma6.5 (1) shows that the twoprojective represen-
tations (n2 ◦γ−1,N2) and (m2,M2) of IG2(δ)/H2 are projective isomorphic, and then (m2,M2)≃ (m
′
2,M
′
2)
as projective representations of IG2(δ)/H2. Notice that in Section 4.2.1, the definition of the projective
representation (m1,M1) of IG2(δ)/H2 is only dependent on the choice of the classes
{
Eg | g ∈∆2
}
. So
we can identify the two projective smooth representations (m1,M1) and (m′1,M
′
1) of IG2(δ)/H2, and the
actions of
Γ(σ,δ)
H1×H2
on HomH1×H2 (ρ,n1⊗m1), HomH1×H2 (ρ,n1⊗m
′
1). Therefore (m2,M2) is linearly isomor-
phic to (m′2,M
′
2) by Lemmas 6.4, 6.5. Consequently δ˜≃ δ˜
′, and π2 ≃π′2. Recall that [G2 : IG2(δ)] has finite
index, so by Lemma 6.2, ππ1 is a finitely generated representation ofG1×G2.
In view of the proof, we obtain an analogue result of Roberts Brooks’ Lemma 4.2 in [46].
Corollary 6.7. In Theorem 6.1, if π1 ∈ Irr(G1), π2 ∈ Irr(G2)with the decompositions
π1|H1 ≃⊕σi∈RH1 (π1)m1σi , and π2|H2 ≃⊕δi∈RH2 (π2)m2δi
such that π1⊗π2 ∈RG1×G2(π), then
(1) there exists a bijective map θρ : RH1 (π1) −→ RH2 (π2);σα 7−→ δα such that σα⊗δα ∈ RH1×H2 (ρ)
and σα⊗δβ ∉RH1×H2 (ρ) for α,β.
(2) m1 =m2.
Proof. We follow the notations in the above proof. Then the second statement follows from the fact that
the two projective representations (n2 ◦γ−1,N2) and (m2,M2) of IG2(δ)/H2 are isomorphic. 
6.2. The proof of the part (2). Assume that LGi (Ind
Gi
Hi
σi ) , ;, for any σi ∈ Irr(Hi ) as i = 1,2. Suppose
now that σ⊗δ ∈RH1×H2 (ρ), for (σ,U ) ∈ Irr(H1), (δ,W ) ∈ Irr(H2). Then there exist irreducible represen-
tations (π1,V1) ofG1, (π2,V2) ofG2, such that σ≺ Res
G1
H1
π1, δ≺ Res
G2
H2
π2. Let I ′G2(δ) (resp. I
′
G1
(σ) ) be the
inverse image of γ(
IG1 (σ)
H1
)(resp. γ−1(
IG2 (δ)
H2
)) in G2(resp. G1). Let us denote Γ′(σ,δ) = Γ∩ (IG1(σ)× I
′
G2
(δ)),
and π(σ,δ) = c-Ind
IG1 (σ)×I
′
G2
(δ)
Γ′(σ,δ)
ρ.
6.2.1. Case I. G1
H1
is a finite group. We first seek out π1,π2 such that π1⊗π2 ∈ RG1×G2(π). The similar
procedure as Step 1 in Section 5.2 yields, HomH1×H2
(
ρ, σ˜⊗π2
)
≃ HomH1×G2
(
ππ2 , σ˜⊗π2
)
, which has fi-
nite dimension(Prop. 3.4). Hence HomH1×H2
(
ρ, σ˜⊗π2
)
is a smooth Γ′(σ,δ)/(H1×H2)-module, and is de-
composed as V ∗1 ⊕·· · ⊕V
∗
k
, for some irreducible representations (ω˜i
∗,V ∗
i
) of Γ′(σ,δ)/(H1×H2). Then the
contragredient representation (ω˜i ,Vi ) of (ω˜i
∗,V ∗
i
) can be also viewed as an irreducible representation of
IG1(σ)/H1 or I
′
G2
(δ)/H2.
Lemma 6.8. HomΓ′(σ,δ)
(
ρ,ω˜i ⊗ σ˜⊗π2
)
, 0.
Proof. Let
{
F∗1 , · · · ,F
∗
k
}
be a basis of V ∗
i
. Let Ft be the dual base of F∗t in Vi . Then the mapping vi =∑k
j=1Ft ⊗F
∗
t ∈HomH1×H2
(
ρ,ω˜i ⊗ σ˜⊗π2
)
, sending v ∈V to
∑k
j=1Ft ⊗F
∗
t (v), is Γ
′
(σ,δ)/(H1×H2)-invariant.

Lemma 6.9. (1) IndG1
IG1 (σ)
ω˜i ⊗ σ˜ is a semi-simple representation of finite length.
(2) c-Ind
IG1 (σ)×G2
Γ′(σ,δ)
ρ ≃ResG1×G2
IG1 (σ)×G2
π.
(3) There exists π1 ∈RG1
(
IndG1
IG1 (σ)
ω˜i ⊗ σ˜
)
such that π1⊗π2 ∈RG1×G2(π), and σ ∈RH1(π1).
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Proof. 1)Notice that IG1(σ) is an open subgroup of G1 of finite index, and ω˜i ⊗ σ˜ ,→ c-Ind
IG1 (σ1)
H1
(ω˜i ⊗ σ˜)
19is semi-simple, so the first argument holds by [10, p. 21, Lemma].
2) Γ\(G1×G2), Γ′(σ,δ)\
(
IG1(σ)×G2
)
both are homeomorphic with H2\G2, and (IG1(σ)×G2)∩Γ= Γ
′
(σ,δ), so
the result follows from Proposition 1.13.
3) 0 , HomΓ′(σ,δ)
(
ρ, (ω˜i ⊗ σ˜) ⊗ π2
)
≃ HomIG1 (σ)×I
′
G2
(δ)
(
c-Ind
IG1 (σ)×I
′
G2
(δ)
Γ′(σ,δ)
ρ, (ω˜i ⊗ σ˜) ⊗ π2
)
≃
HomIG1 (σ)×G2
(
c-Ind
IG1 (σ)×G2
Γ′(σ,δ)
ρ, (ω˜i ⊗ σ˜) ⊗ π2
)
≃ HomIG1 (σ)×G2
(
ResG1×G2
IG1 (σ)×G2
π, (ω˜i ⊗ σ˜) ⊗ π2
)
≃
HomG1×G2
(
π, IndG1
IG1 (σ)
(ω˜i ⊗ σ˜) ⊗ π2
)
. By the property of graph of π, the first statement is clear.
Moreover HomIG1 (σ)(ω˜i ⊗ σ˜,π1), 0, a fortiori, HomH1(mσ,π1), 0. 
Let us show IG2(δ) = I
′
G2
(δ) in the following: From now on we take up one such pair (π1,π2); conse-
quentlymIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜⊗π2
)
≃mΓ′(σ,δ)
(
ρ, σ˜⊗π2
)
≃mG1×G2
(
π,π1⊗π2
)
= 1. Soπ2|I ′
G2
(δ) contains only
one δ˜′ ∈ Irr(I ′G2(δ)) such that σ˜⊗ δ˜
′ ∈R IG1 (σ)×I
′
G2
(δ)
(
π(σ,δ)
)
, andmIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜⊗ δ˜′
)
= 1.
Lemma 6.11. δ≺ δ˜′|H2 .
Proof. Assume δ ∈ RH2
(
δ˜′′
)
, for some δ˜′′ ∈ R I ′
G2
(δ)(π2). Then HomIG1 (σ)×I ′G2 (δ)
(
π(σ,δ), σ˜⊗ (δ˜
′′⊗ ω˜)
)
, 0,
for certain suitable irreducible representation ω˜ of I ′G2(δ)/H2. Decompose (δ˜
′′⊗ω˜)|I ′
G2
(δ) into irreducible
components as
∑k
i=1 δ˜i
′′
. By the proof of Lemma 6.9(3), we assert that σ˜⊗ δ˜ j
′′
∈R IG1 (σ)×I
′
G2
(δ)(π(σ,δ)) and
π2 ≺ Ind
G2
I ′
G2
(δ)
δ˜ j
′′
, for some j ; consequently δ˜ j
′′
∈R I ′
G2
(δ)(π2). Hence δ˜ j
′′
≃ δ˜′, and 0,mI ′
G2
(δ)(δ˜
′′⊗ω˜, δ˜′)=
mI ′
G2
(δ)(δ˜
′′, δ˜′⊗ ˇ˜ω). So δ˜′′ is a direct summand of δ˜′⊗ ˇ˜ω, and then δ ∈RH2(δ˜
′⊗ ˇ˜ω)=RH2 (δ˜
′). 
Remark 6.12. IfHomIG1 (σ)×I ′G2 (δ)
(
π(σ,δ), σ˜⊗ δ˜
′′
)
, 0, for some δ˜′′ ∈ Irr(I ′
G2
(δ)), then δ˜′′ ≃ δ˜′.
Proof. Assume δ˜′′ ≺ π′2|I ′G2 (δ)
, for some π′2 ∈ Irr(G2). Then HomIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜ ⊗ π
′
2
)
≃
HomG1×G2
(
π,π1⊗π′2
)
. By the property of graph of π, we have π′2 ≃ π2. So we can assume δ˜
′′ ≺ π2|I ′
G2
(δ).
BymIG1 (σ)×I ′G2 (δ)
(
π(σ,δ), σ˜⊗π2
)
= 1, we obtain δ˜′′ ≃ δ˜′. 
Note that
(
σ˜ ⊗ δ˜′
)
|Γ′(σ,δ)
is semi-simple. Assume RΓ′(σ,δ)(ρ) ∩RΓ
′
(σ,δ)
(σ˜ ⊗ δ˜′) =
{
λ
}
. Set γ(σ,δ) =
c-Ind
IG1 (σ)×I
′
G2
(δ)
Γ
′
(σ,δ)
λ.
Lemma 6.13. γ(σ,δ) is a theta representation with respect to R IG1 (σ)(π1) and R I ′G2 (δ)
(π2).
19
Lemma 6.10. If (ϕ,U ) is a semi-simple representation of G1, andU1 ⊆U is a G1-submodule, then (ϕ,U1) is also semi-simple.
Proof. We will use the results of [10, p.14, Proposition]. If 0 , u ∈U1, then ϕ(G1)u ⊆W1⊕ ·· ·⊕Wn for some irreducible G1-
modulesWi . So it reduces to assume thatU has finite length. In this case,U =U1⊕U2, andU1 has an irreducible component
W ′1, andU2⊕W
′
1 also has a G1-complement, sayU3, inU . LetW
′
2 be an irreducible component ofU3. Continuing to repeat
this process, finally we can getU =U2⊕W ′1⊕·· ·⊕W
′
m . HenceU1 ≃U/U2 ≃W
′
1⊕·· ·⊕W
′
m . 
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Proof. A non-zero element f ∈ HomΓ′(σ,δ)
(
ρ,λ
)
by composing with λ ,→ γ(σ,δ), will induce a sur-
jective morphism π(σ,δ) −→ γ(σ,δ), and then R IG1 (σ)×I
′
G2
(δ)
(
γ(σ,δ)
)
⊆ R IG1 (σ)×I
′
G2
(δ)
(
π(σ,δ)
)
. If φ˜⊗ ϕ˜ ∈
R IG1 (σ)×I
′
G2
(δ)
(
γ(σ,δ)
)
∩R IG1 (σ)×I
′
G2
(δ)
(
π1 ⊗π2
)
, then σ ≺ φ˜|H1 and φ˜ ≺ c-Ind
IG1 (σ)
H1
σ. By Clifford theory,
the irreducible components of c-Ind
IG1 (σ)
H1
σ correspond bijectively to the irreducible representations of
G1 extendingσ(cf. [28, p.82, Theorem 6.11]). HenceR IG1 (σ)
(
c-Ind
IG1 (σ)
H1
σ
)
∩R IG1 (σ)(π1)=
{
σ˜
}
, and φ˜≃ σ˜.
SincemIG1 (σ)×I ′G2 (δ)
(
π(σ,δ), σ˜⊗π2
)
= 1, we obtain ϕ˜≃ δ˜′. Of course,mIG1 (σ)×I ′G2 (δ)
(
γ(σ,δ), σ˜⊗ δ˜
′
)
= 1. 
Remark 6.14. If HomIG1 (σ)×I ′G2 (δ)
(
γ(σ,δ), σ˜
′⊗ δ˜′
)
, 0, for some σ˜′ ∈ Irr(IG1(σ)) such that σ ≺ σ˜
′|H1 , then
σ˜′ ≃ σ˜.
Proof. 0,HomIG1 (σ)×I
′
G2
(δ)
(
γ(σ,δ), σ˜′⊗π2
)
,→HomG1×G2
(
π, IndG1
IG1 (σ)
σ˜′⊗π2
)
. Note that σ˜′ ≺ c-Ind
IG1 (σ)
H1
σ.
By Clifford theory, IndG1
IG1 (σ)
σ˜′ is an irreducible representation of G1. Hence Ind
G1
IG1 (σ)
σ˜′ ≃ π1, and σ˜′ ≃
σ˜. 
Remark 6.15. The results of Remarks 6.12, 6.14 hold for π(σ,δ), and γ(σ,δ).
Suppose now σ˜|H1 = nσ,mH2 (δ˜
′,δ)=m1 , 0,mH1×H2
(
λ,σ⊗δ
)
= k, and t =mH1×H2
(
λ,σ⊗ δ˜′
)
. Then
HomH1×H2
(
λ,σ⊗ δ˜′
)
≃HomIG1 (σ)×I
′
G2
(δ)
(
γ(σ,δ),c-Ind
IG1 (σ)
H1
σ⊗ δ˜′
)
(6.5)
HomH1×H2
(
λ, σ˜⊗δ
)
≃HomIG1 (σ)×I
′
G2
(δ)
(
γ(σ,δ), σ˜⊗c-Ind
I ′G2
(δ)
H2
δ
)
(6.6)
By equation (6.5), we get km1 ≤ t = n, and by equation (6.6), kn =m1 , 0. Therefore k = 1, m1 = n = t .
Consequently, δ˜′|H2 ≃m1δ
(
because now δ˜′|H2 ≃
∑t
i=1δi , for δi ∈ Irr(H2), and then σ⊗δi ∈RH1×H2 (λ)
)
,
and I ′G2(δ)⊆ IG2(δ). By symmetry, I
′
G1
(σ)⊆ IG1(σ). Hence I
′
G2
(δ)= IG2(δ). As a consequence, indeed δ˜
′ is
the δ-isotypic component of π2|H2 .
Replacing λ in equations (6.5), (6.6) by ρ itself, we also obtain the same numerical equalities, and the
similar result thatmH1×H2
(
ρ,σ⊗δ
)
= 1. Moreover,
mH1×H2 (ρ,σ⊗π2)=mIG1 (σ)×IG2 (δ)(π(σ,δ), Ind
IG1 (σ)
H1
σ⊗π2)=mIG1 (σ)×IG2 (δ)(π(σ,δ),nσ˜⊗π2)= n (6.7)
If σ⊗δ1 ∈ RH1×H2 (ρ), then there exists π
′
2 ∈ Irr(G2) such that δ1 ≺ π
′
2|H2 , and π1⊗π
′
2 ∈ RG1×G2(π).
Hence π′2 ≃ π2, and we can assume δ1 ≺ π2|H2 . By (6.7), we see δ1 ≃ δ. This completes the proof in the
first case.
6.2.2. Case II. G1
H1
is only a compact group. Let JG1(σ), JG2(δ) be the subgroups of IG1(σ), IG2(δ) respec-
tively as defined in Lemma 4.18, and write their images in IG2(δ)/H2, IG1(δ)/H1 by J
′
G2
(δ)/H2, J ′G1(σ)/H1
respectively. Let J0G1(σ)= JG1(σ)∩ J
′
G1
(σ), and J0G2(δ)= JG2(δ)∩ J
′
G2
(δ). Then:
Lemma 6.16. (1) J0G1(σ), J
0
G2
(δ) are open normal subgroups of G1,G2 respectively, and γ sends
J0
G1
(σ)/H1 onto J0G2(δ)/H2.
(2) γ induces a bijective group isomorphism γ : G1/J0G1(σ) −→ G2/J
0
G2
(δ), with the graph
Γ
0
(σ,δ)/(J
0
G1
(σ)× J0G2(δ)), where

Γ
0
(σ,δ) = Γ · (J
0
G1
(σ)× J0G2(δ)).
(3) G1/J0G1(σ) is a finite group.
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We now let Γ0(σ,δ) = Γ∩
(
J0
G1
(σ)× J0
G2
(δ)
)
, andρ(σ,δ) = c-IndΓ0(σ,δ)Γ ρ. Then π= c-IndG1×G2
Γ
0
(σ,δ)
ρ(σ,δ).
Lemma 6.17. π0 = c-Ind
J0G1
(σ)×J0G2
(δ)
Γ0(σ,δ)
ρ is a theta representation of J0G1(σ)× J
0
G2
(δ).
Proof. This is a consequence of Step 1 and Lemma 6.16. 
Let us write π0σ ≃σ⊗Θ
0
σ as J
0
G1
(σ)× J0
G2
(δ)-modules. ThenΘ0σ is a finitely generated J
0
G2
(δ)-module. If
we write ρσ ≃σ⊗Θσ as H1×H2-modules, then by Lemma 6.2(2)(c), Θ0σ|H2 ≃Θσ.
Remark 6.18. By Proposition 3.2(2), the restriction of Θ0σ to H2 is also finitely generated.
HomH1×H2 (ρ,σ⊗δ)(≃HomH2 (Θσ,δ)) is a smooth Γ
0
(σ,δ)/(H1×H2)-module of finite dimension via the
canonical action, and it can be decomposed as U ∗1 ⊕ ·· · ⊕U
∗
k
for some irreducible representations
( ˇ̟˜ i ,U ∗i ) ∈ Irr
(
Γ
0
(σ,δ)/(H1×H2)
)
. The result of Lemma 6.8 also works for this case. So 0,Hom
Γ
0
(σ,δ)
(
ρ, ˜̟ i⊗
σ⊗δ)≃HomJ0
G1
(σ)×J0
G2
(δ)
(
π0, ˜̟ i ⊗σ⊗δ). Hence there exists a nonzero J0G2(δ)-morphism f :Θ0σ −→ δ⊗ ˜̟ i .
Lemma 6.19. δ⊗ ˜̟ i is an irreducible J0G2(δ)-module.
Proof. If ς is a nonzero subrepresentation of δ⊗ ˜̟ i , then there exists a short exact sequence of J0G2(δ)-
modules 0 −→ ς −→ δ⊗ ˜̟ i −→ ς0 −→ 0. Note that [(δˇ⊗ς)H2 ]∗ ≃ HomH2 (ς,δ) , 0 and dim(δˇ⊗ς)H2 ≤
dim ˜̟ i . Since δˇ⊗−, (−)H2 both are right exact functors, there exists an exact sequence of J0G2(δ)/H2-
modules: (δˇ⊗ ς)H2
κ
−→ (δˇ⊗δ⊗ ˜̟ i )H2 ≃ ˜̟ i −→ (δˇ⊗ ς0)H2 −→ 0, κ , 0. So we obtain (δˇ⊗ ς)H2 ≃ ˜̟ i as
J0G2(δ)/H2-modules, and (δˇ⊗ς0)H2 = 0. Therefore ς0 = 0 and ς= δ⊗ ˜̟ i . 
As a consequence, the image of the above f is full. We now apply the above approach to the represen-
tations σ of J0
G1
(σ) and ω˜i ⊗δ of J0G2(δ), instead of the ones π1 ofG1 and π2 ofG2. Then there exist open
normal subgroups J1G1(σ) of J
0
G1
(σ) and J1G2(δ) of J
0
G2
(δ) such that γ sends
J1
G1
(σ)
H1
onto
J1
G2
(δ)
H2
with the image
Γ
1
(σ,δ)
H1×H2
, and [ω˜i⊗δ]|J1
G2
(δ) ≃ kδ. Set

Γ1(σ,δ) = [Γ∩
(
J0G1(σ)× J
0
G2
(δ)
)
]·[J1G1(σ)× J
1
G2
(δ)], andρ1(σ,δ) = c-IndΓ1(σ,δ)Γ0(σ,δ) ρ.
Then π0 = c-Ind
J0G1
(σ)×J0G2
(δ)

Γ1(σ,δ)
ρ1(σ,δ), andρ1(σ,δ)|J1G1 (σ)×J1G2 (δ) ≃ c-Ind
J1G1
(σ)×J1G2
(δ)
Γ1(σ,δ)
ρ. Hence:
Lemma 6.20. π1 = c-Ind
J1G1
(σ)×J1G2
(δ)
Γ1(σ,δ)
ρ is a theta representation of J1G1(σ)× J
1
G2
(δ).
Proof. This is a consequence of Step 1 and the above discussion. 
Note that 0,HomJ0
G1
(σ)×J0
G2
(δ)
(
π0,σ⊗δ⊗ ω˜i
)
≃Hom
Γ
1
(σ,δ)
(ρ1(σ,δ),σ⊗δ⊗ ω˜i ) ,→HomJ1G1 (σ)×J1G2 (δ)
(
π1,σ⊗
δ⊗ ω˜i ), so HomJ1
G1
(σ)×J1
G2
(δ)
(
π1,σ⊗δ
)
, 0.
As above, HomH1×H2 (ρ,σ⊗ δ) is a smooth Γ
1
(σ,δ)/(H1×H2)-module via the canonical action, being
decomposed as V ∗1 ⊕ ·· · ⊕ V
∗
l
for some irreducible representations ( ˇ˜τi ,V ∗i ) ∈ Irr(Γ
1
(σ,δ)/(H1×H2)). So
0 , Hom
Γ1(σ,δ)
(
ρ,σ⊗δ⊗ τ˜i ) ≃ HomJ1
G1
(σ)×J1
G2
(δ)
(
π1,σ⊗δ⊗ τ˜i
)
. By the similar result of Lemma 6.19, we
know δ⊗ τ˜i is irreducible. By Lemma 6.20, δ⊗ τ˜i ≃ δ as J1G2(δ)-modules. Hence 0,HomJ1G2 (δ)
(
δ⊗ τ˜i ,δ
)
≃
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HomH2
(
(δ⊗ δˇ)H2 , ˇ˜τi
) J1G2 (δ)
H2 . Since ˇ˜τi is an irreducible representation of
J1G2
(δ)
H2
, we obtain ˇ˜τi ≃ C as J1G2(δ)-
modules; every non-trivial element in V ∗
i
sits in Hom
Γ
1
(σ,δ)
(
ρ,σ⊗δ
)
, and it forces l = 1. Consequently, we
obtain
Lemma 6.21. mH1×H2 (ρ,σ⊗δ)= 1.
Corollary 6.22. There exist (π,V1) ∈ Irr(G1), (π2,V2) ∈ Irr(G2) such that σ≺ π1|H1 , δ≺ π2|H2 , and π1⊗π2 ∈
RG1×G2(π).
Proof. The results of Lemmas 6.8, 6.9 also hold, if we see σ, δ as representations of J1G1(σ),J
1
G2
(δ) respec-
tively. Hence the results hold. 
Finally let us check the property of graph. If σ⊗δ′ ∈ RH1×H2 (ρ), we can find π
′
2 ∈ Irr(G2), such that
π1⊗π
′
2 ∈ RG1×G2(π), and δ
′ ≺ π′2|H2 . Therefore π
′
2 ≃ π2, and we can assume δ
′ ≺ π2|H2 . We define the
analogous notion for δ′, and denote by J1G2(δ,δ
′) = J1G2(δ)∩ J
1
G2
(δ′), and by J1G1(σ,σ) its corresponding
group inG1. By the result of Step 2, the following result holds:
Lemma 6.23. π1(σσ,δδ′) = c-Ind
J1G1
(σ,σ)×J1G2
(δ,δ′)
Γ∩[J1
G1
(σ,σ)×J1
G2
(δ,δ′)]
ρ is a theta representation of J1
G1
(σ,σ)× J1
G2
(δ,δ′).
By the same discussion as above, we can see that σ⊗δ, σ⊗δ′ ∈ R J1
G1
(σ,σ)×J1
G2
(δ,δ′)
(
π1(σσ,δδ′)
)
. Hence
δ≃ δ′ as J1
G2
(δ,δ′)-modules.
Corollary 6.24. δ≃ δ′ as H2-modules.
7. THE THETA REPRESENTATION III
In this section, let (ρ,〈,〉,W ) be a preunitary smooth representation of Γ with the complete vec-
tor space W . Let (π,V ) =
(
c-IndG1×G2
Γ
(δ1/2
Γ\(G1×G2)
⊗ ρ),c-IndG1×G2
Γ
(δ1/2
Γ\(G1×G2)
⊗W )
)
. Let (Π,V ) =
(IndG1×G
Γ
ρ,IndG1×G
Γ
W ), the unitary induced from (ρ,W ). Let Irru(Hi ), Irru(Gi ) denote the sets of all
equivalent irreducible preunitary representations of Hi ,Gi respectively. Assume (1) Hi ,Gi are groups of
type I, (2) Ĥi/Gi is countably separated, (3) For anyω ∈ Ĥi , the orbit {ωg | g ∈Gi } is countable, (4) For any
(σi ,Ui ) ∈ Irru(Hi ), the cardinality of {πi ∈ Irru(Gi ) |mHi (πi ,σi ), 0} is countable. AssumeW is a second
countable vector space, andGi , Hi all are second-countable groups.
Theorem 7.1. (1) If ResΓH1×H2 ρ is a general theta representation of H1×H2 with respect to Irru(H1)×
Irru(H2), then so is the representation c-Ind
G1×G2
Γ
(δ1/2
Γ\(G1×G2)
⊗ρ) ofG1×G2 with respect to Irru(G1)×
Irru(G2).
(2) Suppose that mHi (λi ,ωi ) <+∞, for λi ∈ Irru(Gi ),ωi ∈ Irru(Hi ), i = 1,2. If c-Ind
G1×G2
Γ
(δ1/2
Γ\(G1×G2)
⊗
ρ) of G1 ×G2 is a general theta representation with respect to Irru(G1) × Irru(G2), then so is
ResΓ
H1×H2
ρ of H1×H2 with respect to Irru(H1)× Irru(H2).
Remark that δ1/2
Γ\(G1×G2)
|H1×H2 ≃ δ
1/2
(H1×H2)\(G1×G2)
/δ1/2(H1×H2)\Γ = 1.
7.1. The proof of the first part.
Lemma 7.2. δΓ\(G1×G2)|Γ∩[IG1 (σ)×IG2 (δ)] = δΓ∩[IG1 (σ)×IG2 (δ)]\[IG1(σ)×IG2 (δ)], δΓ\(G1×G2)|H1×H2 =
δ(H1×H2)\G1×H2 = 1.
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Proof. Since IG1(σ)× IG2(δ) is an open subgroup of G1×G2, the first equality holds. Note that Γ \ (G1×
G2) is homeomorphic with (H1×H2) \ (G1×H2). The restriction of c-Ind
G1×G2
Γ
δΓ\(G1×G2) to G1 ×H2 is
isomorphic to c-IndG1×H2
H1×H2
δΓ\(G1×G2). By considering the right invariant non-zero linear functional on
c-IndG1×H2
H1×H2
δΓ\(G1×G2) (cf. [10, pp.30-31]) , we obtain the second equality. 
Lemma 7.3. If (π1,V1) ∈ Irru(G1), and (π2,V2) ∈ Irru(G2), such that π1⊗π2 ∈RG1×G2(π), then:
(1) For σ∈RH1(π1), there exists a unique element δ ∈RH2 (π2) such that σ⊗δ ∈RH1×H2 (ρ).
(2) For σ⊗ δ ∈ RH1×H2 (ρ), γ induces a bijective map from IG1(σ)/H1 to IG2(δ)/H2 with the graph
Γ(σ,δ)/(H1×H2), where Γ(σ,δ) = Γ∩
(
IG1(σ)× IG2(δ)
)
.
Proof. 1) Let us write I ′G2(δ)/H2 = γ(IG1(σ)/H1), and let σ˜ be the σ-isotypic component of π1|H1 . Then
π1 ≃ c-Ind
G1
IG1 (σ)
σ˜. By Frobenius reciprocity, we have
0,mG1×G2
(
π,π1⊗π2
)
=mG1×G2
(
c-IndG1×G2
Γ
(δ1/2
Γ\(G1×G2)
⊗ρ), IndG1×G2
IG1 (σ)×G2
σ˜⊗π2
)
=mIG1 (σ)×I
′
G2
(δ)
(
c-Ind
IG1 (σ)×I
′
G2
(δ)
Γ∩(IG1 (σ)×I
′
G2
(δ))
(δ1/2
Γ\(G1×G2)
⊗ρ), σ˜⊗π2
)
≤mH1×I ′G2 (δ)
(c-Ind
H1×I
′
G2
(δ)
H1×H2
(δ1/2
Γ\(G1×G2)
⊗ρ), σ˜⊗π2)
=mH1×H2 (δ
−1/2
Γ\(G1×G2)
⊗ρ, σ˜⊗ (πˇ2|H2 )
∨)
(7.1)
So by Lemma1.7, we can findδ ∈RH2(π2) such thatσ⊗δ∈RH1×H2 (ρ)∩RH1×H2 (π1⊗π2). The uniqueness
is clear right.
2) Assume g1H1 ∈ IG1(σ)/H1, andγ(g1H1)= g2H2 ∈G2/H2. We then haveσ
g1⊗δg2 ≃σ⊗δg2 ∈RH1×H2 (ρ),
which implies that δg2 ≃ δ, and then g2 ∈ IG2(δ). The converse also holds, so γ maps IG1(σ)/H1 onto
IG2(δ)/H2 with the graph Γ∩
(
IG1(σ)× IG2(δ)
)
/(H1×H2). 
We now fix irreducible constituents (σ,U) of ResG1
H1
π1 and (δ,W) of Res
G2
H2
π2 such that σ ⊗ δ ∈
RH1×H2 (ρ). Let (n1,N1), (n2,N2), resp. (m1,M1) and (m2,M2) be two preunitary projective represen-
tations related to (σ˜,U˜), and (δ˜,W˜) respectively in Lemma 4.64(6). In the above equations (7.1), any
map f ∈ HomΓ(σ,δ)
(
δ−1/2
Γ\(G1×G2)
⊗ρ, [Res
IG1 (σ)×IG2 (δ)
Γ(σ,δ)
ˇ˜σ⊗ πˇ2]∨
)
needs to factor through σ˜⊗ δ˜ ,→ σ˜⊗π2 ,→
[Res
IG1 (σ)×IG2 (δ)
Γ(σ,δ)
ˇ˜σ⊗ πˇ2]∨
)
. HencemΓ(σ,δ)
(
δ−1/2
Γ\(G1×G2)
⊗ρ, σ˜⊗π2
)
=mΓ(σ,δ)
(
δ−1/2
Γ\(G1×G2)
⊗ρ, σ˜⊗ δ˜
)
≥ 1.
On V =HomH1×H2 (δ
−1/2
Γ\(G1×G2)
⊗ρ, σ˜⊗δ˜), we impose a naturalΓ(σ,δ)/(H1×H2)-action defined as follows:
[aϕ](v˜) := σ˜⊗δ˜(a)ϕ
(
δ−1/2
Γ\(G1×G2)
(a−1)ρ(a−1)v˜
)
, for a ∈ Γ(σ,δ). Recall thatmH1×H2 (δ
−1/2
Γ\(G1×G2)
⊗ρ,n1⊗m1)= 1.
As projective
Γ(σ,δ)
H1×H2
-modules, we have
HomH1×H2 (δ
−1/2
Γ\(G1×G2)
⊗ρ,n1⊗n2⊗m1⊗m2)≃HomH1×H2 (δ
−1/2
Γ\(G1×G2)
⊗ρ,n1⊗m1)⊗N2⊗M2. (7.2)
By Lemma 4.64(6), we can obtain likewise the result of Lemma 6.5, that is mG1×G2(π,π1 ⊗ π2) = 1 =
mΓ(σ,δ)(δ
−1/2
Γ\(G1×G2)
⊗ρ, σ˜⊗ δ˜). Consequently , (m2,M2) ≃ (n2 ◦γ−1,N2) as projective IG2(δ)/H2 -modules.
By symmetry we now assume π1 ⊗ π2, π1 ⊗ π′2 ∈ RG1×G2(π), and will prove that π2 ≃ π
′
2. Keep the
above notations, and use the analogous notations relative to π′2 by adding the symbol
′. Therefore
it is sufficient to show that δ˜ ≃ δ˜′. To simply the discussion, we identify (δ,W) and (δ′,W′), and ob-
tain (m1,M1) ≃ (m′1,M
′
1) as projective representations of IG2(δ) by Lemmas 4.64(5)(6). Similarly we
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obtain (m2,M2) ≃ (n2 ◦ γ−1,N2) ≃ (m′2,M
′
2) as projective representations of IG2(δ)/H2. Hence δ˜ ≃ δ˜
′
as projective IG2(δ)-modules, and δ˜ ≃ δ˜
′ ⊗ χ as ordinary smooth IG2(δ)-modules, for some charac-
ter χ of IG2(δ)/H2. For the decompositions W˜ ≃ M1 ⊗M2, W˜
′ ≃ M ′1 ⊗M
′
2, by modifying a continu-
ous function of IG2(δ)/H2 on M2 or M
′
2, we can identify (m1,M1) and (m
′
1,M
′
1). Hence by (7.2), and
mΓ(σ,δ)(δ
−1/2
Γ\(G1×G2)
⊗ρ, σ˜⊗ δ˜)= 1=mΓ(σ,δ)(δ
−1/2
Γ\(G1×G2)
⊗ρ, σ˜⊗ δ˜′), we obtain that (m2,M2) is linearly isomor-
phic to (m′2,M
′
2). Let F :M1⊗M2 −→M1⊗M
′
2 be an IG2(δ)-isomorphismbetween δ˜ and δ˜
′⊗χ. By con-
sidering F as an H2-morphism and Schur’s Lemma, we can write F = 1⊗ϕ with ϕ ∈HomIG2(δ)(M2,M
′
2).
Hence (m′2,M
′
2) is linearly isomorphic with (m
′
2⊗χ,M
′
2), which implies that δ˜
′ ≃ δ˜′⊗χ≃ δ˜, π2 ≃π′2.
7.2. The proof of the second part. Assume σ⊗δ ∈RH1×H2 (ρ). Let (π1,V1), (π2,V2) be irreducible pre-
unitary representations of G1, G2 respectively such that σ ≺ π1|H1 , δ ≺ π2|H2 . Let σ˜ denote the σ-
isotypic component of σ in π1|H1 , δ˜ the δ-isotypic component of δ in π2|H2 , Let
I ′G1
(σ)
H1
= γ−1
( IG2 (δ)
H2
)
,
I ′G2
(δ)
H2
= γ
( IG1 (σ)
H1
)
, and denote Γ′(σ,δ) = Γ∩ [IG1(σ)× I
′
G2
(δ)], Γ(σ,δ) = Γ∩ [IG1(σ)× IG2(δ)] = Γ∩ [(IG1(σ)∩
I ′G1(σ))× (IG2(δ)∩ I
′
G2
(δ))], and π(σ,δ) = c-Ind
IG1(σ)×I
′
G2
(δ)
Γ
′
(σ,δ)
(δ1/2
Γ\(G1×G2)
⊗ρ), a preunitary representation of
IG1(σ) × I
′
G2
(δ). Let (Σ,W1) be the completion of (σ,W1). By Corollary 4.70, c-Ind
G1
H1
σˇ ≃ ⊕m(πˇν)πˇν, for
πˇν ∈RG1(c-Ind
G1
H1
σˇ), and finite natural numbers m(πˇν). Note that the result of Lemma 7.3 (2) has not
yet proved. By Lemma 4.26, ResG2
IG2 (δ)
π2, Res
G2
I ′
G2
(δ)
π2 both are semi-simple. Note that
IG1 (σ)
H1
,
IG2 (δ)
H2
both
are compact groups, and
IG1 (σ)
H1
,
IG2 (δ)
H2
are open subgroups of G1
H1
, G2
H2
respectively. Hence by Frobenius
reciprocity, we have
0,HomH1×H2
(
ρ,σ⊗ (πˇ2|H2 )
∨
)
≃HomH1×I ′G2 (δ)
(c-Ind
H1×I
′
G2
(δ)
H1×H2
(δ1/2
Γ\(G1×G2)
⊗ρ),σ⊗π2)
≃HomIG1 (σ)×I
′
G2
(δ)(π(σ,δ), Ind
IG1 (σ)
H1
σ⊗π2)≃HomIG1 (σ)×G2(π, Ind
IG1 (σ)
H1
σ⊗π2)
≃HomG1×G2
(
π, IndG1
H1
σ⊗π2
)
≃HomG1×G2
(
π, [c-IndG1
H1
σˇ]∨⊗π2
)
,→
∏
πν
m(πˇν)HomG1×G2
(
π,πν⊗π2
)
Therefore there exist πi ∈ Irr(Gi ) such that π1 ⊗π2 ∈ RG1×G2(π), σ ≺ π1|H1 , δ ≺ π2|H2 . Moreover 1 =
mG1×G2
(
π,π1⊗π2
)
=mIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜⊗π2
)
. So π2|I ′
G2
(δ) contains only one δ˜
′ ∈ Irr(I ′G2(δ)) such that
σ˜⊗ δ˜′ ∈R IG1 (σ)×I
′
G2
(δ)
(
π(σ,δ)
)
, andmIG1 (σ)×I ′G2 (δ)
(
π(σ,δ), σ˜⊗ δ˜
′
)
= 1.
Lemma 7.4. (1) I ′
G2
(δ)/[IG2(δ)∩ I
′
G2
(δ)], IG2(δ)/[IG2(δ)∩ I
′
G2
(δ)] both have finite cardinalities.
(2) c-Ind
I ′
G2
(δ)
H2
δ is a semi-simple representation.
Proof. 1)
IG2 (δ)∩I
′
G2
(δ)
H2
is an open subgroup of
IG2 (δ)
H2
or
I ′G2
(δ)
H2
.
2) By Corollary 4.70, c-Ind
IG2 (δ)
H2
δ is semi-simple, so is Res
IG2 (δ)
IG2 (δ)∩I
′
G2
(δ)
c-Ind
IG2 (δ)
H2
δ. Hence
c-Ind
IG2 (δ)∩I
′
G2
(δ)
H2
δ is semi-simple, and so is c-Ind
I ′G2
(δ)
H2
δ. 
Lemma 7.5. δ≺ δ˜′|H2 .
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Proof. By Frobenius reciprocity, 0 , HomH1×H2 (ρ, σ˜⊗δ) ≃ HomIG1(σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜⊗ c-Ind
I ′G2
(δ)
H2
δ
)
. So
there exists δ˜′′ ≺ c-Ind
I ′G2
(δ)
H2
δ, such that σ˜⊗δ˜′′ ∈R IG1(σ)×I
′
G2
(δ)(π(σ,δ)). Note that c-Ind
G2
H2
δ˜′′ ≺ c-IndG2
H2
δ. By
virtue of Frobenius reciprocity again, we obtain δ˜′′ ≺π2. Hence δ˜′′ ≃ δ˜′, and δ≺ δ˜′|H2 . 
Lemma 7.6. (1) If mIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜⊗ δ˜′′
)
, 0, for some δ˜′′ ∈R I ′
G2
(δ)
(
c-Ind
I ′G2
(δ)
H2
δ
)
, then δ˜′′ ≃ δ˜′.
(2) If mIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜′⊗ δ˜′
)
, 0, for some σ˜′ ∈ Irr(IG1(σ)) such that σ≺ σ˜
′|H1 , then σ˜
′ ≃ σ˜.
Proof. 1) Assume δ˜′′ ≺ π′2|I ′G2 (δ)
, for some π′2 ∈ RG2
(
c-IndG2
H2
δ
)
. Then HomIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜⊗π′2
)
≃
HomG1×G2
(
π,π1⊗π′2
)
. By the property of graph of π, we have π′2 ≃ π2. So we can assume δ˜
′′ ≺ π2|I ′
G2
(δ).
BymIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜⊗π2
)
= 1, we obtain δ˜′′ ≃ δ˜′.
2) 0 ,mIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜′⊗π2
)
=mG1×G2
(
π, IndG1
IG1 (σ)
σ˜′⊗π2
)
. Note that σ˜′ ≺ c-Ind
IG1 (σ)
H1
(δH1\G1 ⊗σ),
and RH1 (σ˜
′) = {σ}. Consequently c-IndG1
IG1 (σ)
σ˜′ is a semi-simple representation. By Frobenius reci-
procity, HomG1(c-Ind
G1
IG1 (σ)
σ˜′,c-IndG1
IG1 (σ)
σ˜′) ≃ HomIG1 (σ)(σ˜
′,c-IndG1
IG1 (σ)
σ˜′) ≃ HomIG1 (σ)(σ˜
′, σ˜′), because
every element in HomIG1 (σ)(c-Ind
G1
IG1 (σ)
σ˜′,c-IndG1
IG1 (σ)
σ˜′) needs to factor through σ˜′ ,→ c-IndG1
IG1 (σ)
σ˜′.
Hence c-IndG1
IG1 (σ)
σ˜′ is an irreducible representation, and σ˜′ is just theσ-isotypic component of it. Hence
c-IndG1
IG1 (σ)
σ˜′ ≃ IndG1
IG1 (σ)
σ˜′ ≃π1, and σ˜′ ≃ σ˜. 
Suppose now σ˜|H1 = nσ, mH2(δ˜
′,δ) =m1 , 0, mH1×H2
(
ρ,σ⊗δ
)
= k, and mH1×H2
(
ρ,σ⊗ δ˜′
)
= t . Note
that n <+∞. Then
HomH1×H2
(
ρ,σ⊗ δ˜′
)
≃HomIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), Ind
IG1 (σ)
H1
σ⊗ δ˜′
)
(7.3)
HomH1×H2
(
ρ, σ˜⊗δ
)
≃HomIG1 (σ)×I
′
G2
(δ)
(
π(σ,δ), σ˜⊗ Ind
I ′
G2
(δ)
H2
δ
)
(7.4)
So by equation (7.3), km1 ≤ t = n <+∞, and by equation (7.4), kn ≤m1 , 0. Therefore k = 1,m1 = n = t .
As a consequence, we obtain δ˜′|H2 ≃ m1δ, and I
′
G2
(δ) ⊆ IG2(δ). By symmetry, I
′
G1
(σ) ⊆ IG1(σ). Hence
I ′G2(δ)= IG2(δ). Consequently, δ˜
′ is the δ-isotypic component of π2|H2 . Note thatmH1×H2 (ρ,σ⊗δ)= k =
1.
If σ⊗δ1 ∈ RH1×H2 (ρ), then there exists π
′
2 ∈ Irr(G2) such that δ1 ≺ π
′
2|H2 , and π1⊗π
′
2 ∈ RG1×G2(π).
Hence π′2 ≃ π2, and we can assume δ1 ≺ π2|H2 . So δ ≃ δ
g
1 , for certain g ∈G2. Since σ⊗δ1 ∈RH1×H2 (ρ),
we have γ−1(g ) ∈ IG1(σ). Hence g ∈ IG2(δ), and δ1 ≃ δ.
8. THE THETA REPRESENTATION IV
In this section, let G1,G2 be locally profinite groups with closed subgroups H1 and H2 respectively.
Assume all irreducible smooth representations of Gi , Hi are admissible, i = 1,2. Set H = H1×H2, G =
G1×G2. Let ∆= {s = (s1, s2) ∈G}, containing 1, be a complete set of representatives for H \G/H . Assume
∆ is a countable set. For any s ∈∆, s , 1, assume: (1) Hs ∩H is a normal subgroup of H , (2) H/(Hs ∩H)
is not compact, (3) up to Hs ∩H-conjugacy there exists at least one and at most a finite number of
maximal open compact subgroups in H , (4) for each maximal open compact subgroup Kof G , for each
positive integer n, the setN (K )n = {K i |K i ⊳K , [K :K i ]= n} has finite cardinality. Let (σ,U ) be a smooth
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representation of H , set π= c-IndGH σ. AssumeU is a second countable vector space, andG , H both are
second countable groups. For simplicity, we assumeG/H is compact in this text.
8.1. In the first part, assume that H is an open subgroup ofG . Note that the conditions of Lemma 4.22
hold in this case.
Lemma 8.1. For any πi ∈ Irr(Gi ), LHi (πi )= {σi ∈ Irr(Hi ) |mHi (σi ,πi ), 0},;.
Proof. Since Hi is an open subgroup of Gi , ResGH πi is also admissible. Let σˇi ∈ RH (πˇi ). Then
mHi (σi ,πi )=mHi (πˇi , σˇi ), 0, which means σi ∈LHi (πi ). 
Proposition 8.2. If ρ is a general theta representation of H, then so is the representation π of G.
Proof. Assume π1⊗π2 ∈RG (π). Let σˇi ∈LHi (πˇi ). Then πˇi ∈RGi
(
c-IndGi
Hi
σˇi
)
. So 1 ≤mG(π,π1⊗π2) =
mG(πˇ1⊗ πˇ2,c-Ind
G
H ρˇ) ≤ mG(c-Ind
G
H σˇ1⊗ σˇ2,c-Ind
G
H ρˇ) = mH (σˇ1⊗ σˇ2, ρˇ) = mH (ρ,σ1 ⊗σ2) ≤ 1; the sec-
ond equality comes from Lemma 4.22. On the other hand, if π1⊗π′2 ∈RG(π), thenmH (ρ,σ1⊗σ
′
2) = 1,
where σˇ′2 ∈ LH2 (πˇ
′
2). By the property of graph, σ
′
2 ≃ σ2, and πˇ
′
2 ∈ RG2
(
c-IndG2
H2
σˇ2
)
. If π2  π′2,
then mG
(
c-IndGH (σˇ1 ⊗ σˇ2), πˇ1 ⊗ (πˇ2 ⊕ πˇ
′
2)
)
≥ 2, mG
(
πˇ1 ⊗ [πˇ2 ⊕ πˇ′2],c-Ind
G
H ρˇ
)
= 2, and mG
(
c-IndGH σˇ1 ⊗
σˇ2,c-Ind
G
H ρˇ
)
= 1, contradicting to Lemma 3.13. 
8.2. In the second part, assume (ρ,W ) is an admissible preunitary representation of H . Assume the
category Rep(H) is locally noetherian; for any open compact subgroup K1 of H , assume H (H ,K1) is
generated by ǫK1 and a finitely number of ǫh ’s. Note that the condition of Coroallary 4.57 holds in this
case.
Proposition 8.3. If ρ is a general theta representation of H, then so is the representation π of G.
Proof. Assume π1⊗π2 ∈ RG(π). Let σi ∈ RHi (πi ). Then by Frobenius reciprocity πi ,→ c-Ind
Gi
Hi
σi . So
1≤mG(π,π1⊗π2)≤mG
(
c-IndGH ρ,c-Ind
G
H (σ1⊗σ2)
)
≤mH (ρ,σ1⊗σ2)≤ 1; the third inequality comes from
Corollary 4.57. On the other hand, ifπ1⊗π′2 ∈RG(π), thenmH (ρ,σ1⊗σ
′
2)= 1, whereσ
′
2 ∈RH2(π
′
2). By the
property of graph, σ′2 ≃ σ2, and π
′
2 ,→ c-Ind
G2
H2
σ′2. If π2  π
′
2, thenmG
(
π1⊗ (π2⊕π′2),c-Ind
G
H (σ1⊗σ2)
)
≥
2, mG
(
c-IndGH ρ,π1 ⊗ (π2 ⊕π
′
2)
)
= 2, and mG
(
c-IndGH ρ,c-Ind
G
H (σ1 ⊗σ2)
)
= 1, contradicting to Lemma
3.13. 
9. HOWE CORRESPONDENCES FOR THE SIMILITUDE GROUPS
In this section, we shall show how one can use the results in Sections 5, 6 to do with Howe correspon-
dences for the similitude groups in the p-adic case. To do so smoothly, we review some known results
andmethods on the classical theta correspondences and the related topics.
9.1. Notation and conventions. In this last section,wewill use the following notion and conventions(cf.
[40], [47]). We will let F be a non-archimedean local field of odd residual characteristic with ring of
integers OF and finite residue field kF . E will stand for a separable quadratic field extension of F . H
will denote the unique quaternion algebra over F . We will write D for a division ring over F with an
involution τ such that F consists of all τ-fixed points of D. When D = H, define the reduced trace by
Trd(a) := a+τ(a) and the reduced norm byNrd(a) := aτ(a). We denote byH0 the set of elements of pure
quaternions, i.e. those elements a ∈H such that Trd(a)= 0.
Let ε be the number 1 or −1. If V is a finite-dimensional non-degenerate right (resp. left) ε-
hermitian vector space over D endowed with an ε-hermitian form (−,−)V : V ×V −→ D satisfying
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(v ′,v)V = ετ((v,v ′)V , for v,v ′ ∈V ; as usual, when ε= 1, 1-hermitian is called simply hermitian and when
ε = −1, −1-hermitian is called skew hermitian; we will let U(V ) be the group of isometries of (V , (, )V ),
which consists of g ∈ GLD(V ) such that (g · v,g · v ′)V = (v,v ′)V
(
resp.(v · g ,v ′ · g )V = (v,v ′)V
)
for all
v,v ′ ∈ V , and GU(V ) the group of isometries of similitudes of (V , (, )V ), which consists of g ∈ GLD (V )
such that (g ·v,g ·v ′)V =λ(g )(v,v ′)V
(
resp. (v ·g ,v ′ ·g )V =λ(g )(v,v ′)V
)
for all v,v ′ ∈V , where λ(g ) ∈ F×
depending on g , is called themultiplier of g .
There are two kind of canonical right (resp. left) ε-hermitian vector spaces over D. One is of one
dimension (D(a),〈,〉) (resp. ((a)D,〈,〉)) for a ∈D× satisfying a = ετ(a), defined as
〈d1,d2〉 = τ(d1)ad2
(
resp. 〈d1,d2〉 = d1aτ(d2)
)
, d1,d2 ∈D.
The other one is of two dimension, so-called the right (resp. left) ε-hermitian hyperbolic plane H ,〈,〉
overD, defined as
〈(d1,d
∗
1 ), (d2,d
∗
2 )〉 = τ(d1)d
∗
2 +ετ(d
∗
1 )d2,
(
resp. 〈(d1,d
∗
1 ), (d2,d
∗
2 )〉 = d1τ(d
∗
2 )+εd
∗
1 τ(d2)
)
,
for d1,d2,d∗1 ,d
∗
2 ∈ D. Let (−,−)F be the Hilbert symbol defined from F
××F× to {±1}. Let (Q,W ) be a
quadratic form defined over F with theWitt decompositionW ≃⊕m
i=1F (ai ). The Hasse invariant is given
in the following form: ǫ(Q) :=
∏
1≤i< j≤m (ai ,a j )F . We will let µn = 〈e
2πi
n 〉, e
2πi
n ∈C×.
9.2. Weil index. Letψ be a non-trivial character of F . Let V be a (left) vector space over F of dimension
n, and V ∗ =Hom(V ,F ) its dual space. For v ∈ V ,v∗ ∈ V ∗, we write [v,v∗] for the value of v∗ at v . Fix a
Haar measure dv for V . The Fourier transformation of an element f ∈ S(V ) is defined by
F ( f )(v∗)=
∫
V
f (v)ψ
(
[v,v∗]
)
dv, v∗ ∈V ∗.
Then there is a unique Haar measure dv∗ assigned to V ∗, called the duality of dv such that
f (−v)=
∫
V ∗
F ( f )
(
v∗
)
ψ
(
[v,v∗]
)
dv∗, v ∈V , f ∈ S(V ).
By convention, we define the Fourier transformation on T ∈ S∗(V ) with respect to dv,dv∗ by
[F (T ), f ∗]= [T,F ( f ∗)], f ∗ ∈ S(V ∗).
Recall that if α is an F -linear bijection from V to V ∗, then the module of α is the number |α|F = d(v ·
α)/dv defined by the formula∫
V ∗
f ∗(v∗)dv∗ = |α|F
∫
V
f ∗(v ·α)dv, f ∗ ∈ S(V ∗).
Let (−,−) be a non-degenerate symmetric form on V , and q the quadratic form associated, i.e.
q(v +v ′)−q(v)−q(v ′)= (v,v ′), v,v ′ ∈V.
Follow above, the symmetric form (−,−) can be written in the form:
(v,v ′)= [v,v ′ ·b], v,v ′ ∈V
for a unique b ∈Hom(V ,V ∗). In particular, we can introduce a symmetric form on V ∗:
(v∗,v ′∗) := [v∗ ·b−1,v ′∗], v∗,v ′∗ ∈V ∗,
and the quadratic form associated:
q∗(v∗+v ′∗)−q∗(v∗)−q∗(v ′∗)= (v∗,v ′∗).
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Letψ(q)(v) :=ψ(q(v)) (resp. ψ(q∗)(v∗) :=ψ(q∗(v∗))) be a character of second degree of V (resp. V ∗). By
[53, p. 161, Théorème], they exists a unique root of unity of degree 8, called the Weil index attached to
ψ(q), denoted by γψ(q), such that
F (ψ(q)dv)= γψ(q)|b|
− 12
F
ψ(q∗)−1dv∗,
forψ(q)dv ∈ S∗(V ), andψ(q∗)−1dv∗ ∈ S∗(V ∗).
Remark that the Weil index only depends on the Witt class of (q,V ) and ψ. For simplicity, we will
denote by γψ(a) the Weil index attached to the quadratic form v 7−→ av2, and let γ(a,ψ) =
γψ(a)
γψ(1)
be its
normalizer.
9.3. The Weil representation I. LetW be a symplectic space over F of dimension 2n, endowed with a
symplectic form 〈,〉. The Heisenberg group H(W ), attached toW and F , is a topological groupW ⊕F ,
with the law
(w, t )(w ′, t ′)= (w +w ′, t + t ′+ 〈w,w
′〉
2 )
where w,w ′ ∈W , t , t ′ ∈ F . The center of H(W ) is {0}×F .
Let Sp(W ) be the group of isometries of (W ,〈,〉) and A a subgroup of C× containing {±1}. By [41, p. 13,
Lemma 2.3 and p. 53, Theorem 10.5] and [38, p. 57, Thérème 12.1(c)], we know
H1(Sp(W ),A)= 0 and H2(Sp(W ),A)≃Hom(µF ,A),
where µF is the cyclic group of the roots of unity in F (a finite group). Here, H1(Sp(W ),A),H2(Sp(W ),A)
are themeasurable cohomology groups defined in [41]. So there exists a unique element inH2(Sp(W ),A)
of order two; this class gives rise to a unique central topological extension
1−→ A −→MpA(W )
p
−→ Sp(W )−→ 1
of Sp(W ) by A. As usual, MpA(W ) is called the Metaplectic group (w.r.t. A). When A = µ2, µ8 and C
×,
we will denote it by Ŝp(W ), Sp(W ) and S˜p(W ) respectively. In particular, the topological groups Ŝp(W ),
Sp(W ) are locally profinite.
Fix a non-trivial character ψ of F . According to the Stone-von Neumann theorem, there is only one
equivalence class of irreducible smooth complex representation ρψ of H(W ) with central character ψ.
Let us denote one model of this representation by (ρψ,S). Now we define a semi-direct product group
MpA(W )⋉H(W ) by
[h1, (w1, t1)][h2, (w2, t2)] := [h1h2, (w1 ·p(h2), t1)+ (w2, t2)]
for h1,h2 ∈MpA(W ), w1,w2 ∈W and t1, t2 ∈ F .
Theorem9.1 (Weil). (ρψ,S) can be extended uniquely to a smooth representation ofMpA(W )⋉H(W ) such
that ρψ|A(ǫ)= ǫ IdS , for ǫ ∈ A.
Proof. The existence is a well-known result, due to André Weil [53]. The uniqueness is just an ex-
ercise, and let us do it now. If (πψ,S), (π′ψ,S
′) are two extensions of the representation (ρψ,S) of
A ×H(W ) to MpA(W ) ⋉H(W ), then a Sp(W )-module HomA×H(W )(ρψ,ρψ) comes as defined by g ·
φ(x) = π′ψ(g )φ(πψ(g
−1)x), whence φ ∈ HomA×H(W )(ρψ,ρψ), g ∈ Sp(W ). Since Sp(W ) is perfect, and
HomA×H(W )(ρψ,ρψ) has only one dimension, πψ and π′ψ coincide. 
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The restriction of ρψ to MpA(W ) is called theWeil representation of MpA(W ), denoted by ωψ from
now on. It is known thatωψ has two irreducible components.
Similarly, let χ+
A
be a character of A given by x −→ x−1, and ψ− another character of F defined by
x −→ψ(−x). Now let (ρψ− ,S−) be the smooth representation of MpA(W )⋉H(W ), associated toψ
−, such
that ρψ−,χ+
A
(t )=χ+A(t ) IdS− , for t ∈ A. By uniqueness, we have:
Corollary 9.2. ρˇψ ≃ ρψ−,χ+
A
, and ωˇψ ≃ ρψ−,χ+
A
|MpA(W ).
Proof. The first statement is immediate. Since ωψ is a smooth admissible representation of MpA(W ),
the second one follows. 
Remark 9.3. The Weil representation ωψ ofMpA(W ) arising from a projective representation of Sp(W ) is
primitive defined for Ŝp(W ).
9.4. Rao’s cocycle I. The cocycles associated to Sp(W ), Ŝp(W ) have been constructed by Rao [45], by
Perrin [44]. For convenient use, we recall their results by following [31] and [40].
Let (X1,X2,X3) be a triple of Lagrangians ofW . The Levi invariant L(X1,X2,X2) is an isometry class
of the following symmetric vector space: When X1,X2,X3 are pairwise transversal, the two complete
polarizationsW = X2⊕X1 andW = X2⊕X3 will give a unique element u ∈ Sp(W ) such that x1 ·u = x1 for
x1 ∈ X1 and X2 ·u = X3. As a result,
(x, y) := 〈x, y ·u〉 = 〈y,x ·u〉, x, y ∈ X2
is a non-degenerate symmetric bilinear form on X2. In this situation, set L(X1,X2,X3) = X2, (, ). Oth-
erwise, let M = X1 ∩ X2 + X2 ∩ X3 + X3 ∩ X1, consider the non-degenerate symplectic vector space
WM =M
⊥/M and its pairwise transversal Lagrangians Zi =
(
(Xi +M)∩M⊥
)
/M for i = 1,2,3, and then
define L(X1,X2,X3)= L(Z1,Z2,Z3). For L(X1,X2,X3), it has the following properties due to Rao:
L(Xσ(1),Xσ(2),Xσ(3))= si gn(σ)L(X1,X2,X3), σ ∈ S3;
L(X1 ·g ,X2 ·g ,X3 ·g )= L(X1,X2,X3), g ∈ Sp(W );
we will denote the quadratic form associated byQ(X1,X2,X3) (cf. Section 9.2).
Now let Y be a Lagrangian ofW , andψ a non-trivial character of F . For g1,g2 ∈ Sp(W ), set
qY (g1,g2) :=Q(Y ,Y ·g
−1
2 ,Y ·g1).
Theorem 9.4 (Perrin, Rao). The class of the 2-cocycle cY (g1,g2)= γψ
(
qY (g1,g2)
)
inH2(Sp(W ),µ8) is non-
trivial of order 2.
It is immediate that
cY (p1g p,p
−1g ′p2)= cY (g ,g
′), p1,p2,p ∈P,g ,g
′ ∈ Sp(W ),
cY (p,g )= cY (g ,p)= 1, g ∈ Sp(W ),p ∈P,
where P = {g ∈ Sp(W ) | Y ·g = Y } is a parabolic subgroup of Sp(W ).
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9.5. Rao’s cocycle II. Let {e1, · · · ,en ;e∗1 , · · · ,e
∗
n} be a symplectic basis ofW so that 〈ei ,e j 〉 = 〈e
∗
i
,e∗
j
〉 = 0,
and 〈ei ,e∗j 〉 = δi j . Let Y be the Lagrangian generated by e
∗
1 , · · · ,e
∗
n , and P = {g ∈ Sp(W ) | Y · g = Y }. For
S ⊆ {1, · · · ,n}, we let ωS ∈ Sp(W ), given by
ei ·ωS =
{
−e∗
i
i ∈ S
ei i ∉ S,
e∗i ·ωS =
{
ei i ∈ S
e∗
i
i ∉ S.
As is known that there exists a decomposition (cf. [40, p. 54]) Sp(W )=⊔n
j=1C j , whereC j = PωSP for any
ωS with |S| = j . In [45], Rao defined the following functions:
x : Sp(W )−→ F×/(F×)2;p1ωSp2 7−→ det(p1p2|Y )(F
×)2
t : Sp(W )×Sp(W )−→Z; (g1,g2) 7−→
1
2 (|S1|+ |S2|− |S3|− l )
where g1 = p1ωS1p
′
1,g2 = p2ωS2p
′
2 and g1g2 = p3ωS3p
′
3, l = dimqY (g1,g2) = dimQ(Y ,Y · g
−1
2 ,Y · g1),
S,S1,S2,S3 ⊆ {1, · · · ,n}.
The Rao’s cocycle is defined by
cRao,Y (g1,g2)= (x(g1),x(g2))F (−x(g1)x(g2),x(g1g2))F ((−1)
t ,det(2q))F (−1,−1)
t(t−1)
2
F
ǫ(2q)
where t = t (g1,g2), q = qY (g1,g2) for g1,g2 ∈ Sp(W ).
Theorem 9.5 (Rao). The class of Rao’s cocycle, [cRao,Y ], inH2(Sp(W ), {±1}) is non-trivial of order 2.
Proof. See [31, p. 20, Theorem 4.5]. 
Up to isomorphism, one can think of the group Ŝp(W ) as the underlying topological set Sp(W )× {±1}
with the law
(g1,ǫ1) · (g2,ǫ2)= (g1g2,cRao,Y (g1,g2)ǫ1ǫ2).
The above constructed 2-cocycles cY and cRao,Y give the same class in H2(Sp(W ),µ8), so they will differ
by a coboundary. Following [45], we define the normalizing constants as
mY : Sp(W )−→µ8;g 7−→ (x(g ),
1
2 )Fγ(x(g ),ψ)
−1γψ(
1
2)
− j (g )
for g = PωSP , j (g )= |S|.
Proposition 9.6 (Rao). For g1,g2 ∈ Sp(W ), we have
cY (g1,g2)=mY (g1g2)mY (g1)
−1mY (g2)
−1cRao,Y (g1,g2).
Proof. See Kudla’s famous note [31, p. 20, Theorem 4.5]. 
9.6. Rao’cocycle III. Suppose W1 and W2 are the symplectic subspaces of W generated by
{e1, · · · ,en1 ;e
∗
1 , · · · ,e
∗
n1
} and {en1+1, · · · ,en ;e
∗
n1+1
, · · · ,e∗n} respectively. Let Y1 = span{e
∗
1 , · · · ,e
∗
n1
}, Y2 =
span{e∗n1+1, · · · ,e
∗
n}, and Y = span{e
∗
1 , · · · ,e
∗
n}. Write Ŝp(W1) and Ŝp(W2) for the metaplectic groups fol-
lowing the laws
(g1,ǫ1) · (g
′
1,ǫ
′
1)= (g1g
′
1,cRao,Y1 (g1,g
′
1)ǫ1ǫ
′
1)
and
(g2,ǫ2) · (g
′
2,ǫ
′
2)= (g2g
′
2,cRao,Y2 (g2,g
′
2)ǫ2ǫ
′
2)
respectively, for gi ,g ′i ∈ Sp(Wi ), ǫi ,ǫ
′
i
∈µ2.
ON THE LOCAL THETA REPRESENTATION 73
Proposition 9.7 ([24, pp. 245-246]). There is a group homomorphism:
Ŝp(W1)× Ŝp(W2)
pˆ
−→ Ŝp(W )
[(g1,ǫ1), (g2,ǫ2)] 7−→ [(g1,g2),ǫ1ǫ2cRao,Y ((g1,1), (1,g2))]
In particular, considering pˆ|Ŝp(W1) and pˆ|Ŝp(W2), we obtain
cRao,Y1 (g1,g
′
1)= cRao,Y ((g1,1), (g
′
1,1))
and
cRao,Y2 (g2,g
′
2)= cRao,Y ((1,g2), (1,g
′
2))
for g1,g ′1 ∈ Sp(W1), g2,g
′
2 ∈ Sp(W2).
Let ψ be a fixed non-trivial character of F . Let Sp(W1) and Sp(W2) be the metaplectic groups associ-
ated toψ by following the laws
(g1,ǫ1) · (g
′
1,ǫ
′
1)= (g1g
′
1,cY1(g1,g
′
1)ǫ1ǫ
′
1)
and
(g2,ǫ2) · (g
′
2,ǫ
′
2)= (g2g
′
2,cY2(g2,g
′
2)ǫ2ǫ
′
2)
respectively, for gi ,g ′i ∈ Sp(Wi ), ǫi ,ǫ
′
i
∈µ8.
Proposition 9.8 (Rao). There is a group homomorphism:
Sp(W1)×Sp(W2)
p
−→ Sp(W )
[(g1,ǫ1), (g2,ǫ2)] 7−→ [(g1,g2),ǫ1ǫ2],
i.e. cY ((g1,g2), (g ′1,g2))= cY1(g1,g
′
1)cY2(g2,g
′
2) for g1,g
′
1 ∈ Sp(W1), g2,g
′
2 ∈ Sp(W2).
Proof. By Proposition 9.7, we have
cRao,Y
(
((g1g
′
1,1), (1,g2g
′
2)
)
cRao,Y1 (g1,g
′
1)cRao,Y2 (g2,g
′
2)
= cRao,Y
(
(g1,g2), (g
′
1,g
′
2)
)
cRao,Y
(
(g1,1), (1,g2)
)
cRao,Y
(
(g ′1,1), (1,g
′
2)
)
.
Applying the result of Proposition 9.6, we get
cY
(
(g1,g2), (g
′
1,g
′
2)
)
c−1Y1 (g1,g
′
1)c
−1
Y2
(g2,g
′
2)=
mY
(
g1g
′
1 ,g2g
′
2
)
mY1 (g1g
′
1)mY2 (g2g
′
2)
·
(
mY
(
(g1 ,g2)
)
mY1 (g1)mY2 (g2)
)−1
·
(
mY
(
(g ′1 ,g
′
2)
)
mY1 (g
′
1)mY2 (g
′
2)
)−1
cRao,Y
(
(g1,1), (1,g2)
)−1
cRao,Y
(
(g ′1,1), (1,g
′
2)
)−1
cRao,Y
(
(g1g
′
1,1), (1,g2g
′
2)
)
.
Note that by definition, for s1 ∈ Sp(W1), s2 ∈ Sp(W2), we have
mY
(
(s1,s2)
)
mY1 (s1)mY2 (s2)
=
γ(x(s1),ψ)γ(x(s2),ψ)
γ(x(s1)x(s2),ψ)
= (x(s1),x(s2))F
and
cRao,Y
(
(s1,1), (1, s2)
)
= (x(s1),x(s2))F (−x(s1)x(s2),x(s1)x(s2))F = (x(s1),x(s2))F ,
so the result follows. 
9.7. TheWeil representation II. Part of the richness of the Weil representations reflects on their differ-
ent realized models. Down to the earth, let us recall one so-called the Schrödinger model of the Weil
representation constructed by Perrin in [44]. Let us fix a complete polarisationW = X ⊕Y .
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9.7.1. Model for Sp(W )⋉H(W ). The representation ρψ of Sp(W )⋉H(W ) can be realized in S(X ) by the
following formulas:
(1) ρψ((x+ y, t )) f (x′)=ψ(〈x′, y〉+
〈x,y〉
2 + t ) f (x+x
′),
(2) ρψ((g ,ǫ)) f (x′)= ǫ|a|
1
2
F
ψ(12〈x
′ ·a,x′ ·b〉) f (x′ ·a),
(3) ρψ((g ′,ǫ)) f (x′)= ǫ
∫
ker(c′)\Y |c
′|
1
2ψ
(1
2〈x
′ ·a′,x′ ·b′〉−〈x′ ·b′, y ·c ′〉+ 12〈y ·c
′, y ·d ′〉
)
d y˙ ,
where w = x + y ∈W , t ∈ F ; g =
(
a b
0 d
)
, g ′ =
(
a′ b′
c ′ d ′
)
∈ Sp(W ), for a,a′ ∈ EndF (X ), b,b′ ∈HomF (X ,Y ),
c ′ ∈ HomF (Y ,X ), d ,d ′ ∈ EndF (Y ), ǫ ∈ µ8, f ∈ S(X ), and c ′ being the isomorphism from Y /ker(c ′) to
[Y /ker(c ′)]∗.
9.7.2. Doubling method. Let P (Y ) be the parabolic subgroup of Sp(Y ) associated to Y admitting a
unipotent subgroup N (Y ). Then there is a short exact sequence: 1−→ N (Y ) −→ P (Y ) −→GL(Y ) −→ 1.
Let χ+
P (Y )
be the character of P (Y ) defined by [
(
a b
0 a∗−1
)
,ǫ]−→ |det(a|X )|
1
2
F
ǫ.
Lemma 9.9. ρψ|P (Y )⋉H(W ) ≃ c-Ind
P (Y )⋉H(W )
P (Y )⋉Y ·F
(χ+
P (Y )
·1Y ·ψ).
Proof. It follows from the above Schrödingermodel. 
As a consequence, we obtain:
Proposition 9.10. Let ρψ be the smooth representation of Sp(W )⋉H(W ) defined as above. Then [ρψ⊗
ρˇψ]|Sp(W )⋉H(W ) ≃ c-Ind
Sp(W )⋉H(W )
Sp(W )×F
1 ·ψ.
Proof. Let 2W =W ⊕W be a vector space over F of dimension 4n, equipped with the symplectic form
〈,〉 defined by 〈(w1,w2), (w ′1,w
′
2)〉 := 〈w1,w
′
1〉− 〈w2,w
′
2〉, for wi ,w
′
i
∈W . Then there exists the following
morphism of groups:
(Sp(W )⋉H(W ))× (Sp(W )⋉H(W ))−→ Sp(2W )⋉H(2W )
[(g1,ǫ1;w1, t1), (g2,ǫ2;w2, t2)] 7−→ [(g1,g2),cRao((g1,1), (1,g2))ǫ1ǫ
−1
2 ; (w1,w2), t1− t2]
Let ρ′ψ be the smooth representation of Sp(2W ) ⋉ H(2W ) as defined in Section 9.3. It is
known that ρ′ψ|H(W )×H(W ) ≃ ρψ|H(W ) ⊗ ρˇψ|H(W ). Applying the result of Theorem 9.1, we obtain
ρ′ψ|(Sp(W )⋉H(W ))×(Sp(W )⋉H(W )) ≃ ρψ ⊗ ρˇψ; its restriction to the canonical diagonal subgroup Sp(W ) ⋉
H(W ), yields ρ′ψ|Sp(W )⋉H(W ) ≃ (ρψ ⊗ ρˇψ)|Sp(W )⋉H(W ). Now let us choose a Lagrangian subspace Y =
{(w,−w) |w ∈W } of 2W . By definition the image of Sp(W )⋉H(W ) in Sp(2W )⋉H(2W ) lies in P (Y )⋉
H(2W ), so
(ρψ⊗ ρˇψ)|Sp(W )⋉H(W ) ≃Res
P(Y )⋉H(2W )
Sp(W )⋉H(W )
(
ρ′ψ|P (Y )⋉H(2W )
)
≃ResP (Y )⋉H(2W )
Sp(W )⋉H(W )
(
c-IndP (Y )⋉H(2W )
P (Y )⋉Y ·F
χ+
P (Y )
·1Y ·ψ
)
≃ c-IndSp(W )⋉H(W )
Sp(W )×F
1µ8 ·ψ

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9.8. Reductive dual pair. LetG1,G2 be two closed subgroups of Sp(W ). We call (G1,G2) a reductive dual
pair orHowe pair, if
(1) G1 is the commutant ofG2, and vice-versa,
(2) the action ofG1G2 onW is absolument semi-simple.
AG1G2-stable orthogonal decompositionW =⊕vWv will yield a decomposition of the pair (G1,G2):
G1 =
∏
v
H (v)1 ,G2 =
∏
v
H (v)2
with (H (v)1 ,H
(v)
2 ) a reductive dual pair of Sp(Wv ); while there is no such non-trivial decomposition, we
will call (G1,G2) irreducible. An irreducible reductive dual pair (G1,G2) has the following form(cf. [40, p.
15]):
Type I (a). V1,〈,〉1 (resp. V2,〈,〉2) denotes a non-degenerate symplectic (resp. orthogonal) vector space
over F such thatW ≃V1⊗V2,〈,〉 ≃ 〈,〉1⊗〈,〉2;G1 ≃ Sp(V1),G2 ≃O(V2), and vice-versa.
Type I (b). V1,〈,〉1 (resp. V2,〈,〉2) denotes a non-degenerate ε1-hermitian (resp. ε2-hermitian) vector
space over E such that ε1ε2 =−1,W ≃V1⊗E V2, 〈,〉 ≃TrE/F
(
〈,〉1⊗τ(〈,〉2)
)
;G1 ≃U(V1),G2 ≃U(V2).
Type I (c). V1,〈,〉1 (resp. V2,〈,〉2) denotes a non-degenerate right ε1-hermitian (resp. left ε2-hermitian)
vector space overH such that ε1ε2 =−1,W ≃V1⊗HV2, 〈,〉 ≃TrdH/F (〈,〉1⊗τ(〈,〉2));G1 ≃U(V1),G2 ≃U(V2)
except when ε1 = 1, ε2 =−1, V2 ≃H.
Type II. There exist a division ring D ′ over a separable finite extension K of F , and two vector spaces
X1,X2 over D ′ with the dual vector spaces X ∗1 , X
∗
2 respectively such thatW ≃ [X1⊗D′ X2]⊕ [X
∗
2 ⊗D′ X
∗
1 ],
G1 ≃GLD′(X1),G2 ≃GLD′(X2).
Scalar descent. There exist a nontrivial separable field extension K of F , a symplectic vector space
V ,〈,〉V over K and 0 , tK /F ∈ HomF (K ,F ) (satisfying that tK /F : K × K −→ F ; (a,b) 7−→ tK /F (ab) is a
non-degenerate F -bilinear form) such thatW ≃V/F , 〈,〉 ≃ tK /F (〈,〉V ), (G1,G2) is a non-trivial irreducible
reductive dual pair mentioned above in Sp(V ). The “non-trivial” signifiesGi  {±1}, Sp(V ).
Remark that the pairs listed above all are the irreducible reductive dual pairs in Sp(W ). Now we write
G1 andG2 for their inverse images in Sp(W ). The following result is a modified version of the Théorème
in [40, p. 52] by considering theMetaplectic group Sp(W ) instead of S˜p(W ).
Theorem9.11. The groupG1 splits overG1, except whenW ≃V1⊗K V2, 〈,〉 ≃ tK /F (〈,〉1⊗〈,〉2)with V1 being
symplectic and V2 being orthogonal of odd dimension ( in this case G1 ≃ Sp(V1)).
9.9. The theta correspondence. LetG1,G2 be a reductive dual pair in Sp(W ), and writeG1,G2 for their
inverse images in Sp(W ) respectively. By [40, p. 39, Lemma],G1 commutes withG2 in Sp(W ).
Theorem 9.12 (Howe, Waldspurger). Suppose that the residue characteristic of F is not 2. Then the re-
striction of the Weil representation ρψ to G1×G2 is a theta representation of finite length. As usual, the
corresponding bijection betweenR0
G1
(ρψ) andR0
G2
(ρψ) is called the local theta (orHowe) correspondence.
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In the whole context, we assume that the residue characteristic of F is not 2(cf. Section 9.1), and the
above result is sufficient to us.20 However it is alsoworth to present some recent progress on the classical
theta correspondences by following [17], [18].
Remark 9.13. (1) By Self-reducibility property21of ωψ, to prove the local theta correspondence, it re-
duces to the above discussed dual pairs of types I, II.
(2) The classification of reductive dual pairs as described above also fits in the case where F is a local
field of characteristic not 2.
(3) For F being a local field of characteristic 2, the situation seems not the same as above. However one
can consult with L. Blasco (cf.[3]) on the classification of reductive dual pairs , or turn to Gurevich-
Hadani’s paper[20], Genestier-Lysenko’s [22] for the geometric approach in this case.
Remark 9.14. (1) The local theta correspondences for the reductive dual pairs of type II have been
established by Minguez(cf.[39]) in all residue characteristic. Of course, his paper contains much
more results about this type.
(2) For F being a local field of characteristic not 2, the local theta correspondences have completely
settled by W. T. Gan with his cooperators B. Sun in [17], S. Takeda in [18].
9.10. The intermediate group. In this subsection, we will define a canonical intermediate subgroup
of Sp(W ) associated to a reductive dual pair, and explain the splitting of its metaplectic form with an
obvious exception. Those results will be crucial in the following sections in order to study Howe corre-
spondences for the similitude groups. We follow the notations of Section 9.1. We now let V be a right
vector space over D. Recall that there is an exact sequence
1−→U(V )−→GU(V )
λ
−→ΛGU(V ) −→ 1,
where λ is the similitude character andΛGU(V ) ⊆ F×.
Lemma9.15. Suppose that V =VH⊕V
0 is aWitt decompositionwithVH ≃mH andV
0 being anisotropic,
where H is an ε-hermitian hyperbolic plane over D. ThenΛGU(V ) =ΛGU(V 0).
Proof. Without loss of generality, suppose that V is a rightD-vector space. For g ∈GU(V ), the action of
g on V will yield another Witt decomposition V = g ·
(
VH
)
⊕ g ·
(
V 0
)
. By Witt’s Theorem, g ·V 0 = g0 ·V 0
for some suitable g0 ∈ U(V ). Moreover, g−10 g · (V
0) = V 0. So g−10 g ∈ GU(V
0), and λ(g−10 g ) = λ(g ). This
shows that ΛGU(V ) ⊆ ΛGU(V 0). On the other hand, recall that the ε-hermitian hyperbolic plane H over
D is isometric to (D ⊕D,〈,〉), where 〈(d1,d2), (d ′1,d
′
2)〉 := τ(d1)d
′
2+ετ(d2)d
′
1; this implies F
× ⊇ ΛGU(H) ⊇
F×. So for h0 ∈ GU(V 0) with λ = λ(h0) ∈ F×, we can find an element gH ∈ GU(H) satisfying λ(gH ) = λ.
Then g := h0× gH ×·· ·× gH︸            ︷︷            ︸
m
, viewed as an element of GU(V ), satisfies λ(g ) = λ(h0). This completes the
proof. 
By this lemma,we can determine the image ofλ in F× bymeans of the characteristic of the anisotropic
subspace of V . The following result is from [40, p. 7].
Lemma 9.16. Up to isometry,
- an anisotropic quadratic vector space over F has the following form: (i) F (a), for a ∈
F× modulo (F×)2, with the canonical form; (ii) F1(a), any quadratic field extension F1 of F , for
20Wemainly limit ourself to those cases, because the similar results in [52] are not established.
21 This proper concept comes fromGurevich and Hadani’s paper [21].
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a ∈ F× modulo (F×)2 with the form x 7−→ aNF1/F (x), x ∈ F1; (iii)H
0(a), with the form x 7−→ τ(x)ax
for a ∈ F× modulo (F×)2; (iv)H, with the form x 7−→Nrd(x).
- an anisotropic hermitian vector space over E has the following form: (i) E (a), for a ∈
F× modulo (F×)2, with the form (x, y) 7−→ aτ(x)y, for x, y ∈ E; (ii)Hwith the form (x, y) 7−→ τ(x)y.
- an anisotropic right hermitian vector space over H has the following form: H, with the form
(x, y) 7−→ τ(x)y.
Proposition 9.17. Let V be an ε-hermitian vector space over D of dimension n.
(1) If D = F , ε=−1, thenU(V )= Sp(V ) and GU(V )=GSp(V ). In this case,ΛGU(V ) = F×.
(2) If D = F , ε= 1, thenU(V )=O(V ) and GU(V )=GO(V ). Suppose V =V 0⊕mH is a Witt decompo-
sition with V 0 being anisotropic andmH being a hyperbolic space. Then
ΛGO(V ) =


F× dimV 0 = 0,4,
(F×)2 dimV 0 = 1,3,
NF1/F (F
×
1 ) dimV
0 = 2,V 0 = F1(a).
In the case dimV 0 = 2, V 0 = F1(a) is the space mentioned in Lemma 9.16.
(3) If D = E is a separable quadratic field extension of F , and ε=±1, then
ΛGU(V ) =
{
F× 2|n,
NE/F (E×) 2 ∤n.
(4) If D is the unique quaternion algebraH over F and ε=±1, thenΛGU(V ) = F×.
Proof. Part (1) is well-known. For (2), when dimV 0 = 0,1,2,4, the results can be deduced from Lemma
9.16; when dimV 0 = 3, for g ∈GU(V ), (detg )2 = λ(g )3, so (λ(g )−1det(g ))2 = λ(g ) ∈ (F×)2. For (3) — (4),
the hermitian cases follow from Lemma 9.16. For (3), when ε = −1, according to [40, p.2], multiplying
the skew hermitian 〈,〉 by an element µ ∈ E× satisfying −1 = µτ/µ, gives a hermitian form. But in this
process the group GU(V ) remains unchanged, so it reduces to the hermitian case. For (4), when ε=−1,
let us fix firstly a ∈ F×. Without loss of generality, assume that V is a right D-vector space. By Witt’s
decomposition, V ≃ ⊕n
i=1H(ai ) for some ai ∈ H
0, where H(ai ) is a skew hermitian vector space over H
of dimension 1 defined by 〈d1,d2〉 = τ(d1)aid2. By [47, p. 364], we can find suitable d ia ∈ H satisfying
τ(d ia)aid
i
a = aai for 1 ≤ i ≤ n
22. By definition, d ia lies inside GU(H(ai )) and its multiplier is just a. As
before, the element δa = d1a × ·· · ×d
n
a , viewed as an element of GU(V ), satisfies λ(δa) = a, so finally
ΛGU(V ) = F
×. 
Corollary 9.18. The order of ΛGU(V )/(F×)2 is at most 4.
9.11. SplitMetaplectic subgroups. Until the end of this section,wewill let (W ,〈,〉) be a symplectic space
over F of dimension 2n. Let
(
W =W1 ⊗D′ W2,〈,〉 = tK /F (〈,〉1⊗ τ(〈,〉2))
)
be a decomposition of tensor
product, such that (U(W1),U(W2)) is an irreducible reductive dual pair of Sp(W ) (cf. Section 9.8). We
shall define a canonical intermediate subgroup Γ of Sp(W ) by
Γ := {(g1,g2) | g1 ∈GU(W1),g2 ∈GU(W2) such that λ1(g1)λ2(g2)= 1},
where λi is the similitude character from GU(Wi ) to K×. As before, there exists a canonical map:
ι :Γ−→ Sp(W1⊗W2,〈,〉1⊗τ(〈,〉2)) ,→ Sp(W ,〈,〉).
We will let ι(Γ) be the image of Γ in Sp(W ) and Γ the inverse image of ι(Γ) in Sp(W ).
22For the proof, see also [50, Lemma 1].
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Theorem 9.19. The exact sequence
1−→µ8 −→ Γ−→ ι(Γ)−→ 0 (9.1)
splits, except when the reductive dual pair is a symplectic-orthogonal type, and the orthogonal vector
space over K is of odd dimension.
Proof. Note that the restriction of any non-trivial class of order 2 in H2(Sp(W ),µ8) to H2(Sp(W1 ⊗
W2,〈,〉1 ⊗ τ(〈,〉2)),µ8) is also non-trivial of order 2. So to prove the above theorem, it is sufficient to
handle the case K = F , which has been done in [52]. 
Remark 9.20. In caseW =W1⊗FW2, for a symplectic spaceW1 over K and an orthogonal spaceW2 over F
of odd dimension, the inverse image of Sp(W1) in Sp(W ) is isomorphic with Sp(W1) so that the canonical
extension Γ does not split over Γ.
Proposition 9.21. In the above case, we let GSp(W1) be an arbitrary central extension of GSp(W1)
by µ8, such that there exists a short exact sequence 1 −→ Sp(W1) −→ GSp(W1) −→ F× −→ 1.
23 Let
Γ
1/2
=
{
(g ,h) ∈GSp(W1)×GO(W2) |λ(g )λ(h)= 1
}
be a subgroup of GSp(W1)×GO(W2), for λ(reps.λ )
being the similitude character from GSp(W1)(resp. GO(F )) to F×. Then there exists a homomorphism
ι1/2 :Γ
1/2
−→ Sp(W ) such that the following diagram
Γ
1/2 ι1/2
−→ Sp(W )
↓ ↓
Γ
ι
−→ Sp(W )
(9.2)
is commutative.
Proof. Let {e1, · · · ,en ;e∗1 , · · · ,e
∗
n} be a symplectic basis ofW1. Let X (resp. X
∗) be the Lagrangian subspace
ofW1 generated by those ei (resp. e∗i ). Let { f1, · · · , f2m−1} be an orthogonal basis ofW2, ψ a non-trivial
character of F . We will take cW to be the 2-cocycle constructed in Section 9.4 associated to the La-
grangian subspace (X ∗⊗W2) ofW and ψ. By Remark 9.20, there exists a homomorphism from Sp(W1)
to Sp(W ) so that we can choose a defining 2-cocycle cW1 of Sp(W1), given by
cW1(g1,g2)= cW (g1⊗1,g2⊗1) g1,g2 ∈ Sp(W1).
Then s1 : Sp(W1)−→ Sp(W ); [g ,ǫ]−→ [g ⊗1,ǫ] is a morphism of groups. By hypothesis, cW1 can extend to
be a 2-cocycle defining GSp(W1). We then define the map ι1/2 as follows:
ι1/2 : Γ
1/2
−→ Sp(W ); ([g ,ǫ],h) 7−→ [g ⊗h,ǫ] (9.3)
Thismap satisfies the commutative diagram (9.2). Then it reduces to show that ι1/2 is a homomorphism
of groups.
Firstly O(W2) belongs to the parabolic subgroup P (X ∗⊗W2) of Sp(W ), so s2 : O(W2)−→ Sp(W ),h 7−→
(1⊗h,1) is a morphism of groups. Moreover, s1([g ,ǫ])s2(h)= ι1/2(g ,h), for g = [g ,ǫ] ∈ Sp(W1), h ∈O(W2).
Since s1(g ) commutes with s2(h) by [40, p. 44, Lemme], ι1/2|Sp(W1)×O(W2) is a homomorphism of groups.
Consequently, ι1/2
(
[g1g2,h1h2]
)
= ι1/2
(
[g1,h1]
)
· ι1/2
(
[g2,h2]
)
, for g1 = [g1,ǫ1],g2 = [g2,ǫ2] ∈ Sp(W1) and
h1,h2 ∈O(W2). Therefore cW1(g1,g2)= cW (g1⊗h1,g2⊗h2).
23For the existence, see [3, Theorem 1.1.A].
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Next, let Γ
1/2
0 be a subgroup of Γ
1/2
consists of [g t ,h] with g t = (
(
1 0
0 t
)
,ǫ), h ∈ GO(W2), for t ∈ K×,ǫ ∈
µ8, and λ(h) = t . For [g ti ,hi ] = [(g ti ,ǫi ),hi ] ∈ Γ
1/2
0 , i = 1,2, ι1/2
(
[g ti ,hi ]
)
= [g ti ⊗hi ,ǫi ] =
((hi 0
0 tihi
)
,ǫi
)
,
and
ι1/2
(
(g t1 ,h1)
)
ι1/2
(
(g t2 ,h2)
)
= (g t1t2 ⊗h1h2,cW
((h1 0
0 t1h1
)
,
(
h2 0
0 t2h2
))
ǫ1ǫ2)= (g t1t2 ⊗h1h2,ǫ1ǫ2).
Because of cW1(g t1 ,g t2 ) = cW (g t1 ⊗ 1,g t2 ⊗ 1) = 1, we obtain [g t1 ,h1][g t2 ,h2] = [g t1g t2 ,h1h2] =
[(g t1t2 ,ǫ1ǫ2),h1h2], and ι1/2
(
[(g t1t2 ,ǫ1ǫ2),h1h2]
)
= [g t1t2 ⊗h1h2,ǫ1ǫ2]. Hence finally ι1/2
(
[g t1 ,h1][g t2 ,h2]
)
=
ι1/2
(
[g t1 ,h1]
)
ι1/2
(
[g t2 ,h2]
)
. Now if (g ,h) = [(g ,ǫ),h] ∈ Γ
1/2
decomposed as [g ,h] = [g0,h0] · [g t ,ht ], for
[g0,h0] = [(g0,ǫ),h0] ∈ Sp(W1)×O(W2), [g t ,ht ] = [(g t ,1),ht ] ∈ Γ
1/2
0 , then ι1/2([g ,h]) = [g ⊗h,ǫ] = [g0 ⊗
h0,ǫ][g t ⊗ht ,1]= ι1/2([g0,h0])ι1/2([g t ,ht ]).
Finally, in the general case, for [g (i ),h(i )] =
[
(g (i ),ǫ(i )),h(i )
]
∈ Γ
1/2
as i = 1,2, if we write [g (i ),h(i )] =
[g0
(i ),h(i )0 ][g t
(i ),h(i )t ] with [g0
(i ),h(i )0 ] = [(g
(i )
0 ,ǫ
(i )),h(i )0 ] ∈ Sp(W1)×O(W2) and [g t
(i ),h(i )t ] = [(g
(i )
t ,1),h
(i )
t ] ∈
Γ
1/2
0 , then
[g (1),h(1)][g (2),h(2)]= [(g (1)0 ,ǫ
(1)),h(1)0 ][(g
(1)
t ,1),h
(1)
t ][(g
(2)
0 ,ǫ
(2)),h(2)0 ][(g
(2)
t ,1),h
(2)
t ]
= [(g (1)0 ,ǫ
(1)),h(1)0 ] · [
(
g (1)t g
(2)
0 (g
(1)
t )
−1,ǫ(2)
)
,h(1)t h
(2)
0 (h
(1)
t )
−1] · [
(
g (1)t ,1
)
,h(1)t ] · [
(
g (2)t ,1
)
,h(2)t ]
= [
(
g (1)0 g
(1)
t g
(2)
0 (g
(1)
t )
−1,cW1
(
g (1)0 ,g
(1)
t g
(2)
0 (g
(1)
t )
−1)ǫ(1)1 ǫ(2)),h(1)0 h(1)t h(2)0 (h(1)t )−1] · [(g (1)t g (2)t ,1),h(1)t h(2)t ].
By the above discussion,
ι1/2
(
[g (1),h(1)][g (2),h(2)]
)
=
[
g (1)0 g
(1)
t g
(2)
0 (g
(1)
t )
−1⊗h(1)0 h
(1)
t h
(2)
0 (h
(1)
t )
−1,ǫ(1)ǫ(2)cW1(g
(1)
0 ,g
(1)
t g
(2)
0 (g
(1)
t )
−1)
][
g (1)t g
(2)
t ⊗h
(1)
t h
(2)
t ,1
]
=
[
g (1)0 ⊗h
(1)
0 ,ǫ
(1)
][
g (1)t g
(2)
0 (g
(1)
t )
−1⊗h(1)t h
(2)
0 (h
(1)
t )
−1,ǫ(2)
][
g (1)t g
(2)
t ⊗h
(1)
t h
(2)
t ,1
]
;
by use of cW1
(
g (1)0 ,g
(1)
t g
(2)
0 (g
(1)
t )
−1
)
= cW (g
(1)
0 ⊗h
(1)
0 ,g
(1)
t g
(2)
0 (g
(1)
t )
−1⊗h(1)t h
(2)
0 (h
(1)
t )
−1), the last term in turn
equals
[
g (1)0 ⊗h
(1)
0 ,ǫ
(1)
][
g (1)t ⊗h
(1)
t ,1
][
g (2)0 ⊗h
(2)
0 ,ǫ
(2)
][
g (2)t ⊗h
(2)
2 ,1
]
= ι1/2
(
[g (1),h(1)]
)
ι1/2
(
[g (2),h(2)]
)
. This
finishes the proof! 
9.12. Irreducible admissible representations of GU(V ). In order to obtain the theta correspondences
for the similitude groups, we will use the main theorems in Sections 5, 6. As required there, we discuss
some additional conditions in this subsection. Throughout this subsection, we follow the conventions
of Section 9.1. In addition, we let A be an abelian group of order n. Suppose 2|n and (p,n)= 1. For the
local field F , we will writeUn = {u ∈ F× | u ≡ 1 modPn}. LetU be the group of units in OF , and ω the
prime element of F . Clearly, U/U1 ≃ k×F is a cyclic group of order q − 1; by [41, p. 20] , U ≃U1× S for
certain subgroup S ofU .
Lemma 9.22. There exists an isomorphism ϕ : H2(F×,A) ≃Hom(S,A). Moreover, this map can be given
by s 7−→ c(ω, s)c(s,ω)−1 for a 2-cocycle c of Z 2(F×,A).
Proof. This arises from the result of Moore in [41]. By Lemma 4.1 there, we get H2(F×,A)≃Hom(S,A)⊕
Hom(U1,A)⊕H2(U1,A). The last two terms are p-primary groups, and A has order prime to p, so those
terms must vanish. On the other hand, the explicit map has already been constructed in [41, Lemma
4.1]. 
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Corollary 9.23. For the subgroup (F×)n of F×, the canonical mapH2(F×,A)−→H2
(
(F×)n ,A
)
is null.
Now let (V ,〈,〉) be a right ε-hermitian vector space over D, U(V ) the group of isometries of (V ,〈,〉)
and GU(V ) the group of similitudes of (V ,〈,〉). To each class [c] of H2(GU(V ),A) is associated a central
extension
1−→ A −→ G˜U
A
(V )−→GU(V )−→ 1
of GU(V ) by the abelian group A. We will denote the inverse image of U(V ) in G˜U
A
(V ) by U˜
A
(V ).
Lemma 9.24. There is an isomorphism:
(p1,p2,p3) : H
2 (F××U(V ),A)−→H2(U(V ),A)⊕Hom(U(V ),Hom(F×,A))⊕H2(F×,A),
where p1,p3 are the restriction homomorphisms; if c(−,−) is a 2-cocycle of one class inH2
(
F××U(V ),A
)
,
then p2([c]) is given by u −→ (x 7−→ c(x,u)c(u,x)−1), for u ∈U(V ), x ∈ F×.
Proof. See [41, Lemma 4.1]. 
This lemma can derive the following results:
Lemma 9.25. (1) The exact sequence 1 −→ A −→ G˜U
A
(V ) −→ GU(V ) −→ 1 splits at (F×)n . Here, we
identify (F×)n as a subgroup of GU(V ) via scalar multiplicities.
(2) The two subgroups (F×)n and U˜
A
(V ) of G˜U
A
(V ) commute.
Proof. 1) The homomorphism H2(GU(V ),A) −→ H2
(
(F×)n ,A
)
factors through the null map
H2(F×,A)−→H2
(
(F×)n ,A
)
(Corollary 9.23), so the result follows.
2) Let us consider the homomorphism (F×)n ×U(V ) −→ GU(V ), which yields a homomorphism ϕ :
H2(GU(V ),A) −→ H2((F×)n ×U(V ),A). Note that for each 2-cocycle c ∈ Z 2(GU(V ),A), ϕ([c]) is just
the class of the restriction of c(−,−) to (F×)n ×U(V ). Similarly as above, ϕ has to factor through
H2
(
F× ×U(V ),A
)
−→ H2
(
(F×)n ×U(V ),A
)
, so by Lemma 9.24, p2 ◦ϕ([c]) = 0, which means c(x,u) =
c(u,x) for x ∈ (F×)n , u ∈U(V ) by construction. 
Theorem 9.26. If π˜ ∈ Irr(G˜U
A
(V )), σ˜ ∈ Irr(U˜
A
(V )), then π˜, σ˜ both are admissible.
Proof. See [6, p. 17, and pp. 25-32]. 
Corollary 9.27. If π˜ ∈ Irr(G˜U
A
(V )), then π˜|
U˜
A
(V )
is admissible.
Proof. By [43, p.142, Corollary], we know that F×/(F×)2n is a finite abelian group. Since
G˜U
A
(V )/[(F×)nU˜
A
(V )]≃ F×/(F×)2n , the result holds. 
9.13. Howe correspondences for the similitude groups. Let (W ,〈,〉) be a symplectic vector space over
F of dimension 2m, (ρψ,S) the Weil representation of Sp(W ) relative to ψ (cf. Theorem 9.1). We fix an
abelian group A of finite order dividing 2 and prime to p. LetW =W1⊗D′ W2, 〈,〉 = tK /F
(
〈,〉1⊗τ(〈,〉2)
)
henceforth be a decomposition of tensor product (Section 9.11) for a finite separable extension K of F .
Let G˜U
A
(Wi ) be an arbitary central extension of GU(Wi ) by A, and U˜
A
(Wi ) the inverse image of U(Wi )
in G˜U
A
(Wi ). To such decomposition of tensor product is associated a canonical intermediate subgroup
Γ of Sp(W ) (cf. Section 9.11); denote by Γ its inverse image in Sp(W ). We also define an intermediate
subgroup of G˜U
A
(W1)× G˜U
A
(W2) by Γ˜A =
{
(g˜1, g˜2) |λ(g˜1)λ(g˜2)= 1
}
.
Lemma 9.28. (1) 1−→U(Wi )−→GU(Wi )
λ
−→ΛGU(Wi ) −→ 1, i = 1,2;
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(2) 1−→ U˜
A
(Wi )−→ G˜U
A
(Wi )
λ
−→ΛGU(Wi ) −→ 1, i = 1,2;
(3) 1−→U(W1)×U(W2)−→Γ
λ
−→ΛΓ −→ 1.
Proof. It suffices to verify the second exact sequence. By definition, we have the following commutative
diagram:
1 −→ A −→ U˜
A
(Wi ) −→ U(Wi ) −→ 1
∥ ↓ ↓
1 −→ A −→ G˜U
A
(Wi ) −→ GU(Wi ) −→ 1
Using the snake’s lemma, we obtain
1 1 1
↓ ↓ ↓
1 −→ A −→ U˜
A
(Wi ) −→ U(Wi ) −→ 1
∥ ↓ ↓
1 −→ A −→ G˜U
A
(Wi ) −→ GU(Wi ) −→ 1
↓ λ ↓ λ ↓
1 −→ 1 −→ Λ
G˜U
A
(Wi )
= ΛGU(Wi ) −→ 1
↓ ↓ ↓
1 1 1

As a consequence of the above proof, we have:
Lemma 9.29. (1) There is a short exact sequence 1−→ U˜
A
(W1)× U˜
A
(W2)−→ Γ˜A
λ
−→Λ
Γ˜A
=ΛΓ −→ 1.
(2) There is a canonical morphism p˜ : Γ˜A −→GU(W1)×GU(W2)with the image Γ.
Proof. The first statement derives from the equality: Λ
G˜U
A
(Wi )
= ΛGU(Wi ). The second one is automati-
cally. 
Notice that ΛGU(Wi ) =ΛG˜UA(Wi )
⊆Λ
Γ˜A
= ΛΓ. We hence define a subgroup of GU(Wi ) related to ΛΓ by
GΓU(Wi )= the inverse image ofΛΓ in GU(Wi ), and obtain likewise a subgroup GΓ˜
A
U˜
A
(Wi ) of G˜U
A
(Wi ).
9.13.1. Case 1. By Theorem 9.1, apart from the exceptional symplectic-orthogonal cases we are in a
position to obtain morphisms from Γ to Sp(W ). We now fix once for all one such map ι. The restriction
of ρψ to Γ (through ι) shall give a smooth representation of Γ denoted by ωψ, whose inflation, a smooth
representation of Γ˜A via the map p˜ in Lemma 9.29 (2) will be denoted by ω˜ψ.
Theorem 9.30. (1) πψ = c-Ind
GUΓ(W1)×GUΓ(W2)
Γ
ωψ is a theta representation of finite length.
(2) π˜ψ = c-Ind
GΓ˜
A
U˜
A
(W1)×GΓ˜
A
U˜
A
(W2)
Γ˜A
ω˜ψ is a theta representation of finite length.
Proof. For (1) we take a subgroup F×U(Wi ) of GΓU(Wi ), and F×
(
U(W1)×U(W2)
)
of Γ. By Theorem
9.12 and Remark 3.29, the induction ω(1)ψ = c-Ind
F×U(W1)×F×U(W2)
F×(U(W1)×U(W2))
(
ωψ|F×(U(W1)×U(W2))
)
is a theta rep-
resentation of finite length. Note that GΓU(Wi )/F×U(Wi ) ≃ Γ/[F×(U(W1)×U(W2))] ≃ ΛΓ/(F×)2, and
all are finite abelian groups. Without doubt, ω(1)ψ can extend naturally to get a smooth represen-
tation ω(2)ψ = c-Ind
Γ
(
F×U(W1)×F×U(W2)
)
Γ
ωψ. As is easily checked that the triple of groups
(
GΓU(W1)×
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GΓU(W2),Γ(F×U(W1)×F×U(W2))),F×U(W1)×F×U(W2)
)
satisfies the conditions of Theorem 5.1; hence
πψ = c-Ind
GΓU(W1)×GΓU(W2)
Γ
(
F×(U(W1)×U(W2))
)ω(2)ψ is a theta representation of finite length. For (2) the proof is the same by
replacing the above F× with (F×)n but using Lemma 9.25. 
9.13.2. Case 2. Let us discuss the exceptional case:W =W1⊗KW2withV1 being symplectic andV2 being
orthogonal, in which case we assume that the abelian group A contains µ8. We fix a central extension
G˜Sp
A
(W1) of GSp(W1) by A containing at least one groupGSp(W1) in Proposition 9.21. As a consequence
we can write G˜Sp
A
(W1)=GSp(W1)⊗µ8 A. Now let us also define a subgroup of G˜Sp
A
(W1)×GO(W2) by
Γ˜
A
1/2 =
{
(g˜ ,h)∈ G˜Sp
A
(W1)×GO(W2) |λ(g˜ )λ(h)= 1
}
.
Lemma 9.31. There exists a homomorphism ιA : Γ˜A1/2 −→ S˜p
A
(W ) such that the following diagram
Γ˜
A
1/2
ιA
−→ S˜p
A
(W )
↓ ↓
Γ −→ Sp(W )
(9.4)
is commutative.
Proof. See the proof of Proposition 9.21. 
Recall that G˜O
A
(W2) is a central extension of GO(W2) by A, and Γ˜A ={
(g˜ , h˜) ∈ G˜Sp
A
(W1)× G˜O
A
(W2) |λ(g˜ )λ(h˜)= 1
}
. It is clear that there is an exact sequence
Γ˜
A −→ Γ˜A1/2 −→ 0.
The restriction of ρψ to Γ˜A1/2 (through ιA) gives a smooth representation of Γ˜
A
1/2 denoted by ωψ, and its
inflation to the group Γ˜A will be denoted by ω˜ψ. Similarly as Lemma 9.28, we have:
Lemma 9.32. There is a short exact sequence: 1 −→ S˜p
A
(W1)×O(W2) −→ Γ˜A1/2 −→ ΛΓ˜A1/2
= ΛΓ −→ 1.
Let GΓ˜
A
1/2 S˜p(W1), G
Γ˜
A
1/2O(W1) be the inverse images of Λ
Γ˜A1/2
in G˜Sp
A
(W1), GO(W2) respectively, and
GΓ˜
A
S˜p(W1), GΓ˜
A
O˜(W2) the analogous subgroups of G˜Sp
A
(W1), G˜O
A
(W2) respectively.
Theorem 9.33. (1) π1/2ψ = c-Ind
GΓ˜
A
1/2 S˜p(W1)×G
Γ˜
A
1/2O(W1)
Γ˜A1/2
ωψ is a theta representation of finite length.
(2) π˜ψ
1/2 = c-IndG
Γ˜A S˜p(W1)×GΓ˜
A
O˜(W2)
Γ˜A
ω˜ψ is a theta representation of finite length.
Proof. The proof is similar as that of the above Theorem 9.30. 
9.13.3. Examples. By aid of the explicit analysis on the case studies in Proposition 9.17, we can provide
the representations πψ in Theorem 9.30, and π1/2ψ in Theorem 9.33 on different cases as follows: Recall
the notations in Section 9.8. AssumeWi =W 0i ⊕miHi withW
0
i
being an anisotropic subspace and Hi
the hyperbolic plane.
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9.13.3.1. Case (1). Assume D = F , ǫ1 = −1, ǫ2 = 1, U(W1) = Sp(W1), U(W2) = O(W2), and GU(W1) =
GSp(W1), GU(W2)=GO(W2).
(i) dimF W 02 = 0,4, Γ =
{
(g ,h)∈GSp(W1)×GO(W2) |λ(g )λ(h)= 1
}
, ΛΓ = F×, GΓSp(W1) = GSp(W1),
GΓO(W2)=GO(W2). Then πψ = c-Ind
GSp(W1)×GO(W2)
Γ
ωψ.
(ii) dimFW 02 = 1,3, Γ˜
A
1/2 =
{
(g˜ ,h) ∈ G˜Sp
A
(W1)×GO(W2) | λ˜(g˜ )λ(h)= 1
}
, Λ
Γ˜A1/2
= F×2,
G˜Sp
A
+(W1) := G
Γ˜
A
1/2 S˜p
A
(W1) =
{
g˜ ∈ G˜Sp
A
(W1) | λ˜(g˜ ) ∈ F×2
}
, GΓ˜
A
1/2O(W2) = GO(W2). Then
π1/2ψ = c-Ind
G˜Sp
A
+(W1)×GO(W2)
Γ˜
A
1/2
ωψ.
(iii) dimW 02 = 2, W
0
2 = E ( f ), where E/F is a quadratic field extension, f = 1 or f ∈ F\NE/F (E
×).
Let Γ =
{
(g ,h)∈GSp(W1)×GO(W2) |λ(g )λ(h)= 1
}
, ΛΓ = NE/F (E×), GSp+(W1) := G
ΓSp(W1) ={
g ∈GSp(W1) |λ(g ) ∈NE/F (E×)
}
, GΓO(W2)=GO(W2). Then πψ = c-Ind
GSp+(W1)×GO(W2)
Γ
ωψ.
9.13.3.2. Cas(2). Assume D = E is a quadratic field extension over F , Γ ={
(g ,h)∈GU(W1)×GU(W2) |λ(g )λ(h)= 1
}
.
(i) dimEW1 , dimEW2 both are even. ThenΛΓ = F×, GΓU(Wi )=GU(Wi ), πψ = c-Ind
GU(W1)×GU(W2)
Γ
ωψ.
(ii) dimEW1, dimEW2 both are odd. Then ΛΓ = NE/F (E×), GΓU(W1) = GU(Wi ), πψ =
c-IndGU(W1)×GU(W2)
Γ
ωψ.
(iii) & (iv) By symmetry, we assume dimEW1 is even and dimEW2 is odd. Let ΛΓ =
NE/F (E×), GU+(W1) := GΓU(W2) =
{
g ∈GU(W2) |λ(g ) ∈NE/F (E×)
}
, GΓU(W2) = GU(W2). Then πψ =
c-IndGU+(W1)×GU(W2)
Γ
ωψ.
9.13.3.3. Cas (3). Assume D is the unique quaternion algebra over F , GΓU(Wi ) = GU(Wi ). Then
πψ = c-Ind
GU(W1)×GU(W2)
Γ
ωψ.
The work can be done similarly for the other representations π˜ψ(cf. Theorem 9.30), π˜ψ
1/2(cf. Theorem
9.33). Indeed, we can also construct other kinds of theta representations as above. Let us present two
examples.
9.13.3.4. Cas (1)’. Assume D = F , ǫ1 = −1, ǫ2 = 1, U(W1) = Sp(W1), U(W2) = O(W2); GU(W1) = GSp(W1),
GU(W2)=GO(W2).
(i)’ If dimFW2 is even, let E ′/F be an arbitrary quadratic field extension. Now we define
GE
′
Sp(W1) =
{
g ∈GSp(W1) |λ(g ) ∈NE ′/F (E
′×)
}
, GE
′
O(W2) =
{
h ∈GO(W2) |λ(h) ∈NE ′/F (E
′×)
}
, and ΓE
′
={
(g ,h)∈GE
′
Sp(W1)×GE
′
O(W2) |λ(g )λ(h)= 1
}
. Then πE
′
= c-IndG
E ′ Sp(W1)×GE
′
O(W2)
ΓE
′
(
ωψ|ΓE ′
)
is also a
theta representation.
(ii)’ If dimFW2 is odd, we define G˜Sp
A
+(W1) =
{
g˜ ∈ G˜Sp
A
(W1) | λ˜(g˜ ) ∈ F×2
}
,
GO+(W2) =
{
h ∈GO(W2) |h ∈GO(W2),λ(h) ∈ F×2
}
, and a subgroup ΓA+ ={
(g ,h)∈ G˜Sp
A
+(W1)×GO+(W2) | λ˜(g˜ )λ(h)= 1
}
of Γ˜A1/2. Then π+ = c-Ind
G˜Sp
A
+(W1)×GO+(W2)
ΓA+
(
ωψ|ΓA+
)
is
also a theta representation.
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