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Abstract
In this article we discuss some qualitative and geometric aspects of non-smooth dynamical systems
theory. Our goal is to study the diagram bifurcation of typical singularities that occur generically in one
parameter families of certain piecewise smooth vector fields named Refracted Systems. Such systems has a
codimension-one submanifold as its discontinuity set.
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1. Introduction
It is fairly known that a large number of problems from mechanics, electrical engineering
and the theory of automatic control are described by non-smooth systems; see [1]. Some basic
methods of the qualitative theory are established and developed in [8], and in a large number of
papers [3–5,9,12].
In this paper we study (germs of) piecewise-smooth system on R3, 0 and Σ ⊂ R3 be given
by Σ = f −1(0), where f is (a germ of) a smooth function f : R3, 0 −→ R, f (0) = 0, having
0 ∈ R as a regular value (i.e. ∇ f (p) ≠ 0, for any p ∈ f −1(0)).
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Fig. 1. Generic typical singularities of refracted Hamiltonian vector fields.
Clearly Σ is the separating boundary of the regions Σ+ = {q ∈ R3, 0| f (q) ≥ 0} and
Σ− = {q ∈ R3, 0| f (q) ≤ 0}. We can assume without the loss of generality thatΣ is represented,
locally around a point q = (x, y, z), by the function f (x, y, z) = z.
Designate by χr the space of Cr vector fields on R3, 0 endowed with the Cr -topology
with r > 1 or r = ∞, big enough for our purposes. Call Ωr the space of vector fields
Z : R3, 0 −→ R3 such that
Z(x, y, z) =

X (x, y, z), for (x, y, z) ∈ Σ+,
Y (x, y, z), for (x, y, z) ∈ Σ−, (1)
where X = (X1, X2, X3), Y = (Y1, Y2, Y3) ∈ χr . We write Z = (X, Y ) ∈ χr × χr = Ωr .
Endow Ωr with the product topology.
The trajectories of Z are solutions of the autonomous differential equation system q˙ = Z(q),
which has, in general, discontinuous right-hand side. See [8] for basic concepts and results of
ordinary differential equations with discontinuous right-hand side. Related topics can be found
in [11,14,17].
In what follows we use the notation
X f (p) = ⟨∇ f (p), X (p)⟩ .
We are interested in the study of discontinuous systems having the property X f (p) = Y f (p)
for all p ∈ Σ . These systems are known as refracted systems.
Our main motivation to study refracted systems comes from the remarkable work of I. Ekeland
in [7] where the main problem in the classical calculus of variations was carried out by means
of the classification in 2D of generic typical singularities of refracted Hamiltonian vector fields.
Their dynamics are illustrated in Fig. 1.
It is worth mentioning that in [2] a class of refracted systems in Rn , known as relay systems,
is discussed. They have the form:
X = A x + sgn(x1) k
where x = (x1, x2, . . . , xn), A ∈ MR(n, n) and k = (k1, k2, . . . , kn) is a constant vector in Rn .
In [10] the generic singularities of relay systems in 4D were studied. In this paper, conditions
for a version of the Lyapunov Center Theorem were obtained.
As said before, throughout the text we assume that f (x, y, z) = z. So Σ = {(x, y, 0)} and the
condition X f (p) = Y f (p) for all p ∈ Σ is equivalent to X3(x, y, 0) = Y 3(x, y, 0). Call ΩrRef
the set of all refracted systems in Ωr .
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In the general theory the following regions in the discontinuity set Σ are distinguished.
(i) Σ1 ⊆ Σ is the sewing region if (X f )(Y f ) > 0 on Σ1.
(ii) Σ2 ⊆ Σ is the escaping region if (X f ) > 0 and (Y f ) < 0 on Σ2.
(iii) Σ3 ⊆ Σ is the sliding region if (X f ) < 0 and (Y f ) > 0 on Σ3.
For refracted systems there exist only sewing regions. The set of points in Σ where X f (p) = 0
is called the singular set of X . In particular, for refracted systems, the singular set of X coincides
with the singular set of Y .
Consider now the following generic situation: the trajectories of both systems, X and Y ,
passing through 0 = (0, 0, 0) have a second order contact with Σ = {(x, y, 0)}, i.e., X f (0) =
Y f (0) = 0, X2 f (0) ≠ 0 and Y 2 f (0) ≠ 0. Here X2 f means X (X f ). In this case we say that
Z = (X, Y ) is a fold–fold refracted system. We observe that there are three possibilities.
(i) Parabolic contact type if X2 f (0)Y 2 f (0) > 0.
(ii) Hyperbolic contact type if X2 f (0) > 0 and Y 2 f (0) < 0.
(iii) Elliptic contact type if X2 f (0) < 0 and Y 2 f (0) > 0.
The set of all fold–fold elliptic refracted systems Ur := {Z = (X, Y ) ∈ ΩrRef : X f (0) =
0, X2 f (0) < 0 and Y 2 f (0) > 0} is an open set in ΩrRef. From Lemma 1 we may associate to
each pair (X, Y ) ∈ Ur a pair of Cr involutions ϕX , ϕY : R2, 0 → R2, 0 in such a way that
ϕZ := ϕY ◦ ϕX works as a first return mapping associated to Z = (X, Y ).
We say that Z1 = (X1, Y1) is topologically equivalent to Z2 = (X2, Y2) at 0 ∈ Σ if there
exists a Σ -preserving homeomorphism h : R3, 0 → R3, 0 that sends trajectories of Z1 in
trajectories of Z2 preserving the orientation. So the (local) structural stability in Ur is defined
in a natural way.
Theorem A (Generic Singularities Classification). There exists an open and dense set Σ 0u in Ur
such that
(i) the vector field Z = (X, Y ) belongs to Σ 0u if and only if Z(X, Y ) is structurally stable;
(ii) the vector field Z = (X, Y ) belongs to Σ 0u if and only if Z(X, Y ) is C0-equivalent to one of
the following normal forms:
(a) Z10 = (X0, (− a2 , 1, y)) with a ≠ 0;
(b) Z20 = (X0, (− a12 x, 1+ 3b12 y, y)) with a1b1 ≠ 0;
where X0(x, y, z) = (0, 1,−y).
Theorem B (Codimension 1 Singularities Classification). In the space of one-parameter
families of fold–fold elliptic refracted systems Z ∈ Ur , an everywhere dense and open set is
formed by generic families such that their C0-normal forms are
(a) Z1,1λ = (X0, (− a22 x2 + a32 y2 + λx, 1+ 3b12 y, y)) with a2a3b1 ≠ 0;
(b) Z1,2λ = (X0, (− a12 x, 1+ λy + 135b354 y3, y)) with a1b3 ≠ 0;
where X0(x, y, z) = (0, 1,−y) and the parameter λ is real.
The main tools used in this work are results based on embedding diffeomorphism in flows [6]
and properties of reversible mappings [15].
This paper is organized as follows. In Section 2 we perform a geometrical approach to the
problem by using pairs of involutions. In Section 3 we study the equivalence of diffeomorphisms.
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Fig. 2. Construction of the associated involution.
In Section 4 we establish the structural stability in Ur , in Section 5 we prove our main theorems
and in Section 6 some geometric aspects involving invariant foliations are discussed.
2. Involutions associated to fold–fold systems
Let Z = (X, Y ) ∈ Ur be a fold–fold elliptic refracted system of Filippov type, where
X = (X1, X2, X3) and Y = (Y1, Y2, Y3) are vector fields in χr , such that the singular set
of X is a regular curve on Σ . The trajectories of Z have a fold line of contact points with
z = 0.
Lemma 1. Let X ∈ χr and f be a function such that 0 is a regular value. Assume that the
trajectory of X through 0 has a second order contact with Σ = f −1(0), i.e., X f (0) = 0 and
X2 f (0) ≠ 0. Then there exists an associated Cr -involution ϕX : Σ → Σ in a neighborhood
of 0 such that Fix(ϕX ) is the tangent set between X and Σ .
Proof. As X f (0) = 0 and X2 f (0) ≠ 0, it follows from Vishik (Theorem 2, [18]) that in a
neighborhood of 0 ∈ Σ there exists a change of coordinatesΨ such that DΨ−1 XΨ(x1, x2, x3) =
(x2, 1, 0) and Σ is given in these new coordinates by the equation x1 = 0.
The solution of DΨ−1 XΨ(x1, x2, x3) is expressed by γ (t, p) = (t2/2 + x02 t + x01 , t +
x02 , x
0
3), where p = (x01 , x02 , x03). Observe that for t = −2x02 and p ∈ Σ we obtain that
γ (−2x02 , p) ∈ Σ .
We define the application ϕ : Σ → Σ by ϕ(p) = Π (γ (−2b, p)), where Π is the projection
Π (a, b, c) = (b, c) and p = (a, b, c) ∈ Σ . Note that ϕ is an involution defined on Σ .
So, we get the Cr -involution ϕX := Ψ ◦ ϕ ◦Ψ−1 associated to X (see Fig. 2). 
Given Z = (X, Y ) ∈ Ur , the composition ϕZ = ϕX ◦ϕY provides a first returning mapping as-
sociated to Z and Σ at zero. This situation is usually called a distinguished fold–fold singularity,
and the mapping ϕZ plays a fundamental role in the study of the dynamics of Z .
It follows from Lemma 1 that there is a pair of involutions (ϕX , ϕY ) associated to Z =
(X, Y ) ∈ Ur . As Z ∈ Ur then the singular sets of X and Y coincide. So, Fix(ϕX ) = Fix(ϕY ).
The late construction implements the following method. If we are interested in finding an
equivalence between two smooth vector fields X0 and X1 which preserve Σ , then the problem
can be reduced on finding an equivalence between ϕX0 and ϕX1 .
In the sequel we consider the set of germs of Cr -involutions I given by
I = {ϕ : R2, 0 → R2, 0 : ϕ ◦ ϕ = Id and dim(Fix(ϕ)) = 1}.
C.A. Buzzi et al. / Advances in Mathematics 234 (2013) 653–666 657
We endow I with the Cr -topology. We observe that if ϕ ∈ I then the fixed set points is a
submanifold of dimension one (a curve). We denote by I20 the set
I20 = {(ϕ1, ϕ2) ∈ I × I : Fix(ϕ1) = Fix(ϕ2)}
endowed with the product topology.
Lemma 2. Let ϕ ∈ I. Then there exists a change of variables that is a local conjugacy between
ϕ and ϕ0(x, y) = (x,−y).
Proof. Consider the local diffeomorphism given by hϕ = (Dϕ(0)+ϕ)/2 that conjugates ϕ with
Dϕ(0). Now consider M the matrix where the elements of the columns are the eigenvectors of
Dϕ(0). We have that M conjugates Dϕ(0) with ϕ0(x, y) = (x,−y). So, h = M−1 ◦ hϕ is a
conjugation between ϕ and ϕ0(x, y) = (x,−y). 
We observe that, by applying Lemma 2, we may consider the involution associated to X
given by ϕX (x, y) = (x,−y). Throughout this section consider ϕX (x, y) = (x,−y). As
Fix(ϕY ) = Fix(ϕX ), we obtain that ϕY has the following form












2 y + a(2a2 − b2)+ a1(a1 − b1)
2










The late expression of ϕY can be obtained in the following way. Assume that ϕY = ( f1, f2). The
fact Fix(ϕY ) = {y = 0} implies f1(x, 0) = x and f2(x, 0) = 0 for all x in a neighborhood of 0.
So we get f1(x, y) = x + y f10(x, y) and f2(x, y) = x + y f20(x, y). Now, we use the fact that
ϕY ◦ ϕY = Id and we obtain the equations
x + y f10(x, y)+ y f20(x, y) f10(x + y f10(x, y), y f20(x, y)) = x and
y f20(x, y) f20(x + y f10(x, y), y f20(x, y)) = y.
Assuming that f10(x, y) = a00 + a10x + a01 y + O|(x, y)|2 and f20(x, y) = b00 + b10x +
b01 y + O|(x, y)|2 we obtain the conditions b200 = 1 and a00(1 + b00) = 0. If b00 = 1 then
a00 = 0. So the linear part of ϕY is the identity, but this is a contradiction due to the fact that
dim(Fix(ϕY )) = 1. So b00 = −1 and we call a00 = a. Following this procedure we find the
general expression of ϕY presented in (2).
We are interested in the composition ϕXY = ϕX ◦ϕY . In suitable coordinates (fixed throughout
the text) we have ϕX (x, y) = (x,−y) and ϕY (x, y) = (x + ay + y f10(x, y),−y + y f20(x, y)).
So it is clear that
ϕXY (x, y) = (x, y)+ yα(x, y), (3)
where α : R2, 0 → R2 and α(0, 0) = (a, 0).
Definition 1. Let Z = (X, Y ) ∈ Ur . We say that the pair of associated involutions (ϕX , ϕY ) is
regular at 0 if the coefficient a in (2) is different from zero.
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Now we consider the case when (ϕX , ϕY ) is not regular, i.e., a = 0. Applying the previous
procedure we get that ϕY is given by












a2x2 y + a1(a1 − b1)2 xy2 + a3 y3
b2xy
2 − b21 y3

+
a4x3 y + a5xy3 +
a3(a1 − 3b1)
2








Definition 2. We say that a pair of involutions (ϕ1, ϕ2) ∈ I20 is generic if either it is regular or
a = 0 and det(Dα(0)) = a1b1 ≠ 0. Let Σ 0I ⊂ I20 be the set of generic pairs of involutions.
Now we define the concept of topological equivalence in I20 .
Definition 3. Let α1 = (ϕ1, ϕ2) ∈ I20 and α2 = (ψ1, ψ2) ∈ I20 . We say that α1 and α2 are
topologically equivalent if there exists a homeomorphism h : R2, 0 → R2, 0 which satisfies
h ◦ ϕ1 = ψ1 ◦ h and h ◦ ϕ2 = ψ2 ◦ h. So, the (local) structural stability in I20 is defined in a
natural way.
Proposition 1. The set Σ 0I is an open and dense set in I20 .
Proof. The openness and density follows directly from the construction above and from the
conditions a ≠ 0 or a = 0 and a1b1 ≠ 0 on the product topology. 
Now, consider I21 = I20 \ Σ 0I . Let Σ 1I ⊂ I21 be the set of involutions that satisfy a = 0 and
either (i) a1 = 0 and b1a2a3 ≠ 0 or (ii) b1 = 0 and a1b2 ≠ 0.
The proof of the next proposition is similar to the proof of Proposition 1 and it is omitted.
Proposition 2. The set Σ 1I is open and dense in I21 .
3. Equivalence of diffeomorphisms
In this section we study equivalence between diffeomorphisms and we need some previous
definitions contained in [6].
We consider the set of diffeomorphisms defined on the plane in a neighborhood of the origin
D = { f : R2, 0 → R2, 0 : f is a Cr -diffeomorphism} and the application G : I20 → D defined
by G(ϕ1, ϕ2) = ϕ1 ◦ ϕ2. We call D0 the image set of G endowed with the induced topology
of I20 .
Definition 4. Let g1, g2 be diffeomorphims in D. We say that g1 and g2 are Cr -conjugated, with
r ∈ {0} ∪ N ∪ {∞}, if there exist local representatives g˜1 and g˜2 defined on the neighborhoods
V1 and V2 of 0, respectively, and if there exists some Cr -diffeomorphism h : V1 → V2 such that
h−1 ◦ g˜2 ◦ h(x) = g˜1(x) for all x ∈ V1 as long as both sides are defined.
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Definition 5. Let X, Y ∈ χr be Cr -vector fields. We say that X and Y are Cr -conjugated, with
r ∈ {0} ∪ N ∪ {∞}, if there exist local representatives X˜ and Y˜ defined on the neighborhoods
V1 and V2 of 0, respectively, and if there exists some Cr -diffeomorphism h : V1 → V2 such that
h−1 ◦ Y˜t ◦ h(x) = X˜ t (x) for all x ∈ V1 and t ∈ R as long as both sides are defined. Here X˜ t and
Y˜t denote the flows of X˜ and Y˜ respectively.
Definition 6. Let g ∈ D be a diffeomorphism. We say that gCr -embeds in a flow, with
r ∈ {0} ∪ N ∪ {∞}, if there exists X ∈ χr such that g is Cr -conjugated to X1, where X1 is
the time-one map of the flow given by X .
Definition 7. Let g ∈ D be a diffeomorphism. We say that g is Cr -determined by its k-jet gk ,
with r ∈ N ∪ {∞}, if for all f ∈ D with f k = gk we have that f is Cr -conjugated to g.
In that case we say that the k-jet gk is determining for Cr -conjugacy or Cr -determining. The
diffeomorphism g is called finitely Cr -determined if some finite jet of g is Cr -determining.
The study of pairs of involutions (ϕX , ϕY ) in previous sections produces the following
characterization: (i) if a ≠ 0 then the pair is regular; (ii) if a = 0 and a1 ≠ 0, it is not regular, but
it is generic. If a = 0 and it satisfies one of the following conditions, (i) a1 = 0 and b1a2a3 ≠ 0
or (ii) b1 = 0 and a1b2 ≠ 0, then (ϕX , ϕY ) is a codimension one bifurcation.
Let (ϕX , ϕY ) ∈ I20 . We want to get some dynamical properties of ϕXY = ϕX ◦ ϕY that
represents the Poincare´ mapping associated to the original problem on R3.
The next two results, proved in Teixeira [16], are necessary for the comprehension of ϕXY .
Proposition 3. Let ϕ : R2, 0 → R2, 0 be a diffeomorphism C∞ such that its linear part in
a neighborhood of 0 is ϕ0(x, y) = (x + y, y) and satisfies Fix(ϕ) is the x-axis. Then ϕ is
1-determined, via C0-conjugacy, in the space of diffeomorphisms ψ which verify that Fix(ψ) is
the x-axis.
Proposition 4. Let ϕ : R2, 0 → R2, 0 be a C∞-diffeomorphism such that it satisfies Fix(ϕ) is
the x-axis. Assume that ϕ(x, y) = (x, y)+ yα0(x, y)+ yα(x, y) where α(x, y) = O|(x, y)|2, α0
is a linear vector field with α0(0) = 0, its associated eigenvalues are real and nonzero at 0 and
its matrix is diagonalizable. Suppose that Ex = {(x, 0)} is α0-invariant. Then ϕ is 2-determined,
via C0-conjugacy, in the space of diffeomorphisms ψ which verify that Fix(ψ) is the x-axis.
For a ≠ 0 we have ϕ1XY = (x + ay, y) + O|(x, y)|2 and for a = 0 the composition of
involutions gives













2 + a1(a1 − b1)xy + a3 y2
−b2xy + b21 y2

+O|(x, y)|4. (5)
So, by Proposition 3, the diffeomorphism ϕ1XY is 1-determined and if a1b1 ≠ 0 it follows
from Proposition 4 that ϕ2XY is 2-determined.
In order to study the case a = a1 = 0 and a2a3 ≠ 0, we need the following proposition.
Proposition 5. Let ϕ : R2, 0 → R2, 0 be a diffeomorphism C∞ such that ϕ(x, y) = (x, y) +
α0(x, y)y + α(x, y)y where α0(x, y) = (c1x2 + c2 y2, c3 y + c4xy) with c1c2c3 ≠ 0 and
α(x, y) = O|(x, y)|3. Then ϕ is C0-conjugated to ϕ˜(x, y) = (x, y)+ α0(x, y)y.
Proof. In order to prove this proposition we perform in the same way as done in the proof of
Proposition 4. Thus, it follows from [6] that the two diffeomorphisms ϕ and ϕ˜ can be embedded
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into the flows of X and X˜ , respectively. In this case we may consider y ≥ 0. So, we consider
the vector field X (x, y) = y(x2α1(x, y),−yα2(x, y)) defined on the region {y ≥ 0} where
α1(0, 0) > 0 and α2(0, 0) > 0.
In the sequel we construct a homeomorphism H that conjugates ϕ and ϕ˜. We separate the
construction into two parts, for x ≥ 0 and x ≤ 0. Let C1 and C2 be two transversal sections
of X such that C1 ⊂ {y ≡ 1}. The y-component of X is in [−y2 − cy3,−y2 + cy3] for some
c. Let T be the function that express the time spent between the points γ (0) = (x, y) ∈ C1
and γ (T (y)) ∈ C2. So, T (y) is monotone and (T (y))−1 = y + O(|y|). We denote by T˜ the
associated time to X˜ , obtained in a similar way for the transversal sections to X˜ ,C01 and C
0
2 .
Let γ (t, (x, y)) and γ˜ (t, (x, y)) be the flows of X and X˜ , respectively, such that p =
γ (0, (x, y)) ∈ C1 and γ (T (y), (x, y)) ∈ C2. Consider a homeomorphism H , on {y > 0},
that satisfies γ˜ (0, (x˜, y˜)) = γ˜ (0, H(p)) ∈ C01 and H(γ (T (y), (x, y))) = γ˜ (T˜ (y˜), (x˜, y˜)).
Now, we have to extend continuously this homeomorphism H to {y = 0}. For this it is
sufficient to extend H to the x-axis minus zero because as 0 is a singular point then it will be
automatically continuous at 0. Let I be an interval contained in the positive x-axis such that
0 ∉ I . On interval I we can perform a change of variables such that X is given by X = y ∂
∂x . In
this case we may identify X and X˜ and we have to extend H to a whole neighborhood of x0 ∈ I .
We observe that the homeomorphism H applies (0, y) at (0, h(y)) and h is continuous and
derivable at 0. So, we get h(y) = αy + O(y) for some non zero real α. Then H is an extension
of h.
Consider a point (x0, 0) ∈ I and (x1, y1) a point in a neighborhood of (x0, 0). Let τ the time
such that Xτ (x1, y1) = (0, y1). So, we obtain that τ = x1/y1.
Thus, we define H(x, y) = (xh(y)/y, h(y)) that is continuous in y = 0. So, H is a
C0-conjugation between ϕ and ϕ˜.
To construct the conjugation for x ≤ 0 and y > 0, we proceed in a similar way in considering
families of transversal sections to X and X˜ denoted by C i1 and C
i
2, respectively. Each transversal
section is a circle centered at 0 and radius equal to 1/ i . Observe that the y-axis is X˜ -invariant.
In this case we consider Ti (p) and T˜i that represent the times such that for p ∈ C i1 we get
γ (T i (p), p) ∈ C i+11 and for p ∈ C i2 we get γ (T˜ i (p), p) ∈ C i+12 .
So, we obtain a conjugacy between ϕ and ϕ˜ using a recurrence process applied to the annulus
bounded by C i1 and C
i+1





Finally, we have to consider the case a1 ≠ 0 and b1 = 0. So, we get















a4x3 + a5xy2 +
a1a3
2
y3 + a1(3a2 − b2)
2
x2 y
−b3 y3 − b4x2 y − a1b22 xy
2
+O|(x, y)|5. (6)
Proposition 6. Let ϕ : R2, 0 → R2, 0 be a diffeomorphism C∞ such that ϕ(x, y) = (x, y) +
α0(x, y)y + α(x, y)y where α0(x, y) = (c1x, c2xy + c3 y3 + c4x2 y + c5xy2) with c1c3 ≠ 0
and α = (α1, α2) such that α1(x, y) = O|(x, y)|2 and α2(x, y) = O|(x, y)|4. Then ϕ is
C0-conjugated to ϕ˜(x, y) = (x, y)+ α0(x, y)y.
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Proof. The vector field α0(x, y) has an isolated singular point at 0, provided that c1c3 ≠ 0. The
proof is obtained in a similar way as in the proof of Proposition 5. 
4. Structural stability in U r
We define the continuous map j : Ur → I20 given by Z = (X, Y ) → (ϕX , ϕY ).
Proposition 7. The systems Z1 = (X1, Y1) and Z2 = (X2, Y2) in Ur are topologically
equivalent if, and only if, the pair of involutions j (Z1) = (ϕX1 , ϕY1) and j (Z2) = (ϕX2 , ϕY2)
are topologically equivalent in I20 .
Proof. Let h be the homeomorphism that conjugates Z1 = (X1, Y1) with Z2 = (X2, Y2). We
know that h let Σ invariant. It is easy to see that h|Σ conjugates j (Z1) to j (Z1). In order to
see it, for each p ∈ Σ consider γX1 the orbit of X1 passing through p. Let q ∈ Σ be the other
point where γX1 hits Σ , i.e., q = ϕX1(p). The homeomorphism h sends γX1 to a orbit γX2 of X2.
The invariancy of Σ with respect to h implies that the points where γX2 hits Σ are h|Σ (p) and
h|Σ (q). So h|Σ (q) = ϕX2(h|Σ (p)). In other words h|Σ ◦ ϕX1 = ϕX2 ◦ h|Σ . In the same way
h|Σ ◦ ϕY1 = ϕY2 ◦ h|Σ .
Conversely if h : Σ → Σ is a homeomorphism that conjugates the pairs j (Z1) and j (Z2),
we can extend it by the flow to a homeomorphism H defined in an open set V ⊂ R3. Denote by
φX1 and φX2 the flow of X1 and X2, respectively. For each q ∈ Σ denote by r1q and r2q the time
spent by q to come back to Σ by φX1 and φX2 respectively. For each p ∈ V , denote by τ 1p and τ 2p











where q = φX1(τ 1p, p). In the same way we define in V ∩ Σ−. It is easy to check that H is a
homeomorphism that conjugates Z1 and Z2. 
Definition 8. We say that Z = (X, Y ) ∈ Ur is generic if j (Z) ∈ Σ 0I . Let Σ 0u ⊂ Ur be the set of
generic fold–fold elliptic refracted system.
Proposition 8. (1) The set Σ 0u is open and dense in Ur .
(2) A refracted system Z = (X, Y ) ∈ Ur is structurally stable in Ur if, and only if, Z = (X, Y )
∈ Σ 0u .
Proof. The openness and density of Σ 0u follow from the openness and continuity of j and from
Proposition 1.
In order to prove statement (2), assume that Z = (X, Y ) ∉ Σ 0u . So j (Z) ∉ Σ 0I . In appropriate
coordinates we have ϕX (x, y) = (x,−y) and ϕY like (4) with a1b1 = 0. So we can approximate
Z by Z+δ and Z
−




1 > 0 and
a−1 b
−




δ are not topologically equivalent for all δ. So
Z is not structurally stable.
For the converse, take Z0 = (X0, Y0) ∈ Σ 0u , so j (Z0) ∈ Σ 0I . Here we denote b1 as a function
of Z0, i.e., b1 = b1(Z0). By continuity of j and openness of Σ 0I , we can find a neighborhood V
of Z0 such that for all Z ∈ V we have j (Z) ∈ Σ 0I . For each Z = (X, Y ) ∈ V , accordingly with
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the Propositions 3 and 4, we have that ϕX0 ◦ ϕY0 and ϕX ◦ ϕY are conjugate. So, there exists a
homeomorphism h : Σ → Σ that conjugates ϕX0 ◦ϕY0 and ϕX ◦ϕY . By a similar procedure, used
in the proof of Proposition 7, we can extend h to a homeomorphism H , defined in a neighborhood
of (0, 0, 0) ∈ R3, that is a topological equivalence between Z0 and Z . 
Now, consider Ur1 = Ur \ Σ 0u . Let Σ 1u ⊂ Ur1 be the set of refracted systems that satisfy
j (Z) ∈ Σ 1I .
Proposition 9. (1) The set Σ 1u is open and dense in Ur1 .
(2) A refracted system Z = (X, Y ) ∈ Ur1 is structurally stable in Ur1 if, and only if, Z = (X, Y )
∈ Σ 1u .
Proof. The proof is similar to Proposition 8, but using Propositions 5 and 6. 
5. Proof of main theorems
Proof of Theorem A. Observe that the flow of X0(x, y, z) = (0, 1,−y) is φt (x0, y0, z0) =
(x0, y0 + t,− (t+y0)22 +
y20
2 + z0). For z0 = 0 we have that the third component of φt is zero
if and only if t = 0 or t = −2y0. For t = −2y0 we have φt (x0, y0, 0) = (x0,−y0, 0) and so
ϕX0(x, y) = (x,−y). In the same way, computing the flow of Y (x, y, z) = (− a2 , 1, y), we obtain
ϕY (x, y) = (x + ay,−y). The statement (a) follows from the fact that ϕX0Y (x, y) = (x + ay, y)
and by Proposition 3.
For the statement (b), consider the vector field Y (x, y, z) = (ax, 1 + by, y). We compute
the solution z = z(y) for the equation dzdy = y1+by = y − by2 + O(y3), and z(y0) = 0. Now
we compute the other y ≠ y0 that satisfies z(y) = 0 and obtain y = −y0 + 2b3 y20 + O(y30).
Observe that the expression of y is the second component of ϕY . In order to get the first
component we solve the equation dydt = 1 + by, with initial condition y(0) = y0, and obtain
y(t) = y0+ t (1+by0)+O(t2). Next we determine the first return time t0 that satisfies y(t0) = y.
We obtain t0 = −2y0+ 2b3 y20 +O(y30). The final step consists in computing the solution x = x(t)
of the equation dxdt = ax , with initial condition x(0) = x0, and obtain the second component of
ϕY that is given by x(t0). Performing the calculations we get x(t0) = x0−2ax0 y0+O|(x0, y0)|3.
The proof is completed by choosing a = − a12 , b = 3b12 and applying Proposition 4. 
Proof of Theorem B. It is analogous to the proof of statement (b) of Theorem A, but applying
Propositions 5 and 6. 
6. Final remarks
Here we also perform a study based on invariant foliations for the involutions and the contact
among the leaves of the foliations. We think that such study can be very helpful to understand
the geometric behavior of the dynamics of Z close to Σ . A study on pairs of regular foliations
can be found in [13]. We consider invariant foliations which are transversal to the fixed set of
the involution. We say that the foliation F = {( fε(y), y)} is ϕ-invariant if for each y ∈ R2, 0,
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there exists a wε(y) ∈ R2, 0 such that ϕ( fε(y), y) = ( fε(wε(y)), wε(y)) ∀ε. For example, the
foliations F1 = {(ε, y)},F2 = {(y2 + ε, y)} and F3 = {(−y4 + ε, y)} are ϕ0-invariant, where
ϕ0(x, y) = (x,−y).
Lemma 3. If F1 and F2 are ϕ-invariant then the leaves of F1 are tangent to the leaves of F2
at any point of Fix(ϕ).
Proof. In a neighborhood V of 0 we consider the matrix M where the elements of the columns
are the eigenvectors of Dϕ(0). So, the change of variables h = M−1(Dϕ(0)+ ϕ)/2 conjugates
ϕ with ϕ0 = (x,−y) in V . Now, let F = {( fε(y), y)} be a ϕ0-invariant foliation, i.e., there
exists a wε(y) such that ϕ0( fε(y), y) = ( fε(wε(y)), wε(y)) ∀ε. So, we obtain wε(y) = −y and
consequently fε(y) is even in y. It follows that if F and G are ϕ0-invariant, then their leaves are
tangent at the fixed points of ϕ0, i.e., y = 0. 
Lemma 2 allows that, given any involution ϕ, we can find new local coordinates such that
in these coordinates ϕ takes the form ϕ(x, y) = (x,−y). The canonical associated foliation is
F = {(ε, y)}.
Now, let Z = (X, Y ) ∈ Ur be a fold–fold elliptic refracted system of Filippov type. So, by
using Lemma 1, we get a pair of involutions (ϕX , ϕY ). So, call hϕX = M−1X (DϕX (0) + ϕX )/2,
where MX is the matrix such that its columns are the eigenvectors of DϕX (0). The local
diffeomorphism hϕX conjugates ϕX with ϕ(x, y) = (x,−y). We define the canonical invariant
foliation associated to ϕX by F X = {h−1ϕX (ε, y)} = {( f Xε (y), y)}.
In an analogous way we define the canonical invariant foliation associated to ϕY by FY =
{h−1ϕY (ε, y)} = {( f Yε (y), y)}. The pair of foliations (F X ,FY ) is said to be associated to the
fold–fold elliptic refracted system Z = (X, Y ).
We observe that, by applying Lemma 2, we may consider the involution associated to X given
by ϕX (x, y) = (x,−y). So, we have F X = {(ε, y)}, i.e., f Xε (y) = ε. As Fix(ϕY ) = Fix(ϕX ),
we obtain that ϕY has the form presented in (2) and we get
f Yε (y) = ε −
1
2




(a(a21 + aa2 − a1b1 + 2b21 − ab2)− 4a3)y3 +O|(ε, y)|4.
The way to compute the first terms of f Yε is the following. Using (2) we compute hϕY =
M−1Y (DϕY (0)+ ϕY )/2. If we call hϕY = (h1, h2) and f Yε (y) = c10ε + c01 y + c20ε2 + c11εy +
c02 y2+O|(ε, y)|3 then we solve the equation h1( f Yε (y), y) = ε order by order and find the ci j ’s.
Definition 9. Let Z = (X, Y ) ∈ Ur . We say that the pair of associated involutions (ϕX , ϕY ) is
regular at 0 if the leaves of F X are transversal to the leaves of FY at any point of Fix(ϕX ) =
Fix(ϕY ). Here F X is the associated foliation to ϕX , and FY is the associated foliation to ϕY .
Throughout this section consider ϕX (x, y) = (x,−y).
Lemma 4. Let ϕ be an involution in I,F be any ϕ-invariant foliation and TFε the tangent
space of the leaf Fε at the point (ε, 0) ∈ Σ . Then TFε coincides with the eigenspace of the
eigenvalue −1 of Dϕ(ε, 0). As a consequence, the pair (ϕX , ϕY ) ∈ I20 is regular if, and only if,
the coefficient a in (2) is different from zero.
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Fig. 3. Relative positions of the leaves of F X and FY along the x-axis for a ≠ 0.
Proof. As F is ϕ-invariant and (ε, 0) is a fixed point of ϕ, the tangent space TFε is invariant
by Dϕ(ε, 0). But the unique Dϕ(ε, 0)-invariant line transverse to Σ is the eigenspace of the
eigenvalue −1 of Dϕ(ε, 0). The eigenspace of the eigenvalue −1 of DϕX (ε, 0) is {x = 0} and
of DϕY (ε, 0) is {x = − a2 y}. 
In Fig. 3 the associated foliations for the regular case is illustrated. Now we consider the case
when (ϕX , ϕY ) is not regular. So a = 0, the expression of ϕY becomes like (4) and the associated













3 +O|(ε, y)|4, y

.
In what follows we discuss the geometry of the foliations. Initially, we need the next
definition.
Definition 10. The tangency set T (X, Y ) of a pair of involutions (ϕX , ϕY ) is the set of points
where the leaves of the foliation F X are tangent to the leaves of FY .









2 +O|(ε, y)|3 = 0. (7)
It follows from (7) that if a1 ≠ 0 then T (X, Y ) is transversal to Fix(ϕX ) = Fix(ϕY ) at 0 and it is
given by
ε = ε(y) = −3a3
a1
y2 +O|y|3.
In Fig. 4 we present the relative positions of the leaves around 0 and in Fig. 5 the tangency set
point for case a1a3 ≠ 0. Again, from (7), if a1 = 0 and a2a3 ≠ 0 then T (X, Y ) is given by
a2ε2 + 3a3 y2 +O(|(ε, y)|3) = 0. We have two scenarios that are illustrated in Fig. 6.
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Fig. 4. Relative positions of the leaves of F X and FY along the x-axis for a = 0 and a1 ≠ 0.
Fig. 5. The tangency set point of involutions (ϕX , ϕY ) for a1a3 ≠ 0.
Fig. 6. The tangency set point of involutions (ϕX , ϕY ) for a1 = 0 and a2a3 ≠ 0.
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