An analytical model has been developed for the pile vibration and consequent sound pressure and particle velocity radiated underwater when an offshore cylindrical pile is struck by a drop hammer. The model, which is based on the coupled equations of motion for axial and radial vibration of a thin cylindrical shell, yields frequency-dependent phase velocity and attenuation of these vibrations. The amplitude of the pulse of axial and radial displacement that travels down a pile following an axial impact is described in terms of the hammer properties. Solutions are obtained for the radiated sound pressure and particle velocity, using Junger and Feit's Transform Formulation of the Pressure Field of Cylindrical Radiators [(Acoustical Society of America, New York, 1993), p. 216]. The model is applied to published data on radiated noise from offshore driving of a steel pile. The modeled pressure waveforms at 12-m horizontal range and at 9 hydrophone depths correlate significantly with the measured waveforms. The modeled pressures of the initial positive peaks (appropriately low-pass filtered) agree with data to within 1 dB. The initial negative peaks however exceed the data by up to 7 dB, and as hydrophone depth increases, the model negative peaks have a maximum at 7 m, whereas the data have a maximum at 9 m.
I. INTRODUCTION
An offshore pile is regarded as a vertical cylindrical tube with its toe in the seabed and head in the air. Following a vertical (axial) impact on the pile head, a pulse of axial and radial displacement (bulge) travels down the pile shaft. Due to the radial displacement, regular pulses of sound are radiated underwater. Pile driving pulses are wideband and short, and their pressure rises rapidly to a sharp peak that is followed by diminishing oscillations. A substantial amount of data has been presented in the literature on the waveforms of these pulses, refereed examples of which have been Erbe, 1 Bailey et al., 2 Reinhall and Dahl (henceforth "RD2011"), 3 Zampolli et al., 4 Tsouvalas and Metrikine, 5 and Dahl and Reinhall (henceforth "DR2013"). 6 There have been many reports on mathematical modelling of those aspects of pile driving that relate to a pile becoming a stable support, its intended role. These reports, of which Isaacs 7 and Smith 8 were early examples, dealt with axial vibration but neglected radial vibration.
There have been a few reports that attempt to model the generation of radial vibration and the consequent underwater sound radiation. Results from Finite-element models (FEMs) have been presented by RD2011, Zampolli et al., 4 Lippert and von Estorf, 9 and Fricke and Rolfes. 10 A general feature of these reports is that each presents numerical results for a single scenario only, and as a consequence the relative importance of the various input parameters cannot be ascertained from an examination of the paper. Exceptions to that generalization are (i) Zampolli et al. 4 compared model results obtained with both zero damping and a non-zero damping coefficient in the embedded segment of the pile; and (ii) Lippert and von Estorff 11 conducted a Monte-Carlo simulation to determine the sensitivity of sound exposure level to four parameters of the geoacoustic model (geological layer thickness, sound-speed, density, and damping coefficient). Another feature of the above reports is that they all applied their FEM to a maximum frequency of 2 to 2.5 kHz, presumably because the number of elements required in an accurate FEM in each dimension is proportional to frequency (at least six elements per wavelength is the rule of thumb 12 ). Some reports justify this limit on the basis that "most of the energy in the spectrum is below 2 kHz." While this description of the spectrum is usually correct, such an assumption can lead to errors in the peak pressure even if the spectrum is falling off at 2 kHz (this aspect is touched on later in this paper). In some cases however, it can be seen from Zampolli et al. 4 that the spectrum may be flat or even rising at 2.5 kHz.
In contrast to the FEM approach, a "semi-analytical" model of underwater noise from offshore pile driving with some theory and results has been reported. 5 Since the hammer was not described, however, it is impossible to even tentatively apply those results to other scenarios.
The objective of the present paper is to present an analytical model for the pile radial displacement and the consequent radiated sound pressure waveform. The model is "analytical" in the sense that an analytical expression is presented for the Fourier transform (FT) of the sound pressure, which is then computed using a standard numerical inverse transform routine. The model is derived (with some rigor) from the basic equations of motion for a thin cylindrical shell. The assumptions made will be listed at the beginning of each section, and the approximations used will be described as appropriate. The main value of such a model is that, in principle, the effect of a particular input parameter on sound pressure may be estimated by examining the analytical expression. In practice, however, it may be that dependence on a particular parameter is too complicated to allow the nature of that dependence to be deduced from visual examination. Nevertheless an analytical model has to be derived before a conclusion on this aspect can be drawn. Either way, it is relatively easy to undertake parametric studies, to explore different combinations of hammer and pile properties. An additional value of an analytical model is that, since it is practicable to apply one to higher frequencies than appears to be the case for FEMs, the analytical model may serve as a useful benchmark for peak pressure (which is sensitive to high-frequency components) in cases where the assumptions made are the same as those made for the FEM.
In the literature on pile driving, a "hammer" comprises both the movable ram and the components that rest on the pile head, namely, the anvil (impact block) and helmet (drive cap). Although there may also be a cushion, this component is not catered for here.
II. THE PILE
A. General assumptions on the pile These are the four general shell assumptions introduced by Love, 13 although the wording is taken from Junger and Feit 14 (henceforth "JF1993") and Kraus. 15 (1) The thickness of a shell is small in relation to the shell radius. Kraus suggested a maximum ratio of 10% as a rule of thumb, which is generally applicable to piles. (2) Deflections are small in relation to the shell thickness, so that nonlinear terms in the equations of motion will be negligible. Piles are made of a solid such as steel that has a high Young modulus so that the velocity of the pile head on impact will be small in relation to the elastic wave velocity within the pile wall (the strain will therefore also be small). It will be seen later that the maximum radial displacement predicted for pile driving meets this condition. The predicted maximum axial displacement may be similar to the wall thickness, but this is not a "deflection." (3) The transverse normal stress acting on planes parallel to the shell middle surface is negligible. According to Krauss, "it is expected that this assumption will be generally valid except in the vicinity of highly concentrated loads." This should therefore be applicable for a cylindrical shell struck uniformly over one of its ends. (4) Portions of the shell normal to the reference surface of the shell remain normal to it, and undergo no change in length during deformation. This would appear to be applicable for a cylindrical shell struck uniformly over one of its ends.
B. Pile assumptions particular to the present analysis (5) The pile is a cylindrical shell of constant radius and wall thickness. (6) The wall thickness is small in relation to the wavelength of the elastic wave within the wall, since otherwise the bar and plate velocities would become dispersive. Since the elastic wave velocity in steel is in the neighborhood of 5 m/ms and thickness is less than 3 cm, this assumption is well satisfied for frequencies up to the conventional analysis limit for pile driving of 2.5 kHz. (7) The pile does not twist. There is no tangential (azimuthal) displacement. (8) Any bending of the pile, which includes any asymmetry in the radial dilation of the external and internal walls caused by axial compression, will be sufficiently small that its effect can be estimated using a perturbation method. (9) The reflectivities of the pile head and toe are assigned frequency-independent values of À1 and À0.8, respectively. The latter is the average of the (slowly varying) spectrum produced by a model of pulse reflection at the toe of a rod 16 embedded in a sand seabed. Its magnitude is less than unity because some vibration radiates from the toe into the seabed. (10) The pile is exposed to three external media, each a nonviscous gas or liquid, that correspond to the air, water, and seabed. The corresponding segments of the pile will be described as aerial, immersed, and embedded, respectively. The air and seabed are infinite uniform half-spaces, and the water is a uniform layer. At any height or depth, the medium inside the pile is the same as that outside. (11) Structural damping in the pile is characterized by a loss factor (1/Q) of 0.004, the maximum of the interval given for steel "bare structures," 17 as distinct from "standard conditions" (laboratory) on one hand, and steel beams in buildings on the other. This loss factor corresponds to a damping rate (DR) of 0.11 dB per wavelength. Experimental data 18 indicate that the loss factor in steel increases with elastic stress. On impact, the stress at a pile head is typically around 200 MPa, which is sufficient to cause a significant damping increase. Extrapolating the appropriate experimental curves (which extend to 150 MPa) to 200 MPa and averaging yields an estimated loss factor of 0.006 6 0.003 (0.16 6 0.08 dB per wavelength). Given that this will apply for only a short interval along the pile (due to the damping), it is regarded as a negligible addition to the constant value assumed.
C. Equations of motion
Cylindrical axial and radial co-ordinates (z and r) are used, and the respective components of shell displacement are u and w (an azimuthal displacement would require the pile to twist). These displacements are functions of depth (z) and time (t) but not of azimuth, and written as u(z,t) and w(z,t). The co-ordinate z increases downwards. The upshot of Love's assumptions is that u and w are independent of radius. In an analysis of an infinite thin cylindrical shell in vacuo subject to an external pressure, JF1993 presented equations of motion for each of the three types of vibration (axial, radial and azimuthal). It was assumed that the only external loading (p a ) acts normally to the cylindrical surface of the shell and is independent of azimuth. Since azimuthal variations in u and w are neglected, the equations of motion simplify to
where a is the cylinder external radius, b represents the contribution of bending stresses, h is the wall thickness, is the Poisson ratio, and each apostrophe and dot denotes partial differentiation with respect to z and t, respectively. The "plate velocity" q p is defined by
in which q ¼ ffiffiffiffiffiffiffiffiffiffi Y=q s p is the "bar velocity," and q s and Y are the density and Young modulus of the shell material.
The last two terms in Eq. (2) correspond to the external loading being applied to unit area of the cylindrical shell, in accordance with Newton's Law that Force ¼ mass Â acceleration.
The term ("b") for the contributions of bending stresses in Eq. (2) has been estimated for a typical pile driving scenario and found to be small, except over a narrow frequency band. Its rigorous inclusion is beyond the scope of this paper.
D. Boundary condition at the pile wall
If the pile is submerged in an inviscid fluid, then Eq. (1) is unaffected but in Eq. (2) p a changes from pressure applied to a cylindrical shell in vacuo to the sum of the pressures exerted on the shell by the external and internal media as a result of the shell's vibration. The FT of the basic equation of acoustic motion in the fluid adjacent to either the exterior or interior shell wall is @Pðr; z; xÞ=@r ¼ x 2 q Wðz; xÞ:
In deriving a relation between pressure and vibration at the wall, it will be assumed that the cylinder vibration is initially a downward traveling wave with a phase velocity (PV) G which may be complex, vary with frequency, and also vary with the properties of the medium. An expression for G will be obtained later. For time dependence expðþixtÞ the appropriate dependence on depth for a downward traveling wave is expðÀixz=GÞ, and the radial displacement FT is expressed as Wðz; xÞ ¼ Wð0; xÞ expðÀixz=GÞ:
Because the wave equation is separable in cylindrical coordinates, it follows from Eq. (4) that the depth-dependence of P must be the same as that of W, and may be expressed as Pðr; z; xÞ ¼ RðrÞ expðÀixz=GÞ:
The function R(r) satisfies the Bessel equation of order 0:
where
in which c is the local sound-speed. For time dependence expðþixtÞ, the solution to Eq. (7) exterior to the shell is H ð2Þ 0 ðn rÞ. The FT of the external radiated pressure at horizontal range r from the cylinder axis is therefore given by P e ðr; z; xÞ ¼ A e ðz; xÞ H ð2Þ 0 ðn rÞ; r ! a;
where A e (z,x) must be chosen so that the acoustic radial particle velocity in the fluid adjacent to the external shell equals the wall radial velocity. Using Eq. (8) Substituting Eqs. (4) and (5) To obtain a time dependence of expðþixtÞ, it is necessary that the frequency FT be defined to use the negative exponent expðÀixtÞ, in which case the FT of the external specific acoustic impedance (Z e ) at the shell (r ¼ a) is Z e ða; xÞ ¼ P e ða; z; xÞ=ixWðz; xÞ 
As would be expected from Eq. (6), Z e is independent of z.
In the shell interior (the internal and external media are the same), the center is not a singular point and thus the solution to the Bessel equation is J 0 ðn rÞ. The FT of the internal pressure is therefore given by P i ðr; z; xÞ ¼ A i ðz; xÞ J 0 ðn rÞ; r a À h;
where A i (z,x) must be chosen so that the acoustic radial particle velocity in the fluid adjacent to the internal shell equals the wall radial velocity. Using Eq. (10) to obtain @P/@r yields @P i ðr; xÞ=@r ¼ ÀA i ðz; xÞ n J 1 ðn rÞ :
Substituting Eqs. (4) and (5) The FT of the internal specific acoustic impedance (Z i ) at the internal wall (r ¼ a À h) is thus Z i ða À h; xÞ ¼ P i ða À h; z; xÞ=ixWðz; xÞ
The net specific acoustic impedance that plays a role in the analysis is the difference Z e À Z i .
E. Solving the equations of motion
Equation (1) is an equation of motion in u but includes a term in w 0 , while Eq. (2) is an equation of motion in w that includes a term in u 0 . In order to allow for effects that may be frequency dependent, these two equations are solved simultaneously by taking the FT of each. Since loading pressure is opposite in sign to radiated pressure, the FT of p a in Eq. (2) (to be denoted by "Pa") is replaced by P a ¼ Ài x W ðZ e À Z i Þ, and the following equations in U ¼ FT(u) and W ¼ FT(w) are obtained:
The feedback to W caused by the pressures it generates in the external and internal fluids is represented by the final term in Eq. (15) which, because it depends on n and hence on G, is unknown at this stage. Since ðZ e À Z i Þ does not vary with depth, differentiating Eq. (14) with respect to z and then substituting W 0 into Eq. (12) will yield
Within a given pile segment, q, q p , ðZ e À Z i Þ, and hence V are independent of z. It is interesting that although the bar velocity (q) does not appear in the equations of motion, it does appear in the resulting expression for V, as a consequence of the contents of the square bracket in Eq. (16).
F. PV of axial vibration
Since Eq. (17) is a standard Helmholtz equation with a depth-independent coefficient, Real{V(x)} will be the PV of the axial vibration within a given pile segment. Imag{V(x)} will determine the DR of axial vibration along the pile shaft. For time dependence expðþixtÞ, the solution to Eq. (17) appropriate to a downward traveling wave is Uðz; xÞ ¼ FðxÞ exp ½Ài x z=VðxÞ;
in which the coefficient F(x) will be obtained later by examining the motion of the pile head. Differentiating Eq. (19) with respect to depth and substituting the result into Eq. (14) yields Wðz; xÞ ¼ i x q p FðxÞ exp ½Ài x z=VðxÞ=a SðqÞ Sðq p Þ:
On comparing Eq. (20) with Eq. (5) it follows that G ¼ V. The situation now is that V is a function of S(q) and S(q p ) which in turn are functions of Z e and Z i , and hence of V:
where u is an implicit function represented by Eqs. (18), (15), (9), and (11). Equation (21) is solved by iteration; one starts with an initial guess V [0] and then computes successive approximations:
The iteration is terminated at j ¼ J when the ratio jV ½J À V ½JÀ1 j=jV ½J j decreases to less than an appropriate tolerance, which is obtained for each scenario by trial and error.
G. Results for PV
Henceforth, variables that are associated with a particular pile segment will be assigned a subscript to identify that segment: 1 for aerial, 2 for immersed, and 3 for embedded. The axial PV, Real{V n }, (n ¼ 1, 2, and 3), has been computed for the scenario described by RD2011. The pile radius was 38.1 cm and the wall was 2.54 cm thick. Apart from noting that Poisson's ratio for steel is approximately 0.3, values for the density and bar velocity of the pile steel were not given. It will be assumed that the steel density was 7800 kg/m 3 (a standard value). Since the RD2011 FEM results indicated an axial wave velocity of 5015 m/s in the immersed segment, and 5082 m/s in the embedded segment, it will be assumed that the bar velocity (q) used in the FEM was 5000 m/s (which corresponds to a Young Modulus of 195 GPa).
The model PV results for the RD2011 scenario are shown in Fig. 1 as a function of frequency (f) up to 10 kHz.
For the iteration defined by Eqs. (21) and (22), 10 À5 was found to be suitable as the tolerance, and the Fortran "huge" number ($10 38 ) as the initial guess V 0 . In the aerial segment, V 1 ! q as f ! 0. In the immersed and embedded segments surrounded by liquid, this limit is somewhat higher. As f becomes large, V n ! q p in all three segments [for a Poisson ratio of 0.3, the plate velocity (q p ) is 5241 m/s]. The large swings in V 1 at frequency near 2.1 kHz are associated with Eq. (15) for S, in which V will be small at f ¼ q/2pa and large at f ¼ q p /2pa, unless the specific acoustic impedances are also large (as will occur in a liquid). These frequencies will be referred to as the two natural radial frequencies, notwithstanding that the higher has been described 19 as the "single natural frequency." For RD2011 the two natural radial frequencies are 2.089 and 2.189 kHz. V 1 has a minimum of 339 m/s at 2.114 kHz, and a maximum of 20 km/s at 2.193 kHz.
For V 2 , minima of increasing sharpness occur with a spacing of 2.1 kHz, starting at around 3 kHz. If the pile interior is a vacuum, it has been found 20 that these minima do not occur (as frequency increases beyond around 2.5 kHz, V 2 decreases monotonically from a smooth peak). These minima may therefore be attributed to the liquid internal medium, and in particular, to resonances in the standing waves therein. For the iteration, the number of iterations (J) was generally observed to be less than ten for most frequencies, but rose to several hundred near the frequencies of these minima. At one frequency near the 5 kHz minimum, the iteration failed and the PV was set to the value of its neighboring frequency. It can be seen in Fig. 1 that V 2 and V 3 have the frequency-independent values reported by RD2011 (5015 and 5082 m/s) at a frequency of approximately 1 kHz, which was the mid-point of their analysis band.
H. Results for DR
The axial DR in decibels per wavelength is shown as a function of frequency in Fig. 2 . At a given frequency (f), the wavelength is obtained from k ¼ V /f, and this k is multiplied by the damping in dB per unit length to yield damping per wavelength. In the aerial segment, DR 1 has sharp maxima at both natural radial frequencies. At frequencies distant from the natural radial frequencies, damping due to radiation becomes negligible and DR 1 approaches the structural damping in steel. In the immersed and embedded segments no particular behavior occurs near the natural radial frequencies, since the specific acoustic impedances are large and damping is dominated by radiation. The minima and maxima spaced 2.1 kHz apart at the higher frequencies are again evident. For these segments the DRs rise from intrinsic damping at 0 Hz to peaks of between 3 and 5 dB per wavelength at around 1.9 kHz.
III. THE HAMMER
A. Assumptions on the hammer
(1) The anvil and helmet are incompressible lumped masses, which will apply if their total thickness is less than the wavelength of the elastic wave that traverses them on impact. Since this thickness is around 1 m and the wave velocity is around 5 m/ms, the corresponding maximum frequency would be around 5 kHz. For frequencies less than 2.5 kHz the anvil and helmet can thus be treated as incompressible lumped masses. (2) The collisions between the components are uniform over their areas of contact. (3) If an explosive fuel such as diesel is used in the pile driver, its only significant role is to accelerate the ram upwards almost immediately after impact. Thus, whether or not the ram is compressible, any vibration in the ram would then not be transmitted to the anvil. According to a schematic diagram of Force on the pile as a function of time, presented by a well-known manufacturer, 21 the force due to impact has a sharp peak, and the force due to combustion has a broad peak with an amplitude that is around one-half of the impact peak. On this basis, it is assumed that the effect of combustion on radiated peak sound pressure is negligible. (4) The anvil, helmet, and pile head remain in contact. The ram-anvil, anvil-helmet, and helmet-pile impacts therefore occur at the same time. On impact, the ram, anvil, helmet, and pile head have a common unique velocity. Since the ram is heavier than the anvil and helmet, its velocity at and after impact will be downward, regardless of the coefficients of restitution for collisions between them. As expressed by Glanville et al.:
22 "… the effect of the helmet is to increase the effective weight of the hammer, and to decrease the effective height of drop. When impact commences the hammer has first to accelerate the helmet. An approximate idea of what occurs may be obtained by neglecting the effect of the high frequency vibrations and assuming that, on impact, the hammer and helmet move on together. Then, by conservation of momentum, the velocity of the hammer and helmet is v ¼ M V=ðM þ M h Þ where M denotes the mass of the hammer, M h denotes the mass of the helmet, and V denotes the velocity of the hammer before the impact …." (5) The whole ram will be given the properties of an incompressible lumped mass even though, as pointed out by Ref.
10: "Above a certain frequency the wavelength of the compressional wave in the ram becomes short compared to the height of the ram. Thus, modeling the ram as a lumped mass is an oversimplification when it comes to piling noise predictions." For the RD2011 scenario the ram was 3.79 m long and the internal wave velocity is estimated to be 4.9 m/ms (based on information provided by the manufacturer). As frequency is increased to 2.5 kHz, the internal ram wavelength would decrease to 2.0 m, 52% of the length. The case of an ideal uncushioned impact of a long elastic ram on a long pile, without any intermediary lumped mass (anvil or helmet), had been examined by Ref. 7 . The result was an expression for the initial velocity of the pile head in terms of the densities and elastic velocities of those two components. Although there is room to improve the current model by allowing for an intermediary lumped mass between an elastic ram and pile, such an improvement is beyond the scope of this paper.
B. Initial conditions at impact
Since Eqs.
(1) and (2) both have second order time derivatives, the solution of each will require that two variables at one time be specified for all depths z. These four variables are _ uðz; 0Þ, uðz; 0Þ, _ wðz; 0Þ, and wðz; 0Þ. These initial values will be used later when FTs are taken.
Impact occurs at zero time (t ¼ 0) at the pile head, which will be given a "depth" of ÀH (H > 0).
Axial velocity of pile head
The common velocity (v c ) of the ram, anvil, and helmet is obtained from conservation of momentum:
where v r is the velocity of the ram just prior to impact, and M is the total hammer mass, given by
in which M a and M h are the masses of the anvil and helmet. The initial velocity of the pile head will be given by _ uðÀH; 0Þ ¼ v c .
Initial values of other parameters
Axial velocity below the pile head: _ uðz; 0Þ ¼ 0; z > ÀH. Axial displacement: uðz; 0Þ ¼ 0; z ! ÀH. Radial velocity: _ wðz; 0Þ ¼ 0; z ! ÀH. Radial displacement: wðz; 0Þ ¼ 0; z ! ÀH.
C. Boundary condition at the pile head
The second boundary condition arises from the mutual equation of motion for the hammer (ram, anvil, and helmet) and the pile. The hammer compresses the pile, which in return decelerates the hammer. The axial stress at the pile head equals the product of Young modulus and axial strain @u=@z. The hammer's equation of motion will be M€ uðÀH; tÞ ¼ A Y @uðz; tÞ=@z at z ¼ ÀH;
where A is the cross sectional area of the pile head. For any z < 0, Eq. (19) yields and # indicates that the wave is traveling downward.
In the embedded segment (D < z < LÀDÀH where L is the pile length), the expression for W 3 #, assuming that the phase of W# is continuous, will be The displacement wave W 3 as per Eq. (26) reaches the pile toe and is reflected upwards. The upward wave is reflected back down by the pile head, and this process continues indefinitely.
E. Results for initial axial and radial displacements of the pile wall
For the RD2011 scenario, the pile driver was a Delmag D62 Diesel Hammer with no cushion. The ram weighed 6200 kg and had a velocity of 7.6 m/s on impact. The combined mass of the anvil and helmet (M a þ M h ) is unavailable and needs to be estimated. The peak "average pressure across the top of the pile during impact" was 210 MPa At the pile head, the axial velocity decays exponentially with a time constant of 4 ms, in agreement with RD2011. The asymptote of the integral of this function is 2 cm. The radial velocity at the head shows the beat behavior which results from the peaks at the two natural radial frequencies. The maximum of the integral of this function is 0.025 cm, around 1% of the wall thickness. At the water surface, the axial velocity is approximately the same as at the head (apart from a 1-ms time delay), while the radial velocity is markedly reduced due to it having radiated energy into the air, primarily in the band between the natural radial frequencies.
IV. RADIATED SOUND
The pressure waveform and its frequency FT will be denoted by p(r,f,t) and P(r,f,x), respectively, in which r is horizontal range and the new symbol f is used for hydrophone depth so that z can be reserved for depth down the pile.
Although further assumptions will be discussed later, the following assumptions on sound propagation are now listed:
(1) To waterborne sound waves, the water surface is a free surface with a reflectivity of À1. (2) Airborne sound waves have no effect on a hydrophone below the surface. 
where n ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
, in which k ¼ x=c, andŴ ðc; xÞ is the vertical wavenumber (c) FT of the depth-dependence of radial displacement:
The positive exponent is selected in Eq. (28) so that the integrand in Eq. (27) will contain a negative exponent (to correspond to a downward traveling wave). In order to account for the propagation effects that follow from the presence of two different half-spaces, W(z,x) will be multiplied by the "relative pressure," the ratio of the incident pressure as derived in Sec. IV B to the incident pressure that would apply in an infinite and homogeneous medium (spherical spreading). The product of W and relative pressure may be regarded as the effective radial displacement. P(r,f,x) is computed as the sum of several terms of the form of Eq. (27), corresponding to six ray paths: direct rays, surface reflections (S), seabed reflections (B), and three multiple reflections that will be described in detail later.
B. Calculations of relative pressure
Relative pressure is computed using Ray theory, augmented with corrections where necessary. The phenomena that cause significant errors in ray theory are caustics, shadow zones, and waveguide low-frequency cutoff. The first two are due to ray curvature in the vertical plane caused by a gradient in the sound-speed profile, and this aspect does not arise in the RD2011 scenario. The scenario's environment does have a waveguide low-frequency cutoff of 70 Hz, 23 but this will have little effect since it is below the fundamental axial resonance frequency of the pile (for which RD2011 reported 79 Hz). In addition, the ORCA normalmode program 24 was applied to the scenario over the frequency band from 50 to 2200 Hz, and the propagation loss at 12-m range was seen to oscillate regularly around the spherical spreading level as frequency varied over the whole band. It is concluded that Ray theory is sufficiently accurate for the RD2011 scenario at ranges in the region of 12 m.
All ray paths are affected by the seabed acoustic properties. Ground-borne rays from the embedded pile incident upward on the seafloor are partly reflected downward by the water and partly transmitted into the water (their reflectivity will be denoted by R"). The transmittance of the latter into the water is given by 1 þ R". 25 Waterborne rays from the immersed pile incident downward on the seafloor are partly reflected upward by the seabed and partly transmitted into the seabed (their reflectivity will be denoted by R#).
Direct ray path
This ray path includes those that travel directly to a hydrophone, and are not reflected by either the surface or seabed. For radiation from the immersed pile segment, the propagation is the same as in a homogeneous medium and thus the integral limits in Eq. (28) will be 0 and D.
For radiation from the embedded segment, upward traveling rays are refracted toward the vertical as they transit from the seabed to the water, and the degree of refraction will change as the source depth varies over the pile's embedded segment. To cater for this variation, this segment is divided into thin layers, each of which is treated as a uniform source insofar as propagation is concerned. To compute the sound signal at each hydrophone, Brekhovskikh's 26 theoretical results for refraction of spherical waves that transmit from one homogeneous fluid half-space to a lower-speed half-space are applied. Although the limits of the Eq. (28) integral are D and LÀH, it is computed as the sum of the individual integrals over layers, in each of which W is replaced by the effective radial displacement. For the RD2011 scenario, layer thicknesses of 2, 1, and 0.5 m were tried, and from the small differences in the results it was concluded that 1 m would be adequate.
Single surface reflections
For sound rays that travel via a single surface reflection to a hydrophone, each depth used in the calculation is the negative depth of the hydrophone's image (f is replaced by Àf). For the immersed pile segment radiation is the same as in a homogeneous medium and thus the integral limits in Eq. (28) will again be 0 and D.
For the embedded segment, as source depth is varied from Dþ to LÀH, the launch grazing angle and path length to the image of a hydrophone vary, although at these steep angles, the transmittance is quasi-constant. The procedures for the direct ray (including Brekhovskikh's results for the embedded segment) are applied to this negative depth, and the pressure is multiplied by the (constant) surface reflectivity.
Single seabed reflections
Reflection by the seabed is applied to radiation from the water-immersed pile segment. The immersed pile segment cannot be treated as a whole for seabed reflection, since the grazing angle and hence the seabed reflectivity R# will change as the source depth varies over its extent. It is therefore divided into thin layers. For each hydrophone, the actual depth is replaced by the depth of its image below the seafloor (f is replaced by 2D À f). As source depth is varied from 0 to DÀ (just less than D), the grazing angle, path length, and R# to the image of a mid-water hydrophone all vary. To compute the sound signal at each hydrophone, Brekhovskikh's 27 theoretical results for reflection of spherical waves by a higher-speed half-space are applied. These include the conventional reflected ray as amended for a spherical wave, and the seismic head-wave that travels along the boundary and re-radiates into the lower-speed medium. It was found that a layer thickness of 1 m would (again) be adequate for the RD2011 scenario.
Double reflections
Rays can be reflected twice before reaching the hydrophone, once by each of the surface and seabed. For a ray first reflected by the surface and then the seabed (an SB ray), f is replaced by À2D þ f. As source depth is varied from 0 to DÀ, the grazing angle, path length, and R# to the image of a midwater hydrophone all vary. For a ray first reflected by the seabed and then the surface (a BS ray), f is replaced by 2D þ f. As source depth is varied from 0 to DÀ, the grazing angle and path length to the image of a mid-water hydrophone both vary. Over these steep angles R# is quasi-constant.
Triple reflections
Rays can be reflected three times before reaching the hydrophone, either twice by the surface and once by the seabed (SBS), or vice versa (BSB). For the SBS ray, f is replaced by À2D À f. As source depth is increased from 0 to DÀ, grazing angle and path length both vary. R# is quasiconstant. For the BSB ray, f is replaced by 4D À f. As source depth is varied, grazing angle and path length vary, and R# is quasi-constant. As the number of reflections increases, the angle and path length both increase, the seabed reflectivity decreases (to a limit at normal incidence), and the number of these reflections increases. The BSB ray, and higher order reflections, are therefore neglected.
C. Effective radial displacement for direct and surface-reflected rays As indicated above, the integral in Eq. (28) will be computed over finite layers in the pile: the D and S paths will require the immersed segment as a whole and the sum of thin layers in the embedded segment, and the other four paths (all involving a seabed reflection) will require the sum of thin layers in the immersed segment. For each thin layer, it will be assumed that the relative pressure is uniform over the layer, and takes on the value computed at the layer's mid-point.
For a downward traveling wave in the immersed segment (for instance), the integral iŝ Frequency FTs of sound pressure P(r,f,x) have been computed for the 9 hydrophone depths from 5.5 to 11.1 m in the RD2011 scenario. The magnitudes of the results up to 2.5 kHz are shown in Fig. 3 in a stacked format. The numbers on the ordinate axis result from a convenient method for producing the plot; their only function is to show the scale for pressure FT. Apart from the 120 and 160 which apply to the bottom curve, their values have no meaning.
At frequencies below 1 kHz the spectral peaks at all depths are harmonics of a fundamental frequency of 80 Hz, the axial resonance due to the time for a pulse to travel one cycle down and up the pile. In this respect they are similar to RD2011's corresponding curves. This frequency being 1 Hz higher than the RD2011 result is attributed to the (frequencydependent) phase velocities obtained in the present model being slightly higher than theirs. Above 1 kHz, the model spectra for shallow hydrophones remain somewhat flat until they decrease rapidly near the lower natural radial frequency (2.089 kHz). This flatness is attributed to radiated pressure being proportional to acceleration, rather than displacement, of the vibrating pile. RD2011's corresponding curve (an average over the 9 hydrophones) differs in that it continues to exhibit harmonics, and the average reduces by 10 dB as frequency increases from 1 to 2 kHz. As the hydrophone depth increases, interference from seabed paths may be seen in Fig. 3 in that the curves for the deeper hydrophones tend to decrease with frequency and exhibit irregularities.
E. Sound pressure waveforms
Pressure waveforms, p(r,f,t), have been computed for the nine hydrophone depths to compare with the corresponding stacked curves in DR2013. The results, which have been low-pass filtered at 2.5 kHz, are shown in Fig. 4 . The time interval from 8 to 25 ms following impact was selected, since that is approximately equivalent to the interval displayed for corresponding waveforms in DR2013. The only function of the numbers on the ordinate axis is to show the scale for pressure. Apart from the 0 and 500, which apply to the bottom curve, their values have no meaning.
The arrival times of various arrivals are generally close to the corresponding DR2013 data, and the amplitudes are comparable although not always similar. One main difference is that for the shallow hydrophones the model waveforms exhibit a decaying oscillation (ringing) after the initial pulse that is absent in the data; this may be associated with the relative flatness of the shallow model spectra.
It has been found from spot checks that (a) For a high-frequency cutoff of 2.5 kHz, reducing the frequency pixel from 2 to 1 Hz had no effect on Real{p(t)} (although it reduced Imag{p(t)} by half); and (b) unfiltered peak pressures are greater than the corresponding high-frequency cutoff results by between 1 and 4 dB.
F. Estimate of travel time of initial pulse
In this approximate analysis in the time domain, dispersion will be neglected. The time after impact when a sound ray arrives at a hydrophone at (r, f) will be given by
where z is the depth of the bulge on the pile from which the pulse emanated, and the slant range R is given by
If V 2 > c 2 then at any f this function has a minimum, which for a downward wave occurs at In the r À f plane this corresponds to a straight line: at r ¼ 0, f ¼ z, and if h is the depression angle of this line relative to the horizontal r-axis, then sin h ¼ ðf À zÞ=R and thus
Over the band 50-2000 Hz, V 2 varies between 4900 and 5400 m/s. If c 2 ¼ 1485 m/s then h will vary between 18 and 16 . The diagram of a pile in Fig. 5 shows two sound rays from the pile to the hydrophone; the one that travelled from above the hydrophone was generated by the initial pile wave.
The travel times of downward-traveling pulses within the received waveform can be predicted from the expressions forŴ. From Eq. (29),Ŵ 2 # ðc; xÞ has a peak at c ¼ x=V 2 . In order to estimate travel time, this peak is replaced by a Dirac delta function in Eq. (27). At high frequencies the Hankel function may be replaced by its asymptotic expansion, whereupon taking account of Eq. (29) the phase of the integrand in Eq. (27) may be written as
From the wavenumber triangle shown in Fig. 5 , it can be seen that if c ¼ x=V 2 then the sound ray arrives at grazing angle h ¼ a sin ðc=V 2 Þ, the same as the angle of the first ray arrival as per Eq. (31). On replacing n by k cos h (as per the wavenumber triangle), and r by R cos h (as per the r À f triangle) Eq. (32) becomes
The travel time is given by T ¼ /=ðÀixÞ, which after a little algebra yields
where d ¼ R sin h. This is equivalent to Eq. (30). RD2011 called this arrival a Mach wave. The parameter d will be referred to as the Mach wave offset. The pulses at around 9.5 to 12 ms in Fig. 4 are Mach waves from the initial down-going pile wave, whose arrival times increase with hydrophone depth. The pulses at around 17 to 18.5 ms are Mach waves from the upward-traveling reflection from the pile toe, as illustrated in Fig. 5 . As expected, these arrival times decrease with hydrophone depth. The pulses at 22 to 23 ms are Mach waves from the subsequent downward traveling reflection from the pile head. Beyond 25 ms (not shown), this pattern of pulses recurs with the same delays. Their amplitudes diminish, due to a combination of radiation from the shaft, as evidenced by the damping of the pile wave (Fig. 2) , and radiation from the toe.
G. Particle velocities
The relation between the FTs of radial (horizontal) particle displacement and sound pressure is given by Eq. (4). Its counterpart in the depth direction yields vertical velocity. The FTs of the radial and vertical velocity components are obtained by taking the (analytical) derivatives of Eq. (27) with respect to r and f, respectively, and dividing each by Àixq. It has been found that the radial waveforms correlate significantly with the corresponding pressure waveforms; in a stacked diagram like Fig. 4 the differences in shape are imperceptible. In a plane wave, particle velocity in the wave direction is pressure divided by plane-wave impedance (qc). When the "equivalent" velocity is computed by dividing pressure by the appropriate qc, the result matches radial velocity closely, except that in each pair of positive and negative peaks, one of the equivalent velocity peaks is somewhat ($15%) higher than the computed velocity peak. Taking the central 8.3-m hydrophone for instance, the equivalent particle velocity of the initial positive peak (which occurs at time 10.2 ms) is 4.51 cm/s, while the actual peak positive velocity is 4.37 cm/s, 97% of the plane-wave estimate. The equivalent particle velocity of the initial negative peak (which occurs at time 10.6 ms) is À5.78 cm/s, while the actual peak negative velocity is À5.01 cm/s, only 87% of the plane-wave estimate.
Vertical velocity is characterized by comparing the results with radial velocity. Again taking the 8.3-m hydrophone as an example, the vertical velocity of the initial positive peak is 1.33 cm/s, 30% of the radial velocity. The vertical velocity of the initial negative peak is À1.95 cm/s, 39% of the radial velocity. According to the travel-time model, the wave angle is h % a sin (1485/5015) ¼ 17
. The ratio of vertical to radial velocity should equal the tangent of the same angle. For the positive peak the preceding results yield h ¼ a tan(1.33/4.37) ¼ 17 , in agreement with the travel-time model. For the negative peak however the angle would be estimated at atan(1.95/5.01) ¼ 21 . Although the initial pulses in the radial and vertical velocities are approximately consistent with plane-wave impedance, some later pulses are not, since some waves travel at different angles. In particular, the vertical velocity of the toe reflection is opposite in phase to the radial velocity, consistent with the angle of that wave being negative.
V. COMPARISON WITH MEASURED DATA
The model is now compared with available acoustic data. On comparing the pressure waveforms in Fig. 4 with DR2013's corresponding waveforms, it can be seen that they are significantly correlated overall.
The amplitudes of the positive and negative peaks of the initial pulse as produced by the model are shown in Fig. 6 as functions of hydrophone depth from 0.6 to 11.1 m. Both peak levels approach zero as the hydrophone approaches the surface. This reduction is due to the decreasing contribution of the downward wave in the pile.
Also shown in Fig. 6 are the amplitudes of the positive and negative peaks of the initial pulse as read from the waveforms in DR2013. As hydrophone depth increases, both model and data have the peak pressures rising to a maximum and then decreasing as the seafloor is approached. One of the important differences is that the model predicts the maximum peaks will occur at a depth of approximately 7 m, whereas the data indicate the maximum peaks occur at between 9 and 10 m. Another important difference is that according to the model the negative pulse has unusually high amplitude, approximately 40% higher than the modelled positive peak. According to the data the positive and negative peaks are similar on average. To check the contribution of the surface reflection, the model was run for hydrophone depths of 6.9 and 9.0 m with all ray paths turned off except the surface reflection. The resulting waveforms are zero throughout the (short) initial positive peak, and therefore have no effect on them (they have respective negative peaks of À7.8 and À6.6 kPa at the two depths during the large initial negative peaks).
VI. CONCLUSIONS
An analytical model that includes coupling of a pile's axial and radial displacement when struck by a hammer has been developed. Because the pile axial wave velocity exceeds the sound-speed in water, the arrivals that have the minimum travel time will be followed quickly by a continuum of arrivals that emanate above and below the position on the pile shaft from where the first arrival emanates. The density of arrivals per unit time will be greater than usual, and the signal will have high amplitude. This is the physical reason that such pulses, which have been referred to as Mach waves, have high amplitudes.
The model has been applied to an offshore scenario with a pile at 12-m range from a vertical array of nine hydrophones at depths from 5.5 to 11 m in water 13 m deep. As hydrophone depth is increased over that depth interval, the modeled positive peaks decrease slightly whereas the data increase, and the negative peaks tend to decrease whereas the data increase.
The disparity at the shallower hydrophone depths is that the measured peaks decline as the depth decreases below 9 m, whereas the modelled peaks decline as depth decreases below 7 m. This disparity cannot be attributed to any reflection, since the surface reflection arrives (just) after the positive Mach wave, and other reflections arrive later. It appears that as the hydrophone depth decreases from 9 to 7 m, an additional mechanism reduces the Mach wave that is not accounted for in the model. Possible causes for this shortcoming are that the model treats the ram as an incompressible lump mass, or that the bending term in the equations of motion is more important than has been estimated.
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FIG. 6. Positive and negative peak pressures according to model and data, as functions of hydrophone depth. The data were read from waveforms presented by DR2013.
