ABSTRACT With the development of network function virtualization technology, virtual network functions (VNFs) can be chained to provide different services for users in fifth generation access networks. Under the condition of a large number of various user service requests reach the network in a short time, dynamic placement of VNFs is essential to achieve efficient physical resource allocation, while ensuring network stability. Unlike queue models in current works, we design a dynamic scheduling model of two-stage queue to perceive the status of current queue backlog and schedule the queue dynamically. In particular, we formulate a VNF placement cost minimization problem, taking the network stability into account. Owing to that the problem belongs to an NP-hard problem, we transform it into the minimization of the upper bound of the drift-plus-penalty function by the Lyapunov optimization technique. Then, we decompose the reformulated problem into a service function chain (SFC) scheduling problem and an SFC mapping problem, corresponding to our designed dynamic scheduling model of two-stage queue. For the abovementioned two problems, we present a queue-aware dynamic placement of virtual network functions algorithm. It includes a genetic algorithm-based heuristic SFC scheduling algorithm (first stage) and a genetic algorithm-based heuristic SFC mapping algorithm (second stage). Simulation results demonstrate that our placement algorithm can guarantee less placement cost while significantly enhancing network stability, compared with the existing algorithm.
In [16] , an optimized placement method for the virtual mobile core network was proposed. Besides, a linear program (LP) relaxation-based approach for finding the inter-data center VNF chain placement was also presented in [17] .
However, dynamic VNF placement algorithm is more realistic and flexible [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . Specifically, in [18] , the authors presented an ensure reliability cost saving algorithm to reduce the reducing capital expenditures and operating expenditures of telecommunication service providers by reducing the reliability of the SFC deployments. A cost efficient proactive VNF placement and chaining algorithm was proposed in [19] to find the optimal number of VNFs along with their locations in such a manner that the cost is minimized while quality of service (QoS) is met. In [20] , the author also formulated the VNF placement problem as an linear integer problem (ILP) problem from the perspective of time-varying workload and basic resource consumption, and proposed a two-stage heuristic algorithm to improve resource utilization. The VNF placement problem was formulated as two ILP models in [21] , aiming at minimizing the cost and maximizing the quality of experience (QoE) of the virtual streaming service. Dynamical readjustment of the in-service chains and optimal deployment of new service function chains were discussed in [22] . In [23] , the author formulated an energy-cost optimization problem with capacity and delay as constraints and proposed a dynamic placement of VNF chains heuristic solution to the NP-hard problem.
All of the above mentioned work are not for wireless access network. Currently, only a few works for wireless access network are investigated in [29] [30] [31] . In [29] , the authors formulated the VNF placement problem in wireless access network as an ILP problem, and proposed a heuristic VNF placement algorithm to solve the problem. Moreover, the author presented a proof-of-concept implementation of an NFV management and orchestration framework. In [30] , the authors proposed the concept of software-defined protocol (SDP) based on long-term evolution (LTE) access network and modularized the protocol stack of LTE access network into different VNFs. At the same time, the problem of VNF placement was transformed into SDP request mapping (SDPM) problem, and an SDPM algorithm was proposed. In [31] , the authors formulated the joint problem of admission control and SFC embedding as a mixed ILP problem. They employed relaxation, reformulation, and successive convex approximation (SCA) methods to solve the problem.
To the best of our knowledge, only a few works have studied VNF placement problem for 5G access network. Moreover, when a large number of various user service requests reach the network in a short time, huge backlog of user service requests will be easily generated which may degrade network stability. Further, the above works have not made a joint consideration of efficient physical resource allocation and network stability enhancement, under the condition of a large number of various user service requests reach the network in a short time. Thus, we propose a queue-aware dynamic placement of virtual network functions (QDPVNF) algorithm in 5G access network to accomplish efficient physical resource allocation while ensuring network stability. Our main contributions in this paper can be summarized as follows:
• We establish the transfer equations of queue status at remote radio unit (RRU) and PMs respectively, considering three factors: 1) the variability and massiveness of user service request arrivals; 2) the dynamic occupation and release of limited physical resources and 3) the difference of PM service capability.
• A dynamic scheduling model of two-stage queue is designed by us so as to perceive the status of current queue backlog in the network and implement the dynamic queue scheduling, which can accomplish efficient physical resource allocation while ensuring network stability. Dynamic queue scheduling consists of the dynamic scheduling of SFC at RRU to each PM and the dynamic mapping of SFC at each PM.
• We formulate a VNF placement cost minimization problem under the condition of network stability and after proving that it is NP-hard, we use Lyapunov optimization technique to further convert the minimization problem into SFC scheduling problem and SFC mapping problem. We propose a genetic algorithm-based heuristic SFC scheduling algorithm and a genetic algorithmbased heuristic SFC mapping algorithm to solve the above two problems. Simulation results demonstrate that our placement algorithm can guarantee less placement cost while significantly enhancing network stability. The paper is organized as follows. Section II introduces the network model and problem formulation. The Lyapunov optimization model transformation is mentioned in Section III. In Section IV, algorithm design and analysis are illustrated. Numerical results are shown in Section V. Finally the conclusions and future work are drawn in Section VI.
II. NETWORK MODEL AND PROBLEM FORMULATION A. ACCESS NETWORK MODEL
Based on the concept of SDP in [30] and the network function virtualization management and orchestration architecture model in [32] , we propose a network model suitable for 5G access network as shown in Fig. 1 . The entire network model is divided into three layers: user layer, MVNO layer and InP layer. Users present service requirements, and MVNO maps the SFCs corresponding to user service requests in order to satisfy the service requirements of users. InP implements different VNF placements based on different SFC mapping requests to build different virtual building baseband units (VBBUs) with the suitable virtual remote radio units (VRRUs) under the control of network functions virtualization management and orchestration (NFV-MANO) to meet the different service requirements, which can greatly improve the utilization of network resources and realize the unified scheduling and management of 5G access network resources. Different SFCs are composed of different types of VNFs built by SDP technology [30] . For example, as shown in Fig. 1 , SFC1 needs radio resource control (RRC), packet data convergence protocol (PDCP), radio link control (RLC), media access layer (MAC) and physical layer (PHY), but SFC2 only needs RLC, MAC and PHY. When satisfying different service requirements of users, the MVNO needs to lease the link resources, spectrum resources, and computing resources. The lease cost directly determines the revenue of the MVNO, so the dynamic VNF placement algorithm in 5G access network is crucial.
B. VNF PLACEMENT MODEL
The VNF placement problem is how to map a series of SFCs, and the SFC mapping is divided into VNF mapping and virtual link mapping between VNFs. The SFC mapping topology is shown in Fig. 2 , and the direction of the arrow in the figure indicates the traffic flow of a user. We model our proposed network as a fully connected network, i.e., each PM is connected with each other through the direct physical link. The set of time slot is T = {1, 2, ..., t}. The set of PMs is N = {1, 2, ..., f , ..., j, ..., n}. The set of different types of VNFs is M = {1, 2, ..., d, ..., g, ..., m}. It should be noted that, the order of VNFs in set M means the process order of VNFs within different SFCs. Besides, the set of different user service requests is I = {1, 2, ..., i}, and each type of user service request corresponds to a unique SFC. The set of different types of VNFs within one SFC is the subset of M. For example, the set of different types of VNFs within the SFC corresponding to the user service request i is M i = {2, d, g} ⊆ M, and the order of VNFs in set M i means the process order of VNFs within the SFC corresponding to the user service request i. In addition, each PM is only able to run a limited number of the same VNF, which is denoted as:
where 
where the inequation 1 ≤ d < g ≤ |M| makes sure the right process order of VNF d and VNF g. b dg (t) is the required bandwidth resources of the virtual link between two VNFs within a certain time slot t. K is the maximum available bandwidth resources for each virtual link of one SFC provided by the physical link between any two PMs. In addition, for each SFC, we should ensure that all the VNFs it needs should be mapped at PMs as follows:
where ε i d denotes whether or not the SFC corresponding to the user service request i needs VNF d.
C. DYNAMIC SCHEDULING MODEL OF TWO-STAGE QUEUE
The users will continue to present different service requirements, and when a large number of various user service requests reach the network in a short time, if the SFCs corresponding to user service requests stay in the network for an extended period of time and have not been mapped, massive backlog of user service requests will be generated at the whole network, which will influence the network stability severely and affect the user experience. Combining with queuing theory, as shown in Fig. 3 , we design a dynamic scheduling model of two-stage queue at RRU and each PM in 5G access network to implement dynamic scheduling of SFCs at RRU and dynamic mapping of SFCs at each PM, so that the backlog of user service requests in the whole network is always stable within a certain range to ensure network stability. The dynamic scheduling of first-stage queue occurs at RRU, and for ∀i ∈ I, m ∈ M, the transfer equation of queue status is: (4) where Q M im (t) indicates the number of VNF m required in the SFC corresponding to user service request i in the RRU queue within a certain time slot t. ϕ i (t) indicates the number of user service request i that arrives in RRU within a certain time slot t, which subject to a Poisson distribution with parameter λ i . We assume that the existence of a peak valueφ such that the following holds: 0 ≤ ϕ i (t) ≤φ, ∀i ∈ I, ∀t ∈ T. Besides, γ im (t) = n∈N γ imn (t) indicates the total number of VNF m required in the SFC corresponding to user service request i. γ imn (t) indicates the SFC scheduling behavior at the RRU in the network, i.e., VNF m required in the SFC corresponding to user service request i is scheduled to PM n. Further, the burstiness of user service request arrivals may lead to the flash crowd phenomenon in traffic stream. Thus, in order to prevent the burstiness of user service request arrivals at each PM [33] , [34] , we assume that
The dynamic scheduling of second-stage queue occurs at each PM, and for ∀i ∈ I, m ∈ M, n ∈ N, the transfer equation of queue status is:
where Q P imn (t) indicates the number of VNF m required in the SFC corresponding to user service request i which need to be mapped in the PM n queue within a certain time slot t. S imn (t) indicates the service rate of VNF m in PM n, which subject to a Poisson distribution with parameter κ s .
According to (4), (5), we can get the queue status at the beginning of the time slot t as:
By taking the mathematical expectation at both sides of the above equation, we can get the time-averaged queue backlog as follows:Q
where T refers to the network runtime, and time-averaged queue backlog is a time average performance index related to the network stability. Therefore, in order to ensure network stability, the following inequation must be satisfied:
D. PLACEMENT COST
Combining the above analysis and discussion, the VNF placement cost in 5G access network can be formulated as follows: (9) where c d f (t) indicates the lease price of PM n when VNF m is mapped at it within a certain time slot t and re c indicates the remaining computing resources of PM. In order to reflect the workload of network, we give a definition of c d f (t) which is inversely proportional to the remaining computational resources of PM. We denote it as c d
, and σ is a nonzero constant. Besides, re b indicates the remaining bandwidth resources of the physical link. c fj (t) indicates the lease price of per unit bandwidth resources of the physical link within a certain time slot t. We also give a definition of c fj (t) which is inversely proportional to the remaining bandwidth resources in the physical link. We denote it as c fj (t)= ς re b
, and ς is a non-zero constant. Each time when a SFC mapping is completed, both c d f (t) and c fg (t) need to be updated.
is only intended to eliminate double counting of VNF mapping cost.
Further, taking the mathematical expectation at both sides of the above equation, the time-averaged placement cost is:
(10)
The goal of us is to minimize the time-averaged placement cost while enhancing stability of network. Therefore, we formulate a VNF placement cost minimization problem under the condition of network stability, which can be formulated as:
(11)
The above problem belongs to a discrete-time stochastic integer programming problem. To prove that this problem is NP-hard, it is sufficient to consider the case of single user service request within one time slot. In such a case this problem is reduced and it is equivalent to the protocol stack mapping problem, which is proved as a NP-hard problem in [35] . C1 is obtained according to (8) . C2 and C3 are get from (1). C4 is acquired from (2) . C5 and C6 are gained according to (3) . C7 ensures that the decision variables are 0-1 integers.
III. LYAPUNOV OPTIMIZATION MODEL TRANSFORMATION
The above NP-hard problem involves Boolean variables and the number of user service requests arriving in the network per unit time slot varies with time so that it is difficult to solve directly. In order to solve the above problem, we transform it into the minimization of the upper bound of the driftplus-penalty function by Lyapunov optimization technique.
We give a definition of Q M (t) = (Q M im (t)) which indicates the number of VNF m required in the SFC corresponding to user service request i in the RRU queue at the start time of time slot t, and we also give a definition of Q P (t) = (Q P imn (t)) which indicates the number of VNF m required in the SFC corresponding to user service request i that needs to be mapped in each PM n queue at the start time of time slot t. In addition, we define
. In order to measure the backlog status in the network at the beginning of time slot t, the Lyapunov function is defined as:
. (12) It can be found that the smaller the value of L( (t)) is, the less queue backlog in the network is. Without loss of generality, we assume that L( (0)) = 0.
The Lyapunov drift is defined as the conditional expectation of the difference of Lyapunov function values at two adjacent time slots, that is:
According to the algorithm design principle of Lyapunov optimization technique, NFV-MANO needs to decide the SFC scheduling behavior γ imn (t) and SFC mapping behavior β imn (t) at the beginning of each time slot t. We also optimize the upper bound of the drift-plus-penalty(DPP) function as follows:
where V > 0 is Lyapunov control parameter, which is used to control the balance between Lyapunov drift and real-time cost. The larger the value of V is, the more emphasis the network puts on the placement cost. Theorem 1: For ∀ (t) , t ∈ T , DPP has the following upper bound:
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Proof: We square the both sides of the transfer equations of queue status and apply the inequation [max(x+y−z, 0)]
Similarly, we can obtain:
Substituting inequation (16) and (17) into (13), we can obtain:
According to 0 ≤ ϕ i (t) ≤φ and n∈N γ imn (t) <L, the following inequation are available:
Since S imn (t) is a fixed value, the following inequation is also available:
Then the B in (15) can be expressed as: (21) into (18), and adding VE{c(t)| (t)} to both sides, we can get (15) .
IV. DYNAMIC PLACEMENT ALGORITHM DESIGN AND ANALYSIS

A. ALGORITHM DESIGN
We assume that c(t) contains the cost of link mapping and two nodes determine a link, so the nodes need to be considered in pairs. We rewrite (15) as follows: According to (15) , the objective function can be reformulated as:
Thus the placement cost minimization problem after conversion is:
C1 and C2 are to prevent the burstiness process in the SFC scheduling process. C8 ensures that the decision variables are 0-1 integers, and the other constraints are the same meaning as the constraints in (11) .
Ignoring irrelevant constants in (22) , the objective function can be rearranged as:
It is obvious to find that the above problem belongs to the three-dimensional 0-1 quadratic programming problem and cannot be directly solved. Therefore, we decompose the above problem according to the decision variables γ imn (t) and β imn (t). In addition, we transform (24) into the following two types of two-dimensional 0-1 programming sub-problems, and the number of each sub-problem is |I|. SFC scheduling behavior γ imn (t) at RRU and SFC mapping behavior β imn (t) at PM are respectively decided by RRU and each PM independently at the start of each time slot t. Therefore, after decomposition, the sub-problems are equivalent to the original three-dimensional 0-1 quadratic programming problem.
The above problem is the 0-1 integer programming problem. Based on the genetic algorithm, we propose a new encoding and decoding method and design a heuristic SFC scheduling algorithm to solve the above sub-problem.
Genetic algorithm is a random parallel search algorithm based on natural selection and genetic principles. It treats the solution set of one problem as a population, then continuously optimizes the quality of the solution by selection, crossover, and mutation operation, finally obtains an approximate optimal solution. Thus it is an efficient iterative method to solve the above problem. The heuristic SFC scheduling algorithm proposed by us is described in detail as follows:
First, we encode individual chromosomes using equal length integer-coded method. The length of the chromosome is the total number of VNFs supported by all PMs, and the gene at each position on the chromosome indicates the number of VNF m scheduled to this PM n. For PM n, the chromosome encoding method is:
If there are 2 PMs and each PM is able to run 4 different types of VNFs, according to the above encoding method, the SFC scheduling scheme can be expressed as: It indicates that the four different types of VNFs scheduled to the first PM are 2, 1, 0, 1 respectively, and the four different types of VNFs scheduled to the second PM are 1, 1, 0, 0 respectively. The decoding method is contrary to the encoding method, i.e., we can obtain the VNF scheduling scheme according to the encoding method of the chromosome. VOLUME 6, 2018 Secondly, the algorithm achieves the spread of excellent gene through selection operation of individuals. The fitness value is the principle of selection operation. We define the fitness value function as follows:
where the set of population composed of individuals is:
). It can be found that the smaller the value of f w is, the larger the fitness value is. At the same time, the algorithm uses roulette wheel selection method to implement individual selection operation. We define the probability that the individual w is selected, which is:
According to P s (w), we can further obtain the cumulative probability Q s (w) of the probability that the individual w is selected in the roulette wheel selection method, that is:
According to (27) , it can be seen that the roulette wheel selection method tends to select individuals with larger fitness values while eliminating individuals which do not satisfy the constraints in (25) . Therefore, the roulette wheel selection method can well select individuals with superior genes from the previous generation to the next generation. In addition, the heuristic SFC scheduling algorithm proposed by us adopts the best individual retention strategy. In this strategy, the individual with the largest fitness value is directly included in the next population and after the crossover and mutation operation, the individual with the smallest fitness value in the next population were excluded in order to retain the excellent genes of the best individual.
Finally, the next population is generated by crossover and mutation operation. Crossover and mutation operation can maintain the diversity of the population and they are very important parts of the genetic algorithm. We use the partialmapped crossover (PMX) method for the crossover operation in the heuristic SFC scheduling algorithm. The method randomly selects a pair of individuals from the parental population and randomly selects a part of gene at the same position on the chromosome of the individuals to implement the crossover operation so as to generate a new pair of chromosomes. The mutation operation adopts the single-point mutation method, i.e., when a certain chromosome is chosen to implement the mutation operation, a certain mutation point of this chromosome is randomly selected, and a non-negative integer less than L is randomly generated to replace the mutation point. The specific algorithm steps are presented in algorithm 1.
Algorithm 1 Heuristic SFC Scheduling Algorithm
1: Set the size of population |W| = 100; the number of population iterations G max = 1000; probability of crossover P c = 0.6; probability of mutation P m = 0.02; 2: |W| SFC scheduling schemes satisfying the constraints in (25) are randomly generated and coded as the initial population; 3: for g = 1 : G max do 4: Calculate the individual fitness value from (26) , and record the individual with the largest fitness value; 5: Calculate the probability that each individual which is selected from (27); 6: Calculate the cumulative probability of the probability that each individual which is selected from (28); 7: for index = 1 : |W| do 8: Generate a random number r between 0 and 1; 9: if Q s (w − 1) < r < Q s (w) then 10: Select individual w to add to the next population; 11: end if 12: end for 13: for w = 1 :
Generate a random number c between 0 and 1; 15: if c ≤ P c then 16: Select the chromosomes of individual w and individual 2w, and randomly select a part of gene at the same position to exchange; 17: end if 18: end for 19: for w = 1 : |W| do 20: Generate a random number o between 0 and 1; 21: if o ≤ P m then 22: Randomly select a position on the chromosome of individual w as the mutation point, and randomly generate a non-negative integer less than L to replace the mutation point; 23: end if 24: end for 25: Calculate the individual fitness value from (26); 26: Replace the individual which have the smallest fitness value with the one which have the largest fitness value recorded in step 5; 27: end for 28: Decode the chromosome of the individual with the global largest fitness value to obtain the SFC approximate optimal scheduling scheme.
It can be found from the objective function (25) that the NFV-MANO will schedule the queue backlog of VNF in Q M im (t) at RRU to the PM with the shortest Q P imn (t).
(29)
The above problem belongs to the 0-1 quadratic programming problem. Therefore, we also designed a heuristic SFC mapping algorithm like the heuristic SFC scheduling algorithm which we have proposed to solve the above subproblem.
In this algorithm, we encode the individual chromosomes using equal length 0-1 integer-coded method. The gene at each position on the chromosome indicates whether or not VNF m is mapped at PM n. If the mapping is successful, the gene at this position is set to 1, otherwise is 0.
We also define the fitness value function as follows:
We define the probability that the individual z is selected, which is expressed as:
Similarly, we define the cumulative probability Q s (z) of the probability that the individual z is selected, that is:
The mutation operation of the heuristic SFC mapping algorithm is to replace the gene of the chosen chromosome by a 0-1 integer which is randomly generated, and the rest part of this algorithm is the same as the heuristic SFC scheduling algorithm. The specific algorithm steps are showed in algorithm 2.
Algorithm 2 Heuristic SFC Mapping Algorithm
1: Set the size of population |Z| = 100; the number of population iterations G max = 1000; probability of crossover P c = 0.6; probability of mutation P m = 0.02; 2: |Z| SFC mapping schemes satisfying the constraints in (29) are randomly generated and coded as the initial population; 3: for g = 1 : G max do 4: Calculate the individual fitness value from (30) , and record the individual with the largest fitness value; 5: Calculate the probability that each individual which is selected from (31); 6: Calculate the cumulative probability of the probability that each individual which is selected from(32); 7: for index = 1 : |Z| do 8: Generate a random number r between 0 and 1; 9: if Q s (z − 1) < r < Q s (z) then 10: Select individual z to add to the next population; 11: end if 12: end for 13: for z = 1 :
Generate a random number c between 0 and 1; 15: if c ≤ P c then 16: Select the chromosomes of individual z and individual 2z, and randomly select a part of gene at the same position to exchange; 17: end if 18: end for 19: for z = 1 : |Z| do 20: Generate a random number o between 0 and 1; 21: if o ≤ P m then 22: Randomly select a position on the chromosome of individual z as the mutation point, and randomly generate a 0-1 integer to replace the mutation point; 23: end if 24: end for 25: Calculate the individual fitness value from (30); 26: Replace the individual which have the smallest fitness value with the one which have the largest fitness value recorded in step 5; 27: end for 28: Decode the chromosome of the individual with the global largest fitness value to obtain the SFC approximate optimal mapping scheme.
The objective function (29) indicates that the NFV-MANO intends to map VNF at PM with faster service rate, or preferentially map VNF at PM n with largest Q P imn (t).
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The time complexity of algorithm 1 and algorithm 2 are O(G max · |W|) and O(G max · |Z|) respectively. Note that runtime (CPU time) of the two algorithms mainly depends on the parameters of genetic algorithm (e.g., the size of population and the number of iterations). Thus, the CPU time of our algorithm 1 and algorithm 2 are controllable and much less than solving a 0-1 integer programming problem.
Based on the above analysis, we proposes a QDPVNF algorithm to implement efficient physical resource allocation, while ensuring network stability. Algorithm 3 shows the specific algorithm steps. The flow chart of the proposed three algorithms are shown in Fig. 4 . 
while t <= |T| do 4: for i ∈ I do 5: cos t_pm(t) = σ * ./remain_pm(t); 6: cos t_link(t) = σ * ./remain_link(t);
7:
Calculate γ imn (t) from (25) and algorithm 1; 8: Calculate β imn (t) from (29) and algorithm 2; Update remain_pm(t) and remain_link(t) according to β imn (t); 10: for m ∈ M do 11: Update Q M im (t) from (4); 12: for n ∈ N do 13: Update Q P imn (t) from(5); 14: end for 15: end for 16: end for 17: Calculate c(t) from (9) 
] is independent and identically distributed with respect to time t, then for any λ i ∈ , there is a random stationary strategy π * so that the optimal SFC scheduling behavior β imn (t) * and the optimal SFC mapping behavior γ imn (t) * in each time slot t are only related to the sample implementation of external random variables (t). The following steady-state equations are established:
where c * (λ) indicates the optimal time-averaged placement cost when the arrival rate of user service request is λ, and indicates the capacity region of the arrival rate of user service request.
Proof: Its proof uses the Kagiotto theorem in [36] . Theorem 2: The time-averaged queue backlog under the control of the proposed algorithm satisfies:
it should be noted that the discrete-time queue process (t) is strongly stable, meanwhile, the optimal placement cost c * and the placement cost c under the control of the proposed algorithm satisfy:
where e I is a |I| dimensional vector, and the elements of the vector are e. Proof: Its proof uses the standard result in the stochastic optimization theory [36] .
According to Theorem 2, we can get the time-averaged placement cost c and the upper bound of the time-averaged queue backlog Q in the whole network under the control of the proposed algorithm. At the same time, according to (37), when the value of control parameter V is large enough, the time-averaged placement cost under the control of the proposed algorithm can approach the optimal placement cost infinitely. However, according to (36) , we can see that the upper bound of network time-averaged queue backlog will be larger. Additionally, by Little's Law, the response delay of the entire network to user service requests will increase, i.e.., the backlog of user service requests in the network will increase, which may affect network stability severely. Therefore, in the actual scenario, the MVNO can choose a compromise between network stability and network placement cost so as to achieve the best performance.
V. SIMULATION RESULTS AND ANALYSIS
A. SIMULATION SCENARIO AND PARAMETERS
We use MATLAB software to verify the effectiveness of the proposed algorithm. Specifically, we assume the network is fully connected, i.e., each PM is connected with each other through the direct physical link. In this network, the users continue to present three different types of service requirements, and each user service request corresponds to a unique SFC. The three different SFCs are: 1)PHY, RLC, PDCP; 2) PHY, MAC, PDCP and 3) PHY, MAC, RLC, PDCP respectively. In order to verify the effectiveness and superiority of the proposed algorithm, we compare it with the SDPM algorithm in [30] . The simulation lasts for 200 time slots. Besides, when the network meets the user service request, the network can handle the data packet of the user service for a period of time until the user service request is canceled, so we set the length of each slot is 5 minutes [34] . The other parameters used for the simulation results are summarized in Table 1 . 
B. THE VALIDITY OF THE ALGORITHM
As shown in Fig. 5 , when the number of iterations increases, both the fitness value of the heuristic SFC scheduling algorithm and the heuristic SFC mapping algorithm are gradually increased and eventually tend to converge. It can be found that, as the population is carried out continuous selection, crossover and mutation operations, we can get global approximate optimal individuals i.e. global approximate optimal SFC scheduling scheme and global approximate optimal SFC mapping scheme will be produced, which fully demonstrates the effectiveness of the heuristic algorithms proposed in our paper. In Fig. 6 and Fig. 7 , we verify the effectiveness of the proposed QDPVNF algorithm from both the timeaveraged queue backlog and the time-averaged placement cost. As shown in Fig. 6 , when the simulation time slot increases, the time-averaged queue backlog increases rapidly at first and then tends to be stable. It can be found that the QDPVNF algorithm can effectively ensure stability of network queue. The trend towards stabilization is consistent with (36) in Theorem 2. It can also be found that the larger the value of V is, the larger the time-averaged queue backlog is. As shown in Fig. 7 , when the simulation time slot increases, the time-averaged placement cost initially increases rapidly, but eventually tends to be stable, which is consistent with (37) in Theorem 2. However, in contrast to Fig. 6 , the larger the value of V is, the smaller the time-averaged placement cost is. Based on the results presented in Fig. 6 and Fig. 7 , we will give a detailed analysis. Fig. 8 describes the relationship between the time-averaged queue backlog and the control parameter V under the control of the QDPVNF algorithm and the relationship between the time-averaged placement cost and the control parameter V under the control of the QDPVNF algorithm. It can be found 
C. COMPARATIVE ANALYSIS OF ALGORITHM PERFORMANCE
In Fig. 9 , we compare the time-averaged queue backlog under the control of QDPVNF algorithm with that under the control of SDPM algorithm. It can be observed that the QDPVNF algorithm can obviously control the timeaveraged queue backlog within a low range in comparison with the SDPM algorithm, i.e., our placement algorithm has significant advantages over the SDPM algorithm in terms of ensuring network stability. This is because our placement algorithm takes into account the status of network queue backlog and the difference of PM service capability. The QDPVNF algorithm also transfers the VNF to the queue with a shorter queue backlog as much as possible, or maps VNF at PM with higher service rates. Finally, the QDPVNF algorithm chooses the PM with the lowest placement cost to complete VNF placement considering the above factors. However, the SDPM algorithm ignores the status of network queue backlog and the difference of PM service capability. It only considers how to minimize the placement cost under the condition of the limited physical resources. Therefore, when SDPM algorithm selects a PM with a lower service rate for mapping, the service capability of the PM obviously cannot satisfy the high arrival rate of user service requests, and this algorithm cannot dynamically adjust the mapping results depend on the status of network queue backlog, so that it will inevitably lead to huge queue backlog, which seriously decrease network stability and affects user experience. In Fig. 10 , we compare the time-averaged placement cost under the control of QDPVNF algorithm with that under the control of SDPM algorithm. As we can see, compared to the SDPM algorithm, since the QDPVNF algorithm considers both the status of network queue backlog and the difference of PM service capability, it sacrifices the optimality of the placement cost to ensure system stability, which is consistent with the (37) in Theorem 2. From theorem 2 and the simulation result in Fig. 8 , it can be found that when the value of V is large enough, the placement cost under the control of the QDPVNF algorithm will be close enough to the optimal solution of the placement cost. When the value of V is small enough, the optimality of the placement cost will be further sacrificed to obtain better network stability. As shown in Fig. 9 and Fig. 10 , when the status of network queue tends to be stable, the network time-averaged placement cost under the control of SDPM algorithm is 84.70, and the network time-averaged placement cost under the control of QDPVNF algorithm is 85.33 when V = 18 . Compared with the SDPM algorithm, the QDPVNF algorithm only needs to increase the placement cost by 0.7%, which can significantly reduce the network queue backlog so as to enhance network stability.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we made a joint consideration of efficient physical resource allocation and network stability enhancement. Firstly, we established the transfer equations of queue status at remote radio unit (RRU) and physical machines (PMs) respectively with the consideration of the three factors: 1) the variability and massiveness of user service request arrivals; 2) the dynamic occupation and release of limited physical resources and 3) the difference of PM service capability. Then, we designed a dynamic scheduling model of two-stage queue to perceive the status of current queue backlog in the network and implement the dynamic queue scheduling. Moreover, we formulated a virtual network function (VNF) placement cost minimization problem under the condition of network stability and proved it is NP-hard. Finally, we presented a queue-aware dynamic placement of virtual network functions (QDPVNF) algorithm to solve the NP-hard problem. Simulation results have demonstrated that our placement algorithm can guarantee less placement cost and significantly enhance network stability. In order to further enhance network stability, the migration problem of VNF instances will be studied and an effective algorithm based on deep neural network will be proposed in our future work. He has authored or co-authored over 100 papers in journals and peer-reviewed conference proceedings and co-authored seven books. VOLUME 6, 2018 
