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SUMMARY 
This study was undertaken to improve the precision of atomic-
scale details which can be obtained from single-crystal Bragg intensi­
ties. Ultimately, the goal of the work was to show that changes in 
large-scale observable properties can be explained with models based 
on the precision of the newly acquired atomic-scale detail. 
The initial efforts of this work were devoted to the development 
and evaluation of techniques for collecting precise single-crystal 
Bragg intensities. The development of techniques involved equipment 
design as well as the writing of computer software to collect the data 
with appropriate strategy. Comparisons of least-squares refined parame­
ters were used to assess the techniques. Comparisons were made for 
several crystals (a) of presumably identical composition and (b) with 
compositions differing by known amounts. 
"Typical" vs "controlled-precision" techniques, random error, and 
simultaneous diffraction were the principal effects on precision which 
were studied. 
The "controlled-precision" technique was found to yield signifi­
cant improvements in precision over the "typical" technique for the same 
amount of time spent collecting the data. For the case cited, a 25 per 
cent reduction in time would result if the "controlled-precision" tech­
nique was used. 
xiii 
Simultaneous diffraction effects, generally ignored in single-
crystal structure-refinements, were found to occur with a disquieting 
frequency ( > 1 4 per cent) for the apatite samples used. These effects 
were at least 3 per cent of the Bragg intensity. For asymmetrical 
settings of the crystal, the frequency of occurrence of simultaneous 
diffraction was still significant (>17 per cent). Least-squares refine­
ments with and without the data affected by simultaneous diffraction 
gave the same structure parameters (within 3a; where a is the pooled 
standard deviation for the two refinements); however, the agreement fac­
tor, wR^j increased 39 per cent (from 4.35 to 6.04 per cent)„ Further­
more, the extinction constant, £, more than doubled when the data 
affected by simultaneous diffraction were included in the extinction 
correction procedure. Thus, if any physical interpretation is to be 
given the extinction constant, cs one must correct for simultaneous dif­
fraction or remove the affected data before the extinction correction 
procedure is applied. 
The data collection techniques which were developed and evaluated 
were then used to collect data from seven different apatite specimens. 
Precision least-squares structure refinements of these data led to sig­
nificant improvements in the knowledge of the atomic-scale differences 
in these apatites. Based on these physically significant differences, 
atomic-scale models were proposed to account for some observed macro­
scopic properties of various apatites. 
Some of the observed physical properties for which atomic-scale 
models have been presented in this work are: 
(1) The occurrence of a monoclinic form of chlorapatite. 
xiv 
( 2 ) The preferential doubling of only one a. axis of hexagonal 
chlorapatite to form the monoclinic structure. 
(3) The prevalence of mimetic twinning in chlorapatite. 
(4) The initial inhibition and eventual promotion of the 
monoclinic to hexagonal phase transition with increasing substitution 
of fluorine into the chlorapatite structure. 
(5) The three-fold splitting of the 8600 cm 1 fluorescence line 





The goals of this study were to develop and evaluate techniques 
for collecting precise intensity data with a single-crystal x-ray 
diffTactometer and reducing these data to structure factor magnitudes, 
to verify that the precision obtained is physically significant, and to 
show with several examples how these precision techniques yield new and 
physically useful information regarding atomic-scale detail in real 
crystals. 
Development of the techniques involved the design of both instru­
mental and operational aspects of the experiments, including development 
of computer programs to operate automated diffTactometers with appropri­
ate strategy and to assess the validity of the data obtained. 
Before the physically significant factor |f| can be deduced with 
the required precision, several other factors must first be extracted 
from the observed reflection intensities„ The corrections for absorp­
tion and polarization are routine, those for extinction effects are 
somewhat more subtle, and those for simultaneous diffraction effects can 
not be accomplished by any existing general procedure„ Comparisons of 
least-squares refinement results were thought to be a suitable assess­
ment of the physical significance of observed differences in details 
(e.g., positions and thermal motion). These comparisons were made for 
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several crystals (a) of presumably identical chemical composition and 
(b) with compositions differing by known amounts. 
A reasonable test of the physical utility of the new information 
was felt to be the determination of the structural locations and roles 
(e.g., effects of neighboring atoms) of various ions substituting in 
small degree (e.g., < 1 weight per cent) in several apatite crystals. 
It has been observed that fluorine-containing chlorapatite has a differ­
ent symmetry (other bulk properties differ also e.g., the optical 
indicatrix changes from biaxial to uniaxial with the change in symmetry 
from P2 1/b to P6^/m). Thus, with the introduction of the fluorine ion 
on the screw axis of chlorapatite, an interaction must occur between the 
fluorine and the chlorine because the P2^/b symmetry is a consequence of 
the ordered displacements of chlorine atoms from z = 1/2. Several sam­
ples of chlorapatite with various fluorine compositions were studied to 
see if the precision techniques developed could detect the fluorine-
chlorine interactions. Another test of the techniques was the study of 
two Nd-doped fluorapatite crystals. The determination of the structural 
location of the Nd presented a challenge because spectroscopic studies 
had indicated that Nd most probably occurred in apatite at the same site 
as Ca. Furthermore, the small amount of Nd (growth conditions were 
adjusted for approximately 0.4 weight per cent or 0.1 Nd per unit cell) 
could possibly be divided between two independent sites (Ca^. and Ca ) . 
Purpose of Research 
A general assessment of the precision which can be attained in 
single-crystal diffractometry is an important prerequisite to its use as 
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a research tool. Limits on precision must be established (under various 
conditions) if small differences in atomic-scale details are to be 
meaningful. 
It is well recognized that the important mechanisms are in prin­
ciple predictable from detailed knowledge of location and behavior of 
all individual atoms. From detailed knowledge of atomic locations and 
thermal motions in real (non-ideal) crystals, one may expect to deter­
mine atomic-scale mechanisms of physical properties, including response 
to impurities, defects, and environmental changes (e.g., in pressure, 
temperature, magnetic and electric fields, etc.). In total effect, such 
an achievement promises to contribute greatly to solid state physics, 
perhaps forming the basis for major fundamental advances in this broad 
field. However, at present our available information is much less 
detailed than is needed, being generally restricted either to (i) aver­
age properties of the atoms present in major proportion or (ii) detailed 
knowledge of only a very few atoms under special circumstances (e.g., 
information as given by field ion microscopy). 
Background 
Heretofore, with few exceptions, the assessment of precision has 
been dealt with in a piecemeal fashion, and often has been of secondary 
interest compared to the primary goal of the solution of the crystal 
structure. There are notable exceptions: (i) the American Crystallo-
graphic Association Single-Crystal Intensity Project (Abrahams, Alexander, 
Furnas, Hamilton, Ladell, Okaya, Young and Zalkin, 1967), (ii) the 
International Union of Crystallography Single-Crystal Intensity Project 
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(Commission on Crystallographic Apparatus, 1966), (iii) the evaluation of 
automatic diffractometer systems with NaCI spheres by Abrahams (Abrahams, 
1964; Abrahams and Bernstein, 1967) and (iv) the work of Sudarsanan and 
Young (1969) on determining significant precision in crystal structural 
details of similar (hydroxyapatite) samples. These studies used various 
methods for the assessment of precision: 1) different laboratories 
studied different specimens of the same material, 2) different labora­
tories studied the same specimen, 3) a single laboratory studied several 
different specimens of the same material, and 4) a single laboratory 
studied the same specimen with several different techniques. 
The IUCr and ACA single-crystal intensity projects used, respec­
tively, the first and second techniques. These studies did not assess 
the precision which a single worker could expect to get, but only inter-
experimental precision and accuracy. Sudarsanan and Young's work was 
with mineral samples with significant departures from the ideal hydroxy­
apatite composition. Several specimens from the same origin, and thus, 
presumably the same composition, were studied with both x-ray and neutron 
diffraction. They observed differences in the atomic-scale details 
between the several specimens. Both the work of Abrahams and that of 
Sudarsanan and Young ignored the effects of simultaneous diffraction on 
precision. 
In the ACA Single-Crystal Intensity Project, seven laboratories, 
each one using its normal techniques, measured Bragg intensities from 
the same small (0.444 mm diameter) sphere of CaF^. The conclusions of 
the members of the project (Abrahams et al„, 1967) were that routine 
data-collection procedures could yield | F | values within 5 per cent of 
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each other and that there was no evidence that any experiment was meas-
uring | F | values better than 2 per cent. Analyses were not carried out 
on the data obtained from the secondary spheres each member of the pro­
ject was given because severe extinction was present and extinction 
corrections were not made. Thus, an assessment of precision between 
different specimens could not be made. 
In the IUCr Single-Crystal Project, 17 sets of structure factors 
for D(+)-tartaric acid were measured. Sixteen laboratories participated 
and each laboratory was provided with approximately 12 well-developed 
small crystals. The agreement in this project was much poorer (the 
physical characteristics of the specimens each laboratory were given 
were different, e.g., different sizes and shapes leading to differing 
required absorption corrections which, unaccountably, were not always 
made) than in the ACA project. The agreement in this second project was 
reported (Commission on Crystallographic Apparatus, 1966) to be approxi­
mately 7 per cent for a concordant sub-set of the results. In neither 
of the Single-Crystal Projects were the data corrected for extinction, 
simultaneous diffraction or even, in some cases, absorption. 
In the present work it was attempted to assess the lack of pre­
cision arising from various sources. The same physical specimen was 
studied with different techniques to assess differences due to tech­
nique; several specimens from the same source were studied with the same 
techniques to assess the physical reality of inter-specimen differences, 
and several different apatites with slightly different, but known, 
compositions were studied to demonstrate that the structural locations 
and roles of ions substituting in small degree could be determined. 
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In all, precision structure-refinements were made for seven dif­
ferent specimens of various compositions. A substantial effort was first 
invested in analysis, development and implementation of data-collection 
and validation techniques. These techniques were intended to improve 
upon past and current practice with respect to useful precision and, 
hence, the information available about atomic-scale details. The equip­
ment selected and used, including the modifications made to it, is dis­
cussed in Chapter II. The various factors ordinarily limiting available 
precision in single-crystal diffractometry are analyzed in Chapter III. 
The experimental and analytical approaches then selected and implemented 
are discussed in Chapters IV and V, respectively. An evaluation of the 
precision actually obtained in definition of atomic-scale detail is dis­
cussed in Chapter VI. The crystallographic results obtained for the 
seven different materials are discussed in Chapter VII. Also discussed 
in that chapter is the new--and in some cases unforeseen—information 
about structural locations and roles of impurities in varying degrees. 
The physical significance of this newly available information, which 
would not have been available with currently conventional techniques, is 
pointed out. Finally, the principal conclusions resulting from the work 
are summarized in Chapter VIII. 
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CHAPTER II 
INSTRUMENTATION AND EQUIPMENT 
Tape-Controlled Single-Crystal X-Ray Diffractometer System 
Datex Controller 
The data were collected with two different automated single-
crystal x-ray diffractometers. One diffractometer received its instruc­
tions from a punched paper tape unit (Datex X-Ray Diffractometer Con­
trol and Recording System) and the second diffractometer was controlled 
by a computer (PDP-8, Digital Equipment Corporation). Fundamental 
differences in the devices which controlled the two diffractometers 
necessitated that different control algorithms be used with the two 
diffractometers„ The Datex unit (referred to later as simply the con­
troller) had fixed hardware-wired logic. The programmed operating 
instructions to drive this fixed logic were obtained as needed from a 
punched eight-channel paper tape generated, as an independent opera­
tion, on a Burroughs B5500 computer. The lack of real-time interactive 
feed-back from the experiment, when the Datex Controller was used, 
required that the data set be collected with a two-pass mode of opera­
tion. This two-pass strategy is discussed further in Chapter IV. 
The controller provided automated control (via instructions from 
the punched tape) of the following diffractometer functions: 
I. The shutter to the x-ray source could be opened or shut and 
the continued operation of other controller functions was inhibited 
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until a completion signal for this operation was received by the con­
troller. 
2. Four axes of the diffractometer could be sequentially set to 
the angular values punched on the paper tape. The axes that could be 
positioned were 29, u), x> a n d 0. Control did not pass on to the next 
instruction on the tape unless the proper completion signal for the 
operation was received by the controller. The axes were physically 
positioned by a combination shaft encoder and stepping motor. The shaft 
encoders (analog-to-digital devices) sent back angular position infor­
mation to the controller to be compared with the command position. If 
the command position and the actual position agreed, the completion 
signal was generated. 
3. The selection of one of three filter materials could also be 
made by the controller. In practice, one of the three filter materials 
is usually an open hole, while the other two materials are selected to 
permit a balanced-filter configuration (Young, 1963) for the radiation 
being used. 
4. By the proper use of the Datex Controller, one was able to 
collect data in any of three modes, fixed angle counting, constant speed 
scanning, and automatic step scanning. With the constant speed scanning 
mode, five different scan speeds (̂ , 1, 2, and 4 degrees per minute) 
were provided as well as a "slewing" speed for fast axis positioning. 
Various step sizes were allowed with the step scanning mode. Step sizes 
of 0.01°, 0.02°, 0.03°, 0.04°, 0.05°, 0.06°, 0.07°, 0.08°, and 0.09° 
were provided by the controller. 
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Data Output 
The output data were registered on an eight-channel punched paper 
tape. The information on these paper tapes was later transcribed to 
punch cards in order to achieve compatibility with the computer center 
input facilities. The output data tapes were created with an odd-parity 
punch for each character generated in the eighth channel of the paper 
tape. The generation of this odd-parity punch was used to check for 
blunders in the punching mechanism. 
The data were also monitored through the use of a strip-chart 
recorder and a paper tape printer. 
Diffractometer 
The goniostat was a five-circle design, which was designed and 
machined at the Georgia Institute of Technology (Young, Goodman, and 
Kay, 1964) and mounted on a commercially built diffractometer base. The 
five axes of the goniostat were the 26, UJ, X> a n d o". The a axis, 
not usually found on diffractometers, provided a physical means (when 
(jo = 0) of performing rotations of the sample about the diffraction 
vector (s-s 0), where s is a unit vector along the diffracted beam direc-
—» 
tion and s 0 is a unit vector along the incident beam. Figure 1 illus­
trates the geometry of the five-circle diffractometer. 
Counting Chain 
The counting chain consisted of a scintillation detector 
(thallium-activated sodium iodide) and integral preamplifier, a pulse-
height discriminator, and a solid-state timer and scaler. 
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Computer-Controlled Single-Crystal 
X-Ray Diffractometer System 
The second automated diffractometer used was essentially the 
commercially built Picker FACS-1 system (Picker Corporation, Cleveland), 
after we had extensively modified its controlling algorithm to meet our 
data collection requirements. 
PDP-8 Computer and Diffractometer Interface 
The diffractometer operations were controlled and monitored by a 
small dedicated computer in a real-time mode of operation. The computer 
(Digital Equipment Corporation, PDP-8) had a small (4K) fast-access 
storage, and a large (32K) relatively-slow-access disk storage,, 
The diffractometer system functions which could be controlled 
by the computer were the reading, clearing, starting, and stopping of 
the scaler and timer,, Eleven different values of preset count could be 
selected as well as thirteen different values of preset times. Each of 
the four shaft encoders could be individually read "on-the-fly" to 
obtain the current angular position of each shaft„ There were four 
slew motors and two scan motors which could be controlled by the com­
puter,, Each motor could be started or stopped, and the shaft positioned 
in either the forward or reverse direction„ Each of the four slew 
motors had two speeds, "slow" and "fast." A selection could be made of 
three filter positions and six different beam attenuators. The shutter 
position (opened or closed) was also controlled by the computer. An 
addition was made to the diffractometer interface which provided com­
puter on-off control of the drive motor of the strip-chart recorder. 

12 
Thus, on multiple scans over a Bragg peak, the strip-chart recorder 
could be turned off for all scans but the first one. 
Much of the control of the diffractometer system was accomplished 
through the use of the interrupt concept. With this interrupt feature, 
at the completion of a diffractometer function the diffractometer inter­
face would interrupt the computer in its performance of some ancillary 
function and the diffractometer needs would then be serviced by the com­
puter . 
Diffractometer 
The goniostat was a full-circle design with four adjustable axes: 
28, ou, x> a n d 0. This particular goniostat lacked the cr axis, which 
was available on the goniostat controlled with Datex Controller, Rota­
tions about the diffraction vector were achieved by a combination of 
rotations about the uo, x» and 0 axes. 
Counting Chain 
The x-ray photon detection circuit consisted of a scintillation 
detector and integral photomultiplier tube (Nal(Tl)), pulse-height 
discriminator, and computer-interfaced scalar and timer. 
Input-Output 
Input information in digital form was received by the computer 
from the teletype keyboard, the teletype paper-tape reader, and the 300 
character-per-second paper-tape reader (See Appendix A for a descrip­
tion of the input program, necessarily developed as a part of this work). 
Four forms of data output were available with the system: Inten­
sity vs angle information of an analog nature was displayed on the 
strip-chart recorder and storage oscilloscope display. The strip-chart 
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recorder provided a permanent record, while temporary displays of up to 
thirty minutes duration were provided with the cathode-ray "storage-
scope" display. Output information of a digital nature was obtained in 
two forms: the teletype printer and the teletype eight-channel paper-
tape punch. An odd parity bit was generated programmatically for paper-
tape output to provide a check, for punching errors. 
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CHAPTER III 
LIMITING FACTORS OF PRECISION AND ACCURACY 
IN MEASURING SINGLE-CRYSTAL BRAGG INTENSITIES 
One of the physically significant factors to be obtained in 
single-crystal x-ray diffractometry is I F . - . J , the structure amplitude. 
The quantities observed during the experiment are the integrated Bragg 
intensities. For an imperfect crystal, the Bragg intensity I^^f, °f t n e 
hkt reflection is related to the structure amplitude by 
T |^ 0BS.2 / 1 N 
where the 1 ^ ^ have been corrected for various physical factors (absorp 
tion, multiple Bragg scattering, and extinction) which affect the 
intensities diffracted by a macroscopic crystal. In equation (1), L is 
the Lorentz factor, p is the polarization factor, and c is an overall 
scale factor. The superscript OBS indicates that the structure ampli­
tudes are "observed" rather than calculated from a structural model. 
If one wants to obtain precision structure amplitudes, two gen­
eral classes of factors must be considered,, One class limits the pre­
cision with which one can collect the integrated intensity data (e.g., 
x-ray source instability), while the other class concerns the correc­
tions to the integrated intensity data for various systematic errors 
(e.go, extinction and absorption). Precision and accuracy in least-
squares refinements can also be affected by a third type of error, 
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errors which can occur in the calculated structure factor due to limi­
tations of the mathematical model of the crystal structure (e„g., 
anharmonicity in the thermal motion of the atoms). 
The experimental factors which control the precision of the col­
lected integrated intensities will be considered first, then the 
systematic-error corrections which must be made to the integrated in­
tensities, and finally, the sources of errors in the calculated struc­
ture factors„ 
Experimental Factors 
Lorentz and Polarization Factors 
The correction for the Lorentz-polarization factor for unpolar-
ized incident radiation and no monochromator in the detected beam is 
routine. The Lorentz factor corrects the integrated intensities for 
the different rates with which the reciprocal lattice points (relps) 
are swept through the Ewald sphere; the factor is inversely proportional 
to the component of the relp's velocity along the radius of the Ewald 
sphereo For the geometry of the four-circle diffractometer (normal-beam 
equatorial) the form of the Lorentz factor is 
L = ( S I N 2 E ) " 1 . ( 2 ) 
Any deviations of the diffractometer from the ideal diffractometer geom­
etry will result in an improper correction for the Lorentz factor,, 
Thus, the crystal should be centered at the intersection of the four 
axes of the diffractometer (i.e., at the center of the "sphere of con­
fusion"). The 2 6 and UJ axes must also be parallel, collinear, and both 
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perpendicular to the equatorial plane of the diffractometer. Young 
(1972) has considered in some detail the allowable tolerances in 
crystal placement and diffractometer alignment. For crystal-placement 
errors up to 0.04 mm, a precision of 0.01° in each setting axis leads 
to a cumulative error of £ 0.02 in the crystal 9-setting. This was suf 
ficient for a one per cent precision in stationary-crystal stationary-
counter intensity measures. The tolerances may be relaxed if the 
intensities are measured by one of the moving-crystal moving-counter 
methods. 
The polarization factor in the kinematic approximation for once-
scattered radiation in normal-beam equatorial geometry, is 
p = £(l + cos 22e) • (3) 
For experimental arrangements which utilize a crystal monochro-
mator the polarization factor is somewhat more complex and subject to 
error, since the exact form of the polarization correction will depend 
on the geometry (Azaroff, 1955) and the mosaicity (Miyake, Togawa, and 
Hosoya, 1964) of the monochromator crystal. For the case in which the 
plane of incidence of the monochromator and the plane of incidence of 
the specimen are parallel and coplanar, the polarization correction p, 
for an ideally imperfect monochromator and specimen crystals, is 
2 2 1 + cos 29 cos 29 m 




where 6^ is the Bragg angle for the planes being used in the monochro-
mator. However, if the monochromator acts as a perfect crystal 
? 
1+/cos26 /cos 26 _ m 
P " l + /cos26 / ' ( 5 ) m 
In general, for a mosaic monochromator, the polarization factor will 
have a form 
1 + K(6 )cos 226 
P = , (6) 
1+K(9 ) m 
where the factor K(6 ) depends on the degree of perfection of the 
monochromator crystal„ Jennings (1968) and Olekhnovich (1969) have 
both found values for the polarization correction which exceed those 
of the perfect crystal case and lie outside the range of values usually 
assumed possible,, Jennings attributes this anomalous polarization 
correction to a large secondary extinction effect, while Olekhnovich 
explains it by assuming sufficiently large primary and secondary extinc­
tion effects occurring simultaneously. Jennings finds experimentally 
that the polarization correction may differ by as much as 15 per cent 
from the value assumed for an imperfect crystal. 
For this work a monochromator was not used; however, balanced 
filters and pulse height discrimination were used. 
Simultaneous Diffraction 
Simultaneous diffraction is well known to be a problem with 
neutron diffraction, and the problem has recently received renewed 
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attention with regard to x-ray diffraction (Cole, Chambers, and Dunn, 
1962 ; Zachariasen, 1965 ; Young, 1 9 6 9 ) . The effect of simultaneous 
diffraction on the intensity of a reflection may range from the insig­
nificant (undetectable within counting statistics) to several hundred 
per cent. Generally speaking, of those reflections affected by 
simultaneous diffraction, the relatively weak-intensity reflections 
are strengthened while the relatively strong-intensity reflections are 
weakened by the phenomenon. The reflection intensities which occur in 
the middle range of intensities may be either increased or decreased. 
In deriving equation ( 1 ) , one assumes that the integrated inten­
sity I nk£ w a s measured under conditions of single Bragg diffraction. 
With certain diffraction geometries and crystals of high symmetry, 
intrinsic simultaneous diffraction occurs. Burbank ( 1965 ) discusses the 
occurrence of intrinsic and systematic simultaneous diffraction with the 
single-crystal orienter. Intrinsic simultaneous diffraction can be re­
moved if one adjusts the specimen so that no symmetry axis of the crys­
tal is parallel to the 0-axis of the diffractometer. Accidental simul­
taneous diffraction can still occur. By rotating the specimen about the 
diffraction vector one can avoid, or at least reduce, the effects of 
multiple scattering (Santoro and Zocchi, 1963 ; Coppens, 1 9 6 8 ) . In 
Figure 2 , the effect of simultaneous diffraction on the intensity of 
the 03o2 reflection of fluorapatite is illustrated as a function of 
specimen rotation, about the diffraction vector. In this case, if the 
0 3 . 2 reflection had been measured in the bisecting position (i.e., = 
0 ° , UJ = 0 ° ) , the integrated intensity would have been too large. A 
rotation of merely 1 /2° about the diffraction vector would have allowed 
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a determination of the integrated intensity free of simultaneous dif­
fraction effects. 
The sharpness, in \|j and in X, of the simultaneous diffraction 
condition is indicated in a particularly striking way in Figure 3. In 
this figure we see that for ijj = 0, the component of the Ka doublet 
is affected very strongly by simultaneous diffraction, while the 
component is not perceptibly affected. 
Various procedures have been proffered to avoid the inadvertent 
collection of data under conditions of simultaneous diffraction. 
Santoro and Zocchi (1964) have described a method for calculating the 
single-crystal orienter (goniostat) angle settings as a function of the 
azimuthal angle (rotation about the diffraction vector) and lattice 
parameters. Furthermore, they describe a method of finding the "opti­
mum" value of the azimuthal angle. For a given set of orienter setting 
angles, a check is made to see if any other reciprocal lattice point 
(relp) is simultaneously within some specified small distance e of the 
Ewald sphere. This procedure is repeated for a series of values for 
the azimuthal angle ty. The optimum value of \lr would be in the center 
of the largest interval of \Ji which is free of simultaneous diffraction. 
This procedure could be very time consuming even with an on-line com­
puter. Furthermore, with large unit cells, the probability of there 
being a several-degree range of \|F free from simultaneous diffraction is 
small. Coppens (1968) describes a procedure in which one only has to 
check for the occurrence of a relp of a strong reflection on either the 
Ewald sphere of the incident beam or the Ewald sphere of the primary 
diffracted beam simultaneously with the occurrence of the relp of the 
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reflection to be observed on the incident-beam Ewald sphere. This pro­
cedure is fast in its operational use and allows one to find relatively 
simultaneous-diffraction-free intervals of the azimuthal angle,, 
An operational check for multiple scattering effects can easily 
be incorporated into the data-collection procedures of a computer-
controlled four-circle diffractometer. The integrated intensity is 
collected at two different settings of the azimuthal angle, one-half 
of the time being spent at each setting of that would have been spent 
in collecting the data if only one setting of i|r were used 0 Thus, it 
takes no longer to collect the data, except for the additional time to 
slew to the second set of angle settings. If the integrated intensity 
for the reflection differs at the two settings of i|r by more than the 
expected counting statistical error (e.g., at the 95 per cent level of 
confidence), then the reflection can be flagged on output as being 
unsuitable for inclusion into the least-squares refinement. Significant 
amounts of data may be flagged as unsuitable in this manner (up to 30 
per cent have been observed to be flagged with apatite crystals). To 
collect these data under conditions of single diffraction, one could 
change the orientation of the crystal on the goniometer head (by several 
degrees) and recollect the previously flagged reflections. Another 
possible procedure would be to collect the data initially at three 
settings of (spending one-third the total time at each setting) and 
to assume that the correct intensity is the average of the two or three 
values which differ by less than counting statistics. If all three 
estimates of the integrated intensity differ from each other by an 
amount greater than predicted by counting statistics, then one must not 
2 3 
use this reflection in the least-squares refinements or must re-collect 
data for it with a new orientation of the crystal. 
Diffractometer Alignment and Specimen Centering 
In order for accurate intensity measurements to be made, the 
diffractometer must be properly "aligned" independently of the x-ray 
alignment of the single-crystal specimen., The alignment criteria are: 
1 . 2 9 , OJ, 0 must be made parallel and collinear when X = 0 ° , 
1 8 0 ° . 
2 . The x plane must be parallel to 2 9 , 9 , ou, 0 ; and perpendicu­
lar to the equatorial plane of the diffractometer. 
3. All four axes and the incident and diffracted x-ray beams 
must intersect at all times within a small ( ~ 1 \x radius) sphere, called 
the "sphere of confusion." Ideally this sphere would degenerate to a 
point. 
4 C Define 2 9 = 0 ° as the detector position which intercepts a 
straight line drawn from the center of the x-ray focal spot through the 
center of the sphere of confusion and extented toward the detector. This 
line must be perpendicular to the vertical axis ( 2 6 , UJ) of the diffrac­
tometer . 
5. The axes of the incident and diffracted beam tunnels must be 
collinear with the lines drawn from the center of the focal spot to the 
center of the sphere of confusion, and from the center of the sphere of 
confusion to the center of the detector aperture„ 
6 0 The focal spot must lie on the axis used in changing the 
take-off angle, in order to avoid realignment after changing the take­
off angle,, 
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7. The motion of the 26 and 6 axes must satisfy a 2:1 relation­
ship. 
8. Backlash in the angular settings should be small, or the 
position-sensing take-off (e.g., to the shaft encoders) should be 
independent of the positioning shaft and free ( < 0.01°) from back­
lash. About 0.005° of backlash is inherent in the encoders themselves 
due to the leading and trailing edges of the brushes and encoder 
disks. 
Most of the critical points of the orienter alignment are, 
usually, adequately taken care of during final assembly when the dif-
fractometer is built. Occasionally some aspects of the alignment must 
be checked because of instrument modifications, damage, wear or slip­
page. Even with a properly aligned diffractometer, a miscentered 
specimen will indicate an apparent need for 26 and X zero corrections. 
Furthermore, the miscentered crystal's position will move in the x-ray 
beam as any of the axes are rotated. If the beam is inhomogeneous, 
the effective integration of the intensities of the various peaks will 
vary from reflection to reflection, and, in an extreme case, the crys­
tal may be translated entirely out of the incident beam. Polarization 
and Lorentz corrections are also affected by miscentering. A 0.04 mm 
error in centering the sample will result in an error in the Lp correc­
tion as large as 1/2 per cent in the range 5° < 29 < 175°. 
That various small departures from the ideal alignment will not 
seriously affect the integrated intensity is readily recognized if one 
considers the concept of an "acceptance region" (Young, 1959). This 
has been dealt with in some detail recently by Young (1972). 
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A particularly easy operational test exists for determining the 
proper size of detector aperture to use with one's current experimental 
conditions,, The test consists of repeated measurements of the inte­
grated intensity with various sizes of apertures being used» If the 
integrated intensity is plotted versus the aperture diameter, a result 
similar to Figure 4 and 5 is obtained. With an aperture too small, 
some of the diffracted radiation is not detected by the scintillation 
detector; but, as the aperture size is increased, the integrated 
intensity increases and then gradually levels off. If the aperture is 
increased still further, the integrated intensity may eventually de­
crease because of the background curvature due to tails of other peaks 
or angle-dependent diffuse scattering (e.g., air scattering of main 
beam). The "optimum11 aperture size is one which just permits collec­
tion of all the Bragg-diffracted x-rays of the characteristic wave­
length. An aperture size any larger only tends to decrease the signal-
to-noise ratio, S, as is shown in Figure 5. The dependence of the 
minimum aperture on sample mosaicity and wave-length spread in the 
incident beam (i) differs for w> and 28 scans and (ii) must be determined 
for each sample. The minimum aperture size generally increases with 
Bragg angle (for UJ scans) and thus should be determined at a high Bragg 
angle, if automatic control over the aperture size is not available 
and manual intervention is inconvenient. 
The operational test for determining proper aperture sizes was 
performed at high (28 > 70°) Bragg angles and the "optimum" aperture 
size indicated was used at all times in the present work. 
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Figure k. Integrated Intensity of the 08.2 and 13, 0.2 Reflections of 
Fluorapatite vs_ Aperture Diameter. 
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Factors Affecting Counting Statistical Errors In Net Integrated 
Intensities 
The contribution of counting statistical errors to the net inte­
grated intensity can be decreased if one has properly designed equipment 
and collects the data with techniques designed to minimize the counting 
statistical error. 
Effect of Varying The Ratio of Time-On-Peak to Time-On-
Background. A derivation of the optimum ratio t Q p t > °f time spent on 
the peak to the total time spent on the background is in Appendix B 
and follows that of Young (1965), The expression for the optimum ratio 
of time t ^ in the single-filter case is: opt & 
' o p t " ( 1 + S ) I ' ( ? ) 
where S is the signal-to-noise ratio. For a balanced-filter scan, the 
optimum ratio for t is: 
where S and S are the signal-to-noise ratios obtained with the alpha A B 
and beta filters, respectively. Since 5 « 0, then 
The optimum fractional standard deviation, CT(I )/l^, for the single scan 
case, can be expressed as: 
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I N J opt 
1 + 1 + + 
I * N 
(10) 
and for the balanced-filter case: 
l + C l + S / 2 ) 2 i A ( J , J -, V 5 B / 2 / 
N 
Equations (9) and (11) illustrate that the effective signal-to-noise 
ratio, for the two scans of a balanced filter method of data collection, 
is half that of a single scan or single filter method. Thus, on a 
basis of signal-to-noise ratio only, one would prefer to collect the 
integrated intensities with a single scan or single-filter method when­
ever possible. Furthermore, an analysis of equation (10), similar to 
that carried out by Young (1965), reveals that an increase in S, when 
accompanied by a reduction in 1^, is not always beneficial; in fact, 
the fractional standard deviation can increase rather than decrease. 
The optimum ratio of time t _ was used to collect the data for r opt 
each reflection with the computer-controlled diffractometer. 
Effect of Tube Loading on Signal-To-Noise Ratio. As can be 
seen from equation (10), anything which will increase the signal-to-
noise ratio without decreasing the net integrated intensity will 
improve (i.e., decrease) the fractional standard deviation. A higher 
operating voltage on the x-ray tube results not only in a higher 1^, 
but also in a higher S. The intensity of the characteristic radiation 
s 
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is proportional to the tube current and proportional to the difference 
between the tube voltage and excitation potential raised to approxi­
mately the 1.5 power (the total radiation from the continuous spectrum 
increases in proportion to the square of the tube voltage, but the 
pulse height discriminator passes only a small portion of this). Thus, 
for a given tube loading, it is more favorable to increase the tube 
potential and reduce the tube current, to be consistent with the maxi­
mum rating of the tube, than to operate at the maximum current rating 
with reduced voltage. The effect, on the emitted spectrum, of changing 
the high voltage on the tube, while keeping the tube loading constant, 
is shown in Figure 6. If needed, higher operating loadings can be 
achieved with a rotating anode arrangement. Furthermore, a constant 
potential generator will provide a higher signal-to-noise ratio, with­
out a reduction in the net integrated intensity, than the full-wave or 
half-wave rectified voltage sources. 
Constant potential generators were used in this work and the 
x-ray tubes were operated at the highest permissible voltage (50 KeV) 
and the maximum current allowed for that voltage (16 ma). From Figure 
6 we can see that the signal-to-noise ratio of the Ka wavelength 
increased significantly as the voltage was increased: S ^ 4.7 at 24 
KeV, S « 10.3 at 30 KeV, and S « 23.0 at 50 KeV (corrected for count 
losses at 50 KeV). 
Effect of Primary- and Diffracted-Beam Tunnels on The Signal-To-
Noise Ratio. The use of primary-beam and diffracted-beam tunnels will 
reduce the amount of parasitic scattering which is detected. If prop­
erly designed, these beam tunnels permit the detector to view only the 
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Figure 6. Emitted Spectrum y_s_ Operating Voltage, While Tube Loading 
Held Constant. 
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specimen and the x-ray beam path in the immediate neighborhood of the 
specimen. The function of the detected-beam tunnel is not to function 
as a collimator, but to limit the view of the detector to a small volume 
containing the specimen. An immediate consequence of this will be an 
improvement in the signal-to-noise ratio. The effect of a diffracted 
beam tunnel on the signal-to-noise ratio is shown in Figure 7„ Such 
beam tunnels were used in this work. 
Effect of PHD and Scan Widths on the Signal-To-Noise Ratio,, The 
signal-to-noise ratio may also be improved, without decreasing 1^, if 
one uses a pulse height discriminator (PHD) to reduce the contribution 
of the continuous spectrum and harmonics to the integrated intensity. 
The "window" in the PHD must be wide enough so that small instabilities 
in the electronic circuits will not result in a change in the inte­
grated intensities. 
The use of an excessive scan width, when one scans over a peak, 
reduces the signal-to-noise ratio,, The choice of a narrower scan range 
over the peak must be made with the concomitant increase in the trun­
cation error kept in mind. The truncation error is due to not includ­
ing in the scan over the peak the Bragg diffracted intensity which 
occurs in tails of the Bragg peak. If an adequate truncation-correction 
procedure is not available, one should reduce the truncation error with 
a wider scan range, which will require longer counting times to obtain 
the same fractional standard deviation. 
A pulse height discriminator was used during the collection of 
all of the data for this work and scan widths were kept small ( ~ 1.5 
to 2 degrees) to increase the signal-to-noise ratios of the Bragg peaks. 
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At the same time, these scan widths were wide enough (as judged by look­
ing at strip-chart recordings) to eliminate truncation error as much as 
experimentally possible without resort to analytic truncation-error 
corrections. 
Statistical Error In Net Integrated Intensity Due to Statistical 
Variation of Primary Beam. If the primary beam is being monitored, the 
statistical variation of the monitor count must be included in the 
standard deviations of the relative intensities. The variance of the 
normalized I will be (the background can be neglected if the monitor 
nKox 
intensity is much greater than the Bragg intensity) 
2 ,_ N i ̂ n o r m i2 2 / _ N . i ^ n o r m i2 2 , . # N /io\ ° (Inorm> " I — o f - ' CT ( I ) + I ' ° ( M ) ' ( l 3 ) 
where 
M ' ( U ) 
and I is the number of counts detected for the hk£ reflections, and M 
is the number of monitor counts accumulated. Equation (13) reduces to 
a 2 ( I ) = I (l + . (15 norm norm \ M / 
Thus, the statistical variations of the monitor count may be ignored if 
M » I . For M - 1000 I , a 0.1 per cent error is made in the norm norm 
variance if one neglects the statistical variation of the monitor count. 
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Monitoring the primary beam, however, does not give any indication of 
possible specimen deterioration, or change in mounting orientation. 
In this work, these effects were monitored with the periodic collection 
of the Bragg-intensity data of a standard reflection. The data can be 
placed on the same scale with the division of each Bragg intensity by 
the intensity of a periodically measured (~ every 1 to 3 hours) standard 
reflection. There are a number of ways in which the normalization can 
be accomplishedo The simpliest way is merely to divide all of the 
intensities by the average of the two standard-reflection measures 
bracketing each block of measurements of reflection intensities. The 
statistical variation of the standard reflection will affect the vari­
ances of the normalized intensities as in equation (15). If one does 
not normalize the data, then to the variance of each reflection a term 
must be added which makes due allowance for statistical and systematic 
variation of the primary beam and counting-chain response. 
Rather than normalizing the data in blocks to the average of 
the adjacent standards, one might choose to fit by least-squares a 
polynomial to the series of standard intensities and to normalize the 
data to this smooth curve. A contribution to the variance of the 
intensity of a reflection would then arise from the variance obtained 
from the least-squares procedure for the curve. Figures 8 and 9 show 
the intensities of the standards plotted as a function of time and 
the quadratic curves fitted by least-squares to the data. The data 
all fall within a range of ± 1 per cent from the curves obtained by 
least-squares fitting. 
Figure 8. Integrated Intensity of Standard Reflection for Sample G-6-6-3 vs Time. 
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Choice of Reflections to Minimize Variance in Selected Parameters 
From a practical point of view, one must set a limit to the dura­
tion of the data collection. Within the constraint of a fixed total 
time T for the experiment, one has a choice of collecting the complete 
set of data with a low statistical precision or a subset of the data 
with a concomitant increase in the statistical precision. Which tech­
nique is better, from the standpoint of variances of the parameters 
2 
a (p^), can be seen from the expression for the variance obtained from 
the least-squares procedure. If the correlations between the variable 
th 
parameters are small the variance of the i parameter is: 






= - 2 I F , (17) 
for least-squares minimization of the function R^ (see equation 49). 
Let M reflections be collected at a time t per reflection for the 
m r 
first data set and N reflections at t per reflection for the second 
n 
data set. Then 
Mt = T m (18) 
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and 
Nt = T . (19) n 
Substituting (17) into (16) we obtain: 




where the upper limit on the summation is M for the first data set and 
N for the second„ If the two sets of data are chosen in such a manner 
that they are both representative samples of the population from which 




Replacing the summation in equation (20) by averages we find: 
a 2(p.) „ 1 / ( C M ( W , ) ) (23) m i n m 
and 
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o n 2( P.) » l / ( C N ( W h ) n ) 9 (24) 
where 
a k 1 2 
and j is either M or N. If the weights are assigned as the recipro­
cal of the statistical variances, then 
n m M n n 
Substituting equation (26) into equations (23) and (24) we find, 
a 2 (P.) = £ = a 2 ( p . ) (27) 
m 1 C*M<Vn n 1 
Thus, the least-squares variances of the parameters p^ will be the same 
for the two sets of data, if equations (21) and (22) are valid. Equa­
tions (21) and (22) require that the same number of counts above back­
ground be collected in both sets of data and that the reflections in 
the two sets have the same sensitivities to shifts in the parameters. 
It should be noted, however, that a smaller subset of data, collected in 
2 
the same total time T, can yield improved a (p^) if the data are col­
lected in a selective manner such that relations (21) and (22) no longer 
remain true. In particular, if knowledge of one specific parameter 
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(e.g., p^) were desired its variance could be optimized by choosing 
those reflections for observation for which is large for i = k and 
small for i ^ k, where 
If this were done for each parameter, the resulting normal equations 
would be nearly diagonal (correlations between parameters having been 
minimized) and the convergence of the least-squares process would be 
accelerated. In practice the strong correlations between some 
parameters can not be reduced to the point where they can be ignored 
(e.g., between the overall scale factor and the overall temperature 
factor; between the individual site occupancy factors and the individ­
ual temperature factors). To separate out the effects of the scale 
factors and thermal parameters one must insure that the data have been 
collected over an extensive range of sin6/X. This method of selecting 
reflections was not used because the contribution of the calcium atoms 
of the apatite structure dominates the total scattering. In effect, 
Y i for every reflection was much larger for a calcium parameter than 
any other parameter of the structure. As a consequence of this, as one 
can see in Chapter VII, the parameters of calcium were determined better 
(i.e., smaller standard deviations) than any other parameters. 
The number of apatite reciprocal lattice points that could be 
reached with MoKo/ radiation and a maximum 26 of 130° was approximately 
37,000, of which more than 3,000 were crystallographically non-
equivalent. For synthetic chlorapatite with a stoichiometric amount of 
(28) 
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chlorine, the space group is not P6^/m but is P2^/b and, thus, the 
number of unique accessible reflections is more than 9,000„ If each 
reflection were measured very rapidly the complete set of data could be 
collected in a reasonable time 0 However, to detect simultaneous dif-
raction at a high significance level would require too much time if a 
complete data set were collected. The detection of simultaneous dif­
fraction effects by the comparison of two intensity measures can only 
be efficacious if the differences due to statistical fluctuations are 
smaller than the expected simultaneous diffraction effects. However, if 
one is willing to flag reflections (because of simultaneous diffraction 
effects) at a lower level of significance, then the complete set of data 
can be collected with the controlled-precision techniques without an in­
crease in the collection time over that of the typical technique. A 
small (approximately 1000-1500 reflections) subset of data was chosen 
for collection with a higher precision than could have been obtained 
with the full set of data in the same length of time. The data in this 
subset were not chosen by zones, for these "special" reflections would 
have resulted in larger standard deviations for some refined parameters 
while yielding smaller standard deviations for others. The reflections 
selected occurred in bands concentric about the origin of reciprocal 
space. These bands were selected to span as large an interval of sin6/X 
as possible, in order to facilitate the determination of the highly-
correlated overall scale factor and thermal parameters. Nevertheless, 
for five specimens the data for all reflections within one broad angular 
range of 26 were collected, the angular range for these data being 
nearly the same as the multi-band data (see Table 1). 
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Table 1. Angular Ranges (29) Over Which Data 
Were Collected For Each Specimen 
NUMBER OF 
REFLECTIONS 
SPECIMEN ANGULAR RANGES (26) MEASURED 
G-6-6-1 30° to 90° 1384 
G-6-6-3 30° to 90° 1380 
100° to 120° 
NdF 3-FAp-2 30° to 90° 900 
Nd 20 3-FAp-l 30° to 90° 1010 
G-10-1 30° to 90° 1129 
Syn FAp-35-7 40° to 60° 1086 
75° to 85° 
100° to 120° 
Syn ClAp-Ll-24 25° to 100° 2232 
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Scintillation Detector and Counting Chain 
Errors of several per cent in the observed Bragg intensities can 
arise from non-linear response and lack of uniform response over the 
surface of the scintillation crystal used in the detector. Minor errors 
in the settings of the specimen will result in various portions of the 
detector being used to detect the diffracted x-rays from different Bragg 
peaks. Uniform response may be checked if the face of the detector is 
moved across a small diameter x-ray beam (~0.2 mm diameter) and the 
response of the ratemeter observed. The intensity of the beam should 
be within the range of linear response of the counting chain and detec­
tor. The time constant of the ratemeter should be on the order of the 
time it takes to move the detector a distance equivalent to the x-ray 
beam diameter so that one may detect rapid spatial changes in the 
response. Over a period of time (6 months to 1 year), scintillation 
detectors may develop a relatively "dead" spot at that point where most 
of the reflections have been detected, resulting in progressive fatigue 
at that point. The response of the scintillation crystal was checked 
in this manner several times while this work was in progress. On one 
occasion crystal response was found to be non-uniform (one spot in 
particular on the crystal gave a much lower count rate than other points 
around this spot) and the scintillation crystal and photomultiplier tube 
were replaced. 
Wavelength Selection 
The volume of reciprocal space which can be sampled can be 
increased if one selects x-ray tube targets with short wavelengths such 
as MoKa. However, many of the reflections made accessible by a short-
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wavelength target may have an effectively zero intensity because of the 
sin6/\ dependence of the temperature factor. 
The wave length should be chosen not to produce significant fluo­
rescence of the specimen. The fluorescence scattering is incoherent and 
contributes a background which, of course, has the undesirable effect 
of reducing the signal-to-noise ratio. 
The corrections for anomalous dispersion will be greater if the 
wave length used is near an absorption edge of any of the constituent 
atoms of the specimen. Since it is better to eliminate the need for a 
correction than to make a large correction, one should choose X to avoid 
the absorption edges of the constituent atoms. 
There exist several prevailing methods of restricting the wave­
length pass band of the spectrum emitted from the x-ray tube. Crystal 
monochromatization is used, but has the attendant problems of: (1) lack 
of intensity, (2) uncertainty in the polarization correction, and (3) 
non-uniform reflectivity over the surface of monochromator (see Figure 
10). Balanced-filter (Ross filters) methods suffer in that the signal-
to-noise ratio is reduced by a factor of two from the single filter 
methods. The background correction is difficult to apply at low Bragg 
angles with a single filter scheme, because the absorption edge of the 
filter material occurs near the Bragg peak, in the angular range where 
the background is sampled. This does not permit a good linear extrapo­
lation (of the background) to be made. In practice, one either uses a 
monochromator or a combination of no-filter, single-filter, and balanced-
filter scans. In this work each of the three types of scans were used. 
The most appropriate of the three types of scan was chosen on the basis 
F i g u r e 1 0 . P h o t o g r a p h o f B e a m D i f f r a c t e d F r o m a D o u b l y - B e n t L i F 
M o n o c h r o m a t e r . 
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of various experimental conditions (discussed in Appendix C under the 
topic "scan mode and filter selection"). 
Electronic and Mechanical Sources of Error 
Possible electronic problems with the PDP-8 computer can be 
generally foreseen and corrected before they become a problem if a good 
preventive maintenance program is used. The computer has "margin" 
switches, which place marginal voltages (either too high or too low) on 
various sections of the computer logic circuitry, to aid one in the 
diagnostic check-out of the computer reliability. A computer malfunc­
tion usually halts the computer abruptly without compromising more than 
a small portion of the intensity data 0 Electronic errors and mechani­
cal problems elsewhere in the system are somewhat more subtle„ With 
the use of an on-line computer many of the possible types of errors can 
be checked for 0 Some types of errors which can occur are: (1) tape-
punching mechanism malfunctioning, (2) scaler or timer dropping digits 
or entire numbers, (3) counting chain unstable, (4) shaft encoders 
reading improperly, and (5) generator unstable. All of these can be 
detected, with varying degrees of success, with an on-line computer„ 
Error (1) can be detected with the generation of a parity bit and check­
ing the output tape for the proper parity. Errors of type (2) can be 
detected if the data for each reflection are collected twice, spending 
one-half the normal time for each collection, and the two results com­
pared for a statistically significant difference 0 Type (3) and (5) 
errors are manifested by changes in the periodically collected intensity 
of a standard reflection,. Type (4) errors can be detected because the 
shaft encoders have independent sets of brushes, which permit a self-
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checking code. This redundant code is capable of revealing incorrect 
angle readings of the diffractometer shaft settings. 
The frequency and seriousness of errors arising from malfunction­
ing hardware depends, in large degree, on the quality of the maintenance 
given the equipment. The errors in the Bragg intensities can range from 
the insignificant ( < O d per cent) to several hundred per cento Essen­
tially all tape-punching errors and shaft encoder mis-readings were 
detected with the software written to collect the data. Only those 
scaler or timer errors which were less than the expected statistical 
error would not be detected. The standard reflection's intensity was 
observed to vary as much as 5 per cent. However, this change was over 
a period of several weeks and was linear over any time period less than 
a day. After the normalization carried out, the remaining error due to 
generator instability should be less than 0.1 per cent. 
Absorption 
The effects of absorption can, in principle, be corrected for if 
one knows: (1) the linear absorption coefficient of the specimen, (2) 
the shape of the specimen, and (3) the orientation of the specimen with 
respect to the primary and diffracted beam for each Bragg reflection 






where V is the irradiated volume of the specimen, |j, is the linear absorp­
tion coefficient, and x is the total path length (primary and diffracted 
beam paths) in the specimen for the volume element dv. The integration 
is over the irradiated volume for the bkt reflection. In equation (29) 
the effects of extinction have been neglected. If the specimen is not 
completely bathed in the primary beam, the volume V will, in general, be 
different for each set of hk£. The integration of equation (29) can be 
simplified if one assumes certain special shapes and orientations for 
the specimen. For a spherically shaped specimen, A*" is a function of 
only the Bragg angle and |j,R; where R is the radius of the sphere„ For 
values of \iR £ 0„2, the absorption factor A* varies less than 1 per cent 
over the range of Bragg angles (8) from 0° to 60°. For larger values of 
\xR, tabulated values of A* may be found in the International Tables for 
X-Ray Crystallography. A major error in the absorption correction oc­
curs in the determination of the specimen's radius and in the fact that 
the specimen is usually not a perfect sphere. Although A* (for values 
of \xR £ 0.1), may be reasonably considered a constant as the Bragg angle 
changes, the value of A* still has a marked dependence on (JLR. For a 
value of \xR = 0.1 we find that - = 2. For small values of \iK ( £ 0 . 1 ) , 
aflR 
an error in determining \xR will not affect the data (other than a change 
in scale), if the specimen is a perfect sphere. In practice, the speci­
mens are not perfect spheres, but have, at the very least, small depar­
tures from sphericity. The proper radius for an approximating sphere 
is that radius for which equation (29) yields the correct value for A"*. 
However, this effective radius differs for the various Bragg reflections, 
and the rapid variation in A* with respect to (j,R, results in an erroneous 
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absorption correction if a single value of R is used. Thus, the near 
constancy of A** with respect to 8 is misleading for specimens which 
depart from sphericity,, The value of R is usually chosen to yield a 
value of uR in the neighborhood of one. This value of p,R will yield 
moderate intensities while, at the same time, the transmission factor 
will vary slowly with the Bragg angle. 
Absorption correction errors can be reduced if one uses small 
(i.e., uR. small) spheres. Radiation of shorter characteristic wave­
length can be used to achieve a smaller value of |i for the specimen 
(because [i/p is proportional to X"* between absorption edges). Thus, at 
least for absorption-correction purposes, molybdenum Key radiation would 
be preferred to copper Key. For this work, all data were collected with 
MoKcy radiation. 
Extinction 
The kinematical theory of x-ray diffraction is usually used in 
structure determination and refinement work. A major assumption in the 
kinematic theory is that of the absence of rescattering or multiple 
scattering. Kinematic theory predicts the scattered intensity f ° r 
the hk^ Bragg reflection to be proportional to the square of the struc­
ture amplitude, l̂ l̂2* T n e dynamical theory of x-ray diffraction 
predicts t o be proportional to the structure amplitude, IF^^I » 
for the special case of a perfect crystal of infinite extent, non-
absorbing and in symmetrical reflection. For the crystals usually used 
in structure determinations the kinematical limit is approached. De­
partures of the intensities from proportionality with | F | 2 are referred 
to as extinction effects. 
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An accurate determination of the structure amplitudes will re­
quire application of an effective correction procedure to account for 
departures from the kinematical theory (extinction effects)„ The reduc­
tion of the intensities from the kinematical values can be ascribed to 
two mechanisms: (1) multiple scattering within a volume in which coher­
ence between the scattered beams is maintained, and (2) reduction of 
the incident beam intensity for inner mosaic blocks by diffraction by 
outer mosaic blocks. The first mechanism is known as primary extinc­
tion, and the amplitudes of the various scattered beams must be added 
to obtain the total scattered intensity. With secondary extinction (the 
second mechanism), the intensities of the various scattered beams must 
be added to obtain the total intensity, because phase coherence is not 
maintained between the various blocks. 
As mentioned previously, the effect of extinction is to decrease 
the intensities of the Bragg reflections„ The strongest reflections 
are reduced in intensity the most, for both primary and secondary forms 
of extinction. Furthermore, the degree of extinction decreases with 
decreasing wavelength„ The errors due to extinction can be reduced if 
one uses very small, mosaic crystals and a short wavelength for the 
incident radiation. Chandrasekhar, Ramaseshan, and Singh (1960) have 
devised a direct experimental method for the determination of the 
extinction, correction factor. The method involves making two measure­
ments of the intensity for each reflection, using x-rays which are 
polarized (i) perpendicular to and (ii) parallel to the plane of inci­
dence. Since the polarization factor will, in general, differ for a 
perfect and an imperfect crystal, from these two measurements the 
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structure amplitude can be obtained free from the effects of both pri­
mary and secondary extinction. However, the method employs equations 
which have singularities at 6 = 0°, 45°, and 90°. 
Zachariasen (1963, 1967) has derived effective extinction correc­
tion factors from theory. The form of the correction in the 1963 paper 
is 
F | « K | F , |(1 + P 1 Q C J , ) , (30) corr obs 29 obs' 
where F ' is the structure amplitude corrected for extinction, 1 corr r 
F , is the observed structure amplitude. J , is the observed inte-1 obs ' r ' obs 
grated intensity, K and C are adjustable scale factors and |3 o a is: 
p m * cosSe) a i ^ s i _ ( 3 1 ) 
0 (1 + cos 28) A*'(0°) 
In equation (31), A*'(29) is the derivative of the absorption factor with 
respect to p, at 29, and A*'(0) is the similar derivative at 29 = 0°. 
Equation (31) for 8 O Q is for an unpolarized incident beam. One tacitly 
assumes in equation (30) that the specimen is what Zachariasen calls a 
type I crystal. For a type I crystal r/Xg » 1, where r is the mean 
radius of a perfect crystal domain, X is the wavelength of the incident 
radiation, and 2grr is the reciprocal of the standard deviation associ­
ated with the isotropic Gaussian distribution of the orientations of 
the perfect crystal domains. For a type II crystal, r/\g « 1. The 
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breadth of the angular distribution of mosaic blocks is much wider than 
the intrinsic angular width of the diffracted rocking curve from a 
single perfect domain with type I crystals. The reverse is true with 
type II crystals. The Borrmann effect becomes important with heavily 
absorbing type II crystals. As a result of the Borrmann effect, the in­
tensity of a Bragg reflection undergoes an intensity enhancement rather 
than an extinction. 
In his later paper Zachariasen (1967) developed an extinction 
correction valid for the full range from perfect to ideally imperfect 
crystals, for which the absorption is low. This new extinction correc­
tion is 
'Fcorr I ~K!Fobs I <C Vobs + ( 1 + (C Vobs )2>^ (32> 
and if one expands the radicals in equation (32) the following approxi­
mation for equation (32) is obtained, 
lFcor>KlFobsl ( 1 +*CV Iobs+ ' • •> (33> 
where higher powers in C '^G^obs ^ a v e been omitted. Equation (33) re­
duces to equation (30) for small c'B29 Jobs' i f w e allow the constant C 
in equation (30) to be equivalent to the constant C '/2 in equation (33). 
Thus equation (32), for small C'p O QJ , (^2), reduces to equation (30). 
Z V O D S 
For crystals of type I I , those with high extinction and |jlR ~> 0»5, 
the extinction correction (32) has to be modified further to take into 
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account the Borrmann effect which is then no longer negiligible 
(Zachariasen, 1968)„ 
Sudarsanan and Young (1969) have stressed the importance of 
performing an extinction correction to obtain physically significant 
precision, even when only a small degree of extinction exists. Without 
extinction corrections, they found differences, between the determina­
tion of the same thermal parameter in the various specimens, as large 
as 4 a . The unweighted R factor based on intensities was 5.4 per cent. 
A subsequent extinction correction reduced that R factor to 3.5 per 
cent, but, more significantly, the differences between all correspond­
ing parameters (including the off-diagonal thermal parameters) were 
reduced to 1 a . Without the corrections for systematic errors in the 
intensities, due to a small degree of extinction, differences which 
were statistically but not physically significant would have been found 
between different specimens of the same material. 
Correction of the intensities for systematic error due to extinc­
tion effects can be further complicated by anisotropy in the extinction 
effects. Both the sizes of the domains and the distribution of the 
misalignment of these domains may be anisotropic. Extinction anisotropy 
has been experimentally demonstrated with x-ray topographic techniques 
applied to a resonating quartz plate (Young and Wagner, 1966) . 
The extinction parameters may be determined experimentally or, 
as is the usual practice, they may be obtained among the results of a 
least-squares structure-refinement procedure. In the. present work, the 
intensities from each specimen were corrected for extinction, using 
Zachariasen's (1963) correction incorporated into the least-squares 
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refinement program. An isotropic extinction correction was used be­
cause for the apatite samples used in this work significant anisotropy 
in the Bragg intensities (other than simultaneous diffraction effects) 
were not observed upon rotation of the specimens about the diffraction 
vector. 
Thermal Diffuse Scattering 
The incoherent inelastic scattering of the incident x-rays, by 
the various lattice vibrational modes (phonons) of the specimen, 
creates a background under the Bragg peaks which is not entirely re­
moved by the usual background corrections. Thermal diffuse scattering 
involves the creation or annihilation of one or more phonons. The 
change in energy of the photon is small since the velocity of sound is '< 
i 
small compared to the velocity of light. Thus, the elastically 1 
scattered Bragg photons are not energetically distinguishable, with 
the usual x-ray diffraction techniques, from the inelastically scattered 
photons (TDS). Fortunately, the multi-phonon scattering processes pro­
duce a slowly varying background which is, to a large degree, removed 
by the usual linear-background correction. However, the one-phonon 
scattering peaks exactly at the reciprocal-space positions of the Bragg 
reflections. Thus, a large part of the contribution of the one-phonon 
scattering to the integrated intensity is not removed by the usual 
methods of background correction. 
A number of authors have consider analytical and numerical 
methods of determining the one-phonon contribution to the observed Bragg 
intensity (Nilsson, 1957; Cooper and Rouse, 1968; Lucas, 1969; Annaka, 
1962; Lomer, 1966; Skelton and Katz, 1969)„ Young (1972) has reviewed 
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the problems involved in calculating the TDS contribution to the Bragg 
peak and the various attempts at solving these problems. O'Connor 
and Butt (O'Connor and Butt, 1963; Butt and O'Connor, 1967) have 
experimentally observed, with Mossbauer spectroscopy, the elastic 
and inelastic components of the scattered radiation. Since the inten­
sities of Mossbauer sources are weak, this direct method of separating 
out the contribution of the inelastic scattering from the elastic is 
presently impractical for application to the thousands of Bragg 
reflections typically collected for a structure determination or re­
finement. 
In principle, to evaluate the integrals which yield the intensity 
contributions of the various orders of TDS to the total intensity one 
needs detailed knowledge of the phonon dispersion curves of the speci­
men o In practice, this knowledge is not available and one must make 
certain simplifying assumptions in order to be able to evaluate the TDS 
contributions. One usually assumes that the one-phonon scattering by 
the acoustic modes is responsible for all observable peaking of the 
inelastic scattering about the reciprocal lattice point„ Multiple-
phonon scattering and scattering by optic modes are removed, to a good 
approximation (Cochran, 1969), by the background correction. The con­
tinuum or long-wavelength approximation is made, i 0e„, the dispersion 
curves of the acoustic modes are assumed to be linear for small wave 
numbers, corresponding to the volume of reciprocal space near a Bragg 
reflection. The high-temperature or classical and the harmonic approxi­
mations are made for the various normal modes of the crystal, thus the 
average energy kT can be assigned to each normal mode, where k is 
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Boltzmann's constant and T is the absolute temperature. Often, isotropy 
of the TDS about a relp is also assumed. 
Aside from the above approximations made to facilitate the 
calculation of the one-phonon scattering, a complication of an experi­
mental nature is that of determining the resolution function of the 
diffractometer. That is, to evaluate the one-phonon TDS integral, one 
must know which points of reciprocal space were sampled and with what 
weight for each point, for the particular experimental technique used. 
The resolution function is a convolution of several separate effects, 
such as source and specimen dimensions, mosaic spread, and the spectral 
distribution of the incident radiation. The resolution function can be 
determined experimentally (Cooper and Nathans, 1968), or, in what may 
be a preferable alternative, introduced into the least-squares refine­
ments as additional adjustable parameters (Lucas, 1968; 1969). 
The most significant effect, on the structure parameters, of 
neglect of the TDS contribution to the detected intensity, is the re­
duction of the apparent thermal parameters (Nilsson, 1957; Gbttlicher, 
1968)o Thus, although the accuracy of the temperature factors obtained 
from intensity data which were not corrected for TDS will be poor, one 
should still be able to obtain high precision in the (incorrect) results 
for the temperature factors (with specimens maintained at the same 
temperature)o Improvement in the accuracy of the temperature factors 
can be achieved if one collects the data from specimens which have been 
cooled, and/or calculates the TDS contribution for each Bragg reflec­
tion. While the accuracy of the temperature factors may suffer from the 
lack of an adequate TDS correction, the effects of TDS on the structure 
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amplitudes have been, to first approximation, accounted for by the 
application of a pseudo temperature factor. 
For this work, explicit TDS corrections were not made. However, 
the multi-phonon contribution varies slowly with scattering angle and 
the linear background correction removes this from the apparent Bragg 
intensity. The one-phonon contribution (which peaks at the reciprocal 
lattice points) is not removed by this background correction and remains 
as a systematic error in the Bragg intensities. However, the one-phonon 
TDS scattering near the reciprocal lattice points is due primarily to 
long-wavelength phonons whose spectra are relatively unaffected (com­
pared to short-wavelength phonons) by small differences in the atomic 
scale detail of the unit c e l l o Thus, for data collected at the same 
temperature from similar apatite specimens the precision in the struc­
ture amplitudes should be unaffected by the remaining one-phonon con­
tribution. 
Structural-Model Limitations 
The accuracy, though perhaps not the precision, of the structure 
parameters obtained from least-squares refinements may be adversely 
affected by the limitations of the mathematical model used to calculate 
the structure amplitudes. The discrepancies between a hypothetically 
perfect set of observed structure amplitudes and a corresponding set of 
calculated structure amplitudes may be partially removed in the least-
squares structure-refinement procedure by apparent changes (which do 
not have physical significance) in the structural parameters„ 
In what follows, the effect of asphericity of the form factors, 
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breakdown of the harmonic approximation, and anomalous dispersion on 
the calculated structure factors is discussed. 
Asphericity of the Atomic Form Factors 
If one makes the usual kinematic assumptions, the structure fac­
tor can be shown to be: 
F(s) = 
where S is the diffraction vector (i 0e., the position vector in recipro­
cal space), and r is the position vector in direct space. The integra­
tion is carried out over the volume of the unit cell. Equation (34) is 
simply the Fourier transform of the electron density p(r). The electron 
density p is actually the space-averaged electron density, where the 
average has been taken over many unit cells. Furthermore, p is also 
time-averaged, since the duration of an observation is long compared to 
thermal motion and the thermal motion is slow compared to the frequency 
of the incident radiation. 
In practice, the electron density is assumed to be calculable 
from a linear superposition of discrete atoms. The Fourier transform 
over the unbound atom, whose electron density is spherically-averaged, 
yields the atomic form factor f_» Substituting the form factor f into 
equation (34) yields: 
,-\ 2-niS.r, p(r)e dv (34) 
(35) 
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where f. is the form factor for the j t h atom and T. is a "smearing fac-
J J 
tor" which takes into account the effects of thermal motion. 
The atomic form factors obtained in this way are subject to 
several deficiencies. One obvious fault is that the electrons are not 
usually distributed isotropically about the nucleus and the form factor 
f_ was obtained with the assumption of a spherical distribution. Gener­
ally speaking, this assumption will not hinder one's efforts in deter­
mining a structure (essentially all structure determinations which have 
been done have made use of the spherical atom approximation), but the 
non-spherical nature of some atoms in their crystal-field environment 
will affect the accuracy of the determination of the structure ampli­
tudes. In an extreme case, a reflection which would otherwise be 
absent can be present because of a non-spherical charge distribution. 
The 222 reflection of diamond is the classic case of a reflection being 
present because of a non-spherical charge distribution (Dawson, 1967; 
Renninger, 1955). In this example, the covalent nature of the bond in 
diamond gives rise to an antisymmetric component in the electron den­
sity (Dawson, 1967). 
Even in those instances where the spherical atom approach would 
be adequate, the atomic form factors in use can be significantly in 
error, since the wave functions for a free or isolated atom are usually 
utilized rather than the appropriate wave functions for the atom in its 
actual environment. 
The aspherical nature of bonded atoms will primarily affect the 
valence electrons. The use of a short wavelength radiation, such as 
MoKcf as used here, will permit the collection of substantially more 
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data at higher values of sin8/X, enabling one to use calculated struc­
ture amplitudes which are determined by that part of the f_ v_s sin8/X 
curve which is relatively unaffected by the valence states. This pro­
cedure would not be effective when accurate electron densities are 
desired and some formalism for the form factor curves should then be 
used which would allow for change in the atomic electron distribution 
due to bonding. 
In the present work, the spherical atomic form factors of Cromer 
and Waber (1965) were used. The data were collected with the use of 
MoKo' radiation and for sin8/X > 0„3 (in this region of sin8/X the dif­
ference between the _f factor for F^ and F 1 is less than 1.5 per cent). 
The difference in the f factor curves (due to a change in valency) for 
the heavier atoms in apatite is even less ( < 0.2 per cent for Ca)„ The 
errors in f_ due to an aspherical electron distribution should be even 
less than that expected for changes in valency. 
Breakdown of Harmonic Approximation 
The smearing function T.. (s) which takes into account the effect 
of thermal motion of an atom on the scattering of x-rays, is usually 
used in the form (Cruickshank, 1956): 
T = e x p ( - ( b n h 2 + b 2 2 k 2 + b 3 3 ^ 2 + 2 b l 2 h k + 2 b l 3 h ^ + 2 b 2 3 k ^ ) ) . (36) 
Equation (36) assumes that terms higher than quadratic in the expansion 
of the potential energy of the j t n atom can be neglected. With this 
harmonic assumption, the motion of the atoms can be described by ellip­
soids. The surface of the ellipsoid forms an iso-probability surface 
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for encompassing of the center of the vibrating atom. The Fourier 
transform of this motion (another ellipsoid) yields the function T . 
Thus, the thermal parameters b ^ will describe a general ellipsoid 
in reciprocal space which will degenerate to a sphere for sites with 
cubic symmetry. 
The harmonic approximation may break down because of the libra-
tional motion of the atoms or some other collective motion involving 
non-independent motion of the atoms. Also, higher order terms (cubic, 
etc.) may be important in the expansion of the energy of the atoms (be­
coming increasingly more important at higher temperatures). 
The effects of anharmonicity have been reported to have been 
observed with neutron diffraction studies on fluorite (Willis, 1965) 
and on UC^ (Rouse, Willis, and Pryor, 1968). An atom at a site of 
cubic symmetry does not necessarily have an isotropic smearing function. 
Departures from spherical symmetry (which satisfy the site symmetry) 
can occur if anharmonic forces are present. Anisotropic temperature 
factors were observed (Willis, 1965) for the anion of the fluorite 
structure. This anisotropy in the temperature factor of an atom located 
at a site of cubic symmetry was attributed to the breakdown of the 
harmonic approximation. The R factor of the least-squares refinement 
improved significantly (0.68 to 0.32 per cent) (Rouse, Willis, and 
Pryor, 1968) when a physically logical tetrahedral distortion was in­
troduced into the smearing function of the anion. 
In the present work, all of the specimens were fluorapatite or 
chlorapatite with small ( < 3 weight per cent) substitutions of fluorine 
or neodymium. Thus, the basic structures of all the specimens were very 
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similar and hence, any differences in the structure amplitudes due to 
differences in anharmonicity (the effects of anharmonicity being small 
to begin with) should be negligible as far as precision is concerned. 
Anomalous Dispersion 
The assumption of scattering by free electrons is quite good as 
long as the energy of the incident photon is large compared to the 
binding energies of the electrons. This requirement is usually met for 
light atoms; however, for heavier atoms the K electrons are bound 
significantly even though weakly. Whenever the energy of the incident 
radiation approaches that of any of the absorption edges of the atoms, 
resonance absorption occurs and the phenomenon of anomalous dispersion 
results. 
The electrons are treated as weakly bound harmonic oscillators 
and the Rayleigh scattering of x-rays is calculated as a correction to 
the atom form factor f„ Since the major anomalous dispersion correc­
tions arise from the x-rays scattered by the bound inner electrons, the 
corrections are effectively independent of the scattering angle 0 After 
anomalous dispersion correction have been applied, the atomic form fac­
tor becomes 
f = f 0 + A f' + iAf" , (37) 
where f 0 is the form factor calculated for Thomson scattering, A f ' is 
the real part of the dispersion correction to the form factor due to 
Rayleigh scattering, and A f " the imaginary part of the correction due to 
resonance absorption. Thus, we see that the atomic form factor is in 
64 
general a complex factor, the modulus of which determines the amplitude 
of the scattering. The form factor f could be represented as 
f = I f l e 1 0 (38) 
where 
t a n * = f T T A f ' * ( 3 9 ) 
If corrections to f 0 for anomalous dispersion are not made, ob­
servable errors will occur in the least-squares refinements of the 
structure parameters (Ueki, Zalkin, and Templeton, 1966; Cruickshank 
and McDonald, 1967). Failure to account for the advancement in phase 
of the scattered beam due to the dispersion corrections results in an 
apparent shift in position of the resonant atom along the diffraction 
vector. The magnitude of the shift | Ar | is 
| A r ! = ( 4 0 ) 
where 0 is the advancement in phase due to anomalous dispersion and | s | 
is the magnitude of the diffraction vector. For centrosymmetric space 
groups the average shift (Ar) will be zero; however, the average square 
displacement (Ar ) will not be equal to zero. The result will be that 
positions are unaffected while the isotropic component of the temperature 
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factors of the resonant atoms will be in error because of the neglect 
of anomalous dispersion. For non-centrosymmetric space groups, neglect 
of the anomalous dispersion correction will result in (Ar) f 0 if an 
incomplete set of data is collected. This is a consequence of the fact 
that Friedel's law no longer holds true if the correction Af" is sig­
nificant . 
The anomalous dispersions constants Af' and Af " are now tabulated 
for many atoms and incident radiations. Both the real and imaginary 
parts of the anomalous dispersion corrections (Cromer, 1965) have been 




Selection of Specimens 
Apatites were chosen for examination, among other reasons, be­
cause their basic structure is already well known (Brown, W. E. and 
Young, R. Ac, 1972) and hence the determination of the phases of the 
structure amplitudes would not present any undue hindrance. Further­
more, flux-grown apatites were chosen rather than the naturally 
occuring apatites which are noted for the variety of atomic species 
which may occur as substitutions or defects in the apatite structure. 
By carefully controlling the composition of the flux, one can obtain 
apatites of a high degree of purity and can thereby greatly reduce the 
effects which unknown and variable compositions would have on the struc­
ture amplitudes. 
Fluorapatite ( C a 1 Q ( P O ^ ) a n d chlorapatite (Ca 1 Q ( P O ^ ) 6 C 1 2 ) , 
both of which had compositions which were essentially stoichiometric, 
were chosen for observations as well as several fluor-chlorapatites of 
two different F/(F+C1) ratios. Hereinafter, fluorapatite and chlor­
apatite will be referred to as FAp and CLAp respectively. Two fluor­
apatite specimens which were doped with neodymium (FAp:Nd) were also 
investigated. The source of neodymium in one FAp specimen was Nd^O^ in 
the melt, whereas NdF^ was used in the melt to produce the other 
Nd-doped FAp. The interest in the FAp:Nd specimens lies in their 
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potential use as laser materials. The FAp:Nd material obtained with 
NdF^ in the melt has proved to be the poorer laser host of the two 
despite its higher optical quality and greater growth rate (Eaglet, 
1970)o The composition of the melt was such that the resulting crys­
tals should contain approximately 0.4 weight per cent of Nd, if a 
segregation coefficient of one is assumed. It has been suggested that 
Nd substitutes for Ca in the apatite structure (Mazelsky, Ohlmann, and 
Steinbruegge, 1968; Eaglet, 1970)„ Because of the multiplicity of Ca 
sites which the Nd may be distributed among, it was recognized that the 
precision structure refinement techniques (including data collection) 
would be severely tested in locating the Nd. The question of how charge 
balance is maintained is also raised because of the substitution of the 
+3 +2 trivalent Nd for the divalent cation Ca „ Several self-compensating 
mechanisms for charge balance exist and will be discussed later. 
Specimen Preparation 
For single-crystal intensity measurements, one requires a crystal 
which is free from cracks and inclusions, is untwinned and, of course, 
is single. In practice, the specimens are mosaic but the mosaic spread 
should be small enough so that the spots on a Laue photograph will be 
well defined (half-width of the mosaic distribution ^ 1°)„ Of course, 
one must keep in mind that extinction effects will become greater as 
the crystal becomes less mosaic. Laue photographs were taken of each 
specimen used in this work and examined for evidence of a multiple-
crystalline nature which would make them unsuitable for single-crystal 
measurements. 
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Each prospective specimen used in this work was examined opti­
cally with a polarizing microscope while the specimen was immersed in a 
refractive index oil which closely matched the average index of refrac­
tion of the crystal. It was required that the specimens appear homoge­
neous under crossed polarizers, indicating single crystals free from 
stain, to be accepted for data collection with the diffractometer. The 
possibility that the specimens were twinned was checked further before 
data collection with the diffractometer was begun. Weissenberg or 
precession photographs, or both, were taken of each prospective specimen 
and examined for evidence of twinning or any other unusual character in 
the scattering which would be difficult to detect with counter methods. 
Lattice constants and indices of refraction were determined for 
each specimen (see Table 2)„ Lattice constants were measured with the 
single-crystal diffractometer. Indices of refraction were measured with 
the help of calibrated index oils. 
Prior to any x-ray work being done on it, each specimen was 
ground to a spheroidal shape. The samples were ground in a cylindrical 
cavity, the wall of which was lined with a diamond abrasive grit. The 
material was made to tumble in a circular path by means of a jet of dry 
air. As the material rubbed against the abrasive coated wall a spheri­
cal shape developed. 
The spherical shape permitted the use of an absorption correction 
which was a function of 20 only. The resulting spheres were ground 
until their radii were such that the corresponding values of ^r were ~ 
1, insuring that the transmission factor would vary slowly with 28. 
Crystals with small volumes will increase the total time of the experiment 
Table 2. Specimen Characteristics 
NOMINAL COMPOSITION (wt %) 




Ca P 0 4 CI F Nd 
G-6-6-1 90623 b = a 6.779 1.646 1.646 38.7 54.5 6.4 0.4 -
G-6-6-3 9.619 b = a 6.778 1.646 1.646 38.7 54.5 6.4 0.4 -
NdF 3-FAp -2 9.380 b = a 6.885 lo635 1.630 36.4 57.0 - 3.4 3.3 
Nd 2 0 3-FAp-l 9.383 b = a 6.887 1.642 1.640 3602 57.1 - 3.4 3.3 
G-10-1 9.552 b = a 6Q825 1.652 1.650 38.8 54.8 5.1 1.3 -
Syn FAp 35-7 9.366 b = a 6.884 1.633 10629 39.7 56.5 - 3.8 -
Syn ClAp Ll-24 9.628 b = 2a 6.764 10668 1.669 38.5 54.2 6.7 - -
O N 
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if one tries to maintain the statistical precision, however, the effects 
of extinction and multiple Bragg scattering on the structure amplitudes 
will decrease as the volume is decreased (see equation (32) Chapter 3 ) . 
The maximum and minimum radii of the specimens used in this work are 
0.349 mm and 0.159 mm, respectively. 
Data Collection Strategy 
Writing and checking the control program for the computer-
controlled diffractometer, although seemingly ancillary to the main 
purpose of the investigation, did require a considerable effort. About 
one man year was used in modifying and making extensive additions to 
the programs supplied with the FACS-I system. The resulting control 
program has been described at meetings (Mackie, 1971; Young and Mackie, 
1971) and further detailed descriptions are given in Appendixes A and 
C. Written descriptions have also been distributed to various labora­
tories in response to requests. 
The salient features of the data-collection strategy, selected 
on the basis of the considerations in Chapter III and incorporated 
in the control program, are discussed briefly in the following para­
graphs c 
Two-Pass Method 
The data for each Bragg reflection were collected in two passes. 
In the first-pass, a rough experimental determination was made of the 
signal-to-noise ratio and integrated intensity of the Bragg reflection. 
This information was used to adjust the ratio of the time spent on the 
peak to the time spent determining the background. The optimum time 
Page missing f r o m thesis 
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were designed to allow the data collection to proceed uninterrupted and 
to include error flags in the output data which would indicate the 
nature of the error or malfunction. Programmatic tests were made for 
filter balance, unexpected character in the background, diffractometer 
collision, and bad readings of the shaft encoders. 
Selection of Reflections 
Reflections to be observed were chosen by one of two methods: 
(1) by any programmable method by altering the (h,k,'t) selection sub­
routine, (2) from a list of reflections stored on the disk. Standard 
reflections were placed into the data collection at specified time 







The spherical shapes of the samples and the relatively short 
wavelength (MoKa) used in this work simplified the absorption-
correction problem (see Chapter IV). The relative intensities were 
corrected for absorption by multiplying them by A"*, the reciprocal of 
the transmission coefficient A. For a spherical specimen, A-* is a 
function of two independent variables, the Bragg angle 8 and \±R ([i is 
the linear absorption coefficient and R the radius of the specimen). 
To obtain A"* for a specific ^R value and Bragg reflection, a four-point 
bivariate interpolation procedure was performed, on tabulated data 
(International Tables for X-Ray Crystallography, 1969): 
A*.. A «(1 -A)(1-€)A*. . + A(1-C )A* . . , , + €(1-A)A*.. 1 . i + A , J + € i > J ' i , j + l i+l, J 
+ < *Vi , J + i . ( 4 1 ) 
where A*. . is the table entry for A* at the row column, A and 
C are the fractional differences of the inter-row and inter-column 
spacings to obtain at the desired values of |jlR and 6. The value of 
the linear absorption coefficient used was: 
(42) 
j 
where p is the density of the crystal . , is the mass absorption 
coefficient for element j and p^ is the percentage, by weight, of 
element j in the crystal. Table (3) lists the values of R , p,R, and \i 
for the crystals which were used. For p,R = 0.48, A"* changes by about 
6 per cent over the range of 6 used. For the worst case, p-R = 1.08, 
A^ changes by about 27 per cent. 
Lp Factor 
The data were corrected for polarization and the Lorentz factor 
In equation (43) an unpolarized incident beam is assumed and that the 
specimen was treated as ideally mosaic. Departures from the ideal 
mosaic behavior produced extinction effects which were corrected for 
with the Zachariasen method (Zachariasen, 1963). 
Normalization of the Intensities 
A plot of the periodically-observed intensity of the standard 
reflection versus time was made for each sample and displayed on the 
storage-scope display. From this display one could see any anomalous 
behavior of the intensity of the standard reflection versus time. If 
(Lp)" 1 = sin(2G)/(l + cos 2(26)) (43) 
Table 3. Linear Absorption Coefficients 
and Radii of Specimens Used. 
Specimen (Cm' 1) R(Cm) 
G-6-6-1 30.9 0.0310 0.96 
G-6-6-3 30o9 0.0349 1.08 
NdF^-FAp 33.3 0.0302 1.01 
Nd 2 0 3-FAp 33.3 0.0238 0.79 
G-10-1 31.3 0.0159 0.50 
Syn FAp 31.7 0.0165 0.52 
Syn ClAp 30.8 0.0155 0.48 
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the intensity of the standard reflection was constant within 3 standard 
deviations throughout the data collection run, the data were not nor­
malized. Otherwise, a 2nd degree polynomial was fitted to the series 
of standard intensities by conventional least-squares techniques (see 
Figures 8 and 9, Chapter III). The data were then normalized to this 
2nd degree polynomial. 
Observed Zeroes 
The intensities of those reflections for which the experimen­
tally derived net integrated intensities were less than + 3a (where a 
is the standard deviation due to counting statistics only) were set 
equal to zero. These reflections were included in subsequent least-
squares refinements of the structures with weights which were equal to 
the reciprocals of the variances of the respective reflections„ 
Flagged Data Which Were Not Used 
The teletype output for each reflection occupied one line 0 One 
column of this line was reserved as space for an error-code indicator 0 
There were eight error conditions which were recognized and flagged 
with an integer (1 through 8 ) . A reflection was consider unacceptable 
for least-squares refinement if its error-code indicator was non-zero. 
The error code "1" indicated that the net integrated intensities 
obtained at the two settings of the diffraction vector differed by more 
than three standard deviations (the standard deviation used was that 
obtained from counting statistics for one of the integrated intensity 
measures). An error code "2" indicated that the background obtained 
with the a-filter exceeded the background obtained with the 0-filter 
by more than 4a. An error code "3" indicated either a lack-of-balance 
77 
of the cv-3 filter pair or implied angular dependence of the non-Bragg 
scattered radiation of pass-band wavelengths. 
Error codes "4", "5", "6", and "7" were used to indicate bad 
encoder readings on the 20, OJ, X > A N A 0 axes, respectively. Error code 
"8" indicated that a collision had occured while the reflection was 
being scanned. 
Visual Monitoring 
Before least-squares refinements were started, the intensity 
profile of each reflection was checked visually on the strip-chart 
recording, for any signs of unusual character or structure which would 
disqualify that reflection from inclusion in the least-squares refine­
ments. Any indication of a peak in the intensity profile, other than 
that due to the Ko^ and Ko^ wavelengths of Mo, resulted in an automatic 
rejection of that reflection. Furthermore, a reflection was removed 
from the data set if the ratio of the Ka^ peak to the Kc^ peak did not 
roughly satisfy the 2:1 relationship. 
Least-Squares Refinements 
Least-squares refinements involve the adjustment of the various 
independent variables of a structural model until a best fit, in a 
least-squares sense, is obtained between the sets of observed and cal­
culated intensities. Since the intensities of the Bragg reflections 
are non-linear functions of the parameters of the structure model, it 
becomes efficacious for one to linearize (keep the first two terms of 
a Taylor's series expansion) the system of equations obtained by mini­
mizing the agreement factor with respect to the variable parameters of 
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the model. As a result of the linearization, second and higher order 
derivatives of the calculated intensities (or the calculated structure 
factors if the agreement factor is based on differences in the observed 
and calculated structure amplitudes) are ignored. The "best-fit" 
parameters are not determined by the straight forward first solution 
of the linearized normal equations since the higher order derivatives 
have been ignored. Because of the non-linear nature of the structural 
model, the second and successive solutions to the normal equations do 
not, in general, yield zero changes in the parameters (for each cycle 
of refinement one uses the values of the parameters obtained in the 
previous solution of the normal equation). The parameters are adjusted 
by successive cycles of least-squares adjustments until the parameter 
shifts are smaller than their estimated standard deviations. The re­
finement process is prolonged if two or more parameters are strongly 
correlated since the correlations are not properly handled in the 
linearized version of the normal equations. In cases of strong correla­
tion, it may become impossible to vary simultaneously the parameters 
which are strongly correlated without the least-squares process 
diverging from the true solution or an ill-conditioned matrix occurring. 
Anomalous Dispersion and Extinction Corrections 
The least-squares program used was that written by Busing, 
Martin, and Levy (1962), and modified by many different users, A modi­
fication to include anomalous dispersion corrections, corrected both 
the real and the imaginary parts of the atomic scattering factor f, 
The anomalous dispersion constants which were used in this work were 
those computed by Cromer (1965), The corrections Af' and Af" for the 
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real and imaginary parts of f are independent of the scattering angle, 
26, for molybdenum Key wavelengths and the atoms which occur in apatite. 
The extinction correction (Zachariasen, 1963) was added by Sudarsanan 
(1967). The extinction correction (see equations 30 and 31, Chapter 
III) was applied to the observed structure amplitude and the constants 
K and c were obtained from least-squares, in a separate cycle from the 
least-squares adjustment of the other variable parameters. The adjust­
ment of K and c, of the extinction correction, was not incorporated 
into the system of normal-equations, consequently, the least-squares 
adjustment of K and c had to be iterated alternately with the adjustment 
of the other parameters to overcome the effects of correlation between 
the extinction parameters and the other parameters which were varied. 
Weighting Scheme 
Ideally, in a least-squares adjustment, one wants to place more 
weight on those data which are the most reliable. One widely used 
method of trying to achieve this objective is the weighting of the data 
by the reciprocal of their individual variances. In the present work, 
2 2 2 the variances in |F| were obtained from the fact that C J ( | F | ) / | F | 
a(I N)/l N, the latter being obtained from 
where S is the signal-to-noise ratio of the Bragg peak and 1^ is its net 
integrated intensity. If the total variance of each datum point is 
assigned accurately, the expression 
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s 2 = 1 ( A F ^ / a . F . ^ / C m - n ) (45) 
2 will have a value close to unity. The term AF. is the difference be-l 
2 th tween the observed and calculated F for the i reflection, while F. l 
is its structure amplitude, m is the number of observations and n is the 
2 
number of variables. The factor S is an estimate of the variance of 
2 
an observation of unit weight. S can depart from unity due to several 
causes; the weights may be assigned wrongly, the refinement process may 
not have converged yet, and the structural model used may be inherently 
incapable of duplicating a set of, hypothetically, error-free intensity 
observations for the actual specimen. 
Multiple-Component Structure Models 
The calculated structure factors used in least-squares refine­
ments are usually obtained from: 
n 
h U = ^ f i exp(2TTi(hk.+ky i + ̂ 2 i ) ) , (46) 
where x., y., and z. are the co-ordinates of the i t n atom and there are l
 J i i 
n atoms in the unit cell. (In practice, full use is made of the sym­
metry of the unit cell and the sum is carried out over the atoms in the 
asymmetric unit on a symmetrized version of equation (46)). The inten­
sity of the h, k, t reflection is proportional to F^j^F^^"* after due 
consideration has been given to such factors as extinction, simultaneous 
diffraction, absorption, polarization, etc. However, the implicit 
assumption has been made that throughout the volume of the crystal, 
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the content of each "unit cell" is the same . In real crystals, this 
homogeneity from "unit cell" to "unit cell" can be lost because of dis­
placement disorder and substitutional disorder. Substitutional disorder 
can arise from substitutions of vacancies as well as from the substitu­
tion or different atomic species. Displacement disorder is the static 
distribution of atoms about a set of equivalent sites as opposed to the 
distribution due to the dynamics of the thermal motion. 
These variations in the unit cells contents can be incorporated, 
in some cases, into the least-squares refinements. The ease with which 
this can be done varies greatly with the type of inhomogeneity, In the 
event that these "defects" occur in randomly chosen unit cells then a 
least-squares refinement can be made easily since the refinement is made 
on the contents of an average "unit cell," That is, to simulate sub­
stitutional disorder, one could place two or more atoms at one site in 
the model of the unit cell, and refine their respective site occupancy 
factors. The refined site occupancy factors would yield the fraction 
of such sites occupied by each atomic species. For those specimens in 
which the various distinct unit cells occur randomly throughout the 
specimen such an amplitude-adding model is sufficient. However, if the 
"defects" do not occur randomly but with some correlation, the amplitude 
adding model is no longer adequate. An extreme departure from the 
amplitude-adding limit occurs when the scattering from different volumes 
is independent and the intensity is obtained by adding the intensities 
(*) In fact, the unit cell is by definition a unit which is repeated 
exactly to build up the entire crystal. 
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from the various independent volumes, (For example, merohedral twinning 
in a specimen can be handled by using a multiple-component intensity-
adding least-squares model. In favorable cases, the ratio of the twin 
volumes can be obtained from a rather simple least-squares process; 
Sudarsanan and Young, 1970). The amplitude-adding multi-component model 
was used exclusively in this work to study substitutional disorder, 
displacement disorder, and non-stoichiometry in the fluor-chlorapatites„ 
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CHAPTER VI 
EVALUATION OF PRECISION TECHNIQUES 
Introduction 
In this chapter, some of the factors which can affect the attain­
able precision of the structure amplitudes are considered. Experimental 
evaluations of the effect of these factors were made and the discussion 
is limited to the effect on the precision of the final least-squares 
parameters. The physically interesting details of the several different 
apatite structures studied are not considered here, but are discussed in 
detail in Chapter VII. 
Random errors were added to a set of experimentally observed 
intensities to determine what effect, if any, this would have on the 
least-squares parameters. Data were also collected at essentially 
two different acquisition rates to test the apparent difference in 
precision between the "typical" and "controlled-precision" scanning 
techniques. The frequency of occurrence of simultaneous diffraction 
under various conditions was studied, as well as the effect of simul­
taneous diffraction on the least-squares adjusted structural parameters. 
Other correction factors considered are extinction and anomalous dis­
persion . 
Two samples obtained from the same fragment of fluor-chlorapatite 
were studied with the same technique ("controlled-precision" scanning) 
to assess the physical reality of specimen-to-specimen differences. 
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Random Errors 
The effect of random normal errors on convergence and on the 
adjustable least-squares parameters was investigated. The data 
collected from the synthetic chlorapatite crystal, ClAp Ll-24 were 
used in least-squares structure refinements (i) as initially obtained 
and after (ii) 5 per cent and (iii) 25 per cent random error had been 
added to them by the following means. 
A set of random numbers drawn from a normal population was 
obtained when repeated fixed time counts were made of quanta arriving 
from an x-ray source. The set of counts (scalar readings) was con­
verted to a set of standard normal deviates, d^, by means of the trans­
formation : 
where is the i reading of the scalar, \i is the arithmetric mean of 
the n readings of the scalar, and a is the standard deviation of the 
set of scalar readings. The first four moments of the distribution of 
d^ were compared with the values expected theoretically. The distribu­
tion of d. was thus verified to be normal with a mean of zero and a 
standard deviation of one. In addition to the original data, two more 
sets of data were prepared from the original with random error contribu­
tions calculated from the d i. The intensities with random errors added 
were then obtained with the following equation: 
d. = ^ - u.)/a (47) 
i 
1 1 
= I (1 + (BK)^) (48) 
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where RE is the fractional standard deviation for the distribution of 
standard-normal deviates d. and I^„„ are the observed intensities„ 
1 OBS. 
1 
The final refined parameters, positional and thermal, and individual 
site occupancy factors are presented in Table 4. All parameter values 
4 
in Table 4 have been multiplied by 10 . Standard errors are indicated 
in parentheses after each parameter value. The refinements, in each 
case, were continued until all parameter shifts were less than the 
associated standard deviations. The number of observations was 2232 
and individual weights based on counting statistics were used. Both a 
2 
weighted (wR 2) and an unweighted R factor (R^) based on |F| were used 





wR„ = ( H I : 
2^2^ LI 
\ i 4 \ F 
(50) 
where w is the reciprocal of the variance for each observation and the 
summation is carried out over all observations. The weighted R factor 
(wR 2) increased from 3.5 per cent for RE equal to 0.0 to 9.7 per cent 
and 28.8 per cent for RE equal to 0 o05 and 0 o25, respectively. As is 
shown in Table 4, nearly all parameters (94 per cent of the 210 
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Table h. Final Least-Squares Parameters of Chlorapatite: Data Used 
Which Had Random Errors Added. 
A.TOM RE * MULT X y Z hi P22 P33 P 0 2 P13 % 
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*RE = random error added to data prior to least-squares refinement; 
i.e. 
sample of a normal distribution with mean zero and standard deviation 1. 
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parameters varied) refined to within three calculated standard devia­
tions* of the same value in the three cases. The differences in the 
parameters in the two cases RE = 0„0 and RE = 0.25 are normally 
distributed, as can be seen from the linear half-normal probability 
plot (Abrahams and Keve, 1971) in Figure 11 of the 210 experimental 6p 0 
The experimental 6p^ are: 
l?t = ||P(1)1I " |p(2).||/(a 2(l) i + a 2 ( 2 ) . ) * (51) 
where p(l)^ and p(2)^ are the i t n parameter of data set one and two 
2 2 
respectively, and a (1)^ and O" (2)^ are the variances of the i t n 
parameter obtained with data sets one and two. The expected 6p^ values 
are those for a normal distribution. The quasi-linear behavior of 6p 
implies that the 6p have a random normal distribution and, furthermore, 
that the p(l)^ and p(2)^ are from the same population., As the random 
error contributions were increased the standard errors obtained from 
the least-squares refinements also increased. Figure 12 illustrates 
the behavior of the mean thermal and positional standard deviations as 
the random error is increased. The mean values were obtained by aver­
aging over the 72 independent thermal parameters and over the 36 inde­
pendent position parameters of the oxygens of synthetic chlorapatite„ 
Although the differences in the parameters are small (with the excep­
tion of several site occupancy factors) and normally distributed, the 
Based on the standard deviations in the added-error case. 
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Figure 11. Half-Normal Probability Plot of Parameter Differences 





RANDOM ERROR (%) 
20 25 
F i g u r e 12. V a r i a t i o n o f Average S t a n d a r d D e v i a t i o n o f C h l o r a p a t i t e Oxygens y_s_ Random E r r o r . 
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precision which one can assign to the refined parameters through the 
usual standard deviations is decreased, as would be expected, by the 
introduction of random artifical errors. The standard deviations in 
the RE = 0.25 case are at least 100 per cent greater than the standard 
deviati ons in the RE - 0.0 case. Although the differences in the 
parameters for the RE = 0.0 and RE = 0.25 cases are small, the slope 
of the line in Figure 11 indicates that (i) the differences are sig­
nificantly greater than would be expected for the standard deviations 
obtained by the least-squares procedure or (ii) the least-squares 
estimated variances of the parameters are too small or (iii) both con­
ditions may be applicable. The 6p^ can be too large only if there is 
present in the data a systematic error such as to cause most of the 
p(l)^ values to differ from the true values in a direction opposite 
from that in which the p(2)^ differ. A systematic error would be 
revealed as a non-linear plot in Figure 11. The linear appearance of 
Figure 11 implies that such a systematic error does not exist in the 
data (or in this particular case, the same systematic error is present 
in both sets of data; the only difference in the two sets of data is 
the addition of a normally distributed random error). Thus, by analysis 
similar to Abrahams and Keve (1971), one can infer that each a(p^) is 
30 to 40 per cent too small. 
Data Acquisition Rate and 
"Typical vs "Controlled-Precision" Scanning Techniques 
Differences in the refined structure parameters produced by 
attributable differences between the "typical" and "controlled-precision" 
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reflection scanning techniques were directly assessed. Intensity data 
for reflections in the same range of sinG/X were collected from a 
fluorapatite crystal with both techniques. The , rtypical" technique 
allocates approximately the same time to each reflection and, in this 
case, fixed the ratio of the time-on-peak to time-on-background at 
~ 3.5 (variations of ± 23 per cent in this ratio occurred due to the 
increased angular width of the peak scan, with increasing 26, to account 
for spectral dispersion). The "controlled-precision" technique is that 
permitted by the algorithms developed for the computer-controlled 
diffractometer and described in Appendix C. (In that technique longer 
times are devoted to weaker reflections and the ratio of time-on-peak 
to time-on-background is adjusted in accord with the signal-to-noise 
ratio). An important difference is the total time devoted to the over­
all experiment; the acquisition rates were approximately 30 and 4 
reflections per hour for the "typical" and "controlled-precision" 
techniques, respectively. Figure 13 shows the half-normal probability 
plot of the differences in the parameters obtained by least-squares 
analysis of the data acquired by the two methods. The differences 
appear to be distributed normally, but with standard deviations larger 
than those standard deviations obtained from the least-squares refine­
ment. The fluorapatite specimen used was Syn FAp 35-7 and the final 
refined parameters are presented in Table 5. The final agreement fac­
tors (wR^) for the refinements on the "typical" and "precision" data 
were 7.7 per cent and 2.8 per cent respectively. Standard errors, 
obtained by least-squares, are enclosed in parenthesis after each inde­
pendent variable. Dependent variables are presented as decimals without 
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Figure 13. Half-Normal Probability Plot of Parameter Differences 
Obtained With "Typical" and "Controlled-Precision" Techniques 
Applied to Specimen FAp 35-7. 
Table 5. Refined Structure Parameter of Fluorapatite (35-7) 




































































(Continued on next page) 
Table 5. Refined Structure Parameter of Fluorapatite (35-7) 
Data Collected by "Typical" and "Precision" Methods 
(Continued) 









































































a standard error, while those parameters which have values fixed by 
symmetry are represented by zeroes or as fractions. 
If the difference in the final agreement factors is attributed 
to differences in counting statistics, one should spend n times longer 
on the entire experiment with the "typical" technique to obtain 
the same agreement factor as one obtains with the "precision-scanning" 
technique, where 
(In equation (52) the square of the agreement factor wR^ has been 
assumed proportional to the total time for the experiment). This im­
plies that 25 per cent more time (in this case) will be required to 
obtain the same wR^ with the "typical" techniques than with the 
"controlled-precision" techniques. The requirement of extra time to 
acquire the same precision may arise from two sources: (i) additional 
time will be required to obtain the same precision since the optimum 
ratio of time spent-on-peak to time spent-on-background is not used 
with the "typical" technique (see Appendixes B and C ) , and (ii) with 
the "typical" technique the data for a substantial number of reflections 
may be collected under conditions of simultaneous diffraction (the 
principal effect of inclusion of simultaneous diffraction effects is 
the increase in the agreement factor; see the section on simultaneous 
diffraction, this chapter). 
The conclusion one can draw from the above is that for an allotted 
total time T for an experiment one will be able to detect smaller 
« 7.5 (52) 
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differences which are physically significant with the "controlled-
precision" technique than with the "typical" technique. 
Simultaneous Diffraction 
Effectiveness and Reliability of "Flag-Test" 
Simultaneous diffraction can result in very significant changes 
in the integrated Bragg intensities (see Chapter III). Our procedure 
for detecting simultaneous diffraction effects was to collect the data 
for each reflection at two angular settings of the diffraction vector 
and to reject ("flag") those reflections for which the two net integrated 
intensities differed by more than 3a (a is the standard deviation from 
counting statistics of one of the integrated intensity measures). The 
effectiveness and reliability of this "flagging" was assessed directly. 
The same set of data (approximately 400 reflections) was collected 
twice under identical conditions. The specimen Syn FAp 35-7 was used 
and an asymmetrical setting of the crystal was utilized (the angle 
between 0 and was 15°). During the two runs, 31 and 29 per cent of 
the reflections, respectively, were flagged as possibly suffering from 
simultaneous diffraction. Sixty-two per cent of those reflections which 
were flagged were flagged in both runs. Thus, in this case, approxi­
mately one-fifth of the data, and possibly another 10 per cent, appears 
to be collected under conditions of simultaneous diffraction. This 
frequency of occurrence, of implied simultaneous diffraction, is dis-
quietingly large. Additional studies were undertaken to assess the 
frequency of occurrence vs the setting asymmetry of the specimen and the 
specimen size. 
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Frequency of Occurrence vs Setting Asymmetry and Specimen Size 
As discussed by Burbank (1965), the frequency of occurrence of 
intrinsic simultaneous diffraction (that arising as a consequence of the 
intrinsic symmetry of the crystal under investigation) may be reduced 
if the data are collected with the crystal specimen in an asymmetric 
setting. However, the frequency with which detectable simultaneous 
diffraction events occur was found still to be significantly large even 
with asymmetrical settings. Table 6 presents the results for six dif­
ferent specimens of various values of angular missetting of the nearest 
symmetry axis of the crystal from the 0 axis of the goniostat. There 
was an effective one degree rotation about the diffraction vector be­
tween the two settings. Since a reflection was flagged, implying 
occurrence of simultaneous diffraction, if the two intensity measures 
differed by more than three standard deviations, one would expect only 
0.36 per cent of the intensities to differ by more than three standard 
deviations on the basis of counting statistics. As can be seen from 
Table 6, the frequency of flagged reflections far exceeds that expected 
from counting statistics. Shape asymmetry of the specimen could con­
tribute to intensity variations as one rotates about the diffraction 
vector, but it is improbable that this significantly increased the flag 
frequency, for the x-ray paths through the specimens changed by only 
one degree. Blunders, such as misreadings of the scalar or physical 
obstructions in the x-ray beam, could also have resulted in an increased 
expected flag-rate. However, on several occassions the same sets of 
data were collected twice without rotation about S. That experience 
showed that the rate at which blunders occur is certainly far less than 









Flagged (%) UR 
G - 6 - 6 - 1 0 6c ( 0 , 0 , 1 ) l o O 0 1 ° 1 5 1 2 3 1 . 5 0 . 9 6 
G - 6 - 6 - 3 0 cSc ( 0 , 0 , 1 ) l o 9 0 1 ° 2 1 8 0 3 1 . 7 1 . 0 8 
NdF 3-FAp # 2 0 6c ( 0 , 0 , 1 ) 2 . 4 ° 1 ° 1 4 7 2 3 4 . 0 1 . 0 1 
Nd 2 0 3-FAp # 1 0 6c ( 0 , 0 , 1 ) 1 , 9 ° 1 ° 1 4 8 4 2 8 , 1 0 . 7 9 
G - 1 0 - 1 0 6c ( 0 , 0 , 1 ) 1 . 9 ° 1 ° 1 5 0 8 1 4 . 1 0 . 5 0 
Syn FA 3 5 - 7 0 6c ( 1 , 1 , 0 ) 7 , 0 ° 1 ° 1 3 7 5 1 7 . 5 0 . 5 2 
00 
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one per cent and cannot account for the 14 to 34 per cent rate at which 
reflections were observed to be flagged. 
In order further to assess the effectiveness of missetting the 
crystal from a symmetry axis to reduce the occurrence of simultaneous 
diffraction, the crystal, fluorapatite 35-7, was repeatedly further 
misset and the intensities of the reflections which were flagged in the 
previous data collection were remeasured (see Table 7 ) . On the third 
repetition of this procedure the c* direction had been misset by 20.9 
degrees from the 0 axis and only 0.59 x 0.475 x 0.315 per cent, or 
eight per cent of the initial 1512 reflections were flagged,, 
Figure 14 shows that the relationship between the frequency of 
occurrence of flagged reflections and the (jiR for the specimen is 
approximately linear. This conclusion agrees with that of ^shrink 
(1970), who has shown theoretically and observed experimentally that 
with decreasing crystal size, the intensity of a reflection affected 
by simultaneous diffraction decreases faster than that of a non-affected 
reflection. 
Extinction, a closely related phenomenon, would also be expected 
to decrease with crystal volume and to vanish at the limit of infini­
tesimal volumes. 
Effect of Simultaneous Diffraction on the Extinction Constant c 
Xsbrink (1970) points out that the principal effect of the 
simultaneous diffraction errors in least-squares structure refinements 
is to increase the apparent extinction correction. It might have been 
possible to foresee this result intuitively since the physical effect 
of both simultaneous diffraction and extinction is to compress the 
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Table 7. Number of Reflections Flagged for Various 
Settings of the Specimen Fluorapatite 35-7. 
Angular Misseting Number of 
Between Reflections Percentage 
0 & c* (degrees) Collected Flagged (%) 
1.0 1512 31.5 
9.1 469 47.5 
20.9 212 59.0 
Table 8. Values of the Extinction Constant, c_, Obtained 
for the Various Apatite Specimens. 







Syn FAp 35-7 1.6 




range of the observed intensities. A least-squares extinction correc­
tion (see equation (30) of Chapter III and the following section here) 
was made for the data obtained from specimen G-6-6-1, both with and 
without those reflections which had been flagged, during data collec­
tion, as possibly suffering from simultaneous diffraction effects. The 
values of the extinction constant, c_, were 4.2 x 10 ^ and 1.9 x 10 ^ 
for the data sets which, respectively, included and did not include the 
flagged reflections. The £ values obtained for the various specimens 
examined are listed in Table 8. The £ value obtained for the data set 
which included the flagged reflections is significantly larger than the 
£ value obtained from the data set without the flagged reflections. 
The difference between these two extinction constants is approximately 
twice as great as the variation observed among the various apatites 
examined in this work. Thus, it is concluded that differences in the 
extinction constants can only be of physical significance if the effects 
of simultaneous diffraction are properly taken into account or if those 
reflections with large simultaneous diffraction effects are removed 
from the extinction correction procedure. 
Effect of Simultaneous Diffraction on the Structure Parameters and 
Their Standard Deviations 
To assess the effect of simultaneous diffraction on the least-
squares structure parameters and their associated standard deviations, 
the data which were collected from specimen G-6-6-1 (a fluor-chlorapatite) 
were used in least-squares refinements with and without the data which 
had been flagged. 
Because the parameters of the fluorine and chlorine atoms in 
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fluor-chlorapatite are highly correlated, these parameters were held 
fixed during refinements, at the best previously determined values, 
for the purpose of this test. For this reason the parameters of the 
fluorine and chlorine atoms are not included in Table 9. The values 
at which the parameters of fluorine and chlorine were held fixed are 
those in Table 16. 
While the extinction correction constant was significantly 
changed by simultaneous diffraction, the other parameters were not 
(see Table 9). All of the final parameters except two agreed within 
one standard deviation and all agreed within three standard deviations. 
The average standard deviation for the parameters obtained with the 
data containing simultaneous diffraction effects was about 40 per cent 
greater than the average standard deviation obtained with the data 
which was relatively free from simultaneous diffraction. Furthermore, 
wR^ increased from 4.35 to 6.04 per cent with the inclusion of the data 
affected by simultaneous diffraction. 
Extinction and Anomalous Dispersion Corrections 
The procedures used in this work for correcting for secondary 
extinction and anomalous dispersion are those described and evaluated 
by Sudarsanan and Young (1969). Sudarsanan and Young (1969) found 
that even seemly minor extinction corrections, on several specimens of 
Holly Springs hydroxyapatite, improved the mutual agreement between 
the parameters obtained from the refinement of data collected from three 
different specimens of the same origin. Prior to application of the 
extinction correction some of the thermal parameters differed by more 
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Table 9. Comparison of Least-Squares Parameters for 
G-6-6-1 (Fluor-Chlorapatite) Using Data With 
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Table 9. Comparison of Least-Squares Parameters for 
G-6-6-1 (Fluor-Chlorapatite) Using Data With 

























































































than four standard deviations. In their worst case, application of the 
extinction correction changed the value of from 5.4 to 3„5 per cen to 
Iterative application of the seemingly minor extinction correction 
eventually resulted in excellent agreement (within one standard devia­
tion) between the separate measures of all the final parameters, even 
anisotropic thermal parameters. For their final results (Sudarsanan 
and Young, 1969) a standard deviation was typically less than five per 
cent even for thermal parameters. Thus, the application of the extinc­
tion correction resulted in a significant improvement in the precision 
of the final parameters. Physical significance may be attributed to 
differences in parameters which exceed this demonstrated precision. 
The addition of the real and imaginary terms of the anomalous 
dispersion to the atomic form factors of Ca and P (f ' = 0.24, f" = 0 o36 
for Ca; f ' = 0 oll, f" = 0.12 for P) did not result in any significant 
changes in the refined parameters (Sudarsanan and Young, 1969). One-
third of the parameters were changed by less than one part in ten 
thousand and none were changed by as much as one standard deviation 
with the introduction of the anomalous dispersion corrections„ The wR 2 
values found by Sudarsanan and Young (1969) were not changed by the 
incorporation of the additional anomalous dispersion terms „ 
In Table 10, the agreement factors (wR 2) obtained before and 
after the extinction correction was made are presented along with the 
maximum extinction correction observed (expressed as a percentage) and 
the extinction constant £ for six of the apatite specimens used. In 
every case, the extinction correction significantly improved the agree­
ment factor. 
Table 10. Agreement Factors and Extinction Constants 
of the Various Apatites Observed. 













































Physical Reality of Specimen-To-Specimen Differences 
Although the two samples G-6-6-1 and G-6-6-3 were both obtained 
from the same fragment of fluor-chlorapatite, they exhibited the 
greatest extremes in the extinction correction. The differences in 
the positional parameters were all less than three standard deviations 
( a OoOOOl), while the differences in the anisotropic thermal parame­
ters exceeded three standard deviations for six parameters (as high as 
14 a for ( 3 ^ of C a ^ ) • The independent variables for the two types of 
halogen atoms, both located on the screw-axis of the apatite structure, 
could not all be varied simultaneously because of high correlations 
between their parameters. These parameters were refined by an itera­
tive step-wise procedure, whereby only one parameter out of each set 
of highly correlated parameters was varied while the remainder were 
held fixed. On alternate cycles of refinement, the set of parameters 
held constant during the previous cycle are allowed to vary while those 
previously allowed to vary are now held constant. This process is 
repeated as many times as needed to overcome (indicated by progressively 
smaller changes in the parameter values) the high correlations of the 
parameters. 
Many descriptions of the apatite structure can be found in 
published literature. Beevers and Mclntyre (1946) have illustrated the 
apatite structure with color overlays. The content of an hexagonal 
fluorapatite or hydroxyapatite unit cell can be described in four parts: 
(1) Ca^ atoms at z « 0 and z r j ̂  forming columns parallel to £ at x = 
1/3, y = 2/3 and at x = 2/3, y = 1/3; (2) a column of F or OH ions on 
the screw-axis parallel to £ at x = 0, y = 0; (3) two triangular arrays 
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of C a ^ atoms on the mirror planes at z = 1/4 and z = 3/4 and centered 
on the screw axis coinciding with the F or OH columns; and (4) six 
phosphate tetrahedra on the mirror planes. The F ion occurs at (0, 0, 
1/4) and (0, 0, 3/4) at the centers of the C a ^ triangles whereas OH is 
in two-fold disorder, about the mirror planes, at 0, 0, 1/4 - A and 
0, 0, 1/4+ A ( A m 0.19 for H and 0.05 for 0, Sudarsanan and Young, 1969), 
A description of the chlorapatite structure is in Chapter VII. 
Fourier-difference maps were prepared (see "Synthetic Fluor-
Chlorapatite," Chapter VII), and used in determining the site-occupancy 
factors of F^ and F ^ . F^ is the designation given the fluorine atom 
which is located on the mirror at z = 1/4 and F ^ the designation of 
the off-mirror-plane fluorine atom at z % 0.16 o A comparison of the 
refined parameters of G-6-6-1 and G-6-6-3 is made in Table 11 0 The 
large differences in the anisotropic thermal parameters are greater than 
what one would expect, for these data collection and analysis techniques 
(Sudarsanan and Young, 1969), if the two specimens were really the same. 
Electron microprobe analysis of the G-6 material, with a 10 micron spot 
size, indicated a compositional variation from point-to-point on the 
sample (Johnson, 1971). Thus, the observed differences in the parame­
ters may have a structural origin and, hence, physical significance. 
The agreement factors (R^) were 2 017 and 3.22 per cent for 
G-6-6-1 and G-6-6-3, respectively, while the average value of R^ ob­
tained for the seven specimens used in this study was 2.14 per cent. 
A difference Fourier-map was prepared of the asymmetric unit of G-6-6-1 
which did not reveal any peaks significantly greater than the ambient 
"noise" level of the map. Thus the refined structure can be assumed to 
Table 1 1 . Comparison of Refined Parameters of Two Fluor-Chlorapatite 
Specimens (G - 6 - 6 - 1 and G - 6 - 6 - 3 ) . 
ATOM SPECIMEN MULT X Y Z 
° i 
6 - 1 
6 -3 
0 . 5 2 2 4 ( 3 9 ) 
O o 5 2 9 8 ( 5 l ) 
0 . 3 4 1 6 ( 1 ) 
0 . 3 4 1 1 ( 2 ) 
0 . 4 9 1 2 ( 1 ) 




6 - 1 
6 -3 
0 . 5 2 6 9 ( 4 4 ) 
0 . 5 3 5 3 ( 5 4 ) 
0 . 5 9 2 0 ( 1 ) 
0 . 5 9 1 8 ( 1 ) 
0 . 4 6 5 0 ( 1 ) 
0 . 4 6 5 1 ( 1 ) 
1 /4 
1 /4 
° n i 
6 - 1 
6-3 
1 . 0 8 4 9 ( 5 9 ) 
1 . 0 7 1 5 ( 9 5 ) 
0 . 3 5 3 2 ( 1 ) 
0 . 3 5 3 4 ( 2 ) 
0 . 2 6 6 1 ( 1 ) 
0 . 2 6 6 0 ( 1 ) 
0 . 0 6 7 0 ( 1 ) 
0 . 0 6 7 4 ( 1 ) 
P 6 - 1 
6 -3 
0 . 5 4 7 3 ( 1 4 ) 
0 . 5 4 8 9 ( 1 7 ) 
0 . 4 0 6 4 ( 0 ) 
0 . 4 0 6 4 ( 0 ) 
0 . 3 7 4 1 ( 0 ) 
0 . 3 7 4 1 ( 0 ) 
1 /4 
1 /4 
C a i 
6 - 1 
6 -3 
0 ,3513 ( 8 ) 
0 . 3 5 1 0 ( 1 0 ) 
1/3 
1/3 
2 / 3 
2 / 3 
0 . 0 0 3 2 ( 0 ) 
0 . 0 0 3 2 ( 0 ) 
C a ! I 6 - 1 6 -3 
0 . 5 2 2 0 ( 1 1 ) 
0 , 5 2 5 2 ( 1 2 ) 
0 . 2 5 9 4 ( 0 ) 
0 . 2 5 9 4 ( 0 ) 
0 . 0 0 2 7 ( 0 ) 
0 . 0 0 2 8 ( 0 ) 
1 /4 
1 /4 
F I 6 - 1 
6 -3 
0 , 0 0 8 1 ( 1 1 ) 







F I I 6 - 1 
6 -3 
0 , 0 1 9 4 ( 1 6 ) 





0 . 1 5 9 3 ( 4 0 ) 
0 . 1 5 6 6 ( 4 0 ) 
CI 6 - 1 
6 -3 
0 , 1 4 8 8 ( 1 4 ) 





0 . 4 4 3 0 ( 2 ) 
0 . 4 4 3 3 ( 3 ) 
(Continued on next page) 
Table 1 1 . Comparison of Refined Parameters of Two Fluor-Chlorapatite 
Specimens (G - 6 - 6 - 1 and G - 6 - 6 - 3 ) . (Continued) 
ATOM SPECIMEN $ 1 1 $33 $12 $13 $2 3 
° i 
6 - 1 
6-3 
0 . 0 0 5 6 ( 1 ) 
0 . 0 0 5 3 ( 1 ) 
0 . 0 0 3 8 ( 1 ) 
0 . 0 0 3 7 ( 1 ) 
0 . 0 0 4 6 ( 1 ) 
0 . 0 0 5 3 ( 2 ) 
0 . 0 0 3 9 ( 1 ) 






6 - 1 
6 -3 
0 . 0 0 2 0 ( 1 ) 
0 . 0 0 2 0 ( 1 ) 
0 . 0 0 2 7 ( 1 ) 
0 . 0 0 2 8 ( 1 ) 
0 . 0 0 9 2 ( 2 ) 
0 . 0 0 9 6 ( 2 ) 
0 . 0 0 0 9 ( 1 ) 





° i n 
6 - 1 
6-3 
0 . 0 0 9 8 ( 1 ) 
0 . 0 0 9 5 ( 2 ) 
0 . 0 0 5 1 ( 1 ) 
0 . 0 0 4 7 ( 1 ) 
0 . 0 0 6 5 ( 1 ) 
0 . 0 0 4 7 ( 1 ) 
0 . 0 0 5 4 ( 1 ) 
0 . 0 0 6 8 ( 2 ) 
- 0 . 0 0 5 6 ( 1 ) 
- 0 . 0 0 5 5 ( 1 ) 
- 0 . 0 0 3 7 ( 1 ) 
- 0 . 0 0 3 5 ( 1 ) 
P 6 - 1 
6 -3 
0 . 0 0 2 1 ( 0 ) 
0 . 0 0 1 9 ( 0 ) 
0 . 0 0 1 8 ( 0 ) 
0 . 0 0 1 6 ( 0 ) 
0 . 0 0 2 4 ( 0 ) 
0 . 0 0 2 8 ( 0 ) 
0 . 0 0 1 2 ( 0 ) 





C a i 
6 - 1 
6 -3 
0 . 0 0 3 4 ( 0 ) 
0 . 0 0 3 3 ( 0 ) 
0 .0034 
0 .0033 
0 . 0 0 2 1 ( 0 ) 







C a ! I 6 - 1 6-3 
0 . 0 0 3 0 ( 0 ) 
0 . 0 0 2 8 ( 0 ) 
0 . 0 0 3 3 ( 0 ) 
0 . 0 0 3 2 ( 0 ) 
0 . 0 0 2 9 ( 0 ) 
0 . 0 0 3 5 ( 0 ) 
0 . 0 0 1 4 ( 0 ) 





F I 6 - 1 6-3 
0 . 0 0 2 8 ( 2 2 ) 
0 . 0 0 2 8 ( 2 8 ) 
0 .0028 
0 .0028 
0 . 0 0 8 6 ( 3 8 ) 







F I I 6 - 1 6-3 
0 . 0 0 4 0 ( 2 1 ) 
0 . 0 0 5 2 ( 2 0 ) 
0 .0040 
0 .0052 
0 . 0 0 9 1 ( 3 0 ) 




CI 6 - 1 
6-3 
0 . 0 0 3 4 ( 1 ) 
0 . 0 0 3 6 ( 1 ) 
0 .0034 
0.0036 
0 . 0 1 9 9 ( 4 ) 








be essentially correct. The residual R factor, at the conclusion of 
the least-squares refinements, has contributions from error sources of 
both a systematic and random nature. The random errors arise from both 
counting statistics and the reproducibility of the instrumentation. 
With one per cent as the nominal standard error, Sudarsanan and Young 
(1969) have shown that the most probable value of R^ due to counting 
statistics for hydroxyapatite specimens is from one to two per cent 0 
The reproducibility of the computer-controlled diffractometer was shown 





The experimental techniques and the analytical approach dis­
cussed in previous chapters were used to collect single-crystal Bragg-
intensity data and to refine the structures of several variant forms 
of the common mineral apatite. The intensity data have been deposited 
with the School of Physics, Georgia Institute of Technology. 
Apatites were chosen for the following reasons: 
(1) The basic structures of the more common forms of apatite 
are well known and thus provide a good starting point for refinement 
of the interesting structural details without distraction from the 
phase problem (i.e., the initial phase determination can be avoided). 
(2) Single crystals of apatite can be readily grown with vari­
ous controlled compositions. 
(3) A wide variety of substitutions and vacancies occur 
readily in the apatite structure. A good test of the precision 
techniques will be to find the structural location and role of sub-
stituents occurring in relatively small amounts (£ 1 atomic weight 
per cent). 
(4) The apatites are of biological importance; the model system 
for the major inorganic component of tooth and bone is hydroxyapatite. 
(5) The fluor-chlorapatites are important in the lighting 
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industry as phosphor in fluorescent lamps and in agriculture for the 
production of fertilizers. 
(6) Neodymium-containing fluorapatite is a possible laser 
material„ 
In order to facilitate the detection of differences in the apa­
tite structure due to substitution of fluorine or neodymium, the struc­
tures of stoichiometric fluorapatite (Ca 1_(PO.),F_) and chlorapatite 
10 4 o 2 
(Ca^Q(P0^)^C1 2) were first refined extensively. In addition to these 
two stoichiometric apatites, data from two chlorapatites with different-
degrees of fluorine substitution were also collected as well as from 
two fluorapatites with, possibly, different forms of neodymium substi­
tutions. The sources of neodymium were the NdF^ or Nd^O^ in the melt 
composition from which the crystals were grown. 
Comparison of Mineral and Synthetic Fluorapatite 
The methods described in the previous chapters were used to col­
lect integrated Bragg intensities from a spherically-shaped single 
crystal of flux-grown fluorapatite. After the flagged data had been 
eliminated, 1086 crystallographically unique reflections remained. 
Least-square refinements of the fluorapatite structure were then made. 
The final conventional R factor (R^) was 1,6 per c e n t o The results are 
in essential agreement with the earlier works of Beevers and Mclntyre 
(1946) and Young, Sudarsanan and Mackie (Chapter I I of: Structural 
Properties of Hydroxapatite and Related Compounds, Brown and Young, 
Eds.), It is instructive to compare the results of Young, Sudarsanan 
and Mackie on the mineral sample of fluorapatite (origin: Auburn, Maine) 
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with the final refined parameters of the synthetic fluorapatite speci­
men (Table 12). The parameters show remarkable agreement for two 
specimens from such dissimilar origins. The excellent agreement must 
be considered somewhat fortuitous when one considers the size of the 
discrepancies observed between the two fluor-chlorapatites (G-6-6-1 and 
G-6-6-3 discussed in Chapter VI), both obtained from the same small 
chip of synthetic material. 
Although the inter-specimen agreement is good for most of the 
parameters, five anisotropic thermal parameters exhibit significant and 
systematic differences. These parameters are of 0̂ ., C^-j-j and F; 
and B^^ of 0 and F. In each of these cases, the thermal parameter 
obtained in the refinement of the mineral sample is larger than the 
corresponding parameter for the synthetic sample. One cannot distin­
guish, by least-squares techniques alone, between dynamic and static 
disorder 0 The least-squares structure-refinement program used in this 
work treats the static disorder as an apparent increase in the tempera­
ture factor of the atom which is dispersed statically. Thus, for those 
atoms in mineral fluorapatite with a thermal parameter larger than in 
synthetic fluorapatite, the increase may be due to either increased 
static or dynamic dispersal, perhaps both. 
The data which were collected from the mineral specimen were not 
selected to be free from significant (> 3 a ) simultaneous diffraction 
effects, while the data collected from the synthetic sample were. Thus 
the close agreement between the two sets of refined parameters is fur­
ther evidence to support the conclusion, set forth in the previous 
chapter, that simultaneous diffraction will have little effect on the 
Table 12. Least-Squares Structure Parameters of Mineral 
and Synthetic Fluorapatite. 















X Y Z 
0.3266(1) 0.4848(1) 1/4 
0.3262(1) 0.4843(1) 1/4 
0.5879(1) 0.4668(1) 1/4 
0.5880(1) 0.4668(1) 1/4 
0.3415(1) 0.2571(1) 0.0702(1) 
0.3416(1) 0.2568(1) 0.0704(1) 
0.3982(1) 0.3689(1) 1/4 
0.3981(0) 0.3688(0) 1/4 
1/3 2/3 0.0012(1) 
1/3 2/3 0.0011(0) 
0.2415(1) -0.0071(1) 1/4 
0.2416(0) -0.0071(0) 1/4 
0 0 1/4 
0 0 1/4 
(Continued on next page) 
Table 12. Least-Squares Structure Parameters of Mineral 
and Synthetic Fluorapatite (Continued) 







































































































final values of the refined parameters if an extinction correction has 
been applied to the data. However, the R factors will in general be 
larger for the data set compromised by simultaneous diffraction. In 
this case, the R^ for the mineral sample data was 2.9 per cent for 1185 
reflections compared to 1.6 per cent for 1086 reflections from the 
synthetic sample. It must be held in mind, however, that the difference 
between the two final R^ factors is most probably not due entirely to 
simultaneous diffraction for other differences in the data collection 
strategy existed also (in particular, the nominal statistical precision 
with which each reflection was collected was different in the two 
examples). 
From Table 12 we see that the site-occupancy factors of Ca^, 
C a i l a n d F a r e s i & n i f i c a n t l y lower (based on the least-squares derived 
standard deviations) than the stoichiometric values of 1/3, 1/2 and 
1/6o The most obvious explanation for departure from stoichiometry 
would be the loss of CaF 2 during the growth of the crystal 0 However, 
this simple model (Ca^ Q X^ F^4^6 F2(1 x)^ i s n 0 t a u e c l u a t e t o account for 
the departures from stoichiometry indicated by the least-squares-
refinement site-occupancy factors. The deficiency of divalent calcium 
in apatite structures has been considered by many authors (e.g., Posner 
and Perloff, 1957; Brown, 1971) and controversy still exists as to the 
mechanism by which it can occur„ Theoretically the ratio Ca/P = 1.667 
(10/6); however, the experimental ratio of Ca/P observed for this fluor­
apatite (Syn FAp 35-7) was 1.640 ± 0.002. While this value of Ca/P is 
low, it is still above the lower limit of 1.33 observed for synthetic 
calcium deficient apatites (Posner and Perloff, 1957). Although the 
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mechanism of the Ca deficiency is not known at this time the results 
are nevertheless consistent with the fact that many of the synthetic 
calcium apatites have been found by least-squares structure-refinement 
to be calcium deficient (Sudarsanan, 1971). 
Although charge balance was not introduced into the least-squares 
refinement as a constraint on the variation of the site-occupancy fac­
tors, the total ionic charges do nevertheless balance to within 0.4 of 
an electron per unit cell. The expected standard deviation in the 
charge balance (obtained as the square root of the sum of the variances 
of the individual site-occupancy factors) is 0.8 electrons. That is to 
say, through refinement of the site-occupancy factors the total number 
of electrons in the unit cell have been determined with a standard 
deviation equal to 0.2 per cent of the stoichiometric value. 
Synthetic Chlorapatite 
The investigation of the structure of synthetic chlorapatite 
proved to be interesting in itself as well as to provide an "ideal" 
chlorapatite structure model for reference in the later study of fluorine 
substituting for the chlorine. Most of this section, dealing with 
chlorapatite is based, in part or in whole, on the paper Monoclinic 
Structure of Synthetic C a ^ P O ^ ^ C l , Chlorapatite (Mackie, Elliott, and 
Young, 1972). Most apatites have the hexagonal space group, P6^/m. 
However, nearly stoichiometric chlorapatite (Ca 1 r.(P0.)- Cl_) exhibits 
1U 4 o Z 
the monoclinic space group P2^/b (Young and Elliott, 1966). A mineral 
chlorapatite with nearly stoichiometric chlorine content has been 
similarly reported to be monoclinic (Hounslow and Chao, 1970), as have 
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both mineral and synthetic mimetite, Pb., _ (AsO. ) ,Cl 0 (Keppler, 1968 and 
1U 4 o z 
1969) and synthetic hydroxyapatite (Elliott, 1971). Stoichiometric 
chlorapatite has been observed to undergo a reversible phase transition 
at about 200°C. In the monoclinic form (the low-temperature form) the 
interaxial angles remain unchanged (within experimental error) from the 
hexagonal values and the b_ axis is twice that of the hexagonal b axis. 
Thus, one would expect the monoclinic structure of chlorapatite to have 
a pseudo-hexagonal character,, Initial refinements in the hexagonal 
space group with anisotropic temperature factors, and with 
simulation of the monoclinic glide plane by two-fold disorder of the 
chlorine atoms about the mirror planes, yielded an of 5„5 per cent. 
These refinements in the hexagonal space group were based on 441 re­
flections from a 0.18 mm diameter spherical specimen and a structure 
model with 40 independent variables. 
The final refinements of the chlorapatite structure were carried 
out in space group P2^/b. They were based on 2232 reflections, of 
which 976 could occur only in the monoclinic space group, collected 
from a 0.31 mm diameter spherical specimen. The final refined parame­
ters for synthetic monoclinic chlorapatite, as well as the parameters 
obtained in the hexagonal refinement transformed to the monoclinic cell 
for easy comparison with the monoclinic refinement, are presented in 
Table 13. 
The precision structure refinement of chlorapatite provided 
atomic-scale details which could be related to the monoclinic-to-
hexagonal phase transition as well as to the observed ferroelectric 
behavior (which occurs rather than the expected antiferroelectric 
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behavior) under the action of an applied electric field (Elliott and 
Young, 1968). 
Pseudohexagonal Character and P2 1/b and to P6 3/m Transition 
The pseudohexagonal character of specimen Ll-24 (synthetic 
chlorapatite) can be easily seen from Table 13. Figure 15 is presented 
as an aid to visualizing the structure represented in Table 13. The 
figure is a plan view of the structure, the £ axis normal to the draw­
ing, with the height above the plane of the paper represented schemati­
cally by the numbers indicated for each atom. The figure also shows 
the relationship between the cell chosen for the P2^/b refinement and 
that of the conventional cell for apatite when refined in P6^/m 0 The 
monoclinic cell is indicated by a solid outline and the hexagonal cell 
by the dashed outline. Not only is the b axis doubled for P2 1/b, but 
the origin of the P2^/b cell is shifted 1/4 of the monoclinic b axis 
along the b direction relative to the hexagonal cell. From this figure, 
the near hexagonal symmetry is also quite apparent. 
The change in origin was necessitated by the very small (~0.8 A) 
interatomic separation for the chlorine atoms if the change were not 
made. 
The designation with a letter and Roman numeral subscript is 
identical with the atomic designation used in the literature for hexago­
nal apatites. In addition, primes and a lower-case letter subscript 
have been appended to the established designations to distinguish atoms 
which are not crystallographically equivalent in P2^/b but which were 
in P6^/m. The subscripts "a", "b", and "c" differentiate between atoms 
in different asymmetric units which are not equivalent in P2,/b (because 
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Table 13. Final Refined Parameters of Synthetic Monoclinic Chlorapatite 
in P2n/b and P60/m. 
P2 /b < 3 > P63/<| (2) "l ,b (3) 
34 36, 3136, 131 36,1 
°Ib 
[1929,] 1185, [1191,] 
ATOM 
1 1/3 ) I 1/1 1 
» 6928, I960, (1961,) 3210 13216,] 5783, [5782,1 1 2/1 58U0 [ 7/12 ) 58560 [ 7/12 ] 
z 1/1 2 56 3, 1 1/1 1 7551 I 3/1 ] 2180, [ 1/1 ] I 38, 31 1 IB, ] 4966, [4962, ] 
•„ 457.. 533, [457,ol 390 , 1119.ol 163,, I 131,] •i. 316, 263 [ 316, ] 251, ( 116, ) 
S„ 41».o 106, [105,o) 35 I 31;] 131, [ 111,,] 8;2 316 70 I 79, I 70, I 79, 1 
502,, 101, [502,,] 109 2 1 502,,] 108,, [ 502,,] Sj, 210, 191, [ 210,,J ,66, [ 210,,] 
371,, 181t [186,e] [ 212] 70, [ 132] 6,2 158 61, I 79, | 69, ( 79, ] 
«2, 0 -9̂  [ 0 | -7 ,101 - 5,. ( 0 ] »2! 0 -62 [ 0 1 "2, I 0 1 
Hl/l.TI PL1 ER 1.017, [ 1 1 l.ooe I 1 ] 1.018, [ 1 ] MULTIPLIER 1/3 0.959„ [ 1 ] 0.953. [ 1 1 
ATOM Urn lib °UC .TOM C\I C'II. 'lib 
X 592 7, 5921, [592 7,1 5312, [53*3,1 1770, 11270,1 X 2596, 25910 [2596, J 53. [ 52, 1 2550, [2544, ] 
y 4658, 182 7, |1829j] 31 38, [3135,1 5162, (5161.) » 52, 2 52 3, (2526o 1 6229„ [6228o | 1798, ( 3798,, ] 
z 1/1 2 390, I 1/1 ) 2117, I Ul I 7366, [ 3/1 | 2 1/1 2180, ( 1/4 ] 7481, [ 1/4 ] 7511, [ 3/. | 
» . . 153,, 156, 11532(] 217, 1212,,1 276,2 [ 277,) e,, 2 39, 230, ( 239, ) 280, I 272, ] 273, | 272, ] 
*22 212 j, 6 7, I 61, ] 82, I 69, 1 52, [ 38,1 «!2 273, 71; 1 68, ] 7", 1 6B» ] 59, 1 60, | 
•'3! 773,, 581, [773,,] 637; ["3,5) 570,. [ 773,,1 «>! 29 3, 256. 1 29310  267. ( 293u,l 256a ( 293 [ 
8,, 59,, 3*5 1 30 ul 8°, 1 92, ] 53, [ 17,) 8,2 120, 62, [ 60. ] 11, I 77, 1 54, [ 60„ ] 
» , , ° », I 0 ) -32, I 0 ) 53,, 1 0 ) » , , 0 2'S I 0 ] 4, [ 0 ] 17, [ 0 ] 
s,, 6, I 0 ] -18, [ 0 ] 11,, I 0 | 82, 0 I, I 0 ] 19, 1 0 i 1", [ 0 1 
MULTIPLIER 1/2 0.993, [ 1 1 1.012, I 1 ] 0.997,, [ 1 ] MULTIPLIER 1/2 0.962, I 1 1 0.965, ( 1 1 ,..,62, [ I , 
ATOM 
p p p ATOM "ill Ills 111b lllc C 
3512,, Mil, [3511-1 73*02 (7321,1 8262 [ «66,1 * 1078, «76o [4078, ] 6245o 6716, , 124- 1 321. 1 
» 2627, 3801! [ 38 382 ] 2918, [2933,] 1201, (1271,] 3751, 1376, [4377, 1 2665, 2662, ) 45380 [4539, 1 
I 671, 769 , [ 6 70,] 72 3, 1 670,] 5771, [5670,1 1/1 2533, 1 1/4 1 2522, 1/4 | 75,7, [ 1/. ] 
S,, 713,3 681, 1713,,) 7 (391„| 105,, I 388;] 16 3, 182. [ 163, I 163, 159,ol 151,, | 136, ] 
»II 391,, 102, [ 98,1 83, ( 97jl 117, [ 178,1 622 159,, 13; ( 40, ] 10, 31, 1 50, 1 11, ) 
S,3 530,, 129, 1530). 1 50 3. [530„1 40«„ [ 530„1 ",3 2 35,5 221, 1 2 35,,] 215, 215,. 1 227, [ 235,,1 
6,2 358; 3 151« [179,1] 29, [ 17„] 168, [ 178,1 8,2 9 3, 18; [ 46. ] 12, 33, 1 42, 1 >5, ] 
-inn - 322, I-4H..1 199, a HlOul -130,, [-101,1 8,5 ° -io. [ 0 ] 
I 0 ] 
-10,, [ 0 i 
MULTIPLIER 
1.0,8 
I 1 1 0.992, ( 1 1 0.991,, [ 1 1 " » » » » 1/2 1.027, 1 1 I 1.021, • 0„, , 1 , 
ATOM ill. Tl lb °lllc ATOM CI CI 
36152 [3541. ) 7300; 1732., ) .91, | 866, | x 0 16, ( 0 1 "3, ( 0 ] 
» 1866, [38382 ) 2 9 50, [29332 ] 1327, (1271, 1 0 2493, I Wl 1 2483,i i 1'4 ) 
1113, 11330, ] 1371, (1330, ] 9119, [9330, 1 z 1138, 4119, I 44 38, ] 5758,, [ 5562, ] 
» , , 111,6 [ 713,,] 315, I 191,,] 269,, [ 388, ] «n 339, 287, ( 339, ] 163;,, [ 139, ) 
wo, 1 *«5 1 ». i 97; ) 110, [ 178, ) S22 319 71, I 85, 1 [ 85, ) 
>n 366 J 0 [ 5»,9l 112, [ 530,,] 3**„ ( 530,,1 »„ 955, 914,, I 955, | 999,,,, I 955, 1 
»12 123, 1 l»lll 307 1 17„ ] 88, [ 178, ] •12 170 71; [ 85, J 3,2, I 85, J 
e.s I",. [ Hi,,! -171, 1-110,,] 21,, [ 101, ] »,3 0 12, I 1 1 5"„, [ 0 ] 
»2, 7*W ( 155,,| 10, I 51, 1 lOl,, ) 206,,] 621 0 -»t 1 0 ) -««305 I 0 1 
MULTIPLIER O.997|0 [ 1 1 0.972,0 1 1 1 0.990,0 ( 1 1 MULTIPLIER 1/6 0.931. (l-M<Ciy)l 0.021, ll-KCCl I' 
U) All positional pa rata* ten, excapt thoat written a* frtcriona, have b««n Bultlpliad bv 10u. All 
taaperatur* parwMttra h.v# been Multiplied bv 10s. Standard deviation, ara ahown a* aubacrlpta. 
•irror plant" 3 " ' *b°Ut 
(3; Enclosed In brackita After the reaulte obtained in P2J/b «r« the naranatera obtalnad In P6 /„ 
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of the change of the 6^ axis to a 2^ axis). The atom with a prime 
superscript was, in P6^/m, the mirror image equivalent of the unprimed 
atom. 
The principal departures from the values of the parameters 
obtained in the hexagonal refinement are the shifts away from z = 1/4 
and z = 3/4 of all the atoms previously placed on mirror planes (in 
P6^/m mirror planes occur at z = 1/4 and z = 3/4). Furthermore, the 
f3^'s of all the atoms (with the exception of Cl'which has an associ­
ated uncertainty greater than 100 per cent) are significantly greater 
in the hexagonal refinement than in the monoclinic refinement, whereas 
most of the other thermal parameters are comparable. This is a pre­
dictable result because the temperature factors, obtained with the 
refinement in the space group P6^/m, are trying to simulate the dis­
persal of the atoms about the mirror planes (in the P6^/m refinements 
the 0̂ ., 0-J--J-5 P> a n d Caj-j- atoms were constrained to lie on the mirror 
planes). The thermal parameters parallel to the x-y plane for Ca , 
Ca^. ', and Cl are also significantly greater in the (P6 3/m)-refinement 
compared to those in the (P2^/b)-refinement. The positions for these 
atoms, unlike the others, differ significantly in the x-y plane for the 
two refinements. In retrospect, all the major differences in the 
spatial parameters are to be expected if one closely inspects the two 
sets of anisotropic temperature factors. Thus, the essential differ­
ences in the two structures, aside from the new off-mirror-plane atomic 
positions, are the different positions in the x-y plane for the colum­
nar calciums (i.e., Ca^. and Ca^. ') and the chlorine atom. The position 
of the chlorine atom along the £ axis is not at the special position, 
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z = 1/2, as generally presumed (Hendricks, Jefferson, and Mosley, 1932) 
o 
but is some 0.38 A away. This position yields a Ca-Cl bond length of 
o o 
2.80 A in reasonable agreement with the 2.73 A bond distance quoted in 
Sutton (1958) and in contradistinction to a 3.01 A bond distance that 
would occur if the chlorine atoms were at z = 1/2. 
The chlorine atoms which simulated the glide plane by disordered 
displacements about the mirror planes in P6^/m now occupy positions 
which have an ordered displacement from z = 1/2. with the direct conse­
quence that the monoclinic b axis is twice that of the hexagonal axis. 
The doubling of the b axis permits Bragg reflections (those for which k 
is odd and £ nonzero) which do not occur in P6^/m. The presence of 
these "extra" reflections provided a convenient means of detecting 
mimetic twinning (twins related by a 120 degree rotation about the 
pseudohexagonal £ axis) which occurred frequently. For an untwinned 
crystal, only the b_ axis should be doubled; however, frequently "extra" 
reflections occurred along the h and -(h + k) directions in reciprocal 
space also. Single untwinned crystals were selected by taking upper-
layer precession and Weissenberg photographs and choosing those crystals 
for which only one of the three equivalent a axes were doubled. 
Of particular interest is the mechanism by which the ordering of 
chlorine atoms on columns 9.6 A apart is accomplished and how this 
doubling of a cell dimension can occur preferentially in one of the 
three a directions which are equivalent in P6^/m„ 
The development of a monoclinic structure from the ordering of 
the Cl-displacements requires both ordering within a column and ordering 
between columns. The ordering within a column is easily understood in 
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terms of the rather short Cl-Cl distance of 3.38 A (compared with 
o 
3.87 A in C a C ^ ) . The question then remains as to how the glide plane 
is enforced. As is shown by Table 13, the other atoms are displaced 
rather little from the positions they would occupy in P6^/m. Although 
the displacement of the chlorine atom from the ideal symmetry position 
permits formation of electric dipoles, it is probably not reasonable to 
o 
expect direct dipole-dipole coupling, over a distance of 9.6 A through 
many intervening atoms, to be the mechanism of ordering between columns. 
Instead of such a mechanism, then, one looks for a steric reason, such 
as a rumpling in the structure, involving displacements from the mirror-
plane positions of the hexagonal structure, twisting of the tetrahedra, 
etc. 
Figure 16 and Table 14 are presented at this point for a con­
venient reference in the discussion to follow. Figure 16 is a stereo-
drawing of the immediate surroundings of the screw-axis in the chlor­
apatite structure. The ellipsoids represent the thermal motion, n o t 
atomic size, and correspond to a 90 per cent probability that the c e n t e r 
of the atom would be found within the ellipsoid. The phosphorus -oxygen 
bonds are represented by solid lines whereas atomic co-ordinations are 
represented with dashed lines. Table 14 contains some of t h e more 
important interatomic distances and angles for the synthetic monoclinic 
chlorapatite structure. The PO^ tetrahedra are significantly distorted, 
being elongated along the direction. This direction lies essen­
tially in the glide plane. The various dihedral angles w i t h i n a g i v e n 
tetrahedron differ by as much as 6 degrees, which is > 50 a . In 
fluorapatite and hydroxyapatite the P0, tetrahedra show this same type. 
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Table Ik. Interatomic Distances and Angles for Monoclinic Chlorapatite. 
in ro,, TrmraBM I OXYGEN TRIANGLES 
l"pni) Atcau1 dlit»nc (11 
°Wo,o) " P«(o,o) °II«(0,0) 1V1.33 (8) p.'o,o) " °Ie(0,0) 1.529 (2) 
°Ie(O,0) - p.fo,o) °III»(0,0) 111.23 (10) P»(o,o) " °ne(o,o) 1.5kk (1) 
°I.(0,0) " P«10,0) °iiia(o,o) 112.3k (10) Pe(o,o) °IIIe(0,0) 1.530 (2) 
°11.10,0) - P.(O,0) °IIIe<0,0) 107.76 (10) P»(o,o) " °'m.(o,o) 1.532 (2) 
°II.'0,0) - P«<0,0) °'lll.(0,0) 106.22 (9) 
°IIIe(0,0) " pe(o,o) °'ine(0,0) 107.70 (10) 
°Ib<2,2) " PbC,3) 0in>(k,3) ua. 21 (8) Pb(k,3) - °r»(2,2) 1.531 (2) 
°Ib(2,2) - PKk,3) °nro(U,3) via.88 do) Pb(0,0) " °IIb(0.0) 1.5U (2) 
°Ib(2.2) \Vk,3) 0 nn,(i.,3) 102.07 (10) Pb(0,0) " °IIIb(0,0) 1.532 (2) 
°111,(0,0) - Pb(0,0) °iin>(o,o) 107.30 (11) Pb(0,0) " O'inbio,'o) 1.529 (2) 
°llb(0,0) • pb(o,o) °'nn><o,o) 106.51 (11) 
°nn>io,o) - Pb<0,0) °'lllb'0,0) 107.58 (8) 
Atc«»-
°11I.(0,0) ' 0 Illb(l.O) 
°'llle(0,0) ' °'lllc(2,l) 
°IIIc(2,l) " °IIIba,0) 
"ir.at.et difr.r.nce In r 





nie(o,o) inb'0,0) ' inc(2,i; 
'Hiiio.ol ' °'nict?,i) ' °'nrbii,o) 
''nrvi.o) " 0 iii.fo.0) " ' 1 ric'2,11 
rest.it difference 1. Bide len̂t-e m'i.o 
0IIIe(0,o) " °IIIb(l,0) 
°III.(0,0) " °lllc(2,l) 




°tc(0,3) - pc(;,o) °iic(;,o) 101.25 (8) Pe<5.0> °lc(o,3) 1.529 (2) C-reateet difference in i coordlnitea 
°Ic(0,3) - pc(j,o) "illcfj.o) lll.k9 (9) Pc(0,0) °IIc(0,0) 1.5*5 (2) Perimeter .15.528 (7) « 
°le(0,3) " Pf'3,0) °'lllc(),0) 102.23 (10) Pc(0,0) 0 IIIc(O.O) 1.532 (2) 
°IIC(0,0) Pc<0,0) °IIIc'0,0) 107.70 (10) Pc(0,0) °mc(o,o) 1.532 (2) 
°IIc(0,0) Pc(0,0) °'lllc'0,0) 106.VI (10) 
°'nic'0,0) Pc'0,0) °IIIc<0,0) 107.79 (10) 
IIIc(2,l) " IIIbll.8) ' 111.(0,0! '>'>•'>'> 'h 
°IIIc<2,l) " °III«(0,0) ' °lirb(l,0) 60'23 "• 
°nie(o,o) " °nic(?,ii " °nib'i,oi W'-1P "* 
iteet difference in side len̂.B -0.035 It) 8; 
0 . 0-0 lnTBUTOKIC DISTA1KEE d. Oijj-0 IWTB1ATOKIC DI3TANCB 0 nmHAiwiic distahoe f . Cjj-Cl INTERATOWC DISTANCES 
MlUKl (» A Uma* 
Int«rmt«eaic** D1.MOC. (») At mm* 
Intea-.txeelc" M.Unc. (>) Atcew* 
Int.ratcealc** 
°I»(0,0) - °II»(0,0) 2.537 (2) C*II.(0,0) - °I>:(6,2) 2.9f* (2) (̂0,0) - °I.(0,0) 2.k27 (2) 
CI " ̂II.lO.O) 2.789 (1) 
°la(0,0) - °n:»(o,o) 2.52k (3) - °I.(0,0) 2.973 (2) °*I(0,0) 
_°rb(k,3) 2.kl6 (2) CI C*IIb(3,3) 2.8V0 (?) 
°I«(0,0) - °iii'.(o,o) 2.5k3 (3) °*IIc(0,0) - °rb(o,o) 2.973 (2) °*I(0,0) " °lc(0,0) 2.370 (2) CI r,IIc(2.1) 2.800 ill 
°II«(0,0) - °III«(0,0) 2.U83 (2) ÎHO.O) - °im(o,o) 2.295 (2) 
C*I(0,0) " °II»(5,3) 2.395 (2) 
°II.<0,0) - °III'«(0,0) 2.k60 (2) C*IIb(3,3) - °IIc(3.3) 2.301 (2) 
c*i(o,o) - °irb(5,3) 2.kk7 (2) 












°Ib(7,l) - °IIb(0,0) 2.538 (3) C*IIb(3.3) - °liro(l,o) 2.507 (2) °*'l(0,0) " °IlMk,3) 2.k38 (2) < 0In-Cl IKTERATOfl IC DISTANCES 
°r»(7,i) - °IIIb(0,0) 2.531 (2) C*IIc(0,0) - °IIIc(0,0) 2.k60 (2) c* 1(0,0) " °IIc(0,0) 2.kl3 (2) AtceM* 
Interatomic" Dl.tejice 
°Ib(7.1) - °IIl'b(0,0) 2.538 (2) ÎlafO.O) - °'111.(0,0) 2.609 (2) c*'i(o,o) - °I.(0,0) 2.388 (2) CI " °'lII.(0.O) 3.156 r,) 
°irb(o,o) - °nrb(o,o) 2.k77 (2) c*lrb(3,3) - °'nrb(i,o) 2.557 (2) ^ 1(0,0) " 0rb(k,3) 2.397 (2) CI ' °'lllb(l,0) 3.ike (21 
°in>(o,o) - °IIl'b(O,0) 2.k63 (2) ÎcfO.O) - 0 IIIc(0,0) 2.620 (2) '̂ko.o) - °lc(0,0) 2.k38 (2) 01 0 IIIc(2,l) i.159 (2» 












°Ic<3,3) - °IIc(0,0) 2.537 (2) C*IIc(0,0) - °III.(8,0) 2.351 (3) "̂(e.o) -
 0m'c(o,o) 2.«5 (2) 
°lc(3,3) - °IIle(o,0) 2.530 (2) C*II»(0,0) - °'lllb(7,l) 2.31k (3) °*I'(0,0) - °IIl'»(k,3) 2.665 (2) 
°lc(3,3) - °III/c(0,0) 2.5kl (2) C*lTb(3,3) - 0 IIIc(2,0) 2.323 (3) 
c*l'(o,o) - °IIl'b(k,3i 2.729 (2) 
°IIc(0,0) - °IIIc(0,OI 2.k8k (3) ÎcIO.O) -0'ni.(o,o) 2.320 (3) °V(o,o) - °IIIc(0,0) 2.9kl (2) 
°IIc(o,0) - °IIl'c(0,0) 2.k59 (3> 
°IIIc(0,o) - °IIl'c(0,0) 2.1176 (3) 
"(1,3) ATC,,(0,0) * n , r 0 , 1 1 f»"il«»n»i 1 «nd •ymmtn opmtlon J 1 » tfWIi PtTfOIMd. "Tht ctU |»rtMtin i 
-si S '1 ~7 
1 i' 1/2-y l/2n' 2 «• 1/2IT' 1/2-.' 




dlitence and angle calcu-
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Figure l 6 . Stereo-View of 6 „ Axis Environment of Monoclinic Chlorapatite. 
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of distortion in very similar degree (Young, Sudarsanan and Mackie, 
1968). 
Table 14 shows that statistically significant differences exist 
along the three crystallographically distinct PO^ tetrahedra in this 
monoclinic chlorapatite. Thus, present results support Prener's (1967) 
expectation of real differences among the phosphate tetrahedra in 
chlorapatite, on the basis of which he was able to account for the 
threefold splitting of a fluorescence emission line at about 8600 cm ^ 
in crystals doped with Mn0^-3. Similarly doped fluorapatite did not 
show such splitting. 
The three oxygen atoms nearest the chlorine atom (Figure 16) 
have very nearly the same z coordinate as does the chlorine atom and 
thus one might regard the chlorine atom as being approximately in the 
center of a triangle of 0 ^ ^ ' atoms in which the chlorine-oxygen 
o 
distances are 3.15 A„ From Table 14 we see that the perimeter of the 
O ^ J J triangle, which contains a chlorine atom, is nearly 0.9 A larger 
than that of the triangle, which does not contain a chlorine atom 
(Figure 15). In Figure 16 one sees that enlargement of the chlorine-
containing O J J J ' triangle tilts the associated PO^ groups. This tilt 
carries the ordering information nearly halfway to the next chlorine-
atom column. We then require to understand (i) how the ordering infor­
mation is passed on to the next set of phosphate tetrahedra (attached 
to the Oj-̂ j. triangle surrounding the next chlorine-atom column) and (ii) 
how the information is now passed differently along the three hexagonal 
a-axis directions so that they are no longer equivalent, the overall 
symmetry is lowered and the glide-plane ordering can occur. The answer 
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to both questions appears to lie in the shift of the position of the 
Ca^. ion (Table 13). In the hexagonal cell these ions are on a three­
fold axis. In the monoclinic cell they are not. The two Ca^. ions at 
1/3, 2/3, z and 1/3, 2/3, 1/2-z^ in the hexagonal cell are shifted in the 
0 
monoclinic cell by about 0.05 A in opposite directions. The sense of 
these Ca^. shifts is then communicated to the co-ordinating PO^ groups 
and their responding small changes, in turn, impose the preferred choice 
of chlorine position (e.g., z = 0.56 y_s_ 0.44) in the next column. In 
Figure 15, all of the Ca^. shifts are approximately along the [11.0] 
direction. Such shifts are commensurate with 2^ symmetry but not 6^. 
Thus, the ordering information is propagated differently along the three 
directions that would be equivalent in an hexagonal structure. This 
reduction of symmetry is reflected to a lesser degree in the x and y 
positions of all of the atoms. For example the 0^^. triangle becomes 
distorted from equilateral (in accord with the change from 6^ to 2^) and 
the chlorine atom moves slightly off the screw axis. 
This model for the ordering is also consistent with the observed 
prevalence of mimetic twinning. The tilting of neighboring PO^ groups 
apparently causes the minimum energy position for the Ca^. to occur 
nearer one PO^ group than the others (Table 14, part e), thus destroying 
the 3-fold symmetry of the Ca^. position. During growth or ordering of 
the crystal, the initial choice of Ca^. displacement direction would seem 
to be statistically based. Once made, this initial choice then deter­
mines all other Ca^. displacement directions until some interruption in 
the ideal growth pattern (e.g., vacancies) would permit another initial 
choice to be made statistically, thus leading to mimetic twinning. 
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Since the ordering information can reach each column from more 
than one direction, the absence of one chlorine from one column will 
not block the ordering. However, it is also clear that, if enough 
chlorine or Ca^. atoms (or both) are missing, the ordering information 
could become lost between filled CI columns. Further it is implied 
from the structure-refinement results that the occurrence of a chlorine 
vacancy tends to result in the shift of an adjacent chlorine atom past 
z = 1/2 to the second type of site. Each such "misplaced" chlorine 
atom will expand the "wrong" oxygen triangle (Figure 16), thus impart­
ing to the adjacent phosphate tetrahedra a tilt counter to that expected 
for propagation of the glide plane symmetry,, 
Using synthetic crystals, Prener (1967) experimented with 
replacing chlorine by fluorine (which then goes to 0, 0, 1/4 in the 
hexagonal cell) and with driving off chlorine by heating in vacuum. 
In mineral chlorapatite, Hounslow and Chao (1970) have made observa­
tions of the dependence of monoclinic character on chlorine content. 
Both these works suggest that 10 to 15 per cent of the chlorine atoms 
can be lost before the glide-plane ordering information fails to be 
propagated adequately and, in consequence, the hexagonal form becomes 
observed optically and also (Young and Elliott, 1966) with x-ray 
diffraction. Prener notes, however, that the splitting of the 
~ 8600 cm ^ fluorescence line persists in the observed hexagonal form, 
which suggests that on a very local level the environment of the 
phosphate groups has symmetry lower than that imposed by hexagonal 
space group P6^/m 0 One could suspect that a similar ordering might 
occur in hydroxyapatite; that would be a very interesting result in 
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view of the reported bioelectric effect on bone growth (Bassett, Pawluk 
and Becker, 1964). 
Prener (1967) has commented on the tendency of these flux-grown 
crystals to be Cl-deficient and has shown (Prener, 1971) that the 
deficiency occurs by loss of C a C ^ with consequent change in lattice 
parameters. By comparison with Prener's values, our lattice parameters 
suggest a Cl deficiency of 3 to 5%. The atomic multipliers in Table 13 
corroborate such a Cl deficiency, indicating that only about 95% of the 
stoichiometric amount of Cl is present. The atomic multipliers for 
Ca suggest that there is also a deficiency of Ca at least sufficient to 
affirm loss of C a C ^ * 
Such implied Cl vacancies would remove the steric restraint, 
otherwise imposed by Cl-Cl contact, on strict ordering within a Cl-ion 
column. This would permit individual or groups of Cl ions within a 
given column to occur, for example, at or near z = 0 o06 and 0.56 rather 
than 0.44 and 0.94. In fact, the rather short Cl-Cl distance along the 
o o 
column (3.38 A vs 3„92 A for the sum of ionic radii) would seem to 
promote such displacements of individual Cl ions adjacent to Cl vacan­
cies. On the basis of least-squares analyses of single-crystal x-ray 
data, Hounslow (1968) and Hounslow and Chao (1970) have reported such 
disordering in a monoclinic mineral chlorapatite which is also somewhat 
Cl deficient. Hence, least-squares refinements and difference maps 
were employed to assess the possibility that, although most of the Cl 
ions occur at the z = 0.44 and 0.94 sites, some might be present at 
z = 0.06 and 0.56 sites in the same columns. Least-squares adjustments 
of all variable parameters led to wR_ = 3.53% with Cl at only the first 
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sites. With Cl also permitted at the second sites (refined values 
z = 0.08 and 0.58), wR^ = 3.357c was obtained and the site occupancy 
factor did not fall below approximately 2% (see Cl ' in Table 13). A 
difference synthesis relating to this point and leading to a similar 
conclusion, that approximately 2% of the Cl sites of the second kind 
are filled, is shown in Figure 17. 
It seems most probable that this small amount of Cl occurs at 
the second site because of vacancy-induced disordering, as discussed 
above. It seems improbable that the apparent occupancy of the second 
Cl site is due to a small amount of twinning, as the extra reflections 
associated with it were not observed either with the diffractometer or 
with long-exposure photographs (precession and Weissenberg). 
Dielectric Behavior 
A preliminary search for the antiferroelectric character per­
mitted (but not required) by the glide-plane ordering of dipoles has 
been reported elsewhere (Elliott and Young, 1968). No antiferroelectric 
effect but, rather, an apparent ferroelectric effect was found. If 
correct, these observations must mean that the Cl ions are very easily 
caused to pass to their nearly equivalent positions on the opposite 
side of 0, 1/4, 1/2 (0, 0, 1/2, in the pseudohexagonal cell) until all 
(or, at least, more than one-half) of the Cl ions are on the "same" 
side of the symmetry position, thus destroying the glide plane and 
leading to a polar space group, probably a subgroup of P6^. The implied 
movement, for the one half or fewer of the Cl ions that need to move, 
is from the center of the 0^.^ ' triangle containing a Cl ion in Figure 
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Figure IT. Electron Density Difference Synthesis Along the Screw Axis 
of Chlorapatite. 
135 
( ~ 0„4) of r.m.s. thermal-vibrational-amplitude to distance-to-midpoint 
notwithstanding. The vacancy mechanism postulated to explain occurrence 
of a small percentage of the Cl ions at the second sites (z = 0.56 and 
0.06) could also contribute strongly to such easy shifting of Cl posi­
tions. A mechanism would thereby be provided for relatively easy motion 
of the boundary between antiferroelectrically and ferroelectrically 
ordered domains and, thus, the occurrence of the ferroelectric property 
under action of an applied electric field (Elliott and Young, 1968) 
could be explained. 
Synthetic Fluor-Chlorapatite 
In this work, calcium-phosphate apatites have been studied for 
which the F/(F + Cl) ratios varied from zero to one, i.e., from that of 
stoichiometric chlorapatite ( C a ^ Q ^ ^ 2 } t C > t a a t °^ stoichiometric 
fluorapatite (Ca^g(PO^)^F^). In addition to the fluorapatite and 
chlorapatite structures, already discussed, the structure refinements 
were carried out for two fluor-chlorapatites with nominal F/(Cl + F) 
ratios of 1/10 and 1/3. The composition of the two fluor-chlorapatite 
samples are presented in Table 15, as obtained from both chemical 
(Braun, 1970) and x-ray diffraction analyses. The F determination was 
by the Willard-Winter steam distillation method followed by titration 
with thorium nitrate. The experimental error in this method of fluorine 
analysis was estimated to be 10 per cent for G-6-6-1 and 2 to 4 per 
cent for G-10-1. The site-occupancy factors, which were not constrained 
to maintain charge balance, indicate a charge imbalance of -0.08 ± 0.04 
electrons per asymmetric unit for sample G-6-6-1 and -0.14 ± 0.05 for 
Table 15. Sample Compositions for G-6-6-1 and 










































sed on a cell content o f Ca,.(P0,),Cl_ F ; where x = 0.3 for G-6-6-1 and x = 0.5 for 
10 4 6 2-x x 
G-10-1. 
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sample G-10-1. The asymmetric unit of stoichiometric fluorchlorapatite 
contains 254 electrons if F/(F + Cl) = 0.5. 
The study of these two fluor-chlorapatites provided clues about 
the mechanism of (i) the observed loss of the ordering responsible for 
the glide plane, with consequent reversion to P6^/m, (ii) the shift 
o 
of the Cl position by as much as 0,15 A from the position found in 
stoichiometric chlorapatite and (iii) the observed initial stabiliza­
tion of the monoclinic structure by the substitution of small amounts 
of F for Cl (Mackie and Young, 1971). 
The final refined parameters are presented in Table 16. "The 
values of F/(F+Cl) for G-6-6-1 and G-10-1 were respectively 0 o15 and 
0.43o The final agreement factors, R^, 
L F - F 1 OBS 1 1 CAL R x = r w " (53) 
L • OBS 
were 2.2 per cent for G-6-6-1 and 2.6 per cent for G-10-1. Before the 
single-crystal Bragg-intensity data were collected, long-exposure 
(~ 120 hours) upper-layer Weissenberg photographs were obtained of the 
G-6-6-1 and G-10-1 fluor-chlorapatites. These photographs did not 
show evidence of twinning nor the presence of monoclinic reflections,, 
Thus, the structures were refined in the space group P6^/m. (Later 
attempts at refinement of G-6-6-1 in P2^/b were not successful). 
Structure Refinements of the Fluor-Chlorapatites 
The final refined parameters of chlorapatite (specimen Syn 
ClAp-Ll-24), transformed to the hexagonal space group, were used as 
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Table 16. Final Refined Parameter Values of 
G-6-6--1 and G-10-1 (F/(F + C1) = 
0.15, 0.43). 
Parameter Value 
ATOM PARAMETER G-6-6-1 G-10-1 
o T X 0.3416(1) 0.3366(1) i y 0.4912(1) 0.4885(1) 
z 1/4 1/4 
Pll 0.0056(1) 0.0051(1) 
P22 0.0038(1) 0.0036(1) 
P33 0.0046(1) 0.0046(1) 
Pi 2 0.0039(1) 0.0035(1) 
Pl3 0 0 
P23 0 0 
MULTIPLIER 0.489(4) 0.505(4) 
° n X 0.5920(1) 0.5905(1) J- X- y 0.4650(1) 0.4655(1) 
z 1/4 1/4 
Pll 0.0020(1) 0.0024(1) 
P22 0.0027(1) 0.0040(1) 
P33 0.0092(2) 0.0104(2) 
Pi 2 0.0009(1) 0.0016(1) 
Pi 3 0 0 
P23 0 0 
MULTIPLIER 0.493(4) 0.512(4) 
° i h 
X 0.3532(1) 0.3501(1) 
y 0.2661(1) 0.2632(1) 
z 0.0670(1) 0.0686(1) 
P » 0,0098(1) 0.0111(2) 
P22 0.0051(1) 0.0052(1) 
P33 0.0065(1) 0.0056(1) 
Pi 2 0.0054(1) 0.0059(1) 
Pi 3 -0.0056(1) -0.0055(1) 
P23 -0.0037(1) -0.0038(1) 
MULTIPLIER 1.015(6) 0.984(6) 
(Continued on next page) 
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Table 16. Final Refined Parameter Values of 
G-6-6--1 and G-10-1 (F/(F + Cl) = 
0.15, 0.43). (Continued) 
Parameter Value 
ATOM PARAMETER G-6-6-1 G-10-1 
P X 0.4064(0) 0.4036(0) 
y 0.3741(0) 0.3721(0) 
z 1/4 1/4 
$11 0.0021(0) 0.0024(0) 
^2 2 0.0018(0) 0.0021(0) 
$3 3 0.0024(0) 0.0023(0) 
6 1 2 0.0012(0) 0.0015(0) 
$13 0 0 
$23 0 0 
MULTIPLIER 0.512(1) 0.525(1) 
Ca X 1/3 1/3 
y 2/3 2/3 
z 0.0032(0) 0.0025(0) 
$11 0.0034(0) 0.0035(0) 
$2 2 0.0034 0.0035 
$33 0.0021(0) 0.0019(0) 
$13 0.0017 0.0017 
$13 0 0 
$23 0 0 
MULTIPLIER 0.329(1) 0.328(1) 
c a I I X 0.2594(0) 0.2545(0) 
y 0.0027(0) -0.0018(0) 
z 1/4 1/4 
$11 0.0030(0) 0.0050(0) 
$2 2 0.0033(0) 0.0029(0) 
$3 3 0.0029(0) 0.0031(0) 
$12 0.0014(0) 0.0014(0) 
$13 0 0 
$2 3 0 0 
MULTIPLIER 0.489(1) 0.497(1) 
(Continued on next page) 
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Table 16. Final Refined Parameter Values of 
G-6-6--1 and G-10-1 (F/(F + C1) = 
0.15, 0.43)o (Continued) 
Parameter Value 
ATOM PARAMETER G-6-6-1 G-10-1 
F I X 0 0 
y 0 0 
z 1/4 1/4 
P l l 0.0028(22) 0.0047(8) 
822 0.0028 0.0047 
P 3 3 0.0086(38) 0.0127(33) 
R 1 2 0.0014 0.0024 
Pi 3 0 0 
^2 3 0 0 
MULTIPLIER 0.006(1) 0.038(9) 
F I I X 0 0 
y 0 0 
z 0.1604(40) 0.1757(34) 
B11 0.0040(21) 0.0025(8) 
R 2 2 0.0040 0.0025 
R 3 3 0.0091(30) 0.0112(43) 
^ 1 2 0.0020 0.0013 
^ 1 3 0 0 
B 2 3 0 0 
MULTIPLIER 0.019(1) 0.046(8) 
Cl X 0 0 
y 0 0 
z 0.4429(2) 0.4203(5) 
P l l 0.0034(1) 0.0034(2) 
P22 0.0034 0.0034 
P 3 3 0.0200(3) 0.0142(9) 
P 1 2 0.0017 0.0017 
Pi 3 0 0 
P 2 3 0 0 
MULTIPLIER 0.139(1) 0.114(4) 
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the starting point for the refinements of the two fluor-chlorapatites 
structures. The least-squares parameters converged rapidly with the 
exception of the parameters of the fluorine atom located on the screw 
axis of the structure. The (3,^ thermal parameter of F, perpendicular 
to the mirror plane of the apatite structure with space group P6^/m, 
was greatly enlarged. Furthermore, the position of the chlorine 
atom had shifted along the £ axis from that position normally found 
for chlorine in nearly stoichiometric chlorapatite,, In G-6-6-1 
(F/(F+C1)) = 0.15, the chlorine atom was located at z = 0.4429(2) 
and in G-10-1 (F/(F + Cl) = .43) at z = 0.4203 (cf., z = 0.4439(2) 
in pure chlorapatite). It is of interest to note that the chlorine 
atom was located at z = 0.42 in (F, 0, OH, Cl)-apatite (Sudarsanan 
and Young, 1968). The enlarged (3,^ °f t n e fluorine atom indicated 
that either (i) the fluorine was not located on the mirror plane 
or (ii) the scattering density was dispersed about the mirror plane. 
Difference syntheses were prepared of the electron densities in the 
volumes surrounding the screw axes of the two fluor-chlorapatites. 
For these syntheses, chlorine was placed in the model at its refined 
position (z = 0.4429 for G-6-6-1 and z = 0.4203 for G-10-1) while 
the fluorine atom was not included in the structure model. Figures 
18 and 19 show iso-difference-electron-density contours for the 
immediate environment of the screw axis of the two structures. Posi­
tive difference densities, in units of electron charge, are represented 
by solid curves and the negative difference densities by dashed curves. 
Centered at x = 0, y = 1/4 a trimodal distribution of scattering density 
can be discerned in both structures. To determine the physical 
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Figure 18. Difference Synthesis In 6 Axis Vicinity for G-10-1 
(F/(F+CL)=0.U3). 
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Figure 19. Difference Synthesis In 6~ Axis Vicinity for G-6-6-1 
(F/(F+C1)=0.15). 
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significance of this distribution, we first treat the two structures 
separately. 
F/(F + C1) = 0.43 Fluor-Chlorapatite 
Fluorine atoms were then next introduced into the structure 
model at x = 0, y = 0, z = 1/4, (Fj) and x = 0, y = 0, z = 0.18, ( F ^ ) . 
Least-squares structure refinements then led to wR^ = 4.34 per cent, 
which compared to 6.3 per cent without F atoms in the model. A subse­
quent difference synthesis was featureless when contours were drawn 
with the same contour intervals as used in Figure 18; all residual dif-
/°3 
ference peaks were less than 0.2 electrons /A . At the fluorine sites 
the residual difference-electron-density was reduced to less than 0.1 
o 3 
electrons /A . In addition, the large negative difference contours, 
at x = 0, y = 0 above and below the mirror plane, were not present in 
the full difference synthesis. These negative values were attributed 
to truncation-of-series effects. 
The close proximity of the three fluorines (F^ and two F ^ ) in 
the structure model prohibited the simultaneous adjustment of all of the 
fluorine variables. The fluorine thermal parameters, site occupancy 
factors, and the z of F ^ were refined in a step-wise iterative proce­
dure; that is, one member of each highly correlated pair of parameters 
were held constant in each cycle of the refinement. On alternate cycles 
of refinement, the set of parameters held constant in the previous cycle 
were allowed to vary while those previously allowed to vary were now held 
constant. 
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F/(F + Cl) = 0.15 Fluor-Chlorapatite 
The electron density difference synthesis presented in Figure 
19 was initially made to verify the correctness of the structural 
model. However, the structural details were partially masked by large 
termination-of-series effects. The termination-of-series effects can 
be eliminated if all of the scattering density is accounted for 
correctly in the scattering model. Thus, centers of scattering density 
which appeared in the difference synthesis were added to the scattering 
model (in the form of F atoms). As each scattering density was placed 
in the scattering model the termination-of-series effects became 
smaller and permitted the observation of even smaller residual electron 
densities. The ultimate goal was a correct model which is implied by 
a completely zero electron density difference synthesis. 
Fluorine was introduced into the structure model for this 
material at x = 0, y = 0, and z = 0.16. (Initially no fluorine was 
placed at x = 0, y = 0, and z = 1/4 for it was felt that this central 
peak in the difference density distribution might be due to a 
termination-of-series effect. This central peak, in Figure 19, 
appears to be smaller than the negative termination-of-series peaks 
at x = 0, y = 0, and z = 0.25 ± 0.15). The data for nine reflections, 
previously omitted from the least-squares and Fourier analyses, were 
collected in order to improve the signal-to-noise ratio of any dif­
ference peak that might be at x = 0, y = 0, z = 1/4. These nine 
reflections were selected because their intensities were sensitive 
to the presence of electron density at that point. The inclusion of 
these data in the difference syntheses resulted in the mirror-plane 
146 
fluorine peak being positive rather than negative. The resulting 
difference synthesis revealed that a substantive difference peak did 
indeed exist on the mirror plane at x = 0, y = 0 and that this peak 
was at least as strong as the off-mirror-plane peaks (Figure 20). For 
subsequent refinements, a fluorine atom was incorporated into the model 
on the mirror plane at the screw axis (i.e., at 0, 0, 1/4). Again, as 
in the refinements of the (0.43)-fluor-chlorapatite only a step-wise 
iterative refinement procedure could be followed in varying the fluorine 
parameters. A third difference synthesis revealed that only minor site-
occupancy factor adjustments needed to be made (Figure 21) for the 
fluorine and chlorine atoms. After these adjustments had been made the 
difference electron density at the fluorine sites was reduced to less 
o 3 
than 0.1 electrons /A . Without fluorine in the model wR^ was 4.78 
per cent; with fluorine in the model this factor was reduced to 4.35 
per cent. 
It is of interest to note that, while the effect of the inclusion 
of the trimodal distribution of fluorines in the model was to reduce 
the R factor from 4.78 to 4.35 per cent, the effect of the inclusion of 
reflections collected under conditions of simultaneous diffraction was 
to increase the R factor from 4.35 to 6.04 per cent (see Chapter VI, 
topic: Simultaneous Diffraction). If the Bragg reflections collected 
under conditions of simultaneous diffraction had not been removed, it 
is probable that the central fluorine atom (x • y = 0, z = 1/4) could 
not have been located unambiguously because (i) the ambient noise level 
of the difference synthesis would have been greater (indicated by the 
large increase in the R factor) with a subsequent decrease in the 
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Figure 2 0 . Difference Synthesis In 6~ Axis Vicinity for G -6 -6-1 
(F/(F+C1)=0.15), F T T included In the Model. 
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Figure 21. Difference Synthesis In 6 Axis Vicinity for G-6-6-1 
(F/(F+C1)=0.15), F and F ^ Included in the Model. 
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signal-to-noise ratio of the difference peaks; and (ii) at points of 
high symmetry (e.g., 001/4) the error effects of simultaneous diffrac-
tion can build up to as much as 0.5 electron /A (Panke and Wolfel, 
1968)c The difference peak due to the fluorine atom on the mirror 
/° 3 
plane was approximately 0.8 electrons /A . 
Substitutional Models 
Several plausible substitution mechanisms are presented in Figure 
22 for the assimilation of the fluorine atom into the chlorapatite 
structure accompanied by changes in the chlorine atom position and site 
occupancy factor,, Each column in Figure 22 is a schematic representa­
tion of a possible configuration of fluorine and chlorine atoms along 
the screw axis of the apatite structure (Mackie and Young, 1971)„ The 
open and filled-in circles represent the chlorine and fluorine atoms, 
respectively. The solid lines represent an edge view of the C a ^ 
triangles which are centered on the screw axis and lie on the mirror 
planes at z = 1/4 and 3/4. The dashed lines indicate positions mid-way 
between the mirror planes at z = 0 and 1/2. Each of the four models 
(A,B,C,D) is for a stoichiometric apatite (no vacancies and two halogens 
per unit cell). That this is so can be seen if one associates each 
halogen with the nearest calcium triangle and continues the motif 
indefinitely. Each calcium triangle will have one, and only one, halo­
gen atom associated with it. 
Substitution models with vacancies could readily be devised for 
defect-apatite structures. But, for those fluor-chlorapatites used in 
this work, no halogen deficiency was indicated; in fact, an excess of 
halogens was indicated by both x-ray and chemical analyses. How the 
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structure might accommodate an excess of halogens will be discussed 
later. 
In each of the four models in Figure 22 a single chlorine atom 
has been removed and a fluorine placed on the screw axis. In each 
case, the substitution is not iso-structural; in fact, the fluorine 
atoms not only occur at positions different from those of the chlorine 
atoms but the chlorine atom positions also differ from those in pure 
chlorapatite. Furthermore, the fluorine atom positions differ from 
those in pure fluorapatite. Substitution models A and B maintain the 
ordered displacements of the chlorine atoms, required for the monoclinic 
form of chlorapatite. These two substitutions can be thought of as 
occurring in two steps; (i) the removal of a chlorine atom from z = 
0.44 (the position found in pure chlorapatite) and an accompanying 
general relaxation of the remaining chlorines on the column toward the 
vacancy, (ii) the placement of a fluorine atom at z = 1/4 (the ideal 
position for F in fluorapatite) and the relaxation of the fluorine atom 
away from the mirror plane toward the chlorine vacancy and away from 
the nearest, negatively charged, chlorine atom. Thus, although the 
ordered displacements of the chlorine atoms are maintained, the chlorine 
atoms are shifted (A = 0.00l0 o and 0.0236 c for G-6-6-1 and G-10-1 
ZC1 3 5 
respectively) from their positions in pure chlorapatite and the fluorine 
atoms is in an off-mirror-plane position. 
In models A and B it is clear that, initially, the effect of 
small amounts of fluorine would be to reinforce the ordered displace­
ments of the chlorines with a concomitant increase in the P2^/b to 
P6~/m transition temperature. Prener (1967) measured optically the 
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Figure 22. Proposed Substitution Models; ClAp:F. 
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transition temperatures of fluor-chlorapatites with F/(F+Cl) ratios 
from zero to 0,36 and reported that the monoclinic form was stabilized 
for small amounts of fluorine in the chlorapatite structure. 
While substitution models A and B tend to stabilize the mono­
clinic form of chlorapatite, substitutions C and D provide for the 
occurrence of a reversal of the sense of the chlorine atom displacements 
from z = 1/2o The random choice of column in which substitution model 
C occurs would have the effect of removing the glide plane of the P2^/b 
structureo Substitution model C can occur only infrequently (if vacan­
cies are not allowed), since C can occur only once per column without 
an accompanying substitution model Do Both models C and D provide for 
the occurrence of fluorine on the mirror planes at z = 1/4 and z = 3/4. 
Substitution model D, however, would be energetically unfavorable be-
0 
cause of the small (~ 2 A) fluorine-chlorine interatomic distance (the 
0 
sum of the ionic radii is 3.14 A ) . 
Occurrence of Excess Halogen 
Up to this point it has been assumed that only fluorine atoms 
occupy the sites at z = 0 o18, 0.25 and 0.32. Table 17 presents the 
values of F + Cl and F/(F + Cl) obtained by x-ray and chemical analyses. 
The value obtained by least-squares analyses, particularly for G-10-1, 
are larger than the corresponding values found by chemical analyses. 
If one assumes that both chlorine and fluorine can occur at these sites, 
then a closer agreement results between the x-ray and chemical analyses 
(see Table 17). 
From Table 17 we see that both x-ray and chemical analyses 
indicate, for sample G-10-1, a halogen content in excess of the 































The structure model assumes that all atoms located at 0, 0, 1/4 ± 0.07 are 
fluorine; 
A structure model was used in which half of the atoms occupying positions at 
(0, 0, 1/4 ± 0.07) were assumed to be chlorine rather than fluorine. 
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stoichiometric quantity of two halogens per unit cello An explanation 
of this anomaly requires (i) an arrangement which permits at least 
three halogens to occur simultaneously on the screw axis within one 
unit cell, and (ii) a mechanism for charge compensation 0 
If one assumes that fluorine atoms as well as chlorine atoms 
can occur at sites heretofore assumed for chlorine, then three sites 
can be found, among all of the possible sites for halogens on the 
screw axis, which are nearly equally spaced. One third of the £ axis 
is approximately 2.26 A. The ionic diameter of three-co-ordinated 
0 
fluorine (co-ordinated with Ca in this structure) is 2.32 A (Shannon 
and Prewitt, 1969) 0 Thus, the difference between the £ axial length 
and three fluorine diameters is less than 3 per cent and it is reason­
able to expect that three equally spaced fluorines could occur on the 
£ axis without undue crowding. Three possible sites are z = 0.08, 
0.42, and 0.75. The interatomic separations would then be 0.32c, 
0.33c, and 0.33c„ If one cell out of every five had three halogens, 
it would be sufficient to explain the excessive halogen content of 
G-10-1, provided the remaining cells contained a stoichiometric amount 
of halogen. Charge balance could be maintained with a tri-valent 
cation. However, these samples were prepared with only Ca<. (PO^)^Cl, 
CaCl 2, and CaF 2 in the flux and the chemical analysis did not show a 
lack of material balance sufficient for tri-valent cations to be the 
means of charge balance. The site-occupancy factor of phosphorus is 
high relative to the site-occupancy factors of the oxygens. This would 
be the expected result if a PO^ group were replaced by a Cl~ to compen­
sate for two extra halogens on the nearby screw axis. Wondratschek 
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(Brown and Young, 1972) has pointed out that the iodine ion can replace 
PO^ in the apatite-like eulytine structure,, Thus, it is conceivable 
that Cl" could, in this case, substitute for some of the PO^ groups. 
Sterically Imposed Disorder 
A possibility exists that the trimodal distribution of scattering 
density observed in the difference syntheses for G-6-6-1 and G-10-1 may 
actually be a uniform distribution modified by diffraction effects 
(Wilson, 1971). Sudarsanan and Young (1971) discuss a similar situa­
tion in various cadmium apatites. In a case discussed by them, the 
halogen, bromine, is too large for the stiochiometric amount to be 
accommodated on the relatively short c axis without overcrowding,, They 
suggest a sterically imposed disordering of the bromine about the ideal 
position at z = 1/4. The simplest distribution to assume is a uniform 
one wherein each successive bromine atom, along a linear chain of con­
tacting bromine atoms, becomes progressively further from z = 1/4 until 
the placement of the next bromine becomes energetically unfavorable and 
a vacancy occurs. If the halogen were almost small enough for three 
to occur with a unit cell distance, a similar process might enable an 
over-stoichiometric amount of halogens to be accommodated sterically. 
However, as Wilson (1971) has pointed out, the observed distribution in 
the Fourier synthesis should have a relative minimum at z = 1/4 for 
halogen chain lengths greater than 0.10c if the reciprocal space window 
is I = 14. For I = 13 and 15, this critical chain length is 0.11c and 
0.10c respectively. The separation between the apparent off-mirror-
plane fluorines is 0 o18c and 0„l5c for samples G-6-6-1 and G-10-1. Thus, 
one would expect a relative minimum at z = 1/4 if the halogens were 
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distributed uniformly. The maximum observed at z = 1/4 indicates that 
the distribution is trimodal rather than the uniform distribution intro­
duced to account for excess halogen. However, coupled-substitutions, 
such as the one discussed in the previous paragraph, may account for the 
excess halogen. 
Neodymium-Doped Fluorapatites 
Our precision structure refinement techniques (including data 
collection) were applied to Nd-doped fluorapatite to determine (i) 
where neodymium resides in the apatite structure, (ii) how the Nd-doped 
fluorapatite structure differs from fluorapatite, and (iii) how the 
two FAp.Nd materials produced by the use of the two different dopants 
differ from each other. 
Interest in neodymium-doped fluorapatite stems both from its 
possible use as an efficient laser crystal and from the prevalance of 
small quantities of rare-earth impurities in minerological and biologi­
cal apatites. Particularly in the biological apatites, the structural 
role of such small impurities may have, ultimately, an important 
influence on in vivo properties. Preliminary studies on Nd-fluorapatite 
have indicated a laser performance which rivals yttrium aluminum garnet 
(Mazelsky, Ohlmann, and Steinbruegge, 1968) and CaWO^ (Eaglet, 1970). 
Nd-fluorapatite crystals kindly supplied by Eaglet had been 
grown by the Czochralski method. Both NdF^ a n d Nd^O^ were used as the 
dopant. The NdF^-doped FAp grows faster and has better optical quality 
than does the Nd 20^-doped FAp. However, the latter exhibits better 
performance as a laser. Why FAp.Nd with the higher optical quality and 
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growth rate is a poorer laser host is, of course, of great interest to 
the laser industry. 
The samples were prepared with enough neodymium in the melt to 
replace one per cent of the calciums if the segregation coefficient 
were unity. The segregation coefficient of Nd in FAp with NdF^ as a 
dopant has been measured to be about 0.7 (Eaglet, 1970). When Nd^O^ 
was used as the dopant the segregation coefficient was 0.52 (Mazelsky, 
Ohlmann, and Steinbruegge, 1968). This would indicate that we should 
expect to find on the order of 0.4 weight per cent of Nd present in 
these samples, This represents less than 0 ol Nd per unit cell and the 
problem of specifying its location is compounded by the fact that this 
small quantity may occupy a multiplicity of sites. Optical studies 
3+ 
have placed Nd at C a ^ sites (Prener and Piper, 1971). Spectrographs 
studies with the tri-valent rare-earth Eu substituting in fluorapatite 
3+ 
indicated the presence of Eu at both Ca^. and C a ^ sites when EuF^ was 
the dopant and at Ca sites only when Eu 0 was the dopant (Eaglet, 
1970) o 
The fact that Nd may go into the fluorapatite structure at a 
site which is not spatially distinct from other atoms (e„g., Ca^. and 
C a j j ) complicates the analysis. If the scattering factor curves are 
similar in shape, then aside from an overall scaling factor, it will be 
impossible to determine how much of the scattering density at the 
calcium site is due to neodymium and not to calcium. This is because 
the expression for the intensity of a Bragg reflection has as a factor 
the product of the site-occupancy-factor and the atomic scattering 
factoro The scattering factor curves for neodymium and calcium have 
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been plotted in Figure 23, where the curve for calcium has been normal­
ized so that the two curves match at zero scattering angle. Only in 
the sinQ/\ region from 0.2 to 1.0 do the first derivatives of the two 
curves differ appreciably. Fortunately, the x-ray intensity data for 
both Nd-doped FAp samples did fall in the range 0.36 < sinS/X < 1.0. 
Least-Squares Analyses 
Least-squares structure refinements were undertaken with the 
refined parameters (Chapter VII) of synthetic fluorapatite taken as the 
starting point. Nine hundred reflections obtained from FAp.NdF^ were 
used in the least-squares process. After extinction corrections had 
been made, the refinements quickly converged to yield wR^ - 2.92 per 
cent. Similarly, refinements using 1010 reflections obtained from the 
FApiNd^O^ sample yielded wR^ = 3.87 per cent. 
Small but significant differences occurred between (i) the 
FApiNd^O^ and FAp.NdF^ parameters and (ii) those of synthetic fluor­
apatite. The biggest difference was the relative shift of the C a ^ 
o 
position on the mirror plane, by about 0.01 A. This, along with the 
subtle enlargement of the temperature factor of Ca in FAp :NdF^ 
and FAp:Nd^0^ ( A P ^ 0 . 0 0 0 3 ) indicated that for both samples Nd might be 
at, or near, the C a ^ site as had been previously suggested by others 
from various optical studies. The only indication that Nd might also 
be at the Ca^. site of FAp.NdF^ was a very small increase (~ 0.006) in 
the site-occupancy factor over that found for FAp:Nd20^ and FAp. A 
comparison of the refined parameters of the Nd-doped samples and fluor­
apatite is made in Table 18. For these refinements neodymium was not 
included in the structure model. 
0 0.5 1.0 1.5 2.0 
SIN (d)i\ 
Figure 23. Scattering Factor Curves for Nd and Ca Scaled to Nd. 
160 
Table 18. Refined Parameters of Two Nd-Doped and 
One Pure Fluorapatite; no Nd in the 
Structure Model. 
ATOM SPECIMEN* MULT X Y Z 
1 0.500(3) 0.3262(1) 0.4843(1) 1/4 
1 2 0.500(3) 0.3265(1) 0.4846(1) 1/4 
3 0.500(4) 0.3265(1) 0.4846(1) 1/4 
° I I 
1 0.506(3) 0.5880(1) 0.4668(1) 1/4 
i i CM
 0.500(3) 0.5882(1) 0.4670(1) 1/4 
3 0.497(4) 0.5884(1) 0.4669(1) 1/4 
° I I I 
1 0.999(4) 0.3416(1) 0.2568(1) 0.0704(1) 
1 1 1 2 1.000(5) 0.3416(1) 0.2567(1) 0.0705(1) 
3 0.996(6) 0.3419(1) 0.2570(1) 0.0704(1) 
P 1 0.497(1) 0.3981(0) 0.3688(0) 1/4 
2 0.518(1) 0.3983(0) 0.3691(0) 1/4 
3 0.510(1) 0.3985(0) 0.3691(0) 1/4 
Ca 1 0.325(1) 1/3 2/3 0.0011(0) 
1 2 0.331(1) 1/3 2/3 0.0011(0) 
3 0.324(1) 1/3 2/3 0.0011(0) 
C a T T 
1 0.488(1) 0.2416(0) -0.0071(0) 1/4 
1 1 2 0.500(1) 0.2406(0) -0.0073(0) 1/4 
3 0.510(1) 0.2401(0) -0.0073(0) 1/4 
F 1 0.157(1) 0 0 1/4 
CM
 0.153(2) 0 0 1/4 
3 0.150(3) 0 0 1/4 
* 
Specimens : 1 = Pure FAp, 2 = FAp:NdF 3, 3 = FAp:Nd 20 3 
(Continued on next page) 
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Table 18. Refined Parameters of Two Nd-Doped and 
One Pure Fluorapatite; No Nd in the 
Structure Model 0 (Continued) 
ATOM SPECIMEN* R *# $22 $3 3 $12 $13 $23 
1 35(1) 26(0) 41(1) 23(0) 0 0 
± 2 34(1) 25(1) 41(1) 23(1) 0 0 
3 34(1) 24(1) 39(1) 23(1) 0 0 
°II 1 16(0) 24(1) 70(1) 7(0) 0 0 i i 2 16(1) 23(1) 73(1) 7(1) 0 0 
3 15(1) 22(1) 66(2) 7(1) 0 0 
°TIT 1 61(1) 31(0) 31(1) 29(0) -21(0) -14(0) 111 2 62(1) 31(1) 31(1) 30(1) -22(1) -14(0) 
3 60(1) 30(1) 28(1) 28(1) -22(1) -13(1) 
P 1 14(0) 12(0) 17(0) 7(0) 0 0 
2 16(0) 14(0) 22(0) 9(0) 0 0 
3 15(0) 13(0) 18(0) 8(0) 0 0 
Ca 1 30(0) 30 20(0) 15 0 0 
i 2 29(0) 29 22(0) 15 0 0 
3 28(0) 28 18(0) 14 0 0 
1 22(0) 20(0) 27(0) 11(0) 0 0 
11 2 25(0) 20(0) 28(0) 11(0) 0 0 
3 26(0) 20(0) 25(0) 12(0) 0 0 
F 1 25(1) 25 129(3) 12 0 0 
2 24(1) 24 139(3) 12 0 0 
3 24(1) 24 117(4) 12 0 0 
Specimens: 1 = Pure FAp, 2 = FAp:NdF~, 3 = FAp:Nd 0 
Temperature factors have been multiplied by 10 . 
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Inclusion of neodymium in the structure models of FAp:Nd20^ and 
FAprNdF^ at the C a ^ position did not lead to significant reductions 
in w]*2 but the C a ^ parameters still differed from those found with the 
fluorapatite sample. Further refinements, allowing neodymium to assume 
o 
a slightly different position (~ 0 o05 A) from C a ^ , reduced wR^ (from 
2.92 to 2.77 per cent for FAp:NdF^; from 3.87 to 2.80 per cent for 
FAprNd^O^) and increased the agreement between the positional parameters 
found for Ca^^. in fluorapatite compared to those found with the two Nd-
containing fluorapatites. 
The final least-squares-refinement results for the parameters 
for the two Nd-containing fluorapatites and for fluorapatite are 
presented in Table 19. Neodymium was not placed at the Ca^. site in 
FApiNdF^, because the amount indicated by the final site-occupancy-
factor is less than one standard deviation. The amount of neodymium 
indicated at the C a ^ sites of FAprNdF^ and FAp:Nd 20^ is approximately 
7 weight per cent or half a neodymium per unit cell. The standard 
deviation of the site-occupancy factor of neodymium is 18 per cent, 
Thus, a conceivable three-standard-deviation error could lead to closer 
agreement with the 3.8 weight per cent found for neodymium by electron 
microprobe analysis (Johnson, 1971). The sample compositions are given 
in Table 20. The sample compositions determined by electron microprobe 
analysis differ significantly from that found from the least-squares 
refinements. In the ensuing discussion on charge-balance mechanisms 
the source of these differences will be considered,, 
For those specimens used in this work, the difference between 
the neodymium-containing fluorapatite and fluorapatite structures appears 
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Table 19. Refined Parameters of Two Nd-Doped and 
One Pure Fluorapatite. 
ATOM SPECIMEN* MULT X Y Z 



















































































































Specimens: 1 = Pure FAp, 2 = FAp:NdF 3, and 3 = FAp:Nd 20 3 
(Continued on next page) 
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Table 19. Refined Parameters of Two Nd-Doped and 
One Pure Fluorapatite. (Continued) 
ATOM SPECIMEN* R 
Pll $22 $33 $12 $13 $2 3 
°r 1 35(1) 26(0) 41(1) 23(0) 0 0 i 2 34(1) 25(1) 41(1) 24(1) 0 0 
3 35(1) 26(1) 40(1) 24(1) 0 0 
°II 1 16(0) 24(1) 70(1) 7(0) 0 0 2 15(1) 23(1) 72(1) 7(1) 0 0 
3 15(1) 23(1) 68(1) 7(1) 0 0 
°III 1 61(1) 31(0) 31(1) 29(0) 21(0) -14(0) X X X 2 61(1) 31(1) 31(1) 29(1) -22(1) -14(0) 
3 61(1) 30(1) 30(1) 29(1) - 22(0) -14(0) 
P 1 14(0) 12(0) 17(0) 7(0) 0 0 
2 16(0) 14(0) 21(0) 8(0) 0 0 
3 15(0) 14(0) 19(0) 8(0) 0 0 
Ca 1 30(0) 30 20(0) 15 0 0 
X 2 29(0) 29 22(0) 15 0 0 
3 29(0) 29 19(0) 14 0 0 
1 22(0) 20(0) 27(0) 11(0) 0 0 
2 18(2) 21(1) 23(2) 9(1) 0 0 
3 18(1) 20(1) 24(1) 9(0) 0 0 
Nd 1 
11 2 40(5) 16(4) 39(5) 15(3) 0 0 
3 37(5) 16(2) 24(2) 14(3) 0 0 
F 1 25(1) 25 129(3) 12 0 0 
2 24(1) 24 139(3) 12 0 0 
3 23(1) 23 123(3) 12 0 0 
•3'r 
Specimens: 1 = Pure FAp, 2 = FAp:Ndp ' 3, and 3 = FAp:Nd 20 3 
•3HS-
Temperature factors have been multiplied by 10 
Table 2 0 . Sample Compositions for FAprNdF^ and FAp.Nd 0 
(weight per cent),. 
METHOD 
CHEMICAL X-RAY ELECTRON X-RAY** 
ENTITY SAMPLE* DIFFRACTION MICROPROBE DIFFRACTION 
Ca 1 3 2 . 8 37o8 3 6 . 4 CM 3 2 . 7 3 6 . 2 
1 5 6 . 9 5 5 . 3 5 7 . 0 
2 5 7 . 0 5 7 . 1 
F i—•
 
3 . 4 2 . 9 3 . 4 
2 3 . 4 — 3 . 4 
Nd 1 6 . 9 3 . 8 3 . 3 
2 6 . 9 3 . 3 
Sample: 1 = FAp :NdF^, 2 = FAp:Nd_0 
Site-occupancy factor of C a ^ increased by 3 a to 0.434 and the site-occupancy factor 
Nd was decreased by 3 a to 0.019. 
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to be only in the placement of a small amount of neodymium near (but 
not exactly at) the C a ^ site. The amount, if any, of Nd at the Ca^. 
site in FApiNdF^ was shown to be less than 0.02 weight per cent; simi­
larly that at the Ca^. site in FAprNd^O^ was even less. 
Charge-Balance Mechanism 
Two charge-balance mechanisms have been postulated: (i) vacan-
+3 cies, Ca c _ / 0Nd (PO.)_F and (ii) the coupled substitution of Nd for 5-3x/2 x 4 3 
+2 -2 -1 Ca and 0 for F , Ca_ Nd (P0.) oF, 0 . Neither of these mechanisms 5-x x 4 3 1-x x 
were imposed during least-squares refinements„ That is, site-occupancy 
factors were allowed to vary without imposition of constraints. Site-
occupancy factors, prior to the introduction of neodymium into the 
structure, indicated a charge imbalance of +0„37 ± 0„09 and +0.42 ± 0 oll 
electrons per unit cell for FAp:NdF^ and FApiNd^O^, respectively„ After 
refinements with neodymium in the structure, the apparent charge imbal­
ance was -1.67 ± 0.66 and -1 092 ± 0.62 electrons per unit cell 0 In both 
cases the numbers of electrons associated with the PO^ group, fluorine 
and Ca^. remained unchanged (within several hundredths of an electron) 
after the introduction of the neodymium,. However, the net positive 
charge associated with the C a ^ site and nearby N d ^ site decreased by 
approximately 2 electrons. An error of three standard deviations in 
the Ca^j site-occupancy factor would account for 1.8 electrons of the 
charge imbalance. As a possibly instructive exercise, the indicated 
compositions by weight and the charge imbalance were therefore recalcu­
lated on the assumption that the site-occupancy factors were in error 
by -3a for Ca and +3c for Nd.^ (since the Ca.^ and Nd^.^ multipliers 
are almost exactly negatively correlated). The charge imbalance then 
1 
calculated was -0.6 ± 0.7 electrons per unit cell. The compositions 
thus indicated (Table 19) as consistent with the x-ray structure re­





The techniques for collecting single-crystal Bragg intensity 
data, which were developed and evaluated in the course of this work, 
yielded significant precision (unattainable with any existing tech­
nique) in the least-squares refined parameters. This newly attained 
precision in atomic-scale detail was used to develop atomic-scale 
models which could account for certain observed properties on a macro­
scopic scale. 
In what follows, a number of conclusions about the data col­
lection techniques and about the crystal structures themselves are ab­
stracted from the text and presented in summary form. 
"Typical" vs "Controlled-Precision" Techniques 
The application of the two different techniques ("typical" and 
"controlled-precision") to the same sample indicated that, for an 
allotted total time T to complete an experiment, one will be able to 
detect smaller physically significant parameter differences, with 
the "controlled-precision" than with the "typical" technique. From 
the case presented in Chapter VI, it was concluded that 25 per cent 
more time would be required to obtain the same wR^ with the "typical" 
technique than with the "controlled-precision" technique. The use of 
the "controlled-precision" technique is preferred over the "typical" 
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technique because improved statistical precision can be obtained, 
simultaneous diffraction effects can be reduced and malfunctioning 
equipment detected without an increased expenditure of time. 
The less precise ("typical") technique did not result in refined 
structure parameters demonstrably in error in comparison to the results 
with the "controlled-precision" technique; they were simply less well 
determined by, in this case, approximately a factor of two. 
On the basis of tests with artifically added random errors and 
the half-normal probability plot (Figure 11, Chapter VI) of the dif­
ferences in the refined parameters, it was concluded that (a) the 
least-squares standard deviations (in the 25 per cent random error 
example) were systematically too small (i.e., to account for the ob­
served differences in the parameters) by 30 to 40 per cent, (b) 
addition of the random errors to the intensity data did not introduce 
systematic errors in the least-squares results, and (c) the addition 
of errors did not prevent convergence in the refinement process even 
though psuedo symmetry was present. 
Simultaneous Diffraction and Extinction 
Significant simultaneous diffraction effects (> 3a) occurred for 
14 to 34 per cent of the data collected from the apatite specimens (see 
Table 6, Chapter VI). Three standard deviations was at least 3 per 
cent, generally more, of the Bragg intensity. The occurrence of 
intrinsic simultaneous diffraction was still significant (> 17 per cent) 
for asymmetrical settings of the crystal relative to the 0 axis of the 
diffractometer. The frequency of occurrence of detectable simultaneous 
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diffraction was approximately proportional to crystal size (see Figure 
1 4 ) . 
Inclusion of the data affected by simultaneous diffraction in 
the least-squares refinements revealed that: (a) the structure parame­
ters remained unchanged (within 3a, where a is the pooled standard 
deviation for the two refinements), (b) the R factor (wR 2) increased 
39 per cent (from 4 . 3 5 to 6 „04 per cent) and the average standard 
deviation, obtained from the least-squares process, increased 40 per 
cent, and (c) the extinction constant, £, more than doubled (see Table 
8 , Chapter VI). Thus, if any physical interpretation is to be given 
the extinction constant, c_, one must correct for simultaneous diffrac­
tion (no procedure known at this time) or remove the affected data 
before the extinction correction procedure is applied. Also, identify­
ing and removing those reflections presumably affected by simultaneous 
diffraction did improve the precision with which the final parameters 
were known„ 
Extinction corrections, routinely applied to all data, resulted 
in significant improvements in the R factors (wR 2) for all data sets 
(see Table 1 0 , Chapter VI); a 57 per cent reduction occurred in one 
case ( I 0 o l 5 to 4o35 per cent). These samples did not exhibit severe 
extinction effects, the largest correction to any reflection intensity 
was only ~ 15 per cento 
Atomic Scale Bases for Some Apatite Properties 
Detailed knowledge of the various apatite structures studied in 
this work permitted atomic-scale models to be proposed which provide 
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for an explanation of the occurrence of some of their macroscopic 
properties. Some of the observed physical properties for which atomic-
scale models have been presented in this work are: 
(1) The occurrence of a monoclinic form of chlorapatite. 
(2) The preferential doubling of only one a axis of hexagonal 
chlorapatite to form the monoclinic structure. 
(3) The prevalence of mimetic twinning in chlorapatite. 
(4) The initial inhibition and eventual promotion of the mono­
clinic to hexagonal phase transition with increasing substitution of 
fluorine into the chlorapatite structure,, 
(5) The three-fold splitting of the 8600 cm * fluorescence line 
in MhO.-doped chlorapatite„ 
172 
APPENDIX A 
INITIALIZATION OF THE DATA COLLECTION 
Introduction 
The control program was designed to collect precise integrated 
Bragg intensities from single-crystal specimens. The machine-language 
interface-control subroutines are those written by W. R. Busing (1968) 
and modified by the programming group of Picker Corporation (Cleveland) 
for the FACS-I system. The methods and manner of the data collection 
strategy were developed by us in the course of the present work. 
The programming system is modular in that it is composed of nu­
merous overlays which are stored semi-permanently on a disk mass-storage 
device, and these overlays are called sequentially into core for execu­






Collect data for 
one reflection 
(1) 
Select next h, 
k, I (2) 




the box representing h, k, t selection is an overlay, and thus one could 
substitute box 2 for box 1 and obtain a different method of h, k, t 
selection without disturbing the rest of the programming. Of course, 
the overlay represented by box 2 must be written with full regard to 
intercommunication with other overlays, overlay 2 may need information 
created by the rest of the program, and overlay 2 may create results 
needed by the rest of the program. 
An overlay is brought into core memory by the following sequence 
of assembly language commands: 




where EAOVERLAY and DMAOVERLAY are respectively the disk extended address 
and disk memory address of the first location of the overlay on the d i s k o 
Initialization Program 
The disk monitor responds to one-letter keyboard commands. The 
crystal alignment program is brought into core by means of the resident 
disk monitor. Typing the letter "A" will bring the alignment program 
into core. Typing "/BC" will then bring the data collection program in­
to core. To initialize the data collection program one types "/IN" and 
then types: 
(1) the number of degrees you want to rotate about the diffrac­
tion vector, 
(2) unimplemented parameter, reserved for future expansion, 
type "1", 
174 
(3) 1/2 of the basic peakwidth in degrees 29, 
(4) statistical precision desired (e.g., for 1% type 0.01), 
(5) time in minutes that you want between the standard 
reflections, 
(6) maximum number of times you want to scan one reflection, 
at one angular setting of the diffraction vector, 
0 
(7) wavelength of the Ko/p radiation used, in A, 
(8) wavelength of the Kf3 radiation of the target material 
o 
used, in A, 
o 
(9) wavelength of the 3-filter absorption edge in A, 
(10) h, k, t Miller indices of the standard reflection. 
The program segment which accepts this initialization information 




OPTIMIZATION OF THE VARIANCE OF THE INTEGRATED 
NET INTENSITY OF A BRAGG REFLECTION 
Single-Scan or Single-Filter Case 
Let T be the integrated net intensity, I A the number of counts N ' A 
accumulated while the detector is scanned over the peak, I the number 
of counts accumulated while the detector is scanned over the background 
on both sides of the peak. If t represents the ratio of time spent on 
the peak to the time spent on the background on both sides of the peak, 
then: 
where a linear background has been assumed and extended under the Bragg 
(54) 
peak. The variance o f L T will be 
(55) 
and the fractional standard deviation will be 
a(I N ) / l N = (I A + t 2 ic)*/(iA - t ic) (56) 
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Let t and t be the times spent on the peak and total background A C 
respectively. If t + t = K (K a constant) and t = t /t , then I 
A Li A Li A 
and I can be rewritten: 
Li 
I A - (K - t c ) i A (57) 
h m Vc ( 5 8 ) 
where i and i are average count rates for the peak and background 
A Li 
respectively. If one uses equations (57) and (58), then equation (56) 
can be rewritten as: 
a(I N)/l N = (iA(K - t(.) + ((K - t c ) 2 i c t c ) * 
/(iA(K - t c) - ((K - t c)/t c)i ct c) . (59) 
Minimizing the fractional standard deviation with respect to t we 
Li 
obtain: 
V<K - V 2 - V'c2 = 0 • ( 6 0 ) 
Let 5 = (i A - i r ) i p (5 is the signal-to-noise ratio) and substitute 5 
A Li Li 
into equation (60) to obtain 
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(1 + 5 ) / t / - 1/t/ = 0 (61) 
and 
= 1 + 5 (62) 
Double-Filter or Double-Scan Case 
If one follows a similar approach with a double-filter scan we 
obtain 
" i + i ( 6 3 > C D 
where i. and i are the average count rates for the scans of the peak 
with the A and B filters respectively and i and i are the average 
L< D 
count rates for the backgrounds obtained with the A and B filters re­
spectively o 
If the filters are balanced 
i c « i D (64) 
and equation (63) reduces to 




t 2 i d + 5 A) + i d + SJ (66) 
where 5 A and 5„ are the signal-to-noise ratios obtained with the A and B A B 
filters respectively. Equation (66) can be rewritten 
t 1 + i SA + | SB . (67) 
If the A filter is the alpha-filter of an alpha-beta balanced-filter 
pair, then 
5 A » 0 (68) 
and equation (67) becomes 
t Z « 1 + \ S„ . (69) 
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APPENDIX C 
DETAILS OF DATA COLLECTION 
Two-Pass Data Collection Strategy 
Usually, due to limitations of resources and time, a fixed total 
time T is specified within which the data collection must be completed. 
In most cases, the total number of Bragg reflections accessible for 
measurement exceeds by many times the number which can be measured 
within the constraint of a total time T for the experiment. The ques­
tion of how one allocates the available time T in collecting the data 
has two parts: 
1. How does one divide the time among the various accessible 
reflections consistent with the goals of the experiment (e.g., opti­
mizing the weight of certain structure parameters, etc.)? 
2. Given a time t^, for measurement of a given reflection, how 
much time does one spend determining the peak intensity and how much 
time determining the back-ground intensity? (e.f., Chapter III) 
To answer the above questions, one needs a prior knowledge of 
the Bragg intensities (i.e., one must, in principle, know the structure 
beforehand). Many authors (Shoemaker, 1968; Young, 1969; Arndt, 1964; 
Kaplow and Posen, 1969; Arndt and Willis, 1966) have pointed out the 
need for prior knowledge or survey information, in determining an opti­
mum strategy for collecting x-ray intensity data which will best serve 
the purpose for which they were gathered. If one wants to determine 
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only the gross features of a structure, a very rapid determination of 
the integrated Bragg intensities would be sufficient (Killean, 1967). 
In the event that more structural details are desired, the initial 
rapid intensity determination may be used to obtain an optimized 
division of time for a re-collection of the intensity data. If the 
structure of interest has been previously solved, then that solution 
for the structure could serve as a model for calculating intensities, 
enabling one to by-pass the first pass of a two-pass process. 
The Datex Controller, which lacked the closed-loop feature of 
the computer-controlled diffractometer, was used to collect the data 
in two distinct passes. The first pass consisted of an initial, 
cursory collection of the intensities of all the reflections to be 
eventually collected and then, based on an elementary analysis of the 
initial data for signal-to-noise ratio and integrated intensities, a 
second collection with optimized times was performed. 
The closed-loop nature of the computer-controlled diffractometer 
allowed both passes to be made in an interleaved fashion. Thus, to 
the casual observer the data collection procedure would appear to be a 
single pass over all of the data. 
Mounting Specimens 
The spherical crystals were affixed to the ends of quartz-glass 
fibers with collodion and the glass fibers in turn, were mounted on 
brass plugs with jeweler's wax. The stem of the brass plug was then 
mounted on a standard goniometer head. 
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Centering Crystal and Determining 
Orientation Matrix 
To collect data from a single-crystal with a diffractometer, one 
must position the crystal at the center of the sphere of confusion,, 
This is easily accomplished by observing the motion of the crystal rela­
tive to the reticle of a telescope. As each axis of the diffractometer 
is rotated in turn, the crystal's position will not translate in space 
if the crystal lies on that axis. 
After centering the crystal on the diffractometer, one must deter­
mine the orientation of the crystal lattice relative to the goniostat. 
The angle-setting calculations for the Datex controlled diffractometer 
were done with an off-line computer and so it was convenient purposefully 
to align the 0-axis of the diffractometer along the c* direction of the 
reciprocal lattice of the apatite crystal. This practice of aligning 
a direction of high symmetry along the 0-axis of the diffractometer 
enhances the probability of occurrence of simultaneous diffraction 
events and, thus, is a practice which should be avoided when precise data 
are required. With the computer-controlled diffractometer, a record of 
the orientation of the crystal is maintained in the computer as a gener­
al orientation matrix. The angle setting calculations are, then, done 
on-line in real-time with equal convenience for general or special 
orientations of the crystal relative to the goniostat. In fact, even 
though the crystals had been previously aligned for Weissenberg of 
precession photographs, our standard procedure was to offset the goni­
ometer head arcs several degrees from the aligned settings and then to 
obtain a new orientation matrix for this general setting. 
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Wavelength Selection 
The radiation used in collecting the data from all specimens was 
the KCY doublet emitted from the excited molybdenum target. Molybdenum, 
rather than copper, was chosen for several reasons. More reflections 
are accessible with the shorter wavelength of MOKCY. The apparent in­
crease in the number of collectable reflections is real, for with 
apatites reflections with signal-to-noise ratios greater than one exist 
all the way out to at least 120° 26, notwithstanding the sin9/X depend­
ence of the temperature factor. For a given crystal, the absorption 
correction will be less if molybdenum Kef radiation is utilized rather 
3 
than copper Ka because of the X dependence of n</p. Furthermore, as 
equations (30) and (31) in Chapter III make apparent, the extinction 
corrections will also be smaller with molybdenum than with copper 
radiation. However, the chance that simultaneous reflections will occur 
is greater because of the larger Ewald sphere associated with MoKcy. 
Anomalous dispersion can be useful in solving a structure, however in 
structure refinements it becomes necessary to correct for this phenome­
non. It is usually best to avoid, or at least minimize, the need for 
corrections, since every correction factor has an attendant error 
associated with it e From Table 21 we can see that for the atoms in the 
apatites observed, the anomalous dispersion corrections are less with 
MoKcf than with the two other commonly used target materials, Cu and Fe 
(Cromer, 1965). 
Because of reduced intensity, uncertainty in the polarization 
correction, and the non-uniform reflectivity over its surface a mono­
chromator was not used. But a pulse height discriminator was used in 
Table 21. Anomalous Dispersion Corrections for 
Various Atoms and Wavelengths 
Ca P Cl Nd 
MoKo/ 0.24 0.36 0.11 0.12 0.15 0.19 -0.39 3.42 
CuKcv 0.36 1.34 0.27 0.46 0.33 0.72 -3.70 10.65 
FeKo- 0.21 1.98 0.32 0.68 0.36 1.07 -10.39 8.88 
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the counting circuits, which improved the signal-to-noise ratio by 
eliminating portions of the "white" background and harmonics of the 
Ka wavelength. 
Aperture Selection 
A circular aperture of diameter \ inch, selected by means of the 
operational procedure described in Chapter II, was used. It was found 
that his size aperture maximized the net integrated intensity while not 
diminishing the signal-to-noise ratio with an aperture larger than was 
needed. 
Computer-Controlled System 
(h, k, V) Selection 
The reflections to be observed with the computer-controlled 
diffractometer could be chosen by one of two methods. The (h,k,£) 
values could be generated by a subroutine programmed to generate any 
predeterminable sequence of (h,k,£) desired. The second method of 
(h,k,£) selection retrieved Miller indices which had been previously 
stored in the disk memory. This second method permitted one easily 
to go back and re-collect these reflections which had been flagged in 
the teletype output as suffering from some blunder or systematic error. 
Maximum and minimum limits could be specified for the angle 28. By 
collecting successive sets of data with different angular limits on 28, 
one could effectively collect the data from concentric bands in recipro­
cal space. As mentioned previously, there was not enough time to col­
lect all of the accessible reflections; by collecting concentric banks 
of data, one could obtain data for all angular orientations and for a 
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wide range of sin9/X. A wide range in sin0/X is necessary to reduce 
the otherwise extremely high correlations between the overall scale 
factor and the overall temperature factor. 
Scan Mode and Filter Selection 
After the next reflection (h,k,£) to be observed is selected, a 
subroutine is entered to determine which one of four scan modes will 
be used to collect the integrated intensity data for that particular 
reflection. From Bragg 1s law we obtain 
29 = 2sin~ 1(Xd*/2) . (70) 
Using equation (70) we can calculate the position of the peaks due to 
Key and to K|3 wavelengths „ If the separation between the two peaks is 
less than 3/2 of the width of the peak scan, the balanced-filter uu-scan 
mode is used. 
2 9 ^ - 29 Rp < 3/2 (Peakwidth) (71) 
If equation (71) is not satisfied, then a balanced-filter oo-scan is not 
necessary for the a and R peaks are resolved enough for the R peak to be 
well outside of the range of the peak and background scan„ The factor 
3/2 arises since in the worst case conditions (signal-to-noise ratio = 
0) the width of the background scan on one side of the peak is the 
width of the peak scan. Thus, the <y and R peaks must be separated by 
more than one peak width plus the width of one background scan in order 
that the a - R filter uo-scan mode need not be used. 
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If a balanced-filter oo-scan is not needed, the order (N) of the 
reflection is then determined, to enable one to determine if the |3-peak 
of the (N + l)th order (or greater) will occur in the scanning range for 
the o/-peak of the Nth order. Let N be the order and d* the reciprocal 
spacing of the reflection to be observed, then if 
2sin" ( ^ I ! L Y I 2 — ) " 2 s i n " ( " ^ — ) > 3 / 2 ( p e a k w i d t h > ( 7 2 > 
is satisfied a no-filter 26 scan mode is used. If equation (72) is not 
satisfied, a ^-filter is required and one must then check to see if an 
cy-filter scan will also be required. That choice depends on whether 
the absorption edge of the filter falls outside the angular range over 
which the peak and background will be scanned. Thus, if 
(26„ - 26 D ^.-^ A U ) > 3/2 (Peakwidth) (73) K& 3-Filter Abs. Edge v v / 
is satisfied, a 29-scan 3-filter suffices, otherwise an o/, B balanced-
filter 26-scan will be used. In equation (71) through (73) the term 
peakwidth is used and is defined as 
Peakwidth = Basic Peakwidth + Dtan6 (74) 
where the Basic Peakwidth is a constant term which takes into account 
the width of the peaks due to mosaicity, cross fire and divergence in 
187 
the beam, the size of the source and specimen; and the term which varies 
as tanG takes into account the effect of dispersion on the peakwidth. 
Both the Basic Peakwidth and the dispersion constant D are quantities 
which must be supplied in the computer program during the set-up or 
initialization of the data collection procedure. The expression for D 
is 
where AX is the o/-doublet separation. For KoKa radiation, D is 0,692 
and for CuK, D is 0.285. 
Algorithm for One Reflection 
The angular settings for the 20, uo, x> a n d 0 axes are calculated 
for each (h,k,'l) for the bisecting position (uo = 0°) and for uu, x> a n d 
0 values required to produce a rotation of i|r degrees about the diffrac­
tion vector. Before positioning the axes for the next reflection, the 
computer determines whether the calculated angles are accessible for 
both settings of \Jr, without collisions occurring in the dif fractometer. 
If either set of angle settings is inaccessible, that reflection is 
skipped and the program advances to the subroutine which selects the 
next (h,k,^t) for observation. If both sets of angular positions are 
accessible, the four diffractometer axes are driven to the bisecting 
position (i.e., uo = 0°) and the shutter is opened. A ten second sampling 
of the count rate is made. If during this time the count rate exceeds 
a certain level (predetermined by the electronic circuitry), an aluminum 
attenuator is placed automatically into the detected beam. Successively 
(75) 
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thicker attenuators are placed in the beam until the count rate drops 
to an acceptable level or until the thickest available attenuator is in 
place. The attenuator holder is a motor driven wheel with 1 open hole 
and 5 holes in which disks of aluminum of gradually increasing LLt have 
been placed. The count rate at which the attenuator circuit is trig­
gered is approximately 27000 counts/sec. 
Initial Determination of Signal-To-Noise Ratio and I n 
After the scan mode and attenuator have been selected, a 20 
second survey of the selected Bragg peak is made. During the survey a 
10 second sampling of the Bragg peak (for the Ko^ wavelength) was made, 
and a 10 second sampling of the background was made with the detector 
displaced of the Peakwidth from the Bragg peak position. The signal-
to-noise ratio S is approximated by 
where C., and CL are the counts accumulated during the counting period 
on the peak and on the background respectively. The optimum ratio 
(t ) of the time to spend on the peak to the time to spend on both opt r r 
sides of the background is (see Appendix B and Chapter III): 
S (C B (76) 
opt = (t peak background ) = CS + l )
s (77) 
for a single-filter or no-filter scan mode, and 
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t Q p t = (5/2 + l ) 2 (78) 
for a double- or balanced-filter mode. With the FACS-I system, the 
scanning speed is not under programmatic control. Since the peakwidth 
is fixed by equation (74) and the scanning speed is fixed by the drive 
gear selection, then t p e a k i-s already determined. One would not want 
to make the peak scan any wider than required by equation (74), for to 
do so would decrease the signal-to-noise ratio unnecessarily. On the 
other hand, a peak scan any narrower would cut into the peak. Thus, 
one is left with the alternative of adjusting the amount of time spent 
on the background ( t] 3 a c] Cg r o u n cj) > i»e., increasing or decreasing the 
width of the background scan. Thus the scan limits for a particular 
Bragg peak are: 
(26 2 - 26 1)/2(28 1 - 29 0) = ( 5 + 1 ) * (79) 
and 
(26 2 - 26 1)/2(28 1 - 26 0) = (S/2 + 1 ) 2 , (80) 
where equation (79) is for a single-filter case and equation (80) for 
a double-filter case. In equations (79) and (80), 29^ and 2 8 2 are the 
extremes of the peak scan while 26 0 and 29^ are the extremes for the 
background scan on the low angle side of the Bragg peak. A background 
scan on the same angular width is also made on the high angle side. 
The width of the peak (29 0 - 26-) is 
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(202 - 26 1) = (Basic Peakwidth) + D(tan 6) . (81) 
By utilizing the results of the survey, one can achieve the 
statistical precision that is desired in a shorter time or a smaller 
number of scans. For example, the time needed to obtain a given 
statistical precision in counting may be reduced by 50 per cent if the 
ratio of the time spent on the background is decreased from 4 to 1.5 
(if S = 1.25). 
Multiple Scans 
During the initialization or set-up prior to the start of the 
data collection, the statistical precision desired and the maximum 
number of scans to be permitted are entered into the program via the 
teletype keyboard. 
The number of counts collected and the elapsed times are saved 
for each of the 3 scan ranges: 29 0 to 26^ 29;L to 29 2, and 29 2 to 293« 
A linear-extrapolation background correction is made, using differences 
in the time of the scans rather than angular differences. The inte­
grated intensity is computed and a standard deviation is calculated 
based on counting statistics. If (o7l^) > P(2)^, where P is the desired 
precision which was entered into the program during initialization, 
then the four scan points are readjusted on the basis of the updated 
signal-to-noise ratio, and another scan is made. The counts and times 
for the successive scans are accumulated and the scanning process is 
continued until (a/I ) < P(2) s or until the upper limit to the number 
of scans is reached. 
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Test for Blunders and Simultaneous Diffraction Effects 
The results obtained from these scans are saved, and the crystal 
is rotated Y degrees about the diffraction vector. A multiple scan 
process similar to that just described is performed at the second set­
ting about the diffraction vector. For this work, the amount which the 
crystal was rotated about the diffraction vector was Y = 1° . Small 
deviations of the crystal from spherical symmetry, should not show up 
as intensity differences at these two settings, since the specimen is 
only rotated one degree. Differences greater than expected from count­
ing statistics along (e.g., at the 99.74 per cent confidence level) can, 
then, be assigned to possible blunders or simultaneous diffraction 
effectso If the net integrated intensity at the two settings about the 
diffraction vector differed by more than 3a, where a is the standard 
deviation based on counting statistics, then the output of the teletype 
for that reflection was flagged. Thus, random misreadings of the 
scaler or timer (which result in an intensity difference of 3a or more) 
could be detected as well systematic differences in the intensities 
due to anisotropic extinction or simultaneous diffraction. An abrupt 
change in the specimen alignment would also result in the subsequent 
flagging of all or most of the reflections; perhaps long before the 
time the next standard reflection was scheduled for observation. 
Tests for Filter Balance and Unexpected Character in Background 
If the scan mode used was one of the balanced-filter modes, the 
data were checked for proper balance of the filters in two ways. If 
either condition was violated, the corresponding error flag was included 
in the line of teletype output for that reflection. One of the checks is: 
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IBACKGROUND,, - BACKGROUND | + 4a > 0 (82) 
on both sides of the peak, i.e., within an allowed statistical error 
limit of 4a in the quantities measured, the intensity obtained with the 
a filter must always be less than or equal to that obtained with the 
j3 filter in place. The other check determined whether the differences 
between the o/ and R filters are the same, within 4a, on both sides of 
the peak. For example, angular dependence of the non-Bragg scattered 
radiation of pass-band wavelengths will cause a reflection to be flagged 
as a result of this latter check. 
I BACKGROUND ((3 - o/)TT. . - BACKGROUND(R - o>)T I + 4a > 0 (83) 1 High V K Low' 
Instrument Performance Monitors of the 
Computer Controlled System 
Collision Recovery 
If, in spite of the check made by the software, a collision 
occurs, all motors which were running on the diffractometer will be 
reversed for one second and a computer interrupt will be generated. 
As presently programmed, the software handler for the collision inter­
rupt will generate a line of teletype output for that reflection, in 
which a flag indicates that a collision has occurred. The data for the 
next reflection in sequence is then collected. In practice, the only 
collisions which have occurred have been those where a fully extended 
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arc on a goniometer head touched the coiled-spring guards on the inci­
dent or diffracted beam tunnels. This geometrical restriction varies 
from crystal to crystal and has not been taken into account in the pro­
gram as have the other geometrical limitations. 
Recovery From Shaft-Encoder Failure 
The absolute position of any of the motorized axes, was sensed 
by shaft encoders, one encoder for each motorized axis (26, to, x» 0) ° 
The encoders were a brush-and-disk type, with the output of the encoder 
in binary coded decimal (BCD). The encoders were designed to generate 
two complementary representations of each shaft position from two inde­
pendent sets of brushes. Thus, each reading of each encoder could be 
checked for accuracy by comparison of the independent read outs. This 
feature became important as the encoders aged and the read-failure rate 
increased. The program provided with the FACS-I system was modified in 
order to prevent the data collection program from entering an infinite 
loop while trying to read a "bad spot" on an encoder. Now, read-failures 
are ignored while the axes are being scanned. However, if a read-failure 
occurs at a position at which one of the diffractometer axes is in­
structed to stop, and if this read-failure persists for as long as ten 
seconds, then a line of output is generated on the teletype for that 
reflection and includes a flag indicating which encoder had the read-
failure. The program control then passes on to the next reflection with 
only ten seconds, at most, being lost. It is important to note that any 
read-failure which persists for less than ten seconds will not cause 
the loss of the data for that reflection. Since the 26 axis scanning 
speed is2°/minute, a band of encoder positions 1/3 of a degree wide 
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would all have to be bad for the reflection data to be lost. However, 
a single bad encoder position will cause the loss of the reflection 
data if that spot is one at which an axis must be positioned. 
Monitoring of Incident Beam 
The data collection program is executed concurrently with a 100 
hertz clock interrupt. These interrupts can be counted for timing 
purposes, the nominal time resolution then being 1/100 of a second. On 
the basis of input information, standard reflections are programmatically 
inserted into the data collection procedure every T minutes. In prac­
tice, the time between standards will be somewhat greater than T, since 
the data collection on the current reflection is allowed to finish be­
fore data collection for the standard is initiated. The Miller indices 
of the standard reflection and the time between standards are specified 
during the initialization of the data collection program. 
At present only one standard reflection is being collected every 
T minutes; however, the program segment which controls the collection 
of the standards could be changed to collect several standard reflections 
every T minutes. 
To be chosen as a standard, a reflection was required to have a 
good signal-to-noise ratio and its integrated intensity had to be 
insensitive to rotations about the diffraction vector, particularly in 
that range of \Jr being used for the experiment (\Jr = 0° to 1°). 
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